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The generation of predictive inferences may be difficult when a story leads to 
multiple possible consequences. Prior research has shown that readers only generate 
predictive inferences automatically, under normal reading conditions, when the story is 
based on familiar events for which the reader has readily available knowledge about what 
may happen next, there is enough constraining information in the text so that the 
inference is highly predictable, and there are few or no alternative inferences available 
(McKoon & Ratcliff, 1992). However, some evidence shows predictive inferences were 
generated when the likelihood of the targeted inference was reduced and the story 
implied an alternative consequence could occur (Klin, Murray, Levine, & Guzmán, 
1999). It is possible, though, that the alternative was not a likely enough consequence to 
affect processing of the targeted inference. Prior research did not examine whether the 
alternative inference was drawn or whether multiple inferences could be entertained 
simultaneously. The experiments in this dissertation were designed to further assess the 
nature of interference when multiple consequences are possible by increasing the 
likelihood of the alternative so that both inferences were more equally likely to occur. 
 
 
The first two experiments used a word-naming task and showed that neither 
inference was activated when probed at 500 ms after the story (Experiment 1A) or when 
probed at 1000 ms (Experiment 1B), suggesting the alternative inference interferes with 
activation of the targeted inference. Experiments 2 and 3 used a contradictory reading 
paradigm to assess whether the inferences were activated but only at a minimal level so 
that they were not detected in a word-naming task. Reading time was slower when a 
sentence contradicted both inferences but not when it contradicted only one inference, 
even after reading a lengthy filler text. Reading time was also slower in Experiment 3 
when the filler text was removed. These results imply both inferences were generated at a 
minimal level of activation that does not strengthen over time. The results are discussed 
in the light of comprehension theories that could account for the representation of 
minimally encoded inferences (Kintsch, 1998; Myers & O'Brien, 1998). 
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Anticipating what might occur in the future is a skill that is often taken for 
granted in our everyday activities, from driving around town, to reading a story, and even 
in our interactions with other people. The ability to predict the future consequences of the 
current situation allows us to plan our responses accordingly and make proactive rather 
than reactive decisions. Often referred to as a predictive inference, anticipatory processes 
are seen in natural language abilities of discourse processing such as when holding a 
conversation or reading a narrative. Readers can anticipate what may happen next in a 
narrative text to facilitate processing and comprehension of the information conveyed in 
the story (Duffy, 1986). A better understanding of how predictive inferences are 
generated when reading text will further benefit our understanding of anticipation skill as 
a whole. 
Comprehension theories generally assume that understanding text involves the 
formation of a mental model, or mental representation of the meaning of the text that 
includes information explicitly stated in the text, related information in long-term 
memory (LTM), and any inferences generated. McNamara and Magliano (2009) 
reviewed seven major comprehension theories and identified a set of common 
assumptions shared between the theories. The theories assume that the mental 
representation of the text is based on the parallel activation of information (e.g., the 
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words in the text, their meaning, and prior knowledge) in which the concepts from each 
source and their relationships are represented in a network as nodes and links, 
respectively. Activation spreads through the network such that when a concept is 
activated it will activate related concepts. This process is largely unconscious but the 
activation of concepts is generally controlled by what is in the reader's focus of attention. 
The concepts that become activated and part of the mental representation are constrained 
by what is in the input and what is related in LTM so that irrelevant information does not 
become part of the representation. Working memory capacity is also assumed to limit 
how much information can become part of the mental representation at any given time. 
Between sentences, there is a mapping process that connects currently processed text to 
the mental representation of prior text to build cohesion. Finally, inferences are generated 
to provide a richer representation of the text, make it more meaningful, and connect ideas 
that were not explicitly connected by the text itself or through mapping processes. 
Prior research has reliably shown that that many different types of inferences are 
generated automatically, through normal comprehension processes, when reading text 
(Graesser, Singer, & Trabasso, 1994; McKoon & Ratcliff, 1992). However, it has been 
argued that predictive inferences are generated only under special circumstances 
(McKoon & Ratcliff, 1992). One constraint is that the text implies few, if any, alternative 
consequences. Prior research argues that alternative inferences interfere with processing 
of the original, primary inference, but there is much contention regarding the nature of 
the interference (Klin, Guzmán, & Levine, 1999; Harmon, 2005; Weingartner, Guzmán, 
Levine, & Klin, 2003). The research presented in this dissertation is aimed toward further 
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discerning why predictive inferences may not be generated when an alternative 
consequence is available and what is the nature of the interference. 
Inferences in Narrative Reading Comprehension 
In text comprehension, readers make a number of different kinds of inferences in 
order to fully comprehend the text. Generally, inference processes connect information 
explicitly stated in the current sentence of the text to previously encountered information 
or prior knowledge, thus adding information to the mental representation of the text 
(McNamara & Magliano, 2009). Researchers have tried to categorize the different types 
of inferences, often in different ways (e.g., Graesser et al., 1994; Kintsch, 1998). One 
distinction that has been made is between text-based, bridging inferences and knowledge-
based, elaborative inferences. Bridging inferences are those inferences that establish 
coherence between present information stated in the text and information presented 
earlier in the text, or previously generated inferences (Graesser et al., 1994; McKoon & 
Ratcliff, 1986; McNamara & Magliano, 2009; Schmalhofer, McDaniel, & Keefe, 2002). 
Elaborative inferences add prior knowledge to the mental representation of the text being 
constructed, connecting general world knowledge to the information explicitly stated in 
the text (Graesser et al., 1994; McKoon & Ratcliff, 1992). Further, a distinction can be 
made between backward and forward inferences (Murray, Klin, & Myers, 1993; 
Schmalhofer et al., 2002). Bridging inferences are a type of backward inference because 
current text-based information is connected "back" to previous text-based information. 
Elaborative inferences are generally a type of forward inference when knowledge about 
the future state of the situation described in the text is activated by information derived 
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from the current and prior text and added to the mental representation under construction. 
For example, read the sentences below: 
The mad dog growled ferociously at the approaching mailman. A few moments 
later the mailman was bandaging his wound. 
At the end of the first sentence, a reader may predict that the dog will bite the mailman. 
This prediction is a type of forward, elaborative inference in which prior knowledge that 
ferocious dogs often attack mailmen is activated based on the information presented in 
the first sentence. This type of inference is often referred to as a predictive inference 
(Fincher-Kiefer, 1993; McKoon & Ratcliff, 1986) or a causal consequence inference 
(Graesser et al., 1994). There are also backward, bridging inferences that can be made in 
the example above. One backward inference, known as an anaphoric inference (Graesser 
et al., 1994; McKoon & Ratcliff, 1986), involves connecting "his" in the second sentence 
back to "mailman" to understand that the mailman is bandaging his own wound instead of 
the dog’s wound. Another backward inference, known as a causal connective, or 
antecedent, inference (Duffy, 1986; Graesser et al., 1994), connects the fact that the 
mailman was bandaging his wound (presented in the second sentence) to the previously 
generated predictive inference that the mailman was bitten by the ferocious dog in order 
to understand why the mailman would be bandaging his wound. 
In addition to whether inferences are knowledge-based or text-based, forward or 
backward, inferences have also been categorized based on the processing that leads to the 
inference (Kintsch, 1998). Kintsch (1998) suggests that inferences can either be retrieved 
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from memory or produced
1
 based on the contents of the sentence/story. Whether 
retrieved or produced, inferences can be made either automatically or through controlled, 
resource demanding processes. Inferences that are retrieved automatically from memory 
involve those inferences in which the information presented in the text provide sufficient 
cues in working memory (WM) to passively resonate (Myers & O'Brien, 1998; Myers, 
O'Brien, Albrecht, & Mason, 1994) with pertinent information in LTM. The resonance 
analogy suggests that information held active in WM will send signals to LTM. The 
information in LTM that is most strongly related to the cues in WM will become 
activated and available for processing in WM. For example, based on the passage above, 
one might automatically retrieve from memory that "dogs have teeth" or "dogs bite 
mailmen" when reading the first sentence or that the word "his", in the second sentence, 
refers to the "mailman" that was encoded into LTM during the first sentence and held 
active in WM when processing the second sentence. Inferences that are retrieved via 
controlled process involve those inferences in which a resource-demanding search of 
memory must be made. In these cases the information provided in the text does not 
provide the cues necessary to directly access the pertinent information in LTM. The 
information activated in WM is used to retrieve information from LTM which in turn is 
used to access the inference information in LTM. For example, if the inference that the 
dog will bit the mailman was not generated at the end of the first sentence then it may 
take a directed retrieval to make the bridging inference and causal connection that the dog 
                                                 
1
 Kintsch (1998) uses the term “generate”, rather than “produce”. However, in this Dissertation, I reserve 




bit the mailman to understand why the man was bandaging his wound. Retrieval 
processes do not produce new information, but only access prior existing knowledge. 
Production processes, on the other hand, produce new information based on the 
text and information in LTM. Inferences that are produced via automatic processes are 
those in which new information about the text is produced that does not already exist in 
LTM. For example, the inference that the dog is to the left of (or to the right of, or in 
front of, or behind) the mailman could be produced automatically to form the image 
created when reading the passage. Inferences that are produced via controlled processes 
involve deductive reasoning in which new information is produced based on the logic 
presented in the text. This reasoning occurs when there is some gap in the text in which 
information must be connected. However, instead of an automatic retrieval of bridging 
information, reasoning processes must be carried out to produce the logical inference. For 
example, this might occur if someone did not have readily available prior knowledge that 
dogs often bite mailmen. Reasoning processes could potentially generate an inference 
that the dog bit the mailman to explain why the mailman was bandaging his wound. 
Forward, predictive inferences that involve automatic retrieval of information 
through passive resonance processes (Kintsch, 1998; Myers & O'Brien, 1998) are the 
focus of this dissertation because they most closely resemble the kind of anticipatory 
processes that might occur during other normal, everyday activities. Predictive inferences 
are those inferences in which the current situation described by the text informs the 
reader about what event, or action, will occur in the future as a consequence of the 
current situation. For example, in the two-sentence story provided above, a predictive 
inference can be made after the first sentence that the dog will bite the mailman. This 
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inference is generated automatically through retrieval processes because the information 
from the text that is in WM (ferocious dog and approaching mailman) can activate prior 
knowledge in LTM about dogs biting mailmen. 
Early theories of inference processing such as the Minimalist Hypothesis 
(McKoon & Ratcliff, 1992) and the constructionist theory (Graesser et al., 1994) have 
had a large impact on the field regarding when and under what conditions predictive 
inferences are made, how they are encoded in the memory representation of the story, 
their impact on processing future text, and the time-course of their activation and 
persistence in memory. Prior research supporting these theories has found evidence for 
the on-line activation of predictive inferences only when the story is based on general, 
well-known situations and the context of the story provides sufficient cues about what 
may happen next (e.g., Calvo, 2000; Calvo, Castillo, & Schmalhofer, 2006; Cook, 
Limber, & O'Brien, 2001; Fincher-Kiefer, 1993, 1996; Gras, Tardieu, & Nicolas, 2012; 
Keefe & McDaniel, 1993; Klin, Guzmán et al., 1999; Klin, Murray, Levine, & Guzmán, 
1999; Murray et al., 1993; Weingartner et al., 2003). For example, when reading "He 
threw a delicate porcelain vase against the wall", one can predict that the vase will break 
because the context of the story sufficiently constrains the number of possible outcomes 
for the vase and the reader has readily accessible knowledge that delicate things break 
when thrown against walls. Based on such evidence, it has been proposed that predictive 
inferences are 1) generated online only when the context of the story sufficiently 
constrains the inference to be made, 2) when relevant prior knowledge is readily available 
in LTM or WM, and 3) when there are few alternative consequences available (Graesser 
et al., 1994; McKoon & Ratcliff, 1992). 
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Prior research on predictive inferences has focused mostly on texts that are based 
on general world-knowledge and highly constrain the inference to be made (Calvo, 2000; 
Calvo et al., 2006; Cook et al., 2001; Fincher-Kiefer, 1993, 1996; Gras et al., 2012; Keefe 
& McDaniel, 1993; McKoon & Ratcliff, 1986, 1992; Murray et al., 1993), fulfilling the 
first two constraints above. With these two constraints in place it is assumed then that few 
alternative consequences are available (constraint 3). However, very little research has 
focused on why inferences may not be drawn when multiple consequences are available 
(except for Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; Weingartner et al., 
2003). How exactly does the presence of alternative inferences influence the generation 
of predictive inferences? Understanding how multiple alternative inferences impact 
processing of the target inference that will be drawn is therefore an important next step in 
further developing theories of inference processing that assume activation and 
strengthening of concepts in memory (e.g., Kintsch, 1998; Myers & O'Brien, 1998). 
Investigating this impact will provided greater explanatory power regarding when and 
under what circumstances predictive inferences become part of the mental representation 
of the text. In this dissertation, a series of studies is described that address the critical 
research question posited here. 
In the next section of Chapter I, below, a model of text comprehension is 
summarized in order to lay a foundation for how predictive inferences may be generated 
through automatic retrieval processes. This comprehension model, formulated by Kintsch 
(1988; 1998), has had a particularly large impact in the field of text comprehension and 
provides a basis for how predictive inferences may be generated when reading narrative 
stories. Prior literature on predictive inferences is then reviewed in Chapter II, including 
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the effect of context on inference activation and the time-course of the activation. Prior 
research investigating inference processes when multiple alternative consequences are 
available is then described at the end of Chapter III. This background provides the 
justification for why the research described in Chapters III-VI is the next logical step in 
developing theories of predictive inference generation. Finally, Chapter VII offers a 
discussion of the results of the experiments and final conclusions about how the presence 
of alternative inferences influence the generation of targeted inferences. 
Construction-Integration Model 
The Construction-Integration (C/I) model proposed by Kintsch (1988; 1998) is a 
memory-based theory of comprehension that provides a basis for the generation of 
predictive inferences. As the name implies, the C/I model is composed of two parts: a 
construction phase and an integration phase. The construction phase begins as a bottom-
up process and takes as input the contents perceived in the environment. In text 
comprehension, this input can take the form of a concept and is represented as a 
proposition. For example, for the sentence "Mary baked a cake", the propositions 
represent the concepts such as "Mary" and "Cake" (termed micropropositions) or 
"bake(Mary, Cake)" (termed macropropositions). When a concept or proposition is 
formed from information in the environment it is entered into WM and serves as a cue to 
retrieve even remotely related information in LTM. In addition to those concepts and 
propositions that are directly associated to the input concepts, inferences are also 
activated. Under construction, the inferences are activated automatically, constrained 
only by the linguistic input, potentially activating a large number of possible inferences. 
The activated inferences are weakly constrained and may or may not be relevant to the 
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context of the story as a whole. The set of propositions derived from the text and 
activated in LTM is represented in an associative knowledge network. Concepts, or 
propositions, are represented as nodes in the network and the links, or connections, 
between nodes define the relationships between concepts. The final step in construction 
assigns strength values to all connections in the constructed knowledge net. Connections 
between nodes can be positive, zero, or negative and determine the meaning of concepts: 
those concepts linked strongly together and weakly to other things constitute the meaning 
of something – meaning is constructed. After construction what is left is a "connectivity 
matrix consisting of all the lexical nodes accessed, all the propositions that have been 
formed, plus all the inferences and elaborations that were made at both the local and 
global level and their interconnections" (Kintsch, 1988; p. 168).  
Because the construction phase is loosely constrained and activates a wide array 
of loosely related concepts, a coherent representation of the situation cannot be built by 
this phase alone. An integration phase is needed to stabilize the network (Kintsch, 1988; 
1998) and guide comprehension (Kintsch, Patel, & Ericsson, 1999). Integration operates 
on the contextual level. It weeds through the constructed matrix and takes out only the 
relevant information by spreading around activation, through a constraint satisfaction 
procedure, until the network stabilizes. Relevant information becomes more highly 
activated in the knowledge network and irrelevant information becomes deactivated. 
Once activation strengths are stabilized, only the most highly activated portion of the 
LTM knowledge network will enter WM due to capacity limitations. 
The construction and integration phases operate in cycles as a reader progresses 
through a sentence or story. At the end of each cycle, the information activated through 
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construction and maintained through integration enters into the WM buffer, which carries 
over to processing in the next cycle along with the new environmental information. Thus, 
the next sentence, or phrase, can be connected to the previous sentence; information 
activated in prior cycles, such as predictive inferences, can influence the processing of 
future text. At the end of integration, the knowledge network contains all of the 
information that represents the current situation (including concepts, propositions, 
inferences, and macropropositions). According to Kintsch (1998), the final output of the 
C/I process forms a mental representation of the text in memory that includes the text 
base, or those propositions directly derived from the text, and the situation model, which 
includes those elements of the text that are not explicitly stated. Processing cycles involve 
many constructions and integrations. It is the final integration at the end of a cycle (e.g., 
at a phrase or sentence boundary) that adds to the macro-level and situation model. Thus, 
inferences are incorporated into the knowledge net and strongly determined by the 
context of the story and information stored in LTM. 
Situation Models and the Encoding of Predictive Inferences 
As readers strive to form a mental representation of the described events, inferred 
information not explicitly stated in the text must be encoded into the situation model 
(Zwaan, 1999; Zwaan & Radvansky, 1998). Kintsch (van Dijk & Kintsch, 1983) first 
proposed the idea of a situation model, describing it as an episodic representation that 
connects the events, actions, and individuals described in the story together along with 
prior knowledge about similar situations. Zwaan and Radvansky (1998) have further 
explored and detailed how information is represented in a situation model. The situation 
model is a mental representation of the described state of affairs that includes the setting, 
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individuals, actions, and events that are described explicitly in the text, or inferred, and is 
encoded on five dimensions: time, space, causation, intentionality, and the protagonist 
(Graesser et al., 1994; Zwaan & Radvansky, 1998). Predictive inferences can thus be 
generated on any of these dimensions. Zwaan and Radvansky model discourse processes 
in their Event-Indexing model and suggest that events play a crucial role in constructing 
and updating situation models. Generating predictive inferences should rely on the 
updating of such event-indexing-type situation models. 
Evidence of the importance of the situation model representation for encoding 
predictive inferences comes from research performed by Fincher-Kiefer (1993; 1996). 
Fincher-Kiefer (1993) presented participants with short stories such as 
Henry hated going to the dentist. This time he especially dreaded the trip because 
he knew he had several cavities. Sure enough, the dentist located the cavities and 
asked Henry to open his mouth wider. 
at which point the reader may predict that Henry will have his teeth drilled. After reading 
the story, participants performed a word recognition task for which they were presented 
with a probe word and asked whether the probe word was explicitly stated in the text. 
Probe words could be either predictive (drill), unrelated neutral (north), or explicit 
(mouth). The explicit words were stated directly in the text and should be encoded into 
the text-base representation. The results showed that explicit words were judged faster 
than both predictive and neutral words, and predictive words were judged no faster than 
neutral words. The results suggest that the predictive information was not encoded in the 
text-base representation. In the experiment, the recognition task encouraged participants 
to focus on the text-base representation of what was explicitly stated in the text. A second 
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experiment asked participants to respond yes or no to whether the probe word might 
appear in a continuation of the text. Asking participants to think about what may come 
next should encourage participants to focus on the situation representation of what is 
described (i.e., the events of the story). In this experiment participants were faster to 
judge predictive words than neutral words or explicit words suggesting that focusing on 
the situation representation led to faster searches of memory for information encoded 
within the situation model. 
Further evidence for the importance of the situation model in the generation and 
encoding of predictive inferences comes from Keefe and McDaniel (1993) and 
Schmalhofer et al. (2002). Keefe and McDaniel presented participants with short two-
sentence stories in one of four conditions: predictive inference, bridging inference, 
explicit, and control. A sample story is provided in Table 1. In the predictive and bridging 
conditions, at the end of the first sentence, one can draw the predictive inference that the 
actress died as a result of falling off the roof of the building. In the explicit condition, the 
first sentence explicitly stated the inference to be made (e.g., by adding “and was 
pronounced dead” to the end of the sentence). In the predictive and explicit conditions, 
the second sentence contained information that did not refer directly to the inference 
word (e.g., dead). In the bridging condition, the second sentence referred back to the 
information inferred from the first sentence. A bridging inference is required to connect 
this sentence to the prior sentence (e.g., to understand why the daughters are orphaned 
and suing the director, a connection is made back to the inferred concept, the actress 
died). After reading the story, participants performed a word-naming task for which they 
were presented with a probe word that represented the inference (e.g., dead) and asked to 
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simply say the word aloud. Some participants saw the probe word after the first sentence 
and others saw the probe word after the second sentence. Reaction time was measured 
from the presentation of the probe word to when the participant first began to name the 
word. 
Table 1  
Sample story from Keefe and McDaniel (1993) with conditions and results 
Condition 1
st
 Sentence Priming? 2
nd
 Sentence Priming? 
Predictive 
Inference 
The director and the cameraman 
were preparing to shoot closeups 
of the actress on the edge of the 
roof of the 14 story building 
when suddenly the actress fell. 
Yes 
The director was 
talking to the 
camera-man and 





The director and the cameraman 
were preparing to shoot closeups 
of the actress on the edge of the 
roof of the 14 story building 




the director and 




The director and the cameraman 
were preparing to shoot closeups 
of the actress on the edge of the 
roof of the 14 story building 
when suddenly the actress fell 
and was pronounced dead. 
Yes 
The director was 
talking to the 
camera-man and 




The director and the cameraman 
were preparing to shoot closeups 
of the actress on the edge of the 
roof of the 14 story building 
when suddenly the director fell 
over the camera stand. 
N/A 
By the time the 
camera 
equipment was 
set up again it 




Reaction times to probe words for predictive, bridging, and explicit texts were 
compared to a control text that did not imply the inferred concept. In the explicit 
condition, priming effects were found when the probe was presented immediately after 
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presentation of the first sentence and also after an unrelated filler sentence. In the 
predictive inference condition, priming effects were found immediately after the first 
sentence but not after an unrelated filler sentence. These findings suggests that predictive 
inferences may be encoded differently than explicitly stated information. Also, predictive 
inferences may not persist in WM to the extent that explicitly stated information does. 
However, in the bridging condition, priming for the predictive inference was again found 
when comprehension of the story required making a bridging inference between the 
second sentence and the prediction implied by the first sentence. Predictive inferences 
may still be encoded into the situation model such that new related information may 
reactivate the inference from the LTM representation. 
Schmalhofer and colleagues (2002) presented a unified model for predictive and 
bridging inferences which explains why priming effects are not seen after a predictive 
sentence that is followed by a sentence unrelated to the prediction to be made. The 
computational model was built within the framework of the C/I model. In their model, a 
story is represented as nodes in a knowledge network, which has three levels: the surface 
level representing the exact wording of the text, the propositional or text-base level, and 
the situation level. Different information derived from the text, including related 
knowledge in LTM, is encoded at each level. The surface level includes nodes to 
represent each individual word or phrase in the text. This information is linked to 
information at the text-base, which includes nodes to represent the propositions derived 
explicitly from the text. The text-base is linked to the situation level, which includes 
nodes representing the described events as well as inferred information. 
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In the story about the actress falling from the roof of a building, the critical word, 
"dead", is represented at different levels within the memory representation when the word 
is explicitly stated in the text versus when it is inferred. In the explicit condition, after the 
first sentence, the word "dead" can be represented at the surface level because it is 
explicitly stated in the text, at the proposition level through construction-integration, and 
at the situation level because it serves as a consequence to the events described in the 
text. The critical word "dead" is well connected at many levels, particularly the text-base, 
and, by the end of the second sentence of the story, remains well-connected with the 
addition of new information. The inference generated after the first sentence may be 
carried over in WM into the next processing cycle (i.e., processing of the second 
sentence), resulting in priming for the probe word. In the predictive and bridging 
conditions, the word "dead" is not explicitly stated in the text and must be retrieved from 
memory. Therefore, the idea that the actress died as a result of the fall is represented only 
in the situation level by retrieving general knowledge regarding the consequences of 
someone falling from a high place. The activation of the probe word after the first 
sentence represents the automatic retrieval processes discussed earlier. When the second 
sentence describes something unrelated to the actress dying, the inference node is not 
well connected to the new information and will lose activation strength. When the 
inference node loses strength, two things may happen: the inference may be dropped 
from the situation level representation and disconnected from the LTM representation 
entirely, or the inference may simply lose enough activation strength so that it is no 
longer held in WM yet remains in the LTM representation. When the second sentence 
describes something that is related to the actress dying then this new information 
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becomes connected to the inference node and the activation strength for the inference will 
remain high and available in WM. 
Schmalhofer and colleagues (2002) ran the model with the explicit text and both 
versions of the predictive text and measured the activation values for the critical "dead" 
node after the first sentence and again after the second sentence. The pattern of activation 
strengths for the "dead" node matched the pattern of the word-naming reaction time data 
from Keefe and McDaniel (1993). This evidence indicates that predictive inferences are 
encoded at the situation model level of representation by the end of the first sentence. 
However, if the inference is not supported by subsequent text then it may fade from WM 
and/or be dropped from the LTM representation. When the prediction is supported by 
related information that requires further processing of the predictive word "dead", such as 
when bridging is required, then the predictive inference can persist in LTM and be 
reactivated in WM. In the explicit condition, the information is encoded at the text-base 
level and will persist in LTM and remain active in WM even if the second sentence is not 
directly related to the probe word "dead". 
When readers encounter texts that describe predictable events for which the 
reader has access to pertinent knowledge in LTM about what may happen next then 
predictive inferences may be constructed and integrated into the situation model 
representation of the text. The predictive inferences will remain active in memory as long 
as the subsequent text is related to the predictive inference. Access to relevant LTM 
knowledge is of particular importance to generating predictive inferences. The limited 
capacity of WM by itself cannot account for the ability of readers to generate predictive 
inferences, or even to keep track of the events of a lengthy story by connecting current 
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information to events stated paragraphs or even chapters before. Therefore, the C/I model 
has been augmented with skilled-memory theories, such as Long-Term Working Memory 
theory (LT-WM; Ericsson & Kintsch, 1995), to account for these knowledge-based 
reading effects. 
The Role of LT-WM in Anticipation 
Constructing adequate situation model representations of the text is limited by the 
constraints of WM capacity. For example, Linderholm (2002) found that participants 
with low-WM capacity did not generate predictive inferences when reading a text and it 
was only participants with high-WM capacity that showed activation of predictive 
inferences. The stories used by Linderholm were not of highly familiar or well-known 
situations, so it is presumable that the inference information was not readily available in 
LTM. When reading a text about an unfamiliar topic, the integration of information from 
LTM can be very difficult, leading to the construction of impoverished situation models, 
and restricting the inferences that are made. In an fMRI study, Virtue, Haberman, Clancy, 
Parrish, and Beeman (2006) found that low-WM participants were worse at resolving 
inconsistencies in a text, whereas high-WM participants showed increased activity in the 
left inferior frontal gyrus when encountering such inconsistencies, indicating they were 
updating the situation model in order to resolve the inconsistency and trying to construct 
meaning out of an incoherent text. 
Higher domain-knowledge provides enhanced representations of within-domain 
situations and research has shown that higher domain knowledge can overcome the 
constraints of a limited capacity WM (e.g., Ericsson & Kintsch, 1995; Holt & Beilock, 
2006; Kellogg, 2001. Kintsch et al., 1999; Sohn & Doane, 2003). For example, Kellogg 
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(2001) had high- and low-domain knowledge participants produce texts about baseball. 
Participants with more baseball knowledge produced texts that included more relevant 
game actions and fewer irrelevant non-game actions than participants with low-domain 
knowledge. Also, two blind judges provided higher ratings on content and style for texts 
produced by high-domain knowledge participants than for texts produced by low-domain 
knowledge participants. Similar results were obtained by Holt and Beilock (2006) who 
had expert and novice ice-hockey players read (rather than produce) texts about hockey. 
Experts were better than novices at judging whether a pictorially depicted action occurred 
in the prior text. These studies indicate that high-domain knowledge contributes to an 
adequate representation of the available information that can be used to construct a more 
detailed and accurate mental representation of the story. 
Because construction of a coherent situation model requires access to previous 
information encountered in the text, but only a limited amount of information may be 
present in WM, Ericsson and Kintsch (1995) proposed a theory of skilled memory in 
which nodes of the knowledge network activated in WM serve as cues to access related 
information in LTM. Memory is skilled in the sense that reading and language 
comprehension is a highly practiced skill by normal adults. When a story is read, the 
mental representation of the story is continuously updated through construction and 
integration cycles. Information encoded into the LTM representation of the text-base and 
situation model form a highly stable and connected network of information. The highly 
stable, connected information in LTM is called a Long-Term Working Memory. When 
new information is encountered and entered into WM it may activate portions of the LT-
WM under construction. The portion of the LT-WM knowledge structure that is activated 
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by the information in WM is called the retrieval structure. In the formation of LT-WM, 
links are constructed between different parts of the story, or situation, such that accessing 
part of the retrieval structure provides access to other parts of the LT-WM knowledge 
structure. 
When reading text about a familiar domain, such as typical everyday actions, 
readers bring with them prior knowledge about the events being described. This prior 
knowledge in LTM is highly stable and well connected, forming a knowledge structure. 
If the events described in the story are related to any portion of a well-established 
knowledge structure then the entire knowledge structure may become available for 
retrieval. For example, reading about a dog growling at a mailman may provide the cues 
necessary to access a knowledge structure about what happens when mailmen encounter 
dogs. The items in WM are linked to stable memory structures in LTM. The LTM nodes 
activated by WM cues are made available in LT-WM in a single, automatic and quick 
retrieval operation because the retrieval structure is directly linked to cues in WM. 
Without the automatic links, retrieval is a controlled and resource demanding process 
(Kintsch et al., 1999). LT-WM is a subset of LTM in which items in WM directly 
activate/associate with information in LTM, producing an expanded WM. Well 
established LT-WM knowledge structures contain a variety of information about the task 
at hand (e.g., perceptual features, linguistic features, propositional structure, 
macrostructure, situation model, control structure, goals, lexical knowledge, frames, 
general knowledge, and episodic memory for prior text; Kintsch et al., 1999) and can be 
linked to schemas or scripts (Kintsch, 1998). Thus, the LT-WM constructed when 
reading about a typical or familiar situation contains all information relevant to the 
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current situation, including possible actions performed within the context of the situation 
described and their potential outcomes. 
The findings from Schmalhofer (2002) show that access to the targeted inference 
was due to activation of relevant script information about people performing stunts. The 
contents of the story provide access to this structured knowledge in LTM, forming a LT-
WM. LT-WM theory helps to explain how inference information in LTM may be 
incorporated into the situation model through automatic retrieval processes (Kintsch, 
1998). Although accessing relevant information in LTM is important for the generation 
of predictive inferences, the effects of LT-WM on the generation of predictive inferences 
is outside the scope of the present research. What is important to the present research is 
how the activation of potential inferences interact when a story leads to multiple possible 
alternative consequences. 
Research thus far has suggested that predictive inferences aid in the 
comprehension of narrative stories and facilitate integration of the anticipated word or 
action into the situation model of the text (Fincher-Kiefer, 1993; Kintsch, 1988, 1998). 
Research on predictive inferences has been mostly concerned with the extent that 
predictive inferences are actually generated automatically and on-line during the course 





GENERATING PREDICTIVE INFERENCES 
WHEN READING NARRATIVE TEXT 
Automatic Generation of Predictive Inferences 
Early work on inference generation focused on when and under what 
circumstances inferences are generated, as well as their effects on processing (Duffy, 
1986; Graesser et al., 1994; McKoon & Ratcliff, 1992). To account for what types of 
inferences are generated automatically when reading text McKoon and Ratcliff (1992) 
presented a theory of inference generation, labeled the minimalist hypothesis. In their 
view, representations of the text are produced by the interaction of explicit statements 
from the text and general knowledge stored in LTM. This representation is what is 
encoded into memory. The theoretical assumptions are that under normal reading 
conditions a reader will encode only the minimal amount of information necessary to 
understand the text. According to the minimalist hypothesis, in the absence of specific 
goal-directed strategic processing, only two types of inferences are constructed 
automatically: those that establish a locally coherent representation of the parts of the text 
(i.e., a representation at the sentence level as opposed to a globally coherent 
representation that operates at the entire story-level) and those that rely on information 
that is quickly and easily available, either stated explicitly in the text or from general 
knowledge. Elaborative predictive inferences should not be constructed unless it is 
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required to make the text locally coherent or the information supporting the inference is 
quickly and easily available in LTM. 
The minimalist hypothesis is based on research performed by Mckoon and 
Ratcliff (1986), and others (see McKoon & Ratcliff, 1992). In a series of studies, 
McKoon and Ratcliff presented participants with a prime and a probe word after reading 
a text about a predictable event (e.g., the story about the actress falling from the 14th 
story of a building) and had participants make a recognition judgment about whether the 
probe word (e.g., "dead") was mentioned explicitly in the text. The probe word serves as 
a cue to access information from the LTM representation of the text. Participants should 
respond "no" to the probe word. However, if the inference is generated after reading 
predictive texts and encoded explicitly in the LTM representation, then participants 
should make more recognition errors than after reading a control text that does not elicit 
the predictive inference "dead". When primed with a neutral word, "ready", there were no 
more errors for predictive texts compared to control texts, indicating that the inference 
was not explicitly encoded as a proposition in the LTM representation (i.e., the inference 
is weakly associated with the text and does not survive integration). However, when 
primed with a word explicitly mentioned in the text and related to the inference word 
(e.g., "actress") then there were more errors for predictive texts compared to control texts. 
The results indicate that the inference may have been partially, or minimally, encoded. 
McKoon and Ratcliff (1986) hypothesized that only some features of the 
inference were activated so that the inference was encoded more generally as “something 
bad happened”, or the activation was split among other predictive information (e.g., 
“hurt” or “call for help”), or activation was otherwise suppressed. In terms of the C/I 
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model, the probe word “dead’ would not resonate with the minimally encoded 
representation of the inference. A prime word, such as “actress”, may add converging 
activation on the inference so that it then becomes strengthened enough to become 
integrated into the situation model. Then, upon seeing the probe word “dead”, there 
would be additional confusion as to whether or not the word was mentioned explicitly in 
the text. The prime word, “ready” would not provide additional cues to signal the 
inference and it would remain too minimally encoded for a connection to be made 
between the probe word “dead” and the inference. 
According to the minimalist hypothesis, the reason for this partial encoding was 
because the inference was not quickly and easily available in LTM. When reading the 
text about the actress falling, the reader may have little or no experience about such 
events. However, when reading about someone approaching a chair, then the reader has 
relevant prior knowledge to predict that the person will sit in the chair. In fact, when 
presented with a probe word "sit" after reading a story about a tired grandmother 
approaching a chair after shopping for hours, participants make more recognition errors 
compared to control stories even when there was no prime word presented before the 
probe word (McKoon & Ratcliff, 1989). The generation of a predictive inference thus 
depends on the accessibility of relevant prior knowledge, or at least is determined by the 
converging associative strength between the individual concepts of the text and the 
inference in LTM. If the information in the text does not provide sufficient converging 
activation on the inference then it will not survive integration. 
McKoon and Ratcliff (1992) reviewed a variety of research on generating 
inferences when reading narrative text. They contrasted the minimalist hypothesis with a 
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traditional constructionist view that assumes all types of inferences are generated 
automatically because readers construct a full, "real-life" representation of the text. The 
evidence put forth by McKoon and Ratcliff strongly shows that only those inferences that 
establish local coherence or are based on easily available information are automatically 
generated. The rest of the inferences must be strategically generated through active, and 
resource-demanding, inferential processes. 
To account for the failures of those constructionist theories described by McKoon 
and Ratcliff (1992), Graesser et al. (1994) proposed a constructionist model that limits 
the types of inferences that are generated automatically, or as Graesser terms "on-line" 
during the course of normal comprehension (as opposed to "off-line" generation, which 
entails problem solving processes, for example). Their constructionist model operates on 
a "search-after-meaning" principle, which asserts that readers strive to create meaning out 
of the text being read. Meaning is created through converging activation/constraint 
satisfaction processes (e.g., as postulated in the C/I model) and six production rules that 
define what is searched for throughout the text (e.g., goals of the reader, coherence of 
local and global information, and explanation of the events being described). If the 
activation values of the contents of WM match on the IF side of the production rule, then 
a cognitive process will execute to generate information that is added to the situation 
model. An inference will not be generated automatically on-line unless it can be 
generated through one of these production rules or by converging activation. 
Graesser and colleagues (1994) defined several classes of inferences that could be 
generated through the production rules. In addition to minimalist inferences (i.e., those 
inferences that establish local coherence and are categorized by Graesser as referential, 
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case structure role assignment, and causal antecedent), Graesser and colleagues' results 
showed that inferences regarding goals and emotional reactions of characters in the story 
are also generated on-line (inferences necessary for global coherence). Evidence for on-
line generation of inferences was not seen for elaborative inferences (those not needed to 
establish a coherent representation) and inferences about the reader’s emotions or 
author’s intent. Graesser suggested that predictive inferences (or, casual consequences) 
are not generated on-line because they are not needed to construct a coherent 
representation of the text, and are thus not generated through one of the six production 
rules. Also, the theory suggests that predictive inferences are not generally made because 
forecasting the events of a story might lead to a large number of alternative predictions 
for which most would end up being incorrect after reading further in the text. Settling on 
a single prediction would take a large amount of cognitive resources. Graesser goes on to 
point out that predictive inferences may be generated on-line when the prediction is 
highly constrained by the context so that multiple sources of activation, such as other 
information stated in the text or activated prior knowledge, converge to strengthen the 
inference beyond some threshold to be included in the mental representation (e.g., as a 
result of C/I model integration processes and consistent with McKoon & Ratcliff, 1992). 
The theories proposed by McKoon and Ratcliff (1986; 1992) and Graesser et al. 
(1994) suggest that inferences may not be generated automatically, on-line unless the 
predictive inference is constrained by the context of the story, when relevant prior 
knowledge is readily available in LTM or WM, and when there are few alternative 
consequences available. The two theories have had a large impact on research concerning 
predictive inferences. Research has therefore largely focused on questions concerning 
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how context influences the generation of predictive inferences and the time-course of 
activation of predictive inferences. 
Context Effects on the Activation of Predictive Inferences 
A critical assumption of the minimalist hypothesis and the constructionist theory 
is that predictive inferences are constructed only when the context of the story 
sufficiently constrains, or supports, the prediction to be made. This hypothesis has been 
tested in a number of studies, including to what degree the inferences are encoded in 
memory and the time-course of their activation and persistence in memory (Calvo, 2000; 
Calvo et al., 2006; Cook et al., 2001; Gras et al., 2012; Keefe & McDaniel, 1993; Klin, 
Guzmán et al., 1999; Klin, Murray et al., 1999; Murray et al., 1993). 
To investigate the effects of context on the activation of predictive inferences, 
Calvo (2000) manipulated the contextual constraints of a story to affect the predictability 
of the inference to be made. After presenting participants with a context sentence 
supporting an inference to be made, participants were presented with a probe word 
representing the inference and were asked to name the probe word. Prior to presentation 
of the probe word and right after the context sentence a short phrase was included to 
manipulate the level of contextual constraint on the predictive inference. In the low-
constraint version, no extra phrase was included. In the medium-constraint version, the 
subject of the predicted event was mentioned. In the high-constraint version, in addition 
to the subject being mentioned, the quality of the action was mentioned. Thus, as more 
information was added to the text to constrain the inference to be made, the predictability 
of the probe word increased. The probe word was presented after the final phrase of the 
story after either 50, 550, or 1050 ms. Calvo found that, compared to a control story, 
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there was facilitation in naming the predicted probe word in all constraint conditions after 
a 1050 ms delay, only in the high-constraint condition after a 550 ms delay, and in no 
conditions after a 50 ms delay. The results indicate that the predictive inference takes 
time to become active in memory, but as the story becomes more highly constrained 
toward the inference to be made, the faster and more likely it is that the inference will be 
activated. Other research have also found that predictive inferences are activated as early 
as 500 ms under high-constraint conditions (Klin, Guzmán et al., 1999; Klin, Murray et 
al., 1999; Murray et al., 1993) 
One concern with using word-naming times as a measure of inference activation 
is that readers could notice that probe words often represented possible outcomes and 
strategically anticipate the probes. If predictive inferences truly are generated 
automatically then they should be made without readers intending to generate predictions. 
Gras et al. (2012) presented participants with a Stroop-task where, instead of naming the 
predictive probe word, participants named the color of the probe word. The Stroop-task 
shifts the focus of the reader to the color of probe word rather than the word itself causing 
readers to refrain from strategically anticipating the probe words because doing so would 
slow their reaction times. Gras found that naming the color of a probe word under 
predictive conditions was slower compared to control conditions after a 1-s delay, but not 
at 750 ms or 350 ms delays. Therefore, facilitation in naming a probe-word was not due 
to strategies employed by the reader during the naming task. Similar to Calvo (2000), 
Gras provided further support that predictive inferences are activated automatically when 
the text sufficiently constrains the inference to be made but that the activation takes 
 
29 
approximately 1 second to build up. When there is additional information in the story that 
supports the inference, activation occurs more quickly. 
The C/I model can explain why inference activation would be delayed under low-
constraint conditions. Kintsch (1988) explains that the cycles of the C/I process can be 
thought of more as a continuous process than a discrete one, in which many constructions 
and integrations occur within each cycle. The cycle performed at the end of the final 
sentence of the story is most important for the generation of predictive inferences 
because, in experiments, the final sentence is often the critical sentence that elicits the 
inference that is subsequently probed for. The end of story processing cycle takes more 
time than at the end of other sentences because this is when integration of the situation 
model, at the macro-level, would be most necessary. Kintsch argues that it is at the end of 
such a sentence that inferences would be integrated. As the final cycle processes, 
whatever is in the contents of WM (i.e., whatever is most active after the last integration), 
at the time a probe is presented, will be available to be primed by the probe word. Under 
high-constraint conditions priming can occur early because many concepts in the text 
converge on the inference, leading to a high activation strength. When there are low-
constraints, there are fewer concepts that converge on the inference and the activation 
strength will be too low. However, the inference may slowly gain activation strength as 
the final cycle continues and more constructions and integrations occur. When probed at 
longer delays, there is enough time for the activation strength to build and surpass some 
threshold to be detected in a word-naming task. Of course, there is a point at which the 




Activation Versus Encoding of Predictive Inferences 
Calvo (2000) and Gras et al. (2012) highlight the impact of contextual constraints 
on the time-course of activation of predictive inferences and suggest that inferences are in 
fact generated. Other research has argued that while word-naming tasks are suitable for 
detecting short-lived activation of information in WM, they may not be a good measure 
of encoding in LTM (Klin, Guzmán et al. 1999; Klin, Murray et al., 1999). It is possible 
that predictive inferences are short-lived, only briefly active in WM and not encoded in 
LTM. For example, in the study performed by Keefe and McDaniel (1993) described 
earlier, evidence for the activation of predictive inferences was found when the probe 
word to be named was placed immediately after the predictive context sentence but not 
when the probe word was placed after a subsequent filler sentence that was unrelated to 
the predictive inference (see Table 1 for example stories) and not after a 7-second delay 
filled with a backward counting task. Keefe and McDaniel took this as evidence that the 
predictive inference may be generated with the predictive context sentence, but then this 
activation may decay rapidly if it is not supported by future text. One hypothesis is that 
the inference was not encoded in LTM, but only briefly represented in WM before 
processing was interrupted with a backward counting task or unrelated filler text. When 
presented a probe word, the inference would no longer be in the contents of WM because 
the contents of WM were replaced with unrelated text and processing was interrupted. 
However, it is possible that activation of the predictive inference may have decayed from 
WM while still being encoded in LTM. For example, at the end of the last sentence, the 
inference may be generated in WM and encoded into the LTM representation of the text, 
but the interrupting tasks would take the inference out of the focus of attention so that it 
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is no longer highly active during processing of the unrelated filler sentence. The inference 
will not be active in WM but still be encoded in LTM. This highlights the important 
distinction  between items activated in WM and items encoded in LTM. The inference is 
not detected after unrelated filler text or interrupting tasks because the word-naming task 
is only sensitive to information immediately accessible in WM. 
To address this issue of activation versus encoding, many studies have relied on 
the contradiction paradigm to determine if predictive inferences are encoded in LTM, 
even when processing is interrupted with filler tasks or text (Klin, Guzmán et al. 1999; 
Klin, Murray et al., 1999; Weingartner et al., 2003). Similar to word-naming paradigms, 
participants read a story that either leads to a prediction (predictive context condition) or 
does not (control context condition), but then, instead of being probed with a word 
representing the predictive inference to be drawn, readers are presented with text that 
contradicts the prediction to be made. If participants draw the inference in the predictive 
condition then reading time on this contradictory text should be slowed relative to the 
control condition where the inference should not be drawn. In the control condition, 
reading can proceed smoothly, but in the predictive condition there will be an 
inconsistency that must be resolved if the inference was encoded as part of the LTM 
representation. Klin, Murray et al. (1999) showed that participants did slow down on text 
that contradicted the predictive inference in the predictive condition relative to the control 
condition. This supports the evidence of word-naming tasks, when there is no interrupting 
filler task, that inferences are activated and maintained in WM just after processing the 
prediction eliciting information. However, it is possible that the results were obtained due 
to the maintenance of the inference in WM and not because it was encoded as part of the 
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LTM representation of the text. That is, because the contradictory sentence immediately 
followed the last sentence of the story, and was related to the prior text, the inference may 
have remained highly active in WM during processing of the contradictory sentence. 
In a follow-up experiment, after presenting participants with all of the predictive 
context stories, Klin, Murray et al. (1999) gave participants a delayed recall task in which 
they were cued to recall each of the stories in the same order they were read. If predictive 
inferences are drawn and represented in the LTM representation of the text then readers 
should incorporate the inference into the recall task even after extensive delay between 
reading the predictive sentence and recalling the story. The results showed that 
participants included the prediction in their recall of the text more often in the predictive 
condition than in a control condition. Similarly, Klin, Guzmán et al. (1999) presented 
participants with a paragraph that was unrelated to the predictive inference (a neutral 
context paragraph) prior to being presented with the contradictory statement. The neutral 
context paragraph was about six sentences long, on average, and introduced new 
characters or topics. Therefore, the inference should not remain within the contents of 
WM after reading the neutral paragraph. However, if the predictive inference is encoded 
into the LTM representation of the text then participants should still slow down when 
reading the contradictory statement even after a lengthy paragraph of neutral context. 
The results showed that participants slowed down on the contradictory statement 
indicating that the predictive inference was instantiated into the LTM representation of 
the text and influences processing of future text when the inference is later evoked by 
subsequent information. Together these results indicate that predictive inferences may be 
generated on-line when reading predictive context stories and these inferences are first 
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maintained in WM and then instantiated into the LTM representation of the story. 
Therefore, the word-naming task seems to be sensitive only to information immediately 
accessible in WM and supports the notion that activation of inferences may decay from 
WM while being maintained in LTM. 
Of note is that the persistence of the predictive inference in memory is determined 
by what is in the focus of attention. After a predictive inference is activated in memory, it 
may slowly become deactivated and removed from WM and the situation model 
representation in LTM. However, if focus is later reestablished on the predictive 
inference then it may be reinforced in the situation model representation. For example, 
the C/I model suggests that, after the inference is generated, if subsequent information is 
not related to the inference then it will lose connection strength within the constructed 
knowledge network that represents the situation model and may become disconnected 
entirely. However, if subsequent information is related to the predictive inference then it 
will become more strongly connected within the situation model. 
The research on predictive inferences is largely consistent with the minimalist 
hypothesis (McKoon & Ratcliff, 1992) and memory-based models of text comprehension 
such as the C/I model (Kintsch, 1988, 1998). When reading a story about a familiar 
situation, predictive inferences may be drawn on-line and automatically when the context 
of the story highly constrains the prediction to be made. When the contents of the story 
are constraining enough, those items may resonate with information in LTM regarding 
the outcome of the actions described in the text. The predictive inference becomes 
activated in WM, but this activation generally takes about 1 second to build up before 
being strengthened enough to have an effect on processing (e.g., showing priming effects 
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in a word-naming task); although, as the text becomes more highly constrained toward a 
specific prediction the activation may be sped up to about 500 ms. Once activated, the 
predictive inference may decay from WM and interrupting material or filler text may 
serve to remove the inference from WM. However, the inference is encoded into LTM 
within the situation model representation of the text. While word-naming tasks are 
sensitive to information activated in WM, the contradiction paradigm is sensitive to 
information encoded into LTM in the situation model. 
Generation of Predictive Inferences when Multiple Alternatives are Available 
Research on the generation of predictive inferences has consistently shown that 
inferences are generated automatically when the story is based on typical, everyday 
actions for which the reader has relevant prior knowledge about what may happen next 
and when the story is highly constrained such that the context leads to very few, if any, 
alternative consequences (Calvo, 2000; Calvo et al., 2006; Cook et al., 2001; Fincher-
Kiefer, 1993, 1996; Gras et al., 2012; Keefe & McDaniel, 1993; Klin, Murray et al., 
1999; Murray et al., 1993). Experiments have often used stories that are about familiar 
situations and have made comparisons between stories in which a single, particular 
consequence could occur based on the context and stories in which no consequences 
would be predicted. This has led to the conclusion that predictive inferences are made 
only when the events are highly predictable and few, or zero, alternative consequences 
are available (Graesser et al., 1994; McKoon & Ratcliff, 1992).  
In many domains, anticipation is a requirement for effective performance. 
However, when reading narratives there are no negative consequences if one refrains 
from making predictions. One can simply read the rest of the story to find out what 
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happens next. It is plausible that readers may not generate predictive inferences on-line 
automatically when multiple alternatives are available because it would be a waste of 
resources to try to make predictions when the number of possible consequences are not 
highly constrained. However, recent research by Cranford and Moss (in prep) suggests 
that, given the goal to predict what will happen next, people do consider multiple 
potential inferences when they are available to them. In our research, the potential 
inferences were provided to participants so they did not have to generate them. If the 
generation of predictive inferences is an automatic process under normal reading 
conditions then it should not matter how many inferences are available so long as the 
context is constraining enough toward each of the potential inferences and there are 
enough WM resources to hold the inferences. This line of reasoning leads to the question 
of why a predictive inference may not be generated when the context of the story could 
lead to multiple potential outcomes? Why would a reader not automatically generate all 
possible consequences if prediction processes are automatic? Theories of predictive 
inference generation would benefit from a better understanding of how alternative 
consequences interact with the targeted inference concept and prevent it from becoming 
active in the memory representation of the text. To date, with the exception of a few 
articles that address the issue (Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; 
Weingartner et al., 2003), very little research has investigated how the availability of 
alternative consequences impacts the generation of the targeted predicted inference. The 
present research is aimed at further exploring this issue. 
The C/I model offers a memory-based view for why such inferences might not be 
generated. Upon reading a sentence that describes an event or action for which there are 
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consequences, the contents of the sentence would activate relevant information in LTM 
in the construction phase. This activated portion of LTM may contain multiple potential 
outcomes for the described events. These activated consequences may be only weakly 
connected within the activated knowledge network. During the integration phase, none of 
the activated consequences would remain strengthened enough to survive the integration 
phase and would be deactivated from the knowledge network. It is also possible that the 
concepts may compete for activation, hindering one another’s potential strength such that 
only the strongest inferences survive integration – be it all of them, a subset, one, or none. 
Klin, Guzmán, and Levine (1999) were the first to examine the issue of whether 
predictive inferences are drawn when multiple alternative consequences are available. 
For comparison purposes, Table 2 summarizes the findings of their research and other 
similar research that is described in the following paragraphs. Klin, Guzmán et al. were 
specifically interested in whether the presence of an additional consequence to a 
prediction-eliciting sentence influenced the activation of the targeted predictive inference. 
Participants read stories such as the one about a delicate porcelain vase being thrown 
against a wall. The targeted predictive inference would be that the vase broke. Evidence 
was found for the activation of the targeted inference when there was only one 
consequence to process. These stories were then modified to provide an additional 
consequence of the events described. The initial paragraph indicated that the wife of the 
vase-throwing man will leave him if he has one more outburst. Upon throwing the vase, 
the alternative inference should be generated that the wife will leave her husband. For 
control stories, the consequence that the vase will break was not implied. The results 
showed no differences in the time to name a probe word (e.g., "break") between 
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conditions. Klin, Guzmán et al. concluded that the lack of facilitation for naming a probe 
word when there is an additional consequence available was due to the dividing of 
activation between the two predictive inferences: that the wife will leave the man and that 
the vase will break. 
Table 2  
Summary of manipulations and results of research investigating the generation of 
predictive inferences when multiple alternatives are available 
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 The 1500-ms delay was filled with additional text to process. 
The interference effect seen in Klin, Guzmán et al. (1999) was interpreted under 
the framework of a resonance model (Myers & O'Brien, 1998; Myers et al., 1994), which 
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is similar to the process of activating concepts in LTM during the construction phase of 
the C/I model. The contents of the prediction-eliciting sentence serve as cues to activate 
related concepts from LTM and the representation of the text being constructed in LTM. 
The activation strength of the information that resonates with the input is determined by 
the degree of match to that input. If a concept receives enough activation to surpass some 
threshold then it will enter WM. In addition to the concept representing the inference that 
the vase will break, additional information will be activated in memory to connect the 
concepts that throwing the vase is an outburst and the information presented earlier in the 
text that the wife will leave him if he has another outburst. Therefore, the signal from 
information in WM after reading the prediction-eliciting sentence will resonate weakly 
with the targeted predictive inference as the inference that "the wife will leave the man" 
directs activation away from the inference that "the vase will break". The concept node 
representing "the vase will break" does not receive enough activation to enter WM 
because the concept is processed to a lesser extent than if there was ever only one 
inference available. 
In other research, Weingartner et al. (2003) hypothesized that activation of the 
predictive inference may simply be delayed rather than divided and eliminated. For 
example, as described earlier, Calvo (2000) showed that predictive inferences were not 
generated under low-context conditions when the probe word was delayed by 550 ms. but 
were generated when the delay of the probe word was lengthened to 1050 ms. It is 
feasible then that, when alternative consequences are available, the activation for the 
targeted predictive inference is delayed rather than not being activated at all. To test this 
prediction Weingartner et al. (2003) performed a study in which the delay between the 
 
39 
prediction-eliciting sentence and probe presentation was increased from 500 ms as in 
Klin, Guzmán et al. (1999) to 1500 ms. The results revealed that the targeted predictive 
inference was activated despite the presence of an additional consequence. The 
conclusion made was that the extended delay allowed the activation to build on the 
targeted predictive inference resulting in facilitation in naming the probe word. 
In a follow-up experiment Weingartner et al. (2003) showed that filling the delay 
with additional text (e.g., the phrase “in the kitchen” added to "he threw a delicate 
porcelain vase against the wall") eliminated the activation of the targeted inference in the 
condition where there was an alternative inference available. From a C/I perspective, with 
additional time, construction and integration will continue to cycle, repeatedly sampling 
the information in WM, so that over time the activation of the inferred concept will 
strengthen enough to enter WM. However, when there is additional text to process during 
the delay, processing is interrupted and the chances for activation to build on the inferred 
concept are reduced. That is, the C/I process is not able to continue cycling with old 
information, but instead must incorporate the new information into the representation. 
Weingartner et al. (2003) formulated three possible hypotheses that can explain 
the results of the word-naming tasks. First, it is possible that activation was split between 
the two inferences. In this case, the signal from the story would not resonate highly with 
the targeted inference. From here, two things may happen: 1) a “no activation” 
hypothesis suggests the targeted inference does not have high enough activation strength 
to survive integration and enter WM, and the increase in delay in a word-naming task 
allowed extra time for further controlled processes to generate the inference (i.e., the 
targeted inference was not automatically activated through passive resonance processes); 
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2) a “delayed activation” hypothesis suggests the targeted inference is initially weakly 
activated, and an increased delay allowed for activation to build on the targeted inference 
through further cycles of spreading activation. This delayed activation hypothesis 
suggests that failure to find activation at a 500 ms delay was because the probe 
interrupted this build-up of activation. Finally, a "minimal encoding" explanation claims 
that the inference is not well-specified (e.g., in accordance with McKoon & Ratcliff, 
1992) and matches less well with the probe word so that it is not detected in a word-
naming task (i.e., the word-naming task is not sensitive enough of a measure). However, 
if given time, further processing of the text will lead to a more highly specified inference 
unless processing is interrupted by filler text. 
To test the hypotheses, in a third experiment, Weingartner et al. (1999) utilized 
the contradiction paradigm. After reading the final sentence that would elicit the 
prediction, participants read a few sentences that were unrelated to the targeted predictive 
inference but related to the story as a whole, then they read a sentence that contradicted 
the targeted predictive inference. As prior results have shown (e.g., Klin, Guzmán et al., 
1999), the manipulation is sensitive enough to test if the inference is only minimally 
encoded and whether the activation is delayed or eliminated. If the predictive inference is 
generated on-line then participants should show a slow-down on reading the 
contradictory sentence in predictive story conditions relative to a control condition and 
would support the "delayed activation" and "minimal encoding" hypotheses. However, if 
there are no differences in reading times between conditions then this would support a 
"no activation" hypothesis. The results showed that participants did in fact slow down 
when reading a sentence that contradicted the targeted predictive inference in both 
 
41 
predictive conditions (i.e., when there was only one consequence of the vase being 
thrown against the wall and when alternative consequences were available) compared to 
the control condition. The results do not support the hypothesis that the activation of the 
targeted predictive inference was completely eliminated, but rather that the targeted 
predictive inference is delayed and/or only minimally encoded. 
The hypothesis suggesting activation is delayed, or only minimally encoded, 
receives further support from a dissertation by Harmon (1999). Harmon tested for 
activation of the alternative inference using the same stimuli as Klin, Guzmán et al. 
(1999) and Weingartner et al. (2003) and did not find evidence that they were activated 
when naming probe words (experiment 2B) or when reading a sentence that contradicted 
the alternative inference (experiment 3). The results support the idea that the activation is 
somehow divided between the two available inferences. And, more precisely, the 
activation of the more salient, targeted inference (e.g., the vase will break) eliminates the 
activation of the alternative inference. In return, the alternative inference interferes with 
the targeted inference. There are still a number of possible explanations regarding what 
the nature of the interference is, whether due to divided activation or some kind of 
minimal encoding, but in some way, the activation strength of the targeted inference is 
reduced in the presence of an alternative so that it is no longer detected in a word-naming 
task with a 500 ms delay. However, the activation strength builds with time until it is 
activated in WM and detected at longer probe delays. 
In the studies performed by Klin, Guzmán et al. (1999) and Weingartner et al. 
(2003), the alternative predictive inference that the wife will leave the man does not 
affect the objective probability that the vase will break (i.e., both inferences can co-
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occur). The aim of the present research is to investigate the effects on the targeted 
predictive inference when the presence of alternative consequences leads to an increase in 
the probability that the alternative consequence(s) will occur and a reduction in the 
probability that the targeted predictive event will occur (i.e., the inferences are mutually 
exclusive of each other). 
Only one prior study has investigated the effects of varying the probability that 
one consequence will occur over another possible consequence. Klin, Murray et al. 
(1999) presented participants with high-predictable versions of stories, low-predictable 
versions, and control versions (see Table 3 for an example story). For example, in Table 
3, the high-predictable versions strongly suggested that the targeted consequence would 
occur, eliminating the probability that an alternative consequence would occur. In the he 
low-predictable versions, the probability that Brad will steal the ring is reduced compared 
to in the high-predictability version, but the probability that he will buy the ring is 
increased. The availability of the alternative consequence, that Brad will buy the ring, 
reduces the probability that Brad will steal the ring. The control versions were stories 
with similar wording to the predictable versions but the situation described in the text did 
not lead to the targeted consequence, but could still lead to an alternative consequence. 
After reading the stories, participants were presented with a probe word representing the 
targeted predictive inference, for which they had to name, after a delay of 500 ms. The 
results showed a facilitation in naming the targeted predictive inference after both high-
predictable versions and low-predictable versions of the story compared to the control 
version. When the probe word task was replaced with a task in which the participants 
read a phrase that contradicted the inference, participants showed a slow-down in reading 
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the contradictory phrase after high-predictable versions and low-predictable versions 
compared to control versions. The results from experiments where participants read a 
contradictory phrase are consistent with the results of the probe word experiment. 
Participants may generate and encode targeted predictive inferences into the LTM 
representation of the text even when there are alternative consequences available. 
Table 3  
Sample story and conditions from Klin, Murray, Levine, and Guzmán (1999) 





Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her but 
he had been laid off from his job three months ago and he couldn't 
afford to buy anything nice. In the jewelry department, he saw a 
beautiful ruby ring sitting in a display on the counter. He looked around 
to make sure no salespeople were watching. His wife would be thrilled 
by the ring but there was no way he could pay for it. He had to have it. 
Seeing no salespeople or customers around, he quietly made his way 





Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her. He 
had just started a new job but had not received his first paycheck. He 
wasn't sure if he could buy anything nice. In the jewelry department, he 
saw a beautiful ruby ring sitting in a display on the counter. He looked 
around for any salespeople nearby. His wife would be thrilled by the 
ring but he wasn't sure he would be able to pay for it. He thought she 
would love it. He quietly made his way closer to the counter. 
Control 
version 
Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her and 
since he had recently received a big raise he felt that he could afford to 
buy something nice. In the jewelry department, he saw a beautiful ruby 
ring sitting in a display on the counter. He couldn't find a salesperson. 
Knowing his wife would be thrilled by the ring, he wanted to find out 
more about it. He could almost see the price tag through the glass from 




It is interesting that evidence for activation of predictive inferences was found at a 
500 ms delay when the alternative and targeted inferences were mutually exclusive 
consequences (Klin, Murray et al., 1999) but not when the alternative inference was an 
additional consequence of the prediction-eliciting events (Klin, Guzmán et al., 1999). 
One interpretation of the discrepant results is that the inferences generated in the 
mutually exclusive stories were necessary for coherence while the inferences in the 
additional consequence stories were elaborative. 
Because targeted inferences were found to be generated in the presence of 
additional consequences at longer probe delays and with the contradiction paradigm, it is 
likely that these differing results can be explained within a resonance model (Myers & 
O'Brien, 1998; Myers et al., 1994) or passive construction (Kintsch, 1988) theory. If any 
information in the story is related to either the targeted or alternative inferences then they 
will be incorporated into the knowledge net. When the alternative inference is an 
additional consequence, both inferences will be signaled but the targeted inference will 
have a higher activation strength because it is more salient. During integration neither 
inference survives because they compete for activation and each ones activation strength 
is below some threshold. However, if measurements are delayed until after further 
cycling of the C/I process then the targeted inference may be generated as its activation 
increases and the lower activation of the alternative further decreases. When the 
alternative inference is an additional consequence it has little effect processing of the 
targeted inference except during initial construction. Activation seems to be based largely 
on the availability and distribution of resources. 
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When the two inferences are mutually exclusive there may be a greater inhibitory 
effect between the inferences during initial construction. One hypothesis suggests the 
alternative inference has no effect on processing the alternative. The story may resonate 
with both inferences but, being mutually exclusive, the story may resonate with one more 
than the other based on the likelihood or probability of the evidence. If there is 
insufficient evidence to imply the alternative inference then it may be quickly deactivated 
and never enter construction. Therefore, the alternative inference would not compete for 
activation during the integration phase. The targeted inference would be activated to the 
extent that it resonates with the contents of the text in WM, as if there was ever only one 
inference. This explanation suggests the alternative inference in Klin, Murray et al. 
(1999) was not probable enough to effect processing of the targeted inference. 
Another hypothesis suggests that two mutually exclusive inferences both enter 
construction and then compete during integration. The competition between additional 
consequence inferences may not involve negative links between concepts, but mutually 
exclusive inferences may have such inhibitory connections. During integration, the 
stronger targeted inference could directly reduce the strength of the alternative inference 
while the activation of the targeted inference is increased. This enhancement of targeted 
inferences and reduction of alternative inferences could explain why targeted inferences 
are activated in as little as 500 ms when an unlikely alternative is available. 
Finally, it is also possible that both mutually exclusive inferences are fully 
generated. Unfortunately, it is impossible to determine because Klin, Murray et al. (1999) 
never tested for the activation of the alternative inference. At most, their research tells us 
that mutually exclusive predictive inferences are drawn even under low-predictability 
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conditions, as was the case with low-constraint conditions (Calvo, 2000). Although, in 
conjunction with the research by Harmon (1999), there is more support for the hypothesis 
that only one inference will be generated when the two are mutually exclusive. 
The series of experiments performed by Klin, Murray et al. (1999) is an important 
step toward better understanding how alternative consequences impact the generation of 
targeted inferences. It suggests that predictive inferences may be more prevalent than 
McKoon and Ratcliff (1992) or Graesser et al. (1994) have assumed. When multiple 
alternative consequences are available, predictive inferences regarding the targeted event 
may be generated. Unfortunately the research does not tell us how the activation of the 
targeted predictive inference might fluctuate as the plausibility of targeted predictive 
inference decreases and the plausibility of the alternative consequence increases. If only 
one inference is generated then what happens to the alternative? What effect does the 
alternative have on processing the targeted inference? Is there any effect at all? 
Present Research 
The present research elaborates on the research of Klin, Murray et al. (1999) by 
using stories that are more ambiguous (i.e., the two possible predictive inferences are 
more equally likely to occur) than their low-predictability versions and probing for the 
activation of the alternative inference, in addition to the targeted inference. When 
multiple alternative consequences are available, do they (1) compete for activation, and if 
they do what is the nature of this competition, or (2) is the activation of one or both of the 
inferences delayed in some way, or (3) is there simply no activation of the alternative 
inference? Also, the present research investigates whether predictive inferences, targeted 
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and/or alternative, are encoded into the situation model representation when multiple 
alternative consequences are available. 
In the present research, four versions of each story were created to further explore 
the effect of alternative inferences on the generation of targeted inferences. Stories can be 
found in Appendix A, and a sample passage can be seen in Table 4. One version, the 
high-predictability target condition, was similar to the high-predictability version of Klin, 
Murray et al. (1999) and was designed so the targeted inference was a highly predictable 
consequence and the alternative inference was unlikely to occur. The control versions 
were designed so neither the targeted nor alternative inferences were likely consequences 
of the story. The mutual-predictability condition was similar to Klin, Murray et al.’s low-
predictability condition, except the likelihood that the alternative inference would occur 
was increased so that the targeted and alternative inferences were both somewhat likely 
consequences of the events described in the story. This was hypothesized to increase the 
likelihood that the alternative inference would interfere with the generation of the 
targeted inference. Because the present research probed for the activation of both the 
targeted and alternative inferences, a high-predictability alternative condition was created 
to help understand how the targeted inference influences processing of the alternative 
inference and tested for the activation of the alternative inference. In this condition, the 
alternative inference was a highly predictable consequence and the targeted inference was 
less likely to occur. Because two possible consequences are being examined, it is 
important to examine the patterns of results for both inferences as their objective 
probabilities of occurrence shift from unlikely (control condition), to somewhat likely 
(mutual-predictability condition), to highly likely (high-predictability conditions). 
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Table 4  
Sample story and conditions used in Experiments 1A and 1B. 




Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her but 
he was laid off from his job three months ago and couldn't afford to get 
her anything nice. In the jewelry department, he saw a beautiful ruby 
ring sitting in a display on the counter. He looked around to make sure 
no salespeople were watching. His wife would be thrilled by the ring 
but there was no way he could pay for it. He had to have it. Seeing no 






Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her. He 
felt that he could afford to get her something nice because he had 
recently received a big raise. In the jewelry department, he saw a 
beautiful ruby ring sitting in a display on the counter. He found a 
salesperson nearby who told him the price of the ring. Brad was happy 
to find out that he could afford it. Knowing his wife would be thrilled 




Brad was wandering through a department store, looking for a present 
for his wife's birthday. He wanted to find something special for her but 
he had just started a new job and had not received his first paycheck. 
He wasn't sure if he could get her anything nice. In the jewelry 
department, he saw a beautiful ruby ring sitting in a display on the 
counter. Brad looked in his wallet and realized he had just enough 
money to afford it. His wife would be thrilled by the ring but then he 
wouldn’t be able to pick up some beer on the way home. He looked 




Brad was wandering through a department store, looking for a present 
for his wife's birthday. Her birthday was months away, and he didn’t 
have any money at the moment, but he had free time that day to start 
looking. In the jewelry department, he saw a beautiful ruby ring sitting 
in a display on the counter. He couldn't find a salesperson. Knowing 
his wife would be thrilled by the ring, he wanted to find out more 
about it. He could almost see the price tag through the glass from 
where he was standing. He quietly made his way closer to the counter. 




Four experiments were designed to address the critical research questions above. 
The set of experiments elaborate on the findings of Klin, Murray et al. (1999) by 
assessing the hypothesis that targeted predictive inferences are activated in WM when 
alternative consequences are available. Their prior work showed that targeted predictive 
inferences are generated when the story is less constrained toward the targeted inference 
and opens up the possibility of an alternative consequence. However, it is unclear as to 
whether the alternative inference was ever activated. The low-predictability stories of 
Klin, Murray et al. may have not been ambiguous enough (i.e., too predictive of the 
targeted inference and not predictive enough of the alternative inference) to detect any 
effects of the alternative inference on the generation of the targeted inference. Based on 
previous research with additional consequence inferences (Harmon, 2005; Weingartner et 
al., 2003; Klin, Guzmán et al, 1999) it is likely that the targeted predictive inference will 
not be generated when the likelihood of an alternative inference is above some threshold. 
One aim of this dissertation is to determine whether targeted and alternative 
inferences are both activated when the likelihood of their occurrence is more equal than 
in previous research. As the likelihood that an alternative consequence will occur 
increases, will it be generated on-line as well? Related to this question, as the probability 
that the alternative consequence will occur increases do both predictive inferences 
become activated, or is there some point at which one predictive inference will be 
deactivated at the expense of the other? Therefore, a second aim is to further specify the 
nature of interference between targeted and alternative inferences if there is no evidence 
for activation of one or both of the inferences. It is possible that the targeted predictive 
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inference may not be generated when there is an equal likelihood that an alternative 
consequence could occur. 
The first experiment was designed to examine whether targeted inferences, 
alternative inferences, or both are activated in WM 500 ms after the final sentence of the 
story by implementing a word-naming task. The second experiment tests for the 
activation of the targeted and alternative inferences after a 1000 ms delay using a word-
naming task. It is possible that the activation of inferences is delayed, or interrupted, in 
some way when stories are more ambiguous. The third and fourth experiments utilized a 
contradiction paradigm and were designed to 1) provide converging evidence with the 
word-naming experiments the targeted and alternative inferences are activated in WM as 
a result of context-based prediction and not simply through word-based priming, 2) test 
whether inferences are encoded into the LTM representation of the text, and 3) to 
determine whether inferences are generated but not well specified enough to be captured 





The first experiment tests for activation of both the main and the alternative 
inferences in a within-subject design using a word-naming task. The stories were 
designed so that, in the mutual predictability version, the alternative inference was as 
likely a consequence as the targeted inference (see Table 4 for an example story). These 
stories were more ambiguous about what would happen next than the low-predictability 
stories of Klin, Murray et al. (1999). Therefore, it is predicted that there should be a 
larger effect of the alternative inference on processing of the main inference than in Klin, 
Murray et al. The main question being addressed in this experiment is whether targeted 
and alternative inferences are activated in WM 500 ms after the last sentence of a story. 
Based on research by Klin, Guzmán et al. (1999) and Weingartner et al. (2003) it 
is predicted that the increased availability of the alternative inference will interfere with 
activation of the targeted inference. If there is no evidence for the activation of the main 
probe nor the alternative probe in the mutual predictability version, then three possible 
conclusions may be drawn: 1) either that the stories are not constrained enough toward 
one particular inference and so both inferences are only weakly activated, or minimally 
encoded, 2) that they compete for activation, mutually interfering with each other’s 
activation such that neither survives integration, and 3) it is possible that one inference is 
generated at the expense of the other but that sometimes it is the main inference that wins 
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out and other times it is the alternative inference. This third possibility suggests the 
naming times might not be significantly faster after reading mutual-predictability stories 
than control stories but there should be a sign of bimodal distributions within the mutual-
predictability conditions accompanied by a linear trend toward faster naming times as 
predictability increases. 
If there is evidence for the activation of the main probe but not the alternative 
probe, or vice versa, then this would provide support for the hypothesis that one inference 
is generated at the expense of the other. One inference will receive enough activation 
strength to survive integration while the other will not. In this case, the alternative 
inference may be too weak to enter construction and would have no effect on processing 
the targeted inference or it could mean that the alternative inference entered construction 
but was removed during integration because of inhibitory connections with the targeted 
inference. 
Finally, if there is evidence for the activation of the main probe and the alternative 
probe in the mutual predictability version, then this would provide evidence that readers 
can hold multiple possible inferences in WM as suggested by Klin, Murray et al. (1999). 
This would support the hypothesis that mutually exclusive inferences are not minimally 
encoded but rather fully encoded, they do not interfere with one another, and they are 
processed differently than additional consequence inferences. These outcomes are 
unlikely, given the results of Klin, Guzmán et al. (1999) and Harmon (2005) because 
there was no evidence for the activation of the alternative inference in stories where an 
additional consequence was available and, also, the likelihood of the alternative is higher 
in the present research than in Klin, Murray et al. (1999). The first experiment tests these 
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hypotheses while attempting to replicate prior research when using the modified stories 
created for this experiment. 
Method 
Participants 
Participants were 86 native English-speaking undergraduates recruited from 
Mississippi State University who participated for course credit. All participants had 
normal or corrected-to-normal vision. 
Design 
The design was a four (story version: high-predictability target, high-
predictability target, mutual-predictability, and control) by two (probe type: targeted, 
alternative) within-subjects design. For each participant, experimental stories were 
randomly assigned to a story version and probe type with the following constraints: (a) 
each participant saw one-quarter of the stories in each story version condition, (b) within 
each story version, one-half of the stories were randomly assigned to the targeted probe 
and one-half to the alternative probe, (c) and each story version and probe type 
combination was counterbalanced and presented equally across participants such that 
each combination was presented to one-eighth of the participants (i.e., each story version 
and Probe type were sampled equally after every eight participants). 
Materials 
The stimuli were 24 experimental stories and 26 filler stories (see Appendix A). 
Each story was between 5 and 8 sentences long. Fifteen of the experimental passages 
were adapted from Klin, Murray et al. (1999) with some modifications. There were four 
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versions of each experimental story that used many of the same words across versions. 
There were only three versions used by Klin, Murray et al., so a fourth version was 
created for each story. Each version of the experimental stories varied in predictability of 
two inferences which were represented as a single probe word: the targeted probe and the 
alternative probe. The high-predictability target versions strongly suggested the targeted 
inference would occur and weakly suggested the alternative inference would occur. The 
high-predictability alternative versions strongly suggested the alternative inference would 
occur and weakly suggested the targeted inference would occur. The mutual-
predictability versions were somewhat suggestive that either the targeted or alternative 
inferences would occur. The control versions were not suggestive of either the targeted or 
alternative inference. Each version of the experimental passages had the same last phrase. 
An example is shown in Table 4. 
The filler stories were adapted from stories found in the appendices of 
dissertations by Harmon (2005) and Waring (1994). The events described in the filler 
stories did not lead strongly toward a predictive event as did the experimental stories. The 
passages were modified to be of approximately equal length as the experimental stores. 
Approximately 2/3 of the probe words created for the filler stories were words found 
explicitly in the text and 1/3 of the probe words were inferential. Filler stories were used 
to reduce the chances that a participant would realize that stories lead to a predictable 
event and that the probe word was sometimes related to that event, which could lead to 
the adoption of a strategy of trying to anticipate the probe word. 
A yes/no comprehension question was created for each experimental and filler 
story. Half of the questions required “yes” answers and the other half required “no” 
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answers. The questions addressed information from any of the sentences. Approximately 
2/3 of the comprehension questions addressed information explicitly stated in the text and 
1/3 addressed information that needed to be inferred (but never about the critical 
predictive inference). These questions were used to create a goal of reading the entire 
story, or else performance would be poor, and to reduce the likelihood that participants 
would employ strategic processes to produce the predictive inference. 
Twenty-five experimental stories were piloted to determine what the targeted 
predictive inferences were for each story version. One story was used as a practice trial in 
the main experiment. The data were used to determine what the targeted and alternative 
probes would be for each story. A rating experiment was conducted to ensure that the 
predictability of the inferences were appropriate for each version. 
Pilot experiment. One hundred two participants, recruited via Amazon’s 
Mechanical Turk, participated in the experiment for $2. Participants were allowed to 
complete the experiment if they responded in a prescreen survey that they were between 
the ages of 18 and 35 and English was their first language. Participants also had to reside 
in the United States. After meeting prescreen qualifications, participants were directed to 
the survey website which was conducted using Qualtrics. After providing informed 
consent, participants were presented randomly with one version of each of the 25 stories. 
Each version of each story was presented equally across participants. After reading each 
story, participants answered a question about what they thought the main character would 
do next (e.g., “What will Brad do next?”). Participants were instructed to respond in one 
sentence and only the first prediction was accepted if multiple predictions were provided. 
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Of the 102 participants, three withdrew from the experiment. For the remaining 
99 participants, the one-sentence responses were coded as one- or two-word predictions 
by two raters. One rater coded 66 participants and the other coded 69 participants, 
overlapping on 35 participants. For the 35 participants for which raters overlapped, the 
two raters provided the same coded prediction on an average of 84.7% of the responses. 
Differences between raters were discussed and the appropriate coding was agreed upon. 
The agreed upon changes were then applied to similar instances across the participants 
that did not overlap. The responses were then tallied to get a proportion of each response 
for each story version. The data were analyzed to determine what participants considered 
was the appropriate prediction for each version. The goal was to ensure that the targeted 
inference were reported the highest proportion of time in the high-predictability target 
version, a lower proportion of time for the mutual-predictability versions, even lower for 
the high-predictability alternative versions, and the lowest proportion of time for control 
versions. Likewise, the alternative inference should be reported the highest proportion of 
time in the high-predictability alternative version, a lower proportion of time for the 
mutual-predictability versions, even lower for the high-predictability target versions, and 
the lowest proportion of time for control versions. 
The responses with the highest proportion in the high-predictability target 
versions were converted into a single word, if needed, and were used as the targeted 
probes. The responses with the highest proportion in the high predictability alternative 
versions were converted into a single word, if needed, and were used as the alternative 
probes. The mean proportion of responses for each probe type for each story version are 
presented in Table 5. Stories were edited if there was low agreement between participants 
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about what the main character would do next, if the proportion of responses of the 
targeted probe for the high-predictability target version was lower than any of the other 
versions, if the proportion of responses of the alternative probe for the high-predictability 
alternative version was lower than any of the other versions, if the targeted and 
alternative probes were not provided often enough in the mutual-predictability version, 
and if the targeted and alternative probes were provided too often in the control version. 
Table 5  
Mean proportion responses for targeted and alternative probes within each story version 
Story Version Targeted Probe (SD) Alternative Probe (SD) 
High-predictability target 0.63 (0.22) 0.12 (0.17) 
High-predictability alternative 0.11 (0.13) 0.63 (0.23) 
Mutual-predictability 0.37 (0.24) 0.34 (0.27) 
Control 0.08 (0.10) 0.07 (0.16) 
 
Rating experiment. After editing stories based on the results of the pilot 
experiment, a rating experiment was conducted to replicate the procedures of Klin, 
Murray et al. (1999) and to ensure the probe words had the appropriate likelihood of 
consequences for each story version. Participants were 122 undergraduates at Mississippi 
State University who participated for course credit. Participants were all native English 
speakers between the ages of 18 and 35. Participants completed the experiment on 
Qualtrics. After providing informed consent, participants read one version of each story, 
presented at random. Each version of each story was presented equally across 
participants. After reading a story, participants made judgments about the likelihood that 
a particular outcome would occur (e.g., “How likely is it that Brad will steal the ring?”) 
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on a 7-point scale ranging from 1 (extremely unlikely) to 7 (extremely likely) with 4 
being neutral. For each story, participants made judgments for one of the two probe 
types, presented at random. For example, if a participant saw the question about how 
likely it is that Brad would steal the ring (i.e., the targeted probe) then they did not see 
the question about how likely it is that Brad would buy the ring (i.e., the alternative 
probe), and vice-versa. The two question types for each story were presented equally 
across participants. 
The mean ratings for each probe type for each story version are presented in Table 
6. One participant did not complete the survey and was removed from analysis. 
Participants were also removed if they completed the survey in under nine minutes, if 
they responded with the same rating value for every trial, or if they responded incorrectly 
to a quality assurance question that was embedded within the survey (n = 15). Due to 
limitations of Qualtrics in fully counterbalancing presentation of stimuli, some 
participants did not see every pairing of probe type and story version. Participants were 
removed list-wise from analysis if they did not have data in each of the paired conditions 
(n = 35), resulting in a final sample size of 71 participants. The ratings were as predicted. 
A repeated-measures ANOVA revealed a significant main effect of story version, F(3, 
210) = 71.84, p < .001. The main effect of probe type was not significant, F(1, 70) < 1, 
however the interaction was significant, F(3, 210) = 104.17, p < .001. Paired-samples t-
tests were performed to examine the simple effects of probe type and story version. The 
ratings for targeted probes were significantly higher for the high-predictability target 
versions than the mutual-predictability versions, t(70) = 4.83, p < .001, higher for the 
mutual-predictability versions than the high-predictability alternative versions, t(70) = 
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9.11, p < .001, and there were no differences between ratings for high-predictability 
alternative versions and control versions, p = .65. The ratings for the alternative probes 
were significantly higher for the high-predictability alternative versions than the mutual-
predictability versions, t(70) = 7.60, p < .001, higher for the mutual-predictability 
versions than the high-predictability target versions, t(70) = 7.07, p < .001, and there 
were no differences between ratings for high-predictability target versions and control 
versions, p = .40. For the high-predictability target versions, the ratings for the targeted 
probe were higher than for the alternative probe, t(70) = 11.70, p < .001. For the high-
predictability alternative versions, the ratings for the alternative probe were higher than 
for the targeted probe, t(70) = 14.84, p < .001. For the mutual-predictability versions, 
there were no differences between ratings for the targeted and alternative probes, p = .11. 
And for the control versions, there were no differences between ratings for the targeted 
and alternative probes, p = .84. 
Table 6  
Mean likelihood ratings of targeted and alternative probe words for initial versions of 
each story (N = 71) 
Story Version Targeted Probe (SD) Alternative Probe (SD) 
High-predictability target 5.65 (0.90) 3.29 (1.35) 
High-predictability alternative 3.18 (1.20) 5.85 (0.88) 
Mutual-predictability 4.96 (1.04) 4.63 (1.12) 
Control 3.08 (1.33) 3.12 (1.35) 
 
Some of the stories had particularly high ratings (> 4) for probe words within the 
control versions. Also, some stories had particularly high ratings for the alternative probe 
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word in the high-predictability target versions and high ratings for the targeted probe 
word in the high-predictability alternative versions. Finally, some stories had particularly 
low ratings (< 3) for some of the probe words that were predicted to higher. After 
carefully reading the stories, some of the versions of stories were edited to make the story 
more or less predictive of the targeted or alternative probe words, as was necessary to 
better fit the pattern of results in Table 6. The control version of the story that was found 
to be most unclear about what might happen in the future, and difficult to edit, was used 
as a practice trial in the main experiment. 
After editing the stories, the survey was re-run with the new story versions. For 
the follow-up survey, 160 Mississippi State University undergraduates participated for 
course credit. The procedure was exactly the same as the prior survey. Two participants 
did not complete the survey and were removed from analysis. Participants were also 
removed if they completed the survey in under nine minutes, if they responded with the 
same rating value for every trial, or if they responded incorrectly to a quality assurance 
question that was embedded within the survey (n = 63). Finally, participants were 
removed list-wise from analysis if they did not have data in each of the paired conditions 
(n = 23). Removing these participants resulted in a final sample size of 72 participants. 
The edits did not influence the ratings a great deal. The pattern of results 
displayed in Table 7 are very similar to that of the initial rating survey. A repeated-
measures ANOVA revealed a significant main effect of story version, F(3, 213) = 54.16, 
p < .001. The main effect of probe type was not significant, F(1, 71) < 1, however the 
interaction was significant, F(3, 213) = 104.86, p < .001. Paired-samples t-tests were 
performed to examine the simple effects of probe type and story version. The ratings for 
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targeted probes were significantly higher for the high-predictability target versions than 
the mutual-predictability versions, t(71) = 6.54, p < .001, higher for the mutual-
predictability versions than the high-predictability alternative versions, t(71) = 7.97, p < 
.001, and there were no differences between ratings for high-predictability alternative 
versions and control versions, p = .42. The ratings for the alternative probes were 
significantly higher for the high-predictability alternative versions than the mutual-
predictability versions, t(71) = 6.43, p < .001, higher for the mutual-predictability 
versions than the high-predictability target versions, t(71) = 5.92, p < .001, and there 
were no differences between ratings for high-predictability target versions and control 
versions, p = .62. For the high-predictability target versions, the ratings for the targeted 
probe were higher than for the alternative probe, t(71) = 11.29, p < .001. For the high-
predictability alternative versions, the ratings for the alternative probe were higher than 
for the targeted probe, t(71) = 12.23, p < .001. For the mutual-predictability versions, 
there were no differences between ratings for the targeted and alternative probes, p = .44. 
And for the control versions, there were no differences between ratings for the targeted 
and alternative probes, p = .27. 
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Table 7  
Mean likelihood ratings for targeted and alternative probe words for final versions of 
each story (N = 72) 
Story Version Targeted Probe (SD) Alternative Probe (SD) 
High-predictability target 5.77 (0.93) 3.28 (1.35) 
High-predictability alternative 3.12 (1.40) 5.69 (1.02) 
Mutual-predictability 4.75 (1.06) 4.60 (1.22) 
Control 2.97 (1.29) 3.18 (1.50) 
 
Procedure 
For the main experiment, participants were tested individually in sessions that 
lasted approximately 40 minutes. After receiving informed consent, participants were 
seated in front of a computer monitor and keyboard and asked to put on a microphone 
headset. The microphone was connected to the computer and the captured sound was 
output through the computer to a serial response box. The microphone was first calibrated 
by having participants name six words out loud, which were presented one at a time in 
the center of the screen. A voice key, within the serial response box, was triggered with 
the naming of the word. The sensitivity of the voice key was adjusted so that it would 
trigger at the start of naming a word. If the microphone triggered too early, too late, or 
not at all, then the sensitivity was adjusted and the participant was required to restart the 
calibration process. After successful calibration (i.e., the voice key was triggered at the 
appropriate time for each word), participants were allowed to begin the experiment. 
Participants first read the instructions for the task. After reading the instructions, 
they performed a practice trial. The experimenter answered any questions during the 
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instructions and practice trial. After the practice trial was completed, participants began 
the main portion of the experiment. Each trial began with the word “READY?” presented 
in the middle of the screen. When ready, participants pressed the spacebar to begin a 
story. Each story was presented one sentence at a time in the middle of the screen. 
Participants controlled the presentation of each sentence with the press of the spacebar. 
There was a 500 ms delay between the pressing of the spacebar and the presentation of 
the next sentence. Immediately upon pressing the spacebar at the end of the last sentence, 
the string “XXX” appeared in the center of the screen for 500 ms. The string was then 
replaced with a probe word to be named, and the program began recording sound through 
the microphone. Participants were instructed to name the probe word as quickly and 
accurately as possible. Naming times were collected through the voice key of the serial 
response box. The word remained on the screen for 3 seconds, after which participants 
received feedback about their naming time. The feedback remained on the screen for 
1250 ms. Following feedback, the string “???” appeared in the middle of the screen for 
750 ms. The string was then replaced with a comprehension question. After providing a 
response, participants received feedback about their accuracy for the comprehension 
question, which remained on the screen for 1000 ms before the next trial began. After 
completing all 50 trials, participants were debriefed and thanked for their participation. 
The voice recordings of the probe words were examined to ensure the voice key 
of the serial response box was providing appropriate naming times. However, the voice 
key often triggered earlier or later than the actual onset of naming the word. The raw 
voice recordings were therefore examined using a program called CheckVocal 
(Protopapas, 2007), which allows one to manually locate the onset of naming a word by 
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examining the waveform and spectrogram. For example, waveforms for two probe words 
are shown in Figure 1. CheckVocal has an option to locate the onset of a vocalization. 
The sound file was then played from the beginning of the recording to the onset location 
or from the onset location to the end of the recording. The onset location was then 
manually adjusted to the left or right to find the point at which vocalization of the probe 
word began (i.e., the first syllable of the probe word was heard only to the right of the 
onset marker, and not to the left of the onset marker). The naming times extracted from 
CheckVocal were used as the dependent measure in all analyses. 
 
Figure 1. Example waveforms from CheckVocal used to locate the onset of naming 
probe words. 
A) Waveform for a word, “steal”, that begins with a fricative consonant. B) Waveform 
for a word, “buy”, that begins with a stop consonant. The red line indicates the naming 




Participants occasionally named the probe word incorrectly and these errors were 
discarded from analysis, resulting in a loss of 0.7% of the data. Outliers were defined for 
trials in which probe naming times were exceptionally slow and story reading time per 
word was exceptionally fast. Outliers were defined by Tukey’s (1977) criterion as a 
naming time or reading time that is greater than Q3 + 1.5*(Q3 – Q1) or less than Q1 – 
1.5*(Q3-Q1), where Q3 is the third-quartile of ranked naming or reading times (upper 
75
th
 percentile) and Q1 is first quartile of ranked naming or reading times (lower 25
th
 
percentile). Q1 and Q3 were calculated separately for each experimental condition. One 
participant named probe words exceptionally slow and was removed from analyses 
because 66% of his or her data would have been discarded based on Tukey’s outlier 
criterion. Trials in which probe naming times were outliers were discarded, resulting in a 
loss of 4.22% of the data. Trials in which story reading times were exceptionally fast 
were discarded, resulting in a loss of 0.05% of the data. Overall, these two outlier 
measures resulted in a total loss of 4.26% of the data. Mean overall accuracy for the 
comprehension questions was high (M = 86.4%, range: 62-100%) and slightly higher for 
only the experimental stories (M = 88.4%, range: 54.2-100%). Two participants had 
comprehension accuracies below Tukey’s minimum criterion for experimental trials 
(64.6%), and were discarded from analysis. The final sample size was 83 participants. 
The data were analyzed using a linear mixed effects modeling (LMEM) approach. 
This method allowed for the inclusion of subject and item random effects in a single 
analysis as opposed to doing separate by-subject and by-item analyses. For all 
comparisons, a maximal LMEM was performed, as suggested by Barr, Levy, Scheepers, 
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and Tily (2013), with participant and item modeled as random factors (i.e., with both 
random intercepts and random slopes of the condition of interest). Analyses were 
performed in the R statistical computing environment using the lme4 and lmerTest 
packages (Bates, Maechler, Bolker, & Walker, 2015; Kuznetsova, Brockhoff, & 
Christensen, 2016). The package, lmerTest, provides p-values for fixed effects derived 
through ANOVA calculations of F-statistics with degrees of freedom based on 
Satterthwaite approximations. The dependent variable in all analyses was naming time of 
probe words. For analyses comparing story versions within a single probe type, fixed 
effects were included for story version with random intercepts for participants and probe 
words each with random slopes of story version. For example, the formula for lmerTest 
was RT~1+StoryVersion+(1+StoryVersion|Participant)+(1+StoryVersion|ProbeWord). 
For analyses comparing probe types within a single story version, fixed effects were 
included for probe type with random intercepts for participants and stories each with 
random slopes of probe type. The full syntax and model output for each hypothesis, 
including the random effects model, can be found in Appendix B, Tables B1-B10. 
A summary of the fixed effects from the LMEM analyses of planned comparisons 
are reported in Table 8. Naming time means for each story version by probe type 
combination are shown in Figure 2. Replicating prior research (Klin, Guzmán et al., 
1999; Klin, Murray et al., 1999; Murray et al., 1993; Weingartner et al., 2003), naming 
times for the targeted probes were faster in the high-predictability target condition than 
the control condition (see Table 8, hypothesis 1). Naming times for the alternative probe 
were marginally faster in the high-predictability alternative condition compared to the 
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control condition (see Table 8, hypothesis 2). When the inference is highly predictable, 
and no alternative inferences are plausible, predictive inferences are activated in WM. 
Table 8  
LMEM fixed effects for planned comparisons in Experiment 1A (DV = Naming Time) 
Hypothesis Predictor Estimate S.E.  df  t p 
Most likely inference is faster in high-predictability stories than in control stories. 
























Naming times faster as the story becomes more constrained toward the inference. 
















































Most likely inference is faster than unlikely inference within high-predictability stories. 
























No differences between inferences when both are equally likely to occur. 
























Note: Hypothesis abbreviations represent the story version-probe type pair, where 
HPT=high-predictability target, HPA=high-predictability alternative, MP=mutual-
predictability, C=control, T=targeted probe, and A=alternative probe (e.g., HPT-T stands 
for high-predictability target story version and targeted probe type). 




Figure 2. Naming time means by story version and probe type for Experiment 1A. 
Error bars are standard errors. 
It was predicted that naming times would be no faster for probes in the mutual-
predictability condition than the control condition if the alternative interferes with 
targeted inference. However, if one inference is sometimes activated in the mutual-
predictability condition then naming times should be faster as predictability increases and 
the distribution within mutual-predictability conditions should be bimodal. For the 
targeted probes, naming times were numerically faster in the high-predictability target 
condition than the mutual-predictability condition (see Table 8, hypothesis 3) and 
numerically faster in the mutual-predictability condition than the control condition (see 
Table 8, hypothesis 4), but the differences were not statistically significant, both p’s > 
.125. For the alternative probes, there were no differences in naming times between the 
high-predictability alternative condition and the mutual-predictability condition (see 
Table 8, hypothesis 5) or the mutual-predictability condition and the control condition 
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(see Table 8, hypothesis 6), both p’s > .326. The lack of significant priming of the 
targeted and alternative probes in the mutual-predictability conditions suggests that 
weakening the constraints of the story toward a particular consequence and adding the 
presence of an alternative inference eliminates or delays activation of inferences. 
Although naming times were not significantly different between high-
predictability and mutual-predictability stories or mutual-predictability and control 
stories, the means were numerically faster as predictability increased. It is possible that 
participants sometimes make the inference and other times they do not. If that is the case, 
then it is expected that naming times in the mutual-predictability condition should reveal 
a bimodal distribution in which sometimes the probe word is primed and sometimes it is 
not. To investigate this possibility, the naming times were standardized separately for 
each participant to account for any variance in naming times between participants. For 
each participant, naming times were converted to z-scores based on that participant’s 
mean and standard deviation of all naming times across all conditions. These z-scores for 
all participants were then plotted in histograms within each condition of interest to see if 
there was evidence of a bimodal distribution. In the histograms in Figure 3, comparing 
panel A to panel C, and panel B to panel D, there are no large differences in the shape of 
the histograms in the mutual-predictability conditions compared to the high-predictability 
conditions. According to a Kolmogorov-Smirnov test, the mutual-predictability 
histograms have approximately normal distributions (both D’s < 0.07, p’s > 0.27) that are 
no different from the high-predictability histograms (both D’s < 0.11, p’s > 0.13). The 
lack of evidence for a bimodal distribution of naming times supports the conclusion that 
the increased likelihood of the alternative inference in the mutual-predictability 
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condition, in relation to the low-predictability condition of Klin, Murray et al. (1999), 
results in interference that eliminates or delays the activation of the targeted inference. 
 
 
Figure 3. Histogram of naming times in Experiment 1A. 
A) targeted probes within mutual-predictability stories, B) alternative probes with 
mutual-predictability stories, C) targeted probes within high-predictability target stories, 
and D) alternative probes within high-predictability alternative stories. 
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Consistent with hypotheses, naming times for the targeted probes were faster than 
the alternative probes in the high-predictability target condition (see Table 8, hypothesis 
7). The alternative probes essentially serve as control probes in the high-predictability 
target condition, further supporting the hypothesis that the targeted inference is activated 
when the story is highly constrained toward the inference to be predicted and there are no 
alternative consequences. No other within-story condition comparisons showed 
significant differences between targeted and alternative probes (see Table 8, hypotheses 
8-10), all p’s > .17. It is surprising that, within the high-predictability alternative 
condition, the alternative probe was named no faster than the targeted probe. However, 
alternative probes were generally slower to name than targeted probes and is discussed in 
greater detail below, in the Results of Experiment 1B. In the control condition, the lack of 
differences is consistent with hypotheses; neither the targeted or alternative inferences 
should be activated when the story does not sufficiently constrain the inference to be 
made. In the mutual-predictability condition, the lack of differences between probe 
words, combined with the null results between mutual-predictability and control stories, 
suggests that the availability of both the targeted and alternative inferences results in 
neither inference being activated in WM. 
To test whether probes are named faster depending on the likelihood of the 
outcome, a linear regression was performed with story ratings from the pilot study 
serving as predictors of naming times. It was hypothesized that the likelihood of a 
particular outcome would predict activation of the inference in WM, with naming times 
serving as a measure of activation. Participants should be faster at naming probes if the 
likelihood that the probe will occur is higher. However, the results showed virtually no 
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relationship between likelihood ratings and naming times. The likelihood of a particular 
outcome did not predict naming times, r = .034, p = .182. In a confirmatory analysis, a 
full LMEM model was examined with likelihood ratings serving as a third predictor of 
naming times, along with probe type and story version. The three-way interaction 
between story version, probe type, and likelihood ratings was not significant, p = 0.23. 
The model was then simplified by dropping the three-way interaction term. After 
rerunning the model, the two-way interactions between story version and likelihood 
ratings and between probe type and likelihood ratings were not significant, both p’s > 
0.21. These two-way interactions were removed from the model. After rerunning the 
model again, there was still no main effect of likelihood rating, p = 0.61. Naming times 
did not vary as a function of likelihood ratings. The rating task essentially provides a 
probability measure for the likelihood of an outcome. Activation of inferences seems to 
be independent from the objective probability that some outcome will occur, a finding 
consistent with prior research (Calvo, 2000; McKoon & Ratcliff, 1989). It is possible that 
the processes used to generate inferences are different than the processes used to rate how 
likely an inference is given a story context. The rating task requires context checking and 
conscious retrieval processes, while generating inferences is presumed to operate on 
automatic and passive retrieval processes. 
One final concern was that differences in naming times may reflect word-based 
priming and not context-based prediction. Keenan and Jennings (1995) provided 
evidence that much of the effect found in word-naming tasks were due to word-based 
priming and only some was attributed to prediction. However, since then studies have 
carefully constructed materials to ensure stories match as much as possible across 
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versions. The present study adapted many stories from Klin, Murray et al. (1999) who 
followed these suggestions. In the present study, many precautions were made during 
materials development to ensure the story versions consisted of many of the same words. 
In an effort to provide more concrete evidence that the effects of naming times 
observed in the present experiment were not due to word-based priming, stories were 
compared between conditions on two measures that define the relatedness between the 
story and the probe. One measure involved using the University of South Florida Free 
Association Norms database (Nelson, McEvoy, & Schreiber, 1998) to calculate the sum 
of all cue-to-target strength values for each story and probe combination. For each word 
in the story that serves as a cue, it may prime the probe, or target. The sum of all 
association strengths should serve as a good measure of word-based priming. An 
ANOVA was performed to determine whether there was greater cue-to-target strength in 
one condition than another. For targeted probes, there was no main effect of story 
version, F(3,92) = 0.11, p = 0.953. Nor was there a main effect of story version for 
alternative probes, F(3,92) = 0.06, p = 0.98. As a follow-up, another measure involved 
using the University of Colorado Boulder Latent Semantic Analysis program (Landauer 
& Dumais, 1997) to get the cosine similarity between the stories and the probes. Rather 
than using a word-to-word mapping of the relationship between the story and the probe 
word, here the entire story is provided a single value that represents the semantic 
relatedness of the probe word to all the words in the story. Using this technique, again 
there were no differences between story versions for either targeted or alternative probe 
words, all F’s < 1, p’s > .80. Based on the efforts to control for word-based priming and 
the formal analyses, it is unlikely that targeted probes were named faster in the high-
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predictability target condition than the control condition because of any word-based 
priming. The issue is further explored in Experiments 2 and 3. 
Discussion 
The results of the first experiment successfully replicated results of prior research, 
showing that targeted inferences are generated automatically on-line when the text highly 
constrains the inference to be made. However, the results of the first experiment do not 
provide clear evidence that the likelihood of a particular outcome is related to whether the 
inference representing the outcome will be activated in WM. Neither the targeted probe 
nor the alternative probe were primed in the mutual-predictability story version compared 
to the control story version. This is surprising given that Klin, Murray et al. (1999) found 
evidence for activation of the targeted inference in their low-predictability condition. 
However, the mutual-predictability stories in the present study are different from Klin, 
Murray et al.'s low-predictability stories. The present mutual-predictability stories are 
more ambiguous about what consequence will ultimately occur compared to Klin, 
Murray et al.’s low-predictability stories. This suggests that when an alternative inference 
matches well enough to the contents of the story, it will be activated during construction 
and compete for activation with the targeted inference. The results support the hypothesis 
that mutually exclusive inferences interfere with one another. 
It is also surprising that the alternative probe was named only marginally faster 
after reading the high-predictability alternative stories than after reading the control 
stories. There are a few possible explanations for these null results. First, it is possible 
that the high-predictability alternative stories, being modified versions of the high-
predictability target stories, may not provide sufficient cues to activate the alternative 
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inference. However, the pilot study ratings argue against this possibility; the likelihood 
ratings for alternative probes were as high as those for targeted probes within their 
respective high-predictability conditions and just as low within the control conditions. 
Instead, it may be possible that the targeted probe is somewhat plausible in the high-
predictability alternative version leading to some subtle interference effects. For example, 
the cues provided by the high-predictability alternative stories may send signals to both 
the targeted inference and the alternative inference resulting in insufficient activation of 
either inference to become included in WM. The non-significant differences of naming 
times for the targeted probe between the high-predictability target and high-predictability 
alternative stories supports the idea that the targeted probe is activated to some extent 
within the high-predictability alternative stories. Regardless, these null results do not 
detract from the hypotheses concerned with how alternative inferences affect the 
activation of targeted inferences. 
Based on the results of Experiment 1A it is still unclear as to whether the 
interference from the alternative inference, and lack of significant priming effects, in the 
mutual-predictability condition are due to weak activation spread over multiple 
inferences, minimal encoding, or mutual inhibition during integration. The results from 
Klin, Murray et al. (1999) were likely seen because the alternative inference was not 
predictable enough to become activated or interfere with the targeted inference. 
What is clearer is that one inference is not generated at the expense of another. 
The linear trend of facilitation of naming times for the targeted probe between the high-
predictability target (538.61 ms), mutual-predictability (547.85 ms), and control (553.47 
ms) conditions was not significant. While this hints at the possibility that increasing 
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contextual constraints results in facilitation of naming times, consistent with Calvo 
(2000) who found a linear trend of faster naming times as contextual constraints increase, 
and that inferences may have been generated at least sometimes, there was no evidence of 
any bimodal distribution within mutual-predictability conditions. The results are 
consistent with a theory in which the presence of an additional possible outcome causes 
interference between the two possible inferences, resulting in a lowered activation of both 
inferences that is below the threshold to enter WM, supporting the interference 
hypotheses above. 
While the results of Experiment 1A support an interference hypothesis and that 
one inference is not activated at the expense of another, it still may be the case that the 
presence of an additional possible outcome only delays the activation of either the 
targeted inference or the alternative inference, or both. It is possible that given extra 
processing time after the end of the final sentence of a story, the activation of the targeted 
inference and/or alternative inference may reach a threshold to enter WM and result in 
priming of the probe words. For example, Calvo (2000) found activation of a targeted 
inference after a 1050 ms delay under medium-constraint conditions (exp. 1A) but did not 
finding evidence for activation after a 550 ms delay (exp. 2A). Therefore, in Experiment 
1B, the delay between the end of the last sentence and the presentation of the probe word 






The results from Experiment 1A suggest that neither the targeted nor alternative 
predictive inferences are drawn when there are multiple predictive inferences available 
due to interference between the two available inferences. In Experiment 1A, there was a 
500 ms delay between the end of the story and the presentation of the probe word. The 
purpose of Experiment 1B is to determine if the activation of the targeted and predictive 
inferences is only delayed. Klin, Guzmán et al. (1999) found no activation of predictive 
inferences at a 550 ms delay when there was an additional inference available. However, 
Calvo found activation after a 1050 ms delay under low-constraint conditions and 
Weingartner et al. (2003) found activation at a 1500 ms delay when there was an 
additional inference available. According the C/I model, it is possible that both the 
targeted and alternative predictive inference compete for activation, resulting in a reduced 
activation for both inferences that is below the threshold to enter WM. Given more time 
to process the story, it is possible that the activation for one, or both, of the inferences 
may increase, leading to activation in WM. With more time at the end of the story, the 
construction and integration process may continue to resample information, thereby 
enhancing the activation of low-activated concepts. Therefore, in the present experiment, 





Participants were 82 native English-speaking undergraduates recruited from 
Mississippi State University, 76 of which participated for course credit and six 
participated for $15/hour. All participants had normal or corrected-to-normal vision. 
Materials, Design, and Procedure 
The materials, design, and procedure were identical to those in Experiment 1A except 
that the delay between the end of the story and the probe word was increased to 1000 ms. 
Participants who completed the experiment for pay were compensated prior to debriefing. 
Results 
One participant previously participated in a similar experiment, or otherwise saw 
the stories before, so was removed from analysis. One other participant self-reported 
having Asperger’s Syndrome and so was removed from analysis. Mean overall accuracy 
for the comprehension questions was high (M = 86.6%, range: 46-96%) and slightly 
higher for only the experimental stories (M = 88.6%, range: 50-100%). Most accuracies 
were closely distributed around this mean. The range between the first and third quartile 
of the distribution was 86.5%-91.7%. As a result, Tukey’s (1977) minimum criterion for 
comprehension accuracy for experimental trials was highly conservative, at 78.6%, and 
would have resulted in the removal of seven participants from the analysis. Therefore, for 
Experiment 1B, a less conservative outlier measure was used for comprehension 
accuracy. Two participants had comprehension accuracies less than 2.5 standard 
deviations from the mean for experimental stories (66.4%), and were therefore discarded 
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from analysis (note, in all other experiments Tukey’s minimum criterion for 
comprehension accuracy was very near 2.5 standard deviations below the mean). 
Participants occasionally named the probe word incorrectly and these errors were 
discarded from analysis, resulting in a loss of 1.2% of the data. Outliers were defined for 
trials in which probe naming times were exceptionally slow and story reading time per 
word was exceptionally fast. As in Experiment 1A, outliers were defined by Tukey’s 
(1977) criterion separately for each experimental condition. One participant read stories 
particularly fast and named probe words particularly slow. Based on Tukey’s outlier, 
37.5% of this participant’s data would have been an outlier and so this participant was 
dropped from analysis. The final sample size was 77 participants. Trials in which probe 
naming times were outliers were discarded, resulting in a loss of 5.36% of the data. Trials 
in which story reading times were exceptionally fast were discarded, resulting in a loss of 
0.31% of the data. Overall, these two outlier measures resulted in a total loss of 5.68% of 
the data.  
As in Experiment 1A, data were analyzed using a linear mixed effects modeling 
(LMEM) approach and were performed in the R statistical computing environment using 
the lme4 and lmerTest packages (Bates et al., 2015; Kuznetsova et al., 2016). For all 
comparisons, a maximal LMEM was performed with participant and item modeled as 
random factors. The dependent variable in all analyses was naming time of probe words. 
For analyses comparing story versions within a single probe type, fixed effects were 
included for story version with random intercepts for participants and probe words each 




analyses comparing probe types within a single story version, fixed effects were included 
for probe type with random intercepts for participants and stories each with random 
slopes of probe type. The full syntax and model output for each hypothesis, including the 
random effects model, can be found in Appendix B, Tables B11-B20. Naming time 
means for each story version by probe type combination are shown in Figure 4. A 
summary of the fixed effects from the LMEM analyses of planned comparisons are 
reported in Table 9. The pattern of results are similar to the results of Experiment 1A. 
The increase in delay between the story and the probe did not aid the generation of 
predictive inferences in the mutual-predictability conditions. 
 
Figure 4. Naming time means by story version and probe type for Experiment 1B. 
Error bars are standard errors. 
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Table 9  
LMEM fixed effects for planned comparisons in Experiment 1B (DV = Naming Time) 
Hypothesis Predictor Estimate S.E.  df  t p 
Most likely inference is faster in high-predictability stories than in control stories 
























Linear trend of inference activation as the story becomes more constrained. 
















































Most likely inference is faster than unlikely inference within high-predictability stories. 
























No differences between inferences when both are equally likely to occur. 
























Note: Hypothesis abbreviations represent the story version-probe type pair, where 
HPT=high-predictability target, HPA=high-predictability alternative, MP=mutual-
predictability, C=control, T=targeted probe, and A=alternative probe (e.g., HPT-T stands 
for high-predictability target story version and targeted probe type). 
* p < .10 for fixed effects of condition. ** p < .05 for fixed effects of condition. 
As in expeirment 1A, it was predicted that inferences would be activated under 
high-predictability conditions. Naming times for the targeted probes were faster in the 
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high-predictability target condition than the control condition (see Table 9, hypothesis 1). 
However, in contrast to Experiment 1A, the difference between naming times for the 
alternative probes in the high-predictability alternative condition and the control 
condition reached significance (see Table 9, hypothesis 2). These results compliment the 
results of Experiment 1A and provide further evidence that inferences are activated under 
high constraint conditions when there are no alternatives available. 
It was predicted that the added delay would allow inferences to become 
strengthened enough to enter WM in the mutual-predictability conditions. Once again 
there was a numerical linear trend between high-predictability, mutual-predictability, and 
control conditions. However, there were no significant differences between high-
predictability and mutual-predictability stories, or between mutual-predictability and 
control stories. The pattern was the same for both targeted (see Table 9, hypotheses 3 and 
4) and alternative probes (see Table 9, hypotheses 5 and 6). Also there was no concrete 
evidence that, in the mutual-predictability condition, participants sometimes draw the 
inference and sometimes do not. The histograms in Figure 5 show no clear signs of 
bimodality in the mutual-predictability conditions. Once again, a Kolmogorov-Smirnov 
test revealed that the mutual-predictability histograms were no different from the high-
predictability histograms (both D’s < 0.10, p’s > 0.25) The results indicate that neither 
targeted nor alternative inferences are activated when the story implies both inferences. 






Figure 5. Histogram of naming times in Experiment 1B. 
A) targeted probes within mutual-predictability stories, B) alternative probes with 
mutual-predictability stories, C) targeted probes within high-predictability target stories, 
and D) alternative probes within high-predictability alternative stories. 
Consistent with hypotheses, naming times for the targeted probes were faster than 
the alternative probes in the high-predictability target condition (see Table 9, hypothesis 
7). However, alternative probes were named no faster than the targeted probes in the 
high-predictability alternative stories (see Table 9, hypothesis 8). Additionally, 
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alternative probes were named marginally slower than targeted probes in both the mutual-
predictability stories and control stories (see Table 9, hypotheses 9 and 10). Again, 
however, alternative probes were generally slower to name than targeted probes. The 
alternative probes may have been fundamentally different from targeted probes. An 
informal analysis shows that nine alternative probes were two syllables long while only 
four targeted probes were two syllables. Alternative probes were an average of 0.38 
letters longer than targeted probes. It is possible that the longer alternative probes took 
longer to name because it took longer to access them at presentation. Sixteen of the 
targeted probes began with a fricative consonant and only 11 alternatives did. It is 
possible that word onset may have been detected sooner for fricatives (e.g., “s”), in which 
airflow is not completely obstructed, than for stops (e.g., “b”) or vowels, in which airflow 
is completely obstructed (see Figure 1 above for examples of a word that begins with a 
fricative consonant, “steal”, and a stop consonant, “buy”). In sum, the informal analysis 
of probe words reveals some fundamental differences that could explain the results. 
Regardless, the hypotheses comparing within a single probe type across story versions 
are most critical to the questions of interest, and in these comparisons the probe words are 
the same in each condition. 
Discussion 
The results of Experiment 1B replicated those of Experiment 1A and prior 
research that showed targeted inferences are generated automatically on-line when the 
text highly constrains the inference to be made. However, even with an extended delay to 
allow for further processing on the inference, there is no evidence that targeted or 
alternative inferences are activated when the two are both available and mutually 
 
85 
exclusive. These results contradict those of Klin, Murray et al. (1999) who found 
evidence for activation of the targeted inference in their low-predictability stories. The 
present results are also at odds with those of Klin, Guzmán et al. (1999) and Weingartner 
et al. (2003) who did not find activation for the targeted inference when there was an 
additional consequence available and the delay was 500 ms but did find activation at a 
longer 1500 ms delay.  
When there is an additional consequence available that does not affect the 
objective probability of the targeted inference, evidence suggests the activation of the 
targeted inference is delayed or that it is only minimally encoded and that extra time is 
needed to fully process the inference before it will become activated in WM (Klin, 
Guzmán et al., 1999; Weingartner et al., 2003). The delay has been hypothesized to be 
caused by interference from the alternative inference. However, other research shows that 
the alternative inference may not have been the source of interference but just because 
there is other information to process in the story that is unrelated to the targeted 
inference, the activation of the targeted inference is initially suppressed (Harmon, 2005). 
Mutually exclusive inferences seem to operate differently. Klin, Murray et al. 
(1999) found evidence for the activation of a targeted inference when the story also 
implied an alternative. In the present study there was no sign of activation of either 
inference when the story implied an alternative. The key difference between experiments 
is the manipulation of likelihood that the targeted and alternative inferences would occur. 
In the present study the targeted inference in the mutual-predictability stories were as 
likely a consequence as in Klin, Murray et al.’s low-predictability stories. However, the 
alternative inference was more likely to occur in the present study and as likely as the 
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targeted inference. When inferences are mutually exclusive they seem to interfere with 
each other’s activation if there is enough evidence in the story to imply both of them. The 
results suggests that when an alternative inference matches well enough to the events of 
the story, it will be activated during construction and compete for activation with the 
targeted inference. The results support the interference hypotheses proposed above. 
The results are consistent with a theory in which the presence of an additional 
possible outcome causes interference between the two possible inferences, resulting in a 
lowered activation of both inferences that is below the threshold to enter WM. However, 
it is also possible that, unless there is enough evidence in the story supporting an 
inference, it will be only minimally encoded or not well specified. Expanding on this 
idea, it could be possible that a more general inference, such as “Brad will acquire the 
ring”, is the inference that is active in WM, but connected to this inference are the 
possible actions that Brad may take, such as “steal the ring” or “buy the ring”. However, 
initially these two more specific inferences would not be strengthened enough to be 
detected in a word-naming task. A more specified inference may emerge in WM if the 
reader encounters more information that supports the inference. Once there is enough 
evidence to support one of the inferences then it will be activated in memory. Until then, 
the specific inference is too weakly connected within the situation model to be detected in 
a word-naming task. Experiment 2 and 3 were designed to test for this possibility by 
using a contradiction paradigm to determine if inferences are encoded in LTM despite 






The third experiment was designed to test whether predictive inferences are 
encoded into the LTM representation of the text and how the presence of alternative 
consequences influences the encoding of predictive inferences. The results of 
Experiments 1A and 1B suggest that the predictive inference are not activated in WM and 
therefore may not be integrated into the situation model. However, prior research by 
Weingartner (2003) indicates that predictive inferences may be weakly activated in WM 
and the probe naming task is not suitable to detecting such weak activation. The word-
naming task has been shown to be sensitive only to information highly activated in WM 
(Harmon, 2005; Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; Weingartner et al., 
2003). However, the contradiction paradigm may be more sensitive to weakly activated 
information that is still encoded within the situation model of the text. 
If the inferences are encoded into the situation model representation of the text 
then participants should show a slow-down in reading times when encountering a 
subsequent sentence that contradicts the inference. The slow-down should occur when 
readers try to integrate the contradictory statement into the situation model and must 
resolve an inconsistency. Additionally, there should only be a slow-down if the inference 
is encoded as a proposition but not if a lexical item (e.g., the word “steal”) was simply 
primed by the words in the text. A primed word will not cause an inconsistency when 
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integrating the contradictory sentence. An inconsistency will arise only if the inference is 
encoded as a complete proposition that connects the action to the characters doing the 
action and the objects being acted upon (e.g., “Brad will steal the ring”).Therefore, any 
slow-down cannot be attributed to word-based priming effects. 
An example story can be found in Table 10 that includes each different version 
and the accompanying contradictory sentences. In addition to replacing the word-naming 
task with a contradictory sentence, unrelated filler sentences were placed in between the 
end of the story and the contradictory sentence. The filler sentences are unrelated to the 
inference but related to the story as a whole and usually introduces new characters or 
some peripheral action. These sentences serve to remove any inference from WM so that 
any slow-down in reading can be attributed to information encoded in LTM rather than 
due to maintenance of the inference in WM. Therefore, the purpose of Experiment 2 is to 
test for the presence of both the targeted and the alternative predictive inferences within 
the reader's LTM representation of the text. In addition to having contradictory sentences 
that contradict the targeted probe or alternative probe, a third type of contradictory 
sentence contradicts both predictive inferences at once. This third type of contradictory 
sentence allows for the examination of whether participants in the mutual-predictability 




Table 10  
Sample story and conditions used in Experiments 2 and 3. 




Brad was wandering through a department store, looking for a present for his 
wife's birthday. He wanted to find something special for her but he was laid 
off from his job three months ago and couldn't afford to get her anything nice. 
In the jewelry department, he saw a beautiful ruby ring sitting in a display on 
the counter. He looked around to make sure no salespeople were watching. 
His wife would be thrilled by the ring but there was no way he could pay for 
it. He had to have it. Seeing no salespeople or customers around, he quietly 




Brad was wandering through a department store, looking for a present for his 
wife's birthday. He wanted to find something special for her but he had just 
started a new job and had not received his first paycheck. He wasn't sure if he 
could get her anything nice. In the jewelry department, he saw a beautiful 
ruby ring sitting in a display on the counter. Brad looked in his wallet and 
realized he had just enough money to afford it. His wife would be thrilled by 
the ring but then he wouldn’t be able to pick up some beer on the way home. 
He looked around for any salespeople nearby and quietly made his way closer 
to the counter. 
Control 
version 
Brad was wandering through a department store, looking for a present for his 
wife's birthday. Her birthday was months away, and he didn’t have any 
money at the moment, but he had free time that day to start looking. In the 
jewelry department, he saw a beautiful ruby ring sitting in a display on the 
counter. He couldn't find a salesperson. Knowing his wife would be thrilled 
by the ring, he wanted to find out more about it. He could almost see the price 
tag through the glass from where he was standing. He quietly made his way 
closer to the counter. 
Unrelated 
Filler Text 
He began to think about how much better this gift would be than the last gift 
he gave his wife. He could vividly remember the look on her face when he 




After staring at the ring for some time, Brad finally saw a salesman and asked 
him for help. 
Alternative 
Contradictory 
After staring at the ring for some time, Brad snatched the ring and made a 
dash for the exit. 
Both 
Contradictory 




It was already dark by the time Brad made it out of the department store. 
Note. In this example, the targeted inference is “Brad will steal the ring” and the 
alternative inference is “Brad will buy the ring”. 
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If readers generate the targeted inference sometimes and the alternative inference 
other times then reading times for sentences that contradict only one inference may not 
show a significant slow-down compared to control conditions but should reveal a 
bimodal distribution. However, a sentence that contradicts both inferences should reveal 
a slow-down because it contradicts whichever inference was generated. Also, it is 
possible that participants generate multiple potential inferences but do not show a slow-
down in reading a sentence that contradicts only one inference because there is an 
alternative inference available through which the contradictory sentence can be 
integrated. A sentence that contradicts both inferences will reveal a slow-down in 
reading. Experiment 2 therefore addresses two questions: 1) do inferences previously 
activated in WM persist in LTM or are they quickly dropped from the representation? and 
2) if two mutually exclusive inferences are available, are they only weakly activated 
and/or minimally encoded? 
Method 
Participants 
Participants were 105 native English-speaking undergraduates recruited from 
Mississippi State University who participated for course credit. All participants had 
normal or corrected-to-normal vision. 
Design 
The design was a three (story version: high-predictability target, mutual-
predictability, or control) by three (contradiction type: targeted, alternative, or both) 
within-subjects design. For each participant, experimental stories were randomly 
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assigned to a story version and contradiction type with the following constraints: (a) each 
participant saw one-third of the stories in each story version condition, (b) within each 
story version, one-third of the stories were randomly assigned to each contradiction type, 
(c) the alternative contradiction type was never assigned to the high-predictability target 
stories, and (c) each story version and contradiction type combination was 
counterbalanced and presented equally across participants such that each combination 
was presented to one-eighth of the participants (i.e., each story version and contradiction 
type combination were sampled equally after every eight participants). The alternative 
contradictory sentence was never paired with the targeted story version because it 
essentially serves as another control condition and was unnecessary for examining the 
hypotheses. Therefore, to reduce the number of conditions and increase power in the 
analysis, these stories were removed. The high-predictability alternative story version 
was not presented because it was also redundant with the high-predictability target story 
version. 
Materials 
The materials were similar to the Experiment 1A and 1B. The 24 experimental 
stories were slightly adapted and modified to ensure smooth readability after adding three 
to six neutral backgrounding sentences, a contradictory sentence, and then a post-
contradictory sentence. Filler stories were adapted by adding an average of six lines to 
each story to be roughly equivalent in length to the experimental stories. The stories can 
be found in Appendix C. The contradictory sentences were designed to contradict one or 
both of the potential inferences but would read smoothly with the prior story if the 
inference was not previously generated. The neutral backgrounding sentences served as a 
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filler to remove any contents of the inference from WM so that it is not available in WM 
when reading the contradictory sentence. Any slow-down on the contradictory sentences 
can then be attributed to information stored in LTM. The neutral sentences were 
unrelated to the inference, but related to the story as a whole, and introduced new 
characters or events that were an aside from the main actions of the protagonist. Before 
the contradictory sentence the focus was reestablished on the main actions of the 
protagonist. Post-contradictory sentences were in place to check for any spill-over effects 
from processing the contradictory sentence (Klin, Guzmán et al., 1999; Klin, Murray et 
al., 1999; Weingartner et al., 2003). It is possible that reading time may be slower on the 
post-contradictory sentence rather than the contradictory sentence if readers do not begin 
resolving the inconsistency until after moving past the contradictory sentence. 
Procedure 
The procedure was similar to Experiment 1A except that participants read 
contradictory sentences instead of naming probe words. Participants did not wear 
headphones and there was no need to calibrate microphones because they did not name 
words out loud. Participants were therefore run in groups of up to six at a time. After 
providing informed consent, participants read the instructions and then performed a 
practice trial before starting the experiment. 
Instead of naming a probe word after reading the story, participants continued to 
read a set of neutral-backgrounding filler sentences, then a contradictory sentence, and 
then the post-target sentence before answering the comprehension question. After reading 
the comprehension question and making a response, participants saw the word “Ready?” 
appear in the middle of the screen and were allowed a short break. When ready, 
 
93 
participants pressed the space bar to advance to the next story. One extra story was added 
to the pool to assess whether readers were paying attention when reading the stories. This 
question served as a quality check and asked participants to press “B” instead of 
answering the comprehension question. If participants did not press “B” then this served 
as evidence that they were not fully reading the stories. The trial position of the quality 
check story was random across participants. Participants were allotted one hour to 
complete the experiment. After completing all stories, participants were debriefed, 
thanked for participating, and escorted from the room. 
Results 
One participant was removed from analysis because they were not paying 
attention during the task and were using their cell phone. Nine participants were removed 
from analysis because they did not finish the experiment in the allotted time. Fourteen 
additional participants were removed from analysis because they did not answer the 
question to the quality check story with the correct answer, “B”. For the remaining 
participants, mean overall accuracy for the comprehension questions was high (M = 
83.9%, range: 26-96%; second lowest accuracy was 68%) and slightly higher for only the 
experimental stories (M = 85.3%, range: 29.2-100%; second lowest accuracy was 66.7%). 
One participant had a comprehension accuracy below Tukey’s (1977) minimum criterion 
for experimental trials (60.4%), and was therefore discarded from analysis. The final 
sample size was 80 participants. 
One story had to be removed from analysis because in the control condition the 
alternative contradictory sentence was accidently used for the condition in which the 
contradictory sentence was supposed to contradict both inferences (see the control 
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version of the Erin story in Appendix C). Trials were discarded for any story version of 
the Erin story that was paired with the contradictory sentence that contradicted both 
inferences, resulting in a loss of 1.52% of the data. Outliers were defined separately for 
each experimental condition for trials in which reading time was outside of the range of 
acceptable times as specified by Tukey’s (1977) criterion. Trials in which reading times 
were outliers were discarded, resulting in a loss of 3.82% of the data. Overall, there was a 
total loss of 5.09% of the data due to the outlier criterion. 
The data were analyzed using a linear mixed effects modeling (LMEM) approach 
and were performed in the R statistical computing environment using the lme4 and 
lmerTest packages (Bates et al., 2015; Kuznetsova et al., 2016). For all comparisons, a 
maximal LMEM was performed with participant and item modeled as random factors. 
The dependent variable in all analyses was reading time of contradictory sentences. Fixed 
effects were included for story version, with random intercepts for participants and story, 
each with random slopes of story version. For example, the formula for lmerTest was 
RT~1+StoryVersion+(1+StoryVersion|Participant)+(1+StoryVersion|StoryID). The full 
syntax and model output for each hypothesis, including the random effects model, can be 
found in Appendix B, Tables B21-B25. 
A summary of the fixed effects from the LMEM analyses of planned comparisons 
are reported in Table 11. Contradictory sentence reading time means for each story 
version by contradiction type combination are shown in Figure 6. Reading time for 
contradictory sentences was significantly slower after reading the high-predictability 
target stories compared to the control stories, when the contradictory sentence 
contradicted one (see Table 11, hypothesis 1) or both of the inferences (see Table 11, 
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hypothesis 2). The high-predictability target stories only imply one inference, so reading 
a contradictory sentence that contradicts both inferences would be the same as reading a 
sentence that contradicts only the targeted inference. These results provide converging 
evidence with Experiments 1A and 1B that a targeted inference is activated in WM and 
encoded into the LTM representation of the story when the story is highly constrained 
toward one inference and there is no availability of an alternative consequence. Even with 
a lengthy set of filler sentences, the targeted inference persists in LTM and is not dropped 
from the LTM representation. 
Table 11  
LMEM fixed effects for planned comparisons in Experiment 2 (DV = Reading Time) 
Hypothesis Predictor Estimate S.E.  df  t p 
Slow-down in high-predictability stories compared to control stories 
























Slow-down in mutual-predictability stories compared to control stories 




































Note: Hypothesis abbreviations represent the story version-contradiction type pair, where 
HPT=high-predictability target, MP=mutual-predictability, C=control, T=targeted 
contradictory sentence, A=alternative contradictory sentence, and B = both contradictory 
sentence (e.g., HPT-T stands for high-predictability target story version and targeted 
contradicotry sentence for contradiction type). 




Figure 6. Contradictory sentence reading time means by story version and 
contradiction type for Experiment 2. 
Error bars are standard errors. 
The pattern of results observed between mutual-predictability stories and control 
stories is more complex. There was no evidence of a slow-down in the mutual-
predictability condition compared to the control condition when the contradictory 
sentence contradicted only one inference (see Table 11, hypotheses 3 and 4). The results 
suggest that targeted and alternative inferences are not generated when there is an equal 
likelihood that both could occur. This is consistent with the results of Experiments 1A 
and 1B using naming times, suggesting the two inferences interfere with each other so 
that neither is activated in WM or encoded into LTM. However, when the contradictory 
sentence contradicted both available inferences, there was a slow-down in reading the 
mutual-predictability stories compared to the control stories (see Table 11, hypothesis 5). 
The data suggest that both inferences are in fact encoded in the LTM representation. 
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It is possible that participants sometimes generated the targeted inference and 
sometimes generated the alternative inference when reading the mutual-predictability 
stories. In such cases, there may not be a significant effect between mutual-predictability 
stories and control stories when the contradictory sentences contradicted only one 
inference, but the distribution of mutual-predictability reading times should have more 
slow reading times than the distribution for control stories. After standardizing reading 
times in the same manner as was done in Experiments 1A and 1B, the histograms shown 
in Figure 7 revealed no differences between the reading time z-score distributions of 
mutual-predictability stories and control stories when only one inference was 
contradicted, both D’s < 0.12, p’s > .10. It is therefore unlikely that participants generated 
the targeted inference sometimes and the alternative inference other times after reading 






Figure 7. Histogram of reading times in Experiment 2. 
A) targeted contradictory sentences within mutual-predictability stories, B) alternative 
contradictory sentences with mutual-predictability stories, C) targeted contradictory 
sentences within control stories, and D) alternative contradictory sentences within control 
stories. 
Reading times for post-contradictory sentences were analyzed to test if the effects 
of reading a contradictory sentence may have led to a slow-down on the post-
contradictory sentence instead of the contradictory sentence. Means for post-
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contradictory reading times are presented in Figure 8 and LMEM results of fixed effects 
are presented in Table 12. Compared to control stories, there was no slow-down after 
reading mutual-predictability stories across all levels of contradiction type (see Table 12, 
hypotheses 3, 4, and 5). Therefore, the lack of an effect seen for reading the contradictory 
sentences was not due to the inconsistencies being resolved after moving past the 
contradictory sentence. There was also no evidence of this spill-over effect for high-
predictability target stories when only the targeted inference was contradicted (see Table 
12, hypothesis 1), but there was when both inferences were contradicted (see Table 12, 
hypothesis 2). Not only was reading slowed on the contradiction line but it was also 
slowed on the post-contradiction line. These post-contradiction reading results do not 
alter the conclusions made from examining the effects on the contradiction sentences. 
 
Figure 8. Post-contradictory sentence reading time means by story version and 
contradiction type for Experiment 2. 
Error bars are standard errors. 
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Table 12  
LMEM fixed effects for planned comparisons in Experiment 2 (DV = Reading Time for 
Post-Contradictory Sentence) 
Hypothesis Predictor Estimate S.E.  df  t p 
Slow-down in high-predictability stories compared to control stories 
























Slow-down in mutual-predictability stories compared to control stories 




































Note: Hypothesis abbreviations represent the story version-contradiction type pair, where 
HPT=high-predictability target, MP=mutual-predictability, C=control, T=targeted 
contradictory sentence, A=alternative contradictory sentence, and B = both contradictory 
sentence (e.g., HPT-T stands for high-predictability target story version and targeted 
contradicotry sentence for contradiction type). 
** p < .05 for fixed effects of condition. 
Discussion 
The results of Experiment 2 provide further insight into the conclusions made in 
Experiment 1A and 1B and in prior research (Klin, Guzmán et al., 1999; Weingartner et 
al., 2003). While prior results suggested that alternative inferences interfere with the 
activation of targeted inferences WM, the present results suggest that interference does 
not eliminate activation of the targeted inference when there is an alternate inference 
available that is probable based on the contents of the story. Instead it seems that all 
available inferences are activated, but the difference between when there is only one 
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possible inference and when there are two available inferences is the strength of 
activation and/or level of specificity of the encoded inference, in accordance with the 
minimalist hypothesis (McKoon & Ratcliff, 1992). 
The results show that both inferences are in fact encoded in the LTM 
representation after reading mutual-predictability stories. When a sentence contradicts 
both inferences then readers must restructure their situation model resulting in a slow-
down in reading time. However, when the sentence contradicts only one of the inferences 
then reading can proceed normally because the other inference is available. There would 
be no need for restructuring of the situation model. Instead, the inference that was 
contradicted may simply be dropped from the situation model while reading proceeds as 
normal. The new information can easily be integrated into the prior text through the 
inference that was not contradicted. The restructuring required when both inferences are 
contradicted is time-consuming because the new information cannot be easily integrated 
into the situation model via connections back to either inference. 
If both inferences are activated then why would there be no evidence for the 
activation of targeted or alternative inferences during a word-naming task with delays 
less than 1500 ms? One hypothesis is that the inferences are only weakly activated and 
the word-naming task is not sensitive enough a measure to detect this weak activation. 
Given more time in a word-naming task the inference would become activated as the C/I 
process continues to cycle and strengthen the inference(s). This implies that increasing 
the delay between the end of the story and the probe to 1500 ms, instead of 1000 ms as 
was done in Experiment 1B, would result in finding evidence for the activation of the 
targeted and alternative inferences because the activation has time to build. Alternatively, 
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if the inference takes time to build enough activation strength to become activated in 
WM, then removing the filler sentences in Experiment 2 should remove the effect 
between the mutual-predictability and control conditions when the contradictory sentence 
contradicts both inferences. The inference would not have time for activation to 
strengthen, become active in WM, and serve as a contradictory proposition within the 
situation model.  
An alternative conclusion is that the inferences in the mutual-predictability 
condition are both activated but encoded as something more general. For example, one 
might encode that “Brad will acquire the ring” rather than “Brad will steal the ring” and 
“Brad will buy the ring”. With more time, the inferences may become more specific, 
possibly dropping one for the other. In the case of additional consequence inferences, it 
seems that one is processed more fully and the other is dropped from the LTM 
representation (Harmon, 2005; Weingartner et al., 2003). When the alternative inference 
is mutually exclusive it seems both inferences remain, at least until there is evidence for 
or against one of them. If what is encoded in WM is a more general inference then the 
word-naming task may not be sensitive to finding evidence of the more specified-
inferences. Even with a longer delay in a word-naming task, of at least 1500 ms, there 
would be no evidence of activation of targeted or alternative inferences because the probe 
words are not representative of the encoded inference. A better probe would be “acquire” 
or “posses” rather than “steal” or “buy”. 
Of course, the present results suggest that not only would a more general 
inference be encoded, the more specific inferences might be encoded to some degree 
within the situation model, perhaps as a part of a retrieval structure that includes the 
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different possibilities of how one might “acquire” the ring (Ericsson & Kintsch, 1995). 
While not immediately available in WM, the inferences would be encoded in the situation 
model and available for immediate access with a single retrieval step. However, the 
present data does not provide enough evidence to determine whether a general inference 
is generated, or multiple specific inferences are generated, or both a general inference and 
multiple specific inferences are generated. Regardless, when multiple mutually exclusive 
inferences were available a predictive inference was generated and encoded in the 
situation model such that a contradiction of that inference caused a slow-down in reading. 
A contradiction paradigm may be better for examining if the inference is 
represented in the situation model at a propositional level than word-naming tasks. Even 
after a lengthy filler delay the contradiction caused a slow-down because multiple 
inferences are encoded in the LTM representation, but at a level that cannot be detected 
using word-naming tasks. If the filler sentences are removed then there should still be a 
slow-down if the inference is activated and encoded at a less-specified level but there 
should not be a slow-down if the inference is only weakly activated and needs time to 
strengthen before being activated and represented in the situation model. This is one of 






Experiment 3 served two purposes. The first purpose was to provide an additional 
measure of inference activation in WM, beyond word-naming tasks. The second purpose 
was to further examine whether two mutually exclusive inferences are weakly activated 
(i.e., they compete for activation but activation builds over time) or if they are activated 
as a more general, less-specified inference that is not detected by word-naming tasks. 
The key difference between Experiments 3 and 2 is that there are no unrelated 
filler stories between the story and the contradictory sentence in Experiment 3. Therefore, 
if the inference was activated in WM by the end of the story then it, or other closely 
related information from the story (i.e., the most highly activated concepts that carry over 
to processing of the next sentence; Kintsch, 1988), should be active in WM during the 
reading of the next sentence (or at least easily accessible as part of the situation model; 
Ericsson & Kintsch, 1995). If that next sentence contradicts the inference, then there 
should be a slow-down in reading time relative to reading the same sentence after a 
control story that does not elicit the inference. Also, if the inference is simply less-
specified then there should be a slow-down. However, if the inference is weakly activated 
and takes time to build up then there should not be a slow-down in reading a 
contradictory sentence because the inference would not yet be encoded. 
 
105 
If sentences that contradict the targeted inferences are read slower after high-
predictability target stories than control stories, then this would provide converging 
evidence with Experiments 1A and 1B that highly-predictable inferences are activated in 
WM and any effects seen were not due to word-based priming. Additionally, if 
contradictory sentences are read no faster after the mutual-predictability stories than 
control stories then this would provide evidence that activation of mutually exclusive 
inferences is delayed due to interference or competition. However, if the pattern of results 
for mutual-predictability and control stories matches those results in Experiment 2 then it 
would be more likely that inferences are activated but simply encoded more generally 
than if there was only one possible outcome. 
Method 
Participants 
Participants were 96 native English-speaking undergraduates recruited from 
Mississippi State University who participated for course credit. All participants had 
normal or corrected-to-normal vision. 
Materials, Design, and Procedure 
The design was identical to Experiment 2. The materials were adapted from those 
used in Experiment 2. The key difference is that the neutral sentences were removed. 
After removing these sentences, some stories needed slight modifications to ensure 
smooth readability. The procedure was identical to Experiment 2 except that participants 





A graph of reading time means for each story version and contradiction type can 
be found in Figure 9. An initial inspection of these results led to a re-evaluation of the 
stimuli used in Experiment 3. What was concerning was the particularly high mean for 
control stories when the contradictory sentence contradicted the targeted inference (far 
right red bar in Figure 9, compare to Figures 6 above and 10 below). 
 
Figure 9. Contradictory sentence reading time means for Experiment 3 when 
including bad stories. 
Error bars are standard errors. 
After inspecting all control stories, across all contradiction types, errors were 
found in five stories with the targeted contradictory sentence (“Carol”, “King”, “Ben”, 
“Anne”, “Actress”) and one story with the alternative contradictory sentence (“Carol”). 
When editing the stories of Experiment 2 to read smoothly after removing the neutral 
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backgrounding sentences for Experiment 3, these stories actually became inconsistent 
with the contradictory sentences. For example, in the control version of the actress story, 
the last two lines before the contradictory sentence were “She thought about climbing 
down to the party, but decided to be alone. She admired the lights of the city as she 
stepped toward the edge of the roof.” Then the contradictory sentence was “As she 
looked out over the city, she decided to go to the party.” In two sentences the actress 
decides to be alone and then turns around and decides to go to the party. Without the 
neutral backgrounding information to provide some segue into the contradictory 
sentence, this story could actually create an inconsistency, unrelated to the targeted 
inference, and cause a slow-down in reading. Each story that was identified as creating an 
inconsistency in the contradictory sentence was removed from analysis across all story 
versions. Also, as in Experiment 2, one story had to be removed from analysis because in 
the control condition the alternative contradictory sentence was accidently used in the 
condition where the contradictory sentence was supposed to contradict both inferences 
(see the control version of the Erin story in Appendix C). This resulted in the loss of 
10.44% of the data. All analyses below are based on this subset of data. 
Five participants were removed from the analyses because they did not finish the 
experiment in the allotted time. Three additional participants were removed from analysis 
because they did not answer the question to the quality check story with the correct 
answer, “B”. For the remaining participants, mean overall accuracy for the 
comprehension questions was high (M = 85.9%, range: 64-96%) and slightly higher for 
only the experimental stories (M = 86.4%, range: 62.5-95.8%). Four participants had 
comprehension accuracies below Tukey’s (1977) minimum criterion for experimental 
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trials (70.8%), and was therefore discarded from analysis. The final sample size was 84 
participants. Outliers were defined separately for each experimental condition for trials in 
which reading time was outside of the range of acceptable times as specified by Tukey’s 
criterion. Trials in which reading times were outliers were discarded, resulting in a loss of 
3.39% of the data. Overall, there was a total loss of 14.02% of the data.  
As in Experiment 2, the data were analyzed using a linear mixed effects modeling 
(LMEM) approach and were performed in the R statistical computing environment using 
the lme4 and lmerTest packages (Bates et al., 2015; Kuznetsova et al., 2016). For all 
comparisons, a maximal LMEM was performed with participant and item modeled as 
random factors. The dependent variable in all analyses was reading time of contradictory 
sentences. Fixed effects were included for story version, with random intercepts for 
participants and story, each with random slopes of story version. For example, the 
formula for lmerTest was RT~1+StoryVersion+(1+StoryVersion|Participant)+ 
(1+StoryVersion|StoryID). The full syntax and model output for each hypothesis, 
including the random effects model, can be found in Appendix B, Tables B26-B30. 
A summary of the fixed effects from the LMEM analyses of planned comparisons 
are reported in Table 13. Contradictory sentence reading time means for each story 
version by contradiction type combination are shown in Figure 10. The results of 
Experiment 3 replicated those of Experiment 2. There was a slow-down when reading 
contradictory sentences after high-predictability target stories compared to after control 
stories. This effect held true when the contradictory sentence contradicted only the 
targeted inference (see Table 13, hypothesis 1) and when it contradicted both inferences 
(see Table 13, hypothesis 2). These results support the conclusions made in Experiments 
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1A and 1B that predictive inferences are activated in WM and encoded into LTM when 
the story is highly constrained toward the targeted inference and no alternatives are 
available. Also, the results support the conclusion that the effects observed in Experiment 
1A and 1B were due to context-based prediction and not word-based priming. 
Table 13  
LMEM fixed effects for planned comparisons in Experiment 3 (DV = Reading Time) 
Hypothesis Predictor Estimate S.E.  df  t p 
Slow-down in high-predictability stories compared to control stories 
























Slow-down in mutual-predictability stories compared to control stories 




































Note: Hypothesis abbreviations represent the story version-contradiction type pair, where 
HPT=high-predictability target, MP=mutual-predictability, C=control, T=targeted 
contradictory sentence, A=alternative contradictory sentence, and B = both contradictory 
sentence (e.g., HPT-T stands for high-predictability target condition for story version and 
targeted contradicotry sentence for contradiction type). 




Figure 10. Contradictory sentence reading time means for Experiment 3 when 
excluding bad stories. 
Error bars are standard errors. 
The same effects were observed in Experiment 3 as in Experiment 2 when 
comparing between mutual-predictability and control stories. When the contradictory 
sentence contradicted only one of the inferences, no slow-down on reading was observed 
(see Table 13, hypotheses 3 and 4). However, when the contradictory sentence 
contradicted both available inferences then there was a slow-down in reading (see Table 
13, hypothesis 5). There was no evidence that the targeted inference is generated 
sometimes and the alternative is generated other times after reading the mutual-
predictability stories. The histograms in Figure 11 show no differences between the 
distributions for mutual-predictability stories and control stories when only one inference 
was contradicted, both D’s < 0.11, p’s > .26. It is therefore unlikely that participants 
generated the targeted inference sometimes and the alternative inference other times after 
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reading mutual-predictability stories, but instead it is more likely that both inferences 
were generated and, when a sentence contradicts only one inference, there was another to 
fall back on or possibly a more general inference was generated that was still consistent. 
 
 
Figure 11. Histogram of reading times in Experiment 3. 
A) targeted contradictory sentences within mutual-predictability stories, B) alternative 
contradictory sentences with mutual-predictability stories, C) targeted contradictory 




For the post-contradictory sentences, there were no differences between story 
versions across any of the types of contradictory sentences. A summary of the fixed 
effects from the LMEM analyses of planned comparisons are reported in Table 14. 
Means for post-contradictory reading times are presented in Figure 12. All effects on 
processing the contradictory sentence were resolved before reading the post-contradictory 
sentence. In a self-paced reading task, this should be expected because readers can pause 
before continuing to the next sentence. 
Table 14  
LMEM fixed effects for planned comparisons in Experiment 3(DV = Reading Time for 
Post-Contradictory Sentence) 
Hypothesis Predictor Estimate S.E.  df  t p 
Slow-down in high-predictability stories compared to control stories 
























Slow-down in mutual-predictability stories compared to control stories 




































Note: Hypothesis abbreviations represent the story version-contradiction type pair, where 
HPT=high-predictability target, MP=mutual-predictability, C=control, T=targeted 
contradictory sentence, A=alternative contradictory sentence, and B = both contradictory 
sentence (e.g., HPT-T stands for high-predictability target story version and targeted 




Figure 12. Post-contradictory sentence reading time means for Experiment 3 when 
excluding bad stories. 
Error bars are standard errors. 
Discussion 
The results of Experiment 3 provide further insight into the questions posed in 
Experiment 2 and throughout this dissertation. The evidence that reading times were 
slower after reading the high-predictability target stories than the control stories supports 
the results of Experiment 1A and 1B. Predictive inferences are activated in WM when the 
story is highly-constrained toward the inference and there are no alternative inferences 
available. Combined with the data from Experiment 2, this suggests that highly 
predictable inferences are also encoded into the situation model representation of the text 
and that they persist in LTM even after a lengthy delay of unrelated filler text. These 
conclusions are not new, as many others have reached the same conclusions when 
examining inferences under high-predictability conditions (Calvo, 2000; Calvo et al., 
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2006; Cook et al., 2001; Fincher-Kiefer, 1993, 1996; Gras et al., 2012; Keefe & 
McDaniel, 1993; Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; McKoon & 
Ratcliff, 1986, 1992; Murray et al., 1993; Weingartner et al., 2003). 
Although analyses suggest otherwise, it is possible that any facilitation of naming 
probe words in Experiments 1A and 1B was the result of word-based priming and not 
context-based prediction. That is, the words in the experimental stories may have been 
more related to the probe word than the words in the control story resulting in facilitation 
of naming the probe word beyond any facilitation due to context-based activation of the 
predictive inference. Experiment 3 utilized a contradictory sentence reading paradigm 
instead. A slow-down in reading contradictory sentences cannot be attributed to word-
based priming because the only way a slow-down would occur is if the information in the 
contradictory sentence did not fit with the mental model being constructed because it did 
not support the proposition representing the inference that was active in the situation 
model. There would be difficulty integrating the contradictory sentence into the situation 
model and restructuring would occur, either by dropping the inference from the mental 
model or adding new inferences to make some kind of connection between the 
contradictory sentence, the inference, and the rest of the story. The observed slow-down 
in Experiment 3, and the facilitation of word-naming in Experiments 1A and 1B, can 
therefore be attributed to activation of the inference in WM that is then encoded in the 
situation model as a proposition as opposed to word-based priming of the probed concept. 
Experiment 3 was key to better understanding how activation of inferences 
interact when the two inferences are more equally available and mutually exclusive. Klin, 
Guzmán et al. (1999) and Weingartner et al. (2003) argued that there might be some kind 
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of delay of activation when there are alternative inferences available, possibly due to 
splitting of activation leading to weak activation or minimal encoding of the inference. 
The results of Experiment 1B did not support a delayed activation hypothesis. However, 
the results of Experiment 2 showed that the inferences were encoded in LTM. One 
possibility for these results is that the inferences were in fact delayed, but the 1000 ms 
delay in Experiment 1B was not long enough for the inference to be strengthened enough 
to be detected in a word-naming task. An alternative hypothesis is that mutually exclusive 
inferences do not necessarily interfere with one another’s activation strength, either 
eliminating or delaying the build-up of activation. Instead they may be encoded only 
minimally (McKoon & Ratcliff, 1992). 
The data from Experiment 2 and 3 are consistent with a minimal encoding 
account. When only one inference was contradicted in the mutual-predictability condition 
there was no slow-down in reading. However, when both inferences were contradicted 
there was a slow-down in reading. This finding suggests that the inferences are not 
eliminated through mutual inhibition or weak activation, but that both are encoded in the 
LTM representation of the text, and possibly as a single more general inference that can 
represent both alternatives simultaneously. Additionally, when there is no filler text 
between the story and the contradiction line both inferences were still activated. This 
supports the conclusion that both inferences are initially active in WM and represented in 
the situation model prior to reading a contradictory sentence. The activation strengths of 
both inferences are not initially weak and take time to build, instead they are activated 
early but represented in LTM only minimally. Therefore, the failure to find activation in a 
word-naming task must be because the inference is encoded at a level that cannot be 
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detected using word-naming. Mutually exclusive inferences do not necessarily compete 
for activation. Instead it is more likely that the nature of the interference results in 
generation of inferences that are loosely represented or represented more generally within 






The experiments presented in this dissertation were designed to assess whether 
predictive inferences are generated in WM and encoded in LTM when mutually exclusive 
alternative consequences are also available, and if not, to determine what effect the 
alternative inference has on processing the targeted inference. Prior research has shown 
that predictive inferences are activated in WM and persist in LTM when the text highly 
constrains the inference to be made, when the reader has readily available prior 
knowledge about the events described in the story and the potential consequence, and 
when there are few, or no, alternative consequences available (Calvo, 2000; Calvo et al., 
2006; Cook et al., 2001; Fincher-Kiefer, 1993, 1996; Gras et al., 2012; Graesser et al., 
1994; Keefe & McDaniel, 1993; Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; 
McKoon & Ratcliff, 1986, 1992; Murray et al., 1993; Schmalhofer et al., 2002; 
Weingartner et al., 2003). These results are largely consistent with the minimalist 
hypothesis (McKoon & Ratcliff, 1992), and can be explained under the framework of the 
resonance model (Myers & O'Brien, 1998; Myers et al., 1994) and the construction-
integration theory (Kintsch, 1988), that suggest inferences are only activated in WM and 
encoded in LTM if there is sufficient converging activation from the concepts derived 
from the text on the information representing the inference in LTM. 
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In contrast to claims that inferences will only be activated in the absence of 
alternatives, other research determined that the minimalist claims may be too rigid and 
that targeted inferences may in fact be generated when alternatives are available 
(Harmon, 2005; Klin, Guzmán et al., 1999; Klin, Murray et al., 1999; Weingartner et al., 
2003). Some research showed that inferences are in fact generated when there is an 
additional consequence available, but the presence of an additional inference to process 
caused a delay in activating the inference (Klin, Guzmán et al., 1999). The delay was 
hypothesized to be caused by a splitting of the signal emanating from the contents of the 
story to the two inferences to be processed. However, Harmon (2005) found no evidence 
for the activation of the alternative inference and concluded that the signal was not split 
between the two inferences, but rather between the targeted inference and all the 
distractor information presented earlier in the text that was related to the alternative 
inference. Regardless of the source of interference, their results support the hypothesis 
that the targeted inference will be activated in WM if the contents of the story resonate 
with the inference in LTM with enough strength to survive integration processes (e.g., 
spreading of activation through constraint satisfaction). If there is distractor information 
then the initial activation strength of the targeted inference will be reduced below some 
threshold to be detected in WM through a word-naming task, but with additional time 
activation may build on the targeted inference until its activation strength is high enough 
to enter WM and the constructed representation of the story in LTM (e.g., through further 
cycling of the C/I process). 
While evidence suggests the presence of an additional consequence interferes 
with the processing of the primary inference, other research has shown that inferences 
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can be generated in WM when there is an alternative inference available and that there is 
no interference between the two inferences (Klin, Murray et al., 1999). Instead of the 
alternative inference being an additional consequence, the alternative inference in Klin, 
Murray et al. was mutually exclusive of the targeted inference. Both inferences were 
supported by the same concepts in the text, but the evidence supported one inference in 
favor of the other. Rather than being a separate additional consequence, only one of the 
inferences could eventually occur. In these circumstances it is possible that the alternative 
inference was not a plausible enough outcome to be signaled by the contents of the story 
and thus had no effect on processing the targeted inference. That is, in Klin, Murray et 
al., the alternative inference may have been too unlikely a consequence given the 
information presented in the story so that it did not resonate in LTM (e.g., resonance 
theory; Myers & O'Brien, 1998) or enter the constructed knowledge net (e.g., C/I model; 
Kintsch, 1988). If so, then the alternative inference would not interfere the activation of 
the targeted inference. Klin, Murray et al. never tested for activation of the alternative 
inference. The experiments in this dissertation explored whether the alternative inference 
would have an interfering effect on processing the targeted inference if the alternative 
was more likely to occur. 
The low-predictability stories used by Klin, Murray et al. (1999) were modified so 
that the likelihood of the alternative inference was increased, without decreasing the 
likelihood that the targeted inference would occur, so that both inferences were nearly 
equally likely to occur. The pilot rating study confirmed that, in these mutual-
predictability stories, the likelihood of the targeted inference was as high as those in Klin, 
Murray et al.’s low-predictability stories, and that the likelihood of the alternative 
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inferences were nearly equal to the targeted inferences. Therefore, any differences 
between this study and Klin, Murray et al. can be attributed to the increased likelihood of 
the alternative inference. For reference, findings of the present experiment and of other 
research that investigated the generation of targeted inferences in the presence of 
alternatives are listed below in Table 15. 
Table 15  
Summary of findings of the present research and other research investigating the 
activation of predictive inferences when multiple alternatives are available 
Citation Manipulation Exp. 
Constraint 
Conditions Measurement Delay 
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 The 1500-ms delay was filled with additional text to process. 
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In Experiment 1A, probe-word naming times were measured for both targeted and 
alternative inferences. The results showed evidence for the activation of predictive 
inferences when the inference was highly predictable, consistent with all prior research. 
Additionally many measures were taken to ensure that this facilitation in naming time 
was not due to word-based priming effects: word-based priming control stories were used 
(Keenan & Jennings, 1995), probe words were not significantly more related to words in 
experimental stories than control stories according to co-sine similarities derived from the 
Latent Semantic Analysis and associative strengths derived from the University of South 
Florida Free Association Norms, and the results of Experiment 3 showed evidence of 
activation without using a word-naming task. In the mutual-predictability conditions, no 
evidence was found for the activation of the targeted or alternative inferences. 
Experiment 1A demonstrated that if there is enough evidence in the story to imply an 
alternative consequence then the two inferences will interfere with one another’s 
activation strength so that neither are highly activated WM. 
Experiment 1B was designed to further investigate the nature of the interference 
seen in Experiment 1A. In other research, evidence has shown that under low-constraint 
conditions (Calvo, 2000) or when additional inferences are available (Weingartner et al., 
2003) the activation of the targeted inference was not found at shorter delays between the 
story and presentation of the probe word (e.g., 500 ms) but was found at longer delays 
(e.g., 1000-1500 ms). This research hypothesized that the activation of the targeted 
inference was delayed due to having to process additional information (e.g., an additional 
consequence inference, Weingarner et al., 2003; or additional distracting information, 
Harmon, 2005) or because there were fewer and weaker relations between the contents of 
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the story in WM and the inference in LTM, resulting in an initially reduced activation 
strength of the targeted inference that can strengthen over time. Experiment 1B extended 
the delay between the story and probe word to 1000 ms. However, again there was no 
evidence for activation of the targeted or alternative inferences in the mutual-
predictability stories. The results indicated that mutually exclusive inferences do not 
build activation strength with additional processing time. Even though both inferences 
were likely consequences, the interference between them is strong enough to keep both 
from being activated. 
Experiments 1A and 1B demonstrated that there is a strong interference between 
mutually exclusive inferences. However, based on prior research (Klin, Guzmán et al., 
1999; Murray et al., 1993; Weingartner et al., 2003) it was hypothesized that the 
interference may have resulted in weakly activated, minimally encoded, or otherwise 
loosely connected inferences. Although no evidence was found for the activation of 
inferences in WM, it may be possible that the inferences were encoded in LTM but the 
word-naming task was not sensitive enough to detect them. Experiment 2 was designed to 
examine whether targeted and/or alternative inferences were encoded in LTM after 
reading mutual-predictability stories. 
Experiment 2 utilized a contradiction paradigm to determine if readers slowed 
down on a sentence that contradicted one or both of the potential inferences even after a 
lengthy delay of reading unrelated filler sentences. Readers did not slow down on a 
sentence that contradicted only one inference, but did slow down when the sentence 
contradicted both inferences. The results revealed that both targeted and alternative 
inferences were encoded into the LTM situation model representation of the story, either 
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separately or under a single more general inference that encompasses both consequences. 
If only one inference was encoded then there should have been evidence for a slow-down 
when the contradictory sentence contradicted only one inference. Additionally, 
Experiment 2 demonstrated that that when there is an un-contradicted alternative 
available, the reader seems to be able to proceed reading normally. 
The results of Experiment 2 are seemingly at odds with the results of Experiment 
1A and 1B. How could the targeted inference not be activated in WM but be encoded in 
LTM? It is likely that the inferences were in fact activated in WM but that they were 
activated too weakly, minimally encoded, or that they were only loosely connected to the 
situation model so that they could not be detected in a word-naming task. If this is the 
case then it would suggest that activation of mutually exclusive inferences is in fact not 
delayed and that readers should slow down when reading contradictory sentences placed 
right after reading the last prediction-eliciting sentence of the story. 
Experiment 3 was designed to examine if targeted and alternative inferences were 
activated and encoded immediately after reading the last prediction-eliciting sentence of 
the story. Filler sentences were removed between the last sentence of the story and the 
contradictory sentence. The pattern of results successfully replicated the results of 
Experiment 2. After reading mutual-predictability stories, both inferences were activated 
and encoded in the situation model and caused a slow-down when reading a sentence that 
contradicted both inferences but not when it contradicted only one inference. The 
evidence suggests that activation of mutually exclusive inferences is not delayed, nor do 
they completely eliminate activation. Instead, the results support the hypothesis that the 
inferences are weakly represented, minimally encoded, or loosely connected within the 
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situation model. The nature of the interference and the representation of mutually 
exclusive inferences are explored later in this chapter. 
Word-Naming and Contradictory Sentence Reading Tasks 
Much of the prior research on predictive inferences has utilized word-naming 
tasks to determine if predictive inferences are activated in WM right after reading a final 
prediction-eliciting sentence of a story (Calvo, 2000; Calvo et al., 2006; Cook et al., 
2001; Gras et al., 2012; Harmon, 2005; Keefe & McDaniel, 1993; Klin, Guzmán et al., 
1999; Klin, Murray et al., 1999; Murray et al., 1993; Weingartner et al., 2003). Evidence 
is regularly found for the activation of predictive inferences when the story is highly 
predictive so that the contents of the story resonate strongly with the inferred concept. 
However, when constraints are weakened (Calvo, 2000) or there is distracting 
information (Harmon, 2005), such as an additional consequence inference (Klin, Guzmán 
et al., 1999), then the inference is no longer activated. Although this could imply that 
inferences are not activated and therefore not encoded in LTM, some research has shown 
that reading a sentence that contradicted the inference resulted in a slow-down that was 
attributed to resolving an inconsistency within the reader’s situation model (Weingartner, 
et al. 2003). When constraints are weaker or there is distracting information predictive 
inferences are encoded at a level that goes undetected in word-naming tasks. 
The results with word-naming tasks consistently show that evidence for the 
activation of inferences only means that the inference is highly elaborated and within the 
focus of WM. When probe words are placed after filler text or other intervening tasks 
unrelated to the story, then there is no longer evidence of activation (Keefe & McDaniel, 
1993). It was hypothesized that predictive inferences are fleeting, being quickly dropped 
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from WM and the LTM representation of the text unless supported by future text. 
However, research measuring reading times on contradictory sentences shows that 
inferences do persist in memory even after reading unrelated filler text (Klin, Guzmán et 
al, 1999). When the predictive inference is no longer in the focus of WM or when there is 
distracting information, alternative consequences, or fewer constraints then the word-
naming task seems to be insensitive to measuring if the inference is in fact activated. 
The present results are consistent with this view. In Experiments 1A and 1B, the 
word-naming tasks showed evidence for the activation of a targeted inference when only 
one inference was highly predictable. When there was an alternative consequence 
available no evidence was found for the activation of targeted or alternative inferences 
using a word-naming task. However, there was evidence that both were activated using a 
contradiction paradigm. The word-naming task was not sensitive enough a measure to 
detect the activation of the targeted or alternative inferences when both were equally 
likely consequences of the story. 
Even though the word-naming task used in Experiments 1A and 1B were 
insensitive to detecting the inferences the null results provide important implications for 
mutually exclusive inferences. It reveals that predictive inferences must be activated 
differently when there is only one highly predictable inference compared to when there 
are two mutually exclusive inferences. Mutually exclusive inferences are not highly 
activated or well represented in WM but must be activated at some level to affect reading 
of a contradictory sentence. 
Also, predictive inferences are activated differently when they are mutually 
exclusive inferences compared to when the inference is an additional consequence. Even 
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when constraints are low or additional consequences are available, evidence was found 
for the activation of targeted inferences if the delay between the end of the story and the 
presentation of the probe word is lengthened to at least 1000 ms (Calvo, 2000; 
Weingartner, 2003). It was hypothesized that the delay allowed activation strength to 
build, suggesting that they are initially weakly activated. However, lengthening the delay 
in Experiment 1B did not help mutually exclusive inferences become strengthened 
enough to be detected in WM. The results of Experiment 1B were inconsistent with the 
delayed activation hypothesis of prior research (Weingartner et al., 2003) and highlight a 
potential difference between how targeted inferences are processed in the presence of an 
additional consequence and how they are processed in the presence of a mutually 
exclusive alternative inference. Mutually exclusive inferences may have a stronger 
interfering effect on one another than additional consequence inferences. Hypothetically, 
the interference could be caused by direct inhibitory connections during integration so 
that neither inference survives and so are not activated in WM as part of the reader’s 
situation model. 
Word-naming tasks were influential in determining that mutually exclusive 
inferences do interfere with one another and that the interference is different from when 
there are fewer constraints or additional consequences available. However, we must turn 
to the results of reading contradictory sentences to gain further insight into the nature of 
the interference and how mutually exclusive inferences may be represented in LTM. 
The Nature of Interference and Representation of Mutually Exclusive Inferences 
Experiments 2 and 3 used a contradiction paradigm to determine the nature of the 
interference between mutually exclusive inferences. There are a number of potential 
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hypotheses regarding the root of the interference between targeted predictive inferences 
and alternatives. Additionally, the results of Experiments 1A and 1B suggest that the 
cause may be different for mutually exclusive inferences than for additional consequence 
inferences. 
In general, research suggests that, in the presence of an additional consequence, 
activation is divided between the targeted inference and the additional consequence 
inference (Weingartner et al., 2003) or other distracting information (Harmon, 2005). The 
signal from the concepts of the story activated in WM is split so that it resonates only 
weakly with the targeted inference. While initially weak, the activation strengthens over 
time and can be detected in a word-naming task. 
According to resonance theory (Myers & O'Brien, 1998) and the C/I model 
(Kintsch, 1988), there are many ways in which the activation could be initially weak and 
strengthen over time. It is possible that continued cycling of C/I processes would allow 
the inference to become strengthened. It is also possible that a delay allows inferences to 
be generated through controlled processes and not automatically generated during natural 
reading. It is also possible that the representation fundamentally changes over time. An 
inference could be initially weak because activation is divided amongst competing 
concepts and other information, or because activation was spread across many semantic 
alternatives of the inference, or because a more general inference was encoded. These last 
two possibilities are consistent with McKoon and Ratcliff’s (1992) minimalist 
hypothesis. In these instances, activation can be strengthened over time if the general 
inference is made more specific or if semantic alternatives are dropped and activation 
settles more on the concept representing the targeted inference. Research with additional 
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consequence inferences is consistent with any of these hypotheses. Mutually exclusive 
inferences, however, seem to support a minimalist view. 
In the present set of studies, word-naming tasks showed that inferences were not 
activated at longer delays but contradictory sentences were read slower when placed 
immediately following the final prediction-eliciting sentence of the story. Mutually 
exclusive inference are not delayed but are activated in WM and represented in LTM. 
They do not mutually inhibit one another or else they would not have been detected when 
reading contradictory sentences. Additionally, some form of both inferences were 
activated when both were likely consequences. The results suggest that mutually 
exclusive inferences do not split activation, or are initially weakly activated. Instead the 
results support the notion that both inferences are somehow minimally encoded. 
There are a number of different ways in which an inference could be minimally 
encoded. According to McKoon and Ratcliff (1986) an inference may be minimally 
encoded if it represents only a few semantic features of the targeted inference so that 
instead of an inference encoded specifically as “steal(Brad, ring)” it is encoded more 
generally as “acquire(Brad, ring)”. A probe word such as “steal” would not be primed in 
a word-naming task, but a sentence that contradicts the idea that Brad will acquire the 
ring would cause a slow-down in reading. Alternatively, a minimally encoded inference 
may be represented as activation spread across many possibilities representing the 
inferred concept, such as “steal(Brad, ring)”, “arrest(police, Brad)”, “sound(alarm)”, 
“thief(Brad)”, and other possibilities. In such cases, the targeted inference will be weakly 
activated in relation to all of the other concepts derived from the story and LTM. The 
present results suggest that this type of minimal encoding is unlikely for mutually 
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exclusive inferences because there was no evidence that the inference was delayed. 
However, it is possible that such an encoding occurred because the inference is not 
strongly represented, and so it is does not carry over in WM after the end of the final 
prediction-eliciting sentence and is not detected in a word-naming task. Whatever the 
form of minimal encoding, the inference will not be a highly elaborated or highly active 
proposition, yet still be encoded as part of the mental model. 
The minimalist view is further supported by the fact that only a few of the most 
highly activated concepts will persist in WM after the final prediction-eliciting sentence. 
Failure to detect activation in the word-naming tasks could be because it was only 
minimally represented and therefore not active during presentation of the probe. In the 
present study, failure to find activation of the inference in word-naming tasks but success 
with contradictory sentence reading suggests that mutually exclusive inferences are 
minimally encoded, and likely as a more general inference. 
If mutually exclusive inferences are encoded as a more general inference that can 
represent both possibilities then this would explain why there was no evidence for their 
activation when measuring the time to name a probe word that represents one of the more 
specific inferences and why there would be a slow-down in reading a sentence that 
contradicted both inferences. For example, an inference such as “acquire(Brad, ring)” 
would not facilitate naming a probe word “steal” and would be inconsistent with a 
sentence that contradicts Brad acquiring the ring, either by stealing it or buying it. A 
slow-down would not occur when reading a sentence that only contradicts the inference 
that “Brad will steal the ring” or the inference that “Brad will buy the ring” because it 
could still be possible that Brad could acquire the ring by buying it or stealing it or some 
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other means. Therefore, it is likely that both inferences are encoded at some general level 
within the situation model or that they are each loosely connected to the situation model 
and/or weakly activated. The weak activation hypothesis is unlikely given there was no 
evidence that longer delays allow activation to build on the inference. Mutually exclusive 
inferences seem to interfere with one another when both are equally likely consequences 
given the evidence presented in the story, but this interference only causes the inferences 
to be minimally encoded so that they are not detected by word-naming tasks but are still 
activated and encoded in the LTM situation model representation. Furthermore, multiple 
mutually exclusive inferences can persist in the LTM representation until future 
information is presented that is inconsistent with one of the inferences. When there is an 
inconsistency with only one inference then the sentence will be integrated easily into the 
LTM representation via the consistent inference or the more general inference. 
Cook et al. (2001) suggested that predictive inferences are not encoded as specific 
inferences, like “break(vase)”, but of a more generalized nature (e.g., a proposition such 
as “damage(vase)” that could be instantiated lexically in many different ways). For 
example, Cook et al. presented stories similar to Klin, Guzmán et al. (1999) but instead of 
a contradictory sentence being presented after the predictive context sentence and 
subsequent filler paragraph, participants were presented with a sentence that confirmed 
the prediction. The confirmatory statement included the specific lexical item relating to 
the inference to be predicted. Predictive stories were compared to control stories that 
explicitly mentioned the predicted event. Participants were faster at reading the 
confirmatory sentences when the probe word was explicitly stated in the prior text than 
when it had to be generated as an inference. The results suggest that the more specified 
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inference, "break(vase)", was not encoded into the LTM representation after reading 
predictive stories. However, if a more general inference was encoded, "damage(vase)", 
then this could explain both the results of experiments that used contradictory sentences 
as well as those that used confirmatory sentences. In the explicit condition, the word 
"break" would be encoded into the text-base representation and, upon reading a 
confirmatory statement that contains the word "break", facilitation would occur in 
integrating the sentence into the mental representation of the text being constructed. In 
the predictive context condition, the non-specific inference that "the vase was damaged" 
would be encoded into the situation model representation but not facilitate integration 
upon reading a confirmatory sentence, at least in comparison to the explicit condition. 
However, when the sentence contradicts the inference that was generated (e.g., that the 
vase was dusted off, suggesting it was not damaged) then integration would be difficult 
because of the inconsistency between information in the situation model and the new text 
information. The LTM representation would have to be restructured and the predictive 
inference, “damaged(vase)”, would have to be dropped from the situation model. 
The present results can be explained under the framework of the resonance theory 
(Myers & O'Brien, 1998) and C/I model (Kintsch, 1988). Using the story of Brad stealing 
a ring from a jewelry store as an example, the story clearly leads to the conclusion that 
brad will do something when he “quietly” makes his way up to the counter. Some 
information in the story suggests that he has just enough money in his wallet to buy the 
ring, but other information suggests that he is going to steal the ring. During construction, 
after reading the last sentence, some information resonates with the inference “Brad will 
steal the ring” and some information resonates with the inference “Brad will buy the 
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ring”, and finally some information may resonate with “Brad will acquire the ring”. 
Within the constructed knowledge network, there may be a negative connection strength 
between the node representing the “steal” inference and the node representing the “buy” 
inference. This negative connection strength between the inferences would cause 
activation strengths for both to be relatively reduced. The more general inference may be 
more highly activated than the two more specific inferences. Additionally, a connection 
would be made between the three potential inferences because they are related to each 
other and the same concepts in the story. This could form retrieval structure within the 
situation model. Consistent with the present results, when there is only one likely 
inference, or the alternative is not a likely enough consequence (as in Klin, Murray et al., 
1999), then the alternative would not resonate in LTM, enter the constructed knowledge 
network, or otherwise interfere with the activation strength of the targeted inference. 
Through integration processes, the two mutually exclusive inferences may survive 
constraint satisfaction but their activation strengths may be low and weakly represented 
within the final situation model. Word-naming tasks may not be sensitive to detecting 
such weak activation levels. If the more general inference was also encoded then it could 
possibly be strong enough to be detected in a word-naming task. This hypothesis is one 
that should be investigated in future research. 
While a single more general inference may be more highly activated, the more 
specific inferences would have to be encoded as well. Otherwise, integrating the 
contradictory sentence into the situation model would be difficult when it contradicts 
only one the inference. If the more specific inferences are initially activated via 
connections to the more general inference then this could form a retrieval structure 
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(Ericsson & Kintsch, 1995). While not available immediately in WM, they would be 
available in the situation model representation. This would allow for future information 
consistent with the inference to be integrated into the situation model and contradictory 
information to be quickly dropped from the situation model. A contradictory sentence can 
be easily integrated into the situation model if only one inference is contradicted. The 
activation strength of the un-contradicted inference is high enough so that a connection 
can be made between the new information and the older information encoded in the 
situation model. The activation strength of the contradicted inference will be low enough 
so that the integration process will drop it from the situation model. 
Limitations and Implications for Future Research 
The explanation put forth provides a few implications for future research. First, 
the results suggest that a more general inference is encoded in the situation model, but 
that the alternative inferences may be activated as well, possibly as part of a retrieval 
structure associated with the more general inference. Future research should investigate 
whether a more general inference is activated instead of, or in addition to, both more 
specific inferences. When probing at 500 and 1000 ms the more specific inferences 
would not facilitate word naming but a more general inference may. Future research 
should also probe for activation of a more general inference such as “acquire” or 
“possess” rather than just “steal” and “buy”. 
To further examine whether a more general inference is encoded it may be 
possible to design a set of materials in which a contradictory sentence would contradict 
one specific inference and the more general inference. If there is a slow-down in this case 
then it would support the notion that a more general inference is encoded. To further test 
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that both inferences were in fact activated and encoded into the situation model and 
confirm that reading a contradictory sentence is only slow when it contradicts both 
inferences, future research should make use of confirmatory sentence reading tasks. 
Again, careful consideration must be made to ensure that the sentences confirm only one 
specific inference but not a more general inference or the alternative inference. If both 
more specific inferences are encoded to some degree, then reading time on confirmatory 
sentences should show a speed up both when the sentence confirms only one inference as 
well as when it confirms both (e.g., Cook et al., 2001). If only a more general inference is 
encoded then there should not be facilitation when reading a sentence that confirms only 
one of the inferences. 
Second, it is possible that both the targeted and alternative inferences strengthen 
over time so that they would be detected in a word-naming task if given more time. The 
results of Experiment 3 suggest that inferences are already activated as soon as 
processing the next sentence (i.e., a contradictory sentence) after the final prediction-
eliciting sentence of the story. However, the contradictory sentences in the present study 
were read in an average of 3399 ms. Before reaching the end of the sentence, there may 
have been enough time for the activation strength of both inferences to increase to a point 
that they were highly enough activated to become part of the situation model. In a word-
naming task, if the delay between the end of the stories and the presentation of the probe 
word is extended to 1500 ms then, as was done in Weingartner et al. (2003), then 
evidence for activation of inferences would argue against the notion that word-naming 
tasks are insensitive to low-activated inferences and that it just took between 1000 and 
1500 ms before the integration process strengthened the inferences enough to become 
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integrated into the situation model. Additionally it would argue that both inferences are 
actually more highly specified and not encoded as a more general inference. 
Lastly, there was a problem with some of the stories in Experiment 3. Therefore, 
in an attempt to more precisely replicate the results of Experiment 2, Experiment 3 is 
being run again with the full set of stories after editing and fixing the errors with the 
problematic stories. No differences in the pattern of results are expected. 
Conclusion 
In conclusion, predictive inferences are automatically generated online, under 
normal reading conditions, and more prevalent than previously assumed. Graesser et al. 
(1994) hypothesized that readers do not automatically generate predictive inferences 
when there are multiple alternatives available because it would be an inefficient use of 
resources to construct many inferences when most, if not all of them would end up being 
proved incorrect. Instead the reader can simply continue reading. However, the present 
results suggest that readers will at least generate multiple potential inferences if there is 
enough evidence to support them. In such cases, resources may be saved later when 
trying to integrate new information that is inconsistent with one inference but consistent 
with another. The expenditure of resources during generation of the inferences can be 
justified by the costs saved during processing of future text. 
Theories of predictive inferences may benefit from using multiple measures to 
assess whether inferences are generated. Word-naming tasks provide information about 
activation in WM and how specified inferences are while contradictory sentence reading 
provides information about encoding in LTM and access of information in the situation 
model representation. Combined, the two measures contributed to a better understanding 
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of how mutually exclusive inference interfere with one another when both are equally 
likely consequences. 
Two mutually exclusive inferences can both be generated if there is enough 
converging evidence to support them each. They will interfere with each other during 
integration and be weakly activated or loosely connected but survive integration and are 
encoded into the situation model. This interference may be different from the interference 
seen for additional consequence inferences, but both can be explained by passive 
resonance processes between the contents of the story and the inferences in LTM. 
Predictive inferences are generated to the extent they resonate with information in the 
text. The experiments presented in this dissertation provide important implications for 
theories of comprehension, most importantly that readers will automatically generate 
multiple potential inferences if there is enough supporting context for sufficient 
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Targeted Probe Word: STEAL 
Alternative Probe Word: BUY 
 
High-predictability target version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. He wanted to find something special for her but he was laid off from his job 
three months ago and couldn't afford to get her anything nice. In the jewelry department, 
he saw a beautiful ruby ring sitting in a display on the counter. He looked around to make 
sure no salespeople were watching. His wife would be thrilled by the ring but there was 
no way he could pay for it. He had to have it. Seeing no salespeople or customers around, 
he quietly made his way closer to the counter. 
 
High-predictability alternative version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. He wanted to find something special for her. He felt that he could afford to get 
her something nice because he had recently received a big raise. In the jewelry 
department, he saw a beautiful ruby ring sitting in a display on the counter. He found a 
salesperson nearby who told him the price of the ring. Brad was happy to find out that he 
could afford it. Knowing his wife would be thrilled by the ring, he quietly made his way 
closer to the counter. 
 
Mutual-predictability version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. He wanted to find something special for her but he had just started a new job 
and had not received his first paycheck. He wasn't sure if he could get her anything nice. 
In the jewelry department, he saw a beautiful ruby ring sitting in a display on the counter. 
Brad looked in his wallet and realized he had just enough money to afford it. His wife 
would be thrilled by the ring but then he wouldn’t be able to pick up some beer on the 
way home. He looked around for any salespeople nearby and quietly made his way closer 
to the counter. 
 
Control version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. Her birthday was months away, and he didn’t have any money at the moment, 
but he had free time that day to start looking. In the jewelry department, he saw a 
beautiful ruby ring sitting in a display on the counter. He couldn't find a salesperson. 
Knowing his wife would be thrilled by the ring, he wanted to find out more about it. He 
could almost see the price tag through the glass from where he was standing. He quietly 
made his way closer to the counter. 
 





Targeted Probe Word: SLIP 
Alternative Probe Word: COLLIDE 
 
High-predictability target version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off ten books he had borrowed. He 
got out of the car and the tall stack of books in his arms blocked his vision. Between his 
car and the book-drop there was a low-hanging sign and a patch of ice. Albert was aware 
of the low-hanging sign but did not notice of the patch of ice. He quickly began to walk 
toward the book-drop. 
 
High-predictability alternative version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off ten books he had borrowed. He 
got out of the car and the tall stack of books in his arms blocked his vision. Between his 
car and the book-drop there was a patch of ice and a low-hanging sign. Albert was aware 
of the patch of ice but did not notice the low-hanging sign. He quickly began to walk 
toward the book-drop. 
 
Mutual-predictability version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off ten books he had borrowed. He 
got out of the car and the tall stack of books in his arms blocked his vision. Between his 
car and the book-drop there was a patch of ice and a low-hanging sign. Albert was 
unaware of the patch of ice and did not notice the low-hanging sign. He quickly began to 
walk toward the book-drop. 
 
Control version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off a book he had borrowed. He 
got out of the car and made sure to remember to grab the book from the passenger seat. 
Between his car and the book-drop there was a patch of ice and a low-hanging sign. 
Albert knew the library well and always avoided the patch of ice and the low-hanging 
sign. He quickly began to walk toward the book-drop. 
 





Targeted Probe Word: TICKET 
Alternative Probe Word: ARREST 
 
High-predictability target version: 
The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio wishing for his couch and a beer. All of a sudden, two teenagers in a Camaro sped 
by him at 80 mph. The speed limit on that road was only 55 mph. The officer slipped out 
of his spot in order to pursue the car. The Camaro pulled over to the side of the road in 
response to the flashing lights. The officer approached the car and asked for the driver’s 
license and registration. 
 
High-predictability alternative version: 
The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio when a car sped by him at 80 mph. The speed limit on that road was only 35 mph. 
The officer had to get this driver off the road. He slipped out of his spot in order to pursue 
the car. The driver of the car was obviously intoxicated and swerved many times before 




The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio when a car sped by him at 80 mph. The speed limit on that road was only 45 mph. 
He followed the car and finally pulled it over. The officer recognized the people in the 
car and he knew that they were probably making a beer run. He hoped that they weren't 




The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio when a car sped by him at 80 mph. The speed limit on that road was 70 mph. The 
officer slipped out of his spot in order to pursue the car. The car pulled over in response 
to the flashing lights and the officer saw it was one of his wife’s friends. The officer was 
feeling quite lenient. He approached the car and asked for the driver’s license and 
registration. 
 





Targeted Probe Word: CHEAT 
Alternative Probe Word: FAIL 
 
High-predictability target version: 
Jeff was panicked when he saw the exam questions. He needed to pass this course in 
order to graduate, and he realized he wasn't prepared. He stared at the first question for 
several minutes but couldn't think of what to write. He looked around the classroom and 
saw the instructor was busy doing paperwork. He was able to get a clear view of the 
student’s paper next to him without risk. Jeff looked up at the clock on the wall and 
realized he was running out of time. 
 
High-predictability alternative version: 
Jeff was panicked when he saw the exam questions. He needed to pass this course in 
order to graduate, and he realized he wasn't prepared. He stared at the first question for 
several minutes but couldn't think of what to write. He looked around the classroom and 
saw the instructor was looking right at him. It would be too risky to try to get a clear view 
of the student’s paper next to him. Jeff looked up at the clock on the wall and realized he 
was running out of time. 
 
Mutual-predictability version: 
Jeff was panicked when he saw the exam questions. He needed to pass this course in 
order to graduate, and he realized he wasn't prepared. He stared at the first question for 
several minutes but couldn't think of what to write. He looked around the classroom and 
saw the instructor walking on the other side of the classroom. He thought about trying to 
get a clear view of the student’s paper next to him, but it would be risky. Jeff looked up at 
the clock on the wall and realized he was running out of time. 
 
Control version: 
Jeff was delighted when he saw the exam questions. He needed to pass the course in 
order to graduate, and he realized he was very well prepared. He answered the first 
question in several minutes and was quite pleased with what he had written. After 
finishing the exam, he looked around the classroom and realized that the instructor was 
the only one left. He still needed to check his answers. Jeff looked up at the clock on the 
wall and realized he was running out of time. 
 





Targeted Probe Word: CRASH 
Alternative Probe Word: LAND 
 
High-predictability target version: 
The big airliner was losing altitude as it approached its destination. For safety's sake the 
pilot turned on the seat belt and no smoking signs. He then realized one of the two 
engines had failed. While concentrating on managing the controls, the pilot searched hard 
for the runway and spotted it straight ahead. He had never been in this situation before 
and was very nervous. As he approached the runway he realized he was coming in too 
steep and it was too late to pull up. He tensed up and took a deep breath. 
 
High-predictability alternative version: 
The big airliner was losing altitude as it approached its destination. For safety's sake the 
pilot turned on the seat belt and no smoking signs. He then realized one of the two 
engines had failed. While concentrating on managing the controls, the pilot searched hard 
for the runway and spotted it straight ahead. He had been in this situation many times 
before and was very calm. As he approached the runway, the engine came back on and he 
regained control. He tensed up and took a deep breath. 
 
Mutual-predictability version: 
The big airliner was losing altitude as it approached its destination. For safety's sake the 
pilot turned on the seat belt and no smoking signs. He then realized one of the two 
engines had failed. While concentrating on managing the controls, the pilot searched hard 
for the runway and tried to contact the airport. He had never been in this situation before 
and was very nervous. As he approached the runway, he saw a large billboard ahead and 
hoped that he could clear it. He tensed up and took a deep breath. 
 
Control version: 
The big airliner was losing altitude as it flew across the ocean; it’s destination still hours 
away. For safety's sake the pilot turned on the seat belt and no smoking signs. He then 
realized one of the two engines had failed. While concentrating on managing the controls, 
he remained very calm and began searching for a solution. Suddenly, the engine came 
back on and he regained control. The pilot turned off the warnings and began the climb 
back to cruising altitude. He released his tension and took a deep breath. 
 





Targeted Probe Word: FIGHT 
Alternative Probe Word: PLAY 
 
High-predictability target version: 
A crowd started to gather in the school yard, watching the two 12th grade boys. Tom and 
Bill had always been enemies since their earlier days as basketball rivals. Now that Tom 
was dating Bill's old girlfriend, their hatred intensified. That afternoon they had 
challenged each other and now the crowd was egging them on. Neither boy wanted to 
back down so when Bill threw his books to the ground, Tom took off his jacket, and 
moved toward him. 
 
High-predictability alternative version: 
A crowd started to gather in the school yard, watching the two 12th grade boys. Although 
Tom and Bill were close friends, they were rivals on the basketball court. Now that Tom 
was coaching in Bill's brother's league, their rivalry intensified. That afternoon they had 
challenged each other to a game and the crowd was egging them on. Both boys were 
eager to get started so when Bill threw his books to the ground, Tom took off his jacket, 
and moved toward him. 
 
Mutual-predictability version: 
A crowd started to gather on the basketball court, watching the two 12th grade boys. 
Although Tom and Bill were close friends, they were rivals on the basketball court. Now 
that Tom was coaching in Bill's brother's league, their rivalry intensified. That afternoon 
they had challenged each other and the crowd was egging them on. Neither boy wanted to 
back down so when Bill threw his books to the ground, Tom took off his jacket, and 
moved toward him. 
 
Control version: 
A crowd started to gather in the school yard, watching the two 12th grade boys. Tom and 
Bill had always been friends since their earlier days as basketball teammates. Off the 
court, they enjoyed honing their skills as rap artists. That afternoon they had challenged 
each other to a rap battle and the crowd was egging them on. Both boys were eager to get 
started so when Bill threw his books to the ground, Tom took off his jacket, and moved 
toward him. 
 







Targeted Probe Word: LOSE 
Alternative Probe Word: WIN 
 
High-predictability target version: 
Don spent his entire Saturday afternoon at the races. For most of the day he didn't have 
much luck. In the last race of the day, he bet all of his money on a large gray colt with a 
reputation for winning races. At first, the colt was in front and had a slight lead. In the 
backstretch, another horse made its move and started to close the gap. The two horses 
were neck-and-neck, but Don's horse began to fall behind as the horses headed toward the 
line. 
 
High-predictability alternative version: 
Don spent his entire Saturday afternoon at the races. For most of the day he didn't have 
much luck. In the last race of the day, he bet all of his money on a large gray colt with a 
reputation for winning races. At first, the colt was in front and had a slight lead. In the 
backstretch, another horse made its move and started to close the gap. The two horses 
were neck-and-neck, but Don’s horse made a push as the horses headed toward the line. 
 
Mutual-predictability version: 
Don spent his entire Saturday afternoon at the races. For most of the day he didn't have 
much luck. In the last race of the day, he bet all of his money on a large gray colt with a 
reputation for winning races. At first, the colt was in front and had a slight lead. In the 
backstretch, another horse made its move and started to close the gap quickly. The two 




Don spent his entire Saturday afternoon at the races with his friend who owned a large 
gray colt. His friend was reluctant to race the colt because of a slight strain in his back 
leg. Don convinced him not to take the chance and cancelled his bets. After the race was 
over, Don was given the opportunity to take the colt around the track for a gentle stride. 
In the backstretch, Don pushed the colt a little too hard. It began to limp as the horse 
headed toward the line. 
 





Targeted Probe Word: ESCAPE 
Alternative Probe Word: DRINK 
 
High-predictability target version: 
Major Logan and his unit had been prisoners of the Germans for three months. They were 
given food and water, but were treated badly by their captors and they very much wanted 
to rejoin their fellow soldiers. That night, although tired, they began to do something 
about the situation. They could hear water running beneath their feet, possibly from an 
old storm drain running under the ground. While the German troops slept, the major 
ordered his men to remove some floor boards, and they began to quietly dig in the earth 
below. 
 
High-predictability alternative version: 
Major Logan and his unit had been prisoners of the Germans for three months. They were 
housed in a small, cramped, tin shed, and were deprived of adequate food and water. That 
night, no longer able to handle the unbearable heat, they began to do something about the 
situation. They could hear water running beneath the shed, possibly from the water pipes 
running to the showers on the other side of the prison. While the German troops slept, the 




Major Logan and his unit had been prisoners of the Germans for three months. They were 
housed in a small, cramped, tin shed, and were given only enough food and water to 
survive. That night, no longer able to handle the unbearable heat, they began to do 
something about the situation. They could hear water running beneath the shed, possibly 
from an old storm drain running under the ground. While the German troops slept, the 




Major Logan and his unit had been prisoners of the Germans for three months. They were 
deprived of adequate food and water, and were tortured by their captors, who wanted 
information about the plans of their army. That night, very tired and hungry, the major 
finally broke down. He informed them about the weapons arsenal buried in an old storm 
drain that ran under the ground beneath the camp. Given the major's information, the 
German commander alerted his troops, and ordered them to begin to quietly dig in the 
earth below. 
 





Targeted Probe Word: CATCH 
Alternative Probe Word: MISS 
 
High-predictability target version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league and was a particularly good outfielder. Today, Danny was feeling 
confident. He had been making great plays all day. It was the opposing team's final turn 
at bat and Danny’s team needed one out to win the game. The pitch was thrown and the 
ball was hit right toward Danny in the outfield. Danny looked up and opened his glove as 
he watched the ball fly through the air. 
 
High-predictability alternative version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the worst 
players in the league and was especially bad in the outfield. Today, Danny had to play in 
the outfield . He was feeling nervous as usual. It was the opposing team's final turn at bat 
and Danny’s team needed one out to win the game. The pitch was thrown and the ball 
was hit right toward Danny in the outfield. Danny looked up and panicked as he watched 
the ball fly through the air. 
 
Mutual-predictability version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league, but was not a particularly good outfielder. Today, Danny had to 
play in the outfield. He was feeling a little nervous. It was the opposing team's final turn 
at bat and Danny’s team needed one out to win the game. The pitch was thrown and the 
ball was hit right toward Danny in the outfield. Danny looked up and opened his glove as 
he watched the ball fly through the air. 
 
Control version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league and was a particularly good outfielder. Today, Danny was feeling 
nervous. It was the opposing team's final turn at bat and Danny’s team needed one out to 
win the game. Danny was in the outfield as the best batter on the opposing team stepped 
up to the plate. The pitch was thrown and the ball was hit a mile in the sky. Danny looked 
over the fence and knew he was defeated as he watched the ball fly through the air. 
 





Targeted Probe Word: THROW 
Alternative Probe Word: QUIT 
 
High-predictability target version: 
As the produce company president started his speech, there were shouts from the crowd 
of workers. Since the shutdown of the factory had been announced, the workers were 
having trouble supporting their families and had become increasingly angry. Several in 
the crowd had bags of tomatoes, rotting vegetables, and eggs. They were only waiting for 
a signal to show their fury. That signal came as the union leader got to his feet, yelled 
loudly, and raised his fist. 
 
High-predictability alternative version: 
As the produce company president started his speech, there were shouts from the crowd 
of workers. Since the company was exposed for giving bonuses to executives, the 
workers had become angry about unfair wages. Several in the crowd had been broke, 
unable to buy even bread or eggs for their families. Many didn’t want to work there any 
longer and were now just waiting for the signal. Their signal came as the union leader got 
to his feet, yelled loudly, and raised his fist. 
 
Mutual-predictability version: 
As the produce company president started his speech, there were shouts from the crowd 
of workers. The workers had become angry about unsafe working conditions, and many 
didn’t want to work there any longer, after the company was exposed for its wrongful use 
of pesticides. Several in the crowd stood there with bags of contaminated eggs and 
tomatoes. They were only waiting for an opportunity to show how they felt. Their signal 
came as the union leader got to his feet, yelled loudly, and raised his fist. 
 
Control version: 
As the produce company president ended his speech, there were shouts from the crowd of 
workers. Since the reopening of the factory had been announced, the workers had become 
increasingly happy. Several in the crowd had been broke, unable to buy even bread or 
eggs for their families. They were waiting for the signal to return to work. That signal 
came as the union leader got to his feet, yelled loudly, and raised his fist. 
 





Targeted Probe Word: HIT 
Alternative Probe Word: FEED 
 
High-predictability target version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat was at her feet. Suddenly, she heard a noise in 
the back that sounded like a window opening. Then she heard footsteps coming toward 
her down the hallway. She had to think quickly. The frying pan on the stove was full of 
food; she grabbed it anyway. As the kitchen door opened, Anne held the pan tightly and 
raised it high. 
 
High-predictability alternative version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat was nowhere in sight and had missed dinner. 
Suddenly, she heard a noise in the backyard through the open window. Then she heard 
soft whimpers. Looking around, she grabbed a frying pan full of food. She tiptoed down 
the hallway and heard the cat scratching at the back door. As she opened the door, Anne 
held the pan tightly and raised it high. 
 
Mutual-predictability version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat was nowhere in sight and had missed dinner. 
Suddenly, she heard a noise in the backyard through the open window. Then she heard 
footsteps tiptoeing around the back door. She tried to think. The frying pan on the stove 
was full of food; she grabbed it. As the kitchen door opened, Anne held the pan tightly 
and raised it high. 
 
Control version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat tiptoed down the hallway toward the children. 
She was finishing cleaning when she heard a noise in the front yard. It was the parents 
getting home. Careful not to wake the sleeping children, she grabbed a frying pan full of 
food. She cleaned the pan and went to put it away on the top shelf of the pantry. As she 
opened the door, Anne held the pan tightly and raised it high. 
 





Targeted Probe Word: HIDE 
Alternative Probe Word: CHANGE 
 
High-predictability target version: 
George and Rachel were embracing passionately in her bedroom when they heard her 
husband at the front door. He usually worked late but she had forgotten he would be 
home early for dinner tonight. George jumped up in a panic as he heard Rachel's husband 
call up to her. He realized that he couldn't leave without being seen. At last he spotted the 
closet, and dashed across the room towards it. 
 
High-predictability alternative version: 
George and Rachel were embracing passionately in the living room when they heard the 
Smiths at the front door. George had invited them over for dinner, but had lost track of 
time while making preparations. George jumped up in a panic, realizing that he had sauce 
on his shirt. He knew that he couldn’t be seen looking like this. He spotted a clean shirt in 
the closet and dashed across the room towards it. 
 
Mutual-predictability version: 
George and Rachel were embracing passionately in the kitchen when they heard their 
children enter the front door. The children and some of their friends had just returned 
from playing and were hungry for dinner. George jumped up in a panic because he didn’t 
have on a shirt. He knew that he couldn't be seen looking like this. At last he spotted the 
closet, and dashed across the room towards it. 
 
Control version: 
George and Rachel were embracing passionately in their bedroom when they heard the 
Smiths at the front door. George had invited them over for dinner, but had lost track of 
time while making preparations. George jumped up in a panic, realizing that he was out 
of wine. He decided to sneak out the back door and make a quick run to the liquor store. 
He spotted his bike in the closet and dashed across the room towards it. 
 





Targeted Probe Word: DUMP 
Alternative Probe Word: EXCHANGE 
 
High-predictability target version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. The last 
straw came when a rude man at one of her tables complained that the spaghetti she had 
just served was cold. As he became louder and nastier, she lost control. She wasn't 
thinking of the consequences when she lifted up the plate of spaghetti. 
 
High-predictability alternative version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. She wanted 
to quit when a rude man at one of her tables complained that the spaghetti she had just 
served was cold. As she became more upset the man suddenly apologized, so she calmed 




Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. Karen 
thought about quitting when a rude man at one of her tables complained that the spaghetti 
she had just served was cold. Karen became irritated as he became louder and nastier. 
She tried her best to calm herself down as she lifted up the plate of spaghetti. 
 
Control version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. Karen had 
already decided to quit at the end of the day. Karen completely ignored a rude man who 
complained that the spaghetti she had served was cold, no matter how loud and nasty he 
became. She even waited until the man left before she lifted up the plate of spaghetti. 
 






Targeted Probe Word: JUMP 
Alternative Probe Word: JOIN 
 
High-predictability target version: 
The actress was severely depressed that evening. Her last three pictures had been box 
office failures and her agent had not returned her calls. She was no longer young and 
beautiful and life seemed empty. She went to the roof of her penthouse and stared out at 
the lights of the city beneath her feet. She could hear people laughing from a party in the 
neighbor’s penthouse just below. She wasn’t invited, which just made her more upset. 
With an overwhelming sense of despair, she gazed down at the city as she stepped toward 
the edge of the roof. 
 
High-predictability alternative version: 
The actress was depressed until that evening. Her last three pictures had been box office 
failures but her agent had just called with a new offer. Although she was no longer 
young, life again seemed full. She went to the roof of her penthouse for air and stared at 
the glorious lights of the city beneath her. She could hear people laughing from her 
neighbor’s party that she was invited to. She noticed a fire-escape ladder that went down 
to the neighbor’s. No longer overwhelmed or feeling despair, she stepped toward the 
edge of the roof. 
 
Mutual-predictability version: 
The actress was severely depressed that evening. Her last three pictures had been box 
office failures and her agent had not returned her calls. She was no longer young and 
beautiful and life seemed empty. She went to the roof of her penthouse and stared at the 
lights of the city beneath her. She was standing next to a fire-escape ladder that lead 
down to her neighbor’s penthouse. She could hear people laughing from the party she 
was invited to earlier that week. Feeling very alone, she gazed down below and then 
stepped toward the edge of the roof. 
 
Control version: 
The actress was depressed until that evening. Her last three pictures had been box office 
failures but her agent had just called with a new offer. Although she was no longer 
young, life again seemed full. She went to the roof of her penthouse for air and stood next 
to a fire-escape ladder that went down to her neighbor’s penthouse. She could hear 
people laughing from a party just below. She thought about climbing down to the party, 
but decided to be alone. She admired the lights of the city as she stepped toward the edge 
of the roof. 
 





Targeted Probe Word: SELL 
Alternative Probe Word: REPAIR 
 
High-predictability target version: 
Mrs. Merrill had been a widow for 10 years. Her husband's insurance money had been 
spent, and she was now barely getting by on her Social Security income. She thought she 
was too old to get a job and she had no relatives to help her. The only valuable possession 
she had was the beautiful diamond ring her husband had given her for their 25th 
anniversary. She loved the ring but she needed money. She didn’t know what else to do. 
Hoping the ring would be worth a lot, she sadly went to a downtown jeweler. 
 
High-predictability alternative version: 
Mrs. Merrill had been a widow for 10 years. She continued to live very comfortably on 
the money from her husband's insurance policy and her Social Security income. But she 
was bored because she had no relatives nearby, and she thought she was too old to get a 
job. She then thought about her valuable diamond wedding ring, which was recently 
damaged. She decided to make a trip to the jeweler. Unfortunately her favorite uptown 
jeweler had closed down. She sadly went to a downtown jeweler. 
 
Mutual-predictability version: 
Mrs. Merrill had been a widow for 10 years. She was barely getting by on her husband's 
insurance money and her Social Security income. She thought about getting a job, but 
thought she was too old. She was also bored because she had no relatives nearby. She 
then thought about her valuable diamond wedding ring, which was recently damaged. 
She decided to make a trip to the jeweler. Unfortunately her favorite uptown jeweler had 
closed down so she sadly went to a downtown jeweler. 
 
Control version: 
Mrs. Merrill had been a widow for 10 years. She continued to live very comfortably on 
the money from her husband's insurance policy and her Social Security income. But she 
was bored because she had no relatives nearby, and she thought she was too old to get a 
job. She then thought about going on a shopping spree. She decided to make a trip to the 
jeweler. Unfortunately her favorite uptown jeweler had closed down and she would need 
to go elsewhere. She sadly went to a downtown jeweler. 
 





Targeted Probe Word: CAUGHT 
Alternative Probe Word: STARTLED 
 
High-predictability target version: 
Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a R-rated movie and he knew he shouldn’t watch it. However, his parents were busy 
doing yardwork in the backyard so he decided to watch the movie anyway. During one 
intense scene, there was an exciting car chase. Timmy couldn’t take his eyes away. Then 
he heard his mother come in the back door, but he couldn’t find the remote to turn off the 
television. He knew it was his mother when he heard a loud noise right outside of his 
bedroom door. 
 
High-predictability alternative version: 
Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a horror movie and he thought he shouldn’t watch it alone. However, his parents were 
busy doing yardwork in the backyard. He decided to watch the movie anyway. During 
one intense scene, a zombie was about to find a frightened woman who was hiding under 
her bed. Timmy was too scared to watch anymore, but he couldn’t find the remote to turn 
it off. Suddenly, he heard a loud noise right outside of his bedroom door. 
 
Mutual-predictability version: 
Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a horror movie and he thought he probably shouldn’t watch it. However, he thought his 
parents were busy doing yardwork in the backyard. Even though he wasn’t sure, he 
decided to watch the movie anyway. During one intense scene, a zombie was about to 
find a frightened woman who was hiding under her bed. Timmy was a little scared but he 




Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a horror movie and he didn’t want to watch it alone. However, his parents were busy 
doing yardwork in the backyard. He decided to watch the movie anyway. During one 
intense scene, he heard his mother calling for some help. Timmy quickly found the 
remote and turned off the television. He ran out to help when he heard a loud noise right 
outside of his bedroom door. 
 





Targeted Probe Word: RETURN 
Alternative Probe Word: STEAL 
 
High-predictability target version: 
Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
completing her church group meeting and saw a man frantically patting his pockets and 
searching the ground. Even though she was strapped for cash, Abigail decided to do the 
right thing when she noticed a loose wallet on the ground. 
 
High-predictability alternative version: 
Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
leaving the food bank and saw a man frantically patting his pockets and searching the 
ground. Because Abigail was strapped for cash, she acted selfishly and out of character 
when she noticed a loose wallet on the ground. 
 
Mutual-predictability version: 
Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
leaving the food bank and saw a man frantically patting his pockets and searching the 




Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
leaving the food bank and saw a man frantically patting his pockets and searching the 
ground. Abigail was in such a hurry that she just continued on her way when she noticed 
a loose wallet on the ground. 
 





Targeted Probe Word: OPEN 
Alternative Probe Word: ALERT 
 
High-predictability target version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it locked. Peter sat in his chair, propped his feet up, and began reading a 
magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, he 
looked up and noticed an elderly man was walking toward the door holding a cane in one 
hand and a package in the other. Peter jumped from his chair and ran to the door. 
 
High-predictability alternative version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it locked. Peter sat in his chair, propped his feet up, and began reading a 
magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, he 
looked up and noticed a man in a ski mask was walking toward the door holding a gun in 
one hand and a package in the other. Peter jumped from his chair and ran to the door. 
 
Mutual-predictability version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it locked. Peter sat in his chair, propped his feet up, and began reading a 
magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, he 
looked up and noticed a man was walking toward the door holding a dark object in one 
hand and a package in the other. Peter jumped from his chair and ran to the door. 
 
Control version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it unlocked. Peter sat in his chair, propped his feet up, and began reading 
a magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, a 
breeze came in through the entrance-way and started blowing leaves into the hallway. 
Not wanting to sweep the mess, Peter jumped from his chair and ran to the door. 
 





Targeted Probe Word: RUN 
Alternative Probe Word: FIGHT 
 
High-predictability target version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. The class bully was jealous of all the attention Ben was 
getting, so he pushed Ben off of the swing. Ben was afraid of the bully and always 
avoided confrontations. When Ben picked himself up from the ground he saw the boy 
coming toward him. 
 
High-predictability alternative version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. The class bully was jealous of all the attention Ben was 
getting, so he pushed Ben off of the swing. Ben had finally had enough of being bullied. 
When Ben picked himself up from the ground he saw the boy coming toward him. 
 
Mutual-predictability version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. The class bully was jealous of all the attention Ben was 
getting, so he pushed Ben off of the swing. Ben was surprised to suddenly find himself on 




Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. Another boy was jealous of all the attention Ben was 
getting, so he tried to beat Ben’s record. As the boys tried to go higher, Ben flew off the 
swing and, as soon as he landed, he heard the other boy falling. Ben started rolling out of 
the way and out the corner of his eye he saw the boy coming toward him. 
 





Targeted Probe Word: SCREAM 
Alternative Probe Word: CRY 
 
High-predictability target version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was nervous about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
criticize Carol. Carol was so angry, but she didn’t want anyone to hear her outburst, so 
she ran to her bedroom and stuffed her face in a pillow. 
 
High-predictability alternative version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was excited about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
compliment Carol. Carol was so happy she got choked up, but didn’t want anyone to see 
her display of emotion, so she ran to her bedroom and stuffed her face in a pillow. 
 
Mutual-predictability version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was nervous about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
analyze everything. Carol was overcome with emotion, but didn’t want anyone to see her 
display it, so she ran to her bedroom and stuffed her face in a pillow. 
 
Control version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was excited about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
compliment Carol. Carol was extremely tired after the long day and wanted to catch a 
quick nap without anyone seeing her, so she ran to her bedroom and stuffed her face in a 
pillow. 
 





Targeted Probe Word: RIP 
Alternative Probe Word: ACCEPT 
 
High-predictability target version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He loved his job, thought his co-workers were amazing, and his salary was 
satisfactory. He never thought, for even a second, that he would move to another job. One 
day, after reporting breaking news that made national headlines, he was approached by 
the chief editor of a national news station. The editor offered him a position at his news 
station. The editor showed Ron the opportunity letter, which was for half of the pay he 
was currently earning. Disgusted by the offer, Ron snatched the letter from the man’s 
hands. 
 
High-predictability alternative version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He loved his job, thought his co-workers were amazing, and his salary was 
satisfactory. However, he longed to one day be a reporter for a national news station. One 
day, after reporting breaking news that made national headlines, he was approached by 
the chief editor of a national news station. The editor offered him a position at his news 
station. The editor showed Ron the opportunity letter, which was for twice the pay he was 
currently earning. Ecstatic by the offer, Ron snatched the letter from the man’s hands. 
 
Mutual-predictability version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He thought he was good enough to be on national news. However, he loved his 
job, thought his co-workers were amazing, and his salary was satisfactory. One day, after 
reporting breaking news that made national headlines, he was approached by the chief 
editor of a national news station. The editor offered him a position at his news station. 
The editor showed Ron the opportunity letter, which was for the same pay he was 
currently earning. After thinking about the opportunity for a few minutes, Ron snatched 
the letter from the man’s hands. 
 
Control version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He loved his job, thought his co-workers were amazing, and his salary was great. 
He never thought, for even a second, that he would move to another job. One day, while 
trying to rush to the bank before it closed, he was approached by the chief editor of a 
national news station. The editor asked him to give an offer letter to one of his co-
workers because she was out sick and the editor had to catch a plane home. The editor 
wouldn’t stop talking and even offered Ron a position, which he promptly refused. He 
was eager to get to the bank so Ron snatched the letter from the man’s hands. 
 





Targeted Probe Word: KNIGHT 
Alternative Probe Word: BEHEAD 
 
High-predictability target version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was pleased to find out that, in his absence, one of his young 
squires living in the castle had thwarted a revolt. The King was proud of the young 
squire’s actions and wanted to commend him for his bravery and courage. That 
afternoon, the King made the squire kneel before him. He then raised his sword high in 
the air. 
 
High-predictability alternative version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
bringing peace back to the land. He was upset to find out that, in his absence, one of his 
young squires living in the castle had attempted a revolt. The King was angry when he 
heard about the young squire’s actions and decided to condemn him for his 
insubordination. That afternoon, the King made the squire kneel before him. He then 
raised his sword high in the air. 
 
Mutual-predictability version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was upset to find out that one of his young squires living in the 
castle had been arrested for stealing food to give to a starving family. The King was 
proud of the young squire’s actions but he wasn’t sure whether to commend the squire or 
to sentence him to death. That afternoon, the King made the squire kneel before him. He 
then raised his sword high in the air. 
 
Control version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was pleased to find out from one of his you squires that, in his 
absence, his people had raised a statue of the king in the town square. The King saw the 
statue and was proud so he decided to hold a celebration. That afternoon, the King made 
a rallying speech to the people as they knelt in the courtyard. The King finished his 
speech with a chant and then he raised his sword high in the air. 
 





Targeted Probe Word: WRECK 
Alternative Probe Word: BRAKE 
 
High-predictability target version: 
Jacob was driving in to work one morning. The road he travels is very winding and 
covered with thick trees down the sides. That day, the fog was thick and he couldn’t see 
very far down the road. He was up late the night before, finishing his project presentation 
for his meeting that day. Even with his morning coffee in hand, Jacob was having trouble 
staying alert. As he came around a blind turn, he didn’t notice a deer standing in the 
middle of the road. 
 
High-predictability alternative version: 
Jacob was driving in to work one morning. The road he travels is very long and straight 
with long rolling hills and beautiful scenery. It was a beautiful day and the sun was 
shining bright. He had a good night’s sleep the night before so he would be fresh for his 
meeting that day. With his morning coffee in hand, Jacob was very wide-eyed and alert. 




Jacob was driving in to work one morning. The road he travels is very long and straight 
with long rolling hills and beautiful scenery. However, that day the fog was thick and he 
couldn’t see very far down the road. He was up late the night before, finishing his project 
presentation for his meeting that day. But he had his morning coffee in hand and was 
trying to stay alert. As he got to the top of a hill, there was a deer standing in the middle 
of the road. 
 
Control version: 
Jacob was driving in to work one morning. The road he travels is very long and straight 
with long rolling hills and beautiful scenery. It was a beautiful day and the sun was 
shining bright. He had a good night’s sleep the night before so he would be fresh for his 
meeting that day. With his morning coffee in hand, Jacob was very wide-eyed and alert. 
As he looked behind him in his rear-view mirror, Jacob admired a deer standing in the 
middle of the road. 
 





Targeted Probe Word: FAINT 
Alternative Probe Word: SUCCEED 
 
High-predictability target version: 
Erin was a surgeon at the local hospital. She had just recently graduated and this was her 
first year on the job. One night, Erin was extremely tired and hungry. She had worked 
back-to-back shifts and had only three hours of sleep over the past two days. She was 
finally about to end her shift for the night when suddenly she was called in for an 
emergency surgery to remove a tumor. It was a delicate surgery that she had never done 
before and it made her very nervous. Her eyes were blurry and her hands were sweating. 
Erin felt sick as she began to make the incision. 
 
High-predictability alternative version: 
Erin was a surgeon at the local hospital. It was her fifth year on the job and she had just 
recently been promoted to chief. One night, Erin was really dialed-in and had just saved 
two lives. She had been going hard for three hours straight and was ready for a short nap. 
She was about to take a break when suddenly she was called in for an emergency surgery 
to remove a tumor. It was a delicate surgery, but she had done it many times before and 
was confident in herself. Her eyes were focused and her hands were steady. Erin breathed 
calmly as she began to make the incision. 
 
Mutual-predictability version: 
Erin was a surgeon at the local hospital. She had just recently graduated and this was her 
first year on the job. One night, Erin was really dialed-in and had just saved two lives. 
She had been going hard for three hours straight and was ready for a much needed snack 
and short nap. She was about to take a break when suddenly she was called in for an 
emergency surgery to remove a tumor. It was a delicate surgery that she had never done 
before and it made her a little nervous. Her eyes were blurry and her hands started 
sweating. Erin breathed heavily as she began to make the incision. 
 
Control version: 
Erin was a surgeon at the local hospital. It was her fifth year on the job and she had just 
recently been promoted to chief. One night, Erin was very tired. She had worked back-to-
back shifts and had only three hours of sleep over the past two days. She was finally 
about to end her shift for the night when suddenly she was called in for an emergency 
surgery to remove a tumor. It was a delicate surgery and Erin was not confident about 
doing it. But she was smart and knew her limitations. Erin removed herself from the 
operating room just before she began to make the incision. 
 
Comprehension Question: Was Erin a nurse? 
 
168 
ID: Filler 1 
 
Probe Word: BITE 
 
Story: 
Marilyn recently got a new job and was excited about starting. She was meeting with the 
new babysitter, Pete today. Marilyn worried about how Cocoa would respond to Pete. He 
had attacked other people in the past. If Cocoa attacked someone one more time, he 
would have to be put down. Marilyn loved Cocoa dearly and would be devastated if she 
lost him. When Pete arrived, she explained that Cocoa, the Doberman, needed to be fed 
once a day. Marilyn called Cocoa. 
 




ID: Filler 2 
 
Probe Word: SLEEP 
 
Story: 
Samantha was excited to be spending the day at the beach. She was getting married next 
month and was feeling crazed. She had most of the arrangements finished, but a million 
last minute details were left. Most of her family lived in South Dakota so she had 
arranged for their trips and gave them ideas about what to do for the few days before and 
after the wedding. Samantha set up on her favorite beach. It was a hot, sunny day. As 
Samantha lay there, her mind drifted. 
 




ID: Filler 3 
 
Probe Word: STUDY 
 
Story: 
Jessica was on her way home from the library. She had met with some friends for a study 
session for their physics exam. It was finals week and Jessica was constantly studying. 
Her first final would start tomorrow, first thing in the morning. After her exam she would 
have another two hours to study for her physics exam. She knew it would be the most 
difficult exam, and had studied hard because she really wanted an A in the class. Jessica 
rehearsed the material and didn’t notice the speedometer hit 75. 
 
Comprehension Question: Was Jessica on the way home from the library? 
 
169 
ID: Filler 4 
 
Probe Word: TOSS 
 
Story: 
Benny and his friend Carl were playing football in the living room. They were both on 
the varsity football team and the season had just ended. They hadn’t had a great year, but 
they both still enjoyed being on the team. Next year the team would be getting a new 
coach, and both guys were curious how it would turn out for the team. Benny thought that 
the old coach was irreplaceable. Carl tossed the ball pretty hard. Benny caught it and then 
threw the ball back to Carl as hard as he could. 
 





ID: Filler 5 
 
Probe Word: COLLAPSE 
 
Story: 
Suffering from exhaustion and dehydration, Jeff struggled forward, wanting to complete 
the race. He was running in his first marathon. The day was warmer than anyone had 
expected. Sweat poured off his body as he moved. The crowd encouraged Jeff as he 
passed the 26 mile mark. He crossed the line with a final surge of will. 
 





ID: Filler 6 
 
Probe Word: IGNORE 
 
Story: 
Sophie had listened to her daughters, Jill and Kayla, fighting all morning. Sophie was in 
her office, ignoring them. She had a deadline coming up for a big project she was doing. 
The project was bringing in a lot of money, so it was important that everything be perfect. 
Therefore, Sophie had been busy with work. The girls were currently playing with their 
dolls in the living room. Sophie heard Kayla politely asking Jill to let her have the red-
haired doll. Jill told Kayla she could have another doll instead. 
 
Comprehension Question: Was Sophie playing with her daughters? 
 
170 
ID: Filler 7 
 
Probe Word: HELP 
 
Story: 
Margie was having a rough day because her boss was already driving her crazy with all 
of his demands. She was very hungry because she hadn’t found time for lunch or even a 
snack as she was so swamped with work. Margie had recruited her new assistant to help 
her out with all of the extra work. There was no way she would be able to finish by 
herself. It was past midnight before Margie finished her work. She locked up the office 
and headed to her car completely exhausted. Margie knew exactly what she was going to 
do when she finally got home. 
 




ID: Filler 8 
 
Probe Word: BREAK 
 
Story: 
Dave had been fired and wanted to get back at his boss. He had been an executive with 
the company for 12 years. He went into his boss' office but his boss was not there. He 
considered leaving a note but decided against it. Dave walked around the office as he 
prepared to leave. He walked over and picked up the ancient porcelain vase. The vase had 
always been his boss' most prize possession. 
 




ID: Filler 9 
 
Probe Word: TALK 
 
Story: 
Elaine put a loaf of French bread in the oven and talked with her roommate Maria. She 
had an hour to kill before Amanda arrived. This meant that after the bread was ready, 
she'd have to change clothes and get ready to leave. She and Amanda were going to the 
movies tonight. They had been friends since freshman year. Although they had gone 
separate directions since then, they were still good friends. Elaine and her roommate 
Maria also met many years ago, and they could talk up a storm. 
 
Comprehension Question: Were Elaine and Amanda good friends? 
 
171 
ID: Filler 10 
 
Probe Word: FALL 
 
Story: 
Carol released the trapeze wanting to be caught by her partner. Her partner was on his 
way from the other side of the dome. He called her name to let her know where he was. 
She had difficulty hearing him over the crowd noise. She looked around trying to spot 
him. Carol reached out to grab her partner's hands but missed completely. Something had 
distracted her at the last second. 
 





ID: Filler 11 
 
Probe Word: STAY 
 
Story: 
Jackie settled into her chair. When her friends called they asked if she wanted to go out. 
They were going dancing and thought she might want to come. She told her friends that 
she had decided to stay home for the evening. Jackie wanted tomorrow's exam to go well. 
After hanging up the phone, Jackie opened her book. This was the first night she had 
stayed home all week. 
 





ID: Filler 12 
 
Probe Word: PLOT 
 
Story: 
The captain plotted his course very carefully. When he finished, he took his place at the 
wheel. He ordered the crew to increase speed by putting on more sail. The captain stood 
nervously watching from the upper deck. The captain wanted to get the old wooden ship 
safely through the rocky channel. Without warning, there was a tremendous crash. The 
captain was knocked across the deck and slammed into the port railing. 
 
Comprehension Question: Did the captain order the crew to decrease speed? 
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ID: Filler 13 
 
Probe Word: PUSH 
 
Story: 
Kelly needed enough documents for every board member. He stepped up to the copy 
machine and punched in 25. He added enough paper to get the job done. He noticed the 
machine was jammed and called for assistance. When the jam was cleared he was ready 
to start. He put in his document and pushed start. The machine was old so it took a while 
to finish the job. 
 





ID: Filler 14 
 
Probe Word: SIT 
 
Story: 
Jack was out with his friends today. They had bought a carton of eggs and were sitting 
near the side of the road. His friends had all taken turns hurling the eggs at passing cars. 
They thought it was hysterical to see the drivers’ faces when the egg struck their cars. 
They were well hidden behind some bushes, so they were fairly confident they would not 
get caught. So far, none of the drivers had seen them. It was now Jack’s turn to hit the 
next car with an egg. 
 





ID: Filler 15 
 
Probe Word: WRITE 
 
Story: 
Jason left the office building with a smile on his face. He had just been given a job with a 
major Wall Street firm. He ran down the street and caught the bus home. He was still 
excited when he got back to his apartment. Jason wanted to tell his parents the good 
news. He sat down at his desk and got out his paper. He hoped he would not be 
interrupted. 
 
Comprehension Question: Was Jason's new job with a Wall Street Firm? 
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ID: Filler 16 
 
Probe Word: START 
 
Story: 
Steven and Susan had been married for over twenty years. They met during their senior 
year in high school and had married when they were 19. Steven had just started a new job 
as the assistant manager of the accounting department at Sears. It meant a large raise and 
a lot of extra responsibilities. It also meant long hours and more stress. Steven and Susan 
were having a hard time adjusting their life to fit his schedule. Today Susan had left a 
mess in the kitchen which had enraged Steven. 
 




ID: Filler 17 
 
Probe Word: MEET 
 
Story: 
Hector had recently become intrigued with the Internet. Lately he had been talking online 
to a woman named Patricia. She lived near him, and they decided that they should meet 
in person. Hector was worried because he had not told her that he was unemployed. He 
had some good leads, but so far nothing solid had come through. He knew he should have 
just been honest with her when they first talked. They planned to meet at 4:00 p.m. today 
at a park near Hector's apartment. He left just before four. 
 




ID: Filler 18 
 
Probe Word: BEG 
 
Story: 
Shari wanted to do something new and exciting so she decided to go skydiving. She told 
her boyfriend about it and he got very upset. He never understood why she wanted to do 
such crazy things. He begged her not to go, but she wouldn’t listen. He was crying this 
morning when she left. She tried to console him, but there was nothing she could do and 
she left him in tears. She was on the plane and could feel the excitement. Finally, she 
heard the instructor say it was time. 
 
Comprehension Question: Did Shari feel bad about leaving her boyfriend in tears? 
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ID: Filler 19 
 
Probe Word: QUIT 
 
Story: 
Joe decided he needed to fix the roof on his house. Although he wasn't much of a 
handyman, the guy at the store assured him it was an easy job and should only take a 
couple of hours. However, it seemed like everything went wrong. He had made many 
mistakes and his equipment kept falling to the ground. Joe was ready to give up. He 
vowed that if even one more small thing went wrong he would be done. He went to grab 
some more nails and knocked over the tin they were in. 
 




ID: Filler 20 
 
Probe Word: SMACK 
 
Story: 
Amy was camping at a park in upstate New York. It was mid-August and the humidity 
was unbearable. Even worse, the damp air attracted all kinds of insects, especially 
mosquitoes. Amy was constantly smacking herself, trying to kill the pesky bugs. She 
hadn’t bought insect repellent, so she had to be absolutely vigilant about it. Whenever she 
felt anything on her skin, she would instantly smack it. Tonight she was sitting around a 
campfire with some friends she had made. Just then, Amy felt a little tickle and then saw 
a mosquito on her arm. 
 




ID: Filler 21 
 
Probe Word: PRACTICE 
 
Story: 
Mary wanted to practice for the upcoming Olympics. She arrived at the lake very early. 
She sat on a large rock to watch the sunrise. The morning was very warm and she knew 
the water would feel good. Mary walked to the shoreline and took off her sandals. She 
waded out into the cold water. The noise made several ducks fly off. 
 
Comprehension Question: Was Mary going for a swim? 
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ID: Filler 22 
 
Probe Word: CLEAN 
 
Story: 
Mike was working on a construction project at the elementary school. Phil, the foreman, 
was visiting today to check on their progress. Phil was a moody guy and shouted quite 
often. He was also very picky about the tidiness of any construction site. Mike heard him 
screaming at one of the workers last week for leaving his soda can on the ground. Mike 
and his workers had spent the past two days cleaning up the site. Mike and Phil drove 
around the construction site in Phil’s new truck. Mike cringed as the tire of Phil’s new 
truck rolled over a box of nails. 
 




ID: Filler 23 
 
Probe Word: FILL 
 
Story: 
The attendant wanted to get the grease off his hands. He could not find time to go to the 
sink. He took care of each customer as quickly as he could. While he was filling another 
car his boss returned from lunch. The attendant asked his boss to take over for a few 
minutes. He got the key from the office and went into the bathroom. He laid the key 
under the mirror. 
 




ID: Filler 24 
 
Probe Word: SNAP 
 
Story: 
The quarterback looked and saw there were 40 seconds left in the game. He called the 
play in the huddle. He stepped up behind the center. He took the snap and turned into the 
backfield. The quarterback wanted to score and had decided to send every eligible player 
out. Moments later, he saw his running back enter the end zone. He was glad the blockers 
had done their job. 
 
Comprehension Question: Did the wide receiver score a touchdown? 
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ID: Filler 25 
 
Probe Word: FETCH 
 
Story: 
The dog enjoyed playing fetch with his master. Each time the ball was thrown he 
retrieved it as fast as he could. His master threw the ball and it landed just beyond a 
puddle. The dog eagerly went in the direction of the throw. The dog needed some relief 
from the summer heat. He stopped and lowered his head when he got to the puddle. The 
dog's master waited patiently for him to return. 
 




ID: Filler 26 
 
Probe Word: STING 
 
Story: 
Joan was enjoying her new summer job as groundskeeper of a hotel. She preferred a job 
in which she spent her days outside in the sunshine. However, she had a problem with the 
insects. She had an irrational fear of any kind of insect, but she never understood why 
because she had never really had any traumatic experience. The bugs were the only thing 
Joan didn’t like about her job. Today Joan was working around the pool. Just as she 
started her work, she bumped a huge beehive and bees flew everywhere. 
 




ID: Practice Trial 
 
Probe Word: TATTLE 
 
Control version: 
Jane and her little brother, Mikey, were building paper airplanes in the living room. Jane 
loved her brother but was very competitive with him. After each had finished their 
design, the two went to the opposite end of the living room to see whose airplane would 
fly the farthest. Mikey went first and his airplane almost made it across the room, landing 
just short of the bookshelf. Jane threw her airplane next. She screamed with joy as it 
landed next to a vase on top of the bookshelf, making her the winner. Jane’s mother 
rushed into the room and immediately asked Jane what happened. 
 




OUTPUT OF LMEM ANALYSIS FOR EXPERIMENTS 1A, 1B, 2, AND 3 
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Table B1  
Full LMEM results for Experiment 1A, Hypothesis 1: targeted probes named faster after 
reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 479; Subject = 83; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
Table B2  
Full LMEM results for Experiment 1A, Hypothesis 2: alternative probes named faster 
after reading high-predictability alternative stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 472; Subject = 83; ProbeWord = 24 
Random Effects: Variance SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































* p < .10. ** p < .05. 
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Table B3  
Full LMEM results for Experiment 1A, Hypothesis 3: targeted probes named faster after 
reading high-predictability target stories than mutual-predictability stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 475; Subject = 83; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B4  
Full LMEM results for Experiment 1A, Hypothesis 4: targeted probes named faster after 
reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 480; Subject = 83; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
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Table B5  
Full LMEM results for Experiment 1A, Hypothesis 5: alternative probes named faster 
after reading high-predictability alternative stories than mutual-predictability stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 478; Subject = 83; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B6  
Full LMEM results for Experiment 1A, Hypothesis 6: alternative probes named faster 
after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 480; Subject = 83; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
 
181 
Table B7  
Full LMEM results for Experiment 1A, Hypothesis 7: targeted probes named faster than 
alternative probes after reading high-predictability target stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 471; Subject = 83; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 
































** p < .05. 
Table B8  
Full LMEM results for Experiment 1A, Hypothesis 8: alternative probes named faster 
than targeted probes after reading high-predictability alternative stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 476; Subject = 83; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 































** p < .05. 
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Table B9  
Full LMEM results for Experiment 1A, Hypothesis 9: targeted probes named no faster 
than alternative probes after reading mutual-predictability stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 481; Subject = 83; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 































** p < .05. 
Table B10  
Full LMEM results for Experiment 1A, Hypothesis 10: targeted probes named no faster 
than alternative probes after reading control stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 479; Subject = 83; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 































** p < .05. 
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Table B11  
Full LMEM results for Experiment 1B, Hypothesis 1: targeted probes named faster after 
reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 442; Subject = 77; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
Table B12  
Full LMEM results for Experiment 1B, Hypothesis 2: alternative probes named faster 
after reading high-predictability alternative stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 435; Subject = 77; ProbeWord = 24 
Random Effects: Variance SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
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Table B13  
Full LMEM results for Experiment 1B, Hypothesis 3: targeted probes named faster after 
reading high-predictability target stories than mutual-predictability stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 443; Subject = 77; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B14  
Full LMEM results for Experiment 1B, Hypothesis 4: targeted probes named faster after 
reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 451; Subject = 77; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
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Table B15  
Full LMEM results for Experiment 1B, Hypothesis 5: alternative probes named faster 
after reading high-predictability alternative stories than mutual-predictability stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 430; Subject = 77; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B16  
Full LMEM results for Experiment 1B, Hypothesis 6: alternative probes named faster 
after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|ProbeWord) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 437; Subject = 77; ProbeWord = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
 
186 
Table B17  
Full LMEM results for Experiment 1B, Hypothesis 7: targeted probes named faster than 
alternative probes after reading high-predictability target stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 436; Subject = 77; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 
































** p < .05. 
Table B18  
Full LMEM results for Experiment 1B, Hypothesis 8: alternative probes named faster 
than targeted probes after reading high-predictability alternative stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 430; Subject = 77; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 































** p < .05. 
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Table B19  
Full LMEM results for Experiment 1B, Hypothesis 9: targeted probes named no faster 
than alternative probes after reading mutual-predictability stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 442; Subject = 77; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 
































* p < .10. ** p < .05. 
Table B20  
Full LMEM results for Experiment 1B, Hypothesis 10: targeted probes named no faster 
than alternative probes after reading control stories 
Formula: RT~1+ProbeType+(1+ProbeType|Subject)+(1+ProbeType|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 446; Subject = 77; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  ProbeType 
 StoryID (Intercept) 
































* p < .10. ** p < .05. 
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Table B21  
Full LMEM results for Experiment 2, Hypothesis 1: sentences contradicting targeted 
inferences read slower after reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 458; Subject = 80; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
Table B22  
Full LMEM results for Experiment 2, Hypothesis 2: sentences contradicting both 
inferences read slower after reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 444; Subject = 80; StoryID = 23 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
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Table B23  
Full LMEM results for Experiment 2, Hypothesis 3: sentences contradicting targeted 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 461; Subject = 80; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B24  
Full LMEM results for Experiment 2, Hypothesis 4: sentences contradicting alternative 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 462; Subject = 80; StoryID = 24 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
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Table B25  
Full LMEM results for Experiment 2, Hypothesis 5: sentences contradicting both 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 444; Subject = 80; StoryID = 23 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
Table B26  
Full LMEM results for Experiment 3, Hypothesis 1: sentences contradicting targeted 
inferences read slower after reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 379; Subject = 84; StoryID = 19 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
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Table B27  
Full LMEM results for Experiment 3, Hypothesis 2: sentences contradicting both 
inferences read slower after reading high-predictability target stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 462; Subject = 84; StoryID = 23 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 
































** p < .05. 
Table B28  
Full LMEM results for Experiment 3, Hypothesis 3: sentences contradicting targeted 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 378; Subject = 84; StoryID = 19 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
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Table B29  
Full LMEM results for Experiment 3, Hypothesis 4: sentences contradicting alternative 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 465; Subject = 84; StoryID = 23 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 































** p < .05. 
Table B30  
Full LMEM results for Experiment 3, Hypothesis 5: sentences contradicting both 
inferences read slower after reading mutual-predictability stories than control stories 
Formula: RT~1+StoryVersion+(1+StoryVersion|Subject)+(1+StoryVersion|StoryID) 
Control: lmerControl(optCtrl = list(maxfun = 1e+05)) 
Number of observations = 468; Subject = 84; StoryID = 23 
Random Effects: Variance  SD Correlation   
 Subject (Intercept) 
  StoryVersion 
 ProbeWord (Intercept) 




































EXPERIMENTAL STORIES FOR EXPERIMENTS 2 AND 3 
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Brad  Targeted Probe Word: STEAL Alternative Probe Word: BUY 
 
High-predictability target version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. He wanted to find something special for her but he was laid off from his job 
three months ago and couldn't afford to get her anything nice. In the jewelry department, 
he saw a beautiful ruby ring sitting in a display on the counter. He looked around to make 
sure no salespeople were watching. His wife would be thrilled by the ring but there was 
no way he could pay for it. He had to have it. Seeing no salespeople or customers around, 
he quietly made his way closer to the counter. 
 
Mutual-predictability version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. He wanted to find something special for her but he had just started a new job 
and had not received his first paycheck. He wasn't sure if he could get her anything nice. 
In the jewelry department, he saw a beautiful ruby ring sitting in a display on the counter. 
Brad looked in his wallet and realized he had just enough money to afford it. His wife 
would be thrilled by the ring but then he wouldn’t be able to pick up some beer on the 
way home. He looked around for any salespeople nearby and quietly made his way closer 
to the counter. 
 
Control version: 
Brad was wandering through a department store, looking for a present for his wife's 
birthday. Her birthday was months away, and he didn’t have any money at the moment, 
but he had free time that day to start looking. In the jewelry department, he saw a 
beautiful ruby ring sitting in a display on the counter. He couldn't find a salesperson. 
Knowing his wife would be thrilled by the ring, he wanted to find out more about it. He 
could almost see the price tag through the glass from where he was standing. He quietly 
made his way closer to the counter. 
 
Neutral Background: He began to think about how much better this gift would be than 
the last gift he gave his wife. He could vividly remember the look on her face when he 
gave her the vacuum cleaner last year. He did not want to see that look again this year. 
 
Target contradictory sentence: After staring at the ring for some time, Brad finally saw a 
salesman and asked him for help. 
Alternative contradictory sentence: After staring at the ring for some time, Brad snatched 
the ring and made a dash for the exit. 
Both contradictory sentence: After staring at the ring for some time, Brad decided to 
continue shopping for something else. 
 
Post-contradictory sentence: It was already dark by the time Brad made it out of the 
department store. 
 
Comprehension Question: Was the ruby ring in a counter display?  
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Albert  Targeted Probe Word: SLIP  Alternative Probe Word: COLLIDE 
 
High-predictability target version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off ten books he had borrowed. He 
got out of the car and the tall stack of books in his arms blocked his vision. Between his 
car and the book-drop there was a low-hanging sign and a patch of ice. Albert was aware 
of the low-hanging sign but did not notice of the patch of ice. He quickly began to walk 
toward the book-drop. 
 
Mutual-predictability version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off ten books he had borrowed. He 
got out of the car and the tall stack of books in his arms blocked his vision. Between his 
car and the book-drop there was a patch of ice and a low-hanging sign. Albert was 
unaware of the patch of ice and did not notice the low-hanging sign. He quickly began to 
walk toward the book-drop. 
 
Control version: 
Albert had an endless list of errands to run, and it was already four thirty. His next stop 
was the public library down the street. He had to drop off a book he had borrowed. He 
got out of the car and made sure to remember to grab the book from the passenger seat. 
Between his car and the book-drop there was a patch of ice and a low-hanging sign. 
Albert knew the library well and always avoided the patch of ice and the low-hanging 
sign. He quickly began to walk toward the book-drop. 
 
Neutral Background: He had to hurry because he still needed to make it to the post 
office. It was all the way across town and would close at five o’clock. He needed to 
return some shoes that he had bought on the internet. If he didn’t make it in time then he 
would be charged for both pairs. 
 
Target contradictory sentence: As he made his way to the book-drop, Albert jumped over 
the patch of ice and bumped his head on the sign. 
Alternative contradictory sentence: As he made his way to the book-drop, Albert ducked 
under the sign but slipped on the ice. 
Both contradictory sentence: After returning the books, Albert made his way back to the 
car safely without injuring himself on the obstacles. 
 
Post-contradictory sentence: Target and Alt: There was no way he would make it to the 
post office now. Both: He then sped off to the post office. 
 
Post-contradictory sentence (for Exp. 3): Target and Alt: Now, there was no way he 
would make it to his next stop before the 5 o'clock closing time. Both: He then sped off to 
the next stop on his list. 
Comprehension Question: Did Albert have errands to run?  
 
196 
Police  Targeted Probe Word: TICKET Alternative Probe Word: ARREST 
 
High-predictability target version: 
The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio. All of a sudden, two teenagers in a Camaro sped by him at 80 mph. The speed limit 
on that road was only 55 mph. The officer slipped out of his spot in order to pursue the 
car. The Camaro pulled over to the side of the road in response to the flashing lights. The 
officer approached the car and asked for the driver’s license and registration. 
 
Mutual-predictability version: 
The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio when a car sped by him at 80 mph. The speed limit on that road was only 45 mph. 
He followed the car and finally pulled it over. The officer recognized the people in the 
car and he knew that they were probably making a beer run. He hoped that they weren't 




The police officer was on duty for tonight. He was listening to the Super Bowl on his 
radio when a car sped by him at 80 mph. The speed limit on that road was 70 mph. The 
officer slipped out of his spot in order to pursue the car. The car pulled over in response 
to the flashing lights and the officer saw it was one of his son’s friends. The officer was 
feeling quite lenient. He approached the car and asked for the driver’s license and 
registration. 
 
Neutral Background: As the officer called in the information, he wished he was back 
home on his couch. It was cold that night, and the rain was just starting to come down. A 
warm drink and dry clothes would be very nice. However, his team was winning the 
game, which helped his spirit. The officer then made his way back to the driver. 
 
Target contradictory sentence: A few moments later, the officer put the driver in the back 
of the police car and began to lecture him. 
Alternative contradictory sentence: A few minutes later, the officer reminded the driver 
to be safe as he waved goodbye. 
Both contradictory sentence: After talking with the driver, the officer decided to let the 
driver go with a warning. 
 
Post-contradictory sentence: The officer knew the night was far from over, but at least 
his team had broken away with a big lead. 
 




Jeff  Targeted Probe Word: CHEAT Alternative Probe Word: FAIL 
 
High-predictability target version: 
Jeff was panicked when he saw the exam questions. He needed to pass this course in 
order to graduate, and he realized he wasn't prepared. He stared at the first question for 
several minutes but couldn't think of what to write. He looked around the classroom and 
saw the instructor was busy doing paperwork. He was able to get a clear view of the 
student’s paper next to him without risk. Jeff looked up at the clock on the wall and 
realized he was running out of time. 
 
Mutual-predictability version: 
Jeff was panicked when he saw the exam questions. He needed to pass this course in 
order to graduate, and he realized he wasn't prepared. He stared at the first question for 
several minutes but couldn't think of what to write. He looked around the classroom and 
saw the instructor walking on the other side of the classroom. He thought about trying to 
get a clear view of the student’s paper next to him, but it would be risky. Jeff looked up at 
the clock on the wall and realized he was running out of time. 
 
Control version: 
Jeff was delighted when he saw the exam questions. He needed to pass the course in 
order to graduate, and he realized he was very well prepared. He answered the first 
question in several minutes and was quite pleased with what he had written. He made 
sure the students around him could not get a clear view of his paper. After taking his time 
on the exam, he still needed to answer the final question. Jeff looked up at the clock on 
the wall and realized he was running out of time. 
 
Neutral Background: Other students were turning in their exams and racing out the door. 
It was the last class before summer break started. Jeff had planned a trip to the beach and 
was very excited. He hadn’t been able to surf since the previous summer. Just then, 
someone dropped a book on the ground. Jeff snapped out of his daydream and proceeded 
to finish the exam. 
 
Target contradictory sentence: Keeping his eyes on his own paper, Jeff hurriedly 
scribbled down the best answer he could think of and turned in his exam. 
Alternative contradictory sentence: The next week, Jeff was awarded his degree at the 
graduation ceremony. 
Alternative contradictory sentence (for Exp. 3): Jeff finished the exam and the next week 
he was awarded his degree at the graduation ceremony. 
Both contradictory sentence: At the graduation ceremony, Jeff felt proud about passing 
the course without cheating. 
Both contradictory sentence (for Exp. 3): Jeff finished the exam and the next week at the 
graduation ceremony he felt proud about passing the course without cheating. 
Post-contradictory sentence: Now that it was officially summer break, he couldn’t wait 
to get to the beach. 
Comprehension Question: Did Jeff ask the instructor any questions?  
 
198 
Plane  Targeted Probe Word: CRASH Alternative Probe Word: LAND 
 
High-predictability target version: 
The big airliner was losing altitude in the middle of its four hour flight. For safety's sake 
the pilot turned on the seat belt and no smoking signs. He then realized one of the two 
engines had failed. While concentrating on managing the controls, the pilot searched hard 
for somewhere to land and spotted a runway straight ahead. He had never been in this 
situation before and was very nervous. As he approached the runway he realized he was 
coming in too steep and it was too late to pull up. He tensed up and took a deep breath. 
 
Mutual-predictability version: 
The big airliner was losing altitude in the middle of its four hour flight. For safety's sake 
the pilot turned on the seat belt and no smoking signs. He then realized one of the two 
engines had failed. While concentrating on managing the controls, the pilot searched hard 
for a place to land and tried to contact the nearest airport. He had never been in this 
situation before and was very nervous. As he approached the runway, he saw a large 
billboard ahead and hoped that he could clear it. He tensed up and took a deep breath. 
 
Control version: 
The big airliner was losing altitude as it flew across the ocean; it’s destination still hours 
away. For safety's sake the pilot turned on the seat belt and no smoking signs. He then 
realized one of the two engines had failed. While concentrating on managing the controls, 
he remained very calm and began searching for a solution. Suddenly, the engine came 
back on and he regained control. The pilot turned off the warnings and began the climb 
back to cruising altitude. He released his tension and took a deep breath. 
 
Neutral Background: The pilot suddenly recalled the conversation he had with his co-
pilot just a couple hours ago. They were discussing the refresher safety-training course 
they had to undergo last week at a workshop in Ipswich. He wished he was flying one of 
the newer aircraft that had safety features installed to reduce the risk of failed engines. 
Directing his attention back to the current situation, the pilot calculated his next best 
move. 
 
Target contradictory sentence: Once on the ground, the passengers thanked the pilot for a 
safe landing. 
Alternative contradictory sentence: The faulty engines proved too much for the pilot to 
handle and the plane crashed when trying to land. 
Both contradictory sentence: After regaining a safe cruising altitude, the airliner 
continued safely for the remainder of the journey. 
 
Post-contradictory sentence: Target and Both: Everyone on board the airliner was 
thankful to be alive. Alternative: Thankfully, no one on board the airliner suffered serious 
injuries. 
 
Comprehension Question: Was it a smooth flight?  
 
199 
Boys  Targeted Probe Word: FIGHT Alternative Probe Word: PLAY 
 
High-predictability target version: 
A crowd started to gather in the school yard, watching the two 12th grade boys. Tom and 
Bill had always been enemies since their earlier days as basketball rivals. Now that Tom 
was dating Bill's old girlfriend, their hatred intensified. That afternoon they had 
challenged each other and now the crowd was egging them on. Neither boy wanted to 
back down so when Bill threw his books to the ground, Tom took off his jacket, and 
moved toward him. 
 
Mutual-predictability version: 
A crowd started to gather on the basketball court, watching the two 12th grade boys. 
Although Tom and Bill were close friends, they were rivals on the basketball court. Now 
that Tom was coaching in Bill's brother's league, their rivalry intensified. That afternoon 
they had challenged each other and the crowd was egging them on. Neither boy wanted to 
back down so when Bill threw his books to the ground, Tom took off his jacket, and 
moved toward him. 
 
Control version: 
A crowd started to gather in the school yard, watching the two 12th grade boys. Tom and 
Bill had always been friends since their earlier days as basketball teammates. Off the 
court, they enjoyed honing their skills as rap artists. That afternoon they had challenged 
each other to a rap battle and the crowd was egging them on. Both boys were eager to get 
started so when Bill threw his books to the ground, Tom took off his jacket, and moved 
toward him. 
 
Neutral Background: Just then the bell rang. Lunch break was over and it was time to 
return to class. Everyone felt the break was too short so they usually waited ignored the 
bell. No one would return to class until the principal came outside and began threatening 
detention. Today was no different and no one returned to class at the sound of the bell. 
 
Target contradictory sentence: When they finished, the boys did a chest bump and waved 
at the crowd in response to the applause. 
Alternative contradictory sentence: The crowd formed a tight circle around the boys 
while they battled. 
Both contradictory sentence: The boys began to rap about their early days on the 
basketball court. 
 
Post-contradictory sentence: After a few moments, everyone returned to class when they 
heard the principal yelling. 
 






Don  Targeted Probe Word: LOSE  Alternative Probe Word: WIN 
 
High-predictability target version: 
Don spent his entire Saturday afternoon at the races. For most of the day he didn't have 
much luck. In the last race of the day, he bet all of his money on a large gray colt with a 
reputation for winning races. At first, the colt was in front and had a slight lead. In the 
backstretch, another horse made its move and started to close the gap. The two horses 




Don spent his entire Saturday afternoon at the races. For most of the day he didn't have 
much luck. In the last race of the day, he bet all of his money on a large gray colt with a 
reputation for winning races. At first, the colt was in front and had a slight lead. In the 
backstretch, another horse made its move and started to close the gap quickly. The two 




Don spent his entire Saturday afternoon at the races with his friend who owned a large 
gray colt. In the last race of the day, he bet all of his money on his friend’s colt. At first, 
the colt was in front and had a slight lead. In the backstretch, another horse made its 
move and started to close the gap. Just then, a transformer blew and the power to the 
stadium went out. Don knew the bets would be cancelled as the horses headed toward the 
line. 
 
Neutral Background: Just moments before, the crowd seated in front of Don rose from 
their seats and started cheering quite loudly. The big hats blocked his view of the race. 
Don hated the big hats for that very reason, even though he did think some of them were 
quite amusing. Don was looking up at the big screen to see what was happening. After 
the race, he went to find his friend. 
 
Target contradictory sentence: Because he didn’t lose any money, Don invited his friend 
to dinner. 
Alternative contradictory sentence: Don didn’t care that he didn’t win any money that 
day. 
Both contradictory sentence: Don found out the organizers had cancelled all bets for the 
afternoon due to computer errors. 
 
Post-contradictory sentence: Don enjoyed himself as usual and was already looking 
forward to next weekend. 
 




Logan  Targeted Probe Word: ESCAPE Alternative Probe Word: DRINK 
 
High-predictability target version: 
Major Logan and his unit had been prisoners of the Germans for three months. They were 
given food and water, but were treated badly by their captors and they very much wanted 
to rejoin their fellow soldiers. That night, although tired, they began to do something 
about the situation. They could hear water running beneath their feet, possibly from an 
old storm drain running under the ground. While the German troops slept, the major 




Major Logan and his unit had been prisoners of the Germans for three months. They were 
housed in a small, cramped, tin shed, and were given only enough food and water to 
survive. That night, no longer able to handle the unbearable heat, they began to do 
something about the situation. They could hear water running beneath the shed, possibly 
from an old storm drain running under the ground. While the German troops slept, the 




Major Logan and his unit had been prisoners of the Germans for three months. They were 
deprived of adequate food and water, and were tortured by their captors, who wanted 
information about the plans of their army. That night, very tired and hungry, the major 
finally broke down. He informed them about the weapons arsenal buried in an old storm 
drain that ran under the ground beneath the camp. Given the major's information, the 
German commander alerted his troops, and ordered the prisoners to begin to quietly dig 
in the earth below. 
 
Neutral Background: As they started digging with all the strength they had left in them, 
the soldiers encouraged each other by sharing about their loved ones back home.  Each of 
the soldiers had someone they cherished and would love to see again soon. Knowing 
what lies ahead, the solders kept on digging at the ground below. 
 
Target contradictory sentence: When they reached the storm drain, water started flowing 
everywhere so the prisoners started cheering and dunking their heads in the water. 
Alternative contradictory sentence: When they reached the storm drain, the prisoners 
dashed through it to safety. 
Both contradictory sentence: After digging for several hours, the Germans corralled the 
prisoners and put them in the stocks. 
 
Post-contradictory sentence: Target and Alt: Major Logan was glad to finally see smiles 
on his men’s faces. Both: Major Logan begged the Germans to not hurt his men. 
 
Comprehension Question: Was Major Logan German?  
 
202 
Danny  Targeted Probe Word: CATCH Alternative Probe Word: MISS 
 
High-predictability target version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league and was a particularly good outfielder. Today, Danny was feeling 
confident. He had been making great plays all day. It was the opposing team's final turn 
at bat and Danny’s team needed one out to win the game. The pitch was thrown and the 
ball was hit right toward Danny in the outfield. Danny looked up and opened his glove as 
he watched the ball fly through the air. 
 
Mutual-predictability version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league, but was not a particularly good outfielder. Today, Danny had to 
play in the outfield. He was feeling a little nervous. It was the opposing team's final turn 
at bat and Danny’s team needed one out to win the game. The pitch was thrown and the 
ball was hit right toward Danny in the outfield. Danny looked up and opened his glove as 
he watched the ball fly through the air. 
 
Control version: 
Danny loved to play baseball. He was on one of the town's Little League teams and he 
and his friends often played a pickup game after school. Danny was one of the best 
players in the league and was a particularly good outfielder. Today, Danny was feeling 
nervous. It was the opposing team's final turn at bat and Danny’s team needed one out to 
win the game. Danny was in the outfield when the best batter on the opposing team 
stepped up to the plate. The pitch was thrown and the ball was hit a mile in the sky. 
Danny looked over the fence and knew he was defeated as he watched the ball fly 
through the air. 
 
Neutral Background: Danny started playing baseball and basketball when he was 6 years 
old. Initially, his mother taught him the game. By the time he was in middle school, 
Danny was good enough for the coach to spot him. Since then, he improved and joined 
his town’s little league. Back on the field, he was trying his best that day. 
 
Target contradictory sentence: After the last play, Danny felt bad that he couldn’t make a 
catch to win the game for his team. 
Alternative contradictory sentence: Even though it wouldn’t count, Danny jumped over 
the fence and caught the ball anyway. 
Both contradictory sentence: Danny hung his head low after he watched the ball go over 
the fence for a homerun. 
 
Post-contradictory sentence: Then, like a true sportsman, he went to shake hands with 
the other team. 
Comprehension Question: Was Danny playing baseball?  
 
203 
Crowd  Targeted Probe Word: THROW Alternative Probe Word: QUIT 
 
High-predictability target version: 
As the produce company president started his speech, there were shouts from the crowd 
of workers. Since the shutdown of the factory had been announced, the workers were 
having trouble supporting their families and had become increasingly angry. Several in 
the crowd had bags of tomatoes, rotting vegetables, and eggs. They were only waiting for 
a signal to show their fury. That signal came as the union leader got to his feet, yelled 
loudly, and raised his fist. 
 
Mutual-predictability version: 
As the produce company president started his speech, there were shouts from the crowd 
of workers. The workers had become angry about unsafe working conditions, and many 
didn’t want to work there any longer, after the company was exposed for its wrongful use 
of pesticides. Several in the crowd stood there with bags of contaminated eggs and 
tomatoes. They were only waiting for an opportunity to show how they felt. Their signal 
came as the union leader got to his feet, yelled loudly, and raised his fist. 
 
Control version: 
As the produce company president ended his speech, there were shouts from the crowd of 
workers. Since the reopening of the factory had been announced, the workers had become 
increasingly happy. Several in the crowd had been broke, unable to buy food for their 
families, so the president passed out bags of bread and eggs to each worker. They were 
waiting for the signal to return to work. That signal came as the union leader got to his 
feet, yelled loudly, and raised his fist. 
 
Neutral Background: The union leader was a large and burly man. His voice was loud 
and booming and carried over the noisy crowd. He was voted to be the union leader 
because he was a caring man who took time to know each union member’s family. The 
union members knew his large stature and booming voice would get their interests heard. 
This day was no exception, and everyone followed him when he raised his fist. 
 
Target contradictory sentence: The workers quickly put the bags of food into their cars. 
Alternative contradictory sentence: The next day, the company president decided to give 
each worker a raise. 
Both contradictory sentence: The workers put the bags of food into their cars and 
marched back into the factory, happy to be back at work. 
 
Post-contradictory sentence: The produce company president knew he still had a group 
of loyal employees. 
 




Anne  Targeted Probe Word: HIT  Alternative Probe Word: FEED 
 
High-predictability target version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat was at her feet. Suddenly, she heard a noise in 
the back that sounded like a window opening. Then she heard footsteps coming toward 
her from down the hallway. She had to think quickly. The frying pan on the stove was 
full of food; she grabbed it anyway. As the kitchen door opened, Anne held the pan 
tightly and raised it high. 
 
Mutual-predictability version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat was nowhere in sight and had missed dinner. 
Suddenly, she heard a noise in the backyard through the open window. Then she heard 
footsteps tiptoeing around the back door. She tried to think. The frying pan on the stove 
was full of food; she grabbed it. As the kitchen door opened, Anne held the pan tightly 
and raised it high. 
 
Control version: 
Anne was babysitting late one night at her neighbor's house. The children were sound 
asleep, and she was in the kitchen. The cat tiptoed down the hallway toward Anne. She 
was finishing cleaning when she heard a noise in the front yard. It was the parents getting 
home. Careful not to wake the sleeping children, she grabbed a frying pan full of food. 
She cleaned the pan and went to put it away on the top shelf of the pantry. As she opened 
the door, Anne held the pan tightly and raised it high. 
 
Neutral Background: Anne had just started babysitting for her neighbor’s. This was only 
her second time in her neighbor’s house. However, she immediately fell in love with the 
children. After her first night babysitting, she couldn’t wait until she was needed to 
babysit again. Unfortunately, this time was quite a bit more stressful. 
Target contradictory sentence: Meanwhile, back in the kitchen, the cat must have been 
hungry because he devoured the leftovers in a few seconds. 
Target contradictory sentence (for Exp. 3): The cat must have been hungry because he 
devoured the leftovers in a few seconds. 
Alternative contradictory sentence: Before she went home, Anne informed her neighbors 
that she forgot to feed the cat. 
Alternative contradictory sentence (for Exp. 3): A little while later, before she went 
home, Anne informed her neighbors that she forgot to feed the cat. 
Both contradictory sentence: Meanwhile, back in the kitchen, Anne struggled to put the 
heavy pan back into the pantry. 
Both contradictory sentence (for Exp. 3):Anne struggled to put the heavy pan back into 
the pantry. 
Post-contradictory sentence: Although the day was stressful, Anne promised she would 
babysit again. 
Comprehension Question: Was Anne in the living room?  
 
205 
George Targeted Probe Word: HIDE  Alternative Probe Word: CHANGE 
 
High-predictability target version: 
George and Rachel were embracing passionately in her bedroom when they heard her 
husband at the front door. He usually worked late but she had forgotten he would be 
home early for dinner tonight. George jumped up in a panic as he heard Rachel's husband 
call up to her. He realized that he couldn't leave without being seen. At last he spotted the 
closet, and dashed across the room towards it. 
 
Mutual-predictability version: 
George and Rachel were embracing passionately in the kitchen when they heard their 
children enter the front door. The children and some of their friends had just returned 
from playing and were hungry for dinner. George jumped up in a panic because he didn’t 
have on a shirt. He knew that he couldn't be seen looking like this. At last he spotted the 
closet, and dashed across the room towards it. 
 
Control version: 
George and Rachel were embracing passionately in their bedroom when they heard the 
Smiths at the front door. George had invited them over for dinner, but had lost track of 
time while making preparations. George jumped up in a panic, realizing that he was out 
of wine. He decided to sneak out the back door and make a quick run to the liquor store. 
He spotted his bike in the closet and dashed across the room towards it. 
 
Neutral Background: Meanwhile, Rachel went to the kitchen and began preparing a 
snack to have before dinner. Her favorite hors d’oeuvre was cream cheese with peppered 
jelly and crackers. It was also very simple to make. It only took her about a minute to 
plate the snack and get it ready to be served. She hoped the snack would distract from 
George in the closet. 
 
Target contradictory sentence: After quickly changing his clothes, George ran out the 
back door. 
Alternative contradictory sentence: After checking that no one would see him, George 
came out of the closet. 
Both contradictory sentence: George grabbed his bike out of the closet and ran out the 
back door. 
 
Post-contradictory sentence: Rachel then started setting the table for dinner. 
 




Karen  Targeted Probe Word: DUMP        Alternative Probe Word: EXCHANGE 
 
High-predictability target version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. The last 
straw came when a rude man at one of her tables complained that the spaghetti she had 
just served was cold. As he became louder and nastier, she lost control. She wasn't 
thinking of the consequences when she lifted up the plate of spaghetti. 
 
Mutual-predictability version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. Karen 
thought about quitting when a rude man at one of her tables complained that the spaghetti 
she had just served was cold. Karen became irritated as he became louder and nastier. 
She tried her best to calm herself down as she lifted up the plate of spaghetti. 
 
Control version: 
Karen was fed up with her job waiting on tables. Customers were rude, the chef was 
impossibly demanding, and the manager had made a pass at her just that day. Karen had 
already decided to quit at the end of the day. Karen completely ignored a rude man who 
complained that the spaghetti she had served was cold, no matter how loud and nasty he 
became. She even waited until the man left before she lifted up the plate of spaghetti. 
 
Neutral Background:  Just then, there was a crashing sound outside of the restaurant. 
Someone jumped up to look out the window and reported that there was a car accident on 
the street right outside. Luckily it was only a minor accident, so everyone in the 
restaurant went back to their business. Karen looked back down at the plate of spaghetti 
in her hand. 
 
Target contradictory sentence: She then returned the plate of spaghetti to the kitchen. 
Alternative contradictory sentence: She then turned the plate and let the spaghetti slowly 
slide off. 
Both contradictory sentence: She then threw the plate of spaghetti in the trash. 
 
Post-contradictory sentence: Karen then stormed out of the restaurant and never returned. 
 




Actress Targeted Probe Word: JUMP Alternative Probe Word: JOIN 
 
High-predictability target version: 
The actress was severely depressed that evening. Her last three pictures had been box 
office failures and her agent had not returned her calls. She was no longer young and 
beautiful and life seemed empty. She went to the roof of her penthouse and stared out at 
the lights of the city beneath her feet. She could hear people laughing from a party in the 
neighbor’s penthouse just below. She wasn’t invited, which just made her more upset. 
With an overwhelming sense of despair, she gazed down at the city as she stepped toward 
the edge of the roof. 
 
Mutual-predictability version: 
The actress was severely depressed that evening. Her last three pictures had been box 
office failures and her agent had not returned her calls. She was no longer young and 
beautiful and life seemed empty. She went to the roof of her penthouse and stared at the 
lights of the city beneath her. She was standing next to a fire-escape ladder that lead 
down to her neighbor’s penthouse. She could hear people laughing from the party she 
was invited to earlier that week. Feeling very alone, she gazed down below and then 
stepped toward the edge of the roof. 
 
Control version: 
The actress was depressed until that evening. Her last three pictures had been box office 
failures but her agent had just called with a new offer. Although she was no longer 
young, life again seemed full. She went to the roof of her penthouse for air and stood next 
to a fire-escape ladder that went down to her neighbor’s penthouse. She could hear 
people laughing from a party just below. She thought about climbing down to the party, 
but decided to be alone. She admired the lights of the city as she stepped toward the edge 
of the roof. 
 
Neutral Background:  She looked up at the sky and began counting constellations. She 
thought about how her parents had taught her how to find them when she was younger. 
She had always loved stars and had even taken an astronomy class in college. Orion was 
her favorite constellation. 
 
Target contradictory sentence: As she looked out over the city, she decided to go to the 
party. 
Alternative contradictory sentence: A few moments later, the people in the party saw the 
actress fly past the window and hit the pavement below. 
Both contradictory sentence: As she looked out over the city, she felt chilly and decided 
to go back inside.  
 
Post-contradictory sentence: Target: She knew she would enjoy the party if she went. 
Alternative: A crowd gathered below after she fell. Both: She was excited about the 
prospect of her new movie. 
Comprehension Question: Did the actress live in a penthouse?  
 
208 
Merrill  Targeted Probe Word:  SELL Alternative Probe Word:  REPAIR 
 
High-predictability target version: 
Mrs. Merrill had been a widow for 10 years. Her husband's insurance money had been 
spent, and she was now barely getting by on her Social Security income. She thought she 
was too old to get a job and she had no relatives to help her. The only valuable possession 
she had was the beautiful diamond ring her husband had given her for their 25th 
anniversary. She loved the ring but she needed money. She didn’t know what else to do. 
Hoping the ring would be worth a lot, she sadly went to a downtown jeweler. 
 
Mutual-predictability version: 
Mrs. Merrill had been a widow for 10 years. She was barely getting by on her husband's 
insurance money and her Social Security income. She thought about getting a job, but 
thought she was too old. She was also bored because she had no relatives nearby. She 
then thought about her valuable diamond wedding ring, which was recently damaged. 
She decided to make a trip to the jeweler. Unfortunately her favorite uptown jeweler had 
closed down so she sadly went to a downtown jeweler. 
 
Control version: 
Mrs. Merrill had been a widow for 10 years. She continued to live very comfortably on 
the money from her husband's insurance policy and her Social Security income. But she 
was bored because she had no relatives nearby, and she thought she was too old to get a 
job. She then thought about going shopping for a new ring. She decided to make a trip to 
the jeweler. Unfortunately her favorite uptown jeweler had closed down and she would 
need to go elsewhere. She sadly went to a downtown jeweler. 
 
Neutral Background: At the jeweler she saw her best friend, Mrs. Smith. It had been 
weeks since they had talked, because Mrs. Smith had been on an extended vacation. They 
were very excited to be reunited and made plans to have lunch together the next day.  
 
Target contradictory sentence: When Mrs. Merrill left the store, she admired her ring in 
the sunlight. 
Alternative contradictory sentence: When Mrs. Merrill left the store, she was upset there 
was no ring on her finger. 
Both contradictory sentence: Mrs. Merrill was very happy when the jeweler sold her a 
new bracelet. 
 
Post-contradictory sentence:  She then decided to go to the grocery store that was nearby. 
 




Timmy Targeted Probe Word: CAUGHT    Alternative Probe Word: STARTLED 
 
High-predictability target version: 
Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a R-rated movie and he knew he shouldn’t watch it. However, his parents were busy 
doing yardwork in the backyard so he decided to watch the movie anyway. During one 
intense scene, there was an exciting car chase. Timmy couldn’t take his eyes away. Then 
he heard his mother come in the back door, but he couldn’t find the remote to turn off the 




Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a horror movie and he thought he probably shouldn’t watch it. However, he thought his 
parents were busy doing yardwork in the backyard. Even though he wasn’t sure, he 
decided to watch the movie anyway. During one intense scene, a zombie was about to 
find a frightened woman who was hiding under her bed. Timmy was a little scared but he 




Timmy returned from school and went straight to his bedroom to watch television. On 
one channel there was a movie that some of his classmates had been talking about. It was 
a horror movie and he didn’t want to watch it alone. However, his parents were busy 
doing yardwork in the backyard. He decided to watch the movie anyway. During one 
intense scene, he heard his mother calling for some help. Timmy searched everywhere for 
the remote to turn off the television. He quickly got up to help when he heard a loud 
noise right outside of his bedroom door. 
 
Neutral Background: The door to Timmy’s bedroom was old and creaky. It didn’t have a 
lock on it, for obvious reasons. Timmy’s mother believed that locks kept people 
separated and that families shouldn’t separate themselves from each other. Timmy 
sometimes wished he had a lock though. 
 
Target contradictory sentence: Timmy’s mom opened the door when she heard Timmy 
scream and saw cartoons on the television. 
Alternative contradictory sentence: Timmy’s mom opened the door and was upset when 
she saw what he was watching. 
Both contradictory sentence: Timmy opened the door for his mother who told him to 
come with her to get some ice cream. 
 
Post-contradictory sentence: He decided to try watching the movie again later. 
Comprehension Question: Did Timmy watch the television?  
 
210 
Jane  Targeted Probe Word:  TATTLE  Alternative Probe Word:  LIE 
 
High-predictability target version: 
Jane was very competitive with Mikey and hated losing to him. Whenever she lost, she 
would try to get her brother in trouble for something. Today, they were building paper 
airplanes in the living room. After each had finished their design, the two went to one end 
of the living room to see whose airplane would fly the farthest. Jane went first and her 
airplane almost made it halfway across the room. Mikey threw his airplane next and it 
made it all the way across the room and knocked a vase off the bookshelf. Jane’s mother 
rushed into the room and immediately asked Jane what happened. 
 
Mutual-predictability version: 
Jane and her little brother, Mikey, were building paper airplanes in the living room. Jane 
and her brother often got into trouble for making a mess inside. After each had finished 
their design, the two went to the opposite end of the living room to see whose airplane 
would fly the farthest. Jane went first and her airplane almost made it across the room, 
landing just short of the bookshelf. Mikey threw his airplane next. His plane flew all the 
way across the room and knocked a vase off the bookshelf. Jane’s mother rushed into the 
room and immediately asked Jane what happened. 
 
Control version: 
Jane and her little brother, Mikey, were building paper airplanes in the living room. Jane 
loved her brother but was very competitive with him. After each had finished their 
design, the two went to the opposite end of the living room to see whose airplane would 
fly the farthest. Mikey went first and his airplane almost made it across the room, landing 
just short of the bookshelf. Jane threw her airplane next. She screamed with joy as it 
landed next to a vase on top of the bookshelf, making her the winner. Jane’s mother 
rushed into the room and immediately asked Jane what happened. 
 
Neutral Background: In the other room, Jane's mom was hosting a book club meeting. 
They met every week to eat snacks and discuss their favorite books. That day, they were 
enjoying a homemade cake and cookies that Jane's mother had spent hours baking. Jane 
looked up at her mother, who had her hands on her hips. 
 
Target contradictory sentence: Jane looked at her brother and then told her mother that 
she had no idea what happened. 
Alternative contradictory sentence: Jane looked at her brother and then told her mother 
what had happened. 
Both contradictory sentence: Jane ran out of the room instead of answering her mother. 
 
Post-contradictory sentence: Their mother was angry with their behavior. 
 




Abigail  Targeted Probe Word: RETURN Alternative Probe Word: STEAL 
 
High-predictability target version: 
Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
completing her church group meeting and saw a man frantically patting his pockets and 
searching the ground. Even though she was strapped for cash, Abigail decided to do the 
right thing when she noticed a loose wallet on the ground. 
 
Mutual-predictability version: 
Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
leaving the food bank and saw a man frantically patting his pockets and searching the 




Abigail recently lost her job and was struggling to pay her bills. She hoped her savings 
would hold her over until she found a new job. To save money, Abigail sold her car and 
began walking everywhere she went. She was heading home one early evening after 
leaving the food bank and saw a man frantically patting his pockets and searching the 
ground. Abigail was in such a hurry that she just continued on her way when she noticed 
a loose wallet on the ground. 
 
Neutral Background: Across the street she could see a few kids playing with a jump rope. 
Abigail remembered how that had been her favorite past time when she was their age. 
She and her older sister spent hours practicing. Abigail had held the neighborhood's 
record for being able to jump rope the longest. 
 
Target contradictory sentence: As it turns out, the man never got his wallet back. 
Alternative contradictory sentence: As it turned out, the man got his wallet back. 
Both contradictory sentence: When she got home, Abigail felt bad for just walking past 
the wallet and not helping. 
 
Post-contradictory sentence: Abigail thought about how she would want someone to give 
her wallet back if they found it on the ground. 
 




Peter  Targeted Probe Word:  OPEN Alternative Probe Word:  ALERT 
 
High-predictability target version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it locked. Peter sat in his chair, propped his feet up, and began reading a 
magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, he 
looked up and noticed an elderly man was walking toward the door holding a cane in one 
hand and a package in the other. Peter jumped from his chair and ran to the door. 
 
Mutual-predictability version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it locked. Peter sat in his chair, propped his feet up, and began reading a 
magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, he 
looked up and noticed a man was walking toward the door holding a dark object in one 
hand and a package in the other. Peter jumped from his chair and ran to the door. 
 
Control version: 
Peter worked as a security guard at a large law firm. He was stationed at the back 
entrance that day and was all alone. Not much traffic came through the back entrance and 
he usually kept it unlocked. Peter sat in his chair, propped his feet up, and began reading 
a magazine that he had brought from home. Every few minutes he would look up at the 
computer monitor to check the security camera. After a couple hours with no activity, a 
breeze came in through the entrance-way as a visitor came in. Not wanting to sweep up 
blown leaves, Peter jumped from his chair and ran to the door. 
 
Neutral Background: As he crossed the room, his phone rang at his desk. He didn't get 
many calls on that phone, and so he knew it was probably just his best friend, Jake. Jake 
always called the day after a big football game to talk about the mistakes the teams had 
made. Last night, Jake's favorite team had lost to their rival and Peter did not feel like 
listening to Jake rant about it. 
 
Target contradictory sentence: When Peter reached the door, he held it closed and called 
for assistance on his radio. 
Alternative contradictory sentence: Peter hurried in the visitor and closed the door behind 
him. 
Both contradictory sentence: When Peter reached the door, he locked it. 
 
Post-contradictory sentence: He was excited to finally have something to do. 
 




Ben  Targeted Probe Word:  RUN  Alternative Probe Word:  FIGHT 
 
High-predictability target version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. The class bully was jealous of all the attention Ben was 
getting, so he pushed Ben off of the swing. Ben was afraid of the bully and always 
avoided confrontations. When Ben picked himself up from the ground he saw the boy 
coming toward him. 
Mutual-predictability version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. The class bully was jealous of all the attention Ben was 
getting, so he pushed Ben off of the swing. Ben was surprised to suddenly find himself on 
the ground. When Ben picked himself up from the ground he saw the boy coming toward 
him. 
Control version: 
Ben was one of the smallest kids in his class but that never stopped him from trying to do 
things that were easier for his taller classmates. One day, Ben was playing on the swing 
set during recess at school. He was enjoying himself as the girls watched him go higher 
than anyone ever had before. Another boy was jealous of all the attention Ben was 
getting, so he tried to beat Ben’s record. As the boys tried to go higher, Ben flew off the 
swing and, as soon as he landed, he heard the other boy falling. Ben started rolling out of 
the way and out the corner of his eye he saw the boy coming toward him. 
Neutral Background: Just then, Ben heard his name being called from across the 
playground. He knew it was his younger sister trying to get his attention. She was 
climbing across the monkey bars and wanted him to watch her. She had just learned how 
to climb across them the day before and was so proud of herself. 
Target contradictory sentence: Ben looked back at the other boy and punched him. 
Target contradictory sentence (for Exp. 3): Ben turned toward the boy and then punched 
him. 
Alternative contradictory sentence: Ben looked back at the other boy and ran to get help 
from the teacher. 
Alternative contradictory sentence (for Exp. 3): Ben quickly ran to get help from the 
teacher. 
Both contradictory sentence: Ben looked back at the other boy and they shook hands. 
Both contradictory sentence (for Exp. 3): Ben turned toward the boy and then they shook 
hands. 
Post-contradictory sentence: After school, Ben took his sister back to the monkey bars so 
she could show him how strong she was. 
Post-contradictory sentence (for Exp. 3): After school, Ben went back to the swing set to 
practice his technique. 
Comprehension Question: Was Ben playing on the swing set?  
 
214 
Carol  Targeted Probe Word: SCREAM Alternative Probe Word: CRY 
 
High-predictability target version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was nervous about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
criticize Carol. Carol was so angry, but she didn’t want anyone to hear her outburst, so 
she ran to her bedroom and stuffed her face in a pillow. 
 
Mutual-predictability version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was nervous about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
analyze everything. Carol was overcome with emotion, but didn’t want anyone to see her 
display it, so she ran to her bedroom and stuffed her face in a pillow. 
 
Control version: 
Carol was preparing for the arrival of her mother-in-law, Judy. She knew Judy had never 
approved of her cooking abilities, yet always expected a delicious welcome dinner. Carol 
desperately wanted to impress Judy and was excited about what to cook. She spent the 
entire day in the kitchen preparing dinner. When Judy arrived, the dinner was almost 
ready and the smell filled the house. Judy walked in the door and immediately began to 
compliment Carol. Carol was extremely tired after the long day and wanted to catch a 
quick nap without anyone seeing her, so she ran to her bedroom and stuffed her face in a 
pillow. 
 
Neutral Background: Meanwhile, Judy went to her car to unpack her things. She had two 
bags, one for her clothes and the other was a crate for her cat, Mittens. Mittens was a gift 
from her late husband, and Judy didn’t travel anywhere without her. Judy went to put 
Mittens in the guest bedroom which was near Carol’s. 
 
Target contradictory sentence: The walls were thin, so Judy could hear Carol sobbing 
from the other room. 
Alternative contradictory sentence: The walls were thin, so Judy could hear Carol yelling 
from the other room. 
Both contradictory sentence: The walls were thin, so Judy could hear Carol celebrating 
from the other room. 
 
Post-contradictory sentence: Carol soon came out of the room and served dinner as soon 
as it was ready. 
Comprehension Question: Did Carol want to impress Judy?  
 
215 
Ron  Targeted Probe Word: RIP  Alternative Probe Word: ACCEPT 
 
High-predictability target version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He loved his job, thought his co-workers were amazing, and his salary was 
satisfactory. He never thought, for even a second, that he would move to another job. One 
day, after reporting breaking news that made national headlines, he was approached by 
the chief editor of a national news station. The editor offered him a position at his news 
station. The editor showed Ron the opportunity letter, which was for half of the pay he 




Ron recently graduated with a journalism degree and was employed at the local news 
station. He thought he was good enough to be on national news. However, he loved his 
job, thought his co-workers were amazing, and his salary was satisfactory. One day, after 
reporting breaking news that made national headlines, he was approached by the chief 
editor of a national news station. The editor offered him a position at his news station. 
The editor showed Ron the opportunity letter, which was for the same pay he was 
currently earning. After thinking about the opportunity for a few minutes, Ron snatched 
the letter from the man’s hands. 
 
Control version: 
Ron recently graduated with a journalism degree and was employed at the local news 
station. He loved his job, thought his co-workers were amazing, and his salary was great. 
He never thought, for even a second, that he would move to another job. One day, while 
trying to rush to the bank before it closed, he was approached by the chief editor of a 
national news station. The editor asked him to give an offer letter to one of his co-
workers because she was out sick and the editor had to catch a plane home. The editor 
wouldn’t stop talking and even offered Ron a position, which he promptly refused. He 
was eager to get to the bank so Ron snatched the letter from the man’s hands. 
 
Neutral Background: Just then, Ron's producer called him on the phone. The producer 
told Ron that he had just learned of a big story, and asked Ron to report it on the news 
that night. The producer told him that he would need to interview the town's mayor, and 
emailed him a list of questions to ask. Ron quickly finished what he was doing and 













Target contradictory sentence: After looking at the offer again, Ron decided he wanted 
the new job. 
Target contradictory sentence (for Exp. 3): A little later, Ron looked at the offer again 
and decided he wanted the new job. 
 
Alternative contradictory sentence: After looking at the offer again, Ron wanted to tear it 
apart. 
Alternative contradictory sentence (for Exp. 3): A little later, Ron looked at the offer 
again and he just wanted to tear it apart. 
 
Both contradictory sentence: Ron didn’t want things to change, so he “accidently” lost 
the letter under the seat. 
Both contradictory sentence (for Exp. 3): Ron didn’t want things to change, so he 
“accidently” lost the letter. 
 
Post-contradictory sentence: Target: He quit right there and started planning his new life. 
Alternative: After calming down, he focused on preparing for the interview. Both: He 
then focused on preparing for the interview. 
Post-contradictory sentence (for Exp. 3): Target: He quit right there and started planning 
his new life. Alternative: After calming down, he focused on preparing for an interview 
he had to do later that afternoon. Both: He then focused on preparing for an interview he 
had to do later that afternoon. 
 
Comprehension Question: Was Ron happy at his job?  
 
217 
King  Targeted Probe Word: KNIGHT Alternative Probe Word: BEHEAD 
 
High-predictability target version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was pleased to find out that, in his absence, one of his young 
squires living in the castle had thwarted a revolt. The King was proud of the young 
squire’s actions and wanted to commend him for his bravery and courage. That 




The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was upset to find out that one of his young squires living in the 
castle had been arrested for stealing food to give to a starving family. The King was 
proud of the young squire’s actions but he wasn’t sure whether to commend the squire or 
to sentence him to death. That afternoon, the King made the squire kneel before him. He 
then raised his sword high in the air. 
 
Control version: 
The King returned from the crusade and was greeted with great enthusiasm from his 
subjects when he arrived at his castle. He was happy to be home and looked forward to 
peaceful days ahead. He was pleased to find out from one of his young squires that, in his 
absence, his people had raised a statue of the king in the town square. The King saw the 
statue and was proud so he decided to hold a celebration. That afternoon, the King made 
a rallying speech to the people as they knelt in the courtyard. The King finished his 
speech with a chant and then he raised his sword high in the air. 
 
Neutral Background: Just then, the King was informed that a foreign Prince was 
requesting to speak to him. The King suspected that the Prince may be interested in 
arranging a marriage with his daughter. He knew that a marriage would be in the best 
interest of his people. He could barely contain his excitement at the prospect of speaking 
with the Prince. 
 
Target contradictory sentence: Then the King lowered his sword to execute the young 
squire. 
Alternative contradictory sentence: Then the King lowered his sword and named the 
squire, Sir Nycolas. 
Both contradictory sentence: Then the King swung his sword and called for a celebration. 
 
Post-contradictory sentence: All the subjects cheered with unconditional support for their 
King. 
 
Comprehension Question: Was the King happy to be home?  
 
218 
Jacob  Targeted Probe Word: WRECK Alternative Probe Word: BRAKE 
 
High-predictability target version: 
Jacob was driving in to work one morning. The road he travels is very winding and 
covered with thick trees down the sides. That day, the fog was thick and he couldn’t see 
very far down the road. He was up late the night before, finishing his project presentation 
for his meeting that day. Even with his morning coffee in hand, Jacob was having trouble 
staying alert. As he came around a blind turn, he didn’t notice a deer standing in the 
middle of the road. 
Mutual-predictability version: 
Jacob was driving in to work one morning. The road he travels is very long and straight 
with long rolling hills and beautiful scenery. However, that day the fog was thick and he 
couldn’t see very far down the road. He was up late the night before, finishing his project 
presentation for his meeting that day. But he had his morning coffee in hand and was 
trying to stay alert. As he got to the top of a hill, there was a deer standing in the middle 
of the road. 
Control version: 
Jacob was driving in to work one morning. The road he travels is very long and straight 
with long rolling hills and beautiful scenery. It was a beautiful day and the sun was 
shining bright. He had a good night’s sleep the night before so he would be fresh for his 
meeting that day. With his morning coffee in hand, Jacob was very wide-eyed and alert. 
As he looked behind him in his rear-view mirror, Jacob admired a deer standing in the 
middle of the road. 
Neutral Background: He was mentally reviewing his presentation notes for his meeting 
while he drove. His presentation was a very important new budget plan for his company. 
The company was in a slump, and he knew he would be fired if his boss didn't like his 
plan. 
Target contradictory sentence: When he looked up, he was easily able to stop his car in 
time to keep from crashing. 
Target contradictory sentence (for Exp. 3): Jacob quickly stopped and pulled over to the 
side of the road. 
Alternative contradictory sentence: Jacob woke up a few minutes after his accident and 
realized he had totaled his car. 
Alternative contradictory sentence (for Exp. 3): The next thing he knew, Jacob woke up 
and found out that he had been in a crash. 
Both contradictory sentence: Jacob was excited to see the deer but then realized he was 
out of gas and got stuck on the side of the road. 
Both contradictory sentence (for Exp. 3): Jacob was excited to see the deer but sped up to 
make it to his presentation on time. 
Post-contradictory sentence: Unfortunately, the delay on his way to work caused him to 
miss his presentation. 
Post-contradictory sentence (for Exp. 3): Both only: Unfortunately, he soon ran out of 
gas and he missed his presentation. 




Erin  Targeted Probe Word:  FAINT Alternative Probe Word:  SUCCEED 
 
High-predictability target version: 
Erin was a surgeon at the local hospital. She had just recently graduated and this was her 
first year on the job. One night, Erin was extremely tired and hungry. She had worked 
back-to-back shifts and had only three hours of sleep over the past two days. She was 
finally about to end her shift for the night when suddenly she was called in for an 
emergency surgery to remove a tumor. It was a delicate surgery that she had never done 
performed and it made her very nervous. Her eyes were blurry and her hands were 
sweating. Erin felt sick as she began to make the incision. 
 
Mutual-predictability version: 
Erin was a surgeon at the local hospital. She had just recently graduated and this was her 
first year on the job. One night, Erin was really dialed-in and had just saved two lives. 
She had been going hard for three hours straight and was ready for a much needed snack 
and short nap. She was about to take a break when suddenly she was called in for an 
emergency surgery to remove a tumor. It was a delicate surgery that she had never 
performed before and it made her a little nervous. Her eyes were blurry and her hands 
started sweating. Erin breathed heavily as she began to make the incision. 
 
Control version: 
Erin was a surgeon at the local hospital. It was her fifth year on the job and she had just 
recently been promoted to chief. One night, Erin was very tired. She had worked back-to-
back shifts and had only three hours of sleep over the past two days. She was finally 
about to end her shift for the night when suddenly she was called in for an emergency 
surgery to remove a tumor. It was a delicate surgery and Erin was not confident about 
performing it. But she was smart and knew her limitations. Erin removed herself from the 
surgery just before she began to make the incision. 
 
Neutral Background: Down the hall in the waiting room, a woman could be heard 
yelling. The woman was the daughter of Erin’s patient. She was clearly upset that she 
couldn’t see her father and began throwing chairs around the waiting room. It took three 
nurses and a security guard to calm the woman down and bring her to a private room to 
wait for Erin to come out of the operating room. 
 
Target contradictory sentence: When Erin left the operating room she was feeling great 
about the way she handled the surgery. 
Alternative contradictory sentence: When Erin left the operating room she was feeling 
sick and defeated. 
Both contradictory sentence: Erin was proud of her decision to not perform the surgery. 
 
Post-contradictory sentence: She made her way down the hall to inform her patient’s 
daughter of the results of the surgery. 
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