In this paper, we prove that there exist no blow-up solutions of the critical generalized Korteweg-de Vries (gKdV) equation with minimal L 2 -mass, assuming an L 2 -decay on the right on the initial data.
Introduction

Main result
We consider in this paper the generalized Korteweg-de Vries (gKdV) equation with the critical exponent:
for u 0 ∈ H 1 (R).
In [6] , C. Kenig, G. Ponce, and L. Vega proved the following existence and uniqueness result in the energy space H 1 (R): for u 0 ∈ H 1 (R), there exist T > 0 and a unique maximal solution u ∈ C [0, T ), H 1 (R) of (4) on [0, T ) which satisfies in addition u 2 (t) = u 2 0 (mass conservation),
E u(t) = 1 2 u 2 x (t) − 1 6 u 6 (t) = E(u 0 ) (energy conservation).
Moreover, either T = +∞ or T < +∞, and then |u(t)| H 1 → +∞ as t → T (see also [5] , [3] , [1] ).
Note that (1) is a special case of the generalized Korteweg-de Vries equations for p ≥ 2 integer:
Recall that the value p = 5 is critical for the blow-up problem in the sense that it is the minimal power allowing the existence of blow-up solutions. Indeed,
• for p < 5 (the subcritical case), as a consequence of the Gagliardo-Nirenberg inequality, all solutions in H 1 are global and bounded in time;
• for p = 5, there exist blow-up solutions in H 1 (for T ≤ +∞, |u(t)| H 1 → +∞ as t → T ) (see F. Merle [13] and Y. Martel and Merle [9] );
• for p > 5, the existence of blow-up solutions is suspected from numerical experiments (see D. Dix and W. McKinney [2] ). In the rest of this paper, we consider only the critical case p = 5. Let Q be the unique positive solution up to translation of
that is, Q(x) = 3 1/4 ch 1/2 (2x) .
Note that ∀c > 0, u c (t, x) = c 1/4 Q(c 1/2 (x − ct)) are special solutions of (1), satisfying The value u 2 0 = Q 2 is critical for the existence of H 1 blow-up solutions for (1).
• If u 2 0 < Q 2 , it is well known that the solution u(t) is global and uniformly bounded in H 1 . Indeed, the variational characterization of Q gives the following Gagliardo-Nirenberg inequality (see M. Weinstein [14] ):
Uniform bound and then global existence follow easily from (2) , (3) , and (5).
• There exists α 0 > 0 such that for all α ∈ (0, α 0 ), there exists a blow-up solution of (1) in H 1 (R) satisfying u 2 0 = Q 2 + α (see [13] , [10] , [9] ). More precisely, we have the following. 1 for critical KdV (see [13] , [9] ) There exists α 0 > 0 such that the following is true. Let u 0 ∈ H 1 (R) be such that
Blow-up results in H
(i) Then the corresponding solution u(t) of (1) blows up in finite or infinite time in H 1 ; that is, there exists 0
If in addition for some C > 0,
then u(t) blows up in finite time; that is, T < +∞.
Remark 1
The proofs of these results are not direct and rely on several rigidities of the equation close to Q. More qualitative properties of blow-up solutions are proved: existence of a universal blow-up profile and information about the blow-up rate (see [7] , [13] , [10] , [9] ).
From these results, a natural question is the existence of a blow-up solution of (1) in the case u 2 0 = Q 2 . We have the following theorem.
THEOREM 1 (Nonexistence of minimal mass blow-up solutions) Let u 0 ∈ H 1 (R) be such that
Assume that for some C > 0 and θ > 3, we have
Then the corresponding solution u(t) of (1) does not blow up in H 1 (R) either in finite or in infinite time, and in particular the solution u(t) is global in time in H 1 (R).
Remark 2
A similar problem has been studied for nonlinear Schrödinger (NLS) type equations. The critical NLS equation
has the same energetic invariants in H 1 (R N ). Thus we also see that for u 2 0 < Q 2 , the solution is global and bounded in H 1 . For u 2 0 = Q 2 , the conformal invariance yields an explicit blow-up solution
In Merle [11] , it is proved that this explicit solution is, in fact, the unique blow-up solution with minimal L 2 -mass, up to the invariances of the equation. Note that for the critical Zakharov equation, in space dimension 2,
the conformal invariance does not exist anymore, and there is no minimal mass blowup solution (see L. Glangetas and Merle [3] ).
The result of the nonexistence of minimal mass blow-up solutions for the critical generalized KdV equation points out the nonexistence of additional invariance (such as the conformal invariance for the critical NLS equation) and illustrates the relation between blow-up and dispersion.
Recall that in [10] we prove that there is no blow-up solution satisfying (6) such that the whole L 2 -mass of the solution concentrates in a self-similar way at one point at the blow-up time. Thus, in some sense, it seems that dispersion of part of the mass is needed to allow blow-up.
The result of the present paper gives another illustration of this fact. Indeed, for a minimal mass solution, all the L 2 -mass has to concentrate at the blow-up time. Note that in this case, since E(u 0 ) > 0, the argument of [10] breaks down, and the proof is completely different.
Main argument of the proof of Theorem 1
The argument is by contradiction. In the rest of this paper, we consider a solution u(t) of (1) with u 2 0 = Q 2 and blowing up in finite or infinite time T ; that is, |u x (t)| L 2 → +∞ as t → T . Assume in addition that for some C > 0 and θ > 3,
We establish some preliminary properties of u(t). Using variational arguments similar to the ones in the determination of all minimal mass solutions of the NLS equation (9), we prove that as t approaches T , u(t) converges to Q in H 1 up to scaling and translation (the two invariances of the KdV equation). This allows us to choose a decomposition of u(t) of the form
where λ(t) → 0 and
This implies, in particular, that
From this, we have a property of exponential decay in the space of u(t) on the left of the soliton (x < x(t)) uniformly in time, following arguments similar to those in [10] . In addition, we observe that the decay condition on the right in L 2 (see (12) ) is preserved through time.
Sections 3 and 4 are devoted to the two main estimates. In Section 3, we are able to match these decay properties and global space-time information on the solution. Indeed, we obtain control on an invariant quantity and a Virial-type quantity in L 1 ( u(t, x) d x and xu(t, x) d x). It follows that blow-up occurs in finite time (T < +∞), and we obtain a surprising control from above of the blow-up rate. PROPOSITION 
(Upper control of the blow-up rate)
We have
These estimates are of the same nature as the ones used in the case of the critical NLS equation, where control of the Virial identity in L 2 (see [11] ) gives precise information on the blow-up rate. Now the situation is completely different from the critical NLS equation, where the conformal invariance allows one to conclude the argument. For the critical KdV equation, in the absence of such an invariance, we obtain rigidity on the asymptotic dynamics of ε. In Section 4, energy, Virial-type estimate, and a degeneracy property on the equation of ε imply the following lower bound on the blow-up rate as t → T . PROPOSITION 
(Lower bound on the blow-up rate)
There exist C > 0 and t 0 ∈ [0, T ) such that
This estimate is in the spirit of the proof of finite time blow-up and upper bound on the blow-up rate in [9] . (In [9] , under the condition E(u 0 ) < 0, we prove the reverse inequality; of course, here we have E(u 0 ) > 0.) The argument is based on an analysis of local in space quantities. A contradiction then follows from Propositions 1 and 2, and thus Theorem 1 is proved.
First properties of a blow-up solution with minimal mass
We recall in this section some properties of the solution established in [13] and [10] . 2 We begin by the decomposition of u(t) into a traveling wave and a small rest.
Existence of the decomposition of u(t) in L
satisfies the following orthogonality conditions: ∀t ∈ [τ 1 , T ),
where
Control of parameters. We have
If u(t, x) is a solution of (1), then −u(t, x) is also a solution, and thus in the rest of this paper we assume without loss of generality that w = u in Lemma 1.
Remark. In this decomposition, the orthogonality conditions are chosen so that one dispersion relation is satisfied (see Lem. 3).
Remark. From (19) and (20), we can assume in addition that τ 1 is such that
Proof
The existence of this decomposition relies on well-known arguments. We sketch it briefly in the case u 2 0 = Q 2 (for more details, see [12] , [13] ). From variational considerations and a result of Weinstein [15] , it is established in [12] that for some
Note that such an estimate on ε 1 (t) is not true for u 2 0 > Q 2 . Now, following [13, §3.1] (proved in the case Q 2 ≤ u 2 0 < Q 2 + α 0 , where α 0 > 0 small), we have θ 1 ≡ 1 or θ 1 ≡ −1 for t large. (From now on, we assume θ 1 ≡ 1.) In addition, from the implicit function theorem, there exist unique C 1 -functions λ(t) and
satisfies the following properties: ∀t ∈ [τ 1 , T ),
(see [10] for the nondegeneracy conditions). By direct calculations, from the relation between ε 1 and ε, we have 1/3 , and the conclusion follows.
We then have the following equation for ε: (20) is obtained by multiplying the equation of ε by (Q/2 + y Q y ) and then by y(Q/2 + y Q y ). Integrating by parts, the control of | ε| H 1 allows us to conclude the proof.
We have the following corollary from the fact that λ(t) → 0 and ε(t) → 0 in H 1 .
Properties of the decomposition
We first remark that from the Gagliardo-Nirenberg inequality (5), we have E(u 0 ) ≥ 0. In addition, if E(u 0 ) = 0, then by the variational characterization of Q, it follows that
for some c 0 > 0, x 0 ∈ R, and thus u(t) does not blow up. Therefore we have
We have from the conservation laws for u(t) the following lemma.
LEMMA 2 (Mass and energy relations; see [8] )
Proof Equation (27) is the conservation of the L 2 -norm of u(t), written in terms of ε.
We have E(Q + ε ) = λ 2 E u(t) = λ 2 E 0 by conservation of energy for u(t), and (28) follows from expanding this formula in ε.
For future reference, we give an easy corollary of Lemma 2.
Proof
Since ε 2 ≤ (1/4) Q 2 for s large, by the Gagliardo-Nirenberg inequality (5), we have E( ε ) > 0. Then from ε Q = −(1/2) ε 2 < 0 and (28),
Now, let us recall a key dispersion relation in L 2 , related to the orthogonality conditions on ε (see [7] , [10] ). There exists an odd function : R → R satisfying
and a parameter A 0 > 10 4 such that if we set
we have the following lemma.
LEMMA 3 (Local Virial identity on ε)
There exist δ 0 > 0 and s 2 > 0 such that for s > s 2 ,
Proof See [10] . Here, the smallness condition on ε in [10, Prop. 2] is given by the fact that
Decay property in the space of the solution
In this section, we establish some space decay properties of the solution. We first claim a decay on the left-hand side of the soliton as a consequence of the fact that u 2 (t, x + x(t)) concentrates as a Dirac mass at the blow-up time.
LEMMA 4 (Exponential decay on the left; see [10] ) There exist C 1 > 0 and a 1 
Then we prove that the polynomial decay on the right-hand side of the soliton is preserved through time.
LEMMA 5 (Polynomial decay in L 2 -norm on the right) Assume that for C > 0, θ > 3,
Then there exists C > 0 such that
Proof of Lemma 4
See [10] for a proof in a similar context. We first renormalize the problem such that λ(t) = 1 by considering
Then z(t) is a solution of (1) on [0, T z ) admitting a decomposition as in Lemma 1, with parameters ε z , λ z , and x z . Moreover, we have z 2 (t , x + x z (t )) Q 2 δ x=0 as t → T z . From this property, meaning that there is no dispersion of L 2 -mass on the left, and an almost monotonicity property in time of solutions of (1), we obtain an exponential decay property on z(0, x ) for x < 0 and thus on ε(t, y) for y < 0. Using a Gagliardo-Nirenberg-type inequality, we obtain an exponential pointwise estimate for y < 0.
Let us recall the almost monotonicity property of z. There exists a C 3 -function ψ : R → R satisfying, for some C > 0,
(see [13] for an explicit expression of ψ(x)), and such that we have from a nonlinear argument the following lemma.
LEMMA 6 (Almost monotonicity of the mass on the left; see [13] ) There exists a 1 > 0 such that the following is true. Suppose that for all t ∈ [0, T z ), |ε z (t)| H 1 ≤ a 1 and 0 < λ z (t) ≤ 32. Then there exist K 0 > 0 and C 0 > 0 such that
Proof of Lemma 5
There are two different regimes.
Step 1: Stability of polynomial decay near the blow-up time. The proof is based on a corollary of Lemma 6 (see [10, Lem. 4 1 is defined in Lem. 6), and λ(t) ≤ 1. We then have, for t ∈ [τ 2 , T ),
]). Let τ
(33) Therefore it is now sufficient to prove the estimate for 0 ≤ t ≤ τ 2 .
Step 2: Stability of polynomial decay on [0, τ 2 ]. The proof is based on elementary calculations in a regular regime. Let
where C = C(τ 2 ). Therefore, by (32), there exists
, and the conclusion follows.
Remark. We could have used another argument to prove Lemma 5. Indeed, here we use property (33), which is a consequence of Lemma 6. Instead, we could have used a special feature of the case u 2 0 = Q 2 : from [11, Prop. 1], we know that, ∀t ∈ [τ 1 , T ),
for some constant C > 0. This allows us to control directly the variation of u 2 (t, x)ψ(x − x 0 ) d x on (τ 2 , T ) and to prove the result without step 1 and (33). Note that this argument involves H 1 , whereas the previous one involves L 2 .
Oscillatory constraints on u(t) and consequences
In this section, we obtain oscillatory integral constraints on the solution from global invariance and decay estimates on the solution. We first recall a few facts concerning the two key quantities used in this section:
Note on the one hand that these quantities are different from the ones used in the context of the NLS equation and on the other hand that the invariant u(t, x) d x was also used in the proof of the existence of a blow-up solution for (1) (see [13] ).
(ii)
Indeed, we have formally
Regularization arguments are standard.
Control on oscillatory integrals
We define the sequence (t n ) such that t n → T as n → +∞,
The existence of such a sequence is guaranteed by the fact that u(t) blows up in H 1 .) In the rest of this paper, we consider values of n such that t n > τ 1 , where τ 1 is defined in the remark following Lemma 1. The choice of such a sequence (t n ) is related to the fact that Lemmas 4 and 5 yield decay properties in the space of u(t n , x). These properties and the fact that the solution concentrates as a Dirac mass at the blow-up time imply the following proposition. PROPOSITION 
(Control on oscillatory integrals) (i) For all t ∈ [0, T ), u(t, x) d x is defined and
For all t ∈ [0, T ), xu(t, x) d x is defined and
Let us note that this proposition is the only place in the proof of Theorem 1 where we use the decay assumption on u 0 on the right.
Proof
(i) First, we claim that for all n, u(t n , x) d x exists and
From this, the conclusion follows easily. Indeed, from (34), we have ∀t ∈ [0, T ),
By passing to the limit as n → +∞, we have
Thus we are reduced to proving claim (39). To do this, for R 0 > 0, we consider three regions: x < −R 0 , x > R 0 , |x| < R 0 , and next we let R 0 → +∞.
Uniform control for x < −R 0 . By the definition of the sequence t n and (23), we have ∀t ∈ [t n , T ), λ(t) ≤ (1.01) 2 λ(t n ). We can apply Lemma 4 at t n ; we obtain, for some constants
Since λ(t n ) ≤ 1, we have ∀n,
Uniform control for x > R 0 . To control this term, we use a dyadic decomposition of the interval [R 0 , +∞), reducing control in L 1 to the control in L 2 given by Lemma 5. We have, ∀t ∈ [τ 1 , T ),
Limit of
In conclusion, u(t n , x) d x is defined for all n from (40) and (41). In addition,
(ii) This is a consequence of similar calculations and of the fact that in calculations a renormalization factor involves u(t, x) d x, which is zero.
The rest of the proof consists of checking that ∀n, xu(t n , x + x(t)) d x is defined and that its limit as n → +∞ is zero. This follows from calculations similar to those in the proof of (i). Indeed, we have
(this justifies the assumption θ > 3 in Th. 1), and thus
Upper control on the blow-up rate Proof of Proposition 1
We have the following corollary of Proposition 3 and (35), which concludes the proof of Proposition 1.
COROLLARY 3 (Upper control on the blow-up rate) We have
Proof By Proposition 3, we have
By passing to the limit as n → +∞, we obtain
Next, by (25), for t ∈ [τ 1 , T ), we have
Thus we obtain T τ 1 λ −3/2 (t) dt < +∞, and so
Since for t ∈ [τ 1 , T ), λ(t) ≤ 1, by (22), this implies
Moreover, by (23), we have
, and so
This completes the proof of the corollary.
Thus this proves Proposition 1 of the introduction.
Lower bound on the blow-up rate
This section is devoted to the proof of Proposition 2. As mentioned in the introduction, Propositions 1 and 2 result in a contradiction and thus conclude the proof of Theorem 1.
From Section 3, we know that T < +∞. The objective of this section is to prove that there exist C > 0 and
The proof of Proposition 2 is based on the following proposition, proved in Section 4.2 using the asymptotic dynamics of a solution close to Q (see [9] for a similar technique in the context of E 0 < 0). PROPOSITION 
(Dynamical control on λ)
There exist C 0 > 0 and τ 4 ∈ [τ 1 , T ) such that the following is true. Let τ 4 < t 1 < t 2 < T such that
and
Remark. Note that the right-hand side of (44) is a perturbation of an integral form in time of the following equation in λ:
Note that assuming T < +∞ and integrating the previous inequality, we obtain λ(t)− λ(T ) = λ(t) ≤ C E 0 (T − t).
Proof of the lower bound on |u
Assuming Proposition 4, let us prove Proposition 2.
Proof of Proposition 2
Step 1: Reduction to the lower bound on |u
Recall the definition of the sequence (t n ): t n → T as n → +∞:
From (23), we have ∀n,
First, we claim that the lower bound (42) is a consequence of the following result on the sequence (t n ). There exist C 1 > 0 and n 0 > 0 such that
Indeed, assuming (46), let t ∈ [τ 3 , T ) with τ 3 = t n 0 , and let n be such that t n ≤ t < t n+1 . Then, by (46) and the definition of the sequence (t n ), we have, for
.
Thus we are reduced to proving (46).
Step 2: Almost monotonicity property of λ on [t n , t n+1 ]. Let n 0 be such that t n 0 > τ 4 . We claim from Proposition 4 that ∀n > n 0 ,
We argue by contradiction, assuming that (47) is false. Since
Then we have
Therefore we are able to apply Proposition 4 on the interval [t n , t n+1 ]. We obtain, using only the left-hand side of (44),
Since λ(t n ) = (1/4) λ(t n ) ≤ ((1.01) 2 /2) λ(t n+1 ), this is a contradiction.
Step 3: Conclusion of the proof of the lower bound. From the almost monotonicity of λ(t) on the interval [t n , t n+1 ], we conclude the proof using Proposition 4 on the interval [t n , t n+1 ]. Indeed, we have
so that by the right-hand side of (44),
From log λ(t n )/( λ(t n+1 )) ≥ log 2/(1.01) 2 and from (23), we obtain for C > 0,
which concludes the proofs of (46) and Proposition 2.
Decomposition adapted to the equation of λ for minimal mass solution
We prove the following lemma.
LEMMA 7
There exists τ 5 such that for all t ∈ [τ 5 , T ), there exist λ(t) > 0 and
Moreover,
Proof
In step 1, we prove that y<0 | ε(t, y)| dy ≤ e −|y|/10 4 ε 2 (t, y) dy 3/8 from exponential decay (due to the fact that the solution concentrates as a Dirac mass at the blow-up time). Then, in steps 2 and 3, we conclude by using a strategy similar to that in [9] for the proof of the blow-up in finite time. The algebraic part is exactly the same, and we refer the reader directly to [9] for more detail. Recall that the proof is based mainly on a surprising degeneracy at the second order in the equation of the scaling parameter.
Step 1: Control on y<0 | ε(t, y)| dy from the exponential decay. We claim that for
First, by the assumption in Proposition 4, ∀t ∈ [t, T ), we have λ(t ) ≤ 8 λ(t 1 ) ≤ 32 λ(t). Choosing t 1 large enough, by Lemma 5, we have ∀y < 0, | ε(t, y)| ≤ C 1 e −|y|/1000 .
Now, define
y 0 = −(10 3 ) log e −|y|/10 4 ε 2 (t, y) dy .
We . Therefore, for t large enough, we have (52).
Step 2: Definition of a decomposition related to the equation of the scaling parameter. For t large enough, we define λ(t) > 0, x(t) ∈ R, and ε(t, y) = λ 1/2 (t)u t, λ(t)y + x(t) − Q(y),
or, equivalently, with λ(t) = λ 1 (t) λ(t), x(t) = λ(t)x 1 (t) + x(t), ε(t, y) = λ 1/2 1 (t)Q λ 1 (t)y + x 1 (t) + λ 
The existence of such a decomposition is proved by the same argument as in [9, Lem. 6] . The only difference is that we consider the condition 
(see [9, Lem. 6 ] for a precise proof). 
and in particular λ/ λ → 1 as t → T .
Note that ε satisfies the same equation as ε, that is, equation (18), with time variable s , defined by ds = dt/λ 3 (t). Taking the scalar product of the equation of ε by +∞ y (Q/2 + y Q y ) and y(Q/2 + y Q y ), and integrating by parts, we find the following relations, written in t variable, for t ∈ (t 1 , t 2 ): Thus Proposition 4 is proved.
