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INTRODUCTION 
This paper is the second in a series [13 A, B, C, D] demonstrating certain 
techniques in the theory of blocks of characters of finite groups, and consti- 
tutes the principal “methods” section of the work. We deal with analogs and 
extensions of exceptional character theory, adapted for application to sub- 
groups of weakly closed p-elements. Given a group G, and some knowledge 
of the irreducible characters of the principal p-block b of a suitable p-local 
subgroup H, we develop methods for obtaining precise information about 
the values on p-singular elements of the irreducible characters in the principal 
p-block B of G. 
A general situation in which such a determination of p-singular character 
theory is sufficient to determine p-regular character values, and so to prove 
nonsimplicity theorems, is detailed in the previous paper [13A]. The “applica- 
tions” paper [13C] applies the methods of this paper to special cases of the 
situation of [13A] and thus completes a proof of the results stated in [13A]. 
An Appendix [13D] to the series contains some routine details of calculations, 
which are omitted for the sake of brevity. 
We define notation and produce some elementary lemmas in a preliminary 
section. The next two sections treat p-singular character values under 
fairly general hypotheses, and are followed by two sections concerned more 
specifically with character values for weakly closed p-elements. A final section 
gives the most frequent “coherence” application of the more general methods. 
PRELIMINARIES 
Much of the work in this paper is not new, but rather synthesized from 
various sources in the literature; the debt to Brauer’s work is obvious. The 
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distinctive aspect is the discussion of how these methods can provide a 
unified approach to principal-block character theory under the assumption: 
(1) W is a subgroup of elements weakly closed in P with respect to G. 
Here, we mean that P is a Sylow p-subgroup of G; and for w E W, we have 
wg E P for some g E G only when wg = w. 
In case p = 2, Glauberman’s well-known Z*-theorem [5] tells us that 
W < Z*(G), where Z*(G) is the preimage in G of .Z(G/O,(G)). Consequently, 
we may regard the casep = 2 as settled; and in fact, the work of [13A] applies 
only to odd p. (The methods of this paper, however, need not be restricted 
to the odd case.) In the situations for which the techniques were developed, 
we hope, correspondingly, to be able to determine G/O,(G), and show in 
particular that the image of W lies in the center. Because of this general aim, 
we will wish to focus attention on a subgroup H satisfying: 
G(W) < H and w < z*(H). (2) 
This assumption gives the information about the characters of the principal 
block of H on which the methods build. 
In the special case of (1) and (2) to which the work of [13A] applies, the 
subgroup H has p-length 1, and is covered (up to p-regular core) by a group 
of the form given in [13A, Hypothesis 1.11. Under these stronger hypotheses, 
we try to prove that G has (up to p-regular core) the structure of H, from 
which W f  Z*(G) f o 11 ows (where we define Z*(G) by analogy for odd p). 
It is evident from the final remarks in [13A] that these methods are not 
suitable for attacking the general case of the odd analog of the Z*-theorem. 
For the remainder of the Introduction, we discuss consequences of (1) and 
(2), with related theory needed for the sections to come. 
Observe first that (1) itself follows from the condition W < Z*(G). Also, 
we have W < Z*(G) if and only if G = O,(G) . C(W). The “if” part is 
immediate; in the other case, W < Z*(G) gives N(W) = C(W); and then 
G = O,,(G) . C(W) f o 11 ows from the Frattini argument [9, I, 7.81. We have, 
in addition, the following characterization; which should be compared, along 
with its proof, to [lo, Proposition 11: 
LEMMA. Let W < P E Syl,(G). Then, W < Z*(G) if and only if 
(*) For each irreducible character x of the principal p-block B of G, we have 
xw = x( 1) * ‘p for some (linear) character p of W. 
Proof. In case W < Z*(G), we have G = O,(G) * C(w), and then (*) is 
immediate from O,(G) < ker x [2, I, Theorem l] and Clifford’s theorem. If 
we assume (*), we get [W, Gj < ker x for each x, whence [W, Gj < O,*(G), 
or W < Z*(G). The proof is complete. 
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Observe that (1) implies: 
(3) If W < Q < P, then W < Z(N(Q)). 
(4) W (as subgroup) is weakly closed in P with respect to G. 
From (I), (2), and (4) we may conclude [7, Lemma 4.51: 
(5) H strongly controls fusion in G of subsets of P. 
By this we mean if A, B C P, andg E G such that Ag = B, then we can find 
c~C(A),h~Hsothatg = ch. 
We can make some additional assumptions in applications, which are not 
necessary for the work here. For instance, we can usually work by induction 
if G’ < G; so we might also assume Op(G) = G, and 1 G 1 is even by Feit 
and Thompson [4]. In fact, the calculation of [13A] depends essentially 
on having 1 G 1 even withp odd. From Op(G) = G and (5) we get Op(H) = H 
by the focal subgroup theorem [7, Lemma 4.61, whence W < H’. It then 
follows from a theorem of Gaschiitz [9, I, 17.41 that W < P’. The condition 
W < P’ is required for Hypothesis 3.1 of [13A]. Finally, by enlarging W is 
necessary, we might assume W to be a maximal subgroup of weakly closed 
p-elements. 
We write Irr(B) f or the set of irreducible characters of the principal 
p-block B of G. Sometimes we will write “x E B” as a further abbreviation 
for x cIrr(B). We introduce the column notation of Brauer [2, II]. By a 
“column” for G, we mean a sequence of complex numbers indexed by the 
characters x E Irr(B). Examples are the columns g for g E G, with xth entry 
equal to x(g); and generalized decomposition columns. We shall be working 
with C-linear combinations of these “natural” columns. A principal tool will 
be the column inner product: If C, , C, are columns, we define (C, , CJG by 
C C,,Cz,, as x runs over Irr(B). We use the superscript to distinguish from 
character inner products (which we denote by a subscript). Also, to prevent 
confusion with the trivial character, we write “deg” instead of lc for the 
column of character degrees. We can make an analogous definition of columns 
for H, and inner product (., .)” with respect to the principal p-block b of H. 
Brauer’s formula [2, II, Proposition 21 states, in our notation, that (g, g)” = 
(g,, , g,,)c’gD). (Here, we write g, and g,’ for the p-part and $-part of g.) We 
require a straightforward generalization of this fact: 
LEMMA. Suppose g, h E G, with g, = h, . Then (g, h)G = (g,, , h9,)C@J. 
Proof. One substitutes an h for the second g in the expansion of (g, g)” in 
Brauer’s proof. Carrying this substitution through the proof produces the 
lemma. 
In some of our work, we are interested in character values for elements of P 
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other than those of UI, consequently, in the first two sections to follow, we 
will work in a more general setting than that of (2). We develop some 
necessary preliminaries here. 
We write x wG y to indicate x is conjugate toy in G. The p-section in G of x 
is the set {y E G: y?, wG x,). 
The hypothesis necessary for the work of Sections 1 and 2 is: 
(6) P is a Sylow p-subgroup of G, P < H < G. Also: A is a union 
of p-sections of H, consisting of p-singular elements with: 
(i) H controls fusion in G of elements of A n P. 
(ii) For g E A n P, C(g) = O,,(C(g)) . C,(g). 
In some applications, A may be the set of all p-singular elements of H, and 
H will be as in (2); in others, centralizers of elements of W# may not conve- 
niently fit into the scheme of (6)(“) u , so that A will deal only with p-elements 
OfP- w. 
The basic numerical information we have under this hypothesis is: 
(7) Assume (6). Then, for g, h E A, we have (g, h)G = (g, h)H. 
Proof. We can assume g,, h, E P. If g,& h,, we get gD+o h, from (6)(i) 
and both inner products vanish [2, I, (5.5)]. Thus, assume g, = h, . By the 
lemma, (g, NC = (g,t , h,,)c(QD) and (g, h)H = (g,, , hp,)CH(gP). But it follows 
from (6)(ii) that the characters of the principal block of C(g,), on restriction, 
give the principal-block characters of C&g,). Thus, (g,, , hD*)C(@) =
(g,, , hp,)CH(QD), and (7) is proved. 
1. CHARACTER ISOMETRY METHODS 
In this section, we discuss the use of isometries between spaces of class 
functions, taking into account the Brauer correspondence between blocks of H 
and blocks of G. As we consider only principal blocks, we need only the 
simplest case if these methods, as given in [l 11. A more general theory of such 
isometries is developed by Reynolds in [12] and by Feit in [3]. 
We assume that hypothesis (6) holds throughout this section, and work 
with that notation. We are interested in class functions that vanish outside the 
set of p-elements in question, so we define: 
NOTATION. V(H, A; b) is the set of class functions on H, with all con- 
stituents from b, vanishing on H - A. 
V(b) is the complex space generated by Irr(b). 
V(B) is the complex space generated by Irr(B). 
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We can define a natural isometry T: V(H, A; 6) -j V(B), with respect to 
character inner products in H and G; and we produce methods by which we 
hope to extend this to an isometry T: V(b) -j V(B). 
The basic result is: 
(1.1) Let 01 E V(H, A; b). Define 7 by a7 = (aG)s , where the subscript 
B indicates the sum of just the B-constituents of the induced class function aG. 
Then, 7 defines an isometry from V(H, A; b) into V(B), with 01~ IH = 01. In 
particular: 
(9 for x E Irr(B), W, xjG = (~6 x&; 
(ii) for 011, a2 E VW, A; b), (011’~ %‘)G = (~11, %)H . 
This is Theorem 1 of Reynolds [l 11. 
Consider now the space V = V(H, A; b). The dimension dimc( V@(b)) is 
the number of characters in b; since this is the rank of the matrix formed by 
taking from a character table of H only those rows corresponding to characters 
of b, the dimension must also be the number of linearly independent “columns 
for H” [l, (5A)]. 
So let k = dime(V). If we takegEH-A, hEA, theng and h lie in 
different p-sections; so that (g, h)H = 0. Consequently, the class function 
fii = zlw~iiV-9 . rl vanishes off the p-section in H of h, and so lies in V. It 
should be clear that the set (fh: h E A} spans V; we can find a linearly inde- 
pendent subset (fhl ,..., nk f } forming a basis for V. Evidently, linear inde- 
pendence of fhl ,..., fhk is equivalent to linear independence of the columns 
h r ,..,, h,; so also k is the dimension of the space spanned by the columns 
h E A. Thus, for h E A, we have uniquely determined coefficients cAi defined 
by 
k 
h = c c& . hi , (h, hi considered as columns for H). 
i=l 
In applying (l.l), it is not technically advantageous to use the basis (fhJ 
just described; instead, we try to find a basis cr, ,... ,OL~ consisting of generalized 
characters, with mutual inner products (ai , =& as small as possible. This 
procedure is useful for the following reason: We define multiplicities ai,, by 
0~~ = &, a, .T; and b, by 01~~ = &, b, * x. If the ai, are integers, then, 
by (1.1)(i), the b, are integers. If the values (ai , a,h are small, by (l.l)(ii), 
so are the (0~~7, am , and this restricts correspondingly the possibilities for 
the integer multiplicities bi, . We go on to show how we can use the {bi,}. 
We can restate the conditions 0~~ IH = OL and (l.l)(ii) in terms of the multi- 
plicities just defined: 
C bi, * x(h) = c ain . 7(h), h E A; i = l,..., k. (1.2) 
XEB sob 
(1.3) 
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We take coefficients cl: from the matrix of change of basis from (or ,,.., 01~ 
to& ,...,fhb; that is, 
fhi = iI c; * % 9 i = I,..., h. 
From the definition of fhi , we see that the c; have the property 
7)(hi) = i: gj ’ q, ) i = l,..., k; 7 E Irr(b). 
j=l 
Consequently, we get coefficients chj for h E A, uniquely determined by 
k 
Chj = c c;i . c;j ) j = l,..., K; 
i=l 
with the property 
We can establish an analogous result in G: 
(x E B). (1.4) 
Proof. This is a straightforward extension of the usual result in the theory 
of “special classes.” The argument of Higman [8] is easily modified for our 
situation, using the relations (7) and (1.3). A full proof is given in [13D, (Bl)]. 
Equations (1.4) motivate the choice of the special basis {cQ}, for the 
coefficients bi, determine the values x(h) (h E A) in terms of the chj . And the 
chj can be explicitly determined in H (though this need not be any fun; 
cf. [13A, (I.@]). In the most well-behaved applications, it is not, in fact, 
necessary to compute the chj: in those cases, we are able to establish a 1 : 1 
correspondence between B and b, such that when x corresponds to 7, we have 
bi, = &zi4 . It follows then, without calculation, that x(h) = &T(h) (sign as 
before) for all h E A. (This is the situation of Hypothesis 3.3 of [13A]). 
2. ANALOGOUS COLUMN METHODS 
In this section, we approach p-singular character values as in the previous 
section, but this time from the standpoint of principal-block columns, and 
we do not require the isometry of the previous section. We produce instead 
what can be considered an isometry between columns for Hand columns for 
481/39/z-3 
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G, with respect to the column inner product previously defined. It will be seen 
that this procedure generates exactly the numerical conditions of Section 1. 
The present column theory is a descendant of the theory that appears 
in Brauer’s papers [2]. That work deals with a p-group Q rather than a group 
like H, and with p-elements x satisfying the condition “(x, ~)~/Co(x) is 
independent of x.” The usual application is the case C(X) is p-nilpotent 
(cf. [6]). In our situation, it is convenient to do all character-theoretic work 
in a subgroup H controlling centralizers as in (2) or (6); in particular, we may 
have p-elements whose centralizers are not p-nilpotent. 
We assume in this section, as in the previous one, that the hypothesis (6) 
holds; and we again consider the space V = V(H, A; b). For 01 E V, we define 
a corresponding column 01* for G by 
% * = (% x&f > x E Irr(B). (2.1) 
We note in particular that if 01 is a generalized character, then 01* is a column of 
rational integers. The definition also implies that 01* is a @-linear combination 
of the columns h E A (since 01 vanishes off A). We observe, in fact, by (1.1)(i), 
that the column entry (q*)* is just the multiplicity bi, of x in 01~~. The theory 
of this section can be developed directly from the isometry work of the 
previous section; but it is more interesting to develop it independently. 
Our analog of (l.l)(ii) is 
Let Lx1 ) 012 E v. Then, (01r*, ~le*)~ = (0~~ , a&. (2.2) 
Proof. We have 
= (l/l HI”> c 4d~@)(kdG. 
Now, for g, h E A, we have by (7) that (g, h)o = (g, h)H. Our expression 
becomes 
This proves (2.2). 
Now assume we have a basis a?r ,..., cyb for V. As before, let 
ai = z. ai, . 7j (i = I,..., A), and f, = 5 cgi . CQ (g E A). 
i=l 
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The analog of (1.4) is 
(2.3) For h E A we have the column equation h = &, Ehi * oli*; that is, 
x(h) = i ChiSi*, , for XE B. 
i=l 
Of course (2.3) follows from (1.4) and LX~~ = bix; but we exhibit an inde- 
pendent proof in [13D, (BZ)]. 
So for the methods of Section 2, the inner products (CQ , LY& play the same 
critical role. If we can find a basis 01~ ,..., c+ for V, consisting of generalized 
characters, with the ((Y( , LX$)~ small, then the possibilities for the column 
entries LYE are restricted. And now, by (2.3), the character values x(h) for 
h E A are determined by the az , in terms of the same coefficients chi as in 
Section 1. Thus, the approaches of Sections 1 and 2 are exactly equivalent. 
The viewpoint of Section 1 is more standard in the literature; but in general 
problems of the sort considered in [Cl, at least some of the work must be done 
in terms of columns (as in the following section), and it may be notationally 
convenient to use the methods of Section 2 to do all work via columns. 
3. SPECIAL COLUMN METHODS 
The methods of the preceding sections are unspecialized in the sense that in 
suitable circumstances, they can be used to discuss character values for 
arbitrary p-singular elements of G. In working with hypothesis (I), they are 
most useful for considering p-elements x E P - W, whose centralizers can 
usually be assumed to be proper subgroups of G; and in inductive situations 
we can find a suitable proper subgroup H satisfying (6). For p-singular 
elements g with g, E W#, the procedure is not always so easy. Here we still 
wish to consider a subgroup H = O,,(H) . C(W); but we may need to 
consider the case W < Z*(G), so that H = G is the obvious choice. The 
methods of this section are designed to work as well with the case H = G, 
when the methods of the first two sections are not of interest. One principal 
difference is that if we now allow centralizers to be as large as G, we are 
forced to work with generalized decomposition columns rather than with 
actual character values. 
For this section, we will assume hypothesis (1) together with an analog 
of (6)(ii): 
(3.1) H < G satisfies H = O,,(H) . C(W); and for w E Wi*, we have 
C(w) = O,*(C(w)) . C(w). 
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As in the previous sections, hypothesis (3.1) allows us to settle questions 
about the principal block of C(w) by considering the principal block of C(W); 
consequently, we can work with all p-elements of W# simultaneously inside 
H, rather than treating each C(w) separately. 
We consider first the irreducible characters of the principal block b of 
C = C(W)/ W. We choose a basis #i ,..., #a for the B-module generated by 
these characters; and let D, ,..., D, be the corresponding decomposition 
columns. Then the “Cartan matrix” for this basic set has (i,j)th entry 
(DC, Dj)” in our column notation. It follows that the Cartan matrix for the 
principal block b of H (with respect to the same basic set, considered now 
as class functions of H trivial on O,,(H)) has (i,j)th entry ] W 1 (Of , Dj)’ (see 
P, I, p. 1551). 
Now let w E W#. We make use of our assumption about centralizers to 
find a basic set $i ,... , &, for the principal block of C(w), so that & 1~ = #i for 
each i. For characters x of the principal block B of G, we can express values 
x(w) in terms of Jr ,...,& and generalized decomposition columns 
DIU’,..., D,“. For w # w’ E W# we have (Diw, Dy’)G = 0, since w & w’; and 
(DiM, Dj”)” = (Di , Dj)H. We state this as 
(Diw, Or’)” = 0, if wfw’ 
= I W I (Di , Dj)“, if w=w’ 
(for w, w’ E W# and i, j = l,..., n.) (3.2) 
In those situations where it is possible to determine the columns Di for C, 
(3.2) provides numerical restrictions with which we would like to determine 
the entries in the columns Ddw. These entries may in general be algebraic 
integers. We now show how we can rephrase our information in terms of 
columns of rational integers, in which case the restrictions imposed by (3.2) 
are considerably tighter, much as choice of a suitable basis for V(H, A; b) in 
the first two sections reduces us to determining columns of integers. 
Write b for the principal p-block of H, as before. It follows from the 
assumption (3.1) that for 7 E Irr(b) we have qw = r](l) * v, where 4p is some 
linear character of W. We define Irr(b 1 9’) to be the set of 7 of b satisfying 
yw = ~(1) . v for some fixed v. Then the sets Irr(b 1 v), as v varies, partition 
the set of characters of b. We can make this partition useful by further 
decomposing the generalized decomposition columns. 
Take w E We. If g is a p-singular element of G with g, = w, and x E Irr(B), 
then we know via the Second and Third Main Theorems that x(g) = XL(g); 
where 6 is the principal block of C(w), and xb is the sum of just the L-con- 
stituents of xclw). In view of (3.1), we can choose representatives of the 
p’-classes of C(w)/O,(C(w)) to lie in H/O,-(H); so we can find h E C,,(w) 
BLOCK METHODS 369 
with xi(g) = xg(wh). From (3.1) g a ain, 6 and b agree as blocks of H/O,(H), 
so that xh(wh) = I. Then we can write 
Here the coefficients (xH , & are nonnegative rational integers. In terms of 
our basic set and decomposition columns, the expression reduces to 
So we can define a column Ci+’ (; = 1 ,... , n) by 
Now the column Ciq has integer entries, since decomposition numbers Di, 
are integers (but they need not be nonnegative). It is also clear from the 
definition of generalized decomposition columns that 
Diw = 1 C,Q . p(w), w E W#, i = 1 ,..., n. 
v  
Thus, we have generalized decomposition columns determined in terms 
of integer columns and the characters of W. We need also to have the integral 
columns determined in turn by the Da*, in order to reinterpret (3.2). Since 
there are n(j W 1 - 1) of the Diw, and n 1 W 1 of the C,p, linear algebra 
indicates that the Ci~ are not exactly what we want. We are led to define 
Eim = C&m - c), for q#l 
(here we have written 1 for the trivial character lw of W); and this leaves us 
with the right number of columns, still consisting of integers. We can replace 
our previous expression (3.3) by 
Diw = 1 Eiv . v(w), (w E W#, i = 1 ,...) ?z). 
of1 
The matrix of coefficients in (3.4) is just the character table of W, with first 
row and column deleted, a matrix we can easily invert via the usual ortho- 
gonality relations. Doing so results in 
I WI Eim = c (q(w) - 1) DJ”. 
t!xw+ 
(3.5) 
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Now, using (3.5), we calculate from (3.2): 
(EF, Ej”‘)G = (1 + S,,,)(Di ) Dj)“, y, v’ + 1,) ;,j = l,..., 11. (3.6) 
(Here a,,, is 1 if v = v’ and 0 otherwise). Observe that a column Eiw has 
“length” 2 . (Di, D$, as compared with / W / (Di , Di)” for a Dizc. 
In the most well-behaved applications of these methods, we are able to 
proceed as follows: Find a proper subgroup N, with which to apply the 
methods of Section 1 or 2 with respect to A = (p-singular elements g of N 
with g, N h E P - W}. The orthogonality equations (g, w)” = 0 for g E A 
and w E W# then lead to a suitable basic set #r ,..., z+$, for b. The orthogonality 
equations in Hand the restrictions (3.6) are enough to determine the Eim, and 
so, via (3.9, the Diu’. Then we are ready to use the columns Dp in calcula- 
tions. 
We have an analog of the concluding remarks of Section 1 for this optimal 
situation. Let b, be the principal p-block of N, and take the Brauer characters 
+t4 >.**3 *n> corresponding to modular irreducibles. Applying the methods of 
this section yields columns {diw} and (e,O}. We hope to establish a corre- 
spondence between Irr (B) and Irr (b,) such that Ez = &eTv when x corre- 
sponds to 7. It then follows from (3.4) and its analog in N that 0: = -&ii: . 
Consequently, calculations made with Diw will look like calculations made 
in N. 
4. SPECIAL COLUMNS, CONTINUED 
In this section, we indicate that there are also columns for the elements 
x E P - W that can be developed “relative to W” in the sense of the preceding 
section. It is not clear if these columns have any real technical advantages 
over the methods of the first two sections, but they can be applied in some 
cases just as easily. 
We assume in addition to (1) and (3.1) that for x E P - W, we also have 
C(x) = O,(C(x)) . C,(x). Note that in view of (5), we have hypothesis (6), 
with A = {p-singular elements of H}. 
Choose x E P - W. Just as in the previous section, we have x(x) = x0(x). 
We can decompose this column x with respect to our partition of Irr(b) by 
defining 
x,x = nG,;b,w) (XH 9 77)I-f *rlw 
Then we have the column equation: x = x., x, . In fact, for any w E W: 
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Thus we have the column equation 
xw = c x, * dw), (w E W). (4-l) 
w 
As w varies, the matrix of coefficients in (4.1) is the character table of W, 
inverting it, we can recover the X, from the xw: 
x, = (l/l w I) c xw . q(w), 
WEW 
(p’ a linear character of w). (4.2) 
We can ask which of the elements xw are conjugates of x in G. Since any 
such conjugation must take place in C(W), it must occur via an element of D, 
the preimage in C(W) of Cc(n) with c = C( W)/W. The number of 
such conjugates is 1 D: Cccw,(x)\. Since x commutes with its conjugates in 
D, we note that [x, D] is a subgroup of W of order ] D: Cc(w,(x)l. 
With this remark, we can write down the inner-product information 
relating the columns of type X, . We have 
6% 3 Y,,>G = w m/l w I) . (XT v, if%wyinC= C(W)/W, 
v = ‘p’, and [x, D] < ker 9). 
= 0, otherwise. (4.3) 
The routine calculations for (4.4) are carried out in [13D, (B3)]. 
5. THE STANDARD APPLICATIONS 
In this section we produce the most frequently required applications of the 
methods of Sections 1 and 2. The arithmetic is standard, and nothing novel 
appears. 
We assume that (6) holds throughout this section. 
LEMMA 5.1. Suppose we have k > 2 characters Q ,..., nk E Irr(b) such 
that Q - Q E V(H, A; b). Then there are characters x1 ,..., xrc E Irr(B) and a 
sign E = I1 such that 
(ai - %>r = 4Xi - x& 
Equivalently, the column OL* for a! = Q - r/f has its only nonzero entries E at 
x and --E at xi . Moreover E is determined if k 3 3, and is arbitrary for k = 2 
(in which case changing E corresponds to interchanging x1 and x2). 
Proof. Clearly, it suffices to establish the form of (nr - n$ (i = 2,..., k). 
We consider the columns C+* corresponding to ai = q1 - vi . Certainly the 
columns must satisfy (ai*, aj*)G = (ai , ai)H = 1 + Sii . Since the columns 
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are integers, this means that each column must have precisely two nonzero 
entries, each * 1. Each pair of distinct columns has the same entry in one row, 
with the other two nonzero entries in different rows, and thus, contributes a 
subarray: 
61 El 9 
E2 0, (5.2) 
0 % * 
We claim 6s = ~a = -or . For, OI~* is a linear combination of columns x with 
x E A, so that (deg, CQ*)” = 0. Since character degrees are positive, it follows 
that both signs must occur in each column or,*; and the relations follow. Now, 
any third column must have entry or in the first given row, the only other 
possibility would be equal values of -•, in the second and third rows, 
contradicting the previous remark. It follows that the only array allowed by 
the inner-product restrictions is 
Xl 6 E 
x2 --E 
0 
0 ** 
Xk --E 
This is exactly the structure required by Lemma 5.1. Note that when K = 2, 
interchanging E and --E is the same as exchanging x1 and xa for -xs and -x1 . 
LEMMA 5.5. Suppose we are given aI ,..., ‘Ye E V(H, A; b) satisf$ng 
(mi , oljlH = n + & for k > n > 0. Then there are: characters [I ,..., 5, and 
x1 ,..., xlc of Irr(B); signs or ,..., E+. and E (as in Lemma 5.1); andpositive integers 
al ,..., a,. with aI2 + *** + a,2 = n; so that ai7 = C& eiai& - E . xi . Equiv- 
alently, the nonzero values in the column 0~~ * are given by 
* six = ci * ai , if x = ti 
= --E * 6fj ) if x = xj . 
Proof. The 0~~ must have the form 01 5 vi , where 01 is a fixed character 
with (01,~~)~ = n, and Q ,..., Q distinct irreducible characters of b. Thus, 
ai - aj = j-(~ - Q); so that the nonzero entries in the column (ai - a$)* 
may be determined to occur for characters x1 ,..., xk as in Lemma 5.1. Then, 
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two columns cz,* and OL~* must have the same entry in any other row, so that 
we have the array: 
I 
cd1 * .a. (Yk * 
51 Elfzl *.. El% 
. . 
. . 
. . 
Xk --F 
with ei = fl, ai > 0, and a~2 + *-- + up2 = n. This is the structure 
required for Lemma 5.5. 
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