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1. INTRODUCTION 
In [2, 31 asymptotic approximations have been obtained by the author 
for the solutions of the differential equation, 
Y”(U) + @ - QW~YW = 0, o<u<m, U-1) 
under certain conditions on the function q(u); these conditions force p(u) to 
increase to infinity smoothly (as u -+ co) at least as fast as u6 (S > 0). In [4] 
the results of [2, 31 were used to establish a convergence result for the 
expansion at u = x of an arbitrary functionf(zl) in terms of the eigenfunctions 
arising from (1.1) taken with the boundary condition 
y(0) cos a~ + y’(0) sin 01 = 0 (1.2) 
(a is some fixed real number), where y(u) is to be L2(0, co). In this paper a 
corresponding convergence result is established for functions Q(U) which 
increase to infinity more slowly than u. 
Two series are said to be equiconvergent if the convergence of each series 
implies the convergence of the other, and to the same limit; in [4] the eigen- 
function expansion off(u) at ?I = x was proved, under certain conditions on 
f(u), to be equiconvergent with the ordinary Fourier series off(u) at zc = X. 
Titchmarsh [6, Theorem 9.5, p. 1801 has p roved such an equiconvergence 
result under the hypothesis that f (u) is L2(0, co); his result is as follows. 
Let Q(U) be continuous, increasing and convex downwards. Let f(u) be 
L2(0, co); in the neighborhood of u = x (>O), let f (u) satisfy any condition 
which is sufficient for the convergence of an ordinary Fourier series (to f (x)). 
Then the eigenfunction expansion of.f(x) converges to the sumf(x). (A func- 
tion is convex (downwards) if the graph of the function is below the chord 
joining any two points of the grlph.) Clearly Titchmarsh’s conditions allow 
p(u) to be ~1~ (c > I), exp u, exp exp u, etc. McLeod [l] has obtained a 
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corresponding result for functions Q(U) which are increasing and concave, 
for example, for functions which ultimately behave like u0 (c < 1), log U, 
log log u, etc. 
The equiconvergence result [4, Theorem 1.13 is obtained under less 
restrictive conditions on f(u) at booty, namely that ~(~~~~ is L(a, co) for 
some a > 0; however, a good deal more is assumed about the ‘“well 
behavedness” of q(u). These conditions are lengthy to state, so are not 
repeated in detail here; it is assumed inter a&u that q is a strictly increasing 
function, so has an inverse p, say. The result is as follows. 
Suppose that q(a) satisfies the conditions stated in Section 1 of [4]. If 
f(u)/{ 1 t g) is L(O, 00) and 
(I.31 
as A + CO, then for any finite x > 0 the ~igen~n~~on expansion off(z) is 
equiconvergent with the ordinary Fourier series expansion of f(x). (The 
condition (1.3) is regarded as implying the hypothesis that the integral on 
the left of (1.3) exists for A sufficiently large.) 
Throughout [2-4] the function q(u) is subject to conditions which include 
as u --f ~0. From this it follows that 
as u + co, for some positive constants A, 6, see [Z, Section I]. The result 
obtained by McLeod [l] suggests that the restriction (1.5) on q(u) arises 
from the conditions (1.4) rather than from the inherent properties of the 
eigenvalue problem being considered; the purpose of this paper is to show 
that this is indeed the case. Instead of (1.4) it will now be assumed that 
as zc -+ CO, and that g(g) is concave. These conditions imply that q(u) < .&A~ 
as 2c + CO, for some positive constants A, 8. It is clear that these conditions 
permit q(u) to be of the form, for large 2c, 
uG, exp(log u)O, log u, log log u, etc., 
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for any c in (0, 11. Thus, we may say, loosely speaking, that under the con- 
ditions (1.6), the potential function Q(U) increases to infinity slowly. In the 
present paper the contents of [2-4] are modified to deal with the case of 
functions q(u) which satisfy (1.6) instead of (1.4); the notation of [2-41 is 
retained wherever possible. In particular it will be shown that the result from 
[4, Theorem 1.11 quoted previously in this paper continues to hold for the 
class of functions q(u) now being considered provided that (1.3) is replaced by 
for some constant K > 1. 
The convergence result of [4, Theorem 1.31 generalizes, to a class of 
eigenfunction expansions, a theorem obtained by SzegG [5, Theorem 9.1.6, 
p. 2451 for the special case in which the eigenfunctions are the Hermite 
polynomials, see [4, Section 81. Thus, the result of the present paper extends 
the class of eigenfunction expansions for which a generalization of Szegd’s 
theorem holds. 
A full statement of the conditions on q(u) that will now be assumed, 
together with some simple consequences, is given in Section 2. Asymptotic 
approximations to the solutions of (1.1) are given in Section 3. In Section 4 the 
equiconvergence result to be established is stated in full, and the general 
method by which it is to be proved is described. In Section 5 simplified forms 
are obtained for the asymptotic approximations obtained in Section 3. 
Lastly the details of the proof of the equiconvergence theorem are given in 
Section 6. 
As usual R, C denote the sets of real and complex numbers, R+ = [0, co); 
A, B denote constants not necessarily the same at each appearance. 
The real and imaginary parts of the parameter ;\ appearing in (1.1) are 
denoted by ,u, v. 
Let 5’ be an unbounded set in C, and let f ,  g be complex-valued 
functions defined on S. If  there exist positive constants A, B such that 
A < 1 f(x)/g(x)j < B for all X in S with 1 X / sufficiently large, then we shall 
write f(h) v^ g(h) as h + co in S. 
2. THE CONDITIONS ON q 
Without loss of generality we take a(O) = 0. We shall assume that 4 
satisfies the following set of conditions V. 
(i) The function q(u) is real-valued, continuous, strictly increasing and 
concave for all u 3 0, and q(u) -+ co as u -+ co. 
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(ii) Letp: R+ --t R+ be the inverse of 4: R+ + R+; let 
xl = P: I v I < ~P(PL)/P’(P)h 
where E is a positive constant. The function q: Rf -+ R+ is the restriction of 
some complex-valued function defined on a set S, (-C C) which possesses an 
inverse p defined on S, in such a way that S, = p(S,J. We denote this 
extension of q: R+ -+ R+ also by q; thus, S,, = q(S,), and q: S, -* S, is 
simple. 
(iii) $# = 0 (ij, g = 0 (tj, # = 0 (l-j 
as/.z!-tco,xES,. 
(iv) For some constant K in (0, 1) 
P’(dlP(P) = O(~P’(~P~>“‘“) 
asp-+ fco. 
(v) p(X) X p(p) for any h in S, . 
We remark that 5?? (iv) restricts how fast p may increase to infinity, that is 
how slowly q may increase to infinity. As McLeod explains in [l, Section 11, 
where he assumes a similar (but more restrictive) condition, it is not surprising 
that we have to include some such condition since if q increases so slowly as to 
be bounded then the very nature of our eigenvalue problem changes. 
We list some simple consequences of the above conditions: 
(a) For p real and K in (0, l), p(&u) < Jzp(p). To see this, use that q is 
concave so that p is convex. 
(b) For p real, as ,U -+ co 
P’W = ORPWY)- (2.1) 
For, since p is convex, p’(p) is an increasing function of p and so I’ <p’(p) 
when K < I; hence, (2.1) follows from V (iv). 
(c) For h E S, , as / h j --f co, 
PC4 
7 = O@), PV) 
P (4 
_ 
PW 
0 PW 
I t 
P”‘(4 
X’ 
II = 0 $#I. 
P (4 I 
(2.2) 
This follows from setting 2: = p(X) in V (iii) and using q’(p(h)) = l/p’(h) etc. 
(d) If X, h’ E S, and p(h) x p(X), then 
Q’CPN~ = 4?P(h’))> dYPc9) =r: ~“M~‘)l~ (2.3) 
and 
x - A’ >= (P(h) - P(O) 4’{P@)~* (2.4; 
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To prove (2.3) we have, by the mean value theorem, 
1% dww - 1% c7’QvH = {P(4 - PvwdYwd(m 
for some 19 on the straight line in C joining p(h) and p(X). Using V (iii) it 
follows that 
cm(~)~lq’~P(h’)~ = O(l); 
interchanging h, h’ we obtain the first result in (2.3); the second is established 
similarly. 
For (2.4) write X - h’ = q{?(h)} - q{p(h’)} and again apply the mean 
value theorem. 
(e) If  A E S,, and ;\ = p + iv then, as 1 X 1 -+ co 
I?4 x Ah4 P’(4 s P’(P), p”(h) x p”(p). (2.5) 
This follows from 9? (v) and (2.3). 
(f) IfXES,,thenasIhI-+cc 
$0) = P(P)0 + O(4). (2.6) 
This follows from the bound p(X) -p(p) = O(vp’(p)) and the definition of 
S, . Similarly 
PW = P’(PN1 + O(EN> P”(4 = P%Nl + WI. (2.7) 
Henceforth, when considering complex h, we shall assume that im h 3 0; 
at all stages analogous results hold for im h < 0. 
3. THE ASYMPTOTIC APPROXIMATIONS 
We apply the Liouville transformation to (1.1); thus let 
rl(4 = 0 - P(W4W~ 
where 4 is a solution of (1.1). Also let 
then 
&L) = J; {A - q(t)}“” dt; 
where 
(3.1) 
4”W W2(u) 
R(U) = - 4{h - q(u)>“‘” - 16(X - q(u)}“‘” . 
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Then the solution of the integral equation, 
satisfies (3.1); this integral equation can be solved by iteration if, as 1 X j ---f co, 
s 
m 1 R(u)[ du = o(l). 
0 
This will be established for X + Sh . 
If, however, h E S, , let 
it(u) = 5(u, 4 = j:,,, (A - q(W2 dt; 
then 
where 
(d2d42) + [l + WX2)1 =fbh 
(3.2) 
(3.3) 
5 4”W 54’W _c- f@) = 3652 4(X - q(u)]2 - 16{X - q(u)]” ’ 
Then the solution of the integral equation, 
4~) = &-W2 ffz3(5) + hi ja W$3(l) fJ:“,#3 - f$(tJ f$(Q 
x I;1’2P’2f(t)(A - q(t))‘; y(t) dt, (3.4) 
where 6 = c(t), 5 = 4(u), satisfies (3.3); this integral equation can be solved 
by iteration if, as j h j -+ co, 
1 
m  
I fW@ - &>P’” I du = o(l)- (3.5) o 
To prove (3.5) we shall need the following result. 
LEMMA 3.1. For real p, ; f  u < kp(p) or u >, k’p(p) where k, k’ are 
constants such that k < 1 < k’ then, as p -+ CO, 
I 5(% dl > A(P(EL)33’2/(P’(~)~1’2. (3.6) 
Proof. As in the proof of [2, Lemma 3.21, if u 2 k’&), 
I 5(% 41 > P’WW’p(P)) - PL)3’2; 
then (3.6) follows on using (2.4). Similarly for ?I < .kp(p). 
Observe that, by (2.1), the right side’ of (3.6) tends to infinity as p -+ 00. 
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Proof of (3.5). Let h E S, . Write the left side of (3.5) as 
say, where k, k’ are constants such that K < k < 1 < k’ and which will be 
fixed later; K is defined in V (iv). 
For p(p) < u < k’p(p), by making the necessary alterations in the 
arguments of [2, Section 41 arising from the different conditions on q(u) which 
we are now assuming, and by choosing k’ and E suitably, it follows that 
f(4 = W~“l cd4 - h I>, (3.8) 
and, hence, that Is is o(1) as / h / ---f 00. Similarly I, is o(1). The constants 
k, k’ are now fixed. 
Similarly, with the aid of (2.1), (2.4), (3.6), it is straightforward to modify 
the arguments of [2, Section 41 to show that I4 is o(1) as 1 h ] + co. 
There remains the term II which is 
0 Is 
kP(U) lE” - q(*)}1/2 d* + o ktP(u) 
!i2(4 
0 52(f4 PL) I Is 0 iP - q@)J5’2 d” I 
dzj. (3.9) 
The integral in the first term can be explicitly evaluated, and so the first 
term is easily seen to be o( 1). For the second term the situation is now rather 
different; for the first time we have to use the full force of %’ (iv). This term is 
which is o(1). An integration by parts shows that the third term of (3.9) is 
o(1). Thus, II is o(1). This completes the proof of (3.5). 
We remark that, in view of (2.6) and (2.7), [2, Lemma 5.11 also holds for 
any function q(u) satisfying the conditions of the present paper. 
Proof of (3.2). We now suppose that X $ S, . Then 
du; (3.10) 
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we break up the first integral on the right in the same way as in (3.Q and 
caIl the corresponding contributions Jr , Js , Js , J4 . The terms Jr , J2 arise 
above as parts of II , I4 , so are already known to be o(l). 
For J9 , using that / h - a(u)] >, j p + v  - q(u)l, we have 
using that v  >, ~p(~)/p’(~) for X in S, , using (a) of Section 2 and V (iv) it 
follows that Ja is o(l). Similarly Js is o( 1). An integration by parts deals with 
the second term on the right side of (3.10), and (3.2) is proved. 
We can now give asymptotic approximations to the solutions of (1 .I). The 
argument of [2, Section 61 holds for the functions q(u) satisfying the condi- 
tions ‘Z’ of the present paper if the order term 0(1/i /L I”), where d = 8 - c, 
is replaced by o(l). Thus, we have the following result. 
THEOREM 3.1. Let q(u) satisfy the conditions V. 
If h $ S, , there exists a solution &(u, A) of (1.1) such that 
&(u, A) = {A - q(u)>-‘/* eitcU)(l + o(l)) 
as / h ] --)r 03, uniformly for all u 3 0. 
If X E S,, , there exists a solution z,&(u, A) of (1.1) such that 
#2(u, 4 = CA - q(4>-“‘“((4dYz fGkl3 + O(e-im5)) 
as / h / -+ 00, uniformly for all u 3 0. 
Wf 
(3.10) 
4. THE EIGENFUNCTION EXPANSIONPROBLEM 
We turn now to the eigenfunction problem defined by (l.l), (1.2) where 
y(u) is to be L2(0, co), Let #a(u), Q!+(U),... be the sequence of normalized 
eigenfunctions corresponding to the eigenvalues X, , hI ,..., let f  : [0, co) -+ .R 
be an arbitrary function, and let 
cn = s ; f (4 Ad4 du, 
where f will satisfy conditions which ensure that c, exists for each n. Then the 
eigenfunction expansion off(u) at u = X( >0) is 
The foIlowing equiconvergence result will be established. 
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THEOREM 4.1. Suppose that q(u) satisfies the conditions 9. Iff(a)/(l + 2~) 
isqo, ccl) and 
(4.2) 
as A -+ 00, for some constant k > 1, then. for any x > 0 the series (4.1) is 
equiconvergent with the ordinary Fourier series expansion off(u) at II = x. 
(It is understood that (4.2) implies the hypothesis that the integral on the left 
of (4.2) exists for .A sufficiently large.) 
We outline the method by which this result is to be proved. 
In the usual notation (see Titchmarsh [B, p. 231) let 0, #J be the solutions of 
(1.1) such that 
6(0, A) = cos a, O’(0, A) = sin 01, $(O, A) = sin 01, fj’(O, A) = -cos a; 
then there exists m(h) such that #(u, A) = e(u, A) + m(h) $(u, A) is L2(0, 00) 
for im X > 0 and m(h) is analytic for im h > 0. Since q(u) -KC as ZJ -+oo, 
it follows that (1.1) is in the limit point case and so m(h) is unique. Further, 
as in [3, Section 31, 
#(u, 4 = sL& WMO, A) cos a+ 9,‘(0,4 sin 4, 
where i = 1 if h 4 S,, , i = 2 if h E S, and where #r , #2 are the solutions of 
(1.1) defined in Theorem 3.1. 
Let 
@(x, 4 = +(x, 4 s; d(u> 3 f  (4 du + 4(x, 4 Jrn #(u, 4 f  (4 da. 
0 
Then exactly as in [4, Section 31 the function @(x, A) and the generalized 
Fourier coefficients c, all exist. Furthermore @(x, A) is an analytic function 
of h except at the points An where it has simple poles with residues c&,(x). 
Integrating @(x, A) around a contour Qn in the X-plane, and letting Q,, expand 
to infinity through a sequence of positions which avoid the poles of @(x, A), 
it follows that 
1 
lim -: 
Q,+m 27~2 s 
@(x, A) dh = -f c,+,(x). 
oA ?&=O 
The equiconvergence of the eigenfunction expansion off(x), that is the right 
side of (4.3) with the ordinary Fourier series expansion off(x) is established 
if it is shown that the left side of (4.3) is equal to the ordinary Fourier series 
of f  (4. 
To do this we proceed as follows. (The method described below is a 
variation of that described in [4, Section 21 which contains an error; in the 
present paper we shall base our approach on the method used by Titchmarsh 
in [6, Section 9.51.) The contour QA is defined in the usual way; thus it is 
symmetrical about the real h-axis, and the upper half of Q,, consists of the 
two arcs (N + it)“, 0 < t < N and (5 +- iN)2, 0 & D < N. We set 
Ariz = s = G + it (s is to be positive when X is positive}. Denote by Qs the 
contour in the s-plane consisting of the two line segments s = N + it 
(0 < f < N), s = u + iN (0 < (T < N), so the upper half of Qn is the image 
of Qs . In Section 5 it is explained how N is chosen so as to increase to infinity 
through an increasing sequence of values in such a way that Q, avoids the 
poles of 65(x, A). 
Let T( >O) be arbitrary; let 6( >0) be chosen so that 
(4.4) 
(this is possible sin~e~~~~~~l -#- u) is L(0, co)). Then the u-interval of integra- 
tion in the definition of @(g, A) is broken up into 
(0, x - 4, (3 - 6, x), (x9 x + a (x + 6, u>, (U, PVIW) 
(J@‘-‘~), $(k’N2)), ($@‘N2), 03) 
(4.5) 
where K’ = @I2 and K is the constant appearing in (4.2); these subinte~~a 
wiIl be denoted by E$, i = I,..., 7. It will be shown that the contribution, 
to the left side of (4.3), of the second and third u subintervals together give 
the same quantity as arises in the ordinary Fourier series off(x), to within 
O(v), and all the other terms contribute O(q). The details are given in 
Section 6, 
5. SIMPLIFIED BOUNDSFOR THE ASYMPTOTIC APPROXIMKUONS 
In this section simplified, albeit more crude, bounds are derived for the 
asymptotic forms obtained in Section 3; the main results are stated in 
Lemmas 4.2-4.4. The proofs of these are similar to those of the corresponding 
results under the alternative conditions on p considered ‘in [3]; we therefore 
omit repetitive detail and describe only how the proofs must now differ. 
It is easy to see that all the asymptotic forms obtained in [3, Sections 2-51 
continue to hold for the functions q(u) which we are consi.dering at present, 
with the modi~eation that the order term 0(1/j X .jd) which appears frequently 
in [3], must now be replaced by o(l). The contents of [3, Section 6j, with the 
exception of Lemma 6.1, also remain valid; Lemma 6.1, which was first 
used in 13, Section 71 must be replaced by (2.2). 
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Thus, we may define N exactly as in [3, (7.1)], that is by 
Z(N2) = (n + J&T, n = 0, 1) 2 )...) 
where 
Z(A) = 1;‘“’ {A - q(u)}1’2 au. 
The situation concerning [3, Lemma 7.11 is, however, different; the 
approximations obtained there for the terms Ir , 1s are no longer necessarily 
o(l), as we need. This is rectified by improving the lower bound obtained in 
[3, Section 31 for im 2, namely 
im -V) 3 tP(d, 
whenever im h > 0. We now establish the following lemma. 
(5.1) 
LEMMA 5.1. Fm h E S, 
im z(X) > t&4 (5.2) 
where 
dd = 4PP(P) P’W”“~ 
and A is some positive constant. 
Proof. Write 
say. Then 
Z(X) = jl’“’ + s:; = 2, + 2, ) 
2, = %VPP’(cL)U + O(4), 
where E can be chosen sufficiently small so that the order term is less than 
1; hence im 2, > 0. 
Concerning 2, , since im {A - q(u)}r~” > 0 for 0 < 21 < p(p), 
s 
P(U) 
imZ, > sb),2 in-$ - dW2 du > *P(P) * imV - P(+P(PW~~ 
NOW v < ~P(P)/P’(P) an4by P-5), P - ~~~P(PN =: P(P>/P’(P>~ so forE 
sufficiently small 
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Since p = 02 - t2 and Y = 2at, it follows that v x p1J2t, so that 
for some positive constant A. This establishes (5.2). 
In view of the first bound of (2.2) it follows that (5.2) gives at least as good 
a lower bound for im Z(h) as does (5.1). 
Having established (5.2), it is easy to see that the results of [3, Section 61, 
excluding Lemma 6.1, all continue to hold under the conditions of the 
present paper, if p(p) is replaced by g(p) in the relevant places. 
Furthermore, if s = N + it and 0 < t < K/g(N2), where K is a positive 
constant, then re(Z - 2,) is o(l). This is now established by an argument 
similar to that used in [3, Lemma 7.11. We therefore have the following 
results. 
LENIMA 5.2. The function $(u, A) has the following asymptotic forms, for u 
bounded, as / X I--+ 00: 
(5.3) 
W4 4 = O(@/l s I t&N (A E s, > 0 < t < wgw ; (5.5) 
these results hold uniformly for u such that 0 6 u < U, where U is any Jixed 
positive number. 
If  X lies on the contour Qh then (5.5) may be replaced by 
#(u, A) = O(eMtu/\ s I). (5.6) 
LEMMA 5.3. The function $(u, A) has the following bounds as j h / -+ GO: 
yG(u, A) = O(e-tu/j s Iliz j s2 - q(~)ll’~ tg(p)) (0 < t < ~/gW), (5.7) 
#(u, A) = O(e-tu/j s 11j2 /s2 - q(z~)jl/~) (t > W&4); (5.8) 
if, furthermore, X lies on Q,, then (5.8) holds for all t > 0. 
These results hold uniformly, for all u > 0. 
Concerning the results of [3, Section 91, Lemma 9.1 continues to hold 
without change. Lemma 9.2, however, needs some modification; as noted 
previously, in the last sentence of this lemma p(P) must be replaced 
throughout by g(N2). Moreover, in order to meet our subsequent needs in 
this paper, we make the following further modifications. 
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Let k be any constant such that k > 1; let k’ = K1j2 so k’ > 1. Then, as 
in [3, Section 91, for u > p(k’N2) and h on Q,, , im{h - p(~)}l/~ > A{q(v)}l12 for 
some positive constant A; hence, 
im &) = (1 im(X - g(~)}r/~ dzr > p(k’N2)t + AQ2(u), 
Let u > p(kN2); since p is concave, p(kN2) = p(k’ . h’N2) 2 k’p(k’N2), so 
u > k’p(k’N2). Hence, 
Q2(4 3 4 /:;x,:” (q(v)Y2 dv + 4 i’I,k, M4Y2 dv 
> Q(k’ - l)p(k’N2)N + &(l - l/k’) U{f&/k’)}“” 
and so, for u > p(KN2), 
Q&4 3 BWV2) + u, (5.9) 
where B is a positive constant. Thus, we now have the following result. 
LEMMA 5.4. If  X lies on QA and k is any constant such that k > 1 then 
&4 4 = 0 ( 
exp - {tp(k112N2) + AQ2W 
M411’4 ) 
(5.10) 
as N -+ CO, uniformly for all u > p(kN2), where Qz(u) has the lower bound (5.9). 
6. PROOF OF THEOREM 4.1 
It is now established that the left side of (4.3) is equal to the ordinary 
Fourier series expansion off(x), so establishing Theorem 4.1. 
We consider first the contribution of ES (that is x < u < x + 6) to 
J 
@(x, s”) .2s ds. 
8s 
(6-1) 
We subdivide the integral over s = N + it, 0 < t < N into 
0 < t < WAN’), K/g(N2) < t < N. 
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The contribution of the second of these parts together with the contribution 
of the integral over s = a + iN for a decreasing from N to 0 is 
. 11 + 0 (+) + O(e-g““t)\ f(u) du 0 .s ds 
In the first of these terms replace the lower limit of integration with respect to 
s by 0, with error K/gW) 
0 I, ets 0 s 0x8 e-6” 1 f(u)\ du * dt , 3c t 
which is o(1) as N + co. The first order term in (6.2) is O(q) and the second 
is o(1) as N - co. There remains the main term which is now 
2 
s 
iN 
s 
X+S 
2 cos sx &yf(u) du . ds. 0 0 
The corresponding term arising from the lower half of the contour Qn is 
2 --N x++s 
7 cos sx z s iN s 
&yf (u) du ds, o 
so in all the contribution to 
1 
----z 
s 29T2 c?A 
@(x, h) dA 
is 
1 --N a+8 -- 
s 
cos sx 
Tr N s eisuf(u) du OTs 02 
(6.4) 
1 
s 
2+6 sin N(u + x) =- 
= 2 u+x 
f(u) du + ; j”‘” sin f? ; ‘) f(u) du. 
1: 
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The first of these terms is o( 1) as N + co by the Riemann-Lebesgue lemma; 
the second term is 
1 
s 
6 sin Nu - -f(x + u) du. 
no u 
Taking this term together with the corresponding one arising from (X - 8, x), 
we have exactly the term which arises from the ordinary Fourier series 
expansion of f(x). 
We still have to consider the integral over s = N + it for 0 < t < K/g(Ns); 
but this is of the same magnitude as (6.3), so also is o(1) as N --+ co. This 
completes the consideration of the contribution to (6.4) of the intervals 
% > J-G. 
Next we consider E6 . The contribution of this to the upper half of QA is 
2 I:“#@, A) /“:7c’-‘N”’ z,b(u, h)f(u) du * s ds, 
which can be made arbitrarily small by taking U sufficiently large, as shown in 
[4, Section 61; U is now fixed. 
For E, and E, we again proceed exactly as in [4, Section 61. 
It remains to consider El , E4. For El we have 
To deal with this, sincef(u) is integrable over (0, x - 8) given 7 > 0, there 
exist functionsj(u), k( u such thatf(u) = j(u) + K(u), wherej(u) is absolutely ) 
continuous and 
J’ 
x-4 
I WI dzc < rl- 
0 
Consider separately the parts of (6.5) arising from j(u), k(u). In the first, 
integrating by parts gives o( 1); the second part is 
which is easily shown to be O(T). Thus the contribution of El , and similarly 
E4 , to (6.4) is o(1) as N + co. This completes the proof of Theorem 4.1. 
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Lastly we make two remarks concerning Theorem 4.1: 
(1) In order to give some ideas of the implication of the hypothesis 
(4.2), we evaluate it in two simple cases. Suppose that q(zr) = log(1 + u); 
then (4.2) is 
s I^  1 f(u)/” du = o(P-“/log X) 
as X + co, for some K > 1. Second, suppose that q(u) = uc (0 < c < 1); 
then (4.2) is 
s 
2x 
I f(4” du = 4-V x 
as X -+ CO, which is the same as the requirement of [4, Theorem 1 .l]. 
(2) Under the conditions assumed on q(a) in [4], the integrability 
hypothesis onf(U) assumed in [4], namely (1.3), is equivalent to (4.2). This 
follows from the discussion in [4, Section l]. However, under the conditions 
on q(u) now being considered, these two hypotheses are no longer equivalent. 
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