We present a new algorithm to process captured images of reflected Placido rings. Up to our knowledge, conventional topographers transform from Cartesian to polar coordinates and vice-versa, thus extrapolating corneal data and introducing noise and image artefacts. Moreover, captured data are processed by the device according to proprietary algorithms and offering a final map of corneal curvature. Corneal topography images consists of concentric rings of approximately elliptical shape. Our proposal consists of considering the information that provides each separate ring. A snake-annealing-like method permits identifying the ring even with discontinuities due to eye-lashes and reflections. By analysing the geometrical parameters of rings (centre, semi-axis and orientation), one can obtain information about small morphological micro-fluctuations and local astigmatisms. These parameters can be obtained with sub-pixel accuracy so the method results of high precision. The method can be easily adapted to work on any topographer, so that it can provide additional information about the cornea at no additional cost.
INTRODUCTION
Commercial videokeratometers provide useful information about corneal topography and the tear film quality. Some of them are capable of continuous recording the eye allowing analysis of dynamic changes in the corneal surface 1, 2 , but none allow full control of the camera and processing algorithms. The information in obtaining a corneal topography using commercial devices is usually hidden, in spite of being of interest for researchers. Some works in literature [3] [4] [5] [6] try to improve videokeratography algorithms by using open methods and avoiding the use of proprietary software.
Mas et al. 3 detailed the algorithms and procedures to obtain the corneal curvature data 4 by using their own calibration and calculation algorithms. The main steps to the calculation of the curvature radius on a particular point of a curved surface (cornea) consisted of, after the projection of Placido rings, a correct detection and classification of the rings, the calculation of their distance to the centre and, finally, using the parameters of a previous calibration, a linear interpolation.
A critical phase was classification of the rings due to the fact that the election of the correct interpolation depends on the labelling, which was a complex procedure. An important drawback comes from the fact that the algorithm performs a Cartesian to polar coordinates conversion under the assumption of facilitating the image processing by taking advantage from the symmetry of the rings. Contrary to what is assumed, those projected rings are not either completely symmetric, since the cornea is not, nor they share the same centre coordinates. The lack of circular symmetry of the rings leads to a loss and a distortion of acquired information since the data are interpolated in the coordinates conversion. Furthermore, the fact that rings do not share centre coordinates might lead to the appearance of wavy lines in the polar coordinates image of the reflected rings. This inconvenience seriously makes difficult the image processing and rings labelling.
Other works found in bibliography share this tricky conversion in their performance. Florindo et al. 5 applied the Mumford-Shah variational method to signals extracted from Placido discs in polar coordinates and outperforms the detection of inflections, and De Carvalho et al. 6 developed techniques for Placido image edge detection, also using polar coordinates.
Motivated by overcoming these problems, we present an algorithm to process captured images of reflected Placido rings which avoids extrapolating corneal data from the Cartesian to polar coordinates transformation. The method improves the calibrating equations, overcomes the difficulty with the lack of symmetry of projected rings and provides a better description of cornea, both increasing the described area and the morphological parameters.
The technique below presented consists of a previously used 3 experimental arrangement and an innovative algorithm presented in the Method section. The algorithm is composed of an image processing phase, which includes the rings extraction process and the Elliptical Scanning Algorithm presented in section 2.1 and 2.2, respectively, and a curvature radii computation method in section 2.3. The fitting of an ellipse, 7 which minimalizes the sum of the squared algebraic errors to each one of the scanned rings, offers parameters such as ellipse axis, orientation and centre. Ellipse fitting was already used in order to estimate the corneal limbus from videokeratoscopic images 8 or to track eye's micromovements 9 . In our case, these parameters are used to describe the morphology of the surface in annular areas and, by applying the analysis to a frame sequence, allow getting further information about dynamics changes of corneal surface. Finally, the present the results and conclusions in sections 3 and 4, respectively.
METHOD
The experimental setup was that described in a previous work 3 and can be briefly summarised in an existing Placido projection head and a video camera. Focusing of the device is done manually, so skilled operators are recommended for taking measurements. The video camera, which is controlled from an external computer, stores all frames in the hard disk and, after the measuring session, they are processed with MATLAB software. The video system records reflected rings, however, fine movements of the eye and the cornea may cause that successive frames are not centred at the same pixel.
The main features of the method are related to the software which has been reworked to overcome drawbacks exposed in the introduction
Rings extraction. Frame binarization and centring
A video camera captures the projected Placido rings in consecutive frames. One of our aims lies in the development of an algorithm to process the frames that avoids Cartesian to polar conversion and provides a correct and more extensive classification of those rings. The classification will be to assign a label, which radially grows, to each ring.
The first step in the processing consists of adequate centring of the frames. In a captured grey scale image (Figure 1a) , one can identify the projected rings. The centroid coordinates of those projected rings can be identified as centre coordinates; so, we need detecting the rings at each frame and obtaining their centroid coordinates. We can assume that all rings share the same centre, and assign this point as the centre of each frame. Depending on that point position in the initial frame, we cut or zero-pad the necessary rows and columns in order to centre the frame.
Once centred the frame, next step will consist of extracting the rings. However, captured images need being processed to facilitate the extraction. Mathematical morphology uses structuring elements with certain shape to measure and detect objects in the image. The most basic operations of grey scale morphology are erosion Θ and dilation ⊕ . Based on these operations, some important compound operations, such as opening, closing and Top-Hat are defined. The opening and closing operation of an input image F and the structuring element B are defined respectively by the combination of erosion and dilation operations ( )
Based on these two operations, the opening Top-Hat and closing Top-Hat operations are defined:
Top-Hat operation has some features of high-pass filtering. The opening Top-Hat operation can detect wave crest of image and the closing Top-Hat operation can detect wave hollow of image. Open and close Top-Hat filtering can be used together to enhance contrast in an image. Therefore, from the initial image ( Figure 1a ), we perform, on the one hand, an opening Top-Hat operation with a disk-shape structuring element of radius 5 px. On the other hand, using the same Through the Canny method, we find edges by looking for local maxima of the gradient of the grayscale image showed in figure 1b. It uses two thresholds, to detect strong and weak edges, and includes the weak edges in the output only if they are connected to strong edges. This method is therefore less likely than the others to be fooled by noise, and more likely to detect true weak edges. (Figure 2a ). Afterwards, we remove from the binary image all connected components (8-connected neighbourhood) that have fewer than 50 pixels, to avoid a wrong centre calculation. Finally, we define the centre of the frame (white cross in figure 2b ) as the mode of the rounded centroid coordinates of all remaining objects. All frames in the sequence are then processed through the mathematical morphology exposed above, binarized and centred and cropped or zero padded to share the same size and centre. Next task consists in identifying and extracting separate Placido rings, fact that leads to develop an elliptical scanning algorithm.
Rings labelling. Elliptical Scanning Algorithm
The Elliptical Scanning Algorithm is an effective method to individually detect and label the projected rings. It consecutively defines an elliptical annulus of one pixel wide which grows pixel by pixel and sweeps the image, from centre to periphery, until it detects and labels each whole ring. In a way, it works like a snake-annealing algorithm 10 . Active contour models (snakes) are energy-minimising curves that deform to fit image features. Elliptical Scanning Algorithm changes its geometry in order to label reflected rings.
First, a one-pixel wide growing circular annulus, centred at zero, detects the inner ring. The scanning starts with an annulus of radius one, or at least lower than the location assigned to first ring in the meridian. The annulus grows pixel by pixel until a pixel different to zero is detected. Then, first ring is labelled and the annulus continues growing and 'I adding pixels to this ring until it detects again all pixels equal to zero, i.e. when the scanning annulus is defined in the region between consecutive rings. To guarantee than no more than one ring is scanned, we previously estimate the number of rings and approximate the radial position of each one just by taking the meridian from centre to the lower part of the frame. We select such meridian due to the fact that, usually, eyelashes block light in the upper area and, in the lower area, the number of projected rings is maximum. These radial positions are used a maximum radii in the scanning.
Once a ring is detected and labelled, it is used as seed to continue the scanning up to the next one. Pixels forming the ring are least square fitted to an ellipse, and parameters resulting from the fitting (centre coordinates, size of the axes and tilt) are used to implement the following one pixel wide elliptical annulus, which is used to scan the image and detect next ring. Again, the scanning of the ring stops when, after detecting and labelling pixels equal to one, all pixels are equal to zero or just before reaching the location of next ring established by the meridian. The process is repeated until the algorithm is unable to discern a unique ring.
We assume that ellipse parameters from consecutive rings are quite similar so, each time a labelled ring is completed, the centre, the axes lengths and the tilt of the scanning annulus are replaced with the parameters of the ellipse fitted to that ring. In Media 1, we present a radial scanning of a frame where we correctly detect and label up to 19 rings that corresponds approximately to the whole iris. Finally, we obtain two edges per ring (inner and outer) just by applying the Canny method. Nevertheless, although the rings-to-edges conversion is easy over the frames from an artificial eye, in real eyes, eyelashes and other reflections cause broken rings that prevent from this direct ring-to-edges conversion, as can be seen in figure 3 . Therefore, the edgeduplication is performed whenever is possible, i.e. when the ring is not broken (Figure 4 ). This usually happens in the central area. Doing so, we increase the number of radial distances from which we can get data and the resolution of the mapping of the method. In the shown case, we pass from 19 labelled rings (Figure 3b ) to 26 different radial distances. King's Label S Note that a correct centring of the frame is needed just to the correct radial scanning and detection of first ring. Then, the algorithm detects the following rings from the obtained ellipse parameters. It is worth mentioning that in previous work 3 , like in the most topography algorithms, the centring is an essential step due to the Cartesian to polar conversion. Furthermore, the method labels data captured in the frame, with no radial interpolation, so no information is added or suppressed.
We propose least square fitting of each labelled ring to an ellipse 7 . The ellipse fitting parameters (axes, orientation and centre of the ellipse) of each ring of each frame of a video sequence will describe the corneal morphology dynamics of annular zones of the corneal surface. These parameters can be obtained with sub-pixel accuracy 11 so the method results of high precision.
Radial distance to curvature radius conversion
The measured radial distances (in pixels) of the data in the labelled rings must be related to the correspondent curvature radii. Some authors 4, 12, 13 describe this method as the look-up table or calibrated-sphere algorithm. Mas et al. 3 used eighteen steel spheres of known curvature radius with ±10 m of accuracy to obtain a set of calibration curves. Those equations relate the radial distances (in pixels) obtained for the points at each edge of the projected rings and their corresponding known curvature radii (in mm). If the used method is able to distinguish and label l rings, then lookup tables contain L calibration equations on the form R= m l C+ n l (3) where R are the mean radial distances measured for calibration balls of curvature radius C in the l=1, …, L different labelled rings. Mean radial distance was computed as an arithmetic mean of distances obtained after transforming from Cartesian to polar coordinates and, as we discussed above, this averaging introduces quite uncertainty.
In this work, we use the same spheres, but we apply the elliptical scanning algorithm stated above in order to label reflected Placido rings. We propose obtaining a calibration surface, i.e. a unique calibration equation, alternatively to that set of calibration curves. If we model the cornea as a convex mirror, the reflection of Placido ring can be described by the keratometric principles as
where h l is the radius of Placido ring l and z l the distance from the ring to the focus of the corneal surface. Both h l and z l distances are unknown; although, we can approximate z l = d, the distance from the capturing optical system to the focal plane of the mirror 14 . It is easy to see the correspondence between the m l slopes in (3) and h l in (4). We have plotted the reflected rings' radii (radial distances R), rings' labels and curvature radii (figure 5). Dots are data resulting from the calibration process considering rings of the central area (up to the 8 th ring) and diamonds are those of the peripheral one (from the 9 th ring untill the last labelled). Figure 5 . Interpolating surfaces representing correspondence between reflected rings' radii, rings' labels and curvature radii. We obtain two surfaces, one for a central area (up to 8 th label) and another for peripheral one. We find that, besides the linear dependence between R and C, there also is a linear dependence between the slopes h l and the rings' labels. In figure 5 , we also show the obtained interpolating surfaces that represent the correspondence expressed as:
Note that (5) is accomplished because of h l linearly depends of l. This is a particular feature of the geometrical configuration of Placido rings in the head of the topographer that we have used. In other cases, equation (5) may not correctly describe the relation of R with l an C. Therefore, from the known curvature radii and by labelling reflected rings, we just need to estimate the mean radial distance R from fitting a circle to each of those rings by the least square method. Coefficients a and b can be obtained through least square fitting of computed radial distances to equation (4) . However, although the consideration of both rings and edges increases the accuracy in the knowledge of the surface, it also implies the obtention of two different calibration surfaces, depending on which of them is considered. Moreover, the rings in the projection head of the topographer can be grouped in two areas, a central and a peripheral one, attending to its geometric characteristics. So, we should consider a different calibration surface for each area. Summarising, if we differentiate between centre and periphery, and consider rings and edges of rings, we need four calibration equations.
Once we get the calibration surfaces, in order to compute the curvature radius C(x,y) at each pixel located in the frame at a distance R(x,y) from centre, and being part of a reflected ring labelled with l, we have
RESULTS
The prime result to analyse is related to the improvements and innovations respect to the previous proposed method 3 . First, we have checked the consistency of the method just by measuring the curvature radius of each sphere used in the calibration process and comparing with real ones. In figure 6 , we plot the mean estimated radii of curvature versus the real ones. Results fit to the equation y=x (dashed line) with a RMSE of 0,04 and a correlation coefficient r 2 >0.99, facts that show the good reproducibility of the algorithm. In figure 7a and 7b, we show the relative error of curvature radius and the deviation obtained for the calibration ball of 8 mm, respectively. The mean values of deviation and relative error resulted (0,6±0,6)% and (0,56±0,06)%, respectively. Steep changes in relative error (figure 7a) correspond to changes in the used calibration equation (remember that we distinguish between edges and rings and between central and peripheric areas). Regarding figure 7b, one can see that appears peak which corresponds to few pixels, while the majority of data show a low deviation. Despite the maximum deviation is 8%, the mean value is low. Both in figures 7a and 7b, there is a peak in the central zone corresponding to the We have also compared results of a real corneal measurement. Figures 8a and 8b show curvature radii obtained from data captured and processed from a cornea using the previous method 3 and the one here presented, respectively. The new method increases data in one order of magnitude and reaches a wider corneal area. One can see how the method is able to detect and correctly classify rings' fragments broken by the eyelashes. Furthermore, it maintains the Cartesian coordinates of the frame so there is no interpolation nor a loss of angular information. Apart from the increase in the evaluated corneal area, the new method provides more accurate results. Note that previous method (figure 8a) estimates a curvature radius of 7.2 mm for an edge at a radial distance around 2.2 mm whereas now, in figure 8b , that jump in curvature radius does not appear. This distance corresponds to the gap between what we consider the central and the peripheral areas. The underestimation in the curvature radius appears because the obtaining of the calibration equations from Mas et al. 3 are not so subtle as here. As we stated in section 2.3, now we get calibration equations distinguishing between both central and peripheral areas.
Corneal morphology dynamics
The method together with the adapted measuring device allows adapting a video camera to evaluate corneal morphology in time. 
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In figure 9a , we present the relative variation in time respect to the first frame of the mean curvature radius of an emmetropic subject's cornea. One can see an underlying trend in time with a frequency of 0.5 Hz, which is clearly manifested in figure 9b , where we plot the amplitude of the Fourier transform of the signal in figure 9a. As we point in 2.2, the ellipse fitting of rings provides local information about corneal annular areas. Major and minor axes of each fitted ellipse are considered as radial distances, so they can be directly related to local curvature radii, regarding the relation given by the calibration equations (6) . These curvature radii, together with the orientation of the ellipse, describe the corneal astigmatism at each annular region and its fluctuation in time can be studied. We define the astigmatism at a annular zone l as
where cornea separates air from a medium of keratometric index equal to 1.3375 and Figure 10 shows the astigmatism variation of the annular areas of a cornea in time for an ametropic subject. 
CONCLUSIONS
Open access to the software and parameters of the video camera permits more complex experiments than those that can be done with a commercial device. With the adequate camera, one can change the capturing speed, integration time, resolution of the CCD and many other parameters that may enhance the acquired images. Additionally, one can design its own software to select the number of rings to analyse, focus the analysis to a particular region of interest and apply different image processing algorithms to obtain new data from the annular structure reflected on the cornea.
We have introduced, respect to the previous works, a dependence of radial distance with the ring's label. This way, the calibration equation follows the keratometric principles as physical base. However, when we compute the parameters and their errors in the calibration process, we do not take into account the indetermination in the radial distance R. This radial distance is obtained from a fitting of Cartesian sampled data to a circle. Thus, although it is not obtained as an arithmetic mean, the assignment of a unique radial distance to each ring or edge interpolates data sampled in a Cartesian grid. The indetermination in the radii of fitted circles depends both on the label and the curvature radius of the calibration spheres. The relative errors of these fitted radii, which are correspondent to the radial distances, are plotted in figure 11 . There, we just present the labelled rings (not the edges). Note that the more central is the ring (the lower is the label), the higher is the relative radial distance error. It is also the higher as the lower is the curvature radius, although this last trend is not so marked. This is an intrinsic inconvenience to the method which comes from the sampling of an image with polar symmetry, the reflected rings, with a Cartesian grid, the CCD array of the camera.
Espinosa et al. 15 proposed applying weighted least-squares regression that compensates the unequal influence of sectors due to the sampling distribution. They argue that traditional least-squares fitting on an optical surface does not pay attention to the particular sampling distribution of the analysed surfaces. The adequate distribution of the samples depends both upon the geometry of the domain and the properties of the approximating functions. The uniform (x, y) grid is better suited for translational-invariant domains and functions, and not for rotationally symmetric polynomials on a disk. However, the conversion from a uniform Cartesian grid to a polar one provides both radial and angular sampling not uniformly spaced.
The elliptical scanning algorithm allows an analysis of annular regions of the surface. This fact reduces the unequal density of samples in different sectors of the sampled surface and allows the improvement of fitting of optical surfaces. Therefore, despite the method does not completely overcome the above exposed sampling inconvenience, it avoids the angular sampling interpolation.
From the algorithms here presented, it is possible to introduce convenient modifications in the calibration process, temporal and spatial resolution of the camera and the numerical algorithms to obtain new information about dynamic processes in the cornea and the tear film.
