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Incurring high economic cost due to medical imaging modalities, there is a need
for a low-cost, on site, diagnostic screening tool for the early detection of Traumatic
Brain Injury (TBI). We hypothesize that patients with TBI will exhibit temporal and
spatial gradient dynamics in the thermal signature on the surface of the skin, and that
these dynamics reflect the inflammatory process. Hence, we implemented far-infrared
(FIR) thermography using a blunt TBI rat model to analyze changes in the external,
surface temperature gradient as an indication of internal inflammation. Results show a
consistent increase in average surface temperature after 0.5 days of recovery post-impact.
The trend in average surface temperature decreases after 1 day of recovery with a
continual decline observed after a 4-day recovery. After 7 days of recovery, the average
surface temperature begins to increase with a substantial surge seen 14 days post-impact.
The trend appears to correlate well with the inflammatory process.
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INTRODUCTION
Affecting an estimated 1.7 million American civilians annually, Traumatic Brain
Injury (TBI) has become a crucial field of research (Faul, et al., 2010). The number of
cases reported, however, do not encompass the entire population affected by TBI due to
mild injuries escaping diagnosis (Lifshitz, 2015). The definition of TBI remains
ambiguous due to the multiple subsets of injury type and resulting pathology (Schouten,
J., & Maas, 2011). For the purpose of this study we will define TBI as an injury caused
by an external force resulting in deformation of the brain tissue and disruption of
neurological homeostasis. Traumatic Brain Injury occurs in two phases, the first phase,
the primary injury, is classified as the moment of mechanical insult to the head. The
secondary injury begins simultaneously with the primary injury, but is characterized by
the cellular, molecular, and biochemical cascade triggered by the initial impact (Andrews
P.J, Piper I.R, Dearden N.M, 1990). For categorical purposes, TBI has been differentiated
into multiple subsets of injury types according to insult type (blunt, blast, penetrating,
etc.) and pathological presentation (focal or diffuse injury). Focal injury is characterized
by macro-pathology resulting from skull penetration, skull fracture, or large scale
vascular injuries leading to hematoma and/or hemorrhage. Diffuse injury, often
concomitant with focal injuries, manifests as micro-pathology throughout the
parenchyma and is a hallmark of mTBI (Zacko, Hawryluk, & Bullock, 2011). The long1

term consequences of both focal and diffuse TBI can include behavioral deficits such as
motor and speech impairment in addition to long term psychological disturbances leading
to depression, anxiety, unstable moods, and/or post-traumatic stress disorder (PTSD)
(Arciniegas et al., 2005).
Currently, clinicians frequently utilize the Glasgow Coma Scale (GCS) to assess
the severity of the injury. The GCS uses eye opening, verbal response, and best motor
response as metrics for determining injury severity (Teasdale et al., 2014). Although a
useful tool, the GCS is a qualitative diagnostic guide and is incapable of quantifying the
injury and predicting pathology. For this reason, it is frequently used in conjunction with
Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) techniques to
assess the structural damage incurred by a TBI. Although important tools, these imaging
modalities are unable to be used in a non-medical setting and are often reserved for
moderate to severe injury cases. Consequently, there is a direct need to develop
methodologies for early detection of low severity TBI, or mild TBI (mTBI), to prevent
the deleterious progression of secondary injury.
To address this need, we implemented an in-house, blunt, closed-head Controlled
Cortical Impact (CCI) device designed for previous CCI experiments using a rat model to
induce mTBI (Begonia et al., 2014). We focused our analysis on the local and systemic
inflammatory response elicited by diffuse TBI. We used Far Infrared (FIR) thermography
to analyze the inflammatory process using changes in heat signature over time as a metric
of inflammatory intensity and progression resulting from TBI. The relationship between
surface temperature and inflammation was first explored by Hippocrates who was known
to cover the abdomen of his patients with mud, predicting that the area of pathology
2

would dry the mud more quickly (Hippocrates, 1886). Although the mechanism of action
was not well understood at that time, the Greeks believed inflammation was caused by an
over accumulation of blood giving us the clinical term, hyperemia. Inflammation is
indeed accompanied by an increase in blood perfusion at the site of trauma which leads to
an increase in temperature (Majno, G., & Joris, 2004). Thus, these changes in
temperature dynamics can then be monitored over time to assess inflammatory dynamics.
Inflammation resulting from TBI is concomitantly neuroprotective and deleterious
to the system. Anti- and pro-inflammatory actors encourage cellular repair and some are
also responsible for the upregulation of apoptosis mediating molecules leading to an
increase in cell death (J. W. Finnie, 2013). The body uses the vascular system to transport
non-residential inflammatory cells, including cytokines and chemokines, to any locus of
injury; thus, any impairment of the vascular system may impair the inflammation process
(John W. Finnie, 2014). As a result of damaged vasculature from TBI, blood and lymph
are prevented from flowing out of the area leading to edema and surface reddening
(hyperemia) (Hippocrates, 1886). Accumulation of blood within the tissue will also
increase pressure in the surrounding tissues, potentiating secondary injury. Clearly, blood
flow has a complex, interdependent relationship with inflammatory processes. Using
temperature measurements and monitoring can provide valuable insight into the presence,
proliferation, and severity of inflammation.
Inflammation can be measured non-invasively and in non-medical environments
using infrared thermography to assess changes in temperature (Fujimas, 1998).
Thermography is an imaging technique that measures heat emitted from a body and
constructs an image in the form of a temperature gradient, called a thermograph, for
3

visual temperature monitoring. Infrared light, first discovered in the 1800’s by Sir
Wilhelm Herschel, has a wavelength just beyond that of the visible red-light spectrum
and was originally termed “thermal radiation” due to temperature changes observed
across the wavelength range. Because infrared light is outside the visible spectrum, these
images can be taken under any lighting condition, making this technique advantageous
for poorly lit scenarios. The Stefan-Boltzmann law and Planck’s law established a deeper
understanding of infrared physics, providing the foundation for the advancement and
sophistication of thermography. Although developed in the 1800’s, thermography grew in
popularity for clinical applications throughout the 1960’s and 1980’s (Arfaoui et al.,
2012). Current applications for infrared thermography are far-reaching, utilized in human
medicine as an assessment of inflammation, tumor presentation, vascular disruptions, in
addition to traumatic injuries.
In order to assess the validity of thermography for dynamic inflammation
visualization and measurement, researchers implemented this technique using Wistar rats.
Inflammation was induced by injecting 1% carrageenin solution into the pleural cavity,
the lower lip, and both hind paws (Całkosiński et al., 2015). These areas were chosen
because they differ with respect to depth, area, and blood flow, and therefore
inflammatory response. Thermograms were taken at the time of initial injection and at
multiple time points over a 120-hour period. Measurements for all groups showed a
localized, initial decrease in temperature 10 minutes after the injection of the
inflammatory agent regardless of anatomical location. The immediate decrease in
temperature may be resulting from reflexive vasoconstriction occurring at the time of
trauma. A significant temperature increase was noted after 24 hours post injection;
4

additionally, the increase in temperature peaked 72 hours post injection. Notably, the
temperature did not return to pre-injection measurements and inflammation was still
visible thermographically after 120 hours post injection (Całkosiński et al., 2015)
If a patient suffers a spinal cord injury resulting in paralysis the metabolic
function and blood flow to the site of injury decreases. Roehl et al. captured thermograms
of paraplegic and tetraplegic patients and compared the temperature profile proximal to
the location of injury with those produced distal to the injury. They found thermography
was capable of not only detecting the difference in temperature but also of injury level
assessment. Using thermography to non-invasively assess the level of injury would be
useful if the patient is unconscious or unable to respond to verbal direction (Roehl et al.,
2009).
Our investigation of Traumatic Brain Injury (TBI) focuses on thermography as a
non-invasive diagnostic assistant and monitoring tool for TBI, specifically aimed at mild
severity. We have implemented thermography to analyze changes in heat signatures as an
indication of head trauma. We hypothesize that a patient with TBI will exhibit a gradient
shift in thermal signature over time.

5

METHODS AND MATERIALS
2.1 Animals
All animal experimental procedures were approved by the Mississippi State
University Institutional Animal Care and Use Committee (IACUC). A total of 39 male
Sprague Dawley rats (250-300 g, Envigo) were housed in a 12-hour light/dark cycle
facility accredited by the Association for Assessment and Accreditation of Laboratory
Animal Care (AAALAC). Upon arrival animals were kept in quarantine for three days
prior to testing to ensure good health and acclimation. Rats were housed in groups of
three in transparent cages on standard bedding with access to food pellets and water ad
libitum prior to testing and after 24hrs following the final administration of analgesia.
Once approved for use by the veterinarian, all rats were randomly assigned to one
of six groups with six rats per experimental group. Experimental groups (t0, t0.5, t1, t4, t7,
and t14) were exposed to a blunt impact with an average peak force of 9.9N, 16.5N, or
23.2N dictated by group assignment. Each group corresponded to an assigned recovery
period of 0, 0.5, 1, 4, 7, or 14 days post impact. Thermal images taken prior to impact for
each animal were used as the baseline for comparison of after impact and time-delayed
post impact temperature measurements. See Table 2.1 for experimental parameters
applied to each group.
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Table 2.1

Parameters Assigned to Each Experimental Group
Experimental Groups

Group

Average Peak Force (N)

Impact Location

Recovery Time (days)

t0

16.5

Top

0

t0.5

16.5

Right

0.5

t1

9.9

Left

1

t4

9.9

Top

7

t7

23.2

Right

4

t14

23.2

Left

14

Experimental groups (t0, t0.5, t1, t4, t7, and t14) were assigned the following three
parameters: average peak force (9.9N, 16.5N, or 23.2N), impact location (top, right, or
left), and a recovery time post-impact (0, 0.5, 1, 4, 7, or 14 days).

2.2 Transportation
Animals were housed at Mississippi State University College of Veterinary
Medicine but imaged at an alternate location approximately eight kilometers away. In
preparation for transport, rats were individually housed, cages covered with the
appropriate ventilated lid, then placed in opaque ventilated containers. The containers
were then loaded into and secured in an AAALAC compliant vehicle then transported to
the imaging location. Upon arrival, the containers were unloaded and kept adjacent to the
experimental area until needed for testing.

7

2.3 Experimental Setup

Scheme 2.1: Schematic of experimental design. All animals were anesthetized prior
to imaging and impact. Thermal images were taken before and immediately after
impact. After the assigned recovery period, animals were anesthetized and a final
thermal image was taken. Images were then analyzed to assess the temperature
change over time.
2.3.1 Anesthesia, Analgesia, and Euthanasia
Prior to imaging and impact, rats were administered ketamine (100-200 mg/kg IP)
and xylazine (5-10 mg/kg IP). Upon loss of righting reflex and toe pinch reflex, we
proceeded with the experimental procedures. Anesthesia was reversed using atipamezole
8

(1mg/10mg of xylazine IM) and pain was managed using buprenorphine (0.01mg/kg SC).
Pain management was conducted with buprenorphine injections (0.01mg/kg SC) every 68 hours for three days post-impact. However, because all groups were sacrificed on their
last recovery day, t0, t0.5, and t1 only received pain management for 0, 0.5, and 1 day(s)
respectively.
To control pica behavior, a side effect of buprenorphine, rats were housed
individually on cage paper as opposed to standard rodent bedding. Food was restricted to
prevent over eating while water remained ad libitum. Pica behavior was monitored
throughout the treatment period. Animals were returned to group housing (n=2-3) and
placed on standard bedding with food and water provided ad libitum 24 hours after the
final administration of buprenorphine.
As previously mentioned, all groups (t0, t0.5, t1, t4, t7, and t14) were sacrificed on
the last day of their recovery period (0, 0.5, 1, 4, 7, or 14 days, respectively) after all the
data had been collected. Animals were euthanized via transcardial heart perfusion using a
peristaltic pump (Cole-Palmer, Vernon Hills, IL). In preparation for euthanasia, rats were
anesthetized with ketamine (100-200 mg/kg IP) and xylazine (5-10 mg/kg IP). Loss of
consciousness and nociception was confirmed with the loss of the toe-pinch reflex.
Following the confirmed loss of nociception, rats were first perfused with a phosphate
buffered saline (PBS) (pH 7.4; Sigma-Aldrich, St. Louis, MO) solution to clear the
circulatory system prior to perfusion fixation. Following the PBS perfusion, rats were
then perfused with a 4% paraformaldehyde solution made from crystalline
paraformaldehyde (Sigma-Aldrich, St. Louis, MO). Once the perfusion process was
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complete, rats were decapitated. The brains and various internal organs were extracted for
analysis that will be used in a future study.

2.3.2 Thermal Imaging and Temperature Monitoring
A professional infrared camera, ThermaCAM S60 (FLIR Systems, Inc. North
Billerica, MA), with 320 x 240 pixels for rapid and higher sensitivity measurements was
used for imaging. ThermaCAM S60 captures and stores real-time images at standard
video rates of 60 Hz (60 images/sec) and offers a thermal sensitivity of 0.06°C. In
addition to the thermal image captured by this camera, a standard visual image is taken
simultaneously allowing for accurate evaluation of thermal performance.
Thermograms were captured at the following three time points for each rat: prior
to impact, directly after impact, and after the assigned period of recovery. Rats assigned
to top of the head impact (t0 and t7) were imaged on the ventral and dorsal sides only. For
those impacted on either the right or left side of the cranium (t0.5, t1, t4, and t14) images
were taken of the ventral, dorsal, left, and right sides of the rat. Each image was taken
twice, to reduce errors in post-processing analysis. To optimize the clarity of the standard
visual images, the rats were placed on black poster board as a contrasting background for
the white hair. The ThermaCAM S60 was placed approximately one meter away from the
body. The ambient room temperature was recorded from a digital, wall-mounted
thermometer to be 66°F throughout testing.
The rectal temperature was taken as a measure of internal temperature of each rat
prior to thermal imaging for comparative analysis and to account for potentially
abnormally low body temperatures due to anesthesia. Descriptive statistics for the
10

internal temperatures for each group can be found in Table A.4 (Appendix A). After
images were captured the anesthetized rats were placed on a warming disk to counteract
the hypothermic effects of the anesthesia.
2.3.3 Mechanical Blunt Impact
The impact device included a compressed nitrogen tank used to fill the pressure
vessel (Buckeye Fabricating Co., Springboro,OH) to 5psi, 7.5psi, or 10psi according to
testing group. The compressed nitrogen was released into an attached cylindrical pressure
vessel using a pneumatic actuator (Valtorc International, Kennesaw, GA). Once the
desired pressure was achieved the impact piston, which was placed next to the pressure
release valve, was released. A FlexiForce sensor (Tekscan, Boston, MA) was placed
between the piston and the platinum as a means of measuring the force delivered to the
rat head.
The rats head was placed on a platform lined with a dense, deformable foam to
prevent incidental jaw injury as the head compressed against the horizontal platform.
Animals were manually held in place to ensure proper positioning of the head. The
platform was placed approximately 2.54cm from the impact platinum. Crosshairs were
also shone on the rat head to ensure accurate, precise, and consistent impacts. The
pressurized chamber was then filled to the desired load and deployed upon proper
position affirmation.
2.4 Statistical Analysis
Univariate analysis of ROI (Table A.1-A.3) and internal temperature (Table A.4)
measurements were conducted for each group using SAS (SAS Institute, Cary NC)
(Appendix A). Because different impact parameters were assigned to each group, an
11

analysis of the effects of load and location on the temperature change was completed
(Appendix C). See Scheme C.1 for the analysis methodology and Fig. C.1-Fig. C.4 for
the resulting information (Appendix C). For the purposes of this paper, we averaged the
three impact forces (16.5N) and considered all impact locations to occur on the top of the
head because the angle of impact was approximately only 45°. Reducing the number of
differentiating parameters allowed for a comparison of the effects of recovery time on
system-level temperature dynamics. The change in temperature recorded for each
recovery time was calculated by subtracting the baseline (before impact) temperature
from the temperature recorded after the recovery period. A Multivariate-ANOVA
procedure was then performed to assess statistical significance of the temperature change
among groups. All plots were created in MATLAB™ (MathWorks, Natick, MA) and
display the group average (black box) and the standard error of the sample means (SEM).
2.5 Region of Interest
Thermal images captured were processed using ResearchIR (FLIR Systems).
Using the freehand region of interest (ROI) tool, the head, abdomen, and lower body
regions were traced to measure the average temperature of the entire region. Opting for a
non-geometric ROI allowed for a systematic approach in analysis in addition to
maintaining spatial shift temperature data. Additionally, this method reduces the
interference of background temperatures and prevents extreme values from omission as
can occur with threshold ROI selection.

12

RESULTS AND DISCUSSION
3.1 Results
3.1.1 Temporal Temperature Change
Our investigation into the use of thermography as a supplementary diagnostic tool
for mTBI resulted in a consistent trend in the change in temperature over time after the
blunt impact for all regions analyzed. All group data showed a marked increase in
average temperature difference from 0 (∆Tdorsal = -0.14C, ∆Tventral = -0.40C) to 0.5
(∆Tdorsal = 0.58C, ∆Tventral = 0.99C) days and a continuous decrease in temperature
change from 0.5 (∆Tdorsal = 0.58C, ∆Tventral = 0.99C) to 4 (∆Tdorsal = -1.27C, ∆Tventral =
-0.92C) days post impact. Additionally, data from all groups showed an increase in the
change in temperature 7 days post impact (∆Tdorsal = -1.12C, ∆Tventral = -0.46C) with an
added increase 14 days post impact (∆Tdorsal = 0.39C, ∆Tventral = 0.75C) (Fig. 3.1-Fig.
3.3). After 14 days, regional temperatures remained elevated relative to pre-impact
temperatures which were used as a baseline. If load and location were not averaged for
this analysis, calculating statistical significance would be hindered due to the differences
found for impact load intensity and location (Appendix C). Under these conditions, the
average temperature change plots (Fig. 3.1-Fig. 3.3) would useful for trend analysis.
However, after the load and location parameters were averaged, statistical significance
was assessed. Descriptive statistics for each group can be found in Appendix A. Trend
assessment of the effect of location and load parameters on the immediate change in
mean temperature difference due to impact can be found in Appendix C.
13

(a)

(b)

Figure 3.1: Plots show the mean change in surface temperature of the head dorsally
(a) (p < 0.05) and ventrally (b) (p < 0.05) due to trauma. The data collected for each
experimental group (t0, t0.5, t1, t4, t7, and t14) (n=5-6) corresponds with the post-impact
recovery time (0, 0.5, 1, 4, 7, and 14 days). The group mean is represented as a black
box and the error bars represent the standard error of sample means (SEM).
(a)

(b)

Figure 3.2: Plots show the mean change in surface temperature of the abdomen
dorsally (a) (p > 0.05) and ventrally (b) (p < 0.05) due to trauma. The data collected
for each experimental group (t0, t0.5, t1, t4, t7, and t14) (n=5-6) corresponds with the
post-impact recovery time (0, 0.5, 1, 4, 7, and 14 days). The group mean is represented
as a black box and the error bars represent the standard error of sample means (SEM).
14

(a)

(b)

Figure 3.3: Plots show the mean change in surface temperature of the lower body
dorsally (a) (p > 0.05) and ventrally (b) (p < 0.05) due to trauma. The data collected
for each experimental group (t0, t0.5, t1, t4, t7, and t14) (n=5-6) corresponds with the
post-impact recovery time (0, 0.5, 1, 4, 7, and 14 days). The group mean is
represented as a black box and the error bars represent the standard error of sample
means (SEM).
(a)

(b)

Figure 3.4: Plots show the mean change in surface temperature of the whole body
dorsally (a) (p > 0.05) and ventrally (b) (p < 0.05) due to trauma. The data collected for
each experimental group (t0, t0.5, t1, t4, t7, and t14) (n=5-6) corresponds with the postimpact recovery time (0, 0.5, 1, 4, 7, and 14 days). The group mean is represented as a
black box and the error bars represent the standard error of sample means (SEM).
15

3.1.2 Spatial Temperature Shift
In addition to measuring the change in average surface temperature over time, we
used the thermal images to visualize the spatial shift in temperature for the whole rat
body. Because infrared cameras capture the heat emitted from the vascular system, areas
with denser vascularity are more easily analyzed. Each rat functioned as its own control
to reduce the effect of individual variation between animals to account for unique
reactions to anesthesia (Appendix A).
Images taken of t0 show spatial changes in temperature that are not easily seen
numerically. Notably, the ventral images show high temperature in the abdominal region
(Fig. 3.5b) which appear to dissipate immediately after impact (Fig. 3.5d). Similarly,
group t0.5 showed similar pattern of spatial changes in temperature distribution
immediately after impact. Dorsally, the highest temperatures are concentrated rostrally
immediately after impact (Fig. 3.6a). The ventral thermal image taken after the recovery
period shows a marked increase in temperature across the entire body (Fig. 3.6f). The
dorsal thermal images taken for t1 show the highest temperature concentration located
rostrally with an apparent global decrease in temperature across regions (Fig. 3.7a, Fig.
3.7c, Fig. 3.7e). Analysis of the ventral thermal images for t1 show a substantial medial
shift of highest temperatures after 1 day of recovery post-impact (Fig. 3.7b, Fig. 3.7d,
Fig. 3.7f). After 4 days of recovery post-impact, the highest temperatures for t4 are
concentrated narrowly medially with cooler temperatures covering more surface area
both dorsally and ventrally (Fig. 3.8). Dorsal and ventral 7-day recovery images of t7
show a consistent medial shift of highest temperatures and an increased lateral surface
area of cooler temperatures (Fig. 3.9e, Fig. 3.9f). Interestingly, the spatial temperature
16

dynamics change for t14 substantially. Dorsal images of t14 show an increased surface area
of high temperatures immediately after impact (Fig. 3.10c) which then decreases after 14
days of recovery (Fig. 3.10e). The ventral images of t14 show a similar increase in high
temperature surface area as the dorsal images immediately after impact (Fig. 3.10d), but
also a significant increase in high temperature surface area compared to other groups.
(a)

(b)

(c)

(d)

Figure 3.5: Thermal images of a t0 representative rat chosen because it was most
reflective of the group mean. Thermal images were taken of the dorsum prior to impact
(a) and the ventrum prior to impact (b). Thermal images were also taken immediately
after impact/ after assigned recovery time of 0 days for the dorsum (c) and ventrum (d) of
the rats. Spatial dynamics of high temperature areas can be seen by comparing pre-impact
gradients (a and b) to the gradients produced after impact (c and d).
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.6: Thermal images of a t0.5 representative rat chosen because it was most
reflective of the group mean. Thermal images were taken of the dorsum prior to impact
(a), directly after impact (c), and after 0.5 days of recovery (e). The ventrum was also
imaged prior to impact (b), directly after impact (d), and after 0.5 days of recovery (f).
Spatial dynamics of high temperature areas can be seen by comparing pre-impact
gradients (a and b) to the gradients produced after impact (c and d). Changes in spatial
temperature dynamics after 0.5 days of recovery can be seen in images e and f.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.7: Thermal images of a t1 representative rat chosen because it was most
reflective of the group mean. Thermal images were taken of the dorsum prior to
impact (a), directly after impact (c), and after 1 day of recovery (e). The ventrum
was also imaged prior to impact (b), directly after impact (d), and after 1 day of
recovery (f). Spatial dynamics of high temperature areas can be seen by
comparing pre-impact gradients (a and b) to the gradients produced after impact
(c and d). Changes in spatial temperature dynamics after 1 day of recovery can be
seen in images e and f.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.8: Thermal images of a t4 representative rat chosen because it was most reflective
of the group mean. Thermal images were taken of the dorsum prior to impact (a), directly
after impact (c), and after 4 days of recovery (e). The ventrum was also imaged prior to
impact (b), directly after impact (d), and after 4 days of recovery (f). Spatial dynamics of
high temperature areas can be seen by comparing pre-impact gradients (a and b) to the
gradients produced after impact (c and d). Changes in spatial temperature dynamics after
4 days of recovery can be seen in images e and f.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.9: Thermal images of a t7 representative rat chosen because it was most
reflective of the group mean. Thermal images were taken of the dorsum prior to impact
(a), directly after impact (c), and after 7 days of recovery (e). The ventrum was also
imaged prior to impact (b), directly after impact (d), and after 7 days of recovery (f).
Spatial dynamics of high temperature areas can be seen by comparing pre-impact
gradients (a and b) to the gradients produced after impact (c and d). Changes in spatial
temperature dynamics after 7 days of recovery can be seen in images e and f.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.10: Thermal images of a t14 representative rat chosen because it was most
reflective of the group mean. Thermal images were taken of the dorsum prior to impact
(a), directly after impact (c), and after 14 days of recovery (e). The ventrum was also
imaged prior to impact (b), directly after impact (d), and after 14 days of recovery (f).
Spatial dynamics of high temperature areas can be seen by comparing pre-impact
gradients (a and b) to the gradients produced after impact (c and d). Changes in spatial
temperature dynamics after 14 days of recovery can be seen in images e and f.
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3.2 Discussion
Results from our FIR thermographic analysis indicate a temporal and spatial shift
occurred in average surface temperature due to TBI. According to published literature
(Całkosiński et al., 2015), the increases and decreases in the surface temperature gradient
at our observed time points occur in sequence with inflammatory cell concentration.
Similar to other organ systems, the brain relies on a complex immunological cascade in
response to trauma such as signaling the transport or pro- and anti-inflammatory cells to
the location of trauma (Majno, G., & Joris, 2004; Louveau et al., 2015). The brain is
often described as immunoprivileged since the blood brain barrier (BBB), a highly
selective permeable membrane comprised of astrocytic end feet and endothelial cells,
normally prevents peripheral inflammatory cells from entering the brain (Freidin et al.,
1992; Helmy et al., 2011; Turner, 2001). Therefore, the brain relies on vascular
dilatation, specifically of the arterioles (small arteries), during the initial phase of
inflammation allowing an influx of non-resident immune cells, cytokines, and
chemokines (Majno, G., & Joris, 2004; Corrigan et al., 2016). Microglia, a central
nervous system (CNS) resident immune cell, in addition to other non-resident
macrophages, act to remove waste, repair damaged tissue, and return the system to
homeostasis (John W. Finnie, 2014; Greter & Merad, 2013). The vascular dilation
increases blood perfusion through the tissue leading to a rise in temperature. Because
external mechanical trauma will trigger the inflammatory process, we were able to
correlate average surface temperature dynamics with published pathology findings to our
TBI animal model. Measuring the temporal (Fig. 3.1- Fig. 3.4) and spatial shift (Fig. 3.5Fig. 3.10) regional (head, abdomen, lower body) and whole-body surface temperature
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using thermography, our data sheds light on the temperature dynamics of the
inflammatory timeline for TBI.
To understand the systemic response due to TBI, it is critical to understand what
is disrupted by trauma. Although TBI may not result in macroscopic change, deformation
occurs at the microscopic/cellular level effecting any level of severity, from mild to
severe (Thelin, E. P. et al., 2017; Maxwell et al., 1992). This microscopic deformation is
generally classified as diffuse injury and may be observed as a change in the endothelial
cells that encase blood vessels and form part of the BBB (Rodríguez-Baeza et al., 2003;
Vajtr et al., 2009). If deformation leads to structural integrity compromise, the
endothelium becomes discontinuous, resulting in “leaky” vessels (Chodobski, Zink, &
Szmydynger-Chodobska, 2011). The once highly regulated system has now been
disrupted, resulting in fluid exudation and diapedesis of red blood cells into the neuropil
(Patro & Mohanty, 2009). This influx of fluid and cells will result in edema, hemorrhage,
or hematoma depending on the extent of disruption (Alluri, Wiggins-Dohlvik, Davis,
Huang, & Tharakan, 2015). Additionally, the intracranial pressure begins to rise which, if
severe enough, will have detrimental impact on patient recovery and even mortality (C.
Childs et al., 2006; Soukup et al., 2002). Additionally, microscopic deformation that
potentiates the local influx of blood may lead to an increase in brain temperature. Many
researchers have explored using hypothermia as a method of slowing down the
inflammatory process in the brain for this reason (Jiang, Lyeth, Kapasi, Jenkins, &
Povlishock, 1992; Childs, 2008; Goss et al., 1995; Sakoh, Gjedde, & Neuroprotection,
2003). A point to be noted here is that the impact loads applied in this study were mild.
So, the change in temperature of the head is likely due to the inflammatory reaction of the
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skin to the blunt trauma and cannot directly estimate neurologic inflammation without
complimentary histological assessment. However, the localized inflammation of the skin,
measured by skin surface heat emittance, can be used to infer the inflammatory response
in the brain (Roehl et al., 2009; Hellewell, Yan, Agyapomaa, Bye, & MorgantiKossmann, 2010). The initial average temperature increase of the head for group t0.5, 12
hours after impact (Fig. 3.1), is likely due to initial vasodilation allowing more blood to
flow to the locus of post-trauma damage (Zweifach, 1965). Thermal analysis of t1, given
1 recovery day, shows an average temperature decrease from the initial spike seen by t0.5
12 hours post-impact for all three ROIs (Fig. 3.1- Fig. 3.3) and the whole body (Fig. 3.4).
Despite this decrease, the temperature remained elevated compared to pre-impact
measurements (Fig. 3.1- Fig. 3.4). The average temperature increase from baseline for
groups t0.5 and t1 correlated well with the expected inflammatory activation of microglia
peaking between 6-48 hours post-trauma (Toklu & Tumer, 2015). Disruption of the BBB
causes its permeability to increase, allowing an influx of monocyte/macrophages that
may produce interleukin (IL)-6β and tumor necrosis factor (TNF)-α in significant
amounts (Corrigan et al., 2016; Giza & Hovda, 2014). After implementing a CCI mTBI
mouse model, Yang et al. found histological evidence for mTBI in addition to an
upregulation of serum IL-6β, neuron specific enolase (NSE), glial fibrillary acidic protein
(GFAP), keratinocyte chemoattractant (KC), macrophage inflammatory protein (MDP)1α, and macrophage-derived chemokine (MDC). The upregulation of IL-6β, a hallmark
of inflammation, appeared to be proportional to impact severity and remained
upregulated 24 hours post-impact. Notably, this evidence of pathology was found despite
the inability of MRI to detect gross pathology (Hellewell et al., 2010). The inflammatory
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process for TBI is a biphasic event characterized by an initial disruption of the BBB that
can be measured within hours after trauma, followed by a decrease in permeability with
an additional period of leakage between 3-7 days post-injury (Thelin, E. P. et al., 2017;
Abbott, Rönnbäck, & Hansson, 2006; Karve, Taylor, & Crack, 2016). The re-sealing of
the BBB following the initial disruption correlates with the average temperature decrease
below baseline for t4 following the allotted 4-day recovery post-impact (Fig. 3.1- Fig.
3.4). After the assigned 7-day recovery period, average surface temperatures for t7 begin
to increase correlating with the re-opening of the blood brain barrier (Fig. 3.1- Fig. 3.4).
A study conducted by Hellewell et al. 2010 presented histological evidence of a drastic
upregulation of macrophages and microglia in the optic tracts and corpus callosum 7 days
following diffuse injury with an even greater increase after 14 days (Hellewell et al.,
2010). Our results of the ventral thermogram analysis for group t7 (Fig. 3.1b, Fig 3.2b,
Fig. 3.3b, Fig. 3.4b) show the average surface temperature to be nearing pre-impact
temperatures. However, the average surface temperature of group t14, measured 14-days
post-impact, surpassed both baseline temperatures and the initial temperature increase
seen for group t0.5 12-hours post-impact (Fig. 3.1b, Fig 3.2b, Fig. 3.3b, Fig. 3.4b). The
temperature increase observed at both 7 and 14 days post-impact correlates well with
Hellewell’s narrative of macrophage and microglia upregulation (Hellewell et al., 2010).
Although inflammation is a localized event caused by localized trauma, it has a
global effect on blood flow, causing the system-level surface temperature distribution to
change (Lenz, Franklin, & Cheadle, 2007). Evidence for the global effect can be seen by
the consistent trend in temperature change over time for all three regions and the whole
body for all groups (Fig. 3.1- Fig. 3.4). The average change in surface temperature of the
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abdomen and lower body regions exhibit similar temperature fluctuation as seen from the
site of trauma on the head. Notably, analysis of the average ventral surface temperature
change remains statistically significant for all three ROIs and the whole body (Fig. 3.1b,
Fig 3.2b, Fig. 3.3b, Fig. 3.4b). However, analysis of the average dorsal surface
temperature change was not statistically significant for the abdominal and lower body
regions or the whole body (Fig 3.2b, Fig. 3.3b, Fig. 3.4b). Thermographic temperature
gradients are created from heat emitted from the skin as well as the bone, which has a
more of anatomically concealed vasculature and may impact thermographic accuracy in
heat emittance measurement (Feldmann & Zysset, 2016; Helmy et al., 2011; Michelsen,
1967). The statistical insignificance of the dorsal abdomen and lower body analysis could
then be due to the spine and ribcage creating a barrier between the skin surface and the
dense vasculature around vital organs. It follows that ventral heat emittance will be
higher due to the proximity of the cardiovascular system to the skin.
Data collected from thermogram analysis is critical for quantifying temporal
temperature changes; however, using thermograms to visualize the spatial shift in
temperature brings a deeper appreciation for the systemic response to the mechanical
insult. Thermal images of t0 presented in Fig. 3.5 show both a dorsal and ventral rostral
shift in the temperature gradient immediately after impact which is not easily appreciated
graphically (Fig.3.1-Fig. 3.4). The temperature dispersion prior to impact for t0.5 (Fig.
3.6a, Fig. 3.6b) appears to be concentrated medially which not only increased globally,
but extended laterally and caudally after the assigned 12-hour recovery period (Fig. 3.6e,
Fig. 3.6f). In other words, there was a greater proportion of higher temperature
measurements across the entire body and the high temperature surface area expanded
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from the head and midline. Even though post-recovery thermal images of t1 (Fig. 3.7e,
Fig. 3.7f) present a similar gradient pattern to t0.5 (Fig. 3.6e, Fig. 3.6f), the increase in
temperature was less extreme after 1 day of recovery (t1) than after a 12-hour recovery
period (t0.5) compared to pre-impact measurements (Fig. 3.6a, Fig. 3.6b; Fig. 3.7a, Fig.
3.7b). The spatial shift associated with the decrease in average surface temperature for t4
(Fig. 3.1-Fig. 3.4) can be seen as the area of the highest temperature shifts medially after
a 4-day recovery post-impact (Fig. 3.8e, Fig. 3.8f). The high temperature surface area
also decreased for t4 post-recovery which correlates well to the expected downregulation
of cytokines and chemokines (Helmy et al., 2011). Similar to the spatial expansion and
shift seen by t0.5 12-hours post-impact (Fig. 3.6e, Fig. 3.6f), t7 also presented a global
increase in regional average surface temperature after 7 recovery days post impact (Fig.
3.9e, Fig. 3.9f). Again, these results compliment the second phase of the inflammatory
response characterized by BBB disruption and an influx of cytokines and chemokines
(Buttram et al., 2007; Chodobski et al., 2011). Notably, the largest area of high
temperature is concentrated medially with a less fluid lateral shift to cooler temperatures
(Fig. 3.9e, Fig. 3.9f) than seen 12-hours post impact (Fig. 3.6e, Fig. 3.6f). As the system
works to regain homeostasis, blood perfusion through vital organs is expected to increase
to facilitate waste removal and support metabolism (Thelin, E. P. et al., 2017; da Silva
Meirelles, Simon, & Regner, 2017). The high temperature areas are prevalent medially in
correspondence with vital organ perfusion and expected metabolic activity. Interestingly,
the fluctuation in temperature for the ventral lower body (Fig. 3.3b) over time is more
extreme than that of the head (Fig. 3.1) and abdominal (Fig. 3.2) regions for each post-
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impact time. Using a systems biology approach, it can be deduced from the temperature
profile shift that localized trauma affects other areas of the body.
Limitations of this study include the small sample size per group and lack of
additional recovery periods. Although a full factorial design for this study would bring
further insight into the systemic response to TBI, our model produced consistent trends in
temperature change. Future work to add data to these findings would be beneficial in
understanding the full timeline of the inflammatory process. Assessment of additional
time points during trauma and increasing the load applied during impact would also
enhance the findings of our presented work. Furthermore, experimentation involving
animal models must account for the effect of individual variation on the statistical spread
for small sample sizes. To develop this data further and reduce the effect of individual
variation, a larger sample size would be highly beneficial.
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CONCLUSION
In conclusion, we found that average surface temperature dynamics assessed over
time post-impact seem to be representative of the internal inflammatory process and
altered blood flow for the entire system. Our work showed a consistent correlation to
published histological data on the inflammatory response elicited by TBI. Additionally,
we found a consistent trend in average temperature fluctuation for the head (Fig. 3.1), the
abdomen (Fig. 3.2), the lower body (Fig. 3.3), and the whole body (Fig. 3.4) providing
evidence of systemic implications after trauma. Furthermore, the implementation of
thermography provided a visual representation of the spatial temperature shift that may
have been poorly represented as quantitative data (Fig. 3.5-Fig. 3.10). An increased
sample size, an addition of recovery times, and a simultaneous investigation of serum
biomarkers and post-mortem histopathology would add tremendously to this work.
However, our data lays a foundation for understanding temperature alterations due to TBI
and the subsequent inflammatory process. Considering our results, we found infrared
thermography to be an excellent non-invasive tool to assess temperature change due to
mTBI.
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FUTURE WORK
4.1 Traumatic Brain Injury Inflammation and Male Fertility
Future work to compliment this project includes an investigation into the effects
of the TBI-induced inflammatory process on the reproductive organs and male fertility.
Scrotal thermoregulation is critical during spermatogenesis and can have a large effect on
male fertility (Brito, Barth, Wilde, & Kastelic, 2012). A study conducted using
thermography to evaluate stallion scrotal and testicular temperature, found that even
small changes in temperature can influence motility of spermatozoa. Additionally, it was
found that there is an optimal temperature gradient for the scrotal area to produce sperm
with a high motility score (Lloyd-Jones, Purohit, Boyle, & Shepherd, 2015). Being highly
sensitive to temperature fluctuations and blood flow distribution, it is possible that the
inflammatory response elicited by TBI could lead to a deleterious effect on spermatozoa
motility. Using thermography to explore scrotal temperature dynamics due to TBI
inflammation would be beneficial in understanding the relationship between trauma and
male fertility. Using thermography analysis combined with measurement of testosterone
levels would be an effective method in beginning the exploration of the impact of trauma
on male fertility.
4.2 Cellular Pathology and Serum Biomarkers
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Despite being a non-invasive method of measurement, the thermal images show
changes in temperature that correlate well with internal pathology presentation.
Therefore, further comparison of histopathology and inflammatory serum biomarkers
would contribute to building a full, robust picture of the inflammatory process of TBI (da
Silva Meirelles, Simon, & Regner, 2017). Common inflammatory biomarkers currently
being assessed for neuroinflammation due to TBI include S100β, cytokine
concentrations, and TNF-1α (Alluri, Wiggins-Dohlvik, Davis, Huang, & Tharakan, 2015;
Buttram et al., 2007; Collins-Praino, Arulsamy, Katharesan, & Corrigan, 2018). Basic
methodology would consist of pre-mortem blood draws throughout the testing and
recovery period in addition to FIR thermal imaging for the comparison of chemokine and
cytokine concentration to the thermal gradient dynamics. Additionally, post-mortem
analysis of the hypothalamus would be beneficial as it acts as the thermoregulatory center
of the brain and could have a direct influence on heat distribution if damaged during
impact (Ranson & Ingram, 1935).
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DESCRIPTIVE STATISTICS FOR ALL GROUPS
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A.1

Methods
Thermal images were analyzed using ResearchIR software which allows for

freehand selection of the Region of Interest (ROI). The average temperatures of the ROI
for each animal was run through a Univariate Analysis using SAS to produce descriptive
statistics for each ROI. To account for the effects of anesthesia cooling the body, internal
temperatures were taken rectally immediately before each thermal image. Descriptive
statistics include the mean (X), the standard deviation (SD), the median (M), and the
interquartile range (IQR). The IQR was chosen instead of the range to remove the
influence of outliers on such a small sample size.
A.2

Results
The resulting descriptive statistics can be seen for the head ROI in Table A.1. The

descriptive statistics for the abdominal ROI and the lower body ROI can be seen in Table
A.2 and A.3 respectively. Internal temperature data can be found in Table A.4. It appears
the effects of anesthesia did not affect the overall ROI data.
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Table A.1
Group
t0
X ± SD
M
IQR
t0.5
X ± SD
M
IQR
t1
X ± SD
M
IQR
t4
X ± SD
M
IQR
t7
X ± SD
M
IQR
t14
X ± SD
M
IQR

Descriptive Statistics of the Head Region of Interest
T [°C]
Before Impact
Dorsal
Ventral

T [°C]
Immediately After Impact
Dorsal
Ventral

T [°C]
After Recovery Period
Dorsal
Ventral

28.29 ± 0.56
28.19
0.61

29.95 ± 0.42
29.82
0.79

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.78 ± 0.93
29.06
1.17

30.74 ± 0.65
30.85
0.89

28.81 ± 0.63
28.81
0.41

30.65 ± 0.54
30.72
0.31

29.67 ± 0.73
29.57
0.60

31.02 ± 1.24
31.02
1.80

28.97 ± 0.41
29.10
0.86

30.13 ± 0.49
30.20
0.72

28.85 ± 0.54
28.93
0.99

30.11 ± 0.61
30.20
0.21

28.60 ± 0.46
28.68
0.21

30.16 ± 0.46
30.08
0.771

29.24 ± 0.42
29.25
0.70

30.90 ± 0.67
30.69
0.43

28.95 ± 0.61
28.72
0.87

30.82 ± 0.60
30.85
0.82

28.17 ± 0.68
27.94
1.25

29.51 ± 0.52
29.33
0.71

29.04 ± 0.55
29.15
0.97

30.43 ± 0.81
30.23
1.14

28.74 ± 0.95
28.42
1.68

30.33 ± 0.63
30.25
0.55

27.79 ± 0.22
27.75
0.28

29.53 ± 0.81
29.46
1.20

28.70 ± 0.47
28.81
0.56

30.13 ± 0.44
30.10
0.77

28.25 ± 0.61
28.13
0.85

29.84 ± 0.80
29.87
0.46

29.30 ± 0.60
29.30
0.11

30.75 ± 0.46
30.62
0.63
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Table A.2
Group
t0
X ± SD
M
IQR
t0.5
X ± SD
M
IQR
t1
X ± SD
M
IQR
t4
X ± SD
M
IQR
t7
X ± SD
M
IQR
t14
X ± SD
M
IQR

Descriptive Statistics of the Abdominal Region of Interest
T [°C]
Before Impact
Dorsal
Ventral

T [°C]
Immediately After Impact
Dorsal
Ventral

T [°C]
After Recovery Period
Dorsal
Ventral

28.29 ± 0.56
28.19
0.61

29.95 ± 0.42
29.82
0.79

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.78 ± 0.93
29.06
1.17

30.74 ± 0.65
30.85
0.89

28.81 ± 0.63
28.81
0.41

30.65 ± 0.54
30.72
0.31

29.67 ± 0.73
29.57
0.60

31.02 ± 1.24
31.02
1.80

28.97 ± 0.41
29.10
0.86

30.13 ± 0.49
30.20
0.72

28.85 ± 0.54
28.93
0.99

30.11 ± 0.61
30.20
0.21

28.60 ± 0.46
28.68
0.21

30.16 ± 0.46
30.08
0.771

29.24 ± 0.42
29.25
0.70

30.90 ± 0.67
30.69
0.43

28.95 ± 0.61
28.72
0.87

30.82 ± 0.60
30.85
0.82

28.17 ± 0.68
27.94
1.25

29.51 ± 0.52
29.33
0.71

29.04 ± 0.55
29.15
0.97

30.43 ± 0.81
30.23
1.14

28.74 ± 0.95
28.42
1.68

30.33 ± 0.63
30.25
0.55

27.79 ± 0.22
27.75
0.28

29.53 ± 0.81
29.46
1.20

28.70 ± 0.47
28.81
0.56

30.13 ± 0.44
30.10
0.77

28.25 ± 0.61
28.13
0.85

29.84 ± 0.80
29.87
0.46

29.30 ± 0.60
29.30
0.11

30.75 ± 0.46
30.62
0.63
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Table A.3
Group
t0
X ± SD
M
IQR
t0.5
X ± SD
M
IQR
t1
X ± SD
M
IQR
t4
X ± SD
M
IQR
t7
X ± SD
M
IQR
t14
X ± SD
M
IQR

Descriptive Statistics of the Lower Body Region of Interest
T [°C]
Before Impact
Dorsal
Ventral

T [°C]
Immediately After Impact
Dorsal
Ventral

T [°C]
After Recovery Period
Dorsal
Ventral

28.29 ± 0.56
28.19
0.61

29.95 ± 0.42
29.82
0.79

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.14 ± 0.43
28.11
0.40

29.66 ± 0.44
29.69
0.76

28.78 ± 0.93
29.06
1.17

30.74 ± 0.65
30.85
0.89

28.81 ± 0.63
28.81
0.41

30.65 ± 0.54
30.72
0.31

29.67 ± 0.73
29.57
0.60

31.02 ± 1.24
31.02
1.80

28.97 ± 0.41
29.10
0.86

30.13 ± 0.49
30.20
0.72

28.85 ± 0.54
28.93
0.99

30.11 ± 0.61
30.20
0.21

28.60 ± 0.46
28.68
0.21

30.16 ± 0.46
30.08
0.771

29.24 ± 0.42
29.25
0.70

30.90 ± 0.67
30.69
0.43

28.95 ± 0.61
28.72
0.87

30.82 ± 0.60
30.85
0.82

28.17 ± 0.68
27.94
1.25

29.51 ± 0.52
29.33
0.71

29.04 ± 0.55
29.15
0.97

30.43 ± 0.81
30.23
1.14

28.74 ± 0.95
28.42
1.68

30.33 ± 0.63
30.25
0.55

27.79 ± 0.22
27.75
0.28

29.53 ± 0.81
29.46
1.20

28.70 ± 0.47
28.81
0.56

30.13 ± 0.44
30.10
0.77

28.25 ± 0.61
28.13
0.85

29.84 ± 0.80
29.87
0.46

29.30 ± 0.60
29.30
0.11

30.75 ± 0.46
30.62
0.63
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Table A.4

Descriptive Statistics of the Internal Body Temperature

Group

T [°C]
Before Impact

T [°C]
Immediately After Impact

T [°C]
After Recovery Period

X ± SD
M
IQR

33.12 ± 1.28
33.22
0.13

33.29 ± 0.62
33.39
0.24

33.29 ± 0.62
33.39
0.24

X ± SD
M
IQR

35.33 ± 1.22
35.17
0.53

34.19 ± 0.47
34.42
0.47

36.38 ± 1.17
36.47
0.56

X ± SD
M
IQR

33.31 ± 1.36
33.14
0.96

33.28 ± 1.73
33.19
0.88

35.74 ± 1.16
35.50
0.78

X ± SD
M
IQR

34.68 ± 1.27
34.58
0.53

34.54 ± 1.11
34.42
0.42

35.24 ± 1.24
35.42
0.79

X ± SD
M
IQR

34.00 ± 1.67
34.00
0.71

33.22 ± 1.13
33.14
0.81

35.32 ± 1.14
35.36
1.01

X ± SD
M
IQR

36.47 ± 1.64
36.67
1.39

34.56 ± 1.85
34.42
0.92

35.31 ± 1.24
35.36
0.51

t0

t0.5

t1

t4

t7

t14
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DESIGN OF EXPERIMENT: TAGUCHI ARRAY
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B.1

Taguchi Method Background
In order to reduce the sample size of rats needed for this study, a modified

Taguchi array was implemented. If a full factorial method was required, the experimental
design would call for more than 200 animals. Implementation of the Taguchi Method
allowed for a much smaller sample size (n=36). Although this design of experiment
(DOE) excludes valuable data that could be collected from a full factorial DOE, the
trends calculated resulted in consistent trends.
B.2

Methods
We used a L6 (61 x 32) scheme (Table. B.1) for our DOE. Animals were randomly

assigned to groups distinguished by DOE parameters (Table. B.2).
Table B.1

Taguchi L6 Array (61 x 32) Design
Factors (Levels)

Experimental
Run

A (6)

B (3)

C (3)

1

1

2

1

2

2

2

3

3

3

1

2

4

4

3

3

5

5

3

1

6

6

1

2

Reference:
Bolboacă, S. D., & Jäntschi, L. (2007). Design of Experiments: Useful Orthogonal
Arrays for Number of Experiments from 4 to 16. Entropy, 9(4), 198–232.
https://doi.org/10.3390/e9040198
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Table B.2

Implementation of the Taguchi L6 Array (61 x 32) Design
Factors (Levels)

Experimental
Run

Experimental
Group

Recovery Time (6)

Impact Load (3)

Head Position (3)

1

t0

0

7.5

Top

2

t0.5

0.5

7.5

Right

3

t1

1

5

Left

4

t4

4

10

Right

5

t7

7

10

Top

6

t14

14

5

Left

Notes: For all groups n=6 animals per group.
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INFLUENCE OF LOAD AND LOCATION ON AVERAGE TEMPERATURE
CHANGE IMMEDIATELY AFTER IMPACT
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C.1

Methods
Each experimental group was assigned to on level of the following three

experimental parameters: Impact Load (9.9N, 16.5N, 23.2N), Impact Location (Top,
Right, Left), and Recovery Time (0, 0.5, 1, 4, 7, 14). See Table B.2 for parameter
assignment for each group. For Impact Load comparison, groups with identical Impact
Locations were compared (Fig. C.1-Fig. C.4) while the effect of Impact Location was
assessed by comparing groups with identical Impact Loads (Fig. C.5-Fig. C.8). Right and
left Impact Locations were both categorized as a side Impact Location due to the
anatomical symmetry of the body. All comparison plots display the average difference
between the mean temperature Before Impact (BI) and the mean temperature
Immediately After (AI) impact for each ROI and the whole body with error bars
representing the standard error of the sample means. All analysis was performed using
MATLAB™.
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Scheme C.1

Schematic of Parameter Analysis Procedure

Notes: The analysis procedure was used to visualize trends in data due to the lack of
statistical significance among comparisons.
C.2
C.2.1

Results
Impact Load Comparison for Side Impact Groups
After comparing the effect of varying degrees of Peak Impact Load for groups

impacted on the side of the head, the resulting trend for dorsal analysis show a peak
impact load of 16.5N leads to a greater change in mean temperature difference AI
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compared to 9.9N and 23.2N (Fig. C.1a, Fig. C.1c, Fig. C.1e, and Fig. C.2a). Evidently,
the plots show 16.5N to be the only force leading to an increased temperature while the
alternate loads tended to decrease the average temperature of each ROI (Fig. C.1a, Fig.
C.1c, and Fig. C.1e) and the whole body (Fig. C.2a). However, the trend found for the
ventral analysis shows an average temperature increase occurred at our highest load
(23.3N) in opposition to the two lesser loads (9.9N and 16.5N), which resulted in an
average decrease in temperature (Fig. C.1b, Fig. C.1d, Fig. C.1f, and Fig. C.2b). The
average temperate change associated with the 9.9N Impact Load was calculated as the
average temperature change for groups t1 and t14. However, the 16.5N Impact Load data
was collected only from group t0.5. Group t4 data was used for the highest Impact Load,
23.3N.

50

(a)

(b)

(c)

(d)

(e)

(f)

Figure C.1

Effect of Load on the Average Temperature Change Immediately After
Impact for Side Impact Location Groups t1/t14, t0.5, and t7.

Notes: Comparison of average temperature change for the dorsal head (a), ventral
head (b), dorsal abdomen (c), ventral abdomen (d), dorsal lower body (e), and ventral
lower body (f) ROIs. Black boxes represent the group average of temperature change
due to impact. Error bars represent the standard error of the sample means.
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(a)

(b)

Figure C.2

Effect of Load on the Average Temperature Change Immediately
After Impact for Side Impact Location Groups t1/t14, t0.5, and t7 for
the whole body.
Notes: Comparison of average temperature change for the dorsal whole body (a),
ventral whole body (b). Black boxes represent the group average of temperature
change due to impact. Error bars represent the standard error of the sample means.
C.2.2

Impact Load Comparison for Top Impact Groups
Results from the Impact Load comparison for top Impact Location groups

presented trend variation due to ROI and the whole body in addition to plane imaged
(dorsal and ventral) (Fig. C.3, Fig. C.4). Dorsal analysis of the head shows a peak impact
of 16.5N leads to a greater decrease in average temperature change than 23.2N (Fig.
C.3a). However, ventral analysis of the head shows the opposite with a peak impact load
of 23.2N leading to a greater decrease in the average change in temperature than the
16.5N load (Fig. C.3b). Analysis of both the dorsal and ventral planes of the abdominal
region show the same trend. The Impact Load of 23.2N results in a greater decrease in the
average temperature difference AI compared to the smaller decrease seen for an Impact
Load of 16.5N (Fig. C.3c, Fig. C.3d). Similarly, data for the dorsal lower body region
present a greater decrease in average temperature change than the lesser load (Fig. C.3e).
The ventral lower body analysis, however, presents the opposite relationship with the
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Impact Load of 16.5N leading to a greater average decrease in temperature (Fig. C.3f).
Whole body dorsal analysis shows a significant difference in average temperature change
between 16.5N and 23.2N peak impact force (Fig. C.4a). The largest impact force,
23.2N, lead to a larger decrease in the average temperature change than16.5N (Fig. C.4a).
However, the ventral analysis of the whole body shows only a slightly greater decrease
for 23.2N than the decrease seen for 16.5N (Fig. C.4b). The average temperate change
resulting from the 16.5N Impact Load was calculated from the average temperature
change for group t0. Data collected from group t7 was used to assess the effect of a 23.3N
Impact Load.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure C.3

Effect of Load on the Average Temperature Change Immediately After
Impact for Top Impact Location Groups t0 and t7.

Notes: Comparison of Average Temperature Change AI for the dorsal head (a), ventral
head (b), dorsal abdomen (c), ventral abdomen (d), dorsal lower body (e), and ventral
lower body (f) ROIs. Black boxes represent the group average of temperature change
due to impact. Error bars represent the standard error of the sample means.
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(a)

(b)

Figure C.4

Effect of Load on the Average Temperature Change Immediately After
Impact for Top Impact Location Groups t0 and t7 for the whole body.

Notes: Comparison of average temperature change for the dorsal whole body (a),
ventral whole body (b). Black boxes represent the group average of temperature
change due to impact. Error bars represent the standard error of the sample means.

C.2.3

Impact Location Comparison for 16.5N Impact Groups
Impact Location comparison for groups (t0 and t7) exposed to a peak Impact Load

of 16.5N were compared to assess the difference in average temperature change resulting
from a side impact vs. a top impact. The resulting comparison for the dorsal head ROI
shows little difference in the mean temperature change for animals impacted on the side
of the head and animals impacted on the top of the head (Fig. C.5a). Although slight, the
temperature changes due to a top impact led to a greater decrease in mean temperature
change for the ventral plane of the head region than a side impact (Fig. C.5b). Side
impacts resulted in a decrease in the mean temperature difference for the dorsal
abdominal region while top impacts resulted in an increase in the average temperature
change (Fig. C.5c). Ventral analysis of the abdominal region shows little difference in the
mean temperature difference between top and side impacted groups (Fig. C.5d). Little
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difference is seen in the mean temperature difference for the dorsal lower body with a
slight increase resulting from a side Impact Location (Fig. C.5e). While both top and side
Impact Locations result in an overall decrease of the average temperature change for the
ventral lower body ROI, the side Impact Location resulted in a greater decrease (Fig.
C.5f). Whole body analysis shows an increase in the average temperature change occurs
on the dorsum with a side impact as opposed to the slight decrease seen for the top
impact (Fig. C.6a). Ventral whole body analysis presents a decrease in average
temperature change for both top and side impacts (Fig. C.6b). Mean temperature
difference for the top Impact Location was assessed for group t0. Group t0.5 data was used
to represent the mean change in temperature after a side Impact Location. Both groups
were exposed to the same average peak force of 16.5N.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure C.5

Effect of Impact Location on the Average Temperature Change
Immediately After Impact for 16.5N Impact Load Groups t0 and t0.5.

Notes: Comparison of Average Temperature Change AI for the dorsal head (a), ventral
head (b), dorsal abdomen (c), ventral abdomen (d), dorsal lower body (e), and ventral
lower body (f) ROIs. Black boxes represent the group average of temperature change
due to impact. Error bars represent the standard error of the sample means.
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(a)

(b)

Figure C.6

Effect of Impact Location on the Average Temperature Change
Immediately After Impact for 16.5N Impact Load Groups t0 and t0.5
for the whole body.

Notes: Comparison of average temperature change for the dorsal whole body (a),
ventral whole body (b). Black boxes represent the group average of temperature
change due to impact. Error bars represent the standard error of the sample means.
C.2.4

Impact Location Comparison for 23.2N Impact Groups
Groups exposed to a peak Impact Load of 23.2N were used to compare the effect

of Impact Location. For both the dorsal and ventral plane of all ROIs and the whole body,
the top Impact Location consistently resulted in a greater decrease in average temperature
change (Fig C.7, Fig. C.8). Dorsal and ventral assessment of the head region show this
consistent decrease, but it is very slight (Fig. C.7a, Fig. C.7b). However, the dorsal and
ventral comparisons of the abdominal region show a notably larger decrease in mean
temperature change for the top Impact Location than the side Impact Location (Fig. C.7c,
Fig. C.7d). Additionally, the ventral plane analysis of the abdominal region shows a
slight increase in the average temperature difference due to the 23.2N impact (Fig. C.7d).
The lower body ROI also shows a slightly greater decrease in mean temperature change
for the top Impact Location on the dorsal plane (Fig. C.7e). The ventral lower body
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region comparison resulted in a notable decrease in mean temperature change due to the
top Impact Location and a slight increase due to the side Impact Location of the 23.2N
Impact Load. Whole body analysis of the dorsum shows the side impact led to a smaller
decrease in average surface temperature change than the top impact (Fig. C.8a). The
ventral assessment of the whole body, however, shows the side impact led to a slight
increase in average temperature change while the top impact consistently led to an overall
decrease (Fig. C.8b). Data for the top Impact Location was assessed for group t4. Group
t7 data was used to represent the mean change in temperature after a side Impact
Location.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure C.7

Effect of Impact Location on the Average Temperature Change
Immediately After Impact for 23.2N Impact Load Groups t4 and t7.

Notes: Comparison of Average Temperature Change AI for the dorsal head (a), ventral
head (b), dorsal abdomen (c), ventral abdomen (d), dorsal lower body (e), and ventral
lower body (f) ROIs Black boxes represent the group average of temperature change
due to impact. Error bars represent the standard error of the sample means.
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(a)

Figure C.8

(b)

Effect of Impact Location on the Average Temperature Change
Immediately After Impact for 23.2N Impact Load Groups t4 and t7
for the whole body.

Notes: Comparison of average temperature change for the dorsal whole body (a),
ventral whole body (b). Black boxes represent the group average of temperature
change due to impact. Error bars represent the standard error of the sample means.
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