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Abstract
For a nonnegative irreducible matrix A, this paper is concerned with the estimation and
determination of the unique Perron root or spectral radius of A. We present a new method that
utilizes the relation between Perron roots of the nonnegative matrix and its (generalized) Per-
ron complement. Several numerical examples are given to show that our method is effective,
at least, for some classes of nonnegative matrices. © 2002 Elsevier Science Inc. All rights
reserved.
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1. Preliminaries
Without loss of generality, we assume throughout this paper that A is an n× n
nonnegative irreducible matrix. For such a matrix A, a fundamental problem concerns
the estimation and determination of the unique Perron root ρ(A) of A, where ρ(A)
denotes the spectral radius of A.
Let 〈n〉 = {1, 2, . . . , n} and
rj (A) =
n∑
k=1
aj,k, j ∈ 〈n〉. (1)
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rj (A) is called the jth row sum of A. It is well known that for the Perron root ρ(A),
the following inequality holds:
rmax(A)  ρ(A)  rmin(A), (2)
where rmax(A) = max1jnrj (A), rmin(A) = min1jnrj (A) are the maximum,
the minimum row sum of A, respectively.
Let γ = {j | rj = rmax(A)} and δ = {j | rj = rmin(A)}. Then both γ and δ are
not empty. If γ = δ, then ρ(A) = rmin(A) = rmax(A) is easy to compute. We shall
assume henceforth that rmin(A) < rmax(A). Thus (2) becomes
rmax(A) > ρ(A) > rmin(A). (3)
Let α denote a nonempty ordered subset of 〈n〉 and β = 〈n〉\α, both consisting of
strictly increasing integers. Let |α| denote the cardinality of a set α, i.e., the number
of elements in α. By A[α, β] we shall denote the submatrix of the matrix A whose
rows and columns are determined by α and β, respectively. By A[α] we shall denote
A[α, α], the principal submatrix of A based on α.
In [4], Meyer defined the Perron complement and used it to compute the unique
normalized Perron eigenvector of a nonnegative irreducible A. In this paper the Per-
ron complement will be generalized (in Section 2) and utilized to estimate (in Section
3) and compute (in Section 4) the unique Perron eigenvalue of A. A basic algorithm
and some numerical examples are also given in Section 4.
2. Perron complement
Let A be a nonnegative irreducible matrix. Meyer [4] defined the Perron comple-
ment of A[α] in A, in symbol P(A/A[α]), to be the matrix
P(A/A[α]) = A[β] + A[β, α](ρ(A)I − A[α])−1A[α, β].
Further he proved:
Lemma 1 (Theorem 2.2 in [4]). If A is a nonnegative irreducible matrix with spe-
tral radius ρ(A), then each Perron complement P(A/A[α]) is also a nonnegative
irreducible matrix with spectral radius ρ(A).
For our use in this paper, we define the generalized Perron complement of A[α]
in A, in symbol Pt(A/A[α]), to be the matrix
Pt(A/A[α]) = A[β] + A[β, α](tI − A[α])−1A[α, β], t > ρ(A[α]).
Remark. Pt(A/A[α]) for t  ρ(A) was defined by Neumann [5]. But it is obvious
that Pt(A/A[α]) continues to be well defined for any t > ρ(A[α]).
The following results are some simple properties of the generalized Perron com-
plement.
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Lemma 2. If A is a nonnegative irreducible matrix, then for any t > ρ(A[α]) the
generalized Perron complement Pt(A/A[α]) is also a nonnegative irreducible ma-
trix.
Lemma 3. If A is a nonnegative irreducible matrix, then the Perron root ρ(Pt (A/
A[α]) of the generalized Perron complement is a strictly decreasing function of t on
(ρ(A[α]),∞).
Proof. Suppose t2 > t1 > ρ(A[α]), then as nonsingular M-matrices
t2I − A[α] > t1I − A[α],
where by A > B we denote that each entry of the matrix A− B is nonnegative, but
A− B has at least one positive entry. By the theory of M-matrices [1,2],
(t1I − A[α])−1 > (t2I − A[α])−1 > 0
and by definition, Pt1(A/A[α]) > Pt2(A/A[α]) > 0. Since Pt2(A/A[α]) > 0 and is
irreducible by Lemma 2, we have
ρ(Pt1(A/A[α])) > ρ(Pt2(A/A[α])) > 0. 
Our method to estimate and calculate ρ(A) is based on the following theorem,
which is easily proved using Lemmas 1 and 3.
Theorem 4. If A is a nonnegative irreducible matrix, then
ρ(Pt (A/A[α]))


< ρ(A) if t > ρ(A),
= ρ(A) if t = ρ(A),
> ρ(A) if ρ(A[α]) < t < ρ(A).
(4)
3. Estimation of Perron root
Let A be a nonnegative irreducible matrix. Suppose that by using some method
we have obtained an estimation of ρ(A),
ρ(A[α]) < b < ρ(A) < c.
For example,
(a) In terms of (3) we can simply take c = rmax(A) and b = rmin(A) when rmin(A)
> ρ(A[α]) for some α.
(b) If A is a positive matrix (every entry of A is positive), then Brauer’s result [3]:
s +m(h− 1)  ρ(A)  S −m(1 − 1/g) (5)
can be utilized, where
s = rmin(A), S = rmax(A), m = mini,j∈〈n〉ai,j ,
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g = (S − 2m+
√
(S2 − 4m(S − s))
(2(s −m)) ,
h = (−s + 2m+
√
s2 + 4m(S − s)
(2m)
.
If two such bounds b and c are found, then we have, by Theorem 4,
ρ(Pc(A/A[α])) < ρ(A) < ρ(Pb(A/A[α])). (6)
If the inequalities
b < ρ(Pc(A/A[α])) or/and ρ(Pb(A/A[α])) < c (7)
are obtained by some estimations, then we find sharper bounds of ρ(A). We give an
example to illustrate this.
Example 1. Consider the following 8 × 8 matrix [4]:
A =


8 6 3 5 7 0 7 1
0 7 3 8 5 6 4 1
1 2 6 1 3 8 8 7
2 8 4 0 7 7 8 2
2 4 6 2 5 7 6 5
4 1 0 4 8 4 8 2
3 1 6 6 4 5 5 0
0 1 1 6 7 0 3 4


.
We have
rmax(A) = 38, rmin(A) = 22.
First we take α = {8}, β = 〈7〉. It is very easy to verify that
rmin(A) = 22 < 30 = rmin(P38(A/A[α])) < ρ(P38(A/A[α])) < ρ(A).
Thus we find a sharper lower bound of ρ(A).
Next we take α = {4, 5}, β = 〈8〉 \ α. We have
rmax(A) = 38 > 37.238 = rmax(P30(A/A[α])) > ρ(P30(A/A[α])) > ρ(A).
The upper bound of ρ(A) is also improved.
Remark. Brauer’s result (5) cannot be used in this example since A is not a positive
matrix.
This example shows by simply calculating the row sums and the generalized
Perron complement; in some cases, we can find a better estimate for ρ(A) if we
choose the principal submatrix A[α] carefully.
To use this method to estimate the bounds of ρ(A), we have to consider the
following two problems:
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P1. How to choose A[α] so that the bounds of ρ(A) are improved?
P2. How to make |α| as small as possible so that the calculation of (tI − A[α])−1
is simple?
In the following discussion it is assumed that we want to find the lower bound of
ρ(A) by simply calculating row sums and a Perron complement.
Generally, we should choose α to be the ordered set δ = {j | rj = rmin(A)} or the
ordered subsets of a few of the minimum row sums.
If |δ| = 1, we have the following result:
Theorem 5. Suppose that A is a nonnegative irreducible matrix and α = {s} =
{j | rj = rmin(A)}, β = 〈n〉 \ {s}. Let c = rmax(A) and
d = (rmin(A)− ass)/(c − ass) (8)
If minj∈β(rj (A[β])+ d ∗ aj,s) > rs, then
rmin(Pc(A/A[α]) > rmin(A). (9)
Proof. By the assumption,
Pc(A/A[α]) = A[β] + A[β, s]A[s, β]/(c − ass).
Simple calculation gives
rmin(Pc(A/A[α]) = min
j∈β (rj (A[β])+ d ∗ aj,s).
By the equality and the condition of the theorem, it is easy to verify that (9) is true.

If |δ| > 1, but we want to apply the theorem due to simple of calculation, then we
can choose α = {s} is one integer in the set maxj∈δaj,j . Because we know from the
proof of the theorem that the bigger d the better and d is an increasing function of
ass .
The choice of α with |α| > 1 or |α| > |δ| is more complicated. In this case, the
problem is equivalent to the following problem: choosing the β such that
rmin(A[β]) = max|δ|n−1rmin(A[δ]). (10)
If we can find such a β such that
rmin(A[β] + A[β, α]A[α, β]/c) > rmin(A)
(although this condition is not necessary), then (8) is guaranteed since
rmin(Pc(A/A[α])  rmin(A[β] + A[β, α]A[α, β]/c).
Improving the upper bound of ρ(A) is a more difficult task. In our method, in general,
before finding a good upper bound we have to find a sharp lower bound.
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The estimation method discussed above is very effective, at least, for some classes
of matrices. In paritcular, when it is combined with other estimation methods (e.g.,
Brauer’s formula (5)). We now give two typical examples to show this.
Example 2. Consider the matrix [3]
A =


1 1 2
2 1 3
2 3 5

 .
We have rmax(A) = 10, rmin(A) = 4. Choosing β = {3} in terms of (10) and taking
c = 10, we find rmin(Pc(A/A[α]) = 6.7089, which is a sharp lower bound of ρ(A).
Furthermore, if we use Brauer’s result (5) for the estimation of the upper bound
of A (see [3]): ρ(A)  9.359 and take c = 9.359 and α as above, we find ρ(A) 
ρ(Pc(A/A[α])  6.8662.
Now to find an upper bound of ρ(A) by using our method, we take b = 6.8662
and α as above. We have ρ(A)  rmax(Pb(A/A[α]) = 7.9082. Brauer’s result is im-
proved greatly.
Remark. In fact, the process can continue until a quite exact bound for ρ(A) is
found.
Example 3. Consider the positive matrix [5]
A =


1 1 1 1 1 1
1 2 2 2 2 2
1 2 3 3 3 3
1 2 3 4 4 4
1 2 3 4 5 5
1 2 3 4 5 6


.
We have rmax(A) = 21, rmin(A) = 6 and easily obtain, by applying Brauer’s for-
mula (5),
7.899  ρ(A)  20.2596.
First, taking c = 20.2596, α = {1, 2, 3}, β = {4, 5, 6}, we obtain
Pc(A/A[α]) =


4.9181 4.9181 4.9181
4.9181 5.9181 5.9181
4.9181 5.9181 6.9181

 .
Applying Brauer’s formula (5) again, now to the matrix Pc(A/A[α]), we find
ρ(A) > ρ(Pc(A/A[α])  15.6944.
Then, we take b = 15.6944 and α as above. We obtain
Pb(A/A[α]) =


5.3108 5.3108 5.3108
5.3108 6.3108 6.3108
5.3108 6.3108 7.3108

 .
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By Brauer’s formula for the upper bound of Pb(A/A[α]), we find
ρ(A) < ρ(Pb(A/A[α])  18.0498.
These are very good lower and upper bounds for ρ(A), since ρ(A) = 17.2069.
Remark. Noticing that when A is a positive matrix, Brauer’s formula and other
many formulae (e.g., Ledermann’s and Ostrowski’s formulae, see [3]) for the bounds
of A are closely relative to the least entry of A (m in (5)), and mini,j ai,j < mini,j
(Pt (A/A[α]))i,j . So application of Brauer’s result to Pt(A/A[α]) has more obvious
effectiveness. This can be seen from Example 3.
4. Calculation of Perron root
Simply taking α = 〈n〉\{s} in Theorem 4, we define the function:
f (t) = ρ(Pt (A/A[α])) = ass + A[s, α](tI − A[α])−1A[α, s].
Then f (t) is a strictly decreasing function of t on (ρ(A[α]),∞), by Theorem 4. We
have the following theorem.
Theorem 6. Suppose that A is an n× n nonnegative irreducible matrix. Let α =
〈n〉\{s},
g(t) = ass − t + A[s, α](tI − A[α])−1A[α, s]. (11)
If
ρ(A[α]) < b < ρ(A) < c, (12)
then
g(t)


< 0 if t ∈ (ρ(A), c),
= 0 if t = ρ(A),
> 0 if t ∈ (b, ρ(A)).
(13)
That is, g(t) has the unique root ρ(A) on (b, c). Furthermore,
g′(t) = −1 − A[s, α](tI − A[α])−2A[α, s], (14)
(g′′(t)) = 2 ∗ A[s, α](tI − A[α])−3A[α, s] (15)
and
g′(t) < 0, g′′(t) > 0, t ∈ (b, c).
Proof. Since (B(t)−1)′ = −B(t)−1(B ′(t))B(t)−1, simple manipulations give the
differentials of first order and second order of g(t). This theorem then is easily
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proved by first noting that g(t) = ρ(Pt (A/A[α]))− t for given α and then applying
Theorem 4. 
Thus the problem of finding the Perron root of A is equivalent to the problem of
locating the unique root of the function g(t) on (b, c). Therefore any method to find
roots of a function can be applied to g(t) since it is a smooth function on (b, c).
In the following, we give a little more detail on how to apply the bisection method
combined with Newton’s acceleration scheme to g(t) for computing the unique root
ρ(A).
The first problem is how to give b and c such that (11) holds; in particular, we
have to make sure that b > ρ(A[α]). At this point, the estimation methods given in
the last section and other literatures [3] can be utilized.
On the other side we can make ρ(A[α]) as small as possible by choosing s (in
g(t) of (10)) to be one integer in the set max1jnaj,j and/or the set γ = {j | rj =
rmax(A)}. Last, it should be possibe to obtain a good lower bound of ρ(A), which
is bigger than ρ(A[α]) if a bisection is used before the begining of an algorithm for
finding the root of g(t).
Applying Newton iteration to g(t), we have
tk+1= tk − g(tk)/g′(tk)
= tk + (ass − tk + uT(tkI − A[α])−1v)/(1 + uT(tkI − A[α])−2v). (16)
where uT = A[s, α], v = A[α, s]. So the second problem is how to calculate g(t)
and g′(t) so as to minimize cost. In fact, we only have to solve the two equations in
a Newton iteration. First solve
(tkI − A[α])x = v
for (tkI − A[α])−1v and then solve
(tkI − A[α])y = x
for (tkI − A[α])−2v.
By the discussions, a basic algorithm can be set up as follows.
Algorithm. For an n× n nonnegative irreducible matrix A, this algorithm calculates
the unique Perron root of A.
Step 1: Calculating the row sums rj (A) of A and seting c = rmax(A);
Step 2: Determining α (and β) according to rj and computing Pc(A/A[α]). Seting
b = rmin(Pc(A/A[α]) if it is bigger than rmin(A);
Step 3: Determining the s or the function g(t) defined in (11);
Step 4: If g((b + c)/2) > 0, go to the next step. Else determining turning to next
step or restarting to choose the lower bound b according to whether g(b) >
0;
Step 5: Using the bisection method to reduce the length of the area (b, c);
Step 6: Applying Newton iteration to g(t) on (b, c) to compute ρ(A).
L. Lu / Linear Algebra and its Applications 341 (2002) 239–248 247
Remark. It has been noted in the algorithm that:
(a) Steps 1 and 2 give the estimations of the upper bound c and the lower bound
b of ρ(A) according to the discussions in this paper. But it is obvious that any
good estimation [3] for the bounds can be utilized.
(b) Step 4–6 calculate ρ(A) by using the bisection method combined with New-
ton’s acceleration scheme. Any other methods of finding the root of g(t) can be
utilized since g(t) is a smooth function.
Two numerical examples are given in the following, the calculations are done on
a PC using a MATLAB program.
Example 4. Consider again the 8 × 8 matrix in Example 1. We take b = 30, c =
37.238 given as in Example 1 and s = 6 and find ρ(A) = 33.2418.
Example 5. Consider the n× n positive matrix
A =


1 1 1 · · · · · · 1
1 2 2 · · · · · · 2
1 2 3
.
.
.
.
.
.
...
...
...
.
.
.
.
.
.
.
.
.
...
1 2 · · · · · · n− 1 n− 1
1 2 · · · n− 2 n− 1 n


.
Let s = n in g(t) and α vary with n. The numerical results are presented in Table 1.
In this table, t∗ is an approximation of ρ(A), which is increasing quickly with n
increasing. We found from the calculations when n > 200, if we take α ⊆ 〈n/2〉, the
estimated lower bounds are not big enough to make the variable t converge to ρ(A).
Notice that in the two numerical examples, we have not combined the given bounds
with other estimation methods for the bounds of ρ(A).
Table 1
n α Bisect. Newton iterations t∗ g(t∗)
20 〈n/2 − 1〉 3 4 170.404 −2.8422 × 10−14
100 〈n/2〉 3 4 4093.6 1.3642 × 10−12
300 〈n/2 + 4〉 5 5 36 597 −5.4570 × 10−10
500 〈n/2 + 10〉 6 4 101 520 1.0477 × 10−9
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