This paper presents a new method of structured light-based 3D reconstruction, referred to here as Boundary Inheritance Codec, that provides high accuracy and low noise in projector-camera correspondence. The proposed method features (1) real-boundary recovery: the exact locations of region boundaries, defined by a coded pattern, are identified in terms of their real coordinates on the image plane. To this end, a radiance independent recovery of accurate boundaries and a disambiguation of true and false boundaries are presented. (2) Boundary inheritance: the consistency among the same boundaries of different layers in pattern hierarchy is exploited to further enhance the accuracy of region correspondence and boundary estimation. Extensive experimentations are carried out to verify the performance of the proposed Boundary Inheritance Codec, especially, in comparison with a number of well-known methods currently available, including Gray-code (GC) plus line/phase shift (LS/PS). The results indicate that the proposed method of recovering real boundaries with boundary inheritance is superior in accuracy and robustness to Gray-code inverse (GCI), GC LS∕PS. For instance, the error standard deviation and the percentile of outliers of the proposed method were 0.152 mm and 0.089%, respectively, while those of GCI were 0.312 mm and 3.937%, respectively, and those of GC LS∕PS were 0.280∕0.321 mm and 0.159∕7.074%, respectively.
Introduction
Depth imaging based on structured light has drawn much attention due to its potential for 3D applications to diverse areas, such as robotics, 3D games, re-engineering, and inspection, to name only a few. In robotics, a structured light-based depth imaging has emerged recently as either a replacement or a reconfiguration of traditional passive stereopsis, especially for object recognition and manipulation in a shorter range, as seen in such well-known robots as PR2 [1] , TurtleBot [2] , and T-Rot [3] . This potential comes mainly from its capability of capturing a 3D point cloud of texture-less objects, and of providing higher precision and robustness than passive stereopsis, as well as of performing at higher speed and lower cost than laser scanners. The key technology for depth imaging based on structured light lies in the methodology of achieving correct pixel correspondence between the digital mirror device of a projector and a camera, and the accuracy of depth imaging depends directly on the correctness of pixel correspondence.
There are many approaches to code light patterns [4, 5] available to date, and they can be divided into two classes: temporal patterns and spatial patterns. Figure 1 shows a brief taxonomy of structured light patterns. To choose an appropriate pattern among these methods, we have to consider their strengths and weaknesses, such as processing time and accuracy, to be applied in specific context. The spatial patterns have a small number of projected patterns that can cope with moving scenarios. Their weakness is the low accuracy in 3D data. The temporal patterns have a large number of projected patterns that make them unable to deal with moving scenarios, but they have a very accurate measurement of 3D data. In this paper, we focus on temporal patterns.
In binary pattern techniques, only two illumination levels are used, which are coded as 0 and 1. Posdamer and Altschuler [6] were the first to propose a well-known effective technique using plain binary coded temporal patterns. Knowing the sensitivity of plain binary code against noise, Inokuchi et al. [7] improved the codification scheme of Posdamer by using Gray-code (GC), which is more robust against noise, instead of plain binary. Later, Trobina [8] presented an error model of coded light range sensors based on Gray-coded patterns, and demonstrated the importance of accurately locating every stripe in the image. The author proposed two ways of detecting stripe edges with sub-pixel accuracy: the first way is to project the reference images (all white and all black), and then use the average value as a threshold to determine stripe edge location; the second way is to project the additional inverse pattern [namely Gray-code inverse (GCI)] and find the intersection of both profiles, where the stripe edge is located. The advantages of these methods are robustness and accuracy; however, their resolution is limited due to the large amount of patterns to be projected.
In contrast, continuous coding methods use patterns having continuous variations on intensity or color. These methods have less numbers of patterns and high resolution, but they have lower accuracy and robustness than binary patterns. Among the works using continuous patterns was an important study led by Zhang [9] , which focused on the realtime 3D shape measurement techniques based on phase-shifting methods. Liu et al. [10] succeeded in using look-up table processing and the phase-shift (PS) method to achieve real-time structured light 3D scanning.
Some works have been proposed that take advantage of both binary and PS methods by combining them into a set of patterns. Guhring [11] used GC for labeling the code-strings coarsely, and several lines instead of the final few frames to determine the final code-strings. This makes the results more dense and accurate than the GC. Sansoni et al. [12] , Wiora [13] , and Zheng and Da [14] combined PS with GC patterns to get high-resolution 3D reconstruction.
These approaches, however, suffer either from large pixel-wise variations in accuracy, or from a number of spurious outliers, especially near occluding and shading boundaries. This accuracy variation occurs due to the conventional approaches that focus on decoding the input signals based only on the intensity values of the pixels at the decoded position. In particular, system and environmental noise, such as scattering, variation in reflectance, and illumination, corrupt signals and affect the decoding of pixel correspondences.
In this paper, we propose a new decoding method to overcome these weaknesses of the conventional methods as well as to improve the precision of in-depth imaging, referred to here as Boundary Inheritance Codec, which can be applied to any region-based codec using binary patterns. Unlike the conventional approaches, the proposed approach decodes the pixel correspondences based on the regions, and inherits the boundary as well as correspondence information of regions from upper layer to lower layer using the following three steps. First, the pattern stripe boundaries are accurately estimated; the boundaries of shadow in camera view as well as in projector view are also estimated. Then, in each layer, the regions between boundaries are defined, and their correspondences are also determined. Finally, the region correspondence and common boundary in the lower layer is inherited from the containing region in the upper layer.
In terms of resolution, the conventional codec approaches intend to define the correspondence based on pixel unit. Here, the resolution depends on the size of a pixel unit, which in turn depends on the number of codes available for the assignment to total pixels; whereas the minimum size of a pixel unit is one pixel. Moreover, the depth as well as x-y resolutions are inherently limited by the size of a pixel unit to which a code can be assigned. This represents the performance limitation involved in the conventional codec. On the contrary, Boundary Inheritance Codec is based on the region to region correspondence, where a region is defined as its boundary in the real space, independent of pixels involved. This turns the Boundary Inheritance Codec into boundary to boundary correspondence, or point to point correspondence on the real line along an epipolar line, which theoretically represents an infinite resolution. Thus for the Boundary Inheritance Codec, accurate estimation of a boundary is very important.
In terms of robustness, GCI is made to maximize the robustness or minimize the error by using the GC for code assignment to pixel units, which allows its context, only one bit change in the code between neighbors, to be used for error detection and correction. Using the inverse may enhance this effect further at the expense of longer code. For Boundary Inheritance Codec, the context comes from the constituency relationship among regions of different layers in inheritance hierarchy, where in each layer and within a region defined in the upper layer, it is in effect the line scan: the most error-free structured light, but the relationship consistency of the upper and lower layers, provides the constraints for proper region correspondence.
The remainder of the paper is organized as follows. Section 2 briefly describes the region-based codecs. In Section 3, we describe our Boundary Inheritance Codec. The experimental results are provided in Section 4. Finally, Section 5 concludes the paper.
Preliminary: Region-Based Codecs

A. GCI
GC is one of the most popular codes for structured light 3D reconstruction. Each code word differs from the next in only one digit (the Hamming distance is 1); this is the main reason that makes GC robust to noise. In order to improve the robustness and accuracy, the additional inverse patterns are used and turn GC into GCI [11] . Figure 2 illustrates 6 bits GCI, which consist of three layers. Each layer has a pattern and its inverse. A region that connects pixels with the same code word, is defined in each layer. Thus GC and GCI are both region-based codecs.
B. Gray-Code Plus Phase-Shift (GC PS)
Taking advantages of GC and PS methods, several authors proposed to combine GC and PS into a robust yet high-resolution structured light pattern [12] [13] [14] . Figure 3 shows an example of the combination of GC and PS: four upper patterns are 4 bits GC which encode for 32 stripes; and four following PS patterns have period of 4 stripes, and phase step π∕2. The intensity of each pixel j; k in ith-frame PS (i 0, 1, 2, 3) captured by camera can be expressed as
where A j; k and Bj; k are the average brightness and the fringes' contrast, respectively, and Φj; k is the phase. The phase is estimated as following
The final correspondence is the combination of decoded value of GC patterns, and correspondence representation of phase value within a period. From Eq. (2) we can see that the phase jumps at positions where I 0 j; k − I 2 j; k → 0; this problem can be solved by a self-correction phase unwrapping method proposed by Zheng and Da [14] .
C. Gray-Code Plus Line-Shift (GC LS)
Similar to GC PS, Guhring [11] replaced the PS patterns by a sequence of parallel lines, namely line shift (LS), achieved by illuminating each nth projector line, as shown in Fig. 4 (in this example, n 6). The decoding process contains two steps. First, the line centers are detected with sub-pixel accuracy. Next, the GC patterns are used to resolve ambiguities and determine the correspondence of the lines.
To detect the line centers, after removing the effects of ambient lighting, the captured LS images are convolved by a fourth or eighth order linear filter:
The line center is estimated by linear interpolation of the zero-crossing in the convolved LS image. However, the disadvantages of this method are low adaptability to variations in light stripe width, and the distortion in detected line center caused by variations in surface reflectance. 
D. Hierarchical Orthogonal Coding
In our previous work [15] , the authors developed a structured light pattern named hierarchical orthogonal coding (HOC), in which the orthogonal codes are arranged hierarchically in order to reduce the length of codes. The length f of code is divided into a few layers L. Each layer includes H orthogonal codes recursively, as shown in Fig. 5 . Although the signal codes in the HOC are not orthogonal, each layer has a set of orthogonal codes. For more details, please refer to [15] .
For example, we assume that a HOC has four layers (L 4) and the number of orthogonal codes in each layer is also The decoding process of HOC patterns is as follows (as illustrated in Fig. 6 ). In each layer of the ith pixel, we have a set of pixel intensities y i I 1 ; I 2 ; I 3 ; I 4 T from four patterns. The signals are separated by multiplying y i with an orthogonal matrix X: c i Xy i , then selecting a probable code for c i . Repeating for all layers, we have a set of probable codes, and then decode the correct address.
However, this decoding method is very sensitive to variations in surface reflectance, and not accurate enough in depth measurement because the true boundaries of the light stripes cannot be located. However, the advantage of HOC over GCI lies in the inheritance properties in both region correspondence and boundaries. These inheritance properties can be fully applied to Boundary Inheritance Codec, whereas GCI does not have inheritance property.
Proposed Boundary Inheritance Codec
The Boundary Inheritance Codec uses HOC for projecting codec patterns, and the decoding of captured patterns is performed as follows. First, stripe pattern boundaries as well as shadow boundaries are detected, and then regions between detected boundaries are formed in each layer; finally, the boundary inheritance and region correspondence inheritance from the upper layer to the lower layer are performed to produce accurate and robust boundary-correspondence pairs for 3D triangulation. The block diagram of Boundary Inheritance Codec is shown in Fig. 7 . In the following sections, we describe in detail each step of Boundary Inheritance Codec.
A. Detecting Boundaries
Accurate Stripe Boundary Estimation
Accurate stripe boundary estimator is an important tool to detect light stripe boundaries, which help to define regions in Boundary Inheritance Codec. Here we adopt the results of a previous work on designing an accurate boundary estimator [16] , and propose two new criteria for true boundaries selection.
a) Stripe Boundary Estimation
In this section, we briefly describe the stripe boundary estimator that has been previously published [16] :
The captured light stripe signal in camera image, f s x, can be modeled as follows: where sx is the pattern for projector illumination, which is a step function:
Symbol ⊗ represents a convolution operator. In Eq. (5), the two blurring processes associated with the projector and camera lenses are modeled as a convolution with the respective blur kernels, g p x; σ p and g c x; σ c . The blur kernels, g p x; σ p and g c x; σ c , are chosen to be a normalized Gaussian function with x; σ p and x; σ c representing their respective (center, variance) pairs:
where i is p or c. Rx is the reflection index of the local surface at x, Rx ∈ 0; 1; Ax is the ambient light; and Wx is the noise of the imaging sensor. In addition, the light patterns captured on the image correspond to the respective all-bright and all-dark pattern projections [i.e., s 1 x H and s 0 x L]:
Then the amount of light from the projector hitting the local surface corresponding to x is estimated as:
where "deconvlucy" represents the Richardson-Lucy de-convolution operator [17, 18] that we chose to use for the computation of de-convolution. The canonical form of light pattern, f c x, computed by Eq. (6) is regarded as a correction for the edges of f s x corrupted by Rx, as well as by Ax and g c x; σ c , thus providing a mean of recovering the true boundary embedded in sx. We estimate the boundaries of a light pattern by intersecting the canonical form of a light pattern with that of its inverse pattern. For details, please refer to [16] .
In each layer of HOC patterns, the light stripe in this pattern shares a common boundary with the light stripe in next pattern. Thus two consecutive patterns in the same layer can be treated as a pattern and its inverse pattern, and then the proposed boundary estimation method is applied to find the accurate stripe boundaries. In our experiments, we use 16 HOC patterns and two additional black and white patterns.
b) Disambiguating between True and False Boundaries
The stripe boundary estimation method described above can generate wrong boundaries in poor reflectance areas or near shadows. Here we propose two criteria for boundaries selection. A detected boundary is true if:
1. The normalized edge, at the position of the found boundary, must be in form of falling edge or rising edge, as illustrated in Fig. 8 , and 2. The difference between the falling and rising edges (not at the intersection) must be greater than noise level at that position.
The noise level is the difference between two captured images of the same projected pattern. A boundary that does not meet these requirements will be classified as noise and rejected. In the criterion 1, the normalized edge,f s x, is the stripe signal normalized by all-bright and all-dark signals:
to eliminate the dependency of the captured signal on object's surface reflectance properties. 
Boundaries of Shadows in the Camera View
The definition of a shadow in the camera view is a region in captured image that is not illuminated by the projecting light, as illustrated in Fig. 9 . The region [B,C] is not illuminated by the projector light, thus in the captured image the corresponding region [Y2,Y3] is a shadow. We need to detect the boundaries of the shadow region, which are Y2 and Y3. It is easy to do that after removing the shadow regions.
Boundaries of Shadows in the Projector View
In the structured light imaging system, the projector can be considered as an inverse camera (projecting light instead of capturing light). And similar to the shadow in the camera view, a shadow in the projector view is the region that does not reflect the projecting light to the camera, as described in Fig. 10 . The camera cannot see the region [B,C] that is projected with the light pattern; thus, the corresponding region in projector image [X2,X3] is a shadow in projector view. Since the region [B,C] does not appear in the captured image, we cannot detect the boundary X2 and X3 directly from the captured image. Similar to the pattern boundaries, shadow boundaries should be detected in order to define the regions for Boundary Inheritance Codec.
There are four cases that might happen when projecting black and white stripes pattern with the common boundary in the shadow region in projector's view, as illustrated in Fig. 11 :
• Case 1: Boundaries A and B of the black and white stripes are outside the shadow V B1 ; V B2 , Fig. 11(a) , and in camera view V B1 and V B2 appear as only one boundary V B . Both A, B, V B can be detected.
• Case 2: Boundary A is inside and B is outside the shadow V B1 ; V B2 , Fig. 11(b) . Only boundary B can be detected.
• Case 3: Boundary A is outside and B is inside the shadow V B1 ; V B2 , Fig. 11(c) . Only boundary A can be detected.
• Case 4: Both boundaries A and B are inside the shadow V B1 ; V B2 , Fig. 11(d) . Only boundary V B can be detected.
With multiple projected patterns and combining these four cases, eventually we can detect all boundaries of shadows in the projector's view. Since the patterns in lower layers are denser than those in upper layers, the shadow boundary that does not appear in the upper layer might appear in the lower layer, and thus we use a bottom-up approach to combine the detected boundaries, as described in Fig. 12 . The boundaries of shadow, in projector view [B and C] are inherited from layer n 1 to layer n to complete the regions formation.
B. Decoding Correspondences
Defining Regions
Light stripe in the projected pattern on an object surface can be considered as a region; in HOC patterns, we define regions in every layer. In a camera image, each region is defined by a two-stripe boundary, and has a decoded value of the correspondence from the combination of four coded patterns in the same layer. A shadow in projector view or camera view is also considered as a region. Figure 13 shows an example of how regions are formed in captured images of onelayer HOC patterns.
In this example, a projector sequentially illuminates four HOC patterns, which are encoded as 1000, 0100, 0010, and 0001, respectively. The light stripes in the projected patterns will have decoded value (in other words, correspondence) Y0, Y1, Y2, and Y3, respectively. In camera view, due to the geometric feature of the surface, the pattern projected into the area 
Boundary Inheritance and Error Detection
layer are better estimated and more robust than in the lower layer. Thus, the common boundaries in the lower layer are inherited from the upper layer to be more accurate and robust. As illustrated in Fig. 14(a) 
a false boundary and will be eliminated, as described in the example shown in Fig. 14(b) . This is an important feature of boundary inheritance that helps to reduce serious error in decoded correspondences caused by false boundaries in upper layers.
Decoding by Region Correspondence Inheritance
According to the design of HOC, each layer has regions with local correspondences, and each of these regions is divided into four sub-regions in next layer, as illustrated in Fig. 15 . The idea of decoding correspondence is to use region-wise instead of pixel-wise correspondence. The correspondence of each region in layer k 1 is updated by inheriting the correspondence of the containing region in upper layer k. The inheritance is described in Fig. 16 . For example: region b in layer k 1, with address 4, is inside region A, with address 16, in upper layer k, thus the correspondence of inherited region Ab is 16 4 20, similarly for other regions. This procedure is repeated from the first to the last layer; the correspondence of the regions in the last layer will be the output of the structured light pattern decoding process. Fig. 12 . Bottom-up inheritance for detecting boundaries of shadow in projector view. In layer n, the boundary of shadow cannot be detected (represented by symbol "X"), down to layer n 1, the boundaries of shadow B and C are detected (represented by symbol "0"; in camera view, B coincides with C), we inherit B and C to boundary from layer n 1 to layer n.
Experimental Results
A. Experiment Setup
In the following experiments, we used a projectorcamera system, as shown in Fig. 17 , which consists of a Canon DLP projector (model LDP-3260K), a PGR Flea2 1394 digital camera mounted a TV LENS 12 mm 1∶1.3, and a computer. The resolutions were 1024 × 768 pixels and 640 × 480 pixels for the projector and camera, respectively. The position of the camera was about 23 cm to the left of the projector. The computer generated signal patterns, acquired images, and computed 3D point cloud. Typical calibrations were carried out with a distance of 1 m by using structured light system.
B. Results
Qualitative Evaluation
To evaluate the qualitative performance of the proposed Boundary Inheritance Codec, comparison of depth images was carried out by six different methods: Boundary Inheritance Codec, GCI with boundary estimation (boundary estimation method described in Section 3.A.1 was applied to GCI), HOC, GCI, GC LS, and GC PS. We acquired depth images from a real scene (Fig. 18) by the abovementioned methods, and the 3D views are depicted in Figs. 19-24 . For statistical evaluation of outliers, careful deletion of the outliers from the 3D point cloud was performed manually. Rapidform software [19] was used to remove outliers, and count was kept of the number of outliers that had been deleted during this process. Table 1 shows the percentage of outliers in the captured 3D point cloud of each method.
Our results clearly showed that outliers in the 3D point cloud were significantly reduced by using the Boundary Inheritance Codec compared with the other conventional methods. The Boundary Inheritance Codec had the least outliers, because the false boundaries were removed in two ways: (1) the boundary estimation algorithm removed false boundaries by step 3.A.1.b; and (2) the boundary inheritance process eliminated false boundaries by checking the common boundaries between layers (a boundary in the upper layer must have an identical boundary in the lower layer, otherwise it is a false boundary). In the GC LS method, the line center detection method is robust to noise, but it also removes the points in low-reflectance areas; we noted that the percentage of outliers was low (0.159%), but there were many missing points in the 3D point cloud, as shown in Fig. 20 . The GCI with boundary estimation is capable of only boundary estimation that can eliminate false boundaries, but there were still some outliers appearing at the boundary of objects. The HOC and GCI were decoded based on single boundary correspondence; thus, it is easy to create outliers when the signal of pixels around boundaries of light stripes, or shadows, are corrupted by noise/ variation in reflectance. In the GC PS method, the phase value is computed at every pixel, and it is easily distorted by the variation in surface reflectance. In addition, the inter-reflection in the shadows (even with weak intensity) causes wrong decoded values, and thus the percentage of outliers with this method was the largest (7.074%).
In order to show the quality of reconstructed objects by different methods, the rendered 3D surfaces were used. The milk box in Fig. 18 was selected to show the rendered 3D surface for comparison since it has a complex texture (large variation in surface reflectance). It is important to mention that no smoothing step had been applied to surfaces.
As observed in Fig. 25 , the Boundary Inheritance Codec obtained the best result with smooth and flat reconstructed surfaces; the reconstructed surfaces by other methods were rough at the positions where the surface reflectance was changing. Missing 3D points were represented by holes in results of the HOC, GCI, and GC LS methods.
Quantitative Evaluation
To evaluate the accuracy of a reconstructed 3D plane, we used standard deviation of error and error max of that reconstructed plane. The error of a point in the reconstructed plane was defined as the distance from that point to the mathematically fitted model of that plane. To evaluate the accuracy and the effect of surface reflection variation on the proposed Boundary Inheritance Codec, GCI with boundary estimation, HOC, GCI, GC LS and GC PS, we conducted two experiments as follows:
Using these methods, we captured and measured the errors of the 3D data of a calibration block surface made from aluminum (Fig. 26) , which has flatness values as follows: standard deviation is 0.260365 μm, and max error is 1.149865 μm. The calibration block was placed at different distances (0.7, 1, and 1.5 m) from the projector-camera system.
We captured a face of the calibration block, which was orthogonal to the camera. The surface has variation in reflectance due to the black and white checkers. The errors in captured data of different methods at different distance are summarized in Table 2 . As seen, with approximately the same number of points, the accuracy of the Boundary Inheritance Codec and GCI with boundary estimation were significantly improved compared with HOC and GCI, as well as GC PS∕LS. Wrong estimation in boundaries at the border of black and white checkers leads to the wrong decoded correspondence of those boundaries; thus, the error in HOC was large.
By applying boundary estimation to HOC, the accuracy improved from 0.903 to 0.370 mm at distance of 1 m, and up to 0.152 mm when the Boundary Inheritance Codec was fully applied to HOC. When fully applied, the boundary inheritance helps to correct the boundaries in lower layers, as well as to correctly update the correspondences. Similarly, when Boundary Inheritance Codec was applied to GCI (only boundary estimation was applied), the accuracy improved from 0.312 to 0.219 mm at distance of 1 m. The combination of GC and PS can avoid big error in decoding; however, with variation in surface reflectance, the error of wrapped phase estimation increased, and thus the error of 3D measurement of GC PS method was relatively large (0.321 mm at 1 m). Although the LS method takes advantage of the light stripe to be more robust and accurate than the PS method, the way to estimate the line center [11] is not as accurate as estimating the boundary of the light stripe; as we can see, the error of the GC LS method was 0.280 mm at distance of 1 m.
When the calibration block was moved far away from projector, the brightness of light pattern illuminated on the surface decreased, and thus the signalto-noise ratio in captured images decreased. Table 2 shows that the error of each method increased when the distance between the projector-camera system and the calibration block increased. However, Boundary Inheritance Codec still produced 3D data with the lowest error compared with other methods.
b) Second Experiment
An exponential staircase, in which the steps are 1, 2, 4, and 8 mm from base-plane (Fig. 27) , is positioned at different distances (0.7, 1, and 1.5 m) from the structured light system. The 3D data of the staircase were captured by the above methods. Figure 28 shows the perspective and side view of the rendered 3D surface of the staircase captured by Boundary Inheritance Codec at 1 m.
For each method, the average and the standard deviation of depth values were computed in each stair with respect to the bottom stair (base-plane). As a sample, the depth values from base-plane of different methods along a single row of the staircase at 1 m are shown in Fig. 29 . The error between the estimated distance from base-plane and the true distance of each stair at 0.7, 1, and 1.5 m are shown in Tables 3, 4 , and 5, respectively. It can be seen that the Boundary Inheritance Codec is most accurate at any stair and any distance. GCI with boundary estimation has some improvement in accuracy compared with original GCI. HOC still has large error, especially at 1.5 m, even with boundary estimation. GC LS is relatively more accurate compared with GC PS, HOC, and HOC with boundary estimation.
C. Evaluating the Effects of Projector Projection Quality on Performance of Structured Light System
One of the important factors affecting the performance of a structured light system is the projection quality of a used projector. In this section, we will evaluate the performance of a structured light system based on two different types of projectors: Pico projector (Optoma PK301) and normal DLP projector (Canon LDP-3260K). Pico PK301 projector has smaller dimensions that enabled us to build small/portable structured light systems. However, this projector has native resolution of 854 × 480 pixels, whereas the normally used VGA output of computer for projecting patterns is either 800 × 600 pixels or 1024 × 768 pixels; thus, we cannot control each pixel in the projecting pattern of a Pico projector. As illustrated in Fig. 30(b) , when the Pico projector illuminates a checkerboard pattern with pixel-sized checkers [ Fig. 30(a) ], the pattern is not projected correctly. It does not guarantee that the HOC patterns in layers 1-4 are projected correctly even on a nontextured surface, as shown in Fig. 31(a) . In this case, using the boundaries of layer 4 is more reliable than inheriting the boundaries from the upper layers for 3D reconstruction, since the large stripe width in upper layers can make the errors in boundaries more serious.
Unlike Pico projectors, normal-presentation DLP or LCD projectors can project every pixel correctly. Since the native resolution of these projectors is 1024 × 768 pixels, the size of the input pattern can be exactly the same as the computer VGA output. We can see that the checkerboard pattern was projected correctly in Fig. 30(c) . Thus, on a nontextured surface, the boundaries of layers 1-4 are the same, as shown in Fig. 31(b) . When using these projectors for projecting HOC patterns, the upper layers have larger stripe width, and thus the detected boundaries are more accurate and robust in these layers than in lower layers. Hence, the inheritance procedure helps to correct the error in boundaries of lower layers.
We implemented a structured light system using an Optoma PK301 Pico projector, namely the Pico 3D scanner. The 3D data of a nontextured plane are captured by two structured light systems using different methods: Boundary Inheritance Codec keeping boundaries of layer 4 instead of inheriting common boundaries from the upper layers, and Boundary Inheritance Codec and GCI with boundary estimation. The errors in 3D reconstruction of these methods, on a Pico 3D scanner and a projectorcamera system with a Canon projector, are shown in Tables 6 and 7 , respectively. We can see that with the Pico projector, the use of boundaries of layer 4 is more accurate than modifying common boundaries according to boundaries in upper layers. GCI with boundary estimation contains boundaries from the upper layers, so the accuracy is similar to that of the Boundary Inheritance Codec (Table 6 ). With a Canon DLP projector, since the patterns are projected correctly, the errors of these methods are almost similar. However, the boundaries in upper layers of HOC are more accurate and robust than in lower layers; thus, by inheriting boundaries from the upper layers, we have a chance to correct the error in the boundaries in lower layers. As a result, the errors of Boundary Inheritance Codec and GCI with boundary estimation are slightly smaller than using only boundaries of layer 4 (Table 6 ).
From analysis of experimental results above, we can conclude that the proposed Boundary Inheritance Codec works best with normal presentation projectors. For a Pico projector, which has nonstandard projection resolution, we should not perform the process of inheriting common boundaries from upper layer to lower layer in Boundary Inheritance Codec.
Conclusions
This paper presents a novel decoding method, namely Boundary Inheritance Codec, to decode the region-based patterns for structured light 3D imaging systems. Boundary Inheritance Codec has an accurate boundary estimator and boundary and region correspondence inheritance processes. The boundary estimator accurately estimates the boundaries of light stripes, which directly affects the error of 3D measurement; the boundary and region correspondence inheritance processes correct and update the boundary information as well as correspondence of the lower layer according to the upper layer, which is known for being more robust and accurate, since light stripes are wider. A limitation of the Boundary Inheritance Codec, however, is the high processing cost for 16 HOC patterns and two additional reference images; it takes about 1.62 s for one capture. Yet, at a distance of 1 m, the proposed method was 2.05, 1.84, and 2.11 times more accurate, and 44, 1.78, and 79 times less outliers than GCI, GC LS, and GC PS, respectively. We have implemented Boundary Inheritance Codec on a NVIDIA Tesla C2050 GPU running at 3 Hz, which can cope with slow-motion objects.
We also found that, with the nonstandard projection resolution of a Pico projector, the common boundaries of upper layers and lower layers are not consistent. Thus, we should not perform the process of inheriting common boundaries from upper layers to lower layers in the Boundary Inheritance Codec. The Boundary Inheritance Codec works best with a normal projector. 
