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c 1 Smoothing of Polyhedra with Implicit Algebraic Surface
Patches'
Chanderjit L. Bajaj Insung lhm
Department of Computer Science,
Purdue University,






Polyhedral "smoothing" is an efficient construction scheme for generating complex bound-
ary models of solid physical objects. This paper presents efficient algorithms for generating
families of curved solid objects with boundary topology relaled to the input polyhedron. In-
dividual facets of a polyhedron are replaced by low degree implicit algebraic surface patches
with local support. These quintic patches replace the CO contacts of planar facets with C l
continuity along all interpatch boundaries. Selection of suitable instances of implicit sur-
faces as well as local control of the individual surface patches are achieved via simultaneous
interpolation and weighted least-squares approximation. Asymptotic degree bounds are also
given for the lowest degree implicitly defined, algebraic splines required La CI-smooth the
vertices, edges, and facets of an arbitrary polyhedron in three dimensional real space ]R3.





The generation of a C1 mesh of smooth surface patches or splines that interpolate or approx-
imate triangulated space data is one of the central topics of geometric design. Chul [14] and
DeBoor [16J summarize much of the history of previous work. Prior work on splines have tra-
ditionally worked with a given planar triangulation using a polynomial function basis. More
recently surface fitting has been considered over closed triangulation in three dimensions using
a parametric surface for each triangular face [1, 9, 10, 13, 19, 20, 22, 27, 28, 36, 38].
Little work has been done on spline basis for implictly defined algebraic surfaces. Seder-
berg [35] shows how various smooth implicit algebriac surfaces can be manipulated as functions
in Bezier control tetrahedra with finite weights. However the problem of selecting weights for a
C 1 mesh of implicit algebraic surface patches was left open. Dahmen [15] presents the construc-
tion of tangent plane continuous, piecewise quadric surfaces In his construction a macro patch
is split into six micro quadratic triangular patches, similar to the splitting scheme of Powell-
Sabin [31]. The resulting surface patches interpolate finite sets of essentially arbitrary points
in R 3 according to a given topology (triangulation) and given normal directions at the points
within some allowed ranges. The technique however works only if the original triangulation of
the data set allows a transversal system of planes and hence is quite restricted. Bajaj and Ihm
[7] show how blending and joining algebraic surfaces can be computed via C 1 interpolation.
The problem of constructing a C1 mesh of implicit algebraic surface patches was again left
open. Moore and Warren [26] extend the marching cubes scheme of [25] and compute a CI
piecewise quadratic approximation to the data within subcubes.
In this paper we considers an arbitrary spatial triangulation T consisting of vertices p =
(Xi, Vi, z;) in lR3 (or more generally a simplicial polyhedron P when the triangulation is closed),
with possibly "normal" vectors at the vertex points. We present an algorithm to construct
a Cl continuous mesh of low degree real algebraic surface patches Si , which respects the
topology of the triangulation T or simplicial polyhedron P, and Cl interpolates all the vertices
Pj = (Xj, Yj,zi) in lR3 . Our technique is compleletly general and uses a single implicit surface
patch for each triangular face of T ofP, i.e. no local splitting of triangular faces. Each triangular
surface patch has local degrees of freedom which are used to provide local shape control. This is
achieved by use of weighted least squares approximation from points qk = (Xk' Yk, Zk) generated
locally for each triangular patch from the original patch data points and normal directions on
them.
Why algebraic surfaces? A real algebraic surface S in lR3 is implicitly defined by a single
polynomial equation F : !(x, y, z) = 0, where coefficients of f are over the real numbers lR.
Manipulating polynomials, as opposed to arbitrary analytic functions, is computationally more
efficient. Furthermore algebraic surfaces provide enough generality to accurately model almost
all complicated rigid objects.
Why implicit representations? While all real algebraic surfaces have an implicit definition F
only a small subset of these real surfaces can also be defined parametrically by the triple
g(s,t): (x = G1(s,t),y = G2(s,t),z = G3(s,t)) where each Gi, i = 1,2,3, is a rational function
(ratio of polynomials) in sand t over lR. The primary advantage of the implicit definition;: is
its closure properties under modeling operations such as intersection, convolution, offset, blend-
ing, etc. The smaller class of parametrically defined algebraic surfaces Q(s,t) are not closed
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under any of these operations. Closure under modeling operations allow cascading repetitions l
without any need of approximation. Furthermore, designing with a larger class of surfaces
leads to better possibilities (as we show here) of being able to satisfy the same geometric design
constraints with much lower degree algebraic surfaces. The implicit representation of smooth
algebraic surfaces also naturally yields half.spaces F+ : f(x,y,z) ~ 0 and:;:- ; f(x, y, z) $ 0, a
fact quite useful for intersection and offset modeling operations. Finally, most prior approaches
to interpolation and least-squares scattered data fitting, have focused on the parametric repre-
sentation of surfaces [17, 30, 34, 39]. OUf aim here is to exhibit that implicitly defined algebraic
surfaces are also very appropriate for computer aided geometric design.
The degree of an algebraic surface is the number of intersections between the surface and
a line, counting complex, infinite and multiple intersections. This degree is also the same as
the degree of the defining polynomial. The degree of an algebraic space curve is the number of
intersections between the curve and a plane, counting complex, infinite and multiple intersec-
tions. The degree of an algebraic curve segment given as the intersection curve of two algebraic
surfaces is also no larger than the product of the degrees of the two surfaces. Furthermore, the
degree of a rational algebraic curve is the same as the maximum degree of the numerator and
denominator polynomials in the defining triple of rational functions.
The use of low degree surface patches to construct models of physical objects results in
faster computations for subsequent geometric model manipulation operations such as computer
graphics display, animation, and physical object simulations. The main results of this paper
are:
I. an efficient algorithm in sections 3,4,5 which computes C1 smooth models of a convex
polyhedron using degree 5 algebraic surface patches, and of an arbitrary polyhedron using
al mosl degree 7 algebraic surface patches,
2. a numerically stable method in sections 6, 7 for the simultaneous C 1 interpolation and
weighted least squares approximation used for both the selection of a smooth, single-
sheeted solution surface as well as local shape control.
3. a heuristic, yet effective, scheme in section 7.2 for the polygonalization and thereby display
of triangular algebraic surface patches.
Both our solution surface degree bounds 5 and 7 are also significantly better than the degree
18, parametric bicubic surface patch solutions for the same problem achieved by Sarraga [34]
and Peters (30]. Details on the implementation of our algorithms and illustrative examples are
given in the last section.
2 C l Continuity and Compatibility Conditions
A real algebraic space curve can be implicitly defined as the common intersection of two or more
real algebraic surfaces c: (ft(x,y,z) = O,h(x,y,z) = O,h(x,y,z) = 0, ... ). A smaller class
of rational algebraic space curves can also be represented by the triple "H(s) : (x = H1(s),y =
H 2(s),z = H3 (s)), where Ht, H2 and H 3 are rational functions in s over JR.. Whenever we
consider the special case of a rational space curve, we assume that the curve is smooth and
IThe ou~put. of one opera~ion acts as the input to another opera~ion
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only singly defined under the parameterization map, i.e., each triple of values fOT (x, y, z),
corresponds to a single value of $.
The "normal" N p of a point p is an arbitrary nonzero vecto~ associated with p. Np defines a
unique plane containing p. The "normal" Nc of a curve C is a i-dimensional set of vectors, one
vector associated with each point p on C, and orthogonal to the tangent vector at p. We assume
are curves are smooth i.e. nonsingular, though this is not a necessary requirement. FinaUy, a
surface patch is defined as a smooth, connected 2-rlimensional region of a surface bounded by
a single cycle of curve segments.
2.1 Necessary and Sufficiency Conditions
The rollowing definitions and lemmas are pertinent to the algorithm for the C 1 smoothing of a
polyhedron:
Definition 2.1 Let p = (a,b,c) be a point with an associated "normal" m = (m:r:,my,m,,) m
m.3 . II n algebraic surface S : f( x, y, z) = 0 is said to contain p with CI continuity if
(1) f(p) = [(a,b,c) = 0, (containment condition)
and
(2) "V f(p) is not zero and 'V](p) = am, Jar some nonzero a. (tangency condition)
Definition 2.2 LetC be an algebraic space curve with an associated varying "normal" n(x, y, z) =
(n:r:(x, y, z), n y(x, y, z), n,,(x, y, z)), defined for all points on C. An algebraic surface 5 ; I(x, y, z) =
o is said to contain G with Gl continuity if
(1) I(p) = 0 for all points p oJG. (containment condition)
and
(2) "V f(p) is not identically zero and 'V f(p) = cm(p), for some a and Jor all points p oj C.
(tangency condition)
Lemma 2.1 A necessary condition for smoothing a polyhedron with tangent-plane-continuous
triangular sUlJace patches is a single tangent plane at each vertex of the polyhedron.
2.2 Compatibility and Non-Singularity Constraints
We need a few basic concepts from differential geometry [12,29]. A surface 5 c RJ is regular
at a point peS if there exists a neighborhood V C R3 and a map x : U --+ V n 5 of an
open set U in R"l onto V nS c R3 such that x(u, v) = (x(u, v), y(u, v), z(u, v)) is differentiable,
homeomorphic, and its differential dXq : RZ --+ R3 is one-to-one for each q E U. A surface
S is regular if, at each point on 5, S is regular. A tangent vector to a regular surface S at a
point PES is the tangent vector 0'(0) of a differentiable curve a : (-E, €) --+ S with 0(0) = p.
The plane Tp(S) spanned by all tangent vectors to S at p, is called the tangent plane to S at p
that is, in fact, a two dimensional vedor space. For a regular point pES, a unit vector which
is perpendicular to Tp(S) is called a unit normal vector at p. For each q E x(U), we define a
differentiable field of unit normal vectors N: x(U) ---'' R3 such that N(q) = 1I~:~~=II(q), where
Xu = ~ and Xv = ~. The map N : S --+ G, taking its values in the unit sphere, is called
the Gauss map of 5, where G is a unit sphere. Then the Gauss map is differentiable, and its
differential dNp of N at p is a linear map from Tp(S) to Tp(S). It measures the rate of the
normal vector N in a neighborhood of p.
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The following lemma provides a condition which must be satisfied when the unit normal
vectors of a surface S change in the neighborhood of regular points. Its proof is found in
Chapte, 3, pp. 140 [12J.
Lemma 2.2 The differential dNp : Tp(S) -_ Tp(S) of the Gauss map is a self-adjoint linear
map, that is, (dNp(wt},W2) = (wl,dNp (W2)} where Wt and W2 are two independent tangent
vectors at a regular point p, and (-,.) is an inner product of two vectors.
The symmetry of the linear map dNp , implied by Lemma 2.2, entails a necessary condition
that must be satisfied between tangent vectors and the rates of changes of normal vectors at
a regular point. It implies that, given two regular curves passing through a regular point on
a surface, the unit normal vector must change along each curve satisfying the equality in the
lemma.
Consider the problem of tangent-plaJIe-continuous interpolation of two parametric space
curves with normal directions, meeting at a point. Let C1(u) and C2 (v) be two parametric curves
with parametrically specified normal directions Nl(u) and N2(v) such that Cl(O) = C2(O) = p,
and NICO) and N2(O) are proportional, that is, the two curves meet at p and they share the
same normal direction at the point. We look for a surface S which smoothly interpolates the
curves, that is,
• S must contain C I (u) and C2(v),
• the normals of tangent planes of S along the curves must coincide with the normals of
the curves, and
• S is regular at p.
Suppose that there exist such a surface S. Then, we have a local parametrization x: U __ vns
of an open set U in R2 onto V n S c R3 for a neighborhood V of p such that
• x(O,O) = p,
• Xu = ~(O,O) = C~(O) and Xv = ~(O,O) = CHO), and
• the Gauss map N of S is such that N(Cl(u)) = IIZ~f:JII and N(C2(v)) = IIZ~!~lll'
Then, by Lemma 2.2, in order for S to be regular at p, it should be that
( 1)




Ni(u) II N,(u) II -N,(u) II N,(u) II' 1
II N,(u) II' ,=0
N;(O) II N,(O) II-N,(O) II N,(u) 11;-0
II N,(O) II'
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S· (N (0) ) 0 (dN ( ) ) IN:IO),x.) ~IO),C;IO)) I hIllce 1 ,XII =, p Xu ,Xv = IIN1(ojll = IlN1(O)il . n t e same way, we get
( dN ( )) IC:IO),N,IOjj H h . (1) bxu. p Xv = llN2(ojll . ence, t e equatIOn ecomes
(Nf(O),C;(O) _ (C;(O),N;(O)) (2)
II N,(O) II - II N,(O) II
The above argument implies that enforcing two curves to have the same normal vectors at
a common point does not guarantee the regularity of an interpolating surface at the point. The
equation (2) is a necessary condition for regularity, indicating that, if the given curves and their
n.ormals do not satisfy the equation (2), any smoothly interpolating surface must be singular
at p.
Theorem 2.1 Let C I ( u) and Cz(v) be two parametric curves with parametric normal directions
N1(u) and Nz(v) such that C1 (O) = Cz(O) == p, and that N 1 (O) and Nz(O) are proportional.
Then, any surface S, which interpolates the curves with tangent plane continuity, is singular at
P unless ~(O),CVO)) _ (C;(oJ,Nf(O))IlNdo II - llN2 (o II .
In conclusion, Lemma 2.1 and Theorem 2.1 impose necessary and sufficient conditions re-
spectively, fDr the CI smoothing Df a polyhedron.
3 Polyhedron Smoothing Algorithm
We present below a sketch of the algorithm to C1 smoDth a simple pDlyhedron P with tangent-
plane-continuous implicit surface patches.
Algorithm
1. Triangulate each of the non-triangular polygonal faces of the given polyhedron P. Any
simple polygon is easily triangulable by adding non-intersecting inner diagonals[32J.
2. Specify a unique "normal" vector at each vertex of P. This provides a unique tangent
plane for all patches which shall C l interpolate that vertex.
3. Next, construct a curvilinear wire frame by replacing each edge of P with a curve which
Cl interpolates the end points of the edge and the specified "normals". Any remaining
degrees of freedom of the CI interpolatory curve are used to select a desired shape of the
curve and indirectly thereby a desired shape of the smoothing surface patch.
4. Specify normal vectDrs at each point along each of the edge curves. This provides the
tangent planes for the two incident patches which shall C 1 interpolate the edge curves. If
it is required that the individual patches are nDn-singular at the vertices of P, then the
variation of normals alDng different edge curves incident at the same vertex need also to
be made compatible.
5. Finally, CI interpolate the three edge curves and curve normals of each face. The remain-
ing degrees of freedom for each individual patch are chosen via weighted least squares
to achieve a suitably shaped single-sheeted surface patch. The resulting surface patches
yield a globally CI smooth curved model for the given polyhedron.
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Details of each of the steps 2 to 5 of the algorithm for specific classes of polyhedra (convex,
non-convex) as well as the explicit degrees of the required curves and surfaces are presented in
subsequent sections 4, 5 and 6.
4 Wireframe Construction
4.1 Choice of Vertex Normals
The unique "normal" vector assigned to each vertex of the triangulated polyhedron P can be
chosen independently and quite arbitrarily. However the relative directions of each adjacent
vertex normal pair affects the degree of the Cl interpolating edge curve which replaces the
straight edges of P. Let the two normal vectors at the two endpoints of an edge be called an
edge-norma/.pair. Certain relative directions of an edge-normal-pair induce an inflection point
(zero curvature point) for any C I interpolating curve. Since conics do not have inflection points
one is then forced to either switch to cubic curves at the least or to artificially split the edge.
Splitting an edge in turn induces splitting of the triangular face ofP. Here we restrict ourselves
to surface fitting without the splitting of any triangular faces of P.
We first derive a necessary and sufficient condition for the relative directions of an edge.
normal~pair to allow a CI conic interpolation. Here, the interpolation is strict in that the
curve's normal at the vertex points and the prescribed vertex normal are in the same direction
and not opposite. This restriction guarantees the construction wire frames which are free of
cusp-like connections. In the following definitions and lemmas we make all of this more precise.
Definition 4.1 Let Po = (Po, no) and PI = (PI, nt) be an edge-normaL-pair. A conic seg-
ment S(Po, PI) is said to CI.interpolate Po and PI if there exists a non-degenerate conic curve
f(X, y) = ax2+2hxy +by2 +2gx +2Jy + c such that
• S(Po,Ptl is a continuous segment oJ f(x,y) = 0,
• Po and PI are the end points of S(Po, Pd, and
• the gradients of f(x, y) = 0 at Po and PI have the same directions as no and nl, respec·
tively. In other words (Vj Po),no) = 1 and Vj(PI ,nj = 1.
, 'Vjpo)' no ' 'VjPI' nj
Gi .....en a pair P = ((p""py),(n:r,ny )), we can define 1'p(x,y) = n:r(x - p",) + ny(Y - Py) = 0
which is the equation of the tangent line that passes through (P:r'Py) and has a normal direction
(n:r' Tly ). Note that the tangent line Tp(x,y) = 0 contain the same direction as (n:r,n y), and
divides a plane into a positive halfspace ((x,y) E R2ITp(x,y) > O}, and a negative halfspace
{(x,y) E R'ITp(x,y) < OJ.
Lemma 4.1 Let Po and PI be on a proper conic f(x, y) = ax 2+2hxy +by2+2gx+2fY+ c = O.
Then, T(Po,v j(po))(pd . T(pj,'I;:' j(pd)(po) > O.
Proof: Without loss of generality, we assume that Po = (0,0), and PI = (1,0). Since V' f( x, y) =
(2ax+2hy+2g,2hx+2by+2JJ, "/(0,0) ~ (2g,2f) and "/(1,0) ~ (2a+2g,2h+2J). Hence,
TI""s!Ip.»)(x, y) ~ 2gx +2/y, and TIp, ,v flp,))(x, y) ~ (2a +2g )(x - 1) +(2h +2f)y. ,From the
containment conditions of the two points, f(O, 0) = c = 0, and f(l, 0) = a + 2g + c = O. Then,
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T1",vJ("II(P,)' T1",g!lp>!J(Po) = 2g(-2a - 2g) = 2g(-2(-2a) - 2g) = <la' 2: O. If 9 = 0, it
follows that a = c = 9 = 0 in whleh case !(x,y) reduces into two lines. Since we assume that
I(x, y) is proper, 9 f:. 0, and we have proven the lemma. 0
The geometric interpretation of the inequality T(poS f(PO))(pd . T(pt, 1;7J(pl)l(Po) > 0 is that
Po is on the positive (negative) halfspace of T p1 if and only if PI is on the positive (negative)
halfspace of Tpo· The following theorem shows that this condition is, in fact, a sufficient and
necessary condition.
Theorem 4.1 There exists a conic segment SCPo, PI) that smoothly interpolates two pairs Po =
(PO, no) and PI = (Pllnt) if and only ijTpo(pt) . Tpl(po) > o.
Proof: (0::» Let f(x, y) = 0 be a conic for a smoothly containing conic segment. From our defi-
nition of smooth interpolation, it follows that Tpo(PI)· Tp1(Po) = T(po,v!(po))(pd ·T(PI ,V' J(pJ))(Po)
which is positive according to Lemma 4.1.
(~) If TPo(pd . TpJpo) > 0, then the conic in q(x, y) = L(x, y)2 - h.' Tpo(x,y) . Tpl (x, y) = 0
or -q(x,y) = 0 will smoothly interpolate the two pairs where L(x,y) = 0 is the line connecting
Po and PI, and Ii, is a constant [33J.2 0
Now, back to the original problem of computing a quadric wire smoothly interpolating two
given point and unit normal vector pairs Po = (Po, no) and PI = (Ph nd in R 3 . The concept
of the tangent line in a plane is naturally extended to an oriented tangent plane Tp(x,y,z) =
nx(x -Px )+ny(y- Py) +nzCz - pz) = 0 given P = ((Px, Py,Pz), (nx , ny, nz )) in 3D space, and this
tangent plane divides 3D space into two halfspaces. In fact, we see that the inequality TPo(pd.
Tp1 (Po) > 0 is also a criterion which determines if a quadric wire can smoothly interpolate two
given pairs of points and normal vectors.
Corollary 4.1 Given two point and unit normal vector pairs Po = (Po, no) and PI = (PI,nd
in 3D space, there exists a (Juadric wire Wet) = (C(t), N(t)), contained in a plane determined
by a given plane normal vector nplOI, that smoothly interpolates the pairs if and only ifTPo(pd.
TpJ7)o) > o.
Proof: Consider the two pairs Po and PI, their two tangent planes Tpo and Tp
1
, and the plane
H which is defined by npli). Then, the intersection lines of Hand Tpo and Tp1 become the
tangent lines in }f to which a conic curve must be tangent. That is, the normal vectors of the
tangent lines are the projections of the normal vectors of the tangent planes. Note that the
positiveness and negativeness of halfspaces are inherited from 3D space to the plane H _ Hence,
we see that the inequality TPo(Pl) . TP1 (Po) > 0 holds in 3D space if and only if its 2D version
holds in H.
If there exists a conic curve in H, we can find a quadric surface which smoothly interpolates
the given pairs, as explained before, and take Wet) from this quadric surface that has the same
gradient directions as the given two normal vectors. 0
4.2 Generation of a Conic Wireframe
4 WIREFRAME CONSTRUCTION
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Figure 1: Computation of a Conic Curve
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D fi 't' 42 L Crt) (x('l 1!ill 30) d N(t) (nxl\1 n,l'l n"{'I) b . I 1e nl IOU. el = Ui{ij' W[lJ' W(ij an = w(t'"'W('"iT' w t e two lrtp es 0
quadratic rational parametric polynomials. Then, the pair W(t) = (C(l). N(t)) is called a
quadric wire if thel"e exists a quadratic surface q(x, y, z) = 0 such that q(C(t)) = 0 and V'q( C(t))
is proportionaL to N(t) for all real t.
The first step to smoothing a convex polyhedron is to compute a conic curve given two point
and unit normal vector pairs (Po, nl), (PI, nl) and a normal npl of a plane such that
1. the computed conic curve passes through Po and PI>
2. its tangents at Po and PI are perpendicular to no and nt, respectively, and
3. it is contained in the plane which contains Po and Pi, and has the plane normal npl.
Especially, we force W(O) == (po,ntJ and Wei) == (pl,nl),;) and hence use a segment of W(t),
0::::; t ::; 1. To compute G(t), the normal vectors no and nl are projected into the plane P on
which G(t) will be. (See Figure 1). This projection results in a control triangle Po - P2 - Pl.
Lee [24J presents a compact method for computing a conic curve G(t) from such a control
triangle. In his formulation, the conic is expressed in Bernstein-Bezier form:
C(t) = wOPo(l- t)' +2w,p,t(l - t) +W1PIt',
wo(l- t)' +2w,t(l - t) +WIt'
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4.3 Assigning Normals along Edge curves
Once C(t) is fixed, we find a quadratic surface q(x, y, z) ::::. 0 such that Net), which is a restriction
of 'Vq(x,y,z), interpolates no and nl. Consider a quadratic surface q(x,y,z) = cQx2 + cly2 +
C2z2 +C3XY +C4YZ + CSZX + C6X + C7Y + CgZ + C9 = o. q(x, y, z) = 0 has 10 coefficients, and since
dividing the surface by any nonzero coefficient does not change the surface, there are 9 degrees
of freedom. The first requirement is that q(x, y, z) = 0 must contain the computed conic C(t).
Our Hermite interpolation algorithm gives 5 linear equations in terms of the unknowns Cj for
the containment requirement. It is obvious that 5 constraints on Ci are required considering the
Bezout theorem which says if a conic intersects with a quadratic surface at more than 4 points,
the curve is contained in the surface.
Hence, 4 (= 9 - .5) degrees of freedom in choosing Ci are left, and these must be used to
interpolate the normal vectors at the two end points. Interpolating no and nl at Po and PI,
respectively, gives 2 more linear constraints which leaves 2 degrees of freedom in choosing the
quadratic surface. But we can see that requiring only one more normal vector at a point on the
curve fixes the normal vectors along the whole coni c. Consider the gradient vector 'Vq(x, y, z)
whose components are linear. Then, the vector function 'Vq(G(t)) is a degree 2 polynomlal
parametric curve in the projective space, and hence, three independent constraints fixes the
curve \7q(G(t)), or the normal vector along G(t). After we specify one more normal vector
at a point on the conic, we obtain a family of quadratic surfaces q(x,y,z) with one degree of
freedom where all the surfaces in the family contain G(t), and share the same gradient vectors
along G(t). This observation leads to the following lemma:
Lemma 4.2 Let Wet) = (G(t), N(t)) be a quadric wire. Then, the quadratic surfaces which
smoothly interpolate Wet) comprises a family of surfaces with one degree of freedom.
What we do in our implementation in order to fix the normal vector is the following: first,
the average nO] = (no+nl )/2 is computed, and then nO! is projected into a plane which contain
G(0.5), and is perpendicular to the tangent vector G'(0.5). Then, we require the projected
vector to be the norlllal vector at C(0.5). Once the normal vectors along C(t) is fixed, we
define N(t) to be the vectors.
4.4 Generation of a Cu bie Wireframe
The construction of a cubic wire frame follows along very similar lines as the conic wireframe
construction. Each edge is now replaced by a polynomial parametric cubic curve, G1 interpolat-
ing the vertex-normal pairs of the edge. Here no restrictions are imposed on the vertex-normal
pairs as was the case for the conic wireframe of the earlier section. The construction of this
cubic wireframe or cubic mesh of curves is what has been used in the past and previously re-
ported for example in (19, 20, 34J We therefore omit further discusiion of this construction and
refer the reader to the earlier references.
5 Local Interpolatory Patch Generation
Definition 5.1 An augmented triangle is an 9-tuple T = (PO,PI,P21 no, nl, n2, nplor, np112, npho)
where the points Pi are three vertices of a triangle with the corresponding unit normal vectors
5 LOCAL INTERPOLATORY PATCH GENERATION
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Figure 2: A Triangular Curved Wireframe and the C 1 Surface Patch
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ni, and npl,j is the n.ormal of the plane which will contain the quadric wire made from (pi, nil
and (Pj, nj).
Definition 5.2 A quadric triangle is a triple QT = (Wo(t). W1(t), rV2 (t)) oj quadric wires such
that Wo(1) " W,(O), W,(l) " W,(O), and W,(l) " Wo(O).
Given an augmented triangle, each quadric wire is computed as described in the foregoing
subsection. Now the quadric triangle is to be fleshed using an algebraic surface !(x,y,z) = O.
The algebraic surface to ue used should he flexible enough to interpolate the three quadric wires
smoothly, i.e., with tangent plane continuity, see Figure 2. Though higher degree algebraic
surfaces provide more flexibility, the number (nj3) of coefficients of a degree n algebraic surface
grows dramatically as n increases. Hence, for fast computation and less numerical errors.
keeping the degree of a surface in a reasonable range is very important.
We first compute general degree bounds for interpolatory triangular patches with degree
d interpolatory curves and from this obtain lower bounds on the degree of surfaces which Cl
interpolate a quadric triangle. Assume that we use a degree n algebraic surface f(x,y,z) = 0 to
smoothly interpolate a wire of degree d W(t) ::; (C(t), N(t)). According to the Bezout theorem,
dn+ 1 constraints on the coefficients of f are required for f to contain C(t) which is of degree d.
For tangent plane continuity, consider the restricted normal vector V" f(C(t)). Since the degree
of each component of V !(x,y, z) is, at most, n - I, each component of V" f(C(t)) has the degree
d(n - 1). This vector function is, in fact, a degree d(n - 1) parametric polynomlal curve in the
projective space. Hence d( n - 1) + 1 independent constraints are enough to fix the gradient
of f along the curve C(t), making V"f(C(t)) proportional to N(t) which is the requirement of
tangent plane continuity. This yields the following lemma.
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Lemma 5.1 Let Wet) = (CCl), N(t)) be a degree d wire. For an algebraic surface I(x, y,z)::: 0
of degree n to smoothly interpolate Wet), at most 2dn-d+2 (= dn+ l+d(n-l)+ 1) independent
linear constmints on the f '5 coefficients must be satisfied.
For C 1 interpolation of a triangular patch there exists a geometric dependency between
the three wires which also leads to dependencey amongst the Cl contraints. First, since the
curves intersect pairwise, there must be three rank deficiencies between the equations from the
containment conditions. Secondly, at each vertex of the curvlinear triangle, two incident curves
automatically determine the normal at the vertex. It is obvious, from the way the curve wire
construction, this vector is proportional to the given unit normal vector at the vertex. So,
satisfying the containment conditions for the 3 curves guarantees that any interpolating surface
has gradient vectors at the three points as required. This fact implies that, for each curve, there
are two rank deficiencies between the linear equations for the containment conditions, and the
equations for its tangency condition". Hence, 6 additional rank deficiencies with the previous
3 yield a total of 9 overalldeficiencies.
Lemma 5.2 Let QT = (Wo(t), W, (t), W 2(t)) be a conic triangle. The rank of the linear system
MIX = 0 which is const1"ucted by the Hermite interpolation algorithm for the algebraic surface
f(x,y,z) = 0 of degree n that smoothly fleshes QT, is at most 12n - 9.
Proof For C' of all three conic wires requires 3(4n- 2 +2) = 12n. Using lemma 5.1 minus the
9 deficiencies as shown above, yields the bound. "
Since f(x,y,z) = 0 of degree n has rj3) coefficients, and the rank of the linear system
should be less than the number of coefficients for a nontrivial surface to exist, we see that 5
is the minimum degree required. In the quintic case, there are 56 coefficients (55 degrees of
freedom) and the rank is at most 51, which results in a family of interpolating surfaces with at
least 4 degrees of freedom in selecting an instance surface from the family.
Even though some special combination of three quadric wires can be interpolated by a
surface of degree less than 5, for example, three quadric wires from a sphere, the probability that
such spatial dependency occurs, given an arbitrary triple of conics with normals, is infinitesimal.
Hence, we can say that 5 is the minimum degree required with the probability one.
Lemma 5.3 Let QT '= (Wo(t), Wt (t), W2 (t)) be a cubic triangle. The rank of the linear system
MIX = 0 which is constructed by the Hermite interpolation algorithm for the algebraic surface
j(x,y,z) = 0 of degree n that smoothly fleshes QT, is at most ISn - 12.
Proof For C 1 of all three cubic wires requires 3(6n - 3 +2) = ISn - 3 using lemma 5.1 minus
the 9 deficiencies. "
The minimum degree of the CI interpolating surface is 7. In the quintic case, there are 120
coefficients (119 degrees of freedom) and the rank is at most 114, which results in a family of
interpolating surfaces with at least 5 degrees of freedom in selecting an instance surface from
the family.
(Again, for each curve, we can choose point-normal pairs at the two end points. The resulting two linear
equations are linearly dependent on the equations from the containment requirement.
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Lemma 5.4 Let QT = (Wo{t), W 1(t), W2 (t» be a conic triangle with one edge a cubic curve.
The rank of the linear system MIX = 0 which is constructed by the Hermite interpolation
algorithm for the algebraic surface f(x, y, z) = 0 of degree n that smoothly fleshes QT, is at
most 14n - 10.
Proof For C 1 of two conics and a cubic wire requires 2(4n - 2 + 2) + (6n - 3 + 2) = 14n - 1
using lemma 5.1 minus the 9 deficiencies...
The minimum degree of the C 1 interpolating surface is 6. In the degree 6 case, there are
84 coefficients (83 degrees of freedom) and the rank is at most 74, which results in a family of
interpolating surfaces with at least 9 degrees of freedom in selecting an instance surface from
the family.
Lemma 5.5 Let QT = (Wa(t), W 1(t), W2(t» be a cubic triangle with one edge a conic curve.
The rank of the linear system MIX = 0 which is constructed by the Hermite interpolation
algorithm for the algebraic surface f(x, y, z) = 0 of degree n that smoothly fleshes QT, is at
most 16n - 11.
Proof: For C I of two cubics and a conic wire requires (4n - 2 + 2) + 2(6n - 3 + 2) = 16n - 2
using lemma 5.1 minus the 9 deficiencies. '"
The minimum degree of the C 1 interpolating surface is 7. In the degree 7 case, there are 120
coefficients (119 degrees of freedom) and the rank is at most 101, which results in a family of
interpolating surfaces with at least 18 degrees of freedom in selecting an instance surface from
the family.
6 Surface Selection and Local Shape Control
As a result of smooth interpolation of a quadric triangle QT with a degree 5 surface, a family
of algebraic surfaces f(x, y,z) = 0 with, at least, 4 degrees of freedom is obtained. Similarly
C 1 interpolation of a cuhic triangle is achieved with a 5 parameter family of degree 7 surfaces.
The family is expressed as the nontrivial coefficients vectors in the nullspace of MI. To select a
degree 5 or 7 surface from the respective families, those 4 degrees of freedom must be specified.
We show that least squares approximation to additional points around the triangular patch, is
well suited for this purpose.
Let So = {Vi E R31i = 1"", l} he a set of points which approximately describes a desirable
surface patch. Then, we can get a linear system MAX = 0, where each row of MA is obtained
from f(vd = O. Then the conventional least squares approximation is to minimize II MAX 11 2
over the nullspace of MI. However, our experiments show that in many cases, singularities
occur inside the quadric triangle. Just minimizing II MAX Wmakes the resulting surface well
approximate the set of points, however, th.is simple algebraic approximation can not prevent
the resulting surface from self-intersecting inside the triangle.
To rid our solution surfaces of singularities and provide more geometric control, we instead
approximate a montonic trivariate function w = !(x,y,z) rather than just the implicit surface
!(x,y,z)::: 0, the zero contour of the function. Consider some smooth region of an algebraic
surface. Since the derivatives of w = f(x,y,z) are well defined in the region, the contour
levels behaves well in the proximity of the zero contour. In our schemel we first generate So =
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{(Vi, nj )Ii = l,·· - ,l) where Vi are approximating points, and ni are approximating gradient
vectors at Vi. Then. from this set, we construct two more sets 51 = {UdUi = Vi' + oni, i =
I,···,l}, and B_1 = {w;lwi = vi - oni,i = I, ... ,l} for some small Q > O. Then, we get
the least squares system M A = b from three kinds of equations: feu,) = 0, J(u;) = 1, and
few;) = -1. These equations give an approximating contour level structure of the function
'UJ = I(x, y, z) near the inside of a quadric triangle. We found out that forcing a well behaved
con tOUT levels gets rid of self-intersection in the region. We give an algorithm for generation of
the point-normal set So in the last paragraph of Subsection 7.2.
7 Computational Details
7.1 Solution of Interpolation and Least-Squares Matrices
The C' interpolation algorithm takes as input positional and first derivative (normal) informa-
tion on points and algebraic space curves. For an algebraic surface S: f(x,y,z) = 0 of degree
n, it produces a homogeneous linear system Mrx = 0, M r E R nixn. of ni equations and n v
unknowns where x is a vector of the nv ( = (71j3))5 coefficients of S.
Then, the nontrivial solutions in the nuUspace of M r form a family of all possible algebraic
surfaces of degree n, satisfying the given input constraints, whose coefficients are expressed
by homogeneous combinations of q free parameters where q = n u - T is the dimension of the
nullspace. Since dividing f(x, y, z) = 0 by a nonzero number does not change the surface, there
are, in fact, flu - T - 1 degrees of freedom in choosing an instance surface from the family.
Hence, the rank T of M r must be less than the number of the coefficients n v, should there exist
an interpolating surface.
A matrix MA E R n"xn. for least-squares approximation is next constructed, similar to
the construction of M I , for the additional points generated around the triangular patch as
described in section G. For the case of quintic algebraic surface patches we solve the following,
simultaneous interpolation and weighted least-squares approximation problem below. The case
of other low degree (6 or 7) C' algebraic surfaces is nearly identical, with only modified sizes
of the matrices.
mmtmtze II MAX - b 11 2
subject to Mrx = 0,
where M r E R"i X56 is a Hermite interpolation matrix, and M A E Rn"x56 and bERn" are
matrix and vector, respectively, for contour level approximation, and x E R56 is a vector
containing coefficients of a quintic algebraic surface f(x, y, z) = O.
To find the nullspace of M r in a computationally stable manner, the singular value de-
composition (SVD) of M r is computed [18] where M r is decomposed as M r = U:EVT where
U E Rni xn; and V E R 56X56 are orthonormal matrices, and r: = diag(0'1,0'2,'" ,O'~) E R ni X56
is a diagonal matrix with diagonal elements 0'1 ~ 0'2 ~ ... ~ 0'3 ~ 0 (s = min{n;,56}). It is
known that the rank T of M r is the number of the positive diagonal elements of E, and that
the last 56 - T columns of V span the nullspace of MI' Hence, the nullspace of M r is expressed
as ,
~There are (njJ) coefficients in f(x, y, z) of degree n.
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{x E R S6 1x ::: L~~lr wivr+i, where Wi E R, and Vj is lhe jtk column of V}, or x =:
VS6_rW where VS6 _ r E RS6x(S6-r) is made of the last 56 - T columns of V, and w a (56 _ r)-
vector. 6 x =: VS6_ r w compactly expresses all the quintic surfaces which Hermite-interpolate
the three quadric wires.
After substitution for x, we lead to II MAx- b /I =: 1/ MA VS6_rW- b II. Then, an orthogonal
matrix Q ERn" X1\a is computed such that
where HI E R(56-r)x(56- r) is upper triangular. (This factorization is called a Q-R factoriza-
tion [18]). Now, let
where c is the first 56 - T elements. Then, II M AVS6_ rw _ b 1J2 ::: 1/ QTMA VSS_rw _ QTb 11 2
::: II Rtw - C 11 2 + II d IF- The solution w can be computed by solving R1w ::: C, from which
the final fitting surface 1s obtained as x ::: VS6 _ r w.








Figure 3: Recursive refinement of a triangle
Figure 4: A Polygonization for Display and Points for Shape Control
given d. (See, for example, [23] for an adaptive segmentation algorithm of space curves.) Then,
To is refined into four triangles by introducing the 3 points Qo, Ql, and Q2 where Qi, i = 0,1,2
is the center point of each adaptive segmentation of order 2d • The clipping planes of subdivided
triangles can be computed by averaging the normals oC the two triangles incident to the edge.
Then, each new edge is traced, and then its adaptive linear approximation of order 2d- 1 is
produced. In this way, this new approximation is further refined by recursively subdividing
each triangle until some stopping criterion is met.
While the method produces a regular, but adaptive, network of polygons, it might be
improved to generate a more adaptive polygon.ization. Rather than subdividing all the triangles
up to the same level, each triangle is examined to see if it is already a good approximation to
the surface portion it is approximating. It is refined only when the answer is no. Criteria
for such local refinement are suggested in [2, 11]. However, to design an irregular adaptive
polygonization algorithm with robust local refinement criterions, is an open problem.
We also use the above recursive subdivision scheme to produce So = {(Vi, ni)li := 1,'" ,I}
in Subsection 7.1. Initially, only the boundary curves are known, and each time a new curve
is to be traced in the algorithm, a quadric wire is computed as explained jn Subsection 4 from
the information on the initial and final points, their normals and clipping plane. The generated
quadric wire gives approximate curve and normal information, and is traced to generate points
and normals. The final polygonal approximation obtained in this way gives a set of points
which is used in least squares approximation. We observe that this heuristic method work
quite well when the p value is in the reasonable range, say, 0.25 S p S 0.75. Figure 4 displays
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a polygonization of a triangular algebraic surface patch, and the points used for shape control
via weighted least squares approximation, discussed in section 6.
8 Remarks and Open Problems
8.1 Implementation Issues
We have presented a method that smooths out a polyhedron with tangent-plane-continuous
piecewise implicitly represented triangular algebraic surface patches. The polyhedron smooth-
ing algorithms have b-een hnplemenfed in OUf geometric modeling toolkit SHILP [3] in con-
junction with our algebraic geometry toolkit GANITH (8]. For polyhedron smoothing, SHILP
takes as input a polyhedron P and a user specified p value (for shape control), and computes
a combination of quadric wires (if the normal condition is satisfied for the edge) and cubic
wires together with the variation of normals along the curves. Next, for each triangular facet
of curves GANITH is invoked via inter process communication and the facet C t fitted with a
low degree (5 to 7) algebraic surface patch. Then polygonized triangular patches are rendered
interactively in a display window of SHILP.
8.1.1 Examples
In prior sections, we described how to compute low degree triangular algebraic surface patches
from a given augmented curvilinear triangle. A polyhedron is smoothed by replacing its faces
with the triangular patches meeting each other with tangent plane continnity. For the ang-
mented triangles T = (Po,Pl,P2, no, nt, n2, nplOl' npl12' npl20) of the faces of a polyhedron, the
normal data, i.e., three vertex normals and three edge normals, must be provided as well as
the given three vertices. In some applications, the normal data may come with a solid, bnt, in
general, only vertices and their facial information are provided.
The vertex normal hi at each vertex Pi can be computed by averaging the normals of the
faces incident to the vertex. Other assignment schemes which rely on the normals arsiing form
a sphere or a paraboloid are also possible. For a convex triangulation T or polyhedron 1f,
the above choice of normals at vertices always yields compatible vertex-normal pairs (as per
section 4) for C1 conic interpolation and hence degree five surface patches suffice by results in
section 5. However the above simplistic choice of vertex normals may yield incompatible vertex-
normal pairs for a non-convex traingulation or polyhedron. To come lip with a compatible vertex
normal assignment for the non-convex case is an open problem which we discuss a little later in
this section. For now, we use a Cl interpolating cubic curve whenever an incompatible vertex-
normal pair arises, as in the non-convex case. Hence in this case we may need to use algebraic
surface patches of degree 7, (as per section 5) Prove here that the averaging of plane normals
at vertices Also, we average the normals of the faces incident to each edge (pi, Pi), and take its
cross product with the vector Pi - Pi to get the edge normal vector nphi. After the normal
data is computed, quadric wires are generated for the p value which is interactively controlled
by the user.
Example 8.1 Construction of Quadric Wire Frames
8 REMARKS AND OPEN PROBLEMS
Figure 5: A Convex Polyhedron with Quadric Wires: p = 0.4
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Figure 5 and 6 show two quadric wire frames for the same convex polyhedron 7 with the p values
0.4 and 0.75, respectively. 0
Example 8.2 Polyhedrons Smoothed by Using Quintic Implicit Algebraic Surfaces
Each of 32 faces of the polyhedron in Example 8.1 is replaced by a quintic implicit algebraic
surface which smoothly fleshes its quadric triangle. The result is the piecewise tangent-plane-
continuous quintic algebraic surface meshes wruch smooth the given polyhedron. Figure 7, and
8 respectively illustrate the C t surface meshes of p = 0.4 and 0.75. As explained before, ellipses,
and hyperbolas are used as quadric wires for p = 0.4 and 0.75, respectively. 0
8.2 Open Problems
7This polyhedron is gyroelongated triangular bicupola with its rectangular faces triangulated.
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Figure 6: A Convex Polyhedron with Quadric Wires: p = 0.75
Figure 7: CI Smooth Polyedron with Quintic Algebraic Surfaces: p = 0.4
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Figure 8: CI Smooth Polyedron with Quintic Algebraic Surfaces: p = 0.75
Figure 9: Smoothing a Nonconvex Polyhedron with Quintic Algebraic Surface Patches
20
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Figure 10: Smooth Models of the Human Anatomy
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This ability will provide a geometric modeling system with a complex way of creating and
manipulating models of physical objects with various geometries. One current application of our
polyhedron smoothing algorithms has been in the smooth reconstruction of skeletal structures
from three dimensional CT/NMR imaging data, using SHILP and GANITH with the VAIDAK
toolkit [4]. See Figure 10. For algorithmic details of the skeletal model reconstruction see [5].
Acknowledgements : We are grateful to Vinod Anupam, Andrew Royappa and Dan
Schikore for their assistance in the implementation of the smoothing algorithms.
References
[1J P. Alfeld, B. Piper, and 1. Schumaker. Minimally Supported Bases for Spaces of Bivariate
Piecewise Polynomials of Smoothness 1 for Degree d > 4r +1. Computer Aided Geometric
Design, 4(00):105-123, 1987.
[2] E.L. Allgower and S. Gnutzmann. Polygonal meshes for implicitly defined surfaces.
manuscript, Nov. 1989.
[3] V. Anupam, C. Bajaj, T. Dey, and I. Thm. The SHILP Solid Modeling and Display Toolkit.
Computer Science Technical Report, CAPO-91-29, Purdue University, 1991.
[4] B. Bailey, C. Bajaj, and M. Fields. The VAIDAK Medical Imaging and Model ReconstnJ.c-
lion Toolkit. Computer science technical report, capo-91-31, Purdue University, 1991.
[5] C. Bajaj. Electronic Skeletons: Modeling Skeletal Structures with Piecewise Algebraic
Surfaces. In Curves and Surfaces in Computer Vision and Graphics II, pages x-x, Boston,
MA, 1991.
REFERENCES 22
[6] C. Bajaj, C. Holfmann , J. Hopcroft, and R. Lynch. Tracing surface intersections. Computer
Aided Geometric Design, 5:285-307,1988.
[7] C. Bajaj and I. Ihm. Algebraic surface design with Hermite interpolation. ACM Transac-
tions on Graphics , 11(1), January 1992.
[8] C. Bajaj and R. Royappa. The GANITH Algebraic Geometry Toolkit. In Proceedings
of the First International Symposium on the Design and Implementation of Symbolic
Computation Systems, pages 268-269. Springer-Verlag, Lecture Notes in Computer Science
No. 429, 1990.
[9] L. Billefa. Homology of Smooth Spines: Generic Triangulations and a Conjecture of Strang.
Transactions of the American Mathematical Society, 310(1):325-340, 1988.
[10] L. Billera and L. Rose. Grabner Basis Methods for Multivariate Splines. In T. Lyche and
L. Schumaker, editors, Mathematical Methods in Computer Aided Geometric Design, pages
93-104, 1989.
[I1J J. Bloomenthal. Polygonization of implicit surfaces. Computer Aided Geometric Design,
5:341-355, 1988.
[12] M. P. Do Carmo. Differential Geometry of Curves and Surfaces. Englewood Cliffs, New
Jersey, 1976.
[13J H. Chiyokura and F. Kimura. Design of Solids with Free-form Surfaces. Computer Graph-
ics, 17(3):289-298, 1983.
[14J C. Chui. Multivariate Splines. Regional Conference Series in Applied Mathematics, 1988.
[15] W. Dahmen. Smooth piecewise quadratic surfaces. In T. Lyche and L. Schumaker, editors,
Mathematical Methods in Computer Aided Geometn·c Design, pages 181-193. Academic
Press, Boston, 1989.
[16] C. cleBoor. Quasi-interpolants and Approximation Power of Multivariate Splines, 1990.
[17] T. DeRose. Geometric Continuity: A Parameterization Independent Measure of Continuity
for Computer Aided Design. PhD thesis, University of California, Berkeley, 1985.
[18] G.E. Golub and C.F. Van Loan. Matrix Computation. The Johns Hopkins Univ. Press,
Baltimore, MD, 1983.
[19J J. Gregory and P. Charrot. A C 1 Triangular Interpolation Patch for Computer Aided
Geometric Design. Computer Graphics and Image Processing, 13(00):80-87, 1980.
[20] H. Hagen and H. Pottmann. Curvature Continuous Triangular Interpolants. Mathematical
Methods in Computer Aided Geometric Design, pages 373-384, 1989.
[21] P. Hanrahan. Ray tracing algebraic surfaces. Computer Graphics, 17(3):83-90, 1983.
[22J K. Hollig. Box-Spline Surfaces. In T. Lyche and 1. Schumaker, editors, Mathematical
Methods in Computer Aided Geometric Design, pages 385-402, 1989.
REFERENCES 23
[23] I. Ihm and B. Naylor. Piecewise linear approximations of digitized space curves with
applications. In N.M. Patrikalakis, editor, Scientifk. Visualization of Physical Phenomena,
pages 545-569. SprInger-Verlag, Tokyo, 1991.
[24] E.T. Lee. The rational Bezier representation for conics. In G. Farin, editor, Geometric
Modeling: Algorithms and New Trends, pages 3-19. SIAM, Philadelphia, 1987.
[25} W. Lorensen and H. Cline. Marching Cubes: A High Resolution 3D Surface Construction
Algorithm. Computer Graphics, 21:163-169, 1987.
[26] D. Moore and J. Warren. Approximation of dense scattered data using algebraic surfaces.
In Proc. of the 24th Hawaii Inti. Conference on System Sciences, pages 681--690, Kauai,
Hawaii, 1991.
[27] J. Morgan and R. Scott. A Nodal Basis for C l piecewise polynomials of degree n ~ 5.
Mathematics of Computation, 29(00):736-740, 1975.
[28] G. Nielson. A Transfinite Visually Continuous Triangular Interpolant. In G. Farin, editor,
Geometric Modeling Applications and New Trends, pages x-yo SIAM, 1986.
[29] B. O'Neill. Elementary Differential Geometry. Academic Press, 1966.
[30] J. Peters. Rectangulation Algorithms: Smooth Surface Interpolation with Bicubics. Tech
report no. 90-1, University of Wisconsin, 1989.
[31] M. Powell and M. Sabin. Piecewise Quadratic Approximations on Triangles. ACM Trans.
on Math. Softwa,e, 3(001'316-325, 1977.
[32] F. Preparata and M. Shamos. Computational GeometrYI An Introduction. Springer Verlag,
1985.
[33] G. Salmon. A Treatise on Conic Sections. Longmans, Green, and Co., London, third
edition, 1896.
[34] R. Sarraga. Gl Interpolation of generally unrestricted Cubic Beier Curves. Computer
Aided Geometric Design, 4(00):23-29,1987.
[35] T. Sederberg. Piecewise Algebraic Surface Patches. Computer Aided Geometric Design,
2(00):53-59, 1985.
[36] T. Sederberg and J. Snively. Parameterization of Cubic Algebraic Surfaces. In Oxford
University Press R. Martin, editor, The Mathematics of Surfaces II, 1987.
[37] T.W. Sederberg and A.K. Zundel. Scan line display of algebraic surfaces. Computer
Gmphics, 23(3):147-156,1989.
[38] W. Whitely. A Matrix for Splines, 1989.
[39] J. Woodwark. Blends in Geometric Modeling. In R. Martin, editor, The Mathematics of
Surfaces 1I, pages 255-297, 1987.
