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1 Introduction
The belonging of solutions to a certain function space is a character-
istic property for studying the asymptotic behavior of solutions of differen-
tial equations. Many works are concerned with the connection between the
properties of solutions and stability. We name here the monographs [1-3] on
ordinary differential equations and the works [4-9] on functional differential
equations. For differential equations with impulses this problem was investi-
gated in [10-12] for ordinary differential equations and in [13] for equations
with delay.
The present paper deals with the following problems:
2Supported by : The Centre for Absorption in Science, Ministry of Immigrant Absorp-
tion State of Israel
1Supported by Israel Ministry of Schience and Technology
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admissibility of a pair of spaces for a differential operator, i.e. action
conditions for this operator in corresponding function spaces;
admissibility of a pair of spaces for a differential equation, i.e. the con-
ditions of belonging of all solutions to a certain space if provided that the
right hand side belongs to the other space;
connection between admissibility and exponential stability for impulsive
differential equations.
All function spaces considered are the space of locally integrable functions
and its subspaces. Explicit conditions for existence of integrable solutions and
for exponential stability are obtained as corollaries of these results.
The present paper is organized as follows. In section 2 the equation
studied is described and the hypotheses are introduced. Section 3 deals with
auxiliary results. In particular the solution representation formula is given
and the properties of certain spaces of differentiable on the half-line functions
are described. The proofs of these results are presented in the last section
7. In section 4 admissibility of a pair of spaces is considered. In section 5
stability problems are investigated. Finally, section 6 gives explicit stability
results.
In conclusion we outline that the present work can be treated as [13] con-
tinued. This paper dealt with the same problems in the space of essentially
bounded functions.
2 Preliminaries
Let 0 = τ0 < τ1 < . . . be the fixed points, limj→∞ τj = ∞, R
n be
the space of n-dimensional column vectors x = col(x1, . . . , xn) with the norm
‖ x ‖= max1≤i≤n | xi |, by the same symbol ‖ · ‖ we denote the corresponding
matrix norm,
En is an n× n unit matrix,
χe : [0,∞) → R is the characteristic function of the set e : χe(t) = 1, if
t ∈ e, and χe(t) = 0, otherwise.
L is a space of Lebesgue measurable functions x : [0,∞)→ Rn integrable
on any finite segment [t, t + 1],
L∞ ⊂ L is a Banach space of essentially bounded functions x : [0,∞)→
Rn, ‖x‖L∞= vraisupt≥0 ‖ x(t) ‖,
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Lp ⊂ L (1 ≤ p <∞) is a Banach space of functions x : [0,∞)→ R
n such
that
∫∞
0 ‖ x(t) ‖
p dt <∞, with a norm
‖ x ‖Lp=
(∫ ∞
0
‖ x(t) ‖p dt
)1/p
,
Mp ⊂ L is a Banach space of functions x : [0,∞)→ R
n such that
µ = sup
t>0
(∫ t+1
t
‖ x(t) ‖p dt
)1/p
<∞, 1 ≤ p <∞, ‖ x ‖Mp= µ.
PAC(τ1, . . . , τj , . . .) is a linear space of functions x : [0,∞) → R
n abso-
lutely continuous on each interval [τj , τj+1), with jumps at the points τj . We
assume that functions in PAC are right continuous.
The same function spaces will be considered for intervals different from
[0,∞) if it does not lead to misunderstanding.
For spaces of matrix valued functions we use the same notation as for
vector valued functions.
We consider a delay differential equation
x˙(t) +
m∑
k=1
Ak(t)x[hk(t)] = f(t), t ≥ 0, x(t) ∈ R
n, (1)
x(ξ) = ϕ(ξ), ξ < 0, (2)
with impulsive conditions
x(τj) = Bjx(τj − 0) + αj , j = 1, 2, . . . , (3)
under the following assumptions:
(a1) 0 = τ0 < τ1 < τ2 < . . . are fixed points, limj→∞ τj =∞ ;
(a2) f ∈ L, Ak ∈ L, k = 1, 2, . . . , m ;
(a3) hk : [0,∞)→ R are Lebesgue measurable functions,
hk(t) ≤ t, k = 1, . . . , m;
(a4) ϕ : (−∞, 0)→ Rn is a Borel measurable bounded function;
(a5) Bj ∈ R
n×n, B = supj ‖ Bj ‖<∞;
(a6) K = supt,s>0
{
i(t,s)
t−s
, i(t, s) 6= 1
}
<∞.
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Here i(t, s) is a number of points τj belonging to the interval (s, t).
We denote b = max{B, 1}, I = max{K, 1}.
Remark. One can easily see that (a6) is satisfied if τj+1 − τj ≥ ρ > 0.
Definition . A function x ∈ PAC is said to be a solution of the impul-
sive equation (1),(2),(3) with the initial function ϕ(t) if (1) is satisfied for
almost all t ∈ [0,∞) and the equalities (3) hold.
Below we use a linear differential operator
(Lx)(t) = x˙(t) +
m∑
k=1
Ak(t)x[hk(t)], x(ξ) = 0, ξ < 0. (4)
3 Auxiliary results
In [13] the solution representation formula for (1)-(3) is presented if pro-
vided that more restrictive conditions than (a1)-(a6) hold. Precisely, instead
of (a2) it was assumed that f and Ak are in L∞. However the proof of this
formula preserves in the more general case f, Ak ∈ L. Thus the following
result is valid.
Lemma 1 [13] Suppose the hypotheses (a1)-(a6) hold.
Then there exists one and only one solution of the equation (1) -(3) sat-
isfying x(0) = α0 and it can be presented as
x(t) =
∫ t
0
X(t, s)f(s)ds−
m∑
k=1
∫ t
0
X(t, s)Ak(s)ϕ[hk(s)]ds+
∑
0≤τj≤t
X(t, τj)αj,
(5)
with ϕ(ζ) = 0, if ζ ≥ 0.
The matrix X(t, s) in (5) for a fixed s as a function of t is a solution of
the problem
x˙(t) +
m∑
k=1
Ak(t)x[hk(t)] = 0, t ≥ s, x(t) ∈ R
n×n,
x(ξ) = 0, ξ < s, x(s) = En; x(τj) = Bjx(τj − 0), τj > s.
We assume X(t, s) = 0, t < s.
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Definition. The matrix X(t, s) is said to be a fundamental matrix,
X(t, 0) is said to be a fundamental solution. An operator
(Cf)(t) =
∫ t
0
X(t, s)f(s)ds
is said to be a Cauchy operator of the equation (1)-(3).
For studying the equation (1)- (3) we introduce an auxiliary equation
(L0x)(t) ≡ x˙(t) + ax(t) = z(t), t ≥ 0, x(t) ∈ R
n, (6)
x(τj) = Bjx(τj − 0). (7)
By
(C0z)(t) =
∫ t
0
X0(t, s)z(s)ds
the Cauchy operator of the equation (6),(7) is denoted.
Lemma 2 [13] Suppose the hypotheses (a5) and (a6) hold and ν = a −
I ln b > 0.
Then
‖ X0(t, s) ‖≤ e
−ν(t−s).
For each space Lp we construct a subspace of PAC as follows. Denote
by Dp a linear space of functions x ∈ PAC satisfying (7) and such that
x ∈ Lp, x˙ ∈ Lp. This space is normed, with a norm
‖ x ‖Dp=‖ x ‖Lp + ‖ x˙ ‖Lp .
Lemma 3 Suppose the hypotheses (a5) and (a6) hold.
Then Dp, 1 ≤ p <∞, is a Banach space.
The proof is presented in section 7.
Remark. Lemma 3 remains valid if Lp is changed by a Banach space
B ⊂ L if provided that the topology in B is stronger than the topology in
L. In particular B = L∞ or B =Mp are suitable.
The following assertion supplements Lemma 3.
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Lemma 4 Suppose the hypotheses (a5) and (a6) hold and a− I ln b > 0.
Then the set D˜p = {x ∈ PAC | x˙ + ax ∈ Lp, x(τj) = Bjx(τj − 0)}
coincides with Dp, and the norm
‖ x ‖
D˜p
=‖ x(0) ‖ + ‖ x˙+ ax ‖Lp (8)
is equivalent to the norm ‖ · ‖Dp.
The proof is also in section 7.
4 Admissibility of pairs
Definition. The pair (Dp,Lp) is said to be admissible for a differential
operator L : PAC→ L if L(Dp) ⊂ Lp.
Definition. Suppose the initial function ϕ satisfies the hypothesis (a4) and
it is fixed. The pair (Lp,Dp) is said to be admissible for the equation (1)-(3)
if for any f ∈ Lp, αj ∈ R
n the solution is in Dp.
The pair (Lp,Dp) is said to be admissible on the whole for the equation
(1)-(3) if for any f ∈ Lp, αj ∈ R
n and any initial function ϕ satisfying (a4)
the solution is in Dp.
Remarks. 1. For ordinary differential equations the admissibility of the
pair (Lp,L∞) is usually considered. However this admissibility is the con-
sequence of the admissibility of pair (Lp,Dp). In fact if x ∈ Dp then for
a ∈ R x˙ + ax ∈ Lp. Let a− I ln b > 0. Then by Lemma 2 x ∈ L∞,
therefore the pair (Lp,L∞) is admissible for the differential equation. Besides
this, under our approach admissibility of the pair (Lp,Dp) is treated more
naturally than of the pair (Lp,L∞).
2. It is to be noted that the recent monograph of C.Corduneanu [9] deals
with admissibility of pairs of spaces for integrodifferential equations (and for
general functional differential equations as well).
Consider operators
(Hx)(t) =
m∑
k=1
Ak(t)x[hk(t)]; x(ξ) = 0, ξ < 0, (9)
(Lx)(t) = x˙(t) + (Hx)(t).
Under the hypotheses (a1)-(a3), (a5)-(a6) H acts from PAC to L.
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Theorem 1 Suppose the hypotheses (a1)-(a3), (a5),(a6) hold and there ex-
ists ν > 0 such that Aνk ∈Mp, where
Aνk(t) = e
ν[t−hk(t)]Ak(t), 1 ≤ p <∞.
Then operators H and L act from Dp to Lp and they are bounded.
Proof. Let a = ν + I ln b and x ∈ Dp . Then z = x˙+ ax ∈ Lp and x can
be presented as
x(t) = X0(t, 0)x(0) +
∫ t
0
X0(t, s)z(s)ds.
In sequel y(h(t)) = 0, if h(t) < 0, and a+ = max{a, 0}.
Thus we obtain
(Hx)(t) =
=
m∑
k=1
Ak(t)X0(hk(t), 0)x(0) +
m∑
k=1
∫ h+
k
(t)
0
Ak(t)X0(hk(t), s)z(s)ds. (10)
First we will obtain that a matrix valued function
F (t) =
m∑
k=1
Ak(t)X0(hk(t), 0)
is in Lp. To this end by Lemma 2
‖ Ak(t)X0(hk(t), 0) ‖≤‖ Ak(t) ‖ e
−νhk(t) =
=‖ Ak(t)e
ν(t−hk(t)) ‖ e−νt =‖ Aνk(t) ‖ e
−νt.
Therefore∫ ∞
0
‖ Aνk(t) ‖
p e−νptdt ≤ sup
n≥0
∫ n+1
n
‖ Aνk(t) ‖
p dt
∞∑
n=0
e−νpn ≤
≤
‖ Aνk ‖
p
Mp
1− e−νp
.
Hence F ∈ Lp.
Denote
(Pz)(t) =
m∑
k=1
∫ h+
k
(t)
0
Ak(t)X0(hk(t), s)z(s)ds.
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We will prove that P acts in Lp and it is bounded. To this end
‖ (Pz)(t) ‖≤
m∑
k=1
∫ h+
k
(t)
0
‖ Ak(t)e
ν[t−hk(t)] ‖ e−ν(t−s) ‖ z(s) ‖ ds =
=
m∑
k=1
∫ h+
k
(t)
0
‖ Aνk(t) ‖ e
−ν(t−s) ‖ z(s) ‖ ds.
Let p = 1. Then
‖ Pz ‖L1≤
m∑
k=1
∫ ∞
0
∫ t
0
‖ Aνk(t) ‖ e
−ν(t−s) ‖ z(s) ‖ ds dt =
=
m∑
k=1
∫ ∞
0
(∫ ∞
s
‖ Aνk(t) ‖ e
−ν(t−s)dt
)
‖ z(s) ‖ ds.
Since
∫ ∞
s
‖ Aνk(t) ‖ e
−ν(t−s)dt ≤
∞∑
n=[s]
∫ n+1
n
‖ Aνk(t) ‖ e
−ν(t−s)dt ≤
≤ eνs
∞∑
n=[s]
e−νn
∫ n+1
n
‖ Aνk(t) ‖ dt ≤ e
νs ‖ Aνk ‖M1
∞∑
n=[s]
e−νn ≤
≤‖ Aνk ‖M1
eν
1− e−ν
,
then
‖ Pz ‖L1≤
eν
1− e−ν
m∑
k=1
‖ Aνk ‖M1‖ z ‖L1 .
Here [s] is the greatest integer not exceeding s.
Let 1 < p <∞. Then similarly we obtain
‖ Pz ‖Lp≤
m∑
k=1
[∫ ∞
0
‖ Aνk(t) ‖
p
(∫ t
0
e−ν(t−s) ‖ z(s) ‖ ds
)p
dt
]1/p
=
=
m∑
k=1
[∫ ∞
0
‖ Aνk(t) ‖
p
(∫ t
0
e−ν(t−s)/2e−ν(t−s)/2 ‖ z(s) ‖ ds
)p
dt
]1/p
≤
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≤
m∑
k=1
[∫ ∞
0
‖ Aνk(t) ‖
p
(∫ ∞
0
e−νq(t−s)/2ds
)p/q
×
×
(∫ t
0
e−νp(t−s)/2 ‖ z(s) ‖p ds
)
dt
]1/p
≤
≤
(
2
νq
)1/q m∑
k=1
[∫ ∞
0
∫ ∞
s
‖ Aνk(t) ‖
p e−νp(t−s)/2 ‖ z(s) ‖p dt ds
]1/p
,
where q = p/(p− 1).
By repeating the previous argument we obtain
‖ Pz ‖Lp≤
(
2
νq
)1/q
eν/2
(1− e−νp/2)1/p
m∑
k=1
‖ Aνk ‖Mp‖ z ‖Lp .
Therefore Pz ∈ Lp and operator P : Lp → Lp is bounded.
Operator H defined by (9) in view of (10) can be presented as
(Hx)(t) = F (t)x(0) + (Pz)(t), where z = x˙+ ax.
Since
‖ Hx ‖Lp≤‖ F ‖Lp‖ x(0) ‖ + ‖ P ‖Lp→Lp‖ x˙+ ax ‖Lp≤
≤ max{‖ F ‖Lp, ‖ P ‖Lp→Lp} ‖ x ‖D˜p,
then by Lemma 4 H acts from Dp to Lp and it is bounded. One can easily
see that the admissibility of the pair (Dp,Lp) for the operator L is equivalent
to admissibility of this pair for H . The proof of the theorem is complete.
Corollary. Suppose the hypotheses (a1)-(a3), (a5),(a6) hold, Ak ∈Mp, 1 ≤
p <∞ and there exists δ > 0 such that t− hk(t) < δ, k = 1, . . . , m.
Then H acts from Dp to Lp and it is bounded.
Now we proceed to (Lp,Dp) admissibility conditions for the problem (1)
- (3). To this end consider an auxiliary equation of the type (1), (2)
x˙(t) +
r∑
k=1
Hk(t)x[gk(t)] = f(t), t ≥ 0, x(t) ∈ R
n,
x(ξ) = ϕ(ξ), if ξ < 0. (11)
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The equation (11) determines a differential operator M
(Mx)(t) = x˙(t) +
r∑
k=1
Hk(t)x[gk(t)], x(ξ) = 0, ξ < 0. (12)
Suppose for this equation the hypotheses (a1)-(a4) hold. By CM we
denote the Cauchy operator of this equation.
Lemma 5 Suppose that for the operators L and M defined by (4) and (12)
the following conditions are satisfied.
1. The operators L and M act from Dp to Lp and they are bounded.
2. R(M) = Lp, where R(M) is a range of values of the operator M :
Dp → Lp.
3. The operator LCM : Lp → Lp is invertible.
Then R(L) = Lp and C acts from Lp to Dp and it is bounded.
Proof. Consider an initial value problem
Lx = f, x(0) = 0, x(τj) = Bjx(τj − 0),
where f ∈ Lp is an arbitrary function. Then x = CM(LCM)
−1f is the
solution of this problem. Therefore x ∈ Dp, hence R(L) = Lp.
Let D0p = {x ∈ Dp : x(0) = 0}. Then by the Banach theorem on an
inverse operator the operator C : Lp → D
0
p is bounded. So the operator
C : Lp → Dp is also bounded.
Denote
ϕh(t) =
{
ϕ[h(t)], h(t) < 0,
0, h(t) ≥ 0,
g(t) =
m∑
k=1
Ak(t)ϕ
hk(t). (13)
Theorem 2 Suppose the operators L and M defined by (4) and (12) satisfy
the conditions of Lemma 5.
If the function g defined by (13) is in Lp then pair (Lp,Dp) is admissible
for the equation (1)-(3).
If there exists δ > 0 such that t − hk(t) < δ and the restriction of Ak to
[0, δ] belongs to Lp[0, δ], k = 1, . . . , m, then the pair (Lp,Dp) is admissible
on the whole for the equation (1)-(3).
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Proof. Let f ∈ Lp and C be the Cauchy operator of (1)-(3). By Lemma
1 solution x of (1)-(3) can be presented as
x(t) = (Cf)(t)− (Cg)(t) +
∑
0≤τj≤t
X(t, τj)αj . (14)
By Lemma 5 Cf ∈ Dp, Cg ∈ Dp. Now we will establish X(·, τj) ∈
Dp, j = 1, 2, . . . . To this end denote
Yj(t) = X(t, τj)−X0(t, τj),
where X0(t, s) is the fundamental matrix of (6),(7) and a− I ln b > 0.
Let fj(t) = −L(X0(·, τj))(t).
Then Yj is a solution of the problem
Ly = fj, t ≥ τj, y(t) ∈ R
n×n,
y(τj) = 0, y(τi) = Biy(τi − 0), i = j + 1, . . . . (15)
By Lemma 1 the solution of (15) can be presented as
Yj(t) = (Cfj)(t),
hence
X(t, τj) = X0(t, τj) + (Cfj)(t). (16)
By Lemma 2 X0(·, τj) ∈ Dp. Since by the hypothesis of the theorem pair
(Dp,Lp) is admissible for the operator L then fj ∈ Lp. Therefore by Lemma
5 Cfj ∈ Dp. Thus (16) implies X(·, τj) ∈ Dp and (14) gives that a solution
of (1)- (3) is in Dp. Admissibility of the pair (Lp,Dp) for the equation (1)-(3)
is proven.
Suppose t−hk(t) < δ. As g is defined by (13) then g(t) = 0 if t > δ. Since
for t ∈ [0, δ] Ak ∈ Lp[0, δ] and ϕ
hk ∈ L∞[0, δ], then g ∈ Lp[0, δ]. Therefore
for t ∈ [0,∞) g ∈ Lp[0,∞). Thus according to the above results the pair
(Lp,Dp) is admissible on the whole for (1)-(3). The proof of the theorem is
complete.
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5 Admissibility and stability
This paper deals with exponential stability only. Other types of stability
and their connection with properties of the fundamental matrix are presented
in [14].
Definition. The equation (1)-(3) is said to be exponentially stable if
there exist positive constants N and λ such that for any initial function
ϕ, f = 0 and α1 = α2 = . . . = 0 for a solution x of (1)-(3) the inequality
‖ x(t) ‖≤ Ne−λt
(
sup
t<0
‖ ϕ(t) ‖ + ‖ x(0) ‖
)
holds.
Thus the representation (5) yields the following assertion (see [14]).
Theorem 3 Suppose (a1)-(a6) hold and there exist positive constants N and
λ such that the fundamental matrix X(t, s) satisfies the inequality
‖ X(t, s) ‖≤ Ne−λ(t−s), t ≥ s > 0, (17)
and there exists δ > 0 such that t− hk(t) < δ, k = 1, . . . , m.
Then equation (1)-(3) is exponentially stable.
The following theorem is a main result of this work. It connects admissi-
bility of the pair (Lp,Dp) with stability of (1)-(3).
Theorem 4 Suppose for (1)-(3) the hypotheses (a1)-(a6), hold, Ak ∈Mp, 1 ≤
p < ∞, there exists δ > 0 such that t − hk(t) < δ, k = 1, . . . , m and for the
initial function ϕ ≡ 0 the pair (Lp,Dp) is admissible for this equation.
Then the equation (1)-(3) is exponentially stable.
Proof. By Theorem 3 it is sufficient to prove that the estimate (17) exists.
In view of Lemma 1 the fundamental matrix X(t, s) as a function of t for a
fixed s is a solution of the problem
x˙(t) +
m∑
k=1
Ak(t)x[hk(t)] = 0, t ≥ s, x(t) ∈ R
n×n, x(s) = En,
x(ξ) = 0, ξ < s, x(τj) = Bjx(τj − 0), τj > s. (18)
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Denote
Y (t, s) = eλ(t−s)X(t, s), (19)
where λ > 0 is a certain number. Thus
Y (s, s) = X(s, s) = En and, besides, Y (τj , s) = BjY (τj − 0, s), τj > s.
Denote
Lsx = x˙(t) +
m∑
k=1
Ak(t)x[hk(t)], t ≥ s, x(t) ∈ R
n×n;
x(ξ) = 0, ξ < s, .
By substituting x(t) = y(t)e−λ(t−s) we obtain
(Lsx)(t) = e
−λ(t−s)y˙(s)− e−λ(t−s)λy(t) +
m∑
k=1
e−λ[hk(t)−s]Ak(t)y[hk(t)] =
= e−λ(t−s)
{
y˙(t) +
m∑
k=1
Ak(t)y[hk(t)]+
+
m∑
k=1
eλ[t−hk(t)]Ak(t)y[hk(t)]−
m∑
k=1
Ak(t)y[hk(t)]− λy(t)
}
=
= e−λ(t−s)
{
(Lsy)(t)− λy(t) +
m∑
k=1
[
eλ(t−hk(t)) − 1
]
Ak(t)y[hk(t)]
}
.
Denote
(Tsy)(t) =
m∑
k=1
[
eλ(t−hk(t)) − 1
]
Ak(t)y[hk(t)]− λy(t), t ≥ s,
(Msy)(t) = (Lsy)(t) + (Tsy)(t).
Then
(Lsx)(t) = e
−λ(t−s)(Msy)(t)
and Y (t, s) is a fundamental matrix of the problemM0y=0, y(τj) = Bjy(τj−
0).
The corollary of Theorem 1 gives that the operator Ls acts from Dp[s,∞)
to Lp[s,∞) and it is bounded. By the hypothesis of the theorem a solution of
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Lsx = f together with its derivative is in Lp[s,∞) if provided f ∈ Lp[s,∞).
Therefore the Cauchy operator Cs of this equation acts from Lp[s,∞) to
Dp[s,∞).
Denote D0p[s,∞) = {x ∈ Dp[s,∞) | x(s) = 0}. By the hypotheses of the
theorem the operator Ls : D
0
p[s,∞) → Lp[s,∞) is bounded. By Lemma 3
the space Dp[s,∞) is Banach, therefore its closed subspace D
0
p[s,∞) is also
Banach. Thus by the Banach theorem on an inverse operator the operator
Cs : Lp[s,∞) → D
0
p[s,∞) and, consequently, Cs : Lp[s,∞) → Dp[s,∞) is
bounded.
By Theorem 1 Hks acts from Dp[s,∞) to Lp[s,∞), where (H
k
s x)(t) =
Ak(t)x(hk(t)), x(ξ) = 0, ξ < s. From the assumption t − hk(t) < δ we
obtain an estimate
‖ Ts ‖Dp[s,∞)→Lp[s,∞)≤
(
eλδ − 1
) m∑
k=1
‖ Hks ‖Dp[s,∞)→Lp[s,∞) +λ.
The operator MsCs = E + TsCs, with E being an identity operator, has
a bounded inverse operator in Lp[s,∞) if
‖ TsCs ‖Lp[s,∞)→Lp[s,∞)< 1. (20)
We prove that for λ being small enough (20) holds. To this end
‖TsCs‖Lp→Lp≤‖Ts ‖Dp→Lp‖Cs ‖Lp→Dp≤
[
(eλδ − 1)
m∑
k=1
‖Hks ‖ +λ
]
‖Cs‖ .
Therefore for λ being small enough (20) holds, where λ is obviously indepen-
dent of s since ‖ Hks ‖ ≤ ‖ H
k
0 ‖, ‖ Cs ‖ ≤ ‖ C ‖.
Operators Ls and Ts act continuously from Dp[s,∞) to Lp[s,∞). Hence
the operator Ms = Ls + Ts also possesses this property. Thus by Lemma 5
the Cauchy operator CsM of the equation Msy = f continuously acts from
Lp[s,∞) to Dp[s,∞).
Similar to (16) we obtain
Y (t, s) = X0(t, s) + (C
s
Mfs)(t). (21)
Here fs(t) = −Ms(X0(·, s))(t), a− I ln b > 0.
Lemma 2 implies X0(·, s) ∈ Dp[s,∞). Moreover, this lemma gives the
uniform estimate ‖ fs ‖Lp[s,∞)≤ K, with K not depending on s.
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Therefore we obtain estimates independent of s
‖ CsMfs ‖Dp[s,∞)≤ K ‖ CM ‖,
‖ CsMfs ‖Lp[s,∞)≤ K ‖ CM ‖ .
and
‖
d
dt
CsMfs ‖Lp[s,∞)≤ K ‖ CM ‖ .
Denote zs = C
s
Mfs. Since zs(s) = 0, then zs = C
s
0(z˙s+azs). By Lemma 2
Cs0 : Lp[s,∞)→ L∞[s,∞) is bounded, therefore
‖ CsMfs ‖L∞[s,∞)=‖ zs ‖L∞[s,∞)≤
≤‖ C0 ‖Lp→L∞
(
‖ z˙s ‖Lp[s,∞) +a ‖ zs ‖Lp[s,∞)
)
≤
≤ (1 + a)K ‖ C0 ‖ ‖ CM ‖ .
Hence the estimate of the norm of CsMfs in L∞[s,∞) does not depend on s.
By Lemma 2 and (21) there exists N > 0 such that
vraisupt,s>0 ‖ Y (t, s) ‖≤ N <∞.
Thus (19) implies the exponential estimate (17) for the fundamental ma-
trix of (1)-(3). The proof of the theorem is complete.
6 Explicit stability results
We apply Theorems 2 and 4 to obtaining explicit conditions of exponential
stability and of existence of integrable solutions. To this end we prove an
auxiliary result.
Lemma 6 Suppose there exist σ > 0 and ρ > 0 such that ρ ≤ τj+1 − τj ≤
σ, ‖ Bj ‖≤ B < 1.
Then for the fundamental matrix X1 of the equation
x˙(t) = f(t), x(τj) = Bjx(τj − 0) (22)
the inequality
‖ X1(t, s) ‖≤ e
−η(t−s−σ) (23)
holds, where η = − 1
σ
lnB.
Proof. Under the hypotheses of the lemma (see [13])
‖ X1(t, s) ‖≤
{
e−η(t−s) , t− s > σ,
1 , 0 < t− s ≤ σ.
This immediately yields (23).
Denote
Aηk(t) = Ak(t)e
η(t−hk(t)).
Theorem 5 Suppose for the equation (1)-(3) the hypotheses (a3),(a4) and
(b1) f ∈ L1, A
η
k ∈M1;
(b2) 0 < ρ ≤ τj+1 − τj ≤ σ;
(b3) ‖ Bj ‖≤ B < 1;
(b4) g ∈ L1, where g is defined by (13);
(b5) eη(σ+1)
∑m
k=1 ‖ A
η
k ‖M1≤ 1− e
−η, where η = − 1
σ
lnB,
hold.
Then for any solution x of (1)-(3) x ∈ L1, x˙ ∈ L1.
Theorem 6 Suppose for the equation (1)-(3) the hypotheses (a3),(a4) and
(c1) f ∈ L1, Ak ∈M1;
(c2) 0 < ρ ≤ τj+1 − τj ≤ σ;
(c3) ‖ Bj ‖≤ B < 1 ;
(c4) there exists δ > 0 such that t− hk(t) < δ ;
(c5) eη(σ+δ+1)
∑m
k=1 ‖ Ak ‖M1≤ 1− e
−η, where η = − 1
σ
lnB ,
hold.
Then the equation (1) - (3) is exponentially stable.
Proof of Theorem 5. First we note that the hypotheses of the theorem
imply (a1)-(a6). In particular, (b2) implies (a1) and (a6). By Theorem 1
the hypotheses of the theorem ensure admissibility of the pair (D1,L1) for
operator L defined by (4).
The hypotheses of Theorem 2 are satisfied if operator LCM : L1 → L1
is invertible, where CM is the Cauchy operator of the problem (22).
Evidently LCM = E + T , where
(Tz)(t) =
m∑
k=1
Ak(t)
∫ h+
k
(t)
0
X1(hk(t), s)z(s)ds.
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Lemma 6 gives that the operator CM acts from L1 to D1. Since by the
hypothesis of the theorem Aηk ∈ M1, then from the equality T = HCM,
where H is defined by (9), and from Theorem 1 the operator T acts in L1.
Let estimate the norm of operator T :
‖ Tz ‖L1≤
m∑
k=1
∫ ∞
0
‖ Ak(t) ‖
∫ h+
k
(t)
0
e−η(hk(t)−s−σ) ‖ z(s) ‖ ds dt ≤
≤ eησ
m∑
k=1
∫ ∞
0
∫ t
0
‖ Ak(t)e
η(t−hk(t))e−η(t−s) ‖ z(s) ‖ ds dt =
= eησ
m∑
k=1
∫ ∞
0
(∫ ∞
s
‖ Aηk(t) ‖ e
−ηtdt
)
eηs ‖ z(s) ‖ ds ≤
≤ eησ
m∑
k=1
∫ ∞
0

 ∞∑
i=[s]
∫ i+1
i
‖ Aηk(t) ‖ e
−ηtdt

 eηs ‖ z(s) ‖ ds ≤
≤ eησ
m∑
k=1
‖ Aηk ‖M1
∫ ∞
0
∞∑
i=[s]
e−ηieηs ‖ z(s) ‖ ds =
= eησ
m∑
k=1
‖ Aηk ‖M1
eη
1− e−η
‖ z ‖L1 .
The hypothesis (b5) implies ‖ T ‖L1→L1< 1, therefore LCM : L1 → L1
is invertible. Hence all hypotheses of Theorem 2 hold. The proof of the
theorem is complete.
Proof of Theorem 6. The hypothesis (c4) implies ϕ(hk(t)) = 0 for t > δ.
Thus (b1),(b4),(b5) and other hypotheses of Theorem 5 hold. By Theorem
4 the equation (1)-(3) is exponentially stable.
Example. Consider a scalar equation
x˙(t) + a(t)x(λt) = f(t), t ≥ 0, 0 < λ < 1,
x(j) = bx(j − 0), j = 1, 2, . . . , | b |< 1. (24)
Since h(t) = λt ≥ 0 then one may assume ϕ ≡ 0.
The constant η defined in (b5) is η = − ln b. Therefore by Theorem 5 all
solutions of (24) are in L1 for any f ∈ L1, i.e. they are integrable on the
half-line if
aη(t) = a(t)e[(λ−1) ln b]t ∈M1 and ‖ a
η ‖M1≤ (1− b)b
2.
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7 Proofs of Lemmas 3 and 4
Lemma 3. Suppose (a5) and (a6) hold. Then Dp, 1 ≤ p <∞, is a Banach
space.
Proof. Let {xj} be a fundamental sequence in Dp, i.e.
lim
k,i→∞
‖ xk − xi ‖Dp= 0.
First we will prove that {xj(0)} converges in R
n.
The convergence ‖ yj ‖Dp[0,∞)→ 0 implies ‖ yj ‖Dp[0,t0]→ 0 for any t0 > 0.
Hence ‖ yj ‖L1[0,t0]→ 0, ‖ y˙j ‖L1[0,t0]→ 0. Therefore for t0 < τ1 and yj =
xk − xi we have
lim
k,i→∞
‖ xk − xi ‖L1[0,t0]= 0, lim
k,i→∞
‖ x˙k − x˙i ‖L1[0,t0]= 0.
Consider an identity
xk(t)− xi(t) = xk(0)− xi(0) +
∫ t
0
[x˙k(s)− x˙i(s)]ds.
Since
lim
k,i→∞
‖ xk − xi ‖L1[0,t0]= 0 and
lim
k,i→0
∫ t0
0
∫ t
0
| x˙k(s)− x˙i(s) | ds dt ≤ t0 lim
k,i→∞
‖ x˙k − x˙i ‖L1[0,t0]= 0,
then
lim
k,i→∞
‖ xk(0)− xi(0) ‖L1[0,t0]= 0.
Hence
lim
k,i→∞
‖ xk(0)− xi(0) ‖L1[0,t0]= t0 lim
k,i→∞
‖ xk(0)− xi(0) ‖Rn= 0,
i.e. the sequence {xj(0)} is fundamental inR
n. Therefore there exists β ∈ Rn
such that limj→∞ xj(0) = β .
Let fj = L0xj , where operator L0 is defined by (6), ν = a − I ln b > 0.
Then by Lemma 1
xj(t) = X0(t, 0)xj(0) +
∫ t
0
X0(t, s)fj(s)ds. (25)
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Lemma 2 yields
‖ X0(t, 0) ‖≤ e
−νt.
Since X˙0(t, 0) + aX0(t, 0) = 0 then
‖ X˙0(t, 0) ‖≤ ae
−νt.
Therefore the sequence {X0(t, 0)xj(0)} converges inDp to the functionX0(t, 0)β.
By Lemma 2 we obtain that the operators L0 : Dp → Lp and C0 : Lp →
Dp are bounded. To this end denoting x = C0f we obtain
‖ L0x ‖Lp≤‖ x˙ ‖Lp +a ‖ x ‖Lp≤ (1 + a) ‖ x ‖Dp .
By Lemma 2 operator C0 is bounded in Lp [1], hence
‖ C0f ‖Dp=‖ x ‖Lp + ‖ x˙ ‖Lp≤‖ C0 ‖Lp→Lp‖ f ‖Lp + ‖ f − ax ‖Lp≤
≤ [1+ ‖ C0 ‖ (1 + a)] ‖ f ‖Lp .
Since L0 : Dp → Lp is continuous and L0xj = fj then {fj} is a funda-
mental sequence. Therefore there exists f ∈ Lp such that limj→∞ fj = f .
Let x˜ = C0f, x˜j = C0fj . The continuity of the operator C0 : Lp → Dp
implies ‖ x˜j − x˜ ‖Dp→ 0.
From here sequence
xj(t) = X0(t, 0)xj(0) + x˜j(t)
converges in Dp to
x(t) = X0(t, 0)β + x˜(t).
The proof of the lemma is complete.
Lemma 4. Let a > I ln b.
Then the set
D˜p = {x ∈ PAC | x˙+ ax ∈ Lp, x(τj) = Bjx(τj − 0)}
coincides with Dp. Besides the norm
‖ x ‖
D˜p
=‖ x(0) ‖ + ‖ x˙+ ax ‖Lp (26)
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is equivalent to the norm in Dp.
Proof. Let x ∈ D˜p and z = x˙+ ax. Then x(t) = X0(t, 0)x(0) + (C0z)(t).
By Lemma 2 z ∈ Lp implies x ∈ Lp. Hence x˙ = z− ax ∈ Lp, thus x ∈ Dp.
Let x ∈ Dp. Then the inequality
‖ x˙+ ax ‖Lp≤ (1 + a) ‖ x ‖Dp
implies x˙+ ax ∈ Lp. Hence x ∈ D˜p. Thus D˜p = Dp.
Formula (26) defines a norm in Dp. In fact if ‖ x ‖D˜p = 0 then
x˙+ ax = 0, x(0) = 0. Then by Lemma 1 on uniqueness of a solution x = 0.
Let us prove that the spaceDp endowed with the norm ‖ · ‖D˜p is complete.
Suppose {xj} is a fundamental sequence by this norm. Denote yj = x˙j+axj .
Then the convergence
‖ xk(0)− xi(0) ‖ + ‖ yk − yi ‖Lp→ 0 for k, i→∞
implies {xj(0)} is fundamental in R
n and {yj} is fundamental in Lp. There-
fore these sequences converge in the corresponding spaces.
Consider the equality
xj(t) = X0(t, 0)xj(0) + (C0yj)(t). (27)
We will prove that the operator C0 : Lp → D˜p is bounded. Let x = C0f .
Then x(0) = 0 and
‖ C0f ‖D˜p=‖ x˙+ ax ‖Lp=‖ f ‖Lp .
Boundedness of C0 : Lp → D˜p and the equality (27) yield the convergence of
{xj} in D˜p. Consequently this space is complete.
Consider sets
D0p = {x ∈ Dp | x(0) = 0},
Un = {x = X0(t, 0)α | α ∈ R
n}.
The space Un is n-dimensional, isomorphic to R
n and Un ⊂ Dp. Since
x(t) = X(t, 0)x(0) +
∫ t
0
X0(t, s)[x˙(s) + ax(s)]ds,
then Dp is aljebraically isomorphic to the direct sum D
0
p ⊕ Un.
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Since Un is finite-dimensional then [15] the subspace D
0
p is closed in Dp
and in D˜p.
First we will prove equivalence of norms ‖ · ‖Dp and ‖ · ‖D˜p in D
0
p. Let
x ∈ D0p. To this end
‖ x ‖
D˜p
=‖ x˙+ ax ‖Lp≤ (1 + a) ‖ x ‖Dp .
From here and from the fact D0p is a Banach space with both norms we
obtain [15] that in D0p these norms are equivalent.
Let P1 and P2 be projectors to subspaces D
0
p and Un correspondingly. D
0
p
is closed, therefore these projectors are bounded operators in Dp and D˜p.
Let ‖ xj ‖Dp→ 0. Then the relations
xj = P1xj + P2xj , ‖ Pixj ‖Dp≤‖ Pi ‖‖ xj ‖Dp, i = 1, 2,
imply ‖ Pixj ‖Dp→ 0, i = 1, 2. As P1xj ∈ D
0
p, and in D
0
p the norms ‖ · ‖Dp
and ‖ · ‖
D˜p
are equivalent, then ‖ P1xj ‖D˜p→ 0.
Besides this P2xj ∈ Un. The space Un is finite-dimensional and all the
norms in it are equivalent. Thus ‖ P2xj ‖D˜p→ 0. Consequently,
‖ xj ‖D˜p≤‖ P1xj ‖D˜p + ‖ P2xj ‖D˜p→ 0.
Therefore the norms ‖ · ‖Dp and ‖ · ‖D˜p are equivalent, which completes the
proof.
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