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Abstract
Sequential quadratic programming (SQP) has been one of the most important methods for solving nonlinearly
constrained optimization problems. In this paper, we present and study an active set SQP algorithm for inequality
constrained optimization. The active set technique is introduced which results in the size reduction of quadratic
programming (QP) subproblems. The algorithm is proved to be globally convergent. Thus, the results show that the
global convergence of SQP is still guaranteed by deleting some “redundant” constraints.
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1. Introduction
Sequential quadratic programming (SQP) has been one of the most important methods for solving
nonlinearly constrained optimization problems. It is well known that SQP is very efﬁcient for solving
medium and small size nonlinear programs (see [1,4,6,23]). Recently, SQP has been applied to some
problems such as nonsmooth equations, variational inequality problems, mathematical programs with
equilibrium constraints (MPEC), etc. (see [5,8,15,22]), and some large-scale problems (see [13,14]). All
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these works show that not only is SQP still a very active topic in the research of numerical optimization,
but also very useful approach in solving optimization problems.
Ourmotivation for this work is originated from the applications of SQP in solving large-scale problems.
We consider the standard inequality constrained optimization problem
min f (x) (1.1)
s.t. c(x)0, (1.2)
where f (x) : Rn → R1, c(x) : Rn → Rm are twice continuously differentiable functions. SQP is a kind
of iterative method, at iterate k it needs to solve a QP subproblem
min gTk d + 12dTBkd (1.3)
s.t. ci(xk)+ ∇ci(xk)Td0, i = 1, . . . , m, (1.4)
where xk is the current iterate, gk=∇f (xk) and Bk is an n×nmatrix. Often Bk is required to be positive
deﬁnite, which is supposed to be an approximate Hessian of the Lagrangian
(x, )= f (x)− Tc(x) (1.5)
at the current iterate xk . A merit function, which is normally a penalty function such as the 1 exact
penalty function, is used to carry out line searches. It has been proved that SQP is globally convergent
(see [7,16,17,21]).
One of the resulted difﬁculties of SQP for large-scale problem is that the memory requisite for each
QP subproblem may be very large if the original problem is large (with great number of constraints).
Our idea is originated from the following observations. Let x∗ be a local solution of the original problem
(1.1)–(1.2), the active set at x∗ is deﬁned by
A(x∗)= {i|ci(x∗)= 0}. (1.6)
It is easy to see that x∗ is a local solution of (1.1) subject to
ci(x)0, i ∈ A(x∗), (1.7)
or subject to
ci(x)= 0, i ∈ A(x∗). (1.8)
Moreover, for many problems, the number of active constraints is much smaller than the total number
of constraints. Therefore, problem (1.1) with (1.7) or problem (1.1) with (1.8) has less constraints than
the original problem (1.1)–(1.2). For the QP subproblem (1.3)–(1.4), we can use active set techniques to
subproblems with fewer constraints. For example, in the REQP method of [2], the constrained conditions
in the QP subproblem is
cˆi (xk)+ ∇ci(xk)Td = 0, i ∈ Iˆk (1.9)
instead of (1.4). Here Iˆk is a selected active index set, cˆi (xk) is a value associated with ci(xk). Extensive
numerical experiments in [20] showed that quadratic programmingwith fewer constraints in REQPwould
reduce computing time for computing the search direction. Actually, considering QP subproblems with
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a subset of the original constraints can be traced back to the work [19]. On the other hand, even for the
classical SQP method, “warm starts” are used for the QP subproblems, which means it is always trying
to solve the QP using the active set of the previous QP subproblem. Thus, an active set technique is used
implicitly.
Another obvious advantage for using QP subproblems with few constraints is the reduction of the
possibility of the inconsistence of the QP subproblems. It is well known that SQP may still fail in
solving some well-deﬁned inequality constrained problems with strict feasibility, since some of the QP
subproblems may be inconsistent. Some research has been done for trying to circumvent the related
difﬁculties, e.g., see [3,11,12].
Using active set technique in solving optimization with inequality constraints is not a new idea, for
new references such as [9,10]. The attempt to improve the robustness of SQP has never stopped since its
birth, there are a lot of references in the literature, the recent works include [12,18,24].
In this paper, we consider SQP in a more general framework.We present an active set SQPwith general
exact penalty functions (not necessarily the 1 exact penalty function). Our technique for selecting active
constraints does not require the iteration points in the feasible region (see e.g. [15]). Our algorithm has
some similarity toREQP, but it should be noted that by employing linearized inequality constraints (instead
of equality constraints) the global convergence of our algorithm is established with weaker constraint
qualiﬁcation conditions. Under mild conditions, our algorithm can identify the active set of the original
problem when the iterates are close to a solution. The superlinear convergence of our algorithm follows
from the standard results of the SQP method (e.g., [6]).
This paper is organized as follows. In Section 2,wegive the deﬁnition of the active set.Active constraints
are selected based on the constraint violations as well as the dual variables.A newSQP algorithm applying
our active techniques is given. The global convergence of the algorithm is proved in Section 3.
2. An active set SQP algorithm
Let x be the current iterate point and  = ((1), (2), . . . , (m))T ∈ Rm be an approximate multiplier.
Deﬁne z= (x, ). Let 0 be a scalar. Deﬁne the -active set at x corresponding to :
I (z, )= {i : ci(x)(i) + }. (2.1)
The QP problem that we use as a subproblem is deﬁned by Q(z, B ):
min g(x)Td + 12dTBd (2.2)
s.t. ci(x)+ ∇ci(x)Td0, i ∈ I (z, ). (2.3)
Deﬁne the sets
S(z, )= {d : ci(x)+ ∇ci(x)Td0, i ∈ I (z, )}, (2.4)
S0(x)= {d : ci(x)+ ∇ci(x)Td0, i ∈ I0}, (2.5)
where I0 = {1, 2, . . . , m}. Then S0(x) ⊂ S(z, ) since I (z, ) ⊂ I0.
Assume that there exists v ∈ Rn such that
∇ci(x)Tv > 0, i ∈ I (z, ). (2.6)
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This condition is sufﬁcient for S(z, ) = ∅. When z is a Kuhn–Tucker point of (1.1)–(1.2) and  = 0,
(2.6) is precisely the Mangasarian–Fromovitz constraint qualiﬁcation (MFCQ) at x. On the other hand,
in order to keep (1.9) consistent, we need to assume that∇ci(xk) (i ∈ Iˆk) are linearly independent, which
is stronger than (2.6) (see [23]).
Now suppose the sets (2.4) and (2.5) are both nonempty. If B is positive deﬁnite, the QP subproblems
(1.3)–(1.4) and (2.2)–(2.3) have unique solutions d0 and d+, respectively.Assume that |I (z,)|={(i) : i ∈
I (z, )} is a multiplier vector corresponding to d+. Let (i) = 0 for i ∈ I0\I (z, ) and = {(i) : i ∈ I0},
we call this  the multiplier corresponding to (2.2)–(2.3). If d0= d+,  is also a multiplier corresponding
to d0. If d+ ∈ S0(x), then we must have d0 = d+. Furthermore, we have the following result:
Lemma 2.1. For any z= (x, ) ∈ Rn+m, let p(z, )=min{ci(x)/‖∇ci(x)‖2 : i ∈ I0\I (z, )} and deﬁne
the sets
Sˆ(z, )= {d : ci(x)+ ∇ci(x)Td0, i ∈ I (z, ) and ‖d‖2p(z, )}, (2.7)
Sˆ0(z, )= {d : ci(x)+ ∇ci(x)Td0, i ∈ I0 and ‖d‖2p(z, )}. (2.8)
Then we have Sˆ(z, )= Sˆ0(z, ).
Proof. We only need to prove Sˆ(z, ) ⊂ Sˆ0(z, ).
For any d ∈ Sˆ(z, ), (2.7) gives that ‖d‖2ci(x)/‖∇ci(x)‖2 for any i ∈ I0\I (z, ), i.e.,
ci(x)− ‖∇ci(x)‖2‖d‖20, i ∈ I0\I (z, ). (2.9)
Hence,
ci(x)+ ∇ci(x)Td0, i ∈ I0\I (z, ), (2.10)
which implies that d ∈ Sˆ0(z, ). This completes the proof. 
Deﬁne
(x, )= f (x)+ (c(x)), (2.11)
where (c(x))= dist(c(x)|Rm+),Rm+ = {x : x0, x ∈ Rm} and
dist(c(x)|Rm+)= inf{‖c(x)− d‖ : d ∈ Rm+}, (2.12)
‖ · ‖ is any given norm onRm. Throughout the rest of the paper, if the norm is not speciﬁed, it is the same
as that in (2.12).
It can be seen that x is a feasible point of (1.1)–(1.2) if and only if (c(x))= 0. If the norm is selected
to be the 1 norm, then (x, ) is precisely the 1 exact penalty function.
Lemma 2.2. Suppose that B is positive deﬁnite and d+ is the unique solution of (2.2)–(2.3). There always
exists a positive constant  such that for 0,
ci(x)+ ∇ci(x)T(d+)0, i ∈ I0\I (z, ), (2.13)
ci(x)+ ∇ci(x)T(d+)(1− )ci(x), i ∈ I (z, ). (2.14)
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Furthermore,
(c(x)+ ∇c(x)T(d+))(1− )(c(x)). (2.15)
Proof. Let I¯ (z, )= {i ∈ I0\I (z, ) : ∇ci(x)Td+< 0}. We can see that (2.13) and (2.14) hold if we let
=min
{
min
i∈I¯ (z,)
−ci(x)
∇ci(x)Td+
; 1
}
. (2.16)
Inequality (2.15) follows from (2.13)–(2.14). 
Let d = d+ in (2.13)–(2.14), then
ci(x)+ ∇ci(x)Td0, i ∈ I0\I (z, ), (2.17)
ci(x)+ ∇ci(x)Td0, i ∈ I (z, ). (2.18)
The following result is known from [11,12].
Lemma 2.3. Deﬁne q(x) = (c(x)), for every d and x in Rn, the directional derivative q ′(x; d) exists
and satisﬁes the inequality
q ′(x; d)(c(x)+ ∇c(x)Td)− (c(x)). (2.19)
Let d+ be the unique solution of QP(z, B) and d = d+ satisfy (2.17)–(2.18). It follows from (2.15)
that
(x)= (c(x)+ ∇c(x)Td)− (c(x)) − (c(x))0. (2.20)
By Lemma 2.3, d is a descent direction of q(x).
Lemma 2.4. Suppose that B ∈ Rn×n is a symmetric positive deﬁnite matrix, d+ is the unique solution
of (2.2)–(2.3), d = d+ satisﬁes (2.17)–(2.18). Then
(i) (x)= 0 if and only if x is a feasible point of (1.1)–(1.2);
(ii) Deﬁne 	(x, )= g(x)Td + (x). If x is a Kuhn–Tucker point of (1.1)–(1.2), then 	(x, )= 0 for any
 ∈ R;
(iii) If x is a feasible point but not a Kuhn–Tucker point of (1.1)–(1.2), 	(x, )< 0.
Proof. (i) If x is a feasible point of (1.1)–(1.2), (c(x))= 0. It follows from (2.20) that (x)= 0. On the
other hand, if (x)= 0, (2.20) implies (c(x))= 0, which says that x is feasible.
(ii) If x is a Kuhn–Tucker point of (1.1)–(1.2), then x is feasible and d+ = 0. Thus, 	(x, )= 0 for any
 ∈ R.
(iii) If x is a feasible point of (1.1)–(1.2), (x)= 0 by (i). Since zero is feasible for the constraints of
QP(z, B), g(x)Td+g(x)Td+ + 12dT+Bd+0. Moreover, d+ = 0, otherwise x is a Kuhn–Tucker point.
By the fact that B is positive deﬁnite, we know that g(x)Td < 0. Therefore, 	(x, )< 0. 
The penalty parameter  is chosen as follows. If x is not a feasible point of (1.1)–(1.2) and d is the
same as that in Lemma 2.4, we set  = max{(g(x)Td + dTBd)/(−(x)), 2− + 
}. Otherwise, we let
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= −. Here, − is the penalty parameter in the previous iteration and 
0 is a constant. Consequently,
Lemma 2.4 (ii) can be stated as: 	(x, )= 0 if and only if x is a Kuhn–Tucker point of (1.1)–(1.2).
The algorithm is described as follows.
Algorithm 2.5. Step 0: Given x0 ∈ Rn, 0 ∈ Rm, 00, B0 is an n× n positive deﬁnite matrix, 0, 0,
 are positive scalars, 
0 is a constant, 0< 12< 1, 1> 0, 1> 2> 0;
Step 1: Solve QP(zk, Bk). Suppose that d ′k is the solution. If ‖d ′k‖, then stop;
Step 2: Let I¯k = {i ∈ I0\I (zk, k) : ∇ci(xk)Td ′k < 0}, compute
k =min
{
min
i∈I¯k
−ci(xk)
∇ci(xk)Td ′k
; 1
}
(2.21)
and set dk = kd ′k;
Step 3: Compute (xk). If (xk)= 0 or g(xk)Tdk + k(xk) − dTk Bkdk then set k+1 = k and goto
Step 4; Otherwise, set
k+1 =max{(g(xk)Tdk + dTk Bkdk)/(−(xk)), 2k + 
}; (2.22)
Step 4: Let 	(xk, k+1)= g(xk)Tdk + k+1(xk) and choose k such that
(xk + kdk, k+1)(xk, k+1)+ 1k	(xk, k+1) (2.23)
and either k1 or there is an ¯k > 0 such that k2¯k > 0 and
(xk + ¯kdk, k+1)>(xk, k+1)+ 2¯k	(xk, k+1); (2.24)
Step 5: Set xk+1 = xk + kdk , ik+1 = 0 for i ∈ I0\I (zk, k); Compute Bk+1 by some quasi-Newtonformulae; generate k+1; set k = k + 1 and go to Step 1.
Because the relation
(xk + dk, k+1)− (xk, k+1)= f (xk + dk)− f (xk)+ k+1(q(xk + dk)− q(xk))
g(xk)Tdk + k+1(xk)+ o()
= 	(xk, k+1)+ o()
holds for sufﬁciently small > 0, we can see that there exists k > 0 satisfying the conditions in Step 4
of the algorithm.
Inequality (2.23) guarantees that (xk + dk, k+1) decreases sufﬁciently and condition (2.24) keeps
k away from zero. Bk+1 can be computed by Powell’s updating procedure [16] and [23].
3. Global convergence
To study the convergence properties of Algorithm 2.5, we need the following assumptions:
(A1) f (x) and ci(x), i ∈ I0 are twice continuously differentiable functions;
(A2) The approximation Bk of the Lagrangian Hessian is positive deﬁnite and there exists two positive
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constants m and M such that
M1‖d‖22dTBkdM2‖d‖22 (3.1)
holds for all d ∈ Rn and all k1.
First, we have the following lemma.
Lemma 3.1. Suppose that {xk} generated by Algorithm 2.5 is contained in a closed convex set , f (x),
g(x), c(x), and ∇c(x) are bounded on , (d ′k, k+1) is a Kuhn–Tucker pair of QP(zk, k).
(i) If xk → x∗ for k ∈ K , where x∗ is not necessarily a Kuhn–Tucker point of (1.1)–(1.2), and there
exists v ∈ Rn such that
∇ci(x∗)Tv > 0, i ∈ I(x∗, ), (3.2)
where I(x∗, ) = {i : i ∈ I (zk, ) for inﬁnitely many k ∈ K} and  is a positive scalar, then
{k+1 : k ∈ K} is bounded.
(ii) For any infeasible point xk , k ∈ K , [(gTk dk + dTk Bkdk)/− k] is bounded above.
Proof. (i) First, we prove that ‖d ′k‖ is bounded for k ∈ K . By (4.1), there is a d∗ ∈ Rn such that
ci(x
∗)+ ∇ci(x∗)Td∗> 0, i ∈ I(x∗, ). (3.3)
Thus, there exists a k0> 0, for kk0,
ci(xk)+ ∇ci(xk)Td∗0, i ∈ I(x∗, ). (3.4)
It follows from the deﬁnition of I(x∗, ) that there is a positive integer k1 such that I (zk, k) ⊆ I(x∗, )
for all kk1, k ∈ K . Thus, for all k max{k0, k1}, k ∈ K , d∗ is a feasible point of QP(zk, k). It follows
from (3.1) that for k ∈ K , ‖d ′k‖2 is bounded.
ByAlgorithm 2.5, for i /∈I(x∗, ), (i)k+1=0 holds except for a ﬁnite number of iterations. Now suppose
that (i)k+1 (i ∈ I (zk, ), k ∈ K) is unbounded. Let (d ′k, k+1) is the solution of QP(zk , Bk), which implies
gk + Bkd ′k −
∑
i∈I (zk,)
(i)k+1∇ci(xk)= 0 (3.5)
for all k ∈ K . Normalizing by ‖k+1‖2 and let k →∞, we have∑
i∈I(x∗,)
¯
(i)∇ci(x∗)= 0, (3.6)
where ¯(i)0 and ‖¯‖2 = 0. (3.6) contradicts (3.2).
(ii) Since d ′k is the solution of QP(zk , Bk), we have for k+10,
g(xk)
Td ′k + d ′kTBkd ′k − Tk+1∇c(xk)Td ′k = 0, (3.7)
Tk+1(c(xk)+ ∇c(xk)Td ′k)= 0. (3.8)
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Thus,
g(xk)
Td ′k + d ′kTBkd ′k =−Tk+1c(xk). (3.9)
It follows from (3.9), dk = kd ′k and k ∈ (0, 1] that
gTk dk + dTk Bkdk
−k =
−kTk+1c(xk)− k(1− k)d ′kTBkd ′k
−k

−kTk+1c(xk)
−k 
−Tk+1c(xk)
(c(xk))
. (3.10)
Moreover, by the Cauchy–Schwarz inequality, we have −Tk+1c(xk)‖k+1‖0(c(xk)), where ‖ · ‖0 is
the dual norm of ‖ · ‖. Thus, the result follows from (i) and (3.10). 
Lemma 3.2. Under the assumptions of (A1) and (A2), suppose that f (x) is bounded below on Rn. If
the sequence {xk} is an inﬁnite sequence generated by Algorithm 2.5, {k} is bounded, {xk : k ∈ K} is
any convergent subsequence, then dk → 0 for k ∈ K and k →∞.
Proof. First, we show that the inequality
	(xk, k+1) − 12dTk Bkdk (3.11)
holds for all xk . If xk is not a feasible point of (1.1)–(1.2), (3.11) follows directly from the procedure of
choosing the penalty parameter. Suppose that xk is a feasible point of (1.1)–(1.2). Since d = 0 is feasible
for QP(zk ,Bk), gTk d ′k + 12d ′kTBkd ′k0. The deﬁnition of k+1 in Algorithm 2.5 implies that
	(xk, k+1)= gTk dk − 12dTk Bkdk. (3.12)
Now we prove the limit of (xk, k) exists for k →∞. The boundedness of k indicates that there exists
k0 such that k = k0 = ¯ for all kk0. Therefore, it follows from (2.23) that
(xk+1, k+1)<(xk, k+1)= (xk, k) (3.13)
for all kk0. Moreover, (xk, k)f (xk). Thus, limk→∞ (xk, k) exists. Again by (2.23), for kk0,
1k	(xk, k+1)(xk+1, k+1)− (xk, k+1)
=(xk+1, k0)− (xk, k0). (3.14)
It follows from Step 3 of Algorithm 2.5 and Lemma 2.4 that 	(xk, k+1)0 for all k, so we have
k	(xk, k+1) → 0 (3.15)
for k →∞.
Now, we complete our proof by contradiction. If the lemma is not true, there is a positive constant 
such that K¯ = {k : ‖dk‖2> , k ∈ K} is an inﬁnite set. It follows from (3.11) and (3.1) that
	(xk, k+1) − 12M12< 0, ∀k ∈ K¯. (3.16)
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Hence, (3.15) implies that limk→∞,k∈K¯ k = 0. Therefore for sufﬁciently large k ∈ K¯ , (2.24) holds. We
may assume ¯k < 1 for all k ∈ K¯ by Step 4. Observe that
c(xk + ¯kdk)− (c(xk)+ ¯k∇c(xk)Tdk)=
∫ 1
0
(∇c(xk + t ¯kdk)− ∇c(xk))T dt ¯k dk
= [m1(¯kdk)]T(¯kdk), (3.17)
f (xk + ¯kdk)− (f (xk)+ ¯kg(xk)Tdk)=
∫ 1
0
(g(xk + t ¯kdk)− g(xk))T dt ¯kdk
= [m2(¯kdk)]T(¯kdk), (3.18)
where
m1(¯kdk)=
∫ 1
0
(∇c(xk + t ¯kdk)− ∇c(xk))T dt, (3.19)
m2(¯kdk)=
∫ 1
0
(g(xk + t ¯kdk)− g(xk))T dt. (3.20)
Therefore, it follows the above relations and (2.24)–(2.25) that
q(xk + ¯kdk)− q(xk)‖c(xk + ¯kdk)− (c(xk)+ ¯k∇c(xk)Tdk)‖
+ (c(xk)+ ¯k∇c(xk)Tdk)− (c(xk))
 ¯k‖dk‖‖m1(¯kdk)‖ + ¯k[(c(xk)+ ∇c(xk)Tdk)− (c(xk))]
c1¯k‖dk‖2‖m1(¯kdk)‖ + ¯k(xk) (3.21)
and
2¯k	(xk, ¯)<(xk + ¯kdk, ¯)− (xk, ¯) (3.22)
 ¯k	(xk, ¯)+ ¯k‖dk‖2(¯c1‖m1(¯kdk)‖ + c2‖m2(¯kdk)‖), (3.23)
where c1 and c2 are positive scalars. The above two inequalities and (3.16) give
1
2 (1− 2)M1‖dk‖22 − (1− 2)	(xk, ¯)
< ‖dk‖2(¯c1‖m1(¯kdk)‖ + c2‖m2(¯kdk)‖). (3.24)
Divided by ‖dk‖2, the above relation implies, when k ∈ K¯ and k →∞,
(1− 2)M10, (3.25)
which is a contradiction. This completes our proof. 
Corollary 3.3. Under the assumptions of Lemma 3.2, for sufﬁciently large k ∈ K , dk is identical to the
direction generated by (1.3)–(1.4).
Proof. The result follows from Lemma 3.2, Algorithm 2.5 and Lemma 2.1. 
Theorem 3.4. Under the assumptions of (A1) and (A2), suppose that f (x) is bounded below onRn. If the
sequence {xk} is an inﬁnite sequence generated by Algorithm 2.5, {k} is bounded, then any accumulation
point of {xk} is a Kuhn–Tucker point of (1.1)–(1.2).
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Proof. Without loss of generality, we may assume k =  for all k. Let x∗ be an accumulation point of
{xk}, then there exists a subset K such that xk → x∗ (k → ∞, k ∈ K). If 	(x∗, ) = 0, then by Lemma
2.4, x∗ is a Kuhn–Tucker point of (1.1)–(1.2).
Now we assume 	(x∗, )< 0. Then there exists kˆ such that
	(xk, ) 12	(x
∗, )< 0 (3.26)
for all k kˆ, k ∈ K . From the proof of Lemma 3.2, we have
dk → 0 (k →∞, k ∈ K). (3.27)
(3.27) and the deﬁnition of 	(xk, ) give that
	(xk, ) → 0 (k →∞, k ∈ K), (3.28)
which contradicts (3.26). 
The following result shows that our algorithm can correctly identify the active constraints and solve
the QP subproblem with only active constraints automatically, provided that k → 0 and the iterate is
sufﬁciently close to the solution.
Lemma 3.5. Under the assumptions of Theorem 3.4, suppose that xk → x∗(k → ∞), ∇ci(x∗) (i ∈
I ∗(x∗)) are linearly independent, ∗ is the multiplier associated with x∗. If k → 0, the strict comple-
mentarity condition holds at z∗, then I (zk, k)= I ∗(z∗) for all sufﬁciently large k.
Proof. The assumption implies that k → ∗ for k →∞. Thus, zk → z∗. It follows from (2.1) that
I (z∗, 0)= {i : ci(x∗)∗(i)}. (3.29)
Let
I1(z
∗, 0)= {i : ci(x∗)< ∗(i)}, I2(z∗, 0)= {i : ci(x∗)= ∗(i)}, (3.30)
then by the strict complementarity condition at z∗, we have
I1(z
∗, 0)= I ∗(z∗) and I2(z∗, 0)= ∅. (3.31)
Similarly, deﬁne
I1(zk, k)= {i : ci(xk)< (i)k + k}, I2(zk, k)= {i : ci(xk)= (i)k + k}. (3.32)
It is straightforward that there exists a positive integer k1 such that for kk1,
I1(z
∗, 0) ⊆ I1(zk, k) and I2(z∗, 0) ⊇ I2(zk, k). (3.33)
Hence,
I2(zk, k)= ∅ and I (z∗, 0) ⊆ I (zk, k) for kk1. (3.34)
It is easy to see that there exists k2 such that kk2,
I (z∗, 0) ⊇ I (zk, k). (3.35)
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Therefore, (3.34) and (3.35) give that
I (z∗, 0)= I (zk, k) (3.36)
for k max{k1, k2}, which completes the proof. 
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