SPICE UNIFIED ARCHITECTURE by Jordi Rovira (telefonica & Hariharan Rajasekaran
 
  1 
SPICE UNIFIED ARCHITECTURE 
 
 
 
 
Editors: Demeter Hunor (Nokia Siemens Networks), Sasu Tarkoma (Nokia Siemens Networks)
 1  
Contributors: Bharat Bhushan (Fraunhofer Fokus)
  1, Ernö Kovacs (NEC), Herma van Kranen-
burg (Telematica Instituut), Erwin Postmann (Siemens Vienna)
1, Robert Seidl (NSN Germany), 
Anna  V.  Zhdanova  (University  of  Surrey)
1,  Jordi  Rovira  (Telefonica),  Hariharan  Rajasekaran 
(NSN Germany)
1, Antonietta Spedalieri (Telefonica), Gabor Paller (Nokia Siemens Networks)
1, 
Ralf Kernchen (University of Surrey), Mazen Malek Shiaa (Telenor), Gabor Marton (NSN Hun-
gary), Gert-Jan Rijckenberg (Ericsson), Michael Sutterer (University of Kassel), Mathieu Bous-
sard (Alcatel-Lucent France), René Madle (SAGO), Paweł Rubach (Telekomunikacia Polska) 
Reviewer: Christophe Cordier (France Telecom), Mathieu Boussard (Alcatel-Lucent France) 
 
 
 
Abstract 
 
Today's wireless and mobile service platforms are typically monolithic and centralized 
in nature, and they do not support heterogeneous service access and unified services us-
age experience. The SPICE service delivery platform builds on top of the IP Multimedia 
Subsystem to support creation and provisioning of advanced, added-value services that 
are composed of basic services supported through its defined semantic knowledge 
framework. This document presents an overview of the unified SPICE architecture The 
IMS role and the novel functionalities introduced by the SPICE platform are described. 
The functional architecture is depicted and its dynamic behaviour is illustrated by a set 
of dynamic views. 
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1.  Introduction 
New sources of revenue for mobile service providers are expected to include tailored, personalized, and dynami-
cally composed services that are fast to market, cost efficient, and offer compelling user experience [3],[6]. The EU 
IST SPICE (Service Platform for Innovative Communication Environment) project addresses these issues by devel-
oping a framework for the rapid development of new mobile services [1],[2],[15],[27]. The aim of the framework is 
to hide the complexities of the converged communications environment.  
This document presents an overview of the unified SPICE architecture that defines a service platform enabling 
cross-domain service access with service roaming support. In addition, SPICE combines several key technologies 
such as semantic component based middleware, service brokering and mediation mechanisms, lifecycle manage-
ment, context-awareness [14] and multi-modality. The architecture is presented in details in SPICE Deliverable 1.3 
[23]. 
The SPICE Architecture Group was formed in the beginning of the project to coordinate and harmonize the work 
done in the different work packages. Each work package assigned an architect to the architecture group and the 
aim of the group is to ensure the consistency and coherence of the overall design and implementation work in the 
project. The architecture was developed and updated on the basis of input from work packages, through a process 
called scenario mapping, and from experiences with implemented prototypes. The architecture work has been it-
erative and resulted in several updates of the overall SPICE architecture. This document summarizes the unified 
SPICE architecture, and it will serve as basis for the Final Reference Architecture document D1.8. 
We present the unified architecture from two viewpoints. First we decompose the system into layers and present its 
functional architecture. Then we discuss the dynamic behavior of the system by presenting views on the architec-
ture. The views show the interactions between the functional elements of the SPICE platform from chosen perspec-
tives, such as service creation, service deployment, logon/logoff, service composition, service roaming, user service 
management, multimodal service delivery etc., also showing the feasibility of the proposed architecture.  
The rest of the document is organized as follows: Section 2 considers IMS evolution and the motivation for the 
architecture. The SPICE layered design is presented in Section 3. Section 4 presents the functional architecture, 
with the high level functional elements, and the interfaces between them. In Section 5, we consider the dynamic 
aspects of the architecture. Section 6 examines IMS integration with semantic services and the knowledge man-
agement framework. Finally we conclude in Section 7. 
2.  IMS Evolution 
The IP Multimedia Subsystem (IMS) standard [19] defines the functional architecture for a managed IP-based 
network. It aims to provide a means for carriers to create an open, standards-based network that delivers inte-
grated multimedia services to increase revenue, while also reducing network CapEx and OpEx. As the recent ac-
tivities in ETSI TISPAN (Telecoms & Internet converged Services & Protocols for Advanced Networks) has shown, 
it has become increasingly popular also with wireline service providers and is now considered the de-facto standard 
for Fixed-Mobile Convergence (FMC) in Next-Generation Networks (NGN) [7],[8],[13]. 
The IMS architecture has been designed to clearly separate the connectivity, control and service plane. IMS de-
composes the networking infrastructure into separate functions with standardized interfaces between them. Each 
interface is specified as a "reference point", which defines both the protocol over the interface and the functions 
between which it operates (refer to 3GPP TS 23.002 [22], network architecture 
The service plane (application plane) provides an infrastructure for the provision and management of services, and 
defines standard  interfaces to  common functionality (e.g., configuration  storage,  identity management, billing, 
presence and location). The control plane comprises network control servers for managing call session set-up, 
modification and release. It is located between the application and connectivity plane and routes the call signaling, 
authorizes  the  connectivity plane traffic,  and generates billing information. The connectivity plane comprises 
routers and switches, both for the backbone and the access network. The clear separation of IMS layers enables for 
access independence, so that the IMS services can be provided over any IP connectivity network.   
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Figure 1: IMS Architecture overview 
While the IMS is acknowledged to be a main part of the next generation network architecture, it is also necessary 
to improve the service plane to allow fast and easy provisioning of a large set of services. 
This requires a service platform that reduces the effort of creating and delivering services by several orders of 
magnitude in terms of capital expenditures and time required compared to traditional approaches. Currently, the 
most interesting service platform functions include: 
￿  identity provisioning, allowing the user’s home platform operator (or their trusted identity provider) to assert 
their identity to service components or 3
rd party service providers, while preserving their pseudonymity or ano-
nymity 
￿  session management, allowing to monitor and control the interactions with SPICE service platform including 
various user session used by different, maybe parallel executing services 
￿  charging and billing, allowing users to easily pay for connectivity, services and goods while allowing the op-
erators to take a small premium from each service, 
￿  improved service provisioning (e.g., through push technologies, search engines, or context aware service rec-
ommendations),  
￿  personalization and adaptation to specific situations, thus making mobile and converged services easier to use, 
￿  content management (e.g., end user generated content, protected content management),  
￿  service roaming, allowing the user to access services from the home platform, and/or matching services from 
the visited platform,  
￿  automatic semantic service composition, taking into consideration the user’s context. 
The SPICE project aims at enabling this leap in the service delivery process through several innovations that are 
explained in the following sections. 
3.  The SPICE Layered Design 
Telecommunications systems have typically a layered structure. The motivation for layering is that it separates 
functionality and APIs, which promotes ease of development, portability, and manageability with the price of po-
tentially increased overhead. Protocols are organized into a protocol stack, for example the TCP/IP stack. Above 
the core networking stack, we have various middleware, which has become one of the cornerstones of modern dis-
tributed systems development. The middleware layer can be split into sublayers, each highlighting a specific do-
main of functionality. As middleware systems usually cover many separated areas of functionalities that are not 
directly related together like a telecommunication protocol stack, it has become common to use a “non-strict” lay- 
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ering model. In that model, components from layer n+2 can access components from layer n (or below). In these 
cases, the layering principle is used for structuring the system and for indicating growing levels of abstractions or 
dependencies. 
The SPICE project follows this “non-strict” layering approach. The SPICE system has four clearly defined sublay-
ers focusing on the core aspects of the distributed service execution environment, namely the Capabilities and En-
ablers Layer, the Component Services Layer, the Knowledge Layer, and the Value Added Services (VAS) Layer. In 
addition, the platform features the virtual Exposure Layer that provides access to the SPICE platform.  
The SPICE project platform consists of four different kinds of components: 
￿  Basic components 
￿  Resource adaptors 
￿  Intelligent components 
￿  Value added service components 
The basic components are generic building blocks that take advantage of the SPICE features. Resource adaptors 
are special basic components, which act as proxies to components in legacy systems. Components that support in-
terfaces from the knowledge framework are called intelligent components. Basic and intelligent components can be 
orchestrated to create Value Added Service (VAS) components. The VAS composite components may be created at 
runtime by using real-time information provided by various sources and processed by the knowledge layer compo-
nents.  
Figure 2 presents an overview of the SPICE architecture. The terminal platform is presented on the left side, the 
service provider platform is presented on the right side, while the service creation environment (SCE) is presented 
on the top of the figure. The following sections will present the details of the layered structure. 
 
Figure 2: Overview of the SPICE architecture 
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3.1.1  Capabilities and Enablers Layer 
This Capabilities and Enablers Layer is responsible for providing the various support functions that are vital for the 
SPICE platform. Support functions play a major part in enabling the core functions of the Service Execution Envi-
ronment (SEE). The support functions are external to the platform and are representing existing functions in tele-
communication  networks,  e.g.  database  storage,  protocol  stacks,  services,  basic  signaling  and  session  control 
mechanisms, and many other functions.  
3.1.2  Component Services Layer 
The  Component Services Layer provides facilities for component-based development, deployment and lifecycle 
management. This layer includes the basic components, and various middleware components, such as the Lifecycle 
Manager (LCM), the Logger, the Subscription Manager (SM), the Component Supervisor, the Availability Super-
visor (AVSV), described later in this document.  
The basic components, or the so called SPICE-fied components [28] implement service specific and management 
interfaces. Service specific interfaces are used during service composition, while management interfaces are used to 
control the behavior and the lifecycle of the basic components in the platform.  
The component model and methodology support cross-system service deployment and provisioning. The methodol-
ogy regards the components as a set of modeling artifacts that are constructed using technology-neutral notations 
such as UML and XML. The use of technology-neutral notations brings the much needed robustness and consis-
tency into the service composition. 
Integration with the Capabilities and Enablers layer is done via resource adaptors. Resource adaptors are special 
basic components, used to integrate legacy components with the SPICE components. Resource adaptors provide 
gateways to legacy functionalities and in the same time SPICE service specific and management interfaces.  
3.1.3  Knowledge Layer 
The Knowledge Layer provides service platform solutions for intelligent service behavior, user profile manage-
ment, and pro-active service adaptation. These solutions are grouped in different enabler families that are all built 
on top of a common framework. 
The  Knowledge Layer supports the publication, discovery, delivery, and transformation of various information 
such as context, user profile and presence information. In SPICE, this information is generally referred as knowl-
edge, where knowledge is described as expertise, skills acquired by a person through experience or education, the 
theoretical or practical understanding of a subject, what is known in a particular field or in total, and facts and in-
formation or awareness or familiarity gained by experience of a fact or situation. In the context of SPICE it is dis-
tinguished between lower and higher order knowledge,  
Lower order knowledge is propositional knowledge obtained by experience or sensorial information. That is, lower 
order knowledge is defined as information collected from different sensors, devices and data sources. By contrast, 
higher order knowledge is derived recommendations, predictions, activities and goals. 
The Knowledge Layer is realized as a collection of distributed knowledge sources, sinks, and brokers. Knowledge 
sources produce information, which is then consumed by the knowledge sinks. Information is either delivered di-
rectly or by employing the publish/subscribe pattern. Brokers are responsible for mediating and transforming in-
formation, and providing interfaces for knowledge discovery. Discovery is performed either using direct query to a 
broker or by using the publish/subscribe pattern. The knowledge enrichment algorithms that are used in the knowl-
edge layer, such as learning and prediction algorithms, are pluggable and new techniques can be added to the sys-
tem. 
3.1.4  Value Added Services (VAS) Layer 
The VAS Layer facilitates the creation of composed components from the basic SPICE components. A composite 
component is needed, for example, for personalized ticket booking or for finding nearby restaurants that match the 
user’s preferences. Semantic composition is needed to achieve value added services. Semantic metadata of the com-
ponents is in machine-processable format and knowledge discovery is used to find suitable components for compo- 
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sition. The orchestration engines in this layer are responsible for ensuring that the components of a composite 
component network are properly synchronized and the interactions follow the predefined rules. 
In order to invoke component services seamlessly, component metadata and interface semantics must be developed 
and published in a heterogeneous environment. Novelty of the methodology is that it leverages best-practice archi-
tecture of SOA (Service Oriented Architecture) [16] to support IP-based multimedia services [12] on networking 
architecture such as IMS. It allows the various stakeholders taking part in service life cycle to have a uniform un-
derstanding of diverse service execution platforms [18]. 
Enablers on this layer include the Discovery Facility (DF), responsible for semantic service discovery and publica-
tion, the Service Broker (SB) that implements a pluggable architecture for service composition and execution en-
gines, and the Service Roaming Manager (SRM), responsible for inter-platform service composition and delivery.  
3.1.5  Service Exposure (Exposure Layer) 
A number of components are exposed to the outside world through the virtual Exposure Layer. These components 
can then be used and combined in a multi-platform environment to create composite services. A third party service 
execution environment can use the publishing capability of the SPICE platform to publish and advertise services or 
components in the SPICE system.  
Enablers on this layer include the Policy Enforcement Point (PEP) that grants access to the platform, the Security 
Gateway (SEG) that enables inter-platform communication, and controls until what extent the platform is opened 
up for a trusted 3
rd party platform, and the Service Level Agreement (SLA) Service, that creates and enforces ser-
vice level agreements between the SPICE services and 3
rd party services, without any human interaction. 
4.  Functional Architecture 
Figure 3 presents the high level functional architecture of the SPICE platform, which can be decomposed into four 
categories: 
·  Terminal Platform 
·  Service Provider Platform  
·  Service Creation Environment  
·  3
rd Party Content and Service Providers 
The Terminal Platform only provides a facade to the services, which are managed and composed via various func-
tional elements at the Service Provider Platform. The 3rd Party Content and Service Providers can inject content 
and service components respectively into the platform via well defined interfaces. The Service Creation Environ-
ment (SCE) provides graphical toolchains for professional service developers and end users to create new service 
components, and to compose new services from the existing service components.  
The colors of the functional elements visualize the internal work package structure of the project, and highlight at 
the same time the focused functionality domains, namely access control, content management, knowledge man-
agement, end-user service management, component based middleware, service creation and execution environ-
ment.  
The following gives a short summary of the high-level functional elements, while the following subchapters pre-
sent the functional elements in details as well as specific features enabled by the architecture.  
The Content Middleware allows for content recommendations based on user context and preferences, manages 
end-user generated content, and specifies licensing framework, where multiple devices owned by the user can ac-
cess the protected content [33]. It cooperates with 3
rd party content providers via well defined interfaces.  
The Multimodal Delivery and Control System enables multimedia session handover between the user’s devices, 
and selects the correct modality for a multimedia session, given the user’s context.  
The Dynamic Desktop provides a service push framework for terminals, and manages a dynamic application port-
folio, which again fits best to the user’s preferences and current situation [34]. 
The Knowledge Middleware in cooperation with other knowledge components delivers the above mentioned ser-
vice, modality, content recommendations, infers high order knowledge (e.g. recommendations, predictions, learn- 
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ers) from low order knowledge (e.g. location, current time, user preferences, user presence, terminal battery state, 
etc.), also taking into consideration the user’s privacy policies. It provides a brokering architecture for connecting 
interested knowledge sinks to the appropriate knowledge sources. It is composed of the Knowledge Acquisition and 
Provisioning System(KAPS), the Knowledge Manager, the Profile Manager (PM) and the Service and Knowledge 
Push and Notification (SKPN). 
The Brokering, Composition and Orchestration Middleware implements a framework, where semantically anno-
tated components are composed, orchestrated and executed at request time, in order to provide the best available 
service to the end user. The framework allows 3
rd Party Service Providers to create SLA with SPICE platform op-
erator without human interactions, and to publish so called SPICE-fied components to the platform [18] using the 
Lifecycle Manager (LCM). The publication involves metadata publishing to the Semantic Publication and Discov-
ery Facility and component package installation to the Semantic Component Repository.  
An  open  and  controlled  Identity  Management,  Authentication  and  Authorization  Framework    provides  multi-
domain access to network resources and to services by improving the identity provisioning mechanisms (3
rd party 
services, SSO, GBA split terminal) and applying certain policy management (XACML). 
Finally, the Charging and Mediation Service provides online and offline charging both for simple and composite 
services.  
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Figure 3 SPICE Functional Architecture  
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4.1  Identity Management, Authentication and Authorization Framework 
Access to SPICE services is controlled by an ID-Management, Authentication and Authorization Framework, as 
shown previously on Figure 3. This is a distributed framework inside the SPICE platform and forms a part of the 
exposure layer through which the services are exposed to the outside world. It provides a Single Sign-On (SSO) 
feature for authorized services to authenticated users and services without the need to re-authenticate at different 
services. In case of SPICE services requesting access to 3
rd party services, the framework is responsible for enforc-
ing the Service Level Agreements (SLAs) related to such requests. The access control framework is also responsible 
for controlling access to sensitive user data. 
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Figure 4 Identity Management, Authentication and Authorization Framework 
Figure 4 shows the key elements of the SPICE access control architecture as embedded into the SPICE functional 
architecture [UA]. Yellow components belong to SPICE platform; while the blue components are capabilities, out-
side of the platform. The key elements are the following: 
·  Policy Enforcement Point (PEP). It is the system entity that performs access control, by making decision 
requests and enforcing authorization decisions [XACML]. The SPICE PEP is a platform-level PEP (as 
opposed to the PEP-SC, see below) i.e. not specific to any service component. It is mostly meant to be a 
message interceptor: being in the message flow (e.g. as a message interceptor component in an Enterprise 
Service Bus), it intercepts the message headers, asks the PDP to evaluate the applicable policies, and — 
based on the response — lets the message go on (typically to the Service Broker) or blocks it; in other 
words, permits or denies access. It may also consult the AAS (for authentication-related support) and the 
UPM (for privacy-related decisions). When handling access from foreign SPICE platforms or third-party 
components, the PEP relies on the services of the Security Gateway (see later). 
·  Policy Enforcement Point, Service Component-specific (PEP-SC). In cases where the information neces-
sary for the access control decision cannot be extracted from the request in a generic way (typically when 
it is buried in the body of the request or strongly related to the service logic in some other way), the ser-
vice component itself contains the PEP-SC which then invokes the PDP for the decision.  
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·  Policy Decision Point (PDP). It is the system entity that evaluates applicable policy/policies and renders 
an authorization decision [XACML]. The SPICE PDP is compliant with XACML. 
·  Policy Information Point (PIP). It is the system entity that acts as a source of attribute values [XACML]. 
The PDP (or alternatively the PEP) may use this entity for retrieving additional information, for example 
a user’s subscription status for a given service, the current time, etc. 
·  Policy Administration Point (PAP). It is the system entity that creates a policy or policy set [XACML]. In 
other words, policies are managed — created, deleted, modified — and stored policies are accessed via a 
PAP. 
·  Authentication and Authorization Support (AAS). It supports the PEP by verifying the credentials submit-
ted as part of end user authentication. In case of GBA-only authentication, it plays the role of a NAF in 
GBA terminology [TS 33.220] and uses the BSF for retrieving the bootstrapped security material. In case 
of Liberty+GBA and Liberty-only authentication, it relies on the IdP. 
·  Identity Provider (IdP). It is a special service provider that creates, maintains, and manages identity in-
formation for principals and provides principal authentication to other service providers within a federa-
tion [Liberty-Alliance], [SAML]. The AAS uses the service in the cases of Liberty+GBA and Liberty-only 
authentication. 
·  Bootstrapping Server  Function (BSF).  It is a key component  of the GBA  infrastructure  [TS 33.220]: 
hosted in a network element under the control of a mobile network operator, it participates in the boot-
strapping procedure in which a shared secret is established between the network and the end user’s termi-
nal (the UE); the shared secret can be used between NAFs and UEs, for example, for authentication pur-
poses. 
·  Home Subscriber Server (HSS). It is a master user database that supports the IMS network entities that ac-
tually handle calls. It contains the subscription-related information (user profiles), performs authentication 
and authorization of the user, and can provide information about the user's location. For GBA bootstrap-
ping, the BSF requests the authentication vector (AV) and GBA user security settings (GUSS) from the 
HSS. 
·  Logon/off Event Service (LES). It is the entity that distributes logon and logoff (a.k.a. registration and de-
registration) events to interested components by means of a publish/subscribe mechanism. This way it 
helps the interested components to start and terminate their own parallel sessions corresponding to a “top-
level” SPICE session. 
·  User Privacy Manager (UPM). It is a tool for managing rights to the end user. It decides whether an end 
user’s attributes may be sent to third parties or to other end users based on the user's permission policies, 
without necessarily having to ask the user each time. 
·  Charging & Mediation (C&M) Enabler. It takes care of mediation between the entities generating ac-
counting data for charging events (services within the SPICE platform or third party services) and the bill-
ing domain. It interfaces with services, network resources on one hand (collecting and aggregating ac-
counting data produced by them) and with rating engine, billing systems and payments networks for set-
tlement on the other hand. 
·  Service Level Agreements (SLA) Service. It facilitates automatic negotiation between service providers and 
clients, enabling contract creation without human intervention. This consists of making offers (advertise-
ment), negotiation and enforcement. 
·  Security Gateway (SEG). The Security Gateway implements security services — authenticity of origin, in-
tegrity, confidentiality, replay protection (of messages) —for communication with another SPICE plat-
form (operated by another operator) or third parties. It resides on the border of the intranet of platform op-
erators, and all inter-platform SPICE traffic passes through it. 
Figure 5 illustrates the message processing done by the authorization framework. All messages are intercepted by 
the PEP, which then formulates an XACML request (using CoH), and forwards it to the PDP in order to obtain an 
access control decision. The PDP interfaces with a number of system components, acting as PIPs, such as the sub-
scription manager, profile manager, service repository, SLA manager, and the lifecycle manager to gather informa- 
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tion needed for policy evaluation. The authorization decision is then sent back from the PDP to the PEP. If a sec-
ond level of authorization is needed at component level, the global PEP forwards the request to the component 
level PEP for processing.  
 
Figure 5: Overview of request processing and management support 
4.2  Charging and Billing 
The main objective of Charging and Billing (C&B) is to provide an open and flexible system that can charge all 
services and allows the customer to pay via a variety of different payment methods. In other words, C&B function-
ality considers all SPICE services, 3rd party services and also all combinations of basic services – so-called com-
posite services. 
The following statement is crucial to the C&B functionality in SPICE: “IMS is the network but not the only one. 
SPICE application servers (SPICE services) are mainly, but not exclusively, IMS AS”. This statement leads the 
C&B to rely on the IMS architecture and Charging functions already defined in this architecture (support of the 
online and offline charging modes). However, SPICE C&B adds new concepts that are not currently treated in 
IMS, e.g. the management of payment methods and the charging of composite services. 
IMS defines two charging modes: Offline and Online. Offline charging is a mechanism where charging informa-
tion does not affect, in real-time, the service rendered. This charging mode is used by post-paid users only. The 
Online mode allows real-time charging. Both charging modes can be categorized into two distinct charging sub-
models, namely the event based charging model and the session based charging model. In the event based charg-
ing model, each service usage is reported with a single Charging Data Record (CDR) or in a single credit control 
and resource usage authorization procedure. In the session based charging model, the same service usage occurs 
within an end-user session. The service usage is reported with several charging events and the creation of one or 
more CDRs in offline charging or performance of credit control session in online charging. 
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As a conclusion, SPICE charging and billing is based on the IMS and OMA charging interfaces and supports both 
offline and online charging. (cf 3GPP 32.240 Telecommunication management; Charging management, Charging 
architecture and principles v6.3.0) 
4.2.1  Offline charging: 
The Charging Trigger Function (CTF) is a mandatory function of all network elements (NE) that have Offline 
charging capabilities.  It is the focal point for accounting data collection, assembling these data into matching 
charging  events and sending these events  towards  the  Charging Data  Function.  The Charging  Data Function 
(CDF) receives charging events from the Charging Trigger Function via the Rf reference point. It then uses the 
information contained in the charging events to construct CDRs (Charging Data Record). These CDRs are sent to 
the Charging Gateway Function (CGF) via the Ga reference point. The CGF acts as a gateway between the 3GPP 
network and the billing domain. Within the SPICE platform, the CDRs are sent to the Charging & Billing Service. 
It is the responsibility of the Charging & Billing Service to process these CDRs (i.e. validation, consolidation, re-
formatting, etc.). Then, the "rated CDRs" or tickets are forwarded to the Billing System. Based on the charges re-
ceived, the billing system generates the bill and finally the user can be requested for payment. 
4.2.2  Online charging:  
The Charging Trigger Function (CTF) is a mandatory function of all network elements (NE) that have Online 
charging capabilities. Within the SPICE platform, many components could trigger online charging events: AAA, 
Value Added Services, and other enablers. They could transfer the charging events to the OCS (Online Charging 
System) using the Ro reference points. In this case, the components have to implement an Online Charging Client 
based on the Diameter Credit Control Application protocol. The data used in the online charging do not really dif-
fer from the one used in the offline charging.  
4.2.3  Charging composite services 
Charging of composite services introduces the necessity to charge differently when a component is invoked in 
stand-alone mode, and when is invoked as part of a service composition. As each of elementary service could pro-
vide accounting data, a correlation/aggregation function is needed to correlate data received from the different sources 
and to obtain a complete track of the usage. Correlation is made possible by an element (e.g., a correlation Id) that is 
common to all partial accounting data. Figure 6 illustrates the accounting and service flows for a composite service. 
 
Figure 6: Accounting and service flows for a composite service 
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The sequence diagram presented in Figure 7 illustrates how correlation can be achieved. Mainly, the SPICE corre-
lation Id (SCid) is generated upon the first end-user request received by the SPICE composite service. Then, the 
identifier is transmitted to the elementary services that are related to the composite service. Each time accounting 
data are transmitted to the C&B component, the SCid is inserted in the request. C&B correlates the incoming re-
quests using the SCiD. 
 
Figure 7: Charging correlation process 
  
4.3  Lifecycle Manager 
The Lifecycle Manager (LCM) is a special support service of a SPICE SEE (Service Execution Environment). It 
receives lifecycle operations for Service Component installation, activation and publication from the Service Pro-
vider’s administrator or from an authorized SPICE component. The Service Lifecycle Management, as addressed 
in SPICE, also takes into account a comprehensive view of lifecycle and also includes publication of service com-
ponents features as semantic metadata. This semantic metadata plays a crucial role in making service components 
available and this is done with the help of SPICE Discovery Facility. 
Illustrated in Figure 8 are the main use-case operations that can be performed either by a service operator actor, as 
seen in the figure, or by an authorized SPICE component actor. 
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Figure 8 Lifecycle manager use cases 
4.4  Semantic Publication and Discovery Facility  
The SPICE Discovery Facility (DF) provides an open service repository supporting the publishing and discovery of 
typed information artifacts in order to effectively implement the acquisition of components function. These infor-
mation artifacts, referred to as metadata artifacts, allow service developers to fully describe the SPICE components 
they develop and deploy into the system using a set of required documents. The LCM uses the SPICE DF to pub-
lish all semantic and non-semantic metadata artifacts associated with a service component. All metadata artifacts 
stored in the SPICE-DF repository belong to one of three metadata types. These types include: 
￿  Functional Metadata Artifacts,  
￿  Non-functional Metadata Artifacts, and  
￿  Semantic Metadata Artifacts.  
By allowing a wide range of metadata specification technologies to be supported, service developers can fully de-
scribe a SPICE service component using the metadata technologies that best fit their requirements. Additionally, 
this flexibility allows the SPICE-DF an evolutionary path, due to the fact that existing and new metadata technolo-
gies can be supported. To achieve this level of extensibility and flexibility the SPICE-DF uses an architecture that 
separates the Matchmaking function of a specific metadata technology from the core registry processing. Within 
the SPICE-DF the process of matchmaking is accepted as the ability of the registry to accept query expressions, in 
a specified syntax, that then may be evaluated over the set of published metadata artifact items in order to deter-
mine whether a specific item satisfies the query expression.  
Figure 9 illustrates the semantic publication and discovery architecture of the SPICE-DF.  
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Figure 9 :SPICE Discovery Facility Publishing and Discovery Architecture 
4.5  Semantic Component Repository 
4.5.1  Availability Supervisor (AVSV) 
The SPICE Availability Supervisor (AVSV) is responsible for the liveliness of all services (including LCM and 
AVSV itself) according to the service providers needs. It sends periodically ping-messages to the services and ex-
pects immediate responses back. If the response fails, the AVSV will activate the service again. The AVSV exists 
in two instances which monitor each other. After a platform stop the AVSV will shutdown all services and after a 
platform restart the AVSV will launch and activate all services which have been active before. 
4.5.2  Component Supervisor 
The Component Supervisor supports gathering of statistical, lifecycle data and provides the data to the perform-
ance manager to determine performance and status of the component. The term status has a broad meaning here 
and encompasses lifecycle, configuration and activity of the component. The main actors (or the user of monitoring 
operations) in this case are system admin and a ‘life cycle management client’. 
4.6  Service Creation Environment 
SPICE provides the Service Creation Environment (SCE) that supports the creation of basic components, intelli-
gent components, and value added services. The SCE provides graphical service development tools, as well as 
emulation of service enablers and testing environment.  
Two separate tool chains support the needs of the professional service developers and the needs of the end users 
respectively.  
The dedicated Development Studio for professional developers is being developed around the high-level service 
description language SPATEL (SPICE Advanced Service Description Language for Telecommunication Services). 
SPATEL allows using a Model-Driven Architecture (MDA) approach for transforming a service idea through a 
platform independent representation to an executable service.  
The special End User Studio allows the end-users to create service mashups from existing SPICE services, which 
are easily tailored to their needs. This means that end-users are not allowed to compose arbitrary mash-ups, but 
rather they have a selection of templates that dictate how services can be combined and parameterized. These tem-
plates are provided and maintained by the platform operator or third party service providers. There are several rea- 
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sons why arbitrary end-user service composition is challenging. One reason is security, because each component 
introduced in the platform should be tested and verified. Another reason is the complexity of service composition; 
ideally it should be simple and easy so that the learning period is very short. An important design pattern for user-
based service mashups is the “event trigger/action” pattern. In this case, a monitoring engine supervises defined 
event triggers. Upon detecting an event, the related actions are fired. With that mechanism, end user can easily 
build services using knowledge component and communication services. 
The service delivery process comprises the complete set of creating services, testing them, deploying them to the 
service execution environment (server and/or terminal), and then provisioning them to end-users.  
4.7  Brokering, Composition and Orchestration Middleware 
The service broker is a key component in the architecture that is responsible for connecting different components 
together and for targeting messages to their proper receivers. The component connections necessary to serve a re-
quest are calculated by the service broker when a request is received by the service platform. The selected compo-
nents and their connections are referred to as service component network. 
The SPICE component model allows component networks to adapt to the conditions of the environment. This is 
supported through the notion of abstract component network. These networks allow connections between compo-
nents that are not known beforehand at the time of designing the composite system. The networks have adaptation 
rules that control how the concrete components and their connections are selected to best adapt to the environment. 
When the broker is used to compose a service, the service composition network is saved to the internal storage of 
the broker and a session identifier (ID) is assigned to the network. This session ID is included in the request proc-
essed by the components of the component network. The broker therefore is responsible for session management 
pertaining to composite components. 
Figure 10 presents the broker in more details and shows how it relates to various other platform components. As 
discussed previously, all messages are first processed by the PEP and the security system. After the PEP, the broker 
receives the request and decides subsequent actions on the message. The broker uses the Discovery Facility (DF) 
and the Subscription Manager (SM) to locate and keep track of resources. Context information is requested from 
the KMF. Inter-platform support is provided by the SLA System and the Service Roaming Manager (SRM). The 
Lifecycle Manager (LCM) has a plug-in that can be used to create and manage precompiled composite component 
networks, which are stored into a database internal to the broker. The broker accesses this database and enforces 
both precompiled and dynamically created component networks. 
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Figure 10: The broker and its environment 
4.8  Service Roaming 
One of the most important features a mobile network offers is the support of mobility. Mobility can be identified as 
the capability to move from one area to another. Different types of mobility can be identified including the follow-
ing: break-before-make (moving from one location to another without an ongoing session), and make-before-break 
(moving from one location to another with an ongoing session which requires a handover). 
SPICE focuses on providing to the end user a seamless service delivery regardless of the network type, device, and 
location. This functionality is called Service Roaming, which is illustrated in Figure 11. The Service Roaming 
Manager (SRM) focuses mainly on inter-domain roaming at the service layer issues, the session/network level 
roaming is not in the scope of this specification. 
The service roaming support system addresses the following issues:  
·  access to the chosen set of home services and information,  
·  access to suitable services and information from the visited domain (corresponding to the user profile, 
preferences and service context information), and  
·  the possibility to combine home services/service enablers with services/service enablers from the visited 
domain to create new services. 
The Service Roaming Manager enables the inter-platform mechanisms so that services and enablers in the home 
domain can be used in a visited domain. When the user migrates to a visited domain, he can use services both from 
home and visited domain. This assumes that the visited platform has active agreements on what services can be 
used in service roaming mode. It follows that the SPICE user must be registered in the visited SPICE domain for 
service.  
The registration procedure follows the establishment of a SPICE session within the home domain, and additional 
information (e.g., user profiles, roaming policies and service profiles) is downloaded via a Security Gateway from 
the home domain to the visited domain. Subscribed enablers, both from home and visited domain, will be informed 
about the registration event.  
Value added services layer
Knowledge layer
Component service layer
Capabilities & Enablers
IMS and other networks
SPICE Service Execution Environment
Visiting network
Value added services layer
Knowledge layer
Component service layer
Capabilities & Enablers
IMS and other networks
SPICE Service Execution Environment
Home network
Service info
Profiles
Signalling
Security
User Terminal
SRM SRM
 
Figure 11: Service roaming between SPICE domains  
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4.9  Knowledge Management 
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Figure 12 The Knowledge Management 
Knowledge is presented to the SPICE platform through the Knowledge Service Interface; Being an SEE ser-
vice, the corresponding interfaces have already been described in [28] As such, the knowledge layer may be  
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accessed as a SPICE service, encapsulating all the components described hereafter in this chapter. The main 
blocks are: 
￿  The Knowledge Discovery and Exchange family of enablers manage the sensing and exchange of knowl-
edge within SPICE, including the discovering knowledge sources, and describing the highest level ab-
straction of both consumers and providers of knowledge. 
￿  The Personal Information Enablers manage and provide service and situation-related user information. 
￿  The Knowledge Interpretation Enablers provide means to derive recommendations, predictions, activities 
and goals. 
￿  The Attentive Service Enablers allow for pro-active responsiveness to upcoming changes in the environ-
ment. 
The Knowledge Sources are found using the Knowledge Discovery Service. The Knowledge Sinks subscribe to the 
Knowledge Sources to obtain the information. It is important to realize that the modularity of the interfaces means 
that components will often act as both sources and sinks, as is the case of processing entities that consume knowl-
edge, and then process, aggregate or refine it, before offering it again with a knowledge source interface. 
The Knowledge Storage and the Reasoner are subclasses the Knowledge Source, adding specific methods, for han-
dling intelligent storage components (e.g. the Profile Manager’s support for rule conditioned facts) and for the rea-
soner family, under the Knowledge Acquisition and Provisioning Service (KAPS). 
The Knowledge Reasoners are a specialized type of knowledge source characterized by the use of pluggable algo-
rithms that produce new information, inferred or predicted from learned information. Learners gather the said in-
formation and internally modify the reasoners data models. By their nature, most reasoners will be both Knowledge 
Sinks (for learning) and Sources (for result output). 
A hybrid reasoner and storage component, the Profile Manager deals with all the user’s personal information, and 
may respond to queries that require evaluation of rules. 
The Service and Knowledge Push and Notification (SKPN) service acts as a quick reaction mechanism. By sub-
scribing to knowledge sources, it can monitor changes that ought to trigger a signal on the client side, and uses SIP 
Push to immediately send a notification. Note that while subscription to a specialized monitoring knowledge rea-
soner would have a similar effect, the SIP interface makes the SKPN more IMS friendly. 
Given these interfaces, one must bear in mind that the SPICE platform fosters the distribution of service logic and 
data between different platform entities. For this purpose, the Knowledge Layer provides two solutions, the Knowl-
edge Management Framework (KMF) and IMS Context Enabler (ICE). 
Their goal is to provide an easy-to-use infrastructure that standardizes the exchange and the discovery of knowl-
edge, also in the data model plane. To have a shared understanding of the meaning of the information that is deliv-
ered and exchanged by the KMF and ICE, the sources of knowledge exchange their information as instances of a 
shared ontology. For KMF, an Internet-based approach has been chosen that relies on the HTTP GET/POST proto-
col, and SOAP over HTTP (Web-Services). By contrast, the IMS-based realization ICE has a strong coupling with 
the IMS architecture and uses SIP for its communication. 
The knowledge is semantically described with the Mobile Ontology [9] using the Web Ontology language (OWL) 
[10] as defined by the W3C. The underlying data format is RDF [11]. As one of the main functions of Mobile On-
tology is to make the telecommunications world interoperable with the Web and IT world, different strategies need 
to be applied when addressing different ontology/schema languages and existing ontologies and schemas for cer-
tain types of knowledge. 
Using the SIP protocol and PIDF as the knowledge data format allows for an easy integration of knowledge that is 
readily available in existing OMA/IMS service enablers. The context and knowledge gathered by the SPICE plat-
form goes well beyond the concepts examined for the presence service. Therefore we provide support for knowl-
edge sources that exchange their information in either “rich” OWL, or PIDF formats and both. Moreover, gateway 
components  provide  semantic  (and  transport  mechanisms)  mapping  functionality between the different  source 
types. 
SIP will be used mainly for two reasons: (a) controlling the parameters of the exchange sessions - including data 
sets to communicate, update trigger, update frequency - and (b) to flexibly adjust the communication path based on  
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the changes in network structure and available context information. As a consequence the SPICE platform supports 
three types of knowledge sources within the knowledge layer: 
￿  Web Service/OWL-based knowledge sources, 
￿  “traditional” IMS-oriented knowledge sources, exchanging their information with SIP and using the PIDF 
format, 
￿  hybrid knowledge sources featuring both interfaces and supporting both data formats. 
To ensure the interoperability between the knowledge sources of type one and type two the SPICE platform also 
provides a gateway, which translates between the different data formats and protocols. 
4.10 Distributed Communication Sphere 
SPICE defines the concept of the user’s Distributed Communication Sphere (DCS), i.e. all the devices, networks 
and services available to the user at a given moment, forming a ‘sphere’ around him. The SPICE platform provides 
the means of managing the user’s DCS through a set of components distributed between the end-user terminal and 
the platform, forming the DCS Management System. The different components of the DCS Management System 
are: 
·  Dynamic Desktop: It provides the terminal user interface of the SPICE platform, as such it proposes the 
user with means to search and access services on his mobile device. Therefore it defines a flexible widget 
mechanism, which allows the dynamic loading and activation of user services on the terminal devices. 
·  Multi-modal Delivery and Control System: It is responsible for taking and enforcing decisions regarding 
distributed service rendering on devices in the user’s DCS, allows session transfer between devices and 
adds service control through multimodal interaction (e.g. control of user services and devices). 
·  Terminal Manager: It provides means to perform data synchronization between the user terminal and the 
platform. 
·  Resource Discovery System: It is responsible for probing a user’s DCS by discovering resources such as 
devices, networks and services. The resulting information is made available as Knowledge in the platform. 
·  Group Management System: Provides the platform and the user with group related support and function-
alities. 
·  Terminal User Rules Engine: It is a light-weight, terminal-side rule engine to fine-tune the DCS Man-
agement System behavior based on user rules. This can be applied in order to control the synchronization 
or dynamic desktop behavior.  
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Figure 13 Distributed Communication Sphere (DCS) management system. 
4.11 Content Management and Delivery  
Content management and delivery is an added value functionality of the SPICE platform. Given this scope, it is 
mainly concerned with the preparation, aggregation, protection and delivery of multimedia content and with sup-
porting information to access the content itself. 
To enrich the Service Platform with content-related functions, SPICE experts have designed an easy and simple 
way to deliver content on the SPICE service environment and a variety of networks and devices providing prepara-
tion, aggregation, and delivery functionalities for multimedia content. Content management and delivery activities 
are also related with the management of supplementary data as content metadata. This is done relying on other 
data such as user-related and context-related information to let the end user experience the SPICE multi-modality 
and pro-activeness features. 
Figure 14 presents the content management and delivery architecture. The Content Guide is the service providing 
information on the available content in the platform. It permits the user to easily find information about content 
that is available on the Platform and to select the content he is interested in, taking into account personal prefer-
ences, context and recommendations. It also permits the end user to upload and share his personal content and to 
the professional content providers to publish their content using the SPICE Content Guide Data Model.  
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Figure 14: Content Management Architecture 
The SPICE Content Guide Data Model was specified, to manage, store and navigate content on a distributed 
content guide with personalization support. The Data Model defines metadata to be used by the Content Guide 
Service to provide information on available contents and services to the users. SPICE Content Guide XML Schema 
Definition (XSD) specifies the constraints upon what elements and attributes may appear in their relationship to 
each other and what types of data may be in them. As a specification choice, it was decided not to import any data 
type from other standards, but to define all necessary data types in a standalone and self-consistent specification 
(always relying on existing schemas like CBMS ESG, MPEG-7 or TV-Anytime). This has allowed the introduction 
and use of simpler types than the possible candidates from the above mentioned standards, resulting in a lighter 
schema that better fits the mobile scenario. 
The Content Guide is complemented with the Content Protection Framework. The specification of this Framework 
has been done with the aim of maintaining independence from specific media objects, formats, operating systems 
and  runtime  environments.  The  work  objective  has  been  to  develop  a  solution  that  allows consuming  DRM-
protected content on any authenticated device in the SPICE mobile networking environment, provided that a valid 
rights object is present in the end user’s device.   
A certified application DRM Agent is running on the client to conveniently manage purchased digital rights, coop-
erating with other SPICE services related to authentication and authorization, in order to support the following 
process: 
·  Rely on the established trust between the platform and the DRM Agents running on the set of devices in 
the end user’s distributed communication sphere, and securely transfer the decryption keys, needed to ren-
der the protected content 
·  Let content providers (both professional and consumers) protect valuable digital content. 
To be able to envision a high acceptance of the solution, SPICE experts are building the DRM related components 
upon the open DRM standard OMA DRM 2.0. 
OMA DRM Release 2 specifications have been used in SPICE to implement the end-to-end protocol for protected 
content distribution from Rights Issuers to Devices in a secure manner. These specifications rely on the existence 
of a Public Key Infrastructure that has been integrated within the test platform, to provide certain security services 
such as key and certificate provisioning mechanisms, certificate status checking, and the overall PKI hierarchy.   
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Thanks to innovation brought by the implementation of this approach, users will be able to consume digital con-
tents using different devices within their Distributed Communication Sphere. 
In essence, the aim has been to separate digital content and the corresponding rights that enable to use or consume 
that content. To reach this goal, the digital content is protected (encrypted) and corresponding digital rights are 
securely downloaded and used within the DRM Agent. Protected digital content can then be distributed without 
restrictions (using the OMA super-distribution approach), as no one is able to consume the protected content with-
out the correct decryption key, embedded in the digital rights and thus securely stored within the end user devices.  
The Multimodal Delivery and Control System (MDCS) is responsible for delivering a particular end-user service to 
a particular user using the resources currently available in that user’s Distributed Communication Sphere (DCS).  
The  MDCS  is  composed  of  three  main  sub-components.  The  Resource  Coordinator  is the entry  point  to the 
MDCS, and takes the decision on how to render a service, in terms of multimodal adaptation and of session mobil-
ity, based on recommendation from the KMF. The Modality & Adaptation Enforcement Point is responsible for 
enforcing decisions of the resource coordinator regarding multimodal adaptation, i.e. realizing the multimodal in-
terface for the user. It relies on Renderers and Activators on the devices in the user’s DCS to deliver adapted ser-
vice output and gather user input. The Session Mobility Enforcement Point is responsible for enforcing decisions of 
the resource coordinator regarding session handover between devices of the user. MDCS has also a strong connec-
tion with the KMF system that is responsible for the recommendations that will help the system maintain the end 
user connected to the best device with the appropriate modality for the current context.  
5.  Views on the architecture 
This analysis is based on decomposing the abstract system into layers, functional components, and dynamic views. 
The dynamic views present the typical interactions between the SPICE functional components during the operation 
of the platform. The aim of this analysis is to present the reader a clear and compact description of the system, its 
capabilities and limitations, and how abstract components are realized in concrete implementation. The views pre-
sented are as follow: service creation, service deployment and lifecycle management, access control, sessions man-
agement, service roaming, multimodal service delivery, user service management and service execution environ-
ment.  
5.1  Service Creation 
SPICE supports two different approaches for service creation: 
·  Professional Service Creation using the SPICE Development Studio 
·  End-User driven Service Creation using the SPICE End User Studio 
The following figure shows the Service Creation Process and the involved SPICE Components:  
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Figure 15: Service Creation Processes 
5.1.1  SPICE Developer Studio 
This graphical tool allows creating a SPATEL description of a SPICE component, defining its outer interfaces as 
well as the interfaces used. It furthermore allows designing the state machine that defines the workflow within the 
component. The Developer Studio provides tools for  
·  Importing/Exporting WSDL files 
·  Transforming SPATEL descriptions into code blocks 
·  Interacting with the Automatic Composition Engine 
·  Annotating SPATEL with Semantic information  
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Figure 16 Service Creation Environment, and its link to the Service Execution Environment 
Figure 16 gives an overview about the Service Creation Environment and its link to the Service Execution Envi-
ronment (SEE). It shows that the Service Designer interacts with the design repository for retrieving WSDL de-
scriptions, editing the service design, creating SPATEL description, and annotating it with semantic information. 
The service designer also interacts with the Automatic Composition Engine (ACE) for getting ready made service 
compositions. Last, it used Service transformation to create the final executables that get then deployed to the SEE 
using the Deployer and the Lifecycle Manager (LCM). Figure 17 shows the GUI of the SPATEL Service Designer.  
 
Figure 17 The SPATEL Service Designer  
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5.1.2  SPICE End-User Studio 
The End-User Studio allows a fast and easy service creation by the end-user. It basically provides a editor that al-
lows to define trigger-action rules. With that mechanism, a rule package is created that is then deployed into the 
SPICE system. Erreur ! Source du renvoi introuvable. shows the GUI of the SPICE End User Studio. 
 
Figure 18 SPICE End-User Studio 
5.1.3  Service Packages 
The results of both processes are installable service packages that are stored in a local service repository. After that 
the Deployer component packages the service into the format needed by the Life Cycle Manager (see next section) 
and hands it over. 
5.2  Service Deployment and Lifecycle Management 
Service Lifecycle View concerns meeting key requirements of platform providers and service user to make the ser-
vice ready for use, maintain and upgrade it during its lifetime and remove it, should the service provider decide to 
do so. This chapter describes this view from the vantage point of the components of the SPICE service infrastruc-
ture. It describes how the main component responsible for service lifecycle, called Lifecycle Manager, fulfils the 
key requirements such as deployment and withdrawal of a service component.  
The main goal of Service Lifecycle is to automate and quicken the pace of service roll out and termination for plat-
form providers or service providers. Service Lifecycle View, as addressed in SPICE, aims to make the lifecycle 
cycle functionality open and assures that it conforms to guidelines such as OMA Service Provider Environment 
Requirements [5]or OSGi Service Platform Core Specification [25] put forward by industry consortia such as OMA  
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and OSGi respectively. OMA’s Service Provider Environment Requirements is the main source of information to 
understand the steps that a service life cycle entails. OSGi supports, among other things, service packaging and 
installation. 
5.2.1  LCM - key use cases 
The key use cases that Service Lifecycle View addresses are illustrated on Figure 19. There are five main compos-
ite use cases, which are further decomposed into concrete use cases that fulfil specific requirements of various 
stakeholders such as service providers or platform providers.  
￿  Deploy and Withdraw Services: Deployment refers to the process of deploying the service in the Service 
Execution Environment (SEE). It includes every step to get the service up and running and ready to be 
used by end-users. Withdrawal refers to the end of a service in order to be upgraded or its complete termi-
nation. Once it is decided that a service offer must be stopped, a clear process must be met in order to 
properly deal with existing subscriptions, with dependencies among different services, with catalogues, 
etc.  
￿  Monitor and Maintain Services: This involves understanding how well a service component is perform-
ing by monitoring its status and obtaining usage data. Data gathered can be analyzed to ascertain overall 
service performance, trends in service growth, as well as for monitoring SLA compliance.  
￿  Manage Service Publication: This involves connecting to an ingress point of the SPICE Discovery Facil-
ity and publishing the set of functional and non-function metadata artifacts about service by inserting the 
artifact into the discovery facility. 
￿  Service Packaging: This is the process of bundling service components in packages on the basis on end-
user’s preference or need. Service package can also be defined and offered to a concrete user segment, 
with concrete service features and billing conditions. 
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Figure 19: Lifecycle View Use Case diagram 
5.2.2  Service Deployment 
The following message sequence chart depicts the inter-working of the different lifecycle components during a 
service deployment.  
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Figure 20: Message Sequence Diagram of Use Case “Deploy Service” 
 
5.3  Access Control 
5.3.1  Authentication of a request 
Authentication of end user identities in platform access requests is primarily done by GBA authentication [17] of 
HTTP requests (an exception is when the user exclusively accesses IMS-based services, in which case the IMS au-
thentication infrastructure is used). GBA effectively enables the use of IMS credentials for deriving shared keys 
with other parties and for other purposes than IMS authentication, e.g. for authenticating an HTTP request. In 
cases where a Liberty/SAML [30] Identity Provider (IdP) is also incorporated, the primary authentication towards 
the IdP is done by means of GBA, and the identity/identities asserted by the IdP are exposed towards the rest of the 
SPICE platform (to the Policy Enforcement Point, to service components deployed in the platform, and to third-
party service components).  
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Figure 21: Authenticating a request by means of GBA and Liberty/SAML 
Figure  21  depicts a case  where  the  end  user wishes  to use a SPICE  service (aService) using a GBA-enabled 
browser.  The  Authentication and  Authorization Support (AAS)  in the SPICE  Service  Execution  Environment 
(SEE) intercepts the request and redirects the browser to the IdP (steps 1-2). The IdP challenges the browser with 
a GBA-specific HTTP Digest challenge (steps 3-4). To answer the challenge, the browser first bootstraps a tempo-
rary username and password, based on the user’s credentials in the IMS Subscriber Identity Module (ISIM), from 
the user’s home mobile operator according to GBA (steps 5-14); then the username and password is presented to 
the IdP in the HTTP Digest response (step 15). To check these credentials, the IdP contacts the user’s home opera-
tor for the same credentials (steps 16-17) and compares it to the received ones. The browser is then redirected back 
to the AAS (steps 18-19) with a reference to an authentication assertion from the IdP. The AAS uses the reference 
to retrieve the assertion from the IdP (steps 20-21); the assertion contains a SPICE-specific alias of the user. The 
original request (step 1), decorated with the user alias, is then forwarded to the service which in turn serves it 
(steps 22-23). 
5.3.2  Authorization of a request  
Figure 21 focused on authentication and hid another important step: authorization i.e. the decision whether the 
user with the given (and now verified) identity is allowed to access the service. In SPICE, authorization is based on 
enforcing a possibly sophisticated system of policies. Borrowing the main notions from XACML [31], Figure 22 
illustrates the typical steps of authorizing a request.  
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Figure 22: Authorizing a request by the platform PEP based on XACML policies 
The Policy Enforcement Point (PEP) intercepts all requests; it is the entity that actually performs access control, by 
making decision requests and enforcing authorization decisions. Suppose that the initial request (step 1) is not even 
authenticated. It is intercepted by the PEP that hands its relevant part over (step 2) to the Context Handler (CoH) 
for decision making; the CoH is the entity that prepares XACML decision requests by converting decision requests 
coming from the PEP in their native format to a well-formed XACML request (and vice versa, converting from 
XACML decision responses to the native format of the PEP). Then the CoH passes (step 3) the XACML decision 
request to the Policy Decision Point (PDP), which is the entity that evaluates the applicable policies and renders the 
authorization decision. The decision response gets back to the PEP via the CoH (steps 4-5). In the example case, 
the decision is “Deny”, because the service may only be accessed by subscribed users, but the initial request does 
not even contain the necessary credentials to identify the user. The response also contains an obligation (an opera-
tion that should be performed by the PEP in conjunction with the enforcement the decision); the obligation in this 
case is that the user be first authenticated. To accomplish this, the PEP contacts the AAS (step 6). The AAS con-
ducts a complete authentication run (steps 7-8); the details are the same as in Figure 21 (steps 2-21). The AAS 
then returns the user's verified identity to the PEP (step 9). The PEP now includes the identity into the decision 
request passed to the CoH (step 10). The CoH recognizes that in order to compile the complete XACML request, it 
must also include further user attributes such as subscription status. For this purpose, it contacts the necessary Pol-
icy Information Points (PIPs) which act as a source of attribute values. E.g., it contacts the Subscription Manager 
(SM) for the subscription status (steps 11-12) and possibly further PIPs for further attributes (steps 13-16); such 
attributes may include location, presence, current time, etc. Then the CoH passes the XACML request to the PDP 
(step 17); the result of the decision eventually gets to the PEP via the CoH (steps 18-19). It is now “Permit”, be-
cause the user is subscribed to the service. The PEP has nothing else to do now than to pass the original request 
(received in step 1) to the service which in turn serves it (steps 20-21).  
5.4  Session handling in SPICE 
Figure 23 illustrates the session concept in SPICE. Conceptually, sessions appear on two different levels: 
·  Platform level: the successful authentication of a user by the platform (PEP) induces a session on the plat-
form level. This session is called SPICE session.  
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·  Service level: the first successful request to a service component induces a session on the level of the ser-
vice component. This session is called SPICE user service session, or just shortly service session. 
5.4.1  SPICE session 
The possible events that can trigger a SPICE session are: 
·  The user starts the SPICE Dynamic Desktop application on the SPICE-enabled terminal device (a.k.a. ex-
plicit registration). 
·  The user activates a SPICE logon link from a “plain” browser on a non-SPICE terminal device (again, ex-
plicit registration).  
·  The user accesses a SPICE service from a non-SPICE terminal device, e.g. via a “plain” browser (a.k.a. 
implicit registration with the SPICE platform).  
·  The user registers with the IMS (a.k.a. implicit registration via IMS; depends on user/operator profile set-
tings). 
SPICE sessions are useful for: 
·  creating a trusted relationship between the user and the SPICE platform (i.e. caching the necessary cre-
dentials so to avoid repeated authentication); and 
·  making other elements in the SPICE platform — typically basic services/enablers — aware of the user’s 
presence and availability (e.g. to start context gathering, to start context based services). 
The possible events that can trigger the termination of a SPICE session are: 
·  The user exits the SPICE Dynamic Desktop application on the SPICE-enabled terminal device (a.k.a. ex-
plicit de-registration). 
·  The user activates a SPICE logoff link from a browser on a non-SPICE terminal device (again, explicit 
de-registration).  
·  The user de-registers from the IMS (a.k.a. implicit de-registration via IMS; depends on user/operator pro-
file settings). 
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Figure 23: Overview of SPICE sessions 
5.4.2  Logon/off Event Service (LES) 
The Logon/off Event Service (LES) makes SPICE sessions available for the interested components throughout the 
platform. To be more precise, it helps the interested components start and terminate their own parallel session cor-
responding to a “top-level” SPICE session. It is basically a publish/subscribe mechanism for hooking onto logon 
and logoff events. 
Figure 24 illustrates the solution for the case where primary authentication is performed by the SPICE platform 
(PEP). After the successful authentication sequence (pink rectangular area on the left hand side), the PEP informs 
the LES about the logon event. The LES notifies all the interested components (e.g. the Service Roaming Manager, 
the Service Broker or any other component). The figure also illustrates that explicit subscription to the LES is re-
quired for receiving the notification. On the other hand, Figure 25 illustrates the same solution for the case where 
primary authentication is primarily performed by the IMS. As part of IMS registration (pink rectangular area in 
the middle), the Network Registration Adapter (NRA), which is an IMS application server, publishes the user’s 
logon status to the LES (note that depending on the given setup, a PEP may intercept this message but this is not 
shown in the figure). The LES then notifies all the interested components. 
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Figure 24: Start of SPICE session(s) in case of Liberty+GBA authentication  
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Figure 25: Start of SPICE session(s) in case of implicit registration via IMS 
5.4.3  Service sessions 
Service sessions are useful for the service components themselves. Service components are responsible for main-
taining their own sessions with the users. The PEP supports the service components in managing service sessions 
by including the user identity into message headers. 
5.5  Service Roaming  
The Service Roaming Manager makes possible using the home services in visited networks, as described in para-
graph 4.8. In this chapter we would like to present two scenarios for using home services in the visited network, 
namely:  
·  service  transfer,  where  a  subscribed  home  service  is  provided  by  the  visited  SPICE  platform,  by 
downloading the service packages from the home SPICE platform and re-building it in the visited SPICE 
platform 
·  inter-domain service re-composition, where components of a composite service offered by service home 
SPICE platform may or even need to be replaced by a respective service component offered by visited 
SPICE platform 
Figure 26 shows a simplified representation of an SRM inter-domain message sequence including SRM’s activities 
for service transfer. All roaming related policies, user profile information and the list of subscribed services is con-
veyed via SRMs from the home SPICE platform to the visited SPICE platform. Service invocation in the visited 
SPICE platform triggers the request for transferring the service specification and subsequently the service. The 
transferred service is invoked finally.  
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Figure 26: Simplified diagram for service transfer supported by the SRM 
Our next example is a composite navigation service, which contains a component handling POIs (point of inter-
ests) The home POI component is replaced with a visited POI component due to contextual changes in the visited 
network (e.g. .the visited POI component has richer information about local POIs in the visited area for the same 
service charge). Figure 27 shows the inter-domain re-composition, while the rest of the paragraph describes the 
interaction of different SPICE components. 
The user is roaming within a visited domain. She is already registered and starts her home controlled user ser-
vice(s). The home PEP receives the message and checks the service access and user policies. The SPICE user ser-
vice invocation request is sent to the service broker (SB), and the SB starts to build the service component network. 
The service discovery function (SD) is used to retrieve the service metadata. 
The SRM is queried to decide whether SDs of other SPICE platforms are to be contacted for including external 
service components. The SRM returns the information to not consider other domains/SPICE platforms. Therefore 
the SB continues, checks the service level agreement (SLA) by querying the SLA manager and performs in addi-
tion the check whether all required subscriptions are available and valid. 
Finally, after completion of the service network component composition the service is invoked and an indication is 
given to the user/terminal. 
While execution of user service controlled via home domain is in progress, the user subscribes to a new service 
(component) of the visited domain/SPICE platform.  Possibly the user has received an advertisement for a service  
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(component) which offers additional functionality compared to the one which is being used actually. In that case as 
a result of the subscription process for that new service (component) the visited SRM is informed via notification of 
that subscription event change for the user. Precondition is that the SM offers a notification interface where any 
interested enabler is able to subscribe to such subscription event changes. The visited SRM informs the home SRM 
about that event. Upon that the home SRM triggers the subscription update for the user according to the changes in 
the user’s service subscription(s). Upon that the SB triggers to suspend the ongoing user service execution. This is 
acknowledged towards the terminal (for appropriate handling of client related user service part, and optionally the 
user may be informed about suspend/resume of the user service). 
The SB now composes the service component network again, considering the new service component. After that 
the user service resumes. 
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Figure 27 Automatic Service Re-composition in an inter-domain scenario   
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5.6  Multimodal Service Delivery  
The Multimodal Service Delivery is discussed from two aspects in SPICE. The first aspect describes the interaction 
with the user during the multimodal service session, like the interpretation of the user input from different sources 
(e.g. speech, buttons, gestures). The second aspect concentrates on the multimedia service delivery, for example 
how to select the best fitting output of the service from the user’s Distributed Communication Sphere (DCS), and 
how to change the output, if the user’s context changes. 
To tackle these problems, the platform defines the Multimodal Delivery and Control System (MDCS) enabler. The 
MDCS uses the components described in 4.11, and aims at service or content adaptation. The system tailors the 
multimedia presentation to the user’s context, for instance based on his current activity (e.g., driving or walking) 
or the characteristics of the devices that surround him (e.g., devices for multimedia rendering and user interaction 
devices). The system allows multimedia content to be rendered on multiple devices at the same time as also dy-
namically and seamlessly adapt the way a service is presented while it is being used (e.g., from gesture-based input 
to voice commands). The MDCS works hand-in-hand with the SPICE Content Management Framework, which 
defines the way to provision and deliver content in SPICE, enforcing Digital Rights Management (DRM). Figure 
28 shows the involved steps in the adaptation of a service output. 
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Figure 28: Multimodal Service Delivery 
As you can see on the figure, the process distinguishes two phases: the establishment of the multimodal delivery 
and the reaction to a change in the user’s Distributed Communication Sphere. For the establishment phase, the 
user selects the required content in the Content Guide client, which forwards the request to the Content Mediator 
service. A step not shown in the figure is the license issuing phase. When this has been addressed, the service de-
scription and user id is sent to the Multimodal Delivery and Control System (MDCS). The decision process involv-
ing the Recommender and the Resource Discovery System (RDS) then takes place. To enforce the decision, the 
chosen Renderer is triggered on a DCS device; it checks DRM with the local DRM agent, and retrieves the content  
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from the Multimedia Service before rendering it. During rendering, if a relevant change occurs in the DCS, the 
RDS notifies the MDCS and a new decision and delivery step is taken. 
In more details, the MDCS includes the following subcomponents, classified under three types of components: me-
dia components, control components, and supporting components. 
The media components in the Content Delivery architecture are: 
·  Renderers. A renderer is a component capable of rendering multimedia elements (i.e., video, audio, im-
ages, and text). A renderer runs on a device in a user’s DCS. There may be multiple renderers on different 
devices in the same DCS. 
·  Output transformers. An output transformer runs in the infrastructure of a telecom operator and can ma-
nipulate multimedia content (e.g., transcoding it). 
·  Activators. Similar to a renderer, an activator runs on a device in a user’s DCS. An activator catches user 
inputs such as speech commands, gestures, or more traditional desktop inputs like mouse clicks. The acti-
vators in one DCS may be distributed across multiple devices.  
·  Fusion components. A fusion component merges multiple user inputs into a single action that is under-
stood by the service (e.g., “zoom”) and conveys this action to the service. A fusion component is service-
specific in that it knows which actions the service supports.  
The control components mentioned provide the following functionalities: 
·  The resource coordinator decides for each service (1) through which devices the user will receive the 
multimedia content and in which modalities (e.g., text and audio), and (2) through which devices and 
modalities the user will interact with the service (e.g., using gestures and keystrokes). A resource coordi-
nator enforces these decisions by instantiating and configuring several media components, and by estab-
lishing the appropriate sessions to interconnect them The resource coordinator also handles events that 
signal that the context of a user has changed, re-computes the way the media components of a binding 
should be arranged in the new context, and then enforces that decision by reconfiguring the set of media 
components in use. 
·  The rendering watcher is a component that keeps track of the state of an individual renderer and manages 
the timing information about the renderer. 
 
The components that support the Content Delivery but do not belong to the Content Delivery architecture are the 
following: 
·  The Recommender which belongs to the Knowledge Layer and provides modality recommendations to 
suggest a certain set of modalities for delivering a particular service in a particular user’s DCS on a par-
ticular device. A modality recommendation includes a confidence level that indicates the probability of the 
recommendation being correct. The recommender provides an interface for obtaining modality recom-
mendations and for feeding information back into the recommender to improve its performance using 
learning algorithms. The recommender takes the user’s current context into account when it provides a 
recommendation. 
·  The Resource Discovery System which dynamically discovers the devices in a user’s DCS and provides 
information about their capabilities (e.g., in terms of supported network interfaces). The discovery facility 
supports a request-response interface as well as a publish-subscribe interface that provides asynchronous 
callbacks when the composition of a user’s DCS changes. 
·  The Knowledge Management Framework (KMF) which provides information about the context of users, 
for instance in terms of their location or their current activity. The KMF supports a request-response inter-
face and a publish-subscribe interface that provides asynchronous callbacks when the context of a particu-
lar user changes. 
 
The roles of the different components in the adaptation and decision process are:  
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1)  The Resource Coordinator is in charge of the following actions: 
a)  It parses the document in order to discover the synchronized media to be rendered 
b)  It collects information about available renderers using the Resource Discovery System (RDS) and requests 
a recommendation to the Recommender for modality recommendations; 
c)  It requests to the Session Mobility Enforcement Point to connect the devices needed. 
2)  To enforce the decision on the chosen Renderer:  
a)  It sends the presentation to the Output Fission component: The Output Fission Component splits the pres-
entation accordingly. If there is any need of further transformations, the Output Transformer enabler will 
perform them 
b)  Renderer is triggered on a DCS device; it checks DRM with the local DRM agent, and retrieves the con-
tent from the Multimedia Service before rendering it. 
c)  It starts to play the presentation (main clock). In some cases, the Renderers might have a micro-clock 
(e.g., video + subtitles presentations). In those cases, micro-clocks and main clock will be synchronized by 
the State Watcher enabler. 
As seen earlier, if during rendering a relevant change occurs in the DCS, the RDS notifies the MDCS and a new 
decision and delivery step is taken. The following figure (simplified so not all sub-components are mentioned) and 
table detail further the decision algorithm: 
 
Figure 29: Content Delivery Decision 
 
 
Nr. Description of the step  Resulting data 
1  Retrieve service presentation description  Service presentation description 
2  Parse the service presentation description into a language-
independent data model that includes the content element parame-
ters 
Tree data model of presentation 
structure  
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3  Add alternate content elements based on possible content adapta-
tion. This is done by the request to the content adaptation entity 
about possible transformations 
Extended tree data model 
4  Build presentation schedule tables from the extended tree data 
model 
Presentation schedule tables 
5  Associate available devices to content elements by comparing the 
element parameters with device capabilities and by assigning a con-
fidence value 
Presentation-device matching 
table 
6  Check feasibility of device-presentation tables   Feasible presentation-device 
matching tables 
7  Rank the device-presentation tables  Priority sorted device-
presentation tables 
8  Fine-tune the rating based on context recommendations, user pref-
erences, and presentation consistency 
Fine-tuned ordered device-
presentation tables 
9  Select the first device-presentation matching, create the content-
device binding, and forward to the delivery mechanism 
Binding table  
10  Produce the adequate structured presentation for each rendering 
device 
Content delivery descriptions 
11  Rendering of the multimedia content and synchronization between 
devices 
 
Table 2: Content Delivery Decision steps 
 
5.7  User service management  
User service management is about how the end user perceives the SPICE platform and what kinds of interactions 
are possible with the platform and the services it offers. The Dynamic Desktop (DD) is the main terminal side user 
interface for managing the end-user services. DD is a widget engine distributed between the terminal and the 
server platform. DD allows:  
￿  browsing new end-user services available on the SPICE platform,  
￿  installing new end-user services that have been deployed on the SPICE platform and for which the user 
received a notification (service push); before issuing such a notification, the DD checks if the service fits 
the user preferences,  
￿  removing an end-user service from the list, either manually or automatically by means of a notification 
when the end-user service has been removed from the SPICE platform,  
￿  starting and stopping end-user services 
The Dynamic Desktop also provides an interface that allows other components to dynamically update the way in 
which an end-user service is represented (e.g., to update the service icon or to display the status of the execution of 
an end-user service). The end-user interacts with the Dynamic Desktop through interfaces DDI (Dynamic Desktop 
Interface). The Dynamic Desktop is not responsible for the actual delivery of a service, which is a task of the Mul-
timodal Delivery and Control System (MDCS).  
The following sequence diagram illustrates the dynamic aspects of the user service management:  
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WP3: DD client WP3: DD Server WP6: Authentication Service WP4: SKPN WP4: KAPS Recommender WP4: Knowledge Source
getRecommendation()
Recommendation
NotifyKnowledge
push(Service,userId)
NotifyNewService()
User
StartDD
Popup
accept
install(Service)
Service push
Dynamic Desktop 
startup
(links to login)
authenticate(user)
OK
login(user)
listOfServices
serviceDescriptions
 
Figure 30 User Service Management 
When starting his Dynamic Desktop client on his terminal, the user is authenticated at the SPICE Authentication 
Service. After successful authentication, the list of subscribed services is retrieved from the DD server and dis-
played. This list is stored in the Profile Manager (not shown on the figure). Whenever a relevant condition is 
changed (detected by a Knowledge Source), the Service and Knowledge Push and Notification (SKPN) is notified. 
The SKPN retrieves a recommendation from the Recommender, asking which new service should be pushed to the 
user. Then the SKPN sends a notification to the DD server, which is dispatched to the DD client and a window 
pops  up  with    the  new  service  offer.  If  the  user  accepts  the  service  offer,  the  service  widget  description  is 
downloaded and installed on the DD client. 
5.8  Service Execution Environment 
The SPICE Service Execution Environment (SEE) is a distributed runtime environment offering the capabilities to 
bridge the IMS world and the three SPICE component layers. To allow industrial and academic partners to cooper-
ate and work on a common testbed, the project decided to first create its own Mini-IMS based on Open Source 
components. For the next release of the SEE, SPICE decided to switch to the Open Source IMS core (OpenIMS) 
[32] developed by Fraunhofer Fokus. The Mini-IMS offers standard IMS features like Instant Messaging, Presence, 
VoIP calls, conferencing, and chat rooms. With the OpenIMS, we will include Video calls as well. 
The service components in the SPICE platform are hosted in a variety of service execution engines. A special com-
ponent called Resource Adaptor (RA) is bridging between the SIP messaging and a Web service access. Different 
implementations of the Resource Adaptor can be executed in different execution engines. The JSLEE execution 
container provides already an IMS resource adaptor. Services hosted in a JSLEE container can therefore act as an 
IMS Application Server (IMS AS). A special SPICE component will wrap the JSLEE RA and make it a SPICE 
component so that components hosted in other execution engines can access IMS. The SPICE SEE can also sup-
port other containers for Resource Adaptors, e.g., a SIP servlet. Note that for different communication services, 
different Resource Adaptors need to be written. These special RA will handle the service specific aspects of the SIP 
messages. For example, not every SIP message needs to be dispatched to the application component.   
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Using the dispatching facilities of the S-CSCF, IMS requests are dispatched to the core SPICE platform. A Re-
source Adaptor component transforms the SIP request to SPICE internal requests based on Web Services or J2EE 
RMI calls. SEE uses resource adaptors running in the Mobicent JSLEE (Java Service Logic Execution Environ-
ment) execution container. Applications can be executed in JSLEE, J2EE, .NET or BPEL (Business Process Exe-
cution Language) execution containers. The major means for communication is based on Web Services though 
technology specific calls (like J2EE RMI) is also possible. 
The physical implementation of the Distributed Testbed that supports the whole SPICE software stack is realized 
as an interconnected set of Service Execution Environments (SEE) installed at different partners. Each of these 
SEEs is in fact a whole operating system based on Ubuntu Linux and installed as a VMware virtual machine. The 
SEE  contains  basic  network  servers  and  software  platforms  such  as:  DNS,  Mono  (.NET  implementation  for 
Unix/Linux), Java VM etc. as well as OpenIMS Core, other Application Servers and Execution Engines (JBoss, 
JoNaS, Mobicent, Orchestra BPEL, ServiceMix etc.). The whole platform is preconfigured and supplied with spe-
cial scripts, developed by the SPICE project that allow fast, semi-automatic configuration, monitoring and admini-
stration of the whole software stack within the Distributed Testbed. The chosen form of installation (as a VMware 
image) together with the set of scripts allows to distribute quickly new versions of the SEE and seamlessly connect 
it to the distributed platform without a need to change the basic configuration settings such as: IMS domain name, 
IP settings etc. in various locations within the SEE. More information about the contents of the SEE can be found 
in the upcoming SPICE deliverable D5.5 as well as in the documentation of the SEE. 
 
Figure 31: Physical network configuration of the SPICE Distributed Testbed 
The interconnection between the SEEs is realized using a central OpenVPN server and OpenVPN clients installed 
at each partners gateway device or inside the SEE. Mobile terminals that connect to the Distributed Testbed (DT) 
use a built-in OpenVPN client or connect via a device (i.e. Access Point) that handles the OpenVPN connection. 
An internal DNS and a dedicated network configuration  has  been prepared to allow seamless communication 
within the DT as well as to allow the services and clients from within the DT to connect to services located in the 
Internet (i.e. Google Calendar etc.) This configuration with the internal ist-spice.org domain and its subdomains 
operated by each partner has been depicted in Figure 31. 
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6.  SPICE-IMS Interworking 
As presented in Section 2, IMS is the accepted architecture for the Next-Generation Networks. It is hence essential 
that an optimal interworking between SPICE and IMS is achieved. Mainly two different level of integration be-
tween SPICE and IMS were considered as opportune candidates for the SPICE architecture guidelines: tight and 
loose coupling with IMS. These candidates are summarized in Table 3. The chosen SPICE integration strategy is a 
combination of the tight and loose coupling. The selected strategy requires an IMS subscription, but does not re-
quire an active IMS registration, which effectively allows the use of Web services and other technologies to access 
the platform. The IMS Application Server (AS) is the preferred service execution environment, but the approach 
also allows non-IMS-based servers. Moreover, OMA/IMS service enablers are preferred in priority to other en-
ablers. 
6.1  Tight Coupling 
The  rationale  of  the  tightly  coupled  approach  is  to  make  the  SPICE  platform  a  service  platform  on  top  of 
OMA/IMS, very closely following standardization efforts. This approach would result in the following platform 
features: 
·  Identity management of SPICE users would be handled by the IMS, so that OMA/IMS services could be 
easily used and build into the service platform. Hence, SPICE users would essentially be IMS subscribers. 
·  Access to the SPICE platform would always require users to be registered with IMS, besides only using 
standard IMS interfaces (Gm, ISC and Ut) 
·  SPICE Application Servers would be implemented as IMS Application Servers. 
·  OMA/IMS Service Enablers would be the preferred choice.  
6.2  Loose Coupling 
In case of the loosely coupled approach, SPICE would be a service platform with some support of IMS. This ap-
proach results in the following platform features: 
·  Identity management of SPICE users would not rely solely on the IMS, although IMS could be used for 
bootstrapping SPICE users identities. 
·  Access to the SPICE platform does not require users to be registered with IMS, and allows access by any 
means supported by the service, e.g., HTTP/WAP/iMode. 
·  SPICE Application Servers could utilize a plethora of implementation technologies and interfaces in-
cluding, e.g., the ISC interface for an IMS application server. 
·  OMA/IMS Service Enablers would be treated in a similar way as other systems. Their corresponding 
data models would be mapped to respective concepts of the SPICE platform through adaptors to guarantee 
the link with the related enablers. 
6.3  The Selected Approach 
Both solutions described above do not fulfil completely the requirements of the SPICE project, e.g., by restricting 
the applicability of the SPICE platform to IMS only, or by not supporting the IMS enablers in an optimal way. The 
selected solution is a compromise between the tight and loose integration and has the following features: 
￿  Identity management: if the user is already an IMS subscriber (IMS registered or not IMS registered), 
SPICE reuses the well defined 3GPP/OMA mechanisms for user specific activities (e.g., reuse 3GPP GBA 
architecture methods for user authentication). For non IMS users a new identity mechanism (e.g., en-
hancements to 3GPP/Liberty Alliance) will be developed in SPICE. 
￿  Application Servers based on the SPICE platform will mainly behave like IMS application servers. These 
servers  can  be  accessed  by  the  users  and  other  application  servers  via  SIP-based  and  non-SIP-based 
(HTTP, XCAP, XML) mechanisms. In case the SPICE AS does not conform to the current 3GPP IMS 
specification, it has to be ensured that the IMS is optimally supported.  
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￿  Service Enablers from OMA/IMS (such as presence, messaging, POC) will be accessed by the capability 
enabler layer of the SPICE platform (e.g., to build new SPICE services). This reuse will ensure the com-
patibility with recent and upcoming IMS versions. 
￿  OMA and IMS oriented data models will be re-used to achieve an optimal integration with the IMS. 
These data models should be used on the terminal as well as on the application server side for defining, 
modeling and exchanging data. To ensure interoperability between the above data models SPICE provides 
gateways. 
Table 3 presents the summary of the three identified integration strategies. 
  Tight  Loose  Selected Approach 
Identity Management 
IMS subscription 
and registration 
IMS or other solution  IMS subscription needed, but active 
registration is not needed 
Access to Platform  SIP, HTTP  HTTP, SOAP, RPC, ..  SIP, HTTP, SOAP,.. 
Application Server  IMS AS  Wide-range of servers  IMS AS preferred, but not exclusively 
Service Enablers 
OMA/IMS  Internet services, ...  OMA/IMS preferred, gateways for 
interoperability 
Table 3 Summary of IMS integration strategies 
7.  Summary 
The SPICE project designs, develops, and tests an innovative mobile service creation and execution environment 
for networks beyond 3G. The emphasis is on supporting multiple execution platforms, hiding the underlying com-
plexities and enabling new, innovative services to be rapidly developed.  
This document has presented the SPICE platform architecture and its components, which are discovered, federated, 
combined and executed in a distributed environment, through its different layers, general features and a set of in-
teraction views. More information on the SPICE architecture can be found in [49]. 
The four layers of the architecture are the Capabilities and Enablers Layer, which provides access to underlying 
support functions; the Component  Services Layer, which provides facilities for component-based development, 
deployment and lifecycle management; the Knowledge Layer, which provides a rich set of mechanisms for context 
gathering, knowledge processing, and making this knowledge available to easily create context-aware services; and 
the Value Added  Services (VAS) Layer which  facilitates  the creation  of  composed components from the basic 
SPICE components. .  
The main features of the presented architecture include the following: converged communications, knowledge-
based operation, user’s distributed communication sphere management, identity management, authentication and 
authorization framework, content management and delivery, automatic service composition and service roaming.  
The document has presented the inter-working of components through different views depicting specific aspects of 
the platform operations: service creation, service deployment, access control session management, service roaming, 
multimodal service delivery, user service management, and service execution environment. Finally the interwork-
ing model between the IMS and SPICE has been presented.  
Most of the functionalities presented in this paper have been implemented in the course of the project and inte-
grated in a prototype of the platform. 
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