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1. Introduction
In a previous work [7], we study the exact local behavior of positive solutions for the following problem:
−u− λ|x|2 u = f (x,u), u ∈ H
1
0 (Ω), (1.1)
where 0 ∈ Ω ⊂ RN (N  3) is a bounded domain with smooth boundary and 0 λ < Λ = (N − 2)2/4. Under very
general assumption on the growth of f , i.e.,
∣∣f (x,u)∣∣M(|u|2∗−1 + |u|) for some M > 0, 2∗ = 2N
N − 2 , (1.2)
we have proved that
Proposition 1.1. (See [7, Theorem 1.1].) If u ∈ H 10 (Ω) is a positive solution of (1.1), then there exist r > 0 small and
some positive constants M1 and M2 such that
M1|x|
√
Λ−λ−√Λ  u(x)M2|x|
√
Λ−λ−√Λ for any x ∈ B(0, r) \ {0}.
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of problem. In the present note, we will give an answer on this conjecture. Consider the following type equation:⎧⎨
⎩
−u− λ|x|2 u = K(x)|u|
2∗−2u+μu in Ω \ {0},
u(x) = 0 on ∂Ω,
(
P
(
λ,μ,K(x)
))
where μ > 0, K(x) ∈ L∞(Ω) and K(x) = K+ − K− with K+ = max{K(x),0} = 0 and K− = max{−K(x),0} = 0
which is why we call indefinite nonlinearity in the title.
Due to Hardy inequality, the operator Lλ = −− λ|x|2 is positive definite on H 10 (Ω) for 0 λ <Λ. Moreover the
following eigenvalue problem:
−u− λ|x|2 u = μu, u ∈ H
1
0 (Ω), (1.3)
has a sequence of eigenvalue 0 < μ1(λ) < μ2(λ)  · · ·  μm(λ) → ∞ as m → ∞, with finite multiplicity and the
first eigenvalue μ1(λ) is simple whose associated eigenfunction e1 is positive in Ω \ {0}. Also from Hardy inequality,
we can define on H 10 (Ω) an equivalent norm ‖u‖2λ =
∫
(|∇u|2 − λ|x|2 u2). H 10 (Ω) with the norm ‖ · ‖λ is denoted by H .
Sobolev embedding theorem implies that the following functional:
Jμ(u) = 12
∫ (
|∇u|2 − λ|x|2 u
2 −μu2
)
− 1
2∗
∫
K(x)|u|2∗ , u ∈ H, (1.4)
is well defined and Jμ ∈ C1(H,R). Moreover, there is a one-to-one correspondence between the weak solutions of
(P (λ,μ,K(x))) and the critical points of Jλ. We say that u ∈ H 10 (Ω) is a weak solution of (P (λ,μ,K(x))) if and
only if for any ψ ∈ C∞0 (Ω), there holds∫ (
∇u∇ψ − λ|x|2 uψ −μuψ
)
−
∫
K(x)|u|2∗−2uψ = 0. (1.5)
A standard regularity argument implies that u ∈ C2(Ω \ {0}). At this time we say u satisfies (P (λ,μ,K(x))) in the
classical sense.
Before stating the main results, we recall some related previous work. When λ = 0 and K(x) ≡ C a positive
constant, (P (0,μ,C)) is nothing but the celebrated Brezis and Nirenberg [4] problem. Also for λ = 0, K(x) is sign-
changing in Ω , existence and multiplicity results has been obtained by Alama and Tarantello [2] provided 2∗ is
replaced by some p with 2 < p < 2∗. In the case of λ = 0 and K(x) ≡ 1, Jannelli [10] show that (P (λ,μ,1)) has
at least one positive solution in H 10 (Ω) provided 0 < μ < μ1(λ) and 0  λ < Λ − 1. Some extensions for the case
of K(x) is a positive function has been obtained by Abdellaoui, Felli and Peral [1]. General existence results for μ > 0
of (P (λ,μ,1)) has been obtained in [6,9]. But we do not see any multiplicity results about (P (λ,μ,K(x))) in the
case of λ = 0 and K(x) sign-changing. Our assumptions are
(K1) 0 < K(0) = maxx∈Ω |K(x)| and there is R > 0 such that for x ∈ B(0,2R), K(x) = K(0) + O(|x|δ) with
2 < δ <N
√
Λ− λ/√Λ;
(K2) ∫
Ω
K(x)e2
∗
1 dx < 0, where e1 > 0 is the first eigenfunction of Lλ in H
1
0 (Ω).
Our main results are
Theorem 1.2. Suppose (K1) holds. If μ ∈ (0,μ1(λ)) and 0 λ <Λ−1, then (P (λ,μ,K(x))) (simply written as (Pμ)
from now on) has at least one positive solution.
Theorem 1.3. Suppose (K1) and (K2) hold.
(1) If 0 λ <Λ− 1, (Pμ) has at least one positive solution provided μ = μ1(λ).
(2) If 0 λ <Λ−4, then there is μ∗ >μ1(λ), such that (Pμ) has at least two positive solutions for μ ∈ (μ1(λ),μ∗).
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over a suitable subset of H according to the range of μ. However, since neither H 10 (Ω) ↪→ L2
∗
(Ω) nor H 10 (Ω) ↪→
L2(|x|−2,Ω) (the weighted Sobolev space) is compact, the standard minimization argument cannot be applied di-
rectly. We need to estimate the minimum level of the functional Jμ carefully such that it is contained in the range
where Palais–Smale ((PS) in short, see Definition 2.1) condition hold. In the road of getting one solution, we can
modify the argument from [4]. However, in order to get the existence of a second solution, one need a priori bound-
edness property for the first solution. But as we have indicated in Proposition 1.1, the presence of the singular term
λ
|x|2 u implies that we do not hope that the solution is bounded even when Ω is contained in a small neighborhood
of zero. The novelty here is that how we can do the energy estimates without the boundedness of the solution, see
Lemmas 4.8–4.10.
This paper is organized as follows. The forthcoming section contains some preliminaries. The third and fourth
sections are devoted to the proofs of Theorems 1.2 and 1.3, respectively.
2. Preliminaries
Throughout this paper, C,Ci will denote various positive constants whose exact value are not important. H 10 (Ω) de-
notes the standard Sobolev space, whose norm ‖ · ‖ is induced by the standard inner product. By | · |p we denote the
norm in Lp(Ω). D1,2(RN) is the closure of C∞0 (RN) under the norm of
∫
RN
|∇ · |2 dx. B(x, r) is a ball centered
at x with radius r . O(εt ) denotes |O(εt )|/εt  C and o(εt ) denotes |o(εt )|/εt → 0 as ε → 0. All integrals are taken
over Ω unless stated otherwise. The following minimization problem will be useful in what follows,
Sλ = inf
{ ∫
RN
(
|∇u|2 − λ|x|2 u
2
)
dx; u ∈D1,2(RN ),
∫
RN
|u|2∗ dx = 1
}
.
It is known that Sλ is achieved by a family of functions
Uε(x) = [4ε(Λ− λ)N/(N − 2)]
N−2
4
[ε|x|γ ′/√Λ + |x|γ /√Λ]N−22
, ε > 0, (2.1)
where γ ′ = √Λ− √Λ− λ, γ = √Λ+ √Λ− λ, Λ = (N − 2)2/4, see [5,12,14]. Moreover, there holds
−Uε − λ|x|2 Uε = |Uε|
2∗−2Uε in RN \ {0},
and ∫
RN
(
|∇Uε|2 − λ|x|2 U
2
ε
)
dx =
∫
RN
|Uε|2∗ dx = S
N
2
λ .
Define a cut-off function φ(x) ∈ C10(Ω) with φ(x) = 1 for |x|  r and |x|  2r . Denoting vε(x) = φ(x)Uε(x), we
can have from direct computations (see, e.g., [6]) that, for ε > 0 small enough∫ (
|∇vε|2 − λ|x|2 v
2
ε
)
dx = S
N
2
λ +O
(
ε
N
2
)+O(ε N−22 ), (2.2)
∫
|vε|2∗ dx = S
N
2
λ −O
(
ε
N
2
)
, (2.3)
∫
|vε|2 dx = O
(
ε
√
Λ√
Λ−λ
)
, if 0 λ <Λ− 1, (2.4)
∫
|x|δ|vε|2∗ dx = o
(
ε
√
Λ√
Λ−λ
)
, if 0 λ <Λ− 1. (2.5)
We end this preliminaries by the following definition.
Definition 2.1. Let c ∈ R, E be a Banach space and I ∈ C1(E,R). We say that I satisfies (PS)c condition, if any
sequence {un} in E such that I (un) → c and I ′(un) → 0 has a convergent subsequence. If this holds for every c ∈R,
we say that I satisfies (PS) condition.
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In this section, we will prove Theorem 1.2. μ1(λ) is simply written as μ1. μ ∈ (0,μ1) and (K1) are assumed
throughout this section. Consider the Nehari manifold
Mμ =
{
u ∈ H ; G(u) = 〈J ′μ(u),u〉= 0, u = 0}, (3.1)
we have first that
Lemma 3.1. There is ρ > 0 such that ‖u‖λ  ρ for all u ∈Mμ.
Proof. For any u ∈Mμ, (K1) and Sobolev inequality imply that
‖u‖λ −μ|u|22 =
∫
K(x)|u|2∗ K(0)|u|2∗2∗ K(0)S−2
∗/2
λ ‖u‖2
∗
λ .
Therefore (1 − μ
μ1
)‖u‖2λ K(0)S−2
∗/2
λ ‖u‖2
∗
λ and the conclusion easily follows. 
Note that for any u ∈Mμ,
Jμ(u) = 1
N
(‖u‖2λ −μ|u|22)= 1N
∫
K(x)|u|2∗ ,
we define
c1 = inf
u∈Mμ
Jμ(u). (3.2)
Clearly c1  d > 0 for some positive constant d . Next, we have
Lemma 3.2. There is (un) ⊂Mμ such that
Jμ(un) → c1, J ′μ(un) → 0 in H−1. (3.3)
Proof. Let (u˜n) ⊂Mμ be a minimizing sequence of (3.2). By Ekeland variational principle, we can find a sequence
(un) ⊂Mμ such that
Jμ(un) → c1, DJμ|Mμ(un) → 0,
where DJμ|Mμ is the derivative of Jμ restricted onMμ. Lagrange multiplier rule implies that there is an such that
J ′μ(un)− anG′(un) → 0 and
〈
J ′μ(un),un
〉= an〈G′(un), un〉.
We now obtain from un ∈Mμ that an = 0 sinceMμ is a manifold. The conclusion follows. 
Lemma 3.3. Let (un) ⊂Mμ be as in Lemma 3.2. If c1 < 1N
S
N/2
λ
|K|(N−2)/2∞
, then (un) possesses a convergent subsequence
in H .
Proof. From (un) ⊂Mμ and 0 <μ<μ1, we have for n large that
c1 + o(1) = Jμ(un) = 1
(‖un‖λ −μ|un|22) 1
(
1 − μ
)
‖u‖2λ.N N μ1
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a.e. in Ω . It follows from Concentration Compactness Principle [11] that there is an at most countable set I such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1) |∇un|2 ⇀dα  |∇u|2 +
∑
i∈I
αiδxi + α0δ0,
(2) |un|2∗ ⇀dβ = |u|2∗ +
∑
i∈I
βiδxi + β0δ0,
(3) αi  S0β2/2
∗
i ,
(4)
|un|2
|x|2 ⇀dγ =
|u|2
|x|2 + γ0δ0,
(5) Λγ0  α0.
(CCP)
We first claim that I is finite. Indeed, using cut-off function φi = 1 for |x − xi | r and φi = 0 for |x − xi | 2r
and ψi = unφi in 〈J ′μ(un),ψi〉 = o(1)‖ψi‖λ, we can get that∫ (
|∇un|2φi + ∇un∇φiun − λ|x|2 u
2
nφi −μu2nφi −K(x)|un|2
∗
φi
)
= o(1)‖unφi‖λ. (3.4)
Therefore by letting n → +∞, there holds
αi K(xi)βi  |K|∞βi. (3.5)
Combining this with (3) of (CCP), we know that
either βi = 0 or βi 
(
S0/|K|∞
)N/2
. (3.6)
The claim easily follows. Next we study the possible concentration at zero, which is due to the presence of the singular
term λ|x|2 u. Let ψ0 = unφ0 with φ0 = 1 for |x|  r and φ0 = 0 for |x|  2r and put ψ0 = unφ0 in 〈J ′μ(un),ψ0〉 =
o(1)‖ψ0‖λ, we get that∫ (
|∇un|2φ0 + ∇un∇φ0un − λ|x|2 u
2
nφ0 −μu2nφ0 −K(x)|un|2
∗
φ0
)
= o(1)‖unφ0‖λ. (3.7)
It follows from letting n → +∞ and r → 0 that
α0 − λγ0 K(0)β0  |K|∞β0. (3.8)
On the other hand, we get from the minimization problem (2.1) with u replaced by unφ0 that
α0 − λγ0  Sλβ2/2
∗
0 .
Combining this with (3.8) there holds that
either β0 = 0 or β0 
(
Sλ/|K|∞
)N/2
. (3.9)
Now if there is i ∈ I such that βi = 0, then using Brezis–Lieb Lemma [3]
1
N
S
N/2
λ
|K|(N−2)/2∞
> c1 = Jμ(un)+ o(1)
= 1
N
(‖un‖2λ −μ|un|22)+ o(1)
 1
N
(‖u‖2λ −μ|u|22)+ 1N αi
 1
N
(‖u‖2λ −μ|u|22)+ 1N S0
(
S0
|K|∞
)N
2 · 22∗
 1
N
(
1 − μ
μ
)
‖u‖2λ +
1
N
S
N/2
λ
(N−2)/21 |K|∞
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N
S
N/2
λ
|K|(N−2)/2∞
,
which is a contradiction. Similar arguments show that the concentration at zero does not occur either. Therefore, un
converges to u strongly in H . 
Lemma 3.4. Under the assumptions of Theorem 1.2, there holds
c1 <
1
N
S
N/2
λ
|K|(N−2)/2∞
.
Proof. It suffices to find some u ∈Mμ such that Jμ(u) < 1N SN/2λ /|K|(N−2)/2∞ . Let vε be defined as in Section 2,
we have from direct computations that t0vε ∈Mμ with t0 = ((‖vε‖2λ − μ|vε|22)/
∫
K(x)|vε|2∗)(N−2)/4. Moreover we
obtain from (2.2)–(2.5) that
Jμ(t0vε) = 1
N
t20
(‖vε‖2λ −μ|vε|22)
= 1
N
(‖vε‖2λ −μ|vε|22∫
K(x)|vε|2∗
) (N−2)
2 (‖vε‖2λ −μ|vε|22)
= 1
N
(
S
N
2
λ +O
(
ε
N−2
2
)−O(ε
√
Λ√
Λ−λ
))N
2
(|K|∞S N2λ −O(ε N2 )+ o(ε
√
Λ√
Λ−λ
)) 2−N
2
<
1
N
S
N/2
λ
|K|(N−2)/2∞
since Λ− λ > 1. 
Proof of Theorem 1.2. Combining Lemmas 3.1–3.4, we have w1 ∈Mμ achieves c1. Since if (un) minimize Jμ
over Mμ, then so does (|un|), we can assume that w1 is a nonnegative critical point of Jμ. Hence a nonnegative
solution of (Pμ). Standard arguments implies that w1 is a positive solution of (Pμ). 
4. The case of μ μ1(λ)
In this section, we will prove Theorem 1.3. The multiplicity result can be obtained by minimizing Jμ over different
subset of H . The method is inspired by Tarantello [13] and Drabek and Huang [8]. Additional assumption (K2) will
be assumed throughout this section. Keep the definition of Jμ in mind, we can define Nehari type set
Nμ =
{
u ∈ H ; G(u) = 〈J ′μ(u),u〉= 0}. (4.1)
We further split Nμ into three disjoint subsets,
N+μ
(N 0μ, N−μ , respectively)= {u ∈Nμ; 〈G′(u),u〉> (=, <, respectively) 0}
=
{
u ∈Nμ; ‖u‖2λ −μ|u|22 > (=, <, respectively)
(
2∗ − 1)
∫
K(x)|u|2∗
}
=
{
u ∈Nμ;
∫
K(x)|u|2∗ < (=, >, respectively) 0
}
.
Remark 4.1. Some remarks are in order.
(1) K+ = 0 impliesN−μ = ∅. Indeed, noting ‖vε‖2λ −μ|vε|22 = S
N
2
λ +O(ε
N−2
2 )−O(ε
√
Λ√
Λ−λ ) > 0 for ε small, we know
that t0vε ∈N−μ with t0 = ((‖vε‖2λ −μ|vε|22)/
∫
K(x)|vε|2∗)(N−2)/4.
(2) Nμ and N 0μ are closed in H .
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∫
K(x)e2
∗
1 < 0 and a similar
computation that
((‖e1‖2λ −μ|e1|22)
/∫
K(x)e2
∗
1
)(N−2)/4
e1 ∈N+μ . (4.2)
In view of Remark 4.1, the results in Theorem 1.3 can be proved as follows. For μ = μ1, we will minimize Jμ
on N−μ1 and prove the minimizer can be achieved and can be chosen to be positive. For μ > μ1, we will minimize Jμ
on N+μ and N−μ , respectively, and show the minimizers exist. Hence we can get two positive solutions of (Pμ). The
novelty is the application of Proposition 1.1 in the energy estimates. The following lemmas are necessary.
Lemma 4.2. There is τ > 0 such that ‖u/‖u‖λ − e1‖λ  τ for all u ∈N−μ with μ> 0.
Proof. Suppose to the contrary. There is μ˜n and un ∈N−μ˜n such that vn = un‖un‖λ → e1. From 0 ‖un‖2λ − μ|un|22 <
(2∗ − 1) ∫ K(x)|un|2∗ , and the strong convergence of vn to e1, we get that
0 ‖vn‖λ − μ˜n|vn|22 <
(
2∗ − 1)
(∫
K(x)|vn|2∗
)
‖un‖2∗−2λ .
Hence
0
(
2∗ − 1)
∫
K(x)|vn|2∗ →
(
2∗ − 1)
∫
K(x)e2
∗
1 < 0,
which is a contradiction. 
Lemma 4.3. For τ given in Lemma 4.2, there is μ∗1 > μ1 such that ‖u‖2λ  μ∗1|u|22 for any u with ‖u‖λ = 1 and‖|u| − e1‖λ  τ .
Proof. Suppose to the contrary. There are ‖un‖λ = 1 with ‖un − e1‖λ  τ and μ˜n → μ1 with μ˜n > μ1 such that
‖un‖2λ = μ˜n|un|22. We can assume that un ⇀ u0 in H and therefore un → u0 in L2(Ω). Combining this with μ˜n → μ1
and ‖u‖2λ −μ1|u|22  0 for any u ∈ H , we obtain that
0 ‖u0‖2λ −μ1|u0|22  limn→∞
(‖un‖2λ − μ˜n|un|22)= 0. (4.3)
If u0 = 0, then we conclude from ‖un‖2λ = μ˜n|un|22 → μ1|u0|22 that ‖un‖2λ → 0 which contradicts to ‖un‖λ = 1.
Assume u0 = 0, then (4.3) and the variational characterization of μ1 imply u0 = te1 for some t = 0. From
0 ‖te1‖2λ −μ1|te1|22  limn→∞
(‖un‖2λ − μ˜n|un|22)= limn→∞‖un‖2λ −μ1|te1|22 = 0, (4.4)
we have that limn→∞ ‖un‖2λ = ‖te1‖2λ. Hence
‖un − te1‖2λ = ‖un‖2λ − ‖te1‖2λ − 2〈un, te1〉 → 0. (4.5)
It follows that un → te1 and t = 1. But this is impossible. The proof is complete. 
Lemma 4.4. For any μ ∈ (μ1,μ∗1), N−μ is closed in H and open in Nμ.
Proof. The openness in Nμ is obvious. For the closedness, we argue by a contradiction. Suppose for un ∈ N−μ ,
un → u0 in H with u0 /∈N−μ . Then u0 ∈N 0μ, equivalently
∫
K(x)|u0|2∗ = 0. From un ∈N−μ , we have that
0 ‖un‖2λ −μ|un|22 <
(
2∗ − 1)
∫
K(x)|un|2∗ →
∫
K(x)|u0|2∗ = 0. (4.6)
Denote vn = un/‖un‖λ and divide (4.6) by ‖un‖2λ, we get from un ∈N−μ (Lemma 4.2 is applicable) and ‖vn‖λ = 1
(Lemma 4.3 is applicable) that
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It follows that vn → 0 in L2(Ω). Therefore ‖vn‖λ → 0 by (4.7), which contradicts the fact that ‖vn‖λ = 1. 
Lemma 4.5. There is μ∗2 >μ1 such that for any μ ∈ (μ1,μ∗2), N+μ is bounded in H .
Proof. Suppose to the contrary, there are μ˜n > μ1, un ∈ N+μ˜n such that μ˜n → μ1 and ‖un‖λ → ∞. Note that
un ∈N+μ˜n implies that
0 >
(‖un‖λ − μ˜n|un|22)> (2∗ − 1)
∫
K(x)|un|2∗ =
(
2∗ − 1)(‖un‖λ − μ˜n|un|22). (4.8)
Dividing (4.8) by ‖un‖2λ and letting vn = un/‖un‖λ, we obtain that∫
K(x)|vn|2∗ → 0. (4.9)
On the other hand we can assume from ‖vn‖λ = 1 that vn ⇀ v0 in H . Now using (4.8) and an argument similar to
those in the proof of (4.3) that v0 = te1 for some t = 0. The same argument as in (4.4) and (4.5) arrive at vn → te1
in H . Thus we get that∫
K(x)|vn|2∗ →
∫
K(x)|te1|2∗ < 0,
a contradiction to (4.9). The proof is complete. 
We are now studying the existence of positive solution of (Pμ) for μ = μ1.
Proof of (i) of Theorem 1.3. As pointed out in Remark 4.1, N+μ1 = ∅. Hence we consider the minimization problem
c2 = inf
u∈N−μ1
Jμ1(u). (4.10)
Note that ((‖vε‖2λ −μ|vε|22)/
∫
K(x)|vε|2∗)(N−2)/4vε ∈N−μ1 , we can obtain from an argument similar to the proofs of
Lemmas 3.2–3.4 that c2 is achieved by some w2. It then follows that w2 is a solution of (Pμ) with μ = μ1. Moreover
w2 can be chosen to be positive. The proof is complete. 
Next we turn to the case of μ > μ1. Let d1 = infu∈Nμ Jμ(u). From the previous lemma, Jμ is bounded from
below on N+μ for μ ∈ (μ1,μ∗2). Since te1 ∈N+μ when μ > μ1, the infimum of Jμ on N+μ must be negative. The
characterization of Nμ (see the beginning of Section 4) implies that d1 = infu∈N+μ Jμ(u). Moreover,
Lemma 4.6. For μ1 < μ < min{μ∗1,μ∗2}, d1 is achieved by some u∗ ∈N+μ , which define a positive solution of (Pμ).
Proof. Similar to the previous proof, we obtain that there is u∗ ∈Nμ such that Jμ(u∗) = d1. Moreover u∗ solves (Pμ)
and can be chosen to be positive. Since d1 < 0 and Jμ(u) = 0 for u ∈N 0μ and Jμ(u) > 0 for u ∈N−μ , we can conclude
that u∗ ∈N+μ . 
Let
d2 = inf
u∈N−μ
Jμ(u),
we have that
Lemma 4.7. For μ1 < μ < min{μ∗1,μ∗2}, there is a sequence (un) ⊂N−μ such that Jμ(un) → d2, J ′μ(un) → 0 and
if d2 < d1 + 1N
S
N/2
λ
(N−2)/2 , then (un) possesses a convergent subsequence in H .|K|∞
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Jμ(un) → d2, J ′μ(un) → 0 in H−1.
We first claim that (un) is bounded in H . Indeed if ‖un‖λ → ∞, we denote vn = un/‖un‖λ, then ‖vn‖λ = 1. From
un ∈N−μ , we have that
0
∫
K(x)|un|2∗ = ‖un‖2λ −μ|un|22 <
(
2∗ − 1)
∫
K(x)|un|2∗ . (4.11)
Dividing (4.11) by ‖un‖2λ, we get that
0 (μ∗1 −μ)|vn|22  ‖vn‖2λ −μ|vn|22 = ‖un‖2
∗−2
λ
∫
K(x)|vn|2∗ → 0.
Therefore, |vn|2 → 0 and hence ‖vn‖2λ → 0, which contradicts to ‖vn‖λ = 1. Thus (un) is bounded in H .
Going if necessary to a subsequence, we assume that un converges to u weakly in H and a.e. in Ω . Moreover
∇un → ∇u a.e. in Ω . Combining these with J ′μ(un) → 0 we have that J ′μ(u) = 0. In other words, we have that
u ∈Nμ. In particular, Jμ(u) = 1N (‖u‖2λ −μ|u|22) d1.
Now similar to the proof in Lemma 3.3, we can assume that if there is i ∈ I ∪ {0} such that βi = 0, then using
Brezis–Lieb Lemma we can obtain
d1 + 1
N
S
N/2
λ
|K|(N−2)/2∞
> Jμ(un)
1
N
(‖u‖2λ −μ|u|22)+ 1N αi
 d1 + 1
N
S0
(
S0
|K|∞
)N
2 · 22∗
if i = 0
(
 d1 + 1
N
(α0 − λγ0) if i = 0
)
 d1 + 1
N
S
N/2
0
|K|(N−2)/2∞
if i = 0
(
 d1 + 1
N
Sλ
(
Sλ
|K|∞
)N
2 · 22∗
if i = 0
)
 d1 + 1
N
S
N/2
λ
|K|(N−2)/2∞
,
a contradiction. Thus βi = 0 for all i ∈ I ∪ {0} and we can conclude that un → u in H . 
Lemma 4.8. There is μ∗ >μ1 such that d2 < d1 + 1N
S
N/2
λ
|K|(N−2)/2∞
.
In order to prove Lemma 4.8, we need some further lemmas, which play a key role in the proof of Lemma 4.8. It is
the following Lemmas 4.9 and 4.10 that we need the exact local behavior presented in Proposition 1.1.
Lemma 4.9. Let w be a positive solution of (Pμ). Then
∫
w2
∗−1vε dx = O
(
ε
N−2
4
)
and (4.12)
∫
wv2
∗−1
ε dx = O
(
ε
N−2
4
) for ε > 0 small enough. (4.13)
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w2
∗−1vε dx  C
∫
B(0,r)
vε
|x|(2∗−1)(√Λ−√Λ−λ) dx +C
∫
Ω\B(0,r)
w2
∗−1vε dx. (4.14)
By changing of variable, we have that
∫
B(0,r)
vε
|x|(2∗−1)(√Λ−√Λ−λ ) dx = C · ε
(N−2)
4
r·ε
−√Λ
2
√
Λ−λ∫
0
ε
N
√
Λ
2
√
Λ−λ ρN−1 dρ
ε
(N−2)
2 ε
2∗√Λ(√Λ−√Λ−λ )
2
√
Λ−λ ρ2∗(
√
Λ−√Λ−λ )[1 + ρ
2
√
Λ−λ√
Λ ] (N−2)2
.
Since
−1 +N − 2∗(√Λ− √Λ− λ )− 2√Λ− λ = −1 + (2∗ − 2)√Λ− λ > −1,
N
√
Λ
2
√
Λ− λ − −
N − 2
2
− 2
∗√Λ(√Λ− √Λ− λ )
2
√
Λ− λ = 1 > 0.
Thus ∫
B(0,r)
vε
|x|(2∗−1)(√Λ−√Λ−λ ) dx = C · ε
(N−2)
4 .
It follows from
∫
Ω\B(0,r) w
2∗−1vε dx = O(ε (N−2)4 ) that∫
w2
∗−1vε dx = O
(
ε
N−2
4
)
for ε > 0 small enough.
Similar arguments arrive at (4.13). 
Lemma 4.10. Let w be a positive solution of (Pμ). There are T0 > 0 and μ˜ > μ1 such that w + T0vε ∈N−μ for all
0 < μ < μ˜.
Proof. For any t > 0, since G(w) = 0 and w satisfies (Pμ), we have that
G(w + tvε) = G(tvε)+ 2t
∫
K(x)w2
∗−1vε dx +
∫
K(x)
(
w2
∗ + (tvε)2∗ − |w + tvε|2∗
)
. (4.15)
Using elementary inequality
|a + b|p  |a|p + |b|p −M(|a|p−1|b| + |a||b|p−1), ∀p > 1, a, b ∈R, (4.16)
and (4.12) and (4.13), we have that∣∣∣∣
∫
K(x)
(
w2
∗ + (tvε)2∗ − |w + tvε|2∗
)∣∣∣∣= O(ε N−24 ).
Therefore for any finite t , we obtain from (2.2) and (2.4) that
G(w + tvε) = G(tvε)+O
(
ε
N−2
4
)
= t2
∫ (
|∇vε|2 − λ|x|2 v
2
ε
)
dx − t2∗
∫
K(x)v2
∗
ε +O
(
ε
N−2
4
)−O(ε
√
Λ√
Λ−λ
)
.
Thus there is T0 > 0 such that G(w + T0vε) = 0, which implies that w + T0vε ∈Nμ.
Next, to see w + T0vε ∈N−μ , it suffices to prove that∫
K(x)|w + T0vε|2∗ dx > 0 for ε > 0 small enough. (4.17)
Indeed, using inequality (4.16) and (4.12), (4.13), we obtain that
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∫
K(x)|w + T0vε|2∗ dx =
∫
K(x)w2
∗
dx + T 2∗0
∫
K(x)v2
∗
ε dx +O
(
ε
N−2
4
)
=
∫ (
|∇w|2 − λ|x|2 w
2 −μw2
)
+ T 2∗0
∫
K(x)v2
∗
ε +O
(
ε
N−2
4
)

(
1 − μ
μ1
)∫ (
|∇w|2 − λ|x|2 w
2
)
+ T 2∗0
∫
K(x)v2
∗
ε +O
(
ε
N−2
4
)
.
It follows from G(w + T0vε) = 0 that there is μ˜ > μ1 such that∫
K(x)|w + T0vε|2∗ dx > 0, 0 <μ< μ˜.
The proof is complete. 
Proof of Lemma 4.8. Using the fact that Jμ(u∗) = d1, u∗ satisfies (Pμ) and (4.16), (4.12), (4.13), we obtain from
direct computations that for ε > 0 small
Jμ(u∗ + tvε) Jμ(u∗)+ Jμ(tvε)+O
(
ε
N−2
4
)
.
In view of Lemma 4.10, it suffices to prove that
sup
t>0
Jμ(u∗ + tvε) < d1 + 1
N
S
N/2
λ
|K|(N−2)/2∞
.
Note that
sup
t>0
Jμ(tvε) = 1
N
(∫ (
|∇vε|2 − λ|x|2 v
2
ε −μv2ε
))N
2
(∫
K(x)v2
∗
ε
) 2−N
2
= 1
N
S
N/2
λ
|K|(N−2)/2∞
−O(ε
√
Λ√
Λ−λ
)+ o(ε
√
Λ√
Λ−λ
)
.
Denote μ∗ = min{μ∗1,μ∗2, μ˜}. Now if 0 λ <Λ− 4, then
sup
t>0
Jμ(u∗ + tvε) = d1 + 1
N
S
N/2
λ
|K|(N−2)/2∞
−O(ε
√
Λ√
Λ−λ
)+ o(ε
√
Λ√
Λ−λ
)+O(ε N−24 )
< d1 + 1
N
S
N/2
λ
|K|(N−2)/2∞
. 
Proof of (ii) of Theorem 1.3. The proof is a combination of Lemmas 4.6–4.8 and the fact that if (un) is a minimizing
sequence of d2, then so is (|un|). The proof is complete. 
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