Wireless trajectory data consists of a number of (time, point) entries where each point is associated with a particular wireless device (WAP or BLE beacon) tied to a location identifier, such as a place name. A trajectory relates to a particular mobile device. Such data can be clustered 'semantically' to identify similar trajectories, where similarity relates to non-geographic characteristics such as the type of location visited. Here we present a new approach to semantic trajectory clustering for such data. The approach is applicable to interpreting data that does not contain geographical coordinates, and thus contributes to the current literature on semantic trajectory clustering. The literature does not appear to provide such an approach, instead focusing on trajectory data where latitude and longitude data is available.
Abstract
Wireless trajectory data consists of a number of (time, point) entries where each point is associated with a particular wireless device (WAP or BLE beacon) tied to a location identifier, such as a place name. A trajectory relates to a particular mobile device. Such data can be clustered 'semantically' to identify similar trajectories, where similarity relates to non-geographic characteristics such as the type of location visited. Here we present a new approach to semantic trajectory clustering for such data. The approach is applicable to interpreting data that does not contain geographical coordinates, and thus contributes to the current literature on semantic trajectory clustering. The literature does not appear to provide such an approach, instead focusing on trajectory data where latitude and longitude data is available.
We apply the techniques developed above in the context of the Onward Journey Planner Application, with the motivation of providing online recommendations for onward journey options in a context-specific manner. The trajectories analysed indicate commute patterns on the London Underground. Points are only recorded for communication with WAP and BLE beacons within the rail network. This context presents additional challenge since the trajectories are 'truncated', with no true origin and destination details.
In the above context we find that there are a range of travel patterns in the data, without the existence of distinct clusters. Suggestions are made concerning how to approach the problem of provision of on-line recommendations with such a data set. Thoughts concerning the related problem of prediction of journey route and destination are also provided.
Introduction
The ubiquity and computational power of modern smart phones makes phone-based travel assistance applications for rail users possible. The Onward Journey Planner Assistant (OJPA) is one such travel assistance application currently under construction. This project aims to go beyond current solutions to provide rail customers with suggestions for mode of travel when reaching the end of their rail journey or when faced with delays and cancellations to part of their rail journey. Such an application offers value to the customer by providing savings in terms of both time and money, as well as augmenting the customer's limited information on facilities in the surrounding area [1] .
For effective travel assistance critical pieces of information must be known such as the current vehicle being used for the journey, other vehicles to be used within the current journey, and transport mode preferences. Travel assistance applications can themselves obtain much data.
Whilst this data does not include such critical pieces of information per se, this data can be processed to infer some of the critical information required. The remainder of the information required must be collected from external services or via questions directed to the user.
Data collection on phone applications may be passive or active. Passive data collection includes the constant recording of GPS (latitude, longitude) data or data concerning when and where the phone enters the range of WAP devices or BLE beacons. It also involves instances where a user choice within the application (not a direct data gathering question) supplies us with information. Active data collection, in contrast, involves the application directly asking the user questions. Both passive and active data collection can improve the service that the application provides.
Critical information for a travel assistance application includes the destination for the current journey, the probable route they are currently taking, and the vehicles they will use on this route. Destination may be acquired, or at least confirmed, via active data collection. However, it is clearly preferred to gather such information passively to avoid unnecessarily disturbing the user. Either way, the route prediction must be gathered passively -it is unrealistic to expect users to input the waypoints that are present on their journey. Once a predicted route is established, this information may be used in combination with rail APIs to work out which particular vehicles (particular services) a user will require on their journey. Further information such as the delay status of vehicles or services used or possible alternatives and their costs and speeds, may be obtained via external sources through the various APIs offered. With the above information, when a delay or cancellation occurs on a currently used train or part of the passenger's onward journey, it will be possible to suggest one or more courses of action that the user can take to mitigate or partially mitigate the delay.
From the above we can see that route prediction is critical for improved travel assistance applications. However, it is also desirable to not only provide the user with recommendations but to customise these recommendations for the user. Customers may have different trade-off preferences concerning speed of journey, cost, noise and personal space, pollution impacts and disability access requirements. It may also be possible to include preferences that purely relate to mode of travel such as 'car preference' within the 'peterol head' consumer group identified in the 'Traveller Needs and UK Capability Study' released by Transport Systems Catapult [2] . Whilst the passive locational data gathered is unable to directly inform on these preferences, any selection of options within the application can be used to provide insight in to these preferences. For instance, if the user continually selects the fastest option, no matter the cost, we then know that the user has a strong preference concerning speed of journey. In contrast, if they consistently check for disabled access at stations, it is likely that the user has a physical disability they need to consider. These preferences, gathered through application use, can be used to tailor recommendations to the user.
One further question is whether clustering the passively collected locational data could reveal distinct clusters of users. If so, one could then examine whether there is a correspondence between these clusters and particular regions within the space of possible preferences, through asking users in each locational cluster what their preferences are (possibly through a chat bot running on their phones). If and only if each cluster corresponds to a distinct region within the space of possible preferences, will it be possible to infer onward journey preferences from examination of the locational data. For this reason, a from of cluster analysis inspired by previous work on semantic trajectory clustering [3, 4] has been applied to pre-processed locational data to explore whether distinct clusters (here, customer segments) exist within the locational data. If these distinct clusters exist, identification of preferences through processing of the gathered locational data is possible provided that information on user preferences is obtained for some representative subset of the user population is obtained.
Planned Data Analysis
Customer segmentation is the process of dividing customers in to a number of different groups where each group has a different consumption pattern and different product preferences. Their particular non-consumption characteristics may also be very different. A good segmentation identifies groups such that within group similarity is very high (with respect to the features in question), whilst groups are as distinct as possible -differences between each group are also very high.
Such segmentation is usually performed via data clustering or dimensionality reduction approaches. Clustering is the process of identifying distinct groups within an unlabelled data set. The aim of the data clustering is to minimise dissimilarity or maximise similarity within each cluster whilst maximising dissimilarity or minimising similarity between clusters. Clearly, whilst this process is simple in one or two dimensions, identifying groups within data becomes very difficult when there are four or more dimensions, thus necessitating a computational approach.
Some of the main approaches include partitional (e.g. K-Means), spectral, density-based (e.g. DBSCAN) and hierarchical clustering (e.g. via UPGMA) [5, 6] . The usual input to these algorithms is an item-by-feature matrix and the output is a list of clusters with a list of items belonging to each cluster. Graphical representation of the clustering is usually not provided and must instead be produced via other means.
Some algorithms produce alternative output. For instance, hierarchical clustering produces a dendrogram (hierarchy diagram) of the data. To produce clusters from this, a cut-point must then be chosen such that the hierarchical output is converted to flat clusters.
Here we wish to perform clustering on trajectory data in order to identify distinct groups of travellers based upon their travel patterns. 1 Such data may be acquired in a number of ways, the most common being GPS. The data source in this paper involves smartphone-holding customers with an application installed on their phone that records their entry and exit interactions with wireless access points (WAP) and/or Bluetooth Low Energy (BLE) beacons. The data acquired from these interactions records the trajectory of the customer through the areas where the WAPs and BLE beacons exist. The data only includes WAPs and BLE beacons in railway stations and not elsewhere. Each WAP or BLE beacon is associated with a region (e.g. station turnstiles). In turn, each region is associated with a location (such as a particular station). Associated data on the mobile phone specification is also collected.
Because wireless trajectory data is not in an item-by-feature format, conventional clustering methods cannot be applied to such data without either modifying the algorithms used or preprocessing the data. (The same is true of time series data.) Trajectory clustering and data mining methods exist [8, 9] . However, regular trajectory clustering methods usually cluster 'geographically' (users with similar routes in geographic space are clustered together). This is useful for prediction. Here, however, we are instead seeking a customer segmentation such that users with similar route patterns are clustered together irrespective of their geographic position. For instance, a commuter who travels 50 minutes in to London by train from the same stop each day, to the same stop each day, should be considered very similar to another commuter who commutes to Manchester with the same pattern (and different start and end stops). Such a goal is strongly related to the field of 'semantic trajectory clustering' [4] , which relates each stop with some kind of meaning (e.g. home, work, medical facility, supermarket, etc) and then clusters the semantically-annotated trajectories. Features may also be derived from the trajectory data and clustering may be performed on the derived features.
Here we use a hybrid approach, first obto find trajectories with similar patterns concerning the types of location visited [3] , without discriminating based on geographic location.
taining features through pre-processing, and then clustering using both these features and a semantically-annotated journey pattern using DBSCAN [10] . This hybrid approach is necessary because of the type of data that we have. The data contains no private locations (thus excluding trajectory starts and ends) and contains no locations other than stations (and thus full semantic annotation is not possible). The data is also incomplete for a number of behavioural and technical reasons that are difficult to mitigate:
• users may not always carry their phone
• the phone may not always be on
• the phone may not be running the relevant application
• the application may have been terminated by the host operating system
• the phone operating system may not be permitting the phone to connect to WAPs or BLE beacons
• the phone operating system may not permit the phone to transmit the collected data Processes must therefore be developed that can cope with data that may be incomplete. There is also no 'training data set' with which to evaluate the accuracy of the preprocessing steps (we have to rely on human inspection). This makes evaluating adjustments to the preprocessing steps difficult. Finally, due to wireless 'quirks', sometimes entry in to a wireless area is recorded whilst the exit is not recorded. When the user re-enters the wireless area later in the day, and then exits, the exit may be recorded along side the entrance time from earlier in the day, thereby making it seem that the user has remained in the station for a very long interval of time. The data pre-processing steps must be designed to take this issue in to account.
Software Used
The software libraries in Table 1 were used to process the data and produce the figures and table information used in this report. The report itself was produced using the TeX Live L A T E Xdistribution.
Report Layout
The remainder of the report proceeds as follows. Section 2 explains the pre-processing. Scatter-plots (Section 3.2) and principal component analysis (Section 3.3) are then used to gain low dimensionality visualisations of the data. The clusering process is then described in Section 3.4. In Section 3.4.6 the results of the DB-SCAN clustering are then overlaid on the PCA output via colouring each data point according to the cluster it is a member of. Future work is presented in Section 4.
Data Preprocessing

Introduction
Upon inspection of the trajectory data it becomes apparent that some useful customer 'features' can be extracted via a 'pre-processing' stage. Other features (such as the details of user mobile phones) may be available without further processing. There are also features that may be obtained through combining the data set with other sources of information such as a model of the rail network. The various potential features include the following:
• total time spent travelling
• average journey duration
• total distance of travel (direct or the distance along the route actually travelled)
• distance of each journey
• the times of day person is travelling
• the journey pattern (work to home, home to work, ...)
• the phone type of the user Table 1 : The software libraries used to produce this report.
• number of journeys per 'offline rest location' 2
• distance travelled per unit of time
Preliminary Steps
The first step applied in processing the wireless data is to split each 'entry and exit time' pair in to individual points. This is necessary because wireless data overlaps. For instance, a mobile may come in range of a WAP and then come in range of a BLE beacon, then leave the BLE beacon and then leave the WAP. If overlapping data is simply filtered out then a large number of correct data points may be removed, for this reason we argue that splitting the entry and exit times to individual points (entry points and exit points) is necessary before we proceed. When considering the WAP and BLE beacon example above, this means that the two initial points (each containing both an entry and exit time) are split in to four separate points (though they are still related by the original point ID within the pre-processing program). Some preliminary filtering may be performed at this time. If the exit time at point 1 is later than the entry time at point 2 then point 2 is deemed problematic and is discarded if point 2 is at a different location than point 1 (otherwise the points are just split). This filtering is applied to remove any points that would require that the customer be in two locations at once.
Journey Extraction
At this stage it is now possible to identify possible journeys. The first chronological point is added to the first journey. We iterate through each chronological pair, starting with the first and second points. The time difference between the points is considered. If they are more than 80 minutes apart then they are considered to belong to separate journeys and a new journey is started with the second point being considered. The iteration through each chronological pair proceeds in this way until the entire trajectory has been broken up in to journeys.
The 80 minute threshold is selected because one can be reasonably certain that after 80 minutes a journey on the London Underground will have finished. Clearly if this threshold is set too low then additional erroneous journeys may be created. On the other hand, if set too high, journeys may be erroneously merged in to one another. Most journeys on the underground are relatively short, and thus the 80 minute threshold may seem high. However, the longest journey on the Underground, from Epping to West Ruislip on the Central line [11] , takes 1 hour and 27 minutes [12] . 80 minutes ensures the vast majority of journeys will not be split incorrectly.
The limitations of this approach are considered further in Section 4.
Offline Rest Locations
Once possible journeys have been identified, offline rest locations (ORLs) can be identified. Offline rest locations are similar to the concept of a "stop" [13] or "stay point" [14] within the literature on trajectory analysis. An offline rest location is simply an exit from and entry to a particular location 3 where the time difference between the two is greater than a particular threshold value. The threshold value used here is 30 minutes. This 30 minute threshold is set to a precautionary level to avoid creating false ORLs when users enter and exit wireless 'black spots' on the platform or in surrounding station facilities. It is unlikely that a user will be in a black spot for more than a few minutes and if the user exits and then enters a location with a time gap of greater than 30 minutes it is relatively safe to assume they have actually left the station.
At this stage additional filtering is performed. Consumer instances with trajectories that contain fewer than ten points are discarded because they are deemed to not be sufficiently detailed to accurately give an idea of that user's overall usage pattern. Instances with a trajectory duration less than 24 hours are also discarded for similar reasons. Finally, those points with timestamps earlier than 2000-01-01 00:00 are also removed. Of the 348,304 items that have one or more data points, 98,601 pass these filters. 4 
Labelling Offline Rest Locations
It is possible that the offline rest locations identified above have special meaning to the customer in question. For instance, they could be a home station (the station closest to the person's home) 3 ORLs are calculated based on location, not a particular WAP, BLE beacon, or region. It is possible that a user exits from one platform and re-enters at another platform where each platform has a different associated WAP and region. 4 One additional filter was later added to remove points with erroneous timestamps. Some of the trajectories began in 1970 and thus were clearly invalid. A filter was introduced to remove all trajectories that began before the start of the year 2000.
or they could be a work station (the station closest to the person's place of work). Here we apply a simple approach that attempts to identify the possible home and work stations.
Each offline rest location (and therefore possible home or work station) is assessed according to entry times, exit times, frequency of use and duration. A 'home score' and 'work score' is associated with each offline rest location, determined by those factors just mentioned. Work exit times are assessed first. The most frequent depart time is obtained from each offline rest location and if the most frequent time lies between 17:00 and 21:00 then the work score for that offline rest location is increased by 3. A similar process is applied for arrival times, except the hour range that triggers the work score increment is 05:00 to 10:00. Home entry and exit times are again similar but use the time ranges 17:00 to 21:00 and 05:00 to 10:00 respectively (and it is the home score rather than the work score which is increased).
The score modification for frequency of use and duration is performed as follows. The two offline rest locations with the longest rest durations have their home and work scores incremented by 2. The two most frequently used offline rest locations also have their home and work scores incremented by 2.
The values 2 and 3 (above) were chosen such that an ORL must be both the most frequently used and be used for the longest duration before such an ORL is seen as more important than one where the commute times are feasible (as determined by the mechanism above).
Once scoring is complete, the home offline rest location is selected as that with the highest home score. The work offline rest location is then selected as that with the highest work score, excluding the ORL selected as the home location.
Journey Pattern
For each consumer, for each journey, we create a journey pattern, which will be used in the clustering process later. A journey pattern consists of a number of tokens, denoting work station, home station, unknown station and offline rest location. So, annotating locations in the journey pattern as (H)home, (W)ork, (U)nknown, or (O)ffline rest location, a particular journey might look like H,U,W or H,U,O. A count is created for each journey pattern such that we have a map, relating each unique journey pattern (for a given consumer) with the number of times that pattern has been used by the consumer in question.
Manual Examination of PreProcessed Output
The data pre-processing steps described above work well in many cases. In some other cases they are unable to extract useful information from the data. In Section 1 of the supplement to this report [15, Section 1], five commuter patterns (referred to as Commuter 1 to Commuter 5 ) that were successfully extracted from the data are presented. In Section 2 of the supplement [15, Section 2], five problematic patterns of different types are listed (referred to as Problematic Pattern 1 to Problematic Pattern 5). In this section we will first discuss the successful patterns. We will then examine the problematic patterns and explain why each of them is problematic.
Commuter Trajectories 1 to 5
We first show the journey string of Commuter 1 and the abbreviated form of the output from the pre-processing. The journey string is as follows: 
... This commuter joins the underground network at Clapham Common (labelled as home) and travels on the Northern line to Stockwell (the intermediate stop in their journey pattern). From Stockwell they take the Victoria line to Victoria (labelled as work). This labelling is tentatively supported by Table 5 .
Commuter 5 is a more complex example, where the phone often manages to connect to WAP points and BLE beacons on part of the route, but not the whole route. The journey string is: Visual inspection of the journeys (see Table 6 ) suggests a most likely home station of Kings Cross St. Pancras and a most likely work station of Piccadilly Station -the customer is commuting on the Piccadilly line.
Examination of the pre-processed output indicates that the home and work locations have been successfully identified, despite misleading shorter journey patterns such as Holborn, Leicester Square, Piccadilly (missing out the earlier stops and the Covent Garden stop). Commuter 5 is an example of why it is important to consider offline rest locations when labelling locations as work and home. Without the intermediate step of ORL-creation it is quite possible that the work and home labels could be attached to one or more intermediate stops.
Problematic Trajectories 1 to 5
We now discuss the problematic trajectories ... and Seven Sisters with duration 68.24. The preprocessing has labelled the most likely home station as Stepney Green Station and the most likely work station as Plaistow Station. On balance, this would appear to be correct. However, there is substantial uncertainty in this prediction, since there are few multi-location journeys that are used more than a few times (see Table  7 ). We must therefore be aware of the possibility that this labelling is incorrect.
Problematic Trajectory 2 shows an issue of offline rest location mis-labelling. The journey string is as follows: The pre-processing has labelled the most likely home station as Barbican Station Station and the most likely work station as Arnos Grove Station. However, visual inspection suggests that the commuter commutes from a home location of Arnos Grove to the Barbican station, with a change at King's Cross St. Pancras. A possible explanation for this is the unusual times of some of the commutes. For example, the commuter leaves Arnos Grove one Friday at 11:26 which is outside of the 05:00-10:00 time bracket where the ORL receives extra weighting (see Section 2.5 for details of this weighting mechanism). This is not an unusual occurrence for this commuter, meaning that the work and home labelling is ineffective in this instance.
Problematic Trajectory 4 contains an example trajectory that contains insufficient information. The journey string is as follows:
U|UUUU|UUUUU
The abbreviated form of the output from the preprocessing is shown in Table 10 . There were no ORLs identified for Problematic Trajectory 4. For this reason the pre-processing has been unable to label the most likely home station and the most likely work station. It is essentially impossible to analyse such trajectories because none of the locations repeat sufficiently for the ORL extraction and labelling code to work. Many of the instances in the database are of this type.
Problematic Trajectory 5 remains unlabelled even though 21 journeys exist. The journey string is as follows:
The abbreviated form of the output from the preprocessing is shown in Table 11 . Again, no ORLs have been identified for the journeys. Since the code that labels locations and work or home depends upon there being a list of offline rest locations to choose from, the code that labels offline rest locations as work or home cannot function, thus the locations remain unlabelled.
In summary, manual inspection reveals that the pre-processing has worked correctly on a number of trajectories. However, this is not always the case. Some trajectories are simply too small to analyse correctly. Some trajectories are mis-labelled because one or more locations at the end points of the journey do not always show up in customer trajectories (possibly due to the reasons identified within Section 1.1). Some trajectories are reverse-labelled due to strange commute times. Finally, some trajectories remain unlabelled because no offline rest locations have been identified. These limitations represent areas for improvement that could be addressed through future work (see Section 4).
Automated Checking of PreProcessed Output
For this work a number of "domain-specific" tests were coded to test that the pre-processing steps function correctly on a number of test trajectories according to what we know about these trajectories from manual inspection. 14 test cases where selected and manually analysed (including the five example commutes above). For these 14 test cases, a number of sets of tests were created to evaluate the pre-processing. There are cur- The results are as follows. Thirteen of the 14 trajectory pattern tests pass and 13 of the 14 home and work labelling tests pass. The one that fails does so due to a mis-label. The expected home station is "Canada Water Station" whilst the expected work station is "Canary Wharf". The home and work stations have been reversed and thus the home and work label tests fail and the trajectory pattern is incorrect. Correction of this issue would require further work as suggested within Section 4.
3 Data Visualisation and Clustering
Features Selected For Use
Of the original 11 potential features listed within Section 2.1, five are selected for use for the data visualisation and clustering:
• number of locations visited per journey
• journey frequency
• number of journeys per 'offline rest location'
The remaining features were discounted for various reasons. Total time spent travelling is dependant upon how long the user has been using the service. Since the length of time that the user has been using the service is not relevant to distinguishing between consumer types this feature was discarded. Total distance of travel (direct or the distance along the route actually travelled) was not implemented for technical reasons -it requires detailed knowledge of each route that we do not currently possess. Distance of each journey and distance travelled per unit of time were also not implemented for this reason. The times of day person is travelling has become part of the journey pattern based on the rest location labelling described in Section 2.5 and is thus not included separately. The phone type of the user was not included due to the complexity of constructing a distance measure that could be applied to phone types. Phone types are discussed further in Section 4.
Basic Data Visualisation
A simple approach to identifying clusters in data is through visual inspection. This may be done either via a scatter-plot matrix (where each pair of variables is plotted in their own small chart, and all of the charts are shown within a matrix to enable easy 'visual scanning' by an observer) or via some kind of dimensionality reduction. Scatter-plots have been prepared for each variable against every other variable used in the clustering. Since one property used in the clustering is non-numerical, except when later converted to a numerical distance measure when two items are compared, there are four variables to produce scatter-plots for. The 6 relevant plots are produced and shown within Figure 1 . An examination of the scatter-plots within Figure 1 suggests that the data consists of a single large cluster with some outliers. We can see that in terms of journeys per ORL, the majority of people have a value of less than 75. Some consumers (those with very few ORLs) have a large journey per ORL value indicating that they consistently travel to the same location. The journey frequency has a similar pattern, with the majority of customers travelling less than or equal to twice per day, with a far smaller number of people travelling more than twice per day. Locations per journey is consistently less than 8 with only a few outliers with a greater value than this. We can also see that average journey duration is almost always less than 4,000,000 milliseconds (around 66 minutes), again with some outliers. Two patterns of interest can be seen in the scatter-plots. Firstly, when charting journey frequency against average journey duration we can see that travellers tend to either travel for long periods of time or travel frequently -there are very few travellers that take a moderate value on both variables. Secondly, we can see there tends to be a positive relationship between value of journeys per ORL and journey frequency. This is due to the relationship between the number of days the passenger has been using the service and the number of offline rest locations.
Dimensionality Reduction
Description. Dimensionality reduction approaches reduce the number of dimensions in the data such that the data can be charted for visual inspection. Principal Component Analysis [16] is one approach to dimensionality reduction. PCA performs a kind of 'lossy compresion' on the features of the data set [17] , resulting in a new set of extracted features ordered by their explanatory power. Whilst PCA can produce any number of extracted features less than the original number of feature, more of the variance in the data is explained by the first 2-3 new features [17] . Thus, for example, eight features transformed using PCA will result in fewer than 8 Eigenvectors (new extracted features). Each successive Eigenvector explains progressively less of the variance of the data. The first two or three Eigenvectors thus explain the majority of the variance and can be charted to provide an informative look at the data. Visual inspection can then be used to look for any clusters present.
Application. Here we apply PCA to the 10,000 customers selected for use in the data clustering (see Section 3.4.5). 5 The data was normalised before PCA was applied. PCA was selected over other dimensionality reduction approaches due to its established nature and ubiquity. It should be noted that here PCA is primarily used as a means to obtain a visualisation for the cluster analysis performed in the proceeding section. 
Data Clustering
Distance Measures
Clustering algorithms usually make use of a distance measure for comparing individual items within the data set such that a distance can be worked out between every pair in the data set. This distance measure is then used by the clustering algorithm to group together similar items and assign different items to distinct groups.
Distance measures used in clustering are often simple (such as Euclidean distance [5] or City Block/Manhattan distance [5] ). However, there are also more specialised distance measures available, such as the Levenshtein distance, used to compare strings of characters. 6 
Clustering Algorithm Selection
Selecting a clustering algorithm is a non-trivial task and no precise algorithmic approach to doing so yet exists. For our present dataset, hierarchical clustering algorithms are deemed unsuitable first of all. Hierarchical algorithms require a distance matrix be created that includes the distance between every pair of items in the data set. Since there are 348,304 items in our data set at present, working out this distance matrix would require 121,315,328,112 distance calculations. Furthermore, the resulting dendrogram produced when there are a great many items to cluster is often incomprehensible because the labels of the diagram's leaves are so small or overlap. Whilst alternative visualisation approaches exist [19] , other more appropriate solutions may be preferable.
We also rule out the popular K-means algorithm here for two reasons. Firstly, the K-means algorithm requires that the user specify the number of clusters beforehand [20] . Since we do not know here how many clusters are present in the data set, this is a problem. Furthermore, the Kmeans algorithm can only identify spherical clusters effectively [6] . Non-spherical clusters tend to be partitioned in to multiple clusters instead, producing a poor quality solution. 6 Levenshtein distance was used in an earlier version of the distance measure described below but it is not longer used due to a built-in bias towards short journey patterns.
Consideration of density-based solutions suggest that these algorithms do not have the above issues. One does not have to specify the number of clusters (though some parameters do remain to be specified), an exhaustive distance matrix is not required, and they can cope with many data points. Here we use DBSCAN [10] , described in more detail below. Though the algorithm has some limitations (it has difficulty identifying some clusters when the dataset has clusters of differing density) it provides a good first choice with which to cluster.
DBSCAN
Description. DBSCAN [10] is tried and tested (the original paper has been cited more than 11,000 times on Google Scholar). Furthermore, DBSCAN does not insist that all data items belong to one or other of the clusters. Whilst DBSCAN attempts to add unprocessed points to one of the clusters, if the conditions are not met then the points will be marked as noise instead. This feature improves the overall quality of the clustering.
The DBSCAN algorithm has two parameter settings: 'MinPts' and 'Eps'. Eps is the radius with which to search when searching for the neighbours of a current point [21] . MinPts is the minumum number of points required within Eps distance of the current point (including the current point) for a point to become a member of a cluster (as opposed to becoming an outlier) [10] . For the clustering runs here, MinPts was set to 10 and Eps was set to 0.04.
The algorithm functions as follows. An initial point is selected. The number of points within radius Eps of that point are then counted. If the number of points within radius Eps (including the central point) is greater than or equal to MinPts then those points become a member of a cluster. The process is then repeated with the neighbouring points discovered during this first step (so long as the MinPts test was passed). This is repeated until the 'mining' of the cluster is exhausted. If there are insufficient points within Eps and the object is not part of a cluster as a neighbouring point, it is marked as noise. Once one cluster is exhausted the process re-starts on the next unlabelled point. This is repeated until all points have been labelled.
Implementation. The DBSCAN algorithm is present in a number of clustering and/or machine learning libraries such as Python's scikitlearn [22] , the Java-based Apache Commons Math library [18] and the Smile machine learning framework [21] -also Java-based. The Apache commons library is of limited help here due to the apparent inability to specify one's own distance measure. However, the Smile framework appears suitable for our needs. The algorithm is present, the distance measure can be overridden, and the framework appears to be relatively mature. In order to test the implementation a stand-alone implementation of DBSCAN will also be created to verify that the Smile DB-SCAN algorithm works as intended. 7 
Distance Measure Used
Here we use a distance measure that is the weighted sum of five different components: The values used for the components d 2 to d 5 are scaled to the range 0 to 1 before their differences are calculated. The component d 1 is scaled to the range 0 to 1 after the distance between the consumer patterns is calculated since, due to the 7 The implementation of a stand-alone DBSCAN implementation, combined with testing, revealed that, whilst Smile adheres reasonably closely to the original DBSCAN specification, the MinPts parameter in DB-SCAN does not include the current central point itself. This is contrary to the original DBSCAN specification so the stand-alone implementation was used to produce the results below.
nature of the journey patterns, no numerical representation of an individual consumer pattern is available. The individual components are then summed and weighted. The weight applied to each component is 0.20. The total distance between any two points is thus:
where N = 5 in this instance.
The distance between the consumer patterns is calculated using the previously constructed map that each consumer object holds (see Section 2.6), relating each unique journey pattern that the consumer has with a count of that journey pattern. When the consumer pattern distance is desired, a list of patterns related just to consumer 1 is prepared, as is a list of patterns related just to consumer 2. The remaining patterns are assigned to a list of shared patterns. The total distance is the count of the number of instances of each unique pattern related to just consumer 1 and just consumer 2, added to half the value of the difference between the counts for each pattern shared by the two consumers. (Thus if one pattern is shared and consumer 1 has used this pattern 4 times and consumer 2 has used it 8 times then the distance is increased by 2.) 8 
Sampling and Parameter Settings
At present a subset of the full data is used due to memory constraints. In the last run performed, 10,000 customers were randomly selected and used for the clustering process. The minimum number of locations in a valid trajectory was set to 10. This means that, of the subset of customers with a trajectory of at least 10 locations, 10,000 were selected randomly and used in 8 Caveat: whilst the approach above works significantly better than the earlier attempt at using the Levenshtein distance measure here, the above approach does have a limitation. It does not currently recognise the closeness of two different consumer patterns. Again annotating locations in the journey pattern as (H)home, (W)ork or (U)nknown, one pattern of H,W and one pattern of H,U,W are not considered any closer than one pattern of H,W and one of U,U. A possible future improvement to the distance measure is described within Section 4.4. the clustering process. It should be noted that though 10,000 customers were used, 74,165 trajectories were first discarded due to the filters on trajectory length, time and values.
The parameter settings used for the data clustering run are shown in Table 12 . 9 
Results
Presently a number of runs have been performed with a range of parameter settings for the DB-SCAN algorithm. The results presented here are for the parameter settings MinPts set to 10 and Eps set to 0.04. It has been found that, despite much adjustment of the parameter settings, a single large cluster is produced, with some peripheral outliers and noise. See Figure 2 for details. The scatter-plots for the four numerical variables shown in Figure 1 also support this conclusion. 9 The EARLIEST_VALID_TIMESTAMP is specified as the start of the year 2000 in Unix Time -milliseconds since 1970-01-01 00:00.
Future Work
Integration of CCTool
CCTool [23] is a software tool designed to identify the most suitable intervention points within complex systems. The input for the tool consists of a network model constructed through participation with stakeholder groups. The output consists of sets of proposed 'lever points' for the modelled system.
The network model is constructed of nodes and links, with associated information attached to both the nodes and links. Each node (graph vertex) is associated with an indicator of intervention difficulty at that node. Each directed link (graph edge) is associated with an indicator of the strength of the relationship between the node that the directed link originates from and the node that the directed link is connected to.
The network model, constructed within the tool 10 , is analysed to provide a list of all the 'minimum control configurations' available [23] .
(Each minimum control configuration consists of a number of nodes that, when used together, are able to move the system from any one state to any other state within a finite amount of time.)
It is possible that, as part of the future work on the OJPA project, this tool could be adapted for use within the "Recommendation Rule Engine".
Learning Classifier Systems
It is possible that Learning Classifier Systems (a machine learning approach involving genetic algorithms) [24] could be used as part of the Recommendation Engine. The rule structure of a Learning Classifier System is well suited to store the relationship between particular customer preferences (and current environmental factors) and associated suggestions provided to the user. In particular, I suggest an integervalued [25] or real-valued [26] XCS implementation.
XCS rules are in a condition:action format. An example rule might look as follows: [4, 5] In this simple rule we have five properties and one action (42). If match conditions on the properties are met then the action is triggered. For the above rule to trigger, the value of property one would have to be a 4 or 5, the value of property two would have to be a 1 or 2, the value of property 3 would have to be in the range 3 to 5, the value of the fourth property would have to be a 5 and the value of the fifth property would have to be a 4 or 5. An example of using such a rule would be as follows. Property one could be speed preference, property two could be cost preference, property three could be comfort and productivity, property four could be bad weather preference and property five could be the current state of the weather. 42 could be 'suggest individual taxi booking'.
An example of a rule match is now provided. 'James' has a strong preference for getting where he wants to go quickly so rates speed as 5 via the chat bot. He rates cost as a 2. He rates comfort and productivity as a 4. He rates 'bad weather avoidance' at 5 (he wears expensive suits that he does not want to get wet). When James is travelling, the current weather is a 4 -quite heavy rain. The OJPA mobile app uses a weather API to obtain the '4' for weather, combines this with James' input preferences (5, 2, 4, 5) and the OJPA app calls the recommendation engine (located on a server) via a REST call. The input string 52454 is fed in. This matches with the rule [4, 5] The above presents a small example of the use of a single rule. Learning Classifier Systems hold many such rules and constantly evolve new ones, whilst removing old unsuccessful rules and retaining old but successful rules [24] . (The relevance of suggestions provided to users via the OJPA application can be used as feedback to the LCS to assist in the LCS learning and evolving better rules.) In this way, a Learning Classifier System would be able to hold all of the knowledge required to provide customised suggestions to customers in a context-specific manner.
Possible Clustering Improvements
There are several possible improvements and future work ideas that can be pursued. The 80-minute-gap rule for breaking up the trajectory in to journeys is somewhat arbitrary. Some journeys may take more than 80 minutes and be split in to two or more separate journeys erroneously. For this reason it is possible that we should consider actual travel time between points when working out where to break up a trajectory. The splits could then be made where the time between the points is greater than the estimated journey time plus some margin of error (say 30 minutes). Estimated journey time plus 30 minutes is likely to be far more accurate than a fixed 80 minutes. To take action on this we would either have to acquire or build a weighted graph of the railway network where the weights signify journey times between locations. One alternative distance measure for journey patterns suggests itself from the traditional clustering literature. One measure of distance between two clusters is average linkage [5] . This is the average distance between all points in cluster A and all points in cluster B. For example, where there are 3 points in cluster A and 2 in cluster B, the distance is d(c A , c B ) = (d 1,1 +d 1,2 +d 2,1 +d 2,2 +d 3,1 +d 3 ,2 )/6 [5] . This distance measure could be adapted for use measuring the distance between two trajectories. The trajectories could be split in to journeys and then the distance measure could be applied to measure the distance between the two sets of journeys (using LCSS to measure the distance between any two given journeys). This could potentially be superior to pure LCSS, because it incorporates distinct journeys and takes journey frequency in to consideration, though it has the probable down side of requiring greater effort to compute.
A database of phones could be constructed and then used to construct a dissimilarity measure for the phone details such that we can get an understanding of how close or distant any two customers are in terms of the mobile phones they use. This distance measure could then be used as part of the overall distance measure, possibly leading to greater differentiation between customers.
It would also be possible to improve the code that labels work and home by altering the requirement that work and home be offline rest locations. It is possible that the wireless data is such that no ORLs are identified. Under these circumstances work and home remain unlabelled. There is also the unlikely, but potentially problematic case, of a number of locations being labelled as ORLs without work and home being labelled as ORLs. In this situation it is possible that the wrong ORLs are labelled as work and home. To fix this it could be possible to change the way that work and home are labelled to consider locations not annotated as an ORL.
Route Prediction and Train Identification
In the context of the OJPA project it will be useful to predict the route of each customer in order to forecast the ultimate destination and intermediate waypoints in the customer's journeys. These predictions will be required in order to inform customers of cancelled trains or suggest onward journey options without requesting that the user input their destination for every journey. In this context it is useful to identify routes that are geographically similar (i.e. trajectory clustering rather than semantic trajectory clustering).
A simple approach to identifying geographically similar trajectories involves applying a Longest Common Substring algorithm [27] to each pair of journey patterns. This report's supplemental paper [15, Section 3] contains a target trajectory, with 5 similar trajectories (identified using a longest common substring algorithmi.e. those deemed most similar to the target trajectory are those that share the longest common sequence of locations). However, whilst the final two trajectories share many locations with the target trajectory the majority of journeys are different. Nevertheless, the 5 similar trajectories found indicate that even a naive approach such as LCS can obtain similar journeys (for route prediction purposes).
Further work in this area would involve finding a better similarity measure in combination with a trajectory clustering approach. Such approaches are, when used appropriately, able to provide predictions on the destination and route that a person is intending to take [7] .
