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N D
Philipp [12, 13] proved the bounded law of the iterated logarithm 1/(4 √ 2) < Σ * {n k x} ≤ Σ{n k x} ≤ C(q) < ∞, a.e.
for {n k } satisfying Hadamard's gap condition n k+1 /n k > q > 1.
Recently it became possible to compute the exact values of Σ * {n k x} and Σ{n k x}.
Actually the following results were proved in [6, 8] .
For all real numbers θ > 1, there exists a constant Σ θ such that
We have Σ θ = 1/2 if and only if θ satisfies the condition θ r / ∈ Q for all r ∈ N.
Otherwise express θ in the following way:
p/q where r = min{n ∈ N | θ n ∈ Q}, p, q ∈ N, and gcd(p, q) = 1.
In this case Σ θ does not depend on r. It is evaluated in the following cases: Denote by N the set of all strictly increasing sequences of natural numbers.
Theorem 1 For any θ > 1 and {m(k)} ∈ N , there exists a constant
We have˘Σ
By applying the same idea used in [7] , we can prove the following corollary.
Corollary 1 For any
Actually, we can prove a stronger result that the set of all possible values of Σ{θ π(k) x} for permutations π of N coincides with [ 1/2, Σ θ ]. We will visit this topic in a separate paper. As to the comprehensive studies on effects of permutation on limit theorems for lacunary series, we refer the readers to the survey [2] by AistleitnerBerkes-Tichy. 
Preliminary
Lemma 1 Let a, b, c ∈ [ 0, 1). For any natural numbers P and Q,
If gcd(P, Q) = 1,
If gcd(P P , QQ ) = 1,
Proof Let us prove (6) . We trivially have P a ≤ P a. By putting a = 1 − b, we have
and (8) are proved in [6] . By (6), we have V ( P P c , QQ c ) ≤ P Q V ( P c , Qc ). By noting (7), we have (9) .
For a function f of bounded variation with period 1 satisfying
For a bounded measurable function g, we define the mean value
if the limit on the right hand side exists. For a trigonometric polynomial g with period 1 satisfying 
where p is that in (4) if θ is given by (4), and p = 1 if θ satisfies (3). Here we added the term 1 pd+1 cos 2π(pd + 1)x additionally to have the lower bound (11) for the variance of summation. It makes easier to apply the martingale approximation machinery.
Lemma 2 We have
where C θ is a constant depending only on θ.
Proof Let f be a trigonometric polynomial with period 1 satisfying
Assume that θ is given by (4), and put
By noting
Denote the right hand side of (13) by Υ (f ). We clearly have Υ ( e 1 a,b;d ) ≥ 0. To prove (10), (11) and (12), it is sufficient to prove
Υ (
5 First let us prove (14) .
is clear from (7) and (8) . Let s ≥ s.
Hence by applying (9), we have
where c = b − a. Therefore we have
By noting (7) we have
, which implies the conclusion. By
for A ≥ 1 and
Therefore we have (16).
To prove (17), put
We have
When θ satisfies (3), by noting
, and σ( e 1 0,1/2 , θ) = 1/2, we have (10), (11) , and (12).
Lemma 3 If
Proof By changing variable y = λx, the integral equals to
which completes the proof.
Lemma 4 Let g be a trigonometric polynomial with period 1 and degree d satisfying
There exists a constant C θ depending only on θ such that, for a sequence {λ k } of real numbers satisfying Hadamard's gap condition λ k+1 /λ k ≥ θ > 1 and λ 1 ≥ 1,
Proof Applying the triangle inequality for L 4 -norm, we see that the left hand side is bounded by`P |ν|≤d |b g(ν)|´4
Hence by applying the following inequality (Lemma 1 (1) of [5] ), we have the conclusion: 
Lemma 5 Let
It is sufficient to prove 
Let us define functions β(t), β (t), and l(t) by putting β(M
) = β M , β (M ) = β M ,
(t) < β(t) < c 2 l(t), d 1 l(t) < β (t) < d 2 l(t), and β(t) < β (t) + γl(t)
M ), by applying (22), we have
and hence
, in the same way we have
Put β (t) = β (t) + γl(t) and denote the inverse functions of β(t) and β (t) by β −1 (s) and
By applying (23) for
Law of the iterated logarithm
In this section we prove (5) and
We follow the method of martingale approximation given in [1] , which originated with Berkes [3] and Philipp [11] . Let us divide N into consecutive blocks
Put µ(i) = [ log 2 i 4 n i + ] + 1 and
Then {Y i , F i } forms a martingale difference sequence. Here let us prove
and (24) is proved.
Then we have (25) and (26).
Put C = min{ log θ ν − log θ ν * | ν, ν = 1, . . . , pd + 1, log θ ν − log θ ν / ∈ Z} ∈ (0, 1) where
If νν > 0, then it is trivial. Assume ν > 0 an ν < 0 and put 
Hence we have
where
Denote l M = M (M + 1)/2. By (10), (11) and ( 
Now we use the following theorem by Monrad-Philipp [10] which is a version of the theorem by Strassen [14] .
Theorem 2 Let {Y i , F i } be a real-valued square-integrable martingale difference sequence. Let ψ be a nondecreasing function with ψ(x) → ∞ as x → ∞ and such that ψ(x)(log x)
α /x is non-increasing for some α > 50. Suppose that 
(t → ∞).
To have an independent uniformly distributed variable, we make a product space with another unit interval equipped with the Lebesgue measure. By Lemma 4 and by (26), we have EY 
