Abstract-This paper presents a Poisson multi-Bernoulli (PMB) filter for multiple extended targets estimation. The extended target PMB filter is based on the Poisson multi-Bernoulli mixture (PMBM) conjugate prior for multiple extended target filtering and approximates the multi-Bernoulli (MB) mixture in the posterior as a single MB. Because both the prediction and the update preserve the PMB form of the density, the proposed PMB filter is computationally cheaper than the PMBM filter while maintaining good filtering performance. Different methods for merging the MB mixture are presented, along with their gamma Gaussian inverse Wishart implementations. The performance of the extended target PMB filter is compared to the extended target PMBM and labelled MB filter in a thorough simulation study.
I. INTRODUCTION
Multi-target tracking (MTT) denotes the process of estimating the set of target trajectories based on a sequence of noisecorrupted measurements, including missed detections and false alarms [1] . Conventional MTT algorithms are usually tailored to the "point target" assumption: each target is modeled as a point without spatial extent, and each target gives rise to at most one measurement per time scan. However, modern high-resolution radar and lidar sensors make the point target assumption unrealistic, because with such sensors it is common that a target gives rise to multiple measurements per time scan. The tracking of such a target leads to the extended target tracking problem, where the objective is to recursively determine the extent and kinematic states of the targets over time. A detailed overview of extended target tracking literature is given in [2] .
Random Finite Sets (RFS) [3] is a popular and widely used framework that facilitates an elegant Bayesian formulation of the MTT problem. In the early stage, RFS-based MTT approaches were developed based on moment approximations of posterior multi-target densities, including the Probability Hypothesis Density (PHD) filter [4] - [7] and the Cardinalised PHD (CPHD) filter [8] - [10] . In recent years, a significant trend in RFS-based MTT is the development of so-called conjugate multi-target distributions, meaning that the posterior multitarget distribution has the same functional form as the prior [11] .
Two types of multi-target filtering conjugate priors can be found in the literature: the δ-Generalized Labelled MultiBernoulli (δ-GLMB) [11] , [12] and the Poisson MultiBernoulli Mixture (PMBM) [13] , [14] . The similarities and differences between representing the multi-target state density in the PMBM form and the δ-GLMB form are discussed in [15] . In the δ-GLMB conjugate prior, unique labels are augmented to individual target states facilitating the forming of target trajectories [11] . In the PMBM conjugate prior, the set of targets is separated into two disjoint and independent subsets: targets that have been previously detected, and targets that exist but have never been detected [13] . The ability to form target trajectories in the PMBM filter can be achieved by performing MTT using sets of trajectories [16] . For instance, a point target PMBM tracker has been recently proposed in [17] . In this paper, we focus on developing methods, based on the PMBM conjugate prior, to estimate the current set of extended target states. The integration of the set of trajectories formulation and the PMBM conjugate prior for extended target filtering is a topic for future work.
Data association is an inherent problem of MTT. The problem of data association is even more challenging in multiple extended target tracking, than it is in multiple point target tracking, since each target can generate multiple measurements per time scan. The PHD and the CPHD filters avoid explicit enumeration of all possible data associations by moment approximation 1 ; however, comparisons have shown that PHD and CPHD filters have worse estimation performance, compared to filters based on MTT conjugate priors, see performance comparison [15] , [18] , [19] on point target filtering and [12] , [20] on extended target filtering. Filters based on MTT conjugate priors can provide more accurate approximations to the exact posterior distributions; however, due to the unknown number of data associations, the number of multi-Bernoulli (MB) components in the posterior density of the δ-GLMB and the PMBM filters grow rapidly as more data is observed. Different approximation methods can be used to keep the number of MBs at a tractable level, see [15] , [18] for point target filtering, and [12] , [14] , [20] for extended target filtering. The main advantage of using conjugate prior in MTT, instead of moment approximations, is that the posterior distribution can be approximated arbitrarily well as long as sufficient parameters are used.
The computational cost of the PMBM and δ-GLMB filters can be greatly reduced by approximating the MB mixture (MBM) in the posterior as a single MB. For instance, the labelled MB (LMB) filter is an efficient approximation of the δ-GLMB filter, proposed in [19] for point target and in [12] for extended target. Similarly, approximating the PMBM posterior as a single MB leads to the so-called Poisson MB (PMB) filter. Different variants of the PMB filter have been developed for point target filtering [13] , [21] , among which the one using the variational MB algorithm [21] provides the most accurate target state estimation. The variational MB algorithm aims at finding the best-fitting MB distribution that minimizes the KullbackLeibler (KL) divergence from the MBM in the true posterior. The KL divergence is a natural choice for measuring the distortion between two distributions; it also motivates the derivations of the PHD and CPHD filters [22] .
A performance evaluation of filters based on different MB conjugate priors for point target estimation, given in [23] , has shown that the PMB filter has very promising performance regarding estimation error and computational time. It is therefore of interest to develop a PMB filter for extended targets. An obvious idea is to apply those merging techniques developed for the point target PMB filter [13] , [21] directly to the extended target PMBM filter, thereby obtaining an extended target PMB filter. However, due to the differences between point target tracking and extended target tracking, a direct application is generally not possible.
In this paper, we discuss the problems associated with applying the ideas from [13] , [21] directly in an extended target tracking context. We then propose several different solutions to these problems, specifically different merging techniques. This yields several variants of the extended target PMB filter, one for each merging technique.
The contributions can be summarized as follows: 1) In Section IV-D, we analyze MBM merging in extended target tracking, identify three considerable challenges that have to be solved, and illustrate them in an example. 2) In Section V, we present the track-oriented PMB (TO-PMB) filter, which is an adaptation of the track-oriented marginal MeMBer-Poisson (TOMB/P) filter [13] for point targets. We also analyze the drawback of this trackoriented merging approach, and highlight the challenges in forming new tracks in the extended target PMB filter. 3) In Section VI, we present a variational MB filter that considers the forming of pre-existing and new tracks separately. We apply the variational MB algorithm [21] to form pre-existing tracks, and we use related ideas to propose a greedy method to form new tracks. Two different implementations of the variational MB algorithm are studied, one follows the method proposed in [21] , and the other is inspired by the set joint probabilistic data association (SJPDA) filter [24] . 4) In Section VII, we present implementations of the PMB filters for a common extended target model. 5) In Section VIII, different variants of the extended target PMB filter are compared to the extended target PMBM filter, and to the extended target LMB filter, in a thorough simulation study.
The remainder of the paper is organized as follows. In Section II, we give some background on Bayesian multi-target filtering, RFS modeling and the PMBM conjugate prior. In Section III, we present the problem formulation. In Section IV, we present the extended target PMB filter. Nomenclature is presented in Table I.   TABLE I  NOMENCLATURE • x: single target states; X: multi-target states; z: single measurement; Z, C: set of measurements.
• Blackboard bold letters, e.g., I, J, are used to represent set of indices.
• Calligraphic letters, e.g., A, F , are used to represent spaces.
• | · |: set cardinality.
• det(X): determinant of matrix X.
• Tr(X): trace of matrix X.
• δ Y (X): a generalized Kroneker delta function that takes arbitrary arguments such as sets, vectors, etc., by
• 1 Y (X): a generalized indicator function, by
• One-to-one mapping function θ :
• ⊎: disjoint set union, i.e.,
dx: Kullback-Leibler divergence between probability distributions p and q.
• Γ d (·): multivariate gamma function.
• ϕ 0 (·): digamma function.
• Im: identity matrix of size m × m.
• GAM(γ; a, b): probability density function of gamma distribution defined on γ > 0 with shape a and rate b. 
II. BACKGROUND
In this section, we first give introductions to Bayesian filtering and RFS modeling. Then we present the PMBM conjugate prior for multiple extended target filtering.
A. Bayesian multi-target filtering
In RFS-based MTT methods, target states and measurements are represented in the form of finite sets. Let x k denote the single target state at discrete time step k, and let X k denote the target set. In extended target tracking, the target state models both the kinematic properties, and the extent, of the target. The target set cardinality |X k | is a time-varying discrete random variable, and each target state x k ∈ X k is also a random variable. The set of measurements obtained at time step k is denoted as Z k , including clutter and targetgenerated measurements. The sequence of all the measurement sets received so far up to time step k is denoted as Z k . The objective of multi-target filtering is to recursively compute the posterior distribution of the set of targets. Let
denote the multi-target set density, the multi-target transition density and the multi-target measurement likelihood, respectively. The multi-target Bayes filter propagates in time the multi-target set density f k−1|k−1 (X k−1 |Z k−1 ) using the ChapmanKolmogorov prediction
and the Bayes update
where the set integral, f (X)δX, is defined in [3, Section 3.3] .
B. Random set modeling
Two basic forms of RFS are the Poisson point process (PPP) and the Bernoulli process. A PPP is an RFS whose cardinality is Poisson distributed, and for any finite cardinality, each element in the set is independent and identically distributed (i.i.d.). The PPP intensity D(x) = µf (x) is determined by the scalar Poisson rate µ and the spatial distribution f (x). The PPP density is given by
A Bernoulli process with probability of existence r and existence-conditioned probability density function (PDF) f (x) has RFS density
where the cardinality |X| is Bernoulli distributed with parameter r ∈ [0, 1]. The Bernoulli process offers a convenient way to capture both the uncertainty regarding target existence and state. Multiple independent targets can be represented as a multiBernoulli RFS X, which is a disjoint union of independent Bernoulli RFSs X i , i.e., X = ⊎ i∈I X i , where I is an index set. The RFS density of an MB process can be represented as [14] f (X) =
The multi-Bernoulli RFS density can be defined entirely by the parameters {r i , f i (·)} i∈I of the involved Bernoulli RFSs. A normalized, weighted sum of MB densities is called MBM. In MTT, the MBs typically correspond to the different data association sequences. An MBM can be defined entirely by the parameters
where J is an index set for the MBs in the MBM; I j is the index set of Bernoullis in the jth MB; r j,i and f j,i (·) are the existence probability and existence-conditioned PDF of the ith Bernoulli process in the jth MB; W j is the normalized weight of the jth MB.
C. PMBM conjugate prior
The PMBM conjugate prior was developed in [13] , [15] for multiple point target filtering, and in [14] , [20] for multiple extended target filtering. In the PMBM model, the target set is a union of two disjoint sets: the undetected targets X u and the detected targets X d , i.e., X = X u ⊎ X d . The distribution of targets that are undetected X u is described by a PPP, while the distribution of targets that have been detected at least once X d is described by an MBM, independent of X u . The PMBM set density can be expressed as
and it can be defined entirely by the parameters,
Because the PMBM density is a MTT conjugate prior, performing prediction (1) and update (2) means that we compute the predicted and updated, respectively, PMBM density parameters.
In the PMBM filter, each MB corresponds to a unique global hypothesis for the detected targets, i.e., a particular history of data associations for all measurements. Global hypotheses are made up of single target hypotheses, each of which can incorporate a distribution of one of the different data association events, via a Bernoulli process [13] . The same single target hypothesis can be used in many global hypotheses. A track is defined as a collection of single target hypotheses corresponding to the same potential target 2 [13] . Given a predicted PMBM density in the update (2), for each predicted global hypothesis, there are multiple possible data associations, each of which will result in an MB in the updated MBM.
III. PROBLEM FORMULATION
In the PMBM filter, without approximation, the number of MBs grows exponentially over time [14] , [15] . In this work, we aim at developing an extended target filter that propagates a PMB density over time, i.e., a special case of the PMBM density (7) that has an MBM with a single MB. By only having a single MB describing detected targets, the number of parameters needed to be calculated in the prediction and update steps is reduced; as a result, the computational cost of the filter can be greatly decreased.
If the posterior f k−1|k−1 (·|·) is a PMB density, then the predicted density f k|k−1 (·|·), resulting from (1), is also PMB [13] . However, with a PMB prior f k|k−1 (·|·), the Bayes update (2) results in a PMBM posterior f k|k (·|·). The problem considered in this paper is how to approximate the true PMBM posterior f k|k (·|·) with a PMB densityf k|k (·|·) to obtain a recursive PMB filter. The PMB set density consists of a disjoint union of a PPPf
In the approximation, our goal is to obtain a PMB that can retain as much information from the PMBM as possible. A natural choice for solving this problem is to minimize the KL divergence between the PMBM and the approximated PMB, i.e., arg min
wheref k|k (X k ) is restricted to a PMB. Because analytically minimizing the KL divergence (10) is intractable, we have to instead use approximations to obtain an efficient algorithm. Note that the PPP describing the set of undetected targets does not have to be approximated [13] , and that Bernoullis can be approximated as being Poisson [25] . Thus, it is sufficient to consider approximating the MBM describing the set of detected targets as a PMB. The problem of approximating the MBM as a PMB is solved in two steps. First, we consider methods for approximating the MBM as a single MB. Second, we utilize the recycling method, proposed in [25] , to further approximate the approximated MB as a PMB. Nonetheless, analytically finding the MB density
is still difficult. Different approaches to efficiently approximate the MBM as a single MB has been well studied for point target filtering, see [13] , [21] . In this work, we focus on adapting some of these approaches to extended targets in order to design an extended target PMB filter. One such approach is to use a method similar to the track-oriented marginal MeMBerPoisson (TOMB/P) filter, proposed in [13] . Another approach is to use the variational method of [21] to search for the MB parameters that gives the smallest possible KL divergence (11) . In this paper, we explore both alternatives.
IV. EXTENDED TARGET PMB FILTER
In this paper, we seek to approximate the PMBM posterior by a PMB density for extended target filtering after the update step. In the following, we first outline the target transition model, the extended target measurement model and the data association model used in this work. Based on these standard modeling assumptions, we then present the extended target PMB recursion, which includes prediction, update, MB approximation and recycling.
A. Modeling 1) Target transition model:
In this work, we focus on the update, hence the transition model is only briefly discussed. We assume that targets arrive according to a PPP, independently of any pre-existing targets. At each time step, a single target survives with a probability of survival p S (x k ). The targets depart according to an i.i.d. Markov processes with probability 1 − p S (x k ). The target state at next time step only depends on its current state. Targets evolve independently according to an i.i.d. Markov process with transition density f k+1,k (x k+1 |x k ).
2) Extended multi-target observation model: In extended target tracking, we need a model that describes the number and the spatial distribution of generated measurements for each target. A common model is the inhomogeneous PPP [26] .
The set of measurements Z k is a union of a set of clutter measurements and sets of target-generated measurements. The clutter is modeled as a PPP with Poisson rate λ and spatial distribution c(z), and the clutter PPP intensity is κ(z) = λc(z). The clutter measurements are independent of targets and any target-generated measurements. Each extended target may give rise to multiple measurements with a state dependent detection probability p D (x k ). If the extended target is detected, the target-generated measurements are modeled as a PPP with Poisson rate γ(x k ) and spatial distribution φ(·|x k ), independent of any other targets and their corresponding generated measurements.
The extended target measurement likelihood for a nonempty set of measurements Z is the product of the target detection probability and the PPP density of target-generated measurements [14] 
For an extended target state x k , the effective detection probability is the product of target detection probability and the probability that target generates at least one measurement 1 − e −γ(x k ) . Then the effective probability of missed detection can be calculated as
The measurement likelihood for an empty measurement set, ℓ ∅ (x k ), is also described by (13).
3) Data association:
The data association problem in the extended PMBM filter is covered in [14] , [20] . For convenience, in what follows we omit explicit references to the time index k. Let the predicted multi-target density be a PMB density with parameters
Further, let M be the set of indices of current measurement set Z, i.e., Z = {z m } m∈M , and let A be the space of all current data associations A given the predicted hypothesis 3 . A data association A ∈ A is an assignment of each measurement in Z to a source, either to the background (clutter or new target) or to one of the existing targets indexed by I.
Formally, an extended target data association A ∈ A consists of a partition of M ⊎ I into non-empty disjoint subsets called index cells, denoted C ∈ A [14] . An index cell can contain at most one target index. If the index cell C contains a target index, then let i C denote the corresponding target index. Further, let C C denote the measurement cell that corresponds to the index cell C, i.e., the set of measurements C C = ∪ m∈C z m . The weight of the global hypothesis, that resulted from the predicted global hypothesis with association A ∈ A, is [14] 
where L A is the likelihood of association A ∈ A. For any data association A ∈ A, the likelihood L A can be expressed as [14] 
The three products in (16a) correspond to:
• cells that are associated to the background, i.e., either clutter or previously undetected targets, • cells that are associated to previously detected targets, • previously detected targets that are miss-detected. A complexity analysis of the extended target data association problem given in [14] shows that it is intractable to enumerate all the possible associations; thus approximations are needed for computational tractability. The prevailing approach to solving the data association problem is to truncate associations with negligible probability, i.e., associations A for which weight W A (15) that is approximately zero. Previous work on extended target PMBMs, see, e.g., [14] , [20] , has dealt with the data association problem by first using combinations of different clustering algorithms to compute a set of partitions [6] , [7] , and then for each partitioning, Murty's algorithm [28] is used to find the M best cell-to-track assignments. In the recently presented work [27] , a sampling based method called stochastic optimization (SO) is proposed, which directly maximizes the multi-target likelihood function and solves the data association problem in a single step. It has been demonstrated in [27] that the SO method has improved performance in comparison to the two-step method which involves clustering and assignment. In this work, we follow the same methods used in [14, Section V-B1] to solve the extended target data association problem.
B. Prediction
Given a posterior PMB density with parameters
and the standard transition model, the predicted density is a PMB density with parameters [13]
where
and D b (·) denotes the PPP birth intensity.
C. Update
Given a PMB prior with parameters (18), a set of measurements Z, and the standard measurement model, the updated density is a PMBM, with parameters
where the updated PPP intensity is
and the updated MBs resulting from the data associations are indexed by j ∈ J. The index set of Bernoullis in the predicted MB is a subset of the index set of Bernoullis in each updated MB, i.e., I ⊆ I j ∀ j ∈ J. In the MBM, Bernoullis with index i ∈ I ∩ I j correspond to tracks continuing from previous time steps, i.e., pre-existing tracks; and Bernoullis with index i ∈ I j \ I correspond to new tracks. For pre-existing tracks, a hypothesis can be included as a missed detection, or as an update using a measurement cell C C . For missed detection hypotheses, the Bernoulli densities have parameters (i ∈ I ∩ I j )
For hypotheses updating pre-existing tracks, the Bernoulli densities have parameters (i ∈ I ∩ I j )
For new tracks with corresponding measurement cell associated to the background, the updated densities are Bernoulli densities with parameters (i ∈ I j \ I, C ∩ I = ∅)
After updating, the number of Bernoullis representing previously detected targets in each MB remains unchanged, while the number of Bernoullis representing new potentially detected targets becomes |I j \ I| in the jth MB.
D. MB approximation and its challenges
Each component in the MBM,
represents a hypothesis of a collection of possible independent potential targets, and a relative likelihood of this hypothesis. Each potential target hypothesized to exist is described by an existence probability, and an existence-conditioned PDF, with parameters {r
In the MB approximation, the goal is to represent a collection of possible independent targets with a single MB, by exploiting the information contained in all the uncertain hypotheses. More specifically, we would like to obtain the MB g(X) with parameters
that best matches the MBM f (X) with parameters (26) using some merging techniques. There are three major challenges related to this MB approximation. The first challenge is to determine the number of Bernoullis |Î| in the approximated MB, since different MB f j (X) may not all contain the same number of Bernoullis |I j |. Given |M| measurements, there are 2 |M| − 1 possible ways in which we can form a subset of measurements. Each such subset can, in an association, be associated to a new potentially detected target; as a result, different global hypotheses may contain a different number of new tracks. Therefore, determining how many new tracks should be formed in the extended target PMB filter is a challenge.
In this work, we choose to approximate the MBM as a single MB by merging. Then, the second challenge is to determine, for each ι ∈Î, which Bernoullis f j,i (X) should be used to formr ι and g ι (x). Each MB is invariant to any ordering of its Bernoullis, so determining how to select Bernoullis to merge across different MBs is a challenge 4 . The third challenge is to determine how to merge the selected Bernoullis into a single Bernoulli. Compared to the first two challenges, the third challenge is relatively less difficult, e.g., given a Bernoulli mixture, one can take the weighted sum of different parameters. In extended target tracking, the merging of different target state densities is typically addressed by analytically minimizing the KL divergence [29] , [30] . In Section VII, we will discuss some implementation details regarding the merging of different Bernoullis under a common extended target model, called gamma Gaussian inverse Wishart (GGIW) [10] , [29] .
We illustrate these three major challenges with the following example. Fig. 1 
Example 1. Consider a two-dimensional scenario shown in

E. Recycling
For the approximated MB g(X) with parameters (27) , the recycling method of [25] can be applied to Bernoullis with low existence probabilityr ι . The recycled components are approximated as being Poisson and are incorporated into the PPP representing undetected targets for generating possible new targets in subsequent steps.
After recycling, the total PPP intensity of the set of undetected targets can be expressed aŝ
where τ is a threshold, and a typical choice is τ = 0.1. The benefits of recycling in the point target PMBM and PMB filters have been discussed in [23] , [25] . In this work, we utilize MB approximation methods and recycling to approximate the PMBM posterior density as a PMB.
V. TRACK-ORIENTED PMB FILTER
In this section, we seek to develop a well performing extended target PMB filter, called TO-PMB, by adapting the merging technique used in the point target TOMB/P filter [13] to extended targets. Following a similar track-oriented merging approach [13] , in the TO-PMB filter, single target hypotheses updating different tracks are assumed to be independent, and hypotheses comprising the same track are merged into a single Bernoulli across different global hypotheses. In the following, we discuss the extended target TO-PMB filter, its similarities and differences to the extended target LMB filter, and the drawbacks of this track-oriented merging approach. 
A. Track formation
Let us discuss the formations of new tracks and pre-existing tracks separately. For pre-existing tracks (ι ∈Î ∩ I), the approximated Bernoulli g ι (X ι ) is formed by merging all Bernoullis that correspond to the same track in different global hypotheses:
where f j,i (X i ) has existence probability and existenceconditioned PDF in the form of (22) 
where θ defines the mapping:Î \ I → j∈J C j .
B. Similarities and differences to the LMB filter
For filters based on a labelled MB conjugate prior, namely, the δ-GLMB filter and its approximation the LMB filter, labels are augmented to target states to maintain tracks. It has been shown in [15] that the δ-GLMB density is analogous to a type of MBM on a labelled state space, and that labels are not required for the conjugacy property of the MBM. In the LMB approximation, Bernoullis with the same label are merged across different MBs [19] , while in the TO-PMB filter, Bernoullis updating the same track are merged.
The main difference between the proposed TO-PMB filter and the extended target LMB filter lies in the formation of new tracks, which results from the different birth models used in these two filters; in the latter, the number of new tracks is determined by the number of Bernoulli components in the labelled MB birth density. Also, it should be noted that, for the extended target LMB filter, the conversion from LMB density to GLMB density is needed before performing the update step, whereas in the extended target PMB filter, there is no need to perform such type of conversion since the PMB density is, indeed, a special case of PMBM with a single MB component.
C. Drawbacks of track-oriented merging
The track-oriented merging approach is simple to implement; nevertheless, it has several drawbacks. In the LMB filter and the TO-PMB filter, tracks are approximated as independent. This assumption holds well for the case that targets are well separated. However, the dependency between targets becomes inescapable when targets are closely spaced. Both the LMB filter and the TO-PMB filter suffer from performance degradation when coalescence happens, see [23] and [13] respectively, for their performance evaluation on point target filtering.
In addition to the above drawback, the track-oriented merging approach is particularly unfit for the extended target PMB filter, in which new tracks created by different measurement cells are approximated as independent. If some of the measurement cells have shared measurements, which is the typical case, the new tracks can be highly dependent since they never co-exist in the same data association hypothesis, and approximating such tracks as independent may yield large errors. Also, creating as many new tracks as there are measurement cells often yields intractably many Bernoullis (tracks) with low existence probabilities. In Section VI, we will investigate merging techniques that are more accurate and yield fewer tracks, thus simultaneously mitigating all of these weaknesses.
VI. VARIATIONAL MULTI-BERNOULLI FILTER
As discussed in Section V, approximating the MBM using the track-oriented merging approach is likely to yield large estimation errors. The key issue of this problem lies in approximating (highly) dependent new tracks as independent. This gives rise to the need to develop a more appropriate method for approximating new tracks. In this section, we divide the MB approximation into two separate parts: one for the formation of new tracks and the other for the formation of pre-existing tracks. The premise of this implementation is that the preexisting tracks and new tracks are assumed to be independent. Although there are situations where this approximation is less accurate, it is essential for our approach to obtain a tractable solution. The following theorem shows that breaking down the KL minimization problem of (11) into two separate KL minimization subproblems yields intuitive outcomes.
Theorem 1. Suppose that we have a mixture density, where each mixture component consists of two independent multitarget densities,
Also, suppose we wish to find an approximate density,
that minimizes the KL divergence arg min
The objective in (33) has an upper bound that, when minimizing over g 1 (·) and g 2 (·), allows for the KL divergence minimization (33) to be broken down into two separate KL divergence minimization problems:
arg min
The proof of the theorem is given in Appendix B. Our goal is to approximate, in the minimum KL divergence sense, the posterior MBM with an MB that has two parts, corresponding to pre-existing and new tracks, respectively. By applying Theorem 1, this problem can be approximately solved by minimizing the KL divergences between the marginal density of the pre-existing/new tracks and its approximate MB density. Analytically minimizing such KL divergences is, however, still intractable; thus, we instead look for approximate solutions. For approximating the pre-existing tracks ι ∈Î ∩ I, we employ the variational merging technique in [21] , which can yield more accurate merging results than the track-oriented merging approach, especially in scenario with coalescence. Two variants of the variational MB algorithm are studied. We first review the variational MB algorithm implemented in [21] . Then we study an alternative implementation of this algorithm that is inspired by the SJPDA filter [24] . For approximating the new tracks ι ∈Î \ I, we propose a greedy method to merge similar Bernoullis (tracks), in the sense of minimizing the KL divergence.
A. Pre-existing track formation
Because the number of pre-existing tracks remains the same after updating, the variational MB algorithm, proposed in [21] for point target filtering 5 , can be applied to the pre-existing track approximation in the extended target PMB filter.
In the variational MB algorithm, the goal is to obtain an approximate MB g(X) that minimizes the KL divergence:
where f (X) is an MBM describing the pre-existing tracks, with parameters
An approximate solution of (35) is based on minimizing the upper bound of the true objective, following a similar process to expectation-maximization (EM) [31] . In this approach, the correspondences between the Bernoullis in f (X) and the Bernoullis in g(X) are treated as missing data. By simplifying the MB set integral in (35) into a series of Bernoulli integrals, and using the log-sum inequality, an approximate upper bound of the objective (35) 
where N denotes the number of Bernoullis that correspond to pre-existing tracks in each MB of f (X) and the approximated MB g(X), i.e., N = |Î∩I|; Π j N is the set of all ways to assign the Bernoullis f j,i (X i ), i ∈ I j ∩ I, j ∈ J to the Bernoullis g ι (X ι ), ι ∈Î ∩ I; the missing data q j (π j ) is constrained to vary only with the jth MB, and satisfies q j (π j ) ≥ 0 and
The standard method for optimizing (37) is block coordinate descent, which alternates between minimization with respect to g ι (X ι ) (M-step) and q j (π j ) (E-step). Note that the block coordinate descent algorithm is guaranteed to converge to a certain value since the minimization objective (cross entropy) is always non-negative (and thus finite).
Because solving the minimization problem (37) suffers from combinatorial complexity, approximation is needed to obtain a tractable solution. Here, two different approximation methods are studied.
1) Efficient approximation of feasible set:
Because the minimization problem of (37) involves missing data q j (π j ) for every MB f j (X), a simplified missing data representation is desirable. The minimization of the upper bound (37) can be solved approximately as [21 
where H is the index set of single target hypotheses included in the global hypotheses indexed by j ∈ J, q(h, ι) is a simplified representation of q j (π j ), which specifies the weight of single target hypothesis density f h (X h ) 6 in the new Bernoulli component g ι (X ι ), and the feasible set M is an approximation needed for tractability [21 
The constraint p h satisfies p h = ι∈Î∩I p ι (h), where
Note that here the missing data distribution is no longer constrained to vary only with the global hypotheses. In this case, each approximated Bernoulli can be expressed as the weighted sum of different single target hypothesis densities, and the M-step becomes arg min
while the E-step reverts to:
Problems of this type can be solved using methods such as the simplex algorithm [32] . The variational MB algorithm based on efficient approximation of feasible missing data set, abbreviated as EAFS-VMB, can be initialized with the marginal association probabilities (40) . Although exact calculation of these quantities is intractable for a data association problem with combinatorial complexity, we can obtain approximate estimates by only considering truncated global hypotheses with non-negligible weights using data association approximation methods, such as the ones presented in [14] , [27] .
2) Most likely assignment: The number of MBs in the MBM can be kept at a tractable level after truncating the global hypotheses with negligible weights. This allows us to study an alternative approach to solving the minimization problem of (37), following a similar approach to the Kullback-Leibler SJPDA (KLSJPDA) [24] . The KLSJPDA filter seeks to find the ordered distribution in the same unordered family, such 6 The same single target hypothesis may be included in different global hypotheses, thus it satisfies that |H| ≤ j∈J |I j |. We use the single superscript h to denote the index of single target hypothesis density in order to distinguish from the double superscript {j, i}, which denotes the indices of Bernoullis in the MBM.
that the new density can be most accurately approximated with a Gaussian density, in the KL sense. In the JPDA filter, the number of targets is assumed to be known, and the joint state of multi-targets are represented as a vector. As a comparison, given that each global hypothesis consists of the same number of pre-existing tracks, the multi-target RFS density also has fixed Bernoulli components.
Let us go back to the approximated upper bound (37) that we want to minimize. Suppose that Bernoullis in different MBs are indexed by the same superscript i if they correspond to single target hypotheses updating the same track, and that only Bernoullis with the same superscript i can be merged. Because the approximate MB density is invariant to the indexing of the Bernoullis it contains, the selection of the assignment mapping π in each MB will not change the MBM f (X), but only will determine which Bernoullis are going to be merged. The minimization problem can be interpreted as the permutation of the Bernoullis in each MB in such a manner that the upper bound (37) is minimized, but the density of the reordered f (X) remains unchanged.
Empirically, we found that finding the set of M most likely assignments for each MB, using, e.g., Murty's algorithm, in the truncated MBM is computationally heavy. Hence, we choose to consider a comparatively cheaper alternative; that is to find the single most likely assignmentπ j for each MB f j (X). The resulting algorithm is abbreviated as MLA-VMB. In this case, the missing data distribution under each MB is a point mass, i.e., q j (π j ) = 1, and the the minimization of (37) with respect to the missing data distribution can be expressed aŝ
where the most likely assignmentπ j can be obtained using methods such as the auction algorithm [33] . The minimization of (37) with respect to the approximated MB g(X) simplifies to arg min
This means that each approximated Bernoulli in g(X) can be obtained by merging Bernoullis in f (X) with the same assignment mapping.
3) Illustration:
It can be noticed that, in the first iteration of the variational MB algorithm, both the M-step (41) in the EAFS-PMB, and the M-step (44) in the MLA-VMB, are equivalent to the MBM merging step (29) used in the TO-PMB filter. This means that the variational MB algorithm can be considered as an improvement on the track-oriented merging approach used in the TO-PMB filter.
We illustrate how the assignment mapping in each MB changes in each iteration of the MLA-VMB, and how the assignment weight matrix changes in each iteration of the EAFS-VMB with the following example. Fig.  1 . For the TO-PMB filter, Bernoullis updating the same target will be merged, i.e., f 1,1 (X 1 ), f 2,1 (X 1 ) and f 3,1 (X 1 ) will be 
Example 2. Consider the same scenario illustrated in
Input: {(W j , {f j,i (X i )} i∈I j \I )} j∈J , merging threshold τ Output: {g ι (X ι )} ι∈Î\I Sort f j (X) in the descending order of W j ; I ← 0; I ← I; for all j = {1, ..., |J|} do if |I j | > |I| then for all i = {|I| + 1, ..., |I j |} do if (j, i) / ∈ L l ∀ l = {1, ..., I} then I ← I + 1; L I ← L I ∪ {(j, i)}; I ←Î ∪ {|I| + I}; end if for all j + = {j + 1, ..., |J|} do if |I j + | > |I| then for all i + = {|I| + 1, ..., |I j + |} do if (j, i) / ∈ L l ∀ l ∈ {1, ..., I} then d i + ← D SKL f j,i (X)||f j + ,i + (X) ; end if end for [d * , i * ] ← min(d); if d * < τ then L I ← L I ∪ {(j + , i * )};end if end if end for end for end if end for for all ι= {|I| + 1, ..., |Î|} do Calculate g ι (X ι ) using (46). end for merged to obtain g 1 (X 1 ); f 1,2 (X 2 ), f 2,2 (X 2 ) and f 3,2 (X 2 ) will be merged to obtain g 2 (X 2 ).
For the MLA-VMB, we can permute the order of Bernoullis and find the optimal permutation for each MB according to the E-step (43). Assume that, in this case, Bernoulli density
. In order to minimize the upper bound of (37) , the order of Bernoullis f 3,1 (X 1 ) and f 3,2 (X 2 ) should be flipped. After reordering, we can obtain our new approximated Bernoulli
For the EAFS-VMB, in order to minimize the upper bound of (37), a proportion of the weights of assigning
, and a proportion of the weights of assigning 
B. New track formation
We present a greedy method to form new tracks in a reasonable and efficient way. The pseudo code of this merging approach is given in Table II . The intuition behind this proposed method is that we want to merge highly dependent Bernoullis across different MBs so that similar new tracks will not be formed in the same local region and new tracks with significant different Bernoulli densities will not be merged.
In this merging approach, we only merge Bernoullis in different MBs that are considered similar enough. For any pair of Bernoulli densities, the symmetrized KL divergence is used to measure the similarity, defined as
To start with, the MB densities are sorted in the descending order of their weights, so that f 1 (X) has the highest weight. Note that reordering the MBs will not change the MBM process. Then, we cluster Bernoullis that satisfy the merging criteria into the same group; as a result, the number of new tracks formed is equal to the number of Bernoulli clusters. Lastly, new tracks are formed by only merging Bernoullis within the same group. For the ιth (ι ∈Î \ I) new track in the approximated MB g(X), its Bernoulli density can be expressed as
where set L ι−|I| contains indices of Bernoullis that are within the same group indexed by ι − |I|. Empirical results show that the number of tracks formed using this approach can be kept to a relatively small number. We illustrate this with the following example. Fig. 1 
Example 3. Consider the same scenario illustrated in
VII. GGIW IMPLEMENTATION
Solving the multiple extended target tracking problem requires not only an MTT framework, but also a single extended target model. For the modeling of the spatial distribution, two popular models are the Random Hyper-surface Models [34] and the Gaussian inverse Wishart (GIW) approach [35] , [36] . The former is designed for general star-convex shape; the latter relies on the elliptic shape and it models the spatial distribution of target-generated measurements as Gaussian with unknown mean and covariance. The Gamma GIW (GGIW) model [10] , [29] is an extension of the GIW model that incorporates the estimation of target measurement rate.
In this section, some implementation details of the PMB filter are presented. The GGIW implementations of the PMBM filter and the LMB filter can be, respectively, found in [14] and [12] . To make the comparison easy, we choose to use the GGIW model, in which the target shape is approximated as an ellipse, and the target measurement rate is modeled as a Poisson random variable. In addition, we present strategies regarding how to address the third challenge in an MBM approximation that we outlined in Section IV-D, i.e., the merging of a selection of Bernoullis, using a GGIW model.
A. Single target models
In the GGIW model, it is assumed that target-generated measurements are Gaussian distributed around the centroid of the target. The extended target state x k is the combination of a random Poisson rate γ k modeling the average number of measurements generated by the target, a random vector ξ k describing the target kinematic state, and a random matrix χ k describing the target size and shape, i.e.,
The motion models are given by
where F (·) is a motion model, w k is a zero mean Gaussian noise and M (·) is a transformation matrix. The measurement likelihood for a single measurement z is
where H k is the measurement model, and R k is the covariance of a zero mean Gaussian noise. The single target conjugate prior for the PPP model (3) with single measurement likelihood (48) is a GGIW distribution [35] , [36] f (x) = GAM(γ; a, b)N (ξ; m, P )
where ζ = {a, b, m, P, v, V } is the set of GGIW density parameters. If we have a PPP birth with GGIW density, then the undetected PPP will have GGIW density, as well as all the Bernoulli components [14] .
B. MBM merging
The GGIW implementations regarding the prediction and update of PPP and Bernoulli components are not presented due to page limits. The reader is referred to [14] , [20] for more details. In this subsection, we present the GGIW implementations regarding the block coordinate descent used to merge the MBM representing pre-existing tracks.
1) E-step:
In order to solve the optimization problems (42) and (43) of the E-step, the cross entropy between two Bernoulli-GGIW distributions needs to be calculated. Because the gamma distributions, the Gaussian distributions and the inverse Wishart distributions are mutually independent, a tractable solution can be analytically derived [29] , [30] . See Appendix C for details.
2) M-step: Given a Bernoulli-GGIW mixture, the existence probability of the approximated Bernoulli is a weighted sum of the existence probabilities of each Bernoulli. Suppose that we have a number of Bernoullis indexed by n ∈ N, each of which has existence probability r n and GGIW density GGIW(x n ; ζ n ). The existence probability of the approximated Bernoulli can be expressed aŝ
where w n is the weight of the nth Bernoulli.
The mixture reduction for multivariate Gaussian distribution is straightforward using standard moment matching, which minimizes the KL-divergence. Theorems describing how a sum of an arbitrary number of Gamma components or inverse Wishart components can be merged into a single Gamma or inverse Wishart component are presented in [29] and [30] , respectively; they are both performed via analytical minimization of the KL divergence. The same merging techniques also apply to merging the MBM representing new tracks (46). The existence-conditioned GGIW density of the approximated Bernoulli can be obtained by arg min
(51) Empirically, we have found that in extended target filtering with GGIW implementation it is generally not advisable to merge the whole GGIW components. The main reason is the extent state: merging two densities with significantly different extent estimates will result in an approximate density in which the extent estimates are distorted. This problem is exacerbated in the extended PMB filter, since the distorted extent states contained by the approximated single MB can easily lead to poor target state estimations in subsequent time steps.
A simple strategy to handle this problem is to use a criterion for deciding which components should be merged. In this work, the KL divergence is used as the similarity measure between any pair of GGIW distributions. The component with the highest weight GGIW(x n * ; ζ n * ) is chosen as the comparison baseline, which is merged with all other components GGIW(x n ; ζ n ) for which it holds
where threshold τ determines which GGIW components are going to be merged. In this case, the existence-conditioned PDF of the approximated MB can be obtained by arg min
VIII. SIMULATIONS AND RESULTS
In this section we show Monte Carlo (MC) simulation results that compare six different filters: 1) LMB filter [12] , 2) PMBM filter [14] , 3) TO-PMB filter, 4) TO-PMB filter with new tracks formed using the method presented in Table  II , denoted as TON-PMB, 5) PMB filter using EAFS-VMB, denoted as EAFS-PMB, 6) PMB filter using MLA-VMB, denoted as MLA-PMB, in different simulated scenarios.
A. State space model
Target motion follows a nearly constant velocity model. A two-dimensional Cartesian coordinate system is used to define measurement and target kinematic parameters. The kinematic state is
T , where z x,k and z y,k describe the position of the measurement. The motion model F (·) and process noise Q k are expressed as
where T = 1s is the sampling period, and σ v is the standard deviation of velocity noise. The random matrix V k in the inverse Wishart distribution is two-dimensional. Because the kinematic state motion model is constant velocity, the extent transformation function M is an identity matrix, i.e., M (ξ k ) = I 2 .
B. Performance evaluation
For GGIW-PMB and GGIW-LMB, the target states are extracted by taking the mean vector of all Bernoullis with existence probability larger than 0.5. For GGIW-PMBM, target state extraction is performed analogously, but only from the MB with the highest weight.
For performance evaluation of extended object estimates with ellipsoidal extents, a comparison study has shown that a good choice is the Gaussian Wassterstein Distance (GWD) metric [37] . To evaluate the performance of different multitarget filtering algorithms, we use both the Optimal Subpattern Assignment (OSPA) metric [38] and the generalized OSPA metric [39] with parameters c = 10, p = 1; both metrics are integrated with GWD as the distance measure. Compared to OSPA, GOSPA allows for decomposing the estimation error into three different categories: localization error, missed detection error and false detection error. See [14, Equation (32), (33) ] for explicit mathematical expressions. 
C. Simulation study
We evaluate the filters in four different scenarios. True target trajectories are shown in Fig. 2 . For each scenario, the result is averaged over 100 MC trials. For solving the data association problem, given a measurement partitioning, Murty's algorithm is used to find the ⌈20 · W A ⌉ (W A = 1 for the PMB and LMB filters) best cell-to-track assignments; these are pruned to only contain the MBs that correspond to 99.9% of the likelihood.
In the first scenario, 27 randomly generated targets are born from four localized positions, and they appear in and disappear from the surveillance area at different time steps. The parameters were set to p D = 0.90, p S = 0.99 and λ = 60. This scenario illustrates how the different filters behave with a high target number and high clutter density scenario. In the second scenario, five targets are born at a very short distance from each other at the same time step. The parameters were set to p D = 0.90, p S = 0.99 and λ = 20. This scenario tests different filters capabilities of handling a dense birth. In the third scenario, five targets first get close to each other and then separate. The parameters were set to p D = 0.7, p S = 0.99 and λ = 10. This scenario tests different filters capabilities of handling coalescence under low detection probability. In the fourth scenario, two targets first get close, and then they maneuver in close proximity before splitting; the data association is very challenging due to the coalescence and the highly-nonlinear motion when targets are turning. The parameters were set to p D = 0.98, p S = 0.99 and λ = 10.
The filtering performance of different filters in terms of OSPA/GOSPA error and cycling time 7 are shown in Table  III , and an analysis regarding the convergence of two VMB implementations is given in Table IV . 8 From the results of the simulation study we can see that, in general, the PMBM filter achieves the lowest estimation error, with PMB filter the second, and the LMB filter has the highest estimation error, in terms of both OSPA and GOSPA errors. From the perspective of average cycling time per MC run, the PMB filter has the lowest computational cost.
It is interesting to see that, in the first scenario, the PMB filter even has lower estimation error than the PMBM filter. We suspect that this counterintuitive result is due to the estimator we use to extract the target states. 9 In the forth scenario, none of the filters exhibit good estimation performance due to the motion model mismatch in the prediction step.
The PMB filters using variational approximation has better estimation performance than their counterparts without variational approximation, especially in the scenarios with coalescence, at very little computational cost; and, their fast convergence speed can be verified from Table IV that, in most cases, either EAFS-VMB or MLA-VMB converges in two iterations.
The numerical values CEAV and CEBV listed in Table  IV represent the cross entropies between the MBM (preexisting tracks) and the approximated MB but with different MB approximation methods: CEBV is calculated using the track-oriented merging solution of (35); CEAV is calculated based on two different approximate solutions (42), (43) of (35) . Because both EAFS-VMB and MLA-VMB are initialized with the track-oriented merging, the difference between CEAV and CEBV indicates if and how well the variational approximation is working. These results demonstrate that, by applying variational approximation, the cross entropy between the MBM and the approximated MB can be reduced. This further confirms that approximate solutions obtained using either EAFS-VMB (42) or MLA-VMB (43) can yield a lower KL divergence compared to the track-oriented merging approach.
For all the compared scenarios, the two variants of the VMB implementations present very similar estimation performance in terms of both OSPA and GOSPA error. However, EAFS-VMB converges slightly faster than MLA-VMB; the difference is most discernible in the merge/split scenario. To conclude, the PMB filters using variational approximation achieves an APPENDIX B
In this appendix, we prove Theorem 1.
Proof. The problem of (33) can be reformulated as arg min g − f (X) log g(X)δX,
which can be further rewritten as arg min
According to [21] , the multi-target set integral can be decomposed into a series of set integrals, we can rewrite the objective function of the minimization problem (57) as
Applying the log-sum inequality, where the permutation weight is chosen to be one if and only ifX 1 = X 1 and X 2 = X 2 , yields
× log g 1 (X 1 )g 2 (X 2 ) δX 1 δX
The objective function in the minimization problem (57) has an upper bound that, when we minimize over g 1 (·) and g 2 (·), can be broken down into two separate minimization problems
+ min
Note that the arguments that minimize these two objective functions are the same as the arguments that minimize the KL divergences, arg min
This proves Theorem 1.
APPENDIX C
In this appendix, we show how to calculate the cross Entropy between two Bernoulli-GGIWs. Suppose f h (X) and g i (X) are two Bernoulli process with the following form
where ζ = {a, b, m, P, v, V } is the set of GGIW density parameters. Because the Gaussian, gamma and inverse Wishart distributions are mutually independent, the cross entropy between f h (X) and g i (X) can be expressed in closed form as:
