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Mobile agentsAbstract The extraction of patterns and rules from large distributed databases through existing
Distributed Association Rule Mining (DARM) systems is still faced with enormous challenges such
as high response times, high communication costs and inability to adapt to the constantly changing
databases. In this work, a Partition Enhanced Mining Algorithm (PEMA) is presented to address
these problems. In PEMA, the Association Rule Mining Coordinating Agent receives a request and
decides the appropriate data sites, partitioning strategy and mining agents to use. The mining pro-
cess is divided into two stages. In the first stage, the data agents horizontally segment the databases
with small average transaction length into relatively smaller partitions based on the number of
available sites and the available memory. On the other hand, databases with relatively large average
transaction length were vertically partitioned. After this, Mobile Agent-Based Association Rule
Mining-Agents, which are the mining agents, carry out the discovery of the local frequent itemsets.
At the second stage, the local frequent itemsets were incrementally integrated by the from one data
site to another to get the global frequent itemsets. This reduced the response time and communica-
tion cost in the system. Results from experiments conducted on real datasets showed that the aver-
age response time of PEMA showed an improvement over existing algorithms. Similarly, PEMA
incurred lower communication costs with average size of messages exchanged lower when compared
with benchmark DARM systems. This result showed that PEMA could be efficiently deployed for
efficient discovery of valuable knowledge in distributed databases.
 2015 Production and hosting by Elsevier B.V. on behalf of Faculty of Computers and Information,
Cairo University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).1. Introduction
Data mining is the process of extracting hidden and useful
information and rules from large databases [1]. Many busi-
nesses and organizations now depend on such patterns and
rules in order to make crucial decisions [2]. Association rule
mining (ARM) is a very significant data mining technique. It
tries to find frequent associations, correlations, patterns or
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Much attention has been given to association rule miming by
the data mining community. An example of this association
is indicated in how the purchase of a group of items, called
an itemset, affects the purchase of another group of items
[3]. In today’s world, most databases are now of distributed
nature where each local database stores its ever increasing
amount of day-to-day data. In view of this, the use of central-
ized data mining methods to discover useful patterns in such
organizations’ data may not be realistic again because merging
datasets from different sites into a centralized site leads to huge
network communication costs. Distributed data mining has
thus emerged as an active subarea of data mining research.
There is therefore an urgent need for distributed data mining
systems that would reduce response times and communication
costs of distributed association rule mining systems. Mobile
agents are relatively autonomous entities capable of carrying
out actions in an environment perceived by it. They are threads
of control that have the capability to trigger the transfer of
arbitrary code to any remote computer. Therefore, in this
paper a mobile agent-based distributed association rule mining
with a partitioned enhanced mining algorithm was proposed.
2. Data Mining (DM)
Extracting useful and understandable information from data
in databases is the main concern of data mining [4]. Machine
learning algorithms may be deployed to search for patterns
that may be exhibited in the data and subsequently deriving
the knowledge. Data mining techniques include association
rules mining, clustering, classification, sequential pattern min-
ing, time series mining, etc. According to Gharib et al. [5],
Association Rule Mining (ARM) has received significant
attention in the research community. These ARM methods
had shown very interesting results when applied in many prob-
lem areas. According to Ahangar et al. [6], the main compo-
nents of data mining such as artificial intelligence, statistics
and machine learning have developed for many years and
the development of these techniques and technology has made
data mining very practical and effective for discovery of valu-
able knowledge in data storage environments. A number of
DM algorithms had been proposed in this area but none can
be said to be the best in all situations [7].
2.1. Distributed Association Rule Mining (DARM)
DARM is the semi-automatic pattern, knowledge and rules
extraction from distributed data sources [8]. The exponential
growth of data stored in organization’s databases does not
make it feasible for all data to be resident in the memory as
obtainable in most existing DARM systems. Also, it has
become a matter of necessity for data to be inherently dis-
tributed for fault tolerance purposes. In a multi-database min-
ing environment, often one needs to handle multiple large
databases. Solutions to such problems could be obtained
through the analysis of local patterns [3].
2.2. The data partitioning approach to association rule mining
Savasere et al. [9] were the first to propose a Partition algo-
rithm for ARM but this algorithm does not have a distributednature and it’s not agent based. In this context, a partition of
the database is any subset of the transactions contained in that
database. Other definitions of local and global partitions are
similar to those defined in the study by Savasere et al. [9].
Other researchers like Albashiri et al. [10], Coenen and Leng
[11], and Pudi [12] also worked on partitioning. Algorithms
proposed by most of these researchers only tried to reduce
the number of false candidate items as quickly as possible
but they did not consider giving priority to the partitioning
of the original datasets as a major factor in improving the min-
ing process. Nguyen and Orlowska [13] suggested that a closer
look at the data could be a way of improving the overall per-
formance of such systems. In this work, an improved approach
to the data partitioning method is proposed based on the com-
bination of both horizontal partitioning and vertical partition-
ing of the dataset. This would greatly reduce the number of
Local frequent itemsets, thereby leading to a higher common
Global candidate for the partitions as partition sizes were cal-
culated to fit into the available memory spaces. Researchers
that have used similar methods had not really shown the basic
factors considered for partitioning the DB and other factors
considered in the division of the data to smaller partitions.
In addition, many of these algorithms are deployed directly
on remote, stand-alone machines and not in a distributed set-
ting and are therefore not agent-based in nature. This is also
another major area of contribution in this paper as the pro-
posed algorithm is basically agent-based and is also suited
for a distributed setting.
2.3. Data partitioning and distribution in ARM algorithms
Though many algorithms had been proposed in the literature
for ARM, the big sizes of the databases makes it difficult for
the mining task to take place in a single process. This makes
it imperative for researchers to come up with more efficient
methods for carrying out such mining tasks. It is believed that
distributing the large data into smaller partitions will enhance
and improve the mining process. Both horizontal partitioning
and vertical partitioning of the database exist in the literature.
Albashiri [7], Coenen and Leng [11] had worked on the
Horizontal Data Distribution and Partitioning Approach. The
Vertical Data Distribution and Partitioning Approach was
also explored by [7] and [14]. Three strategies were identified
by many researchers in the literature [15–17] for DARM algo-
rithms that used the Apriori algorithm or its variants. These
methods are count distribution, data distribution and candi-
date distribution. DARM Algorithms based on data distribu-
tion partitions both the candidate itemsets and the database
while also using the memory of parallel systems [18]. Paral-
lel/Distributed ARM Algorithms based on candidate distribu-
tion partitions candidate itemsets but selectively replicates the
database transactions for the independent mining of each of
the processes. DARM algorithms based on Count Distribution
use a data-parallel method with horizontal partitioning of the
database for local scanning and detection of all candidate
itemsets [11,19,20]. Usually, partitioning is made possible in
many contexts with the use of mobile agents, which are com-
puter software located in a particular environment with the
capability of carrying out autonomous actions in this environ-
ment as a way of meeting their set objectives [21]. JADE is one
of the most important agent-based platforms [1].
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The main reason for multiple scanning of the database by the
traditional Apriori is because the number of possible itemsets
to be tested for support is exponentially large most especially
if this is to be done in a single scan of the database. The
methodology proposed in this work was based on the termi-
nologies of some earlier work done by Ogunde et al. [22]. It
partitioned the entire database into smaller partitions that
can be tested and mined in a single scan. This had very great
potentials, most especially when the average length of transac-
tions in the database was very short e.g. less than or equal to
twenty. PEMA used horizontal segmentation to partition the
dataset of databases with lesser transaction lengths. In a single
scan, PEMA generated a set of all potentially frequent itemsets
by scanning the database through the mining agent and estab-
lishing links of the frequent itemsets in a tree structure. This
frequent set was a superset of all frequent itemsets, which were
frequent itemsets in the local partition and might not be fre-
quent when the whole DB was finally considered. It is also very
important to note that no false negatives were reported at that
stage. After this stage, integration of the frequent itemsets was
carried out by the results integration coordinating agent, item-
sets were set up and their actual support was measured without
rescanning the database.
3.1. Definitions and notations used in algorithm design
The following definitions were used for the purpose of this
work.
A partition p # DB of the database refers to any subset of
the transactions contained in the database DB. Any two differ-
ent partitions are non-overlapping, i.e., pi
T
pj = /.
A local support for an itemset is the portion of transactions
in the partition containing that itemset.
A local candidate itemset is an itemset within a partition,
which is being tested for the minimum support.
A local frequent itemset is an itemset in a partition whose
local support is at least the user-defined minimum support.
A locally frequent itemset may or may not be globally
frequent.
A global support for an itemset is the fragment of transac-
tions containing that itemset in a DB.
A global candidate itemset is an itemset within the entire DB
that is being tested for the minimum support.
A global frequent itemset is an itemset whose global support
in the entire DB is at least the user defined minimum support.
In order to find all global frequent itemsets, the following
notations were used:
Cpk – Set of local candidate k-itemsets in partition p.
F pk – Set of local frequent k-itemsets in partition p.
F p – Set of all local frequent itemsets in partition p.
CGk – Set of global candidate k-itemsets.
CG – Set of all global candidate itemsets.
F Gk – Set of global frequent k-itemsets.
F G – Set of global frequent itemsets.
Individual itemsets were represented by small letters and
sets of itemsets are represented by capital letters. Note thatthe partition number was omitted when referring to a local
itemset. The following notations were used: c[l].c[2]. . .. . .. . .
. . .. . .c[k] to represent a k-itemset c consisting of items c[1],c
[2], . . .. . .c[k].
3.2. The algorithm–PEMA
The structure of the PEMA is described here in this section.
Algorithm: PEMA
P= partitioned_database(T); n= number_of_partitions;
s=minimum_support
// 1st Section
for i= 1 to n do {
read_in_partition(Pi in T)
Fi = generate all frequent itemsets of Pi using apriori in main
memory}
// Merge Section
for (k= 2; Fik . . .F
i
k – /, i= 1,2, . . ., n; k++) do {
CGK :¼
Sn
i¼1F
i
k
}
// 2nd Section
FG = /;
for i= 1 to n do {
read in partition(Pi in T)
" candidates C e CG {
if s{C}TiP r then //check if support of global candidate
itemsets from all partitions is Pmin-sup
FG = FG [ {C}; // generate frequent global itemsets with
{C}’s that meets the condition above
}
Return FG
//The working procedure for PEMA is presented as follows:
(p: database_partition, s: min_sup)
F
p
1 = {frequent 1-itemsets with their tidlists}
//tidlists – transaction identifier lists i.e. unique number for
identifying each transaction
for (k= 2;F
p
k – /; k++){
" itemsets f1 e F
p
k1{
" itemsets f2 e F
p
k1{
if f1[l] = f1[l] ^ f1[2] = f2[2] ^ . . . ^ f1[k2] = f2[k2]
^ f1[k1] = f2[k1] then
c= f1[l] . f1[2] . . . f1[k1] . f2[k1]
if c cannot be pruned then
c.tidlist = f1.tidlist \ f2.tidlist
if |c.tidlist| / |p|P s then
F
p
k1 ¼ Fpk1 [ fcg
}
}
}
return
S
kF
p
k13.3. Horizontal partitioning algorithm component of PEMA
There are two phases in the execution of the PEMA. In the
first phase of the initial mining task, the mining agent logically
divides i.e. horizontally segments the database into a number
of non-overlapping partitions, when the database is relatively
small as defined in previous sections. This depends solely on
the number of available data sites in the system. This is simply
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smaller partitions. Usually, the partitions were mined concur-
rently by the mining agents at all sites, and all the frequent
itemsets for each partition were generated. At the end of the
first phase, these frequent itemsets were incrementally merged
to generate a set of all potentially frequent itemsets. In the sec-
ond phase, the actual supports for these itemsets were gener-
ated and the frequent itemsets were identified. The partition
sizes were chosen in a way that each partition could be accom-
modated in the main memory. The amount of memory avail-
able at each of the data sites as at the time of the first
mining also stood as a major consideration in this work for
determining how many partitions that could be obtained from
the DB. In this work, the mining agent examined the system to
obtain the current total available memory space and then used
this information to divide the database into the several parti-
tions. This is to ensure that each partition fits into the main
memory during the first phase of the mining. Let the entire
database is represented by ED, the total available memory
space be represented by TAMS, in megabytes. Let the reserved
memory be represented by RM (it is proper to reserve a certain
percentage of the memory for proper memory usage and man-
agement), which is a percentage of the total available memory.
If the size of the Mobile Agent-Based Association Rule
Mining-Agent (MAARM) equipped with the mining algo-
rithm is represented by MA. In order to calculate the number
of partitions, it is appropriate to have all the measurements to
the same standard (preferably in megabytes for the purpose of
this work). Hence, the number of partitions (NP) from the
entire database is given by the formula described here, which
is another contribution of this work.
NP ¼ ED=ðTAMS ðTAMS RMÞ MAÞ ð1Þ
It should be noted that ED, TAMS, RM and MA are not fixed
parameters but will usually vary from one site to another. The
implication of this is that the value of NP at anytime is depen-
dent on the values of these variables. For instance, if the size of
the entire database in a particular data mining site is 20 GB;
size of the mining agent is 800 KB; reserved memory is 10%;
and the size of the total available memory space is 1800 MB;
then
NP ¼ 20000=ð1800 ð1800  0:1Þ  0:8Þ ¼ 12:35178
NP is upwardly approximated to the next whole number. For
example, the database in this example will be divided into thir-
teen partitions.
The next thing is to derive a formula for finding the number
of transactions that will be in a particular partition p. It was
also assumed here that the number of transactions in the entire
database is known in advance (this is true for most real life
datasets). Therefore, if the number of transactions in the data-
base is represented by NTDB; and the number of partitions as
derived above remains NP, then the number of transactions
that will be in each partition (NTP) without overlapping is cal-
culated with the formula in Eq. (2).
NTP ¼ NTDB=NP ð2Þ
For example, if the total number of transactions in the DE for
the above example is four hundred and thirty-five thousand
five hundred and ninety (435590) transactions and the number
of partitions as calculated was 13, then, the number of transac-
tions in each partition will be,NTP ¼ 435590=13 ¼ 33506:92:
This result is downwardly approximated to the nearest whole
number, that is, 33506 transactions from the above example.
It is obvious in the example that the first twelve partitions will
have exactly the same number of partitions while the last par-
tition will have the rest of the transactions which is a little
more than the first twelve. This will take care of the effect of
the first approximation. This paper assumed that the database
is located on secondary storage while the total available mem-
ories are also known in advance.
3.4. Vertical partitioning algorithm component of PEMA
To allow the data to be mined using a number of mobile agents
requires the allocation of the different data sites to each mining
agent by the coordinating agent. In PEMA, for single very
large databases with high average transaction length, the data
agent vertically partitions the data by dividing the number of
columns in the data by the number of available data sites, in
order to generate equal number of columns. This has to be
done in cases where the data are not already distributed. In
such cases, the algorithm performs faster because the time
for data partitioning is completely eliminated. In practice
therefore and in most cases, it is simplest to divide the data
into equal portions. In cases where it is not possible to exactly
divide the data into equal columns, the remainder is redis-
tributed from the very first site until no more allocation can
be done. That is, if the average transaction length of the data
is AVL and we have n data sites available. Thus, we have the
number of partitions to be ATL/n. For example, in the case
where we have data with twenty-two columns (or average
transaction length of twenty-two) to be vertically partitioned
among four different data sites. The first data site will have
six columns; the second also will have six columns while the
third and the fourth will have five columns each. Horizontal
partitioning, or segmentation, used in PEMA, is more direct
than the vertical partitioning component of PEMA. PEMA
assumed that datasets used are uniform and homogeneous;
therefore, the number of records was divided by the number
of available partitions, which was allocated to each mining
agent for mining task. PEMA also optimizes memory usage
as earlier on described.
Finally, it should be noted the system proposed in this work
works in a dynamic fashion; in that it performs horizontal seg-
mentation or partitioning of the database through the data
agent whenever the average length of transactions in the data-
bases is very small. For very large data with long transaction
lengths, vertical partitioning of the data was deployed by the
data agent to improve the performance of the mining algo-
rithm. This hybrid component of PEMA is a typical represen-
tation of the novel method being preached in this work. It
combined horizontal segmentation, vertical partitioning and
incremental mining of datasets in one method. This was very
necessary because real-life databases are usually fragmented
in various locations. One major thing unique to this work is
that, PEMA could be deployed to mine both real and synthetic
datasets already vertically distributed in various data sites and/
or can as well dynamically and vertically partition very large
datasets with very long transaction lengths e.g. Covertype data
form UCI machine learning repository, while distributing
them to the various sites depending on the available number
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data agent in our architecture. PEMA is very flexible as it does
not only perform the global mining task, also has provisions
for partial global mining; a situation in which a data miner
is not interested in mining all the parts of the data or all the
data sites available. This was easily achieved by PEMA as
shown in the results presented in section four.
3.5. Message communication in PEMA
Most DARM systems are characterized with a high number of
messages exchanged during the mining task. It is therefore
important to minimize the number and sizes of messages
exchanged in this work. In previous works already described
in Section 2, information exchange among agents or processes
in the system requires sending of messages between themselves.
In our design, an optimized one-to-many data exchange
approach was used. Here, agents in the system do not need
to exchange data until the final results integration stage. The
results integration agent does not have to wait for all mining
to complete at the local sites unlike previous works where pro-
cesses or agents had to wait before they can read their mes-
sages and perform their tasks. Each mining agent performed
its task locally at the data site and waits for the result integra-
tion agent to collate the global results incrementally from one
site to another depending on the sites whose local results are
available. In PEMA, global results were integrated incremen-
tally from one site to another by the results integration coordi-
nating agent with the total message exchanged representing the
number of sites minus one. That is, given n number of sites, the
total exchange of data will simply take n1 operations. This is
illustrated by Fig. 1. This simply means that given ten data
sites, the total number of messages exchanged by the system
would be nine. The major benefit of this method is that it
involved fewer exchanges of messages. The system even per-
formed better even with increasing number of data sites.
From each partition or data site, PEMA removed infre-
quent items from the incremental integration of two sites at
a time and then left the result in the main memory. During
the knowledge integration of the two sites, it inserted the local
frequent itemsets into the main memory. While inserting these
local frequent itemsets, it checked whether they were already in
memory. If yes, it increased the counter for that local frequent
itemset by one. Otherwise, it inserted the local frequent itemset
into the main memory with a count equal to one. So, given a
total number of n sites, the total number of messages
exchanged from site to site equals (n1).
Tmessage no ¼ n 1ð Þ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ð3Þ
We computed the total message size for the knowledge integra-
tion as follows. To compute the total message size (size of theFigure 1 Number of messaaggregate of sending and receiving sites’ messages), take n as
the number of sites, FL as the first local frequent itemsets, FG
as the globally frequent itemsets, |FL| as the size of locally fre-
quent itemsets (this would be needed for only the first data site
prior to the first integration) and |FG| as the size of globally fre-
quent itemsets (first instance of this was derived on first inte-
gration where we had the first intermediate global frequent
itemsets). Summation of all the remaining message sizes at
the n1 data sites gave us the total message size for the knowl-
edge integration. Thus, we had the formula for the total mes-
sage size (Tmessage_size) as follows:
ðTmessage sizeÞ ¼ ð1  jFLjÞ þ
Xn1
i¼1
ðn iÞ  jFGj
 !
ð4Þ3.6. DARM scenario with PEMA agents
Agent types used in PEMA are as follows: User Agent (UA),
Association Rule Mining Coordinating Agent (ARMCA),
Data Agent (DA), Mobile Agent-Based Association Rule
Mining-Agent (MAARM), Mobile Agent-Based Result
Reporter (MARR), Results Integration Coordinating Agent
(RICA), Registration Agent (RA), and Automated Mining
Activation Agent (AMAA). All agents were created in the
development environment, JADE, and were registered with
the registration agent (RA). The User Agent (UA) provided
the interface between the system, users and other components
of the DARM system. The interface between other compo-
nents of the DARM system and the input data was provided
by the data agent (DA). MAARM agents were processing
agents that performed the ARM task at the data sites either
automatically or in response to user requests. The DARM pro-
cess began with either (i) the AMAA automatically initiating
the mining process after a specified percentage increment had
been achieved in the updated database or (ii) the user initiating
the DARM request. This would be taken over by the user
agent. In the first case, the AMAA automatically initiated
the mining process by starting the ARMCA which started
the MAARMs necessary for carrying out the DARM task
depending on the number of available data partitions as con-
firmed by the data agent to the ARMCA. The user agent
received notification of user requests and started the ARMCA
in the second stage. The ARMCA in turn starts the MAARMs
necessary for performing the DARM task depending on the
number of available data partitions. ARMCA sends a copy
of MAARM to all data sites designated for the mining task.
Each MAARM accepts the request, travels to the data parti-
tion and begins the mining process in order to generate the
local frequent itemsets. Once completed, the MAARM deliv-
ered the results to the MARRs, which took only the results
information for the local frequent itemsets to the ARMCAges exchanged in PEMA.
Figure 2 Agent architecture for the system.
Table 1 Characteristics of Pima-Indian-Diabetes data.
Number of items 42
Number of records 768
Average transaction size 8
Area Life
Date donated 1990-05-09
Number of web hits as at when downloaded 79634
Filename pima.T768L8
Table 2 Characteristics of Letter-Recognition data.
Number of items 106
Number of records 20,000
Average transaction size 16
Area Computer
Date donated 1991-01-01
Number of web hits as at when downloaded 77,051
Filename letRecog.
T20000L16
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order of knowledge integration among the results sites using
the results information. The outcome of this was sent to the
RICA, which performed the knowledge integration at the
results sites taking two sites at a time as determined by
ARMCA. This was repeated until all the results had been
merged together to obtain a global result. The RICA sends
the global mining result to the ARMCA which in turn sends
it either to the UA or to AMAA depending on which of these
two agents that initiated the mining process. This description is
summarized by Fig. 2.
4. System implementation
This section describes the simple experiments designed based
on the algorithm PEMA described in section three. The input
to the system is a DARM task consisting of data situated at
either single or multiple data sites. Each individual data server
has some specific data and resource requirements, all of which
must be satisfied before the mining task can start. Association
Rules are to be mined on distributed database servers, each of
which had a set of data sizes (possibly different). The set of
database servers and the data sizes were static, and this infor-
mation was available at all servers. However, the load condi-
tions at the servers can vary with time. The aim of the
system is to complete all the DARM tasks as fast as possible.
Usually, a DARM task is fully executed by the mining agent.
A mining agent executing a DARM task migrates to a server
that has the data required for the mining task, and tries to gen-
erate the frequent itemsets. If all the necessary resources at the
data site are available and the environment is conducive, then
the mining task is executed. Otherwise, the data server environ-
ment is sensed to get an idea of what the environmental change
is and the mining agent may have to adapt to the changing
environment using the hard-coded instructions programmed
into it.4.1. Description of datasets
Datasets used in this work were real datasets downloaded from
the popular UCI Machine Learning Repository hosted by the
Centre for Machine Learning and Intelligent Systems [23].
Four major benchmark data popularly used for distributed
association rule experiments were downloaded and used for
all the experiments. They are Pima-Indian-Diabetes,
Letter-Recognition, Connect-4 and Cover Type. Full descrip-
tions of the characteristics of these datasets are shown in
Tables 1–4.
Table 3 Characteristics of connect4 data.
Number of items 130
Number of records 67,557
Average transaction size 42
Area Game
Date donated 1995-05-04
Number of web hits as at when downloaded 29,935
Filename connect4.
T67557L42
Table 4 Characteristics of covertype data.
Number of items 120
Number of records 581,012
Average transaction size 54
Area Life
Date donated 1998-08-01
Number of web hits as at when
downloaded
39,247
Filename covertype.
T581012L54
Table 6 Description of datasite2.
Hard disk 100 GB
Memory 1 GB
Processors 1
Guest operating system Windows 7 Ultimate edition
Table 7 Description of datasite3.
Hard disk 100 GB
Memory 1 GB
Processors 1
Guest operating system Windows 7 ultimate edition
Table 8 Description of datasite4.
Hard disk 100 GB
Memory 1 GB
Processors 1
Guest operating system Windows 7 Ultimate Edition
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For the purpose of experimentation with the system developed
in this work – PEMA, the following tools were used. Java
Development Kit (JDK) 6, Netbeans 7.2 was used for the
front-end application. JADE 3.7 was used as the middleware
platform for multi-agent system development. VMware Work-
station 7.0 virtual machine was used for simulating the dis-
tributed database. WampServer version 2.2 with MySQL
version 5.5.24 was used for the backend database. Data Dis-
cretization/Normalization tool was used for normalizing and
discretizing the data for easy mining.
4.3. Implementation of the distributed data sites
A software tool called VMWare Workstation version 7.0.1 was
used for creating the distributed environment where the data-
sets were stored. A total of four data sites were created on
three virtual machines and the host system. The configuration
of the data sites is displayed in Tables 5–8.
4.4. Data preprocessing
Data discretization and normalization was carried out to pre-
process the data for mining. The Data Normalization tool was
integrated into the data agent for data discretization and nor-
malization of data used in PEMA. The tool used was anTable 5 Description of datasite1 (host system).
Hard disk 400 GB
Memory 3 GB
Processors 2 Core(s)
Guest operating system Windows 7 Home Premiumopen-source stand-alone Java application by Liverpool
University Computer Science-Knowledge Discovery in Data
Group (LUCS-KDD) for Data discretization/normalization
software Version 2 [24].
4.5. Experimentation
The experiments were designed to analyze the effect of the fol-
lowing: the number of data sources, the size of the datasets in
terms of number of records, and the size of the datasets in
terms of number of items. All datasets described were used
for one experiment or the other. All experiments were per-
formed on four virtual machines running on Intel (R) Core
(TM) i5-2450M CPU @ 2.50 GHz, 2501 MHz, 2 Core(s), 3
Logical Processor(s) Pentium(R) with 6 GB of main memory
running on Windows 7 Home Premium Edition. Datasets used
for the experiment were distributed on the four virtual machi-
nes created. The following were measured for one or more of
the experiments: (i) response time (seconds/milliseconds), (ii)
the communication overhead (number and size of messages
exchanged). The experiments were performed by varying the
minimum support threshold between the ranges of 0% and
100% of total transactions depending on the particular dataset
used. The ARM results of the PEMA algorithm described in
section three of this work were compared with the performance
of other existing state-of-the-art algorithms such as Apriori,
AprioriTFP and FP-Growth.
4.6. Results and discussions
The section gives a description of the PEMA system and
results obtained from various experiments carried out on the
described data. As discussed in Section 3, the system described
in this work can perform both Association Rule Mining
(ARM) and Distributed Association Rule Mining (DARM).
The first part of this section will be dedicated to results
304 A.O. Ogunde et al.obtained by comparing the proposed algorithm PEMA to
three already existing algorithms i.e. AprioriT, FP-Growth
and AprioriTFP.
4.7. Performance analysis of PEMA algorithms for ARM
Two major data were used for experimenting with the mining
algorithms for Local ARM. The data are Pima-Indian-
diabetes and letter-recognition data.
4.7.1. Experiments conducted on pima-indian-diabetes data
The first experiment was conducted on pima-Indian-diabetes
data, which is a relatively small-sized data with min_sup varied
between 10% and 50% of the total transactions while the
min_conf was fixed as 80% (Fig. 3). The second experiment
was also conducted on same data with min_sup varied between
10% and 50% of the total transactions while the min_conf was
fixed as 60% (Fig. 4).
Results obtained from both experiments showed that the
response time of PEMA is better than the other three algo-
rithms. It was also noted that the performance was at par with
AprioriTFP from 20% min_sup upward. The lesser response
times obtained for all algorithms as the min_sup increasesFigure 3 Performance study of algorithms on Pima-Indian-
Diabetes data with varying min_sup and 80% min-conf.
Figure 4 Performance study of algorithms on Pima-Indian-
Diabetes data with varying min_sup and 60% min-conf.was due to the fact that the search space becomes very small
as the support increases, which actually accounted for the very
low response times.
4.7.2. Experiments conducted on letter-recognition data
The first experiment was conducted on letter-recognition data,
which is a relatively big sized data with about 20000 transac-
tions, with min_sup varied between 10% and 50% of the total
transactions while the min_conf was fixed as 80%. The second
experiment was also conducted on same data with min_sup
varied between 10% and 50% of the total transactions while
the min_conf was fixed as 60%. Results shown in Figs. 5
and 6 were obtained. These results showed PEMA performed
better than the other three algorithms. It was also clear that
there was a gradual convergence between the algorithms as
the min_sup increases.
4.9. DARM experiments
DARM experiments were also conducted on the remaining
datasets, which are connect4 and covertype. The minimum
support of 20% and a minimum confidence of 80% were used
as default values for PEMA. The results of these experiments
are also shown in the following subsections. It should be noted
here that these values could be changed anytime by the user as
the need arises.Figure 5 Performance study of algorithms on letter-recognition
data with varying min_sup and 80% min-conf.
Figure 6 Performance study of algorithms on letter-recognition
data with varying min_sup and 60% min-conf.
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algorithms
PEMA was also tested against the results obtained by
Venkatesan and Ramaraj [25] on mining connect4 real dataset.
The min_sup parameter was varied between 10% and 80%
while the min_conf was fixed at 80%. PEMA distributed the
connect4 data into four available data sites; carrying out
the mining concurrently before obtaining the global result.
The results (Fig. 7) showed that the response time of PEMA
was best on the data. This was obviously due to the fact that
the data have the fewest total number of transactions and also
the smallest average number of transactions. Also, connect4
data returned a relatively high response time when the
min_sup was low because of the high average transaction
length of the data.
4.6.2. Performance study of PEMA on number of sites
Figs. 8 and 9 show the scale-up experiments conducted for
PEMA and two other benchmark DARM methods FDM
and DDN as presented in the study by Deypir and Sadreddini
[20]. The experiments were designed to study how the number
of available data sites affects the performance of the algo-
rithms. Connect4 dataset was used in the experiment. The run-
ning times and sizes of messages communicated were
considered with min_sup and min_conf sets at 80% and
100% respectively. The results of this experiment showed that
with the same dataset, the response times of each of the meth-
ods improves as the number of distributed sites increases
(Fig. 8). This showed that for large datasets, most especially
with high average transaction lengths, the algorithm will work0 
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Figure 8 Scale-up experiments on the number of sites (response
time).better when the data are distributed into a number of sites and
mined after which the result is integrated to generate the
needed global knowledge. It was also observed that PEMA
performed far better than the other two methods; FDM had
the worst performance when the number of distributed sites
was least i.e. only two sites. The communication overhead in
terms of the size of messages exchanged was also measured
with regard to same experiment. The results obtained showed
that for FDM and DDN, the size of messages exchanged
increased with increase in the number of sites (Fig. 9). PEMA
also had the best performance with a very low increase in the
sizes of messages exchanged as the number of sites increased.
This was actually so because PEMA is fully agent based and
exchange of messages would only and strictly occur during
the knowledge integration stage.
4.6.3. Performance study based on communicated overhead
Experiments were conducted to measure the communication
overhead of the proposed system with two other small real
datasets commonly used for same purpose in the literature
[26,27]. Fig. 10 shows the result of experiment conducted on
Connect4 dataset where the communication overhead in terms
of size of messages exchanged was measured with min_sup var-
ied between 75% and 90%, and min_conf set at 100%. The0 
200
400
600
800
1000
1200
1400
1600
2 3 4
M
es
sa
ge
 S
iz
e 
(K
B)
Number of Sites
FDM
DDN
PEMA
Figure 9 Scale-up experiments on the number of sites (message
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306 A.O. Ogunde et al.results of this experiment showed that with connect4 dataset
and 75% min_sup threshold, all the methods exchanged high
number of exchanges except PEMA. Also, for all the four
methods, the size of messages exchanged improved consider-
ably as the percentage minimum support threshold is gradually
increased. PEMA had the best performance even at the 75%
min_sup threshold and dropped a little as it increases.
Fig. 11 on the other hand showed the results of similar
experiment conducted on the covertype dataset, which was
described in Section 4.1. From this result, performance of all
the four methods improved with the size of messages
exchanged reducing with increase in the minimum support
threshold. PEMA had the best performance even at the 75%
min_sup threshold with about 1.2 Kilobytes of message
exchanged. The size of messages exchanged by PEMA later
dropped to about 1 kilobyte with increase in minimum support
threshold.
4.6.4. Performance study of the behavior of PEMA on three
different datasets
Performance of PEMA was also tested using three different
real datasets as described earlier on. The min_sup parameter
was varied between 10% and 80% while the min_conf was
fixed at 100%. Results (Fig. 12) showed that the response time
was best on the Pima Indian Diabetes Data. This was obvi-
ously due to the fact that the data had the fewest total number
of transactions and also the smallest average number of trans-
actions. Also, connect4 data returned a relatively high
response time when the min_sup was low because of the high
average transaction length of the data.0 
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A study on distributed association rule mining area of the sub-
ject data mining was conducted in this work. The review con-
ducted revealed that most existing DARM systems had
problems with the database size and memory challenges, which
made them ineffective for real-life scenarios. This work there-
fore addressed a number of these challenges by tapping into
the power of mobile agents, which was programmed and
deployed to carry out the DARM tasks. Results obtained from
the experiments performed in this work showed PEMA out-
performed other benchmark algorithms in this area like Apri-
ori, AprioriTFP and FP-Growth when tested on real datasets
in terms of the total response time of the algorithms. Further
results obtained from comparing PEMA with existing DARM
algorithms also showed that it performed better in terms of
response time and sizes of messages exchanged. PEMA
adopted the logic of vertical partitioning the very large data
into distributed data sites and performed better than methods
such as CD and DDN, which used horizontal segmentation for
same data. We can conclude from our results that for large
databases, mobile agent-based vertically partitioning of data-
sets will always yield better results than horizontally parti-
tioned datasets in terms of response time and
communication overhead. It was also observed from the
results that PEMA scaled better than the existing methods as
the size of updated databases becomes bigger and bigger.
Finally in PEMA, scalability and efficiency of this method
were also properly addressed. In addition, effective distribu-
tion and parallelization of DARM tasks was attained while
improved flexibility and usability were also achieved and
finally response time and communication overhead of dis-
tributed association rule mining tasks were generally reduced.
Finally, since PEMA assumed a homogeneous DARM envi-
ronment, one interesting direction to also further this work
is to design an improved PEMA that will work with multiple
data schemata residing in heterogeneous environments. Future
work will also examine distributed mining and security issues
in outsourcing of DARM tasks in the cloud computing
environment.
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