merchant transaction records. The data, provided by a large retail chain, cover every transaction in each of its stores over the …ve-year period from April 2010 through March 2015. We focus on hundreds of stores located across the Fifth Federal Reserve District. The purpose of our study is to provide a better understanding of payment variation for retail transactions in this region. 3 Our study has several important …ndings. First, the fraction of cash transactions decreases in transaction size and is a¤ected by locationspeci…c variables that re ‡ect consumers'preferences and the opportunity costs of using cash relative to noncash means of payments.
Second, based on the estimation results, we evaluate the relative importance of di¤erent groups of variables in explaining the payment variation across locations in our sample. We …nd that median transaction size, demographics, education levels, and state …xed e¤ects are the top factors related to consumer payment choice. Taking these into consideration, we project the payment variation across the entire Fifth District for retail outlets similar to those in our sample.
Finally, we identify interesting time patterns of payment variation. In particular, the shares of cash and check transactions decline steadily over our …ve-year sample period, while debit and credit's shares rise. The overall cash fraction of transactions is estimated to have declined by 2.46 percentage points per year, largely replaced by debit. We show that the decline in cash at this particular retailer was likely not driven by transitory factors, and only a relatively small fraction could be explained by changes in median transaction size and zip-code-level variables. This leaves a large fraction of the time trend to be explained, with prime candidates being technological progress in debit and changing consumer perceptions of debit relative to cash.
The structure of the paper is as follows. Section 1 describes the data used in our analysis as well as the empirical approach. Section 2 introduces the regression model and presents an overview of the estimation results. Section 3 evaluates the relative importance of di¤erent variables in explaining payment variation across locations in our sample, and projects payment variation across the entire Fifth District. Section 4 discusses the longer-run decline of cash. Finally, Section 5 concludes.
DATA AND EMPIRICAL APPROACH
The transactions data used in our study is from a large discount retailer with hundreds of stores across the Fifth Federal Reserve District, which covers Maryland, North Carolina, South Carolina, Virginia, Washington, DC, and West Virginia. The stores sell a wide variety of goods in various price ranges, with household consumables such as food and health and beauty aids accounting for a majority of sales. The unit of observation is a transaction, and the time period is April 1, 2010, through March 30, 2015. For each transaction, the data include means of payment, time, location, and amount. We include only transactions that consist of a sale of goods, with one payment type used, where the payment type is cash, credit card, debit card, or check -the four general-purpose means of payment. 4 The retailer also provides cash-back services, and the purchase components of cash-back transactions are included in our analysis. In contrast, transactions made with special-purpose means of payment such as electronic bene…t transfer (EBT), coupons, and store return cards are excluded. All told, our analysis covers 86 percent of the total transactions in the sample period. Our summary of the data in this section will refer to all stores located in the Fifth District; the zip-code-level data introduced below and used in the empirical analysis covers most of those stores'zip codes, but we will need to omit a small fraction of retail outlets from that analysis because the zip-code-level data are unavailable. 5 
Payment Variation
The purpose of our paper is to explain payment variation across locations and time in the Fifth District. Figure 1 presents payment variation across time in our sample. The data are plotted at the daily level, displaying the fraction of all the transactions accounted for by each payment type. Note that while cash is measured on the left axis, and debit, credit, and check are all measured on the right axis, both axes vary by 0.35 from bottom to top, so ‡uctuations for each payment type are displayed comparably. The …gure shows that cash is the dominant payment instrument at this retailer, followed by debit, credit, 4 Data limitations prevent us from distinguishing credit cards from signature debit and prepaid cards. However, our estimates reveal variation in what we report as "credit cards" that is signi…cantly di¤erent from the variation in PIN debit. Because signature debit and prepaid cards are close substitutes for PIN debit, in that they rely on consumers' account balances rather than borrowed funds, we can reasonably assume the estimated patterns are primarily driven by the true credit cards. 5 We omit Washington, DC, from the regression analysis due to lack of zip-codelevel crime data. Over the sample period, the fractions of cash and check are trending down, with debit and credit trending up. There are higher frequency patterns as well, with cash and debit again moving in opposite directions. We will allow for these patterns in the econometric model by including day-of-week, day-of-month, and month-of-sample dummies.
Figure 2 presents payment variation across locations, restricting attention to the last full month of the sample, March 2015. We aggregate the data by zip code and display smoothed estimates of the density functions for the fraction of transactions conducted with cash, debit, credit, and check. 6 We use only one month because of the time trend evident in Figure 1 . The ranking from Figure 1 is also apparent in Figure 2 : cash is the dominant form of payment, followed by debit, credit, and check. Moreover, Figure 2 shows signi…cant variation across zip-code locations in cash, debit, and credit use. This variation highlights the need for including location-speci…c variables in our econometric model.
Figure 2 Payment Variation Across Locations Explanatory Variables
The payment variation identi…ed in Figures 1 and 2 suggests the quantitative importance of including location-and time-speci…c variables in an econometric model of payment choice. In Wang and Wolman (2016) , we discuss how theories of money demand and payment choice motivate the choice of particular variables. Here, we simply list the variables we use and explain informally why they may be associated with variation in the shares of di¤erent payment types across locations and time. Note that our data identify transactions but not customers, so we treat the characteristics of the zip code in which each store is located as representative of the characteristics of the store's customers and the economic environment in which they live. (I) Median Transaction Size We use the median transaction size for each zip-code day to capture the transaction size distribution. The theory outlined in Wang and Wolman (2016) suggests that higher transaction sizes will be associated, all else equal, with less cash use. Figure  3 provides information about the size distribution of transactions in March 2015 without regard to means of payment. Figure 3A displays a smoothed density function, by transaction size, for all transactions in the month. Figure 3B plots the distribution of median transaction sizes across zip-code days. Figure 3B complements Figure 2 in showing that there is substantial heterogeneity across locations with respect to size of transaction, as well as payment mix. (III) Socioeconomic Variables We include the robbery rate, median household income, population density, fraction of family households, and fraction of homeownership as socioeconomic variables. The robbery rate is measured at the county level while other variables are measured at the zip-code level. A higher robbery rate increases the cost of holding cash, which we would expect to reduce cash use. The other variables are likely to correlate with consumers'access to bank accounts or ownership of credit or debit cards. Note that population density is relevant for adoption because, as McAndrews and Wang (2012) point out, replacing traditional paper payments with electronic payments requires merchants and consumers to each pay a …xed cost but reduces marginal costs for doing transactions. Their work suggests adoption and usage of electronic payment instruments should be higher in areas with a high population density or more business activity.
(IV) Demographic Variables Gender, age/cohort group, and race are included to re ‡ect the fact that payment behavior may vary systematically with demographic characteristics. These variables are each measured as a fraction of the population at the zip-code level.
(V) Education Variables We specify four education levels: below high school, high school, some college, and college and above. Higher education is often associated with better …nancial literacy and higher opportunity time cost of using cash, so it may be associated with a higher adoption and usage of noncash payments. The education variables are each measured as a fraction of the population at the zip-code level.
(VI) and (VII) State and Time Dummies We also include state dummies as well as day-of-week, day-of-month, and month-of-sample dummies.
ESTIMATION RESULTS
We turn now to an empirical model aimed at explaining the variation in payment shares through the behavior of the explanatory variables. The data are analyzed using the fractional multinomial logit model (FMLogit). 9 The dependent variables are the fractions of each of the four payment instruments used in transactions at stores in one zip code on one day between April 1, 2010, and March 31, 2015. 10 The explanatory variables are those introduced above. 11 9 The FMLogit model addresses the multiple fractional nature of the dependent variables, namely that the fraction of payments for each instrument should remain between zero and one, and the fractions add up to one. More details of the FMLogit model are provided in the Appendix.
1 0 In our sample, most zip codes have only one store. Because we measure the fraction of payment instruments at the zip-code level, we do not distinguish locations with one store from those with multiple stores. In the latter case, we simply sum up the transactions of all the stores in the zip code.
1 1 Note that the local characteristics data are from a single year, 2011, while the dependent variables and the median-transaction-size variable come from multiple years, Table 2 reports the estimation results, expressed in terms of marginal e¤ects. 12 We summarize the …ndings as follows.
(I) Median Transaction Size Aggregating transactions within a zip-code day, we expect to …nd that a rightward shift in the size distribution of transactions corresponds to a lower share of cash transactions, as consumers are less likely to use cash for larger transactions. Using median transaction size as a convenient summary of the size distribution, we …nd the expected result: evaluating at the mean of median transaction size, $6.65, the marginal e¤ects indicate that a $1 increase in median transaction size reduces the predicted cash share by 1.8 percentage points but raises debit by 1.3 percentage points, credit by 0.4 percentage points, and check by 0.1 percentage points.
(II) Banking Variables We …nd that higher banking concentration corresponds to a higher cash share (lower card shares) in rural areas. However, higher concentration corresponds to a lower cash share (higher card shares) in MSAs. We conjecture that in rural areas HHI does a good job proxying for banks' market power, whereas in metro areas it may not: in metro areas, banking is inherently competitive, and a high level of concentration (as measured by HHI) may simply indicate the presence of one or more especially e¢ cient banks. 13 In contrast, more bank branches per capita are associated with a higher cash share, mainly at the expense of debit and credit. These …ndings are consistent with our discussion in Section 1.
(III) Socioeconomic Variables As expected, a higher robbery rate is found to be associated with less cash use and more debit use. Our estimates show that a one-standard-deviation increase in the robbery rate (i.e., four more robbery incidences per 10,000 residents) reduces Note: *1 percent signi…cance level based on robust standard errors. The dependent variables are the fractions of each of the four general payment instruments used in transactions at stores in a zip code on a day between April 1, 2010, and March 31, 2015. The explanatory variables take their values in 2011. Banking HHI index is calculated by squaring each bank's share of deposits in a market (an MSA or a rural county) and then summing these squared shares. Metro is a dummy variable taking the value 1 when the banking market is an MSA, otherwise equal to zero. Branches per capita is measured as the number of bank branches per 100 residents in a zip code. Robbery rate is de…ned as the number of robberies per 100 residents in a county. Median household income is measured in units of $100,000 per household in a zip code. Population density is measured in units of 100,000 residents per square mile in a zip code. All the other variables are expressed as fractions.
the predicted cash share by 0.5 percentage points but raises debit by 0.49 percentage points.
High median household income in a zip code is associated with high credit use, mainly at the expense of debit. We …nd that for a onestandard-deviation increase ($12,666) in the median household income from its mean, the predicted credit share increases by 0.24 percentage points, but the debit and check shares drop by 0.16 and 0.11 percentage points, respectively. The e¤ect on the cash share is small -it rises by 0.04 percentage points. The results suggest that median household income in our sample may largely proxy for access to credit.
We …nd that higher population density is associated with lower shares of paper payments and higher shares of card payments. This is consistent with McAndrews and Wang's (2012) theory of the scale economies of adopting relatively new payment instruments. A onestandard-deviation increase in population density (1,024 residents per square mile) reduces the predicted cash share by 0.46 percentage points and check by 0.10 percentage points, but it raises debit by 0.48 percentage points and credit by 0.08 percentage points. Although the stores in our sample accept both credit and debit cards, consumers'adoption decisions should be related to the policies of other stores, and those may vary systematically with population density.
(IV) Demographic Variables Consistent with some existing payments studies (e.g., Klee [2008] ), we …nd that demographic characteristics such as gender, age, and race are systematically related to consumer payment choice.
We …nd that a higher female ratio is associated with less cash use and more debit use. A higher presence of older age groups is associated with greater use of debit but less use of cash and check relative to the baseline age group, under 15. This might be because minors do not have access to noncash payments or because families with children tend to use more cash and check. However, the age pro…le with respect to cash is nonmonotonic. A higher presence of the age group 55-69 is associated with a signi…cantly higher cash fraction. These …ndings suggest that the age variables may capture a combination of age and cohort e¤ects. We also …nd that compared to white, minority groups tend to be associated with higher cash shares but lower debit shares.
(V) Education Variables We …nd a more educated population (i.e., high school and above) is associated with a lower cash fraction relative to the baseline education group (i.e., below high school). For education levels at high school and above, however, the di¤erence is quite small between the sub-groups. (VII) Time Dummies Figure 4 plots the marginal e¤ects associated with our estimated day-of-week dummies. The cash and debit e¤ects are nearly mirror images of each other: cash falls and debit rises from Monday through Thursday, then cash rises and debit falls on Friday and Saturday, and the pattern reverses again on Sunday. Although credit displays less variation than cash or debit, there are noticeable movements in credit from Friday through Sunday. Figure 5 plots the marginal e¤ects associated with our day-of-month dummies. Whereas most of the "substitution" within the week occurred between cash and debit, within the month the substitution with cash comes from both credit and debit, especially credit. Early in the month, cash is at its highest and credit and debit are at their lowest. Over the month, cash generally falls and credit rises. Debit has a similar pattern to credit, although the variation is smaller. A natural explanation for the day-of-week and day-of-month e¤ects is consumers' changing …nancial or cash-holding positions during the period. Presumably, the weekly pattern could be driven by consumers who receive weekly paychecks, while the monthly patterns are likely driven by those who receive monthly pay, including those who receive certain government bene…ts. One notable feature of the monthly pattern is a transitory reversal of the broad trends on the third day of the month. In fact, many recipients of Social Security and Supplemental Security Income are usually paid on the third of the month. Early in the month, these customers may be …nancially unconstrained, and thus spend cash, whereas late in the month they rely more on credit while anticipating the next paycheck. In Wang and Wolman (2016), we provide more extensive discussions of the weekly and monthly patterns.
The month-of-sample dummies in our regression identify the seasonal cycles and longer-run trends in the payment mix, but we will defer that discussion to Section 4.
PAYMENT VARIATION ACROSS LOCATIONS
Our regression analysis helps shed light on payment variation across locations. In this section, we will …rst evaluate the relative importance of the explanatory variables in accounting for such variation, and then project payment variation across the entire Fifth District for retail outlets similar to those in our sample.
Relative Importance of Explanatory Variables
In Figure 6 , we plot the actual and model-predicted distributions of payment fractions for March 2015, a counterpart to Figure 2. 14 The …gure shows that our regression model does a good job of capturing observed payment variation. With many explanatory variables included in the regression analysis, an immediate question is what factors account for most of the variation. To answer this question, we conduct the following decomposition exercise. We …rst calculate the pseudo-R 2 statistics, de…ned as the square of the correlation between the modelpredicted value and the actual data, for the March 2015 sample. We then …x each subgroup of explanatory variables one by one at the sample mean values and recalculate the pseudo-R 2 statistics. The reduction of the model …t is then used as a measure of explanatory power of the controlled explanatory variables. Finally, we compare the relative importance across all the subgroups of explanatory variables. Table 4 reports the comparison results for cash and debit, the two most used means of payment in our data. The table shows that the day-of-week and day-of-month dummies account for little of the data variation (1 to 2 percent), so the payment variation in the one-month data is mostly cross-location variation. For cash, it is median transaction size, education levels, demographics, and state …xed e¤ects that rank as the top four factors in explaining the variation in cash fractions, each accounting for 44 percent, 19 percent, 17 percent, and 14 percent, respectively. These are also the top four factors that explain the variation in debit fractions, though the ranking is a little di¤erent, with state …xed e¤ects ranking …rst (44 percent), followed by median transaction size (23 percent), demographics (14 percent), and education levels (9 percent).
The decomposition exercise above takes the median transaction size as given and shows that it explains a large share of payment variation across locations. However, it is possible that median transaction size is not independent of other location-speci…c variables. This will in turn a¤ect the interpretation of the decomposition. To account for that, we conduct an alternative exercise. First, we regress median transaction size for each zip-code day on all the other explanatory variables using a linear model and calculate the model-predicted median transaction sizes and the residuals. Second, we re-run the FMLogit model as before but replace the median transaction sizes with the residual median Table 6 in the Appendix reports the results of the new FMLogit regression. Note that the new FMLogit model contains the same information as the original one, so it yields the same marginal e¤ects for median transaction size, as well as the same model …t in terms of the pseudo-R 2 values as in Table 2 . The only di¤erence is that the new model attributes some additional payment variation to the location-speci…c variables through their impact on median transaction size, which results in di¤erent estimated marginal e¤ects for those variables. Comparing Tables 2 and 6 con…rms this, but the qualitative results found in Table 2 remain largely unchanged.
Based on the alternative regression model, we redo the decomposition exercise and report the results in Table 5 . For cash, median transaction size, education, demographics, and state …xed e¤ects remain the top four factors driving cash fractions, though the ranking and relative shares di¤er slightly from Table 4 : demographics now comes in …rst (36 percent) followed by median transaction size (23 percent), education levels (16 percent), and state …xed e¤ects (13 percent). A similar case is found for debit. 
Payment Variation across the Entire Fifth District
The estimation results above allow us to project payment variation across the entire Fifth District for similar retail outlets. Comparing our data with the entire Fifth District, we notice that the store locations in our sample are not fully representative (Table 7 in the Appendix provides summary statistics for zip-code-level explanatory variables for the entire Fifth District). On average, store locations in our sample have fewer bank branches per capita, lower median household income, lower population density, and a smaller percentage of college graduates. The racial composition also di¤ers from the rest of the Fifth District: there is a higher percentage of blacks, Hispanics, and Native Americans and a lower percentage of whites and Asians. Based on the estimates from our regression model, we now address a counterfactual question: if the retail chain were to locate stores equally across the entire Fifth District, what would be the payment pattern? To answer the question, we …rst use the benchmark model to predict payment shares across the Fifth District with the assumption that all the zip-code locations in the Fifth District have the same median transaction size as the mean of the regression sample. The results are shown in Figure 7 . We …nd that comparing with our regression sample, the entire Fifth District would show a similar pattern of payment variation: cash is being used most at this type of retail outlets, followed by debit, credit, and …nally check. However, the relative share of these payment means would di¤er. We …nd that cash as well as debit and check would be used less in the rest of the Fifth District, while credit would be used more. This is consistent with the location bias of the stores in our sample, as discussed above. Entire Fifth District
As a robustness check, we also redo the counterfactual exercise using the alternative regression model, in which we replace the median transaction size with the residual median transaction size. This takes into account that location-speci…c variables may also a¤ect payment variation through their e¤ects on transaction sizes. The results are plotted in Figure 8 . As it turns out, Figures 7 and 8 are not very di¤erent.
PAYMENT VARIATION OVER THE LONGER TERM
The month-of-sample dummies in our regression identify changing payment mix over the longer term. Figure 9 plots the marginal e¤ects for month-of-sample dummies. These e¤ects combine seasonality with a time trend and idiosyncratic monthly variation. The vertical lines indicate each January in our sample years. The estimated annual time trends are -2.46 percentage points for cash, 1.69 percentage points for debit, 0.83 percentage points for credit, and -0.06 percentage points for check. This suggests a longer-term trend of declining cash shares at this retailer, largely replaced by debit.
Figure 8 Predicted Payment Variation: A Robustness Check
The trend decline in the share of cash transactions is striking. Moreover, we plot the raw transactions data in Figure 10 , which shows that this trend is not driven by any particular subset of stores or regions but is universal for the Fifth District. Exploring the driving forces behind the trend would be useful for understanding the changing demand for currency in retail transactions more broadly. We discuss several candidate factors below.
First, one may wonder whether the decline in cash over the …ve years of our sample could be driven by transitory factors, such as the Great Recession. According to the Boston Fed's latest report on consumer payments (Schuh and Stavins 2014) , cash payments increased signi…cantly after the …nancial crisis, replacing credit payments. Therefore, as the economy recovered from the recession, we may expect credit to have risen at the expense of cash. However, in our sample most of the cash decline was o¤set by an increase in debit. As Figure 1 shows, credit accounts for only about 4 percent of transactions at the beginning of the sample period and 7 percent at the end. And note that even 7 percent is an overestimate because our measure of credit includes signature debit and prepaid cards.
Figure 9 Month-of-Sample Marginal E ects
Another possible transitory factor is a change in the store's payment acceptance policy. However, as far as we know, there was a uniform payment policy in place across all the chain's stores during the sample period, with cash, debit, credit, and checks accepted on equal terms. Still, because our sample covers the implementation of the Durbin regulation on debit card interchange fees (e¤ective on October 1, 2011), one may wonder if the chain had an incentive to steer customers toward more debit use. Again, this was unlikely. The Durbin regulation established a 21-cent cap on the debit interchange fees that …nancial institutions with more than $10 billion in assets can charge to merchants through merchant acquirers. However, we learned from the company that more than 50 percent of its debit transactions were exempt from the regulation because the debit cards used were issued by …nancial institutions with under $10 billion in assets. Moreover, the Durbin regulation is known for its unintended consequence of raising interchange fees to 21 cents for small-dollar transactions, which account for the vast majority of transactions at this retailer (Wang 2016) . Therefore, if the new regulation were to have any impact on the stores in our sample, it should have caused them to try to reduce debit use rather than promote it. Another question is whether the store altered the range of retail goods it sold during the sample period so that it attracted a clientele with di¤erent payment preferences. We cannot fully rule out this possibility given that we do not observe individual customers, but the company's annual …nancial reports indicate that the composition of goods sold did not undergo major changes during the period.
Given that the transitory factors discussed above are unlikely to explain the decline in the cash share at this retail chain, we then turn to longer-term factors. First, there could be an increasing trend of transaction sizes. It is indeed true that the average median transaction size at this retailer increased from $6.27 to $7.07 from 2010 to 2015. However, according to our estimation results, this could only account for a decline of cash shares of 1.47 percentage points out of the overall decline of 12.28 percentage points over the …ve years. Second, part of the time trend is presumably attributable to the change in zip-codelevel variables. Recall that we treated all zip-code-level variables as …xed at their 2011 values across time in the regressions. Therefore any time trend is picked up by the month of sample dummies, even if some of the trend is actually associated with time variation in the zip-code-level variables. However, as shown in Wang and Wolman (2016) , the forecasted changes for the zip-code-level variables can only explain a relatively small portion of the decline of cash shares.
This leaves a large fraction of the time trend still to be explained. Prime candidates are technological progress and changing consumer perceptions of the attributes of debit payments relative to others. These attributes include adoption costs, marginal cost of transactions, speed of transactions, security, record keeping, general merchant acceptance, and ease of use, which are not directly included in our regressions.
While our data is from one retail chain, our exercise highlights the rise of debit in place of cash. In fact, debit has seen tremendous overall growth in the past decade. According to the latest Federal Reserve Payments Study (2014) , it has risen to be the top noncash payment instrument in the U.S. economy: debit accounted for 19 percent of all noncash transactions in 2003, and its share doubled by 2012. Our study provides …rsthand micro evidence that the increase in debit came at the expense of cash at a large cash-intensive retailer. Assuming that the shift from cash to debit is also occurring in retail more generally and that it continues, it could eventually be manifested in a decline in currency in circulation.
CONCLUSION
Using …ve years of transactions data from a large discount retail chain with hundreds of stores across the Fifth District, we study payment variation across locations and time. We …nd that the fraction of cash (noncash) transactions decreases (increases) with median transaction size and is a¤ected by location-speci…c variables re ‡ecting consumers' preferences and the opportunity costs of using cash relative to noncash means of payment. With the estimation results, we evaluate the relative importance of various factors in explaining the cross-location payment variation in our sample. We …nd that the median transaction size, demographics, education levels, and state …xed e¤ects are the top factors. Taking those into consideration, we also project payment variation across the entire Fifth District for retail outlets similar to those in our sample.
We also identify interesting time patterns of payment variation. In particular, over the longer term, the shares of cash and check transactions decline steadily, while debit and credit shares rise. The overall cash fraction of transactions is estimated to have declined by 2.46 percentage points per year in our …ve-year sample period, largely replaced by debit. We show that the decline in cash at this particular retailer was likely not driven by transitory factors, and only a relatively small fraction could be explained by changes in the median transaction size and the zip-code-level variables. This leaves a large fraction of the time trend to be explained, with prime candidates being technological progress in debit and changing consumer perceptions of debit relative to cash.
APPENDIX: THE FMLOGIT MODEL
The regression analysis in the paper uses the fractional multinomial logit model (FMLogit). The FMLogit model conforms to the multiple fractional nature of the dependent variables, namely that the fraction of payments for each instrument should remain between 0 and 1, and the fractions add up to 1. The FMLogit model is a multivariate generalization of the method proposed by Papke and Wooldridge (1996) for handling univariate fractional response data using quasi-maximum likelihood estimation. Mullahy (2010) provides more econometric details.
Formally, consider a random sample of i = 1; :::; N zip-code-day observations, each with M outcomes of payment shares. In our context, M = 4, which correspond to cash, debit, credit, and check. Letting s ik represent the k th outcome for observation i, and x i , i = 1; :::; N , be a vector of exogenous covariates. The nature of our data requires that Given the properties of the data, the FMLogit model provides consistent estimates by enforcing conditions (1) and (2),
) 2 (0; 1); k = 1; :::; M ;
(1)
and also accommodating conditions (3) and (4),
Pr(s k = 1 j x) 0 k = 1; :::; M ; 
; k = 1; :::; M:
As with the multinomial logit estimator, one needs to normalize M = 0 for identi…cation purposes. Therefore, Equation (5) can be rewritten as
; k = 1; :::; M 1;
and
Finally, one can de…ne a multinomial logit quasi-likelihood function L( ) that takes the functional forms Equations (6) and (7) and uses the observed shares s ik 2 [0; 1] in place of the binary indicator that would otherwise be used by a multinomial logit likelihood function, such that
The consistency of the resulting parameter estimates^ then follows from the proof in Gourieroux et al. (1984) , which ensures a unique maximizer. In our regression analysis, we use Stata code developed by Buis (2008) for estimating the FMLogit model. Note: *1 percent signi…cance level based on robust standard errors. The dependent variables are the fractions of each of the four general payment instruments used in transactions at stores in a zip code on a day between April 1, 2010, and March 31, 2015. The explanatory variables take their values in 2011. Banking HHI index is calculated by squaring each bank's share of deposits in a market (an MSA or a rural county) and then summing these squared shares. Metro is a dummy variable taking the value 1 when the banking market is an MSA, otherwise equal to zero. Branches per capita is measured as the number of bank branches per 100 residents in a zip code. Robbery rate is de…ned as the number of robberies per 100 residents in a county. Median household income is measured in units of $100,000 per household in a zip code. Population density is measured in units of 100,000 residents per square mile in a zip code. All the other variables are expressed as fractions. 
