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Abstract
In this thesis we are aimed by the purpose of describe three important cases of
chemical interest and show how theoretical and computational methods can be
useful, even needful to explore and solve very significative applications. The com-
mons theme of this work are represented by the well known Density Functional
Theory and the Polarizable Continuum Model used for all the cases reported . As
we will able to recall the first is one of the most diffused theoretical approach
in computational chemistry studies whenever the electronic structure has to be
solved. The second one represents a wide diffuse model which is able to describe
with good accuracy molecular interactions in condensed matter. Both of them
provide the most common computational configuration in organic, and oregano-
metallic studies.
In this thesis we are going to describe few examples which spread from the study
of condensed matters under extremely high pressure to a biological application on
DNA nucleobase systems, moving through some typical organometallic problems.
Focusing on our issues we are going to present a new computational QM method
for the study of structural properties (i.e. equilibrium geometry) of molecular
systems under very high pressure. The procedure is based on the Polarizable Con-
tinuum Model , usually used to study molecular solutes under standard pressure
conditions. The presented development considers two critical items: the defini-
tion of the pressure and the elaboration of an analytical code for the calculation of
molecular gradient. The method has been developed at HF and DFT levels, with
computational costs comparable with those of similar calculations in vacuo. The
numerical examples regarding the equilibrium geometries and conformational en-
ergies (DFT level) of 1,3-butadiene under high pressure give an indication of the
potentialities of the approach and of the problems to which it may be applied.
The next argument regards several application in the field of inorganic chemistry.
We will shortly describe a computational procedure where we investigate some
spectroscopical properties of some luminescence silver complexes. In this, we
will describe a time dependent density functional study of several excited states.
Moreover we will study the correlation between stretching vibration and Mulliken
charges in some rhodium complexes. But most of this section will be dedicate to
a very practical application in chemistry that is the chemical reaction path deter-
mination. Aimed by unclear experimental evidences provided by the catalytic in-
vestigation of an half sandwich Ru(II) complex, we performed a deep exploration
of the mechanism through which the pre catalysts operate. Several data obtained
by high-resolution MS (ESI) have been explained by a combined ”Density Func-
tional/Polarizable Continuum Model” study. The results reveal that the complexes
containing PNH2 operate through a bifunctional mechanism analogous to that pro-
posed for diamines and amino alcohol ligands, but with some new aspects that are
important to point out.
Finally an efficient computational method has been identified which uses Density
Functional Theory, Polarizable Continuum Models with a modified UFF cavity
and Boltzmann weighting of tautomers to predict the site-specific and global pKa
of DNA nucleobases and their oxidation products. The method has been used to
evaluate the acidity of Gh and Sp, two highly mutagenic guanine oxidation prod-
ucts. The trend observed for the pKa values of Gh (9.64 and 8.15) is consistent
with the experimentally observed values for guanidine cation (13.7) and hydan-
toin (9.16). The pKa1(calc) value for deprotonation of Sp cation (Sp+ →Sp) is
very close to the experimentally observed pKa1 for 8-oxoG and is consistent with
the similarity in their structures. The data suggest that the imide (N7) proton in
Sp is considerably more acidic than that in Gh, possibly due to the presence of the
through-space electronic effects of the carbonyl group located at C6. This differ-
ence in the acidity of Gh and Sp may be an indication of their potential toxicity
and mutagenicity in vivo and remains a fertile area for experimental study.
To My Parents
Antonia and Giuseppe
Acknowledgements
Voglio ringraziare i miei genitori Mamma e Pap. A loro dedicata questa tesi
di dottorato. Solo loro hanno consentito che i lunghi anni di studio potessero
condurmi al completamento di tre anni trascorsi nel campo della ricerca. Sono
stati tre anni estremamente importanti ed grazie a voi se ho potuto viverli. Il
vostro amore mi sempre stato vitale.
Ringrazio poi naturalmente il mio Amore. Chiara mi sei sempre stata vicino, ab-
biamo fatto sempre tutto insieme. Sei stata la mia forza e mi sei stata di consiglio
in tutti questi anni. Continuerai ad esserlo a lungo. Ti amo
Voglio senza dubbio ringraziare inoltre il mio mentore, il Professore Roberto Cammi
che oltre ad avermi formato durante la didattica universitaria mi ha iniziato al
mondo della Chimica Teorica durante la mia tesi di laurea e mi ha fornito tutti
gli strumenti, nonch fondamentali direttive per lo svolgimento e completamento di
questa tesi di dottorato. La ringrazio infinitamente e spero di poter presto tornare
a lavorare con lei.
I also want to thanks Prof. H. B. Schlegel, Jason Sonnenberg, his beautiful family
and Barbara Munk who gave me a wonderful hospitality in the USA. With them I
had beautiful work and spare time. Thank you.
Contents
List of Figures vi
List of Tables vii
List of Equations xi
1 Introduction 1
1.1 Chemistry and Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Theoretical Background 3
2.1 Quantum Mechanics and Computational Chemistry . . . . . . . . . . . . . . . 3
2.2 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Local Density Approximation . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Nonlocal Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Hybrid Functionals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 Transition metal and DFT . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Solvation Continuum Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 The Polarizable Continuum Model . . . . . . . . . . . . . . . . . . . . 15
2.3.2 The QM Formulation of the Polarizable Continuum Model . . . . . . . 20
3 Developments and Applications 23
3.1 Towards the elaboration of a QM method to describe molecular systems under
very high pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Definition of Pressure . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3 Analytical Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.3.1 Validation of the analytical gradient . . . . . . . . . . . . . . 29
iii
CONTENTS
3.1.4 Application: high pressure effects on 1,3-butadiene . . . . . . . . . . . 30
3.1.5 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Applications of Computational Chemistry in Transition Metal Systems . . . . . 31
3.2.1 Luminescence properties of phosphine silver(I) complexes with thiourea
derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.2 Mechanistic Insights into Acetophenone Transfer Hydrogenation Cat-
alyzed by Half-Sandwich Ruthenium (II) Complexes Containing: a
Computational Study
2 - (Diphenylphosphanyl)- aniline . . . . . . . . . . . . . . . . . . . . 33
3.2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2.2 Computational Methods . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Oxidative Addition of Iodomethane to Charge-tuned Rh(I) Complexes:a
frequency and population analysis of the catalyst . . . . . . . . . . . . 37
3.2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.3.2 Computational Methods . . . . . . . . . . . . . . . . . . . . 38
3.3 Calculation of pKa Values of Nucleobases and the Guanine Oxidation Prod-
ucts Guanidinohydantoin and Spiroiminodihydantoin using Density Functional
Theory and a Polarizable Continuum Model . . . . . . . . . . . . . . . . . . . 39
3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2.1 General formulas for calculation of global and site-specific
pKa values . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2.2 Calculation of gas and solution phase free energies . . . . . . 44
3.3.2.3 Calculation of pKa . . . . . . . . . . . . . . . . . . . . . . . 45
4 Results and Discussions 49
4.1 Analysis on system under very high pressure . . . . . . . . . . . . . . . . . . . 49
4.1.1 Analytical gradient validation test . . . . . . . . . . . . . . . . . . . . 49
4.1.2 Equilibrium geometry of s-trans 1,3-butadiene . . . . . . . . . . . . . 50
4.1.3 Conformational energies of 1,3-butadiene . . . . . . . . . . . . . . . . 55
4.2 Computational results in transition metal applications . . . . . . . . . . . . . . 57
4.2.1 Exited state properties of two luminescent silver complexes . . . . . . 57
iv
CONTENTS
4.2.2 Computational analysis into hydrogen transfer Ru assisted . . . . . . . 60
4.2.3 CO Infrared frequencies correlation with Mulliken charges analysis in
Rh catalyst complexes . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3 On the DNA nucleo-base investigation . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Selection of the Model Cavity . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Test of the Model Cavity on Other Nucleobases . . . . . . . . . . . . . 82
4.3.3 Summary of the Computational Method . . . . . . . . . . . . . . . . . 85
4.3.4 Guanidinohydantoin Results . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.4.1 Tautomers of Neutral Guanidinohydantoin . . . . . . . . . . 86
4.3.4.2 Tautomers of Cationic Guanidinohydantoin . . . . . . . . . . 89
4.3.4.3 Tautomers of Anionic Guanidinohydantoin . . . . . . . . . . 90
4.3.4.4 pKa of Guanidinohydantoin . . . . . . . . . . . . . . . . . . 90
4.3.5 Spiroiminodihydantoin Results . . . . . . . . . . . . . . . . . . . . . . 93
4.3.5.1 Neutral Tautomers of Spiroiminodihydantoin . . . . . . . . . 95
4.3.5.2 Cationic Tautomers of Spiroiminodihydantoin . . . . . . . . 95
4.3.5.3 Anionic Tautomers of Spiroiminodihydantoin . . . . . . . . 98
4.3.5.4 pKa of Spiroiminodihydantoin . . . . . . . . . . . . . . . . 100
5 Conclusions 107
6 Appendix 111
7 Appendix 131
References 143
v
List of Figures
3.1 Molecular systems under test . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Phmepytu and Phpytu ligands . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Phpytu and Phmepytu silver complexes . . . . . . . . . . . . . . . . . . . . . 33
3.4 Zwitterionic metallate and derivatives . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Thermodynamic cycle used in the calculation of the pKa . . . . . . . . . . . . 42
4.1 Analytical vs Numerical Gradient . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Isosurface variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 Molecular Orbitals Comparison . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Molecular Orbitals Comparison 2 . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Geometry structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.6 Geometry structure continue . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.7 Ring Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.8 Energy Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9 Amine Deprotonation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.10 Path II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.11 Hydrogen transfer cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.12 pro-Si approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.13 pro-Re approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.14 Analysis on the transition state TS3 . . . . . . . . . . . . . . . . . . . . . . . 69
4.15 Path III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.16 Mulliken charge representation . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.17 Frequency-Mulliken charge correlation . . . . . . . . . . . . . . . . . . . . . . 75
4.18 Frequency-Mulliken charge correlation . . . . . . . . . . . . . . . . . . . . . . 76
4.19 Cavity influence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
vi
4.20 Major tautomers of guanine, 8-oxoguanine, adenine, thymine, and cytosine,
evaluated for this study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.21 Neutral tautomers of guanidinohydantoin evaluated during this study . . . . . . 87
4.22 Structure and pKa of guanidine, formylguanidine, acetylguanidine, hydantoin
and phenytoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.23 Cationic tautomers of guanidinohydantoin evaluated during this study . . . . . 89
4.24 Anionic tautomers of guanidinohydantoin evaluated during this study . . . . . 91
4.25 Local and global pKa of major tautomers of guanidinohydantoin evaluated dur-
ing this study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.26 Neutral tautomers of spiroiminodihydantoin evaluated during this study . . . . 97
4.27 Cationic tautomers of spiroiminodihydantoin evaluated during this study . . . . 97
4.28 Anionic tautomers of spiroiminodihydantoin evaluated during this study . . . . 99
4.29 Site-specific and global pKa of major tautomers of spiroiminodihydantoin eval-
uated during this study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.1 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.4 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.5 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.2 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
List of Tables
4.1 Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient
for HF, H2O and H2C = O. Standard deviation from numerical data are
respectively σHF=5.8 ·10−8, σH2O=8.4·10−7, σH2C=O=9.18·10−7. Computa-
tional time required is also reported in seconds. . . . . . . . . . . . . . . . . . 50
vii
LIST OF TABLES
4.2 Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient
for C2H4 and C3H6. Standard deviation from numerical data are respectively
σC2H4=1.7 ·10−3, σC3H6=1.0·10−5. Computational time required is also re-
ported in seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient for
C4H6. Standard deviation from numerical data are respectively σC4H6=4.8
·10−3. Computational time required is also reported in seconds. . . . . . . . . 52
4.4 Values of the cavity volume, V (Å3), of the pressure, p (GPa) and of the re-
pulsion energy Grep (kcal/mol) for trans 1,3-butadiene, as a function of the
shrinking cavity factor f. Results refer to the PCM/DFT/B3LYP/6-31G(d,p)
level. See text for the details of the PCM cavity. . . . . . . . . . . . . . . . . . 52
4.5 Bond lengths (Å) of trans 1,3-butadiene as a function of the pressure, p (GPa).
Results refer to the PCM/DFT/B3LYP/6-31G(d,p) level. CHa denotes the inner
CH bonds, while CHb and CHb′ denote the outer CH bonds, respectively, in cis
and trans position with respect to the inner CH bonds. Bond angles do not show
significative variations with respect to the value of the isolated molecules, and
have not been reported. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.6 PCM/DFT/B3LYP/6-31G(d,p) relative energies of the conformers of 1,3- bu-
tadiene (∆Gel−rep = Gel−rep(X) −Gel−rep(s − trans), X = s-trans, cis, skew) as
a function of the pressure.See text for the details of the calculations. . . . . . . 56
4.7 Computational results of excitation energy (λ,nm), mean MOs composition of
relatives excited states and hypothetical assignment in absorption transition of
[Ag(PPh3)2(phpty)]+ and [Ag(PPh3)2(phmepty)]+. . . . . . . . . . . . . . . . 58
4.8 A.I.M. analysis of TS3 structure. We report bond critical point (3,-1) located on
bond path with relative electronic density ρ and Laplacian ∇2ρ . Ring critical
point(3,+1) was also characterized. . . . . . . . . . . . . . . . . . . . . . . . . 70
4.9 Mulliken populations (a.u.) for selected atoms, in the gas phase and in solution
(PCM, CH2Cl2) for c1, c2 and c3. For compound c2, the protonation is on the
N1 atom [B3LYP/BS-0//B3LYP/BS-0; BS-0=6-31g** + Lanl2DZ(Rh)]. aCO
frequencies stretching are in cm−1. . . . . . . . . . . . . . . . . . . . . . . . . 74
viii
LIST OF TABLES
4.10 Effect of the coordinative character of PF−6 and CF3SO
−
3 on the CO frequency
stretching. Comparison with experimental data end calculation after frequency
correction are also reported. aCO stretching frequencies stretching are reported
in cm−1 as well as the correlation slopes. b See Ref. in the text . . . . . . . . . 77
4.11 Relative Free Energies (kcal/mol), Calculated and Experimental pKa1 Values
for Major Tautomers of Guanine, Adenine, Cytosine, Thymine, 8-oxoguanine,
Hydantoin, Phenytoin, Guanidine,N-formylguanidine and N-acetylguanidine . 81
4.12 Relative Free Energies (kcal/mol) and Population of Neutral Tautomers of Guani-
dinohydantoin (Gh) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.13 Relative Free Energies (kcal/mol) and Population of Cationic Tautomers of
Guanidinohydantoin (Gh) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.14 Relative Free Energies (kcal/mol) and Population of Neutral Tautomers of Guani-
dinohydantoin (Gh) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.15 Relative Free Energies (kcal/mol) and Population of Neutral Tautomers Spiroimin-
odihydantoin (Sp) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.16 Relative Free Energies (kcal/mol) and Population of Cationic Tautomers Spiroimin-
odihydantoin (Sp) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.17 Relative Free Energies (kcal/mol) and Population of Anionic Tautomers Spiroimin-
odihydantoin (Sp) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.18 Acidity of N7 Proton - Comparison of Spiroiminodihydantoin (Sp5) vs Gh7,
Gh2 and SpC6CH2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.19 Comparison of HOMO molecular orbitals for Sp1, Gh1, Sp1(C6=CH2) and
Sp1(C6H2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.1 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Var-
ious Alpha Values for UFF Cavity . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Var-
ious Alpha Values for UFF Cavity . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Var-
ious Alpha Values for UFF Cavity . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Var-
ious Alpha Values for UFF Cavity . . . . . . . . . . . . . . . . . . . . . . . . 120
ix
LIST OF TABLES
6.5 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Test
Set1 Parameters, UFF Radii, α=0.89 for all Ionic Species . . . . . . . . . . . 121
6.6 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with UFF
Radii and α=0.915 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.7 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with UFF
Radii and α=0.915 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.8 Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Test
Set4 Parameters, UFF Radii, α=0.98 for all Ionic Species . . . . . . . . . . . 124
6.9 Calculation of the Local and Global pKa for Guanine . . . . . . . . . . . . . . 125
6.10 Calculation of the Local and Global pKa for Adenine . . . . . . . . . . . . . . 126
6.11 Calculation of the Local and Global pKa for Cytosine . . . . . . . . . . . . . . 127
6.12 Calculation of the Local and Global pKa for Thymine . . . . . . . . . . . . . . 128
6.13 Calculation of the Local and Global pKa for 8-oxoguanine . . . . . . . . . . . 129
7.1 Raw Data Used in the Calculation of the Local and Global pKa for Guanidino-
hydantoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.2 Raw Data Used in the Calculation of the Local and Global pKa for Guanidino-
hydantoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.3 Local pKa for Deprotonation of Various Guanidinohydantoin Tautomers . . . . 135
7.4 Calculation of the Local and Global pKa for Guanidine, Formylguanidine, and
Acetylguanidine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
7.5 Calculation of the Local and Global pKa for Hydantoin and Phenyltoin . . . . . 136
7.6 Raw Data Used in the Calculation of the Local and Global pKa for Spiroimin-
odihydantoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.7 Raw Data Used in the Calculation of the Local and Global pKa for Spiroimin-
odihydantoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.8 Local pKa for Deprotonation of Various Spiroiminodihydantoin Tautomers . . 139
7.9 Raw Data for Evaluation of Through-Space Electronic Effects on the pKa of Sp 140
7.10 Site-Specific pKa for Evaluation of Through-Space Electronic Effects on the
pKa of Sp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.11 Single point energy computed at five different basis set for each intermediate
into hydrogen transfer Ru assisted . . . . . . . . . . . . . . . . . . . . . . . . 141
x
7.12 Number of imaginary modes and relative frequencies in cm−1 of the most im-
portant transition states found in Path I,II and III. . . . . . . . . . . . . . . . . 141
7.13 Most important intermediate and transition state energy of Path III. . . . . . . . 142
7.14 Mulliken populations (a.u.) for selected atoms, in the gas phase and in solution
(PCM, CH2Cl2) for c1, c2 and c3. For compound c2, the protonation is on
the N1 atom [B3LYP/BS-0//B3LYP/BS-I; BS-0=6-31g** + Lanl2DZ(Rh), BS-
I=6-31g** + dgdzvp(Rh)]. aCO frequencies stretching are reported in cm−1. . . 142
List of Equations
Equation number 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Equation number 2.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Equation number 2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Equation number 2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Equation number 2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Equation number 2.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Equation number 2.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Equation number 2.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Equation number 2.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Equation number 2.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Equation number 2.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Equation number 2.12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Equation number 2.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Equation number 2.14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Equation number 2.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Equation number 2.16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Equation number 2.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Equation number 2.18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Equation number 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Equation number 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
xi
LIST OF EQUATIONS
Equation number 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Equation number 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Equation number 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Equation number 3.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Equation number 3.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Equation number 3.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Equation number 3.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Equation number 3.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Equation number 3.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Equation number 3.12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Equation number 3.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Equation number 3.14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Equation number 3.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Equation number 3.16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Equation number 3.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Equation number 3.18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Equation number 3.19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Equation number 3.20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Equation number 3.21 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.22 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.23 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.25 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.26 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.27 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Equation number 3.28 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Equation number 3.29 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
xii
1Introduction
1.1 Chemistry and Computation
For a long time, experiments in the chemistry lab have been carried out following pure em-
pirical procedure and without detailed calculations and predictions. However, in the last few
ten years most organic, inorganic and physical chemists started to use results of Computational
Chemistry to explain several unclear researching fields and to predict phenomena and behavior
of matter (1). A wide range of theory and methodology have been developed by the years so
far and some of them were oriented to prescind by experimental data and references. Such kind
of approaches are called ab initio methods and they represent the most tempting and ambitious
field of chemical and physical theory.
Density functional theory (DFT) has been pretty recently introduced among the theoretical
methods and this meant a critical change and improvements in the computational chemistry
applications (2). Density functional calculations is nowadays a strong and powerful tool to
help to decide between alternative synthetic routes and to provide guidance on structure as-
signments. Scientists employed in theoretical developments are focusing on different areas and
many of them work to make progress which can be made in the near future on problems that
will benefit their experimental colleagues in chemistry and other disciplines. One of the most
important help provided by computation to the experimental work is the discrimination among
several reaction pathways. Frequently this represents a powerful strategy to force complicate
reactions into the desired way or anyway a tool for investigation and definitely save job, time
and money. The first important step to define a complete reaction path is the construction of
the potential energy surface, which describes the energy of the molecule or them assembly as
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a function of the atomic positions. In this context it is clear that moving towards large systems
the computing time could increase very quickly and a principal rule is played by development
of efficient methodology and computing technology.
It is well known that predicting reactions between isolated small molecules in the gas phase
context theoretical chemist can reach the highest level of quantum mechanical detail. Reactions
involving three atoms have been modeled successfully in this way, but even four- or six-atom
reactions remain challenging. Although DFT has been the workhorse of most computational
studies, it is not reliable in certain classes of problems; for example, it often underestimates
transition-state barriers in reactions or band gaps of materials. Many other problems in DFT
approximations are related to de localization and static correlation errors through a framework
that makes use of fractional charges and fractional spins. In the following chapters we will able
to treat some of the advantage and drawback of the DFT methods.
Practical chemistry often involves molecular interactions in multiple phases beyond gaseous
collisions. Several progress in modeling molecule/surface interactions, which play a central
role in heterogeneous catalysis, have been established recently and they represent one of the
most interesting goal of theory.
Theoretical chemistry is now commonly used to address complex problems in biochemistry
and materials science. Recent successes has been achieved in simulating protein folding, a
problem long hindered by the computational intractability of the immense number of accessible
configurations. Recent progress in ab initio and DFT methods has facilitated purely theoretical
explorations of features ranging from mechanical properties to corrosion behavior. Electronic
excitation remains a challenging frontier. The principal theme which is found every time we
went to explore physics with theoretical tools is the complementary role of theory itself and
experiment in exploring chemical questions. Each approach nourishes the other, presenting
fresh challenges.
2
2Theoretical Background
2.1 Quantum Mechanics and Computational Chemistry
Over the past three decades, ab initio quantum chemistry has become an essential and powerful
tool in the study of atoms and molecules and, increasingly, in modeling complex systems such
as those arising in biology and materials science. Is well known that a complete description of a
system is obtainable with the solution of the Scrodinger’s eigenvalue equation. In particular, in
chemistry, the Scrodinger problem reduces to solve the electronic structure of atoms and more
in general molecules. The ability to obtain goodenough solutions to the electronic Schrodinger
equation for systems containing tens, or even hundreds, of atoms has given the possibility to
theoretical chemist to investigate and solve in many cases, important and tricky problems in
a wide range of fields. In its exact form, the electronic Schrodinger equation is a many-body
problem, whose computational complexity grows exponentially with the number of electrons,
and hence, a solution is intractable. HartreeFock (HF) theory is a mean field approach to solve
the many-electron problem using a Self Consistent (SCF) procedure. The main lack of the HF
theory consists in the absence of explicit electronic correlation term which represents an impor-
tant contribution to the total energy. For this reason the HF produces gives reasonable results
for many atomic and molecular properties but is incapable of providing a robust description of
reactive chemical events in which electron correlation has a major role. Thus, a key problem
has been the development of treatments of electron correlation that exhibit a tractable scaling
in computational effort with the size of the system.
Another important improvement into chemical description is played by theory that treat
solid and solution environment. This is one of the most important goal to reach with the purpose
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of describe in a realistic way a complex chemical system. The treatment of large, condensed
phase systems (e.g., proteins in aqueous solution) entirely by ab initio methods is extremely
expensive computationally. However, it is often the case that a relatively small region of the
system can be modeled at the ab initio quantum chemical level, whereas the remainder can
be treated more approximately (e.g., by means of molecular mechanics (MM) or continuum
solvation models).
The ultimate goal of theory and computational chemistry is that of achieving strong part-
nership with experiment as both an explanatory and predictive methodology. In this way the
theoretical approach will be able to provide a very useful tool to chemists in the exclusion of
such no productive directions and explain unclear behavior which could open new interesting
research. Continued improvements in the theory and computing performance (including cod-
ing and computer technology), ensure that very important progress will continue to be made in
the next years.
Two significative approaches to solution of the electronic Schrodinger equation have been
made over the past 50 years: the Wavefunction-based and Density Functional approaches.
Wavefunction-based approaches expand the electronic wavefunction as a sum of Slater deter-
minants, the orbitals and coefficients of which are optimized by various numerical procedures.
HF theory is a particular case of this type, involving optimization of a single determinant which
represents the grounds electronic state. For this reason however, as mentioned above, its use-
fulness is limited because of complete neglect of electron correlation. More accurate wave-
function methods has been developed, such as Coupled cluster (CC),Mller-Plesset (MPn) and
Multireference perturbation (CASPTn) methods. Density functional theory methods are based
on the Hohenberg Kohn theorem (3) and involve a functional description of the electron density
to obtain the expression of the total free energy of the system. Because the electron density
depends on only three coordinates (as opposed to the 3N coordinates of N electrons), the com-
putational effort required to solve the equations of DFT is comparable with that required for HF
theory, thus rendering DFT highly attractive from the point of view of computational imple-
mentation. However, the correct functional of the energy is unknown and has to be constructed
by approximation.
Earlier functionals, based principally on behavior of the electron gas model (4), were
lacking in the accuracy required for chemical applications. Breakthroughs over the past two
decades (5; 6; 7; 8; 9) have led to the development of functionals capable of remarkable ac-
curacy and applicability across the periodic table and complex molecules. It is important to
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note that there remain limitations in DFT methods that implies the usage of different theory for
many application field. At present, there are two principal classes of functionals that have been
extensively tested in large scale applications as well as small molecule benchmarks: gradient-
corrected (6; 8; 9) (e.g., BLYP; ref. (6)), and hybrid (6; 8) (e.g., B3LYP; ref. (6), function-
als. Gradient-corrected functionals begin with the local-density approximation but add terms
involving the gradient of the electron density. Hybrid functionals also incorporate gradient
corrections but add an empirically fitted admixture of exact Hartree Fock exchange.
CC methods are the most computationally expensive but also, in principle, the most ac-
curate of the approaches that we are briefly listing. An exponential ansatz is used in CC for
the coupling of correlated electron pairs and highly excited determinants are included into the
wavefunction setting up. In this theory the only one limit is the computational cost with the
increasing of the number of single, double and triple, etc., excitation used to build the wave
function. Has been demonstrated that the CCSD(T) approach (in which triple excitations are
treated perturbatively) provides the best trade-off of accuracy and efficiency (10). The formal
scaling with number of electrons N of CCSD(T) is N7. Thus, as anticipated, calculations are
limited to small- to medium-sized molecules, and parallel supercomputers are required. On
the other hand the level of accuracy reached from a benchmark CCSD(T) calculation for at-
omization energies (and other less demanding thermo chemical quantities) of small organic
molecules is on the order of a few tenths of 1 kcal/mol (1 cal = 4.18 J) (11). Equilibrium
geometry parameters are typically highly accurate (12). As the level of accuracy achieved in
geometry optimization is not so determining factor for energetic accuracy it is common to use
a less expensive methods to compute structures. Than, with a reasonable geometry close to the
equilibrium minimum, it is possible to perform an high accuracy calculation with CC methods.
Turning next to MP2 methods, the computational cost is reduced considerably by two or
more orders. Numerical methods developed in the past ten years has been able to decrease the
formal scaling N5, both formally and asymptotically enabling the investigation of systems con-
taining a few hundred atoms. It is important to understand when a MP2 methods is better than
a CC approach: the results of MP2 methods for properties involving making or breaking bond
or in general electron pairs are worst than to that of CCSD(T) and also not as good as the best
DFT methods, although recent studies have come closer to DFT benchmarks (13). However,
for many cases where the study is focused on conformational and no bonded interaction, MP2
methods do extremely well and the accuracy become ≈ 0.3 kcal/mol if one extrapolates to the
basis set limit (14; 15; 16).
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Multireference perturbation methods, such as CASPT2 (17), are more difficult to use than
either CCSD(T) or MP2 in that they require a careful definition of the active space of elec-
trons to be treated at the multireference level to be effective. In this approach all the electrons
not included in the active space are treated perturbatively. The choice of the active space
dimensions, represents the critical step of the multireference methods because of the ratio
accuracy/computational-time. The computational cost, in fact, increases exponentially with
the size of the active space hence very quickly. In some cases we can find few problems to treat
the system with CCSD(T) methods. In particular severe difficulties could be found because
of the fact that the electronic wavefunction is no longer dominated by a single (HartreeFock)
determinant. The most important case is when a complete potential energy curve during the
process of bond breaking is under study (18).
Coming back to DFT, both gradient correct and hybrid methods achieve excellent results
for equilibrium geometries (19; 20) across the periodic table. In fact, the DFT methods in
general, represent an excellent way to get geometry very close to the equilibrium and useful
for further studies. This is no longer true for properties which are strongly dependent on the
electronic correlation. For atomization energies, there is a clear difference in performance
between different DFT methods; for example, the BLYP functional has an average error of
7.09 kcal/mol for the G2 set of 148 small molecules, whereas the B3LYP functional has an
average error of 3.11 kcal/mol for the same data set (21). The three subjects under study in
this thesis are related by some features that represent the linkage between all of them. The
first important one is the quantum chemical method used to solve the electronic structure: the
DFT approach. In the Sections 3.1 and 4 we are going to show some developments and results
related to the effects that pressure has on several molecular properties. It has been a critical
point the choice of DFT approach because of the behavior of the functional B3LYP within high
electron repulsion interaction.
Particular attention must be paid in transition-metal-containing systems. In Sections 3.2
and 4.2 we will study three chemical systems containing metals from different point of view.
In these cases the experimental data are less reliable, and there are many different types of
bonding to consider. However the DFT-B3LYP shows satisfactory results with average errors
for bond energies of small transition metal complexes in the range of 35 kcal/mol (22). Thus,
hybrid DFT provides a quantitative means of investigating reactive chemistry in large systems,
albeit with large errors for a small number of outliers. Moreover in Section 4.2.1 we use the
time-dependent version of DFT (TDDFT) which, in many cases, provides reasonable results
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for excited states (23) and is considerably less expensive than alternatives such as CASPT2-
and CCSD(T)-based excited-state methods. All these well known features of DFT justify our
choice in Section 3.2.2 where we study a complex chemical system involved into a catalytic
hydrogen transfer. In the related Resultes Chapter-Section 4.2.2 we will show a typical case
where the DFT-B3LYP approach is a good way to describe a complex chemical mechanism
and, moreover, a strong way to obtain related details hardly to get with others methods. In the
same Mechanistic Results Section 4.2.2, we meet a critical point when a theoretical chemist
uses DFT methods to describe chemical and physical interaction. As it will be showed, our
catalyst is involved in an hydrogen transfer between two organic molecules. Moreover two
possible ways could be follow to reach the desired products which differs by chirality. Our
studies bring to the conclusion that a no bonded and dispersive interaction is strongly involved
in this critical step. However, the ability of DFT to describe dispersion (van der Waals) interac-
tion has not yet been established (14). In our case, like many others similar, MP2 represents a
qualitatively superior alternative, which can itself be applied to large systems at a quantitatively
(but not qualitatively) larger computational cost.
One more DFT study has been developed and reported in this thesis, and it is described
in Section 3.3 and its related resultes in Section 4.3. With this last application we will show
the efficiency and accuracy of DFT in prediction of not only molecular properties but also very
important and useful thermodynamic reaction quantities .
One last important theoretical improvement has been used in this thesis and it represents the
second important connection between the three mean arguments under study. This is the theory
and the computational tool used to describe the physical environment surrounding our objects
and reactions. A complete description at quantum level of a molecular system interacting with
its solvation environment, as well as any other very large ensemble of particles, represent, at
this time, an inaccessible investigation field.
Mixed Quantum Mechanics/Molecular Mechanics (QM/MM) methods (24) provide a means
of combining quantum chemical and molecular mechanics models in a way that preserves the
integrity of the overall energy function. The key issue is the interface between the QM and
MM regions. In principle two different situation can be occur: the main interaction between
the QM and the MM region has an electrostatic nature or the two portion are connected by
one or more covalent bond. If the QM and MM regions are not covalently linked, then the
problem is relatively straightforward; introduction of van der Waals parameters onto the QM
atoms, and optimization of these parameters to fit fully QM hydrogen bonding energies , will
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yield a model that does a reasonable job of reproducing the fully QM results over the entire
phase space. However, when there are covalent connections between regions , definition of the
interface requires more sophisticated techniques. The QM/MM approach is ideally suited to
studying reactions in proteins, disordered solids, large molecules, and other systems that have
well defined structures and are heterogeneous in character.
Description of a solution phase requires a different approach, in fact for processes in solu-
tion, it is necessary to average extensively over the positions of the solvent molecules to prop-
erly take into account environmental effects. This is translated into a limitation for the QM/MM
approaches which are possible in principle but computationally very expensive. An alternative
that delivers reasonable accuracy at a much lower computational cost is the use of solvation
continuum models . The coupling of continuum models with quantum chemical calculations
using the self-consistent reaction field (SCRF) approaches (25; 26) has been implemented over
the past decade in a number of widely available ab initio quantum chemistry programs (e.g.,
GAUSSIAN, JAGUAR, and QCHEM). As we will focus in the Section 2.3, alternating cycles
of continuum Poisson Boltzmann (27) (or approximations of such cycles; Ref. (28)) and quan-
tum chemical computations, the interacting reaction field of the solvent and charge distribution
of the solute are iterated to convergence. Not only single point evaluation are available, even
better full geometry optimization of structures in solution is also possible by using analytical
gradient methods (29; 30). In the Section 3.1 we show an example of application of analytical
gradient theory developing the first derivative expression of the Repulsion free energy included
in the SCRF method used to describe molecular system under high pressure. It is important to
point out that to achieve accurate results for solvation- free energies, parameters of the contin-
uum model must be fit to small molecule experimental data (28; 31). SCRF-based methods can
also be used effectively for pKa prediction (32) with several problems that will be discussed
and solved in part in the Sections 3.3 and 4.3.
We can summarize these firsts notions saying that for small molecules in the gas phase,
CCSD(T) and related methods are the best approach , perhaps combined with less expensive
methods to carry out geometry optimization and/or obtain basis set convergence. In such cases
the CCSD(T) calculations could be more accurate than experiments. For investigation of reac-
tive chemistry in medium to large systems, DFT is at present the best approach. MP2 methods
are generally useful for studying non bonded interactions in both small and large systems and
in molecular mechanics force fields development. DFT can be used also in the investigation
of conformational and hydrogen bond interactions, provided that the accuracy limitations are
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understood. Multireference perturbation methods are typically applied when there are partic-
ular difficulties associated with ”near degeneracy”, or for properties such as excited states for
which specific multireference approaches (such as CASPT2) have proven to be superior to
DFT in a wider subset of cases. The overwhelming majority of large-scale material science
and biological applications have been performed with DFT; this state of affairs is mandated
by the large size of the systems that are being considered, the need in some cases for periodic
boundary conditions, and the availability of QM/MM and SCRF methods principally for DFT
based approaches.
2.2 Density Functional Theory
As we introduced in the previous section, DFT is a QM theory used in physics and chemistry
to investigate the electronic structure of many-body systems. As is well known DFT was given
a formal footing by the two theorems introduced by Hohenberg and Kohn (HK) in 1965 (3). In
this theory, all the molecular properties are described solving a many-electron problem by using
functionals (i.e. functions of another function, which in this case is the spatially dependent
electron density). In particular Hohenberg and Kohn proved that each contribution to the total
energy can be expressed as a functional of the total electron density
ρ(r) =
β∑
γ=α
ργ(r) =
∑
i∈α
ψ2i (r) +
∑
i∈β
ψ2i (r) (2.1)
(α and β are the two possible spin states), by the following energy functional relation:
EV [ρ] = FHK +
∫
ρ(r)V(r)dr (2.2)
In this section we briefly show the main aspect of the DFT theory recalling the two funda-
mental theorems and the principal development of theory.
The first HK theorem demonstrates that the ground state properties of a many-electron
system are uniquely determined by an electron density that depends on only 3 spatial coordi-
nates. Hence through the use of functionals of the electron density, the 3N variables problem
of a N body-system reduces to a 3 spatial coordinates issue. The second HK theorem defines
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an energy functional for the system and proves that the correct ground state electron density
minimizes this energy functional.
In the DFT theory the interaction between bodies deals with an effective potential which
include the external and the electron-electron interaction terms. A set of one-particle eigenvalue
equations developed by Kohn and Sham (KS) (33; 34) provide the explicit solution to the DFT
problem:
HγKSφiσ(r1) =
−12∆ + ∑
A
ZA
|RA − r1| +
∫
ργ(r2)
|r1 − r2| + VXC(r)φiσ(r1)
 = iσφiσ(r1) (2.3)
The first term in the KS Hamiltonian represent the kinetic energy of the N non-interacting
electrons, and the second and the third represent the classical nucleus-electron and electron-
electron Coulomb interactions. The last term VXC is the exchange-correlation potential which
include all no classical exchange and correlation interactions. In this the no classical effects on
the electron kinetic energy are also take into account. The VXC is defined as the partial deriva-
tive of the exchange-correlation energy (EXC) with respect to the electron density ρ. Consid-
ering the equations 2.1 and 2.3 it is obvious that the KS equations are a pseudo-eigenvalue
problem and has to be solved iteratively as in the HF scheme, hence through a self-consistent
field procedure. On the other hand the HF and KS solutions are substantially different and, in
principle, non-physically comparable: it is possible to demonstrate that in general the energy
of KS orbitals doesn’t have physical meaning, in fact the HK theorem refers only to the exact
ground state one-electron densities, and hence, it cannot be regarded as the basis upon which
to exact the KS ansatz for the exchange-only self-consistent field. Moreover it is not a good
method for the calculation of the excitation energy. For this argumentation in the KS formu-
lation, the eigenvalues are just considered as auxiliary quantities for computing of corrected
total energy and one-electron density. The original eigenvalues are not related to any physical
meaning except for the highest occupied orbital (HOMO) which determinate the first ioniza-
tion energy changed in sign. In other words the density functional approach leads to an exact
solution of the N-electron problem once the true energy functional exchange-correlation (EXC)
is available. This represents the tricky point of DFT application: no one knows the correct
functional EXC for atoms and molecules. Therefore approximation have to be made to provide
expressions for EXC , as reported in the next paragraphs.
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2.2.1 Local Density Approximation
The research and developments in the DFT framework are essentially related to modeling the
EXC potential. As we mentioned before the simplest approximation is the local-density approx-
imation (LDA), based upon exact exchange energy for a uniform electron gas. The Thomas-
Fermi model provides the principal tool useful to obtain the exchange energy within fits to the
correlation energy for a uniform electron gas. In this approximation the energy functional is a
pure density functional and reads,
ELDAXC =
∫
ρ(r)XC[ρ(r)]dr (2.4)
where XC is the equivalent of EXC per single particle. This last term can be divided in two
associated to exchange and correlation. It is possible to demonstrate (35) that the exchange
contribution is
ELDAX = −CX
∫
ρ(r)
4
3 dr (2.5)
whereas the correlation term is provided by Monte Carlo simulations (36). The LDA has
good performance describing molecular bond but fall in energy estimation: usually total ex-
change energies are underestimated by up to 10% while correlation energies are overestimated
by up to a factor of 2. The erroneous evaluation of these two contributions is due to the approx-
imation that describe the electron cloud like to an uniform electron gas, but it is always verified
that this is far from the reality.
2.2.2 Nonlocal Corrections
An important contribution to the application of DFT to the chemical systems, comes from
implementation of nonlocal correlation functionals. A number of increasingly refined math-
ematical expression for these functionals were introduced by Becke since 1983 (37; 38; 39).
The most successful introduce additional functionals which include the gradient of the density
charge (i.e. ∇ρ(r)). This is a correction to the LDA:
EXC[ρ] =
∫
ρXC(ρ)dr· F(ρ,∇ρ) (2.6)
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where the F(ρ,∇ρ) functional is the nonlocal correction. The most commonly used nonlo-
cal functionals are combination of these and they are BP, BLYP and BPW.
2.2.3 Hybrid Functionals
Cause of the not satisfactory treatment of the correlation energy Becke (40; 41) developed a
different approach, introducing into the ”wrong” DFT functional the ”exact” HF exchange.
This new methods gave start to several so called hybrid functionals which allowed to achieve
an improved accuracy, reducing the error in the atomization energy for a set of molecules to
less than 3 Kcal/mol (gradient correction only performs accuracy levels up to 6 Kcal/mol).
The hybrid functionals, as anticipated, are combination of gradient-corrected DFT functionals
and HF exchange contribution where the weight factors for each of them comes from a semi
empirical fitting of well established experimental values. The most commonly used function is
the 3-parameter functional due to Becke and include also nonlocal corrections:
EXC = 0.2EHFX + 0.8E
LDA
X + 0.72E
B
X + 1.0E
LDA
C + 0.81E
NL
C (2.7)
where the upper label B stand for the standard Becke gradient correction to the exchange
and the NL ones represent a generic non-local correction to the correlation. The most popular
combination is the B3LYP functional and it will be used in all the applications here described.
2.2.4 Transition metal and DFT
For the first and third issues of this thesis (see sections 3.1 and 3.3) the choice of a DFT ap-
proach is due just to make the investigation easy for very complex and new field of research.
Otherwise the mechanistic exploration of a complete chemical reaction assisted by a transition
metal (TM) complexes (i.e. Section 3.2.2), or a typical spectroscopical properties of inorganic
compound, need that more complete argumentations must be reported. Because of their more
complex electronic structure (often open shell configuration), it is important to understand if
DFT methods are suitable for TM systems. In particular in such cases the most critical point is
to describe exchange-correlation energies and the fact that many of these are not well described
by a single Slater determinant. As we know in HF-based methods, exchange is described ex-
actly while the correlation problem can be solved only approximately. On the other hand,
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DFT methods solve approximately both of them albeit implicitly included in the exchange-
correlation functional. In the absolute value the energies arise from DFT calculation show
very large errors but, many times, in chemical reaction study, chemists are more interested into
the relative energies and these errors cancel to large extent. This, in particular, explain the
remarkable accuracy of even local DFT functionals for complex molecules. More attention
must be paid if during a coordinate reaction some bonds break or a functional group changes
drastically its electronic structure. This is a very frequent situation in TM system reactions. In
such cases exchange and correlation variations occurs differently and DFT methods fall spe-
cially for open shell TM. However, wavefunction-based methods are facing similar difficulties
in such situations and DFT is competitive also in these areas. As mentioned before, the most
important advantage is represented by low computational cost (N3 scaling factor compared
with N5 in HF-based methods for N basis functions). In other word, given a constant num-
ber of basis functions, gradient-corrected DFT or hybrid functional implementations require a
computational demand which lies between HF and MP2 calculations.
DFT theory is, jointly with the Solvation Continuum Models, the common linkage between
the three arguments of this thesis and we are going to conclude this brief reminding some
important, but often ignored, limitation and advantage of this method. First the HK theorem
applies only to ground states and a proper treatment of exited states is still an important issue
in DFT. Moreover, the unrestricted variation of the KS approach for open shell systems suffers
of spin contamination, although it is lower than in the HF methods. It is important to keep in
mind that this is an unsolved question what relevance the expectation value 〈S 2〉 has for the
unknown wavefunction of the real system. A disadvantage of more practical relevance is that
there is no well-defined hierarchy of functionals in DFT theory, hence all the calculations have
a certain degree of trial and error and it is often not clear why one particular functional works
better than another. Finally two much more technical observation must be reported. One is
related to the SCF convergence which is often slow and in some cases it requires fine tuning.
The other one is an important problem which frequently occurs in TM systems and it is due to
a larger spatial charge variation much more the accuracy which depends on the grid mash used
in the numerical integration. The price to be paid for a batter and more fine grid is of course a
heavier computational demand.
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2.3 Solvation Continuum Models
One of the most important tool provided by theory which enabled efficient and accurate com-
parison with the experimental data has be done by the modeling of liquids and solution. This
is a tricky field of research and among the different approach proposed we can distinguish two
principal schemes: models where the ensemble of solute and solvent are treated at the same
level of theory and models where the attention is focused on the solute molecule or a very small
number of molecules and the solvent description is treated at a lower level and only average
described. In this section and in the remain of this thesis we will interested in these second type
of approaches which are all connected by a common aspect, namely the use of a mean-field
description of the chemical environment that surround and solvate the focused solute molecule
. In this view the solvent is described by a continuum where take place a cavity of proper shape
and dimension in which the solute is introduced. The continuum represents a dielectric making
all the interaction that a solvent distribution of molecules have with the solute.
The wide diffusion and development of the solvation continuum models brought to tech-
niques and methodology suitable for the study of small to very large molecules both for ge-
ometry optimization and energy calculation including reactivity path. This has been possible
by the increase in the realism of the model and the introduction and coupling with quantum-
mechanical methods. This last point is the basis that allowed the explanation of several chem-
ical and physical phenomena not tractable with classical methods. We briefly report some
technical issue related to the solvation continuum model formalism, starting from the quantis-
tic operator Hˆtot(rM) which represents the total energy of the interaction between solute and
solvent molecules.
Hˆtot(rM) = HˆM(rM) + HˆMS (rM) (2.8)
where HˆM(rM) is the solute molecule M Hamiltonian and HˆMS (rM) is the interaction be-
tween M and the continuum represent the solvent. The principal observation that we have to
point out is the absence of the solvent coordinate (rS ) that represent the most important differ-
ence between continuum and discrete models. This last considers explicitly each interaction
between the solute (frequently just one molecule cause of the extremely dilute solution) with a
finite number of solvent molecules. We will focus on the solvation continuum models. In spite
of the two different members in the Eq. 2.8, common computational codes, treats the Hˆtot as a
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whole because it is an effective Hamiltonian and its structure is very similar to that of in vacuo
calculation in the HF or DFT approach.
The HˆMS (rM) include several terms, one for each physical interaction between solute and
solvent molecules. These contributions are provided by different operators that could be sym-
bolically indicated with Qˆx(−→r ,−→r′ ) where −→r is the position vector and x stands for one inter-
action. In the next subsection we are going to describe the most common used model in the
framework of continuum solvation and it also will be the only one model used to treat the
chemical systems under study in this thesis.
2.3.1 The Polarizable Continuum Model
In the Polarizable Continuum Model (PCM) the interaction between solute and solvent is de-
scribed by four operator Qˆx each having a physical nature. The solvation process is accompa-
nied by a free energy exchange with the environment, and this value is obtained by summation
of the free energy contribution of each interaction term. Including the thermal motions of
the molecular framework in solution, the formal equation that provide the total free energy in
solution is:
G(M) = Gcav +Gel +Gdis +Grep +Gtm (2.9)
Computationally speaking the formation of each term has the name ”Charging Process”
(CP). Each CP is based on several iteration finalized to minimize the residual coupling between
an appropriate parameter and a potential function. In the PCM formalism only the first term
is evaluated separately whereas the others three CP are unified and described by Schrodinger
solution. The CP related to Gcav makes an empty cavity inside the continuum with a proper
shape and size to host the solute. Only the nuclear relative position and atomic parameters
are used in this route and no electronic properties of solute are involved. The calculations are
performed at a given temperature T and solvent density ρ. This term represents the reversible
work spent to build the cavity against the cohesion liquid forces and it could be computed with
several methods (42; 43). In the actual PCM codes the standard methods is that proposed by
Pierotti (44) in according to a suggestion given by Claverie (45). The parameter characterizing
the solvent cavity is the solvent equivalent radius and the expression for the free energy term is
analytical for spherical shape cavity and semi-analytical for the cavities built with atomic solute
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spheres. In the actual PCM version the Qˆcav operator is not included into the Hamiltonian 2.8
because in the BO approximation, for a fixed geometry this term doesn’t change.
The Section 3.1 is dedicated to the effects that pressure induce on the molecular properties.
We will show that acting on the equivalent radius we will able to induce significant change on
the cavity size due to increasing of pressure.
What about concern theGel contribution there are two different type of approach which lead
to the same results but one of these is more expensive than the other. The electrostatic interac-
tion depends on the total electron density of the focused molecule and the electric polarization
of the medium. The contribution could be computed starting from non-interacting nuclei and
electrons that will compose the molecule with just one CP, or computing every time the charg-
ing starting from an in vacuo molecular geometry and electron density and than switching on
the interaction solute-solvent. This last is computationally expensive and it is required only in
that cases the explicit value of solvation free energy is needed.
In the PCM formalism the medium response function for this term is the polarization
−→
P :
−→
P =
 − 1
4pi
−→
E (2.10)
where
−→
E is the electric field generated by the apparent charges spread on the cavity surface,
and  is the dielectric constant.
To solve the electrostatic problem for the PCM it is required to solve the simple Poisson’s
equation ∇2ϕ = −ρ . If the medium has homogeneous and isotropic dielectric constant and the
solute molecule (M), inside the cavity (C), is surrounded by an infinite and continuum dielectric
medium characterized by the permeattivity , than an electrostatic field is generated and it is
described by the following Poisson’s equations:
− ∆V = 4piρM inside C
−∆V = 0 outside C
([V]) = 0 on the sur f ace o f C
([∂V]) = 0 on the sur f ace o f C (2.11)
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where V is the electrostatic potential generated by the charge distribution ρM inside the
cavity. The two boundary conditions represents limitations that force continuity across the
cavity surface both for the potential and its gradient. Several methods are useful to solve the
Poisson problem such as the Apparent Surface Charge (ASC), Multipole Expansion (MPE) and
Generalized Born Approximation (GBA). In this thesis all the solvation treatments use an ASC
approach. As commonly done in the continuum methods, the potential V is separated into two
contribution
V(X) = VM(x) + Vσ(x) =
∫
R3
ρM(y)
|x − y|dy +
∫
Σ
σ(S )
|x − s|ds (2.12)
The ASP approach is oriented to solve the apparent charge problem computingσ(s) through
the discretization in tessere of the cavity surface and centering on each of them a weighted and
punctual charge.
One of the contribution in which we are particular interested is the Grep. This represents
the free energy due to the exchange contribution appearing when QM level of theory is used
to describe the electronic state. Although this contribution should be computed by discrete
repulsive interaction between the solute-solvent electrons, in the PCM (and in all the solvation
continuum models) it is evaluated by the Qˆrep operator based on the solvent density, the numeral
density of electron pairs in the solvent, the perpendicular component to the cavity of the electric
field generated by the solute and the overlap function. This operator is one electron character
and it is used like a discrete surface integral evaluated on each tesserae that cover the cavity
surface. All the argumentations that support the goodness of the Qˆrep are detailed in Ref.
(46). This contribution to the total free energy will be under study in the next chapters and in
particular in the Section 3.1 where the repulsion energy will become the most important and
dominant contribution due to extremely high pressure. This last implies drastic increasing in
the numeral density both for solute and solvent electrons,nevertheless the exponential growth
of the electron overlap.
The dynamical polarizability is the basis of the third contribution to the free energy in
solution namely Gdis. The dispersion energy is described by the Qˆdis(−→r ,−→r′ ) which is a one-
and -two electrons operator like. Both the two terms summed to give Qˆdis(−→r ,−→r′ ) depend on
the average electronic distribution of the solvent. Several parameters are needed to compute
this term, such as the solvent refractive index, the first ionization potential and the average
transition energy of the solute.
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Excluding the cavity formation energy, the other terms are all evaluated as sum of dis-
cretized contribution on the cavity surface and all of them are computed in a representative
position namely centroid. It is very important to understand which kind of results we obtain
by a PCM calculation in particular if we want to compare this value with experimental data.
When we add the thermal motion term Gtm to the others, we obtain an absolute free energy of
the solute in that solvent. This value is related to a reference state which is represented by the
unperturbed solvent and the among of non-interacting electrons and nuclei of the solute. An
estimation of the solvation free energy ∆Gsol of the molecule M is given by difference between
the PCM free energy computed value and the same quantistic level energy computed in vacuo
of M. It is important to point out that this estimation is not in principle correct and sometimes
not good enough to compare with experimental values. As we will show in Section 3.3 when
a very high accuracy below 0.5 Kcal/mol is required, a slightly different scheme must be take
into account.
One of the most critical issue in the application of PCM, is the implementation of analyt-
ical derivatives of the PCM free energy with respect to cartesian coordinates. The analytical
derivatives theory is one of the most important achievement in computational chemistry pro-
viding a powerful tool to calculate several molecular properties and the forces acting on the
nuclei needful to minimize the molecular geometry. Although exact analytical expressions of
derivatives in the gas phase are available, it is challenging to have one in the implicit solvent
framework.
The real problem in computing the derivatives of the total energy is that in this term a non
analytical computed contribution is included. In fact the reaction field contribution ER(ρ, ρ′)
is evaluated numerically hence approximately with EappR (ρ, ρ
′). If this term depends on n real
parameters it is possible to evaluate partial derivatives respect to some of these in order to obtain
important molecular properties. For example if these parameters are the cartesian coordinates
the partial derivatives of the total energy will represent the forces acting on each nucleus and
hence the gradient needful to evaluate the geometry optimization. There are of course two
principal different ways to compute the first derivative of the reaction field energy:
1. Develop the analytical expressions for the exact reaction field energy term and than com-
pute an approximate value for the (∂/∂λi)ER(ρ, ρ′)
2. Compute the analytical derivative of the approximate reaction field Eapp.
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One of the most important weak point in the geometry optimization in the solvation con-
tinuum models is the non continuity of the first derivative of the energy with respect to the
cartesian parameters. Cause of this, very active research in the field of geometry optimization
in solution, is still in progress.
So far, we have introduced the principal concepts of the energy contributions in the PCM
and the most important meaning of compute a derivative of the reaction field energy. Now we
are going to describe briefly the cavitation models and some technical flavors related to the
building up of the area which is going to host the solute molecule. This paragraph is indeed
a dramatically important argument because it is the basis of developments in the Section 3.3
where the modeling of the cavity shape and size is primary for describe with high accuracy the
nuclear bases acidity.
In the solvation continuum models the molecular cavity is the portion of space within the
surrounding medium that is occupied by the solute molecule. The molecular surface is indeed
the boundary between these two areas. The easiest way to build the cavity is to use a sphere
or an ellipsoid with radius or axes dimension described like parameter or parameters. This
very simple approach is still in use cause of the availability of exact analytical solution of
electrostatic equations. The most common way to define molecular cavities is to interlock a set
of spheres each centered on the atoms of the solute. Once molecular cavity is built there are
several way to define the molecular surface:
1. The van der Waals surface (VWS) is a molecular surface obtained by interlocked spheres
centered on each atom and having as radius the corresponding van der Waals radius. This
definition is particularly useful when the cavitation energy contribution has to be studied.
2. The solvent-accessible surface (SAS) (47) is an extension of the VWS, in fact it is de-
fined as the surface identified by a rolling spherical solvent probe on the van der Waals
surface. The probe dimension depends on the molecular solvent properties and nature.
This method is usually utilized when short range interactions have to be computed.
3. The solvent-excluded surface (SES) (48) has similar character of the SAS procedure but
it defines a surface where only the contact point between the cavity and the probe are
included. So, this method, defines a smoothed surface across which no solvent molecule
can move in. The volume enclosed in the SES but not in the VWS is called solvent-
excluded volume
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In the past years several methods has been developed to approximate the solvent-excluded vol-
ume (e.g. MSDOT, DefPol, BLMOL under BLSURF), but the most used in quantum mechanic
application is the GEPOL firstly elaborated in Pisa by Tomasi and Pascual-Ahuir (49). In this
approach the excluded volume is defined by a set of added spheres putted on the cavity with a
recursive algorithm. That procedure include recursively new sets of spheres and it is in prin-
ciple infinite as it tries to fill a concave space with convex objects. However a threshold level
on the added sphere radius is defined and a maximum overlap between two new spheres also
force the recursive procedure to stop.
As we mentioned before, the reaction field generated by polarization and all the others
non electrostatic contribution to the energy, are computed starting from the discretization of
the molecular cavity (surface). This procedure is the tassellation and it has the purpose of
divide in several subsets of surfaces named tesserae with a surface area a, a sampling point
−→s and a unit outward vector nˆ at the sampling point. These elements are the main quantities
used to compute numerically the PCM energy contribution and derivatives with respect related
parameters.
2.3.2 The QM Formulation of the Polarizable Continuum Model
As we told in the previous paragraph, the operator which describe a molecular system in solu-
tion in the solvation continuum models framework is an effective Hamiltonian. The solution of
this problem refers to the solution of the Schrodinger equation of this last operator. As usual in
electronic structure problems we adopt the Born-Oppenheimer approximation which allow the
partition of the Hamiltonian into an electronic and a nuclear part as well as the factorization of
the solute wavefunction. The Schrodinger equation for the effective Hamiltonian Hˆe f f is
Hˆe f f |Ψ〉 = E|Ψ〉 (2.13)
where Hˆe f f is the sum of the Hamiltonian of the molecular part of the solvation continuum
model (M) and the solute-solvent interaction:
Hˆe f f = Hˆ0M + Vˆint (2.14)
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Several way and methods are available to define Vˆint, however in this thesis we only deal
in the ASP corresponding formulation. The operator Vˆint can be divided into the four principal
components that generate the interaction field, having two-, one- and zero-electron structure.
The reaction potential has an electronic and a nuclear source, respectively due to ρeM and ρ
n
M.
Once defined the reaction potential and the charge distribution, also the corresponding interac-
tion energy is determinate:
Uint = Uee + Uen + Une + Unn (2.15)
where U xy is the interaction energy between x and y sources. Finally the structure of the
effective Hamiltonian can be write more explicitly denoting that with the superscript R the
related operator is connected to the solvent reaction potential, whereas with the subscripts r
and rr’ the one- and two-electron operator:
Hˆe f f |Ψ〉 = [Hˆ0M + ρˆerVˆRr + ρˆerVˆRrr′〈Ψ|ρˆer′ |Ψ〉]|Ψ〉 = E|Ψ〉 (2.16)
It is important to note that the term ρˆerVˆ
R
rr′〈Ψ|ρˆer′ |Ψ〉 introduces a nonlinear character to
the equation 2.16 and it is related to the Uee contribution energy. If we follow a canonical
order to get molecular wave functions we will define the related HF operator for the solvation
continuum model problem. In particular we expand this operator over a finite basis set χ and
the Fock matrix reads:
F = h0 + G0(P) + hR + XR(P) (2.17)
Comparing the equations 2.16 and 2.17 the h0 + G0(P) is the Hˆ0M term whereas h
R + XR(P)
represents ρˆerVˆ
R
r + ρˆ
e
rVˆ
R
rr′〈Ψ|ρˆer′ |Ψ〉. For a more detailed description of the HF approach and the
QM formulation we remind to Ref. (50).
Finally we want to define the basic energy quantity, namely the free energy functional.
As for the isolated molecule, also for the solute the Fock operator defined in equation 2.17 is
obtained by minimizing an appropriate functional. This last, expressed in a matrix form, reads:
GSHF = trPh
0 +
1
2
trPG0(P) +
1
2
trP( j + y) +
1
2
trPX(P) + Vnn +
1
2
Unn (2.18)
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The wave functions that make the free energy functional 2.18 stationary are also solutions
of the effective Schrodinger equation 2.16. The effective Hamiltonian explicit depends on the
charge distribution of the solute expressed in terms of ρeM and thus it is nonlinear. This is the
origin of a different free energy functional structure for the HF problem in solution if compared
with the analogous in the gas phase. As we will principally study chemical system at the DFT
level, it is important to point out that this level of theory does not require modifications in the
solvation terms with respect to the HF formalism presented above. DFT is also tractable like
HF approach concerning the analytical derivatives of the free energy functional and continuum
solvation models coupled to DFT are becoming the routine approach for studies of solvated
systems.
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3.1 Towards the elaboration of a QM method to describe molecu-
lar systems under very high pressure
3.1.1 Introduction
Continuum solvation methods have gained a wide popularity in the description of solvent ef-
fects on the electronic structure, geometry and properties of molecules in solution. The contin-
uum approach has also been extended to other media, as polymers and crystals. There are, how-
ever, fields for which this approach has not yet been applied. Among them there is solvation at
high pressure. In the last years, important progresses have been made in the experimental stud-
ies on molecular systems subjected to very high pressures (51; 52; 53; 54; 55; 56; 57; 58; 59).
There are abundant reasons for this effort which requires the availability of specialized struc-
tures, but the progresses show that the efforts are rewarding. A few ab initio CarrParrinello
simulations of systems at high pressure have appeared (51; 54), with interesting results but
at a considerable computational cost. What it lacks is the availability of accurate computa-
tional methods of cost comparable with that of isolated molecules, to support, confirm and also
predict the outcome of experimental studies.
In this section, we present a preliminary version of a new computational method. The
procedure is based on the polarizable continuum model (PCM) (60), calibrated and amply
tested for solutions at the standard thermodynamic conditions of pressure and temperature.
The present study is focused on two critical items: the definition of the pressure (p) in such
extreme conditions, and the elaboration of an analytical code for the calculation of molecular
energy gradients for the present applications to the regime of high pressures.
23
3. DEVELOPMENTS AND APPLICATIONS
The pressure is a macroscopic thermodynamic property not immediately transferable into
QM methods addressing the detailed description of a single molecule. Here, we propose a
possible solution for this problem using an analytical formulation of the energy derivatives
with respect to nuclear coordinates (notably the first derivatives, giving the gradient).
The most important arguments of this section are organized as follows: the computational
method for the calculation of the pressure is presented in Section 3.1.2; the analytical formula-
tion of the molecular energy gradients is described in Section 3.1.3; an application to the study
of the effects of a high pressure on the equilibrium geometry and conformational energies of
1,3-butadiene is presented in Section 3.1.4.
3.1.2 Definition of Pressure
The quantum-mechanical description of confined systems has a long history, which goes back
to the early days of Quantum Chemistry (61; 62; 63). The pressure for a molecular system
confined within a volume V is defined as (64; 65; 66; 67)
p = −
(
∂E
∂V
)
occ.numm.
(3.1)
where E is the energy of the system, and the lower script occ.numm. denotes a quantum-
mechanical adiabatic transformation, i.e., a transformation in which the occupation number of
the electrons of the molecular system is kept fixed. The pressure given by Eq. 3.1 is called
kinetic pressure, and it has been demonstrated that it is equal to the pressure derived from the
quantum statistical mechanics, i.e. the thermodynamics pressure (65; 67; 68; 69; 70).
Up to now the application of Eq. 3.1 has been limited to simple confining volumes, of
spherical or ellipsoidal shape only, and for atoms or very simple molecules (71; 72; 73; 74;
75; 76; 77; 78). The introduction of the explicit consideration of pressure given by Eq. 3.1
into PCM permits to remove these limitations. In fact, the volume of the PCM cavity in which
the molecule is inserted may be freely reduced, while retaining its shape. In such a way, the
following modified form of Eq. 3.1 may be used to monitor the pressure of the external medium
acting on the molecule:
p = −
(
∂Gel−rep
∂V
)
occ.numm.
(3.2)
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where Gel−rep is the basic energetic quantity of the PCM model (see Eq. 2.3). The deriva-
tive of Eq. 3.2 may be computed using the analytical formulation of the volume derivative
(79) applied to the analytical derivatives of Gel−rep given in the following Section 3.1.3 (more
detailed discussion has been developed into my Graduation Degree Thesis titled ”Studio di sis-
temi atomici e molecolari in condizioni di confinamento alle alte pressioni mediante il Modello
del Continuo Polarizzabile” University of Parma Italy 2004). With respect to the other simple
confining models, the nature of QM Pauli repulsion contribution to the PCM free-energy func-
tional Grep allows confining of the electronic charge distribution of the solute in a smooth way,
according to the term used by Le Sar and Herschbach in the concluding remarks of Ref. (73).
To compute Gel−rep and its derivatives we need to redefine for the appropriate pressure some
of the physical parameters used in PCM, namely the dielectric permittivity of the medium and
its numeral density, and the size of the molecular cavity. An example of such selection of
parameters will be given in Section 3.1.4.
3.1.3 Analytical Gradient
The continuum solvation methods have, as basic and preliminary goal, the determination of
the free energy of the system (solute plus solvent). Methods based on a QM description of
the focused subsystem (namely the solute) start from here to determine the other properties of
the solute, electronic distribution, equilibrium geometry, and molecular observables. We shall
make use of the PCM methodology and terminology because this was the first to present a com-
plete dissection of this energy into terms with a well-defined physical meaning, and because it
is the method we have introduced and refined in the years. The decomposition of the PCM free
energy has been yet reported in Eq. 2.9. In that were reported the electrostatic (and electronic)
term contribution, the dispersion term, the repulsion term, the cavity formation term, and the
contributions due to thermal motion of the solute (vibrations and rotations), respectively. The
justification and the detailed descriptions of these terms are available in the abundant scientific
literature, in a number of review papers and in some books. Reference is made here to the most
recent review (60) and book (80). For a short but complete description we remind to Section
2.3.
All contributions are influenced, directly or indirectly, by the cavity size and by the medium
macroscopic parameters, T and p. As far as the pressure is concerned the key feature is the size
of the cavity hosting the solute. We report in this thesis a QM formulation at the self-consistent
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field (SCF) level of the G functional expressed in terms of matrices running on a finite basis set
{χ} of atomic orbitals used in the expansion
GSCF(R) = [trPh0 +
1
2
trPG(P) + trPhel +
1
2
trPXel(P) + Vnn +
1
2
Unn] +
trPhrep + trPhdis +
1
2
trPXdis(P) (3.3)
where the terms within square brackets correspond to Gel, the next one to repulsion, and
the last two to dispersion contributions. Lower case matrices hx collect one-electron integrals,
capital matrices Xx contain two-electron integrals. The P matrix describes in this basis the
one-electron distribution of the solute. We have not reported in this expression the terms corre-
sponding to the cavity formation and to the thermal motion contributions to the energy because
they do not belong in the QM functional to be variation ally minimized. The reader is referred
to the already quoted publications for more details.
We just remark a point, because it is pertinent with what will follow. The elements of all
the hel and Xel(P) matrices are the sums of integrals referring each one to the representative
point of a tessera of the cavity surface. In fact, this surface is partitioned into a number K of
tesserae with suitable shapes to get the solution of the pertinent integro-differential equations
with the aid of the BEM techniques. Number of tesserae and position of the representative
points are the same for all the components. The analytical expressions of the derivatives with
respect to a given parameter ξ (a Cartesian coordinate of a nucleus in our case) can be obtained
via differentiation of the GSCF functional of Eq. 3.3 (81). Available PCM codes only give
the analytical expressions of the first (and second) derivatives of Gel (the terms within square
brackets in Eq. 3.3) (82; 83; 84; 85; 86; 87). We refer again to the quoted papers for more
details.
In standard calculations, dispersion and repulsion contributions to the gradient are sepa-
rately computed starting from semi empirical expressions (88; 89). This mixing of analytical
ab initio and semi empirical calculations was dictated by practical considerations, namely the
comparison of the computational cost (quite moderate for repulsion, high for dispersion) with
the improvement of the desired results. When the desired results are limited to the obtention of
energy, geometry and molecular properties for the ground state in standard ambient conditions,
semi classical expressions may be safely used, without detriment of the results and at a sizeable
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reduced computational cost (90). Things are different in other cases, as the study of pressure
effects is considered here.
A quantum version of the repulsion term, inserted in the Hamiltonian is compulsory here
(the dispersion term, in contrast, is only indirected affected by pressure). For this reason, we
report here the expression of Grep and of its related matrix operator hrep, already implemented
in the most recent PCM versions, passing then to the elaboration of its first derivative. The QM
Pauli repulsion contribution Grep is given by the functional form (91)
Grep = α
∫
r<C
ρM(r)d3r (3.4)
with
α =
4pi
0.7
ρS nSval
where the integral in Eq. 3.4 denotes the electronic charge density lying outside the cavity,
0.7 is a numerical parameter (in a.u.) obtained from super-molecule calculations, ρS is the
numeral density of the solvent and nSval is the number of its valence electrons. At the SCF level,
Grep is obtained as
Grep = trPhrep (3.5)
where the elements of hrep are given by
hrepµν = α(S µν − S inµν) (3.6)
here S µν is an element of the overlap matrix over the expansion basis {χ} and S inµν is given
by
S inµν =
1
4pi
∑
k
akEµν(sk)·nk(sk) (3.7)
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where the summation runs over the tesserae, and ak, Eµν(sk), nk are, respectively, the area
of the k-th tessera, a matrix elements of the electronic electric field integrals evaluated at the
tessera representative point sk , and the unit vector normal to the tessera at the same point.
The derivative term of the repulsion operator elements will be indicated by adding the
additional superscript ξ to the element. By differentiation of such elements in Eq. 3.6 we have
hrep,ξµν = α(S
ξ
µν − S ξµν) (3.8)
where S ξµν is the derivative of the overlap integral element, while the derivative element S
ξ
µν
may be expressed in the following way:
S in,ξµν =
1
4pi
∑
k
aξkEµν(sk)·nk(sk) + akEξµν(sk)·nk(sk) + akEµν(sk)·nξk(sk)
 (3.9)
where Eξµν(sk) is the derivative of electric field AO integrals, and a
ξ
k and n
ξ
k are, respectively,
the derivatives of the area of the k-th tessera and of pertinent normal vector.
We also present a semi-analytical formulation of the problem, which follows more closely
the original formulation of the Pauli repulsion theory given in Ref. (91). In such a formulation,
the matrix S inµν elements of Eq. 3.7 are approximated by a finite difference expression
S in,ξµν =
ak
δ
[
Vµν(sk) − Vµν(sk + δnk)
]
(3.10)
where Vµν(sk + δnk) is the electrostatic potential integrals computed at the point sk + δnk
(with δ = 1x10−5). By extension of this formulation to the last two terms of the derivative
integrals Vµν(sk + δnk) in Eq. 3.9, we arrive at the following expression:
akEξµν·nk(sk) + akEµν(sk)·nξk(sk) =
ak
δ
[
Vξµν(sk) − Vξµν(sk + δnk)
]
(3.11)
where Vξµν(sk) and V
ξ
µν(sk + δnk) are the derivatives of the electrostatic potential integrals.
The explicit expression for the derivative integral Vξµν(sk + δnk) is given by
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Vξµν(sk + δnk) = −
∫
[χ∗µ(r)χν(r)]ξ
1\ r − (sk + δnk) \dr3
−(sξk + δnξk)
[
−
∫
χ∗µ(r)χν(r)
r − (sk + δnk)\ r − (sk + δnk) \3 dr3
]
(3.12)
and a similar expression with δ = 0 holds for Vξµν. Numerical checks show that the two
formulations (i.e. analytical and semi-analytical) agree with each other.
3.1.3.1 Validation of the analytical gradient
Analytical and numerical gradients of the free-energy functional Gel−rep have been computed
for a suitable set of molecules (Fig. 3.1) at HF level with 6-31g** basis set. The choice of the
molecular systems ranges from simple diatomic to more larger systems to explore a statisti-
cally significative sample of the accuracy and of the efficiency of analytical gradient algorithm.
All the calculations have been performed by using a ”water” as solvent (i.e. the value of the
dielectric constant of the medium is =78.), and with the molecular cavities been defined in
terms of spheres centered on the atomic nuclei and with radii 1.2 times the corresponding van
der Waals radius in Å(rH = 1.2, rC = 1.7, rO = 1.45, rF = 1.35). Numerical gradients of the
free energy functional have been computed using a numerical steps of 10−3 Å. The molecular
geometries for the gradient calculations are reported in appendix A of Ref. (92).
Figure 3.1: Molecular systems under test - Atomic labels for the molecules used in tests:a)HF,
b)H2O, c)H2CO, d)C2H4, e)C3H6, f)C4H6
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3.1.4 Application: high pressure effects on 1,3-butadiene
The analytical gradients forGel−rep have been implemented into a local version of the Gaussian
03 (93) computational code, and validated by comparison with a finite difference method. As
an initial application, the computational algorithm has been applied to the determination of the
equilibrium geometry and conformational energies of a molecular system subjected at a very
high pressure regime. As a molecular system, we have selected 1,3-butadiene for its relevance
in the field of high pressure chemistry (54). As already said in Section 3.1.2, to compute the
pressure using the derivative of Gel−rep, i.e. from Eq. 3.2, we need to redefine some of the
physical parameters used in PCM as described below.
3.1.5 Computational Methods
Calculations have been performed for the s-trans, s-cis and skew conformers of 1,3-butadiene.
Geometry optimizations in both gas phase and the medium were performed at the DFT/B3LYP
level (94) using the 6-31G(d,p) basis set (95). The molecular cavities have been defined in
terms of interlocking spheres centered on the atom’s nuclei and with radii equal to the corre-
sponding vdW radius (96) multiplied by a scaling factor, f. The factor f has been varied within
the range (1.4−0.72), being f = 1.2 the value used in standard PCM calculations (60). The
reduction of f up to 0.7 leads to a gradual shrink of the molecular cavity, with a corresponding
increase of the Pauli repulsion Grep. In fact, Grep is proportional to the extent of the elec-
tronic charge lying outside the cavity (see Eq. 3.5), which increases when the molecular cavity
volume is shrunk.
The electrostatic solute−solvent interaction has been computed using the integral equation
formalism formulation of the PCM (IEFPCM) (97). The IEFPCM is in fact able to represent
also the effect of the volume polarization density produced by electronic charge lying outside
of the cavity, as described by Chipman (98) and Cances and Mennucci (99). The dielectric
medium permittivity has been chosen at the constant value of  = 2.0, corresponding to that of
liquid butadiene, and the density of the medium has been varied between 0.6 and 1.9 g/ml, on
the basis of a recent Carr−Parrinello simulation of compressed butadiene (54).
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3.2.1 Luminescence properties of phosphine silver(I) complexes with thiourea
derivatives
3.2.1.1 Introduction
The reaction of inorganic silver(I) salts with ternary oregano phosphorus derivatives leads to the
formation of different adducts where the metalligand ratio varies from one to four depending
on the nature of the ligand, the stoichiometric ratio between the reagents and the experimen-
tal conditions (100). These compounds can be usefully employed as precursors of d10 metal
complexes with mixed ligands having different stoichiometries and geometries. These com-
plexes often show interesting luminescence properties involving charge transfer excited states,
whose nature can be assessed only on the basis of reliable calculations (101). The coordination
chemistry of the d10 metal centers varies markedly as a function of the electronic and satiric
factors peculiar to the ligands. The structural characterization of these compounds is of ex-
treme importance in order to shed light on the factors that influence the reaction mechanism
and to gain control over the synthesis towards the formation of complexes with predictable ge-
ometric requirements. Moreover, it constitutes the starting point for reliable quantomechanical
calculations on these systems.
Recently, our colleagues, reported (ref. (102)) the synthesis and the characterization of
derivatives of [(PPh3)2AgNO3] with ligands obtained by condensation of phenylisothiocyanate
with 2- aminopyridine and 2-aminomethylpyridine namely 1-phenyl-3-(2-pyridyl)-2-thiourea
(Phpytu, 1) and 1-phenyl-3-(2-methylpyridyl)-2-thiourea (Phmepytu, 2) (Fig. 3.2).
Most important spectral transition of these two complex regards firsts ten excited states so
we limited our attention on them. To understand some luminescence properties of these com-
plexes we performed a characterization of firsts excited states involved in UV/vis absorption
and luminescence processes. We made theoretical calculations on the two ligands mentioned
before and relative complexes [Ag(PPh3)2(phpty)]+ and [Ag(PPh3)2(phmepty)]+ (Fig. 3.3).
TDDFT approach has been used for calculation with three parameter hybrid functional method
(B3LYP)(94) and Los Alamos ECP plus DZ (LanL2DZ) basis set for all calculation using the
Gaussian 03 package(93). We decided to start our calculation beginning from experimental
X-Ray structure both for ligands and complexes followed by standard geometry optimization
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Figure 3.2: Phmepytu and Phpytu ligands - Structure of a) Phmepytu and b) Phpytu
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Figure 3.3: Phpytu and Phmepytu silver complexes - Structure of a)Phpytu and b)Phmepytu
silver(I) complex
at the computational level described above. In the results chapter 4.2.1 related to this section
we will see that the energy and the composition of MOs can give useful characterization of
excited states and thus photon induced transitions.
3.2.2 Mechanistic Insights into Acetophenone Transfer Hydrogenation Catalyzed
by Half-Sandwich Ruthenium (II) Complexes Containing: a Computa-
tional Study
2 - (Diphenylphosphanyl)- aniline
3.2.2.1 Introduction
Transition-metal complexes containing hybrid amino phosphane ligands, generally indicated
as P,N ligands, are among the most studied homogeneous organometallic catalysts (103; 104;
105; 106; 107; 108; 109). Their success is often attributed to the combination of the soft (P)
and hard (N) character of the two donors, which assures a good balance between robustness
and reactivity. A well known P,N ligand is 2-(diphenylphosphanyl)- aniline (hereafter referred
as PNH2), whose coordination capability towards several transition-metal ions is known (110;
111; 112; 113; 114). Usually, PNH2 chelate the metal in a κ2P,N way (111; 112; 115; 116; 117;
118; 119), although κ1P(114) and bridging(110; 114) coordination modes are also reported.
Deprotonation of the amine functionality occurs in the presence of a base, giving rise to
amido phosphane complexes, where the anionic ligand chelates in a κ2- P,N way (115; 118).
Half-sandwich ruthenium(II) complexes containing amino phosphane ligands draw the interest
of several groups (120; 121; 122; 123), especially for their potential catalytic applications (123;
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124; 125; 126; 127; 128; 129; 130; 131). Among these, the hydrogen transfer reaction (HTR)
of ketones represents an important example (132). Recently, Ikariya reported on reduction
processes(127; 129) and racemization of nonracemic sec-alcohols(125) catalyzed by neutral
complexes of the type [Cp*Ru(κ2P,N)Cl], where P,N are several (primary) amino phosphane
ligands, PNH2 included. A metalligand bifunctional catalysis(133; 134) has been proposed
on the basis of the observation that similar complexes containing (dimethyl)amino phosphane
ligands turned completely inactive in the same processes. The presence of NH2 functionalities
is not, however, strictly necessary to construct active pre catalysts.
Neutral and ionic complexes of the type [(arene)Ru(κ2P,N)X]n+ (arene = Cp or pcymene;
P,N = several N,N-dimethylaminophosphanes; X = CH3CN, Cl, or Br; n = 0, 1) have led
from moderate to good activities in the HTR of several ketonic substrates (124). Moreover,
the Turn over Frequencies (TOF) values up to 220000 h 1 were reached with the zwitteri-
onic complex [Ru(p-cymene)(κ2P,N)Cl] (131), where the ligand 1-diisopropylphosphanyl-2-
(N,N-dimethylamino)- 1H-indene is void of NH functionalities. In these cases, an inner-sphere
mechanism (ISM) (135; 136; 137; 138; 139) seems more likely.
On the contrary, Baratta recently demonstrated that pre catalysts containing NH2 function-
alities do not automatically operate through an outer-sphere mechanism (OSM) in HTR (140;
141). Kinetic data and isolation of isopropoxide species suggest in fact that the ruthenium(II)
complex [RuCl(CNN)(dppb)] [dppb = Ph2P(CH2)4PPh2; HCNN = 6-(4’-methylphenyl)-2-
pyridylmethylamine] works essentially through an ISM, where the NH2 functionality is, how-
ever, involved in the activation of the ketone through N− H· · · O=C intermolecular hydrogen
bonds.
To the best of our knowledge, a detailed mechanistic study on the HTR of ketones catalyzed
by half-sandwich ruthenium(II) complexes bearing P,N ligands has not yet been reported. For
this reason, here we report on the computational characterization of a ruthenium(II) complex
of the type Ru[(κ2P,N)PNR2](p-cymene)Cl (R = H) that have been tested as homogeneous pre
catalysts for the HTR of acetophenone. A detailed DFT-PCM mechanistic study based on MS
(ESI) and spectroscopic data was carried out in order to elucidate the role played by the NH2
functionality in the catalytic process.
HTR of ketones catalyzed by half-sandwich ruthenium- (II) complexes in alcoholic me-
dia has been deeply investigated by theoretical calculations in order to clarify the intimate
steps through which the alcohol and ketone interact with the metal center. Most of these
works have been performed on model catalysts containing diamine or amino alcohol ligands
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(133; 142; 143; 144; 145; 146), whereas to the best of our knowledge, no reports dealing with
aminephosphane based catalysts have so far been reported. Initially we undertook a computa-
tional investigation on the conformational stability of 1 in vacuo as well as in iPrOH solution to
establish the factors governing the ring-closure process observed in solution that transforms 1
into 1a (Fig. 4.7). Then, the study was directed to the OSM promoted by 1a, which is hereafter
referred to as Path I. In order to have a more complete picture, we also modeled the other two
mechanisms deriving from the reactions that iPrO might trigger off by reaction with 1a, that
is, the formation of the isopropoxide intermediate Ru[(κ2P,N)- PNH2](p-cymene)(iPrO)+ (Path
II) and the neutral complex Ru[(κ2P,N)PNH](p-cymene)Cl (Path III). These two last species
would promote the HTR by an ISM.
Finally, we compared the corresponding energy profiles to establish the most energetically
favored mechanism. In order to have an accurate picture from calculations, the organometallic
fragments were built without any simplification, and iPrOH and acetophenone were used as
a hydrogen donor and acceptor, respectively. The energy profiles were determined by calcu-
lating the ∆G values as a sum of the electrostatic and non electrostatic contributions (60) and
a correction for the zero-point energy (147) (for the evolution of the reacting systems see the
Supporting Information 8).
3.2.2.2 Computational Methods
The geometries of all minimums and saddle points were optimized in the gas phase at density
functional theory level by means of hybrid B3LYP functional (94). For geometry optimization
D95V (H, C, N, O) and ECP plus DZ (P, Cl, Ru) basis sets were used (BS-0). Thermo chemi-
cal analysis was performed on all intermediates and unique imaginary frequencies searched in
transition states. Accurate energy calculation was performed on gas-phase optimized geome-
try at B3LYP level in solvent environment simulation by using integral formalism polarizable
continuum model (IEF-PCM) at five different basis set levels: (a) BS-0; (b) 6-31G (H, C, N, O)
and ECP plus DZ (P, Cl, Ru) (BSI); (c) 6-31G(d,p) (H, C, N, O, P, Cl) and ECP plus DZ (Ru)
(BSII); (d) 6-31G(d,p) (H, C, N, O, P, Cl) and ECP plus DZ (Ru) (BSIII); (e) 6-31++G(d,p) (H,
C, N, O, P, Cl) and ECP plus DZ (Ru) (BS-IV). Only BS-IV data are reported in the resultes
chapter related to this section, because different levels of accuracy did not show important vari-
ation in the qualitative and quantitative description of the catalytic cycle. Anyway the basis set
influence on the mentioned resultes are reported in Appendix 7.11. The PCM parameters are:
Ua0 model for building of cavities, dielectric constant fixed to 18.3, density of the medium
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equal to 0.007876 particle/Å3 and 0.3 Å2 the areas of tesserae. Additional spheres were added
on acid hydrogens. All the calculations were performed with the Gaussian03 package (93).
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3.2.3 Oxidative Addition of Iodomethane to Charge-tuned Rh(I) Complexes:a
frequency and population analysis of the catalyst
3.2.3.1 Introduction
It is established, by experiment and calculation, that oxidative addition of methyl iodide to
square planar rhodium(I) carbonyl complexes proceeds via a nucleophilic mechanism, where
the rate determining step shows a S N2 transition state (148; 149; 150). Consequently, if the
reactivity is not strongly moderated by steric effects, due to bulky substituents or ligand orien-
tation that hinder the space above and below the Rh coordination plane(151), higher reaction
rates are found for complexes with high electron density on the Rh center, which behaves as a
nucleophile towards the carbon atom of CH3I.
The value of the IR stretching frequency of coordinated CO is taken as an indicative mea-
sure of the electron density on the Rh atom, and a qualitative correlation between the electronic
density, the CO frequency and the reaction rate is possible (as a rule of thumb, faster kinetics are
observed for complexes with a CO frequency of about 1990 cm−1 or lower). However, Haynes
et al (152) suggest that similar complexes with sensibly different CO stretching frequency,
namely trans-[Rh(CO)(PPh3)2I] and [Rh(CO)(dppe)I] (dppe = 1,2-bis(diphenylphosphino)ethane;
ν CO = 1981 and 2011 cm−1 respectively), might be expected to have similar electron density
on the Rh center.
In our opinion, this shows that the Rh electron density is not only dependent on the kind
of donor atoms in the ligands, but also on their orientation and geometry, and that this density
is indeed reflected by the CO stretching frequency. Nonetheless, in different complexes with
the same donor atoms and the same coordination geometry, the CO stretching frequency can
be used, with confidence, as a measure of the electronic densities.
Recently in the Prof. Cauzzi’s laboratories, an extensive study of kinetic and thermo-
dynamic properties of the oxidative addition of iodomethane to the zwitterionic metallate
[Rh(EtSNS)(CO)] (c1) and its protonated derivatives ([Rh (HEtSNS) (CO)]X (2·X) and [Rh
(H2EtSNS) (CO)]X2 (3·X2) [X = PF−6 , OTf, NO−3 ; EtSNS = EtNC (S) Ph2 P=NPPh2 C(S
)NEt− ]) has been carried out. Compound c1 is a biprotic base and can be protonated af-
fording cationic species [Rh(HEtSNS)(CO)]+ (c2) and [Rh(H2EtSNS)(CO)]2+ (c3) in which
protons bind to the nitrogen atoms of the thioamidyl functions [pKa in CH2Cl2 = 6.5(3) and
4.8(4)](153) (Fig. 3.4).
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Figure 3.4: Zwitterionic metallate and derivatives - Formation of the mono-cationic complex
c2 and the di-cationic complex c3 by protonation of the zwitterionic metallate c1
In this thesis we are going to study the effects of the protonation of the two possible
thioamidyl (N) side on the electron density distribution and hence on the CO frequency stretch-
ing. Moreover we will establish a quantitative correlation between CO frequency stretching and
electron population on the metal both for isolated complexes and ionic couple with few counter
ions.
3.2.3.2 Computational Methods
The geometries of all minimums were optimized in the gas phase at density functional theory
(DFT) level by means of hybrid B3LYP functional (94). The geometries were optimized in gas
phase with 6-31g** basis set on H, C, N, O, P and S atoms and Lanl2DZ basis and pseudo
potential on Rh developed by Hay and Wadt (BS-0). The latter uses a semi core double- con-
traction scheme for the heavy elements such as Rh. A more wide basis set has been used to
evaluate the pseudo potential effects on some molecular properties, substituting the Lanl2DZ
functions and potential with complete dgdzvp functions (DGauss Functions) (BS-I)(154; 155).
All the simulations were performed both in the gas phase and solution by means of the Po-
larizable Continuum Model (PCM). The continuum were built in CH2Cl2 environment and
standard PCM energies were computed with UA0 cavity model. Thermo chemical analysis
has been performed on all the minimum and no imaginary frequencies were found. Accurate
energy calculation has been performed at the same level with tight SCF criteria on the wave-
function. Mulliken population analysis(156) were performed at each calculation level. The
MO rendering was performed with the cubegen utility provided in the Gaussian03 package.
All the calculations were performed with Gaussian03 and gdv package (93).
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3.3 Calculation of pKa Values of Nucleobases and the Guanine Ox-
idation Products Guanidinohydantoin and Spiroiminodihydan-
toin using Density Functional Theory and a Polarizable Con-
tinuum Model
3.3.1 Introduction
Damage to DNA via oxidation is thought to be related to a variety of cancers and neurological
disorders as well as cell aging and death (157; 158; 159; 160; 161). Typical damage involves
chemical oxidation of the nucleobases or the pentose sugars, base cleavage or the formation of
DNA:protein crosslinks. Oxidation of the guanine base leads to a variety of products includ-
ing 8-oxo-7,8-dihydro-2’-deoxyguanine (8-oxoG), guanidinohydantoin (Gh), and spiroimin-
odihydantoin (Sp) (162; 163; 164). Gh and Sp are two of the major products observed in
guanine oxidation and are thought to be formed via a common intermediate, 5-hydroxy-8-oxo-
7,8-dihydroguanosine with the product branching ratio dependent on the pH of the reaction
environment (165; 166; 167; 168; 169).
Computational studies conducted by H. B. Schlegel’s group (170) confirmed that protona-
tion or deprotonation of various sites within the intermediate species involved in the mechanism
of formation of Gh and Sp had a significant effect on the predicted kinetics and thermodynam-
ics of the various pathways. For future studies of acid- or base-catalyzed chemical reactions,
it would be useful to have an efficient computational method to predict the site-specific pro-
tonation state or pKa of intermediate species at experimental reaction pHs. In addition to
understanding the likely mechanisms for pH sensitive reactions, a theoretical method for com-
puting relative pKas might prove useful for predicting the relative toxicity or mutagenicity of
these adducts.
The structural and functional changes observed in DNA following oxidation of its nucle-
obases may be due, in part, to changes in the hydrogen-bonding characteristics of the oxidized
adducts. Hydrogen bonding between the nucleobases in DNA and RNA duplexes is known to
be very important to their structure and function in vivo (171). The strength of these hydro-
gen bonds is correlated to the relative pKas of the donor and acceptor nucleobases (172). For
several decades, research groups have used a variety of experimental techniques to measure
the pKa of the isolated DNA and RNA nucleobases as well as those attached to the ribose,
deoxyribose and to the phosphate backbone (164; 173; 174; 175; 176; 177; 178). The pKa
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of nucleobases has been demonstrated to fluctuate depending on its location in the base se-
quence in the backbone of DNA and RNA, its proximity to metal ions and on its oxidation
state (164; 175; 176).
Research groups have used computational methods to predict either the pKa or protona-
tion state of both modified (179; 180) and unmodified nucleobases (181; 182; 183; 184; 185;
186; 187) ,nucleotides (188) and the guanine oxidation product, 8-oxoguanine (189). The latter
compound can be further oxidized in vivo to form guanidinohydantoin and spiroiminodihydan-
toin, two highly mutagenic DNA lesions (190; 191; 192; 193). In UV melting studies, both
guanidinohydantoin (Gh) and spiroiminodihydantoin (Sp) were shown to decrease the thermo-
dynamic stability of duplex DNA relative to guanine and 8-oxoguanine with the effect of the
Sp being more severe (190; 194).
Molecular dynamics simulations indicate that Sp lesions alter the base stacking and Watson-
Crick hydrogen bonding interactions of the duplexes (195). While steric differences between
the planar guanine and 8-oxoguanine and the non-planar Gh and Sp compounds could certainly
contribute to these conformational changes, it is also possible that the duplex destabilization is
due, at least in part, to changes in the site specific pKas of these lesions relative to their parent
compounds guanine and 8-oxoguanine. The prediction of accurate pKas using computational
techniques has been the subject of study for many years (172; 196; 197; 198; 199; 200; 201;
202; 203; 204; 205; 206; 207; 208; 209; 210; 211; 212; 213; 214; 215; 216; 217; 218).
It is particularly challenging due to the fact that an error of 1.36 kcal/mol in the free energy
calculation results in a error of 1 pKa unit. A variety of computational methods have been used
to study the relative acidity and basicity of the nucleobases, nucleosides, and nucleosides. The-
oretical studies of the gas phase acidity of the isolated nucleobases were conducted by several
groups. Giese and McNaughton studied the site-specific proton affinities of guanine and its hep-
tahydrate at the B3LYP/6-31++G(d,p) level of theory. The proton affinity was calculated to be
229.7 kcal/mol and found to be consistent with the experimental value of 227.311.5 kcal/mol
(187). Leszczynski calculated the proton affinities of the five nucleobases and the rare tau-
tomers of guanine, adenine and cytosine at the MP4(SDTQ)/6-31+G(d,p)//MP2/6-31+G(d,p)
and MP2/6-311++G(d,p)//MP2/6-31+G(d,p) levels of theory. The calculated values were re-
ported to be within 2.1 % of the experimental values and their data suggested that the rare
tautomers of the nucleobases were a significant portion of the gas-phase equilibrium compo-
sition (186). Chandra and Zeegers-Huyskens used B3LYP density functional theory and the
6-31++G(d,p) and 6-311++G(d,p) basis sets (182; 183; 184; 185). to calculate the relative
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acidity of various tautomers of cytosine, thymine and uracil both alone and complexed with
one molecule of water. They reported the relative acidities of the five nucleobases as uracil
>thymine >guanine >adenine >cytosine. The solution-phase pKa values of nucleotides in
RNA have been calculated to within 1 to 2 pKa units using a modified version of the multi-
conformational continuum electrostatics (MCCE) program which employs a variation of the
Poisson-Boltzmann equation coupled with Monte Carlo treatment of the multiple ionization
states (188). This group predicted that significant shifts in the pKa of the adenine and cytosine
nucleotides could be brought about by changes in the 3-D structure of the RNA backbone and
may be responsible for its function.
Chatterjee et al. (178) estimated the effect of modification of the pentose-sugar on the
site-specific pKa values for adenosine, guanosine, cytidine, thymidine, and uridine nucleosides
using the closed shell Hartree Fock (HF) level of theory with a 6-31G(d,p) basis set. The
conductor-like polarizable continuum model (CPCM) was used to calculate the free energy
of solvation for each of the modified nucleosides and the results were compared to experi-
mental data. For these calculations, the free energy of solvation for the proton was assumed
to be -263.47 kcal/mol. The authors reported a good linear correlation (R=0.98, pKa(exp) =
0.4690(0.0170)* pKa(calc)-2.1087(0.3270) between the predicted pKa values of the nucleo-
sides and the experimental values obtained with their corresponding bis-ethylphosphate nu-
cleotides.
Using the B3LYP density functional theory and the Poisson-Boltzmann continuum-solvation
model with modified atomic radii, Goddard’s group has calculated both the site specific and
overall pKa values of guanine, cytosine, isoguanine, 9-methylisoguanine, xanthine and 8-
oxoguanine (179; 181; 189) By treating the solvation free energy of the proton as a variable
(∆Gsol(H+)= -263.47 kcal/mol), they were able to predict the pKa of guanine within 0.2 units
of experiment and the values for cytosine, isoguanine, xanthine and 9-methylisoguanine within
1 unit of experiment. Goddard also estimated the relative abundance of deprotonated guanine
at physiologic pH and discussed the role of the deprotonated species in base-pair mismatching
during DNA replication. Using the same method, Hwang and Jang (180; 219) predicted the
pKa values of 9-methylguanine, 9-methyladenine, and 9-methylhypoxanthine to within 0.6 to
1.5 units of the experimental data.
In this thesis, we propose an efficient computational method for calculating the pKa of DNA
and RNA nucleobases and the guanine oxidation products, guanidinohydantoin and spiroimin-
odihyantoin employing the thermodynamic cycle outlined in Fig. 3.5, Boltzmann weighting of
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relevant tautomers, and modification of the UFF solvation cavity. The thermodynamic cycle is
a modification of the one proposed by Nasimento et al. (214) for the calculation of absolute
pKa values for carboxylic acids.
Figure 3.5: Thermodynamic cycle used in the calculation of the pKa - The standard state refer-
ence for the gas phase free energy, ∆G0(g), is one atmosphere of pressure and 298.15K and for the
free energy in water, ∆G*(aq) , and free energy of solvation, ∆G*(sol), it is 1M and 298.15K. R is
the structure optimized in the gas phase at B3LYP/6-31+G(d,p) and R’ is the structure optimized
in solution at IEF-PCM/B3LYP/6-31+G(d,p). ∆E(dis) is the electronic distortion energy between
the gas and solution phase optimized structures calculated at the same level of theory with the
aug-cc-pVTZ basis set. ∆GR
′
(sol) is the calculated free energy of solvation of the R’ structure
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3.3.2 Computational Methods
3.3.2.1 General formulas for calculation of global and site-specific pKa values
As noted in work previously published by Goddard’s group (181; 189), the calculation of pKa
values is complicated by the presence of multiple tautomers having various site-specific pKas.
We have followed the method outlined by Goddard for calculating a global pKa value from
a Boltzmann weighting of the site-specific values of the various tautomers investigated in our
study (eq 3.13). Where pKi ja is the site-specific value for deprotonation of tautomer i resulting
in the formation of the deprotonated tautomer j, and f i and f ’j are the Boltzmann weighted
fractions of tautomers i and j, respectively.
pKa = pK
i j
a − log fi + log f ′j (3.13)
The site-specific pKa of an acid HA is given by Eq. 3.14 where R is the gas constant, T is
the temperature,
pKa =
1
2.303RT
∆G0(aq) (3.14)
and ∆G*(aq) is the free energy of the deprotonation reaction, HA Õ H+ + A−, for a stan-
dard state of 1 mol/L and room temperature. Using the thermocycle defined in 3.5, ∆G*(aq) is
defined as the difference in the free energies in solution between the proton (H+) and unproto-
nated tautomer (A−) and the protonated tautomer (HA) (Eq. 3.15).
∆G0(aq) = G
0
(aq)(A
−
R′) +G
0
(aq)(H
+) −G0(aq)(HAR′) (3.15)
For each species, G*(aq) is the sum of the gas phase standard free energy, G*(g) and the
free energy of solvation in water, ∆G*(sol), where the ”*” indicates that all terms are in the
standard state of 1-mol/L. To convert the calculated gas phase standard free energy, G(g), from
its standard state of 1-atm gas phase/1-m solution to G*(g) with a standard state of 1-M gas/1-M
solution phase, it is necessary to add 1.89 kcal/mol (RTln(1/RgT) (220), (Eq. 3.16)
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G0(aq) = G
0
(g) + ∆G
0
(sol)
= (G0(g) + 1.89) + ∆G
0
(sol) (3.16)
where R is 1.987 cal/mol · K and Rg is 8.206 x 10 2 liter· atm/mol·K. Combining equations
3.14, 3.15 and 3.16 yields a general expression for the calculation of the site-specific pKa of a
given tautomer (Eqs. 3.17 to 3.19).
pKa =
1
2.303RT
(G0(g)(A
−) + 1.89 + ∆G0(sol)(A
−) +G0(g)(H
+) + 1.89 + ∆G0(sol)(H
+)
− G0(g)(HA) − 1.89 − ∆G0(sol)(HA)) (3.17)
=
1
2.303RT
(G0(g)(A
−) + 1.89 + ∆G0(sol)(A
−) +G0(g)(H
+) + ∆G0(sol)(H
+)
− G0(g)(HA) − ∆G0(sol)(HA)) (3.18)
=
1
2.303RT
(G0(g)(A
−) + ∆G0(sol)(A
−) −G0(g)(HA) − ∆G0(sol)(HA) − 270.29) (3.19)
The gas and solution phase free energies of the proton were taken from the literature to be
G(g)=-6.28 kcal/mol (196) and ∆G*(sol)=-265.9 kcal/mol (220), respectively.
3.3.2.2 Calculation of gas and solution phase free energies
Molecular orbital calculations were carried out using the E05 development version of the
GAUSSIAN series of programs (Note: the PCM parameters change significantly between ver-
sions E05 and F01) (221). Optimized geometries and energies in the gas phase and in aqueous
solution were computed with the B3LYP density functional method (222; 223; 224) using
the 6-31+G(d,p) basis set (224; 225; 226; 227; 228; 229) (BS-I) with the latter calculations
also employing integral equation formalism of the polarizable continuum model (IEF-PCM)
44
3.3 Calculation of pKa Values of Nucleobases and the Guanine Oxidation Products
Guanidinohydantoin and Spiroiminodihydantoin using Density Functional Theory and a
Polarizable Continuum Model
(97; 230; 231). Tight convergence criteria and the ”nosymm” options were used for all opti-
mizations.
The solution phase optimizations employed a solvent excluding surface cavity model (232),
UFF radii (233), and tesserae with an average area of 0.200 Å2. For this study, all Gh and Sp
chiral tautomers were the ”R” stereoisomer. Given the symmetric nature of the PCM solva-
tion model, it is anticipated that the calculated pKa values would be the same for the ”S”
isomer. Single point calculations (in the gas phase) were also conducted with the gas phase and
solution phase optimized geometries with the aug-cc-pVTZ (234) basis set (BS-II) and tight
convergence criteria. Cartesian coordinates for the optimized geometries and electronic ener-
gies for all compounds are provided in the Supporting Information of Ref. (235). Vibrational
frequencies were computed in the gas phase at the B3LYP level with the 6-31+G(d,p) basis
set (BS-I) and were used without scaling since the B3LYP frequencies agree quite well with
experimental values for a wide range of second and third period compounds (236). Thermal
corrections and free energies were calculated by standard statistical thermodynamic methods
(237) using the unscaled B3LYP frequencies and the ideal gas / rigid rotor / harmonic oscilla-
tor approximations. To improve the accuracy of the pKa calculated values versus experimental
data, the solution phase single point calculation of the free energy of solvation employed a
modified UFF cavity using an α value of 0.91 for the cationic and neutral species and 0.83 for
the anionic species. Selection of the optimal values was made by the empirical fitting process
described below.
3.3.2.3 Calculation of pKa
Following optimization of each of the species in the gas phase, the standard gas phase free
energy, G(g), for each species was calculated as the sum of the electronic energy at 0 K, the
unscaled zero point energy, and the change in the free energy from 0 to 298 K (Eq. 3.20). Here
R refers to the gas phase optimized structure.
G0(g)(R) = E
B3LYP/aug−cc−pVTZ
0K (R) + ZPE
B3LYP/6−31G(d,p)(R) + ∆GB3LYP/6−31G(d,p)0−>298K (R) (3.20)
The standard free energy of solvation in water ∆G*(sol) as described by Ben-Naim et al.
(238), is defined as the difference between the gas phase free energy at the gas phase optimized
geometry, R, and the solution phase free energy at the solution phase optimized geometry, R’
(Eq. 3.21 and 3.22).
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∆G0(sol)(A
−) = G0(aq)(A
−
R′) −G0(g)(A−R) (3.21)
∆G0(sol)(HA) = G
0
(aq)(HAR′) −G0(g)(HAR) (3.22)
In the thermodynamic cycle outlined in Fig. 3.5, the standard free energy of solvation,
∆G*(sol), is partitioned into two physically meaningful parts (eq. 3.23 and 3.24): a deformation
term which captures the electronic distortion energy resulting from the change in the geometry
of the solute as the species moves from the gas phase (R) to the solution phase (R’), ∆E(dis) (eq.
3.25 and 3.26), and a free energy of solvation term for the molecule at its geometry optimized in
solution, ∆GR
′
(sol) (eq. 3.27 and 3.28). ∆G
R′
(sol), was obtained from a single point calculation at the
IEF-PCM/B3LYP/6-31+G(d,p) level of theory using the modified UFF cavity. The distortion
energy (∆E(dis)) for each species was computed from single point calculations conducted at the
B3LYP/aug-cc-pVTZ level of theory on the gas phase (R) and solution phase optimized (R’)
structures optimized at B3LYP/6-31+G(d,p) and IEF-PCM/B3LYP/6-31+G(d,p) respectively.
∆G0(sol)(A
−) = ∆GR
′
(sol)(A
−) + ∆E(dis)(A−) (3.23)
∆G0(sol)(HA) = ∆G
R′
(sol)(HA) + ∆E(dis)(HA) (3.24)
∆E(dis)(A−) = E0(g)(A
−
R′) − E0(g)(A−R) (3.25)
∆E(dis)(HA) = E0(g)(HAR′) − E0(g)(HAR) (3.26)
∆GR
′
(sol)(A
−) = G0(aq)(A
−
R′) −G0(g)(A−R′) (3.27)
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∆GR
′
(sol)(HA) = G
0
(aq)(HAR′) −G0(g)(HAR′) (3.28)
This approximation has been employed for computational reasons, as it avoids the calcu-
lation, often problematic, of the normal modes in solution. As a check of the validity of this
approximation, the partition functions for the gas phase and solution phase optimized geome-
tries of two cationic, two neutral and two anionic species were evaluated. The mean absolute
deviation in the calculated relative free energy, ∆∆G, of the species was found to be 0.1 to 0.7
kcal/mol.
Semi-empirical modification of the cavity scaling factor to more accurately predict the
experimental pKa. values should reduce the impact of the differences in the partition functions.
When the standard free energy of solvation is expressed in terms of the distortion energy and
the solvation energy of the distorted geometry, ∆G(sol)=∆E(dis)+∆GR
′
(sol), equation 3.19 becomes
pKa =
1
2.303RT
(G0(g)(A
−
R) + ∆G
R′
(sol)(A
−) + ∆E0(dis)(A
−) −G0(g)(HAR) − ∆E0(dis)(HA)
−∆GR′(sol)(HA) − 270.29) (3.29)
This equation is used to calculate the site-specific pKa for each tautomer.
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4Results and Discussions
4.1 Analysis on system under very high pressure
4.1.1 Analytical gradient validation test
Tables 4.1, 4.2 and 4.3 report the numerical results for the free-energy analytical and numerical
gradients Gel−rep, with the corresponding computational times for the HF, H2O, H2CO, C2H4,
C3H6 and C4H6 systems. Let us first consider the accuracy of the analytical and numerical gra-
dients of the free energy, both computed in out from equilibrium geometry for each molecule.
Numerical value for HF, H2O, H2CO and C3H6 show an almost perfect agreement between
analytical and numerical gradients. Standard deviation between the two sets of data range from
10−5 to 10−8 (Hartree/Bohr), and the relative differences are lower then 10−2 percent. The oth-
ers two molecular systems, C2H4 and C4H6, present a similar pattern of agreement between
analytical and numerical gradients with some exceptions, in particular for the component of
gradient relative to the C1 and H2 atoms in C2H4 and C6 and H7 for C4H6 (for labels see Fig.
3.1. Further tests on the numerical gradients in which we have considered variations of the
nuclear step size displacement, and variations of dimension of the cavity and of the degree of
the tessellation of its surface, have clearly shown that all the cases of disagreement between
analytical and numerical gradients of the free-energy functional are related to the instability of
the numerical gradients, which may appear when we include the Pauli repulsion term. These
numerical observations clearly point out a more robust behavior of the analytical gradient with
respect to its numerical counterpart.
Let us now consider the computational efficiency of the analytical gradients. The compu-
tational time required by analytical and numerical gradients has been directly compared in Fig.
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HF Analytical Numerical H2O Analytical Numerical
Atom Coord. derivatives derivatives Atom Coord. derivatives derivatives
x 0.000000000 0.000000003 x 0.005032221 0.005031057
H1 y 0.000000000 -0.000000011 O1 y 0.000076171 0.000076160
z 0.149649646 0.149649546 z 0.003842874 0.003841444
x 0.000000000 -0.000000007 x 0.001751204 0.001751198
F2 y 0.000000000 0.000000004 H2 y -0.000009902 -0.000009898
z -0.149649646 -0.149649546 z -0.007577512 -0.007576204
x -0.006783425 -0.006782295
H3 y -0.000066269 -0.000066272
z 0.003734637 0.003734722
Job time: 7.9 54.2 Job time: 8.4 83.7
H2CO Analytical Numerical Analytical Numerical
Atom Coord. derivatives derivatives Atom Coord. derivatives derivatives
x 0.067282918 0.067282386 x 0.023478708 0.023479086
C1 y -0.105823768 -0.105823357 H3 y 0.063189104 0.063189051
z -0.038120401 -0.038122458 z -0.004080645 -0.004080662
x -0.023618805 -0.023618761 x -0.067142821 -0.067142787
O2 y 0.037092253 0.037092194 H4 y 0.005542411 0.005542200
z 0.046339681 0.046341970 z -0.004138636 -0.004138668
Job time: 9.7 143.6
Table 4.1: Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient for HF,
H2O and H2C = O. Standard deviation from numerical data are respectively σHF=5.8 ·10−8,
σH2O=8.4·10−7, σH2C=O=9.18·10−7. Computational time required is also reported in seconds.
4.1 which clearly shows the effects. We can see that for numerical gradients calculations the
computational time growths exponentially with respect to the number of nuclei of molecules,
whereas a linear trend with very flat slope is obtained with the analytical formulation. In the
case of the gradients calculation for butadiene the analytical algorithm is 33 times faster then
the numerical one.
4.1.2 Equilibrium geometry of s-trans 1,3-butadiene
We first consider the effect of the pressure on the equilibrium geometries of the s-trans 1,3-
butadiene. Table 4.4 reports the values of the pressure, and of the solutesolvent Pauli repulsion
energy, experienced by s-trans 1,3-butadiene as a function of the volume of the cavity and of
the corresponding scaling factor f. The numerical results show that as the scaling factor f (and
parallel the cavity volume) is reduced, the Pauli repulsion and the pressure rapidly increase. A
regime of very high pressure condition (p > 10 GPa) is reached for scaling factor values of 0.8
and 0.7, corresponding to a pressure of 13.5 and 22.0 GPa, respectively.
The equilibrium bond lengths of s-trans 1,3-butadiene as a function of the pressure are
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C2H4 Analytical Numerical Analytical Numerical
Atom Coord. derivatives derivatives Atom Coord. derivatives derivatives
x 0.019195958 0.022501133 x -0.106489280 -0.109792296
C1 y 0.016094584 0.015617235 H4 y -0.018581302 -0.018101122
z 0.004716112 0.008131694 z -0.055382461 -0.058799761
x -0.020197736 -0.020196926 x -0.086303296 -0.086303898
C2 y 0.014807843 0.014808221 H5 y -0.000547738 -0.000547740
z -0.007914429 -0.006256900 z 0.021209752 0.021209725
x 0.090404351 0.090404926 x 0.103390003 0.103389885
H3 y 0.002486642 0.002486629 H6 y -0.014260028 -0.014260259
z -0.018369722 -0.018369704 z 0.055740747 0.054084247
Job time: 11.6 241.6
C3H6 Analytical Numerical Analytical Numerical
Atom Coord. derivatives derivatives Atom Coord. derivatives derivatives
x -0.000465582 -0.000465576 x 0.037080375 0.037116892
H1 y -0.003237798 -0.003237785 C6 y 0.000298386 0.000289743
z 0.092953458 0.092953215 z 0.094715343 0.094715961
x -0.082370043 -0.082370622 x -0.009594428 -0.009594087
C2 y 0.143354636 0.143354359 H7 y 0.000463094 0.000463116
z -0.055622990 -0.055622718 z 0.010010968 0.010010970
x 0.081545682 0.081546232 x 0.000976770 0.000939129
H3 y -0.042860976 -0.042860952 H8 y 0.011813019 0.011820814
z 0.024541191 0.024541147 z 0.001030234 0.001030440
x -0.048366927 0.048366485 x 0.004117856 0.004118613
C4 y -0.118033528 -0.118033319 H9 y -0.008039223 -0.008038500
z -0.136813725 -0.136814415 z 0.003173129 0.003173115
x 0.017076297 0.017075852
H5 y 0.016242390 0.016242411
z -0.033987607 -0.033987633
Job time: 20.6 485.9
Table 4.2: Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient for
C2H4 and C3H6. Standard deviation from numerical data are respectively σC2H4=1.7 ·10−3,
σC3H6=1.0·10−5. Computational time required is also reported in seconds.
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C4H6 Analytical Numerical Analytical Numerical
Atom Coord. derivatives derivatives Atom Coord. derivatives derivatives
x -0.015638198 -0.015638190 x -0.007165284 0.004344540
H1 y 0.000001070 0.000001083 C6 y -0.000385113 -0.000385137
z -0.000849680 -0.000850242 z 0.015034866 0.031480184
x 0.053629589 0.053629547 x -0.005186696 -0.016703862
C2 y -0.000045653 -0.000045604 H7 y 0.000456322 0.000456271
z -0.053356436 -0.058263881 z 0.022662191 0.011142406
x 0.000811813 0.000812209 x 0.023912354 0.024913218
H3 y -0.000002391 -0.000002421 C8 y -0.000288529 -0.000288499
z -0.001424562 -0.001424634 z 0.010719145 0.010719356
x 0.006754824 0.006754802 x -0.032879904 -0.032879948
C4 y -0.000042904 -0.000042894 H9 y 0.000052413 0.000052352
z -0.077517674 -0.077518144 z 0.018771432 0.018771746
x -0.016970111 -0.016970511 x -0.007268385 -0.007268935
H5 y 0.000029683 0.000029679 H10 y 0.000225103 0.000225172
z 0.031337167 0.031337178 z 0.034623551 0.034623635
Job time: 45.2 1494.2
Table 4.3: Value (Hartrees/Bohr) of the analytical and numerical geometrical gradient for C4H6.
Standard deviation from numerical data are respectively σC4H6=4.8 ·10−3. Computational time
required is also reported in seconds.
f V(Å3) p (GPa) Grep(Kcal/mol)
- - 0.000 0.0
1.40 137.46 0.10 0.58
1.20 99.11 0.81 3.89
0.91 55.07 6.08 22.40
0.80 42.16 13.39 44.10
0.72 33.49 21.58 67.20
Table 4.4: Values of the cavity volume, V (Å3), of the pressure, p (GPa) and of the repulsion energy
Grep (kcal/mol) for trans 1,3-butadiene, as a function of the shrinking cavity factor f. Results refer
to the PCM/DFT/B3LYP/6-31G(d,p) level. See text for the details of the PCM cavity.
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Figure 4.1: Analytical vs Numerical Gradient - Comparison between numerical (square) and
analytical (rhomboid) computational time of the molecular gradient related to the upper introduced
chemical systems
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shown in Table 4.5 The data show a general shortening of the bond lengths with the increase
of pressure.
p (GPa) r (C=C) r (C-C) r (C-Ha) r (C-Hb) r (C-Hb′)
0.00 1.3409 1.4576 1.0912 1.0886 1.0866
0.10 1.3412 1.4578 1.0914 1.0887 1.0858
0.81 1.3411 1.4579 1.0888 1.0874 1.0854
6.08 1.3394 1.4541 1.0855 1.0800 1.0823
13.39 1.3371 1.4517 1.0826 1.0815 1.0779
21.58 1.3342 1.4489 1.0787 1.0785 1.0758
Table 4.5: Bond lengths (Å) of trans 1,3-butadiene as a function of the pressure, p (GPa). Results
refer to the PCM/DFT/B3LYP/6-31G(d,p) level. CHa denotes the inner CH bonds, while CHb and
CHb′ denote the outer CH bonds, respectively, in cis and trans position with respect to the inner CH
bonds. Bond angles do not show significative variations with respect to the value of the isolated
molecules, and have not been reported.
The mean value of the C-H bond lengths decreases to 0.013 Å at 21.2 GPa with respect
to its vacuum value; this corresponds to a bond compressibility of 6.1x10−4 Å GPa−1. The
mean value of the single (C-C) and double (C=C) bonds decrease, respectively, of 0.0087 Å
and 0.0067 Å (at 21.2 GPa); these correspond to bond compressibility values of 4.1x10−4 Å
GPa−1 and 3.2x10−4 Å GPa−1, respectively. The ratio of the C-C/ C=C compressibility is then
1.28. These compressibility can be compared with those estimated from the Carr.Parrinello
simulation by Cardini and co-workers (54) on 1,3- butadiene at very high pressure. In such
a study, the mean intra molecular carbon−carbon distances can be obtained from the maxima
of the carbon−carbon pair radial distribution functions g(r), and the corresponding bond com-
pressibility can be estimated from the shift of the maxima as a function of the pressure. The
simulation of 1,3-butadiene at the density of 1.87 g cm3 gives a value of pressure of about 40
GPa, to which corresponds a variation of 3.2x10−2 Å and 2.9x10−4 Å , respectively, for the
double and single CC bonds. This gives an estimation of 8.0x10−4 Å GPa−1 and 7.2x10−4
Å GPa−1, respectively, for C-C and C=C bonds, compressibility, corresponding to a ratio of
CC/C=C compressibility 1.1, in reasonable agreement with our results.
The shortening of the bond lengths of 1,3-butadiene may be interpreted, within the Born-
Oppenheimer approximation, as a consequence of the deformation of its electronic charge den-
sity, due to the Pauli repulsive interaction with the environment. In fact, this interaction pushes
the tails of the peripheral electronic distribution toward the internal regions of the molecule.
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The corresponding depletion of electron density in the peripheral region determines, according
to the electrostatic (HellmannFeynman) theorem, a force on the nuclei in the direction of the
internal region of the molecule, with a general shortening of the bond lengths (239).
These effects on the electronic density of s-trans 1,3-butadiene are clearly shown in Fig.
4.2, where the isosurfaces of the electron density variations as a function of two representative
pressure values are reported. Another interpretation of the shortening of the length of CC bonds
upon confinement can be given in terms of variation of the orbital energies in response to the
molecular confinement (240).
Figure 4.2: Isosurface variation - Shifts in the electron density of trans 1,3-butadiene due to the
pressure, p, ∆ρ(p)=ρ(p)- ρ(0) . Density difference isosurfaces are at ∆ρ(p)=0.00035 e/a30; deep gray
surfaces enclose volumes in which electron density decreases: (a) isosurfaces at p = 4.4 GPa, (b)
isosurfaces at p=27.2 GPa
4.1.3 Conformational energies of 1,3-butadiene
We now go ahead to consider the effect of the pressure on the relative conformational energies
of the s-trans, s-cis and skew conformers of 1,3-butadiene. As the s-trans, the s-cis conformer
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also is planar, while the skew is cisoid but not planar. Various types of experimental gas phase
studies have shown that s-trans conformation is the most stable. A small amount of the skew
conformers is present in equilibrium with the major conformer (241).
Theoretical calculations have shown that the s-trans conformer is 2 5 kcal/mol lower than
either the s-cis or skew conformers. Most high-level calculations favor the skew conformation
over the planar cis, but the energy differences found are quite small (241).
In Table 4.6, we report the relative conformational energies ∆Gel−rep = Gel−rep(X) −
Gel−rep(s − trans), X = s-trans, cis, skew as a function of the pressure. These data refer to
the conformers in their equilibrium geometries, and neglect both the zero-point and the cavity
formation energy contributions. For the whole range of pressure (027.2 GPa), s-trans is the
most stable conformation, although the pressure slightly stabilizes the other two conformers:
at 27.2 GPa the skew and s-cis conformers are stabilized, respectively, by 0.6 kcal/mol and 0.5
kcal/mol, with respect to the vacuum. However, the effect of the pressure on the conformational
energies is not monotonic and both conformers show a local minimum at 7.8 GPa. This ancil-
lary aspect is worth to be considered in more detail in a future work. The overall stability of the
s-trans conformer is in agreement with a recent Raman study of 1,3-butadiene at high pressure
(242). Although high pressure has a little influence on the conformations of 1,3-butadiene,
due to the little variation of the molecular volume, in general, its effect on more conformation
flexible molecular systems may be of relevance. The reader interested to this aspect is referred
to the papers by Whalley (243) and by Walker and co-workers (244) and references therein.
p (GPa) ∆Gel−rep(X)(Kcal/mol)
s-trans skew s-cis
0.0 0.0 3.53 3.87
4.4 0.0 3.89 3.93
7.8 0.0 3.43 3.39
14.3 0.0 3.48 3.76
27.2 0.0 2.91 3.39
Table 4.6: PCM/DFT/B3LYP/6-31G(d,p) relative energies of the conformers of 1,3- butadiene
(∆Gel−rep = Gel−rep(X)−Gel−rep(s− trans), X = s-trans, cis, skew) as a function of the pressure.See
text for the details of the calculations.
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4.2 Computational results in transition metal applications
4.2.1 Exited state properties of two luminescent silver complexes
In Table 4.7 are reported first calculated transitions, respectively for [Ag(PPh3)2(phpty)]+ and
[Ag(PPh3)2(phmepty)]+, with respective absorption wave length, oscillator strengths, mean
MOs composition and hypothetical assignment.
The rendering of MOs at 0.02 iso-dansity (Fig.4.3) is a good tool for understand principal
meaning of transition involving excited states reported in Table 4.7. HOMO of both complex
is metal,phosphorus- ligand localized with small thio-ligand contribution. LUMO is, in each
system, poorly metal localized and strongly diffuse on pyridine side of thio-ligand. This is
true also for LUMO+1 in [Ag(PPh3)2(phmepty)]+ but not in [Ag(PPh3)2(phpty)]+ where high
probability to find electrons on the metal was calculated.
If we study thio-amidic LUMO and LUMO+1 molecular orbitals, we find that only in the
first complex there is a no zero electron density on N,S atoms, whereas for the second wave
function is confined on the pyridine ring.
Other MOs involved in excitation process such as HOMO-1, HOMO-2 and LUMO+2 are
very interesting for a good comprehension of these mechanism but for the preliminary character
of these results we will say no more about them.
For the first complex we can say that most representative transition regards extra ligand
(XLL) charge transfer from PPh3 group to phpytu and inter-ligand (ILL) into conjugate system
phenyl-pyridine. The effect of metal to ligand charge transfer (MLCT) at 272.31 nm is sub-
stantially covered by a more intense contribution of the transition from HOMO-1→ LUMO+2
and HOMO-2→ LUMO.
For the second complex we can obtain similar conclusion by MOs analysis, but with more
consideration can be done for LUMO and LUMO+1 that differs substantially from analogue in
the first complex. In fact MOs reported in Fig.4.4, are characterized by no metal localization
for b) on the contrary that for a). This comport a more significant contribution by MLCT for
all transition within XLL and ILL still present.
Regard zero electron density on N and S atoms in the second complex against what appends
for the first one, we can think that methylene (-CH2) group, situated in pyridine side of the
ligand, acts against low energy resonance onto S-Ag bond with consequent less de localization.
In conclusion we can attribute principal mechanism in UV/vis absorption to charge transfer
from phosphine to our two ligand and transfer between them. It is no easy to distinguish
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State λ (nm) Osc. Composition Assignment
1 1A 310.90 0.0651 HOMO-1→ LUMO(0.44) MLCT
HOMO→ LUMO(0.46) XLL
2 1A 302.82 0.0211 HOMO-1→ LUMO(0.43) MLCT
HOMO→ LUMO(0.49) XLL
3 1A 294.54 0.0105 HOMO→ LUMO+1(0.35) XLL
HOMO→ LUMO+2(0.58)
4 1A 283.40 0.0822 HOMO-1→ LUMO+1(0.35) XLL+ILL
HOMO-1→ LUMO+2(0.53)
5 1A 281.73 0.0021 HOMO→ LUMO+1(0.57) XLL+ILL
HOMO→ LUMO+2(0.34)
6 1A 272.31 0.0584 HOMO→ LUMO(0.27) MLCT+XLL
HOMO-1→ LUMO+2(0.33) ILL
HOMO-2→ LUMO(0.46) XLL+ILL
State λ (nm) Osc. Composition Assignment
1 1A 351.43 0.0028 HOMO→ LUMO(0.70) MLCT+XLL
2 1A 337.58 0.0075 HOMO-1→ LUMO(0.70) MLCT+XLL
3 1A 313.48 0.0033 HOMO→ LUMO+1(0.67) MLCT+XLL
4 1A 305.14 0.0051 HOMO-1→ LUMO+1(0.52) MLCT+XLL
5 1A 301.81 0.0199 HOMO-2→ LUMO(0.46) MLCT+ILL
XLL
6 1A 294.50 0.0020 HOMO-1→ LUMO+1(0.36) MLCT+XLL
HOMO-1→ LUMO+2(0.31) XLL
HOMO→ LUMO+2(0.44) XLL+ILL
Table 4.7: Computational results of excitation energy (λ,nm), mean MOs composition of relatives
excited states and hypothetical assignment in absorption transition of [Ag(PPh3)2(phpty)]+ and
[Ag(PPh3)2(phmepty)]+.
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Figure 4.3: Molecular Orbitals Comparison - Frontier MOs diagram calculated re-
spect to lowest excitations obtained with TDDFT theory for a) [Ag(PPh3)2(phpty)]+ and b)
[Ag(PPh3)2(phmepty)]+
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Figure 4.4: Molecular Orbitals Comparison 2 - LUMO+1 MOs diagram calculated re-
spect to lowest excitations obtained with TDDFT theory for a) [Ag(PPh3)2(phpty)]+ and b)
[Ag(PPh3)2(phmepty)]+
metal to ligand charge transfer from others because more detailed theoretical and experimental
analysis should be done. Reproduction of UV/vis spectra based on energy of excited states,
oscillator strength and a gaussian convolution sum, that we had analyzed for this elaboration
shown that most of discussed transition broad into two band principally represented by strength
oscillator due to XLL and ILL.
4.2.2 Computational analysis into hydrogen transfer Ru assisted
The optimized structures of the pre catalyst, reaction intermediates, and transition states are
collected in Fig. 4.5 and 4.6.
The ring-closure process leading to 1a (Fig. 4.7) was studied by DFT calculations in
vacuo and in iPrOH solution on the basis of Equation 4.1. Here the organometallic cation
Ru[(κ2P,N)PNH2](p-cymene)Cl+ is indicated as III. All the reagents present in the reactant so-
lution at the onset of the reaction were considered to be present in the initial step. The starting
reactants were located at 0.0 kcal/ mol energy. This means that neutral complex 1 is located at
0.0 kcal/mol in the energy profile diagram depicted in Fig. 4.8.
1→ III +Cl− (4.1)
Following we are going to describe the energy profile obtained with the calculations per-
formed at the BS-IV level (see section 3.2.2.2). The complete exploration of the energy surface
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Figure 4.5: Geometry structure - Optimized geometries at B3LYP/BS-0 level of stable interme-
diate complexes and transition states, related to Paths I and II. For simplicity, hydrogen atoms are
omitted except for hydride and aminic functionalities, whereas the phenyl rings of the phosphane
moieties are drawn as single atoms
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Figure 4.6: Geometry structure continue - Optimized geometries at B3LYP/BS-0 level of stable
intermediate complexes and transition states, related to Paths I and II.For simplicity, hydrogen
atoms are omitted except for hydride and aminic functionalities, whereas the phenyl rings of the
phosphane moieties are drawn as single atoms
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Figure 4.7: Ring Closure - Isomerization reaction scheme of 1 in 1a
Figure 4.8: Energy Profile - Comparison of the energy profiles of Paths I (on the right) and II (on
the left). All the numbered reaction steps are reported as ∆G with respect to 1 and other reactants
(see Appendix Reaction List 8). Only the most important catalytic species are labeled in the graph
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in function of the different basis sets is reported in Appendix Table 7.11. The calculations per-
formed in vacuo show an endothermic profile (87.3 kcal/mol) that becomes exothermic once
iPrOH is introduced into the model (3.5 kcal/mol, Fig. 4.8. This is in agreement with the
experimental observation that the chelation of the PNH2 ligand occurs easily in iPrOH, where
cation III and anion Cl− are certainly stabilized, whereas in less-polar solvents the breaking of
the RuCl bond is unlikely, and it occurs appreciably only at temperatures ≥ 50 C.
As can be seen in Fig. 4.5, the chelation leads to a shortening of the RuP bond, from 2.452
Å in 1 (2.376 Å in the X-ray structure) to 2.417 Å in III, in accordance with the solid-state
structure data of chelate complexes 1a where the Ru-P bond lengths are 2.3072, 2.296, and
2.310 Å respectively. Moreover, an intra molecular hydrogen bond between the axial aminic
proton and the coordinated chloride ligand is also found (2.331 Å ).
Now cation III can react with iPrO− by Path I (Fig. 4.9) or by Path II (Fig. 4.10). The
energy profile of Path I (Fig. 4.8) indicates that the amine deprotonation (Fig. 4.9, step (i))
occurs exothermally with a release of energy of 28.1 kcal/ mol. Step (i) can be divided into
two subsequent steps: amine deprotonation with formation of the transient neutral complex
Ru[(κ2 P,N)PNH](p-cymene)Cl(X; Fig. 4.9, step (ii)) and chloride dissociation [Fig. 4.9, step
(iii)]. The energy difference that separates X and IV is low (2.9 kcal/ mol, Fig. 4.8), point-
ing out a facile dissociation of the chloride ligand (Any attempts made to isolate the neutral
complex Ru[(κ2 P,N) PNH](p-cymene)Cl (X) were unsuccessful (235)). Structural analysis of
the optimized geometry of IV shows an evident shortening of the Ru−N bond (1.923 Å ) with
respect to the values found in the complexes crystallographic characterized, in agreement with
a substantial amide character of the coordinated nitrogen.
This is confirmed by the comparison of the calculated RuNH bond angles in IV and V,
which are 120.2 0 and 109.90, respectively. On the contrary, the calculated Ru-P bond length
is sensibly longer in IV with respect to those found in the X-ray structures of 1a and to that
calculated for V, passing from 2.408 to 2.305 Å(averaged value) to 2.361 Å, respectively. This
is a new and never reported structural distortion for the classical bifunctional catalyst. As Ya-
makawa et al. has been reported (134; 142; 143) one of the most important structural distortion
of the bifunctional ring bonded to the metal is the drastic bond length shortening of both the
HN-M and O-M. In particular, this remark, has been used to justify the unexpected stability of
the 16e- configuration which is supposed to be very difficult to isolate, if no electron density
compensation occurs. This elongation could especially explain the difficulty to isolate [IV]Y
(Y = Cl− or PF−6 ) as a solid, as mentioned above (235). In Path II, the first event is the formation
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Figure 4.9: Amine Deprotonation - deprotonation of the amine functionality with formation of
IV. Conditions: (i) iPrO−, iPrOH, Cl−; (ii) iPrO−; iPrOH; (iii) Cl−
Figure 4.10: Path II - Reaction steps for Path II. Conditions: (iv) iPrO−, Cl−; (v) TS for the
-hydrogen elimination step; (vi) Me2CO
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of isopropoxide intermediate IX, as depicted in Fig. 4.10 (step iv). This step is characterized
by a pronounced exothermicity (19.2 kcal/mol, Fig. 4.8).
The subsequent β-hydrogen elimination occurs through TS1, where the amine function is
not coordinated to ruthenium allowing the formation of an agostic interaction between the α-
hydrogen of the alkoxide and ruthenium (Fig. 4.10, step (v)). This step is quite costly in energy
requiring 16.9 kcal/mol with respect to IX. The completion of the β-hydrogen elimination leads
to hydride V and acetone (Fig. 4.10, step (vi)), with a gain in energy of 30.7 kcal/mol with
respect to TS1. The high exothermicity of the last step implies that once the hydride species is
formed the reversed process is strongly unlikely.
From an energetic point of view Path II cannot be considered unproductive, as the required
energies do not appear inaccessible. However, the absence of experimental evidences about
alkoxide species, as well as the fact that the observed catalytic activities do not increase with
base, suggest that Path I is definitely more likely.
Once hydride V is formed, the process evolves through Fig. 4.11. Thus, 16e species IV
interacts with iPrOH through TS2 (Fig. 4.11, step (vii)). This step requires 15.3 kcal/mol
and leads to V and acetone with an exothermic gain of 20.2 kcal/mol. The hydroxy proton
is transferred to the nitrogen atom, whereas the C−H proton is transferred to ruthenium (Fig.
4.11, step (viii)), and the whole oxidation of iPrOH to acetone gives -4.9 kcal/mol.
Figure 4.11: Hydrogen transfer cycle - OSM in action for the reduction of acetophenone cat-
alyzed by III. Intermediate X has been omitted
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Now V interacts with acetophenone through the pericyclic transition state TS3 (Fig. 4.11,
step (ix)), where the oxygen atom forms a hydrogen bond with the axial amine proton of V,
whereas the hydride functionality interacts with the carbonyl carbon atom of the ketone.
For the construction of TS3 we fixed the S configuration of ruthenium and we approached
the ketone by two different enantiofaces, Re and Si. DFT calculations evidence two differ-
ent energetic profiles, and the Si was favored over the Re face (23.8 and 27.2 kcal/mol with
respect to the previous step). This energy differences (3.4 kcal/mol) arise from specific CH(p-
cymene)pi(phenyl) interactions that are possible only when the ketone approaches ruthenium
from the Si face. This enantioface discrimination was invoked at the origin of the observed
high enantioselectivity found with Noyoris catalysts. In particular we observed that the Si face
approach lead to an evident shortening of the distance between the phenylic ring of the keton
and the p-cymine fragment, easily displayed in Fig. 4.12 , where the distance between hy-
drogen (on the p-cymine) and carbon (on the phenylic group) became 2.89 Å, lower then the
sum of the respective Van der Waals radii (2.9 Å) which is obviously not possible on the Re
face approach (Fig. 4.13). A complete molecular orbital (MO), frequency (FQ), Atom
Figure 4.12: pro-Si approach - The interaction between keton and the catalyst on the pro-Si face
is characterized by a forced drawing near of the phenyl group toward the p-cymene
in Molecule (AIM), as well as a Natural Bond Orbital (NBO) analysis has been carried out
to characterize this transition state and the C-H specific interaction. The TS3-Re and TS3-Si
was proven to have respectively i960 and i940 cm−1 single imaginary frequency (These and
more others frequencies calculation are collected in Appendix Table 7.12). In Fig. 4.14b is
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Figure 4.13: pro-Re approach - In the case of a pro-Re approach there is no way to force the
interaction between C atoms of the phenyl group and H of p-cymene. In this case no specific
interaction like C-Hpi can stabilize the related transition state
pictured the normal mode vector relative to TS3-Si where the hydride hydrogen and the proton
synchronously move on the keton and it is also possible to see the higher amplitude of N-H
displacement respect to that the Ru-H does.
It is also possible to note the evident hybridization change from sp2 → sp3 of the carbonyl
group and in contraposition the flattening of the aminic group (sp3 → sp2).
The MOs analysis (Fig. 4.14a) show that the s orbital of the hydride is oriented toward the
perpendicular p shaped orbital of the carbonyl carbon but without any direct overlap caused of
a nodal plane between the two atoms. On the other side of the ring, the aminic hydrogen ex-
periment the same kind of nodal plane, which describe a typical HOMO shape in the hydrogen
bond interaction.
To clarify the CH interaction we performed a NBO analysis on the TS3-Si, on the isolated
ketone as well as for the isolated p-cymene. It is clear (Fig. 4.14c) that the aromatic hydrogen
(charge = +0.2220 u.a.) of the p-cymene group experiment an increasing of their elettrophylity
once the coordination to the metal occurs (+0.2726 u.a.) in complete agreement with what is
reported in literature (245). On the other hand a completely opposite trend interests the aro-
matic carbon of the phenylic group of the keton. In particular the approach of negative hydride
on the carbonyl group (this decrease the electrophylity of C7 from +0.7074 to 0.4384) implies
a strong increasing in the nucleophylity of the ortho/para carbons moving C3 charge from -
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0.1650 in the free acetophenone to -0.2275 in to the transition state TS3-Si. This interesting re
distribution of charge due to the concerted transition state is not a prerogative of TS3-Si in fact
very similar behavior occurs in the TS3-Re but, in this case, the distance between the p-cym
ring and the phenylic group doesn’t allow a specific CH interaction.
We confirm, in our system, that the enantioface discrimination comes from this specific
interaction which has been invoked to justify the observed high enantioselectivity found with
Noyori type catalysts (142; 143; 144; 145). However, because V is expected to be present
Figure 4.14: Analysis on the transition state TS3 - a) HOMO rendering of the transition state
where the two characteristic nodal plane are observable; b) picture of the normal mode vector
of the transition state related to the hydrogen transfer; c) Mullikena and NBOb population of the
most important atoms involved into the hydrogen transfer; d) Bond critical point obtained by AIM
analysis on the pericyclic transition state
as a racemate in solution, the choice of a precise configuration of the metal and of a precise
enantioface of the ketone is totally arbitrary (no asymmetric induction was observed with 1a).
Finally in Fig. 4.14c and Table 4.8 are shown the results related to the AIM analysis. The
picture is simplified and just represents the pericyclic ring which characterize the transition
state and in particular the related bond critical point (BCP). The BCP founded in the middle
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of the ring is the characteristic (3,+1) critical point which is always detected in ring structures.
In table we report the electron density ρ and its Laplacian ∇2ρ which is in relation with the
chemical nature of the bond where the critical point has been found.
BCP ρ ∇2ρ
N(10)-H(69)(3,-1) 0.1694 0.0661
H(69)-O(9)(3,-1) 0.1577 0.0368
O(9)-C(7)(3,-1) 0.2857 0.1363
C(7)-H(71)(3,-1) 0.1343 0.0236
H(71)-Ru(11)(3,-1) 0.0742 -0.0393
Ru(11)-N(10)(3,-1) 0.0980 -0.0927
Y(3,+1) 0.0166 -00219
Table 4.8: A.I.M. analysis of TS3 structure. We report bond critical point (3,-1) located on bond
path with relative electronic density ρ and Laplacian ∇2ρ . Ring critical point(3,+1) was also
characterized.
The simultaneous transfer of the amine proton and hydride ligand to the ketone leads to
the formation of IV and 1-phenylethanol (Fig. 4.11, step (x)).The possibility that TS3 could
involve an iPrOH molecule, as described in J. W. Handgraaf, E. J. Meijer, J. Am. Chem. Soc.
2007, 129, 3099, was investigated by ab initio calculations. In particular, we searched saddle
points after the introduction of one explicit molecule of iPrOH bridging acetophenone and
the NH2 functionality of V through hydrogen bonds. This led to a stable transition state with
only one imaginary frequency describing synchronous hydrogen transfer from NH2 and RuH
functionalities. Preliminary calculations show a sensible destabilization in energy of TS3. The
16e species IV is 17.6 kcal/mol more stable than TS3 (considering the Si face of acetophenone)
and the reduction of acetophenone to 1-phenylethanol needs 6.2 kcal/mol. Thus, the ∆G value
of the entire process of oxidation of iPrOH and reduction of acetophenone is 1.3 kcal/mol.
As regards Path III, the optimized geometries of the reactant intermediates and transi-
tion states are collected in the Fig. 4.6. The ground-state intermediates are depicted in Fig.
4.15. Here we have considered that the initial deprotonation of 1a gives X, iPrOH, and Cl−.
Compound X reacts with a second iPrO− ion to give the neutral alkoxide intermediate Ru[κ2
(P,N) PNH] (pcymene) ( iPrO) (XI), which transforms into the hydride Ru[κ2 (P,N) PNH] (p-
cymene)H (XII) through β-hydrogen elimination.
From an energetic point of view, Path III is much more disfavored than both Path I and Path
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II (see data in Appendix Table 7.13). The less likely steps are the formation of hydride XII and
the activation of acetophenone by XII. The first requires in fact the partial decoordination of
p-cymene, as the amine is covalently bound to the metal, whereas the activation of acetophe-
none by a pericyclic transition state is hampered by the sp2 character of the coordinated amide
nitrogen atom, which leads to the formation of a strained and then unfavored RuHCOHN ring.
Figure 4.15: Path III - Reaction steps considered in Path III. Conditions: (xi) iPrO−, iPrOH; (xii)
iPrO−, Cl−; (xiii) Me2CO
4.2.3 CO Infrared frequencies correlation with Mulliken charges analysis in Rh
catalyst complexes
As mentioned in the Section 3.2.3.1 the zwitterionic mettallate under study in this thesis can
be in three different states depending on the pH of solution: neutral (c1), cation (c2) and bi-
cation(c3). This kind of chemical system may be seen like a charge-tuned complex, moreover,
cause of the particular chemical connections between thioamidic functions and the metal, the
charge tuning on the whole molecule reduces its effect on the Rh atom. The total charge
centered on the metal, is a mandatory information if we want to have a picture of the activity
that these catalysts can display. During the protonation reactions, the electronic distribution
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varies dramatically, as evidenced by the C-S and C-N bond distances (153) and by the 31P,1H
NMR chemical shift values (246). Moreover, protonation influences the electron density on the
Rh(CO) system, as reflected by the infrared CO stretching frequencies (246).
In this contest we apply the computational approach reported in Section 3.2.3.2, describing
the electronic distribution in terms of Mulliken charges, frequency analysis and MOs rendering.
We start showing some results about the gas phase calculation of Mulliken charge distribu-
tion, looking the Fig. 4.16: it is possible to note that in each of the three cases the most positive
charged atoms are the two phosphorous connected by the most negative nitrogen atom close to
the metal. This is the first important result because it is in agreement with the strange exper-
imental evidence that locate a dative bond between nitrogen and Rh. Moreover, it is possible
to show that the first protonation onto one of the two thioamidic side chain imply a broken
symmetry on the optimized geometry. In particular the positive charge additional onto one
nitrogen involve an electronic de localization moving from the relative S-Rh bond with con-
secutive weakening of this. Finally the second protonation leads to an higher symmetry again
but with both two S atoms pauperized in electron density. It is reasonable that such electrons
come from the metal and the next results will prove this statement.
A complete frequency-population analysis for c1, c2 and c3 has been performed. The cal-
culations have been made at the BS-0 and BS-I level (see Computational Details in Section
3.2.3.2) in the gas phase and solution. In vacuo and at the BS-0 level, the Mullikan charge
on the Rh atom varies from -0.338 a.u. to -0.263 a.u. (Table 4.9), showing that the protona-
tion of one thioamidic function induces a 13 % decrease in the electronic population for the
mono-protonation and a 22 % decrease for the bi-protonation. Similar results were collected
in solution obtaining a decrease of 8 % and 16 % respectively. Such decrease in the calcu-
lated population is in agreement with the trend found experimentally for the CO stretching
frequencies (246).
As mentioned above a more detailed calculation has been carried out at BS-I level, both in
the gas and solution phase, to confirm the BS-0 data. The results are consistent with the above-
mentioned trend demonstrating that no errors were induced by usage of pseudo potential to
describe the metal (see Appendix Table 7.14). The next step in this study is to try to reproduce
not only the above mentioned trend but also experimental quantitative effect of protonation in
solution on the CO frequency stretching. In particular we performed standard geometry opti-
mizations on each of the three complexes at the BS-0 level both in the gas and solution phase.
On the optimized geometry a full frequency and population analysis has been made with the
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Figure 4.16: Mulliken charge representation - The Mulliken charge is pictured in terms of color
scale moving from -0.93 u.a. (red) to +0.93 u.a. (green) for a) neutral, b) monoprotonated and c)
diprotonated complex
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Gas Phase
Mol. Freq.a Rh S1 S2 N1 N2 N3 C O P1 P2
c1 2077.19 -0.338 -0.055 -0.055 -0.381 -0.381 -0.820 0.313 -0.271 0.937 0.937
c2 2113.01 -0.294 0.087 0.0095 -0.409 -0.373 -0.823 0.315 -0.229 0.899 0.922
c3 2144.71 -0.263 0.137 0.134 -0.417 -0.417 -0.825 0.311 -0.188 0.905 0.903
CH2Cl2
Mol. Freq.a Rh S1 S2 N1 N2 N3 C O P1 P2
c1 2027.01 -0.395 -0.120 -0.116 -0.376 -0.358 -0.835 0.302 -0.280 0.940 0.939
c2 2057.78 -0.361 0.097 -0.074 -0.420 -0.348 -0.836 0.324 -0.264 0.904 0.934
c3 2090.92 -0.331 0.123 0.132 -0.413 -0.402 -0.827 0.337 -0.239 0.912 0.908
Table 4.9: Mulliken populations (a.u.) for selected atoms, in the gas phase and in solution (PCM,
CH2Cl2) for c1, c2 and c3. For compound c2, the protonation is on the N1 atom [B3LYP/BS-
0//B3LYP/BS-0; BS-0=6-31g** + Lanl2DZ(Rh)]. aCO frequencies stretching are in cm−1.
purpose of compare these results with experimental frequency stretching. It is important to
point out that such experimental measurements represent the CO bond strength in that com-
plexes in solution and prepared with PF6 as counter ion. In Fig. 4.17 we report three sets of
data which show the linear correlation between electron charge centered on the metal and the
frequency stretching of the carbonyl function. The first important observation is the high R2
obtained in all cases which denotes a strict linear correlation between the two parameters. Al-
though this result encourages to think that experimental and computational linear correlation
are in such a way related, it is not possible to establish a good-enough confidence criteria to fix
this statement (i.e. failure of the t − student test) .
However, one last point has to be taken into account: as mentioned before the experimen-
tal data comes from measurements in solution on complexes prepared with PF−6 as counter
ion (where charged complexes). Moreover, the counter ion represent an interacting distribu-
tion of negative charges, both in solid and in solution. It is reasonable to think that a specific
interaction may occurs between the protonated thioamidic function and the counter ion. Fur-
thermore, as consequence of the high electron mobility between the metallic center and the
thioamidic function, we can expect a stronger or weaker influences of the anion on the CO
frequency stretching depending on its coordinative character. We performed several calcula-
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Figure 4.17: Frequency-Mulliken charge correlation - Correlation between the CO frequency
stretching and the Mulliken charge computed in gas and in solution. Experimental CO stretching
frequencies collected for c1, c2 ·PF6 and c3·(PF6)2 are also reported
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tions to demonstrate these arguments, with geometry optimization both in gas and in solution
of the couple built with the cation and the counter ion involved in an hydrogen bond with the
thioamidicfuntion. In particular we focused our attention on PF−6 and tri f late, two counter
ion with growing coordinative character. In this thesis we just want to show some preliminary
results which will be published in detail shortly. In Fig. 4.18 and Table 4.10 it is possible to
understand the importance of introducing solvation effects and some specific interactions be-
tween mono-, bi- protonated complexes and its counter ion. It is evident that a linear correlation
(see R2 parameter in figure) between CO frequency stretching and the Mulliken charges on the
metal is always established. But it is very interesting to note that introducing explicit one- or
two- molecules of counter ion such correlation becomes very close to the experimental trend
(compare different correlation slopes in table), even better if the frequency correction scaling
is applied (i.e. 0.98 (247)).
Figure 4.18: Frequency-Mulliken charge correlation - Correlation between the CO frequency
stretching and the Mulliken charge computed in solution and in presence of one-, two- molecules
of PF−6 or CF3SO
−
3 . Experimental CO stretching frequencies collected for c1, c2 ·PF6 and c3·(PF6)2
are also reported and compared with calculated point scaled by 0.98 to correct the B3LYP vibra-
tional frequencies
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Mol. Freq.a Freq.a Freq.a Freq.a
PF−6 CF3SO
−
3 PF
−
6 scaled Exp
b
c1 2027.01 2027.01 1986.47 1968.00
c2 2051.00 2048.14 2009.98 1995.00
c3 2074.30 2073.27 2032.81 2017.00
Slopea 510.45 558.18 500.25 528.17
Table 4.10: Effect of the coordinative character of PF−6 and CF3SO
−
3 on the CO frequency stretch-
ing. Comparison with experimental data end calculation after frequency correction are also re-
ported. aCO stretching frequencies stretching are reported in cm−1 as well as the correlation slopes.
b See Ref. in the text
77
4. RESULTS AND DISCUSSIONS
4.3 On the DNA nucleo-base investigation
4.3.1 Selection of the Model Cavity
As anticipated in the previous section, the critical issue for exploring a biological system char-
acterized by several tautomers and equilibrium in solution is to create a model capable of re-
producing the experimental pKa values. In particular, as the pKas are logarithmic functions of
the free energy, a very high accuracy (within 2 kcal/mol) is needed. As has been demonstrated
by Goddard’s group,(179; 181) the computational level adopted in this work (see Section 3.3.2
is satisfactory for reproducing the gas phase proton affinity of nucleobases. However, there is
not currently a standard procedure using the Polarizable Continuum Model (PCM) to predict
the solution free energies of the nucleobases with the same accuracy.
The PCM parameter optimized for the test set of DNA nucleobases considered in this study
(Fig. 4.20) is the electrostatic scaling factor denoted as which is a real number that is used
to increase or decrease the radii of each sphere centered on the atoms (232). The UFF set of
atomic radii (see Table 1 in Ref. (233)), with default value of the scaling factor = 1.0 (Gaussian
Development Version E05), ensures a good balance between the computational stability and
applicability and the reasonable accuracy of the free energy of solution for the neutral solutes
(232).
For charged solutes, the scaling factor must be reconsidered. Due to the strong electrostatic
interactions, solvent molecules are in general closest to the atoms of charged solutes rather than
those of the neutral one.
In a recent study conducted by Camaioni’s group, improved quantitative estimates of sol-
vation effects in solution were obtained by decreasing the size of the cavity for cations and
anions (248). The representative nucleobase studied to set up the cavities used in this work
was guanine and various values of were evaluated by comparing the calculated pKa value with
guanine’s experimental first and second pKa.
Two different values of the scaling factor were adopted: to surround cationic and neutral
intermediates a value of 0.91 showed the best results whereas, for anions, a smaller cavity with
0.83 has been used to provide both good accuracy (Fig. 4.19, Appendix Tables 6.1, 6.2 ,6.3,
6.4, 6.5,6.6,6.7,6.8 and Supporting Information of Ref. (249)).
Table 4.11 contains a summary of the relative free energy in the gas and solution phases, the
free energy of solution, the calculated and experimental values for the tautomers of guanine and
the other nucleobases evaluated during this study. The calculated pKa values and associated
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energy data for each deprotonation of the various guanine tautomers are provided in Appendix
Fig. 6.1 and Table 6.9 and Supporting Information of Ref. (249) Scheme S1 and Table S1.
On the basis of previous studies, (181) two cationic, two neutral and three anionic tautomers
were considered for the first and second guanine deprotonation (Fig. 4.20). In 4.11, the gas
and solution phase energy for each tautomer is expressed relative to the most stable species of
each class (e.g. guanine cations relative to the most stable guanine cation).
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System ∆Ga(g) ∆G*
a
(aq) ∆G
R′a
(sol) pKa(calc) pKa(exp)
(kcal/mol) (kcal/mol) (kcal/mol)
Guanine
G1+ 0.0 0.0 -64.8
G2+ 4.3 0.6 -68.9 3.4 3.2-3.3b
G3 0.3 1.5 -18.5
G4 0.0 0.0 -19.0
G5- 2.8 0.0 -75.4 9.6 9.2-9.6b
G6- 0.0 0.3 -72.0
G7- 0.8 0.7 -73.1
Adenine
A1+ 1.7 1.5 -60.4
A2+ 8.0 2.8 -65.6
A3+ 0.5 0.0 -60.7
A4+ 0.0 0.3 -59.9 4.2 4.1c
A5+ 10.1 1.0 -69.5
A6 0.0 0.0 -9.9
A7 8.5 2.0 -16.7
A8 8.5 4.5 -14
Thymine
T1 0.0 0.0 -11.1
T2- 0.0 0.6 -60.3 10.5 9.9c
T3- 10.8 0.0 -72.3
Cytosine
C1+ 0.1 0.0 -65.8
C2 0.0 0.0 -17.8 4.2 4.4c
C3 6.8 3.9 -21.0
8-oxoG
8-oxoG1+ 7.0 0.0 -82.6 -0.4 -0.1d
8-oxoG2 0.0 0.0 -21.0
8-oxoG3- 0.0 2.0 -69.6 8.0 8.5-8.6d
8-oxoG4- 6.8 0.0 -79.1
Hydantoin
N1 anion 4.6 6.1 -69.9 11.0 9.16e
N3 anion 0.0 0.0 -67.9
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System ∆Ga(g) ∆G*
a
(aq) ∆G
R′a
(sol) pKa(calc) pKa(exp)
(kcal/mol) (kcal/mol) (kcal/mol)
Phenytoin
N1 anion 4.2 6.3 -54.1 8.7 8.31e
N3 anion 0.0 0.0 -55.8
Guanidine 0.0 0.0 -62.5 14.5 13.7 f
N-formyl guanidine
FG1+ 0.0 0.0 -67.0 6.7 not available
FG2+ 7.6 3.3 -71.7
FG3 0.0 0.0 -12.2
FG8 8.1 0.8 -21.3
N-acetyl guanidine
AG1+ 0.0 0.0 -61.6 8.5 8.32 f
AG2+ 11.0 7.5 -67.0
AG3a 0.0 0.0 -9.78
AG3b 0.1 0.1 -9.78
AG5 2.0 2.8 -8.54
Table 4.11: Relative Free Energies (kcal/mol), Calculated and Experimental pKa1 Values for Ma-
jor Tautomers of Guanine, Adenine, Cytosine, Thymine, 8-oxoguanine, Hydantoin, Phenytoin,
Guanidine,N-formylguanidine and N-acetylguanidine
Key of Table 4.11 :aEnergies were calculated using B3LYP density functional theory and the
6-31+G(d,p) and aug-cc-pVTZ basis sets. See equations 3.16,3.20,3.27,3.28. bReferences
(181; 248; 250; 251; 252; 253; 254; 255).cReference (256).dReference (257). eReference
(258). fReference (259). gReference (260)
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The solvation free energy is also reported and clearly shows the effects of this contribu-
tion on the relative stability of the three anionic tautomers as the stability of G5- and G6-
are reversed between the gas and solution phases. The two pKa values computed are 3.4
and 9.6 for the first and the second deprotonation respectively, which are in good agreement
with the experimental values of 3.2-3.3 (189; 248; 250; 251; 252; 253; 254; 255) and 9.2-9.6
(189; 248; 250; 251; 252; 253; 254; 255).
Figure 4.19: Cavity influence - Effect of the UFF alpha value on the calculated pKa1 and pKa2
values of guanine
4.3.2 Test of the Model Cavity on Other Nucleobases
To be sure that these new cavities could be extended to all the other nucleobases under study
(Fig. 4.20), we have performed several test calculations on adenine, cytosine, thymine and
8-oxoG and compared the predicted pKa1 to the available experimental data. The data for
the most abundant gas and solution phase tautomers are provided in Table 4.11. A complete
summary of the data for all tautomers tested for adenine, cytosine, thymine and 8-oxoG is
provided in the Appendix Fig. 6.2,6.3,6.4,6.5, in Tables 6.10, 6.11,6.12, 6.13 and Supporting
Information Schemes S2-S5 and Tables S2-S5 of Ref. (249).
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In the adenine system, the two most stable cationic tautomers are A3+ (protonated at N1)
and A4+ (protonated at N3).
In aqueous solution, the two most stable neutral tautomers are predicted to be A6 and A7
which are similar in structure to the lowest energy guanine tautomers, G3 and G4. The global
pKa1 for adenine deprotonation has been estimated to be 4.2, in very good agreement with the
experimental value of 4.1 (248; 251; 252; 253; 254; 255; 261).
The calculations carried out on thymine show essentially only one neutral tautomer, the
diketo T1, (Fig. 4.20) and two anions, T2- (deprotonation at N1), and T3- (deprotonation at
N3) which are close in energy (Appendix Fig. 6.4 and Table 6.12) and predicted to be present
at equilibrium in aqueous solution. All the others enol tautomers are predicted to be either
completely absent or at such a low level as to not be relevant to the global pKa1 calculation. In
this case the calculated pKa1 was 10.5 which is in good agreement with the experimental value
of 9.9 (248; 251; 252; 253; 254; 255; 261).
Cytosine is a similar system to the pyrimidine base, thymine, but the presence of an amine
functional group rather than a carbonyl group at C4 implies the potential existence of several
enol imine tautomers (Appendix Fig. 6.3 and Table 6.11). For cytosine, just one cationic and
one neutral tautomer are predicted to be relevant in aqueous solution (i.e. C1+ and C2, Table
4.11). Again a good agreement between calculated (4.2) and experimental pKa1 (4.4) values
has been found.
Finally, in the 8-oxoG system, the data indicate that the presence of the carbonyl group
at C-8, instead of -CH, provides a drastic increase of acidity in N3, moving from 2.9 (local
pKa1 in guanine, see Appendix Fig. 6.1 ) to -0.4 (local and global first pKa1 in 8-oxoG). This
is in good agreement with the value found experimentally ( 0.1). Two different energies con-
tribute to this value: the first one is a large difference between the gas phase basicity which
is calculated to be 218.3 kcal/mol for G2+→G4 and 202.8 kcal/mol for 8-oxoG1+→8-oxoG2.
These calculations compare favorably with those of Goddard’s group (181; 189) which pre-
dicted values of 216.18 kcal/mol and 200.8 kcal/mol for the same reactions, respectively, at
B3LYP/6-31++G(d,p)//B3LYP/6-31G(d,p).
The experimental value for the gas phase basicity of guanine is 222±2 kcal/mol (262).
This energy gap is in part reduced by the contribution of polarization and this is very clear
if we consider the solvation free energies of the cationic and neutral intermediates of these
two systems. As reported in Table 4.11 for guanine and 8-oxoG, the solvation energies of the
neutral tautomers are comparable (-18.5 to 19.0 kcal/mol for guanine versus -21.0 kcal/mol for
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Figure 4.20: Major tautomers of guanine, 8-oxoguanine, adenine, thymine, and cytosine,
evaluated for this study - 1Experimental values for guanine nucleobase (189; 248; 250; 251; 252;
253; 254; 255), 2Experimental values for 8-oxoguanosine (257), 3Experimental values for adenine,
thymine, uracil and cytosine nucleobases (248; 251; 252; 253; 254; 255; 261). For the adenine
modified nucleotide, the measured values for pKa1 range from 3.11 to 3.82 (173)
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8-oxoG) despite the presence of a more polar group in C8 of the 8-oxoG. In contrast, when
the molecule is charged (i.e. cationic tautomers), the free energy of solvation for 8-oxoG is
approximately 14-18 kcal/mol greater than for guanine, the energy gap between the 8-oxoG
neutral and cationic species decreases leading to a pKa1 value near to -0.4.
The second deprotonation of 8-oxoG involves two anionic tautomers and also in this case
the calculated pKa1 (8.00 units) is close to the experimental value (8.5-8.6 (257)).
4.3.3 Summary of the Computational Method
Based upon the good agreement between the predicted and experimental pKa values for the five
nucleobases, the following steps were taken to calculate the pKa values for guanidinohydantoin
(Gh) and spiroiminodihydantoin (Sp):
1. The geometry of each tautomer was optimized at B3LYP/6-31+G(d,p) and the frequen-
cies were calculated.
2. A gas phase single point calculation was conducted on the gas phase optimized geometry
(from Step 1) at B3LYP/aug-cc-pVTZ.
3. The geometry of each tautomer was optimized in aqueous solution at IEF-PCM/B3LYP/6-
31+G(d,p) using the gas phase optimized geometry as a starting point. The alpha value
for this optimization was the default value of 1.00.
4. A gas phase single point calculation was conducted on the aqueous phase optimized
geometry (from Step 3) at B3LYP/aug-cc-pVTZ.
5. The free energy of solvation for the solution phase optimized geometry (from Step 3)
was obtained via a single point calculation at IEF-PCM/B3LYP/6-31+G(d,p) using alpha
values of 0.91 for the neutral and cationic tautomers and 0.83 for the anions.
6. The free energy in solution of each tautomer and the site-specific or local pKa values are
calculated.
4.3.4 Guanidinohydantoin Results
Several tautomers are possible for guanidinohydantoin for each ionization state and each is
expected to contribute to an experimentally observable pKa in proportion to its population
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in solution at 298K. The free energies in the gas and aqueous phases of each of tautomer
were calculated using the method described previously (see Section 3.3.2) and are provided in
Appendix Tables 7.1 , 7.2, 7.3 and Supporting Information of Ref. (249) Tables S8 and S9. The
relative population of each species at 298K was estimated assuming that the tautomers follow
the Boltzmann distribution.
4.3.4.1 Tautomers of Neutral Guanidinohydantoin
The nine tautomers of neutral guanidinohydantoin (Gh) considered in this study are shown
in Fig. 4.21 and their relative free energies and populations in the gas and aqueous phases are
given in Table 4.12. The gas phase electronic energies, sum of the zero point energy and thermal
corrections, and free energies of solvation for each species are provided in the Appendix Table
7.4 and Supporting Information of Ref. (249) Table S7.
In the gas phase, the free energy of the neutral tautomers increases in the following order:
Gh2 <Gh1 Gh8 <Gh5 <Gh6 <Gh7 <Gh4 <Gh9 <Gh3. The diketo forms of Gh (Gh1, Gh2,
and Gh9) are 15 to 26 kcal/mol more stable than the enol tautomers (Gh3-Gh8). This result
for the diketo forms of Gh are consistent with NMR, IR, UV, and dipole moment experimental
data for hydantoin (Fig. 4.22) which demonstrated that the diketo species is predominant (263;
264; 265; 266; 267).
Earlier semi empirical calculations on hydantoin performed by Kleinpeter et al (263) esti-
mated that the diketo tautomer was 13 to 21.7 kcal/mol (PM3) and 15.6 to 25.2 kcal/mol (AM1)
more stable the various imine enol species. Gh2, the N3-C2 imine tautomer, is the most stable
species and is 6.4 kcal/mol lower in energy than Gh1, the C2-N1 imine species, due at least in
part to the formation of a hydrogen bond between the terminal amino group and the oxygen of
the C-5 carbonyl group. Based upon the calculated free energies, the gas phase equilibrium of
Gh would consist almost exclusively of the Gh2 tautomer.
In aqueous solution, the free energy of tautomers of neutral Gh increase in a slightly dif-
ferent order from that observed in the gas phase: Gh2 ≈ Gh9 <Gh1 Gh8 <Gh5 <Gh6 <Gh7
<Gh4 <Gh3. These data also indicate that the diketo tautomers, Gh1, Gh2 and Gh9, are more
stable then the enol tautomers by 14 to 23 kcal/mol. Of the diketo tautomers, Gh2 is pre-
dicted to be the most stable species followed by Gh9 (+0.7 kcal/mol), a zwitterion formed by
movement of a proton from N7 to N1, and Gh1 (+2.3 kcal/mol). The stability of the zwit-
terion tautomer containing a protonated guanidine subunit (-N(H)C(NH2)2) is consistent with
the experimentally observed basicity of guanidine (pKa=13.7) (259) and acidity of hydantoin
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Figure 4.21: Neutral tautomers of guanidinohydantoin evaluated during this study -
Gh1 Gh2 Gh3 Gh4 Gh5 Gh6 Gh7 Gh8 Gh9
gas phase
∆G0 a(g)rel 6.4 0.0 27.6 24.2 20.9 21.7 23.4 17.5 25.9
Popul. 1.9x10−5 1.0 5.4x10−21 1.9x10−18 4.3x10−16 1.2x10−16 6.0x10−18 1.4x10−13 1.2x10−19
aq. phase
∆G∗ b(aq)rel 2.3 0.0 23.0 18.6 16.3 17.3 na 16.3 0.7
Popul. 0.02 0.76 9.8x10−18 1.9x10−14 8.8x10−13 1.7x10−13 na 7.9x10−13 0.22
Table 4.12: Relative Free Energies (kcal/mol) and Population of Neutral Tautomers of Guanidino-
hydantoin (Gh)
Key of Table na = not available. aRelative energies with respect to ∆G0(g) for Gh2.
bRelative
energies with respect to ∆G*(aq) for Gh2.
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Figure 4.22: Structure and pKa of guanidine, formylguanidine, acetylguanidine, hydantoin
and phenytoin -
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(pKa=9.16) (258) (Fig. 4.22). The equilibrium in aqueous solution is predicted to consist of
76 % Gh2, 22 % Gh9 and 2 % Gh1.
4.3.4.2 Tautomers of Cationic Guanidinohydantoin
Tautomers of cationic guanidinohydantoin considered in this study are shown in Fig. 4.23 and
their relative free energies and populations in the gas and aqueous phases are given in Table
4.13. The N-1 site appears to be the major site for protonation in both the gas and solution
phases as the data suggest that the equilibrium concentration will consist almost entirely of
the Gh10+ tautomer, the diketo hydantoin protonated at N1 of the guanidinyl subunit. This
result is consistent with the known acidity and basicity of hydantoin and guanidine. Similar to
the pattern observed with the neutral tautomers, the Gh10+ diketo form is significantly more
stable than the enol tautomers Gh13+, Gh14+, and Gh15+ in both the gas and solution phases.
Protonation of the diketo form of Gh at either the C5 (Gh11+) or C8 (Gh12+) carbonyl oxygen
results in a 23.0 to 47.8 kcal/mol increase in free energy in the gas phase and 20.2 to 36.2
kcal/mol increase in aqueous solution.
Figure 4.23: Cationic tautomers of guanidinohydantoin evaluated during this study -
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Gh10+ Gh11+ Gh12+ Gh13+ Gh14+ Gh15+
gas phase
∆G0 a(g)rel 0.0 47.8 41.4 23.0 32.1 25.0
Popul. 1.0 3.7x10−29 1.9x10−24 5.5x10−11 5.5x10−11 2.0x10−12
aq. phase
∆G∗ b(aq)rel 0.0 36.2 32.2 20.2 35.5 27.7
Popul. 1.0 2.8x10−27 2.3x10−24 1.5x10−15 9.38x10−27 4.9x10−21
Table 4.13: Relative Free Energies (kcal/mol) and Population of Cationic Tautomers of Guanidi-
nohydantoin (Gh)
Key of Table aRelative energies with respect to ∆G0(g) for Gh10
+. bRelative energies with
respect to ∆G*(aq) for Gh10+.
4.3.4.3 Tautomers of Anionic Guanidinohydantoin
Tautomers of anionic guanidinohydantoin considered in this study are shown in Fig. 4.24 and
their relative free energies and populations in the gas and aqueous phases are given in Table
4.14. The data indicate that deprotonation at N7H imide position of the Gh diketone tautomers
is energetically favored over all other sites as these tautomers, Gh16− and Gh20−, are at least
4 kcal/mol lower in energy than the next most stable species, Gh17−, a diketo N-9 anion.
These results are consistent with NMR data published by Kleinpeter97 for a series of 5,5-
disubstituted hydantoins demonstrating that the N3H imide proton (Fig. 4.22) located between
the two carbonyl groups was more acidic than the N1H amide proton. Similar to the data
for the other Gh ionization states, the enol anions are much higher in energy than the diketo
tautomers. As a consequence, in the gas phase, the population of anionic Gh is predicted to
be 98 % Gh16− and 2 % Gh20−. In aqueous solution, the N3-C2 imine species, Gh20−, is 0.9
kcal/mol more stable than Gh16− and the population ratio is predicted to shift to 18 % Gh16−
and 82 % Gh20−.
4.3.4.4 pKa of Guanidinohydantoin
Site specific pKas (pK
i j
a ) for deprotonation of the various cationic and neutral tautomers of Gh
were calculated from the change in free energy for each of the identified reactions provided
in Appendix Table 7.3 and Supporting Information of Ref. (249) Table S-9. The global pKa
of Gh was calculated using the Boltzmann weighting method outlined by Goddard (181; 189)
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Figure 4.24: Anionic tautomers of guanidinohydantoin evaluated during this study -
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Gh16− Gh17− Gh18− Gh19− Gh20− Gh21− Gh22− Gh23−
gas phase
∆G0 a(g)rel 0.0 6.4 10.8 26.0 2.2 9.8 19.3 11.3
Popul. 0.98 1.9x10−5 1.1x10−8 8.9x10−20 0.02 6.3x10−8 7.3x10−15 5.4x10−9
aq. phase
∆G∗ b(aq)rel 0.9 6.6 14.1 17.7 0.0 8.4 16.0 13.0
Popul. 0.18 1.2x10−5 3.8x10−11 8.1x10−14 0.82 5.6x10−7 1.5x10−12 2.3x10−10
Gh24− Gh25− Gh26− Gh27− Gh28− Gh29− Gh30−
gas phase
∆G0 a(g)rel 33.1 30.5 9.7 37.6 27.0 28.3 25.5*
Popul. 5.0x10−25 4.6x10−23 8.2x10−8 2.8x10−28 1.6x10−20 1.6x10−21 2.1x10−19
aq. phase
∆G∗ b(aq)rel 24.8 21.5 12.8 39.0 23.3 25.0 33.0
Popul. 5.2x10−19 1.4x10−16 3.2x10−10 2.1x10−29 6.3x10−18 3.7x10−19 5.5x10−25
Table 4.14: Relative Free Energies (kcal/mol) and Population of Neutral Tautomers of Guanidino-
hydantoin (Gh)
Key of Table *The data shown are for the lowest energy rotamer of Gh30−. The relative free
energy ranged from 25.5 to 36.0 kcal/mol and from 33.0 to 34.3 kcal/mol in the gas and
aqueous phases, respectively. na = not available. aRelative energies with respect to for Gh16−.
bRelative energies with respect to for Gh20−.
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(Equation 3.22) and assumes rapid equilibrium between the various tautomers in aqueous so-
lution. The calculated values for site-specific and global deprotonation of the major tautomers
of Gh are summarized in Fig. 4.25.
The predicted pKa1 value suggests that deprotonation of the Gh cation will likely occur
at a pH of 9.6 at either the N3 position to form Gh2 or at the imide (N7) position to form the
Gh9 zwitterionic tautomer. Once formed, the calculated pKa2 of 8.2 indicates that these neutral
species should almost immediately undergo a second deprotonation to form the two N7 anion
species, Gh16- and Gh20−. The data suggests that Gh will behave in a similar manner to its
two subunits: guanidine (pKa = 13.7) and hydantoin (pKa = 9.16) but is slightly more acidic
than either moiety alone.
Using the same computational method discussed previously, the calculated pKa values for
guanidine and hydantoin are predicted to be 14.5 and 11.0, respectively. The increase in acidity
of Gh is not unexpected given that some substituted guanidines and hydantoins demonstrate
similar behavior. The experimental pKa values for acetylguanidine and 5,5−diphenylhydantoin
(phenytoin) are 8.32 and 8.31, respectively. The method described in this study predicts values
of 8.5 for acetyl guanidine and 8.7 for phenytoin (Table 4.11, Appendix Fig. 7.1, Tables 7.5,
7.4 and Supporting Information of Ref. (249) Scheme S7 and Tables S6 and S7).
Experimental values for Gh have not been published to date, however, our results are con-
sistent with SciFinder Scholar’s online database for Gh which lists empirically predicted pKa1s
and pKa2 values of 15.83±0.40 and 12.17±0.70 (calculated using Advanced Chemistry Devel-
opment software V8.14.) (268). Using the same software, the predicted values for guanidine
and hydantoin are 13.27 ± 0.70 and 8.7 ± 0.50, respectively.
4.3.5 Spiroiminodihydantoin Results
Several tautomers are possible for guanidinohydantoin for each ionization state and each is
expected to contribute to an experimentally observable pKa in proportion to its population in
solution at 298K. The free energies in the gas and aqueous phases of each of tautomer were
calculated using the method described previously and are provided in Appendix Tables 7.6,7.7,
7.8 and Supporting Information of Ref. (249) Tables S10 and S11. The relative population
of each species at 298K was estimated assuming that the tautomers follow the Boltzmann
distribution.
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Figure 4.25: Local and global pKa of major tautomers of guanidinohydantoin evaluated dur-
ing this study -
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4.3.5.1 Neutral Tautomers of Spiroiminodihydantoin
The relative free energies and populations in the gas and aqueous phases of the various neutral
tautomers of spiroiminodihydantoin (Sp) considered in this study are given in Table 4.15 and
in Tables 7.6, 7.7 7.8 and Tables S10 and S11 of the Supporting Information of Ref. (249);
their structures are provided in Fig. 4.26.
In the gas phase, the free energy of each neutral species increases in the following order:
Sp1 <Sp3 ≈ Sp2 <Sp4  Sp8 <Sp15 <Sp11 <Sp14 <Sp5, Sp13 <Sp6, Sp7 <Sp9 <Sp12
<Sp14. Of the 15 tautomers, the four triketo species, Sp1-Sp4 are estimated to be the most
stable species with a free energy difference between them of 2 kcal/mol. The remaining 11
tautomers are imine enol species and are at least 10 to 18 kcal/mol higher in energy than Sp1-
Sp4, making their population negligible.
In the gas phase, the equilibrium concentration is predicted to be 81 % Sp1 (the C2-N1
imine), 8 % Sp2 (the N3-C2 imine), 8 % Sp3 (a C2-N10 imine) and 3 % Sp4 (a rotamer of Sp3).
In aqueous solution, the free energy of the tautomers increases in a slightly different order: Sp1
<Sp2 <Sp3 ≈ Sp4 Sp10 ≈ Sp9 <Sp11 <Sp8 <Sp6 ≈ Sp5 <Sp7, Sp15 <Sp13 <Sp12 <Sp14.
The imine enol species, Sp5-Sp15, are again predicted to be significantly less stable than the
four triketo tautomers, Sp1-Sp4. These results are also consistent with the experimental and
theoretical data for hydantoin which indicates that the keto species is thermodynamically pre-
ferred over the enol tautomers (263; 267). In aqueous solution, the difference in energy between
Sp1, the lowest energy species, and Sp2, Sp3 and Sp4 is 3.7, 6.8 and 7.0 kcal/mol respectively.
Therefore, at equilibrium, an aqueous solution of Sp will almost exclusively consist of the Sp1
C2-N1 imine tautomer.
4.3.5.2 Cationic Tautomers of Spiroiminodihydantoin
Protonation of Sp can occur at the N1 position and on the oxygen of the carbonyl groups at C5,
C6 or C8. The relative free energies and populations in the gas and aqueous phases of the four
cationic tautomers of Sp considered in this study are given in Table 4.16; their structures are
provided in Fig. 4.27.
Both the gas and solution phase data indicate that Sp16+ is approximately 15 to 26 kcal/mol
lower in energy than the other three cations suggesting that Sp is almost exclusively protonated
at a guanidinyl nitrogen rather than at one of the carbonyl oxygens.
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Sp1 Sp2 Sp3 Sp4 Sp5 Sp6 Sp7 Sp8
gas phase
∆G0 a(g)rel 0.0 1.4 1.3 2.0 19.5 19.7 19.7 12.2
Popul. 0.81 0.08 0.08 0.03 4.1x10−19 3.0x10−15 2.8x10−15 8.6x10−10
aq. phase
∆G∗ b(aq)rel 0.0 3.7 6.8 7.0 19.9 19.7 22.1 19.1
Popul. 1.0 1.8x10−3 1.1x10−5 7.0x10−6 2.6x10−15 3.6x10−15 6.8x10−17 1.1x10−14
Sp9 Sp10 Sp11 Sp120 Sp13 Sp14 Sp15
gas phase
∆G0 a(g)rel 19.9 20.3 18.2 20.0 19.5 19.3 15.6
Popul. 2.1x10−15 1.1x10−15 3.7x10−14 1.8x10−15 3.9x10−15 6.0x10−15 3.2x10−12
aq. phase
∆G∗ b(aq)rel 16.2 15.9 17.5 23.1 22.9 24.2 22.1
Popul. 1.3x10−12 2.1x10−12 1.4x10−13 1.2x10−18 1.7x10−17 1.8x10−18 6.3x10−17
Table 4.15: Relative Free Energies (kcal/mol) and Population of Neutral Tautomers Spiroiminodi-
hydantoin (Sp)
Key of Table aRelative energies with respect to for Sp1. bRelative energies with respect to for
Sp1.
Sp16+ Sp17+ Sp18+ Sp19+
gas phase
∆G0 a(g)rel 0.0 21.1 15.7 26.6
Popul. 1.0 3.7x10−16 3.0x10−12 3.0x10−20
aq. phase
∆G∗ b(aq)rel 0.0 na 22.3 26.0
Popul. 1.0 na 4.3x10−17 8.2x10−206
Table 4.16: Relative Free Energies (kcal/mol) and Population of Cationic Tautomers Spiroimin-
odihydantoin (Sp)
Key of Table na = not available aRelative energies with respect to for Sp16+. bRelative
energies with respect to for Sp16+.
96
4.3 On the DNA nucleo-base investigation
Figure 4.26: Neutral tautomers of spiroiminodihydantoin evaluated during this study -
Figure 4.27: Cationic tautomers of spiroiminodihydantoin evaluated during this study -
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4.3.5.3 Anionic Tautomers of Spiroiminodihydantoin
Depending on the neutral triketo tautomer, deprotonation of Sp can occur at the N1, N3, N7,
N9 positions of the hydantoin rings or from the terminal amino group at C2. For the imine
enol tautomers, deprotonation can also occur at the C5, C6 or C8 hydroxyl groups. The rela-
tive free energies and populations in the gas and aqueous phases of the 12 anion tautomers of
Sp considered in this study are given in Table 4.17; their structures are provided in Fig. 4.28.
In the gas phase, the most stable tautomers are Sp23− (0.0 kcal/mol), Sp22− (0.86 kcal/mol),
Sp26−(1.7 kcal/mol) and Sp29−(3.3 kcal/mol). The free energy of the remaining anionic tau-
tomers increases in the following order: Sp20− <Sp31− ≈ Sp27− <Sp30− <Sp28− ≈ Sp21− ≈
Sp24− <Sp25−.
In equilibrium in the gas phase, the composition is predicted to comprise 77 % Sp23−, 18 %
Sp22−, and 4 % Sp26−. In aqueous solution, the data suggest that the equilibrium composition
will consist almost exclusively of the Sp20- N7 anion triketo tautomer. All other tautomers
are at least 4.5 kcal/mol higher in energy and will therefore represent less than 0.05 % of the
equilibrium population.
Sp20− Sp21− Sp22− Sp23− Sp24− Sp25−
gas phase
∆G0 a(g)rel 5.15 11.8 0.86 0.0 12.0 18.2
Popul. 1.3x10−4 1.6x10−9 0.18 0.77 1.2x10−9 3.3x10−14
aq. phase
∆G∗ b(aq)rel 0.0 5.3 4.6 7.4 4.5 10.5
Popul. 1.0 1.4x10−4 4.0x10−4 3.8x10−6 4.7x10−4 2.1x10−8
Sp26− Sp27− Sp28− Sp29− Sp30− Sp31−
gas phase
∆G0 a(g)rel 1.7 6.9 11.6 3.3 8.5 6.4
Popul. 0.04 7.2x10−6 2.4x10−94 2.9x10−3 4.7x10−7 1.5x10−5
aq. phase
∆G∗ b(aq)rel 5.9 11.4 14.5 6.0 11.3 14.4
Popul. 4.6x10−5 4.5x10−9 2.2x10−11 3.9x10−5 5.5x10−9 2.8x10−11
Table 4.17: Relative Free Energies (kcal/mol) and Population of Anionic Tautomers Spiroimin-
odihydantoin (Sp)
Key of Table aRelative energies with respect to for Sp23−. bRelative energies with respect to
for Sp20−.
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Figure 4.28: Anionic tautomers of spiroiminodihydantoin evaluated during this study -
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4.3.5.4 pKa of Spiroiminodihydantoin
Site specific pKas (pK
i j
a ) for deprotonation of the various cationic and neutral tautomers of Sp
were calculated from the change in free energy for each of the identified reactions are provided
in Appendix Table 7.6 and Supporting Information of Ref. (249) Table S-10.
The global pKa of Sp was calculated using the Boltzmann weighting method discussed
previously (equation 3.22). The calculated values for site-specific and global deprotonation of
the major tautomers of Sp are summarized in Fig. 4.29. The predicted pKa1 value suggests
that deprotonation of the Sp cation will likely occur at a pH of 0.5 and will most likely result
from a loss of a proton at the N1 position. This calculated value is in line with both the ex-
perimentally observed (∼0.1) and calculated (-0.3) values for deprotonation of 8-oxoguanine
(179; 181; 189). Experimental data measuring the pKa of Sp are not available, however
SciFinder Scholar’s online database for Sp lists empirically predicted values of pKa1=-0.19 and
pKa2=7.79 (calculated using Advanced Chemistry Development software V8.14.) (268). Once
formed, the calculated pKa2 of 4.8 for deprotonation of neutral Sp indicates that this molecule
is significantly more acidic than Gh (pKa2=8.2). A close review of the free energy data for
the anion tautomers shows that the values for the global pKa2 of Sp and Gh are predominately
driven by deprotonation at the N7 position of each molecule. These results are consistent with
NMR data indicating that the imide proton in both unmodified and 5,5-disubstituted hydantoins
(i.e., the N3H proton - Fig. 4.22) is also the most acidic ring proton (263).
For Sp, based upon the Boltzmann weighting, the global pKa2 is almost exclusively rep-
resented by the deprotonation of Sp1 at N7 leading to formation of Sp20−. For Gh, three
reactions contribute to the global pKa2: Gh1→Gh16− (pKa=7.1), Gh2→Gh20− (pKa=8.1);
and Gh9→Gh16− (pKa=8.2). The first two reactions are deprotonations at the N7 position; the
third is a deprotonation from N1 of the guanidinyl subunit of the zwitterion. The predicted pKa
value of 4.8 for Sp seems surprisingly low for a substituted hydantoin, however, experimental
data indicates that the pKa of hydantoins is very much affected by substituents at N1 and C5
of the ring (263). The experimentally measured pKa of 5,5-diphenyl hydantoin, sold commer-
cially as phenytoin, is 8.31, almost one full unit lower than the unmodified moiety (269; 270).
The predicted value for phenytoin using the method described in this study, is 8.7 (Table 4.11).
Modification of phenytoin at the N1 position to yield 1-phenylsulfonyl-5,5-diphenyl hydantoin,
reduces the pKa of the resulting substituted hydantoin to 4.89 (268; 269).
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In an effort to examine in detail, the factors contributing to the predicted difference in
acidity between Sp and Gh, the contribution of each energy component of the calculation to
the site specific pKa was evaluated and is presented in Table 4.18. Through-space substituent
effects were also evaluated and are presented in the same table. Comparing the deprotonation
of Sp1 to Gh2 (Gh N3 imine), the major neutral Gh tautomer, the difference in acidity is being
driven by the gas phase free energy of the N7 anion relative to its neutral moiety. In the case of
Gh1 (C2N1 imine), and the zwitterion, Gh9, the difference in acidity is a consequence of the
greater free energy of solvation associated with the Sp anion, Sp20−.
The hydantoin ring containing the N7 proton is the same structure for both Gh and Sp.
One key difference between the two molecules is the presence of a carbonyl group located
at the C6 position of Sp. The optimized geometry of Sp orients this carbonyl group directly over
the hydantoin ring and it is possible that the lone pair electrons of the oxygen are influencing
the acidity of the imine proton (table 4.19). Through-space electronic effects (271) on the
acidity of the imine (N7) and amine (N9) protons were evaluated by performing calculations
on Sp by replacing the carbonyl at the C6 position with an ethylene group (C=CH2) and a CH2
group (Table 4.18).
Deprotonation of four neutral tautomers of SpC6CH2 at the N7 position was evaluated (Ap-
pendix Tables 7.9, 7.10 and Supporting Information of Ref. (249) Table S17 and S18). The
predicted pKa of Sp increases significantly as the electron-withdrawing nature of the substituent
decreases with calculated values of 6.6 for Sp(C6=CH2) and 11.9 for Sp(C6H2). Visual inspec-
tion of the predicted highest occupied molecular orbitals (HOMOs) for Sp1, Sp(C6=CH2),
Sp(C6H2) and Gh1 (Table 4.19) indicate that there is significant orbital overlap between the
hydantoin ring of Sp1 and the electrons of the C6 carbonyl group. This overlap is not observed
for the other species. Through-space electronic effects of the lone-pair may therefore be partly
responsible for the predicted increase in acidity of Sp vs Gh.
As indicated by the data in Table 4.17, the predicted relative population of Sp anions in
the gas phase and in aqueous solution are significantly different. The difference is, in large
part, the result of the approximately 10 kcal/mol larger free energy of solvation of the Sp N7
and N9 anions, Sp20−, Sp21−, Sp24−, and Sp25−, relative to the other anionic tautomers of
Sp (Appendix Table 7.3 and Supporting Information of Ref. (249) Table S9). Careful review
of the solvation data for these four N7 and N9 anionic tautomers indicates that they also have
larger solution phase dipole moments (15.2 to 20.9 debye) relative to the other tautomers (4.6
to 13.7) due to the location of the anion and the lone pairs of the three carbonyl groups. It is
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Site-Specific H+ loss
at N7
Energy Componentsa Sp1 (C6=O) Sp1 (C6=CH2) Sp1 (C6H2)
(1.0)b
∆G(g) 325.26 328.26 330.27
∆∆GR
′
(sol) -56.90 -56.84 -51.37
∆E(dis) 2.11 1.58 1.28
Site-Specific pKa 4.8 6.6 11.9
∆pKa vs Sp5 +1.8 +7.1
diff G(g) +2.2 +3.7
diff G(sol) +0.0 +4.0
diff ∆E(dis) -0.4 -0.6
Site-Specific H+ loss
at N7
Energy Componentsa Gh1 Gh2 Gh9
(0.02)b (0.76)b (0.22)b
∆G(g) 325.81 334.47 306.36
∆∆GR
′
(sol) -54.30 -60.63 -29.7
∆E(dis) 2.17 1.22 -1.43
Site-Specific pKa 7.1 8.1 8.2
∆pKa vs Sp5 +2.3 +3.3 +3.4
diff G(g) +0.4 +6.7 -13.9
diff G(sol) +1.9 -2.7 +19.9
diff ∆E(dis) +0.0 -0.7 -2.6
Table 4.18: Acidity of N7 Proton - Comparison of Spiroiminodihydantoin (Sp5) vs Gh7, Gh2 and
SpC6CH2
Key of Table aAll energies are expressed in kcal/mol and represent the change in energy
resulting from deprotonation of the neutral molecule at N7. bBoltzmann weighting of neutral
molecule
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Figure 4.29: Site-specific and global pKa of major tautomers of spiroiminodihydantoin eval-
uated during this study -
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Compound Front View of Side View of
Hydantoin Ring Hydantoin Ring
Sp1
Sp1(C6=CH2)
Sp1(C6H2)
Gh1
Table 4.19: Comparison of HOMO molecular orbitals for Sp1, Gh1, Sp1(C6=CH2) and
Sp1(C6H2)
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possible that this large polarization of the solute cavity may result in an overestimation of the
free energy of solvation by the PCM model and a correspondingly low predicted pKa value for
this molecule.
A similar effect was noted in the calculation of the pKa of formylguanidine where a value
of 6.7 was obtained. One of the tautomers, FG 8 (Appendix Fig. 7.2 and Supporting Informa-
tion of Ref. (249) Scheme S6), had a calculated free energy of solvation nearly twice that of
the other species and a local pKa value of 5.0. No experimental value for N-formylguanidine
was found in the literature, however, SciFinder Scholar’s online database lists an empirically
predicted value of pKa1=7.75 for this molecule (calculated using Advanced Chemistry Devel-
opment software V8.14) (268). Based upon the analysis provided above, we believe that the
observed pKa2 value for Sp is likely to be lower than that of Gh but higher than the 4.8 value
predicted by the computational model described in this study.
Calculations conducted with a methylene substituent at the C6 carbon instead of a carbonyl
group suggest that the pKa2 value for Sp may be in the 6.6 to 7.7 range (Appendix Table 7.10
and Supporting Information of Ref. (249) Table S-18).
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5Conclusions
In this thesis, we have presented a new computational QM method for the study of structural
properties (i.e. equilibrium geometry) of molecular systems at very high pressure. The proce-
dure is based on the PCM method, a solvation model largely used to study molecular solutes
under normal conditions of pressure. The paper considers two critical items: the definition of
the pressure and the elaboration of an analytical code for the calculation of molecular gradients
for the regime of high pressure. The reported numerical applications, regarding equilibrium ge-
ometries and conformational energies of 1,3-butadiene under high pressure, give an indication
of the potentialities of the approach and of the problems to which it may be applied. We address
our attention here to further developments of the method. As far as the quantum-mechanical
aspect is concerned, the method presented here for SCF approaches (either HF or DFT) can
be straightforwardly extended to other QM levels (e.g. MP2, CASSCF) for which the PCM
analytical gradients are already available for the electrostatic contribution. Also, the range of
the computed molecular observables can be extended. In particular, vibrational frequencies
and IR and Raman intensities are observable of primary interest in the study of molecular sys-
tems at very high pressure. The analytical gradients presented here could be used to compute
the molecular Hessian and the corresponding vibrational frequencies by finite differences. A
better approach, however, should use an analytical molecular Hessian under high pressure:
extensions in this direction will be presented in the near future. The presented approach can
also be extended to the calculation of other second and higher order response properties, e.g.
dynamical (hyper) polarizabilities of molecules under high pressure. For these properties, an
experimental evidence of the effects of the pressure has been presented and PCM calculations
are available at normal pressure (272). These few examples should clearly indicate that the
107
5. CONCLUSIONS
method proposed in the present work represents a first attempt to improve the theoretical and
computational study of molecular systems under high pressure (273).
Moreover, several application in the inorganic chemistry field has been shown and in par-
ticular a detailed mechanistic study based on high-resolution MS (ESI) experiments of pre cat-
alytic solutions and DFT/ PCM calculations indicates that the catalytic process is governed
by a bifunctional mechanism, analogous to that proposed for bis(amine) and amino alco-
hol ligands.(146; 274; 275; 276) The two active catalytic intermediates are the 16e- cation
Ru[(κ2P,N)PNH](p-cymene)+ (IV) and the cationic hydride Ru[(κ2P,N)PNH2](p-cymene)H+
(V). DFT/PCM calculations show that the oxidation of iPrOH and reduction of acetophenone
occur by concerted hydride and proton transfers by pericyclic transition states. Although DFT
calculations predict the possibility that V could also be formed through β-hydrogen elimina-
tion from an alkoxide precursor (Fig. 4.8), experimental evidence supporting this proposal was
not collected. The importance of the NH2 functionality on catalysis is underlined by the low
activity of 2a under the same catalytic conditions. Although the hydride Ru[(κ2P,N)PNMe2](p-
cymene)H quickly forms in basic iPrOH, the activation of acetophenone, likely through detach-
ment of the amine functionality, is hampered. Finally, a mechanism operating through neutral
organometallic intermediates of the type Ru[(κ2P,N)PNH](pcymene)( X) has been ruled out on
the basis of DFT results.
Finally an efficient computational method has been identified which uses B3LYP density
functional theory, IEF-PCM solvation modeling with a modified UFF cavity and Boltzmann
weighting of tautomers to predict the site-specific and global pKa of DNA nucleobases and
their oxidation products. The method is shown to be capable of predicting the global pKa
of the DNA nucleobases guanine, 8-oxoG, adenine, cytosine and thymine to within 0.6 pKa
units of their experimental value. Predictions of the experimental values of phenytoin and N-
acetylguanidine were within 0.4 pKa units. The method works less well for smaller molecules
such as guanidine and hydantoin where the calculated values are higher by 0.8 and 1.9 pKa
units, respectively. The method has been used to evaluate the acidity of Gh and Sp, two highly
mutagenic guanine oxidation products. The trend observed for the pKa values of Gh (9.6
and 8.2) is consistent with the experimentally observed values for guanidine cation (13.7) and
hydantoin (9.16). Molecular orbital predictions of the HOMO indicate that there is very little
interaction between the hydantoin and guanidine subunits of Gh. The pKa1(calc) value for
deprotonation of Sp cation (Sp+ →Sp) is very close to the experimentally observed pKa1 for
8-oxoG and is consistent with the similarity in their structures. The data suggest that the imide
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(N7) proton in Sp may be more acidic than that in Gh, possibly due to the presence of the
through-space electronic effects of the carbonyl group located at C6. This difference in the
acidity of Gh and Sp may be an indication of their potential toxicity and mutagenicity in vivo
and remains a fertile area for experimental study.
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REACTION LIST
PATH I
1. III + i-PrO− + i-PrOH + PhC(O)CH3 + Cl−
2. X + 2i-PrOH + PhC(O)CH3 + Cl−
3. IV + 2i-PrOH + PhC(O)CH3 + 2Cl−
4. TS2 + i-PrOH + PhC(O)CH3 + 2Cl−
5. V + (CH3)2CO + i-PrOH + PhC(O)CH3 + 2Cl−
6. TS3(Si) + (CH3)2CO + i-PrOH + 2Cl−
7. TS3(Re) + (CH3)2CO + i-PrOH + 2Cl−
8. ) IV + (CH3)2CO + i-PrOH + PhCH(OH)CH3 + 2Cl−
PATH II
1. III + i-PrO- + i-PrOH + PhC(O)CH3 + Cl−
2. IX + i-PrOH + PhC(O)CH3 + 2Cl−
3. TS1 + i-PrOH + PhC(O)CH3 + 2Cl−
4. V + (CH3)2CO + i-PrOH + PhC(O)CH3 + 2Cl−
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5. TS3(Si) + (CH3)2CO + i-PrOH + 2Cl−
6. TS3(Re) + (CH3)2CO + i-PrOH + 2Cl−
7. IV + (CH3)2CO + i-PrOH + PhCH(OH)CH3 + 2Cl−
8. TS2 + (CH3)2CO + PhCH(OH)CH3 +2Cl−
List of reaction for the two possible paths into the hydrogen transfer
Figure 6.1: Appendix - Guanine tautomers and their local pKa values
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Tautomer G5−
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G3→G5− Global
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local pKa
1.25 -51.25 -340198.25 1.31 -340248.19 26.98 27.84
1.20 -53.69 -340250.63 25.19 26.09
1.15 -56.31 -340253.25 23.27 24.24
1.10 -59.15 -340256.09 21.19 22.25
1.05 -62.13 -340259.07 19.01 20.10
1.00 -65.19 -340262.13 16.76 17.92
0.95 -68.39 -340265.33 14.42 15.63
0.90 -71.45 -340268.39 12.18 13.42
0.85 -74.33 -340271.27 10.07 11.37
0.80 -76.89 -340273.83 8.19 9.51
0.75 -78.65 -340275.59 6.90 8.26
Tautomer G6−
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G3→G6− Global
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local pKa
1.25 -48.58 -340201.08 1.02 -340248.64 27.80 27.42
1.20 -50.96 -340251.02 26.05 25.67
1.15 -53.51 -340253.57 24.18 23.81
1.10 -56.23 -340256.29 22.19 21.82
1.05 -59.14 -340259.20 20.06 19.68
1.00 -62.11 -340262.17 17.88 17.49
0.95 -65.21 -340265.27 15.61 15.21
0.90 -68.19 -340268.25 13.42 12.99
0.85 -70.92 -340270.98 11.42 10.93
0.80 -73.44 -340273.50 9.58 9.07
0.75 -75.13 -340275.19 8.34 7.82
Table 6.1: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Various
Alpha Values for UFF Cavity
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Tautomer G7−
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G3→G7− G4→G7− G3→G7− G4→G7−
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local pKa local Global pKa Global pKa
1.25 -50.09 -340200.25 1.66 -340248.67 26.63 27.77 27.42 27.42
1.20 -52.42 -340251.00 24.92 26.06 25.69 25.68
1.15 -54.94 -340253.52 23.07 24.21 23.80 23.80
1.10 -57.55 -340256.13 21.16 22.30 21.83 21.82
1.05 -60.43 -340259.01 19.05 20.19 19.67 19.67
1.00 -63.35 -340261.93 16.91 18.05 17.48 17.48
0.95 -66.36 -340264.94 14.70 15.84 15.21 15.21
0.90 -69.39 -340267.97 12.48 13.62 12.98 12.98
0.85 -72.14 -340270.72 10.47 11.61 10.92 10.92
0.80 -74.62 -340273.20 8.65 9.79 9.08 9.08
0.75 -76.18 -340274.76 7.51 8.65 7.83 7.83
Tautomer G1+
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G1→G3+ Global pKa
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local
1.25 -42.24 -340766.70 0.59 -340808.35 -1.80 -2.33
1.20 -44.38 -340810.49 -1.19 -1.80
1.15 -46.84 -340812.95 -0.51 -1.13
1.10 -49.42 -340815.53 0.15 -0.55
1.05 -52.59 -340818.70 0.97 0.20
1.00 -56.32 -340822.43 1.96 1.11
0.95 -60.74 -340826.85 3.20 2.27
0.90 -65.93 -340832.04 4.77 3.76
0.85 -71.66 -340837.77 6.36 5.42
0.80 -79.11 -340845.22 8.77 7.83
0.75 -88.22 -340854.33 12.11 11.11
Table 6.2: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Various
Alpha Values for UFF Cavity
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Tautomer G2+
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G2
+ →G4 Global pKa
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local
1.25 -45.42 -340762.35 0.92 -340806.85 -3.32 -2.32
1.20 -47.72 -340809.15 -2.69 -1.78
1.15 -50.37 -340811.80 -1.95 -1.22
1.10 -52.97 -340814.40 -1.35 -0.61
1.05 -56.36 -340817.79 -0.47 0.23
1.00 -60.23 -340821.66 0.52 1.14
0.95 -64.75 -340826.18 1.70 2.28
0.90 -70.14 -340831.57 3.29 3.76
0.85 -76.48 -340837.91 5.20 5.43
0.80 -84.12 -340845.55 7.65 7.83
0.75 -93.54 -340854.97 11.00 11.12
Tautomer G3
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq)
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol)
1.25 -4.46 -340537.11 1.03 -340540.54
1.20 -5.77 -340541.85
1.15 -7.30 -340543.38
1.10 -8.99 -340545.07
1.05 -11.04 -340547.12
1.00 -13.41 -340549.49
0.95 -16.14 -340552.22
0.90 -19.19 -340555.27
0.85 -22.75 -340558.83
0.80 -26.91 -340562.99
0.75 -31.46 -340567.54
Table 6.3: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Various
Alpha Values for UFF Cavity
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Figure 6.2: Appendix - Adenine tautomers and their local pKa values
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Figure 6.3: Appendix - Cytosine tautomers and their local pKa values
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Figure 6.4: Appendix - Thymine tautomers and their local pKa values
118
Figure 6.5: Appendix - 8-oxoguanine tautomers and their local pKa values
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Tautomer G4
α= ∆G0 R
′
(sol) ∆G
0 R
(g) ∆E
0
(dis) G
0
(aq) G1
+ →G4 Global pKa
(Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) pKa local
1.25 -4.08 -340537.75 0.71 -340541.12 -2.23 -2.33
1.20 -5.52 -340542.56 -1.71 -1.78
1.15 -7.15 -340544.19 -1.10 -1.13
1.10 -8.93 -340545.97 -0.52 -0.53
1.05 -11.13 -340548.17 0.19 0.21
1.00 -13.65 -340550.69 1.08 1.13
0.95 -16.55 -340553.59 2.19 2.28
0.90 -19.78 -340556.82 3.63 3.77
0.85 -23.51 -340560.55 5.10 5.43
0.80 -27.80 -340564.84 7.41 7.83
0.75 -32.65 -340569.69 10.53 11.12
Table 6.4: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Various
Alpha Values for UFF Cavity
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
G1+ -543.1430 0.0967 -340766.70 -543.1421 0.59 -66.71 -340832.81 0.00 9.96E-01 0.00
G2+ -543.1353 0.0959 -340762.35 -543.1338 0.92 -71.32 -340832.75 4.35 0.64E-03 0.06
G3 -542.7640 0.0836 -340537.11 -542.7624 1.03 -19.87 -340555.95 0.65 2.40E-01 1.62
G4 -542.7652 0.0837 -340537.75 -542.7640 0.71 -20.52 -340557.57 0.00 7.19E-01 0.00
G5- -542.2105 0.0701 -340198.25 -542.2084 1.31 -72.02 -340268.96 2.82 0.64E-02 0.00
G6- -542.2154 0.0705 -340201.08 -542.2138 1.02 -68.78 -340268.84 0.00 7.50E-01 0.13
G7- -542.2141 0.0705 -340200.25 -542.2114 1.66 -69.96 -340268.54 0.83 1.85E-01 0.42
G17– -541.5191 0.0575 -339772.26 -541.5171 1.22 -202.37 -339973.41 0.00 1.00 0.00
Pop.(aq)
G1+ 5.25E-01
G2+ 4.75E-01
G3 6.10E-02
G4 9.39E-01
G5- 4.36E-01
G6- 3.50E-01
G7- 2.14E-01
G17– 1.00
Reaction pKa pKa Exp Gas Phase Literature
Local Global Basicity Reference
G1+→G3 4.84 3.90 3.2-3.3 G1+→G3 223.31 221.90
G1+→G4 3.65 3.91 G1+→G4 222.66 221.60
G2+→G4 3.61 3.90 G2+→G4 218.31 216.18
G3→G5- 12.26 13.11 9.2-9.6
G3→G7- 12.57 13.11
G4→G7- 13.75 13.11
G4→G6- 13.54 13.11
G5-→G17– 18.53 18.90
G7-→G17– 18.23 18.90
G6-→G17– 18.44 18.90
Table 6.5: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Test Set1
Parameters, UFF Radii, α=0.89 for all Ionic Species
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated on geometries optimized at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
G1+ -543.1430 0.0967 -340766.70 -543.1421 0.59 -64.27 -340830.37 0.00 9.96E-01 0.00
G2+ -543.1353 0.0959 -340762.35 -543.1338 0.92 -68.35 -340829.78 4.35 0.64E-03 0.59
G23+ -543.1336 0.0961 -340761.17 -543.1334 0.15 -51.62 -340812.64 5.52 0.89E-04 17.73
G19+ -543.1380 0.0972 -340763.24 -543.1376 0.25 -51.74 -340814.73 3.46 0.29E-02 15.64
G3 -542.7640 0.0836 -340537.11 -542.7624 1.03 -18.3 -340554.38 0.65 2.40E-01 1.39
G4 -542.7652 0.0837 -340537.75 -542.7640 0.71 -18.72 -340555.77 0.00 7.19E-01 0.00
G7a -542.7625 0.0838 -340536.05 -542.7620 0.32 -7.84 -340543.57 1.70 4.08E-02 10.81
G5- -542.2105 0.0701 -340198.25 -542.2084 1.31 -70.49 -340267.43 2.82 0.64E-02 -0.10
G6- -542.2154 0.0705 -340201.08 -542.2138 1.02 -67.28 -340267.34 0.00 7.50E-01 0.00
G7- -542.2141 0.0705 -340200.25 -542.2114 1.66 -68.48 -340267.06 0.83 1.85E-01 0.27
G34- -542.2041 0.0695 -340194.61 -542.2031 0.60 -65.81 -340259.82 6.47 0.14E-04 7.52
G15a- -542.2106 0.0709 -340197.78 -542.2093 0.78 -61.09 -340258.09 3.30 0.29E-02 9.25
G15b- -542.2136 0.0712 -340199.53 -542.2123 0.83 -58.88 -340257.58 1.54 5.58E-02 9.76
G16- -542.2036 0.0700 -340194.01 -542.1998 2.41 -72.64 -340264.24 7.07 0.49E-05 3.10
Pop.(aq)
G1+ 7.30E-01
G2+ 2.70E-01
G23+ 0.11E-07
G19+ 0.36E-06
G3 8.74E-02
G4 9.13E-01
G7a 0.15E-05
G5- 1.09E-01
G6- 5.34E-01
G7- 3.56E-01
G34- 0.15E-05
G15a- 0.38E-06
G15b- 0.16E-06
G16- 0.16E-02
Reaction pKa pKa Exp Gas Phase Literature
Local Global Basicity Reference
G1+→G3 4.20 3.28 3.2-3.3 G1+→G3 223.31 221.90
G1+→G4 3.18 3.28 G1+→G4 222.66 221.60
G2+→G4 2.75 3.28 G2+→G4 218.31 216.18
G3→G5- 12.23 12.33 9.2-9.6 G23+→G3 217.79 216.40
G3→G7- 12.50 13.11 G23+→G7a 218.84 217.00
G4→G7- 13.52 13.11 G19+→G7a 220.91 219.70
G4→G6- 13.32 13.08
Table 6.6: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with UFF Radii
and α=0.915
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated on geometries optimized at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
G1+ -543.1430 0.0967 -340766.70 -543.1421 0.59 -60.72 -340826.82 0.00 9.96E-01 0.00
G2+ -543.1353 0.0959 -340762.35 -543.1338 0.92 -64.77 -340826.20 4.35 0.64E-03 0.62
G3 -542.7640 0.0836 -340537.11 -542.7624 1.03 -16.16 -340552.24 0.65 2.40E-01 1.38
G4 -542.7652 0.0837 -340537.75 -542.7640 0.71 -16.57 -340553.62 0.00 7.19E-01 0.00
G5- -542.2105 0.0701 -340198.25 -542.2084 1.31 -68.41 -340265.35 2.82 0.64E-02 0.00
G6- -542.2154 0.0705 -340201.08 -542.2138 1.02 -65.23 -340265.29 0.00 7.50E-01 0.07
G7- -542.2141 0.0705 -340200.25 -542.2114 1.66 -66.36 -340264.94 0.83 1.85E-01 0.41
G17– -541.5191 0.0575 -339772.26 -541.5171 1.22 -198.14 -339969.18 0.00 1.00 0.00
Pop.(aq)
G1+ 7.40E-01
G2+ 2.60E-01
G3 8.87E-02
G4 9.11E-01
G5- 4.19E-01
G6- 3.72E-01
G7- 2.10E-01
G17– 1.00
Reaction pKa pKa Exp Gas Phase Literature
Local Global Basicity Reference
G1+→G3 3.17 2.25 3.2-3.3 G1+→G3 223.31 221.90
G1+→G4 2.16 2.25 G1+→G4 222.66 221.60
G2+→G4 1.70 2.25 G2+→G4 218.31 216.18
G3→G5- 12.18 12.86 9.2-9.6
G3→G7- 12.48 12.86
G4→G7- 13.49 12.86
G4→G6- 13.24 12.85
G5-→G17– 18.99 19.37
G7-→G17– 18.69 19.37
G6-→G17– 18.94 19.37
Table 6.7: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with UFF Radii
and α=0.915
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated on geometries optimized at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
G1+ -543.1430 0.0967 -340766.70 -543.1421 0.59 -57.99 -340824.09 0.00 9.96E-01 0.00
G2+ -543.1353 0.0959 -340762.35 -543.1338 0.92 -61.94 -340823.37 4.35 0.64E-03 0.72
G3 -542.7640 0.0836 -340537.11 -542.7624 1.03 -14.45 -340550.53 0.65 2.40E-01 1.27
G4 -542.7652 0.0837 -340537.75 -542.7640 0.71 -14.75 -340551.80 0.00 7.19E-01 0.00
G5- -542.2105 0.0701 -340198.25 -542.2084 1.31 -66.48 -340263.42 2.82 0.64E-02 0.00
G6- -542.2154 0.0705 -340201.08 -542.2138 1.02 -63.36 -340263.42 0.00 7.50E-01 0.01
G7- -542.2141 0.0705 -340200.25 -542.2114 1.66 -64.54 -340263.12 0.83 1.85E-01 0.30
G17– -541.5191 0.0575 -339772.26 -541.5171 1.22 -195.7 -339966.74 0.00 1.00 0.00
Pop.(aq)
G1+ 7.71E-01
G2+ 2.29E-01
G3 1.05E-01
G4 8.95E-01
G5- 3.87E-01
G6- 3.80E-01
G7- 2.33E-01
G17– 1.00
Reaction pKa pKa Exp Gas Phase Literature
Local Global Basicity Reference
G1+→G3 2.42 1.55 3.2-3.3 G1+→G3 223.31 221.90
G1+→G4 1.49 1.56 G1+→G4 222.66 221.60
G2+→G4 0.96 1.55 G2+→G4 218.31 216.18
G3→G5- 12.35 12.91 9.2-9.6
G3→G7- 12.57 12.91
G4→G7- 13.49 12.91
G4→G6- 13.28 12.91
G5-→G17– 19.36 19.78
G7-→G17– 19.14 19.78
G6-→G17– 19.36 19.78
Table 6.8: Selection of Cavity Model - Raw Data for Deprotonation of Guanine with Test Set4
Parameters, UFF Radii, α=0.98 for all Ionic Species
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated on geometries optimized at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
G1+ -543.1430 0.0967 -340766.70 -543.1421 0.59 -64.82 -340830.92 0.00 1.00 0.00
G2+ -543.1353 0.0959 -340762.35 -543.1338 0.92 -68.93 -340830.36 4.35 0.64E-03 0.56
G3 -542.7640 0.0836 -340537.11 -542.7624 1.03 -18.51 -340554.59 0.65 0.25 1.52
G4 -542.7652 0.0837 -340537.75 -542.7640 0.71 -19.06 -340556.11 0.00 0.75 0.00
G5- -542.2105 0.0701 -340198.25 -542.2084 1.31 -75.44 -340272.38 2.82 0.01 0.00
G6- -542.2154 0.0705 -340201.08 -542.2138 1.02 -72.02 -340272.08 0.00 0.80 0.31
G7- -542.2141 0.0704 -340200.25 -542.2114 1.66 -73.13 -340271.71 0.83 0.20 0.67
Pop.(aq)
G1+ 0.72
G2+ 0.28
G3 0.07
G4 0.93
G5- 0.52
G6- 0.31
G7- 0.17
Reaction pKa pKa Exp Gas Phase Literature
Local Global Basicity Reference
G1+→G3 4.45 3.45 3.2-3.3 223.31 221.90
G1+→G4 3.34 3.45 222.66 221.60
G2+→G4 2.93 3.45 218.31 216.18
G3→G5- 8.76 9.62 9.2-9.6
G3→G7- 9.25 9.62
G4→G7- 10.36 9.62
G4→G6- 10.09 9.62
Table 6.9: Calculation of the Local and Global pKa for Guanine
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
A1+ -467.8671 0.09395 -293532.08 -467.8667 0.24 -60.43 -293592.27 1.74 0.04 1.55
A2+ -467.8561 0.093036 -293525.77 -467.8557 0.27 -65.56 -293591.06 8.04 0.85E-06 2.76
A3+ -467.8691 0.093977 -293533.34 -467.8688 0.21 -60.69 -293593.82 0.48 0.30 0.00
A4+ -467.8697 0.093788 -293533.82 -467.8694 0.17 -59.85 -293593.49 0.00 0.67 0.33
A5+ -467.8522 0.092461 -293523.70 -467.8517 0.34 -69.49 -293592.85 10.11 0.26E-07 0.97
A6 -467.4959 0.079134 -293308.48 -467.4955 0.29 -9.92 -293318.11 0.00 1.00 0.00
A7 -467.4834 0.080105 -293300.02 -467.4825 0.59 -16.68 -293316.11 8.46 0.6E-06 2.00
A8 -467.4834 0.080152 -293300.00 -467.4829 0.34 -13.98 -293313.64 8.48 0.6E-06 4.48
Pop.(aq)
A1+ 0.04
A2+ 0.01
A3+ 0.54
A4+ 0.31
A5+ 0.11
A6 0.97
A7 0.03
A8 0.00
Reaction pKa pKa Exp
Local Global
A1+→A6 2.85 4.24 4.15
A2+→A6 1.97 4.24
A2+→A7 3.44 4.24
A3+→A6 3.99 4.24
A4+→A7 5.22 4.25
A5+→A7 4.75 4.24
A1+→A8 6.14 4.24
Table 6.10: Calculation of the Local and Global pKa for Adenine
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species on the geometry optimized
in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
C1+ -395.4682 0.0819 -248108.67 -395.4670 0.74 -65.82 -248173.75 0.11 4.55E-01 0.00
C2b+ -395.4686 0.0821 -248108.77 -395.4686 0.03 -56.09 -248164.83 0.00 5.45E-01 8.91
C2+ -395.4562 0.0812 -248101.58 -395.4561 0.11 -61.75 -248163.22 7.20 2.88E-06 10.53
C3b+ -395.4390 0.0800 -248091.52 -395.4386 0.21 -67.47 -248158.78 17.25 1.23E-13 14.97
C3+ -395.4546 0.0814 -248100.41 -395.4544 0.11 -59.87 -248160.17 8.36 4.06E-07 13.58
C2 -395.0913 0.0674 -247881.23 -395.0893 1.24 -17.83 -247897.82 0.00 8.71E-01 0.00
C3 -395.0798 0.0668 -247874.42 -395.0774 1.50 -20.97 -247893.89 6.81 8.90E-06 3.93
C4b -395.0885 0.0685 -247878.79 -395.0877 0.51 -12.07 -247890.36 2.44 1.42E-02 7.46
C4 -395.0856 0.0683 -247877.14 -395.0849 0.48 -12.84 -247889.51 4.09 8.76E-04 8.31
C5 -395.0899 0.0679 -247880.03 -395.0894 0.32 -8.17 -247887.88 1.21 1.14E-01 9.94
C6b -395.0577 0.0673 -247860.26 -395.0571 0.39 -13.45 -247873.32 20.97 3.66E-16 24.50
C6 -395.0695 0.0686 -247866.87 -395.0690 0.32 -8.16 -247874.71 14.36 2.57E-11 23.11
C7b -395.0566 0.0676 -247859.34 -395.0557 0.57 -15.6 -247874.37 21.89 7.77E-17 23.45
C7 -395.0412 0.0660 -247850.75 -395.0401 0.75 -23.37 -247873.37 30.49 3.90E-23 24.45
Pop.(aq)
C1+ 1.00E+00
C2b+ 2.92E-07
C2+ 1.91E-08
C3b+ 1.07E-11
C3+ 1.11E-10
C2 9.99E-01
C3 1.32E-03
C4b 3.37E-06
C4 8.05E-07
C5 5.17E-08
C6b 1.09E-18
C6 1.14E-17
C7b 6.47E-18
C7 1.19E-18
Reaction pKa pKa Exp Reaction pKa pKa Exp
Local Global Local Global
C1+→C2 4.15 4.15 4.45 C3+→C3 -2.92 4.16 4.45
C1+→C3 7.03 4.15 C3+→C5 1.49 4.15
C1+→C4 10.25 4.15 C3+→C6 11.14 4.15
C1+→C4b 9.62 4.15 C3b+→C3 -3.94 4.16
C2+→C2 -3.56 4.16 C3b+→C6b 11.14 4.15
C2+→C5 3.72 4.15 C3b+→C5 0.47 4.16
C2+→C7 14.36 4.15
C2+→C2 -2.38 4.16
C2+→C7b 14.81 4.15
Table 6.11: Calculation of the Local and Global pKa for Cytosine
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species on the geometry optimized
in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
T1 -454.3178 0.0822 -285037.17 -454.3168 0.61 -11.10 -285047.67 0.00 1.00E+00 0.00
T6 -454.2732 0.0794 -285010.94 -454.2714 1.13 -22.58 -285032.39 26.24 5.85E-20 15.28
T9 -454.2884 0.0815 -285019.18 -454.2868 1.01 -14.91 -285033.08 18.00 6.40E-14 14.59
T4 -454.3002 0.0820 -285026.23 -454.2995 0.47 -7.64 -285033.40 10.94 9.56E-09 14.27
T7 -454.2884 0.0807 -285019.65 -454.2876 0.50 -12.98 -285032.14 17.52 1.43E-13 15.53
T12 -454.2978 0.0820 -285024.73 -454.2963 0.93 -13.05 -285036.85 12.44 7.56E-10 10.81
T15 -454.2871 0.0814 -285018.37 -454.2854 1.04 -18.68 -285036.01 18.80 1.64E-14 11.66
T10 -454.2775 0.0797 -285013.42 -454.2757 1.15 -17.85 -285030.12 23.75 3.86E-18 17.54
T13 -454.2817 0.0806 -285015.54 -454.2799 1.11 -16.15 -285030.58 21.63 1.38E-16 17.08
T2- -453.7706 0.0684 -284702.45 -453.7698 0.53 -60.28 -284762.21 0.00 1.00E+00 0.64
T3- -453.7522 0.0672 -284691.66 -453.7504 1.13 -72.32 -284762.85 10.79 1.22E-08 0.00
T5- -453.7485 0.0685 -284688.54 -453.7471 0.87 -63.17 -284750.84 13.91 6.35E-11 12.00
T8- -453.7503 0.0686 -284689.62 -453.7490 0.82 -61.92 -284750.72 12.83 3.92E-10 12.13
T11- -453.7399 0.0675 -284683.73 -453.7375 1.46 -67.42 -284749.68 18.73 1.87E-14 13.16
T14- -453.7294 0.0668 -284677.65 -453.7270 1.54 -73.20 -284749.31 24.80 6.58E-19 13.54
Pop.(aq)
T1 1.00E+00
T6 6.33E-12
T9 2.03E-11
T4 3.48E-11
T7 4.12E-12
T12 1.18E-08
T15 2.83E-09
T10 1.38E-13
T13 2.99E-13
T2- 2.52E-01
T3- 7.48E-01
T5- 1.19E-09
T8- 9.52E-10
T11- 1.67E-10
T14- 8.91E-11
Reaction pKa pKa Exp
Local Global
T1→T2- 11.14 10.54 9.9
T1→T3- 10.67 10.54
T6→T5- 8.27 10.54
T6→T3- -0.53 10.55
T9→T8- 8.87 10.54
T9→T3- -0.02 10.55
T4→T5- 9.01 10.54
T4→T2- 0.69 10.55
T12→T11- 12.39 10.54
T12→T3- 2.75 10.55
T15→T14- 12.05 10.54
T15→T3- 2.12 10.55
T10→T11- 7.46 10.54
T10→T2- -1.72 10.55
T13→T14- 8.07 10.54
T13→T2- -1.38 10.55
T7→T2- -0.24 10.55
T7→T8- 8.18 10.54
Table 6.12: Calculation of the Local and Global pKa for Thymine
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
8-oxoG1+ -618.3931 0.0973 -387986.53 -618.3899 2.02 -82.64 -388067.15 6.96 7.69E-06 0.00
8-oxoG7+ -618.4007 0.0972 -387991.37 -618.3989 1.14 -70.94 -388061.17 2.12 2.69E-02 5.98
8-oxoG8+ -618.3976 0.0983 -387988.72 -618.3965 0.68 -68.29 -388056.33 4.77 3.09E-04 10.82
8-oxoG9+ -618.4053 0.0984 -387993.49 -618.4034 1.20 -69.28 -388061.57 0.00 9.73E-01 5.58
8-oxoG2 -618.0483 0.0856 -387777.45 -618.0466 1.07 -21.01 -387797.39 0.00 7.80E-01 0.00
8-oxoG5 -618.0474 0.0859 -387776.70 -618.0464 0.59 -13.16 -387789.27 0.75 2.20E-01 8.12
8-oxoG3- -617.5063 0.0725 -387445.55 -617.5047 1.02 -69.63 -387514.15 0.00 1.00E+00 2.04
8-oxoG4- -617.4934 0.0705 -387438.73 -617.4909 1.60 -79.06 -387516.19 6.82 1.00E-05 0.00
8-oxoG6- -617.4971 0.0721 -387440.11 -617.4965 0.42 -67.07 -387506.76 5.44 1.03E-04 9.43
Pop.(aq)
8-oxoG1+ 1.00E+00
8-oxoG7+ 4.11E-05
8-oxoG8+ 1.17E-08
8-oxoG9+ 8.07E-05
8-oxoG2 1.00E+00
8-oxoG5 1.11E-06
8-oxoG3- 3.09E-02
8-oxoG4- 9.69E-01
8-oxoG6- 1.18E-07
Reaction pKa pKa Calc Exp Gas Phase Literature
Local Global Literat. Basicity Reference
8-oxoG1+→2 -0.37 -0.37 0.22 0.1 202.80 200.80
8-oxoG8+→2 -8.30 -0.37 204.99 204.20
8-oxoG7+→2 -4.75 -0.37 207.64 208.50
8-oxoG7+→5 1.20 -0.37 208.39 208.8
8-oxoG9+→5 1.49 -0.37 210.51 201.9
8-oxoG2→3- 9.51 8.00 8.69 8.5
8-oxoG2→4- 8.02 8.00
Table 6.13: Calculation of the Local and Global pKa for 8-oxoguanine
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
129
6. APPENDIX
130
7Appendix
Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol)
Neutrals
Gh1 (Gh-N3H) -581.1173 0.0999 -364593.92 -581.1157 0.99 -19.30 -364612.23
Gh2 (Gh-N3imine) -581.1297 0.1021 -364600.37 -581.1280 1.10 -15.24 -364614.51
Gh3 (Gh-neut-N3Henol-R) -581.0829 0.0993 -364572.71 -581.0812 1.07 -19.82 -364591.47
Gh4 (Gh-N7C5enol-N3H) -581.0894 0.1002 -364576.19 -581.0877 1.02 -20.78 -364595.95
Gh5 (Gh-N7C5enol-N3imine) -581.0955 0.1013 -364579.41 -581.0930 1.60 -20.42 -364598.23
Gh6 (Gh-neut-enol-taut2-R) -581.0934 0.1002 -364578.75 -581.0916 1.17 -18.89 -364596.47
Gh7 (Gh-N7C8enol-N3H) -581.0892 0.0990 -364576.88 - - - -
Gh8 (Gh-N7C8enol- N3imine) -581.1019 0.1022 -364582.82 -581.0998 1.31 -16.65 -364598.16
Gh9 (Gh-zwitter-N7an-N1H2) -581.0865 0.1002 -364574.47 -581.0792 4.59 -43.90 -364613.78
Cations
Gh10+ (Gh-N3H-N1H2cat) -581.5113 0.1153 -364831.55 -581.5083 1.88 -68.41 -364898.08
Gh11+ (Gh-N3H-C5OHcat) -581.4317 0.1118 -364783.78 -581.4288 1.86 -79.93 -364861.85
Gh12+ (Gh-N3H-C8OHcat) -581.4414 0.1113 -364790.19 -581.4386 1.79 -77.44 -364865.84
Gh13+ (Gh-enol-N1H2-cat) -581.4714 0.1120 -364808.57 -581.4684 1.91 -71.21 -364877.87
Gh14+ (Gh-N3imine-C5OHcat) -581.4567 0.1117 -364799.46 -581.4540 1.65 -64.76 -364862.57
Gh15+ (Gh-N3imine-C8OHcat) -581.4690 0.1127 -364806.58 -581.4674 0.97 -64.76 -364870.37
Table 7.1: Raw Data Used in the Calculation of the Local and Global pKa for Guanidinohydantoin
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Figure 7.1: Appendix - N-acetylguanidine tautomers and their local pKa values
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Figure 7.2: Appendix - N-formylguanidine tautomers and their local pKa values
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol)
Anions
Gh16- (Gh-N3H-N7-) -580.5762 0.0881 -364261.83 -580.5712 3.15 -73.60 -364332.28
Gh17- (Gh-N3H-N9-) -580.5644 0.0865 -364255.39 -580.5616 1.80 -73.00 -364326.60
Gh18- (Gh-N3H-) -580.5575 0.0865 -364251.01 -580.5552 1.41 -69.48 -364319.08
Gh19- (Gh-N3H-C2NH-) -580.5327 0.0859 -364235.86 -580.5283 2.75 -82.33 -364315.44
Gh20- (Gh-N3imine-N7b-) -580.5734 0.0888 -364259.62 -580.5697 2.32 -75.87 -364333.17
Gh21- (Gh-N3imine-N9b-) -580.5586 0.0861 -364252.02 -580.5539 2.91 -75.65 -364324.76
Gh22- (Gh-enol -) -580.5439 0.0865 -364242.56 -580.5353 5.45 -80.06 -364317.17
Gh23- (Gh-enol-taut-anion) -580.5576 0.0874 -364251.15 -580.5554 1.39 -70.96 -364320.15
Gh24- (Gh-N3Henol-N7anion-R) -580.5209 0.0856 -364228.70 -580.5159 3.15 -82.80 -364308.35
Gh25- (Gh-N3Henol-N9anion-R) -580.5250 0.0854 -364231.37 -580.5208 2.64 -82.94 -364311.67
Gh26- (Gh-N3Henol-N3anion-R) -580.5600 0.0872 -364252.18 -580.5566 2.11 -70.27 -364320.34
Gh27- (Gh-N3Henol-C2NHanion-R) -580.5134 0.0852 -364224.25 -580.5114 1.30 -71.23 -364294.18
Gh28- (Gh-enol-taut2-N7anion) -580.5325 0.0874 -364234.85 -580.5267 3.64 -78.63 -364309.84
Gh29- (Gh-enol-taut2-N9anion) -580.5296 0.0866 -364233.49 -580.5265 1.96 -76.62 -364308.15
Gh 30a-(Gh-enol-taut2-C2NHa-anion) -580.5298 0.0868 -364233.47 -580.5265 2.02 -67.95 -364299.40
Gh 30b- (Gh-enol-taut2-C2NHb-anion) -580.5168 0.0860 -364225.79 -580.5120 2.99 -76.11 -364298.91
Gh 30c- (Gh-enol-taut2-C2NHc-anion) -580.5341 0.0866 -364236.36 -580.5325 1.02 -64.86 -364300.20
Gh 30d- (Gh-enol-taut2-C2NHd-anion) -580.5250 0.0869 -364230.41 -580.5212 2.39 -70.93 -364298.96
Table 7.2: Raw Data Used in the Calculation of the Local and Global pKa for Guanidinohydantoin
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Reaction pKa pKa
Local Global
Gh10+→Gh1 Gh+,N3H 11.42 9.63
Gh10+→Gh2 Gh+,N3imine 9.75 9.64
Gh10+→Gh3 Gh+,Gh enol tauto 22.40 9.63
Gh13+→Gh3 Gh-cat-N3Henol-R,Gh-neut-N3Henol-R 11.83 9.63
Gh13+→Gh6 Gh-cat-N3Henol-R,Gh-neut-enol-taut2-R 8.16 9.63
Gh11+→Gh4 Gh-C5OHcat-N3H,Gh-N7C5enol-N3H -3.20 9.63
Gh15+→Gh8 Gh-C8OHcat-N3imine,Gh-N7C8enol-N3imine 1.43 9.64
Gh14+→Gh5 Gh-C5OHcat-N3imine,Gh-N7C5enol-N3imine -4.34 9.64
Gh10+→Gh9 Gh+,Ghzwitter 10.29 9.63
Gh1→Gh19- N3HC2NH-,N3H 19.45 8.14
Gh1→Gh16- N3HN7-,N3H 7.10 8.15
Gh1→Gh17- N3HN9-,N3H 11.27 8.14
Gh1→Gh18- N3H-,N3H 16.78 8.15
Gh2→Gh18- N3H-,N3imine 18.45 8.15
Gh2→Gh20- N3imineN7b-,N3imine 8.12 8.15
Gh2→Gh21- N3imineN9b-,N3imine 14.29 8.15
Gh6→Gh26- GhenolN3-,Ghenoltaut 4.88 8.15
Gh6→Gh29- GhenoltautN9-,Ghenoltaut 13.78 8.15
Gh6→Gh23- Ghenoltaut-,Ghenoltaut 5.02 8.15
Gh3→Gh22- Gh-enol-anion,Gh-neut-N3Henol-R 2.96 8.15
Gh3→Gh27- Gh-N3Henol-C2NHanion-R,Gh-neut-N3Henol-R 19.81 8.14
Gh3→Gh24- Gh-N3Henol-N7anion-R,Gh-neut-N3Henol-R 9.42 8.14
Gh3→Gh25- Gh-N3Henol-N9anion-R,Gh-neut-N3Henol-R 6.99 8.15
Gh3→Gh26- Gh-N3Henol-N3anion-R,Gh-neut-N3Henol-R 0.63 8.15
Gh6b→Gh26- Gh-N3Henol-N3anion-R,Gh-neut-enol-taut2-R 4.30 8.15
Gh6b→Gh29- Gh-enol-taut2-N9anion,Gh-neut-enol-taut2-R 13.23 8.15
Gh6b→Gh24- Gh-enol-taut2-N7anion,Gh-neut-enol-taut2-R 12.00 8.15
Gh6b→Gh27a- Gh-enol-taut2-C2NHa-anion,Gh-neut-enol-taut2-R 19.65 8.15
Gh6b→Gh27b- Gh-enol-taut2-C2NHb-anion,Gh-neut-enol-taut2-R 20.01 8.15
Gh6b→Gh27c- Gh-enol-taut2-C2NHc-anion,Gh-neut-enol-taut2-R 19.06 8.15
Gh6b→Gh27d- Gh-enol-taut2-C2NHd-anion,Gh-neut-enol-taut2-R 19.97 8.15
Gh4→Gh16- Gh-N7C5enol-N3H,Gh-N3H-N7an -4.83 8.16
Gh8→Gh20- Gh-N7C8enol-N3imine,Gh-N3imine-N7b-anion -3.86 8.15
Gh5→Gh20- Gh-N7C5enol-N3imine,Gh-N3imine-N7b-anion -3.82 8.15
Gh9→Gh16- GhZwitter,Gh N3H-N7an 8.24 8.15
Table 7.3: Local pKa for Deprotonation of Various Guanidinohydantoin Tautomers
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Reaction pKa pKa Exp Reaction pKa pKa Exp
Local Global Local Global
Guan+→Guan 14.53 14.53 13.7
FG1+→FG3 6.82 6.72 —– AG1+→AG3b 8.88 8.54 8.23
FG1+→FG4 12.55 6.72 AG1+→AG4 12.06 8.54
FG1+→FG5 9.70 6.72 AG1+→AG5 10.86 8.54
FG1+→FG6 9.91 6.72 AG1+→AG6 10.88 8.54
FG1+→FG7 10.99 6.72 AG1+→AG7 14.09 8.54
FG2+→FG8 4.97 6.72 AG2+→AG3a 3.31 8.54
FG2+→FG9 8.18 6.72 AG2+→AG8 9.65 8.54
FG2+→FG10 8.49 6.72 AG2+→AG9 9.62 8.54
FG2+→FG11 9.05 6.72 AG2+→AG10 10.10 8.54
FG2+→FG12 9.12 6.72 AG2+→AG11 9.19 8.54
Table 7.4: Calculation of the Local and Global pKa for Guanidine, Formylguanidine, and Acetyl-
guanidine
Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq) Rel G
0
(g) Boltzmann Rel G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol) (Kcal/mol) Pop.(g) (Kcal/mol)
Hydantoin -376.8663 0.0498 -236455.95 -376.8653 0.66 -12.56 -236467.86 0.00 1.00E+00 0.00
Hydantoin N3- -376.3094 0.0381 -236113.82 -376.3076 1.12 -69.93 -236182.63 0.00 1.00E+00 0.00
Hydantoin N1- -376.3010 0.0371 -236109.19 -376.3000 0.59 -67.92 -236176.51 4.63 4.04E-04 6.12
Phenytoin -839.1199 0.1982 -526431.34 -839.1190 0.56 -1.63 -526432.41 0 1.00E+00 0.00
Phenytoin N3- -838.5724 0.1849 -526096.13 -838.5698 1.67 -55.77 -526150.22 0.00 9.99E-01 0.00
Phenytoin N1- -838.5655 0.1844 -526092.11 -838.5619 2.29 -54.06 -526143.89 4.02 1.14E-03 6.34
Hydantoin Pop.(aq)
Hydantoin N3- 1.00E+00
Hydantoin N1- 1.00E+00
Phenytoin 3.28E-05
Phenytoin N3- 1.00E+00
Phenytoin N3- 1.00E+00
Phenytoin N1- 2.26E-05
Reaction pKa pKa Exp
Local Global
H→HN3- 10.97 10.97 9.1
H→HN1- 15.45 10.97
Ph→PhN3- 8.72 8.72 8.31
Ph→PhN1- 13.36 8.72
Table 7.5: Calculation of the Local and Global pKa for Hydantoin and Phenyltoin
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol)
Neutrals
Sp1 (Sp-neut-N3H) -693.2972 0.0880 -434995.33 -693.2933 2.40 -26.18 -435019.10
Sp2 (Sp-neut-N1H) -693.2940 0.0871 -434993.95 -693.2921 1.20 -22.63 -435015.38
Sp3 (Sp-neut-C2imina-b) -693.2939 0.0880 -434993.28 -693.2927 0.77 -19.56 -435012.07
Sp4 (Sp-neut-C2imina-a) -693.2953 0.0883 -434993.98 -693.2936 1.03 -19.37 -435012.32
Sp5 (Sp-neut-N1H-N7C5-R2) -693.2654 0.0873 -434975.82 -693.2628 1.60 -24.98 -434999.20
Sp6 (Sp-neut-N1H-N7C8-R2) -693.2650 0.0872 -434975.64 -693.2621 1.80 -25.56 -434999.40
Sp7 (Sp-neut-N1H-N9C8-R2) -693.2648 0.0871 -434975.6 -693.2630 1.14 -22.59 -434997.05
Sp8 (Sp-neut-N1H-N1C6-R) -693.2777 0.0880 -434983.09 -693.2765 0.72 -17.68 -435000.05
Sp9 (Sp-neut-N3H-N7C5-R2) -693.2674 0.0879 -434975.42 -693.2635 1.20 -28.68 -435002.90
Sp10 (Sp-neut-N3H-N7C8-R) -693.2699 0.0881 -434975.05 -693.2643 0.40 -28.53 -435003.17
Sp11 (Sp-neut-N3H-N9C8-R) -693.2678 0.0877 -434977.13 -693.2644 2.18 -26.62 -435001.57
Sp12 (Sp-neut-C2imine-N7C5-R) -693.2648 0.0875 -434975.34 -693.2629 1.18 -21.85 -434996.01
Sp13 (Sp-neut-C2imine-N7C8-R) -693.2663 0.0883 -434975.8 -693.2642 1.33 -21.77 -434996.24
Sp14 (Sp-neut-C2imine-N9C8-R) -693.2658 0.0874 -434976.04 -693.2645 0.80 -19.67 -434994.92
Sp15 (Sp-neut-C2imine-N1C6-R) -693.2715 0.0871 -434979.76 -693.2701 0.86 -18.10 -434997.00
Cations
Sp16+ (Spiro+) -693.6567 0.1005 -435213.15 -693.6531 2.27 -79.19 -435290.07
Sp17+ (Spiro C5OH+) -693.6216 0.0989 -435192.09
Sp18+ (Spiro C8OH+) -693.6299 0.0987 -435197.43 -693.6283 1.04 -71.35 -435267.74
Sp19+ (Spiro C6OH+) -693.6128 0.0990 -435186.51 -693.6103 1.61 -79.13 -435264.03
Table 7.6: Raw Data Used in the Calculation of the Local and Global pKa for Spiroiminodihydan-
toin
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) Dip.Momen. ∆G
0 R′ 3
(sol) G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) in sol. (Kcal/mol) (Kcal/mol)
Anions
Sp20- (Sp-N7-anion) -692.7564 0.0756 -434663.78 -692.7492 4.51 19.3 -83.07 -434742.33
Sp21- (Sp-N9a-anion) -692.7445 0.0744 -434657.09 -692.7396 3.06 15.2 -83.04 -434737.07
Sp22- (Sp-N3H-anion) -692.7627 0.0751 -434668.07 -692.7606 1.31 6.2 -70.94 -434737.69
Sp23a- (Sp-C210a-anion) -692.7579 0.0752 -434664.98 -692.7548 1.94 12.4 -72.05 -434735.09
Sp23b- (Sp-C210b-anion) -692.7646 0.0756 -434668.93 -692.7624 1.43 8.5 -67.44 -434734.94
Sp24- (Sp-N1H-N7b-anion) -692.7442 0.0743 -434656.93 -692.7387 3.46 20.9 -84.33 -434737.80
Sp25- (Sp-N1H-N9b-anion) -692.7338 0.0738 -434650.7 -692.7296 2.63 15.2 -83.80 -434731.87
Sp26- (Sp-C2N10-N7c-anion-a) -692.7617 0.0754 -434667.24 -692.7586 1.99 12.4 -71.17 -434736.42
Sp27- (Sp-C2N10-N9c-a-anion) -692.7528 0.0747 -434662.07 -692.7509 1.18 7.3 -70.07 -434730.96
Sp28- (Sp-C2N10-N3d-anion) -692.7443 0.0738 -434657.32 -692.7431 0.75 5.6 -71.24 -434727.81
Sp29- (Sp-C2N10-N7c-anion-b) -692.7589 0.0752 -434665.63 -692.7561 1.76 13.7 -72.46 -434736.33
Sp30- (Sp-C2N10-N9c-b-anion) -692.7498 0.0743 -434660.45 -692.7482 1.02 8.1 -71.64 -434731.08
Sp31- (Sp-C2N10-N3c-anion) -692.7534 0.0746 -434662.51 -692.7519 0.90 4.6 -66.33 -434727.94
Table 7.7: Raw Data Used in the Calculation of the Local and Global pKa for Spiroiminodihydan-
toin
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
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Reaction pKa pKa
Local Global
Sp16+→Sp4 C2imA,Cat 5.49 0.52
Sp16+→Sp3 C2imB,Cat 5.67 0.52
Sp16+→Sp2 N1H,Cat 3.25 0.52
Sp16+→Sp1 N3H,Cat 0.52 0.52
Sp1→Sp20- N7-anion,neut-N3H 4.77 4.77
Sp1→Sp21- N9a-anion,neut-N3H 8.62 4.77
Sp1→Sp23a- C210a,neut-N3H 10.08 4.77
Sp1→Sp23b- C210b,neut-N3H 10.19 4.76
Sp1→Sp22- N3H-anion,neut-N3H 8.17 4.77
Sp2→Sp22- N3H-anion,neut-N1H 5.44 4.77
Sp2→Sp24- N1H-N7b-anion,neut-N1H 5.37 4.77
Sp2→Sp25- N1H-N9b-anion,neut-N1H 9.71 4.77
Sp2→Sp28- C2N10-N3c-anion,neut-N1H 12.59 4.77
Sp4→Sp28- C2N10-N3c-anion,neut-C2imine-a 10.35 4.77
Sp4→Sp29- C2N10-N7c-anion-a,neut-C2imine-a 4.13 4.77
Sp3→Sp26- C2N10-N7c-anion-b,neut-C2imine-b 4.02 4.77
Sp4→Sp28- C2N10-N9c-anion-a,neut-C2imine-a 8.13 4.77
Sp3→Sp27- C2N10-N9c-anion-b,neut-C2imine-b 7.87 4.77
Sp4→Sp23a- C210a-anion-a,neut-C2imine-a 5.11 4.77
Sp3→Sp23b- C210a-anion-b,neut-C2imine-b 5.04 4.76
Sp5→Sp24- N1H-N7b-anion,neut-N1H-N7C5-R2 -6.49 4.77
Sp6→Sp24- N1H-N7b-anion,neut-N1H-N7C8-R2 -6.34 4.77
Sp7→Sp25- N9a-anion,neut-N1H-N9C8-R2 -7.54 4.77
Sp8→Sp22- N3H-anion,neut-N1H-N1C6-R -5.80 4.77
Sp9→Sp20- N7-anion,neut-N3H-N7C5-R2 -7.11 4.77
Sp10→Sp20- N7-anion,neut-N3H-N7C8-R -6.91 4.77
Sp11→Sp21- N9a-anion,neut-N3H-N9C8-R -4.22 4.77
Sp12→Sp26- C2N10-N7c-anion-b,neut-C2imine-N7C5-R-b -7.75 4.77
Sp14→Sp27- C2N10-N9c-anion-b,neut-C2imine-N9C8-R -4.70 4.77
Sp15→Sp28- C210b-anion,neut-C2imine-N1C6-R -6.01 4.77
Sp13→Sp29- C2N10-N7c-anion-b,neut-C2imine-N7C8-R -7.58 4.77
Table 7.8: Local pKa for Deprotonation of Various Spiroiminodihydantoin Tautomers
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Tautomer E0(g)(R)
1 ZPE2+ ∆G0(g)(R) E
0
(g)(R
′)1 ∆E0(dis) ∆G
0 R′ 3
(sol) G
0
(aq)
∆G0→298
(hartrees) (hartrees) (Kcal/mol) (hartrees) (Kcal/mol) (Kcal/mol) (Kcal/mol)
Neutrals
Sp-neut-N1H-CH2 -619.2369 0.1081 -388509.2 -619.2352 1.09 -17.69 -388525.80
Sp-neut-N3H-CH2 -619.2340 0.1068 -388508.21 -619.2324 1.00 -16.88 -388524.09
Sp-neut-C2imine-a-CH2 -619.2294 0.1070 -388505.22 -619.2288 0.38 -18.36 -388523.20
Sp-neut-C2imine-b-CH2 -619.2287 0.1075 -388504.44 -619.2273 0.85 -18.70 -388522.30
Sp-N7an-N1H-CH2 -618.6702 0.0916 -388163.95 -618.6671 1.95 -78.74 -388240.74
Sp-N7an-N3H-CH2 -618.6860 0.0951 -388171.66 -618.6824 2.27 -68.25 -388237.64
Sp-N7an-C2imine-a-CH2 -618.6882 0.0950 -388173.13 -618.6861 1.33 -65.89 -388237.69
Sp-N7an-C2imine-b-CH2 -618.6840 0.0945 -388170.78 -618.6822 1.18 -68.06 -388237.66
Sp-neut-N1H-C6CH2 -657.3378 0.1102 -412416.5 -657.3356 1.33 -17.65 -412432.83
Sp-neut-N3H-C6CH2 -657.3409 0.1111 -412417.98 -657.3393 1.04 -16.05 -412432.99
Sp-neut-C2imine-a-C6CH2 -657.3365 0.1104 -412415.64 -657.3354 0.71 -15.14 -412430.07
Sp-neut-C2imine-b-C6CH2 -657.3354 0.1101 -412415.16 -657.3344 0.66 -15.65 -412430.15
Sp-neut-N1H-C6CH2-N7an -656.7810 0.0976 -412075.06 -656.7756 3.42 -80.43 -412152.07
Sp-neut-N3H-C6CH2-N7an -656.7953 0.0986 -412083.44 -656.7911 2.62 -72.89 -412153.71
Sp-C2imine-a-C6CH2-N7an -656.7972 0.0976 -412085.23 -656.7948 1.50 -67.81 -412151.54
Sp-C2imine-b-C6CH2-N7an -656.7942 0.0974 -412083.5 -656.7923 1.18 -69.36 -412151.68
Sp-neut-C2imina-a -693.2953 0.0883 -434993.98 -693.2936 1.03 -19.37 -435012.32
Sp-neut-C2imina-b -693.2939 0.0880 -434993.28 -693.2927 0.77 -19.56 -435012.07
Sp-neut-N1H -693.2940 0.0871 -434993.95 -693.2921 1.20 -22.63 -435015.38
Sp-neut-N3H -693.2972 0.0880 -434995.33 -693.2933 2.40 -26.18 -435019.10
Sp-N1H-N7b-anion -692.7442 0.0743 -434656.93 -692.7387 3.46 -84.33 -434737.80
Sp-N3H-N7-anion -692.7564 0.0756 -434663.78 -692.7492 4.51 -83.07 -434742.34
Sp-C2N10-N7c-anion-a -692.7617 0.0754 -434667.24 -692.7586 1.99 -71.17 -434736.42
Sp-C2N10-N7c-anion-b -692.7589 0.0752 -434665.63 -692.7561 1.76 -72.46 -434736.33
Table 7.9: Raw Data for Evaluation of Through-Space Electronic Effects on the pKa of Sp
1. Gas phase calculations conducted at B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and B3LYP/aug-cc-pVTZ//IEF-PCM/B3LYP/6-31+G(d,p) for the gas and solu-
tion phase optimized geometries, respectively.
2. Frequency calculation conducted at B3LYP/6-31+G(d,p) on geometry optimized in the gas phase at the same level of theory.
3. Free energy of solvation calculated at IEF-PCM/B3LYP/6-31+G(d,p) using UFF atom model α= 0.91 for cation and neutral species and 0.83 for anions on the
geometry optimized in solution with radii=UFF and α= 1.0 for all species.
Reaction pKa pKa ∆G0(g)(R) ∆G
0 R′
(sol) ∆E
0
(dis)
Local Global (Kcal/mol) (Kcal/mol) (Kcal/mol)
CH2 SpC2imAneut→C2imAN7an 11.18 10.87 325.815557 -47.53 0.94
CH2 SpC2imBneut→C2imBN7an 10.53 10.87 327.380412 -49.36 0.33
CH2 N1Hneut→N1HN7an 10.85 10.87 338.967689 -61.05 0.87
CH2 N3Hneut→N3HN7an 11.87 10.87 330.27017 -51.37 1.28
C6CH2 SpC2imAneut→C2imAN7an 6.06 6.81 324.124657 -52.67 0.80
C6CH2 SpC2imBneut→C2imBN7an 6.02 6.81 325.378856 -53.71 0.52
C6CH2 N1Hneut→N1HN7an 7.69 6.81 335.166894 -62.78 2.09
C6CH2 N3Hneut→N3HN7an 6.61 6.81 328.261209 -56.84 1.58
Sp SpC2imAneut→C2imAN7an 4.13 4.77 320.460112 -51.80 0.96
Sp SpC2imBneut→C2imBN7an 4.02 4.77 321.368854 -52.90 1.00
Sp N1Hneut→N1HN7an 5.37 4.77 330.74101 -61.70 2.26
Sp N3Hneut→N3HN7an 4.77 4.77 325.26364 -56.89 2.11
Table 7.10: Site-Specific pKa for Evaluation of Through-Space Electronic Effects on the pKa of
Sp
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INTERMEDIATE Free Enenrgy1 Free Enenrgy1 Free Enenrgy1 Free Enenrgy1 Free Enenrgy1 ZPE2
BS-0 BS-I BS-II BS-III BS-IV
1 -1269.966876 -1269.915517 -2495.220761 -2495.553584 -2495.596723 0.51282
III -1254.840888 -1254.789377 -2034.858774 -2035.190052 -2035.225002 0.51427
IV -1240.445008 -1240.390551 -1575.223685 -1575.554152 -1575.588412 0.52077
i-PrO− -193.795520 -193.760143 -193.760143 -193.812427 -193.857950 0.09256
Acetone -193.117830 -193.095342 -193.095342 -193.153662 -193.166186 0.08393
Cl− -15.113325 -15.118302 -460.365658 -460.365658 -460.378759 0.00000
IX -1433.605361 -1433.488926 -1768.322486 -1768.700843 -1768.739075 0.61110
Acetophenone -384.839167 -384.796473 -384.796473 -384.895260 -384.913992 0.13891
PhenilEthanol -386.044945 -385.996438 -385.996438 -386.098715 -386.120791 0.16203
TS2-Si -1625.284164 -1625.151736 -1959.985543 -1960.411960 -1960.461060 0.65632
TS2-Re -1625.279728 -1625.146186 -1959.979234 -1960.406181 -1960.455337 0.65604
i-PrOH -194.325441 -194.300099 -194.300099 -194.361176 -194.376113 0.10801
I -1239.230432 -1239.181058 -1574.014929 -1574.339445 -1574.373425 0.49935
TS1 -1433.538696 -1433.458371 -1768.292866 -1768.676900 -1768.720386 0.60264
TS3 -1433.562525 -1433.446245 -1768.280015 -1768.665033 -1768.705383 0.60435
X -2034.7566 0.49910
Table 7.11: Single point energy computed at five different basis set for each intermediate into
hydrogen transfer Ru assisted
1. Energy in Hartree comprehensive of electrostatic, repulsive, dispersive and cavitation energy of the intermediates of Path I and II
2. Zero point energy correction in Hartree computed on the gas phase optimized geometry
TRANSITION Number of iaginary Frequency
STATE mode cm−1
TS1 1 -559.8
TS2 1 -888.4
TS3-Si 1 -939.7
TS3-Re 1 -960.2
TS4 1 -52.7
TS5 1 -143.9
Table 7.12: Number of imaginary modes and relative frequencies in cm−1 of the most important
transition states found in Path I,II and III.
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INTERMEDIATE Free Enenrgy1 ZPE2
BS-IV
XI -1768.267949 0.5958
XII -1575.1126 0.5050
TS4 -1768.223189 0.5918
TS5 -1959.967274 0.6442
Table 7.13: Most important intermediate and transition state energy of Path III.
1. Energy in Hartree comprehensive of electrostatic, repulsive, dispersive and cavitation energy of the intermediate of Path III
2. Zero point energy correction in Hartree computed on the gas phase optimized geometry
Gas Phase
Mol. Freq.a Rh S1 S2 N1 N2 N3 C O P1 P2
c1 2077.19 -0.217029 -0.092648 -0.092647 -0.382179 -0.833 -0.382179 0.9262 0.9262 0.341057 -0.289251
c2 2113.01 -0.191207 -0.039424 0.062448 -0.354517 -0.838058 -0.413416 0.925137 0.89705 0.339608 -0.24947
c3 2144.71 -0.151055 0.101354 0.101354 -0.406034 -0.845922 -0.406034 0.894126 0.894126 0.334836 -0.214684
CH2Cl2
Mol. Freq.a Rh S1 S2 N1 N2 N3 C O P1 P2
c1 2027.01 -0.228611 -0.164918 -0.164317 -0.363765 -0.857629 -0.363818 0.927002 0.927308 0.347331 -0.327229
c2 2057.78 -0.192687 -0.111763 0.046473 -0.359809 -0.861 -0.408411 0.926442 0.895601 0.343051 -0.294543
c3 2090.92 -0.157682 0.077655 0.078958 -0.406406 -0.86186 -0.4007 0.895749 0.896024 0.338163 -0.264026
Table 7.14: Mulliken populations (a.u.) for selected atoms, in the gas phase and in solution (PCM,
CH2Cl2) for c1, c2 and c3. For compound c2, the protonation is on the N1 atom [B3LYP/BS-
0//B3LYP/BS-I; BS-0=6-31g** + Lanl2DZ(Rh), BS-I=6-31g** + dgdzvp(Rh)]. aCO frequencies
stretching are reported in cm−1.
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