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Resumen
En los ultimos a~nos el numero de estaciones permanentes GPS ha aumentado considerable-
mente para diferentes aplicaciones geodesicas y se comienza a disponer de series de coordenadas
sucientemente largas como para poder aplicar analisis de series temporales.
El principal objetivo de esta tesis es estudiar la inuencia de la red de estaciones utilizada,
marco de referencia y/o estrategia de procesado en las series temporales de coordenadas de
estaciones CGPS y todos aquellos parametros que se obtienen a partir de ellas, como la velocidad
o deformaciones. Para conseguirlo se han utilizado varios conjuntos de series temporales de
estaciones CGPS, todas ellas en las Islas Canarias y sus alrededores, obtenidos a partir de
diferentes procesados.
Se han empleado dos estrategias de procesado diferentes, una de Dobles Diferencias realizada
con Bernese v4.2 (DD4.2) y otra de Posicionamiento Puntual Preciso (PPP) con Bernese v5.0
para las series del 2002 al 2006. Posteriormente, considerando una red con un mayor numero de
estaciones, se ha realizado un reprocesado dobles diferencias con Bernese v5.0, del 2002 al 2008.
Estas series estan afectadas por el cambio de ITRF2000 a ITRF2005 y modelo de calibracion
del centro de fase de antenas en noviembre del 2006. Para abordar este cambio se han planteado
dos soluciones diferentes: una de ellas consiste en utilizar los parametros de transformacion entre
los sistemas de referencia para obtener las series en ITRF2005 y en la otra se ha realizado un
reprocesado.
A los conjuntos de series obtenidos se les han aplicado diferentes analisis de series temporales
para conocer sus caractersticas y obtener modelos que permitan estimar la velocidad con mayor
exactitud y una precision mas realista. Mediante el calculo de la funcion de autocorrelacion
y autocorrelacion parcial se ha comprobado la existencia de variaciones estacionales en todos
los procesados y componentes. El analisis espectral ha permitido calcular la amplitud de las
variaciones estacionales, siendo mayores en los procesados PPP y DD4.2 que en los restantes, y
se ha calculado el ndice espectral comprobando la existencia de ruido correlado.
Una vez estudiadas las caractersticas de las series es necesario tenerlas en cuenta para la
estimacion de los parametros que se obtienen a partir de ellas. Para ello se ha realizado un
ajuste mnimos cuadrados, que solo considera ruido blanco y, mediante estimacion de maxima
verosimilitud, se han calculado los parametros deseados utilizando diferentes modelos de ruido.
En los resultados obtenidos se demuestra la inuencia de la estrategia de procesado y de los
analisis realizados. Para el caso del procesado PPP las variaciones estacionales son de mayor
amplitud y esto tiene efecto en las velocidades obtenidas y sus errores, que son superiores al
resto de los casos. El realizar la materializacion del marco de referencia ITRF2005 de una forma
u otra tambien afecta a las velocidades obtenidas y precisiones, siendo estas menores en el
caso del reprocesado. Tambien se comprueba la necesidad de considerar ruido correlado para la
estimacion de los parametros, ya que de no ser as la precision se ve subestimada.
Ademas de la estimacion de las componentes de ruido estocastico, que tienen en cuenta la
correlacion temporal en las series de coordenadas, para obtener una precision mas realista de las
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velocidades de las estaciones es necesario reducir la correlacion espacial entre estaciones a una
escala regional. Para ello se ha aplicado un ltro espacial (CMB) formado por la se~nal comun
a las estaciones seleccionadas, obteniendose su valor para cada da como la media ponderada
de los residuales. El calculo de este ltro se ha realizado usando dos series de residuales para
cada procesado y estacion, el primero es obtenido despues de eliminar a las series una tendencia
lineal y el segundo, considerando variaciones estacionales y ruido correlado en un ajuste MLE.
Esto permite estudiar la conveniencia de considerar las variaciones estacionales como parte de
la se~nal conjunta de las estaciones e introducirla en el calculo del CMB o eliminarla previamente
de las series individuales de las estaciones.
En los resultados de series ltradas, se reduce la dispersion en todas sus componentes, siendo
esta mayor en la componente vertical. Comparando los resultados obtenidos con los dos ltros
utilizados puede verse como en los casos de los procesados con mayores variaciones estacionales, si
estas no se tienen en cuenta se puede llegar a subestimar las velocidades verticales de la estaciones
por encima del milmetro en la componente vertical, siendo su inuencia en las componentes
horizontales mucho menor.
Una vez obtenida una metodologa de analisis adecuada su aplicacion en el calculo de la
velocidad vertical de la estacion LACV permitira corregir los datos de los mareografos situados
en sus inmediaciones del movimiento vertical de la corteza donde se encuentran instalados. Para
ello tambien es necesario disponer de un control de la estabilidad de la antena respecto a su
entorno y un enlace altimetrico con los mareografos, pero los resultados de las campa~nas entre
los a~nos 2000 y 2009 para este n conrman la no existencia de deformaciones locales.
Por ultimo, para la aplicacion de vigilancia volcanica se han usado series obtenidas mediante
un procesado DD con Bernese v5.0 para el intervalo 2007-2014. Como primer paso se ha calculado
el CMB a partir de las series de residuales de todas las estaciones de Canarias que no han
presentado comportamientos anomalos, despues de eliminar una tendencia lineal. Esto permite
poder aplicar este ltro a todas las series de coordenadas de las estaciones permanentes usadas
por el IGN para vigilancia volcanica y reducir su dispersion.
Ademas, se ha realizado un estudio sobre la evolucion de las velocidades en funcion de la
longitud de la serie que demuestra la necesidad de series temporales de como mnimo cuatro
a~nos de datos. Por ello, en aquellas estaciones en las que se dispone de mas de cuatro a~nos de
datos, se ha calculado la velocidad de la estacion y los parametros que la caracterizan y obtenido
una serie de residuales. Estas nuevas series son mas utiles para su uso en vigilancia volcanica,
ya que permiten detectar comportamientos anomalos de las coordenadas con mayor facilidad.
Summary
The number of permanent GPS stations has increased signicantly in recent years for dierent
geodetic applications and we begin to have coordinates time series long enough to apply time
series analyses.
The main goal of this thesis is to study the inuence of the network, framework and/or
processing strategy in the coordinate time series from CGPS stations and those parameters
obtained from them, such as velocities or deformations. For this aim, several sets of time series
of CGPS stations have been used, obtained from dierent processing methods, all in the Canary
Islands and the surrounding area.
Two dierent processing strategies have been used for the series from 2002 to 2006, a double
dierences with Bernese v4.2 (DD4.2) and other Precise Point Positioning (PPP) with Bernese
v5.0. Later, a double dierences reprocessing with Bernese v5.0 has been made for the series from
2002 to 2008, considering a network with a greater number of stations. These series are aected
by the change from ITRF2000 to ITRF2005 and the antenna phase centre model calibration in
November 2006. To deal with this change two dierent solutions have been performed: one is to
use the transformation parameters between the reference systems to obtain series in ITRF2005
and the other is to reprocesses the series.
Dierent time series analyses have been applied to the coordinate sets obtained in order to
identify their characteristics and obtain models to allow velocities to be estimated with greater
accuracy and with more realistic uncertainties.
The existence of seasonal variations in all processing methods and components has been
conrm by computing the autocorrelation and partial autocorrelation functions. The spectral
analysis has been able to estimate the magnitude of the seasonal variations, which are higher in
PPP and DD4.2 processing than in the others. The spectral index has also been computed to
prove the existence of correlated noise.
Once the characteristics of the series have been studied, it is necessary to take them into
account when the parameters obtained from the time series are estimated. With this aim we have
applied a least squares adjustment, which considers only white noise and a maximum likelihood
estimation, where the parameters are calculated using dierent noise models.
The inuence of the processing strategy and analysis is demonstrated in the results. Seasonal
variations are greater for the PPP and this has an eect on the velocities and errors, which are
greater than in the other cases. The choice of the method to aligned to ITRF2005 also aects
the velocities and precision obtained, the latter of which is lower if the series is reprocessed.
Also the need for using correlated to noise in the parameter estimation is proved, otherwise the
accuracy is underestimated.
Besides the estimation of the stochastic noise components, which take into account the
temporal correlation in the coordinates series, in order to obtain a more realistic precision for
the velocities it is necessary to reduce the spatial correlation between stations on a regional
scale. For this purpose we have applied a spatial lter (CMB) formed by the common signal in
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the selected stations, obtaining its value every day as a weighted average of the residuals. The
calculation of this lter was made using two sets of residuals for each processing station. The
rst is obtained after removing a linear trend from the series and the second by considering
seasonal variations and correlated noise using a MLE adjustment. This allows us to consider
the advantage of using seasonal variations as part of the common signal and to include them in
the computation of the CMB, or eliminate them for every individual station series before the
computation of the common lter.
In the ltered time series the dispersion is reduced in all components. This reduction is
greater in the vertical component. Comparing the results when the two lters are used, we can
see that if the seasonal variations are not taken into account, the vertical velocities of the stations
could be understimated by more than a millimetre for those time series in which the stationals
variations are more important. Their inuence is much smaller on the horizontal components.
After obtaining a suitable analysis methodology, we have applied it to the calculation of the
LACV station's vertical velocity which will allow us to correct for vertical crust movement in
data from nearby tide gauge. For this purpose it is also necessary to have a stability control
from the GPS antenna with respect to its environment and an altimetric link with the tide
gauges, but the results of the survey campaigns between 2000 and 2009 conrm the lack of local
deformations.
Finally, for the volcano monitoring application we have used the time series obtained by DD
processing method with Bernese v5.0 for the interval 2007-2014. In a rst step the CMB have
been computed using the series of residuals of all stations in the Canary Islands without an
anomalous behaviour after removing a linear trend. This allows us to apply this lter to all sets
of coordinates of the permanent stations used by the IGN for volcano monitoring and to reduce
their dispersion.
Research about the evolution of the velocity depending on the series length has demonstrated
the need for using time series of at least four years. Therefore, in those stations with more than
four years of data, we calculated the velocity and the characteristic parameters in order to have
time series of residuals. These new series are most useful for volcano monitoring because it is
easier to detect anomalous behaviours in the coordinates.
Introduccion
Las tecnicas por satelite y en particular de los sistemas de posicionamiento global, como
es el GNSS (Global Navigation Satellite System) o GPS (Global Positioning System) se vienen
empleando para aplicaciones geodesicas desde hace mas de 20 a~nos. En el caso concreto del
estudio de deformaciones del terreno, hasta hace algunos a~nos la forma mas habitual de trabajar
consista en realizar campa~nas de campo en las que se observaba de forma periodica una red
de vertices geodesicos o puntos establecidos para tal n, con la frecuencia que se consideraba
necesaria. De este modo las coordenadas de los puntos o vertices de la red se calculan para cada
campa~na en un sistema de referencia consistente y se estudia la variacion de estas coordenadas
entre las diferentes campa~nas realizadas para as poder detectar deformaciones a lo largo del
tiempo.
Aunque todava se siguen realizando campa~nas GPS para determinadas aplicaciones, en
la actualidad, con el avance de las tecnologas y comunicaciones, cada vez es mas frecuente
el desarrollo de lo que se denomina redes geodesicas activas (frente a las redes pasivas que son
aquellas formadas por vertices geodesicos) constituidas por estaciones GNSS de registro continuo,
tambien llamadas estaciones Continuas GPS (CGPS). Estas redes permiten una posibilidad de
monitoreo de deformaciones del terreno que comparandola con las campa~nas de observacion
esporadicas aporta mucha mas informacion, por la mayor frecuencia de datos y ademas su
analisis permite alcanzar una mayor precision.
En el caso de aplicaciones geodesicas que requieren de una gran exactitud, como las que
aqu nos ocupan, el dato principal de los satelites GPS para la obtencion de las coordenadas
es la diferencia de fase observada entre cada satelite y la estacion CGPS. Este dato debe ser
procesado para obtener como resultado las coordenadas precisas en cada momento deseado y
as poder detectar variaciones en el tiempo. A la hora de realizar un procesado GPS geodesico
de precision hay que distinguir entre dos metodos diferentes. El primero de ellos, basado en
las dobles diferencias (DD), hace uso de las mediciones simultaneas a los mismo satelites desde
diferente puntos o estaciones y de esta forma se eliminan los errores orbitales, el error provocado
por el desfase de los relojes y se reducen aquellos efectos debidos al medio de propagacion, como
puede ser el efecto atmosferico y en particular el troposferico. El otro metodo de procesado, el
posicionamiento puntual preciso (PPP), es un metodo de posicionamiento absoluto que emplea
los datos de fase no diferenciados y modelos o datos para realizar las correcciones necesarias y
poder obtener las coordenadas para una estacion de forma individual, sin necesidad de hacer
uso de una red de estaciones para diferenciar las observaciones.
Independientemente del metodo usado en el procesado, siempre interviene un gran numero
de variables y modelos (orbitas de los satelites, precesion, nutacion, calibracion de antenas
de los satelites y estaciones, troposfericos, carga oceanica, etc.) que afectan a los resultados
obtenidos. Ademas otros parametros externos al procesado, como la red considerada o el sistema
de referencia usado, tambien pueden hacer que los resultados obtenidos sean diferentes de unos
casos a otros para los mismos datos iniciales, tanto para las coordenadas instantaneas como en
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el caso de su variacion en el tiempo o velocidad.
Por ultimo, si se trabaja haciendo uso datos registrados por CGPS, al realizar un regis-
tro continuo en el tiempo, cuando se dispone de series de datos sucientemente largas en las
que se pueda considerar que el comportamiento de la estacion es regular, pueden estudiarse
las caractersticas de las series de coordenadas considerandolas una serie temporal y de esta
forma analizar y obtener modelos que permiten calcular con mayor precision las velocidades o
tendencias de las estaciones.
La obtencion de las velocidades de las estaciones es la nalidad de algunas de las aplicaciones
geodesicas, como es el caso de las estaciones CGPS instaladas en las cercanas de los mareografos,
cuyo principal objetivo es la detecion de los movimientos verticales de la corteza en el lugar donde
los mareografos se encuentran instalados para as poder corregir sus registros y considerar que
las variaciones de nivel del mar que se obtienen a partir de sus datos son reales y no estan
contaminadas por deformaciones del terreno locales. En este caso particular el interes se centra en
la velocidad vertical de la estacion, con el problema de que la serie temporal de esta componente
es la que presenta una mayor dispersion, por lo que requiere de un estudio mas riguroso.
Sin embargo, en otras aplicaciones en las que se desea detectar deformaciones o variaciones
en el comportamiento de la estacion para escalas de tiempo menores, las velocidades de las
estaciones pueden considerarse como ruido y el interes en obtenerlas consiste en poder eliminarlas
de las series temporales de coordenadas iniciales y as obtener unas series de residuales en las
que se pueda detectar mas facilmente y con mayor precision el fenomeno de interes.
De esta forma, uno de los los objetivos a alcanzar a lo largo de esta tesis es el estudiar la
inuencia de la red de estaciones utilizada, marco de referencia y/o estrategia de procesado en
las series temporales de coordenadas resultantes. Para ello se han realizado diferentes tipos de
analisis de series temporales con los que poder comprender el comportamiento de estas y obtener
los parametros que mejor las caracteriza en cada caso. Como resultado de estos estudios se ha
desarrollado una estrategia de procesado y analisis de series temporales de estaciones CGPS que
se usara para diversos nes.
As, otro de los objetivos de la tesis es la determinacion de la velocidad vertical de una estacion
permanente situada en Lanzarote, LACV, en cuyas inmediaciones se dispone de mareografos
con registros del nivel del mar desde principios de los a~nos 90. Esta velocidad vertical estimada
permitira, cuando se disponga de largas series de datos, corregir los datos de los mareografos de
forma que pueden ser desacoplados del movimiento de la corteza en el lugar donde se encuentran
instalados y as podran ser usados para estudios del nivel del mar y climaticos.
Como ultimo objetivo, se va a comprobar la validez de la metodologa de analisis desarro-
llada para su aplicacion en estaciones CGPS en Canarias que son usadas para la deteccion de
deformaciones del terreno de origen volcanico dentro de las labores de vigilancia volcanica que
desarrolla el Instituto Geograco Nacional (IGN) en este archipielago.
Estos tres objetivos principales se desarrollan a lo largo de esta memoria, dividida en 6
captulos:
En el primer captulo se presentan los datos existentes con los que se va a trabajar pos-
teriormente, centrados todos ellos en las Islas Canarias. Por lo que se comenzara con una
breve introduccion de Canarias, continuando con una descripcion de los registros historicos
de mareografos y nalizando con la exposicion de las estaciones CGPS y los datos que se
han utilizado para este trabajo. Dentro de las estaciones permanentes GPS que se han
empleado esta la que el IAG (Instituto de Astronoma y Geodesia) dispone en Lanzarote
como parte de su laboratorio de geodinamica. Esta estacion presenta un riguroso estudio
de la estabilidad del monumento donde se encuentra instalada y enlace altimetrico con los
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dos mareografos de este mismo laboratorio, que se ha realizado a traves de campa~nas de
observacion repetidas periodicamente. La descripcion de los trabajos realizados as como de
los resultados obtenidos para este n tambien se presentan en este captulo. Para nalizar
se describe la red de estaciones permanentes GPS que el IGN esta usando para el control
de deformaciones como parte de la vigilancia volcanica que desarrolla en el archipielago.
En el captulo 2 se explican los diferentes procesados de datos GPS que se han realizado
para la obtencion de las series temporales de coordenadas de las estaciones. El primero
de ellos usa el programa Bernese v4.2 y el metodo de dobles diferencias para la obtencion
de los resultados de una red formada por las estaciones existentes en las islas Canarias y
alrededores entre los a~nos 2002 y 2006. Para este mismo periodo de tiempo, pero hacien-
do uso de un procesado PPP, se obtienen los resultados del segundo procesado, que ha
sido realizado en el IESSG (Institute of Engineering Surveying and Space Geodesy) de la
Universidad de Nottingham. Los dos ultimos conjuntos de series de coordenadas se han
obtenido a partir de un tercer procesado realizado con Bernese v5.0 en dobles diferencias
usando la misma red y estrategia de procesado en los dos casos, pero abordando de dos
formas diferentes los cambios de sistema de referencia y modelos de calibracon de las an-
tenas que se llevaron a cabo a nales del a~no 2006. Las series que se obtienen en estos dos
procesados van desde el 2002 a nales del 2008. Por ultimo, se explica la red y estrategia
de procesado realizado por el IGN para el servicio de vigilancia volcanica, cuyas series
temporales comienzan a mediados de 2007 cuando se despliegan las primeras estaciones en
Tenerife.
El captulo 3 comienza con un breve repaso de las causas que producen variaciones esta-
cionales en las series de las estaciones y trabajos previos en los que se han detectado y
analizado este tipo de fenomenos. Posteriormente,se realizan diferentes analisis de series
temporales de los resultados obtenidos en el captulo anterior. Se comienza con la detec-
cion y correccion de los saltos u osets presentes en las series y la eliminacion de los datos
anomalos detectados, normalmente conocidos por su termino en ingles outliers. Posterior-
mente se realiza un analisis en el dominio temporal, obteniendo las funciones de autoco-
rrelacion y autocorrelacion parcial de las estaciones para cada procesado, para vericar la
existencia de variaciones estacionales en las series y un analisis en el dominio frecuencial
que permite estudiar el tipo de ruido presente. Una vez conocidas las caractersticas de las
series con las que se esta trabajando, mediante el uso de dos ajustes diferentes, estimacion
mnimo cuadratica (EMC) y maxima verosimilitud (MLE), se estiman los parametros que
caracterizan el comportamiento de las estaciones para cada procesado y sus velocidades.
Ademas, se realiza un estudio estocastico de las precisiones de las velocidades obtenidas
para estimar una precision mas realista con el uso de diferentes tipos de ruido. De esta
forma, al nalizar este captulo se dispone de un estudio de las series temporales de coor-
denadas obtenidas en los diferentes procesados, velocidades y precisiones que permiten
comenzar a estudiar las inuencias de las redes y/o procesados en los resultados.
El objetivo del captulo 4 es la aplicacion de un ltro espacial, tipo CMB (Common Mode
Bias), para eliminar aquellas variaciones de las series temporales comunes a todas las
estaciones que intervienen en su calculo y que pueden ser consideradas como ruido. Se
realiza un estudio practido sobre la forma de obtener el ltro, considerando dos metodos
diferentes, se analizan las series temporales ltradas que se obtienen despues de su uso y
se obtienen las velocidades de las estaciones para cada componente y procesado a partir de
ellas. La comparacion de los resultados obtenidos en este captulo y en el anterior, permite
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estudiar la viabilidad y utilidad de este tipo de ltros y describir una metodologa para el
analisis de series de estaciones permanente GPS.
Haciendo uso de la metodologa para el analisis de series de estaciones permanente GPS
descrita en los captulos anteriores, en el captulo 5 se estudia la viabilidad de su utilidad
para vigilancia volcanica. Para ello se aplican estos analisis a la red de estaciones per-
manentes GNSS que el IGN usa para el control de deformaciones dentro de las tareas de
vigilancia volcanica en las Islas Canarias. En esta aplicacion se comienza con el uso de un
ltro espacial CMB, para posteriormente aplicar, a las estaciones que disponen de series
temporales mas largas, los analisis anteriormente descritos para obtener como resultados
los modelos y velocidades de las estaciones. Estos modelos en este caso pueden considerarse
como parte del ruido de las series temporales, por lo que son eliminados de las series de
coordenadas y de este modo se pasa a trabajar con series de residuales, que pueden consi-
derarse nuevas series de coordenadas que permiten detectar de forma mas clara cualquier
tipo de deformacion o cambio en el comportamiento de una estacion. Ademas, se realiza un
estudio de la longitud mnima necesaria de las series temporales de CPGS para el calculo
adecuado de las velocidades y modelos que permiten obtener series de residuales con las
que trabajar de una forma mas precisa.
Para nalizar la memoria, se exponen las principales conclusiones obtenidas a partir de
este trabajo y los trabajos que se desarrollaran en el futuro.
Captulo 1
Las Islas Canarias: estaciones y datos
Canarias es un archipielago en el oceano Atlantico formado por siete islas mayores: El Hie-
rro, La Gomera, La Palma y Tenerife, que forman la provincia de Santa Cruz de Tenerife; y
Fuerteventura, Lanzarote y Gran Canaria, que conforman el archipielago de Chinijo, formado
por La Graciosa, Alegranza, Monta~na Clara, Roque del Este y Roque del Oeste, en la provincia
de Las Palmas. Estan situadas entre una latitud de 28 y 29 Norte, una longitud de 13 y 18
Oeste y a un distancia de entre 100 y 500 km de la costa noroeste africana.
Su formacion y el origen de su volcanismo es algo controvertido, existiendo principalmente
dos teoras para explicarlo:
Teora del punto caliente: el archipielago se ha formado por un foco de magma, que es
lo que se suele llamar punto caliente, que esta jo en el fondo marino, y las islas se van
formando en la vertical de este foco segun se va desplazando por el movimiento tectonico.
De esta forma se va formando un conjunto de islas, siendo la mas antigua la que esta mas
alejada del punto origen, que en este caso seran las islas situadas mas al este.
Teora de bloques: explica la formacion en un marco geodinamico, ya que aunque las Islas
Canarias se encuentran situadas en un margen continental pasivo, su actividad magmatica
podra explicarse como consecuencia de la expansion oceanica del Atlantico y la detencion
de la placa africana al chocar con la europea (Ara~na & Ortiz, 1991). De esta forma en la
fase de compresion y distension, se produce una fractura en la litosfera, desde el continente
hasta el Atlantico, que generara magma que asciende a la supercie (Ara~na, 2000).
Ninguna de las dos teoras es capaz de explicar por completo el volcanismo de Canarias. Por
ejemplo, la teora del punto caliente no explica la sucesion temporal de las erupciones, ya que
estas no han tenido lugar de este a oeste (tabla 1.1). Pero la teora de bloques tampoco es capaz
de explicar la larga historia magmatica. Por eso algunas teoras posteriores compaginan las dos
teoras anteriores para explicar la formacion de las islas y su actividad (Anguita et al., 2002),
segun las cuales fue un proceso combinado de emision de lavas submarinas y levantamiento
de grandes bloques de la corteza oceanica. La detencion de la placa africana al chocar con la
europea tuvo como consecuencia la compresion de la placa atlantica. Posteriormente, la salida
de magmas se realizo a traves de fracturas que condicionan la forma y estructura de las islas.
De lo que no cabe duda es de que actualmente todas las islas del archipielago, excepto
La Gomera, pueden ser consideradas activas, ya que se han producido mas de una docena de
erupciones historicas en Lanzarote, Tenerife y La Palma, como se puede ver en la tabla 1.1, y
prehistoricas o muy recientes en El Hierro, Gran Canaria y Fuerteventura .
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Tabla 1.1: Erupciones volcanicas historicas de Canarias. Modicada de Anguita et al. (2002) y http :
==www:ign:es=ign=layoutIn=actividadV olcanica:do.
A~no Isla Denominacion
1393-1394 Tenerife No localizada
1341 Tenerife No localizada
1430 Tenerife Erupcion de Taoro (La Orotava)
1430-1440 La Palma Erupcion de Tacande o Monta~na Quemada
1470-1492 La Palma Volcan Tacande o Monta~na Quemada
1492 Tenerife(>?) Ladera SW de Pico Viejo (>?) o volcan de Colon
1585 La Palma Erupcion del Tahuya (Roques de Jedey)
1646 La Palma Volcan de Tigalate o Martn
1677-1678 La Palma Volcan de San Antonio (>Volcan de la Caldereta?)
1704-1705 Tenerife Volcan de Siete Fuentes, Fasnia y Arafo o Guimar
1706 Tenerife Erupcion de Garachico, volcan de Arenas Negras
1712 La Palma Erupcion de El Charco (Monta~na Lajiones)
1730-1736 Lanzarote Erupcion de Timanfaya
1798 Tenerife Volcan Pico Viejo (Narices del Teide)
1824 Lanzarote Volcan de Tao o del Clerigo, volcan Nuevo del Fuego
o del Chinero y volcan Nuevo o de Tinguaton
1909 Tenerife Volcan Chinyero
1949 La Palma Volcanes Hoyo Negro, Durazanero, Llano del Banco
1971 La Palma Volcan Tenegua
2011-2012 El Hierro Volcan del mar de las Calmas
Tenerife, La Palma y Lanzarote son las islas que han presentado una mayor actividad en los
ultimos a~nos con un total de 16 erupciones registradas desde el siglo XV (tabla 1.1), siendo la
ultima subaerea la del volcan Tenegua, en la isla de La Palma, en 1971 (Romero, 2000; Anguita
et al., 2002) y la ultima, la erupcion submarina de El Hierro 2011-2012 (Lopez et al., 2012).
Su localizacion en el oceano Atlantico, como ocurre con todos los mareografos situados en
islas, hace que sean lugares de especial interes para los estudios del nivel del mar por la posibilidad
de poderlos combinar con estudios de altimetra por satelite (como por ejemplo los realizados en
Rodrguez et al., 1999; Sevilla & Rodrguez-Velasco, 2002; Martnez-Benjamn et al., 2004). Pero
ademas, debido a su origen volcanico la investigacion en deformaciones del terreno es todava
mas importante. En el caso de datos mareogracos, estos estudios necesitan de la deteccion y
control de los movimientos verticales de la corteza terrestre a corto y largo plazo; pero en este
caso en particular, la actividad volcanica que afecta a las islas puede producir diferentes tipos de
movimientos de la corteza a diferentes escalas de espacio y tiempo, lo que hace que sea necesario
un control mas exhaustivo.
Ademas de la deteccion de movimientos verticales en los mareografos, debido a su actividad,
en las Islas Canarias se ha realizado un gran numero de estudios geodesicos con la nalidad de
la obtencion de deformaciones asociadas a la actividad volcanica, usando tecnicas de geodesia
clasica (por ejemplo Sevilla et al., 1986; Moss et al., 1999) y tecnicas espaciales, como el GPS
y la interferometra por satelite (por ejemplo Moss et al., 1999; Fernandez et al., 2003; Spinetti
et al., 2007; Berrocoso et al., 2010; Gonzalez et al., 2013; Garca et al., 2014). Sin embargo estos
estudios se han restringido al estudio de areas locales de interes o de solamente una isla.
Como se ha comentado anteriormente, en este caso la nalidad de los estudios geodesicos a
realizar consiste en el analisis de las series temporales de las estaciones permanentes GPS en
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las Islas Canarias con dos nalidades distintas: por un lado, los resultados obtenidos permiten
corregir los datos mareogracos de los que se dispone y as poder combinarlos con otras tecnicas,
como la altimetra por satelite y por otro, los analisis desarrollados que se han aplicado al control
de deformaciones del terreno para vigilancia volcanica. Pero antes de comenzar los analisis vamos
a pasar a describir los datos de mareografos y de estaciones GPS que se han utilizado en el
desarrollo de este trabajo.
1.1. Datos mareogracos en Canarias
Actualmente existen datos de hasta siete mareografos de las Islas Canarias en la base de datos
del Permanent Service for Mean Sea Level (PSMSL), de los cuales solo cinco estan operativos.
A partir de estos datos y la informacion dada por el PSMSL (http://www.psmsl.org/ ) se puede
obtener una estimacion de la variacion del nivel del mar a traves del calculo de la tendencia de
los datos de los mareografos a lo largo de su historia.
En particular, para la obtencion de la tendencia se han utilizado las medias mensuales en
el sistema de referencia local revisado (Revised Local Reference o RLR). Estas medias se ob-
tienen reduciendo a un datum comun las medias mensuales de los datos de cada mareografo,
dadas por su organismo responsable, que en el caso de los mareografos de las Islas Canarias
utilizados son Puertos del Estado (PE), el Instituto Espa~nol de Oceanografa (IEO) y el IGN
(tabla 1.2). El datum de cada estacion es calculado por el PSMSL a partir de los propios datos
del mareografo, y se dene, aproximadamente, como 7000 mm sobre el nivel medio del mar
(http://www.psmsl.org/data/obtaining/psmsl.hel).
Tabla 1.2: Datos de los mareografos de Canarias en el PSMSL.
Mareografo Institucion Latitud Longitud Situacion A~nos de Tendencia
(Codigo PSMSL) registro [mm/yr]
370/004 IEO 28 57 N 13 34 W Arrecife-D 1992-2002 4.8  1.4
370/011 IEO 28 41 N 17 45 W Sta Cruz de La Palma 1949-1960 -23.9  1.1
370/015 IEO 28 41 N 17 45 W Sta Cruz de La Palma B 1997-2009 0.2  0.8
370/021 IGN 28 29 N 16 14 W Sta Cruz de Tenerife I 1927-1991 1.5  0.1
370/032 PE 28 29 N 16 14 W Tenerife 1992-2008 6.0  0.6
370/041 IEO 28 10 N 15 25 W Las Palmas, Pto de La Luz 1949-1952
370/045 IEO 28 08 N 15 25 W Las Palmas C (Pto de La Luz) 1991-2009 4.3  0.4
370/046 PE 28 09 N 15 24 W Las Palmas D 1992-2008 19.7  0.9
En la tabla 1.2 aparecen las estaciones y datos de los mareografos de Canarias en el PSMSL.
La tendencia se ha calculado a partir de estos datos en todos los casos, excepto para la estacion
370/041, ya que los registros son de solo dos a~nos. A partir de la tabla 1.2 y la representacion
graca de los registros de los mareorafos (gura 1.1) puede verse como solamente los registros del
mareografo de Santa Cruz de Tenerife I son sucientemente largos para permitir una estimacion
de la tendencia sucientemente precisa, asumiendo que al menos son necesarios entre 30 y 50
a~nos de datos para obtener una desviacion estandar de 0.5 a 0.3 mm/a~no (Woodworth et al.,
1999). Desgraciadamente este mareografo dejo de funcionar en 1989 y fue sustituido por Tenerife
en 1995.
Existen dos cortos registros en la isla de La Palma, Santa Cruz de La Palma y Santa Cruz
de La Palma B, con datos de 1950 a 1959 y de 1997 a 2001 respectivamente. El mareografo
Arrecife D en Lanzarote estuvo en funcionamiento entre 1992 y 2001 y en Gran Canaria existen
registros de dos mareografos, Las Palmas C (Puerto de la Luz) y Las Palmas D, para los periodos
1992-2001 y 1994-2005.
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Figura 1.1: Representacion escalada de las series de datos RLR de los mareografos de las Islas Canarias
en el PSMSL.
A partir de los datos del PSMSL que existen actualmente se han calculado las tendencias
de seis mareografos, basadas en 10 a~nos o menos de datos, lo que no es claramente suciente
para obtener tendencias con la precision requerida. Las tendencias obtenidas (tabla 1.2) per-
miten observar como existen grandes diferencias de unas ubicaciones a otras. Estas pueden ser
causadas por la corta longitud de las series o tambien puede pensarse que son consecuencias de
movimientos verticales de la corteza en los lugares donde los mareografos se encuentran instala-
dos, ya sea de forma muy local, por ejemplo por inestabilidad del puerto donde este ubicado, o
a nivel mas regional, teniendo siempre en cuenta que es una zona volcanicamente activa y que
podran producirse deformaciones debidas a esta causa.
1.2. CGPS en Canarias
La gura 1.2 muestra un mapa de las estaciones CGPS de las Islas Canarias que se han
usado en los diferentes procesados realizados. Se han clasicado en funcion de la red a la que
pertenecen, aunque en el caso de pertenecer a mas de una red se ha considerado la mayor de
ellas, de esta forma, por ejemplo LPAL es una estacion del International GPS Service (IGS)
que tambien pertenece a la red EPN (EUREF Permanent Network) y ERGNSS (Estaciones de
Referencia GNSS del IGN). Comenzando por las redes internacionales, actualmente en Canarias
existen tres estaciones pertenecientes a la red del IGS, MAS1 y GMAS situada en Gran Canaria
y LPAL en al isla de La Palma. Ademas de una estacion de la red EPN, IZAN, en Tenerife.
MAS1 fue instalada en la estacion Maspalomas del INTA, al sur de la Isla de Gran Canaria,
en 1994, por la Agencia Espacial Europea (ESA). Es una de las estaciones de referencia (llamadas
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core site) en la denicion del sistema de referencia ITRF2000 (Altamimi et al., 2002), ITRF2005
(Altamimi et al., 2007) e ITRF2008 (Altamimi et al., 2011) y por eso ha sido utilizada tambien
como estacion de referencia en los procesados dobles diferencias realizados.
GMAS es una estacion que a pesar de pertenecer a la red de estaciones internacionales IGS y
estar situada en territorio europeo no pertenece a EPN. Aunque esta estacion no fue considerada
inicialmente en el procesado, ya que se descarto por estar situada muy cerca de MAS1, si que
se ha a~nadido posteriormente en el procesado DD de la version 5.0 (ver apartado 2.3).
LPAL se encuentra situada en un pilar en el tejado del edicio del Observatorio del Roque
de los Muchachos, perteneciente al Instituto de Astrofsica de Canarias. Fue instalada en el a~no
2001 por el IGN y es uno de los puntos de referencia en la red ERGNSS, ademas de EPN e IGS.
Por ultimo IZAN, en el Observatorio Meteorologico de Iza~na, es tambien una de las estaciones
pertenecientes a la red ERGNSS del IGN desde su instalacion en el a~no 2008 y pertenece a la
red europea EPN.
Otra de las estaciones usadas es la estacion LACV, en la isla de Lanzarote. Esta estacion
perteneciente al Instituto de Astronoma y Geodesia (CSIC-UCM) esta situada en el tejado del
edicio de la Casa de los Volcanes, en los Jameos del Agua, al noreste de la isla de Lanzarote. Fue
instalada en el a~no 2000 para complementar las instalaciones del Laboratorio de Geodinamica
de Lanzarote de este instituto (Vieira et al., 2010).
LACV ha sido el origen de este trabajo y ademas de procesar sus datos en varias de las
redes consideradas se ha realizado un detallado control de la estabilidad de su monumentacion
y control altimetrico respecto a los mareografos que existen en las cercanas, como puede verse
en el siguiente apartado.
Otra estacion tambien usada, aunque en este caso solomente en uno de los procesados es
la estacion Puerto de la Luz (PLUZ) perteneciente al European Sea Level Service (ESEAS),
situada en el puerto de esta ciudad, al norte de la isla de Gran Canaria.
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Figura 1.2: Mapa de las Islas Canarias con las estaciones continuas GPS usadas.
En la primera parte de este estudio se han considerado solamente las estaciones de las que
se dispona de datos para las fechas seleccionadas, ya que muchas de ellas estan instaladas a
partir del a~no 2010. Los diferentes analisis de las series de coordenadas de estas estaciones ha
permitido desarrollar una estrategia de analisis que permite reducir la dispersion existente y
obtener sus velocidades con una precision mas realista.
Posteriormente, la estrategia de analisis denida se ha aplicado tanto a este mismo caso,
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como a las series de las estaciones instaladas por el IGN para la vigilancia volcanica, usando
en este segundo caso, ademas de las estaciones que ya existan, aquellas que, a partir de mayo
del 2007 el IGN ha instalado en Tenerife (Figura 1.2) pertenecientes al Sistema de Vigilancia
Volcanica que esta desplegando en Canarias (Cano et al., 2008). Ademas, se han ido a~nadiendo
diferentes estaciones segun se iban instalando. Este es el caso de las estaciones pertenecientes de
la Red de Estaciones Permanentes de Canarias puestas en marcha por Cartografa de Canarias
S.A. a partir del a~no 2010 (http://www.grafcan.es/). Esta red presenta un total de 17 estaciones
repartidas en todas las islas, 3 en Tenerife, 4 en Gran Canaria y Fuerteventura, 3 en Lanzarote y
una en La Palma, El Hierro y La Gomera. Aunque la principal nalidad de esta red es la de dar
servicio en tiempo real, los datos para postproceso son de acceso publico y han sido procesados
junto al resto de las estaciones de Canarias instaladas para vigilancia volcanica.
Por ultimo, se ha incluido la estacion de FUER, perteneciente a la red ERGNSS e instalada
en diciembre del 2013 en Puerto del Rosario, en la isla de Fuerteventura, en las cercanas de un
mareografo del IGN. La red usada para el procesado en este caso se explicara en detalle en el
apartado 2.4.
1.3. La estacion GPS permanente de Lanzarote (LACV)
El Instituto de Astronoma y Geodesia (UCM-CSIC) dispone en Lanzarote de un laboratorio
de geodinamica en el que se realizan multiples observaciones e investigaciones geodesicas y
geofsicas. Este laboratorio se extiende practicamente por toda la isla de Lanzarote, con tres
modulos de observacion permanente: Cueva de los Verdes, Jameos del Agua y Parque Nacional
de Timanfaya (Vieira et al., 2010).
La estacion permanente LACV se encuentra situada en el modulo de observacion de los
Jameos del Agua del laboratorio, al noreste de la isla (gura 1.2). En particular, la antena de
la estacion esta instalada en la parte superior del edicio de la Casa de los Volcanes, dentro del
complejo turstico de Los Jameos del Agua.
Su ubicacion, as como las especicaciones tecnicas del equipo all instalado, cumplen con
las recomendaciones dadas por el IGS (Combrinck & Schmidt, 1998) para la instalacion de
estaciones permanentes GPS. Tiene un horizonte completamente despejado, como puede verse
en la gura 1.3, siendo posible recibir satelites por debajo de los 5 de altura. Ademas, a pesar
de encontrarse dentro de un complejo turstico, su situacion es inaccesible para el publico en
general, siendo bastante facil llegar hasta ella para su mantenimiento cuando esto es necesario.
Respecto a la monumentacion, la antena esta situada en una estructura metalica sobre un pilar
de hormigon. Unida a la base de la estructura metalica mediante un tornillo se encuentra una
base nivelante con un adaptador, sobre el que se enrosca directamente la antena (gura 1.3).
Para controlar la estabilidad del pilar en que se situa la antena y en general del edicio, se ha
establecido una microred geodesica en sus alrededores la cual es observada de forma periodica
(Garca-Ca~nada & Sevilla, 2006; Sevilla & Garca-Ca~nada, 2006; Sevilla, 2009b).
Dado que la causa para la que se instalo la estacion LACV es el control de movimientos
verticales en los mareografos del laboratorio, hay que considerar su situacion respecto a estos.
Idealmente debe situarse lo mas cerca posible de los mareografos, de forma que el enlace al-
timetrico entre ellos, que debe realizarse de forma periodica, sea lo mas sencillo y preciso posible
(Carter, 2000). Pero los mareografos se encuentran situados en dos lagos, dentro de la cueva
de Jameos, formando parte de un tunel volcanico, lo que hace imposible la instalacion de una
estacion GPS en las inmediaciones. Por eso la antena ha sido instalada en el lugar adecuado
para una estacion permanente GPS mas cercano a los mareografos, siendo el enlace con ellos
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Figura 1.3: Foto de la antena de la estacion LACV.
algo complicado, pero posible de realizar con la precision requerida (Sevilla, 2009b).
El equipo que se instalo inicialmente estaba formado por un receptor Ashtech Z-Surveyor
doble frecuencia, que recibe codigo y fase en las dos frecuencias y 12 canales. Este receptor fue
sustituido en julio del 2005 por un Astech MicroZ-CGRS, tambien de doble frecuencia y 12
canales, presentando la ventaja de poseer un servidor que permite su acceso directo de forma
remota para la conguracion y descarga de datos.
Respecto a la antena es una Ashtech 701945B M doble frecuencia, choke-ring y elemento
Dorne Margolin, protegida por una cobertura (gura 1.3). Ademas del conjunto de esta antena
y el domo se tiene control del centro de fase, as como de su variacion, estando calibrada por el
IGS tanto de forma relativa (Mader, 1999) como absoluta(Gendt, 2006), por lo que ademas de
conocerse la situacion del centro de fase de la antena, tambien se conoce su variacion en funcion
del acimut y altura del satelite en las dos calibraciones.
Como ya se ha mencionado, ademas de la instalacion y procesado de los datos de LACV se
han realizado dos trabajos importantes relacionados con la estacion, como son el estudio de la
estabilidad de la monumentacion y el control altimetrico entre la antena GPS y los mareografos
all instalados.
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1.3.1. Red de control
Con la nalidad de controlar la estabilidad del pilar y el edicio donde se encuentra la
antena de la estacion permanente GPS se ha dise~nado y construido una red microgeodesica en
sus alrededores. Esta red de apoyo consta de 12 puntos situados alrededor de la antena (gura
1.4, el punto GPS corresponde a la estacion LACV) y a una distancia de esta entre 130 y 300 m,
siendo las distancias entre los puntos de la red de 65 a 250 m. El punto 1 corresponde al vertice
geodesico Jameos del Agua del IGN.
Figura 1.4: Esquema de la red de control de la estacion GPS permanente LACV, con las distancias
indicadas en metros. En azul aparecen las visuales observadas en NTP y en naranja el anillo perimetral
medido en NG en la mayora de las campa~nas.
La red ha sido observada anualmente desde julio del a~no 2000 hasta el 2009, realizandose
nivelacion trigonometrica de precision (NTP) y nivelacion geometrica (NG) a partir del a~no
2001.
Campa~na 2000: Se realizo una radiacion desde el punto GPS a todas las se~nales geodesicas
a las que existe visibilidad (puntos 1, 2, 3, 4, 5, 6, 11, 12 y 13 de la gura 1.4) mediante
NTP, observando distancias cenitales recprocas y simultaneas y distancias geometricas
entre los puntos. Posteriormente se ha realizado un itinerario entre los puntos del anillo
exterior observando los desniveles tambien mediante NTP.
Campa~nas 2001-2006: Al igual que en el a~no anterior se ha realizado una radiacion desde
la antena a los puntos en los que es posible mediante NTP (lneas azules de la gura 1.4).
Para el anillo exterior este a~no se realizo nivelacion geometrica (lneas naranjas de la gura
1.4), ya que las cortas distancias y peque~nos desniveles entre los puntos hacen que aunque
las dos tecnicas sean validas, esta presente una observacion mas rapida.
Campa~na 2009: Tambien se realizo una radiacion desde la antena GPS a los 12 clavos de
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la red por nivelacion trigonometrica y un itinerario entre los 12 clavos, con la inclusion de
tres clavos adicionales, por nivelacion geometrica.
Para realizar las medidas altimetricas se han empleado dos metodos de nivelacion clasi-
cos: geometrica o por alturas y trigonometrica de precision con observaciones recprocas y si-
multaneas.
La NTP consistio en un itinerario altimetrico utilizando las placas especiales NITRIVAL
(Valbuena et al., 1996). Se realizaron observaciones cenitales recprocas y simultaneas dobles, en
ambas posiciones del instrumento (cuatro valores por visual directa y otros tantos en recproca),
con tolerancia de 10s entre las medias. Los errores de presentacion de este tipo de placas se
compensan con la metodologa de observacion descrita.
Las distancias geometricas observadas se corrigieron por efectos de refraccion, velocidad y
curvatura de la trayectoria de la radiacion (Sevilla & Romero, 1989), utilizando los parametros
meteorologicos medidos y el calculo de la correccion correspondiente disponible en la opcion
automatica de la estacion total utilizada.
El teodolito y la estacion total usados en la observacion se estacionaron siempre de forma
excentrica por lo que para calcular el desnivel entre las se~nales altimetricas se midieron las
alturas de instrumento sobre mira milimetrica, provista de nivel esferico, haciendo lecturas con
valores cenitales de 100g y 300g para compensar el error de colimacion del instrumento, como
aparece representado en la gura 1.5.
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Figura 1.5: Esquema de la metodologa de observacion en la nivelacion trigonometrica de precision.
Cortesa de J. L. Valbuena
La nivelacion geometrica se ha realizado sobre mira vertical, provista de nivel esferico, ha-
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ciendo itinerarios altimetricos de doble lnea (ida y vuelta), obteniendose un cierre tolerable
entre ambos itinerarios y tomando como desnivel el promedio de los mismos. Siempre que ha
sido posible se ha respetado la equidistancia entre instrumento y miras para la compensacion
de errores instrumentales, de refraccion y esfericidad terrestre siguiendo el esquema de la gura
1.6.
Bench mark A
L
A
Clavo B
H H ecec
Línea de visión
Horizontal
Línea
de vis
ión
Horizontal
L
B
Clavo A
Mira
Mira
Figura 1.6: Esquema de la metodologa de observacion en la nivelacion geometrica. Cortesa de J. L.
Valbuena.
Una vez nalizada cada campa~na, se han calculado los desniveles observados. Para los calcu-
los de desniveles trigonometricos se ha utilizado el metodo de calculos directos independientes
(Sevilla & Romero, 1989), por el que el desnivel trigonometrico entre dos puntos P1 y P2 se
obtiene de la siguiente expresion
h = h2   h1 = (R+ h1)
asin( z1 z22 )sin
!
2
cos( z2 z12 +
!
2 )
(1.1)
donde z1 y z2 son las distancias cenitales observadas previamente reducidas al horizonte, h1 y
h2 las altitudes sobre el nivel del mar de los puntos P1 y P2, R es el radio medio terrestre en P1
y P2 en primera aproximacion y w es el angulo que forman las verticales de los dos puntos en el
centro de la Tierra. El angulo w se obtiene de la expresion
! =
L
R
(1.2)
siendo L es la distancia sobre la cuerda del elipsoide, que viene dada por
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L2 =
d212  H212
(1 + h1R )(1 +
h2
R )
. (1.3)
El calculo del desnivel se hace por iteraciones, tomando un primer valor para L, pudiendo
tomarse un radio medio para la zona en el caso de que esta sea de peque~nas dimensiones.
Los desniveles entre dos puntos observados mediante nivelacion geometrica se obtienen ha-
ciendo la diferencia de lecturas directas hechas sobre las miras. De esta manera si LA y LB son
las lecturas realizadas sobre las miras situadas en dos puntos A y B (gura 1.6) el desnivel entre
ambos vendra dado por la sencilla expresion
ZAB = LA   LB. (1.4)
Posteriormente a los desniveles calculados de estas campa~nas se les ha aplicado un analisis
determinista para comparar los resultados obtenidos y diferentes analisis estadsticos para la
contrastacion de los valores antes y despues de su compensacion (Sevilla, 2009b).
En la tabla 1.3 se presentan los resultados obtenidos de las campa~nas para los a~nos del 2000
al 2009, donde las altitudes de los puntos de la red se han obtenido a partir de los desniveles
observados y dando al punto de la estacion GPS una altura ja de 26.970 m para todos lo a~nos.
Tabla 1.3: Altitudes de los puntos de la red de control en las distintas campa~nas de observacion.
Punto 2000 2001 2002 2003 2004 2005 2006 2009
0 26.970 26.970 26.970 26.970 26.970 26.970 26.970 26.979
1 6.160 6.161 6.161 6.162 6.164 6.164 6.163
2 13.672 13.672 13.673 13.675 13.673 13.671 13.672 13.673
3 15.198 15.197 15.198 15.200 15.199 15.199 15.200 15.200
4 19.617 19.616 19.617 19.618 19.617 19.617 19.618 19.618
5 24.496 24.494 24.495 24.495 24.496 24.496 24.497 24.496
6 22.925 22.937 22.937 22.938 22.937 22.937 22.938 22.939
7 27.868 27.866 27.866 27.866 27.867 27.866 27.870 27.868
9 25.391 25.389 25.390 25.391 25.388 25.389 25.393 25.393
10 23.453 23.455 23.456 23.456 23.453 23.453 23.456 23.456
11 21.596 21.595 21.596 21.598 21.594 21.597 21.597 21.597
12 19.377 19.377 19.378 19.380 19.377 19.379 19.379 19.378
13 13.878 13.887 13.889 13.889 13.887 13.887 13.889 13.890
El analisis de los resultados expuestos en la tabla 1.3 indican que el vertice de Jameos (punto
1) tiene problemas debido a que el estacionamiento en el pilar no era de centrado forzoso, hasta
que fue modicado en el a~no 2004. Los puntos 6 y 13 aparecieron movidos despues de la campa~na
del 2000 y vueltos a poner y reforzar antes de la del 2001, de ah que las diferencias entre las
altitudes de estos dos a~nos sea de 12 y 9 mm respectivamente. El resto de las medidas nos indica
que las diferencias obtenidas estan por debajo de los 3 mm lo que nos obliga a concluir que
en estos a~nos no se han producido movimientos signicativos lo que garantiza la estabilidad
de la red respecto a la antena GPS (Sevilla & Garca-Ca~nada, 2006), o lo que es lo mismo,
del monumento de la antena y el edicio frente al entorno exterior, donde se encuentran los
mareografos.
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1.3.2. Enlace altimetrico con los mareografos
Los mareografos que se encuentran situados en los lagos de los Jameos del Agua, son del tipo
de sensor de presion. Se trata de unas sondas capaces de determinar la elevacion que se produce
en el oceano mediante un dispositivo que mide la presion que ejerce la columna de agua que
existe sobre el propio sensor. Estos mareografos estan instalados, uno en el denominado lago de
los cangrejos o Lago Grande y otro en el Lago Peque~no, donde comienza el recorrido submarino
del tunel volcanico. En la inmediacion de cada uno de estos dos sensores se dispone de un clavo
de referencia altimetrica usualmente llamado Tide Gauge Bench Mark (TGBM).
Para estudiar variaciones del nivel del mar y su posible correlacion con las observaciones
GPS es necesario enlazar con gran precision estos clavos de referencia con el pilar donde se
encuentra estacionada la antena de la estacion GPS permanente (Carter, 2000). En este caso el
enlace es una operacion bastante delicada debido a la conguracion del itinerario que discurre
desde el exterior donde se situa la antena al interior de la cueva de Jameos donde estan los
mareografos. La mayor dicultad que se presenta es enlazar con la mayor precision posible dos
puntos separados una distancia de aproximadamente 131 m entre los que existe un desnivel de
unos 25.5 m y entre los que no hay visibilidad directa.
Figura 1.7: Esquema del enlace altimetrico entre el mareografo MAR 1 y la antena GPS.
Las observaciones se han repetido con caracter anual desde el a~no 2000 al 2006 conjuntamente
con las de la red de control. Todas las campa~nas se realizaron durante la primera quincena del
mes de julio con el proposito de que las condiciones atmosfericas fueran semejantes todos los
a~nos. Es necesario vigilar los periodos de pleamar y bajamar de la marea para la planicacion
de las observaciones ya que en periodos de subida de marea los clavos de referencia altimetrica
de los mareografos quedan cubiertos de agua impidiendo la realizacion de cualquier tipo de
observacion sobre los mismos.
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Campa~na 2000: Se empleo el metodo de NTP segun la metodologa anteriormente descrita.
El itinerario comienza en el pilar de la antena de la estacion LACV (punto denominado
como GPS) desde el que se enlaza con el punto TOL, situado en el borde de un jameo
a traves del cual enlazamos al punto ESC, ya en el interior de la cueva. Desde ESC se
enlaza con el punto SER, para nalmente desde este ultimo llegar al mareografo del Lago
Peque~no (MAR 1) (gura 1.7).
La observacion se dividio en dos tramos principales: GPS-ESC y ESC-MAR 1. Ambos
tramos contienen un punto intermedio: TOL y SER respectivamente, en los que no es
necesario medir altura de instrumento por ser puntos auxiliares o en transito. Principal-
mente el primer tramo presenta gran dicultad debido a que existe una gran pendiente
y las distancias son cortas. Entre los puntos TOL y ESC es necesario emplear se~nales
especiales de puntera para observaciones cenitales debido a que la utilizacion de las placas
NITRIVAL limitan el movimiento vertical del anteojo del instrumento. La observacion
entre SER y MAR 1 es directa por ser tecnicamente imposible realizar un estacionamiento
en las inmediaciones del clavo de referencia altimetrica del mareografo.
Campa~na 2001: En esta campa~na se intentaron mejorar algunos aspectos respecto a la
campa~na anterior. En este sentido se instalaron se~nales permanentes en aquellos puntos
que el a~no anterior se denominaron como puntos auxiliares o en transito. As en las inme-
diaciones de TOL y SER de la campa~na del 2000, este a~no se instalaron los clavos 103 y
106 respectivamente. Esto permite comparar desniveles entre puntos jos y repetir sin gran
inversion de tiempo algun tramo en caso necesario. Desde el clavo 103 se enlaza con un
punto en el interior de la cueva denominado EJE a partir del cual el itinerario se bifurca,
por un lado para dar altitud al clavo de referencia altimetrica del sensor de mareas del
Lago Grande (MAR 2) y por otro para enlazar con el clavo 106 y desde este nalmente
con el mareografo del Lago Peque~no (MAR 1) (gura 1.7). Ademas se realizo un itinera-
rio alternativo mediante nivelacion geometrica que va a permitir validar y contrastar los
resultados ya obtenidos mediante NTP. Este nuevo itinerario altimetrico discurre por la
parte superior del edicio de la Casa de los Volcanes y accede a la Cueva de Jameos a
traves de un tramo de escaleras estrechas, en curva y de gran pendiente, pero que con una
mira de 5 m puede salvarse sin grandes dicultades. Para el itinerario mediante nivelacion
geometrica se instalan las se~nales permanentes 100, 101, 102, 104, 105 en el exterior (gura
1.4). A partir del clavo 105 comienza el tramo de escaleras, ya en el interior de la cueva,
el cual se enlaza con el punto EJE. Desde este ultimo punto los itinerarios geometrico y
trigonometrico coinciden. Los clavos 100 y 101 se situan a distintas alturas en la parte
superior del edicio de la Casa de los Volcanes.
Campa~nas 2002-2006: Tras la comparacion de la NTP y la NG de la campa~na del 2001
(tabla 1.4), se decidio realizar solamente la observacion trigonometrica de la misma forma
que en la campa~na del a~no 2001, usando los clavos permanentes que se instalaron ese
mismo a~no.
En la tabla 1.4 se muestran los resultados obtenidos, en metros, en las campa~nas realiza-
das segun la metodologa utilizada. En el caso del a~no 2001 aparecen los resultados obtenidos
mediante NTP y NG. La diferencia entre los desniveles mediante estas dos tecnicas es de -0.89
mm, por lo que la comparacion de los resultados conrma la bondad de los mismos al resultar
diferencias por debajo del milmetro. Por esta causa se decidio, a partir de entonces, realizar solo
el enlace mediante NTP, ya que al ser grandes desniveles en una distancia corta su ejecucion es
mas sencilla y rapida.
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Tabla 1.4: Desniveles entre los puntos del enlace GPS-mareografos en las distintas campa~nas de obser-
vacion, donde P.E. es el punto estacion y P.V. es el punto visado.
P.E. P.V. 2000 2001 2002 2003 2004 2005 2006
NG NTP
GPS 0103 . -7.650 -7.650 -7.649 -7.649 -7.650 -7.521 -7.521
103 EJER . -9.249 -9.249 -9.252 -9.250 -9.250 -9.379 -9.379
EJER 106 . -1.231 -1.231 -1.231 -1.232 -1.232 -1.232 -1.233
106 MAR 1 . . -7.340 -7.341 -7.345 -7.346 -7.341 -7.334
EJER MAR 1 . . -8.572 -8.572 -8.577 -8.578 -8.366 -7.098
EJER MAR 2 . . -8.374 -8.370 -8.371 -8.367 -8.279 -8.284
GPS 106 . -18.131 -18.130 -18.132 -18.131 -18.132 -18.132 -18.132
GPS MAR 1 -25.470 -25.471 -25.470 -25.472 -25.476 -25.478 -25.473 -25.466
GPS MAR 2 . -25.273 -25.272 -25.271 -25.270 -25.267 -25.179 -25.184
A partir de los resultados de la tabla 1.4 puede observarse como hay una gran diferencia
entre las altitudes del clavo 103 a partir del a~no 2005, debido a que entre las campa~nas del 2004
y 2005 este calvo desaparecio debido a unas obras realizadas, por lo que en el 2005 se volvio a
instalar un nuevo clavo en otra ubicacion aunque se le siguio denominando de la misma forma.
Respecto a las deformaciones obtenidas al comparar los resultados de nivelacion trigonometri-
ca de precision de los a~nos 2000-2006 concluimos que, puesto que ninguna de las diferencias
obtenidas estan por encima de pocos mm, no se ha producido ninguna deformacion signicativa.
Por lo que podemos concluir que al no existir deformacion vertical signicativa entre la antena
de la estacion LACV y los mareografos, la velocidad vertical que se obtenga de la estacion
permanente GPS se puede utilizar directamente para corregir los datos mareogracos de los
movimientos verticales de la corteza de la zona.
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1.4. Red de estaciones GPS del IGN para vigilancia volcanica
La red del Sistema de Vigilancia Volcanica del IGN en las Islas Canarias se empezo a des-
plegar en el a~no 2007 en Tenerife, siendo esta isla la que se considera que presenta una mayor
peligrosidad. Dentro de esta red multiparametrica, para el control de deformaciones existe un
total de siete estaciones GNSS instaladas y en funcionamiento cuyos datos son recibidos y ana-
lizados de forma continua en los Centros de Datos de Madrid y Tenerife (Cano et al., 2008a),
junto al resto de estaciones existentes en Canarias y que tambien son procesadas y utilizadas
para este n.
De estas siete estaciones, las tres primeras fueron instaladas en Tenerife en el a~no 2007 y estan
formadas por un maregrafo y una estacion permanente GPS. Estas tres estaciones, situadas en
Santa Cruz de Tenerife, costa este de la isla, en el Puerto de la Cruz, en la costa norte, y Los
Cristianos, en la costa sur, pueden ser consideradas como estaciones GPS de referencia, debido
a su ubicacion, ya que se encuentran situadas lejos de la zona de inuencia del Teide, mas
susceptible de sufrir deformaciones de origen volcanico. El mareografo de la estacion de Santa
Cruz de Tenerife I se encuentra situado junto al ya existente del IGN en el muelle norte, con
datos registrados desde 1958, aunque se disponen de datos desde 1927 de la anterior ubicacion
del mareografo en el Muelle Sur (los registros de estos mareografos pueden verse en la gura
1.1).
A partir del comienzo de la actividad ssmica anomala en El Hierro, en julio de 2011, se inicia
la instalacion en esta isla de una red de estaciones GNSS que ha llegado a constar de un total
de ocho estaciones del IGN ademas de una estacion GNSS situada en Frontera, denominada
FRON, y perteneciente a la red de Grafcan, que ya estaba integrada en la red que se procesaba
desde 2010 (gura 1.2) y una estacion perteneciente a la Universidad de Cadiz (UCA) situada
en Valverde. Estas estaciones se han mantenido instaladas desde entonces y han servido para
el control de deformaciones durante la actividad preeruptiva y posterior erupcion de 2011-2012
(Lopez et al., 2012) y las posteriores reactivaciones que han tenido lugar (Garca-Ca~nada et al.,
2014). Durante el tiempo que han funcionado las estaciones en esta isla se han considerado como
otras estaciones permanentes del sistema de vigilancia volcanica del IGN, pero realmente no lo
son, ya que la mayora de ellas seran desmanteladas y se instalaran nuevas estaciones, en algunos
casos en las cercanas, que s que podran considerarse permanentes.

Captulo 2
Procesado de los datos GPS
Para la obtencion de las coordenadas diarias de las estaciones permanentes GPS se han
procesado los datos de las estaciones de las Islas Canarias junto con otras de los alrededores,
usando diferentes tecnicas. En total se han realizado cuatro procesados diferentes, pero no todos
ellos aplicados a las mismas estaciones y epocas, ya que en los tres primeros casos, con datos
anteriores al 2009 se han considerado practicamente las mismas estaciones y fechas de las series,
permitiendo evaluar el efecto de la forma de procesar en el resultado y los diferentes analisis.
Por ultimo, se ha realizado un unico procesado con datos a partir del a~no 2007 para la red del
SVV, con una densidad de estaciones en Canarias mucho mayor al tratarse de series posteriores
en el tiempo a las que se les ha aplicado diferentes analisis en funcion de los resultados obtenidos
en el caso anterior.
El primero de los procesados ha sido realizado con el programa Bernese version 4.2 (Hugen-
tobler et al., 2001) con el metodo de dobles diferencias (DD), que como se explicara mas en
detalle posteriormente, consiste en diferenciar las observaciones de estaciones de una red, con la
nalidad de eliminar los errores comunes. Este procesado sera designado como DD4.2.
Ya con una nueva version de Bernese, la 5.0 (Dach et al., 2007) se ha realizado un procesado
independiente de cada estacion siguiendo el metodo llamado Precise Point Positioning (PPP)
descrito en Zumberge et al. (1997).
Posteriormente se vio la necesidad de actualizar el procesado en dobles diferencias tambien a
la nueva version de Bernese usando ademas nuevos modelos, sistema de referencia y parametros.
Por ultimo, en la aplicacion para vigilancia volcanica, las series temporales de las estaciones
del SVV el procesado realizado tambien se han obtenido con Bernese v5.0 de forma muy similar
al procesado anterior, aunque la red considerada consta de un mayor numero de estaciones.
Como se vera con mas detalle en los siguientes apartados, en el procesado de dobles dife-
rencias, independientemente del programa o version utilizado, el observable de las ecuaciones de
observacion son las dobles diferencias, por lo que la red y las lneas de base seleccionadas a la
hora de procesar van a denir el tama~no de la red. Es decir, en este caso, donde se ha procesado
con DD una red formada por estaciones de Canarias, Azores, Pennsula Iberica y norte de Africa,
aunque se haya materializado el sistema de referencia constri~nendo las coordenadas de algunas
de las estaciones a un sistema de referencia global (como es cualquiera de las realizaciones del
ITRF) realmente se trata de coordenadas en una red regional. En cambio en el procesado PPP,
se realiza estacion por estacion, por lo que el parametro que dene el tama~no de la red es la ma-
terializacion del sistema de referencia, lo que se ha realizado a traves de parametros de Helmert
obtenidos al procesar una red global; de esta forma los resultados obtenidos con esta tecnica
pueden considerarse como lo obtenidos con una red global.
En cada procesado se han utilizado estaciones, tecnicas y modelos diferentes segun las nece-
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sidades del procesado realizado y la nalidad de este, siendo estas diferentes para DD o PPP,
y ademas teniendo en cuenta las actualizaciones de los modelos que han tenido lugar a lo largo
del desarrollo de este trabajo. En los siguientes apartados explicaremos, de forma mas detallada
las caracterstias de las redes y procesados realizados.
2.1. Procesado DD4.2
La red procesada con Bernese v4.2 esta formada por un total de nueve estaciones, LACV,
LPAL y MAS1 en Canarias, ya descritas anteriormente, a las que se han unido otras estaciones
pertenecientes a la red EPN situadas en la pennsula Iberica, Azores y norte de Africa, las cuales
pueden verse representadas en el mapa de la gura 2.1 y estan descritas a continuacion:
Alicante (ALAC): Instalada en 1998 por el IGN en las inmediaciones del mareografo de
Alicante, que dene el cero de altitudes ortometricas en la Pennsula Iberica. Es uno de
los puntos de referencia en la Red Fiducial GPS Espa~nola del IGN. Pertenece a las redes
de EUREF e IGS.
Cascais (CASC): instalada en el puerto de Cascais, a unos 25 km al oeste de Lisboa, en el
a~no 1999 por el Instituto Geograco Portugues. Pertenece a las redes de EUREF e IGS.
Ceuta (CEUT): se encuentra situada en un pilar en el tejado del edicio de las Autoridades
del Puerto de Ceuta, y fue instalada all en el a~no 2001 por el IGN. Desde febrero del 2007
esta estacion ha sido excluida de EUREF al disminuir la calidad de sus datos hasta que
dejo de estar operativa (Cano, 2006) y ha sido sustituida por CEU1 en marzo del 2008, la
cual ya no ha sido utilizada en estos calculos.
Madrid (MADR): Instalada en el a~no 1996 en la estacion de seguimiento del JPL per-
teneciente a la NASA, que esta situada cerca de Robledo de Chavela, al noroeste de la
provincia de Madrid. Pertenece a la red de estaciones del IGS y es una de las estaciones
usadas como duciales en el calculo de los sistemas de referencia ITRF1997, ITRF2000,
ITRF2005 e ITRF2008. Tuvo algunos problemas durante varios a~nos (Ferraro & Vespe,
2000) por lo que a pesar de ser una estacion de las usadas en la denicion de los sistemas
de referencia terrestre no se ha considerado estacion de referencia en este caso.
Rabat (RABT): situada en la ciudad de Rabat, Marruecos, desde el a~no 2000 y operada
por UNAVCO. Pertenece a la red IGS.
San Fernando (SFER): instalada en 1995 en la estacion laser del Real Instituo y Ob-
servatorio de la Armada, en San Fernando, Cadiz. Tambien pertenece a las redes IGS y
EUREF.
2.1.1. Descripcion del procesado
En este caso los datos diarios a 30 segundos de las estaciones de la red de la gura 2.1 se
han procesado con la herramienta Bernese Processing Engine (BPE) del programa Bernese,
desarrollado por el Instituto de Astronoma de la universidad de Berna (Hugentobler et al.,
2001).
La estrategia de procesado se ajusta a los estandares IGS, respecto a los centros de fases de
las antenas y su calibracion, que en este caso ha sido relativa. El angulo de corte para todas
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Figura 2.1: Mapa de las estaciones permanentes GPS usadas en el procesado DD con Bernese v4.2.
las observaciones ha sido de 10. Ademas se han usado correcciones de marea de tierra solida,
de carga oceanica (http://www.oso.chalmers.se/~loading/ ), modelo del movimiento del polo y
nutacion Sevilla (2003, 2009a) de acuerdo con las convenciones del IERS (McCarthy & Petit,
2004).
La herramienta BPE permite automatizar el procesado de la red, lo que es especialmente
util a la hora de trabajar con estaciones permanentes que estan registrando datos de forma
continua y cuyo procesado debe realizarse tambien de forma continua y sin que haya cambios
en las opciones del procesado, resultando esto mas facil de evitar si se realiza automaticamente.
Para el calculo se han creado campa~nas de una semana de duracion, coincidiendo con las
semanas GPS, y dentro de cada una de ellas siete sesiones diarias, cuyas coordenadas son las
que se usaran para la formacion de las series temporales.
A la hora de realizar el tratamiento de los datos GPS con Bernese, tanto si es con el BPE
como de forma manual, se consideran diferentes etapas como se muestra en el esquema de la
gura 2.2:
Creacion y preparacion de la campa~na.
Transformacion de los cheros de observacion.
Tratamiento de las orbitas de los satelites.
Pre-procesado de los datos.
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Procesado y calculo de coordenadas diarias.
Resolucion de ecuaciones normales y combinacion de sesiones.
Se va a pasar a explicar los diferentes pasos del procesado realizado en detalle, basandonos
en el manual de Bernese (Hugentobler et al., 2001).
2.1.2. Creacion y preparacion de la campa~na
Para comenzar se crea la campa~na y se describe, deniendo su duracion y las sesiones. Se
introducen diferentes cheros externos, orbitas precisas, observaciones de las estaciones, parame-
tros de orientacion de la Tierra, maniobras e incidencias de los satelites, etc., y se crean los
diferentes cheros que seran necesarios para los pasos posteriores, como son los de coordenadas
a priori, altura de las antenas, denicion de las abreviaturas de los nombres de las estaciones,
tabla de los receptores y antenas usadas, correccion del centro de fase de las antenas y de su
variacion, etc.
La distancia entre las estaciones CGPS vara desde 250 km a mas de 3000 km, lo que hace
aconsejable usar para el calculo un programa de las caractersticas de Bernese, que permite
considerar el gran numero de correcciones necesarias.
2.1.3. Transformacion de los cheros de observacion
Una vez que se tiene la campa~na denida y todos los cheros necesarios preparados, la
primera parte del tratamiento de los datos consiste en la transformacion de formato de los
cheros de observacion realizada con el programa RXOBV3 (Transform RINEX OBserVation
data into Bernese les). En un principio se parte del los cheros de observacion en formato
RINEX (Gurtner & Mader, 1990; Gurtner, 2002) que es el formato de datos GPS estandar,
debido a su exibilidad y versatilidad, ya que se trata de un formato ASCII que permite el
intercambio entre diferentes sistemas operativos y actualmente es reconocido y admitido por
todos los programa de calculo. Pero tiene el inconveniente de que en este formato los cheros
de observacion son bastante grandes, por lo que la lectura que realiza cualquier programa para
su procesamiento es muy lenta, as que es necesario transformar estos datos en un formato
binario que hace que sean mucho mas manejables. Por eso Bernese transforma cada chero de
observacion RINEX en cuatro cheros:
*.PZH (Phase Zero-dierence Header) que contiene la cabezera del chero RINEX para
las observaciones de fase.
*.PZO (Phase Zero-dierence Observations) con las observaciones de fase.
*.CZH (Code Zero-dierence Header) en este caso con la cabezera del chero RINEX para
las observaciones de codigo.
*.CZO (Code Zero-dierence Observations) con las observaciones de codigo.
En la transformacion de los cheros de observacion el programa RXOBV3 necesita algunos che-
ros que deben haber sido creados anteriormente, como es la tabla de nombres de las estaciones
y sus abreviaturas, las coordenadas a priori, las alturas de las antenas en cada estacionamiento
y la tabla de los receptores y antenas de las estaciones usados en la observacion.
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Figura 2.2: Diagrama del procesado GPS y programas usados con Bernese.
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2.1.4. Tratamiento de las orbitas
Hasta mediados de los a~nos 90 el error de las efemerides de los satelites era considerado
como el principal lmite de precision del sistema GPS, pero en el a~no 1996 el IGS empezo a
generar las efemerides precisas nales (Kouba, 2009) calculadas a posteriori y cuya precision ha
ido mejorando desde entonces.
Estas efemerides precisas son el resultado de combinar las orbitas calculadas a posteriori por
los centros de analisis IGS y en los ultimos 10 a~nos su precision ha pasado de unos 30 cm a
estar por debajo de los 5 cm en el caso de las efemerides rapidas y de los 2 cm en las efemerides
nales, que son las que se han usado en este procesado, en formato SP3 (Spoord & Remondi,
1999).
Con estas orbitas nales, que tardan de 12 a 18 das en ser calculadas y publicadas, puede
considerarse que el error orbital no afecta a la determinacion de las coordenadas de las estaciones
(Kouba, 2009), o por lo menos, este error esta por debajo de la precision y de otros errores mas
difciles de modelar, como pueden ser los atmosfericos.
De esta forma las efemerides de los satelites pueden considerarse como conocidas y jas, sin
necesidad de que sean mejoradas, y as es como en este caso se han tratado, usando las efemerides
precisas nales del IGS en el sistema de referencia IGS00 y tambien coordenadas precisas del polo
del IGS, lo que permite aumentar de forma considerable la precision de los resultados, as como
obtener coordenadas nales en un marco de referencia que puede ser considerado global.
A la hora de trabajar en Bernese con orbitas precisas nales en formato SP3, han de ejecutarse
dos programas diferentes para, a partir de los cheros en este formato, crear los cheros de las
orbitas tabuladas y las estandar.
Para el calculo de las orbitas tabuladas se utiliza el programa PRETAB (Transform PREcise
orbits into TABular orbits). Este programa crea cheros de las orbitas para cada sesion de la
campa~na, transformando el sistema de referencia terrestre de las orbitas en el marco de referencia
celeste J2000.0 (Torge, 2001); ademas el programa tambien genera un chero con la informacion
de los estados de los relojes de los satelites, que sera utilizado posteriormente en el procesado
de las observaciones.
El segundo programa usado, el ORBGEN (Standard ORBit GENerate), genera las llamadas
orbitas estandar a partir de las posiciones de los satelites de las orbitas tabuladas, en las que
extiende las posiciones desde intervalos de 15 minutos, dados por las efemerides precisas del
IGS. Para ello, ademas de usar las orbitas tabuladas este programa necesita las efemerides
planetarias del Sol y la Luna y el modelo de geopotencial, en este caso el JGM3. Una orbita
estandar esta formada por uno o mas arcos estandar, que estan caracterizados por un instante
de inicio y n. Cada arco estandar es una solucion de la ecuacion de movimiento
r =  GM rjrj3 + a(t; r; _r; p0; p1; p2; : : :) = f(t; r; _r; p0; p1; p2; : : :) (2.1)
donde, ademas de aparecer el termino del problema de los dos cuerpos r =  GM rjrj3 , se tiene
en cuenta la aceleracion perturbadora a debida a las condiciones reales, que esta caracterizada
por diversos parametros (Kaula, 1966). Los parametros p0; p1; p2; : : :, son calculados en el proceso
de determinacion de la orbita y en el caso de los satelites GPS estan principalmente asociados
a la presion de radiacion solar.
De esta forma un arco estandar esta caracterizado por seis condiciones iniciales, las tres
componentes de los vectores r y _r y un numero determinado de parametros dinamicos, nueve
como maximo para cada satelite.
La resolucion de las ecuaciones es realizada por este programa mediante integracion numerica,
usando el metodo de colocacion descrito en Hugentobler et al. (2001), de forma que se ajustan
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los resultados a las posiciones tabuladas de los satelites. Cada sesion es dividida en intervalos
de integracion de igual longitud, para este caso con sesiones de 24 horas se han considerado
intervalos de una hora. Para cada intervalo se plantea un problema de contorno, y se calcula la
solucion mediante aproximacion numerica, aproximando cada componente del vector solucion a
un polinomio de grado q, en este caso q = 10 (en el caso q = 2 estaramos ante el metodo de
Euler tradicional), y realizando dos iteraciones. As se obtienen las soluciones de la ecuacion de
movimiento y los cheros de las orbitas estandar necesarios para el calculo de coordenadas.
2.1.5. Pre-procesado
En la parte de pre-procesado se utilizan cuatro programas, que no producen resultados
denitivos, sino que tienen la nalidad de chequear los datos y preparar los cheros necesarios
para el principal programa de estimacion de los parametros, GPSEST.
Los dos primeros programas utilizan las observaciones de codigo para chequear la calidad de
los datos y sincronizar los relojes de los receptores con los de los satelites. El primero, CODCHK
(CODe CHecK ) se encarga de detectar los outliers en las observaciones de codigo.
Posteriormente, el programa CODSPP (CODe Single Point Positioning and receiver clock
synchronization) calcula las correcciones de los relojes de los receptores para as conseguir la
sincronizacion de estos con el tiempo GPS, que es el usado por los satelites. Para ello usa el
chero de los relojes de los satelites generado anteriormente en el programa PRETAB.
El error del reloj del receptor k viene dado por
k = tk   t, (2.2)
donde t es el tiempo GPS de recepcion de la se~nal y tk es la lectura del reloj del receptor en el
momento de recibir la se~nal. El calculo de k podra realizarse en el ajuste mnimos cuadrados
nal del procesado, pero aumentara considerablemente el numero de incognitas de este ajuste
y por lo tanto el tiempo de calculo. Por eso, dado que puede calcularse a priori con la precision
necesaria de un s a partir de las observaciones de codigo, as es como este programa lo calcula.
CODSPP usa como observables la combinacion libre de efecto ionosferico de las observaciones
de codigo P3, que se calcula a partir de las observaciones de codigo en P1 y P2 como:
P3 =
1
f21   f22
(f21P1   f22P2), (2.3)
donde f1 y f2 son las frecuencias de las portadoras L1 y L2 respectivamente.
Realizando un ajuste mnimos cuadrados este programa estima las correcciones k. Como
resultado de este ajuste, ademas de las correcciones de los relojes, se obtienen unas coordenadas
de las estaciones, ya que realmente el programa esta realizando un posicionamiento puntual.
Estas correcciones son almacenadas tanto en las observaciones de codigo como en las de fase, ya
que a partir de aqu solo se usaran las observaciones de fase para el calculo de las coordenadas.
El siguiente programa, SNGDIF (SiNGle DIFferences), forma las lneas de base, es decir,
crea las diferencias simples de fase entre dos receptores l y k
iFkl = 
i
Fk   iF l (2.4)
donde iFk es la diferencia de fase observada por el receptor k, en la frecuencia F del satelite i,
que viene dada por
iFk = 
i
k   ci + ck   IiFk + T ik + FN iFk (2.5)
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siendo ik la distancia geometrica entre el receptor k y el satelite i, c la velocidad de la luz, 
i
el error del reloj del satelite i, k el error del reloj del receptor k, I
i
Fk el efecto de la ionosfera,
T ik el efecto de la troposfera, F la longitud de onda de la frecuencia F y N
i
Fk la ambiguedad
de ciclo.
Si se tienen n estaciones,el programa calcula n 1 lneas de base linealmente independientes,
cuya seleccion puede realizarse usando diferentes estrategias. En este caso se ha considerado
la estrategia OBS MAX que selecciona aquellas lneas de base cuyo numero de observaciones
comunes es mayor sin que se consideren lneas de base de grandes longitudes, algo importante
a la hora de resolver las ambiguedades de ciclo. Por ultimo estas lneas de base denidas se
guardan en un chero para cada sesion.
El ultimo programa del pre-procesado es el MAUPRP (Manual-AUtomatic PRe-Processing),
el cual revisa las diferencias simples de las observaciones de fase calculadas, formando y analizan-
do todas las combinaciones lineales de base de las observaciones. Los objetivos de este programa
son:
Chequear las dobles diferencias de fase para ver si se pueden ajustar a una funcion suave
del tiempo.
Calcular una solucion usando las diferencias triples con la nalidad de detectar y corregir
los saltos de ciclo.
Detectar y resolver o eliminar aquellos datos cuyo valor discrepa del resto, y que en ingles
reciben el nombre de outliers.
Primero vamos a entender que son y por que se producen los saltos de ciclo y outliers,
para despues pasar a ver como el programa MAUPRP trabaja para detectarlos y corregirlos o
eliminarlos.
Saltos de ciclo: Los receptores observan la diferencia entre la fase de la se~nal transmitida
por el satelite y la replica de esa fase que genera el receptor, que es un valor comprendido
entre 0 y 2, pero el numero entero de longitudes de onda entre el satelite i y el receptor k a
una frecuencia F , N iFk, denominado ambiguedad de ciclo, no se conoce. Este numero entero de
longitudes de onda es constante mientras no tenga lugar una perdida de ciclo, que causa un salto
en la ambiguedad de forma que N iFk(t1) N iFk(t2) 6= 0.
La forma de detectar y corregir los saltos de ciclo en el programa MAUPRP es la siguiente:
en primer lugar revisa todas las observaciones y busca los intervalos de tiempo donde se produce
un salto de ciclo, es decir, donde N iFk(t1)   N iFk(t2) 6= 0. Cuando es posible elimina este salto
calculando la diferencia N iFk(t1) N iFk(t2) y corrigiendo las observaciones a partir de t2. Si no es
posible calcular esta diferencia la observacion en t2 es marcada como un outlier y se introduce
un nuevo parametro de ambiguedad de ciclo como incognita.
A partir de las diferencias simples calculadas en el programa SNGDIF, se pueden calcular
las diferencias dobles de fase entre dos receptores, k, l y dos satelites, i, j para cada lnea de
base,
ijFkl = 
i
Fkl   jFkl = ijkl   IijFkl + T ijkl + FN ijFkl (2.6)
donde iFkl y 
j
Fkl son las diferencias simples para esos satelites, dadas por la ecuacion 2.4 y los
demas terminos son las diferencias entre los terminos de la ecuacion 2.5, entre dos receptores,
k, l y dos satelites, i, j.
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En estas diferencias dobles desaparecen los errores de los relojes de los receptores y de los
satelites, si suponemos que los errores son conocidos con suciente precision como para calcular
ijkl de forma correcta.
Considerando las diferencias dobles en dos epocas distintas, t1 y t2, se forman las diferencias
triples, dadas por:
ijFkl(t2)  ijFkl(t1) = ijkl(t2)  ijkl(t1)  IijFkl(t2)  IijFkl(t1), (2.7)
si consideramos que no se ha producido ningun salto de ciclo en el intervalo (t1; t2) y que la
refraccion troposferica es la misma en estos dos instantes de tiempo, ya que esta refraccion,
contrariamente a lo que le ocurre a la ionosferica, no sufre grandes variaciones a lo largo del
tiempo.
Figura 2.3: Representacion de un salto de ciclo producido entre los instantes de tiempo t1 y t2, en las
dobles (dd) y triples (dt) diferencias.
En las diferencias dobles los saltos de ciclo aparecen como un salto en las medidas de fase
entre dos epocas consecutivas, mientras que en las triples se muestran como dos outliers, como
puede verse en la gura 2.3.
Outliers: En general, los outliers son observaciones erroneas, es decir, datos aberrantes cuyo
valor discrepa del resto de las observaciones. En las diferencias dobles se muestran en todos los
pares que contienen el satelite que produce el error. Al nivel de las diferencias triples aparecen
como dos malas observaciones con signo opuesto y en dos epocas consecutivas, como aparece
representado en la gura 2.4.
Figura 2.4: Representacion de un outlier producido en t1 en las dobles (dd) y triples (dt) diferencias.
Para detectar los saltos de ciclo y outliers los pasos que realiza el programa MAUPRP son
los siguientes:
34 2.1. Procesado DD4.2
a) Calcula una solucion triple diferencia con la nalidad de utilizar los residuales aqu obte-
nidos en este calculo, que se guardan en un chero para este n.
a.1) Encuentra los intervalos de tiempo en los que no existen saltos de ciclo. Para ello
comprueba cuando las diferencias dobles de las observaciones de fase son valores
de una funcion suave del tiempo y si pueden ser representadas en un intervalo de
algunos minutos por un polinomio de grado bajo, q, denido por el usuario. Entonces,
calculando la derivada q + 1 del polinomio comprueba si esta cantidad puede ser
considerada nula o no, y de esta forma identica los intervalos de tiempo en donde
no se producen saltos de ciclo.
a.2) Con los datos que en el paso anterior se ha comprobado que no tienen saltos de ci-
clo, se calcula una solucion triple diferencia realizando un ajuste mnimos cuadrados
estandar para cada lnea de base, jando las coordenadas del primer receptor y esti-
mando las del segundo. El resultado de este ajuste no es tan preciso como el ajuste
nal, donde se introducen como observables las diferencias dobles, pero tiene la ven-
taja de que pueden ser detectados los saltos de ciclo que no hayan sido encontrados
anteriormente, ya que esto puede realizarse con las diferencias triples, pero no con las
dobles.
b) Detecta y corrige los saltos de ciclo cuando esto es posible, usando todos los residuales de
la triple solucion calculada en el paso anterior. Si esta correccion no es posible trata los
saltos de ciclo como un outlier y elimina la observacion o introduce un nuevo parametro
de ambiguedad. Para ello se pueden considerar los observables de las portadoras L1, L2,
las dos portadoras a la vez (L1 y L2), o el metodo combinado, que ha sido el usado en
nuestro caso. En este metodo los residuales de la combinacion libre de ionosfera L3, que
viene dada, de forma analoga a la ecuacion 2.3, por
L3 =
1
f21   f22
(f21L1   f22L2), (2.8)
son usados para detectar los saltos de ciclo. La forma de realizarlo es la siguiente:
b.1) Sean r1 y r2 los residuales de las diferencias triples calculadas con las portadoras L1
y L2 respectivamente, entonces este programa interpreta estos residuales como
r1 = N
0
11 + I1 y (2.9)
r2 = N
0
22 + I2, (2.10)
donde N 01 y N 02 son el tama~no de los saltos de ciclo para L1 y L2 respectivamente, 1
y 2 las longitudes de onda de las portadoras y I1 y I2 el efecto de la ionosfera, que
en el caso de la portadora L2 puede escribirse como:
I2 = f1I1; conf1 =
f2L1
f2L2
. (2.11)
A la hora de realizar la hipotesis de que no hay salto de ciclo se calcula el residual r3
de la combinacion libre de efecto ionosferico,
r3 = k1r1 + k2r2 (2.12)
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donde k1 =
f21
f12 f22
, k2 =
f22
f12 f22
y el valor medio del efecto inosferico viene dado por
I =
r1+r2
fI
2 .
Entonces si jr3j  3
p
8
p
(k11)2 + (k22)2 y jIj Mion no hay salto de ciclo.
Los valores del error medio cuadratico a priori de las observaciones, 1 y 2, y el valor
maximo del efecto de la ionosfera,Mion (medido en % de variacion de ciclos de L1 de
una epoca a la siguiente), son valores denidos por el usuario y que en nuestro caso
se han considerado 1=2=0.002 m y Mion = 400%.
b.2) Si no hay salto de ciclo el programa pasa a la siguiente triple diferencia, pero en caso
contrario, busca los pares de enteros (N1; N5), siendo N5 = N1  N2 la ambiguedad
de fase para la combinacion de banda ancha, alrededor de los valores (N 01; N 05)
En este caso denimos:
r3 = k1(r1  N11) + k2(r2  N22), (2.13)
I11 = r1  N11, (2.14)
I12 =
r2  N22
f1
y (2.15)
I =
I11 + I12
2
. (2.16)
Entonces si jr3j  3
p
8
p
(k11)2 + (k22)2 = 33 y jIj Mion tenemos que (N1; N5)
es valido.
Pueden darse diferentes casos respecto al numero de pares validos aceptados. Si solo
hay un par valido, ese es el que se acepta. Si hay mas de uno, se considera el de mejor
calidad, tomando para ello el factor de calidad Q = j r33 IMion j. Si no se encuentra
ningun par valido se considera el de menor I, o en el caso de que t  Mgap,
es decir, cuando el intervalo en el que se forman las diferencias triples es menor
que el denido para considerar una observacion demasiado corta (181s), entonces la
observacion es considerada como un outlier. En el resto de los casos se introduce como
incognita una nueva ambiguedad de ciclo.
En el caso de que no se disponga de unas buenas coordenadas a priori de las estaciones
con las que se esta trabajando, es aconsejable ejecutar este programa dos veces. En la primera
ejecucion se salvan las coordenadas sin que se almacenen los saltos de ciclo y outliers detectados.
Posteriormente, en una segunda ejecucion, se usan las coordenadas obtenidas en el paso anterior
y se vuelven a estudiar y detectar las observaciones anomalas, esta vez si que almacenando esta
informacion en los cheros de observacion para que sea usada en el procesado. Esto se realiza
para evitar marcar y rechazar observaciones que se consideren malas, pero que realmente no lo
sean.
2.1.6. Procesado
El programa fundamental de Bernese que calcula la estimacion de los parametros deseados
es el GPSEST (GPS parameter ESTimation program), el cual realiza un ajuste mnimos cua-
drados en el que utiliza como observables las diferencias dobles de fase y como incognitas los
parametros que se desean calcular en cada caso. Este programa se ha ejecutado varias veces
con la nalidad de obtener los diferentes parametros necesarios para llegar a las coordenadas y
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resultados nales para cada estacion y las ecuaciones normales del sistema para cada sesion que
podran ser posteriormente resueltas y/o combinadas.
En la primera ejecucion de este programa, GPSEDT, se calcula una solucion, usando la
combinacion libre de efecto ionosferico L3, sin considerar las ambiguedades de ciclo; la nalidad
de esta primera solucion es calcular los residuales de las diferencias dobles de las observaciones
de fase para as chequear la calidad de los datos y eliminar aquellos que no sean de buena
calidad. Este calculo se realiza para cada lnea de base, una a una. Los residuales son guardados
en un chero y el programa SERVOBS los revisa, de forma que aquellos que son considerados
demasiado grandes se marcan y esas observaciones no vuelven a ser usadas posteriormente.
En una segunda ejecucon de este programa, GPSBAS, se procesan las simples diferencias de
las observaciones de fase ya limpias para cada lnea de base y se crean las ecuaciones normales que
son combinadas por el programa ADDNEQ para obtener una solucion que podemos considerar
limpia.
En la ejecucion GPSIOP se calcula un modelo inosferico para las estaciones con las que se
esta trabajando. Aunque en el calculo nal de las coordenadas y en la mayora de los pasos se
usa la combiancion libre de efecto inosferico L3, esta no puede ser usada cuando se resuelven las
ambiguedades de ciclo, por lo que en este caso es necesario aplicar una correccion del efecto que
produce esta capa de la atmosfera en las observaciones L1 y L2. Por eso se calcula este modelo
que sera usado posteriormente en la resolucion de las ambiguedades.
En la siguiente ejecucion del programa se calcula una solucion considerando la red entera,
y no como antes, cada lnea de base por separado, y aplicando correct correlations. Ademas
tambien se calculan los parametros de la troposfera que se usaran mas adelante en el procesado.
Puesto que el error de las efemerides de los satelites puede ser despreciado con el uso de
las efemerides precisas nales, el error de la troposfera es, probablemente, el mas importante
en la obtencion de coordenadas GPS. El retraso en la direccion del cenit debido a la refraccion
troposferica es del orden de 2 m para una estacion en condiciones atmosfericas estandar, lo
que hace necesario calcular este error para corregir las observaciones. Existen dos metodos para
reducir los errores de la troposfera, usando un modelo troposferico estandar (con una atmosfera
estandar o datos de presion, temperatura y humedad observados) o usar los datos GPS para
estimar el retraso troposferico. De esta segunda forma es como aqu se ha realizado la correccion,
sin considerar ningun modelo troposferico a priori, sino estimando el retraso en cada estacion,
usando los datos de las estaciones.
El retraso troposferico, , puede ser expresado como el producto del retraso en la direccion
del cenit, 0, y una funcion que expresa la variacion segun la distancia cenital, z, y que recibe
el nombre de funcion del error troposferico, f(z):
 = f(z)0. (2.17)
Si se consideran las diferentes componentes de la funcion para la parte hidrostatica o humeda
y seca de la atmosfera, el retraso troposferico puede expresarse como:
 = fd(z)
0
d + fw(z)
0
w (2.18)
donde 0d es el retraso de la componente seca en la direccion del cenit, 
0
w es el de la com-
ponente humeda, fd(z) es la funcion del error troposferico de la componente seca y fw(z) la de
la componente humeda (Bisnath et al., 1997). En este caso para el procesado de los datos se
ha utilizado la funcion de Niell, que es de tipo emprico y usa como coecientes el da del a~no,
latitud y altura de la estacion en la componente hidrostatica, y la latitud para la componente
seca (Niell, 1996).
Captulo 2. Procesado de los datos GPS 37
De esta forma la correccion del retraso troposferico que aparece en la observacion de fase de
la ecuacion 2.4 viene dada por:
T ik = f(z
i
k)k(t) (2.19)
donde k(t) es el parametro cenital de la troposfera para la estacion k (que depende del
tiempo); zik es la distancia cenital entre el satelite i y la estacion k; f(z
i
k) es la funcion del error
troposferico de Niell para zik.
Para el calculo de k(t) realmente se considera una funcion discreta, asociando un valor
k para un intervalo de tiempo (ti; ti+1) de forma que la sesion quede dividida en intervalos
de igual longitud. En el calculo se han considerado doce parametros por sesion, es decir, un
parametro cada dos horas.
En el siguiente paso, introduciendo los parametros troposfericos calculados anteriormente y
usando como observables las diferencias dobles, procesando de forma separada cada lnea de
base, se resuelven las ambiguedades de ciclo para L1 y L2, cuyo resultado se guarda en un
chero para ser utilizadas en el calculo nal. Existen diferentes estrategias de resolucion de
ambiguedades, obteniendo mejor resultado para unas u otras segun la longitud de las lneas de
base y la duracion de las sesiones. Para este caso, dadas las caractersticas de las observaciones
y las longitudes de las lneas de base, se ha realizado por el metodo de Quasi-Ionosphere-Free
(QIF), algoritmo que resuelve las ambiguedades de L1 y L2 a partir de las observaciones de fase,
a la vez que estima unos parametros estocasticos ionosfericos.
El modo para resolver las ambiguedades de ciclo por este metodo es bastante largo y com-
plicado, pero de forma simplicada podemos ver como lo realiza.
La observacion de la diferencia doble de fase para la frecuencia F entre los receptores l y k
y los satelites i y j, segun la ecuacion 2.6 viene dada por:
ijFkl = 
ij
kl   IijFkl + T ijkl + FN ijFkl. (2.20)
Entonces para L1 y L2, teniendo en cuenta la relacion entre I1 y I2 dada por (2.11), elimi-
nando el efecto de la troposfera y los ndices de los receptores y satelites, con la nalidad de
simplicar la notacion, podemos escribir las diferencias dobles como:
L1 =   I1 + 1N1 (2.21)
L2 =   f
2
1
f22
I1 + 1N1. (2.22)
De esta forma la correspondiente ecuacion para la combinacion L3 puede escribirse como
L3 = +
c
f21   f22
(f1N1   f2N2) = +B3 (2.23)
donde B3 =
c
f21 f22
(f1N1   f2N2) es el sesgo correspondiente a la combinacion L3, que en este
caso no puede expresarse como la longitud de onda por un numero entero, como ocurre para L1
y L2.
Realizando un ajuste mnimos cuadrados inicial para las frecuencias L1 y L2 podemos estimar
unos valores reales para la ambiguedad, b1 y b2, y con ellos un valor de B3 estimado
eB3 = c
f21   f22
(f1b1   f2b2). (2.24)
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Como ahora bi son numeros reales y no enteros si que podemos expresar eB3 en funcion de
la longitud de onda como, eB3 = 3 eb3, y entonces calcular un valor real de la ambiguedad para
L3 por
eb3 = eB3
3
= eB3 f1 + f2
c
=
f1
f1f2
b1   f2
f1f2
b2 = 1b1 + 2b2. (2.25)
A partir de b1 y b2 podemos calcular unos valores estimados de las ambiguedades de ciclo
enteros
fN1 = [b1] i; i = 0; 1; : : : ; imax (2.26)fN5 = [b1   b2] k; k = 0; 1; : : : ; kmax (2.27)fN2 = fN1   fN5 (2.28)
y para cada par (fN1;fN2) de enteros se calcula
b3 = 1 eN1 + 2 eN2. (2.29)
Entonces la diferencia de estos valores
d3 = jeb3   b3j (2.30)
es el criterio de seleccion que se utiliza, de forma que el par ( eN1; eN2) que haga d3 mnimo es el
que se considera como solucion, a no ser que d3  dmax, siendo dmax el valor maximo denido.
El problema es que hay numerosos pares (fN1;fN2) que dan como resultado unas diferencias
d3 del mismo orden, por lo que para seleccionar los pares debe limitarse el rango de los valores
de fN1 y fN2 usando los valores calculados b1 y b2.
En los casos en los que las longitudes de las lneas de base son bastantes largas, como en el
que nos ocupa, al procesar las frecuencias L1 y L2 por separado, la inuencia de la ionosfera
hace que no se obtengan valores iniciales de b1 y b2 sucientemente precisos, por lo que es
necesario considerar algun modelo ionosferico. En este caso se ha usado una combinacion de dos
tipos de modelos, determinista, usando los valores del contenido electronico de la ionosfera, y
la estimacion de parametros estocasticos; usando este modelo ionosferico se consiguen mejores
valores iniciales para b1 y b2.
Por ultimo para calcular las coordenadas para cada sesion, en nuestro caso diarias, mediante
un ajuste mnimos cuadrados, se crean las ecuaciones normales. En este paso se constri~nen las
coordenadas de las estaciones que se consideren de referencia, pero no se jan, ya que de esta
forma este constre~nimiento puede ser eliminado posteriormente, por ejemplo si se quiere realizar
una combiancion de diferentes procesados, pero esto no es as en caso de que se consideren
jas. Las ecuaciones normales son guardadas en determinados cheros, para que posteriormente
puedan ser utilizadas para la combinacion de sesiones y su resolucion. Aqu no se han jado ni
constre~nido ninguna de las estaciones, ya que posteriormente si se ha realizado en su resolucion.
Para el ajuste mnimos cuadrados se usan como observables las diferencias dobles de la
combinacion libre de efecto ionosferico L3, y se introducen las ambiguedades de ciclo calculadas
en el paso anterior. Las ambiguedades son eliminadas antes de la inversion de las ecuaciones
normales, y en vez de usar los parametros troposfericos calculados en el primer paso, se recalculan
de la misma forma, pero con las ambiguedades de ciclo ya resueltas y sin que sean almacenados,
ya que no vuelven a ser necesarios.
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2.1.7. Resolucion de ecuaciones normales y combinacion de sesiones
El programa GPSEST solo procesa sesiones individualmente y forma los sistemas de ecuacio-
nes normales, por lo que si se desea realizar su resolucion para obtener las coordenadas diarias y
combinacion para obtener unas coordenadas semanales es necesario el uso del programa ADD-
NEQ (ADD Normal EQuations), que produce una solucion nal para cada sesion y multisesion
a partir de las ecuaciones normales creadas en el procesado, y la matriz de varianzas-covarianzas
obtenida en el ajuste mnimos cuadrados, sin considerar ninguna correlacion entre las observa-
ciones de las diferentes sesiones.
Para la denicion nal del datum geodesico, aunque no sea necesario combinar diferentes
sesiones y solo se tengan las ecuaciones normales de una sesion, tambien es aconsejable ejecutar
este programa, y as es como se ha realizado en este caso, calculando tanto coordenadas diarias
como semanales a partir de la combinacion de las anteriores. La materializacion del datum
geodesico puede realizarse de dos formas:
Fijando o constrie~nendo un numero determinado de estaciones al sistema de referencia y
epoca deseados.
Considerando una red libre: en este caso es necesario introducir constre~nimientos de Hel-
mert, como por ejemplo tres parametros de traslacion, que son los recomendables para
denir el datum geodesico, lo que es equivalente a jar una estacion. Si se quiere obtener
la solucion en un sistema de referencia especco, y no en el IGS dado por las orbitas
precisas, es necesario introducir tambien los tres parametros de rotacion. La escala puede
ser estimada a partir de los datos GPS sin necesidad de introducir ningun constre~nimiento
a priori.
En este programa no se puede cambiar el angulo de corte, el modelo troposferico o la funcion
del error troposferico, la frecuencia de procesado, la estrategia de resolucion de las ambiguedades
o las coordenadas a priori, ya que estan recogidas en las ecuaciones normales.
A la hora de combinar diferentes sesiones y materializar el datum geodesico, este programa si
que permite cambiar los pesos de las estaciones, introducir las velocidades de estas, y recalcular
los parametros troposfericos o parametros estocasticos de las orbitas. Como resultados de ADD-
NEQ, ademas de las coordenadas resultantes de la combinacion de sesiones podemos obtener los
cheros de solucion en el formato Independent Exchange Format, SINEX, (Kouba et al., 1996)
estimar las velocidades de las estaciones, soluciones de redes libres, etc.
De esta forma, y despues de seguir todo el esquema de procesado de la gura 2.2 se llega
a las coordenadas nales, tanto diarias, para el caso de una sesion, que son las que se usaran
posteriormente para el analisis, como semanales.
Como resultado de este procesado DD4.2 y usando la red de la gura 2.1 se han obtenido los
cheros SINEX diarios del procesado donde aparecen las coordenadas cartesianas (X;Y; Z) de las
estaciones en el marco de referencia ITRF2000 (Altamimi et al., 2002) y la matriz de varianzas-
covarianzas salida del ajuste de la red, constri~nendo a 0.0001 mm las coordenadas para cada
da, actualizadas con el uso de las velocidades ITRF2000, de las estaciones de referencia, que
son MAS1, MADR y SFER. A partir de aqu se obtienen las series en coordenadas cartesianas
para cada estacion desde 2002.0 a 2006.0 y posteriormente, como se vera en el apartado 2.6, se
obtienen las series en coordenadas geocentricas locales, que seran las que se usen en los analisis
del captulo 3.
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2.2. Procesado PPP
En el procesado Precise Point Positioning (PPP) la red o conjunto de estaciones considera-
das para el estudio es independinete del procesado, ya que este se realiza independientemente
estacion por estacion y se materializa el sistema de referencia a traves de parametros de Helmert
obtenidos, normalmente, a partir de los resultados provenientes de otras redes globales, por lo
que el resultado puede considerarse como si fuese una red global.
En este caso el conjunto de estaciones consideradas para el estudio ha sido, en la medida
de los posible, el mismo que en el caso del procesado DD4.2 y se han a~nadido las estaciones de
Punta Delgada (PDEL), instalada en el a~no 2002 en la ciudad de Punta Delgada, en la isla de
San Miguel (Azores) por el Instituto Geograco Portugues y PLUZ, estacion perteneciente a
ESEAS, que dispone de una red de CGPS en mareografos en Europa (Kierulf et al., 2008). Esta
red, que aparece representada en la gura 2.1, es la que se ha considerado en este procesado.
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Figura 2.5: Mapa de las estaciones permanentes GPS usadas en el procesado PPP con Bernese v5.0.
2.2.1. Procesado y materializacion del sistema de referencia
Una de las opciones nuevas en la version 5.0 del programa Bernese es la posibilidad de realizar
el procesado mediante la estrategia PPP (Zumberge et al., 1997).
La ventaja que presenta este metodo es el hecho de usar como observables los datos de
cada estacion de forma independiente, sin necesidad de crear lneas de base para el calculo de
dobles diferencias. Esto evita que se creen grandes sistemas de ecuaciones normales a resolver,
como ocurre en el caso del procesado con dobles diferencias, lo que reduce el tiempo de calculo.
Ademas evita la propagacion de ruido de unas estaciones a otras. Este procesado tambien tiene
la ventaja de que al ser independiente para cada estacion permite a~nadir estaciones nuevas a
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un estudio sin necesidad de volver a reprocesar grandes redes, ya que solamente es necesario
procesar esa estacion y materializar el sistema de referencia.
El inconveniente del procesado mediante PPP frente a las dobles diferencias es la dependencia
de los productos proporcionados por el IGS u organismos similares, como son las orbitas de los
satelites, correcciones de los relojes y los parametros de rotacion de la Tierra asociados a ellos.
El aumento en la precision de estos parametros (Kouba, 2009) ha hecho que cada vez esta
tecnica sea mas usada, aunque sigue presentando otras desventajas frente al procesado en red,
como es el hecho de no poder resolver las ambiguedades de ciclo y ademas, la necesidad de
parametros externos precisos hace que sea inevitable realizar un post-proceso con los productos
nales (orbitas, parametros del polo...), ya que en este caso al no realizarse diferenciacion de
las observaciones, no se eliminan los errores comunes de los satelites GPS y los relojes de los
receptores, algo que si ocurre en las DD.
Esta tecnica de procesado esta asociada habitualmente al programa de procesado de datos
GIPSY-OASIS desarrollado por el JPL pero en este caso el procesado ha sido realizado por el
Institute of Engineering Surveying and Space Geodesy (IESSG) de la Universidad de Nottingham
usando el programa Bernese v5.0 y siguiendo la estrategia descrita en Teferle et al. (2007).
Este procesado es igual a todos los realizados mediante la estrategia PPP, en el sentido en el
que se jan los productos GPS de un analisis previo cuando se calcula la solucion PPP. Tanto con
GIPSY-OASIS como con Bernese, una vez que se tiene la solucion PPP es posible transformarla
a un sistema de referencia internacional, como puede ser el ITRF2000 o ITRF2005, mediante una
transformacion de Helmert de siete parametros, usando los parametros calculados diariamente
por el JPL o el CODE, basados en una red de estaciones GPS global o europea.
Es necesario realizar este paso debido a que la solucion calculada por PPP es debilmente
constre~nida durante el calculo (Zumberge et al., 1997), por lo que los resultados obtenidos no
se encuentran ligados a ningun sistema de referencia.
En este caso, en vez de usarse los parametros dados por los centros de calculo, se han usado
parametros diarios calculados por el IESSG para la transformacion entre la solucion PPP y el
marco de referencia ITRF2000 (Teferle et al., 2007).
Para este procesado PPP se han realizado los pasos de preparacion de los datos, pre-procesado
y procesado PPP con Bernese siguiendo el Process Control File (PCF) facilitado, junto con el
programa, por el Instituto Astronomico de la Universidad de Berna (Dach et al., 2007) con muy
peque~nas modicaciones.
Ademas, se han seguido todos los estandares IGS de modelos de los centros de fase de las
antenas de las estaciones y los satelites, un agulo de corte de 10 con ponderacion dependiente
de la elevacion, correcciones de marea terrestre y carga oceanica y modelos subdiarios del polo
y nutacion de acuerdo al IERS (McCarthy & Petit, 2004). En el procesado de cada estacion se
ha usado la combinacion libre de efecto inosferico como observable no jando las ambiguedades
de ciclo a un entero. Se ha modelado la componente hidrostatica y el retraso troposferico en la
direccion del cenit y estimado la componente seca cada dos horas usando la funcion de Niell
(Niell, 1996) y parametros de gradiente vertical de la troposfera para cada sesion de 24 horas.
Mas detalles del procesado pueden verse en Teferle et al. (2007).
2.3. Procesado DD5.0
En el reprocesado llevado a cabo con una version posterior de Bernese, la 5.0, se han a~nadido
algunas estaciones y sustituido otras que en el procesado de la version 4.2 se haba visto que
presentaban algunos problemas con la nalidad de mejorar los resultados obtenidos. Debido al
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comportamiento irregular detectado en la estacion de MADR (Ferraro & Vespe, 2000), se ha sus-
tituido por YEBE y VILL, que presentan mejores datos para las epocas utilizadas y ademas este
cambio no conlleva ninguna alteracion en la geometra de la red. Ademas, en este caso se ha pre-
tendido procesar una red mas densa de estaciones, por lo que se han incluido algunas estaciones
de la Pennusla Iberica y para que las estaciones de las islas Canarias no quedaran, geometrica-
mente, en una esquina de la red total procesada, tambien se han incluido las estaciones de PDEL
(Punta Delgada), en Azores, y DAKA (Dakar), en Senegal. De esta forma, a las estaciones de
ALAC, CASC, CEUT, LACV. LPAL, MAS1, RABT y SFER, ya usadas en el anterior procesa-
do, se han a~nadido las de PDEL y DAKA para mejorar la geometra de la red, VILL y YEBE
sustituyendo a MADR y las siguientes estaciones en la pennsula Iberica, para su densicacion:
ACOR (La Coru~na), ALME (Almera), CANT (Cantabria), COBA (Cordoba) y YEBE (Yebes)
pertenecientes al IGN; CREU (Creus) y EBRE (Ebre) pertenecientes al Instituto Cartogra-
co y Geologico de Catalu~na (http://www.icc.cat/esl/Home-ICC/Geodesia/Estaciones-GNSS);
GMAS (Maspalomas) de la Agencia Japonesa de Exploracion Espacial (JAXA) y Villafranca
(VILL) en la estacion de satelites de Villafranca de la Agencia Espacial Europea (ESA).
En la gura 2.6 esta representada la red que nalmente se ha considerado para este procesado,
denominado DD5.0.
−25˚
−25˚
−20˚
−20˚
−15˚
−15˚
−10˚
−10˚
−5˚
−5˚
0˚
0˚
−355˚
−355˚
15˚ 15˚
20˚ 20˚
25˚ 25˚
30˚ 30˚
35˚ 35˚
40˚ 40˚
45˚ 45˚
0 500
ALACCASC
CEUT
LACV
RABT
SFER
LPAL
MAS1
PDEL
ACOR
ALME
CANT
COBA
CREU
DAKA
EBRE
GMAS
LAGO
VILL
YEBE
Estaciones IAG
Estaciones EPN
Estaciones IGS
Figura 2.6: Mapa de las estaciones permanentes GPS usadas en el procesado DD con Bernese v5.0.
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2.3.1. Diferencia del procesado respecto a la version anterior
En el a~no 2004 aparece una nueva version del programa de procesado de datos Bernese
que introduce cambios sobre los modelos de rotacion de la Tierra y nutacion ademas de otras
mejoras en su uso y automatizacion (Dach et al., 2007). El 5 de Noviembre de 2006, semana GPS
1400, empieza a usarse el sistema de referencia ITRF2005, por lo que las efemerides precisas
del IGS pasan a calcularse en el marco IGS05 (Kouba, 2009). Ligado al cambio de sistema de
referencia, se introducen modelos absolutos del centro de fase de las antenas (Absolute Phase
Center Variations, APCV), tanto de los satelites como de las estaciones (Gendt, 2006), que
empiezan a ser usadas por los centros de calculo de EUREF esta misma semana (Valdes et al.,
2008). Todos estos cambios hicieron que fuera necesario actualizar, tanto el software, como la
forma de procesar los datos de las estaciones permanentes que ha sido descrita en el apartado
2.1.
Los cambios de sistemas de referencia provocan en las series temporales de coordenadas de
las estaciones permanentes un salto que puede llegar a ser considerable, pero tambien puede ser
facilmente corregido a posteriori. En este caso el sistema de referencia no es el unico cambio que
se ha producido, por lo que al realizarse numerosas modicaciones como los modelos del centro
de fase de las antenas y otras opciones del procesado, ademas de producirse ese salto tambien
se ven afectadas las variaciones periodicas de las series e incluso puede afectar al calculo de la
velocidad de la estacion.
El efecto de los cambios realizados a partir de la semana 1400 en las series de las estaciones
puede verse, por ejemplo, en la gura 2.7, donde esta representada la series temporal de EUREF
para la estacion LPAL. En ella es facil apreciar como ademas del salto, se produce un cambio
facilmente visible en la amplitud de las variaciones estacionales a partir de la semana GPS 1400.
Figura 2.7: Serie temporal de la estacion LPAL obtenida por EUREF
Esto hace que hoy en da y con mayor frecuencia haya mas instituciones que se planteen
la necesidad de reprocesar datos antiguos, que aunque fueron procesados en su momento, no
se usaron los diversos modelos y tecnicas que se usan actualmente (por ejemplo Steigenberger
et al., 2006; Tesmer et al., 2009; Fritsche et al., 2014; Volksen, 2011).
Esta misma idea, aplicada al trabajo de esta tesis, hizo que ante la nueva version del programa
Bernese, y los cambios de procesado de la semana 1400, en vez de cambiar la forma de procesar
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desde ese momento, se hayan reprocesado de nuevo todos los datos comenzando desde principios
del a~no 2002, cuando se instalo la estacion permanente de Lanzarote LACV (Garca-Ca~nada &
Sevilla, 2006).
El nuevo procesado con la version 5.0 de Bernese se ha realizado, al igual que en el caso
de la version anterior, con la herramienta de automatizacion BPE, con la diferencia de que en
esta nueva version esto se realiza mediante archivos de comandos en el lenguaje de programacion
PERL (Schwartz et al., 2005). Los pasos del procesado son similares a los descritos en el apartado
2.1, siendo sus principales diferencias:
Reduccion de la mascara de elevacion de 10 a 3, en los dos casos con ponderacion
dependiente de la elevacion.
Correcciones absolutas del centro de fase de las antenas de las estaciones y satelitas basadas
en modelo IGS05.
Tratamiento de la troposfera: Modelo a priori Dry-Niell (Niell, 1996) con estimaciones a
intervalos horarios para cada estacion usando la funcion de modelado Wet-Niell sin sigmas
a priori. Los gradientes horizontales son estimados para cada da y estacion, en modo
tilting, sin constre~nimientos a priori.
Tratamiento de la ionosfera: A partir de los propios datos GPS se calcula un modelo
regional que solo se usa para la resolucion de ambiguedades con la estrategia QIF (Dach
et al., 2007). Este modelo no es usado en la solucion nal ya que el efecto de la ionosfera
se elimina al considerar como observable la combinacion libre de efecto ionosferico L3.
Modelo de carga oceanica FES2004 (Lyard et al., 2006).
Como resultado de este procesado, que denominaremos DD5.0, se obtienen cheros SINEX
diarios con las coordenadas cartesianas de las estaciones y la matriz de varianzas covarianzas
para el periodo comprendido desde 2002.0 a 2008.0 y que seran el punto de partida para los
diferentes analisis a realizar.
2.4. Procesado del Sistema de Vigilancia Volcanica
Este procesado, tambien realizado con las version 5.0 de Bernese, comienza en el a~no 2007
cuando son instaladas las primeras estaciones permanentes GPS del Sistema de Vigilancia
Volcanica del IGN. Aunque en sus comienzos la red procesada es muy similar al caso ante-
rior, a lo largo del tiempo se han ido a~nadiendo todas aquellas estaciones instaladas en el
archipielago de las que se dispona de datos, por lo ha tenido lugar un aumento importan-
te del numero de estaciones en el a~no 2010 con la incorporacin de las estaciones de Grafcan
(http://www.grafcan.es/red-de-estaciones) y en el a~no 2011 con las instaladas por el IGN en la
isla de El Hierro. De esta forma, aunque la red empezo siendo de 14 estaciones, con solamente
5 en Canarias, en la actualidad consta de casi cincuenta estaciones con 37 en las islas Canarias
(gura 2.8).
Este procesado comienza a realizarse directamente en el sistema de referencia ITRF2005 y
con modelos absolutos del centro de fase de las antenas de las estaciones y los satelites y las
caractersticas descritas en el apartado 2.3. En abril del 2011 (semana GPS 1632) el sistema de
referencia utilizado pasa a ser el ITRF2008.
La mayor diferencia con los procesados anteriores es que al ser su objetivo el de la vigilancia
volcanica, la necesidad de disponer de los resultados con la mayor brevedad de tiempo posible,
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Figura 2.8: Mapa de las estaciones permanentes GPS usadas en el procesado del SVV con Bernese v5.0.
hace que no pueda esperarse a la publicacion por el IGS de las efemerides precisas, que vienen
a tener un retardo de entre dos o tres semanas, por lo que realmente se realizan tres procesados
diferentes en funcion de las efemerides usadas (Kouba, 2009):
Procesado ultrarrapido: con el uso efemerides ultrarrapidas del IGS, cuyos resultados estan
disponibles a primera hora de la ma~nana del da siguiente de los datos.
Procesado rapido: con efemerides rapidas de los satelites publicadas por el IGS a las 17
horas de la nalizacion del da de la obtencion de los datos.
Procesado preciso: con el uso de efemerides nales a las tres semanas de la obtencion de
los datos.
En este caso la materializacion del sistema de referencia se realiza con constre~nimientos
mnimos, considerando cinco estaciones seleccionadas de referencia, que son MAS1, VILL, SFER,
RABT y PDEL y todas ellas estan consideradas como core site (estaciones de referencia de los
ITRF) a la hora de denir los marcos de referencia.
La necesidad de obtener unos buenos resultados de forma automatica y rapida, tambien ha
hecho que el control de las estaciones que son usadas como referencia sea mas estricto. Por lo
que el principal cambio respecto al procesado descrito en 2.3 es que se ha a~nadido un paso, antes
de la creacion de las ecuaciones normales nales (ver apartado 2.1 donde se explica mas deta-
lladamente el procesado), en el que se hace una transformacion de Helmert de siete parametros
para comparar las coordenadas de las estaciones de referencia obtenidas en el paso anterior y
las que podemos considerar teoricas, que son las obtenidas para el da procesado a partir de las
coordenadas IGS y sus velocidades. Si la diferencia entre unas y otras es mayor de 2 cm en alguna
de las componentes horizontales o 3 cm en la vertical, la estacion es eliminada como estacion
de referencia, aunque si que continua en el procesado y se obtienen sus coordenadas diarias.
De esta forma, si una de las estaciones de referencia presentara una variacion de coordenadas,
por ejemplo por verse afectada de deformaciones causadas por actividad volcanica, no afectara
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al resto de estaciones al ser rechazada como estacion de referencia, pero si que se obtendran
resultados diarios y podran obtenerse el valor de esas deformaciones.
Los resultados de este procesado, que denominaremos SVV, al igual que en los casos anterio-
res, son cheros SINEX diarios de las coordenadas cartesianas de las estaciones y la matriz de
varianza-covarianza desde 2007.5 hasta 2014.8, que van a ser el punto de partida para obtener
las series de coordenadas para ser analizadas. Aunque se realizan varios procesados dependiendo
de las efemerides utilizadas, se va a trabajar con los resultados del procesado preciso nal, ya
que ademas de ser el mas preciso, recoge resultados de datos que por problemas de comunicacion
no hayan podido llegar a tiempo a los procesados anteriores, por lo que los resultados son mas
completos.
2.5. Marcos de referencia de las series temporales
Una vez que se han procesado los datos, ya sea por el metodo de PPP o dobles diferencias y
con una version u otra de Bernese, lo que se obtiene son los cheros SINEX (Kouba et al., 1996)
diarios de salida del procesado donde, ademas de otra informacion, aparecen las coordenadas de
cada estacion y la matriz de varianzas-covarianzas resultado del ajuste.
A partir de estos cheros SINEX se obtienen las series temporales de las estaciones en
coordenadas cartesianas (X;Y; Z) en el marco de referencia que se haya usado en cada caso para
cada estacion. El problema es que en un procesado geodesico de precision el marco de referencia
usado viene impuesto por el marco en el que estan referidas las efemerides de los satelites usadas,
que en todas estas series son las nales precisas del IGS.
Desde el 2 de diciembre de 2001 (semana GPS 1143) hasta el 4 de noviembre de 2004
(semana GPS 1399) el IGS uso como marco de referencia de las efemerides su propia realizacion
del ITRF2000, llamado IGS00. Este marco se calculo a partir de la solucion acumulada hasta
la semana GPS 1131 usando como estaciones de referencia un subconjunto de la red IGS de 54
estaciones (Weber, 2001). En su calculo se usaron contre~nimientos mnimos a los 14 parametros
de transformacion (7 parametros y sus respectivas velocidades) que se obtienen al comparar
las coordenadas de las estaciones de referencia (Altamimi et al., 2002). El 11 de enero de 2004
(semana GPS 1253) se comenzo a usar una nueva realizacion del ITRF2000, llamada IGb00
(Ferland, 2003) basada en una solucion acumulada mas moderna y con mas de 100 estaciones
de referencia.
A partir del 5 de noviembre de 2006 (semana GPS 1400) la realizacion del IGS del ITRF2005,
llamada IGS05, comenzo a usarse (Gendt, 2006) como marco de referencia de las efemerides del
IGS. Esta se obtuvo de la misma forma que el IGS00 e IGb00 como una solucion acumulada,
pero en este caso usando 132 estaciones de referencia.
El ITRF2005 ha sido obtenido con las coordenadas de las estaciones calculadas con calibra-
ciones relativas de las antenas (Relativ Phase Center Variation, RPCV), as que al introducir
ahora la nueva calibracion absoluta, APCV, se produce un salto en las coordenadas de cada esta-
cion, ademas del producido directamente por el cambio de sistema de referencia. Esto ha hecho
que haya sido necesario recalcular para dar coordenadas a las estaciones teniendo en cuenta la
nueva calibracion y posteriormente, alinear al ITRF2005, apareciendo de esta forma el sistema
de referencia IGS05, al que estan referidas las efemerides del IGS desde la semana GPS 1400,
siendo la diferencia entre el ITRF2005 y el IGS05 mayor que en los marcos anteriores, donde la
unica diferencia era el uso de diferentes tecnicas (GPS, VLBI, LSR y DORIS) o solamente GPS
para su calculo.
El 17 de abril del 2011 (semana GPS 1632) el IGS pasa a usar el marco de referencia
ITRF2008 (Altamimi et al., 2011) ya obtenido con el uso de la calibracion absoluta de antenas.
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Esta calculado, al igual que el ITRF2005, usando como datos las series temporales de VLBI,
SLR, GPS y DORIS. Para su obtencion se ha realizado un reprocesado de los datos con algunas
mejoras respecto al anterior; por ejemplo en el caso de las series GPS, ademas del uso del modelo
absoluto para los centros de fase de las antenas de las estaciones y satelites (Schmid et al., 2007)
tambien se ha considera un modelo troposferico nuevo (Boehm et al., 2006), por lo que los
resultados obtenidos en este marco de referencia deben presentar mejoras respecto al anterior.
La inuencia del marco de referencia de las efemerides de los satelites es muy importante
en el caso del procesado PPP, ya que lo transmiten directamente, y tambien en el procesado
de diferencias de observables en redes globales, pero en cambio es menos signicativo en redes
regionales y locales (Kouba, 2009).
En ese trabajo, las series temporales de las coordenadas obtenidas en los procesados DD4.2
y PPP van desde enero del 2002 hasta diciembre de 2006 y todas ellas estan en IGS00 o tambien
se puede considerar ITRF2000 y tanto en el procesado como para las efemerides se han usado
calibraciones relativas.
Las series de coordenadas obtenidas en el procesado DD5.0 nalizan en enero del 2008, por
lo que estan afectadas por el cambio de marco de referencia a IGS05 en la semana GPS 1400 y
este cambio debe tenerse en cuenta a la hora de analizar las series temporales e interpretar sus
resultados. La forma habitual de tratar un cambio de marco de referencia en una serie temporal
es introducir un salto, pero ademas se pueden producir cambios en el patron de comportamiento
de la estacion, por lo que aunque las coordenadas resultantes del procesado esten en dos marcos
de referencia diferentes es aconsejable transformarlas para obtener la serie entera en uno solo.
Esta transformacion se puede realizar de dos formas diferentes, la que podemos considerar
mas formal consiste en procesar usando para cada epoca el marco de referencia en el que vie-
nen dadas las efemerides de los satelites usadas y posteriormente transformar las coordenadas
resultantes a un solo sistema, usando parametros de transformacion entre ellos.
En este caso, para las series DD5.0 se ha a aplicado una transformacion tridimensional de
Helmert de 7 parametros para las coordenadas diarias anteriores al 5 de noviembre de 2006,
para transformarlas del sistema ITRF2000 al ITRF2005 siguiendo Altamimi et al. (2007).
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donde R1, R2 y R3 son los parametros de rotacion, D el factor de escala y T = (T1T2T3)
T el
vector de traslacion para la epoca dada. Sea de forma generica P un parametro de transformacion
cualquiera, R1; R2; R3; T1; T2; T3 o D, para una epoca t su valor se calcula como:
P (t) = P2000;0 + _P (t  2000;0) (2.32)
siendo _P la velocidad del parametro P y t la epoca de las coordenadas que se quieren transformar,
en el caso de una serie temporal diferente para cada coordenada. Para la transformacion de
ITRF2000 a ITRF2005 los parametros de Helmert, sus velocidades y precisiones vienen dados
en la tabla 2.1.
Como en este caso los tres parametros de rotacion y sus velocidades son nulos, la ecuacion
(2.31) se simplica quedando:
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Tabla 2.1: Parametros de transformacion en la epoca 2000.0 y sus velocidades entre el marco de referencia
ITRF2005 e ITRF2000 (Altamimi et al., 2007).
T1 T2 T3 D R1 R2 R3
[mm] [mm] [mm] 10 9 [mas] [mas] [mas]
Par. 0.1 -0.8 -5.8 0.40 0.000 0.000 0.000
 0.3 0.3 0.3 0.05 0.012 0.012 0.012
_T1 _T2 _T3 _D _R1 _R2 _R3
[mm/a~no] [mm/a~no] [mm/a~no] [ppb/a~no] [mas/a~no] [mas/a~no] [mas/a~no]
Vel. -0.2 0.1 -1.8 0.08 0.000 0.000 0.000
 0.3 0.3 0.3 0.05 0.012 0.012 0.012
0@ XY
Z
1A
I00
=
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0@ XY
Z
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: (2.33)
As se obtienen las coordenadas diarias de las series anteriores a la semana GPS 1400 en el
marco de referencia ITRF2005. Las coordenadas posteriores a esta fecha estan en el marco de
referencia IGS05, ya que este es al que estan referidas las efemerides de los satelites y en este
mismo marco se han considerado las coordenadas y velocidades de las estaciones de referencia en
el ajuste de la red (apartado 2.3). Para que toda la serie este referida al marco ITRF2005, a estas
coordenadas diarias tambien se les ha aplicado la transformacion de Helmert (ecuacion 2.31) con
los parametros de la tabla 2.2, para transformar las coordenadas del IGS05 al ITRF2005. Como
la causa de la existencia y necesidad de estos parametros es el cambio en la calibracion de las
antenas, su velocidad puede considerarse nula.
Tabla 2.2: Parametros de transformacion de IGS05 a ITRF2005 (Ferland, 2006).
T1 T2 T3 D R1 R2 R3
[mm] [mm] [mm] [ppb] [mas] [mas] [mas]
Par. 1.65 -0.16 2.36 -1.855 -0.011 -0.007 -0.000
Esta metodologa de materializacion del marco de referencia y posterior transformacion se
ha aplicado a las series temporales DD5.0 para as obtener las series de coordenadas que de-
nominaremos DD5.0A en el marco ITRF2005. En este caso, aunque al aplicar parametros de
transformacion la serie entera pasa a estar en el mismo sistema de referencia, es necesario con-
siderar que existe un oset para corregir el salto que se produce en el momento del cambio.
Otra forma, que puede ser usada en redes no globales, ya que como se ha mencionado, en este
caso la inuencia del marco de referencia de los satelites es menor (Kouba, 2009), es considerar
directamente las coordenadas de las estaciones de referencia en el marco en el que se desean
obtener las coordenadas nales y constre~nirlas en el ajuste de la red. Aunque esta manera de
proceder no es la mas aconsejable en redes globales, si que es usada en muchos casos en redes
mas peque~nas, especialmente cuando no se dispone de parametros de transformacion entre los
marcos usados. En este caso se han decidido obtener otras series temporales de coordenadas
calculadas con el procesado DD5.0, pero materializando directamente el marco de referencia
ITRF2005, de forma que pueden compararse con las obtenidas anteriormente para estudiar si
esta forma de actuar afecta a las propiedades de las series y sus velocidades. Estas series de
coordenadas calculadas de esta forma son las que se han denominado como DD5.0B.
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En el ultimo procesado, el denominado SVV, la series van desde el a~no 2007 al 2014, por lo
que presentan el cambio de sistema de referencia desde el IGS05 al ITRF2008. En este caso las
diferencias son menores que en el cambio anterior, al no presentarse modicaciones como la de
los parametros de calibracion de las antenas, por lo que para estas series temporales solamente
se ha considerado un salto en la fecha de cambio de uno a otro.
2.6. Obtencion de series temporales en un sistema de referencia
local
Despues de las transformaciones de marco de referencia se llega a obtener series temporales
de coordenadas cartesianas geocentricas (X;Y; Z) en un solo marco de referencia, ITRF2000,
ITRF2005 o ITRF2008 A partir de ellas se quiere obtener las series de coordenadas en un sistema
de referencia local que permiten unos resultados mas intuitivos en el sentido de coordenadas
horizontales (norte, este) y vertical (elevacion, en ingles up). Ademas de la interpretacion mas
sencilla de estas nuevas series, otra de las ventajas de usar coordenadas en sistemas locales es
el hecho de que estas pueden ser centradas en cero, como se hace en este caso, de forma que los
valores con los que se trabaja sean cercanos a cero y as se facilita su analisis y representacion.
Por eso las series (X;Y; Z) que se han obtenido de los diferentes procesados se van a transformar
a coordenadas geodesicas en un sistema de referencia local para cada estacion, obteniendo series
temporales de coordenadas (n; e; u).
Los pasos que se siguen para llegar a estas nuevas coordenadas, (ni; ei; ui), a partir de las
series (Xi; Yi; Zi), con i = 1; : : : ; N , son los siguientes:
1. Calculo de las coordenadas cartesiana medias (X0; Y0; Z0) de cada serie como:
X0 =
PN
i=1Xi
N
(2.34)
Y0 =
PN
i=1 Yi
N
(2.35)
Z0 =
PN
i=1 Zi
N
(2.36)
siendo N el numero de coordenadas de la serie. Estas coordenadas medias obtenidas seran
las que se usen como origen del sistema de referencia local de cada estacion.
2. Paso de las coordenadas cartesianas medias calculadas en el paso anterior, (X0; Y0; Z0),
a coordenadas geodesicas (0; 0; h0), de forma tradicional (Heiskanen & Moritz, 1985)
mediante un proceso iterativo: 8><>:
0 = atan
Y0
X0
0 = atan
Z0
 (1  e2)
h0 =

cos0
 N
(2.37)
con  =
p
X20 + Y
2
0 , N =
ap
1 e2sin20
el radio de curvatura del primer vertical, a el semieje
mayor del elipsoide de referencia y e su excentricidad. En el caso del procesado SVV,
esta transformacion de coordenadas se realiza de forma automatica cada da mediante el
paquete Geographiclib que usa el metodo descrito en Vermeile (2002).
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3. Calculo de la serie en coordenadas locales (n; e; u) usando como origen del sistema de refe-
rencia local las coordenadas geodesicas medias (0; 0; h0) calculadas en el paso anterior.
La forma de realizarlo es una tranformacion clasica de sistema de referencia global a local:0@ niei
ui
1A =
0@  sin cos 0 sincos  sinsin cos
coscos cossin sin
1A0@ Xi  X0Yi   Y0
Zi   Z0
1A (2.38)
obteniendo as las series de coordenadas (ni; ei; ui), i = 1; : : : ; N para cada estacion.
Estas series (n; e; u) obtenidas como resultado de los diferentes procesados para cada estacion
en un sistema de referencia local, en diferentes marcos de referencia, son las que van a ser
estudiadas y analizadas.
A forma de resumen, las series de las estaciones en el sistema de referencia local (n; e; u)
que van a ser analizadas aparecen en la tabla 2.3. Todas estas series son de coordenadas locales
en un marco de referencia global, ITRF2000, ITRF2005 o ITRF2008. Sin embargo la forma
de materializar este sistema de referencia hace que las series puedan ser consideradas locales o
regionales en los procesados DD4.2, DD5.0A, DD5.0B y SVV, ya que se ha usado un subconjunto
de estaciones de la zona de trabajo para denir el marco (ya sea con fuertes contre~nimientos o
constre~nimientos mnimos) aunque al considerarse las coordenadas de las estaciones de referencia
global, muchas veces son considerados los resultados de esta forma; pero para el caso de las series
PPP la materializacion se realiza a traves de los parametros de una transformacion tirdimensional
que se han obtenido a partir de una red global (Teferle et al., 2007), por lo que si que se puede
considerar de una forma mas estricta que la red es global.
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Captulo 3
Analisis de las series temporales GPS
Como ya se ha mencionado anteriormente, el proposito de los diferentes procesados descritos
en el captulo anterior, es la obtencion de las series temporales de las coordenadas para ser
analizadas y as obtener los modelos que mejor se ajusten a ellas y alcanzar, con la mayor
exactitud posible, los parametros que se pueden calcular a partir de estas series, como son las
velocidades y/o deformaciones. Para ello, primeramente vamos a ver que es una serie temporal,
los tipos de series que se presentan y las clases de analisis que pueden realizarse.
Matematicamente hablando, una serie temporal es un conjunto de observaciones de una mag-
nitud y observada, yi = fy1; y2; y3; : : : ; yNg, en los instantes de tiempo ti con i = 1; 2; 3; : : : ; N ,
siendo N el tama~no muestral de la serie.
En nuestro caso, las series temporales son el conjunto de coordenadas diarias obtenidas en
cada procesado, tres para cada estacion correspondiente a cada coordenada (norte, este y eleva-
cion), por lo que se trabaja con series discretas y cuyas observaciones se realizan en intervalos
de tiempo regulares. El modelo matematico para una serie temporal es un proceso estocastico,
donde las observaciones suelen ser consideradas como un conjunto de variables aleatorias, es
decir, en cada instante ti la observacion yi es la realizacion de una variable aleatoria.
Desde que las observaciones geodesicas clasicas, y mas actualmente GPS, se han usado para
la deteccion de movimientos de la corteza terrestre, el procedimiento habitual para la obtencion
de la velocidad o deformacion ha sido ajustar las observaciones a una tendencia lineal u otro
modelo y considerar esa tendencia como la deformacion medida.
En los ultimos a~nos el aumento del numero de estaciones permanentes GPS para la medida
de movimientos verticales de la corteza hace que se disponga de datos de forma contnua, lo que
permite la medida de los posibles movimientos de ese punto con mayor precision. Ademas, esto
da lugar a series temporales de coordenadas de estas estaciones para el calculo de la velocidad y
tendencia de estas que permiten mayor precision si son analizadas y estudiadas detenidamente.
En el analisis de series temporales se pretende estudiar la evolucion del fenomeno que repre-
senta la magnitud y a lo largo del tiempo. Pueden ocurrir muchos y muy diferentes casos, por
ejemplo, que a lo largo del tiempo la serie presente alguna tendencia de crecimiento o decreci-
miento, que presente variaciones periodicas o aleatorias o las dos a la vez. A la hora de trabajar
con series temporales de datos reales, como son las series de coordenadas, el problema es conocer
cual es el modelo teorico que mejor se ajusta a los datos de la serie, para lo que es necesario
estudiar la presencia o no de tendencia, variaciones estacionales, tipo de ruido, etc.
Segun el metodo de descomposicion, una serie de datos se puede descomponer en un conjunto
de componentes, de forma que la suma de ellos representa a la serie temporal. Normalmente se
consideran una componente para la tendencia, que representa la evolucion a largo plazo, una o
varias componentes estacionales, para representar las variaciones periodicas y por ultimo, una
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componente irregular, llamada ruido, que describe las variaciones aleatorias e irregulares. De
forma que el modelo general de la serie puede escribirse como:
yi = x0 + rti + sti + x(ti) (3.1)
donde yi, con i = 1; : : : ; N , es cada observacion de la serie en el instante de tiempo ti, x0 es la
ordenada en el origen, r la pendiente, s los terminos periodicos y x(ti) el ruido presente en la
serie.
En este caso los terminos yi de la ecuacion 3.1 son las series de coordenadas de cada estacion
GPS obtenidas en los diferentes procesados, partir de estos datos queremos calcular la velocidad
de la serie que viene representada por la tendencia o pendiente r; de forma que si estudiamos los
otros terminos, como son las componentes periodicas y el tipo de ruido, podremos introducirlo en
esta ecuacion y obtener una mejor estimacion de la velocidad y en general de cualquier parametro
obtenido. De aqu la importancia de estudiar, conocer y modelizar las variaciones estacionales
y tipos de ruidos de las series temporales, ya que esto nos premitira una mejor estimacion de la
velocidad y un mayor conocimiento de la serie de coordenadas y la estacion.
Para esta nalidad pueden realizarse diferentes tipos de analisis, que fundamentalmente se
clasican en:
Analisis en el dominio temporal: analisis de autocorrelacion y autocorrelacion parcial,
modelos de media movil y autoregresivos, etc.
Analisis en el dominio de la frecuencia: analisis espectral.
Para las series temporales de coordenadas CGPS la simple visualizacion permite deducir
que no son series estacionarias, ya que presentan tendencias, muy claras en las componentes
planimetricas, y variaciones estacionales, que son mas evidentes en la componente altimetrica,
como puede verse, por ejemplo en la gura 3.1, donde esta representada la serie de la estacion
LACV obtenida con el procesado DD4.2.
Al estar interesados principalmente en obtener las tendencias de las series, lo que corresponde
a las velocidades de las estaciones, en cada una de sus componentes con la mayor precision
posible, es necesario conocer y caracterizar las propiedades que presentan las series con las que
se va a trabajar. Simplemente a partir de su representacion podemos saber que tenemos series
no estacionarias que tambien presentan variaciones estacionales con diferentes periodicidades
y ruido. El tipo de ruido presente en la series es otra de las caractersticas a estudiar, ya que
tradicionalmente en los estudios geodesicos se supone solamente la presencia de ruido blanco,
pero numerosos trabajos desde nales de los a~nos 90 (por ejemplo Langbein & Johnson, 1997;
Zhang et al., 1997; Mao et al., 1999; Williams, 2003a,b) han rese~nado la presencia de otras clases
de ruido que deben considerarse en los modelos, ya que si esto no se realiza se pueden introducir
errores en las velocidades de las estaciones y sus incertidumbres.
Realmente, las series estudiadas no son las de coordenadas directamente, si no que se conside-
ra un modelo, que puede ser la media, tendencia lineal o modelos mas complejos, y al eliminarlos
de la serie de coordenadas obtenemos una serie de residuales, vi, que es la que se estudia y analiza.
Ademas, hay que tener en cuenta que cada coordenada yi tiene asociado un error, i, pro-
cedente de la matriz de varianzas-covarianzas del ajuste mnimos cuadrados de la red en el
procesado de los datos (que es el que aparece representado en la gura 3.1 en forma de barra
de error) y que es independiente del que se obtiene al ajustar la serie a un modelo, aunque el
primero puede ser usado como peso en este paso.
Como puede verse en la gura 3.1 las series de coordenadas presentan variaciones que pueden
ser de muy diverso tipo, por lo que antes de comenzar con su analisis vamos a ver brevemente
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Figura 3.1: Serie temporal de la estacion LACV con procesado DD4.2.
cuales son las principales causas y fenomenos geofsicos que producen esas variaciones, para
posteriormente poderlo tener en cuenta en su analisis. Posteriormente, antes de entrar en el
analisis propiamente dicho, se va a proceder a limpiar las series que despues seran analizadas en
el dominio temporal y por tecnicas espectrales.
3.1. Causas de las variaciones temporales y dispersiones de las
series CGPS
Como puede observarse en la representacion graca de la series (por ejemplo gura 3.1) la
dispersion que presentan esta muy por encima del error que se obtiene en su calculo. Esto es
debido a que el error ah representado es el obtenido en un ajuste de red de las coordenadas
realizado en la parte nal del procesado (ver apartado 2.1), pero no tiene en cuenta los errores
de los diferentes modelos usados a lo largo del procesado y los errores producidos por aquellas
causas que no se pueden modelar. De ah que el error obtenido en el ajuste sea demasiado
optimista y la dispersion se encuentre por encima del error, lo que hace todava mas necesario
hacer un analisis de la serie, que ademas de servir para calcular, por ejemplo, su velocidad, entre
otros parametros, permiten obtener precisiones mas realistas.
Es sabido que en las coordenadas resultantes de las observaciones GPS la componente vertical
tiene menor precision que las componentes horizontales y ademas, en las series temporales las
variaciones estacionales de esta componente presentan una mayor amplitud y dispersion.
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Si suponemos que todas las fuentes de error pudieran ser perfectamente modeladas, la pre-
cision en la componente vertical seguira siendo menor debido a que solo es posible observar
satelites sobre el horizonte, por lo que la geometra de los satelites disminuye la precision de
esta coordenada. Pero ademas casi todos los fenomenos que provocan variaciones a lo largo del
tiempo en las coordenadas de las estaciones, presentan mayores variaciones en la componente
vertical, por lo que tambien son en parte responsables de la menor precisison de la elevacion.
En las componente horizontales de las estaciones (norte; este), en casos como estos, en los que
todas las coordenadas estan referidas a un sistema de referencia global, el efecto predominante
es la tendencia como consecuencia de su movimiento debido a la tectonica de placas. Este
movimiento puede ser conocido y/o se puede obtener a traves de diferentes modelos que existen,
siendo uno de los mas usados el Nuvel-1A (DeMets et al., 1994), los cuales a su vez hacen uso
de las velocidades de las estaciones GPS para ser validados. Tambien se pueden obtener a partir
de los datos de estaciones permanentes, como se realiza por ejemplo en Altamimi et al. (2007).
En cualquiera de los casos, las velocidades horizontales debidas a la tectonica de placas tienen
un valor mucho mayor que la precision de la tendencia en esa componente (por ejemplo en
la zona de estudio es de alrededor de 1.5 cm/a~no norte y este) por lo que se pueden obtener
con facilidad a partir de las series temporales de coordenadas. Hay casos en los que interesa
estudiar variaciones particulares de algunas estaciones o zonas por lo que la tendencia debida
a la tectonica puede considerarse como ruido y aquella series temporal que se obtiene despues
de eliminar esa velocidad, es el objeto de interes. En estos casos la velocidad que se quiere
estudiar presenta valores muy por debajo de las anteriores, por lo que los analisis realizados
para su obtencion son de vital importancia ya que pueden afectar de manera considerable a los
resultados obtenidos.
La componente vertical suele presentar una tendencia mucho menor (como puede verse por
ejemplo en las guras 3.1 y 2.7) y ademas al ser su error mayor, en muchos de los casos el valor
de la velocidad de la estacion es del mismo orden que su precision, por lo que es una componente
que hay que tratar con mucho mas cuidado, pero que es precisamente aquella que interesa para
corregir los datos de los mareografos de los desplazamientos verticales de la corteza. Para el caso
de la nalidad de deformaciones causadas por actividad volcanica, esta componente es tambien
de gran importancia para el calculo de la posicion de la fuente que causa las deformaciones
detectadas, principalmente de su profundidad.
Los principales fenomenos que causan dispersion en las series temporales de las coordenadas
de estaciones continuas GPS son:
Marco de referencia: En el caso de la elevacion, las variaciones del origen y la escala del
marco de referencia utilizado son las que mas afectan a la componente vertical, ya que
inuyen directamente a la distancia entre el centro de masas (CM) y la estacion situada
en algun punto de la supercie de la Tierra.
Los marcos de referencia usados en las series aqu analizadas son el ITRF2000, ITRF2005
e ITRF2008 y sus respectivas realizaciones del IGS, como se ha explicado en el apartado
2.5. En particular, la realizacion del ITRF2000 esta materializada a partir de tecnicas
espaciales, cuyos satelites rotan alrededor del centro de masas instantaneo de la Tierra,
que no coincide con el geocentro, denido como centro de la gura terrestre y que es el
que se considera origen del sistema de referencia. En el calculo del ITRF2000 se asume
una variacion lineal del geocentro respecto al CM (Altamimi et al., 2002), pero no se
tienen en cuenta otras variaciones existentes con intervalos de tiempo que van de diurnas
a interestacionales (Dong et al., 2003).
Las variaciones periodicas del geocentro causan variaciones estacionales en las series tem-
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porales de las coordenadas de las estaciones de una amplitud de 3 a 5 mm a escala global
(Dong et al., 2002), pero si se considera un subconjunto de las estaciones de la red ITRF,
las amplitudes pueden llegar a estar por encima del centmetro.
En el caso del ITRF2005, por primera vez se han usado como datos de entrada para su
calculo las series temporales de las estaciones CGPS (Altamimi et al., 2007), lo que hace
que los movimientos del sistema de referencia no lineales y las discontinuidades puedan ser
mas controladas.
Tambien existen otras variaciones del geocentro no periodicas causadas por la redistribu-
cion de masa global que son mas diciles de modelar y tener en cuenta (Mangiarotti et al.,
2001) como puede ser la expansion termica en la escala, que puede causar variaciones
estacionales con una amplitud de hasta 1.3 mm (Altamimi et al., 2007).
El ITRF2008, como ocurre en los anteriores casos, ha sido calculado a partir de cuatro
tecnicas geodesicas espaciales, VLBI, SLR, DORIS y GPS, pero en este caso se han con-
siderado reprocesados de largas series de todos estos casos para la mejora del marco de
referencia (Altamimi et al., 2011). En particular, en el caso de las estaciones GPS se ha
utilizado un reprocesado del IGS con series de 12.5 a~nos y en el que se ha usado un nuevo
modelo de centro de fase de las antenas (Schmid et al., 2005) y modelo troposferico (Boehm
et al., 2006). Este marco de referencia solo ha sido usado para el caso de las series SVV.
Efemerides de los satelites: Un error en las efemerides de los satelites implica directamente
un error en las coordenadas de las estaciones calculadas. Sea X el error orbital del
satelite, entonces,
jx
l
j = jX
d
j; (3.2)
siendo x el error en la coordenada de la estacion, l la longitud de la lnea de base
observada y d la distancia del satelite a la estacion GPS (Berrocoso et al., 2004).
Considerando que la precision de las efemerides precisas del IGS es de 2 cm y de 5 cm para
las rapidas (Kouba, 2009) y una distancia media de los satelites GPS a la Tierra de 25000
km, para una lnea de base de 1000 km el error en las coordenadas de la estacion es de casi
1 mm en el caso de efemerides nales y de 2 mm para las rapidas. De aqu la importancia
y necesidad de usar efemerides precisas o rapidas, ya que si para esta misma lnea de
base se consideran efemerides trasmitidas por los satelites, el error en las coordenadas de
las estaciones sera de unos 12 cm, aunque en casos de aplicaciones en tiempo real, esta
precision pude ser mejorada con el uso de efemerides ultrarapidas, tambien calculadas por
el IGS (Kouba, 2009) u otros metodos para reducir su efecto.
Aunque con el uso de las efemerides precisas nales el error que se comete en las coordena-
das puede considerarse despreciable, como consecuencia de la periodicidad de las orbitas
de los satelites, si que podran existir variaciones estacionales en esos errores que afecten a
las series de coordenadas, incluso a la componente anual (Ray et al., 2007). Tambien hay
que considerar los cambios del marco de referencia al que estas efemerides estan referidas
que producen saltos y variaciones en las series temporales de las estaciones. Un ejemplo
puede verse en la gura 2.7 de la serie de coordenadas perteneciente a la estacion LPAL
y obtenida por EUREF, donde puede apreciarse el salto producido en las coordenadas al
pasar a ITRF2005 a nales del 2006 (semana GPS 1400) aunque en este caso este cambio
va acompa~nado de una actualizacion en el modelo de calibracion de antenas por lo que su
magnitud es mayor que si solo se hubiera realizado el cambio de marco de referencia.
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Inuencia de la atmosfera: Las se~nales que emiten los satelites GPS en su camino hasta
las estaciones atraviesan la atmosfera, por lo que se ven afectadas de refraccion y retrasos
en la velocidad de la propagacion que, si no son corregidos, afectan directamente a las
coordenadas calculadas y pueden producir grandes errores y variaciones estacionales de
mayor magnitud en la componente vertical. Este efecto es eliminado parcialmente en el
procesado, mediante el uso de modelos y/o su calculo, como los que se han descrito en el
apartado 2.1.5 para los diferentes procesados.
En el caso de la ionosfera, el retardo de la propagacion de la se~nal depende de la den-
sidad de electrones en el trayecto, pero ademas, para las ondas electromagneticas a las
frecuencias del GPS, la ionosfera es un medio disperso, lo que quiere decir que el ndice
de refraccion depende de la frecuencia de la se~nal. Por eso, si se trabaja con receptores
GPS bifrecuencia se puede aprovechar el hecho de que las se~nales L1 y L2 sufren distintos
retrasos para combinarlas, obteniendo la combinacion libre de efecto ionosferico, L3, de-
nida en la ecuacion 2.8 y que es la que se ha considerado como principal observable en
todos los procesados.
Los parametros que mas inuyen al efecto de la ionosfera son la actividad solar y el
campo magnetico terrestre y por eso su error depende de la frecuencia, la posicion y el
tiempo. Si no se corrige este efecto se pueden producir errores en las coordenadas de las
estaciones de entre 1 y 100 m (Seeber, 1993), pero aun considerando la combinacion libre
de efecto ionosferico como observable principal, existen algunos pasos, como por ejemplo en
la resolucion de ambiguedades, donde esta no puede usarse para la mayora de los metodos
de resolucion, por lo que todava quedan efectos y errores afectando a las coordenadas
resultante obtenidas.
Para la troposfera, al contrario que ocurre con la ionosfera, el retraso de la se~nal no depende
de la frecuencia, por lo que va a afectar de igual forma a las se~nales L1 y L2. El retraso
troposferico de la se~nal se puede expresar como el producto entre el retraso en la direccion
del cenit y una funcion, f(z) que representa la variacion segun la distancia cenital, z, y que
recibe el nombre de funcion del error troposferico o funcion de mapeado, como aparece en
la ecuacion 2.17.
En los procesados para la obtencion de coordenadas precisas es necesario el uso de funciones
de mapeado debido a que se reciben satelites con distancias cenitales que van de 90 a
0, o algo por encima, segun el angulo de corte, por lo que su labor es tener en cuenta
que cuando el satelite esta mas bajo, la se~nal atraviesa una capa mayor de atmosfera y el
retardo es mayor (Hofmann-Wellenhof et al., 2001). A pesar de los modelos y correcciones
usados en los procesados, quedan efectos residuales que provocan variaciones en las series
temporales de las coordenadas que pueden presentar cambios periodicos.
Calibracion de las antenas: La calibracion de la antena dene su centro de fase y la variacion
de este en funcion de la distancia cenital del satelite recibido. Tambien produce variaciones
en los resultados GPS, que en el caso de estaciones permanentes su efecto es menor por el
hecho de presentar las misma antena durante largos periodos de tiempo, pero al utilizar
redes de estaciones permanentes, normalmente con diferentes antenas, hace que su valor
tambien sea importante.
En las series aqu utilizadas se han considerado las calibraciones IGS de las antenas, pero
estas han cambiado y mejorado con el paso del tiempo. En el caso del procesado denomi-
nado DD4.2 (apartado 2.1) y PPP5.0 (apartado 2.2.1) la calibracion es relativa (Mader,
1999), pero como ya se ha mencionado en el apartado 2.5, a partir de la semana GPS 1400,
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empezaron a usarse las calibraciones absolutas (Gendt, 2006), y estas son las que se han
usado en el procesado DD5.0 (apartado 2.3) y SVV (apartado 2.4).
En cualquier caso, el hecho de que sea necesario considerar que cada vez que se cambia la
antena de la estacion se produce un salto en las coordenadas, como se vera en el apartado
3.2, hace ver que siguen existiendo errores en los modelos de calibracion de las antenas
(Kenyeres & Bruyninx, 2004). Un ejemplo aparece en la gura 2.7 de la serie de LPAL
obtenida por EUREF, donde se produce un salto en julio del 2008 causado por un cambio
en el equipo de la estacion (Cano, 2008).
Efecto multitrayectoria: Como su propio nombre indica, este efecto tiene lugar cuando la
se~nal que enva un satelite GPS es recibida por mas de un camino, lo que suele ocurrir si
esta se reeja en alguna supercie reectante cercana a la estacion, como el ejemplo que
esta representado en la gura 3.2.
Figura 3.2: Representacion del fenomeno de multitrayectoria de la se~nal GPS.
Actualmente existen diferentes algoritmos para detectar cuando esto ocurre, como puede
verse en Hofmann-Wellenhof et al. (2001), pero lo mejor es hacer que la antena reciba el
menor numero de datos reejados, para lo que se han desarrollado diferentes dise~nos de
antenas que reducen este efecto, como es el caso de las antenas chocke ring, instaladas en
la mayora las estaciones de registro continuo con nes geodesicos y geofsicos.
Otra forma de eliminar el efecto multitrayectoria es usando el hecho de que este depende
de la posicion de los satelites GPS recibidos, que se repite de forma periodica con la misma
periodicidad que tienen las orbitas de los satelites (Agnew & Larson, 2007).
Aunque este fenomeno tiene poco efecto en un posicionamiento estatico, si que puede pre-
sentar un efecto mayor en alguna estacion cuya ubicacion no sea la mas adecuada, y ademas
puede provocar variaciones estacionales, ya sean, como se ha comentado, por la constela-
cion de los satelites, o por factores externos, como pueden ser efectos meteorologicos como
la presencia de nieve.
Estabilidad del monumento: En las estaciones permanentes GPS para nes geodesicos, en
donde es necesaria una gran precision de los resultados, la monumentacion donde se instala
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la antena debe ser estable, ya que si no pueden producirse variaciones en la coordenadas,
tanto verticales (Wyatt, 1989) como horizontales (Wyatt, 1982). Por eso los organismos
internacionales, como el IGS y EUREF piden algunos requisitos sobre la monumentacion
(Combrinck & Chin, 2001) que debe cumplirse para que una estacion sea admitida en esa
red. A pesar de esto siguen existiendo variaciones por esta causa, por ejemplo en Kenyeres
& Bruyninx (2004) construyen series temporales de las coordenadas de las estaciones de
EUREF de forma que se eliminan las variaciones anuales comunes a todas ellas, pero aun
as en las series residuales resultantes hay estaciones que presentan variaciones estacionales,
de las que los autores opinan son debidas a la monumentacion.
Efectos de carga: Otro de los efectos que afectan a las variaciones de las series temporales,
especialmente en la componente vertical, son diferentes tipos de carga que se producen en la
corteza terrestre, causados por distribuciones de masas atmosfericas, de nieve, hidrologicas
y oceanicas, que hacen que se deforme la corteza terrestre.
Algunos de estos fenomenos se tienen en cuenta y se corrigen en el procesado con diferentes
tipos de modelos, como es el efecto de carga oceanica producido por la marea astronomica.
Hay otros casos en los que se dispone de modelos obtenidos a partir de observaciones de
otros parametros, que pueden compararse con los resultados obtenidos de las estaciones
GPS, como por ejemplo la carga atmosferica, que se puede obtener a partir de datos de
presion en supercie (van Dam et al., 1994), o la carga oceanica no producida por la marea,
para lo que se usan datos de temperatura y salinidad del agua (Dong et al., 2002).
Uno de los efectos de carga que produce mayores consecuencias en las coordenadas ver-
ticales GPS es el rebote postglacial (Johansson et al., 2002), pero existen modelos para
corregirlos, aunque en el caso de la zona de estudio no ha sido necesario usarlos por no
verse afectada por este fenomeno. Tambien hay otros efectos de los que no se dispone de
modelos, como por ejemplo la expansion termica del suelo o la carga producida por la
tierra humeda.
Todos estos fenomenos hacen que exista una mayor dispersion en las series de coordenadas y
variaciones periodicas, que en la mayora de los casos afectan en mayor medida a la componente
vertical. Dong et al. (2002) analiza los fenomenos que producen variaciones estacionales en las
series de coordenadas verticales GPS, clasicandolos en:
Gravitacionales: producidos por el Sol, la Luna, desplazamientos rotacionales causados
por el movimiento del polo y desplazamientos de carga causados por mareas terrestres,
oceanicas y atmosfericas.
De origen termico: causados por presion o carga atmosferica, variaciones del nivel del mar
por las diferentes mareas, expansion termica del pilar, etc.
Errores de modelos usados: como en las efemerides de los satelites, modelos troposfericos,
distribucion del vapor de agua, variacion del centro de fase de la antena, etc.
Tambien podra considerarse una cuarta categora debido a las deformaciones estaciona-
les causadas por la actividad tectonica. La contribucion de cada uno de estos fenomenos a la
variacion anual de la posicion en la componente vertical puede verse en la tabla 3.1.
Otra manera de clasicar estos fenomenos es atendiendo a si sus consecuencias son locales,
regionales o globales. De esta forma dentro de los globales los mas importantes son aquellos
relacionados con el marco de referencia y las efemerides de los satelites, que afectan a todas las
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Tabla 3.1: Aportaciones de los fenomenos geofsicos y errores de los modelos a las variaciones anuales
de la posicion en la componente vertical (Dong et al., 2002).
Fuente Efecto
Marea del polo aprox. 4mm
Marea oceanica aprox. 0.1mm
Carga atmosferica aprox. 4mm
Carga oceanica 2-3mm
(no producidas por marea)
Carga producida por nieve 2-3mm
Tierra humeda 2-7mm
Expansion termica del suelo aprox. 0.5mm
Errores de los modelos No cuanticado todava
Errores en el ajuste de la red aprox. 0.7mm
(depende de la red)
Diferencias entre programas aprox. 2-3mm
5-7mm en algunas estaciones
estaciones de una red, independientemente del tama~no de esta. Podran considerarse regionales
aquellos que afectan a redes mas peque~nas o a subgrupos de redes globales, como son los debi-
dos a causas atmosfericas y de carga (oceanica, atmosferica, de nieve...); y por ultimo locales
son aquellos que afectan a una estacion en particular y son principalmente los debidos al equi-
po, por ejemplo calibracion de la antena, multitrayectoria y monumentacion de la instalacion.
Esta clasicacion permite estudiar correlaciones espaciales en las series y usar ltros espaciales
para eliminar algunos fenomenos segun las estaciones de la red que se vean afectadas, como se
vera en el captulo 4.
Despues de analizar estos fenomenos podemos entender que es indispensable estudiar y tener
en cuenta las variaciones estacionales de las coordenadas, ya sea para el papel que juega la
geodesia de permitir usar sus datos para validar modelos de este tipo, como para el calculo
de sus velocidades, pues si no se tienen en cuenta se pueden cometer errores en su estimacion
(Blewitt & Lavallee, 2002).
Desde hace ya mas de diez a~nos numerosos trabajos han estudiado y analizado series tem-
porales de coordenadas de diferentes redes continuas GPS llegando todos ellos a detectar varia-
ciones estacionales, principalmente anuales, ademas de algunas otras con periodos mas cortos
(Bruyninx & Yseboodt, 2000; Dong et al., 2002; Blewitt & Lavallee, 2002; Poutanen et al., 2004).
Por ejemplo, Dong et al. (2002), usando una red global estiman la amplitud de la fase anual a
4-101 mm en vertical y 1-30.5 mm en planimetra, la media anual en la componente vertical
es de 5.47 mm, pero las distribuciones geogracas son muy irregulares; sin embargo Poutanen
et al. (2004) observan que en las variaciones anuales las amplitudes son similares en la red global
que estudia, pero las fases son opuestas en el hemisferio norte y sur. En Blewitt & Lavallee
(2002) se analizan series de las estaciones CGPS en un marco de referencia global y muestran
variaciones anuales con una amplitud de 2 mm en las componentes horizontales y 4 mm en la
vertical y la mitad para las variaciones semianuales y Zhang et al. (2002) detectan variaciones
estacionales en China con amplitudes de 3-10 mm.
Ademas de esta se~nal Ray et al. (2007), en el analisis de 10 a~nos de las estaciones IGS
encuentran variaciones periodicas de 1.04 ciclos por a~no. Estos mismas variaciones tambien son
encontradas por Santamara-Gomez et al. (2011) donde a partir del reprocesado de una red
global de estaciones, eliminan de las series las variaciones anuales y semianuales y encuentran
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variaciones residuales con este periodo.
En el procesado de la red EPN Bruyninx & Yseboodt (2000) tambien detectan picos de 11-14
das, 40-50 das y 300-400 das, aunque las series no son sucientemente largas para estimar con
precision estos ultimos. En la red de Finlandia, Poutanen et al. (2004) detectan efectos locales de
entre 20-40mm en la altura de alguna estacion en invierno y Poutanen et al. (2001) calculando
coordenadas de las estaciones cada 4 horas, obtienen variaciones periodicas de 10 das, que
coinciden con las que aparecen en las series de presion atmosferica, por lo que concluyen que
son ciclos debidos a factores meteorologicos.
En Bevis & Brown (2014) se estudia el efecto de las variaciones estacionales a la hora de
denir los marcos de referencia y con ello las velocidades o deformaciones obtenidas en estos
marcos, aplicandolo al caso particular de las deformaciones postssmicas. Tambien son numerosos
los trabajos que estudian el rebote postglacial a partir de los datos de estaciones CGPS en las
zonas afectadas (por ejemplo Bevis et al., 2012; Jiang et al., 2010, en Groenlandia y la Antartida).
Las series de coordenadas obtenidas en estaciones permanentes GPS tambien se han com-
parado con otras tecnicas para poder estudiar las causas de las variaciones estacionales, as por
ejemplo Tesmer et al. (2009) reprocesan series GPS y VLBI de 13 a~nos de forma homogenea
y obtienen una buena correlacion entre las variaciones estacionales de las dos tecnicas, por lo
que concluyen que las causas de las variaciones son debidas a movimientos reales y no a proble-
mas de procesado. Ademas agrupan las estaciones segun las variaciones y encuentran patrones
geogracos. Tambien los resultados de las variaciones de las series GPS se han comparado con
los resultados de GRACE (Davis et al., 2004).
Resumiendo todo esto podemos ver que hay estudios que encuentran que las variaciones esta-
cionales son globales, por lo que su causa podra ser geofsica, debidas a articios del procesado
o causadas por el sistema de referencia; pero en cambio otros detectan relaciones espaciales, por
lo que creen que las causas son regionales, no locales ni globales, por lo que causas geofsicas las
explicara mejor.
Tambien es importante el estudio del ruido de las series, ya que es sabido que la correlacion
temporal provoca la presencia de ruido de color (Zhang et al., 1997; Mao et al., 1999; Williams,
2003b; Williams et al., 2004; Ray et al., 2007; Klos et al., 2015) y debe tenerse en cuenta en el
calculo de las velocidades.
A partir de aqu se va a comenzar a analizar las series temporales obtenidas en los diferentes
procesados descritos en el captulo 2, usando diferentes tecnicas, lo que permitira investigar las
series de la zona de estudio, analizar el efecto de la tecnica de procesado y la inuencia del marco
de referencia. En primer lugar se va a detectar, eliminar y/o corregir los outliers y osets de
las series. Una vez obtenidas las series que podemos considerar limpias se van a analizar para
detectar las variaciones estacionales que presentan. Este analisis se va a realizar en el dominio
de la frecuencia, por medio de tecnicas espectrales, y en el dominio temporal, calculando la
funcion de autocorrelacion. Una vez detectadas las variaciones estacionales y sus periodos, estas
se van a tener en cuenta en el metodo de descomposicion, en donde se descompone la serie en
un conjunto de componentes, considerando una componente para la tendencia, que representa
la evolucion a largo plazo de la serie (en este caso la velocidad), componentes estacionales, que
representan las variaciones periodicas, y por ultimo, una componente irregular, llamada ruido,
que describe las variaciones aleatorias e irregulares. Tambien se estudiaran los diferentes tipos de
ruidos presentes en las series, para poderlos tener en cuenta a la hora de calcular las velocidades
de las estaciones y as llegar a obtener estas con una precision mas realista que, por ejemplo,
aquellas velocidades obtenidas por regresion lineal mediante el ajuste a una recta y considerando
solamente ruido blanco.
Todos estos tipos de analisis se van a utilizar para analizar las series temporales de CGPS
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de los diferentes procesados que empiezan en el a~no 2002 y permitira, a partir de los resultados
obtenidos, denir una estrategia de analisis que es la que se aplicara posteriormente en las series
SVV que corresponden a los datos CGPS existentes en Canarias del 2007 al 2014 (ver tabla 2.3).
3.2. Deteccion y correccion de outliers y osets
Como puede apreciarse en la simple representacion de las series (n; e; u) de las estaciones
(por ejemplo gura 3.1) existen diferentes datos anomalos, llamados outliers y saltos u osets,
que es necesario tener en cuenta para as detectarlos y eliminarlos o corregirlos antes de analizar
e interpretar las series, como por ejemplo se hace en Wdowinski et al. (1997); Dong et al.
(2002); Nikolaidis (2002); Teferle (2003), ya que si no pueden alterar el valor de la velocidad
de una estacion y los resultados pueden llegar a ser malinterpretados. De nuevo la componente
vertical es la mas afectada por estos problemas, ya que en ella se producen la mayor parte de
las inconsistencias de las series (Kenyeres & Bruyninx, 2004). Estos fenomenos pueden afectar
mas o menos a la velocidad o tendencia calculada dependiendo de cuando tenga lugar dentro de
la serie y el tipo de ruido que esta presente (Williams, 2003a).
Pueden existir dos clases de outliers, aquellos en los que el dato es anomalo respecto a los de
su alrededor o tambien puede darse el caso de que el valor de la coordenada no sea discordante
con el resto, pero el error si que lo sea y entonces tambien se puede considerar un outlier. Si los
outliers detectados son comunes en todas las estaciones de la red procesada ha de pensarse en
algun error del procesado, las orbitas o el sistema de referencia. En cambio hay veces en las que
el error es solamente de una estacion y entonces la causa puede ser local, siendo lo mas habitual
que la observacion de ese da para esa estacion este incompleta o esta presente algun problema.
La forma que se ha utilizado para detectar y posteriormente eliminar los outliers consiste en
ajustar mediante una regresion lineal los datos a una recta de forma que aquellos valores que se
consideren fuera de un rango alrededor de la recta o con precision mayor de un valor dado son
eliminados. En particular, el ajuste que se realiza es de la forma (Teferle, 2003):
yi = x0 + rti + x(ti) (3.3)
donde yi, con i = 1; : : : ; N , es cada termino de la serie de coordenadas en el instante de tiempo
ti y resolviendo por mnimos cuadrados ponderados se calculan los parametros ordenada en el
origen x0 y pendiente r, siendo x(ti) el ruido presente en la serie. El peso de las coordenadas
se calcula como:
pi =
2m
2i
; (3.4)
siendo 2i la varianza de la coordenada obtenida en el procesado para cada da y 
2
m la varianza
media, que viene dado por 2m =
PN
i=1 jvij
N , con vi = yi   y residual respecto de la media.
Estos pesos pi son utilizados para calcular el error medio cuadratico ponderado (ECMP):
ECMP =
vuuut( NN u)PNi=1 v2i2iPN
i=1
1
2i
; (3.5)
done u es el numero de incognitas. De esta forma si el residual es mayor que tres veces el ECMP
se considera que la coordenada de la serie es un outlier y se elimina.
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Los osets en las series de coordenadas CGPS pueden producirse por diferentes causas, que
podramos clasicar en naturales y articiales. Nos referimos a causas naturales cuando el salto
es provocado por un movimiento real de la estacion, lo que ocurre por ejemplo como consecuencia
de un terremoto. Estos movimientos muchas veces son el resultado de eventos conocidos y de
los que se sabe cuando han tenido lugar, por lo que pueden datarse y se~nalarse en las series.
Pero en la mayora de los casos los osets son provocados por causas articiales, como puede
ser un cambio del receptor, la antena o el equipo entero, quitar temporalmente la antena, poner
o quitar un radomo, etc. Algunos ejemplos de este tipo de osets puede verse en Kenyeres &
Bruyninx (2004); Williams (2003a); Johansson et al. (2002) y Bevis & Brown (2014).
Los saltos en las series tambien pueden ser causados por cambios en los alrededores de la
estacion que afecten directamente al horizonte de esta o al efecto multitrayectoria. Un ejemplo
lo tenemos en Dong et al. (2002) donde al cortar un arbol de 10 m de altura, situado a 15 m de
la estacion se produjo un salto de 4 cm en la serie vertical, ademas de un cambio en el patron
de su comportamiento a partir de entonces.
Tambien son importantes los osets que se producen como consecuencia de cambios en el
procesado y el sistema de referencia, como puede verse claramente en la serie obtenida por
EUREF para la estacion de LPAL (gura 2.7) donde el salto que se produce en la semana GPS
1400 con la introduccion del ITRF2005 y otros cambios en el procesado ya explicados en el
apartado 2.1 es de casi 3 cm en la componente vertical.
En el caso del calculo de las velocidades o tendencias de las estaciones, la correccion de los
osets es necesaria independientemente de su causa, siempre que no sea el objeto de estudio.
Ya que si estos fueran consecuencia de una deformacion real, tambien habra que eliminar el
salto para que este no afectara a la velocidad estimada. Pero en este ultimo caso, sera con-
veniente realizar un estudio por separado de la serie antes y despues del salto provocado por
causas naturales, ya que sera posible que el fenomeno que ha provocado la deformacion tam-
bien afectara a la tendencia. Esto ocurre en algunos casos de saltos en estaciones causados por
terremotos, ya que ademas de la deformacion puntual causada por el terremoto, es comun que
presenten movimientos pressmicos y postssmicos que afectan a la velocidad de la estacion.
Realmente, para las estaciones y fechas usadas en la primera parte de este trabajo (DD4.2,
PPP, DD5.0A y DD5.0B) no se conoce que haya ningun salto por causa natural. Cuando la causa
del oset es articial es mucho mas facil de corregir siempre y cuando se realice un riguroso
seguimiento de las estaciones para conocer cuando ha tenido lugar el oset, Johansson et al.
(2002) decidio introducir un oset despues de cada modicacion de algun componente de la
estacion y as es como se viene realizando desde entonces.
Por eso organismos como el IGS y EUREF obligan a noticar cualquier cambio o manipula-
cion de cada estacion, para que estos puedan ser publicados y cualquier usuario puede conocerlos
y tenerlos en cuenta. En nuestro caso la mayora de las estaciones pertenecen a redes internacio-
nales o bien se realiza el seguimiento de los cambios realizados, por lo que se han podido obtener
las manipulaciones de los equipos a traves de los cheros log de estas estaciones o introducir
aquellos conocidos, y de esta forma los osets que se han considerado a priori en las series son
los que aparecen en la tabla 3.2. Ademas en las series DD5.0A tambien se ha introducido un
salto en el cambio de sistema de referencia para todas las estaciones. Estos datos se almacenan
en un chero, o en la cabecera de las propias series, y esta informacion se utiliza para corregirlos
en las series (n; e; u) antes de comenzar el analisis. Esto puede realizarse de la misma forma en
el caso de que existiera algun salto causado por un movimiento real del terreno conocido y que
se quisiera eliminar.
Para estos osets, que se conoce cuando se han producido, se calcula el valor del salto como
la diferencia de las medias de las series antes y despues de que haya tenido lugar. De esta forma si
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Tabla 3.2: Osets considerados en las series temporales de coordenadas 2002-2008.
Estacion Fecha Causa
A~no-Mes-Da
ACOR 2002-06-05 Problema de interferencias
ACOR 2003-11-15 Problema de interferencias
ACOR 2004-04-15 Cambio de receptor
ACOR 2007-03-18 Cambio de receptor y antena
ALAC 2006-05-31 Cambio de receptor y antena
ALME 2007-02-05 Cambio de antena
CANT 2003-10-17 Problema de interferencias solucionado
CANT 2007-02-02 Cambio de antena
CASC 2002-11-07 Cambio de receptor
CASC 2008-03-01 Cambio de receptor y antena
CEUT 2005-03-01 Salto visible en las series
COBA 2005-11-28 Cambio de receptor y antena
CREU 2003-06-03 Salto visible en las series
CREU 2003-07-31 Cambio de receptor y antena
LACV 2005-07-27 Cambio de receptor
LAGO 2002-07-23 Cambio de receptor
SFER 2002-03-05 Cambio de receptor
VILL 2004-09-28 Cambio de receptor y antena
VILL 2004-12-03 Cambio de receptor
VILL 2005-01-18 Cambio de receptor
VILL 2006-11-29 Cambio de receptor y antena
VILL 2007-04-18 Cambio de receptor y antena
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suponemos que tiene lugar un oset de valor xoff en toff se a~nade en la ecuacion 3.3 quedando:
yi = x0 + rti + oixoff + x(ti) (3.6)
con
oi =

1 ti  toff
0 ti < toff
(3.7)
corrigiendose de esta forma todos los osets que aparecen en la tabla 3.2 de las series.
Una vez corregidos los saltos y eliminados los outliers se obtienen unas series (n; e; u) de las
estaciones que se pueden considerar limpias. Un ejemplo de estas series es la gura 3.3, para el
caso del procesado DD4.2 de la estacion LACV, donde comparandose con la serie antes de ser
limpiada (gura 3.1) puede observarse como ya no existen esos datos anomalos, que en algunos
casos pueden afectar signicativamente en el analisis de la serie.
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Figura 3.3: Serie temporal de la estacion LACV con procesado DD4.2 despues de eliminar los outliers
y corregir los osets.
En el caso de las series temporales de las estaciones CGPS para la vigilancia vocanica, don-
de la automatizacion de los procesos y analisis realizados es de gran importancia, los estudios
que en los ultimos a~nos se han realizado para la deteccion automatica de osets (por ejem-
plo Gazeaux et al., 2013) son especialmente poco adecuados para ser usados, ya que podran
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producirse deformaciones rapidas que sean confundidas con osets. Lo que si que se realiza de
forma automatica es el marcar en los gracos de coordenadas los cambios de equipos o distintas
actuaciones que puedan producirse en una estacion y que sean conocidos a partir de los cheros
log de las estaciones o cualquier otro medio.
Para el analisis a posteriori realizado para estas series se ha preferido hacer un estudio
de las series temporales de forma manual con la nalidad de solamente corregir aquellos que
sean consecuencia de causas conocidas (cambios de equipos, sistema de referencia, etc.) o que
sean evidentes en las series temporales y se pueda descartar su origen volcanico. De esta forma
siempre se ha introducido un salto en el cambio de ITRF2005 a ITRF2008, cuando hay cambio
de antena, ya sea solamente de antena o de receptor a la vez. En el caso de los cambios de
receptor, la mayora de las veces no es apreciable, por lo que solo se ha considerado que existe
un oset en aquellos casos en los que se ha comprobado que el cambio de receptor afecta a la
serie de coordenadas. A los saltos causados por cambios instrumentales hay que a~nadir algunos
muy evidentes que se han detectado en el analisis manual de las series y que se cree que puedan
ser debidos a manipulaciones de la estacion que no hayan sido debidamente noticados. Despues
de la realizacion del analisis manual, los momentos que se han considerado para introducir y
corregir un oset son los que aparecen el la tabla 3.3.
Tabla 3.3: Osets considerados de las series temporales de las coordenadas 2007-2014.
Estacion Fecha Causa
A~no-Mes-Da
Todas 2011-04-18 Cambio a ITRF2008
GMAS 2007-02-09 Salto detectado en serie
GMAS 2008-04-01 Cambio de antena
HI01 2014-04-08 Cambio de antena
HI08 2011-11-11 Cambio de antena y receptor
HI09 2011-10-14 Cambio de antena y receptor
HI10 2011-11-11 Cambio de antena y receptor
LPAL 2008-07-09 Cambio de antena y receptor
MAS1 2008-07-07 Cambio de antena y receptor
MAS1 2012-06-18 Cambio de antena
OLIV 2010-12-30 Detectado en serie
PDEL 2008-04-05 Cambio de antena y receptor
PDEL 2012-08-20 Cambio de antena
ROAP 2011-10-26 Cambio de antena
SFER 2014-01-30 Cambio de antena y receptor
SNMG 2010-06-15 Detectado en serie
TN01 2007-07-17 Movimiento de antena
TN01 2008-07-02 Cambio de antena
TN01 2011-08-19 Movimiento de antena
TN02 2013-11-19 Cambio de antena y receptor
TN03 2008-06-03 Cambio de antena y receptor
TN06 2010-07-21 Cambio de antena
VILL 2012-12-27 Cambio de antena y receptor
Una de las formas mas habituales de la estimacion del salto viene dada por la diferencia
de las medias de los registros a ambos lados del oset (Williams, 2003a). Pero dependiendo
del tipo de series con las que se este trabajando, no siempre esta correccion puede dar buenos
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resultados. En el caso que aqu se trata, usando series de coordenadas en un marco de referencia
internacional, la tendencia de las series, especialmente en las componentes horizontales, hace que
solo pueda considerarse un peque~no intervalo de tiempo antes y despues del salto para ser usado
en su correccion. Esta mejora sera suciente en la mayora de los casos, pero desgraciadamente
es habitual que los cambios de equipos se realicen por averas o problemas de estos por lo
que se produce una falta de datos antes del cambio de equipo, por lo que si se corrige usando
un determinado periodo de tiempo antes y despues del salto, puede que en algunos casos no
haya datos o un numero peque~no. Por ello la forma que se ha considerado para corregir los
osets, con causas conocidas o detectados en las series manualmente ha sido el siguiente. Sea
yi = fy1; y2; y3; : : : ; yNg la serie temporal de coordenadas en los instantes de tiempo ti con
i = 1; 2; 3; : : : ; N y supongamos que tiene lugar un oset en el instante N = x, entonces los
pasos que se realizan son:
Se calcula la tendencia de la serie entera, r, realizando un ajuste mnimos cuadrados para
y = x0 + rti (3.8)
Se calcula la media de dos tramos de 60 muestras de la serie antes y despues del oset
considerado:
m1 =
Px 1
j=x 60
yj60
(3.9)
y de forma analoga
m2 =
Px+60
j=x+1
yj60
(3.10)
Se obtiene el valor del salto como
dy = yx 1  m1  r(yx+1  m2) (3.11)
Se corrige la serie de coordenadas despues del oset considerando del salto obtenido en el
paso anterior, es decir, si i > x,
y^i = yi + dy (3.12)
Esto se realiza de forma recursiva para todos los saltos conocidos de las series, aunque se
ha comprobado que en el caso de presentarse un salto demasiado grande, como han sido los
detectados en la series de SNMG u OLIV, al ser su valor tan grande afecta en el calculo de
la tendencia de la serie, r, y los resultados no son los adecuados. Por eso se ha considerado el
tipo de correccion antes descrita siempre y cuando el valor del salto sea menor de 2 cm, que es
el valor que se ha tomado como lmite para los cambios de equipos, pero si el valor del salto
obtenido es mayor, lo que ocurre en algunos casos con saltos detectados en series que no estan
asociados a cambios de equipo, entonces para el calculo de la tendencia se utiliza solamente la
parte mas larga de la serie (antes o despues del oset) y se actua de la misma forma.
Otra de las formas habituales de corregir los osets consiste en estimar el valor del salto
simultanemaente a los parametros del modelo de ajuste (magnitud de variaciones estacionales,
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tipo de ruido, etc), pero en este caso estamos intentando obtener los resultados con la mayor
brevedad de tiempo posible. Aunque en la metodologa utilizada es necesario un intervalo de
tiempo considerable despues del oset, esto es incluso mas rapido y puede hacerse de forma
automatica y mucho mas sencilla, que un analisis de este tipo en el que se obtenga el valor del
oset.
Una vez que tenemos las series corregidas de los osets considerados podemos pasar a realizar
los diferentes tipos de analisis.
3.3. Analisis en el dominio temporal
El analisis de series temporales de coordenadas GPS es mucho mas habitual en el dominio
de la frecuencia mediante un analisis espectral, como se vera en el apartado 3.4, pero en cambio
existen otros campos en los que es muy frecuente el uso de modelos de media movil (MA),
autorregresivo (AR) y ARMA (ver por ejemplo Brockwell & Davis, 2002) para el ajuste a una
serie y as determinar su comportamiento y estimar su prediccion. Aun as existen algunos
trabajos geodesicos que usan estos metodos, como puede ser Li et al. (2000) y Otero & Sevilla
(2002).
En este caso la forma de analizar y estudiar el comportamiento de la serie consiste en calcular
su funcion de autocorrelacion y de autocorrelacion parcial para conocer sus caractersticas y ver
que modelos podran ajustarse mejor a la serie de observaciones. Antes de eso vamos a ver, de
forma teorica, algunos modelos de series temporales estacionarias.
Matematicamente se dice que una serie temporal es estacionaria (en sentido debil) si su
media, varianza y covarianzas son independientes del tiempo, por lo que si yt son los terminos
de la serie, para todo t, esta serie sera estacionaria si:8<:
E(yt) = t = 
V ar(yt) = 
2
t = 
2
Cov(yt; xy+h) = Cov(yt; yt h) = h h = 1;2; : : :
(3.13)
es decir, la media y la varianza son constantes y la covarianza entre dos variables solo depende
del retardo, entonces a h se le denomina covarianza de orden h y es aquella que tienen dos
procesos separados h intervalos de tiempo.
Si la serie temporal no es estacionaria puede ser que los datos varen alrededor de un valor
que no es constante a lo largo del tiempo, por lo que apareceran tendencias y/o variaciones
estacionales. En este caso la serie se puede descomponer en una funcion suave a lo largo del
tiempo conocida como tendencia, una funcion periodica llamada componente estacionaria y
una componente aleatoria denominada ruido que es estacionaria en el sentido de la denicion
(ecuacion 3.13) como aparece en la ecuacion 3.1.
El uso de estos modelos permite detectar variaciones periodicas y la clase de ruido presente
en la serie. Los diferentes modelos de ruido van a depender de las caractersticas de la media,
varianza y covarianza de la serie. De esta forma, si fatg es una sucesion de variables aleatorias
incorreladas de media cero e igual varianza, es decir,8<:
E(at) = 0
V (at) = 
2
Cov(at; at h) = 0 h = 1;2; : : :
(3.14)
entonces es un proceso que se conoce con el nombre de ruido. Ademas si todas las variables tienen
distribucion normal se trata de un fenomeno de ruido blanco y se denota como fatg WN(0; 2).
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Claramente at es un proceso estacionario, ya que cumple todas las propiedades de la ecuacion
3.13.
El ruido aleatorio o Browniano fbtg se obtiene como resultado de la acumulacion o suma de
variables aleatorias de ruido blanco, por lo que se dene como:
b0 = 0
bt = a1 + a2 +   + at para t = 1; 2; : : : (3.15)
donde fatg WN(0; 2) y se dice que fbtg  RW (0; 2).
3.3.1. Funcion de autocorrelacion y autocorrelacion parcial
La funcion de autocorrelacion estudia la correlacion de la serie temporal con ella misma, es
decir, la correlacion cruzada de los terminos de la serie entre ellos. Su estudio sirve para encontrar
patrones repetitivos dentro de la serie, como variaciones periodicas, ademas de dar una idea del
tipo de ruido presente. Por estas razones este va a ser el primer analisis en el estudio de la series
de coordenadas, que aunque ya solamente su representacion nos puede indicar la presencia de
variaciones periodicas y ruido de color (gura 3.3) matematicamente debemos comprobarlo y
modelizarlo.
Dado un proceso estocastico, fytg, la funcion de autocovarianza, (h), generaliza la idea de
coeciente de correlacion para una variable, ya que describe las covarianzas entre dos variables
del proceso en dos instantes cualesquiera y viene dada por:
(h) = Cov(yt+h; yt) = E[(yt+h   )(yt   )]; (3.16)
donde E es el operador esperanza y  es la media de la serie.
La funcion que mide la dependencia lineal entre los valores del proceso en dos instantes de
tiempo es la funcion de autocorrelacion (Auto Correlation Function, ACF),
(h) =
(h)
(0)
; (3.17)
siendo (h) la funcion de autocovarianza dada por la ecuacion 3.16.
Supongamos yt = y1; y2; : : : ; yN una serie estacionaria de media , varianza 
2 y covarianzas
independientes del tiempo k, entonces la media muestral de yt se calcula como:
y =
1
N
NX
t=1
yt (3.18)
y la funcion de autocovarianza dada por la ecuacion 3.16 se puede expresar como:
(h) =
1
N
N hX
t=1
(yt+h   y)(yt   y) (3.19)
que es la forma en la que se calcula en la practica a partir de la serie de datos.
La funcion de autocorrelacion mide la dependencia estocastica de las observaciones con
el tiempo y representa los coecientes de autocorrelacion (h) en funcion del retardo h. Es
especialmente util para estudiar si la serie tiene alguna tendencia y si puede considerarse o
no estacionaria. Si la ACF es cercana a 0 nos encontraramos con un proceso estacionario (no
correlado con el tiempo); pero si la ACF aumenta o decrece con el tiempo indica que la serie
presenta alguna tendencia. Si la dependencia entre observaciones tiende a 0 al aumentar el
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retardo, entonces el proceso se llama ergodico y en estos casos es necesario aumentar el tama~no
muestral para adquirir mas informacion.
Si los datos presentan componentes periodicas, estas tambien apareceran en la ACF, por lo
que el calculo de esta funcion nos permitira hacer un primer estudio de si una serie es estacionaria
o no y en caso de no serlo saber si presenta alguna tendencia, estacionalidad o los dos fenomenos
a la vez.
El objetivo del estudio de la funcion de correlacion de una serie temporal es ver si realmente
este proceso estocastico puede considerarse estacionario. De ser as, el siguiente paso es modelizar
el ruido estimado, es decir, ajustar los residuales de la serie temporal obtenida a partir de la serie
original de observacion (una vez que se ha eliminado la tendencia y las variaciones estacionales)
a un modelo de ruido.
Tambien es interesante calcular la funcion de autocorrelacion parcial (PACF) de las series.
Intuitivamente, si la ACF es una medida de la dependencia estocastica entre las observaciones
segun su separacion en el tiempo, la PACF es una medida de la dependencia entre yt+h e yt
despues de eliminar el efecto de las variables intermedias yt+1; yt+2; : : : ; yt+h 1.
La PACF, (h), se calcula a partir de los coecientes de correlacion parcial de orden h, hh,
que se denen de la siguiente manera:
(0) = 1
(h) = hh h  1 (3.20)
siendo hh la ultima componente del vector
h =  
 1
h h (3.21)
donde  h = [(i  j)]hi;j=1 y h = ((1); (2); : : : ; (h))T (Brockwell & Davis, 2002).
El calculo y posterior estudio de las funciones de autocorrelacion y autocorrelacion parcial
de las series se utiliza para saber cual o cuales de los diferentes modelos de procesos estocasticos
son los mas apropiados para representar a la serie de datos.
3.3.2. Resultados
Se han calculado la funcion de autocorrelacion y autocorrelacion parcial para todas las es-
taciones de las series temporales de coordenadas diarias (n; e; u) en los diferentes procesados,
obeteniendose los siguientes resultados:
Procesado regional DD4.2: En la gura 3.4 aparecen las ACF (en azul) y PACF (en verde)
de las series de coordenadas, n a la izquierda, e en el centro y u a la derecha, para todas las
estaciones analizadas (excepto aquellas que se constri~nen para la materializacion del marco
de referencia). A partir de ellas es facil identicar como en el caso de las componentes
horizontales la ACF muestra la presencia de tendencia, mientras que en la vertical la
presencia de una variacion estacional, de periodo proximo al anual, es lo que predomina
en la ACF. En este caso las dos funciones son muy parecidas para todas las estaciones
de la red procesada, lo que se podra explicar por el peque~no tama~no de la red y mayor
inuencia en los resultados de las estaciones de referencia consideradas.
Procesado PPP: En el caso de las series obtenidas por PPP la ACF (gura 3.5) presenta
una curva menos clara para las componentes horizontales, que en el caso anterior, aunque
tambien es facil identicar la presencia de tendencia, pero aparecen variaciones estacio-
nales que perturban esa se~nal. Para la componente u se identican facilmente variaciones
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periodicas, pero en este caso de un periodo menor que en el caso anterior, aproximada-
mente la mitad, lo que indica la presencia de variaciones semianuales. Las estaciones de
PLUZ y PDEL presentan series de datos muy cortas en este procesado por lo que han sido
excuidas de los analisis de series posteriores.
Procesado DD5.0A (gura 3.6) y DD5.0B (gura 3.7): como en los casos anteriores para
las componentes planimetricas predomina la tendencia, pero la mayor longitud de las
series permite detectar tendencias en la componente u de algunas de las estaciones, como
por ejemplo es el caso de ACOR. Esto hace que si hay variaciones estacionales no sean
identicables en este primer analisis. Los resultados obtenidos son muy similares en las
componentes horizontales para los dos casos, aunque si que se aprecian algunas diferencias
en la vertical.
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Figura 3.4: ACF y PACF de las series de coordenadas obtenidas mediante el procesado DD4.2.
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Figura 3.5: ACF y PACF de las series de coordenadas obtenidas mediante el procesado PPP.
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A partir de las ACF puede verse como, en todos lo casos, para las componentes horizontales
(n; e) existe una tendencia que domina esta funcion y es debida a la velocidad de las estacio-
nes como consecuencia del movimiento de la placa tectonica en la que se encuentran. Para la
componente u las variaciones estacionales con periodo anual son mas evidentes en el procesado
DD4.2 (gura 3.4) mientras que en el PPP (gura 3.5) es posible identicar variaciones anuales
y semianuales. En el caso de las guras 3.6 y 3.7 son las unicas que muestran tendencias para la
componente u en algunas de las estaciones, pero siempre de menor valor que en las componentes
horizontales.
Como la tendencia es lo mas predominante de las funciones de autocorrelacion calculadas,
para intentar identicar tipos de ruidos u otros fenomenos se han generado series residuales,
obtenidas al eliminar de la series temporales la tendencia calculada a partir de una simple
regresion lineal y se han vuelto a calcular las funciones ACF y PACF de estas nuevas series.
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Figura 3.8: ACF y PACF de las series de coordenadas residuales obtenidas en el procesado DD4.2.
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Figura 3.9: ACF y PACF de las series de coordenadas residuales obtenidas en el procesado PPP.
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82 3.3. Analisis en el dominio temporal
Para las series residuales las ACF del procesado DD4.2, representadas en la gura 3.8, puede
verse que las variaciones anuales que ya se detectaban en la componente u tambien aparecen
en las otras dos componentes, quedando enmascaradas antes de eliminar la tendencia. En el
caso del procesado PPP (gura 3.9) aparecen variaciones anuales y semianuales para las tres
componentes, siendo estas mas claras en la coordenada e.
Finalmente para el caso de las series DD5.0A y DD5.0B (guras 3.10 y 3.11 respectivamente)
al ser mas largas se puede observar como las funciones ACF y PACF de los residuales son mas
proximas a cero, lo que indica que los procesos estan mas cercanos a ser estacionarios.
Por otra parte, en el apartado 3.2 se ha explicado la necesidad de limpiar las series, es decir,
eliminar los outliers y en caso de haberlos, corregir los osets conocidos. Aunque la simple
comparacion visual de las series de coordenadas antes y despues de realizar este proceso es
evidente (guras 3.1 y 3.3) el efecto de no realizar esta correccion en el analisis puede comprobarse
calculando las funciones ACF y PACF de las series antes de ser limpiadas. Esto se ha realizado,
a modo de ejemplo para la serie DD4.2 de la estacion ALAC y el resultado de la ACF y PACF
para la serie de datos brutos puede verse en la gura 3.12.
Figura 3.12: ACF y PACF de las series de coordenadas de la estacion de ALAC, obtenidas a partir del
procesado DD4.2 sin eliminarse los outliers.
Comparando los resultados para la estacion ALAC (guras 3.4 y 3.12) puede verse como
para las componentes planimetricas en los dos casos se detecta tendencia, pero no variaciones
periodicas en u; si comparamos los resultados obtenidos para las series de residuales (guras
3.8 y 3.12) es donde las diferencias son mas notables, ya que mientras en la serie bruta podra
considerarse que no existen variaciones periodicas y que las coordenadas estan solo afectadas
por una tendencia, estas aparecen claramente si a la serie se le han eliminados los outliers y
osets como se ha realizado y que es de la forma que se indica en el apartado 3.2.
A partir de los resultados obtenidos para las series limpias, representados en las guras de
la 3.4 a la 3.11, puede observarse la existencia de diferente comportamiento de las coordenadas,
estaciones y procesados, lo que indica que ademas del comportamiento propio de cada estacion
y cada componente, las series van a presentar diferentes caractersticas, como pueden ser las
amplitudes de las variaciones estacionales o tipo de ruido, dependiendo de muchas caractersticas,
como puede ser el procesado realizado.
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A partir de las funciones de autocorrelacion (ACF) y autocorrelacion parcial (PACF) de
las series de coordenadas que se han calculado, ademas de detectar la existencia de tendencias
y variaciones estacionales, pueden conocerse los modelos que mejor se ajustan a las series de
coordenadas. Solamente a partir de la representacion sabemos que si (h) es proxima a cero
para valores positivos de h se estara hablando de ruido blanco; si el valor absoluto de (h)
decrece con el tiempo indica que la serie presenta alguna tendencia y si los datos tienen alguna
componente periodica, esta tambien aparecera en la funcion de autocorrelacion. Ademas si (h)
se hace cero para todo h > p, se sugiere un modelo de media movil de orden p, MA(p), pero
si esto ocurre para la PACF, se tratara de un modelo autorregresivo, AR(p) (Kocak & Heck,
2008).
Aplicando esto a los resultados obtenidos se ha visto que en las series de CGPS de datos reales,
el caso mas general es que la serie no sea estacionaria y presente alguna tendencia y variaciones
estacionales, independientemente de la estcion y/o procesado realizado, aunque su magnitud
puede ser muy diferente dependiendo de los casos. Una vez conocidas estas caractersticas de las
series con el que se esta trabajando se va a realizar un analisis en el dominio de la frecuencia
para ver mas en detalle que clase de ruido presentan.
3.4. Analisis en el dominio de la frecuencia
El analisis en el dominio de la frecuencia implica representar la serie de datos en terminos
de contribuciones hechas en escalas de tiempo diferentes. La transformada de Fourier describe
series o se~nales periodicas como una combinacion de se~nales armonicas. Con esta herramienta
podemos descomponer una serie periodica en terminos de su contenido frecuencial o espectro,
por lo que al pasar al dominio de la frecuencia se puede obtener informacion que no es evidente
en el dominio temporal.
Este tipo de analisis es usado en geodesia, tanto en las series de coordenadas de estaciones
permanentes GPS (por ejemplo Mao et al., 1999; Bruyninx & Yseboodt, 2000; Ray et al., 2007,
, etc) como en otras tecnicas geodesicas (Langbein & Johnson, 1997).
Fourier demostro matematicamente que una funcion periodica f(t) de periodo d, se puede
descomponer en una combinacion lineal de senos y cosenos del mismo periodo de la siguiente
forma:
f(t) =
1
2
a0 +
1X
n=1
[an cos(n!0t) + bn sin(n!0t)] (3.22)
donde !0 =
2
d es la frecuencia angular e indica el angulo recorrido en unidad de tiempo y an, bn
son los coecientes de Fourier. Esta serie trigonometrica de Fourier tambien puede expresarse,
mas compactamente, como:
f(t) = C0 +
1X
n=1
[Cn cos(n!0t  n)] (3.23)
con Cn =
p
a2n + b
2
n y n = tan
 1( bnan ), de forma que la funcion ft se escribe como la suma
de componentes sinusoidales de diferentes frecuencias !n = n!0. Los coecientes Cn son las
amplitudes de las armonicas y los angulos n los angulos de fase.
Esta forma de expresar f(t) en funcion de una serie de senos y cosenos (ecuacion 3.23) se
puede generalizar para funciones no periodicas. En ese caso se considera la funcion periodica de
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periodo d, donde d!1, es decir, la frecuencia angular fundamental !0 tiende a cero. Entonces
la ecuacion 3.23 se convierte en una integral y es lo que se conoce como transformada de Fourier.
La aplicacion de la serie de Fourier en el analisis de series temporales consiste en que al
expresar el fenomeno que representa f(t) en terminos de lo que ocurre en cada frecuencia de
la se~nal, permite detectar las frecuencias predominantes, o lo que es lo mismo, periodos que es
posible que en el dominio temporal no sean faciles de identicar.
3.4.1. Calculo de periodogramas
Para detectar las principales frecuencias de una serie usualmente se utiliza la densidad es-
pectral de energa o potencia, dependiendo de que la se~nal este denida en potencia o energa.
En este caso, como la mayora de los fenomenos geofsicos, podemos considerar que la densidad
espectral sigue una ley de potencias (Agnew, 1991) por lo que se estara hablando de una densi-
dad espectral de potencia (mas conocida por sus siglas en ingles PSD, Power Spectral Density).
La densidad espectral de potencia, PSD en adelante, es una funcion que indica como esta dis-
tribuida la potencia de la serie sobre las frecuencias de las que esta esta formada. Formalmente
se calcula usando el teorema de Wiener-Khinchin que relaciona la PSD con al transformada de
Fourier de la funcion de autocorrelacion; pero en la practica se utilizan diferentes metodos para
su estimacion, los cuales se pueden clasicar en dos clases, los no parametricos que usan como
estimador de la PSD el periodograma y los parametricos que suponen un modelo del proceso
estocastico, como podra ser los modelos AR, MA o una combinacion de ellos (ARMA) (Kocak
& Heck, 2008) y se estiman los parametros de estos modelos.
Para las series temporales de coordenadas que se han obtenido en los diferentes procesados
(ver tabla 2.3) se va a calcular el periodograma, que como se ha mencionado es un estimador
natural del PSD, con el que podremos detectar las frecuencias o periodos predominantes. En
particular, el calculo de la transformada de Fourier de la series para estimar su espectro, o el
periodograma de Lomb-Scargle, es una de las tecnicas no parametricas para el calculo de la
PSD.
El periodograma mide aportaciones a la varianza total de la serie de componentes periodicas
de una frecuencia determinada. Si el periodograma presenta un pico en una frecuencia, indica
que dicha frecuencia tiene mayor presencia en la serie que el resto. La forma mas habitual para
su obtencion es calcular la transformada rapida de Fourier para cada estacion y cada coordenada
de forma independiente.
En el caso de las series de estaciones permanentes GPS el intervalo de tiempo teorico de las
coordenadas es regular, diarias en este caso, pero en la practica el problema que presenta este
metodo es la presencia de falta de datos en las series, denominados gaps, debidos a perdidas de
datos o problemas en las estaciones, por lo que no podra aplicarse directamente la transformada
de Fourier.
Ante este problema existen diferentes soluciones, una de ellas sera interpolar la serie, de
forma que se pudiera aplicar la transformada rapida de Fourier sin que exista ninguna falta de
datos. Este metodo es usado en algunos casos cuando el intervalo de tiempo en el que no hay
disponibilidad de datos es peque~no, por ejemplo en Bruyninx & Yseboodt (2000) cuando hay
un gap de menos de 8 das se realiza una interpolacion spline cubica. Pero la mayora de las
veces los gaps de las series son mas largos, por lo que un metodo de interpolacion se podran
introducir datos que falsearan los resultados de su analisis.
Por eso el metodo que se ha usado, similar a la transformada de Fourier, para calcular
el periodograma de forma no parametrica, es mediante analisis espectral mnimos cuadrados,
como puede ser el calculo del periodograma Lomb-Scargle (Scargle, 1982) tambien conocido
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como metodo de Vanicek. La modicacion respecto a un periodograma tradicional consiste en
la inclusion de un retardo,  , como parte de la sinusoide de la siguiente forma:
P (!) =
1
2
 [P1j=1Xj cos!(tj   )]2P1
j=1 cos
2 !(tj   ) +
[
P1
j=1Xj sin!(tj   )]2P1
j=1 sin
2 !(tj   )

: (3.24)
Una vez que se ha obtenido la potencia espectral de las series, los picos en el periodograma
corresponden a las frecuencias o periodos mas predominantes en la serie.
Ademas de la deteccion de los periodos predominantes en las series, el calculo de la PSD
permite estudiar la clase de ruido existente. Como ya se ha comentado, tradicionalmente se ha
considerado que las observaciones geodesicas, en particular las series de coordenadas obtenidas
a partir de las estaciones permanentes GPS, eran procesos incorrelados en el tiempo. En los
ultimos a~nos se ha detectado y estudiado la correlacion temporal de las coordenadas, ya que
como es logico pensar su determinacion se ve afectada por numerosos efectos geofsicos y/o
meteorologicos que dependen del tiempo (como los que se han comentado en el apartado 3.1)
por lo que ademas del ruido aleatorio de cualquier magnitud medida, existe ruido de color,
tambien llamado coloreado, presente en las series. Algunos ejemplos de la presencia de este tipo
de ruido en las series de estaciones permanentes GPS pueden verse en Langbein & Johnson
(1997); Zhang et al. (1997); Williams (2003a); Teferle (2003); Williams et al. (2004); Klos et al.
(2015).
Como la funcion de densidad espectral de las series temporales de coordenadas sigue una ley
de potencias puede expresarse como:
P (f) = P0f=f0
k (3.25)
donde f es la frecuencia temporal, P0 y f0 son constantes de normalizacion y k es el ndice
espectral (Agnew, 1991). Al seguir una ley de potencias este tipo de ruido recibe el nombre de
Power Law Noise (PLN). Elndice espectral k nos indica el tipo de ruido del fenomeno estudiado,
de forma que un mayor ndice espectral implica un proceso mas correlado en el tiempo.
Algunos casos especiales de tipo de ruido son cuando el ndice espectral k toma determinados
valores enteros, as por ejemplo el ruido blanco tiene un ndice espectral de k = 0 (White Noise,
WN), de forma que P (f) = P0f y en este caso la serie no esta correlada; si k =  1 su PSD es
inversamente proporcional a su frecuencia y se denomina ruido rosa o centelleo, normalmente
conocido por su nombre en ingles icker noise (FN); para k =  2 es el caso de ruido de camino
aleatorio browniano o, en ingles Radown Walk Noise (RWN), tambien conocido como ruido rojo
o marron. Una representacion del efecto de estos tipos de ruido en una serie temporal y de su
PSD puede verse en la gura 3.13.
Pero el ndice espectral no tiene por que ser un numero entero, de forma que si k esta en el
rango de  1 < k <  3 se habla de ruido browniano fractal y es el que aparece en la mayora
de los fenomenos geofsicos (Agnew, 1991). Si  1 < k < 1 recibe el nombre de ruido gaussiano
fraccionario y se suele considerar que un fenomeno con este ndice espectral es estacionario, es
decir, sus propiedades estadsticas no varan en el tiempo.
La obtencion del ndice espectral k permite conocer el tipo de ruido presente en la serie y de
esta forma modelarlo y tenerlo en cuenta a la hora de estimar las velocidades de las estaciones,
que no olvidemos es la nalidad de este analisis, y as mejorar la precision con la que se estima
esa velocidad o cualquier otro parametro obtenido a partir de la serie.
Uno de los metodos para la estimacion del ndice espectral k consiste en un ajuste de los
parametros P0, f0 y k a partir de la funcion espectral P (f); en particular el ndice espectral
puede ser estimado ajustando una recta a log(P )   log(periodo), entonces la pendiente de esa
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Figura 3.13: Representacion del ruido blanco, icker y browniano y su funcion de densidad espectral.
recta es precisamente el ndice espectral k que nos indica el tipo de ruido de cada serie, como se
ha realizado para el ruido blanco, icker y browniano en la gura 3.13.
3.4.2. Resultados
El metodo que se ha usado para la obtencion de los periodogramas de las series de coorde-
nadas ha sido el que se ha explicado anteriormente y se ha realizado usando el programa CATS
(Williams, 2008).
Los resultados de todas las estaciones conjuntamente estan representados en la gura 3.14
para el procesado DD4.2, gura 3.15 en el caso de los resultados de PPP y guras 3.16 y 3.17
para las series DD5.0 en las dos diferentes realizaciones del sistema de referencia. En ellas se
puede observar como se presenta un pico en el periodo anual para todos los casos, aunque es
especialmente claro para la componente vertical en todos los procesados. Tambien son faciles
de identicar periodos semianuales cuyo pico es algo mas pronunciado en el procesado de red
global PPP.
En el caso de los resultados DD4.2 (gura 3.14) puede verse como existen tres estaciones
cuyo PSD tiene diferente comportamiento al resto, estas estaciones corresponden a las tres
estaciones de referencia que se han constre~nido para la materializacion del marco de referencia
(como se ha explicado en el apartado 2.1), pero al estar las coordenadas de estas tres estaciones
fuertemente constre~nidas su comportamiento no es representativo de los resultados obtenidos
y no se consideraran en los analisis posteriores. Esto no ocurre en los casos de los procesados
DD5.0A y DD5.0B (guras 3.16 y 3.17) ya que en este caso se han usado constre~nimientos
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mnimos a las estaciones de referencia para la materializacion del marco usado (apartado 2.3)
por lo que las series de coordenadas de las estaciones de referencia pueden considerarse como las
de cualquier otra estacion procesada. Sin embargo algunas estaciones que si que han intervenido
en el procesado de los datos han sido descartadas para realizar los analisis al presentar series de
datos cortas, como es el caso de COBA y GMAS, con numerosos cortes en los datos de DAKA
y por ultimo tampoco se ha considerado CREU por presentar un comportamiento irregular y
con numerosos saltos.
A modo de ejemplo en la gura 3.18 esta representado el PSD para la estacion LACV y
la estimacion del ndice espectral. De esta forma se han obtenido los ndices espectrales para
todas las series obteniendose los resultados de la tabla 3.4. A partir de estos resultados puede
observarse como k esta comprendido entre 0 y -2, por lo que se conrma la presencia de ruido
fractal ademas del ruido blanco caracterstico de cualquier medida. Y aunque podra considerarse
que una buena aproximacion es considerar ruido tipo icker, con k =  1 (Zhang et al., 1997;
Williams et al., 2004), hay que estudiar si esto es posible en todos los casos.
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Figura 3.14: PSD de los resultados de todas las estaciones usadas en el procesado DD4.2.
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Figura 3.15: PSD de los resultados de todas las estaciones usadas en el procesado PPP.
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Figura 3.16: PSD de los resultados de todas las estaciones usadas en el procesado DD5.0A.
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Figura 3.17: PSD de los resultados de todas las estaciones usadas en el procesado DD5.0B.
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Figura 3.18: PSD de la serie resultante para la estacion LACV en el procesado DD5.0A.
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Tabla 3.4: Indice espectral (k).
Procesado Estacion k Procesado Estacion k
n e u n e u
DD4.2 ALAC -0.88 -1.04 -0.76 PPP ALAC -1.12 -1.57 -0.83
DD4.2 CASC -0.69 -0.79 -0.66
DD4.2 CEUT -1.14 -0.89 -0.80 PPP CEUT -1.20 -1.61 -0.96
DD4.2 LACV -0.70 -0.89 -0.71 PPP LACV -1.21 -1.39 -1.22
DD4.2 LPAL -0.77 -0.74 -0.80 PPP LPAL -1.01 -1.28 -0.95
DD4.2 MADR -1.02 -0.77 -0.38 PPP MADR -1.02 -1.01 -0.98
DD4.2 MAS1 -1.09 -0.93 -0.60 PPP MAS1 -1.14 -1.43 -1.29
DD4.2 RABT -0.64 -0.99 -0.45
DD4.2 SFER -1.05 -0.69 -0.38 PPP SFER -1.21 -1.51 -1.12
DD4-2 Media -0.88 -0.86 -0.62 PPP Media -1.13 -1.40 -1.05
DD5.0A ACOR -1.15 -1.29 -0.92 DD5.0B ACOR -0.70 -0.94 -1.08
DD5.0A ALAC -1.10 -1.14 -0.60 DD5.0B ALAC -1.16 -0.77 -0.49
DD5.0A ALME -1.09 -1.23 -0.67 DD5.0B ALME -0.97 -0.84 -0.57
DD5.0A CANT -1.27 -1.01 -0.91 DD5.0B CANT -1.07 -0.85 -0.82
DD5.0A CASC -1.11 -1.24 -0.52 DD5.0B CASC -0.49 -0.39 -0.34
DD5.0A CEUT -0.86 -1.07 -0.55 DD5.0B CEUT -0.61 -1.14 -0.57
DD5.0A EBRE -1.02 -1.20 -0.60 DD5.0B EBRE -0.67 -1.02 -0.37
DD5.0A LACV -1.04 -1.12 -0.58 DD5.0B LACV -0.69 -0.75 -0.84
DD5.0A LAGO -1.14 -1.37 -0.58 DD5.0B LAGO -0.87 -0.76 -0.47
DD5.0A LPAL -1.06 -1.12 -0.69 DD5.0B LPAL -0.78 -0.74 -0.53
DD5.0A MAS1 -1.23 -1.38 -0.63 DD5.0B MAS1 -0.90 -0.86 -0.57
DD5.0A PDEL -0.75 -1.18 -0.46 DD5.0B PDEL -0.83 -1.07 -0.48
DD5.0A RABT -1.23 -1.41 -0.64 DD5.0B RABT -0.72 -0.75 -0.54
DD5.0A SFER -1.14 -1.27 -0.73 DD5.0B SFER -1.28 -1.58 -0.69
DD5.0A VILL -1.17 -1.28 -0.65 DD5.0B VILL -1.27 -1.06 -0.59
DD5.0A YEBE -1.18 -1.38 -0.62 DD5.0B YEBE -0.80 -0.72 -0.58
DD5.0A Media -1.09 -1.22 -0.64 DD5.0B Media -0.86 -0.89 -0.60
Como se ha comprobado la presencia de ruido de color (que sigue una ley de potencias, por
eso es llamado PLN), se puede estimar junto al ndice espectral k las amplitudes de los modelos
de ruido utilizados, en este caso WN y PLN. Los resultados obtenidos para cada componente se
muestran en la tabla 3.5.
A partir de los resultados de la tabla 3.5 puede observarse como la magnitud del ruido
correlado (PLN) es en muchos de los casos mayor que la de ruido blanco, sobretodo en las
componentes horizontales, por lo que se ve la necesidad de considerarlo si se desean obtener
resultados precisos con la mayor exactitud posible, ya que la magnitud de ruido presente en las
series se aplica para la obtencion de incertidumbres mas realistas en las velocidades. Tambien
se observa que el valor del ndice espectral K es en general mayor en las series de los procesados
DD5.0A y B, que aunque existen algunas diferencias en la estrategia de procesado respecto a los
otros dos casos, tambien puede pensarse que en series temporales mas largas sea mas identicable
la correlacion temporal del ruido.
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Tabla 3.5: Indice espectral (k) y amplitudes de ruido WN (a[mm]) y PLN (bk[mm/a~no
 k=4]).
Procesado Estacion n e u
k a bk k a bk k a bk
DD4.2 ALAC -1.12 1.30 4.24 -0.77 2.69 8.44 -0.83 3.21 8.50
DD4.2 CASC -0.93 1.19 3.18 -0.41 2.31 4.99 -0.82 3.33 6.91
DD4.2 CEUT -1.33 1.42 6.25 -0.95 3.27 9.22 -0.58 3.34 8.59
DD4.2 LACV -0.87 0.92 2.36 -1.54 3.06 5.86 -0.87 3.24 7.69
DD4.2 LPAL -0.81 0.92 3.20 -0.99 2.65 6.67 -0.65 2.83 8.18
DD4.2 RABT -0.88 1.09 2.95 -0.67 2.30 7.20 -0.15 2.51 3.55
PPP ALAC -0.71 1.30 5.97 -1.45 2.95 17.98 | | |
PPP CEUT -0.85 1.56 6.96 -0.94 2.82 13.16 | | |
PPP LACV -0.68 1.33 6.36 -0.74 2.31 10.02 | | |
PPP LPAL -0.45 1.27 4.29 -0.59 2.77 9.37 | | |
PPP MADR -0.27 2.74 5.39 -0.01 7.37 7.63 | | |
PPP MAS1 -0.51 1.32 4.78 -1.07 2.42 13.11 | | |
PPP SFER -0.73 1.64 6.80 -1.11 3.27 15.90 | | |
DD5.0A ACOR -1.27 0.80 4.60 -1.35 0.76 4.71 -1.15 2.99 7.36
DD5.0A ALAC -1.26 0.60 2.39 -1.32 0.76 3.19 -0.86 2.39 4.34
DD5.0A ALME -1.26 0.70 2.61 -1.50 0.77 2.99 -0.97 2.53 5.54
DD5.0A CANT -1.32 0.67 3.38 -0.93 0.60 3.63 -1.30 2.51 5.89
DD5.0A CASC -1.20 0.57 2.04 -1.35 0.83 3.00 -1.15 2.37 3.29
DD5.0A CEUT -1.14 0.98 2.48 -1.24 0.79 3.53 -0.94 3.04 5.34
DD5.0A EBRE -1.22 1.00 3.52 -1.48 0.95 4.03 -0.83 2.90 5.64
DD5.0A LACV -1.15 0.72 2.36 -1.37 0.69 2.65 -0.82 2.37 4.85
DD5.0A LAGO -1.30 0.54 2.21 -1.36 0.59 2.62 -1.28 2.30 3.16
DD5.0A LPAL -1.10 0.71 2.84 -1.26 0.80 3.37 -0.91 2.36 5.66
DD5.0A MAS1 -1.20 0.53 1.83 -1.40 0.55 2.64 -0.58 1.62 3.94
DD5.0A PDEL -0.91 0.98 2.88 -1.30 1.16 4.36 -0.54 3.07 6.23
DD5.0A RABT -1.42 0.60 2.42 -1.47 0.57 2.94 -0.94 2.27 3.99
DD5.0A SFER -1.28 1.05 4.24 -1.31 1.03 4.48 -1.03 1.78 3.33
DD5.0A VILL -1.22 0.47 1.99 -1.55 0.58 2.74 -0.93 1.88 4.17
DD5.0A YEBE -1.24 0.50 2.20 -1.47 0.60 3.00 -0.82 1.88 4.34
DD5.0B ACOR -0.89 0.59 1.82 -1.09 0.77 2.65 -1.71 3.34 7.00
DD5.0B ALAC -1.26 0.64 2.75 -0.96 0.64 1.52 -0.48 1.94 4.02
DD5.0B ALME -1.22 0.69 1.99 -1.03 0.76 1.90 -0.69 2.36 5.25
DD5.0B CANT -1.22 0.57 2.53 -0.73 0.51 2.77 -1.23 2.36 4.79
DD5.0B CASC -0.75 0.36 1.11 -0.60 0.52 1.11 -0.68 1.55 2.72
DD5.0B CEUT -0.83 0.88 2.06 -1.38 0.87 3.76 -0.72 2.80 5.90
DD5.0B EBRE -0.94 0.89 2.15 -1.25 0.85 2.97 -0.17 2.30 3.32
DD5.0B LACV -0.80 0.57 1.79 -0.99 0.63 1.48 -0.98 2.39 5.71
DD5.0B LAGO -1.05 0.51 1.48 -0.76 0.53 1.15 -0.89 2.09 3.16
DD5.0B LPAL -0.87 0.61 2.23 -0.84 0.76 2.07 -0.61 2.04 4.84
DD5.0B MAS1 -1.06 0.49 1.76 -1.04 0.50 1.67 | | |
DD5.0B PDEL -1.05 1.02 2.88 -1.24 1.07 3.42 -0.60 3.16 6.34
DD5.0B RABT -0.89 0.50 1.41 -0.92 0.56 1.48 -0.74 2.13 4.33
DD5.0B SFER -1.54 0.55 3.46 -1.69 0.72 3.76 -1.07 2.18 4.00
DD5.0B VILL -1.45 0.67 2.21 -1.16 0.70 1.83 -0.85 2.37 5.13
DD5.0B YEBE -0.92 0.39 1.31 -0.88 0.43 1.20 -0.80 1.51 3.89
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3.5. Estimacion mnimo cuadratica (EMC)
A partir de los resultados obtenidos en los estudios de ruido y periodicidades de las series
(apartados 3.3 y 3.4) hemos comprobado que las series temporales de coordenadas (n; e; u) de
estaciones permanentes GPS presentan variaciones periodicas, principalmente anuales y semi-
anuales, de diferentes amplitudes que dependen de la estacion y la forma en que los datos hayan
sido procesados. Ademas del ruido blanco presente en todas las realizaciones de una magnitud,
tambien se ha visto que presentan ruido de color, PLN; que podra aproximarse a ruido tipo
icker. Estos dos fenomenos pueden modelarse en funcion de determinados parametros, y una
vez que se tienen as expresados se introducen en el modelo general de la serie para calcular
conjuntamente los parametros de los modelos de variaciones periodicas y ruido, y la velocidad
de la serie, de forma que se obtiene una mejor estimacion de la velocidad y su precision.
La estimacion de los parametros y la velocidad conjuntamente se va a realizar de dos formas
diferentes. La primera de ellas es la mas simple y muy utilizada un muchos campos y casos,
mediante un ajuste clasico mnimos cuadrados al modelo escogido y sera la que se use en este
apartado. En la segunda forma el calculo de los parametros se realiza un ajuste por el metodo de
maxima verosimilitud que tambien calcula conjuntamente los terminos periodicos introducidos,
el ruido considerado y la velocidad (se vera en el apartado 3.6).
Para el ajuste mnimos cuadrados se puede utilizar un modelo de la serie de la forma de la
ecuacion 3.1 donde, si se considera que las variaciones periodicas pueden escribirse como una
funcion seno, puede expresarse como:
yi = x0 + rti +
X
j
aj sin(2fjti + j) + : : :+ x(ti) (3.26)
y realizando un ajuste mnimos cuadrados ponderado se calculan los parametros ordenada en el
origen x0, pendiente r, los terminos sinusoidales y las discontinuidades.
En este caso, en el modelo dado por la ecuacion 3.26 se han considerado terminos anuales y
semianuales junto con un modelo de ruido blanco y se han calculado los parametros deseados.
3.5.1. Resultados
Realizando el ajuste anteriormente descrito a las series resultantes de los diferentes procesa-
dos se obtienen los resultados que se presentan a continuacion. En las guras 3.19, 3.20, 3.21 y
3.22 estan representadas las series temporales de las estaciones para cada procesado, donde las
coordenadas diarias utilizadas para el ajuste aparecen en rojo, los puntos azules son aquellos
datos que se han considerado como outliers (apartado 3.2) y han sido eliminados de la serie y
sobre ellas en negro el modelo obtenido en el ajuste.
Utilizando los modelos estimados y que aparecen representados en las guras anteriores, se
han calculado las velocidades de las estaciones, cuyos resultados pueden verse en la tabla 3.6 y
sus errores medios cuadraticos en la tabla 3.7.
Aunque el principal interes de estos analisis es el estudio del comportamiento de las series
de coordenadas de las estaciones permanentes GPS para poder estimar, de una forma lo mas
precisa posible pero a la vez con una precision realista, las velocidades y otros parametros que
se pueden obtener a partir de las series, como pueden ser deformaciones en caso de haberlas,
a partir de los resultados obtenidos en este primer analisis ya pueden verse algunas diferencias
signicativas entre los resultados para los diferentes procesados.
Centrandonos en la componente vertical, aunque en todos los casos presentan claras variacio-
nes estacionales, especialmente anuales, estas son de una amplitud mucho mayor en el procesado
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Figura 3.19: Series temporales (n,e,u) de las estaciones obtenidas en el procesado DD4.2. Los puntos
azules representan aquellos datos que se han considerado como outlier y el modelo resultante de la
estimacion mnimo cuadratica esta representado sobre las coordenadas en negro. Los gracos individuales
de todas las estaciones estan en el anexo A.
global realizado mediante PPP (gura 3.20) y tambien son mayores en el procesado DD4.2 (-
gura 3.19) que en los resultados obtenidos con la version posterior (guras 3.21 y 3.22). Aunque
hay algunas diferencias entre los dos procesados realizados por dobles diferencias (descritos en
los apartados 2.1 y 2.3) una de las posibles causas de la mayor amplitud de las variaciones
anuales y semianuales en los resultados de la version 4.2 puede ser debida a un error detectado
en esta version de Bernese (Hugentobler, 2004) que fue corregida en la siguiente version y que
se ha comprobado que causa una mayor amplitud en las variaciones estacionales de las series
(Biagi et al., 2006).
En cualquiera de los procesados puede verse como el comportamiento de las estaciones es
muy diferentes de unas a otras resultando modelos con parametros muy diversos que conrman
el hecho de que aunque algunas variaciones estacionales pueden ser causadas por modelos o
artefactos del procesado, existen causas locales que tambien provocan este tipo de variaciones
y/o ruido.
Si comparamos los resultados del procesado DD5.0 con las dos diferentes materializaciones del
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Figura 3.20: Series temporales (n,e,u) de las estaciones obtenidas en el procesado PPP. Los puntos azules
representan aquellos datos que se han considerado como outlier y el modelo resultante de la estimacion
mnimo cuadratica esta representado sobre las coordenadas en negro. Los gracos individuales de todas
las estaciones estan en el anexo A.
sistema de referencia, cuando se realiza una transformacion de ITRF2000 a ITRF2005 mediante
los parametros de transformacion de Helmert (gura 3.21) y cuando se ha reprocesado ajustando
las estaciones de referencia directamente en ITRF2005 (gura 3.22), vemos que la coordenada
que presenta mayores diferencias es la este.
Observando las velocidades verticales obtenidas (tabla 3.6) pueden deducirse las diferencias
entre los diferentes procesados en este caso. Para una red global (procesado PPP) las velocidades
son algo mas negativas en la componente vertical que en el resto de los casos entre 1 y 2 mm/a~no.
Entre los dos procesados DD5.0 para el caso B las velocidades son algo menores en magnitud
que A, pero todava son menores para DD4.2. Esto puede ser causado por el hecho de utilizar
una materializacion regional o local de un sistema de referencia global, como se ha visto en
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Figura 3.21: Series temporales (n,e,u) de estaciones seleccionadas obtenidas en el procesado DD5.0A.
Los puntos azules representan aquellos datos que se han considerado como outlier y el modelo resultante
de la estimacion mnimo cuadratica esta representado sobre las coordenadas en negro. Los resultados del
resto de estaciones, as como los gracos individuales de todas ellas estan en el anexo A.
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Figura 3.22: Series temporales (n,e,u) de estaciones seleccionadas obtenidas en el procesado DD5.0B.
Los puntos azules representan aquellos datos que se han considerado como outlier y el modelo resultante
de la estimacion mnimo cuadratica esta representado sobre las coordenadas en negro. Los resultados del
resto de estaciones, as como los gracos individuales de todas ellas estan en el anexo A.
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Wdowinski et al. (1997) o Teferle et al. (2006).
Si nos jamos en los errores medios cuadraticos (tabla 3.7) son mayores en la red global
que para todos los demas casos de redes regionales. Tambien es bastante claro de los resultados
obtenidos, que dentro de un mismo procesado hay mucha diferencia de unas estaciones a otras,
existiendo algunas estaciones especialmente ruidosas en donde la dispersion de la serie es mayor,
como pueden ser CREU y PDEL. Llama la atencion el error de la velocidad vertical obtenido
para la estacion MADR en el procesado PPP, pero precisamente el comportamiento anomalo de
esta estacion, que es considerada estacion de referencia para el procesado DD4.2, hizo que fuera
sustituida por VILL en los procesados posteriores y puede ser la causa de este comportamiento.
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Tabla 3.7: Errores medios cuadraticos ponderados (WRMS) para las componentes norte, este y elevacion
de las velocidades obtenidas en la tabla 3.6.
Procesado Estacion n e u Procesado Estacion n e u
[mm] [mm] [mm] [mm] [mm] [mm]
DD4.2 ALAC 2.4 5.8 5.9 PPP ALAC 4.6 6.6 9.5
DD4.2 CASC 2.2 5.4 5.4
DD4.2 CEUT 3.7 5.9 7.9 PPP CEUT 4.6 7.8 11.5
DD4.2 LACV 1.6 4.6 5.3 PPP LACV 4.6 7.3 10.6
DD4.2 LPAL 2.0 4.5 6.3 PPP LPAL 4.9 8.3 9.9
PPP MADR 6.9 14.9 31.4
PPP MAS1 4.6 6.6 10.7
DD4.2 RABT 2.0 5.6 5.2
PPP SFER 5.0 7.6 9.4
DD4.2 Media 2.3 5.3 6.0 PPP Media 4.7 7.9 12.8
DD5.0A ACOR 2.0 2.0 5.0 DD5.0B ACOR 1.1 1.4 4.9
DD5.0A ALAC 1.9 3.4 3.8 DD5.0B ALAC 1.1 1.3 3.9
DD5.0A ALME 1.6 1.9 4.2 DD5.0B ALME 1.2 1.3 4.4
DD5.0A CANT 1.5 2.1 4.3 DD5.0B CANT 1.2 1.9 4.6
DD5.0A CASC 1.3 2.2 3.4 DD5.0B CASC 0.7 0.9 2.7
DD5.0A CEUT 1.7 2.0 4.7 DD5.0B CEUT 1.5 1.8 4.8
DD5.0A EBRE 2.1 2.5 5.0 DD5.0B EBRE 1.5 1.6 4.7
DD5.0A LACV 1.5 2.1 4.0 DD5.0B LACV 1.2 1.1 4.1
DD5.0A LAGO 1.1 2.1 3.3 DD5.0B LAGO 0.9 1.0 3.2
DD5.0A LPAL 1.6 2.6 4.1 DD5.0B LPAL 1.3 1.4 4.1
DD5.0A MAS1 1.3 2.3 3.4 DD5.0B MAS1 1.0 0.9 3.3
DD5.0A PDEL 2.1 3.5 5.8 DD5.0B PDEL 1.6 1.6 5.9
DD5.0A RABT 1.3 2.1 3.5 DD5.0B RABT 1.0 1.0 3.6
DD5.0A SFER 2.2 2.0 2.7 DD5.0B SFER 2.0 2.3 3.5
DD5.0A VILL 1.2 1.9 3.1 DD5.0B VILL 1.4 1.3 4.6
DD5.0A YEBE 1.5 2.0 3.4 DD5.0B YEBE 0.8 0.8 2.8
DD5.0A Media 1.8 2.4 4.1 DD5.0B Media 1.6 1.6 4.4
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3.6. Estimacion por maxima verosimilitud (MLE)
El metodo de maxima verosimilitud (MLE) es uno de los mas usados en los ultimos a~nos
en el analisis de series geodesicas, ya sean de estaciones permanentes GPS (Zhang et al., 1997;
Mao et al., 1999; Williams, 2003a; Teferle, 2003; Williams et al., 2004; Santamara-Gomez et al.,
2011; Klos et al., 2015) o en otro tipo de datos, como en el caso de Langbein & Johnson (1997)
para distanciometra electromagnetica.
En un ajuste por mnimos cuadrados, como el realizado en el apartado anterior, se asume que
el error de las observaciones presenta una distribucion normal y esta temporalmente incorrelado,
por lo que solo se considera la presencia de ruido blanco. Pero como se ha visto en los resultados
del analisis espectral en el apartado 3.4, la presencia de ruido de color conrma la existencia de
correlacion temporal en los errores y si este no se considera, la incertidumbre de la velocidad
estimada puede ser subestimada en un factor de 5-11 respecto a un modelo con solamente la
presencia de ruido blanco (Mao et al., 1999). Por eso, mediante el uso del programa CATS
(Create and Analyze Time Series) (Williams, 2008) se ha realizado un nuevo analisis mediante
un ajuste MLE en el que ademas de calcular simultaneamente la tendencia lineal o velocidad
y los terminos periodicos, anuales y semianuales de la series, se estiman las magnitudes de los
modelos de ruidos introducidos.
La forma de realizar la estimacion consiste en maximizar la funcion de probabilidad, ajus-
tando los datos a la matriz de covarianzas del modelo. Es decir, se quiere maximizar la funcion
lik(y; C) =
1
(2)N=2(detC)1=2
exp( 1
2
yTC 1y) (3.27)
donde lik es la probabilidad, y el vector de datos, C la matriz de covarianzas, N el numero de
observaciones y det el determinante de la matriz.
Tomando logaritmos neperianos, podemos escribirlo de la siguiente forma,
ln[lik(y; C)] =  1
2
[ln(detC) + yTC 1y +N ln(2)] (3.28)
y maximizando la ecuacion 3.28 se estiman los parametros deseados.
El tipo de ruido considerado en el modelo esta representado en la forma de la matriz de
covarianzas. Por ejemplo, podemos suponer un modelo que combine dos tipos de ruido, de esta
forma la matriz de covarianzas C, que aparece en la ecuacion 3.28, consta de dos partes,
C = a2wI + b
2
kJk; (3.29)
aquella que contiene el ruido blanco, cuya amplitud es aw, y la componente que contiene el ruido
de color (PLN) con amplitud bk, I es la matriz identidad NxN , correspondiente a la matriz de
covarianza del ruido blanco (WN) y Jk es la matriz de covarianzas del modelo de ruido de ndice
espectral k, que presenta la siguiente forma (Williams, 2003a),
Jk = TT
T ; (3.30)
donde T es una matriz de transformacion obtenida como
T = T k=4
0BBBBB@
 0 0 0    0
 1  0 0    0
 2  1  0    0
...
...
...
. . . 0
 N  N 1  N 2     0
1CCCCCA (3.31)
104 3.6. Estimacion por maxima verosimilitud (MLE)
siendo T el intervalo de tiempo y
 N =
 k2 (1  k2 ) : : : (N   1  k2 )
N !
=
 (N   k2 )
N ! ( k2 )
(3.32)
con   la funcion Gamma.
El problema de maxima probabilidad planteado en la ecuacion 3.28 se resuelve usando el
metodo de downphill simplex (Press et al., 1992) ajustando la matriz de varianza covarianza de
forma iterativa.
Recordemos que segun el valor del ndice espectral se esta hablando de diferentes clases de
ruido, de forma que si k =  1 el ruido es tipo icker o si k =  2 es ruido browniano. Segun
los resultados obtenidos en el apartado 3.4 se ha visto que el ruido existente en la series, para
todas las estaciones y procesados sigue una ley de potencias (PLN) y esta bastante cercano a
valores de k alrededor de -1. Pero para hacer un estudio mas pormenorizado de las series se
van a estudiar dos combinaciones de ruido diferentes, una en la que se considera ruido blanco y
PLN en general (que denominamos WN+PLN) y se estima por MLE ademas de los parametros
de las series y magnitud del tipo de ruido usado, el ndice espectral. El segundo caso, es una
particularizacion del anterior cuando k =  1, por lo que se considera una combinacion de ruido
blanco y icker, WN+FN.
Aunque con el analisis espectral podemos calcular el ndice espectral y la magnitud de las
clases de ruido que se esten considerando, el hacerlo con un ajste MLE permite estimar si-
multaneamente la tendencia y variaciones estacionales ademas de que no presenta los problemas
que existen en el calculo del PSD cuando las series de datos no son espaciadas regularmente por
falta de coordenadas durante algunos periodos en las diferentes estaciones.
3.6.1. Resultados
Al igual que en los resultados del analisis por ajuste mnimos cuadrados anterior, los resul-
tados obtenidos, esta vez mediante el metodo denominado MLE, se muestran en la gura 3.23
para el procesado DD4.2, 3.24 para PPP, 3.25 en el caso de DD5.0A y 3.26 para DD5.0B. En
ellas el modelo resultante usando una combinacion de ruido blanco mas cualquier tipo de ruido
de clase PLN (WN+PLN) aparece representado en gris mientras que los resultados cuando se
usa una combinacion de ruido blanco mas icker (WN+FN) se muestran en negro.
Ademas, en las tablas 3.8 y 3.9 estan los resultados de las velocidades obtenidas con los
errores del ajuste para los dos tipos de ruido considerados. En la tabla 3.10 estan las amplitudes
de los ruidos blanco, ak y icker, bk que se han considerado en este analisis, mientras que en
la tabla 3.11 al haberse usado una comibinacion de ruido WN+PLN, aparecen, ademas de las
amplitudes de ruido para cada caso, el ndice espectral obtenido en el ajuste k.
Si en estos dos casos se comparan los resultados obtenidos entre los diferentes procesados,
las conclusiones que se obtienen son las mismas que en el caso del ajuste por mnimos cuadrados
considerando solamnete ruido blanco (apartado 2.3). Pero ahora lo que resulta mas interesante es
poder estudiar las diferencias entre los resultados obtenidos para los diferentes tipos de analisis
y las dos clases de ruido utilizadas.
Comparando los valores de las velocidades obtenidas para los dos modelos de ruido con
este tipo de analisis (tablas 3.8 y 3.9) y el anterior (tabla 3.6) puede verse como en este caso
las velocidades obtenidas son mas independientes del procesado realizado, ya que los valores
resultantes presentan menores diferencias de unos procesados a otros para la misma estacion,
aunque estas diferencias si que continuan estando presentes en los errores.
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Figura 3.23: Series temporales (n,e,u) de todas las estaciones obtenidas en el procesado DD4.2. Los
puntos azules representan aquellos datos que se han considerado como outlier y los modelos resultantes
por MLE estan representados en negro si se usa como modelo de ruido la combinacion WN+FN y con
mayor grosor en gris para WN+PLN. Los gracos individuales de todas la estaciones estan en el anexo
B.
Para poder ver mas claramente las diferencias entre los resultados de los analisis, en la
gura 3.27 estan representadas las velocidades verticales para todas las estaciones y procesados
obtenidos en los tres analisis realizados. Se ha representado solamente la componente vertical
por ser la que presenta mayores variaciones pero a la vez ser la de principal interes en el caso de
las CGPS instaladas en mareografos.
Dentro del analisis MLE el uso de un tipo de ruido u otro, aunque gracamente solo se
aprecian diferencias en la componente vertical y especialmente en aquellos procesados que pre-
sentan mayores magnitudes en las variaciones estacionales, si que es facil ver las diferencias en
los valores obtenidos para las amplitudes de ruido (tabla 3.10) y el ndice espectral obtenido
en el caso de ruido PLN (tabla 3.11) donde puede verse como al considerar ruido de camino
aleatorio que no solo sea ruido icker (con k =  1) se reduce la amplitud del ruido blanco, en
aproximadamente 1 mm de media y ademas los valores de k, aunque alrededor de -1, en el caso
de los procesados mas modernos (DD5.0) se muestran mas ente -1 y 0. Por lo que es evidente la
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Figura 3.24: Series temporales (n,e,u) de todas las estaciones obtenidas en el procesado PPP. Los puntos
azules representan aquellos datos que se han considerado como outlier y los modelos resultantes por MLE
estan representados en negro si se usa como modelo de ruido la combinacion WN+FN y con mayor grosor
en gris para WN+PLN. Los gracos individuales de todas la estaciones estan en el anexo B.
conveniencia en considerar que el ruido correlado pueda ser de cualquier tipo, y no imponer que
sea icker, aunque este tiene el inconveniente de un tiempo mucho mayor de calculo, al tener
que estimar el ndice espectral y en algunos de los casos llega a ocultar el ruido blanco, por lo
numericamente en su calculo este resulta con un valor de cero.
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Figura 3.25: Series temporales (n,e,u) de estaciones seleccionadas obtenidas en el procesado DD5.0A.
Los puntos azules representan aquellos datos que se han considerado como outlier y los modelos resultantes
por MLE estan representados en negro si se usa como modelo de ruido la combinacion WN+FN y
con mayor grosor en gris para WN+PLN. Los resultados del resto de estaciones, as como los gracos
individuales de todas la estaciones estan en el anexo B.
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Figura 3.26: Series temporales (n,e,u) de estaciones seleccionadas obtenidas en el procesado DD5.0B. Los
puntos azules representan aquellos datos que se han considerado como outlier y los modelos resultantes por
MLE estan representados en negro si se usa como modelo de ruido la combinacion WN+FN y con mayor
grosor en gris para WN+PLN. Los resultados del resto de estaciones, as como los gracos individuales
de todas la estaciones estan en el anexo B.
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Figura 3.27: Diagrama de barras de las velocidades verticales obtenidas en los diferentes tipos de analisis
y procesados.
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Tabla 3.10: Amplitud del ruido WN y FN obtenido en el ajuste MLE para la componente vertical
.
Procesado Estacion am bkm Procesado Estacion am bkm
[mm] [mm/a~no k=4] [mm] [mm/a~no k=4]
DD4.2 ALAC 4.04 0.19 13.20 1.03 PPP ALAC 3.20 0.45 25.98 1.36
DD4.2 CASC 4.73 0.14 7.58 0.98
DD4.2 CEUT 4.61 0.27 18.90 1.29 PPP CEUT 4.75 0.58 32.87 1.96
DD4.2 LACV 4.48 0.16 8.75 1.03 PPP LACV 3.84 0.46 28.35 1.49
DD4.2 LPAL 4.16 0.22 14.77 1.13 PPP LPAL 3.53 0.40 27.19 1.27
PPP MADR 21.23 0.94 65.48 5.17
PPP MAS1 2.76 0.61 29.86 1.45
DD4.2 RABT 4.32 0.16 9.53 1.01
PPP SFER 3.97 0.38 24.73 1.41
DD5.0A ACOR 3.57 0.11 9.86 0.65 DD5.0B ACOR 3.51 0.11 9.82 0.61
DD5.0A ALAC 3.13 0.09 6.35 0.59 DD5.0B ALAC 2.98 0.10 8.26 0.62
DD5.0A ALME 3.42 0.09 6.83 0.61 DD5.0B ALME 3.46 0.11 8.69 0.68
DD5.0A CANT 2.86 0.08 7.08 0.50 DD5.0B CANT 2.82 0.08 7.34 0.47
DD5.0A CASC 3.07 0.07 3.81 0.48 DD5.0B CASC 2.21 0.06 4.28 0.38
DD5.0A CEUT 3.77 0.14 8.81 0.88 DD5.0B CEUT 3.87 0.15 9.43 0.93
DD5.0A EBRE 4.12 0.11 7.91 0.75 DD5.0B EBRE 3.98 0.11 8.09 0.76
DD5.0A LACV 3.13 0.10 7.79 0.63 DD5.0B LACV 3.13 0.10 7.68 0.62
DD5.0A LAGO 2.85 0.06 3.85 0.42 DD5.0B LAGO 2.79 0.07 4.17 0.46
DD5.0A LPAL 2.99 0.11 8.87 0.61 DD5.0B LPAL 2.96 0.11 9.36 0.63
DD5.0A MAS1 2.33 0.09 7.64 0.47 DD5.0B MAS1 2.38 0.09 7.30 0.48
DD5.0A PDEL 4.49 0.17 12.32 1.02 DD5.0B PDEL 4.56 0.16 11.73 0.96
DD5.0A RABT 2.97 0.07 5.23 0.49 DD5.0B RABT 3.04 0.08 5.95 0.53
DD5.0A SFER 2.22 0.06 4.34 0.37 DD5.0B SFER 2.75 0.07 6.01 0.46
DD5.0A VILL 2.43 0.07 5.40 0.42 DD5.0B VILL 3.18 0.08 7.27 0.50
DD5.0A YEBE 2.59 0.08 6.07 0.47 DD5.0B YEBE 2.15 0.07 5.90 0.44
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Captulo 4
Filtrado espacial Common Mode
Bias
En los analisis de series realizados en el captulo 3 se ha estudiado la correlacion temporal
de las series de coordenadas de estaciones y el ruido estocastico existente en ellas; es decir, la
relacion que existe entre las coordenadas de una estacion a lo largo del tiempo, pero todava no se
ha considerado la posible relacion que existe entre ellas por ser procesadas en una red regional
o si existen variaciones comunes en algunas zonas de la red o en todas ellas que se deban a
causas comunes, es decir, no se ha considerado ninguna correlacion espacial. El estudio de esta
correlacion espacial entre las estaciones de una red regional es necesario para intentar eliminarla
o por lo menos reducirla y as llegar a una estimacion mas realista de las incertidumbres de las
velocidades u otros parametros obtenidos a partir de ellas.
En el apartado 3.1 se han estudiado las causas que producen variaciones y dispersiones de las
series temporales verticales y se han clasicado atendiendo a sus consecuencias, en locales, regio-
nales y globales. Esta clasicacion pone de maniesto el hecho de que las series de coordenadas
tambien pueden presentar correlacion espacial, ya sea como consecuencia de ser procesadas en
una red global (como es el caso de las series PPP) o regionales (todas las series obtenidas con
DD), o por ser causadas por caractarsticas comunes de una zona. Esta correlacion espacial ya se
ha detectado en diversos trabajos (por ejemplo Amiri-Simkooei, 2009; Calais, 1999; Johansson
et al., 2002; Klos et al., 2015) con diferentes caractersticas y distancias entre estaciones.
Normalmente estas correlaciones espaciales son atribuidas a residuales de efectos sistematicos
debidos a defectos de algunos modelos, como los del retardo troposferico, variaciones del centro
de fase de las antenas y diferentes procesos de carga. Ademas, sesgos en el marco de referencia
u orbitas de los satelites y propagacion de los relojes afectan a la posicion, donde la componente
vertical es especialmente afectada. Por lo que sus causas hacen que afecte tanto a redes regionales
como globales.
En la mayora de los casos la correlacion espacial parece afectar a todas las estaciones, por lo
que esto sugiere que la causa de este efecto sistematico debe ser algo comun a todas las estaciones
y no depende de efectos locales, por eso normalmente son atribuidas al marco de referencia o a
efectos no corregidos en las orbitas de los satetiles, aunque tambien hay casos, mas habituales
en redes globales, en los que se ven efectos comunes en un parte de la red.
Con esto en mente, se van a estudiar las variaciones comunes que existen para todas las
estaciones de cada procesado haciendo uso de un ltro que elimina la correlacion espacial entre
las estaciones de la red, tanto los efectos globales para redes globales, como los regionales en las
redes mas peque~nas.
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4.1. Calculo del ltro CMB
La posible se~nal comun que puede existir en las series temporales de coordenadas, que en
ingles recibe el nombre de Common Mode Bias (CMB), es conveniente que sea eliminada para
intentar obtener unas nuevas series temporales ltradas con una menor dispersion y una mejor
calidad de todos los parametros que se obtienen a partir de ellas, como puede ser la velocidad
de la estacion o la deformacion.
Existen diversos metodos de ltros espaciales, desde el simple amontonamiento (en ingles
stacking), ponderado o no ponderado, de residuales diarios (usado por ejemplo Wdowinski et al.,
1997; Nikolaidis, 2002; Wdowinski et al., 2004) hasta metodos mas complejos usando funciones
ortogonales empricas Dong et al. (por ejemplo 2006); Johansson et al. (por ejemplo 2002) han
sido utilizados en diferentes casos.
En este estudio se ha utilizado el metodo de amontonamiento ponderado (Nikolaidis, 2002)
para calcular el CMB diario como la media ponderada de los residuales de una seleccion de
estaciones en un da particular.
Para realizar su calculo, en un primer paso obtenemos los residuales vs;i para cada estacion
s y cada da i, con i = 1; : : : ; N , eliminando el modelo de datos ymi considerado a la serie yi, por
ejemplo usando una tendencia lineal o tendencia lineal y se~nales anuales y semianuales, de las
series temporales de coordenadas yi,
vi = yi   ymi : (4.1)
En un segundo paso, calculamos el CMB, ei, para cada da como la media ponderada de los
residuales si el numero de estaciones CGPS disponibles Si para ese da en la solucion es mayor
de 3, de la misma forma que (Nikolaidis, 2002),
ei =
8><>:
0 Si < 3PSi
s=1
vi;s
2
i;sPSi
s=1
1
2
i;s
Si  3 (4.2)
donde i;s es el error de la coordenada de la estacion s el da i.
Finalmente, el CMB diario es restado a la coordenada de la serie de cada da, formando la
serie temporal de coordenadas ltrada eyi como
eyi = yi   ei: (4.3)
Llegados a este punto debemos analizar algunos detalles del ltro espacial usando el metodo
de amontonamiento. Esta claro que las series de coordenadas usadas para el calculo del CMB
deben ser de la mayor calidad posible y no mostrar ningun comportamiento local o especco de
la estacion. Esto garantiza que el CMB calculado realmente contiene las variaciones sistematicas
comunes de las series de coordenadas para una solucion en particular. Incluir una estacion
CGPS con un comportamiento irregular, por ejemplo algun problema de multipath o problemas
de interferencias, podra modicar el CMB introduciendo en el datos no comunes, por lo que
debe evitarse (Teferle, 2003; Teferle et al., 2006). Sin embargo, si que es posible ltrar la serie
de coordenadas de estas estaciones aunque no intervengan en el calculo del CMB. Idealmente
el efecto del ltrado espacial debe, simplemente, mejorar la relacion se~nal-ruido de la serie y no
debe afectar a la velocidad de la estacion estimada.
Es sabido que las se~nales anuales y semianuales de las series de coordenadas pueden afectar
considerablemente en la velocidad estimada (por ejemplo Blewitt & Lavallee, 2002), por eso es
Captulo 4. Filtrado espacial Common Mode Bias 117
logico plantearse si es conveniente considerar estas variaciones temporales en el modelo usado
para calcular los residuales que entran en el calculo del CMB (ecuacion 4.1) o por el contrario
se considera que las amplitudes de estas variaciones estacionales son demasiado diferentes entre
unas estaciones y otras como para que puedan ser consideradas parte de la se~nal comun y es
mejor estimarlas posteriormente a la aplacacion del ltro CMB, y que los residuales que entren
en el calculo del CMB se obtengan al eliminar simplemente la tendencia calculada como una
estimacion lineal.
Wdowinski et al. (1997) calcula los residuales restandole a las series de coordenadas la ten-
dencia obtenida por regresion lineal en el caso de las componentes horizontales y considera que la
componente vertical no presenta ningun tipo de tendencia, por lo que no es necesario eliminarla
de estas. De esta forma calcula el CMB de la siguiente forma,
es(d) =
PS
s=1 es(d)
S
(4.4)
donde S es el numero de estaciones y eS(d) es el residual de la estacion s para cada da d
calculado de la forma anteriromente descrita.
Ademas de Wdowinski et al. (1997), otros estudios posteriores, como por ejemplo Nikolaidis
(2002) y Wdowinski et al. (2004) consideran las se~nales anuales y semianuales de las series de
coordenadas como parte de la correlacion espacial y no son eliminadas antes del calculo del CMB,
resultando unas series de coordenadas ltradas muy suaves. En estos casos una gran parte de las
variaciones estacionales (anuales y semianuales) detectadas en la series de coordenadas iniciales,
aparece en el ltro CMB, por lo que desaparecen de las nuevas series ltradas, siempre y cuando
las amplitudes de todas ellas sean bastante similares. Prawirodirdjo et al. (2006) argumentan
que las variaciones anuales y semianuales de las series son consideradas como parte del ruido
correlado espacial y son estimadas y eliminadas para la obtencion de los residuales, por lo que
no se incluyen durante el calculo del CMB con la nalidad de que este contenga unicamente
ruido y se~nales no predecibles.
Pero cabe pensar que si la tendencia de las estaciones se obtiene con mejor precision con-
siderando las variaciones estacionales y el ruido de color presente en las series, como se ha
comprobado en los resultados del catulo 3 otra forma de obtener los residuales que se usan para
el calculo del CMB, quizas mas precisa, sera considerarlo a la hora de calcular los residuales,
de forma que las series vi obtenidas en la ecuacion 4.1 fueran el resultado de eliminar no solo
una tendencia lineal. En este caso el CMB obtenido segun la ecuacion 4.2 sera mas estable que
en el caso anterior al no contener las variaciones estacionales y ruido (ya eliminado de forma
individual para cada componente y estacion), pero una vez obtenida la se~nal comun y ltradas
las estaciones, estas nuevas series ltradas, s que presentan esas variaciones estacionales.
Despues de ver los resultados obtenidos en los analisis temporales realizados en el captulo
3 cabe pensar que no incluir estos terminos de la se~nal en el primer paso del calculo del CMB
puede llevar a obtener una tendencia lineal no real de las series una vez ya ltrada y como
consecuencia de ello, un sesgo en la velocidad estimada. Para comprobar si esto es as se va
a proceder a este estudio comparando los resultados obtenidos en los dos casos y estimar la
diferencia entre realizarlo de una forma u otra.
Con la nalidad de estudiar la conveniencia o no de considerar las variaciones estacionales
como parte de la se~nal conjunta de las estaciones e introducirla en el calculo del CMB o eliminarla
anteriormente de las series individuales de las estaciones, vamos a presentar los resultados en
varios casos donde se ha realizado estos calculos. Para ello se han considerado los resultados de
las series temporales obtenidas en los diferentes procesados, haciendo un mayor seguimiento a la
componente vertical por ser la mas afectada de estos fenomenos. Se ha utilizado una combinacion
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de ruido blanco y PLN ya que aunque en diversos trabajos se ha comprobado que la combinacion
de rido WN+FN resulta adecuada para este proposito (por ejemplo Zhang et al., 1997; Williams
et al., 2004) sera posible que en este caso la particularizacion de ruido icker afectara mas a
los resultados al usarse tambien en el calculo del ltro.
Debido a las limitaciones del sistema de referencia ITRF2000 en el que se encuentran las
series obtenidas en los primeros procesados (Blewitt et al., 2006), en el mejor de los casos, la
velocidad estimada no puede tener mayor precision de 1 o 2 mm/a~no. Ademas las tendencias
de las series obtenidas a partir de realizaciones regionales del ITRF pueden presentar algunos
sesgos dependiendo de la subred utilizada (Dong et al., 2003; Teferle et al., 2006) aunque el uso
de un ltrado espacial debe desacoplar la velocidad de la estacion de los efectos del marco de
referencia (Wdowinski et al., 1997, 2004; Teferle et al., 2006).
Los resultados obtenidos del CMB estimado en los diferentes procesados de las dos formas
anteriormente explicadas estan representados en las guras 4.1, 4.2, 4.3 y 4.4, donde en verde
claro aparece el CMB estimado a partir de residuales despues de eliminar la tendencian lineal
de cada estacion y en verde oscuro el obtenido de los residuales de las series temporales de las
estaciones al eliminarles el modelo calculado considerando tambien variaciones estacionales y un
modelo de ruido WN+PLN.
En la representacion graca de los ltros CMB y el numero de estaciones consideradas en
cada caso para su calculo (guras 4.1, 4.2, 4.3 y 4.4) puede observarse como, principalmente en la
componente vertical y en algunos de los casos de forma tambien bastante clara en la componente
este, el hecho de usar unas serires de residuales u otras para el calculo del CMB hace que el ltro
resultante sea considerablemente diferente. Si se utiliza solamente una tendencia lineal para la
obtencion de los residuales que se usan para el calculo del CMB el ltro resultante presenta
mayores variaciones estacionales, ya que realmente se esta considerando que estas son comunes
a todas las estaciones de la red procesada. Si embargo, en el caso de considerar variaciones
estacionales en el modelo para la obtencion del CMB, hace que el ltro presente variaciones
estacionales de menor magnitud, aunque no desaparecen por completo de todas las estaciones.
Como era de esperar, estas diferencias son mayores en los procesados donde las amplitudes de
las variaciones periodicas tambien lo son.
Como en todos los casos el ltro CMB esta formado por la se~nal comun a todas las esta-
ciones de una red procesada, a partir de su representacion tambien se pueden deducir algunas
caractersticas de cada uno de ellos y diferencias de unos a otros. Por ejemplo, en el ltro del
procesado DD5.0A (gura 4.3) puede observarse como a nales del a~no 2006, coincidiendo con
el cambio de marco de referencia ITRF2000 a ITRF2005, la tendencia cambia claramente, en
las coordenadas horizontales del ltro y tambien ligeramente en la vertical. En estas series la
materializacion del ITRF2005 se ha realizado haciendo una transformacion de los resultados
obtenidos en ITRF2000 a este nuevo marco mediante una transformacion de Helmert y en los
resultados del caso B directamente ajustando a ITRF2005. Seguramente esta es la causa de este
cambio de tendencia, que al aparecer en el CMB es comun a todas las estaciones, ya que esto
no sucede en el CMB obtenido a partir de las series DD5.0B, cuyo procesado es igual y con la
sola diferencia de la materializacion del marco.
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Figura 4.1: CMB obtenido a partir de todas las estaciones del procesado DD4.2. En verde claro esta re-
presentado el CMB obtenido a partir de los residuales de las series despues de eliminar una tendencia
lineal y en verde oscuro el obtenido si se usa para su calculo los residuales despues de eliminar de las
series la tendencia y variaciones estacionales.
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Figura 4.2: CMB obtenido a partir de todas las estaciones del procesado PPP. En verde claro esta re-
presentado el CMB obtenido a partir de los residuales de las series despues de eliminar una tendencia
lineal y en verde oscuro el obtenido si se usa para su calculo los residuales despues de eliminar de las
series la tendencia y variaciones estacionales.
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Figura 4.3: CMB obtenido a partir de todas las estaciones del procesado DD5.0A. En verde claro
esta representado el CMB obtenido a partir de los residuales de las series despues de eliminar una
tendencia lineal y en verde oscuro el obtenido si se usa para su calculo los residuales despues de eliminar
de las series la tendencia y variaciones estacionales.
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Figura 4.4: CMB obtenido a partir de todas las estaciones del procesado DD5.0B. En verde claro
esta representado el CMB obtenido a partir de los residuales de las series despues de eliminar una
tendencia lineal y en verde oscuro el obtenido si se usa para su calculo los residuales despues de eliminar
de las series la tendencia y variaciones estacionales.
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4.2. Resultados
Haciendo uso de los ltros espaciales obtenidos en cada caso y siguiendo la ecuacion 4.3
obtenemos la series temporales de coordenadas ltradas, que estan representadas en las siguientes
guras (4.5, 4.6, 4.7, y 4.8). En todas ellas los puntos rojos representan las coordenadas antes
de ser ltradas, pero una vez ya eliminados los osets y outiliers, y en verde claro y oscuro las
coordenadas resultantes despues de aplicar el ltro CMB en cada caso.
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Figura 4.5: Series temporales (n,e,u) ltradas de todas las estaciones obtenidas en el procesado DD4.2.
Los puntos rojos representan las coordenadas antes de ser ltradas, los puntos verdes claros son las
coordenadas ltradas por el CMB del mismo color en la gura 4.1 y el modelo que se obtienen a partir
de ellas por un ajuste MLE usando un modelo de ruido WN+PLN esta representado en negro. De forma
analoga, los puntos verde oscuros son las coordenadas ltradas por el CMB del mismo color en la gura
4.1 y el modelo que se obtiene a partir de ellas por un ajuste MLE usando un modelo de ruido WN+PLN
esta representado con un grosor ligeramente mayor que el anterior en gris. Los gracos individuales de
todas la estaciones estan en el anexo C.
En la componente vertical del procesado PPP o en los gracos individuales de algunas esta-
ciones (anexo C) es donde gracamente se pueden entender mejor las diferencias entre calcular
el ltro a partir de unos residuales obtenidos al usar una tendencia lineal eliminada a cada es-
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Figura 4.6: Series temporales (n,e,u) ltradas de todas las estaciones obtenidas en el procesado PPP.
Los puntos rojos representan las coordenadas antes de ser ltradas, los puntos verdes claros son las
coordenadas ltradas por el CMB del mismo color en la gura 4.2 y el modelo que se obtiene a partir
de ellas por un ajuste MLE usando un modelo de ruido WN+PLN esta representado en negro. De forma
analoga, los puntos verde oscuros son las coordenadas ltradas por el CMB del mismo color en la gura
4.2 y el modelo que se obtienen a partir de ellas por un ajuste MLE usando un modelo de ruido WN+PLN
esta representado con un grosor ligeramente mayor que el anterior en gris. Los gracos individuales de
todas la estaciones estan en el anexo C.
tacion, de forma que en la serie ltrada resultante las variaciones estacionales son menores, al
haberse eliminado la parte comun a ellas (coordenadas verdes claras y modelo resultante en ne-
gro en la gura 4.6) o cuando se decide que estas variaciones son particulares para cada estacion
y entonces se elimina un modelo que las considera; en este segundo caso, el ltro no contiene
variaciones estacionales por lo que las series de coordenadas ltradas y el modelo resultante de
su analisi si que lo hacen (coordenadas verde oscuras y modelo gris de la gura 4.6). El hecho
de que en las coordenadas ltradas haciendo el uso del ltro calculado por el primer metodo
Captulo 4. Filtrado espacial Common Mode Bias 125
−40
0
40
AL
AC
2002 2004 2006 2008
n
Procesado: DD5.0A
Análisis: MLE
Rudio: WN+PLN
Coord. no filtrada
2 02 2004 2006 2008
e
Coord. flt lin.
Modelo flt lin.
Coord. flt nolin.
Modelo flt nolin.
−20
0
20
[m
m]
2 02 2004 2006 2008
u
Cambio de antena y receptor
Cambio de antena
Cambio de receptor
Otros cambios
−40
0
40
CA
SC
−20
0
20
[m
m]
−40
0
40
CE
UT
−20
0
20
[m
m]
−40
0
40
LA
CV
−20
0
20
[m
m]
−40
0
40
LA
G
O
−20
0
20
[m
m]
−40
0
40
LP
AL
−20
0
20
[m
m]
−40
0
40
M
AS
1
−20
0
20
[m
m]
−40
0
40
R
AB
T
−20
0
20
[m
m]
−40
0
40
SF
ER
2002 2004 2006 2008
Fecha [año]
2 02 2004 2006 2008
Fecha [año]
−20
0
20
[m
m]
2 02 2004 2006 2008
Fecha [año]
Figura 4.7: Series temporales (n,e,u) ltradas de todas las estaciones obtenidas en el procesado DD5.0A.
Los puntos rojos representan las coordenadas antes de ser ltradas, los puntos verdes claros son las
coordenadas ltradas por el CMB del mismo color en la gura 4.3 y el modelo que se obtienen a partir
de ellas por un ajuste MLE usando un modelo de ruido WN+PLN esta representado en negro. De forma
analoga, los puntos verde oscuros son las coordenadas ltradas por el CMB del mismo color en la gura
4.3 y el modelo que se obtiene a partir de ellas por un ajuste MLE usando un modelo de ruido WN+PLN
esta representado con un grosor ligeramente mayor que el anterior en gris. Los resultados del resto de
estaciones, as como los gracos individuales de todas la estaciones estan en el anexo C.
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Figura 4.8: Series temporales (n,e,u) ltradas de todas las estaciones obtenidas en el procesado DD5.0B.
Los puntos rojos representan las coordenadas antes de ser ltradas, los puntos verdes claros son las
coordenadas ltradas por el CMB del mismo color en la gura 4.4 y el modelo que se obtienen a partir
de ellas por un ajuste MLE usando un modelo de ruido WN+PLN esta representado en negro. De forma
analoga, los puntos verde oscuros son las coordenadas ltradas por el CMB del mismo color en la gura
4.4 y el modelo que se obtiene a partir de ellas por un ajuste MLE usando un modelo de ruido WN+PLN
esta representado con un grosor ligeramente mayor que el anterior en gris. Los resultados del resto de
estaciones, as como los gracos individuales de todas la estaciones estan en el anexo C.
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Figura 4.9: Diagrama de barras de las velocidades verticales obtenidas a partir de las series sin ltrar
(rojo) y ltradas mediante CMB obtenido de las dos formas descritas (verde).
descrito tambien presenten variaciones estacionales en los residuales, conrma que no toda la
amplitud de estas variaciones es debida a causas comunes y ademas obliga a considerarlas en el
analisis de estas, como se ha realizado.
Como era de esperar, ya que es una de las principales nalidades de este tipo de ltro, en las
series temporales de coordenadas ltradas disminuye la dispersion en todas sus componentes,
siendo en la componente vertical en la que esta reduccion es mayor (guras 4.5, 4.6, 4.7, y 4.8)
y ademas si nos jamos en los valores de las velocidades obtenidas en el ajuste de las coorde-
nadas ltradas (calculadas a traves de un ajsute MLE y usando modelo de ruido WN+PLN)
las diferencias mayores se dan en los casos en los que lo son las variaciones estacionales, que
corresponde a los procesados DD4.2 y PPP (tablas 4.1 y 4.2) siendo en estos casos los valores
de las coordenadas ltradas por el segundo metodo mas parecidas a las coordenadas sin ltrar.
Gracamente la diferencia existente entre las velocidades verticales para todas las estaciones y
en todos los procesados pueden verse en la gura 4.9. De aqu puede deducirse la importancia
de considerar las variaciones estacionales en el modelo para la obtencion de los residuales que se
usan para el calculo del CMB, ya que si no se pueden subestimar las velocidades verticales de
la estaciones por encima del milmetro en la componente vertical, siendo su efecto en las com-
ponentes horizontales mucho menor. Este efecto tambien es menor en las series que provienen
del procesado DD5.0, por lo que se ve que al conseguir reducir en el procesado las amplitudes
de las variaciones estacionales, afecta menos el considerarlas o no a la hora de calcular el CMB.
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Captulo 5
Aplicacion a la red GPS del Sistema
de Vigilancia Volcanica del IGN
A partir del a~no 2007 el IGN comienza a desplegar una red de estaciones CGPS para la
vigilancia volcanica en Canarias (Cano et al., 2008) y se empieza a pensar en la mejor metodologa
de analisis de series para obtener resultados precisos de las posibles deformaciones que podran
tener lugar en el archipielago causadas por actividad volcanica. Uno de los mayores problemas
es que las deformaciones que pueden darse en este caso pueden tener un comportamiento muy
diferente, ya que hablamos desde deformaciones peque~nas y lentas, por ejemplo al comienzo
de un una fase pre-eruptiva o deformaciones mucho mayores y rapidas, como puede ser el caso
de un colapso de caldera. Pero la principal dicultad de esta aplicacion, radica en el hecho de
que es imprescindible la obtencion de los resultados lo antes posible, por lo que, aunque se
requiere de una gran precision, una parte de esta puede o debe ser sacricada con la nalidad
de la obtencion de los resultados de forma inmediata. Adem 'as esto obliga a que el analisis
de las series, obtenidas en el procesado SVV (explicado en el apartado 2.4) sea completamente
automatico, sin que pueda realizarse ninguna toma de decision manual para realizar un tipo de
analisis y/o ltrado u otro, teniendo que realizar previamente un estudio para decidir la forma
de realizarlo para posteriormente implementarlo de forma automatica.
Para realizar este estudio, teniendo en cuenta los resultados obtenidos previamente, aunque
tambien las caractersticas propias de esta aplicacion, se va a realizar, como primer paso, el
calculo del ltro espacial CMB para poder obtener series ltradas, una vez eliminada la compo-
nente comun a todas las estaciones seleccionadas, ya que en el apartado 4.2 se ha comprobado
su ecacia para reducir la dispersion de las series. En este caso la forma de obtener el CMB es
usando como parametros de entrada los residuales obtenidos a partir de eliminar el modelo mas
simple, que es el de una regresion lineal. Aunque sabemos, por los resultados obtenidos en el
captulo anterior, que este metodo no es con el que se obtienen los mejores resultados, en este
caso, nos permite calcular un CMB con la mayor componente comun posible, lo que es de gran
utilidad a la hora de aplicar a estaciones nuevas. Es decir, si calculamos el CMB sin introducir
en el modelo para calcular los residuales ninguna variacion estacional y usando las estaciones
que a priori conocemos que no presentan ningun problema y con buena calidad, este CMB puede
ser aplicado a todas las estaciones desde el primer da, permitiendonos obtener una serie ltrada
mas limpia en estaciones nada mas ser instaladas sin esperar a tener una serie sucientemen-
te larga de datos para poder calcular sus variaciones estacionales. Esto es de especial interes
cuando estamos hablando de vigilancia volcanica, ya que si en un momento dado se detecta
cualquier tipo de actividad en una zona, es muy probable que se produzca una densicacion de
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la red de CGPS existente (como por ejemplo ocurrio en la fase preruptiva de la erupcion de El
Hierro, Lopez et al., 2012), por lo que aparecen estaciones nuevas de las que no se dispone de
una serie de datos sucientemente larga como para aplicar la mayora de los analisis estudiados
anteriormente, especialmente aquellos realizados en el espacio temporal.
Despues de la aplicacion del CMB, el segundo analisis se realiza en el espacio temporal con
la intencion de obtener un buen modelo para las estaciones de Canarias de las que se dispone
de series sucientemente largas de datos (principalmente las de Tenerife, LPAL y MAS1) con la
intencion de que los modelos as obtenidos puedan ser usados en tiempo real para obtener unas
series temporales con una menor dispersion y como consecuencia los parametros obtenidos a
partir de ellas (velocidad, deformacion, etc.) presenten una mayor precision y una incertidumbre
mas realista. Los modelos obtenidos a partir de este analisis son particulares para cada estacion,
por lo que en caso de la instalacion de nuevas estaciones, es necesario esperar algunos a~nos para
la obtencion de estos. De esta forma, en el caso de la instalacion de nuevas estaciones se podra
dividir la red en dos clases de estaciones, aquellas a las que podemos obtener la serie de residuales
despues de realizar este tipo de analisis y las que no, ponderando los resultados de unas y otras
como se estime conveniente en cada caso. Desgraciadamente, en el caso de El Hierro, ninguna
de las estaciones de la isla dispona de una serie sucientemente larga para aplicar los analisis
aqu propuestos, ya que la estacion mas antigua de la isla es FRON, perteneciente a Grafcan,
de la que se dispona de menos de un a~no de datos cuando comenzo a detectarse la deformacion
en julio del 2011, por lo que solo se podra aplicar el ltrado espacial.
5.1. Calculo y aplicacion del ltro espacial para SVV
En todos los procesados anteriores cuando se calcula el CMB el escaso numero de estaciones
CGPS existentes en Canarias, haca necesario que se considerara una red regional en la que todas
las estaciones, a no ser que presentaran algun problema, formaban parte de su calculo. En este
caso la red de estaciones procesadas esta tambien formada por estaciones fuera del archielago
canario, con la intencion de tener sucientes estaciones de referencia, para que en el caso de
que algunas de ellas fallen seguir teniendo resultados e incluso poder eliminar algunas de ellas
si se detecta algun tipo de deformacion o problema en la zona. Sin embargo, para el calculo del
CMB se van a considerar solamente las estaciones situadas en Canarias, ya que el numero de
ellas es bastante grande, especialmente a partir del a~no 2007 y mas aun del 2010-2011 con la
instalacion de las estaciones de Grafcan, siendo de esta forma un ltrado mas regional. As este
ltrado permite eliminar no solamente los efectos del procesado que afecten a toda la red, si
no tambien los regionales que al afectar a una extension grande se puede descartar que sean de
origen volcanico.
Las estaciones que han entrado en el calculo del CMB han sido MAS1, LPAL, IZAN, FUER,
TN01, TN02, TN03, TN04, TN05, TN06, TN07, AGUI, ALAJ, ALDE, ANTI, ARGU, GMAS,
GRAF, HRIA, MAZO, MORJ, STEI, TARA, TERR, TIAS y YAIZ, que son todas las estaciones
situadas en las islas Canarias excepto las de la isla de El Hierro, ya que las deformaciones que
han tenido lugar desde julio de 2011 (Garca-Ca~nada et al., 2014), cuando fueron la mayora de
ellas instaladas, hacen que no sean adecuadas para el calculo del ltro y aquellas estaciones que
se ha decidido eliminar por la presencia de grandes saltos detectados en las series de coordenadas
(ver tabla 3.3).
El ltro CMB se ha calculado, con el uso de estas estaciones, siguiendo la ecuacion 4.2 e
introduciendo como residuales de entrada los obtenidos de las series temporales de cada estacion
una vez que se ha eliminado una tendencia lineal. De esta forma se supone que la tendencia de
las coordenadas es una caracterstica particulares de cada estacion y nunca parte comun a todas
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ellas, pero si que lo son las variaciones estacionales (o parte de ellas que son las que apareceran
en el ltro). En la gura 5.1 esta representado el ltro CMB estimado para cada componente y
el numero de estaciones usado en su calculo, el cual aumenta considerablemente a partir del a~no
2010 por la instalacion de las estaciones de Grafcan, pero no se ve afectado por la instalacion
de las estaciones en El Hierro en el 2011 al no formar estas parte del calculo.
Como puede observarse en la gura 5.1 en el CMB ademas de la dispersion comun de las
estaciones, aparecen variaciones estacionales, mas claras en la componente vertical up, y algunos
peque~nos saltos, como por ejemplo a nales de 2011 en las dos componentes planimetricas (n,e),
lo que indica que al ser comun a todas las estaciones puede considerarse que esta causado por un
efecto de procesado o una variacion regional, pero puede considerarse como ruido en un estudio
mas local como el aqu considerado.
Siguiendo la ecuacion 4.3, una vez calculado el CMB se obtienen las series de coordenadas
ya ltradas. En la gura 5.2 esta representada la serie temporal de la estacion LPAL para este
procesado, donde los puntos rojos son las coordenadas de la serie obtenida directamente del
procesado de los datos (corregidos los osets y outliers), los puntos verdes son las coordenadas
ltradas y en negro esta representado el modelo obtenido mediante un ajuste MLE usando una
combinacion de ruido WN+PLN.
Si nos jamos en los valores numericos calculados para la velocidad de las series, 0este no ha
sufrido practicamente ninguna variacion, ya que en este caso la tendencia calculada a priori de
forma lineal es eliminada para el calculo del CMB, lo que hace que al ser ltrada la serie esta no se
modica, como era deseado, pero sin embargo si que la precision ha mejorado considerablemente,
siendo en este segundo caso menor, tanto el error de la tendencia estimada como el error medio
cuadratico del ajuste (RMS).
Al ser en este caso la nalidad del ltro la mejora de los resultados de las estaciones de
Canarias para la vigilancia volcanica y haberse considerado solamente las estaciones situadas en
el archielago para el calculo del CMB, lo que no tiene sentido es aplicar este ltro a aquellas
estaciones que aunque forman parte de la red procesada, se encuentran fuera de las Islas Canarias,
ya que aunque en este caso si que presentaran alguna parte de se~nal comun debido al procesado,
no aparecera aquella que fuera de origen regional. En caso de quererse obtener las series ltradas
de estas estaciones situadas fuera de Canarias sera conveniente realizar un nuevo calculo del
ltro CMB en el que ellas mismas, o estaciones cercanas, tambien intervinieran.
Sin embargo si que puede usarse el ltro CMB obtenido para estaciones dentro de la zona
de trabajo que no hayan intervenido en su calculo, desde que se dispongan de datos. Por ello se
ha aplicado a las estaciones de El Hierro, que aunque no pueden ser usadas para el calculo del
CMB por las deformaciones que han registrado y la corta longitud de las series sin deformacion,
si que se les puede aplicar el obtenido por el resto de estaciones.
En la gura 5.3 aparece representada la serie ltrada para el caso de la estacion FRON,
perteneciente a Grafcan y situada en la zona de El Golfo de la isla de El Hierro, donde puede
verse que al aplicarle el ltro CMB obtenido por las otras estaciones de Canarias se reduce la
dispersion de las coordenadas.
5.2. Analisis temporal de series ltradas
Una vez que se tienen las series de residuales obtenidas despues de aplicarles el ltro CMB,
estas son analizadas con la nalidad de obtener un modelo para cada estacion con las variaciones
estacionales y caractersticas propias de esta, para de nuevo considerarlo como ruido y volver
a obtener una serie de residuales mas limpia. En este caso, despues de los resultados obtenidos
en el apartado 3.6 se ha optado por considerar que el ruido presente en las series es WN+FN y
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Figura 5.1: CMB estimado para cada componente y numero de estaciones que han intervenido en el
calculo.
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Figura 5.2: Serie temporal ltrada de la estacion de LPAL obtenida en el procesado SVV. Los puntos
rojos representan las coordenadas antes de ser ltradas, los puntos verdes son las coordenadas ltradas
por el CMB de la gura 5.1 y el modelo que se obtienen a partir de ellas por un ajuste MLE usando un
modelo de ruido WN+PLN esta representado en negro.
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Figura 5.3: Serie temporal ltrada de la estacion de FRON obtenida en el procesado SVV. Los puntos
rojos representan las coordenadas antes de ser ltradas, los puntos verdes son las coordenadas ltradas
por el CMB de la gura 5.1.
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Tabla 5.1: Velocidades de las estaciones estimadas usando modelo de ruido WN+PLN.
Estacion Norte Este Elevacion
[mm/a~no] [mm/a~no] [mm/a~no]
AGUI 19.3 0.3 16.6 0.1 -0.4 0.5
ALAJ 18.2 0.2 17.3 0.4 0.1 0.2
ALDE 19.2 0.1 16.9 0.1 -3.6 0.9
ANTI 19.9 0.1 17.6 0.2 -0.6 0.3
ARGU 19.5 0.3 16.8 0.7 -2.1 0.8
GMAS 19.5 0.1 16.3 0.3 -1.1 0.2
GRAF 19.0 0.4 17.3 0.7 0.3 1.3
HRIA 19.6 0.2 16.7 0.1 -3.9 0.6
IZAN 18.1 0.1 15.7 0.0 -2.1 0.1
LPAL 18.5 0.1 16.1 0.0 -0.6 0.2
MAS1 19.2 0.2 17.1 0.2 -2.1 0.2
MAZO 18.4 0.1 16.9 0.1 -1.5 0.2
MORJ 19.5 0.1 16.9 0.1 -0.2 0.9
OLIV 18.6 0.2 16.5 0.3 -0.7 0.2
SNMG 17.9 0.3 17.0 0.3 -0.2 0.5
STEI 16.9 0.2 16.7 0.1 -1.7 0.4
TARA 19.3 0.3 17.2 0.1 -2.4 0.3
TERR 18.3 0.2 18.2 0.2 0.5 0.6
TIAS 20.0 0.1 17.6 0.2 -2.0 0.4
TN01 19.4 0.2 16.5 0.1 -1.2 0.1
TN02 18.5 0.2 15.6 0.2 -1.7 0.3
TN03 18.5 0.3 17.0 0.1 -2.2 0.3
TN04 19.6 0.1 17.3 0.2 -2.3 0.2
TN05 18.6 0.1 18.0 0.2 -1.5 0.2
TN06 18.5 0.1 16.8 0.1 -1.8 0.2
TN07 18.2 0.2 17.0 0.1 -1.1 0.2
YAIZ 19.3 0.2 17.2 0.2 -2.1 0.2
WN+PLN y realizar un ajuste MLE. Este tipo de analisis se ha aplicado solamente a aquellas
estaciones de Canarias que tienen una serie temporal mayor de 3 a~nos (Blewitt & Lavallee, 2002)
menos a las estaciones de la isla de El Hierro, ya que debido a las deformaciones registradas
(Garca-Ca~nada et al., 2014), sera imposible identicar las variaciones estacionales o cualquier
tipo de ruido de forma correcta.
La nalidad de este tipo de analisis, en esta aplicacion, es la de obtener un modelo que se
ajuste al comportamiento de la serie de cada estacion y componente para poder ser eliminado de
la serie original y obtener una nueva serie de residuales (recordemos que la serie aqu analizada
ya es realmente de residuales despues de realizar el ltrado espacial) lo mas limpia posible, que
nos permita detectar, con la mayor premura posible la existencia de deformaciones en alguna de
las estaciones en caso de haberlas.
En la tabla 5.1 se muestran las velocidades calculadas para las estaciones a las que se les ha
aplicado el modelo anteriormente descrito, pero para poder ver de forma graca los resultados
obtenidos se han representado sobre un mapa las velocidades horizontales (gura 5.4) y verticales
(gura 5.5) de las estaciones.
Realmente en estas guras se han representado las velocidades obtenidas para todos los
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Figura 5.4: Velocidades horizontales de las estaciones de Canarias obtenidas en los diferentes ltros y
ajustes.
Figura 5.5: Velocidades verticales de las estaciones de Canarias obtenidas en los diferentes ltros y
ajustes.
analisis descritos en los captulos 3 y4 de las series de coordenadas, antes de ser ltradas y despues
de la aplicacion del CMB. Aunque en el caso de las componentes horizontales las diferencias son
practicamente inapreciables (gura 5.4) si que en la componente vertical puede verse como
en el caso de los resultados obtenidos por mnimos cuadrados, sin considerar ningun tipo de
ruido correlado, son diferentes al resto de metodos (aunque las diferencias estan por debajo del
mm/a~no) y ademas con errores que llegan a ser cinco veces los obtenidos por MLE. Respecto a las
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velocidades resultantes para las series ltradas y sin ltrar, las diferencias entre las velocidades
obtenidas se encuentran por debajo del error, lo que garantiza que aunque el ltro CMB aplicado
permite eliminar variaciones y dispersion de las series, no afecta de forma importante a los
parametros que se obtienen a partir de ella.
Para ver mas claramente la diferencia entre las series de coordenadas antes y despues de
ser ltradas, en la gura 5.6 se ha representado en rojo la serie de coordenadas inicial a la que
con la nalidad de eliminarle la tendencia y poder ver mejor la diferencia, se ha usado en las
coordenadas horizontales la velocidad de placa obtenida del modelo Nuvel-1A (DeMets et al.,
1994), y en azul la obtenida despues de aplicar el ltro CMB y el comportamiento de la propia
estacion a lo largo de los a~nos que se ha calculado meditan un ajuste maxima verosimilitud y
usando un modelo de ruidoWN+PLN, que es la que podemos considerar como serie de residuales.
De los resultados as obtenidos se ve como claramente disminuye la dispsersion, especialmente en
la componente vertical (u) y tambien se eliminan algunas variaciones en la componente norte-sur,
a nales del 2011 y 2012, que al aparecer en el ltro (gura 5.1) sabemos que es parte de la se~nal
comun de todas las estaciones, por lo que podra ser debido a un efecto de procesado o regional
que afectara a todo Canarias, pero que en cualquier caso, en esta aplicacion podra considerarse
como ruido. La mejora obtenida en las series temporales de coordenadas, despues de la aplicacion
de la metodologa de analisis consistente en la aplicacion de un ltro espacial tipo CMB y la
posterior eliminacion del modelo obtenido en un ajuste MLE considerando variaciones periodicas
(anuales y semianuales) y ruido WN+PLN ponen de maniesto la importancia de disponer de
series largas de datos para que pueda ser aplicada.
5.3. Evolucion del calculo de velocidades
Como acabamos de ver, una vez que se conoce el comportamiento de una estacion CGPS y
lo modelamos de la forma adecuada, podemos pasar a trabajar en series de residuales (gura
5.6), las cuales permiten detectar deformaciones de forma mas clara y cuanticarlas mas ade-
cuadamente. Pero para poder aplicarlo a las series de coordenadas de las estaciones es necesario
conocer la longitud mnima de la serie de una estacion para que el modelo obtenido sea adecuado
y se obtengan los resultados deseados al ser eliminado de la series temporal.
Para ello se ha realizado un estudio de la velocidad obtenida para las estaciones que disponen
de series temporales mas largas, como son IZAN, LPAL, MAS1, TN01, TN02 y TN03, en el que
se calcula la velocidad para cada estacion en las tres componentes (n; e; u) a partir de un a~no
de datos, al que se le van a~nadiendo periodos de tres en tres meses. Los resultados obtenidos
estan representados en la gura 5.7, donde aparecen las velocidades obtenidas en funcion de la
longitud de la serie temporal considerada usando un ajuste mnimos cuadrados (rojo), analisis
MLE con ruido WN+PLN (azul) y el mismo analisis pero para la serie ltrado por CMB (verde).
A partir de estos resultados puede verse como el valor de la velocidad resultante es muy
dependiente de la longitud de la serie para todas las componentes y cualquiera de los metodos
de calculo usados y los valores se estabilizan a partir de los 4 a~nos de datos. Por lo que para
poder obtener un buen modelo de la serie que eliminar y as pasar a poder trabajar con los
residuales hace falta un mnimo de 4 a~nos de datos en los que pueda considerarse que no ha
tenido lugar ningun tipo de deformacion ni problema en la estacion.
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Figura 5.6: Series temporales de la estacion LPAL obtenida a partir de los resultados del procesado
SVV, una vez eliminados los outliers y osets y la velocidad de placa segun modelo NUVEL-1A. En azul
esta la series temporal de residuales despues de aplicar el ltro CMB y el modelo obtenido para esta
estacion (gura 5.2).
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Figura 5.7: Evolucion de la velocidad estimada en funcion de la longitud de la serie temporal.

Captulo 6
Conclusiones y trabajos futuros
Los analisis de series temporales en estaciones CGPS realizados han permitido conocer sus
caractersticas y obtener modelos y resultados para sus velocidades en las tres componentes.
El hecho de realizar estos estudios para series de coordenadas obtenidas mediante la aplicacion
de diferentes estrategias de procesado, redes de estaciones CGPS, materializacion del marco
de referencia, etc., ha dado la posibilidad de estudiar la inuencia de estos parametros en los
resultados obtenidos. Como consecuencia de estos estudios se ha desarrollado una estrategia
de analisis de series temporales para estaciones permanentes GPS que se ha comprobado que
es valida, con peque~nas modicaciones para adaptarlas a cada caso, en dos aplicaciones muy
diferentes, como es el calculo de la velocidad vertical de una estacion para corregir los registros
del nivel del mar de los mareografos y la deteccion de deformaciones en vigilancia volcanica.
Mediante el calculo de la funcion de autocorrelacion y autocorrelacion parcial, directamente
de las series de coordenadas, se ha demostrado que las series temporales, en todos los casos (para
todas las estaciones, redes y/o procesados) presentan tendencias y variaciones estacionales, por
lo que matematicamente no se pueden considerar que sean series temporales estacionarias. Las
variaciones periodicas son mayores en la componente vertical, mientras que las componentes
horizontales presentan una tendencia mucho mayor, debida a la tectonica de placas, por estar
trabajando en un marco de referencia global, como son las distintas realizaciones de los marcos
ITRF. Para estas componentes se ha eliminado la velocidad de placa mediante el uso del modelo
Nuvel-1A y para los residuales obtenidos se han calculado de nuevo las funciones de autocorre-
lacion. En los resultados obtenidos de esta forma s que se detectan las variaciones periodicas
tambien en las componentes horizontales.
En el analisis de las series en el dominio frecuencial, mediante el calculo del PSD (Power
Spectrum Densitiy), se vuelven a ver las variaciones estacionales, con periodos anuales y semi-
anuales, pero ademas, este analisis permite calcular el ndice espectral, que indica el tipo de
ruido presente en las series. Los resultados obtenidos para estos ndices espectrales demuestran
la presencia de ruido correlado en el tiempo y con ello la necesidad de considerar este ruido
para la estimacion de las velocidades y sus incertidumbres obtenidas y as evitar que estas sean
subestimadas.
Una vez que se han visto las caractersticas de la series temporales de coordenadas locales
(n; e; u) se ha realizado un ajuste para estimar de forma conjunta, las velocidades de las estaciones
y los parametros que las caracterizan (amplitudes de las variaciones estacionales, ruido, etc.).
Esto se ha realizado en un primer analisis mediante un ajuste mnimos cuadrados (EMC) que
asume que los errores de las coordenadas presentan una distribucion normal, por lo que solo se
considera la presencia de ruido aleatorio o blanco. Pero como a partir de los ndices espectrales
obtenidos en el analisis de frecuencias conocemos la presencia de ruido correlado en las series,
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se ha realizado una segunda estimacion, por el metodo de maxima verosimilitud (MLE), que
permite estimar estos parametros considerando diferentes tipos de ruido. En particular se han
utilizado dos modelos de ruido correlado, el primero de ellos formado por la combinacion de
ruido blanco y icker (WN+FN) y de forma mas general el segundo es una combinacion de
ruido blanco y de color (WN+PLN). En este ultimo caso, junto a los parametros de la series,
tambien se estima el ndice espectral del ruido PLN predominante.
A partir de los resultados obtenidos en estos analisis, tanto para la estimacion mediante un
ajuste EMC como MLE, se puede estudiar el efecto que tienen diversos aspectos del procesado
de los datos GPS y factores exteriores, como la red considerada o marco de referencia, en las
velocidades de estaciones permanentes.
Un estudio comparativo entre los resultados obtenidos para las diferentes estrategias de pro-
cesado, permite comprobar como los resultados del procesado global (PPP) presentan variaciones
anuales alrededor de los 3 cm en las componentes horizontales (de media 2 cm en la componente
norte y 4 en la este) y entre 5 y 9 cm en la vertical, mientras que estas son mucho menores en
el procesado DD4.2 (por debajo del cm en las coordenadas horizontales y alrededor de 2 cm en
la vertical) y todava menores en los resultados obtenidos a partir del procesado DD5.0. Como
ya se ha mencionado, un error en el software de procesado podra ser una de las causas de la
presencia de una mayor amplitud en las variaciones estacionales en el procesado DD4.2. Pero
esto no ocurre para el resto de procesados, por lo que la gran diferencia entre los resultados PPP
y DD5.0 son fundamentalmente debidas al hecho de procesar mediante posicionamiento puntual
preciso (PPP) o dobles diferencias (DD). Ademas los errores medios cuadraticos obtenidos en
el caso del procesado PPP son algunos milmetros mayores que para el resto de procesados, 2-3
mm para las componentes horizontales y 4-5 mm en la vertical, siendo tambien estos mayores
en el caso DD4.2 que para los procesados posteriores. Respecto a las velocidades obtenidas para
la componente vertical estas son de media entre 1 y 2 mm/a~no mas negativas en el procesado
global que en los casos en los que se realiza una materializacion regional del marco de referencia
ITRF.
Por ultimo dentro de las diferencias de los resultados para los diferentes procesados, las velo-
cidades obtenidas para las series DD5.0B, donde se ha realizado un reprocesado para referir toda
la series al marco de referencia ITRF2005, son algo mayores especialmente en las componentes
horizontales, que para las series DD5.0A, donde la estrategia de procesado es la misma pero se
ha realizado un cambio de ITRF2000 a ITRF2005 a traves de los parametros de transformacion
entre estos dos marcos. Una parte de la diferencia entre los resultados de estos dos conjuntos de
series, puede ser debida a que en el caso A es imprescindible considerar un oset en las series
en el momento en el que se cambia de ITRF y estos pueden producir efectos en las velocidades
de las estaciones aunque sean corregidos con anterioridad a su analisis. Aunque el cambio en
el modelo del centro de fase de antena utilizado tambien puede ser en parte causa de estas
diferencias.
En la comparacion entre los resultados obtenidos por un ajuste EMC, considerando solo
ruido aleatorio y MLE con los diferente modelos de ruidos, no demuestra que no existen grandes
diferencias entre los valores de las velocidades obtenidas, pero sin embargo si que las discrepancias
entre las precisiones para esas velocidades son considerables, de forma que si no se utiliza un
modelo de ruido adecuado, estas pueden subestimarse en un factor de alrededor de 7 respecto
al modelo anterior.
Si se analizan los resultados para los dos tipos de ruido utilizados en la estimacion MLE,
puede verse como al considerar ruido correlado en general (PLN) y no solo icker (FN) se reduce
la amplitud del ruido blanco en aproximadamente 1 mm. Ademas, aunque el valor del ndice
espectral obtenido en el ajuste para la componente vertical se encuentra alrededor de  1, y
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puede considerarse que este es una buena aproximacion, en el procesado PPP los valores varan
en el intervalo  2 < k <  1, mientras que para los procesados DD se cumple que  1 < k < 0,
por lo que si se considera considera k =  1, algunas diferencias de las caractersticas de las
series pueden quedar ocultas. El hecho de que el ndice espectral en el caso de los procesados
DD sea algo mas proximo a cero, indica que las series temporales obtenidas por este metodo
tienen una menor correlacion temporal que las obtenidas por PPP.
Ademas del estudio de la correlacion temporal de las series, que se ha realizado a traves de
los diferentes tipos de analisis y modelos de ruido estocastico, tambien se ha tenido en cuenta
la correlacion que existe entre las diferentes estaciones por el hecho de estar procesadas dentro
una red y la posible existencia de variaciones en las coordenadas en una parte de la red por
estar situadas en una zona determinada, es decir, la correlacion espacial. Para el estudio de esta
correlacion espacial y su posterior eliminacion de las series de coordenadas se ha calculado el ltro
CMB (Common Mode Bias) para cada uno de los procesados. Este ltro esta formado por la se~nal
comun a todas las estaciones de la red (o aquellas que se hayan usado en su calculo) obteniendose
para cada da como la media ponderada de los residuales de las estaciones, siendo estos residuales
los obtenidos despues de eliminar a la serie de coordenadas un modelo seleccionado.
De los ltros obtenidos para las dos materializaciones diferentes de un mismo marco de
referencia, en el caso del procesado DD5.0, puede concluirse la conveniencia de reprocesar los
datos cuando se realiza un cambio de sistema de referencia, ya que si esto no se hace, el oset
que se produce en el momento del cambio afecta a las velocidades de las estaciones obtenidas,
ademas de que la evolucion temporal de los marcos puede ser diferente de uno a otro y el efecto
que esto produce en las coordenadas obtenidas no se elimina al utilizar una transformacion entre
ellos.
Para cada procesado se han obtenido dos ltros espaciales CMB, utilizando en los dos casos la
misma forma de calculo, pero siendo diferentes las series de residuales que entran en su computo.
En uno de ellos, a las series temporales de coordenadas originales se les elimina una tendencia
obtenida por una simple regresion lineal, de forma que en el ltro CMB estaran presente todas
las variaciones estacionales comunes a las estaciones usadas y estas desapareceran en las series
ltradas. En el segundo caso, los residuales que entran en el calculo del CMB se obtienen despues
de haber eliminado a las series de coordenadas un modelo obtenido por MLE considerando
variaciones anuales y semianuales y modelo de ruido WN+PLN. Ahora la mayor parte de las
variaciones estacionales son eliminadas antes del calculo del ltro, por lo que no apareceran en
el ltro propiamente dicho, pero estas volveran a aparecer en las series una vez ltradas.
Al obtener el ltro CMB de estas dos formas se puede estudiar la conveniencia de considerar
las variaciones estacionales como parte de la se~nal conjunta de las estaciones e introducirla en
el calculo del CMB o eliminarla anteriormente de las series individuales. Para ello se han consi-
derado los resultados de las velocidades obtenidas en de las series temporales de los diferentes
procesados, haciendo un mayor seguimiento a la componente vertical por ser la mas afectada
por estos fenomenos.
El hecho de que en las coordenadas ltradas haciendo uso del ltro calculado por el primer
metodo (eliminando a las series una tendencia lineal antes de calcular el ltro CMB) presente de
nuevo variaciones estacionales, conrma que no toda la amplitud de estas variaciones es debida
a causas comunes y pone de maniesto la necesidad de volver a considerarlas en el analisis de las
series ltradas, ya que no se puede suponer que al haberse eliminado las variaciones estacionales
al ser ltradas, estas hayan desaparecido por completo de las series ltradas. Ademas, en las
series temporales de coordenadas ltradas, se reduce la dispersion en todas sus componentes,
siendo esta mayor en la componente vertical. A partir de los resultados obtenidos con los dos
ltros CMB utilizados, puede verse como, en los casos de los procesados con mayores amplitudes
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en las variaciones estacionales, si estas no se tienen en cuenta en el modelo para obtener los
residuales que se usan para su calculo, se puede llegar a subestimar las velocidades verticales de la
estaciones por encima del mm en la componente vertical, siendo su inuencia en las componentes
horizontales mucho menor. Este efecto tambien es menos importante en los procesados que
presentan unas amplitudes menores en las variaciones estacionales, como son los DD5.0.
Una vez obtenida la metodologa de aunalisis adecuada para la obtencion de la velocidad
de una CGPS, el resultado de la velocidad vertical obtenido para la estacion LACV tiene la
aplicacion de servir para que los datos de los mareografos situados en sus inmediaciones puedan
ser corregidos del movimiento vertical de la corteza donde se encuentran instalados. Para ello,
ademas de la obtencion de la velocidad de la estacion, es necesario disponer de un control de la
estabilidad de la antena respecto a su entorno y un enlace altimetrico respecto a los mareografos
instalados en sus inmediaciones. A partir de los resultados y analisis de las campa~nas periodicas
realizadas entre los a~nos 2000 y 2009 para este n, se puede conrmar esta estabilidad y la no
existencia de deformaciones verticales entre la estacion CGPS y los mareografos, por lo que la
velocidad vertical obtenida en los analisis anteriores para la estacion LACV puede ser usada
directamente.
Como ultima aplicacion, la metodologa consistente en el uso de un ltro espacial como es
el CMB y analisis de las series considerando variaciones estacionales, anuales y semianuales, y
una combinacion de ruido blanco y de color, se ha demostrado que es adecuada para el control
de deformaciones causadas por actividad volcanica, aplicandolo a la red usada por el IGN en
Canarias. El estudio sobre la evolucion de las velocidades en funcion de la longitud de tiempo de
la serie realizado para este caso, demuestra la necesidad de series temporales de como mnimo
4 a~nos de datos para que los resultados se estabilicen y puedan ser una buena aproximacion del
comportamiento real de la estacion.
De esta forma, a todas las series de coordenadas de las estaciones permanentes usadas por el
IGN para vigilancia volcanica en Canarias se les puede aplicar el ltro espacial CMB, obtenido
a partir de las estaciones seleccionadas, y posteriormente, en aquellos casos en los que ya se
disponga de 4 a~nos de datos, se puede calcular la velocidad de la estacion y los parametros que
la caracterizan y obtener una serie de residuales. Estas nuevas series de residuales, a las cuales se
les ha eliminado la se~nal comun con el ltro CMB, su velocidad, variaciones estacionales y ruido,
son mas utiles para su uso en vigilancia ya que permiten detectar comportamientos anomalos
en las coordenadas con mayor facilidad.
En la aplicacion para vigilancia volcanica, es recomendable calcular el CMB a partir de las
series de coordenadas de las estaciones despues de que se les ha eliminado solamente un modelo
obtenido en el ajuste por regresion lineal. Ya que aunque se ha visto en los analisis anteriores
que los resultados obtenidos eran mejores en el caso de considerar un analisis mas complejo
para la obtencion de los residuales que se usan para su calculo, esto requerira de un mnimo
de 4 a~nos de datos para todas las estaciones. Sin embargo, si se realiza de la otra forma, en
el ltro CMB obtenido estaran presentes las variaciones estacionales comunes a las estaciones
usadas, por lo que si se aplica el ltro a estaciones a las que no se les puede aplicar analisis
mas complejos, los resultados obtenidos seran mas limpios. Ademas, se ha comprobado que el
efecto de realizarlo de una forma u otra es mayor en los procesados con grandes amplitudes en
las variaciones estacionales, pero en este caso eso no ocurre, por lo que permite obtener buenos
resultados mucho antes, lo que es de gran utilidad en aplicaciones de este tipo.
En el caso de las deformaciones causadas por actividad volcanica, que son las que se quieren
detectar en la vigilancia volcanica, a priori se conoce mas sobre la extension espacial que estas
pueden presentar, que su magnitud y/o velocidad. Por ello son especialmente utiles los ltros
espaciales, ya que si se aplican ltros en el espacio temporal se pueden llegar a eliminar se~nales
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que sean de origen volcanico, mientras que de esta forma se sabe que la se~nal comun eliminada
afecta a un area sucientemente grande, como para que no sea de interes para este caso.
Aunque dentro de la red SVV del IGN existen varias estaciones instaladas en las cercanas
de mareografos, todava no se dispone de observaciones repetidas en el tiempo como para poder
garantizar la estabilidad entre la antena GPS y los mareografos, por lo que aunque ya se dispone
de las velocidades para las CGPS, hace falta esta conrmacion para que puedan ser usadas como
correccion a los registros del nivel del mar.
Una vez que se ha comprobado que la metodologa de analisis es adecuada para la vigilancia
volcanica y se han obtenido los modelos de velocidades para todas aquellas estaciones CGPS de
Canarias con mas de 4 a~nos de registro, uno de los trabajos futuros es implementar los resultados
obtenidos en el centro de analisis GPS del Observatorio Geofsico Central (IGN) para obtener
en tiempo real y de forma automatica unas nuevas series temporales de coordenadas diarias en
las que se podran detectar deformaciones con mayor facilidad. Esto se va a realizar en dos pasos,
al igual que como se describe en el captulo 5, automatizando el calculo de un ltro CMB para
cada da y obtener unas series ltradas para todas las estaciones de la red situadas dentro del
archipielago Canario, y ademas en el caso de estaciones con registros de datos sucientemente
largos, obteniendo, tambien de forma diaria las series de residuales despues de eliminar los
modelos obtenidos para cada estacion y que en esta aplicacion, se consideran como ruido de las
series.
Ademas, a lo largo de este trabajo se han desarrollado numerosos programas que partiendo
de los cheros de salida del procesado en formato SINEX permiten transformar de marco de
referencia, crear las series temporales para cada estacion, transformarlas a un sistema de referen-
cia local, corregir osets conocidos y outliers y representarlas gracamente. As como el calculo
del ltro espacial CMB e integran el uso del programa CATS para la estimacion de parametros
mediante MLE y con ello obtener los modelos y residuales. Estos programas desarrollados tam-
bien serviran para procesados futuros, ya que como se ha visto, la diferencia que existe entre
los resultados de un procesado y otro hace que no sea posible el usar un modelo (velocidad,
variaciones estacionales, tipo de ruido, etc.) de una estacion CGPS obtenido a partir de una
estrategia de procesado a otra, por lo que hace necesario su recalculo si hay un cambio en el
procesado, y con ello tambien la realizacion de reprocesados.
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Anexo A
Gracos de las series de estaciones y
modelo obtenido por EMC
Gracas de las series temporales series temporales (n,e,u) para cada estacion. Los puntos
azules representan aquellos datos que se han considerado como outlier y el modelo resultante
de la estimacion mnimo cuadratica esta representado sobre las coordenadas en negro.
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Anexo B
Gracos de las series de estaciones y
modelos obtenidos por MLE
Gracas de las series temporales (n,e,u) para cada estacion. Los puntos azules representan
aquellos datos que se han considerado como outlier y los modelos resultantes por MLE estan
representados en negro si se usa como modelo de ruido la combinacion WN+FN y con mayor
grosor en gris para WN+PLN.
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Anexo C
Gracos de las series de estaciones
ltradas por CMB y modelos
obtenidos
Gracas de las series temporales (n,e,u) ltradas para cada estacion. Los puntos rojos re-
presentan las coordenadas antes de ser ltradas, los puntos verdes claros son las coordenadas
ltradas por el CMB obtenido a partir de los residuales de las series despues de eliminar una ten-
dencia lineal y el modelo que se obtienen a partir de ellas por un ajuste MLE usando un modelo
de ruido WN+PLN esta representado en negro. De forma analoga, los puntos verde oscuros son
las coordenadas ltradas por el CMB obtenido si se usa para su calculo los residuales despues
de eliminar de las series la tendencia y variaciones estacionales y el modelo que se obtienen a
partir de ellas por un ajuste MLE usando un modelo de ruido WN+PLN esta representado con
un grosor ligeramente mayor que el anterior en gris.
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C.3. Procesado DD5.0A
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