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Photometric Study on Stellar Magnetic Activity: I. Flare
Variability of Red Dwarf Stars in the Open Cluster M37
S.-W. Chang1, Y.-I. Byun2, and J. D. Hartman3
ABSTRACT
Based on one-month long MMT time-series observations of the open cluster M37, we moni-
tored light variations of nearly 2500 red dwarfs and successfully identified 420 flare events from
312 cluster M dwarf stars. For each flare light curve, we derived observational and physical
parameters, such as flare shape, peak amplitude, duration, energy, and peak luminosity. We
show that cool stars produce serendipitous flares energetic enough to be observed in the r-band,
and their temporal and peak characteristics are almost the same as those in traditional U -band
observations. We also found many large-amplitude flares with inferred ∆u > 6 mag in the cluster
sample which had been rarely reported in previous ground-based observations. Following the er-
godic hypothesis, we investigate in detail statistical properties of flare parameters over a range of
energy (Er ≃ 1031–1034 erg). As expected, there are no statistical differences in the distributions
of flare timescales, energies, and frequencies among stars of the same age and mass group. We
note that our sample tend to have longer rise and decay timescales compared to those seen in
field flare stars of the same spectral type and be more energetic. Flare frequency distributions
follow power-law distributions with slopes β ∼ 0.62–1.21 for all flare stars and β ∼ 0.52–0.97 for
stars with membership information (Pmem ≥ 0.2). These are in general agreement with previous
works on flare statistics of young open clusters and nearby field stars. Our results give further
support to the classical age-activity relations.
Subject headings: open clusters and associations: individual (M37) — stars: activity — stars: flare —
stars: low-mass — stars: statistics — techniques: photometric
1. Introduction
Stellar flares are good observational tracers of
magnetic activity in low-mass stars (especially M
dwarfs), since the intense release of flare energy
is necessarily related to magnetic fields that are
generated by dynamo process as on the Sun. Stel-
lar flares are often thought of as being in some
way analogous to solar flares because they fol-
low the same universal correlations over many
orders of magnitude in energy, peak luminosity,
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and total duration at almost all wavelengths (e.g.,
EUV, Hard/Soft X-ray, UV, white light, and ra-
dio emissions). However, the parameter range
of stellar flares is much broader than that for
the Sun. They can also release 106 times more
energy in total and have substantially strong
field strengths (e.g., Aschwanden et al. 2008;
Benz & Gu¨del 2010; Shibata & Magara 2011).
Since the seminal work by Lacy et al. (1976),
a number of studies have examined the flare
properties and statistics in optical regime, such
as frequencies, amplitudes, time-scales, and en-
ergies for a handful of active M dwarfs (e.g.
Moffett 1974; Pettersen et al. 1984; Leto et al.
1997; Ishida et al. 1991; Hawley & Pettersen 1991;
Dal & Evren 2010). One of the important find-
ings is that flare frequency distribution can be
approximated by a power-law in energy, indicat-
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ing that less energetic flares tend to occur more
frequently. The power-law distribution indicates
that the flare process exhibits self-similar, scale-
invariant statistics within the observed energy
range (Benz & Gu¨del 2010).
This is not a special property limited to the
flare stars having an exceptionally high flaring
rate. Kowalski et al. (2009) quantified the flar-
ing properties of ∼50,000 M dwarfs using the low-
cadence photometric light curves in SDSS Stripe
82. Based on these much larger and less biased
sample, they confirmed that the amplitude, lu-
minosity, and flaring rate of the SDSS flares are
consistent with those found from dedicated photo-
metric monitoring campaigns. Another new result
is that even inactive stars (no Hα emission in the
quiescent spectrum) can exhibit flare variability,
as well as active ones. A more extensive analy-
sis of magnetically inactive stars is given in Hilton
(2011) for the first time, according to which inac-
tive stars flare less frequently than the active stars
as expected.
This kind of statistical study is extended to
M dwarf flares in both the red-optical and near-
infrared (NIR) regimes. Using the combina-
tion of 2MASS and SDSS multi-epoch database,
Davenport et al. (2012) showed that the signa-
tures of flares are detectable even in the NIR
passbands. They found that the frequency of NIR
flare detection is about two orders of magnitude
lower than those detected in optical bands.
Kepler data provides a new opportunity to mea-
sure the properties of white-light flares on solar-
and late-type stars (Walkowicz et al. 2011; Balona
2012; Maehara et al. 2012; Shibayama et al. 2013).
Among these studies, Walkowicz et al. (2011) fo-
cused on ∼23,000 cool dwarfs with K–M spectral
types and showed that flare stars closer to the
Galactic plane are statistically younger and more
likely to be magnetically active. This age-activity
relation is in good agreement with spectroscopic
studies of M dwarfs in SDSS (e.g., West et al.
2008, 2011).
Star clusters offer excellent opportunities to ex-
amine how stellar magnetic activity depends on
age and rotation rate. However, such studies are
rare due to the large amount of telescope time re-
quired to properly sample stochastic flare events.
Table 1 summarizes the previous optical, UV, ra-
dio, and X-ray observations of flares in the region
of young- and old-aged open clusters (30 Myr∼4
Gyr). Most of flare samples are too small to ob-
tain reliable statistics, except for the long-term
optical monitoring data. Moreover, only a few
attempts were made to examine how many flare
stars still exist in open clusters and how their flare
properties change over the duration of the obser-
vations (Ambartsumyan et al. 1970, 1971, 1972,
1973; Gershberg & Shakhovskaia 1983).
We hereby investigate the statistical properties
of flare and starspot-induced variabilities simulta-
neously; and seek to understand the relation be-
tween age, activity, and rotation in open cluster
stars. In this first paper, we present the flare prop-
erties and statistics for groups of stars with the
same age and mass range in the open cluster M37.
Our second paper will deal with rotational proper-
ties of the same cluster stars. This intermediate-
age (550 Myr) cluster is well-suited target for de-
tection of stellar flares, since a significant fraction
of low-mass members are still magnetically active.
In Section 2, we briefly describe archival imag-
ing data of the M37 taken by MMT 6.5m telescope
and sample selection for flare searches. We present
the details of flare detection procedure in Section
3. In Section 4, we derive the observational and
physical parameters of individual flares. Section
5 discuss the statistical properties of flare time-
scales, energies, and frequencies. Our conclusions
follow in the last section.
2. Data description
We used the archival imaging data of the M37
taken by MMT 6.5m telescope (see Hartman et al.
2008 for details). This is from the survey de-
signed to monitor the M37 field ( ≃ 24′ × 24′)
for detection of possible exo-planets. The archive
contains almost 5000 images obtained in r′-band
over one-month period. We refer the reader to
Chang et al. (2015a) for a detailed description of
our new photometric reduction and light curve
production. New light curves allow the analysis
of brief transients such as flares. The cadence of
observations is between ∼80 to ∼150 seconds for
over 90% of the data.
2.1. Sample selection
We select the cluster M dwarf candidates by
their photometric color and location on the color-
2
Table 1
Previous observations of flares in the region of young- and old-aged open clusters
Age Distance Nstar
b Nflare
b tobs
b
Wavelength Name (Myr) (pc) Methoda (#) (#) (hours) References
Optical α Persei (Mel 20) 71 187 PG/CCD 7 7 187 a,b
Pleiades (M45) 135 138 PG 564 1,635 3,250 a,c
CCD 1 1 132 d
Ptolemy’s Cluster (M7) 299 301 PG 6 6 28 e
Coma Berenices (Mel 111) 449 96 PG 14 21 338 a
Praesepe (M44) 729 187 PG 59 146 680 a
Hyades (Mel 25) 787 45 PE 2 · · · · · · f
UV Pleiades 135 138 NUV 7 4 21.4c g
Hyades 787 45 FUV/NUV 6 3 8.7c g
Radio Pleiades 135 138 VLA (1.4 GHz) 40 · · · 3 h
VLA (8.42 GHz) 4 1 2.6 i
Hyades 787 45 VLA (5 GHz) 9 · · · 2 j
VLA (1.5 GHz) · · · · · · 14 k
X-ray NGC 2547 36 455 XMM 108 7 13.7 l
Blanco 1 63 269 XMM 33 7 13.9 m
α Persei 71 187 ROSAT 71 3 6.3–6.9 n
NGC 2516 113 409 XMM · · · 4 27.2 o
Chandra 139 5 20.1 p
Pleiades 135 138 ROSAT 24 1 1.1 q
ROSAT 171 12 5.7–7.6 r,s
Chandra 18 11 17.2 t
Hyades 787 45 ROSAT 185 · · · 0.05–0.16 u
NGC 752 1,122 457 Chandra/XMM 21/19 1/1 38.9/13.9 v
NGC 188 4,285 2,047 XMM 6 1 11.4 w
Note.—We compiled a sample of flare stars in stellar clusters serendipitously detected at different wavelengths (optical, UV, radio, and X-rays
between 1980 and 2013. Not all flare stars are confirmed as cluster members. The age and distance of each cluster were taken from the latest
version of open cluster catalogs (Dias et al. 2002; Mermilliod 2000). References are as follows: (a) Tsvetkova (2012); (b) Semkov et al. (2000); (c)
Haro et al. (1982); (d) Moualla et al. (2011); (e) Jones & Page (1991); (f) Pettersen (1989); (g) Browne et al. (2009); (h) Bastian et al. (1988); (i)
Lim & White (1995); (j) Caillault (1989); (k) White et al. (1993); (l) Jeffries et al. (2006); (m) Pillitteri et al. (2005); (n) Prosser et al. (1996);
(o) Ramsay et al. (2003); (p) Wolk et al. (2004); (q) Schmitt et al. (1993); (r) Stauffer et al. (1994); (s) Gagne´ et al. (1995); (t) Daniel et al.
(2003); (u) Stern et al. (1995); (v) Giardino et al. (2008); (w) Gondoin (2005).
aPhotographic plate observations: PG; Photoelectric observation: PE; CCD observations: CCD; GALEX FUV/NUV imaging observations:
FUV/NUV; Very Long Array radio observations: VLA; ROSAT X-ray observations: ROSAT; XMM-Newton X-ray observations: XMM; Chandra
X-ray observations: Chandra
bNstar is the number of observed known (or candidate) flare stars; Nflare is the number of detected flare events; tobs is the observing time.
Note that in the case of X-ray samples, Nstar denotes the number of observed X-ray sources among the possible cluster members.
cThe Hyades was observed for a total of 4.44 hours and 4.23 hours respectively in both of the FUV and NUV imaging channels, while the
Pleiades was observed solely in the NUV channel.
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Fig. 1.— De-reddened r− i vs. i color-magnitude
diagram for sample selection. Left panel : the
outer dashed line represents a total of 15,873 stars
that were initially selected by color of (r − i)0 >
0.43. Among them, only 2459 cluster region stars
are within the inner dashed box. The mean r − i
colors for M dwarfs are indicated by squares and
their 1-σ error bars (Kowalski et al. 2009). Right
panel : the CMD positions of stars with cluster
membership probabilities Pmem are indicated by
different colors, black for Pmem ≥ 0.0, blue for
Pmem ≥ 0.2 and orage for Pmem ≥ 0.5.
magnitude diagram (CMD) of the M37 field. It
is known that the color range of r − i > 0.53 and
i−z > 0.3 is occupied by the M and L dwarf classes
(West et al. 2005). Since these two colors are sen-
sitive to changes in temperature for cool stars,
it allows for proper separation of the stellar lo-
cus as a function of spectral type. Kowalski et al.
(2009) noted that the limiting r − i color is re-
duced to 0.43 and the i − z color to 0.23, after
correcting for the Galactic reddening. For clus-
ter members, we correct the MMT gri magni-
tudes for extinction by using the conversion re-
lations in Stoughton et al. (2002): Ag/E(B − V )
= 3.793, Ar/E(B−V ) = 2.751, and Ai/E(B−V )
= 2.086, respectively. We adopted the cluster pa-
rameters from Hartman et al. (2008): E(B−V ) =
0.227± 0.038, (m−M)V = 11.572± 0.13 for this
procedure.
Using above relations, a total of 15,873 sources
were initially selected by the de-reddened color
of (r − i)0 > 0.43 (the outer dashed rectangular
box in the left panel of Figure 1). We did not
restrict the i − z color because the z-band pho-
tometry of this subsample is often unreliable for
faint sources. In order to reduce cluster member-
ship ambiguities, we divide the sample into the
two groups: cluster stars and field stars according
to their CMD locations. We use the terms “clus-
ter sample” and “field sample” while noting that
the cluster sample is contaminated by field stars.
Hartman et al. (2009) statistically evaluated the
contamination of photometrically selected cluster
sample to be about 25–50% as a function of mag-
nitude along the main sequence, but it is less re-
liable at the faint end. To improve the member-
ship information, we used a membership proba-
bility (Pmem) based on the position of individual
stars in the CMD and their radial distance from
the cluster center (see Nu´n˜ez et al. 2015 for de-
tails). They considered stars with Pmem ≥ 0.2
to be candidate cluster members since the ef-
fect of field star contamination will not be great
on rotation-activity analysis of cluster stars. As
shown in the right panel of Figure 1, many stars
with Pmem ≥ 0.2 (filled blue squares) are included
in the inner dashed box (except for faint red stars).
In the following sections, we shall address the ef-
fect that field star contamination has on our re-
sults later.
The inner dashed box in the left panel of Fig-
ure 1 gives the sample selection criteria for the
cluster sample. This led to the identification of
2459 stars along the cluster sequence in the i0
vs. (r − i)0 CMD. Based on the mean r − i color
for a given M dwarf spectral type (see Table 1 in
Kowalski et al. 2009), each spectral type is indi-
cated by the squares which lie along an extension
of the cluster sequence. Among them, only 620
stars have cluster membership probability with
Pmem ≥ 0.2.
3. Variability analysis
3.1. Change-point analysis for flare detec-
tion (FINDflare)
Flare-like features need to be detected from
light curves without a priori knowledge of its shape
and underlying brightness variations. Our ap-
proach is very simple: we get a series of estimated
change-points which correspond to the moments
of apparent systematic changes in brightness. The
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Fig. 2.— Examples of flares detected by FINDflare algorithm. As shown in the residual plots, the observed
data are approximated by a piecewise constant model (red dashed lines). The assumed start times of flare
occurrence are indicated by the arrow. Interestingly, our algorithm often detects secondary flares which
occur during the decay of a much larger flare (V2192 and V1073). The object IDs are taken from our new
variable catalog of the M37 (see Chang et al. 2015b).
procedure is based on the statistics given by the
cumulative sum (CUSUM) chart with bootstrap
re-sampling, which is briefly described below (see
Chang et al. 2015b for details).
We have a set of discrete time-series data points
{x1, x2, · · · , xn}, where n is the time of occurrence
of the nth data point. The CUSUM values are
given by:
St =
t∑
i=1
(xi − x¯) (1)
for t = 0, 1, · · · , n, where S0 = 0 and the mean x¯.
The distribution of CUSUM values often has an
inflection point at which the sign of the CUSUM
slope changes, indicating that a significant devia-
tions occur at this time. This is used to determine
whether a given interval of data should be kept as
one (x¯1=x¯2=· · ·=x¯n=x¯) or subdivided into two
subintervals (x¯1=· · ·=x¯p 6=x¯p+1=x¯n). To reduce
the rate of false positives, we estimated the con-
fidence level (c.l.) based on the bootstrap proce-
dure. Once sudden change has become apparent
for a given region (c.l. > 90%), the location of
change-point is initially determined as follows:
pt = argmax
t∈[0,n]
|St| , (2)
where pt denotes the last point before the change
occurred. The time-series data is split into two
segments on each side of the change point, and
the analysis is repeated for each segment until no
more significant change point is detected. All iden-
tified change-points thus define the segments (i.e.,
piecewise constant level sets), characterized by the
start and end time of a given interval with its mean
and variance.
Lastly, we perform flare detection process for
each segment. For the ith measurement of a light
curve, a simple selection criteria is given by the
expressions:
xi − x¯L < 0, (3a)
|xi − x¯L|
σL
≥ N1, (3b)
|xi − x¯L + wi|
σL
> N2, (3c)
ConM ≥ N3, (3d)
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where the mean x¯L and deviation σL are the local
statistics for a given segment, wi is the photomet-
ric error at epoch i, and ConM is the number
of consecutive points which satisfy the equations
(3a–3c). The values of N1,2,3 are taken to be at
least larger than 3, 1, and 3, respectively.
Figure 2 shows the combined result of the
change-point analysis and identification of flare
candidates in stars with and without underlying
variability. The light curves are well approximated
by piecewise constant model with several discrete
segments. This model simplifies the task of detect-
ing significant deviations from the mean level (i.e.,
statistical outlier). Also, our algorithm can iden-
tify flare candidates, regardless of intrinsic vari-
ability.
Many of flare candidates are short-duration
(3 ≤ N3 ≤ 5) events. Therefore their variabil-
ity is suspected especially when such events are
only partially observed, and found either at the
end or beginning of available data. Our algorithm
compares the light curves of flare candidates with
those of nearby stars to ensure that these events
are real.
3.2. Removal of periodic variability
Cool spots on the surface of stars are the domi-
nant cause of periodic variability seen in some flare
stars (e.g., V706 in Figure 2). Since these under-
lying variations can affect the extraction of flare
parameters (see Section 4), we removed quasi-
periodic patterns by a least-square harmonic fit
to the data. The model function is expressed as
follows, which comprises a Fourier series truncated
at harmonic h:
mh(t) = m¯0+
4∑
h=1
A2h−1 sin(B)+A2h cos(B); (4)
B = h · 2pit/P,
where m¯0 is the global mean for a whole range of
data, A2h and A2h−1 are the amplitudes obtained
in each harmonic model, and P is the period of
the star. The initial periods are taken from tables
in our new catalog of variable stars in the field
of M37 (see Chang et al. 2015b). As a conserva-
tive approach, we have re-estimated the rotational
period after rejecting outliers > ±3σ, including
flare-like features. Then, the best-fit model is de-
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Fig. 3.— Example light curves of short, local flux
enhancements detected by FINDflare algorithm.
From top to bottom, all except for the top panel
(real flare event) are false positives due to con-
tamination by moving objects, bad columns, and
diffraction spikes around the bright stars.
termined by comparing the difference of the re-
duced chi-squared values (∆χ2ν) before and after
subtracting the harmonic models (h=1–4). A to-
tal of 401 stars out of the 2495 cluster sample ex-
hibit clear quasi-sinusoidal variations, which are
removed from light curves to ensure proper char-
acterization of flare events.
3.3. Rejection of false positives
There is a possibility of false positives. Since
the new light curves are derived based on the to-
tal flux within a measuring aperture, various con-
taminations can cause photometric bias. Most
of false positives turned out to be related to
CCD charge bleed (i.e., blooming), diffraction
spikes around the bright stars, moving objects,
and seeing-correlated variations due to blends of
stars. This kind of false positives can be most
accurately verified by visual inspections. Figure 3
shows thumbnail light curves and images of falsely
identified events. The abrupt variations in the
photometry are evident when artifacts intrude into
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Fig. 4.— Same as Figure 3, but for two excep-
tional cases. In the top case, both real flare and
false-positive events were observed on the same
star. While in the bottom one, the light curve of
one object shows flare-like variability, but this is
actually a flare in a adjacent star. From the com-
bined deep image, i.e., master frame, we confirm
a close companion with a separation of 0.79 arc-
seconds.
the measuring aperture of target stars.
As shown in the top panels of Figure 4, flare
star V2172 is an interesting case; a real flare and a
false-positive event (moving object) are observed
at different epochs. The latter one is easily dis-
criminated from real flare with its symmetric light
curve. Another exceptional case is a pair of flare
candidates (V2233 and V2234), which exhibit a
sudden increases in brightness that would be ex-
pected in a typical flare. However we note that
one of them is caused by the flare of the adjacent
star, not its intrinsic magnetic activity (see bot-
tom panels of Figure 4). Since these objects are
very faint and their position in the master frame is
very close (0.79′′), it is difficult to distinguish in a
single frame. Further difference imaging analysis
is needed to confirm which star is really responsi-
ble for this flare event.
3.4. Summary of flare search
After visual inspection of all candidates found
in the region of interest, as defined in the Sec-
tion 2.1, we identified a total of 604 unique flare
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Fig. 5.— Color-magnitude and color-color dia-
grams for all detected flare stars. Since our inter-
est is particularly focused on the flare stars in the
pre-defined cluster region (dashed line), the clus-
ter’s extinction coefficient is used to deredden gri
magnitudes. We adopt Aλ/AV values for gri mag-
nitudes that derived by Girardi et al. (2004). The
bluer ((r− i)0 ≤ 0.43) and redder ((r− i)0 > 0.43)
stars outside the cluster region are marked with
orange and blue dots, respectively. The red lines
represent the main-sequence stellar locus with so-
lar metallicity (Covey et al. 2007).
events from M-type dwarfs. Among these events,
420 flares are from 312 stars in the cluster sam-
ple, while 184 flares are from 107 stars in the field
sample. As shown in the two CMDs of Figure 5,
most of flare stars lie on the cluster sequence as
expected (black pluses). We show for comparison
the flare sample of 17 F–K type dwarfs (21 flares)
that were already reported in our previous paper
(Chang et al. 2015b) with orange squares in Fig-
ure 5. It shows that stars of all colors cooler than
spectral type A can produce serendipitous flares,
which are energetic enough to be observed even in
the r-band.
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Table 2
Summary of flare samples
Cluster sample Field sample
r0
a Ns
b Nf
c Ne
d Ns Nf Ne
∑
Nf
∑
Ne
16–17 · · · · · · · · · 72 5 10 5 10
17–18 148 (81) 17 (10) 25 (15) 115 10 22 27 47
18–19 289 (175) 28 (18) 34 (23) 258 16 33 44 67
19–20 295 (141) 32 (16) 53 (24) 926 21 36 53 89
20–21 416 (142) 68 (25) 101 (36) 1700 19 33 87 134
21–22 569 (80) 88 (13) 113 (14) 2352 10 17 98 130
22–23 568 (1) 77 (0) 91 (0) 3502 19 25 96 117
23–24 201 (0) 2 (0) 3 (0) 3859 7 8 9 11
24–25 9 (0) · · · · · · 529 · · · · · · · · · · · ·
Total 2495 (620) 312 (82) 420 (112) 13313 107 184 419 604
Note.—Extinction-corrected magnitudes are not reliable for the field region samples. For the cluster
sample, the values in the parenthesis correspond to the number of stars with membership information
(Pmem ≥ 0.2).
aAverage r0 magnitude after extinction correction (see Section 2.1).
bNumber of sample stars in each magnitude bin.
cNumber of identified flaring stars, some of which flare multiple times during the observation span.
dNumber of flare events.
Table 2 summarizes the number of flare stars
(Nf ), the number of flare events (Ne), and the
number of sample stars (Ns) for nine consecu-
tive magnitude intervals. For the cluster sam-
ple, the values in the parenthesis correspond to
the number of stars with membership information
(Pmem ≥ 0.2). The number of flaring stars is only
a small fraction of the total number of objects in
the M37 field (< 3%), but it provides sufficient
numbers for a statistical comparison of the char-
acteristics. For the cluster sample, the ratio of
flare stars to sample stars (Nf/Ns) in each magni-
tude bin is about 10%–16%. This ratio is similar
to that observed in stars with Pmem ≥ 0.2 (6%–
17%). The number of flare stars and their occur-
rence rate both increase with decreasing luminos-
ity down to magnitude limit of the survey (r ∼
23). These are likely due to the increasing con-
trast effect of the white-light flare emission against
the cool photosphere (e.g., Walkowicz et al. 2011;
Davenport et al. 2012). Since the detectability of
flare events depends on several observational fac-
tors, we discuss limitations of our data quality
that affect the range of marginally detectable flare
events (see Section 5.2 for details).
Because flare stars have finite activity lifetimes
and their activity fraction declines with Galactic
height (e.g., West et al. 2008, 2011), our field sam-
ple is expected to be a part of nearby, young,
active K–M dwarfs in a thin disk. Assuming
a extinction coefficient given by Schlegel et al.
(1998), we estimated the distance of each star de-
rived from the photometric parallax relations (see
Bochanski et al. 2010 for details):
mr −Mr(r − i) = 5 log d− 5 +Ar, (5)
where d is the distance, mr is the apparent mag-
nitude, Ar is the extinction in the r-band, and
Mr(r − i) is the color-absolute magnitude rela-
tion1. After obtaining the distance, the verti-
cal distance from the Galactic plane, |Z|, can
be estimated by converting a spherical coordinate
system (l, b, d) to a cylindrical coordinate system
(R,Z, φ). The position of the Sun was set at
R⊙=8.5 kpc and Z⊙=15 pc above the mid-plane
of the Galactic disk. The results show that most
of them are likely to lie within 200 pc from the
1Mr = 5.025+4.548(r− i)+0.4175(r− i)2 −0.18315(r− i)3 ;
(see erratum in Bochanski et al. 2010)
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Galactic plane. In spite of the intrinsic large un-
certainty of photometric parallaxes, this supports
that our field sample stars are indeed foreground,
thin disk population.
4. Measurement of flare parameters in the
light curves
As shown in Figure 6, the light curves of dis-
covered flare events show diverse morphologies in
terms of its shape, size, and duration. Flare vari-
ability cannot be described as a one-parameter
family of model functions, so we obtain several
observational and physical parameters from flare
light curves in Section 4.1 and Section 4.2.
4.1. Observational flare parameters
We define basic observational parameters of
flare events as follows: (i) the magnitude of ob-
served peak (∆mpeak) and its epoch (tpeak), (ii)
the timescales of flare evolution both in the pre-
peak (tq,rise) and the post-peak (tq,decay) regimes
of flare curve (i.e., the parts before and after the
point of maximum), where the subscript q denotes
the flux fraction relative to peak level, and (iii)
the magnitude difference ∆mbase between the first
epoch data (t0,rise) and the last epoch data (tlast)
of flare observations. For the convenience of calcu-
lation, we take the epoch of maximum flare light
as a reference point.
The concept of observational flare parameters
is illustrated for a typical case in Figure 7. The
moment of flare peak is considered as a refer-
ence point (t = 0). We initially determined the
timescales of flare variability in the range of 0 ≤
q ≤ 1, using single or multiple discrete exponen-
tial decay models. The model is expressed as the
sum of the exponential functions:
y(t) =
∑
k
f(t;αk, βk, λk), (6)
f(t;αk, βk, λk) = αk exp(−λk · t) + βk,
where αk, βk, and λk are the best-fitting pa-
rameters to produce piecewise curve approxima-
tion. The fitting is performed with an itera-
tive optimization method based on the Levenberg-
Marquardt solver2. In this way, we grow each
2http://www.gnu.org/software/gsl/
curve piece by adding data points until the fit-
ting error for that piece exceeds a certain thresh-
old (i.e., χ2ν ≫ 1). In the time interval t0,rise ≤
t ≤ t0,decay, we measure the timescale parameter
tq by analyzing the original flare curve with a lin-
ear interpolation method that does not assume a
functional form.
The remaining parameters are obtained from
the processed light curves. We list the observa-
tional parameters of the whole flare samples in Ta-
ble A1. Using these parameters, we can easily re-
produce template flare light curves of a wide range
of morphologies. In some cases, the timescales of
total flare duration can not be specified by a sin-
gle parameter τ0 (= t0,rise + t0,decay) because ob-
servations did not cover the entire phase of flare
evolution. This is why we introduce additional
τq parameters (e.g., τ0.5, τ0.2, τ0.1) to characterize
timescales of flares (see Section 5.1).
4.2. Physical flare parameters
The physical parameters of each flare were
only obtained for the cluster sample. Following
Gershberg (1972) and Moffett (1974), we first cal-
culated the equivalent duration Pr. This quan-
tity can be thought of as the time interval over
which the quiescent star emits as much energy
as was released during the duration of the flare
(Walkowicz et al. 2011).
Pr =
∫ (
I0+f (t)
I0
− 1
)
dt, (7)
where I0 is the flux of the star in its quiescent
state and I0+f is the flaring flux. In order to sim-
plify the procedure, we regard groups of flares or
sub-peaks within a flare as one flare event. The
flare energy Er is expressed as the product of the
quiescent luminosity of the star Lr in r-band and
the equivalent duration of the flare:
Er = Lr × Pr. (8)
To estimate the quiescent luminosity for each
star in the cluster sample, we adopt the dis-
tance of 1490 pc (Hartman et al. 2008). Since the
measured flux density within the passband corre-
sponds to the stellar flux at the effective wave-
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Fig. 6.— Examples of flare light curves before the removal of underlying periodic variations. One of the
fascinating aspects of flares is their diverse morphological shapes.
length of the filter, it can be approximated as:
Lr = 4pid
2
∫
r
fλdλ
≃ 4pid2 · fλeff ·∆λ, (9)
where d is the distant of the star in pc, fλ is the
spectral density of flux in erg cm−2 s−1 A˚−1, λeff
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Fig. 7.— Schematics of observational flare param-
eters in the light curves. For the convenience of
calculation, the zero-point of the x-axis is shifted
to the peak time (tpeak) of light curve, while in the
y-axis we set the zero-point to lie at ∆r = 0 af-
ter subtracting the mean magnitude of light curve.
By using the discrete exponential model (red line),
we defined a time-related parameter, tq, which
can be either positive (e.g., t0.5,decay, t0.2,decay) or
negative (e.g., t0.5,rise, t0.2,rise). In this plot, we
also derived the flare amplitude (∆mpeak) and the
magnitude difference (∆mbase) between the first
and the last data point for a given subset.
is the effective wavelength of the r-filter, and its
bandwidth ∆λ. The filter system used for the
MMT/Megacam is subtly different from those
of the SDSS (Fukugita et al. 1996). The response
function of Megacam r-filter is more extended to
the red part of spectrum than that of the SDSS,
and thus the integrated spectral flux is somewhat
larger (about 0.3%) for our data set. Errors in the
estimated quiescent luminosities are dominated by
the distance uncertainty (± 120pc) which causes
variation of about 15% (i.e., logLr = ±0.07). For
fainter stars logLr < 29.93 erg s
−1, the photome-
try error becomes dominant.
We also estimated the flare luminosity Lr,peak
at maximum brightness (erg s−1) after subtract-
ing the quiescent stellar r-band flux. The derived
physical parameters of flares detected in the clus-
ter sample are listed in Table A2. Since the ob-
servations do not always have a continuous time
coverage, only a lower limit to the physical param-
eters could be given in some cases (∼20% of our
full sample). Hence, subsequent estimates should
be interpreted with some caution when we statisti-
cally quantify the properties of flares, both includ-
ing or excluding these subsamples with incomplete
light curve.
5. Statistical properties of flare timescale,
energy, and frequency
5.1. Light curve characteristics of flares
In this section, we discuss the temporal and
peak characteristics of flares in the whole flare star
sample (Table A1).
5.1.1. Rise and decay timescales
The time evolution of stellar flares is charac-
terized by different timescales, but it is often con-
venient to treat them as two principal phases: an
initial impulsive phase and later gradual phase.
This reflects the basic assumption that most stel-
lar flares follow similar consequence of the same
elementary physical mechanisms (Benz & Gu¨del
2010). The impulsive phase is defined as the
quickly varying part of the light curve which shows
a fast rise to maximum magnitude followed by a
fast decay. The gradual decay phase begins with
a turnover from fast to slow decay, as suggested
by Hawley & Pettersen (1991); Kowalski et al.
(2013). In general, the initial phase of energy
release lasts from tens of seconds to tens of min-
utes, and then returns to its pre-event level on
timescales of tens of minutes or hours.
In Figure 8, we show the time evolution of in-
dividual flares on the flare rise tq,rise and decay
tq,decay timescales. The rise timescales t0,rise of
flares are distributed between 0.6 and 20 minutes,
while the decay timescales are longer than the
rise timescales (t0,decay = 1.6–260.1 minutes); and
the total duration τ0 ranges from 3.5–263 minutes
(0.06–4.4 h). For each q value, we used the rise and
decay timescales to measure the flare asymmetry,
which is defined as the fraction of timescales after
and before the flare peak (Af = tq,decay/tq,rise).
We take the values between 0.1 and 100, in which
Af = 1 corresponds to a time-symmetric case
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Fig. 8.— Time evolution of the individual flares
on the tq,rise–tq,decay diagram. The black squares
show the clipped mean and standard deviation of
for q values from 0.0 to 0.9 in steps of 0.1. For con-
venience, the distributions of timescales are shown
at both q = 0 (green points) and q = 0.9 (red
points), respectively. The dashed lines indicate
flare asymmetry Af between 0.1 and 100.
(tq,decay = tq,rise). It is shown that the bound-
ary between impulsive and gradual phases occurs
at q = 0.5–0.6, where it is shown for the values of
Af = 2–3. In practice, Kowalski et al. (2013) used
the full width of the light curve at half-maximum
(i.e., τ0.5) as the timescale of the impulsive phase
of the flare. In their flare samples, the impulsive
timescale covers a very broad range with a mean
value of <τ0.5> = 7.1± 6.3 minutes.
In Figure 9, we compare our rise and decay
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Fig. 9.— Comparison of the rise and decay
timescales between this work (green square) and
the two recent works of flare monitoring. More
than two hundreds of flares were detected by either
photoelectric observations (Dal & Evren 2010) or
by photometric observations (Hilton 2011), re-
spectively. Overall, there is a good agreement with
the distributions of flare timescales obtained from
previous studies. Significant short-term (less than
τ0 = 1 minute) flares were only observed by pho-
toelectric observations.
timescales with two recent work of flare monitor-
ing (Dal & Evren 2010; Hilton 2011). Their ob-
servations provide a large, statistically significant
sample of flares of a few active stars. Consider-
ing the coarse time resolution of our data, there
is a general agreement with flare timescales ob-
tained from previous studies. These characteris-
tic timescales are common for both cluster and
field flare stars, indicating that they follow the
same physical processes during flares. Our sam-
ple tend to have slightly longer rise and decay
timescales compared to individual flares from a
few stars. Since the flare duration is tightly corre-
lated with the flare energy, our sample tend to
be more energetic (see also Figure 16 and Fig-
ure 17). Dal & Evren (2010) found many more
short time-scale flares with their much finer time
resolution. This result tells us the approximate
minimum time-scale for which the present study
is sensitive.
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Fig. 10.— Transformation between the r-band re-
sponse and the u-band response for each flare in
the cluster sample. The gray squares indicate the
sample of Kowalski et al. (2013). We estimated
the r-band amplitudes of flares for their sample by
applying the same conversion method. The sub-
figure on the lower-right shows the zoom-in of the
low-amplitude flares (∆r < 0.2 mag).
5.1.2. Peak amplitudes
The photometric response of flares depends on
spectral type of the star and filters. Using a
two-component flare model with quiescent M0–
M6 spectral templates, Davenport et al. (2012)
predicted the red-optical and NIR response of
flares in M dwarfs, and showed that red-optical
filters (gri bands) are sensitive to medium and
large flares. Following the method described in
Davenport et al. (2012), we estimated the pre-
dicted changes in u-band for our r-band flares3.
By assigning photometric spectral types using col-
ors with the covariance matrix technique pre-
sented in Kowalski et al. (2009), we can transform
the ∆r-band to the ∆u-band amplitudes for all
flares in the cluster sample.
3J. R. A. Davenport provides a simple IDL program to com-
pute the ugrizJHKs amplitudes of a flare given the spec-
tral type of the star and the desired amplitude in any one
filter. A release version of the code is now available at
https://github.com/jradavenport/flare-grid.
As shown in Figure 10, even small flares down
to ∆u ∼ 0.4 are completely recovered by our sur-
vey. We also note that our survey detects very
large flares (∆u > 6 mag). The flares with in-
ferred ∆u > 6 mag are listed in Table 3 and light
curves are shown in Figure 11, arranged in order of
decreasing peak amplitude. Such large-amplitude
flares have been rarely discovered around the mid-
and late-M dwarfs (e.g., Hawley & Pettersen 1991;
Kowalski et al. 2009, 2010; Schmidt et al. 2014).
They do exist in abundance. It tells us that the
u-band observation of the flares have the advan-
tage of not requiring high-precision photometry,
compared to our r-band observations.
5.2. Statistical correlations of flare energy
and other key parameters
In this section, we investigate relations between
flare energy and other derived parameters for flare
stars in the cluster sample (Table A2). With an
assumption that cluster stars of similar physical
quantities (mass, luminosity, and age) should have
similar statistical properties of flare activity, we
group the flare stars into seven magnitude bins
ranging from r0 = 17 to r0 = 24. This follows the
ergodic hypothesis suggested by Gershberg (2005),
for which the number statistics of flares on n stars
of similar brightness over the time T is the same
as those of the same star over the time nT . Each
group can also be considered as spectral types
along the cluster main-sequence, in which decreas-
ing magnitude indicates later spectral type. In a
larger sample of stars of similar spectral types, this
statistical approach is useful to understand their
flaring nature (e.g., Kowalski et al. 2009; Hilton
2011; Walkowicz et al. 2011; Osten et al. 2012;
Davenport et al. 2012; Shibayama et al. 2013).
5.2.1. Distribution of flare energy Er
It is known that stellar flares radiate energy
at all wavelengths like on the Sun. Among
these wavelengths, continuum emission emitted
by white-light flare is the main contributor to the
total radiated energy (Hawley & Pettersen 1991).
The energy budget based on the r-band light curve
is therefore not sufficient to approximate the total
flare energy. In Figure 12, we show the distribu-
tion of r-band flare energy (Er) for the samples
with complete information, which ranges from
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Fig. 11.— Light curves for the flares with inferred ∆u > 6 mag in the cluster sample, which are arranged in
the order of decreasing peak amplitude (dashed lines). The r-band and its inferred u-band amplitudes are
also given in the plot.
2.9×1031 to 2.4×1034 erg. We also overlay the en-
ergy distributions of cluster stars with Pmem ≥ 0.2
(red histogram). These two distributions are in-
deed similar, but it is difficult to compare them
directly with r0 > 21 due to the lack of cluster
membership information. We find that the upper
limit on the flare energy becomes at least 7 times
larger (>1.69×1035 erg) if we include the subsam-
ples with incomplete light curve. The histograms
seem to show a turnover value at Er ∼ 7.6×10
32
erg, indicating that the fall-off in the low energy
side is likely due to incompleteness of our sample.
It appears to be difficult to directly use these dis-
tributions for testing accurate occurrence rates of
flares with a typical power-law shape.
We found many flares with energies above 1033
erg, called superflares, which is about 10–100
times more energetic than the largest known so-
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Table 3
Properties of the flare samples with inferred ∆u > 6 mag
r ∆r (∆u) τ0 log Er Period
b Pmem
c
VarID StarID FlareID Sp Typea (mag) (mag) (minute) (erg) (days) (%) XIDd
V1798 055205.47+324035.05 F1 M5 23.51 3.74 (8.67) 142.75 34.018 · · · · · · · · ·
V2192 055256.65+322457.53 F1 M5 22.96 3.29 (8.20) > 180.43 > 34.143 · · · · · · · · ·
V1799 055205.56+323821.31 F1 M5 22.85 3.02 (7.91) 84.61 33.862 · · · 0.00 168
V2209 055301.57+322821.00 F1 M4 22.62 2.45 (7.19) 201.49 33.968 0.32 0.08 · · ·
V1738 055158.37+322327.37 F1 M6 23.32 2.38 (7.05) 78.16 33.653 · · · · · · · · ·
V1651 055144.84+322901.99 F1 M5 23.30 2.35 (7.18) 69.35 33.618 · · · · · · · · ·
V1883 055215.13+323535.84 F2 M4 21.89 2.05 (6.73) > 151.25 > 34.482 · · · 0.00 318
V1941 055222.57+323317.73 F1 M4 21.56 2.00 (6.68) 94.32 34.209 · · · 0.59 473
V1636 055142.63+322928.22 F1 M5 22.53 1.95 (6.72) 74.22 33.727 · · · · · · · · ·
V1770 055202.47+322831.46 F1 M4 22.43 1.86 (6.51) 58.33 33.701 · · · 0.05 · · ·
V2012 055231.97+323747.11 F2 M4 22.28 1.73 (6.35) 53.43 33.557 · · · · · · · · ·
V2207 055301.49+322821.62 F1 M5 23.65 1.69 (6.41) 53.20 33.142 · · · · · · · · ·
V2022 055232.83+322906.18 F1 M5 22.96 1.66 (6.36) 21.56 33.202 · · · · · · · · ·
V2205 055301.28+324038.13 F1 M5 23.54 1.65 (6.34) 38.64 33.401 · · · · · · · · ·
V2244 055309.20+323800.11 F1 M5 22.94 1.58 (6.26) 86.58 33.286 · · · · · · · · ·
V1927 055221.06+323912.63 F1 M4 21.96 1.52 (6.07) 64.12 33.722 0.94 0.22 · · ·
V1505 055121.71+323647.04 F2 M4 22.39 1.51 (6.07) 64.95 33.771 · · · 0.002 · · ·
V1720 055156.68+322701.14 F2 M5 22.87 1.48 (6.13) 139.62 33.778 · · · · · · · · ·
V1747 055159.86+324407.19 F1 M5 23.24 1.47 (6.11) 82.97 33.277 · · · · · · · · ·
V1711 055155.09+322723.09 F1 M5 23.28 1.45 (6.09) 41.83 32.596 · · · · · · · · ·
aPhotometric spectral types assigned based on the Table 1 in Kowalski et al. (2013).
bPeriods taken from Chang et al. (2015b).
cMembership probability based on CMD position and radial distance from the cluster center (Nu´n˜ez et al. 2015).
dX-ray counterpart ID number from Nu´n˜ez et al. (2015).
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Fig. 12.— Number distribution of the total flare energy in r-band (log Er) per magnitude interval (gray
histograms). The red histograms represent stars with membership information (Pmem ≥ 0.2). The last
panel shows the distribution of the total energy for all flares in the cluster sample with complete information
(∼80% of our full sample).
lar flare. Such flares are rarely reported in pre-
vious ground-based observations, but it is now
known that there is a large number of late-type
(G–M) dwarf stars that show superflares using Ke-
pler data (Maehara et al. 2012; Shibayama et al.
2013; Candelaresi et al. 2014). Their results sug-
gest that superflares occur more frequently on
young and/or K–M type stars, which is a conse-
quence of the age-activity-rotation relation. Thus,
superflares with energies above 1034 erg might well
be possible for much younger cluster stars than the
M37.
For comparison purpose, we converted all flare
energies to the commonly used passband (John-
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son U filter). There is a simple conversion rela-
tion among flare energies measured in different fil-
ters (Lacy et al. 1976; Kilyachkov & Shevchenko
1978).
EU = 1.2EB = 1.8EV = 2.1E8050, (10)
where EU,B,V are the flare energies in the John-
son UBV passbands and E8050 is a flare energy
in the passband with an effective wavelength of
8050 A˚ (close to the Cousins Ic-band). However,
our filter does not overlap precisely with wave-
lengths covered by either V -band or Ic-band. To
obtain the relation between EU and ER, we used
results of the flare energy budget from a multi-
wavelength observing campaign on the flare star
AD Leo (Hawley & Pettersen 1991; Hawley et al.
2003). For the available sample of 4 flares with
well-measured light curves, we derived the conver-
sion relations. These relations are nearly matched
to previous measurements in the literatures except
for the V -band energy budget. We found that
EU ≃ 1.05 ± 0.41ER. However, we caution that
flare energy scaling between EU and red passbands
may vary due to the presence and strength of a
red continuum component in the used flare sam-
ple (Kowalski et al. 2013). Further conversion to
MMT/Megacam r band is determined by the ratio
of the FWHM of the two filters, ER ∼ 1.38Er, fol-
lowing the approach of Osten et al. (2012). This
relation gives an approximate relation between EU
and Er:
EU ≃ 1.45Er (11)
where we assume that flares with a wide range
of total emitted energy follow the same relation.
The effects of 1-σ variation in the scaling factor
between EU and ER lead to a range of about ±0.1
in logEU .
We plotted the observed ranges of estimated U -
band flare energy for three open clusters and Solar
neighborhood (Figure 13). The flare energy range
that can be observed in each study is limited by
detection sensitivity. Although M37 is the most
distant cluster among the three clusters, our study
includes relatively weak flares.
5.2.2. Relation between flare energy and peak
amplitude
During the phase of maximum brightness, the
flare peak spectra exhibit a steeply rising con-
tinuum toward NUV wavelength regime (Balmer
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Fig. 13.— Observed ranges of estimated U -band
flare energy for this work and for similar stud-
ies from the literature. The gray and red his-
tograms are all cluster sample and samples with
membership information (Pmem ≥ 0.2), respec-
tively. The dashed histogram is for the field M
dwarfs by Hilton (2011). For flare stars in the
Orion and Preiades clusters, the observed energy
ranges are taken from Gershberg & Shakhovskaia
(1983). Flares on M dwarfs in open clusters are
more energetic than field M dwarfs in the Solar
neighborhood within 25 pc.
continuum: BaC) and its white-light continuum.
The shape of this emission resembles that of a
hot blackbody emission with a temperature near
10,000 K, regardless of its morphological type,
peak luminosity, or total energy (see Section 6 in
Kowalski et al. 2013 for details). It is believed
to be originated from a compact region on the
stellar surface, such as the footprint of magnetic
loops on the Sun. Since the Stefan-Boltzmann
law for blackbody radiation depends only on the
blackbody temperature, the amplitude (or energy
rate) of observed flux continuum should be closely
correlated with fractional area coverage for flares
(Hawley et al. 2003; Kowalski et al. 2010). Ac-
cordingly, the ratio of the projected area of the
flaring region to the visible stellar surface is ex-
pected to be maximized during the flare peak.
The characteristic size of this area is called the fill-
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ing factor of the blackbody component, XBB, that
can be derived from the spectra or often from the
white-light continuum using broadband photom-
etry (e.g.,Hawley & Fisher 1992; Kowalski et al.
2013).
Figure 14 shows a scatter plot of flare ampli-
tude against its energy of our sample for each
magnitude bin. The flare energy is related to the
peak amplitude in log scale, Er ∝ ∆mpeak. For
a given energy value, the later-type stars exhibit
relatively larger amplitude variations. The origin
of this relation is simply due to the contrast effect
as mentioned in previous section. It is interesting
that the distribution of subsamples with incom-
plete light curve (blue squares) does not bias the
result. Meanwhile, the distributions of flare am-
plitude provide bounds on the flare energy that
should be detected by our flare-search method.
The minimum detectable energy of our survey can
be determined by several parameters: apparent
magnitude of the star, photometric measurement
uncertainty, or light curve RMS value in each seg-
ment. Among them, the mean RMS of all light
curves (σLC) in each magnitude bin is the major
limiting factor in the effort of detecting weak flares
with less than 1032 erg.
Since we have no spectral information for the
flares from our survey, we used the two-component
flare model of Davenport et al. (2012) to esti-
mate the maximum areal coverages of each flare
peak. The flare model assumes that the overall
shape of flare spectral energy distribution follows
a 10,000 K blackbody continuum, and the size of
Balmer continuum is set to have 10 times larger
surface area coverage than the blackbody compo-
nent (XBB=0.1XBaC). Using the flaregrid data,
we chose to do the reverse (spline) interpolation
between the surface coverage fraction (XBaC) and
the simulated flux enhancement (∆r) in the photo-
metric band. The results of estimated flaring area
for the two emission components are shown in Fig-
ure 15, in which we also show for comparison (see
the bottom panel) the XBB values obtained from
the flare peak spectra (Kowalski et al. 2013). The
filling factors of the blackbody emission are 0.002–
0.5% of visible stellar hemisphere at flare peak.
The physical sizes of the flaring area are given by
the product of the corresponding surface area (i.e.,
piR2) of the star. These values are calculated as-
suming a effective radius of 0.62, 0.49, 0.44, 0.39,
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Fig. 14.— Scatter plot of flare amplitude
(∆mpeak) vs. flare energy (Er) for each magnitude
bin. The gray points and black squares represent
the full sample of detected flare events and sub-
sample in each magnitude bin, respectively. We
also show the lower limit for the subsamples with
incomplete light curve (blue squares). For com-
parison, the orange squares show stars with mem-
bership information (Pmem ≥ 0.2). The vertical
dashed lines with open square indicate the mean
RMS of all light curves (σLC) in that magnitude
bin.
0.264, 0.20, and 0.15 R/R⊙ for M0–M6 dwarfs, re-
spectively. The inferred results show that the size
of flare area (2 × 1017–2.5 × 1021 cm2) is consid-
erably larger than the value (∼ 5.8 × 1017 cm2;
see Table A1 in Neidig & Cliver 1983) for solar
4The original reference provided by Reid & Hawley (2005)
states 0.36, but should be 0.26.
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Fig. 15.— Estimated surface coverage of flares for
the Balmer continuum (top) and the blackbody
component (bottom) using the two-component
flare model. The gray and red histograms are all
cluster sample and samples with membership in-
formation (Pmem ≥ 0.2), respectively. The dashed
lines show the cumulative distributions. The frac-
tional area coverage for the blackbody varies be-
tween approximately 0.002–0.5% during the flare
peak. The observed range of the filling factors
derived from the flare spectra of five active M3–
M4 dwarfs (Kowalski et al. 2013) is indicated by
a horizontal bar in the bottom panel.
white-light flares at flare maximum. These charac-
teristics are consistent with previous observations
of stellar flares (e.g., van den Oord et al. 1996;
Hawley et al. 2003; Kowalski et al. 2010, 2013).
5.2.3. Relation between flare energy and tempo-
ral parameter
We investigate the correlation between flare en-
ergy and its temporal parameters, such as dura-
tion, rise time, and decay time. The Er–τ0 rela-
tion is limited by the time resolution of our survey.
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Fig. 16.— Scatter plot of flare energy (Er) vs. its
duration (τ0) for each magnitude bin. The gray
points and black squares represent the full sam-
ple of detected flare events and subsample in each
magnitude bin, respectively. For comparison, the
orange squares show stars with membership infor-
mation (Pmem ≥ 0.2). The dashed horizontal line
indicates the average time interval between two
consecutive exposures (∼82± 38 seconds).
In measuring a flare and its duration, we need at
least 2 points (< 3 minutes) to detect a flare by
our detection method, but we find that data sets
with more measurements are required to obtain its
total duration (at least 5 data points; 7 minutes).
The cut-off at short time-scales and low energies
shown in Figure 16 is likely due to our time reso-
lution.
Figure 16 also shows a tight correlation in log-
log diagrams of the flare energy and its duration
in all magnitude intervals. This trend is very sim-
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Fig. 17.— Rise and decay times for the flares
from the active, mid-M dwarfs (M3–M5) and ac-
tive, late-M dwarfs (M6–M8), and this work. The
former two samples are adopted from Hilton et al.
(2010). The Er–τ0 relation seen in the Figure 16
is mostly explained by the decay time of flares.
Depending on the total energy release by flares,
these three groups occupy the different areas on
the energy-time plane. There is little overlap be-
tween the flares from our work and the M3 through
M5 active flares.
ilar for the Er–t0,decay relation (see right panel of
Figure 17). In order to obtain the relation in a
form of y = ax + b, we perform a least-squares
regression analysis for log Er versus log τ0 and log
t0,decay in unit of seconds.
log τ0 = (0.57±0.05) logEr−(15.61±1.57), (12)
log t0,d = (0.66± 0.06) logEr − (18.53± 1.86),
(13)
which shows good agreement within the uncertain-
ties. It is an inevitable result of flare time evo-
lution since a large fraction of the flare energy is
emitted during the gradual phase. Thus, the range
in flare energy can be estimated by these equations
with a good level of significance. On the other
hand, the correlation is less tight for the rise times
than the decay times as reported by the previous
studies (e.g., Pettersen 1989; Hilton 2011).
log t0,r = (0.21±0.07) logEr−(4.47±2.19). (14)
These general relations are similar, but not iden-
tical, to those of the U -band observations (e.g.,
Leto et al. 1997).
5.3. Flare occurrence rate
According to the intensive photometric mon-
itoring of a single active star (e.g., Moffett 1974;
Ishida et al. 1991), flares occur rather randomly in
time as a Poisson process, and high-energy flares
are less frequent. Unfortunately, we have very
few samples (≤ 4 recurrences) from each flare star
to address statistical properties of individual star
(Figure 18). Using the same scheme mentioned in
Section 5.2, however, we estimate the frequency
with which a flare of a particular energy can oc-
cur, and then compare these rates with previous
works.
5.3.1. Flare number rate
We first estimate the average flare number rate
for each magnitude bin:
NR(Nf) =
Ne
τobs ×Nf
, (15a)
NR(Ns) =
Ne
τobs ×Ns
, (15b)
where Ne is the number of flares, Ns is the num-
ber of observed stars, Nf is the number of stars
that flare, and τobs is the total monitoring time
(=74.095 h). The derived values are summarized
in Table 4. The mean number rates of flares are
0.018 hr−1 and 0.002 hr−1 for flaring stars and all
stars (i.e., flaring+non-flaring stars) in the clus-
ter sample, respectively. It is not much differ-
ent that of samples with Pmem ≥ 0.2 (see values
in parentheses in Table 4). This kind of statis-
tics has not been possible nor reported previously.
The rates are comparable or larger than those val-
ues (0.005 and 0.001 h−1) found for field M2-M9
dwarfs (Rockenfeller et al. 2006), but are much
smaller than those of the active M dwarfs (e.g.,
Lacy et al. 1976; Ishida et al. 1991). Comparison
among different work can be misleading because
the flare rate does not take into account the level
of flare energy.
Based on the observed flare stars and flare
number rate in Table 4, we can estimate the
total number of flare stars in the cluster. We
follow the statistical analysis as described in
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Table 4
Mean flare number rate (NR) observed in the cluster sample
NR(Nf ) NR(Ns)
r0 Ns Nf Ne n1 n2 n3 n4 n5 (h
−1) (h−1)
17–18 148 (81) 17 (10) 25 (15) 11 (7) 4 (1) 2 (2) · · · · · · 0.020 (0.020) 0.0023 (0.0025)
18–19 289 (175) 28 (18) 34 (23) 22 (13) 6 (5) · · · · · · · · · 0.016 (0.017) 0.0016 (0.0018)
19–20 295 (141) 32 (16) 53 (24) 18 (10) 9 (5) 3 (0) 2 (1) · · · 0.022 (0.020)) 0.0024 (0.0023)
20–21 416 (142) 68 (25) 101 (36) 45 (18) 16 (4) 5 (2) 1 (1) 1 (0) 0.020 (0.019) 0.0033 (0.0034)
21–22 569 (80) 88 (13) 113 (14) 69 (12) 15 (1) 2 (0) 2 (0) · · · 0.017 (0.015) 0.0027 (0.0024)
22–23 568 (1) 77 (0) 91 (0) 65 (0) 10 (0) 2 (0) · · · · · · 0.016 ( · · · ) 0.0021 ( · · · )
23–24 201 (0) 2 (0) 3 (0) 1 (0) 1 (0) · · · · · · · · · 0.020 ( · · · ) 0.0002 ( · · · )
Total 2495 (620) 312 (82) 420 (112) 231 (60) 61 (16) 14 (4) 5 (2) 1 (0) 0.018 (0.018) 0.0023 (0.0024)
Note.—The values in the parentheses are for stars with membership information (Pmem ≥ 0.2).
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Fig. 18.— Number of flare stars as a function of
flare occurrences. Most of flares appear only once
in the cluster (gray histogram) and field (black
histogram) samples, respectively. For comparison,
the red histogram shows stars with membership
information (Pmem ≥ 0.2).
Ambartsumian & Mirzoian (1975). The number
of stars on which k flares occurred over the time t
are derived under the following two assumptions:
(i) the statistical occurrence frequency distribu-
tions of flares follow a Poisson distribution, and
(ii) the mean rates of flare occurrence are the
same for all stars in the cluster. This is defined as
following equation (Case I):
nk = Ne
−νt (νt)
k
k!
, (16)
where N(=
∑∞
k=0 nk) is the estimated total num-
ber of flare stars in the cluster and ν is the mean
flare rate of them. Using this simple estimation,
the number of flare stars n0 on which no flares oc-
curred over the time t can be calculated directly
without any assumptions.
n0 =
n21
2n2
. (17)
However, there is no reason to suppose that the
mean rate of flares should be the same for all flare
stars. When mean flare rates are different in each
magnitude bin, the equation is replaced by the
sum of Poisson distributions (Case II):
nk =
∑
i
Nie
−νit
(νit)
k
k!
, (18)
where i is the number of groups with different
mean rates of flares. In this case, the value of
n0 can be expressed as below.
n21
2n2
≤ n0 ≤
n21
n2
. (19)
For these two cases, we calculate the number
of flare stars nk in which k flares may have been
observed, and then estimate the total number of
flare stars N . We obtained the two parameters n0,
N for both case I (n0 = 442±21,N = 749±27) and
case II (n0 = 510±22, N = 817±29), respectively.
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Fig. 19.— Same as Figure 18, but for the model
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respectively. The only difference between the two
models is the assumption of occurrence rate of
flares. The gray shaded region indicates that for
the non-detectable flares (nk < 1).
For comparison purposes, we also include results
for samples with Pmem ≥ 0.2 that have values for
case I (n0 = 114± 11, N = 194± 14) and case II
(n0 = 166± 13, N = 246± 16), respectively.
Figure 19 shows the observed and estimated
number of stars as a function of flare occur-
rences. The observed distribution seems to fol-
low a Poisson-like behavior, but both cases do
not represent the values of nk where k > 3.
Ambartsumyan et al. (1970) suggested that a
small group of stars with high flare rates could
explain the discrepancy between observed flare
stars and those predicted by Equation 18. We
agree with this suggestion because individual flare
stars may have time-dependent flare rate caused
by activity cycle or variations in active regions,
as on the Sun (e.g., Lacy et al. 1976; Hilton et al.
2010; Hilton 2011).
5.3.2. Flare frequency distribution
We use a cumulative energy distribution of
flare frequency (also known as flare frequency
distribution; FFD). This method is the most
widely used to estimate the frequency with
which a flare of a particular energy is seen (e.g.,
Lacy et al. 1976; Gershberg & Shakhovskaia 1983;
Ishida et al. 1991; Hilton 2011). The cumulative
frequency ν(E) at energy E is defined as the num-
ber of flares with energy greater than E per unit
time (normalized by the number of real flare stars
N⋆), where ν(E) = N
cum(> E)/τobs · N⋆. If the
differential frequency distribution obeys a power-
law relation with slope α and a cutoff energy at
Emax, i.e., dN/dE ∝ E−α, the cumulative fre-
quency distribution can be estimated by a linear
fit with a slope of α− 1(= β):
log ν(E) = c− β logE, (20)
where c is a constant. The uncertainties in the
slope estimates are taken to be β/
√
(N⋆). Since
there is no way to estimate the contamination of
field flare stars in the cluster sample, we set the
lower (clower; N⋆ ≃ Ns) and upper (cupper ; N⋆ ≃
Nf ) limits for the cumulative flare frequency. For
the cluster flare stars, the real flare frequency will
similar to or less than the latter limit.
We consider the completeness of our sample
when estimating the power-law index for flare fre-
quency. As shown in the Figure 12, observed dis-
tribution of flare energies exhibits a turn-over near
logEr = 32.9. It is certain that we do not miss the
flares with energies above this completeness limit.
The slopes are obtained from a least-squares lin-
ear regression to the flares with this cut-off energy
(Table 5). However, the low-energy flares below
this cut-off are not small enough to be missed ob-
servationally (see Figure 14 and Figure 16). This
issue will be addressed in a separate work where we
use a thorough Monte Carlo simulations to exam-
ine observational incompleteness and also to seek
possible real break in the FFD of flare energies.
In the top panels of Figure 20, we show the best-
fit power-law slopes of the FFDs for each magni-
tude bin with different colors. The upper limits
of flare rate are plotted against the flare energy
for all cluster sample (left panels) and samples
with Pmem ≥ 0.2 (right panels), respectively. Our
FFDs follow the straight-line power-law form only
for the higher energies, but these resemble a log-
normal-like distribution. The low-energy turnover
seen at all magnitude bin, while at the high-energy
end we can see a gradual change in the shape of
the FFDs due to finite total observing time. Our
cluster sample shows that the power-law slopes
of FFDs range between −0.62 and −1.21 for the
adopted energy range. For stars with Pmem ≥ 0.2,
these values are similar within the uncertainties
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Table 5
Power-law slopes of flare frequency distributions
r0 clower cupper β logEmin logEmax
17–18 >17.83 (>14.39) >18.77 (>15.30) >0.62± 0.05 (>0.52±0.03) 32.90 (32.90) >35.23 (>35.23)
18–19 26.01 (26.61) 27.02 (27.60) 0.87± 0.05 (0.89± 0.06) 32.90 (32.90) 34.45 (34.39)
19–20 30.37 (27.71) 31.34 (28.65) 1.01± 0.05 (0.93± 0.08) 32.90 (32.90) 34.18 (34.18)
20–21 30.22 (29.44) 31.01 (30.20) 1.00± 0.05 (0.97± 0.03) 32.90 (32.90) 34.31 (34.31)
21–22 36.98 (17.57) 37.79 (18.36) 1.21± 0.05 (0.62± 0.02) 32.90 (32.90) 34.48 (34.48)
22–23 32.34 ( · · · ) 33.21 ( · · · ) 1.08± 0.04 ( · · · ) 32.90 ( · · · ) 34.14 ( · · · )
Note.—The values in the parentheses are for stars with membership information (Pmem ≥ 0.2).
but somewhat smaller than the former case. The
slopes are slightly steeper for faint stars (β ∼ 1.0)
compared to bright ones (β < 1.0). However, we
caution that the latter groups may have suffered
from the relatively small sample size. For compar-
ison purposes, we also show the individual FFDs
with no shift (bottom panels of Figure 20). The
average shape of FFDs is very similar within the
uncertainties, showing that the frequency of flares
decreases as a function of increasing flare energy.
Strong flares are observed ∼10–100 times less fre-
quently than weak flares. As expected, the strong
flares on the brighter stars are more frequent than
fainter ones.
Figure 21 shows a comparison between the
FFDs in this work and those by other statisti-
cal studies, particularly for open clusters and field
stars in the solar neighborhood. The first com-
parison data set is a sample of nearby young clus-
ters known to contain sizable flare stars: Pleiades
and Orion. Each power-law slopes for stars of
similar brightness was taken from the figure of
Gershberg & Shakhovskaia (1983). The second
comparison sample is taken from the Hilton (2011)
in which we only used the FFDs for active, mid-M
dwarfs (M3–M5) and active, late-M dwarfs (M6–
M8). The gradient of FFD is a critical factor in
understanding the energy dependence of the flare
frequency. The FFDs of these samples are approx-
imately a power law ν(E) ∼ E−β with β ∼ 0.5–
1.2, and their power-law slopes cover a large range
of flare energies from EU=10
28 to EU=10
36 erg.
Our results follow a general picture of FFD in the
same energy range with β ∼ 0.6–1.2 for all stars
(black-shaded areas) and β ∼ 0.5–1.0 for stars with
Pmem ≥ 0.2 (red-shaded areas).
6. Summary
We present the statistical properties of flare
variability as a direct evidence for stellar activity
in low-mass stars. Our study is a rare attempt to
estimate flare rates and physical properties among
many stars of the same age and mass group, and
the main results are as follows:
We monitored light variations of nearly 15,800
red dwarfs in the M37 cluster field, and then suc-
cessfully identified 420 flare events from 312 clus-
ter sample and 184 flare events from 107 field sam-
ple, respectively. Among the cluster sample, only
82 stars have cluster membership probability with
Pmem ≥ 0.2. Most of flare stars fall close to the
sequence of the cluster as expected, while the re-
maining stars lie within about 200 pc from the
Galactic plane (i.e., young, active K–M dwarfs in
the thin disk). These red dwarfs produce serendip-
itous flares which are energetic enough to be ob-
served even in the r-band. The temporal and mor-
phological characteristics of flare light curves are
almost the same as those found in U -band obser-
vations. For the cluster sample, we also found
many large-amplitude flares with inferred ∆u > 6
mag. These rare events are of considerable inter-
est due to the influence of their powerful radiation
on space weather and planetary habitability.
We find that statistically significant correla-
tions exist between the flare energies and other key
parameters. Flare energy is tightly correlated with
flare duration and peak luminosity (i.e., fractional
area coverage) in log-log space, regardless of stel-
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Fig. 20.— Upper limit for cumulative flare fre-
quency distributions ν(E) vs. r-band flare energy
(vertically shifted for each magnitude bin, in order
of stellar magnitude down to r=22–23). The best
fits to a power-law model in Table 5 are shown as
dashed lines for the adopted range of flare ener-
gies. For comparison, we also show the individual
FFDs with no shift at the bottom panels. As ex-
pected, strong flares are much less frequent than
weak ones.
lar magnitude. For the group of stars with similar
brightness, the flare frequency distributions can be
approximated by a power-law form ν(E) ∼ E−β
with β ∼ 0.62–1.21 for all flare stars and β ∼
0.52–0.97 for stars with membership information
(Pmem ≥ 0.2), which are in agreement with previ-
ous studies on other open clusters and solar neigh-
borhood stars. These results suggest that stellar
flares are likely powered by similar physical mech-
anisms that initiate and drive the flaring event.
Moreover, flare stars in young- and intermediate-
aged open clusters produce up to a thousand times
more flare energy than those of field stars in the
solar neighborhood. Our data of M37 falls nicely
-5
-4
-3
-2
-1
 0
 1
 28  29  30  31  32  33  34  35  36
Lo
g 
ν 
(hr
-
1 )
Log EU (ergs)
Pleiades
Orion
All stars
Stars with Pmem ≥ 0.2
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Fig. 21.— Cumulative flare frequency vs. U -
band flare energy for this work and those for other
statistical studies, taken from Hilton (2011) and
Gershberg & Shakhovskaia (1983) for flare stars in
the Solar vicinity and in the Orion and Pleiades
clusters, respectively. In the case of mid-M type
flare stars, one more line is added to represent the
typical FFD for these spectral types (excluding
the stars with exceptionally high flare rates such
as AD Leo, YZ CMi, EV Lac, and EQ Peg). The
two clusters contain a sample of late K- and early
M-dwarfs and early to mid M-dwarfs, respectively.
The slopes of their FFDs cover a large range of
flare energies from EU=10
28 to EU=10
36 erg. Our
results are indicated by the shaded region which
are determined by the lower and upper limits of
individual FFD values, except for the first row in
Table 5. We find a good agreement with the over-
all trend.
between the young open clusters and nearby field
stars.
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Table A1
Observational parameters of 604 flare events detected in the whole sample
τ0.9 τ0.5 τ0.2 τ0
r tpeak ∆mpeak ∆mbase t0.9,rise t0.9,decay t0.5,rise t0.5,decay t0.2,rise t0.2,decay t0,rise t0,decay
VarID (mag) FlareID (days) (mag) (mag) (min) (min) (min) (min) (min) (min) (min) (min)
V42 20.690 F1 53742.40307 0.096 · · · 0.25 1.25 1.54 4.15 3.46 6.71 5.02 19.67
F2 53742.46247 0.137 0.051 0.34 4.57 1.69 13.19 4.68 · · · 12.46 · · ·
V50 19.990 F1 53730.34740 0.221 · · · 0.90 0.39 4.20 2.05 9.67 23.53 · · · 111.55
F2 53733.19093 0.176 · · · 0.10 0.27 0.52 1.69 0.83 20.18 1.04 66.29
F3 53735.19767 0.035 · · · 3.13 1.11 4.52 5.45 5.13 14.17 5.53 17.70
F4 53737.33376 0.187 · · · 1.46 0.56 8.87 2.70 9.73 12.10 13.72 108.37
V69 20.809 F1 53732.22482 0.061 · · · 0.13 0.78 0.64 3.44 1.02 9.58 1.46 17.36
F2 53732.35513 0.133 · · · · · · 1.06 · · · 15.86 · · · 56.99 · · · 82.70
F3 53742.35427 0.281 · · · 0.55 0.91 2.17 5.49 2.90 11.78 · · · 96.72
Note.—Table A1 is published in its entirety in the electronic edition of Astrophysical Journal. A portion is shown here for guidance regarding its form and content. The identification number (VarID) is a
number uniquely identifying each flare star (notations are taken from PaperII). For each star, the identification number (FlareID) of each flare event is listed in time order.
2
7
Table A2
Physical parameters of 420 flare events detected in the cluster sample
Quiet Peak
r τ0 Pr log Lr log Lr,peak log Er Pmem
a
VarID (mag) FlareID (minute) (second) (erg s−1) (erg s−1) (erg) (%)
V78 20.017 F1 >12.92 >12 31.288 >29.934 >32.377 0.288
V86 18.086 F1 76.88 61 32.061 30.643 33.850 0.105
F2 35.42 23 30.430 33.428
V91 20.553 F1 58.06 44 31.074 29.916 32.719 0.119
F2 >67.49 >126 >29.954 >33.175
V112 22.181 F1 83.03 734 30.423 30.010 33.289 0.041
V144 20.899 F1 101.83 696 30.936 30.673 33.779 0.050
F2 122.31 547 30.294 33.674
V169 20.835 F1 123.50 145 30.961 30.117 33.124 0.000
V191 22.002 F1 27.92 819 30.495 30.819 33.408 0.004
Note.—Table A2 is published in its entirety in the electronic edition of Astrophysical Journal. A portion
is shown here for guidance regarding its form and content.
aCluster membership probabilities are taken from Nu´n˜ez et al. (2015).
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