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NONCOMMUTATIVE RIEMANNIAN AND SPIN GEOMETRY OF
THE STANDARD q-SPHERE
S. MAJID
Abstract. We study the quantum sphere Cq [S2] as a quantum Riemannian
manifold in the quantum frame bundle approach. We exhibit its 2-dimensional
cotangent bundle as a direct sum Ω0,1 ⊕ Ω1,0 in a double complex. We find
the natural metric, volume form, Hodge * operator, Laplace and Maxwell
operators and projective module structure. We show that the q-monopole as
spin connection induces a natural Levi-Civita type connection and find its Ricci
curvature and q-Dirac operator ∇/. We find the possibility of an antisymmetric
volume form quantum correction to the Ricci curvature and Lichnerowicz-
type formulae for ∇/2. We also remark on the geometric q-Borel-Weil-Bott
construction.
1. Introduction
The standard quantum sphere is nothing other than the invariant subalgebra of
the standard quantum group coordinate ring Cq[SL2] under a coaction of C[t, t
−1].
In the ∗-algebra setting it means SU2/U(1) in a coordinate form and of course
q-deformed. Other nonstandard quantum spheres were constructed and classified
in [Po1] while a unique left-covariant 2-dimensional differential calculus on the
standard Cq[S
2] was found in [Po2, Po3]. Meanwhile, the q-monopole principal
bundle with total space Cq[SL2] and base Cq[S
2] (i.e. the Hopf fibration) was
constructed as an example of the theory of quantum principal bundles in [BM1]
and has been somewhat studied since, so that many of the ingredients of geometry
for Cq[S
2] are already known.
In this paper we extend this geometry of Cq[S
2] to include Riemannian struc-
tures and a geometrically natural Dirac operator, using a systematic frame bundle
approach to noncommutative geometry in [M1, M2, M3]. In fact the point is not
just to obtain good geometrically justified proposals for these structures on the
algebra Cq[S
2] in isolation, but rather to demonstrate that the frame bundle for-
mulation, which is formulated in principle at the level of any unital algebra, indeed
includes such an important example and gives reasonable answers for it. This is im-
portant because without the straight-jacket of a general theory that applies across
diverse examples (including ones not related to q-deformations) one could not have
confidence that a given definition was not ad-hoc, without which one could not
attach weight to physical or other predictions. We find that Cq[S
2] indeed fits
perfectly into this quantum frame bundle approach to noncommutative geometry
as a ‘quantum framed Riemannian manifold’. Another motivation comes from the
operator-algebras and K-theory approach to noncommutative geometry of Connes
and others [Co]. How this can be reconciled with quantum groups is an active
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and important area of research at the moment. While we proceed only from the
quantum groups side, by going up to the point of the q-geometrically natural Dirac
operator and q-spin bundle, one can begin to compare with the ‘top down’ Connes
approach where an axiomatically defined ‘Dirac’ operator implicitly defines the ge-
ometry. We find for example that our ∇/ indeed generates the exterior derivative by
commutator, as it should (equation (30)).
The principal features of the geometry on Cq[S
2] that we find are as follows.
The most important feature is that, unlike previous examples based on quantum
groups, the sphere is not parallelizable. Hence there is no global ‘vielbein’ and one
must work ‘upstairs’ on the total space of the frame bundle for global formulae.
Unlike usual formulae in physics, in the noncommutative case we do not consider
coordinate charts or patching transformations, instead we use only global construc-
tions. Here Cq[S
2] is the simplest example with this difficulty and hence a good
setting in which to demonstrate that the frame bundle theory works. In fact we
show, Theorem 2.1, that any quantum homogeneous space induced by a Hopf al-
gebra surjection is a framed quantum manifold (we construct the soldering form).
The construction at the level of universal calculi was in [M1] but we extend this
to general differential calculi as needed for our example. To be self-contained, Sec-
tion 2 starts by recalling the required quantum homogeneous bundle construction
itself (before using it as frame bundle).
The rest of the paper computes what the general frame bundle approach implies
for the particular example of Cq[S
2]. Here for quantum frame bundle we take
the quantum Hopf fibration or ‘q-monopole principal bundle’ from [BM1, BM2], in
an appropriate form. The role of the fiber SO(2) frame rotations is played by the
commutative Hopf algebraC[t, t−1] equipped with a noncommutative q-deformation
of its usual calculus. We then find the cotangent bundle Ω1(Cq[S
2]) as an associated
bundle to this. This means that, like all associated bundles in this context (when
there is a connection), the cotangent bundle is necessarily projective, a point of view
in keeping with other approaches such as [Co]. We later (in Section 5) exhibit its
nontrivial projector explicitly. This is in spite of the fact that we find (Theorem 3.1)
that the cotangent bundle is the sum of a charge -2 and charge 2 monopole, which
means that is is zero in the (noncommutative) K-theory of Cq[S
2] (this is actually in
keeping with the classical geometry). More importantly for us, Theorem 3.1 implies
a natural direct sum decomposition of the cotangent bundle into much simpler
“holomorphic” and “antiholomorphic” parts Ω1(Cq[S
2]) = Ω0,1⊕Ω1,0 according to
the monopole charge, which we then use extensively in the sequel.
Section 4 covers the next ‘layer’ of geometry in the form of the exterior algebra,
metric, Hodge * operator, Laplace operator and Maxwell theory. In particular,
the natural Cq[SL2]-covariant metric g, Hodge ∗ and volume 2-form (or symplectic
structure) Υ lifted to an element i(Υ) ∈ Ω1⊗¯Ω1 are naturally related as (id⊗¯∗)(g) ∝
i(Υ) (Proposition 4.3).
Section 5 then comes to the Riemannian geometry and contains our main result
(Theorem 5.1) that the q-monopole as spin connection on the frame bundle indeed
induces the correct generalized Levi-Civita connection ∇ on the cotangent bundle
for its natural metric. This is torsion free and ‘cotorsion free’. The latter is a
natural formulation of metric compatibility in the skew form
(∇ ∧ id− id ∧ ∇)g = 0.
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This condition was proposed in the axioms of [M1, M2] for ‘quantum Riemannian
manifolds’ as a weakening of usual metric compatibility suggested by noncommu-
tative geometry. We see that Cq[S
2] indeed bears this out. We also compute the
Riemann curvature of ∇ as a 2-form-valued operator on 1-forms, and from this the
physically all-important Ricci curvature. There is some freedom in the definition
of this involved in choosing the lifting map i but we find that with the natural i(Υ)
modified by the addition of a q-symmetric metric term, one has Ricci proportional
to the metric. Thus Cq[S
2] can be made into an ‘Einstein space’ (Proposition 5.2).
Alternatively, we could not modify i(Υ), in which case we find
Ricci =
q−1(1 + q4)
2
g +
[2]q(1− q
4)
2
i(Υ)
showing a quantum correction involving the q-antisymmetric volume form or sym-
plectic structure. This effect could also be formulated as a q-antisymmetric addition
to the metric itself, which would be in keeping with ideas from string theory, for
example. While the correct physical point of view and consequent predictions of
q-modifications to gravity would need an understanding of the noncommutative
stress energy tensor (which will be attempted elsewhere), we see the possibility of
a new physical effect that vanishes as q → 1.
Finally, for spin bundle we take S = S− ⊕ S+ the direct sum of the charge
-1 and charge 1 q-monopole bundles. This is then the correct ‘double cover’ of
the cotangent bundle in terms of the corepresentation of C[t, t−1]. The same q-
monopole connection on the frame bundle as used for ∇ now induces a covariant
derivative D on S. This combines with a natural Cq[SL2]-covariant γ-matrix which
we provide, to give our gravitational Dirac operator ∇/. It has the correct Z2-graded
form and we show (Proposition 5.5 and equation (29)) that its square is linked to
the scalar Laplacian. It is also relatively computable. For example,(
±q
1
2 a
b
)
,
(
±q
1
2 c
d
)
are eigenspinors of mass ±q
1
2 , where a, b, c, d are the usual quantum group Cq[SL2]
generators, viewed now as spinor components. We work algebraically and do not
provide Hilbert space or other analytic structures; this would need further study.
We do, however, show that unlike the cotangent bundle, our spinor bundle is trivial
and we exhibit its trivialisation S∼=Cq[S
2] ⊕ Cq[S
2]. Our ∇/ in the trivialisation
appears to be more complicated than previous attempts at the Dirac operator on
the q-sphere such as [PS], but comes with the full geometrical picture above.
The appendix applies the q-monopole connection to formulate the q-Borel-Weil-
Bott construction as a byproduct of the q-geometry in the paper. The generalisa-
tion of this to other quantum groups and of the Riemannian and spin q-geometry to
other q-symmetric spaces are two directions for further work. Notably for physics,
a suitable Cq[S
4] and q-instanton are known[BCT] but require the more general
coalgebra bundle theory for which nonuniversal differential calculi are not yet for-
mulated.
Acknoweldgements. I would like to thank Ruibin Zhang for stimulating discus-
sions on the Borel-Weil-Bott construction (see appendix) during a visit to the Dept
of Mathematics, University of Sydney in December 2002.
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Preliminaries. We take Cq[SL2] in the conventions of, for example, the text [Ma].
Namely it has a matrix
(
a b
c d
)
of generators with ba = qab etc. These are the
‘lexicographical conventions’ whereby q is needed to put things in lexicographical
order. We will frequently use the q-determinant relations ad = 1 + q−1bc and
da = 1 + qbc. The Hopf algebra structure has the usual matrix coproduct ∆ and
counit ǫ on the generators and the antipode or ‘linearised inverse’ is Sa = d, Sd = a,
Sb = −qb, Sc = −q−1c. For the axioms of Hopf algebra and basic notions such as
actions and coactions, we refer to [Ma]. We use the Sweedler notation[Sw] whereby
∆a = a(1)⊗ a(2) and (id⊗∆)∆a = a(1)⊗ a(2)⊗ a(3), etc. We will frequently need
the right adjoint coaction AdR(a) = a(2)⊗(Sa(1))a(3). We will write A
+ ⊂ A to
denote the augmentation ideal (the kernel of ǫ). We take q ∈ C invertible. General
constructions work in fact over any field but our motivating point of view is over
C, which we retain for convenience.
We recall that a differential calculus of an algebra A means an A−A-bimodule
Ω1 and a map d : A → Ω1 obeying the Leibniz rule and such that Ω1 is spanned
by 1-forms of the form adb. A calculus on a Hopf algebra is left-covariant if the
coproduct ∆ : A → A⊗A viewed as a left coaction extends to a left coaction ∆L
on Ω1 such that d is an intertwiner and ∆L is a bimodule map. In this case, having
a Hopf-module, one knows that Ω1∼=A⊗Λ1 where Λ1 are the left-invariant 1-forms,
and that Λ1 = A+/I where I is some right ideal contained in A+ [Wo].
On the Hopf algebra P = Cq[SL2] we take the 3-d calculus of [Wo]. In our
conventions this has a basis
e− = ddb − qbdd, e+ = q−1adc− q−2cda, e0 = dda− qbdc
left-invariant 1-forms, is spanned by these as a left module (according to the above)
while the right module relations and exterior derivative are given in these terms by:
(1) e±
(
a b
c d
)
=
(
qa q−1b
qc q−1d
)
e±, e0
(
a b
c d
)
=
(
q2a q−2b
q2c q−2d
)
e0
da = ae0 + qbe+, db = ae− − q−2be0, dc = ce0 + qde+, dd = ce− − q−2de0.
Our conventions for e± have been chosen with hindsight to fit the frame bundle
geometry, see Theorem 3.1. The corresponding ideal is
(2) IP = 〈a+ q
2d− (1 + q2), b2, c2, bc, (a− 1)b, (d− 1)c〉.
Next, we let A = C[t, t−1] be a Hopf algebra with ∆t = t⊗ t and St = t−1. This
coacts on Cq[SL2], making it a comodule-algebra. Actually, a coaction here is the
same thing a Z-grading and in our case the degrees are
deg(a) = deg(c) = 1, deg(b) = deg(d) = −1.
By definition the standard q-sphere Cq[S
2] is the degree zero (i.e. invariant) subal-
gebra of Cq[SL2]. It is a polynomial algebra C〈b0, b±〉 with inherited relations
b±b0 = q
±2b0b± q
2b−b+ = q
−2b+b− + (1− q
−2)b0
(3) b0(1 + qb0) = b+b−.
This last can also be written as b0(1 + q
−1b0) = q
2b−b+. Here b0 = bc, b+ = cd
and b− = ab. The first line of relations become as q → 1 that the algebra is
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commutative, while (3) becomes the sphere relation in term of b± complex and
b0 + 1/2. Moreover, the coproduct of Cq[SL2] restricts to Cq[S
2] as a left coaction
∆L : Cq[S
2] → Cq[SL2]⊗Cq[S
2]. General (2-parameter) ‘quantum spheres’ from
the point of view of left comodule algebras were obtained in [Po1].
On this q-sphere we inherit a differential calculus from the one above. It is not
free over Cq[S
2] so we do not have a basis. But it is spanned by
db+ = d(cd) = d
2e+ + c2e−, db− = d(ab) = b
2e+ + a2e−
(4) db0 = d(bc) = qbde
+ + qace−
using the Leibniz rule and the relations above. The inherited bimodule structure
is far from trivial and will be recovered below by our own means. It is equivalent
to formulae in [Po2]. The calculus inherits a left coaction of Cq[SL2] extending its
coaction on Cq[S
2].
Finally, the calculi in both cases extend to entire exterior algebras. For Cq[SL2]
the natural extension compatible with the super-Leibniz rule on higher forms and
d2 = 0 is:
de0 = q3e+ ∧ e−, de± = ∓q±2[2; q−2]e± ∧ e0, (e±)2 = (e0)2 = 0
q2e+ ∧ e− + e− ∧ e+ = 0, e0 ∧ e± + q±4e± ∧ e0 = 0
where [n; q] = (1 − qn)/(1− q) denotes a q-integer. This means that there are the
same dimensions as classically, including a unique top form e− ∧ e+ ∧ e0. Again,
these facts are well-known, but given here in our required conventions. For Cq[S
2]
the exterior calculus is not so well-known and we obtain it below.
2. Framings on nonuniversal quantum homogeneous spaces
The general formulation of a quantum principal bundle with nonuniversal calculi
is as follows [BM1, BM2]. As ‘total space coordinate ring’ we have an algebra P .
For the fiber a Hopf algebra A. We suppose that P is a right A-comodule algebra
by a coaction ∆R and define the fixed subalgebra
M = PA = {p ∈ P |∆Rp = p⊗ 1}
for the ‘functions’ on the base. For a bundle at the topological level we require that
(5) 0→ P (Ω1M)P → Ω1P
ver
−→P ⊗A+ → 0
is exact where Ω1P ⊂ P ⊗P is the universal calculus associated to any uni-
tal algebra (given by the kernel of the product map). The map on the right is
ver(p⊗ p′) = p∆Rp
′, the generator of vertical vector fields. This exactness is equiv-
alent to the similar map P ⊗M P → P ⊗A being an isomorphism (a ‘Hopf-Galois’
extension[Sch]). When we have more general nonuniversal calculi then we require
in addition that
(6) NM = NP ∩Ω
1M
(7) ∆RNP ⊆ NP ⊗A
(8) ver(NP ) = P ⊗ IA
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where Ω1(P ) = (Ω1P )/NP etc defines the calculus on P as the quotient of the
universal one by a subbimodule. Here (6) ensures that
Ω1(M) = span{mdPn| n,m ∈M} ⊆ Ω
1(P )
while (7) ensures that Ω1(P ) is left covariant. The coaction on Ω1P here is the
tensor product of the coaction on each P . Finally, (8) ensures that
ver : Ω1(P )→ P ⊗Λ1, Λ1 = A+/IA
is well-defined (the calculus on A is assumed to be left-covariant as explained in
the Preliminaries) and exactness of
(9) 0→ PΩ1(M)P → Ω1(P )
ver
−→P ⊗Λ1 → 0.
This is equivalent to the original formulation in [BM1] based on such an exact
sequence, as explained in [BM2]. In effect, we put differential structures and ensure
that all relevant maps are compatible. Finally, in this theory, a connection is
defined[BM1] as an equivariant splitting of Ω1(P ) providing a complement to the
‘horizontal forms’ PΩ1(M)P . If we assume that the calculus on A is bicovariant
then a connection is equivalent to an intertwiner
ω : Λ1 → Ω1(P )
such that ver ◦ ω = 1⊗ id. Here Λ1 has the right adjoint coaction inherited from
that on A+.
For the purposes of this paper, the main example is a ‘quantum homogeneous
bundle’ [BM1, BM2] based on a surjection π : P → A of Hopf algebras. This
corresponds geometrically to an inclusion of groups, and just as the subgroup then
acts by right multiplication, here A coacts on P by
∆R = (id⊗π)∆ : P → P ⊗A.
As above, we first construct the bundle with universal calculus and ‘quantum ho-
mogeneous space base’M = PA, and then impose differential structures. To do the
latter we assume that Ω1(P ) is left-covariant and Ω1(A) is bicovariant. We take (6)
as a definition of Ω1(M) while the remaining conditions (7)-(8) for a bundle with
these nonuniversal calculi reduce to
(10) (id⊗ π)AdR(IP ) ⊆ IP ⊗A, π(IP ) = IA.
This follows immediately using NP = {pSq(1)⊗ q(2)| p ∈ P, q ∈ IP } and computing
∆R, ver on such elements.
If one wants a connection, one can do this at the universal level via a bicovariant
splitting map i : A→ P . Thus,
(11) ∆R ◦ i = (i⊗ id)∆, (π⊗ id)∆ ◦ i = (id⊗ i)∆ ⇒ ω(a) = Si(a)(1)di(a)(2)
is a connection. One in fact needs only a weaker AdR-covariance condition [BM1]
but the stronger bicovariance implies this[HM] and is the condition that is relevant
below. In either case the map i descends and defines a connection on the general
bundle with nonuniversal calculus if
(12) i(IA) ⊆ IP .
A further refinement of these constructions for quantum principal bundles can be
found in [BM2].
Up till now we have recalled the known quantum bundle construction itself. We
are now ready to give the nonuniversal version of the frame bundle construction.
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An algebra M is framed if it is the base of a quantum principal bundle as above
to which Ω1(M) is an associated bundle. The frame quantum group fiber need not
be unique but its choice determines what kind of connections ∇ on Ω1(M) may be
induced from connections on the frame bundle. More details are in [M1, M2]. Apart
from a bundle over M as above, we need an A-comodule V . Then E = (P ⊗V )A
(the fixed submodule) plays the role of sections of the associated bundle. Finally,
we need a ‘soldering form’ θ : V → PΩ1(M) such that the induced left M -module
map
sθ : E → Ω
1(M), p⊗ v 7→ pθ(v)
is an isomorphism.
Theorem 2.1. Let π : P → A be a quantum homogeneous bundle with general
differential calculi as above. Then M = PA is framed by the bundle and
V = P+ ∩M/IP ∩M, ∆Rv = v˜(2)⊗Sπ(v˜(1))
θ(v) = Sv˜(1)dv˜(2)
where v˜ is a representative of v in P+ ∩M . Hence every quantum homogeneous
space of this type is a ‘quantum manifold’ in the framed sense.
Proof. This construction for universal calculi is in [M1, Prop. 4.3] so we have mainly
to check that various maps descend to the quotients needed for the nonuniver-
sal calculi. First observe that v ∈ M means by definition v(1)⊗ π(v(2)) = v⊗ 1.
Moreover, if v ∈ M then v(1)⊗ v(2) ∈ P ⊗M because v(1) ⊗ v(2)(1)⊗π(v(2)(2)) =
v(1)(1)⊗ v(1)(2) ⊗π(v(2)) = v(1) ⊗ v(2)⊗ 1. Similarly,
∆Rv = v(1)⊗ π(Sv(1)) = v(1)(2)⊗ π(Sv(1)(1))π(v(2)) = v(2) ⊗π(Sv(1)v(3))
which is the projected adjoint action. Hence if v ∈ IP ∩M we see from (10) and
from the above that ∆Rv ∈ IP ∩M ⊗A. Hence ∆R descends to V . Incidentally,
if v ∈ P+ ∩ M then ǫ(v(2))π(Sv(1)) = π(Sv) = Sπ(v(2))ǫ(v(1)) = 1ǫ(v) = 0 so
∆R is defined on P
+ ∩M in the first place (this is the same as for the universal
calculus case.) Meanwhile, if v ∈ IP then Sv˜(1)⊗ v˜(2) ∈ NP and hence θ(v) = 0
in Ω1(P ), so this is well-defined. Moreover, if v˜ ∈ M is a representative of v ∈ V
then by the above remark, θ(v) = Sv˜(1)dv˜(2) ∈ PΩ
1(M) as required. That θ is
equivariant follows from this property proven for the universal calculi in [M1] to
which we refer for the proof. Hence all maps are defined as required and we have
sθ : (P ⊗V )
A → Ω1(M). It remains to give its inverse, which we do by quotienting
the inverse in the universal calculus case, namely
s−1θ (mdn) = [mn(1)⊗n(2) −mn⊗ 1], ∀m,n ∈M
where the expression in square brackets lies in P ⊗P+ ∩M (again using the obser-
vation above) and [ ] denotes the equivalence class modulo IP ∩M . That the result
actually lies in (P ⊗V )A and gives the inverse of sθ follows in the same way as in
the universal case in [M1]. ⋄
Using ω such as from (11), one may define the covariant derivative
D : E → Ω1(M)⊗
M
E , D = (id−Πω)d
where we apply d⊗ id to E and Πω = ·(id⊗ω)◦ver is the vertical projection. When
one takes the universal calculus this implies that E is a projective module and D
is the Grassmann connection associated to the projector [HM]. In our case we get
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other connections which we will study in the next section. Also, using the framing,
we obtain
∇ = (id⊗ s−1θ ) ◦D ◦ sθ : Ω
1(M)→ Ω1(M)⊗
M
Ω1(M).
Both D and ∇ behave as covariant derivatives (so ∇(mτ) = dm⊗M τ +m∇τ for
any function m ∈M and 1-form τ). Hence we need only give ∇ on exact forms.
Proposition 2.2. For the canonical connection induced by i : A→ P on a quantum
homogeneous space,
∇(dm) = d(m(1)Si ◦ π(m(2))(1))⊗
M
i ◦ π(m(2))(2)Sm(3)dm(4).
This is the nonuniversal version of a similar formula with the universal differential
calculus in [M1]. The proof is similar.
3. Framing and holomorphic calculus on standard q-sphere Cq[S
2]
We start by recalling the known q-monopole bundle itself since we will need it
in full detail when we use it as frame bundle. We fix the calculus on P = Cq[SL2]
to be the 3-d one as explained in the Preliminaries. We take A = C[t, t−1] and
π(a) = t, π(b) = π(c) = 0, π(d) = t−1.
The right coaction ∆R = (id⊗ π)∆ works out as
∆R
(
a b
c d
)
=
(
a b
c d
)
⊗
(
t 0
0 t−1
)
so that ∆Ra = a⊗ t etc. corresponding to deg(a) = 1, etc. ThenM = P
A = Cq[S
2]
as explained in the Preliminaries. It is known that we have a quantum homogeneous
bundle with universal calculi. As in [BM1] we then take
IA = π(IP ) = 〈t+ q
2t−1 − (1 + q2)〉 = 〈(t− 1)(t− q2)〉
(we factored t−1 out of the generator obtained from projecting those of IP ). Now,
this IA defines the 1-dimensional calculus on C[t, t
−1] with basis dt = t⊗[t − 1]
(where [ ] denotes modulo IA) and relations
dt.t = t2⊗[t− 1]t = t2⊗[(t− 1)(t− q2)] + t2⊗ q2[t− 1] = q2t2⊗[t− 1] = q2tdt
This is a q-differential calculus whereby
d(tm) = [m; q2]tm−1dt
so that the relevant partial derivative is the usual q-derivative.
We also verify that IP obeys the AdR condition in (10). Indeed, the element
a+ q2d (the q-trace) is AdR-invariant. Meanwhile
(id⊗ π)AdR(b
2) = b2⊗ t−4, (id⊗π)AdR(c
2) = c2⊗ t4
and so forth. Hence we have the quantum sphere as a quantum homogeneous space
where the calculus on it is obtained by restriction of that on Cq[SL2] as required
in (6).
Finally,
i(tn) = an, i(t−n) = dn, ∀n ≥ 0
defines a natural connection in the bundle via (11) as follows. We have
i(IA) = span{a
m(a− 1)(a− q2), a+ q2d− (1 + q2), dm(d− 1)(d− q2)} ⊆ IP .
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The middle term is already in IP . Hence also, multiplying it by (a− q
2) we have
(a− 1)(a− q2) + q2(d− 1)(a− q2) ∈ IP .
The second term is q2(da − 1 − q2d − a + q2 + 1) which lies in IP since da − 1 =
qbc ∈ IP . Hence (a − 1)(a − q
2) ∈ IP . Similarly for (d − 1)(d − q
2). Hence the
canonical connection defined by this i descends to the chosen nonuniversal calculi.
The resulting q-monopole connection is
(13) ω(tn) = [n; q2]e0
for all integers n. This is easily proven by induction as follows. Thus, when n ≥ 0,
ω(tn) = (San(1)da
n
(2)) = S(a(1)a
′
(1)a
′′
(1) · · · )d(a(2)a
′
(2)a
′′
(2) · · · )
= S(a′(1)a
′′
(2) · · · )Sa(1) ((da(2))a
′
(2)a
′′
(2) · · ·+ a(2)d(a
′
(2)a
′′
(2) · · · ))
= ω(tn−1) + S(a′(1)a
′′
(2) · · · )ω(t)a
′
(2)a
′′
(2) · · ·
= ω(tn−1) + S(a′(1)a
′′
(2) · · · )e
0a′(2)a
′′
(2) · · · = ω(t
n−1) + q2(n−1)e0
where an = aa′a′′ · · · is the product of n copies of the generator a ∈ Cq[SL2]
(the primes are to keep the instances apart). We used the antimultiplicativity of
the antipode S and the Leibniz rules. We then used that ω(t) = (Sa(1))da(2) =
dda−qbdc = e0 from the definition of the 3-d calculus in the preliminaries. Finally,
we used that a′(2)a
′′
(2) · · · has degree n−1 and hence its commutation relations with
e0 give a factor q2(n−1 after which we cancel using the antipode axioms and ǫ(a) = 1.
When we do the same with n = −n′, n′ ≥ 0 giving ω(tn) = Sdn
′
(1)dd
n′
(2) and a
factor q−2(n
′−1) at the corresponding point. We also have ω(t−1) = −q−2e0. The
two halves of the computation combine to the uniform answer (13). The curvature
of the q-monopole connection is
(14) Fω(t
n) = dω(tn) + ω(tn) ∧ ω(tn) = [n, q2]de0 = q3[n; q2]e+ ∧ e−.
These constructions so far are not essentially new. They are a version of the q-
monopole construction in [BM1, BM2] . The choices and conventions are slightly
closer to those in [HM] where, however, only universal calculi were considered.
Next, we compute V in Theorem 2.1. Clearly P+ ∩ M = M+ = ker ǫM . In
our case M = Cq[S
2] is generated by 1, b±, b0 so that M
+ = 〈b0, b±〉 as an ideal.
Meanwhile, because (a−1)b, (d−1)c, a+q2d−(1+q2) are not of homogeneous degree,
the ideal which each one generates has no intersection with M . We assume here
that Cq[SL2] has no zero-divisors. We therefore focus on b
2, c2, bc. The elements of
degree zero in 〈b2〉 include b2{a2, ac, c2}. Hence, b2−, b−b0, b
2
0 lie in IP ∩M . Similarly
from 〈c2〉 we have b2+, b0b+ also in this ideal. The element bc = b0 is already in the
ideal. From these considerations we arrive at
V = 〈b±〉/〈b
2
±, b0〉.
Hence V is 2-dimensional with representatives b±. We then compute the coaction
∆R on V from Theorem 2.1 as
(15) ∆Rb+ = cd⊗Sπ(d
2) = b+⊗ t
2, ∆Rb− = ab⊗Sπ(a
2) = b−⊗ t
−2.
Hence V = C⊕ C and the associated bundle
E = E−2 ⊕ E+2 = Cq[SL2]2 ⊕ Cq[SL2]−2
is the direct sum of the q-monopole bundles of charge -2 and charge 2. We identify
their sections with the ±2 degree components in Cq[SL2]. Thus Theorem 2.1 yields:
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Theorem 3.1. Cq[S
2] = Cq[SL2]0 is a framed quantum manifold with cotangent
bundle
Ω1(Cq[S
2])∼=E−2 ⊕ E2
isomorphic to the charge 2 and charge -2 monopole bundles. This isomorphism is
given by the soldering form
θ(b−) = d
2db− + q
2b2db+ − [2; q
2]bddb0 = e
−
θ(b+) = a
2db+ + q
−2c2db− − [2; q
−2]acdb0 = e
+
and makes Ω1(Cq[S
2]) projective.
Proof. The only remaining part is to compute θ(b±). We first find the coaction on
Cq[S
2] inherited from the coproduct of Cq[SL2] as
∆L(b−) = ∆(ab) = ab⊗(1 + [2]qb0) + a
2⊗ b− + b
2⊗ b+
∆L(b+) = ∆(cd) = cd⊗(1 + [2]qb0) + c
2⊗ b− + d
2⊗ b+
(16) ∆L(b0) = ∆(bc) = 1⊗ b0 + bc⊗(1 + [2]qb0) + qac⊗ b− + qbd⊗ b+
where [2]q = q + q
−1. These coproducts were already used in computing ∆Rb±
above; this time we apply S to the first factor and compute
θ(b+) = Sb+(1)db+(2) = −q
−1acdb3 + a
2db+ + q
−2c2db− + q(−q
−1)acdb3q.
Similarly for θ(b−). This gives the middle expressions. We then insert (4) and find
e± for the values of the map θ : V → Ω1(Cq[SL2]). By Theorem 2.1 this is well-
defined on V and actually has its values in Cq[SL2]Ω
1(Cq[S
2]). Also according to
Theorem 2.1, one must multiply θ(b−) by an element of degree 2, and θ(b+) by an
element of degree -2 to get 1-forms on Cq[S
2] and every 1-form is obtained in this
this way. E±2 are both projective as shown in [HM], as given via the Cuntz-Quillen
theorem and the q-monopole connection with the universal calculus. ⋄
These two 1-forms θ(b±) = e
± play the role of ‘vielbein’ but do not themselves
live on the base. Not also that as regards the bimodule structure, the elements of
Cq[S
2] commute with the θ(v) as we see from (1).
Corollary 3.2. The three 1-forms db± and db0 enjoy the relation
q2b−db+ + b+db− − (1 + [2]qb0)db0 = 0
where [2]q = q + q
−1 denotes a symmetrized q-integer.
Proof. Using (16) we have θ(b0) = Sb0(1)db0(2) = b0d(1 + qb0) + (−q)qb−db+ +
(−q−1)qb+db−+(1+ q
−1b0)db0 = 0 since b0 represents zero in V . This identity can
also be obtained from requiring db± and db0 to be recovered from (4) composed
with Theorem 3.1 and extensive use of the commutation relations. ⋄
This identity corresponds in the classical case to the differential of (3). However,
for q 6= 1 this is not so immediate because the bimodule relations for Ω1(Cq[S
2])
are complicated to find explicitly. On the other hand, Theorem 3.1 implies a direct
sum structure to the cotangent bundle with each piece more reasonable to work
with.
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Corollary 3.3. Ω1(Cq[S
2]) = Ω0,1⊕Ω1,0 where Ω1,0,Ω0,1 are each first order left-
covariant differential calculi over Cq[S
2] with differentials ∂, ∂¯ obeying d = ∂ + ∂¯
and
∂b−


b+
b−
b0
=


q−2b+∂b−
q2b−∂b−
b0∂b−,
∂b+


b+
b−
b0
=


q2b+∂b+
q2b−∂b+ + (q
2 − q−2)b+∂b−
q4b0∂b+
∂¯b−


b+
b−
b0
=


q−2b+∂¯b− + (q
−2 − q2)b−∂¯b+
q−2b−∂¯b−
q−4b0∂¯b−,
∂¯b+


b+
b−
b0
=


q−2b+∂¯b+
q2b−∂¯b+
b0∂¯b+.
One has the relations
∂b0 = q
2b−∂b+ − q
−2b+∂b−, ∂¯b0 = b+∂¯b− − q
4b−∂¯b+
b0b−∂b+ = q
−3(1 + q−1b0)b+∂b−, b0b+∂¯b− = q
3(1 + qb0)b−∂¯b+.
Proof. From Theorem 3.1 know that Ω1 is a direct sum as a left module over Cq[S
2]
spanned respectively by
{b2, db, d2}e+ = {∂b−, ∂b0, ∂b+}, {a
2, ca, c2}e− = {∂¯b−, ∂¯b0, ∂¯b+}
where we use the expressions (4) to identify the two components of d. Next we
observe that e± commute with elements of Cq[S
2] so that the commutation relations
of functions with ∂ and ∂¯ are easily determined from the relations of Cq[SL2]. We
find the ones stated and
∂b0


b+
b−
b0
=


b+∂b0
q4b−∂b0 + q(1− q
2)∂b−
q2b0∂b0,
∂¯b0


b+
b−
b0
=


q−4b+∂¯b0 + q
−1(1 − q−2)∂¯b+
b−∂¯b0
q−2b0∂¯b0.
These close so that each ∂, ∂¯ generate a bimodule differential calculus. Their Leibniz
rules follow from that for d and the direct sum decomposition. Next, we observe
the relations
b+∂b− = qb0∂b0, b−∂b+ = q
−2(1 + q−1b0)∂b0
b−∂¯b+ = q
−3b0∂¯b0, b+∂¯b− = (1 + qb0)∂¯b0
following likewise from the relations of Cq[SL2] acting on e
±. We use them as a
definition of ∂¯b0, ∂b0 and a relation among the ∂¯b± (respectively, ∂b±) as stated.
The latter also imply the relation in (3.2) and follow from differentiating (3), which
is their geometrical content (related to the rank 1 projective module structure of
each bundle). We note that one also has other relations, such as
b+∂b0 = q
2b0∂b+, b−∂b0 = q
−1(1 + q−1b0)∂b−
b−∂¯b0 = q
−2b0∂¯b−, b+∂¯b0 = q(1 + qb0)∂¯b+
which are not independent of the one already found. For example the ∂¯ relations
here can be written as
b2−∂¯b+ = q
−7b20∂¯b−, b
2
+∂¯b− = q(1 + q
3b0)(1 + qb0)∂¯b+
which can be deduced from the one stated if one assumes that the left action of
b0 and 1 + q
−1b0 respectively can be cancelled. Finally, each of the spaces Ω
1,0
and Ω0,1 are stable under the left coaction of Cq[SL2]. This is because ‘upstairs’
on Ω1(SL2) the coaction on an element fe
± is just f (1)⊗ f (2)e
± and the coproduct
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defines a left coaction in each degree (because left-comultiplication commutes with
the right-comultiplication used in defining the grading according to (id⊗π)∆).
This coaction is intertwined by ∂ and ∂¯ with the left coaction (16) on Cq[S
2] since
this is true for d. ⋄
Clearly these ‘holomorphic’ and ‘antiholomorphic’ cotangent bundles are rela-
tively simple to work with. On the other hand, we can use Theorem 3.1 to compute
∂, ∂¯ in terms of d. Using the relations in Cq[SL2] and Corollary 3.2 we find
∂b− = qb−db0 − q
−1b0db−, ∂b+ = (1 + qb0)db+ − q
−1b+db0
∂b0 = q
2b−db+ − q
−1b0db0, ∂¯b0 = b+db− − qb0db0
(17) ∂¯b− = (1 + q
−1b0)db− − qb−db0, ∂¯b+ = q
−1b+db0 − qb0db+.
Therefore, as an application, we can recover the bimodule relations in Ω1(Cq[S
2])
from the much simpler ones for the two parts.
Proposition 3.4. Let µ = q2− q−2. The bimodule relations for the 2-dimensional
calculus on Cq[S
2] are
db0
{
b0
b±
=
{
(q2 + qµb0)b0db0 − µb0b+db−
q∓2(1∓ q±1µb0)b±db0 − (1− q
±2 ∓ q±1µb0)b0db±
db±


b0
b∓
b±
=


(q±4 ± q±1µb0)b0db+ ∓ q
∓1µb±b0db0
q±2(1 ± q±1µb0)b∓db± ± q
±1µq−1b20db0
q±2(1 ± q±1µb0)b±db± ∓ q
∓1µb2±db0.
Proof. These are all computed along the following lines:
db0.b0 = q
−2b0∂¯b0 + q
2b0∂b0 = q
2b0db0 + (q
−2 − q2)b0∂¯b0
using d = ∂+ ∂¯ and the commutation relations from Corollary 3.3. We then express
∂¯b0 in terms of d to obtain the result. Similarly for all the other commutation
relations. ⋄
As a cross-check, one may now verify that Corollary 3.2 corresponds to the
differentials of the the q-sphere relations. Put another way, using Corollary 3.2, the
differentials of the four relations (3) of the q-sphere reduce to
q−1db+.b− − db0.b0 = −q
−2b0db0 + qb−db+
qdb−.b+ − q
−2db0.b0 = −b0db0 + q
−1b+db−
db±.b0 − q
±2db0.b± = q
±2b0db± − b±db0
which all hold using Proposition 3.4. In fact Podles in [Po3] has shown that there is
a unique left-covariant calculus on Cq[S
2] of the correct classical dimension, hence
Proposition 3.4 is necessarily isomorphic to this, but derived differently.
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4. Exterior algebra, Hodge-∗ and Maxwell theory on the q-sphere
In the last section we have expressed the cotangent bundle of Cq[S
2] as associated
to a frame bundle by a 1⊕1-dimensional representation of the ‘frame group’ C[t, t−1]
equipped with a (bicovariant) q-differential structure. We deduced that Ω1(Cq[S
2])
is the sum of two 1-dimensional left-covariant calculi Ω0,1 and Ω1,0. We now extend
this to the entire exterior algebra.
First of all, working ‘upstairs’ in Ω(Cq[SL2]) we define Ω(Cq[S
2]) as the differ-
ential algebra obtained by restriction. It is generated by ∂b± and ∂¯b± which means
generated by e± and certain elements of Cq[SL2]. Because of the commutation
relations with e±, these elements can all be collected to the left. Because of the
relations between the e±, there is only a functional multiple of e+ ∧ e− in degree 2
and nothing in higher degree, so
Ω2(Cq[S
2]) = Ω1,1, Ω2,0 = 0 = Ω0,2
where the numbers refer to the degrees in ∂, ∂¯ and Ω1,1 is 1-dimensional over the
algebra. We also extend ∂ and ∂¯ by ∂2 = ∂¯2 = 0 so that each generates an exterior
algebra (with top degree 1 by the above arguments ‘upstairs’ or from the relations
in Corollary 3.3. Finally, we define
∂ = d|Ω0,1 , ∂¯ = d|Ω1,0
giving a double complex
0 0
∂¯ ↑ ∂¯ ↑
Ω0,1
∂
−→ Ω1,1
∂
−→ 0
∂¯ ↑ ∂¯ ↑
Ω0,0
∂
−→ Ω1,0
∂
−→ 0
Here the graded-derivation property of d implies that
∂¯∂ + ∂∂¯ = 0.
Moreover, forms which are left-invariant under the Cq[SL2] coaction are precisely
the ones generated by e± alone. Thus, up to scale, there is a unique left-invariant
top form
Υ = e+ ∧ e−.
This is a basis of Ω2(Cq[S
2]) over Cq[S
2]. We let µ = q2 − q−2.
Proposition 4.1. The relations between the Ω0,1 and Ω1,0 calculi are
∂b+ ∧ ∂¯b− + q
6∂¯b− ∧ ∂b+ = q
4µ(b20 − 1)Υ
∂b− ∧ ∂¯b+ = −q
2∂¯b+ ∧ ∂b− = q
2b20Υ
∂b− ∧ ∂¯b− = −q
6∂¯b− ∧ ∂b− = q
5b2−Υ
∂b+ ∧ ∂¯b+ = −q
6∂¯b+ ∧ ∂b+ = q
5b2+Υ
Proof. We compute all expressions in terms of e± using the definitions from the
proof of Corollary 3.3. For example
∂¯b− ∧ ∂b+ = a
2e− ∧ d2e+ = q−2a2d2e− ∧ e+ = −(1 + q−3b0)(1 + q
−1b0)Υ
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using the relations between functions and e± in Ω1(Cq[SL2]) and the relations in
the quantum group. Computing all expressions in this way and comparing gives
the relations stated. One may similarly compute
∂b0 ∧ ∂¯b0 = q
4(1 + qb0)b0Υ, ∂¯b0 ∧ ∂b0 = −(1 + q
−1b0)b0Υ
∂b0 ∧ ∂¯b− = q
4(1 + qb0)b−Υ, ∂¯b− ∧ ∂b0 = −(1 + q
−3b0)b−Υ
∂b+ ∧ ∂¯b0 = q
4b+(1 + qb0)Υ, ∂¯b0 ∧ ∂b+ = −b+(1 + q
−3b0)Υ
∂b0 ∧ ∂¯b+ = −q
4∂¯b+ ∧ ∂b0 = q
3b+b0Υ, ∂b− ∧ ∂¯b0 = −q
4∂¯b0 ∧ ∂b− = q
5b−b0Υ
which will be useful later on, giving the further relations
q−4∂b0 ∧ ∂¯b0 + ∂¯b0 ∧ ∂b0 = (q − q
−1)b20Υ
∂b0 ∧ ∂¯b− + q
8∂¯b− ∧ ∂b0 = −q
6µb−Υ, ∂b+ ∧ ∂¯b0 + q
8∂¯b0 ∧ ∂b+ = −q
6µb+Υ. ⋄
Note that first two lines taken together exhibit Υ as an element of Ω1,1(Cq[S
2]),
which is otherwise not entirely clear (we will give another more geometrical ex-
pression later). One may further write it in terms of d using results from the last
section. For a simpler expression, the second line in Proposition 4.1 gives
qb−db0 ∧ db+ − q
−1b0db− ∧ db+ = q
2b20Υ
which gives the volume form if b0 is invertible. An alternative is to use (4) and
compute
db+ ∧ db− − q
4db− ∧ db+ = q
3[2]q(1 + [2]qb0)Υ
which gives the volume form if one assumes 1+[2]qb0 invertible. These are classically
the two trivialisations of the sphere given by deleting the north or south poles.
Next we look at the metric, motivated from Corollary 3.2. We let ⊗¯ denote the
tensor product over Cq[S
2].
Proposition 4.2. There is a natural metric
g = q2db−⊗¯db+ + db+⊗¯db− − [2]qdb0⊗¯db0
such that g is invariant under the left coaction of Cq[SL2] and q-symmetric in the
sense ∧(g) = 0. Moreover, g ∈ (Ω1,0⊗¯Ω0,1)⊕ (Ω0,1⊗¯Ω1,0).
Proof. Left-invariance of the metric follows from
a2 [2]qab b2ca 1 + [2]qbc db
c2 [2]qcd d
2


t
0 0 q20 −[2]q 0
1 0 0



a2 [2]qab b2ca 1 + [2]qbc db
c2 [2]qcd d
2

 =

0 0 q20 −[2]q 0
1 0 0


where t denotes transpose and where we use the relations of Cq[SL2]. The trans-
formation matrix here is the one in the coaction (16) in the basis db−, db0, db+.
Actually, this coaction corresponds to the vector corepresentation of the even sub-
algebra Cq[SO3] of Cq[SL2] and for generic values of q there is a unique invariant
such matrix for the metric coefficients up to a scale. Hence the metric is uniquely
determined if we suppose it has numerical coefficients with our basis of exact differ-
entials are viewed as spanning a 3-dimensional vector space over C (invariance at
this level then implies invariance when viewed over ⊗¯). Such numerical coefficients
in turn are a natural assumption in view of (3.2). Differentiating that, we see that
∧(g) = 0.
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Also, writing g = g++ ⊕ g+− ⊕ g−+ ⊕ g−− for the decomposition according to
Corollary 3.3, we use the q-commutation relations there and expressions for ∂bi in
(17) to compute
g++ = ∂b+⊗¯∂b− − [2]q∂b0⊗¯∂b0 + q
2∂b−⊗¯∂b+
= q3b−∂b+⊗¯db0 + (q
3 − q−1)b+∂b−⊗¯db0 − q
3b0∂b+⊗¯db− + [2]qb+∂b0⊗¯db−
−[2]q(1 + q
3b0)∂b0⊗¯db0 + q
2(1 + qb0)∂b−⊗¯db+ − q
−1b+∂b−⊗¯db0
= −q−1(1 + q2[2]qb0)∂b0⊗¯db0 + (q
2[2]q − q
3)b0∂b+⊗¯db− + q
2(1 + qb0)∂b−⊗¯db+
= 0
on using (1+q2[2]qb0)∂b0 = (∂b0)(1+[2]qb0) and then using Corollary 3.2 to replace
db0 by db±. Then, as well as for the third equality, we used the relations in Ω
1,0 in
Corollary 3.3 to collect terms. There is a similar proof for g−− = 0. ⋄
Next, we look at the Hodge ∗ operator
∗ : Ω1(Cq[S
2])→ Ω1(Cq[S
2])
which we require to obey ∗2 = id and to be at least a left-module map and to be
frame-invariant (the metric can also be analysed in such terms but frame invariance
alone does not fix a particular one, we used rotational left-covariance). In the frame
bundle approach for ∗ we require ∗ : V → V where V is the 2-dimensional local
tangent space. In order to be frame invariant (which means covariant under (15))
and square to the identity, this must be given by ∗(e±) = ±e± up to an overall
sign.
Proposition 4.3. The natural Hodge ∗ operator is a left-covariant bimodule map
obeying
∗(∂f) = ∂f, ∗(∂¯f) = −∂¯f, ∀f ∈ Cq[S
2].
and define a left-covariant lifting i : Ω2(Cq[S
2])→ Ω1(Cq[S
2])⊗¯Ω1(Cq[S
2]),
i(Υ) =
q−1
[2]q
(∗⊗¯id)(g) = −
q−1
[2]q
(id⊗¯∗)(g)
Proof. Let us first verify directly that ∗ is well-defined as a left module map, in
which case it is given as stated since ∂¯b±, ∂¯b0 are generated from e
−, etc. Indeed
Ω1(Cq[S
2]) is a rank 2 bundle in which we can take db±, db0 as generators with the
relation in Corollary 3.2. Writing d = ∂ + ∂¯ we have each part holding separately,
(18) q2b−∂¯b+ + b+∂¯b− − (1 + [2]qb0)∂¯b0 = 0
and similarly for ∂ (this is also clear from relations in the proof of Corollary 3.3), so
∗ is compatible with this relation. That ∗ is a right Cq[S
2] bimodule map can easily
be proven using the Leibniz rule for d, ∂¯, ∂. Moreover, ∗ is left-covariant under the
coaction of Cq[SL2] since the coaction acts on each Ω
0,1,Ω1,0 separately. Next, we
recall the usual formulae in which the Hodge ∗ operator is given in terms of the
‘totally antisymmetric tensor’ and the metric. The role of that tensor is played by
the lifting of the volume form to an element of Ω1⊗¯Ω1 which is something that
in classical geometry one takes for granted (the wedge product is given classically
by skew-symmetrization). In noncommutative geometry, as explained in [M2], this
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lifting map is an additional datum required to split the wedge map Ω1⊗¯Ω1 → Ω2
and we use the Hodge * operator and the metric to define it. We check that
∧(∗⊗¯id)(g)
= q2(−a2e− + b2e+) ∧ (c2e− + d2e+) + (−c2e− + d2e+) ∧ (a2e− + b2e+)
−[2]q(−cae
− + dbe+) ∧ (cae− + dbe+)
= (q2a2d2 + q4b2c2 + c2b2 + q2d2a2 − [2]qcadb− q
2[2]qdbca)Υ
= (q2 + 1)Υ
where we work ‘upstairs’ in the frame bundle and where the even terms give q2
and the odd terms give 1 using the relations of Cq[SL2]. Hence ∧ ◦ i(Υ) = Υ as
required. One may also obtain this result using the computations in the proof of
Proposition 4.1. We define i as by definition a left module map (it is not a bimodule
map). The other stated expression for i is the same in view of the form of g in
Proposition 4.2. Note also that since ∧(g) = 0 we have in fact a general family of
lifts of this type,
(19) i(Υ) =
q−1
[2]q
(∗⊗¯id)g + µg
for any µ. Or equivalently, i(Υ) = αg+−+βg−+ provided α−β = 2q
−1/[2]q. These
lifts are all left covariant under the coaction of Cq[SL2] since g+−, g−+ separately
are. ⋄
We do not explicitly discuss complex structures in this paper; we work over
C but with care this could be any field as in algebraic geometry. Nevertheless,
our b± coordinates have their interpretation as complex linear combinations (of
the ambient R3 coordinates) in real geometry; in real coordinates the Hodge ∗ is
equivalent to an almost complex structure J since this is defined in two dimensions
exactly by the same relation between the volume form (viewed as a symplectic
structure) and the metric as for i in Proposition 4.3. In our case since we are
deforming the standard metric on the sphere, this gives implicitly a q-deformation
of its actual complex structure via the Hodge *. This justifies our notations ∂, ∂¯.
We now have all the basic structures at least for the first ‘layer’ of geometry,
namely cohomology and electromagnetism. For the Maxwell theory we define of
course
∗1 = Υ, ∗Υ = 1
and the Laplacian on degree zero by  = − 12 ∗ d ∗ d. Then
(20) (f)Υ = −
1
2
d ∗ df =
1
2
d(∂¯f − ∂f) = ∂∂¯f.
Proposition 4.4. The functions b−, 1 + [2]qb0, b+ are eigenfunctions of  with
eigenvalue q2[2]q.
Proof. We compute
d∂


b+
b−
b0
=


qdb0 ∧ db+ − q
−1db+ ∧ db0
qdb− ∧ db0 − q
−1db0 ∧ db−
q2db− ∧ db+ − q
−1db0 ∧ db0
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since d = ∂¯ on Ω1,0. We compute these using (4) in the same manner as in the
proof of Proposition 4.3. Here we need their values explicitly:
db− ∧ db+ = −(1 + q
−2[2]qb0 − q
−1(q − q−1)[3]qb
2
0)Υ
db0 ∧ db0 = (q − q
−1)q2([2]q + [3]qb0)b0Υ
db0 ∧ db+ = ((q
5 − q−1)b0 − 1)b+Υ
db+ ∧ db0 = ((q
7 − q)b0 + q
4)b+Υ
db− ∧ db0 = b−((q
5 − q−1)b0 − 1)Υ
db0 ∧ db− = (q
7 − q)b−b0Υ
which we use to find d∂ = ∂¯∂ = −∂∂¯. ⋄
Note that these functions form the vector corepresentation of Cq[SO3] under the
left coaction (16) (this appears in the above basis as the transformation matrix
in the proof of Proposition 4.2). In the same way, the matrix elements of each
integer spin corepresentation Vn of Cq[SL2] define a square-dimension subspace
Vn⊗V
∗
n ⊂ Cq[SL2]. Fixing the unique zero weight vector v under the right coac-
tion, the subspace V ⊗ v (in other words, the matrix entries in the middle row of
the transformation matrix) span an eigenspace of the Laplacian. For generic q the
Peter-Weyl decomposition of Cq[SL2] implies, as classically, that this is a complete
diagonalisation of  on Cq[S
2] with one eigenspace for each integer spin corepre-
sentation. The matrix elements of the 1/2-integer spin corepresentations contain
an odd number of the Cq[SL2] generators and hence can never have the zero degree
needed to lie in Cq[S
2].
In particular, the zero eigenspace of  is spanned by the constant function 1.
This implies that if ∂¯f = 0 then f is a multiple of 1. Similarly for ∂, so for the
noncommutative de Rham and Dolbeault cohomology of Cq[S
2] for generic q we
have
H0 = H0∂ = H
0
∂¯
= C.1.
It is clear that for generic q we also have the usual values for the rest of the
cohomology as well as Poincare´ duality, since all constructions for this calculus are
a smooth deformation of the classical ones. We omit explicit proofs of these facts
since we need them for discussion only.
Similarly, we have a “massive” Maxwell equation defined on 1-forms by
1A ≡ −
1
4
∗ d ∗ dA = m2A, ∗d ∗A = 0
The second equation is Coulomb gauge in physics and is automatic when m 6= 0
(in this case m2A should be interpreted as the source). We recall that in Maxwell
theory the field is considered modulo exact forms but this freedom can be partially
fixed by a gauge choice. We write the curvature as F = dA = fΥ where f = ∗F is
in Cq[S
2]. Then 1A = 0 translates to
∂f = ∂¯f = 0
which implies that f ∝ 1. In that case, dA ∝ Υ which implies f = 0 since Υ is
not exact by Poincare´ duality, so the only ‘photons’ are pure gauge. This is to be
expected for a sphere. On the other hand, if A is a ”massive” mode, then
A = −
1
m2
∗ df =
1
4m
(∂¯f − ∂f), f = 2m2f.
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Conversely, given an eigenfunction of  as in the second equation, we use the first
to define A and obtain a massive mode. For example, the eigenfunctions of  in
Proposition 4.4 give solutions
A =
q2
2[2]q
(∂¯bi − ∂bi)
where i = ±, 0 and these are given as 1-forms via (17).
5. Levi-Civita connection, curvature and Dirac operator on the
q-sphere
Next, we compute use the frame bundle approach to develop the Riemannian
geometry of the q-sphere. Here the 4q-monopole bundle [BM1] is viewed as the
frame bundle and the q-monopole connection (13) on it as a spin connection. We
find that it correctly induces the Levi-Civita connection on the cotangent bundle.
Theorem 5.1. The q-monopole connection (13) viewed as spin connection in the
frame bundle of Cq[S
2] induces the covariant derivative
∇
{
db±
db0
=
{
[2]qb±
1 + [2]qb0
}
g
which is torsion-free and skew-metric compatible in the sense of zero cotorsion (a
generalised Levi-Civita connection).
Proof. We recall that the bundle E−2 = (Cq[SL2]⊗[b−])
C[t,t−1] can be identified
with Cq[SL2]2⊗[b−], where we now write the representative [b−] ∈ V explicitly.
This space in turn was identified with Cq[SL2]2.e
− = Ω0,1 as explained in the proof
of Corollary 3.3. The action of the covariant derivative on E−2 is by
D(f ⊗[b−]) = (id−Πω)(df)⊗[b−] = (df −fω(t
2))⊗[b−] = (df− (1+q
2)fe0)⊗[b−]
for all f ∈ Cq[SL2]2. This is the usual covariant derivative on a q-monopole section,
here of charge 2. Working ‘upstairs’ on Cq[SL2] and using the Leibniz rule and the
3-d calculus, we have
d(a2) = (1 + q2)(a2e0 + qabe+), d(ca) = (1 + q2)cae0 + q2(1 + [2]qbc)e
+
d(c2) = (1 + q2)(c2e0 + qcde+).
We see that the horizontal projection simply kills the e0 term in each expression.
Next, from the identity d2a2 + q2b2c2 − q[2]qdbac = 1 we write
(21) e+ = 1.e+ = q−2∂b+.a
2 + ∂b−.c
2 − q−2[2]q∂b0.ca
where we move the a, c generators to the right using the relations of the 3-d calculus.
These degree 2 products combine with [b−] to give a section of E−2. We are working
‘upstairs’ but we can now identify the product as the Cq[S
2]-module structure. Thus
D(a2⊗[b−]) = [2]qb−
(
∂b+.(a
2⊗[b−]) + q
2∂b−.(c
2⊗[b−])− [2]q∂b0.(ca⊗[b−])
)
.
Similarly for ca⊗[b−] and c
2⊗[b−]. Finally, we replace [b−] by e
− (the framing
isomorphism Theorem 3.1) and identify the resulting elements of Ω0,1 on the right.
This gives ∇∂¯b−. Similarly for all the other cases. For the ∇∂ we use
e− = q2∂¯b−.d
2 + ∂¯b+.b
2 − [2]q∂¯b0.db.
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As a result, we find
(22) ∇(∂b±) = [2]qb±g−+, ∇(∂¯b±) = [2]qb±g+−
where
g+− = q
2∂b−⊗¯∂¯b+ + ∂b+⊗¯∂¯b− − [2]q∂b0⊗¯∂¯b0
etc. in the decomposition of g as in the proof of Proposition 4.2. Combining these
gives ∇d as stated.
Next, having found ∇, we look at the torsion equation. As explained in [M1] the
noncommutative meaning of this is
Tor = ∇∧ − d : Ω
1 → Ω2
which is the first degree measure of the failure of ∇∧ to form a complex (the second
degree measure is the curvature). We have
Tor(db±) = ∇ ∧ (db±) = [2]qb± ∧ (g) = 0
by the q-symmetry in Proposition 4.2. Since the torsion is a left module map, it
follows that the torsion vanishes entirely.
Finally, we look at the ‘skew-metric compatibility’ in the sense of zero cotorsion.
This has been proposed as the correct notion of compatibility in [M1] and can be
written in terms of
CoTor = (∇ ∧ id− id ∧ ∇)g ∈ Ω2⊗¯Ω1
(there is an additional term if the torsion is not zero). Since the metric consists of
exact differentials and since the torsion vanishes, the first ∇∧ id vanishes. Looking
at the second term, we compute
1
[2]q
(id ∧∇)g =
1
[2]q
(q2db− ∧ ∇⊗¯db+ + db+ ∧ ∇⊗¯db−)− db0 ∧ ∇⊗¯db0
= q2db− ∧ b+g + db+ ∧ b−g − db0 ∧ (1 + [2]qb0)g
= 0
by a right-module version q2(db−)b++(db+)b−−db0(1+ [2]qb0) = 0 of the relation
in Corollary 3.2. Hence the cotorsion vanishes as well. ⋄
Note that the cotorsion or ‘skew-metric compatibility’ condition appropriate in
noncommutative geometry[M1] is weaker than the usual notion. In our case we
have the more usual ∇g = O(q− 1) (if ∇ is taken to act on the tensor product as a
derivation while keeping its left output to the far left), so that we recover the usual
full metric compatibility only when q = 1. It is also worth noting that viewed as
sections of an associated bundle (see the Appendix), it is the ∂¯b±, ∂¯b0 which are
actually holomorphic in the sense ∇∂bi ∈ Ω
1,0⊗¯Ω1, rather than the image of ∂.
Let us also use the connection to relate to the projective module point of view on
quantum bundles.
Corollary 5.2. The projector
E =

 [2]qb−1 + [2]qb0
[2]qb+

(−b+, 1 + [2]qb0, −q2b−)
yields Ω1(Cq[S
2]) = Cq[S
2]⊕3.(1− E) and ∇ = −EdE acting on db−, db0, db+.
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Proof. Note that proceeding from Theorem 3.1 would give a projector from 6 copies
of Cq[S
2] whereas we provide a projector more in keeping with the classical geo-
metrical picture from 3 copies. Moreover, we are not using the universal calculus
as in [HM]. Nevertheless, the form of ∇ similarly suggests the projection shown,
which we then verify directly. Thus, we have the dot products
(
−b+, 1 + [2]qb0, −q
2b−
) [2]qb−1 + [2]qb0
[2]qb+

 = 1, (−b+, 1 + [2]qb0, −q2b−)

db−db0
db+

 = 0
using respectively, the relations (3) of the q-sphere and the relation in Corol-
lary 3.2. The second dot product with d of the row vector similarly gives −g.
These observations imply that E2 = E and (using the Leibniz rule to compute
dE) that ∇ = −dE = −EdE when acting on the column vector (dbi). Here
E.(dbi) = 0 (acting on the column vector). The map Cq[S
2]⊕3 → Ω1(Cq[S
2]) is
given by (f, g, h) 7→ fdb− + gdb0 + hdb+ = (f, g, h)(1 − E)(dbi) and has kernel
generated as a left module by the row vector in E. This corresponds to the relation
in Corollary 3.2. Let us note that the same E also gives the ∂ and ∂¯ parts in a
similar way. Thus ∇ = −∂E = −E∂E when acting on the column vector (∂¯bi) and
∇ = −∂¯E = −E∂¯E on (∂bi). One may check that ∂¯E.(∂¯bi) = ∂E.(∂bi) = 0 so
that ∇ = −dE = −EdE when acting on either (∂bi) or (∂¯bi) separately. ⋄
Proposition 5.3. The Riemann and Ricci tensors of the above generalised Levi-
Civita connection are
Riemann|Ω0,1 = [2]qΥ⊗¯id, Riemann|Ω1,0 = −q
4[2]qΥ⊗¯id.
The lift
i(Υ) =
q−1
[2]q
(
−(id⊗¯∗)g +
1− q−4
1 + q−4
g
)
and trace in the middle position gives
Ricci =
2q−1
1 + q−4
g
making the q-sphere an ‘Einstein space’.
Proof. The Riemann tensor is defined abstractly[M1, M2] by
Riemann = (id ∧ ∇− d⊗¯id)∇ : Ω1 → Ω2⊗¯Ω1
as the form-version of the usual definition, as explained in [M1]. One may compute
it from the formulae for ∇ above. Since ∇(∂¯b±) ∈ Ω
1,0⊗¯∂¯{bi}, when we apply
id∧∇ we will get zero since Ω2,0 = 0. So only the −d⊗ id)∇ contributes. We have
−
1
[2]q
(d⊗¯id)∇(∂¯b+) = −b+(q
2∂¯∂b−⊗¯∂¯b+ + ∂¯∂b+⊗¯∂¯b− − [2]q ∂¯∂b0⊗¯∂¯b0)
−∂¯b+ ∧ (q
2∂b−⊗¯∂¯b+ + ∂b+⊗¯∂¯b− − [2]q∂b0⊗¯∂¯b0).
We use Proposition 4.4 for the Laplacian ∂¯∂ and that Υ is central in the first
line to collect q2[2]qb+Υ to the left times (18), so that the first line vanishes. For
the second line we use our computations for such wedge products in the proof of
Proposition 4.1 as multiples of Υ, to obtain
−
1
[2]q
(d⊗¯id)∇(∂¯b+) = Υ(q
2b20⊗¯∂¯b+ + q
−1b2+⊗¯∂¯b− − [2]qq
−1b+b−⊗¯∂¯b0 = Υ⊗¯∂¯b+
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on using the relations of the q-sphere and the relations between the ∂¯b±, ∂¯b0 in
Corollary 3.3. Similarly for the Riemann tensor on ∂¯b−. The computation for
Riemann(∂±) is similar but yields an extra factor −q
4 (the symmetry was broken in
our choice of Υ). We note that Riemann is a left module map so it is enough to find
it on such exact differentials. It is also possible to compute the curvature ‘upstairs’
in the principal bundle, using (14). By the same conventions and explanations as
in the proof of Theorem 5.1, we have, for example
Riemann(∂b+) = b
2Fω(t
−2)e+ = q3[−2; q2]b2Υ⊗¯e+ = −q4[2]qΥ⊗¯∂b+.
The curvature can be computed either way, as explained for the classical case in
[M1]. Using the Hodge ∗ operator we can write the Riemann tensor as
Riemann = [2]qΥ⊗¯(
1− q4
2
−
1 + q4
2
∗).
For the Ricci tensor we need to lift the Riemann tensor to a map Ω1 → Ω1⊗¯Ω1⊗¯Ω1,
i(Riemann) = [2]qi(Υ)⊗¯(
1− q4
2
−
1 + q4
2
∗)
=
2q−1
1 + q−4
(
id⊗¯(
1 − q−4
2
−
1 + q−4
2
∗)
)
g⊗¯(
1− q4
2
−
1 + q4
2
∗)
where we use the lifting from the same family as in Proposition 4.3 but of the form
stated. We can then take a trace by ‘feeding’ the right hand factor of i(Υ) into the
input of Riemann. This gives
Ricci =
2q−1
1 + q−4
(
id⊗¯(
1− q4
2
−
1 + q4
2
∗)(
1− q−4
2
−
1 + q−4
2
∗)
)
g
which gives the result stated using ∗2 = id. ⋄
The lift i : Ω2 → Ω1⊗¯Ω1 is an additional datum in the approach of [M2] needed
to define the Ricci tensor as well as interior products etc. Our point of view in the
above Proposition 5.3 is that for the standard metric to be Einstein, the natural
lift i in Proposition 4.3 gets deformed by an additional g component which vanishes
as q → 1. Equivalently, if we keep the choice of i coming from the geometry in
Proposition 4.3 then we find
(23) i(Υ) = −
q−1
[2]q
(id⊗¯∗)g ⇒ Ricci =
q−1(1 + q4)
2
g +
[2]q(1 − q
4)
2
i(Υ)
which is a novel prediction of an ‘antisymmetric’ volume form correction to the
Ricci tensor that vanishes as q → 1.
Let us also note that the definition of Ricci used above is via the trace as in [M2],
but between the second factor of the lift of Riemann (rather than the first factor as
there) and its input. Also, we do not need a braided trace as was needed to keep
covariance in the bicovariant calculus model in [M3], and do not have offsets θ⊗ θ
in Ricci as appeared there. The completely general definition of Ricci at the level
of arbitrary framed algebras is not fully understood, but we see once again that in
examples, as here, it is clear which trace to take.
The γ matrices needed for the Dirac operator are likewise not yet formulated in
the most general form for any framed algebra, but in examples there seems to be a
clear choice. We propose the following. For the spin bundle we take
S ≡ S− ⊕ S+ = E−1 ⊕ E+1 = Cq[SL2]1 ⊕ Cq[SL2]−1
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as given by the the monopole bundles of charges -1 and 1. We identify the sections
of the bundles with the degree ±1 subspaces of Cq[SL2] as we did already for the
charges ±2. This corresponds to the double cover of the bundle for the cotangent
space in Theorem 3.1. The next ingredient is a map
γ : Ω1(Cq[S
2])→ End(S)
which we construct as follows. We use our description in Corollary 3.3 as we have
throughout the paper to define
(24) γ : Ω1,0⊗¯S− → S+, γ(fe
+⊗¯σ) = fσ, ∀f ∈ Cq[SL2]−2, σ ∈ S−
(25) γ : Ω0,1⊗¯S+ → S−, γ(fe
−⊗¯τ) = fτ, ∀f ∈ Cq[SL2]2, τ ∈ S+.
Here σ, τ denote appropriate sections and γ under our identifications is nothing
other than the product of Cq[SL2] restricted to the appropriate degrees. We also
let
(26) γ|Ω0,1⊗¯S− = 0, γ|Ω1,0⊗¯S+ = 0.
The classical motivation for γ is as follows. Since ∂ is like a holomorphic differential
one may think of it is a complex linear combination of the usual differentials.
Likewise, if σ1,2 are the usual Pauli matrices, then
1
2
(σ1 + ıσ2) =
(
0 1
0 0
)
,
1
2
(σ1 − ıσ2) =
(
0 0
1 0
)
which is the structure we have used for (24)–(26).
Lemma 5.4. The operator γ : Ω1(Cq[S
2])⊗¯S → S defined above is covariant under
the left coaction of Cq[SL2] and obeys
{γdb± , γ∗db±} = 0, γdb± ◦ γdb± =
(
q−1 0
0 q3
)
b2± = −γ∗db± ◦ γ∗db±
where γdb± = γ(db±⊗¯( )), etc. Moreover,
γ ◦ γ(g⊗¯( )) =
(
q2 0
0 1
)
id
Proof. The left coaction on our various spaces is simply the coproduct ∆ of Cq[SL2]
restricted to the appropriate degree. Since this is an algebra homomorphism, the
γ as given by the product is covariant. Likewise, ∂bi, ∂¯bi correspond as in Corol-
lary 3.3 to b2, db, d2, a2, ca, c2 and the relations among the corresponding γ∂bi , γ∂¯bi
are just the relations among these generators of Cq[SO3] defined as the even part
of Cq[SL2], since γ acts by left multiplication. Thus
γ∂b− ◦ γ∂¯b− = b
2a2 = q3b2−, γ∂¯b− ◦ γ∂b− = q
−1b2−
γ∂b+ ◦ γ∂¯b+ = d
2c2 = q3b2+, γ∂¯b+ ◦ γ∂b+ = q
−1b2+
γ∂b0 ◦ γ∂¯b0 = dbca = q
2(1 + qb0)b0, γ∂¯b0 ◦ γ∂b0 = (1 + q
−1b0)b0
γ∂b+ ◦ γ∂¯b− = d
2a2 = (1 + q3b0)(1 + qb0), γ∂¯b− ◦ γ∂b+ = (1 + q
−3b0)(1 + q
−1b0)
γ∂b− ◦ γ∂¯b+ = b
2c2 = b20, γ∂¯b+ ◦ γ∂b− = b
2
0.
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The left column act on S+ and the right column on S− by multiplication. Re-
membering that γ acts by zero when the degrees do not match, we find γdb± =
γ∂b± + γ∂¯b± with square as stated. Since the Hodge * changes the sign of ∂¯bi we
find similarly that γdb± and γ∗db± anticommute. Finally, the other expressions
allow us to compute
γ◦γ(g+−⊗¯( )) = q
2b20+(1+q
3b0)(1+qb0)−[2]qq
2(1+qb0)b0 = 1, γ◦γ(g−+⊗¯( )) = q
2
where for example g+− is the Ω
1,0⊗¯Ω0,1 component of the metric. These combine
to the result stated. ⋄
The classical meaning of the γ relations stated is that in a local coordinate chart
the 2-dimensional cotangent space is spanned by db+, ∗db+, say, or (another chart)
with b−. We see that our γ operators in these directions mutually anticommute and
each square to a multiple of a q-deformation of the identity. The relation involving
the metric is a weak form of the Clifford relations involving the metric, as proposed
in [M2].
Proposition 5.5. Let D be the covariant derivative on S given by the q-monopole
as spin connection. We define the Dirac operator on Cq[S
2] by
∇/ = γ ◦D =
(
0 γ ◦ ¯
γ ◦  0
)
: S → S
where D = + ¯ according to the parts in Ω1,0 and Ω0,1. Then ∇/ is covariant under
the left coaction of Cq[SL2] and under local frame rotations C[t, t
−1]. Moreover,
for f = b−, 1 + [2]qb0, b+, we have
∇/
2
(fa) = q−1[2]q(f)a+


0
−q−1a
−q−1c,
∇/
2
(fb) = q−1[2]q(f)b+


0
qb
qd
∇/2(fc) = q−1[2]q(f)c+


a
qc
0,
∇/2(fd) = q−1[2]q(f)d+


−q2b
−q3d
0.
Proof. If σ ∈ S− then γ(Dσ) = γ(σ) ∈ S+ etc., giving the stated form of ∇/ on
S− ⊕ S+. The space S− viewed as the degree 1 subspace of Cq[SL2] is spanned
over Cq[S
2] by a, c. These are not linearly independent but obey the relations
b+a− (1 + qb0)c = 0, b0a− q
2b−c = 0
as used in the projector [HM]. The covariant derivative on such sections is known
already from [BM1] and takes the form
Da = da−ae0 = qbe+ = q−1∂b0.a−q∂b−.c, Dc = dc−ce
0 = qde+ = ∂b+.a−q∂b0.c
by similar computations as in Theorem 5.1. We omit writing the basis of the degree
-1 left comodule V = C in view of our identifications. Then
∇/a = γ(bde+⊗¯a)− qγ(b2e+⊗¯c) = bda− qb2c = b.
By such calculations, one has
(27) ∇/a = b, ∇/c = d, ∇/b = qa, ∇/d = qc
where b, d ∈ S+ and a, c ∈ S−.
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For ∇/
2
we note the Leibniz rule for any σ ∈ S− (say) and f ∈ Cq[S
2],
(28) ∇/(fσ) = f∇/σ + γ(∂f⊗¯σ) = f∇/σ + fiγ(∂bi⊗¯σ)
where ∂f = fi∂bi (sum over i = −, 0,+) say. We similarly write ∂¯f = fi∂¯bi and
have a similar expression for the Liebniz property on S+. We choose the coefficients
fi from a fixed expansion df = fidbi (they are not unique). Then
∇/2(fσ) = f∇/2σ + fiγ(∂¯bi⊗¯∇/σ) + γ(∂¯fi⊗¯γ(∂bi⊗¯σ)) + fi∇/ ◦ γ(∂bi⊗¯σ).
From Theorem 5.1 we have
∇∂f = ∂¯fi⊗¯∂bi + fi∇∂bi = ∂¯fi⊗¯∂bi + fi[2]qbig−+ + f0g−+
which combined with Lemma 5.4 gives the third term of ∇/2 as
γ ◦ γ(∇∂f⊗¯σ)− (q2fi[2]qbi + q
2f0)σ.
Meanwhile direct computation gives
∇/ ◦ γ(∂bi⊗¯σ) = ∇/




b2
db
d2
.σ

 = (q2[2]qbi + q2δi,0)σ
at least when σ = a, c. Hence
∇/
2
(fa) = qfa+ fiγ(∂¯bi⊗¯b) + γ ◦ γ(∇∂f⊗¯a)
and similarly for ∇/
2
(fc). Computing the middle terms, we find
∇/
2
(fa) = qfa+ q−1fibia− q
−1f+c+ γ ◦ γ(∇∂f⊗¯a)
∇/
2
(fc) = qfc+ q−1fibic+ f−a+ f0c+ γ ◦ γ(∇∂f⊗¯c)(29)
for all f ∈ Cq[S
2]. There are similar formulae for ∇/2(fb),∇/2(fd). The particular
cases of f stated then follow using Theorem 5.1 or (22) and γ ◦ γ(g⊗¯( )) from
Lemma 5.4. We recognise the action of the Laplacian from Proposition 4.4. One
may also obtain these particular cases by rather tedious direct computation, first
finding
∇/(bia) = q[2]qbib+


0
qb
d,
∇/(bib) = [2]qbia+


0
0
−q−1c
∇/(bic) = q[2]qbid+


−qb
0
0,
∇/(bid) = [2]qbic+


a
c
0.
where the cases are as bi = b−, b0, b+. ⋄
The formulae for ∇/2 are examples of ‘Lichnerowicz type’ formulae, where relative
to a chosen (holomorphic or antiholomorphic) section, it is given by the scalar
Laplacian from Proposition 4.4 plus an additional term, which we think of as some
form of ‘scaler curvature’. Let us also comment that our Dirac operator comes with
a Z2 grading in the splitting S = S− ⊕ S+ and ∇/ anticommutes with the grading.
Also, from (28) and its cousin on S+, we have
(30) [∇/, fˆ ] = γdf , ∀f ∈ Cq[S
2]
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where fˆ denotes f acting on S by left multiplication, so that ∇/ does allow one
to recover the d of the calculus at the algebraic level. Thus we have some of the
features of a spectral triple[Co] although not fitting precisely into that setting. On
the other hand, our ∇/ naturally deforms the geometrical Dirac operator on the
classical sphere and is motivated in that way rather than by such axioms. Also, it
is not hard to exhibit some eigenfunctions of ∇/. From the proof of Proposition 5.5,
we have
(31) ∇/
(
±q
1
2 a
b
)
= ±q
1
2
(
±q
1
2 a
b
)
, ∇/
(
±q
1
2 c
d
)
= ±q
1
2
(
±q
1
2 c
d
)
as solutions of the massive Dirac equation.
Finally, let us note that unlike the cotangent bundle, the spinor bundle is trivial.
Both are trivial in K-theory having zero total monopole charge (see [HM]).
Proposition 5.6. Let e =
(
−q−1b0 qb−
−b+ 1 + qb0
)
. Then
S−∼=Cq[S
2]⊕2(1− e), S+∼=Cq[S
2]⊕2e, S∼=Cq[S
2]⊕2.
The covariant derivative and Dirac operators in the trivialisation are
D = d + (de)e− ede.
∇/ = λq + λq−1(
←
∂ ibi)(1 + (q
4 − 1)e)
+λq2
( ←
∂ 0 q
−1
←
∂+
−
←
∂− 0
)
e− λ
(
0 q−1
←
∂+
−
←
∂− −
←
∂ 0
)
(1− e)
acting on row 2-vectors, where df = (f
←
∂ i)dbi (sum i = −, 0,+) and λ = q
− 12 .
Proof. The projection for one half, the bundle S+, say, was obtained in [HM] with
the universal calculus and this is our starting point. Our observation is that the
projector for the other half of the spinor space is just given by the complementary
projection. We then verify the desired properties directly. As spanning set for
S−,S+ we take the column vectors
(
a
c
)
and
(
b
d
)
respectively (these should not
be confused with the S− ⊕ S+ column vectors above). We verify that
e
(
a
c
)
= 0, D
(
a
c
)
= −∂e
(
a
c
)
= −ede
(
a
c
)
(1− e)
(
b
d
)
= 0, D
(
b
d
)
= ∂¯e
(
b
d
)
= −(1− e)d(1− e)
(
b
d
)
using the comutations above for D and the relations (17) to find ∂e = ede and
∂¯e = −(1− e)d(1 − e) = (de)e.
The map Cq[S
2]⊕2 → S+ is given by (f, g) 7→ fb + gd = (f, g)e
(
b
d
)
. Simlarly
for S− with 1− e. Since given by complementary projectors, we see that together
these maps trivialise S. Let us write this explicitly as the combined map
(f, g) 7→ (f, g)
(
a+ λb
c+ λd
)
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viewed in S ⊂ Cq[SL2]. The a, c have different degrees from b, d so any nonzero
value of λ will do and yield an isomorphism. Noting that
∂e
(
b
d
)
= ∂¯e
(
a
c
)
= 0
allows us to combine the expressions for D according to
D((f, g)
(
a+ λb
c+ λd
)
) = (df, dg)⊗¯
(
a+ λb
c+ λd
)
− (f, g)(ede − (de)e)
(
a+ λb
c+ λd
)
.
In view of the isomorphism, one can view this as an operator on (f, g) which is as
stated with d and matrix multiplication acting from the right (this is inevitable in
our conventions).
For the Dirac operator we use the Leibniz formula (28) and set λ = q−
1
2 so that
a+ λb, c+ λd are eigenvectors of ∇/. Then
∇/((f, g)
(
a+ λb
c+ λd
)
) = γ(df,dg)(
(
a+ λb
c+ λd
)
) + λ−1(f, g)
(
a+ λb
c+ λd
)
.
By similar methods as in the proof of Proposition 5.5, we write df = fidbi and
take these coefficients also for expansions of ∂f, ∂¯f . Then
γ(df,dg)(
(
a+ λb
c+ λd
)
) = (fi, gi)bi
(
q2b+ λq−1a
q2d+ λq−1c
)
+(qf0−qg−, f+)
(
b
d
)
+λ(g−,−q
−1f++g0)
(
a
c
)
.
By inserting an e in front of
(
b
d
)
and (1− e) in front of
(
a
c
)
, we can write this as
a certain operation on (f, g) followed by dot product with
(
a+ λb
c+ λd
)
, which gives
the ∇/ stated. Here
←
∂ i denotes the right-acting operator which assigns our chosen
coefficients fi to f and gi to g. The last two terms of ∇/ (the displayed matrix
terms) can be combined as
λ
(
−q
←
∂ 0b0 − [2]q
←
∂+b+ q
3
←
∂ 0b− + q
←
∂+(1 + [2]qb0
←
∂ 0b+ +
←
∂−(1 + [2]qb0) −q
2[2]q
←
∂−b− − q
←
∂ 0b0
)
.
This part alone is not well-defined (recall that the chosen coefficients of df, dg are
not unique) but the entire ∇/ is well-defined and independent of the choice, as it
must be since ∇/ exists geometrically on the bundle S. ⋄
It remains to make some remarks about the classical limits. Setting q = 1 we
have
∇/q=1 = 1+
( ←
∂−b− −
←
∂+b+
←
∂ 0b− +
←
∂+(1 + 2b0)
←
∂ 0b+ +
←
∂−(1 + 2b0)
←
∂+b+ −
←
∂−b−
)
= 1− ıσ ·
←
∂ ×
←
x
when we shift to usual x, y, z coordinates related (say) as b± = ±(x ± ıy) and
b0 = z − 12 , corresponding to a sphere of radius 1/2 embedded in R
3. Changing
variables to
←
∂ = (
←
∂ x,
←
∂ y,
←
∂ z) (so that
←
∂± = ±
1
2 (
←
∂ x ∓ ı
←
∂ y) and
←
∂ 0 =
←
∂ z) gives ∇/
as stated in terms of the usual Pauli matrices and the vector
←
x = (x, y, z) acting by
right multiplication. This expression makes sense on functions on R3 but vanishes
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on functions that depend only on the radius, and hence descends to functions on
S2. Incidentally, as is well-known, ∇/
2
= ∇/+ where
 = (
←
∂ ·
←
x)2 +
←
∂ ·
←
x − (
←
∂ ·
←
∂ )(
←
x ·
←
x)
(an easy computation) and one may check that  defined on the ambient R3 again
descends to S2 and is indeed the classical limit of the Laplace operator in Proposi-
tion 4.4 under the same change of classical coordinates and
←
x ·
←
x = 1/4. Obviously
all operations here may be reformulated acting from the left as more usual.
Appendix A. Geometrical q-Borel-Weil-Bott construction
The Borel-Weil-Bott construction in classical representation theory constructs
irreducible representations of a compact Lie group G as follows. From the bundle
G→ G/T (where T is the maximal torus) and an irreducible representation V of T
(given by a character) we construct the associated bundle E = G×T V over G/T .
Its space of sections E still carries a representation of G acting on G/T from the left
and lifted to an action on E by a certain connection. This space is, however, much
too big to be an irreducible representation. From the point of view of ‘geometric
quantization’ one must choose a polarization. A natural approach here is to use
the complex structure on G/T and take the holomorphic sections Ehol. These are a
much smaller space and form an irreducible representation of G. We refer to [GZ]
for an excellent account of the classical situation from this point of view and of the
quantum case from a representation theoretic (but not really geometric) point of
view. On the other hand, in the course of understanding the geometry of the q-
sphere, we have now obtained all the ingredients for the quantum group geometrical
version of this construction. We outline this application in this appendix. The full
details and generalisation from Cq[SL2] to other quantum groups will be addressed
elsewhere.
Indeed, this remark is about the monopole associated bundles and their covariant
derivatives as we have already used for charges ±2,±1. Now we consider general
E−n = (Cq[SL2]⊗V )
C[t,t−1] where V = C.v is the right comodule defined by ∆Rv =
v⊗ t−n. This is 1-dimensional so that En = Cq[SL2]n.v, i.e. isomorphic to the
degree n component. As such E−n also carries the left coaction of Cq[SL2] given by
restricting the coproduct since this respects the degree (the coaction on degree 0
was already used in (16)). Let D be the usual covariant derivative for the monopole
connection. We say that a section σ ∈ E−n is holomorphic if
(32) Dσ ∈ Ω1,0⊗¯E−n.
In other words, if we write D =  + ¯ for the Ω1,0 and Ω0,1 parts then we require
¯σ = 0.
Proposition A.1. The space of holomorphic sections Ehol−n of the charge −n q-
monopole bundle contains the standard n+1-dimensional corepresentation of Cq[SL2].
Proof. Here n ≥ 0. The standard n + 1-dimensional corepresentation of Cq[SL2]
corresponds to the q-deformation of the standard n + 1-dimensional irreducible
representation of SL2 and is given by
(33) {csat | s+ t = n, s, t ≥ 0}.
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These are all in the degree n component of Cq[SL2] and form a left corepresentation
via the restriction of the coproduct. We verify that as such, they are homomorphic.
Indeed, as in the computation for Theorem 5.1, we compute
dcs = [s; q2]cs−1(ce0 + qde+), dat = [t; q2]at−1(ae0 + qbe+)
as easily proven by induction. Then
d(csat) = [n; q2]csate0 + qtcs−1at−1(q[s; q2] + [n; q2]bc)e+
by the Leibniz rule. Hence using (13) we have
D(csat) = d(csat)− csatω(tn) = qtcs−1at−1(q[s; q2] + [n; q2]bc)e+.
The expressions are slightly simpler when s = 0 or t = 0. Next, we move cs−1at−1
to the far right and use (21) to see that D(csat) ∈ Ω1,0⊗¯E−n by the same argument
as in the proof of Theorem 5.1. Hence these elements are holomorphic as claimed.
⋄
Conversely, if f ∈ Cq[S
2] and σ ∈ Ehol−n then D(fσ) = df⊗¯σ + fD(σ) means
that fσ cannot be holomorphic unless ∂¯f = 0 which, as explained in Section 4
(at least for generic q), means f a multiple of 1. This reminds us that Ehol−n is in-
deed a complex vector space but not a Cq[S
2]-module. As such we have seen that
it contains span{csat}, which are linearly independent over C and give the usual
n+1-dimensional corepresentation. On the other hand, since the dimension of Ehol−n
classically is n + 1, this should also be true for generic q (since all our structures
deform with classical dimensions). In this case, by dimensions, Ehol−n = span{c
sat}
i.e. not only contains but coincides with the q-deformed n+ 1-dimensional corep-
resentation of Cq[SL2]. This outlines a geometric proof of the q-Borel-Weil-Bott
construction.
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