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Abstract
Lagrangian transport schemes have proven to be useful tools for modelling strato-
spheric trace gas transport since they are less diﬀusive than classical Eulerian schemes
and therefore especially well suited for maintaining steep tracer gradients as ob-
served in the atmosphere. Here, the implementation of the full-Lagrangian trans-
port core of the Chemical Lagrangian Model of the Stratosphere (CLaMS) in the
ECHAM/MESSy Atmospheric Chemistry model (EMAC) is presented. A ten-year
time-slice simulation was performed to evaluate the coupled model system
EMAC/CLaMS. Simulated zonal mean age of air distributions were compared to
the age of air derived from airborne measurements, showing the expected charac-
teristics of the stratospheric circulation. Climatologies of long-lived tracers (CFC-11
(CCl3F), CFC-12 (CCl2F2), CH4, N2O) were calculated using the standard ﬂux-form
semi-Lagrangian transport scheme (FFSL) in EMAC, as well as the new CLaMS La-
grangian transport scheme. The climatologies were compared both to each other
and also to satellite measurements of trace gases. The diﬀerences in the resulting
tracer distributions are most pronounced in the regions of strong transport barri-
ers, namely the edge of the tropical pipe, the tropopause, and the edge of the polar
vortex. These regions were analysed in detail and show improved results using the
Lagrangian transport scheme, with stronger gradients at the respective transport
barriers. The analyses of various trace gases and age of air in the polar vortex re-
gions shows that the CLaMS Lagrangian transport scheme produces a stronger, more
realistic transport barrier at the edge of the polar vortex than the FFSL transport
scheme of EMAC. Diﬀerences in simulated age of air are in the range of up to one
year in the Arctic polar vortex in late winter/early spring. The newly coupled model
system EMAC/CLaMS thus constitutes a suitable tool for future model studies, e.g.
for the simulation of polar ozone depletion, based on a sophisticated stratospheric
tracer transport.
Zusammenfassung
Lagrangesche Transportschemata sind besonders gut für die Simulation von strato-
sphärischen Spurengasen geeignet, da sie die numerische Diﬀusion, die notwendi-
gerweise in klassischen Eulerischen Modellen auftritt, deutlich reduzieren. So ist es
möglich, starke Gradienten an Transportbarrieren aufrecht zu erhalten, so wie sie in
der Atmosphäre beobachtet werden. Diese Arbeit präsentiert das neu entwickelte,
gekoppelte Modell EMAC/CLaMS, bestehend aus dem Lagrangeschen Transport-
schema aus dem Chemical Lagrangian Model of the Stratosphere (CLaMS) integri-
ert in das Chemie-Klima-Modell ECHAM/MESSy Atmospheric Chemistry Model
(EMAC). Zur Validierung dieses Modellsystems werden Ergebnisse aus einem Zeit-
scheibenlauf über 10 Jahre analysiert. Modellierte und aus Messungen bestimmte
Verteilungen des Alters der Luft werden miteinander verglichen und die gute Übere-
instimmung zeigt, dass die stratosphärische Zirkulation im Modell insgesamt gut
wiedergegeben wird. Klimatologien für langlebige Spurengase wie CFC-11 (CCl3F),
CFC-12 (CCl2F2), CH4 und N2O) wurden sowohl für das neue Lagrangesche CLaMS
Transportschema, als auch für das Standard Semi-Lagrangesche Transportschema in
Flussform (FFSL) erstellt. Diese Klimatologien werden miteinander und mit Spuren-
gasklimatologien aus Satellitenmessungen verglichen. Die größten Unterschiede zwis-
chen beiden Transportschemata zeigen sich in Regionen, in denen sich starke atmo-
sphärische Transportbarrieren beﬁnden, das heißt am subtropischen und polaren Jet,
sowie an der Tropopause. Eine Analyse dieser Regionen zeigt, dass das Lagrangesche
Transportschema hier verbesserte, d.h. stärkere Gradienten in den Spurengasverteilun-
gen aufweist. Am Beispiel des Polarwirbels wird gezeigt, dass die stärkere und real-
istischere Transportbarriere mit dem Lagrangeschen Transportschema zu Altersun-
terschieden von bis zu einem Jahr im Arktischen Polarwirbel führt. Insgesamt zeigt
die vorliegende Arbeit, dass das neue gekoppelte Modell EMAC/CLaMS realistische
stratosphärische Spurengasverteilungen simuliert und daher für zukünftige Modell-
studien verwendet werden kann.
Contents
1 Introduction 1
2 Model description 9
2.1 The Lagrangian chemistry transport model CLaMS . . . . . . . . . . 9
2.1.1 Trajectory calculation . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 The chemistry climate model EMAC . . . . . . . . . . . . . . . . . . 14
2.2.1 The climate model ECHAM5 . . . . . . . . . . . . . . . . . . 15
2.2.2 The MESSy interface structure . . . . . . . . . . . . . . . . . 16
2.3 The coupled model system EMAC/CLaMS . . . . . . . . . . . . . . 17
2.4 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Vertical velocity 21
3.1 Diabatic vertical velocity in EMAC/CLaMS . . . . . . . . . . . . . . 21
3.2 Kinematic vertical velocity in EMAC-FFSL . . . . . . . . . . . . . . 26
3.3 Transformed Eulerian mean . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 Comparison of diabatic and kinematic velocities . . . . . . . . . . . . 31
4 Tropical upwelling and subtropical jet 43
vi CONTENTS
4.1 N2O in the tropical pipe . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 The quasi-biannual oscillation (QBO) . . . . . . . . . . . . . . . . . . 50
4.3 Subtropical jet and extratropical tropopause . . . . . . . . . . . . . . 53
5 Representation of polar vortices 59
5.1 Antarctic polar vortex . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Arctic polar vortex . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6 Zonal mean climatologies 71
6.1 Age of air . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 N2O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Zonal mean trace gas climatologies . . . . . . . . . . . . . . . . . . . 83
6.4 Lifetime estimates for CFC-12 . . . . . . . . . . . . . . . . . . . . . . 84
7 Conclusions 89
A MESSy submodels used in the simulation 93
B Boundary conditions for chemical tracers 95
C Correlation functions for the initialisation of CFC-12 97
Bibliography 97
CHAPTER 1
Introduction
Climate aﬀects many aspects of human life, such as energy use and natural resources,
human and ecosystem health, economies, and national and international policies.
Since the 1950s, many changes in the climate system have been observed, in particular
a warming of the atmosphere and ocean, a rise in sea level, and increasing greenhouse
gas concentrations [IPCC , 2013]. Profound, reliable scientiﬁc information about
climate change is important for the dicision making process for governments and
people.
Numerical models are essential tools in climate research since they are the only way to
produce projections of future climate evolution. The algorithms of climate models
comprise the current knowledge of the Earth climate system. Developing climate
models aims at a better understanding of relevant processes, a better representation
of these processes in models, and at improved projections of future climate.
Chemistry climate models (CCMs) allow, in addition to atmospheric dynamics,
transport and chemistry of chemical tracers to be described from the surface to
the stratosphere and above. CCMs are key tools for projections of the future de-
velopment of the stratosphere and in particular of the stratospheric ozone layer
[e.g., Eyring et al., 2005; WMO , 2011; IPCC , 2013]. Furthermore, such models
are important for climate modelling because they are able to describe the impact of
stratospheric change such as ozone depletion on tropospheric climate and to simulate
the atmospheric response to tropospheric perturbations [Shaw and Shepherd , 2008;
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Figure 1.1: Schematic of the stratospheric circulation. Bold, white arrows display
the Brewer-Dobson-Circulation. Red, wavy arrows indicate mixing processes and
horizontal, isentropic transport. The turquoise bars in the stratosphere mark the
transport barriers at the edges of the tropical pipe and of the polar vortex. Figure
taken from Bönisch et al. [2011].
Thompson and Solomon, 2002; Son et al., 2008]. Without including the interac-
tion between stratospheric change and tropospheric response in the models, reliable
projections of tropospheric climate change are impossible.
A schematic of transport processes in the stratosphere is presented in Fig. 1.1. The
long-term stratospheric circulation (Brewer-Dobson-Circulation) is composed of an
upwelling in the tropics and a downwelling in the extratropics. Mixing on short time
scales occurs primarily on isentropic surfaces in the mid-latitudes in the so-called
surfzone (see horizontal, wavy arrows in Fig. 1.1). Certain transport barriers are
present in the stratosphere, namely at the tropopause, at the edges of the tropical
upwelling region, and at the edge of the polar vortex in the winter hemisphere.
3Figure 1.2: Sensitivity of surface temperature to the altitude and latitude of (left)
ozone, (middle) water vapour, and (right) methane changes. Filled contours show rel-
ative impact on surface temperature, measured as radiative eﬀect, from either (top)
unit mass increases or (bottom) percentage increases applied at individual latitudes
and altitudes (1 km thick layers). For each trace gas the calculated radiative eﬀects
have been normalised to the respective maximum value. Red tones are indicative of
warming, blue tones indicate cooling. Figure taken from Riese et al. [2012].
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For the description of surface climate change and its decadal variability it is impor-
tant for the model to have an accurate description of water vapour in the upper
troposphere/lower stratosphere (UTLS) region [Solomon et al., 2010; Riese et al.,
2012]. Other trace gases are important as well. The impact of changes in ozone,
water vapour and methane in the UTLS region is illustrated in Fig. 1.2. Clearly,
the radiative eﬀect per unit mass change of these trace gases is largest around the
tropopause. Thus, in a climate simulation, small uncertainties in mixing ratios of
these species in the UTLS region lead to large uncertainties in radiative forcing. For
this reason it is very important to have an accurate representation of the UTLS
region in climate models.
However, when tested in a process focussed manner against observations, simulations
of CCMs still show several important deﬁcits [SPARC , 2010]. In particular, a good
representation of transport in the vicinity of strong tracer gradients (e.g. tropopause,
polar and subtropical jet) is a challenge for the transport schemes of CCMs [e.g.
SPARC , 2010; Strahan et al., 2011]. Moreover, the velocity of upward transport
throughout the stratosphere is insuﬃciently known, which constitutes an important
obstacle for a description of the Brewer-Dobson-Circulation and its change with
climate change [Schoeberl et al., 2012; Ploeger et al., 2012b; Randel and Jensen,
2013].
In studies using chemistry transport models (CTMs) and CCMs, the Lagrangian con-
cept of transport has been proven to be successful [e.g., McKenna et al., 2002a, b;
Konopka et al., 2004; Stenke et al., 2009; Wohltmann and Rex , 2009] in overcom-
ing the inherent numerical diﬀusivity of Eulerian transport schemes. In a pure La-
grangian transport scheme, transport of chemical tracers is described by an ensemble
of air parcels that move along trajectories. These trajectories are calculated based
on prescribed wind ﬁelds. The advantage of this transport representation is that the
advection is non-diﬀusive and therefore very good in maintaining transport barriers
and the assiciated trace gas gradients in simulations of atmospheric trace species.
Figure 1.3 illustrates the general diﬀerence between Lagrangian and semi-Lagrangian
transport schemes. In a semi-Lagrangian or in a Eulerian scheme, the data points
are located on a ﬁxed grid structure (left panel of Fig. 1.3). At the end of each
time step, values for tracer mixing ratios have to be interpolated to the grid point
locations. This interpolation causes numerical diﬀusion since the tracer mixing ratio
at each grid point is the weighted mean of the surrounding grid box. In contrast,
in a full Lagrangian transport scheme (right panel in Fig. 1.3), data points are air
parcels that may freely move since they are not bound to a ﬁxed grid. During this
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Figure 1.3: Schematic of semi-Lagrangian (left) and full-Lagrangian (right) trans-
port. Data points are indicated by black dots, and positions after advection by open
circles. The stratospheric circulation is visualised by pink arrows. Black dashed lines
indicate the model grid in the Eulerian representation and the distance to the nearest
neighbouring air parcels in the Lagrangian representation. Courtesy of P. Konopka.
transport time step all air parcels maintain their properties, in particular the mixing
ratio of a chemical tracer. Thus, no interpolation is required for the advection part
of a full-Lagrangian transport scheme.
The present work describes the integration of the transport core of the Chemical
Lagrangian Model of the Stratosphere [CLaMS, McKenna et al., 2002a, b] into the
chemistry climate model ECHAM/MESSY Atmospheric Chemistry model [EMAC,
Jöckel et al., 2005, 2010]. CLaMS is especially designed for simulations of the strato-
sphere and the UTLS region. There are two main diﬀerences between the CLaMS
transport scheme and the standard ﬂux-form semi-Lagrangian transport scheme in
EMAC [Lin and Rood , 1996]: First, CLaMS provides a full-Lagrangian transport
scheme which has the advantage of being non-diﬀusive, as described above. The
second diﬀerence is the choice of the vertical coordinate [Kasahara, 1974] and thus
the representation of vertical velocities. As most CCMs, EMAC employs a pressure-
based grid structure. The vertical velocities for tracer transport in EMAC are calcu-
lated by the transport scheme as a residual from the horizontal ﬂux divergence using
the continuity equation [Lin, 2004]. In contrast, CLaMS vertical coordinates in the
stratosphere are deﬁned on levels of constant potential temperature, and thus ver-
tical velocities are derived from diabatic heating rates due to radiation, latent heat
release, and other diabatic processes like turbulent mixing [Konopka et al., 2012].
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The approximate adiabatic nature of atmospheric large-scale motion such as plane-
tary wave propagation, with the ﬂow mainly being along isentropic surfaces, should
favour the diabatic approach based on the isentropic coordinate system [Mahowald
et al., 2002].
A diﬀerent Lagrangian transport model [Atmospheric Tracer Transport in a La-
grangian Model (ATTILA), Reithmeier and Sausen, 2002] has also been coupled to
the ECHAM climate model. Stenke et al. [2008] show that the wet bias in strato-
spheric water vapour could be signiﬁcantly reduced using the Lagrangian transport
scheme ATTILA. In Stenke et al. [2009], this coupled model was expanded to a chem-
istry transport model. The Cly simulation could be improved considerably in this
coupled model compared to the previously used semi-Lagrangian transport scheme.
Although ATTILA and CLaMS are both Lagrangian transport schemes, they diﬀer
in many respects, e.g. the air parcel deﬁnition. In CLaMS, the air parcels are small
data points which transport mixing ratios of chemical tracers that are representative
of the surrounding air. In contrast, in ATTILA an air parcel represents a speciﬁed
air mass. As there are no isolated air parcels in reality, mixing has to be included
in Lagrangian transport models. The mixing algorithms also diﬀer between CLaMS
and ATTILA. In ATTILA, mixing is realised through nudging towards the mean
value in the grid box in which the Lagrangian air parcels are located at the mixing
time step, while in CLaMS mixing is dependent on the ﬂow deformation.
The purpose of this thesis is to introduce and to evaluate the new coupled model
system EMAC/CLaMS. The impact of the Lagrangian transport on trace gas dis-
tributions is investigated and the results are compared to those calculated with the
standard ﬂux-form semi-Lagrangian transport scheme in EMAC.
Outline
The next chapter introduces the chemistry transport model CLaMS and the chem-
istry climate model EMAC. In particular, the coupling strategy via the interface
structure Modular Earth Submodel System (MESSy) is explained here. The end
of Chapter 2 describes the setup used for the ten-year time-slice simulation in this
study.
Chapter 3 contains a discussion of diﬀerent representations of vertical velocity. The
kinematic vertical velocity that drives transport in the standard ﬂux-form semi-
Lagrangian (FFSL) transport scheme, and the diabatic vertical velocity that is used
in the CLaMS Lagrangian transport scheme are described. By applying the Trans-
7formed Eulerian mean [TEM, Andrews et al., 1987] to the kinematic vertical velocity
ﬁelds, the latter can be compared to the zonal mean diabatic vertical velocities. Cli-
matologies of both kinematic and diabatic vertical velocities in EMAC are presented.
The following chapters focus on the representation of regions in the vicinity of strato-
spheric transport barriers where strong gradients in the tracer distributions are ex-
pected.
Chapter 4 analyses the representation of the tropical upwelling region and the sub-
tropical transport barrier using N2O distributions. The inﬂuence of the quasi-
biannual oscillation [QBO, Baldwin et al., 2001] on trace gas anomaly patterns
is discussed. The impact of transport barriers at the subtropical jet stream and the
extratropical tropopause on age of air is demonstrated.
Chapter 5 presents an analysis of the Arctic and Antarctic polar vortex regions in the
simulation using FFSL and CLaMS as two diﬀerent transport schemes. Simulated
age of air and trace gas distributions from both transport schemes are compared to
each other and are validated with measurement climatologies.
In Chapter 6, zonal mean trace gas and age of air climatologies are presented. Dif-
ferences between climatologies derived with the FFSL transport scheme and clima-
tologies derived with the new CLaMS Lagrangian transport scheme are analysed.
The climatologies from the simulation are compared to satellite measurements. As
an example for an application of trace gas climatologies, relative lifetimes of CFC-12
and CFC-11 are derived based on the results of the model simulation. Summary and
conclusions are presented in Chapter 7.
Publications
The results of this work will be reported in a number of publications, two of which
are in a rather advanced state. The details of the implementation of the Lagrangian
transport core into the CCM EMAC is described in:
C. M. Hoppe, L. Hoﬀmann, P. Konopka, J.-U. Grooß, F. Ploeger, G. Günther,
P. Jöckel, and R. Müller: The implementation of the CLaMS Lagrangian transport
core into the chemistry climate model EMAC2.40.1: Application on age of air and
transport of long-lived trace species, Geosci. Model Dev. Discuss., 7, 1759-1790,
2014
A further, important result of this thesis was the information of stratospheric degra-
dation of CFC-11 and CFC-12 in the simpliﬁed chemistry scheme of CLaMS and the
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resulting analysis of CFC-11 and CFC-12 lifetimes, which are a contribution to:
L. Hoﬀmann, C. M. Hoppe, R. Müller, G. S. Dutton, J. C. Gille, S. Griessbach, A.
Jones, C. I. Meyer, R. Spang, C. M. Volk, and K. A. Walker: Stratospheric lifetime
ratio of CFC-11 and CFC-12 from satellite and model climatologies, in preparation
for Atmos. Chem. Phys.
CHAPTER 2
Model description
2.1 The Lagrangian chemistry transport model CLaMS
The Chemical Lagrangian Model of the Stratosphere (CLaMS), a modular chemistry
transport model (CTM), is introduced in this section. The model is described in more
detail elsewhere [e.g., McKenna et al., 2002a, b; Konopka et al., 2004; Grooß et al.,
2011; Konopka et al., 2012]. CLaMS comprises three main modules for Lagrangian
advection, mixing, and stratospheric chemistry, as well as several other modules for
the simulation of various physical and chemical processes in the atmosphere. Due to
its full-Lagrangian transport scheme, CLaMS is especially well suited for maintaining
atmospheric transport barriers, in particular at the edges of the tropical pipe and
the polar vortex [e.g., Steinhorst et al., 2005; Günther et al., 2008; Konopka et al.,
2010; Ploeger et al., 2013].
Figure 2.1 shows an example for the distribution of CLaMS air parcels in the UTLS
region. It is visible that the air parcels are not equally distributed, instead they
follow the wind ﬁeld. In the regions of the subtropical jet streams, where strong
temperature gradients are present, the air parcels follow the wavy structure of the
jet. In vicinity of the strong transport barrier at the subtropical jet in the winter
hemisphere (Northern hemisphere in the example shown in Fig. 2.1), the density of
air parcels is larger than in other regions. However, no big gaps occur in the air
parcel distribution, so that every region is represented in the model.
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Figure 2.1: CLaMS air parcels in the UTLS region, i.e. in the potential temperature
range from 380K to 420K at 6th Jan 2005, 0:00 UTC. The colour of the air parcels
denotes the temperature at the air parcel position. Temperatures range from 180K
(blue) to 230K (red).
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2.1.1 Trajectory calculation
The CLaMS trajectory module (TRAJ) performs the full-Lagrangian, non-diﬀusive,
three-dimensional advection of an ensemble of air parcels [Sutton et al., 1994]. The
numerical integration is based on a 4th-order Runge-Kutta scheme.
Required input ﬁelds are horizontal and vertical winds, e.g. from ERA-Interim re-
analysis products [Dee et al., 2011]. The representation of the vertical winds depends
on the choice of the vertical coordinate system. It is possible to use diﬀerent verti-
cal coordinates in CLaMS, e.g. potential temperature θ in which case vertical winds
would be determined as θ˙ = Q, with Q the diabatic heating rate. In this study,
the hybrid σ-θ coordinate ζ with ζ˙ as vertical velocity is used, as proposed by Ma-
howald et al. [2002]. The ζ-coordinate combines the terrain-following σ-coordinate
(σ = pps where ps is surface pressure) for the troposphere and the θ-coordinate for
the radiation-dominated stratosphere. ζ is deﬁned as follows:
ζ = θ f (σ) (2.1)
with
f (σ) =
sin(pi2 1−σ1−σr ) σ > σr1 σ ≤ σr (2.2)
The implementation of ζ as a vertical coordinate in CLaMS is described in detail
in Konopka et al. [2007, 2012]. In the present study, σr =
pr
ps
is used which means
that above the reference height pr (300 hPa in this study) ζ is equal to the potential
temperature θ.
2.1.2 Mixing
CLaMS includes a mixing module (MIX), so that air parcels are not completely
isolated and some exchange is allowed in situations where strong ﬂow deformation
is present in the atmosphere. This constitutes the irreversible part of the CLaMS
transport. The mixing of the air parcels in the CLaMS module MIX is controlled
by the horizontal strain and vertical shear of the wind ﬁeld [McKenna et al., 2002b;
Konopka et al., 2007]. The mixing routine is usually called every 24 hours after the
trajectory transport. One mixing event contains the following steps: First, discrete
vertical layers are deﬁned according to an entropy criterion such that each of those
layers contains approximately the same number of air parcels [for details see Konopka
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et al., 2007, 2012]. Second, the procedure that is illustrated in Fig. 2.2 is applied
separately in each layer: Nearest neighbours of each air parcel before the advection
are identiﬁed using Delaunay triangulation on a horizontal projection of the vertical
layer (left panel in Fig. 2.2). For this step, the former air parcel positions are needed.
The middle panel in Fig. 2.2 shows the wind ﬁeld that moved the air parcels during
the advection time step ∆t. In this particular case, a strong wind shear including a
shift in direction is present. The right panel in Fig. 2.2 shows the air parcel positions
after the advection. If the distance between two neighbouring air parcels after the
Lagrangian advection exceeds rc+, as deﬁned in Eq. (2.3), a new air parcel is inserted
in the middle. In the shown example, the distance between air parcels A and B has
become too large according to Eq. (2.3), so the air parcel D is inserted between them.
In cases where two air parcels are closer than rc−, they are merged such that they
form one new air parcel. The air parcels A and C are merged in this example. In
other cases, no mixing occurs. The critical radii rc± are deﬁned as follows:
rc± = r0 exp(±λc∆t) (2.3)
In Eq. (2.3), r0 is the mean horizontal distance of air parcels in the layer. The
critical Lyapunov exponent λc, a measure of the deformation in the ﬂow, determines
the mixing strength in the model. In CLaMS, mixing is triggered in regions where
the deformation is stronger than the critical deformation deﬁned by λc. The impact
of the uncertainty in the mixing strength is investigated in Konopka et al. [2004]
and Riese et al. [2012] through varying the parameter λc. The pure Lagrangian
trajectory advection is non-diﬀusive. The mixing adds some diﬀusion to the CLaMS
Lagrangian transport (i.e. advection and mixing). The advantage of the CLaMS
mixing procedure is that it is built in a physically-based manner, i.e. mixing occurs
in regions of strong ﬂow deformation and thus where it is expected in reality.
2.1.3 Chemistry
The original CLaMS version contains a detailed stratospheric chemistry scheme
[CHEM, McKenna et al., 2002a] involving around 150 species. The numerical solver
is based on the A Self-contained Atmospheric chemistry coDe [ASAD, Carver et al.,
1997]. A simpliﬁed version was used for coupling to a climate model since it is more
suitable for long-term simulations [Pommrich et al., 2014]. The simpliﬁed scheme
is called every 24 hours and uses daily-mean photolysis rates. It was used to inves-
tigate tropical upwelling by analysing the simulated CO pattern and its variability
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Figure 2.2: Schematic of the adative grid in the CLaMS mixing module. Air parcels
are represented by the black dots, and nearest neighbours are connected by thin
black lines. Unﬁlled dots in the right panel denote air parcels that are deleted by
the mixing algorithm, while green squares denote air parcels that are created by the
mixing algorithm. The left panel displays the position of the air parcels before the
advection, and the right panel the positions after the advection. The middle panel
shows the wind shear that triggers the mixing. Courtesy of P. Konopka.
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by Pommrich et al. [2014]. Additionally, the simpliﬁed chemistry scheme allows for
the reproduction of stratospheric loss of long-lived tracers (CCl3F (CFC-11), CCl2F2
(CFC-12), N2O, and CH4) and describes the water vapour production by methane-
oxidation.
The equations of the simpliﬁed chemistry scheme are designed to parametrise the
net result of reaction cycles and can not be written stoichiometrically correct. The
following parametrised chemical reactions are included in the chemistry algorithm
(for details see Pommrich et al. [2014]):
CO + OH −−→ CO2 + products (2.4)
CH4 + OH −−→ 2H2O + CO + products (2.5)
CH4 + O(
1D) −−→ 2H2O + CO + products (2.6)
CH4 + Cl −−→ 2H2O + CO + products (2.7)
N2O + O(
1D) −−→ products (2.8)
N2O + hν −−→ products (2.9)
CCl3F + hν −−→ products (2.10)
CCl2F2 + hν −−→ products (2.11)
O2 + hν( + 2 O2) −−→ 2O3 (2.12)
[O3 + OH −−→ HO2 + O2]× 0 (2.13)
[O3 + HO2 −−→ OH + 2O2]× 2 (2.14)
Reactions (2.12) to (2.14) describe the ozone chemistry in the lower stratosphere.
Through the parametrised reactions in the simpliﬁed chemistry scheme, the O3 bud-
get is well represented in the upper tropical tropopause layer and in the lower strato-
sphere [Ploeger et al., 2011, 2012a].
2.2 The chemistry climate model EMAC
The ECHAM/MESSY Atmospheric Chemistry model (EMAC) is a chemistry climate
model (CCM) that comprises the climate model ECHAM5 [Röckner et al., 2006] and
the interface structure Modular Earth Submodel System [MESSy, Jöckel et al., 2010].
MESSy provides a coupling interface structure for developing Earth system models
with the ﬂexibility to vary between many geophysical processes that are included as
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submodels. Thus, single process parametrisations can be easily switched on and oﬀ.
Additionally, for many processes, multiple parametrisation schemes are available in
MESSy, so that it is possible to select the parametrisation which is most suitable for
the current simulation.
MESSy includes various submodels, i.e. for tropospheric and middle atmosphere
processes, ocean modules, land surface interaction, and anthropogenic emissions.
The ﬁrst version of MESSy [Jöckel et al., 2006] was developed only for coupling
submodels with ECHAM5, whereas the second version [Jöckel et al., 2010] is also
suitable for other basemodels, e.g. regional weather forecast models. For the current
study, the MESSy version 2.40.1 was used.
2.2.1 The climate model ECHAM5
The present study uses the climate model ECHAM5 [Röckner et al., 2006] as base-
model in MESSy. This climate model is the ﬁfth generation of the atmospheric cir-
culation model ECHAM, which evolved from the spectral weather prediction model
developed by the European Centre for Medium-Range Weather Forecasts [ECMWF,
Simmons et al., 1989]. Roeckner et al. [2003] provide a detailed description of the
ECHAM5 model.
The dynamics in ECHAM5 is calculated using expansions of the meteorological prog-
nostic variables in spectral harmonics. The basic prognostic variables vorticity, di-
vergence, temperature, and surface pressure are calculated in the spectral represen-
tation. The advantage of the spherical representation is that the derivatives can be
solved analytically. Thus, the dynamical core calculates the coeﬃcients of a series of
truncated spherical harmonics.
For the interpretation of the model results, the variables derived in the spectral
representation have to be transformed to a gridpoint representation. The number
of basis functions in the spherical approach determines the horizontal resolution of
the model grid. In the present study, a truncation at wave number 42 is applied.
This corresponds to 64 associated Gaussian latitudes in the model grid, and 128
gridpoints in longitudinal direction, so that the horizontal resolution is about 2.8◦ in
latitude and longitude at the equator.
The parametrisations in ECHAM5, e.g. radiation and tracer transport are calculated
in the gridpoint representation.
For the vertical grid structure in ECHAM5, a hybrid σ-pressure coordinate is used.
The middle atmosphere version of ECHAM5 contains 90 vertical layers up to 0.01 hPa.
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The pressure at the model layer interfaces (`half-level') deﬁnes the vertical grid, such
that
pk+1/2 = Ak+1/2 +Bk+1/2 · ps. (2.15)
Here, k = 0, ...,NLEV is the index of the model layer. The constants Ak+1/2 and
Bk+1/2 deﬁne the vertical grid and are given by Roeckner et al. [2003]. In the lowest
model layers, a pure σ coordinate is used by setting Ak+1/2 = 0, while Bk+1/2 = 0
in the upper model layers deﬁnes a pure pressure coordinate. The pressure at the
model layer (`full-level') is deﬁned by
pk =
1
2
(pk−1/2 + pk+1/2). (2.16)
Thus, the pressure at a certain model level in ECHAM varies every timestep since it
is dependent on the current surface pressure.
In the standard ECHAM5 setup, tracers are transported using a ﬂux-form semi-
Lagrangian transport scheme. The method of Lin and Rood [1996] for the extention
of one-dimensional, ﬂux-form advection schemes to multidimensions is integrated
in ECHAM5. In the implementation of the scheme by Lin and Rood [1996] here,
the horizontal transport is performed using the piece-wise parabolic method [PPM,
Carpenter et al., 1990]. The vertical transport is based on the use of the Huynh/Van
Leer/Lin full monotonicity constraint [see Appendix B in Lin, 2004]. The vertical
velocities are calculated internally in the transport scheme from the horizontal ﬂux
divergence using the continuity equation.
2.2.2 The MESSy interface structure
This section provides a short description of the architecture of the MESSy interface.
A more detailed description is given in Jöckel et al. [2005, 2010]. The code of MESSy
is structured, such that each FORTRAN95 module is assigned to one of the following
four layers:
• The base model layer (BML): This part contains the source code of the base
model. This can be for instance a climate model (ECHAM5 in our study), a
simple boxmodel, or a regional weather forecast model.
• The base model interface layer (BMIL): This layer manages data input and
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output, and the communication between particular submodels and the base
model. Global variables are stored in special structures called `channel objects'.
• The submodel interface layer (SMIL): This part of the code connects particular
submodels to the BMIL. It sets pointers to the required global arrays in the
BMIL. The SMIL contains the calls of the respective submodel routines for the
initialization, time integration, and ﬁnalizing phase of the model.
• The submodel core layer (SMCL): The submodel source code is located in
the SMCL. Examples for submodels are parameterizations of gravity waves,
emissions of tracers or a mixed layer ocean.
MESSy includes a special submodel for dealing with atmospheric tracers. This sub-
model TRACER is described by Jöckel et al. [2008]. It provides a structure for
coupling diﬀerent external chemistry transport modules to a basemodel.
2.3 The coupled model system EMAC/CLaMS
The CLAMS main modules TRAJ, MIX, and CHEM were modiﬁed and integrated
as new submodels in the MESSy interface structure. Other submodels, e.g. for the
dehydration by cirrus cloud formation (CIRRUS) or for CLaMS boundary conditions
(BMIX) were also included. There are two ways to use these CLaMS submodels in
the MESSy interface (Fig. 2.3).
The ﬁrst option is to run the coupled version with the ECHAM5 basemodel (left box
in Fig. 2.3). In this case, CLaMS trajectories are driven by winds and heating rates
from ECHAM5. The heating rates result from several process parameterisations,
such as radiation, convection and clouds, gravity wave drag, and vertical diﬀusion.
The MESSy interface also provides the possibility for two-way-coupling between
processes. Thus, trace gas distributions derived by CLaMS could serve as input for
the EMAC radiation calculation.
The second possible basemodel is the new developed CLaMS basemodel (right box
in Fig. 2.3). Here, the meteorological input ﬁelds are read from external data ﬁles,
e.g., from ERA-Interim reanalysis data. Running the CLaMS basemodel delivers the
same result as the original uncoupled CLaMS model. Technically, the new CLaMS
basemodel replaces a shell script that is used to run the original version of CLaMS.
The single modules of the original version are represented as individual Fortran90
programs, which are started by the script. In the original version, data exchange
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Figure 2.3: Schematic of the CLaMS modules integrated in the MESSy interface.
between the modules is achieved through NetCDF ﬁles. In contrast, in the MESSy
version, the communication between the diﬀerent modules is carried out via the
interface structure in the BMIL, therefore no external data ﬁles and no ﬁle I/O are
required for the communication between processes.
2.4 Simulation setup
This chapter presents example results of a ten-year time-slice simulation with the cou-
pled EMAC/CLaMS model. In this simulation, two transport schemes were applied
in parallel to describe the transport of two similar tracer sets. Tracer distributions
calculated with the CLaMS full-Lagrangian transport scheme are compared to tracer
ﬁelds derived from the ﬂux-form semi-Lagrangian transport in EMAC. The transport
with the full-Lagrangian transport scheme will be termed `EMAC/CLaMS', and the
one using the ﬂux-form semi-Lagrangian transport will be denoted `EMAC-FFSL'.
For this study, a ten-year time-slice simulation was performed with boundary con-
ditions representing the year 2005. The underlying climate simulation was a free
running ECHAM5 simulation without nudging to observations. The sea surface
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temperature and sea ice concentration boundary conditions are taken from the At-
mospheric Model Intercomparison Project [AMIP II, Hurrell et al., 2008] climatology.
The horizontal resolution is T42, which corresponds to a Gaussian grid with grid-
boxes of approximately 2.8◦ in latitude and longitude (≈ 300 km at the equator).
The grid has 90 vertical levels from the surface up to 0.01 hPa (≈ 80 km). The ex-
tent of the vertical levels (in km) is not equally distributed, instead it increases with
altitude.
A group of chemical tracers is set up for each of the two transport schemes EMAC-
FFSL and EMAC/CLaMS. The tracers include species for the simpliﬁed CLaMS
chemistry scheme, as described in Pommrich et al. [2014]. The initial and boundary
values for the tracer ﬁelds are taken from a climatological simulation with the uncou-
pled CLaMS model [Pommrich et al., 2014] driven by ERA-Interim meteorological
reanalysis data [Dee et al., 2011]. As CFC-12 is not included in the CLaMS clima-
tological run, the initial values for the CFC-12 mixing ratio in the EMAC/CLaMS
simulation are obtained using three correlation functions of CFC-12 with N2O for
the tropics between 15◦N and 15◦S and the extratropics in the Northern and South-
ern hemisphere, respectively (J.-U. Grooß, personal communication, Appendix C).
The correlation between CFC-12 and N2O were obtained from ACE-FTS satellite
measurements (Sect. 5.1).
An age of air tracer is also added to each of the tracer sets [Pommrich et al., 2011],
implemented as a passive tracer with a linear increasing lower boundary condition
[`clock-tracer', Hall and Plumb, 1994]. The mean age at a certain position in the
atmosphere is derived from the diﬀerence between the local tracer value and the
current value at the surface.
For the CLaMS transport scheme, about one million air parcels are set up from the
surface up to the 2500K potential temperature level. The number of air parcels is
comparable to the number of gridpoints in the EMAC grid. However, the distribution
of the data points is diﬀerent for the two transport representations, as CLaMS air
parcels are initialized in vertical layers that all have the same amount of entropy
[Konopka et al., 2007, 2012]. Every 24 hours, the CLaMS mixing procedure is applied
on the ensemble of CLaMS air parcels and the simpliﬁed chemistry is calculated. The
mixing parameters are set to λc = 1.2 day−1 and r0 = 300 km. The boundaries are
updated after every mixing event.
A similar tracer set is deﬁned in the EMAC gridpoint space for the EMAC-FFSL
transport. These tracers are transported by the ﬂux-form semi-Lagrangian trans-
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port scheme. The same chemistry algorithm (CLaMS simpliﬁed chemistry) as for
EMAC/CLaMS is also applied on the EMAC-FFSL tracer set. As already mentioned,
the same boundary and initial values are used for both tracer sets.
Climatologies have been produced for the EMAC/CLaMS and EMAC-FFSL sim-
ulation results. Data are interpolated to the same regular grid structure for the
daily output, and monthly mean values are calculated for each month. Then, the
respective monthly means for all 10 years of simulation are used for the climatol-
ogy. Climatologies averaged over the whole simulation period of 10 years have been
compared to climatologies derived only from the last 5 years of output to test if
there are large inﬂuences from the initialisation. Only small diﬀerences were found
(see Fig. 5.3). Therefore, only the 10-year climatologies were used for the following
analysis. The only exception are the lifetime estimates for CFC-12 in Section 6.4.
CHAPTER 3
Vertical velocity
Various coordinate systems can be used for the representation of the vertical dimen-
sion in meteorological models [Kasahara, 1974]. The two transport schemes that are
investigated in this study use diﬀerent vertical coordinate systems (see Sections 2.1
and 2.2). This implies that they contain diﬀerent representations of the vertical
velocity that is used for the tracer transport: In the FFSL transport scheme imple-
mented in EMAC, the vertical velocity is calculated as a residual from the horizontal
ﬂux divergence using the continuity equation. Thus, in the EMAC-FFSL scheme,
a kinematic vertical velocity representation is used. In contrast, in EMAC/CLaMS
potential temperatures are used as the vertical coordinate in the stratosphere and
vertical velocities are derived from diabatic heating rates. This is denoted diabatic
vertical velocity.
This chapter describes the characteristics of each vertical velocity representation and
presents an analysis of the diﬀerences between the kinematic and the diabatic vertical
velocity in the EMAC model.
3.1 Diabatic vertical velocity in EMAC/CLaMS
In EMAC/CLaMS potential temperature is used as the vertical coordinate in the
stratosphere. The vertical velocity θ˙ in this representation is derived from the dia-
batic heating rate Q:
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θ˙ = Q
θ
T
(3.1)
Here, diabatic heating rate means Q = J/cp, where J is the diabatic heating rate
per unit mass and cp the speciﬁc heat capacity at constant pressure. Only through
diabatic heating transport across isentropic surfaces can take place. The diabatic
heating rate Q is the sum of radiative heating Qrad, heating from diﬀusion and
tubulent mixing Qdiff and heating from latent heat release Qlat:
Q = Qrad +Qdiff +Qlat (3.2)
The radiative heating Qrad is the dominant term in the stratosphere, while in the
tropopause region the latent heat release is also of importance [Ploeger et al., 2010].
The contributions of the diﬀerent terms to the diabatic heating rate in the ERA-
Interim reanalysis are also investigated by Fueglistaler et al. [2009] and Wright and
Fueglistaler [2013].
A diagnostic tool to capture the diabatic heating from the diﬀerent process parame-
terisations in EMAC was implemented during this work. A slightly modiﬁed version
of the tendency diagnostic of the ECHAM6 model [Stevens et al., 2013] was used for
this task (S. Rast, personal communication). The diagnostic reads the temperature
before and after processes that cause diabatic heating and calculates temperature
tendencies ∆T [K/s]. Let ∆T (i)− be the integrated temperature tendency over all
processes before a certain process (i). The integrated temperature tendency after
process (i) is denoted ∆T (i)+ . If temperature T at time t is changed by n diﬀerent
processes in the model time step ∆t, then the temperature in the next time step
T (t+ ∆t) reads:
T (t+ ∆t) = T (t) + ∆T
(n)
+ (t)∆t (3.3)
For i = 1, ..., n − 1 it holds that ∆T (i)+ = ∆T (i+1)− . The tendency due to process (i)
is denoted ∆T (i) and calculated by
∆T (i) = ∆T
(i)
+ −∆T (i)− (3.4)
The temperature tendencies ∆T (i) from all processes that cause diabatic heating
are added up and the units are converted to K/day. The vertical velocity θ˙ is then
determined by Eq. (3.1). In EMAC, the parameterisations for radiation, convection,
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clouds, vertical diﬀusion, and gravity wave drag contribute to the total diabatic
heating rate Q. Most of the processes mentioned above can not be resolved by the
coarse model grid and have to be parameterised. However, subgrid parameterisations
always imply a certain degree of inaccuracy. Diﬀerent parameterisations of the same
process deliver diﬀerent results. E.g. the choice of the convection scheme inﬂuences
the diabatic vertical velocity in the tropical tropopause region (TTL).
Figure 3.1 shows the annual zonal mean of the diabatic vertical velocity in EMAC
using three diﬀerent convection schemes. The ﬁgures focus on the TTL region, which
is the crucial region for tropospheric air entering the stratosphere. Here, the vertical
velocity is small compared to other regions of the atmosphere and small diﬀerences
in upwelling have a large impact on the trace gas transport. Figure 3.1 shows the
diabatic vertical velocity for the standard Tiedtke convection scheme [Tiedtke, 1989;
Nordeng , 1994], the operational ECMWF convection scheme [Tiedtke, 1989; Bechtold
et al., 2004], and the Zhang-McFarlane-Hack (ZFH) convection scheme [Hack , 1994;
Zhang and McFarlane, 1995]. All other process parameterisations are unchanged.
The ECMWF convection leads to the strongest vertical upwelling in the tropics.
The ZFH convection shows the weakest upwelling, and the strength of upwelling in
the Tiedtke convection scheme is in between the other two convection schemes. An-
other diﬀerence is found in the strength of the transport barrier at the level of zero
radiative heating at about 350K. The Tiedtke and the ECMWF convection scheme
lead to a strong barrier to vertical transport with an extensive layer of negative
vertical velocities in the annual mean at 350K. However, this transport barrier is
not present throughout the year and thus upward transport into the stratosphere is
not completely inhibited. In some seasons, there are regions with positive vertical
velocities at this altitude. Further, in a model simulation, if the layer of negative
vertical velocities is suﬃciently thin, there could still be an exchange of tropospheric
and stratospheric air through vertical numerical diﬀusion. The ZFH convection does
not show the layer with negative vertical velocities extending throughout the tropics
in the annual mean. Here, at 5◦S and 5-10◦N the annual mean has small positive
values of the vertical velocity. Overall, there are clear diﬀerences in the TTL re-
gion using diﬀerent convection schemes, with the Tiedtke and ECMWF convection
showing stronger upwelling between 300 and 340K and a more pronounced transport
barrier at the level of zero radiative heating (≈ 350K) than the ZFH convection. The
inﬂuence of choice of convection scheme in EMAC is analysed in detail in Tost et al.
[2006]. The authors ﬁnd that the tested convection schemes show varying skill levels
for diﬀerent aspects of the simulation. Thus they do not give a recommendation
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(a) Standard Tiedtke convection scheme
(b) ECMWF convection scheme
(c) ZFH convection scheme
Figure 3.1: Annual, zonal mean of diabatic vertical velocity θ˙ [K/day] in EMAC for
the year 2005 using three diﬀerent convection schemes (see text).
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(a) March (b) June
(c) September (d) December
Figure 3.2: Diabatic vertical velocity ωθ in [Pa/day] (converted from θ˙, see Sect. 3.4)
for diﬀerent months from the 10-year EMAC climatology.
for a speciﬁc convection scheme. In the present work, the Tiedtke parameterisation
is used. The parameterisations of the other processes are also set to the standard
EMAC conﬁguration (see Appendix A).
In Fig. 3.2 the seasonal variation of the diabatic circulation is displayed by showing
zonal mean diabatic vertical velocity of four months as an example for every season.
The upwelling region of the diabatic circulation in the tropics (the so-called `tropical
pipe', see Sect. 4.1) follows a distinct annual cycle. It is always shifted toward the
summer hemisphere. Thus, in boreal summer (June, Fig. 3.2b) there is upwelling
throughout the Northern hemisphere above 700K. Analogously, there is upwelling
throughout the Southern hemisphere in December (Fig. 3.2d) above 800K. This
constitutes a realistic representation of the seasonal cycle of the Brewer-Dobson-
Circulation [Plumb and Eluszkiewicz , 1999]. In the transition periods, i.e. autumn
and spring (Figures 3.2a and 3.2c), there is downwelling in both hemispheres from
mid-latitudes to the poles. The tropical pipe is located in the tropics. Above 600K,
the upwelling region is wider in September than in March. The ﬁgures of both
months, March and September, display the transition of the maximum upwelling
from the former summer hemisphere to the future summer hemisphere. E.g. in
September, at high altitudes at 1400K, the maximum upwelling is located at 25◦N,
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whereas in lower altitudes the maximum upwelling has already shifted to the future
summer hemisphere at 5◦S.
3.2 Kinematic vertical velocity in EMAC-FFSL
The standard vertical velocity in EMAC is derived from the spectral advection
scheme in ECHAM5. The vertical wind η˙ in ECHAM5 is calculated from the zonal
and meridional horizontal winds using the continuity equation:
∂
∂η
(
∂p
∂t
)
+∇ ·
(
−→vh ∂p
∂η
)
+
∂
∂η
(
η˙
∂p
∂η
)
= 0 (3.5)
Here, η denotes the vertical hybrid σ-p coordinate in ECHAM5 [see Roeckner et al.,
2003]. −→vh is the horizontal wind vector on an ECHAM5 model layer. After the
advection time step, the new surface pressure is calculated for each grid box which
determines the pressure levels of the hybrid model grid for the next time step.
This method implies fundamental problems since the horizontal wind speed in the
atmosphere is much higher than vertical wind speed. As a result, small errors in
the horizontal wind lead to large errors in the vertical wind. Vertical wind ﬁelds
derived through the continuity equation often show very patchy structures. This
known phenomenon is shown by e.g. Schoeberl et al. [2003] and Ploeger et al. [2011],
although their results are also aﬀected by assimilation eﬀects.
Only the horizontal winds are input parameters for the FFSL tracer transport in
EMAC. Horizontal tracer mass ﬂuxes are derived using the horizontal wind ﬁeld. The
vertical velocity used in the tracer transport is derived with the continuity equation
for the tracer (mass conservation) from the horizontal mass ﬂuxes for individual
model grid boxes. This vertical velocity in the tracer transport diﬀers from the
vertical velocity η˙ from the wind ﬁeld, since diﬀerent advection schemes are used for
the air-mass density and for trace gases: the spectral advection is used for air-masses,
and the ﬂux-form semi-Lagrangian transport [Lin and Rood , 1996] is used for the
tracers. Each advection scheme uses its own grid and is internally mass-conservative,
but re-mapping of trace gas distributions to the η-grid can produce inconsistencies.
This phenomenon is investigated in detail by Jöckel et al. [2001].
Within the frame of this work, a diagnostic for the vertical velocities was developed
and implemented in the EMAC ﬂux-form semi-Lagrangian transport module. The
diagnostic for the vertical velocity in the transport scheme is adapted from the Com-
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munity Atmosphere Model (CAM) ﬁnite-volume dynamical core (implemented by
C. Chen, described in Lin [2004]). The internal grid in the FFSL transport mod-
ule diﬀers from the η-grid in ECHAM5: it is variable in the vertical dimension and
ﬁxed in the horizontal dimensions. This concept is denoted as `vertically Lagrangian'
[Lin, 2004]. In each advection time step, horizontal mass ﬂuxes through the lateral
boundaries are calculated for each grid box. Through the advection the mass in each
grid box changes and therefore also the thickness of each grid box in a pressure based
vertical coordinate system. For the ω-diagostic the pressure at the layer interfaces
before and after the advection is compared. The pressure in one grid box is inﬂuenced
by the mass in the grid boxes above and by the horizontal mass ﬂuxes into the grid
box. This constitutes the vertically Lagrangian character of the advection scheme,
since it shifts the pressure boundaries of the grid boxes. After the advection time
step, the new surface pressure based on the new mass distribution in each column
of the model grid is calculated. Then, a vertical remapping according to the η-levels
deﬁned by the new surface pressure takes place.
The diﬀerences between the vertical velocity from the horizontal winds in the spec-
tral representation and the vertical velocity derived in the FFSL transport scheme
are small but present. As an example, Fig. 3.3 shows vertical cross-sections of the
kinematic vertical velocity ω for one day in April. This ﬁgure reveals the patchy
structure of the kinematic vertical velocities. The ﬂuctuations in the vertical ve-
locities are slightly stronger in the spectral vertical wind ﬁeld than in the FFSL
scheme. The peak magnitudes of the updraft and downdraft are slightly weaker pro-
nounced in the ω-distribution derived from the tracer transport scheme than in the
ω-distribution from the spectral representation. One example for such a structure is
located at 10◦S at 800K in the example shown in Fig. 3.3. Here, ω from the spectral
representation shows stronger downdraft (indicated by deeper blue colour) than ω
from the FFSL transport scheme.
The annual, zonal mean of the kinematic vertical velocity ω (Fig. 3.4) shows only
small diﬀerences between ω from the spectral scheme and ω from the gridpoint based
FFSL transport scheme. The minimum in the tropical upwelling at 800K above the
equator is more pronounced using the spectral representation. All other parts of the
zonal mean vertical velocity distributions in Fig. 3.4 are similar.
Considering the comparisons of the vertical velocity ω from the transport diagnostic
to ω from the spectral representation, the diﬀerences are rather small. However, it is
important to do this diagnostic instead of taking ω from the spectral representation
without being sure that the diﬀerences between the kinematic vertical velocities
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(a) ω from spectral winds
(b) ω from EMAC FFSL transport scheme
Figure 3.3: Cross-section of vertical velocity ω [hPa/day] at 50◦E for the 8th April
2005 from EMAC. The top panel shows the vertical velocity derived from the hor-
izontal wind ﬁeld and the bottom panel shows the vertical velocity derived from
horizontal mass ﬂuxes in the FFSL transport scheme.
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(a) ω from spectral winds
(b) ω from EMAC FFSL transport scheme
Figure 3.4: Annual, zonal mean vertical velocity ω [hPa/day] for the 8th April 2005
from EMAC. The top panel shows the vertical velocity derived from the horizontal
wind ﬁeld and the bottom panel shows the vertical velocity derived from horizontal
mass ﬂuxes in the FFSL transport scheme.
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from the diﬀerent numerical schemes are not signiﬁcant. In the following analysis
the vertical velocity obtained from the new diagnostic in the transport scheme is
used since this is the actual vertical velocity that causes vertical advection in the
FFSL transport scheme.
3.3 Transformed Eulerian mean
The calculation of the Eulerian zonal mean ω of the kinematic vertical velocity ω does
not deliver a meaningful representation of the atmospheric circulation that is relevant
for the trace gas transport. Planetary waves that propagate on isentropic surfaces
modify ω but do not cause net vertical transport. In this situation, calculating the
Eulerian zonal mean of ω yields zonal mean upwelling and downwelling in diﬀerent
latitudes due to the planetary wave. A more detailed discussion of this phenomenon
is given in Brasseur et al. [1999].
The transformed Eulerian mean (TEM) can be used instead of the Eulerian mean
to avoid the misleading eﬀects in the zonal mean vertical velocity. The idea of this
transformation is to produce a similar picture as if the average vertical velocity was
taken along planetary waves [e.g. Andrews et al., 1987]. The TEM mean meridional
velocity v∗ and vertical velocity w∗ are deﬁned as follows:
v∗ = v − 1
ρ0
∂
∂z
(
ρ0 v′θ′
θz
)
(3.6)
w∗ = w +
∂
∂y
(
v′θ′ cosφ
θz
)
(3.7)
Here, v denotes the Eulerian mean meridional velocity, w the Eulerian mean vertical
velocity in log-pressure coordinates, v′θ′ the eddy heat ﬂux, θ the Eulerian mean
potential temperature, subscript z denotes the partial derivative in the vertical ( ∂∂z ),
and φ latitude. ρ0(z) ≡ ρs · e−z/H is the basic mass density with ρs denoting the
mass density at the surface pressure p0. The log-pressure height z is derived from
pressure p through:
z = −H · ln p
p0
(3.8)
In this study, surface pressure p0 and scale height H were set to 1000 hPa and 7 km,
respectively.
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The circulation described by v∗ and w∗ is also called the residual mean circulation.
Figure 3.5 shows the zonal mean vertical velocity w and transformed Eulerian mean
(TEM) vertical velocity w∗ from EMAC for the year 2005. The zonal mean vertical
velocity w in Fig. 3.5a features a pronounced downwelling in the 40 ◦ to 60 ◦ latitude
region and an upwelling in the polar regions from 60 ◦ latitude to the poles in both
hemispheres. This pattern is due to eddy ﬂux divergences and the zonal mean w thus
gives a very misleading picture. The TEM vertical velocity w∗ in Fig. 3.5b represents
the relevant circulation for zonal mean tracer transport. Here, the circulation shows
downwelling throughout the entire extratropical stratosphere in the annual mean, as
expected.
3.4 Comparison of diabatic and kinematic velocities
This section presents an analysis of the diﬀerences between the diabatic and kine-
matic vertical velocities in EMAC. For this comparison, both velocities have been
converted to ω =
Dp
Dt
. The kinematic vertical velocity w∗ (deﬁned in the log-pressure
coordinate system and calculted in the TEM formalism) has been converted to ω∗
in pressure coordinates using the deﬁnition of the log-pressure height (Eq. 3.8):
ω∗ = − w
∗ · p
H
(3.9)
In Eq. (3.9), p denotes the pressure of the model layer and H denotes the scale
height. This conversion is only valid for model layers of constant pressure. The
EMAC hybrid model layers are deﬁned so that above about 55 hPa the pressure at
the model layers is constant. Therefore, the 55 hPa isobar is plotted in Figs. 3.6 and
3.7 to indicate the region where the transformation from w∗ to ω∗ is valid.
The diabatic vertical velocity θ˙ was converted to the respective velocity ωθ in pressure
coordintes by transforming the total derivative of θ in spherical coordinates:
Dθ
Dt
=
∂θ
∂t
+
1
rE cosφ
u
∂θ
∂φ
+
1
rE
v
∂θ
∂λ
+ ω
∂θ
∂p
(3.10)
Here, λ denotes longitude and rE the radius of the Earth. Solving Eq. (3.10) for ω
leads to:
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(b) Transformed Eulerian mean (TEM) vertical velocity w∗
Figure 3.5: Annual, zonal mean vertical velocity w and transformed Eulerian mean
(TEM) vertical velocity w∗ [m/s] from EMAC for the year 2005. Dotted lines display
potential temperature levels [K].
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Figure 3.6 shows the zonal mean of the diabatic vertical velocity ωθ calculted from
Eq. (3.11) and the kinematic vertical velocity ω∗ according to the TEM formula-
tion in the 10-year EMAC simulation. The 10-year mean of both vertical velocity
representations exhibits continuous upwelling at low latitudes and continuous down-
welling at the higher latitudes and the polar regions. There are notable diﬀerences
in the shape of the upwelling region (tropical pipe): The turnaround latitude in
the NH of ω∗ is nearly constant with height, so that the tropical pipe in EMAC-
FFSL is almost straight. It tends to be slightly wider in the Southern hemisphere
at high altitudes than at SH lower altitudes. In contrast, the tropical pipe of the
diabatic vertical velocity ωθ has a diﬀerent shape. It is wider than the upwelling
region of ω∗ up to 700K and narrower at higher altitudes. In the lower panel of
Fig. 3.6 the turnaround latitudes can directly be compared to each other. At 1500K
the turnaround latitudes of the diabatic velocity are located at 40◦ latitude while
they are found at 35◦ latitude in the kinematic velocity ﬁeld. The upwelling around
500K extends to higher latitudes in EMAC/CLaMS in both hemispheres, i.e. from
40◦S to 42◦N in ωθ compared to 35◦S to 37◦N in ω∗. The upwelling is stronger in
the diabatic vertical velocities in the latutude range between 30◦ and 40◦ in both
hemispheres. EMAC-FFSL exhibits a minimum in the kinematic vertical velocity
at 500K over the equator. This pattern is also present in the ERA-Interim reanal-
ysis [Seviour et al., 2012] and in other climate models [Butchart et al., 2006]. In
higher altitudes, directly above the equator the mean kinematic vertical velocity ω∗
is lower than at 10◦ latitude. This is visible e.g. in the −3Pa/day contour of ω∗ at
1300K over the equator in Fig. 3.6b. The equatorial minimum is not seen in the
10-year mean in the diabatic vertical velocity pattern. The diabatic vertical velocity
shows maximum values around 0◦ latitude and therefore stronger upwelling above
the equator than the kinematic vertical velocity. In general, the circulation pattern
is more uniform using diabatic vertical velocities. The kinematic vertical velocities
exhibit more structures, even in the 10-year zonal mean, than the diabatic vertical
velocity. In particular, the kinematic vertical velocity shows an equatorial minimum,
a minimum in downwelling at 75◦S and a minimum in upwelling at 30◦N between
1000 and 1200K. Above 800K, the tropical pipe is wider in ω∗ than in ωθ but the
region of the strongest upwelling is narrower. This is indicated by the −3Pa/day
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(a) Diabatic vertical velocity ωθ
(b) Transformed Eulerian mean (TEM) vertical velocity w∗
Figure 3.6: Vertical velocity ωθ from diabatic heating rates and transformed Eulerian
mean (TEM) vertical velocity ω∗ from 10 year EMAC climatology [Pa/day]. Solid
black contours indicate the respective turnaround latitudes. Dashed grey lines in the
bottom panel show the turnaround latitudes for ωθ for comparison.
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contour in Fig. 3.6. While this contour is nearly symmetric in the diabatic vertical
velocity ﬁeld, it has a maximum at 10◦N in the kinematic representation. At lower
altitudes at about 800K, both velocity patterns show a maximum upwelling in the
Southern hemisphere. This is a realistic representation of the diabatic circulation,
since the maximum upwelling is observed during SH summer and NH winter, where
strong wave activity is observed in the Northern hemisphere [Randel et al., 2007].
The downwelling in the polar vortex regions is stronger using the diabatic vertical
velocities. The 10 Pa/day contour is located at higher altitudes in ωθ in the region
from 60◦ latitude to the pole in both hemispheres.
Figure 3.7 presents ωθ and ω∗ from the 10 year simulation climatology for each month.
The seasonal cycle in the stratospheric circulation that was already shown in Fig. 3.2
is clearly visible in both vertical velocity representations. The most remarkable
diﬀerence between the two transport schemes is the more uniform upwelling and
downwelling of ωθ. This feature is more clearly visible in the monthly mean than in
the annual mean, since the ω∗ is much more noisy in the monthly mean compared to
the annual mean even when considering a 10-year climatology. The kinematic vertical
velocity ω∗ exhibits several minima in the upwelling and downwelling regions which
do not appear in the diabatic ωθ. The most pronounced minimum in the upwelling
of ω∗ is located above the equator at 500K. This minimum is visible in all seasons.
In May to July and in December the mean values are even positive, which means
downward transport above the equator in ω. At higher altitudes, the kinematic
upwelling directly above the equator is also weaker than the surrounding upwelling
at around 10◦N or 10◦S. In the diabatic vertical velocity ﬁeld, the minimum at 500K
is barely visible. There is a hint of lower values at this location in the monthly means
of ωθ from May to July. In contrast to ω∗, maximum vertical velocities are located
above the equator in several months in the diabatic representation, e.g. in October.
There are also other structures of weaker vertical velocity in the kinematic ω∗ velocity
ﬁeld. Minima in the downwelling regions are also present in the kinematic vertical
velocity. In the SH polar region, a minimum in downwelling is visible from June to
September throughout the whole altitude range of the stratosphere at 70◦S. From
June to August, this feature is also present in the diabatic vertical velocity ﬁeld,
but there the minimum is not so distinct and the downward vertical velocity is
higher than in ω∗. In NH winter, the minimum vertical velocities are visible at high
latitudes polewards from 80◦N. This weaker downwelling occurs in the kinematic ω∗
from November to February. In the zonal mean of ωθ, the minimum at the pole is
less pronounced and lasts only from December to January.
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(a) ωθ in January (b) ω
∗ in January
(c) ωθ in February (d) ω
∗ in February
(e) ωθ in March (f) ω
∗ in March
(g) ωθ in April (h) ω
∗ in April
Figure 3.7: Vertical velocities ωθ from diabatic heating rates and transformed Eu-
lerian mean (TEM) vertical velocity ω∗ in [Pa/day] from the 10-year EMAC clima-
tology. Dashed lines in the right panels for ω∗ show the turnaround latitudes for
ωθ.
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(i) ωθ in May (j) ω
∗ in May
(k) ωθ in June (l) ω
∗ in June
(m) ωθ in July (n) ω
∗ in July
(o) ωθ in August (p) ω
∗ in August
Figure 3.7: (Continued)
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(q) ωθ in September (r) ω
∗ in September
(s) ωθ in October (t) ω
∗ in October
(u) ωθ in November (v) ω
∗ in November
(w) ωθ in December (x) ω
∗ in December
Figure 3.7: (Continued)
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In the regions around the addressed minima in the vertical velocity pattern of ω∗
noted above (e.g. Fig. 3.7d), the surrounding areas often show higher vertical veloc-
ities than the diabatic ωθ. One example for the upwelling regions is the monthly
mean for February. In ω∗, there are higher vertical velocities around the equato-
rial minimum at 500K than in ωθ. At higher altitude at 700K around the second
equatorial minimum, there are also high vertical velocities in ω∗. Here, the eﬀect
is most pronounced in the Northern hemisphere, where the kinematic upwelling is
about 10Pa/day higher than the diabatic upwelling.
Another diﬀerence that is clearly visible in the annual mean is the wider upwelling
region of the diabatic ωθ below 600K. This feature is present in all monthly means
throughout the year.
The movement of the upwelling region from one summer hemisphere to the future
summer hemisphere is visible when considering the monthly mean. This transition
happens at the same time of year in both vertical velocity representations. One
important diﬀerence between the kinematic and the diabatic vertical velocity repre-
sentation is illustrated in Fig. 3.8. This ﬁgure shows that the upwelling in SH summer
(here: February) in the Southern hemispheric tropics is stronger using diabatic ver-
tical velocities than when using kinematic vertical velocities. This diﬀerence in the
vertical velocities has an impact on the simulated trace gas and age of air patterns
(see Sect. 6.1).
The contour plot in Fig. 3.9 shows selected isolines of zonal mean upwelling veloc-
ities of the two transport schemes for July. It is clearly visible that the upwelling
region in ω∗ is shifted northwards compared to the upwelling region of ωθ. The
−5Pa/day isoline reveals that the maximum upwelling region in EMAC-FFSL is
shifted northwards by about 5◦ compared to EMAC/CLaMS. The −12Pa/day iso-
line of the kinematic vertical velocity also exhibits a northward shift in the Northern
hemispheric upwelling region. This shift has a large impact on trace gas distributions.
Comparisons of trace gas distributions with measurement climatologies suggest that
the location of the maximum upwelling of the diabatic vertical velocity ﬁts better to
the observed maximum that is visible through maximum trace gas distributions (see
Sect. 4.1).
To summarize, the kinematic and the diabatic vertical velocities show roughly similar,
realistic seasonal variations. The kinematic vertical velocity pattern are more noisy
than the diabatic ones. Because the minima are surrounded by high vertical velocity
patterns in the kinematic wind ﬁeld, it is in some cases diﬃcult to state whether
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Figure 3.8: Vertical velocity for EMAC-FFSL (ω∗, dashed lines) and EMAC/CLaMS
(ωθ, solid lines) for February in the 10-year climatology. Diﬀerent contours for se-
lected velocities are shown: 0Pa/day (grey), −5Pa/day (violet), −7Pa/day (orange),
and −12Pa/day (turquoise).
Figure 3.9: Vertical velocity for EMAC-FFSL (ω∗, dashed lines) and EMAC/CLaMS
(ωθ, solid lines) for July in the 10-year climatology. Diﬀerent contours for selected ve-
locities are shown: 0Pa/day (grey), −5Pa/day (violet), and −12Pa/day (turquoise).
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the total upwelling in the diabatic or in the kinematic representation is stronger.
An accumulated eﬀect of the diﬀerent vertical velocities is visible in the age of air
and trace gas distributions using diﬀerent transport schemes. These distributions
are analysed in detail in the next chapter.
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CHAPTER 4
Tropical upwelling and subtropical jet
The upwelling region of the Brewer-Dobson-Circulation or diabatic circulation is
located in the tropics and often referred to as `tropical pipe' [Plumb, 1996]. The
turnaround latitudes, i.e. the latitudes where the sign of the upwelling changes,
form the Northern and Southern boundaries of the tropical pipe and show a distinct
seasonal variation. The subtropical jet streams are located at the edges of the tropical
pipe. Thus, the edges of the tropical upwelling region are transport barriers with
limited mixing between tropics and extratropics. The strongest transport barrier is
found in the winter hemisphere, when highest wind speeds occur in the jet stream.
This chapter presents an analysis of the shape and location of the tropical upwelling
region and its impact on trace gas distributions in the model simulation. The seasonal
variation and the transport barriers at the boundary of the tropical pipe are also
analysed.
4.1 N2O in the tropical pipe
Chemical tracers with a tropospheric origin and a stratospheric sink show high con-
centrations in the tropical pipe compared to the concentrations outside the tropical
pipe at the same altitude. Therefore their distributions can serve to characterise the
tropical upwelling. Here, N2O is used for this analysis. N2O is a greenhouse gas
that is produced in the troposphere. The atmospheric lifetime of N2O is about 123
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years [SPARC , 2013]. The N2O emissions originate from both, natural sources and
human activities. Most of the anthropogenic emissions are produced using fertilizers
in agriculture. N2O is depleted in the stratosphere and is today the most important
ozone-depleting substance [Ravishankara et al., 2009].
N2O distributions from the simulation climatologies are compared to N2O mixing
ratios in monthly climatologies from measurements of the Microwave Limb Sounder
(MLS) onboard the NASA Aura satellite. These satellite climatologies have been
created from MLS version 3.3 data [Livesey et al., 2011] for the years 2005 to 2012.
The MLS data have been interpolated on vertical pressure levels for each proﬁle,
binned horizontally (lat × lon) and averaged for each month. MLS measures about
3500 proﬁles per day, thereby providing a high-frequency sampling of the global
atmosphere and good statistics for creating global monthly climatologies.
Figures 4.1 and 4.2 show comparisons between modelled, climatological, horizontal
N2O distributions of EMAC-FFSL, EMAC/CLaMS, and a measurement climatology
from MLS at 700K for diﬀerent seasons. The simulation and measurement clima-
tologies show high N2O mixing ratios in the tropics, due to upwelling of N2O-rich air
masses from the troposphere throughout the year. There are lower mixing ratios at
mid-latitudes and the lowest concentrations occur in the polar vortex regions. In bo-
real winter (Fig. 4.1), the highest N2O mixing ratios of 250 ppb at 700K are located
directly above the equator in the MLS climatology (Fig. 4.1c). This is captured well
in the EMAC/CLaMS simulation (Fig. 4.1b). In EMAC-FFSL (Fig. 4.1a), the maxi-
mum N2O mixing ratios are lower and lie about 240 ppb. Additionally, the location of
maximum upwelling is slightly shifted Northwards in the EMAC-FFSL simulation re-
sults. In the extratropics in the Northern hemisphere, the EMAC/CLaMS simulation
is in good agreement with the MLS measurements. However, EMAC-FFSL shows
weaker gradients at the edges of the tropical pipe and the polar vortex than MLS and
EMAC/CLaMS. In the Southern hemispheric extratropical regions, MLS N2O mix-
ing ratios range from 120 ppb to 130 ppb. The N2O mixing ratios in EMAC/CLaMS
show a good agreement with MLS in large parts of the Antarctic and are up to 10 ppb
higher than MLS in the mid-latitude regions in the Southern hemisphere. On the
contrary, EMAC-FFSL N2O mixing ratios show a low-bias throughout the Southern
hemisphere, where the N2O mixing ratios are about 100 ppb in the simulation using
the ﬂux-form semi-Lagrangian transport scheme. This is consistent with the age of
air distributions in the Southern hemisphere shown in Fig. 5.2. Here, EMAC-FFSL
shows older air than EMAC/CLaMS in mid-latitudes in the Southern hemisphere
which indicates that there is less horizontal mixing in EMAC-FFSL.
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(a) EMAC-FFSL 10-year climatology
(b) EMAC/CLaMS 10-year climatology
(c) MLS 2005-2012 climatology
Figure 4.1: Horizontal, climatological N2O [ppb] distributions at 700K for Decem-
ber to February from simulations (EMAC-FFSL and EMAC/CLaMS) and satellite
measurements (MLS).
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(a) EMAC-FFSL 10-year climatology
(b) EMAC/CLaMS 10-year climatology
(c) MLS 2005-2012 climatology
Figure 4.2: Horizontal, climatological N2O [ppb] distributions at 700K for June to
August from simulations (EMAC-FFSL and EMAC/CLaMS) and satellite measure-
ments (MLS).
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(a) EMAC-FFSL (b) EMAC/CLaMS
(c) MLS 2005-2012 climatology
Figure 4.3: Meridional gradient of N2O [ppb/m] at 700K for February.
In boreal summer (Fig. 4.2), there is a good agreement in the peak N2O mixing ratios
of 240 ppb between EMAC-FFSL (Fig. 4.2a) and MLS (Fig. 4.2c). In this season,
less mixing and stronger upwelling in EMAC/CLaMS (Fig. 4.2b) lead to maximum
mixing ratios around 250 ppb and a more pronounced tropical pipe. The region
of maximum upwelling in the MLS climatology is not located directly above the
equator, but slightly shifted Southwards. The Southward shift is more pronounced
in EMAC/CLaMS. In contrast, the tropical pipe is slightly shifted Northwards in
EMAC-FFSL. In the extratropics of the Northern hemisphere, both models agree
well with the MLS measurements in boreal summer. At mid and high latitudes in
the Southern hemisphere, EMAC-FFSL N2O mixing ratios are lower than those of
MLS and EMAC/CLaMS.
Figures 4.3 and 4.4 display the absolute values of the meridional gradients of N2O at
the 700K potential temperature surface. The N2O gradients are shown for EMAC-
FFSL, EMAC/CLaMS, and MLS for two months in diﬀerent seasons. The upwelling
in the tropical pipe results in a meridional gradient in the distributions of trace gases
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(a) EMAC-FFSL (b) EMAC/CLaMS
(c) MLS 2005-2012 climatology
Figure 4.4: Meridional gradient of N2O [ppb/m] at 700K for September.
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that are of tropospheric origin. The horizontal distribution of the tracer gradients
gives information on the transport barrier at the edge of the tropical pipe: The mag-
nitude and the location of the maximum gradient display the strength and location
of the transport barrier, respectively. The strongest gradients occur in the winter
hemisphere. These distinct gradients in the winter hemisphere are well represented
in the EMAC/CLaMS simulation. The largest values are similar to the strongest
N2O gradients in the MLS climatology. The maximum N2O gradients are located at
20◦N in boreal winter (Fig. 4.3) and at 20◦S in austral winter (Fig. 4.4). However,
in EMAC-FFSL, the gradients are lower, especially in the Northern hemisphere in
February (Fig. 4.3a).
In February, the gradients in the summer Southern hemisphere are stronger in
EMAC-FFSL than in the MLS climatology which indicates that the horizontal mixing
is too weak in this simulation. In contrast, EMAC/CLaMS shows a weaker gradient
compared to the observations. In September, the N2O gradients in the Northern
hemisphere of both model climatologies are stronger than the gradient in the MLS
climatology. Here, the overestimation is stronger in EMAC-FFSL. Thus, the EMAC-
FFSL transport does not always underestimate the tracer gradients. In cases of weak
gradients in the summer hemisphere, EMAC-FFSL results show gradients that are
too strong.
In both modelled climatologies, the tropical pipe is wider than in MLS observations.
Figure 4.4a clearly shows the Northward shift of EMAC-FFSL. The maximum up-
welling is indicated by the region with the lowest meridional gradient, which is lo-
cated North of the equator in EMAC-FFSL and slightly South of the equator in
EMAC/CLaMS and MLS. These diﬀerences can be related to the vertical velocities
that are used in the two transport schemes (Sect. 3.4).
Overall, the simulations show a good representation of the tropical pipe and the
transport barriers at its Northern and Southern edges. One of the main diﬀerences
between EMAC-FFSL and EMAC/CLaMS is the maximum value of N2O in the
tropics, which is higher in EMAC/CLaMS. Thereby, EMAC/CLaMS ﬁts better to
MLS in boreal winter, and EMAC-FFSL ﬁts better in boreal summer. The location
of the tropical pipe is better represented in EMAC/CLaMS. At the egdes of the
tropical pipe, the lower gradients in the summer hemisphere as well as the maximum
gradients in the winter hemisphere are improved using the Lagrangian transport
scheme in EMAC/CLaMS.
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4.2 The quasi-biannual oscillation (QBO)
The Brewer-Dobson-Circulation is modulated by the quasi-biannual oscillation (QBO)
that induces a secondary meridional circulation [e.g., Punge et al., 2009; Flury et al.,
2013]. The diﬀerent phases of the QBO manifest in a reversion of the mean zonal
wind in the tropics. Easterly and westerly wind regimes propagate downwards with
a mean period of 28 months. The maximum amplitude of the QBO is located at
about 20 hPa. The characteristics and implications of the QBO are reviewed by e.g.
Baldwin et al. [2001].
The QBO is well represented in EMAC, if the model is run in the middle atmosphere
(MA) mode with a high vertical resolution, i.e. 90 vertical levels up to 0.01 hPa
(≈ 80 km). This has been tested with ECHAM/MESSy1 by Jöckel et al. [2006] for
the same resolution (T42L90MA) that is used for the present work. The QBO has
also been evaluated for ECHAM/MESSy2 [see supplement of Jöckel et al., 2010].
In the EMAC model, there is the possibility to nudge the QBO pattern towards
observations. In the studies mentioned above, QBO-nudging was performed only
in the ﬁrst year for initialisation. From the second year of simulation, the model
was able to simulate a realistic QBO pattern without nudging. In this work, no
QBO-nudging was performed. In this way, the free-running simulation can not be
compared exactly to observations in a given year, but the year-to-year variability in
the tropical wind ﬁeld is represented correctly.
The time evolution of the tropical zonal wind between 5◦S and 5◦N in EMAC is
displayed in Fig. 4.5. This ﬁgure shows the characteristic downwelling pattern of the
QBO phases. The easterly phases are more pronounced than the westerly phases.
At high altitudes, another ocsillation pattern, namely the mesospheric semi-annual
oscillation (SAO) with a period of about 6 months is visible. The SAO is most
pronounced at about 1 hPa and propagates down to about 5 hPa.
The QBO inﬂuences the stratospheric trace gas distributions. The easterly phase
of the QBO is associated with enhanced tropical upwelling and therefore positive
anomalies of trace gases with tropospheric origin [Punge et al., 2009; Flury et al.,
2013]. The SAO also modulates trace gas distributions [Randel et al., 1998; Jackson
et al., 1998]. Trace gas anomalies have been calculated by subtracting the climatolog-
ical monthly mean mixing ratio from the respective 10-year simulation climatology
for each tracer from the current monthly mean mixing ratio in each vertical level. Fig-
ure 4.6 displays time series of trace gas anomalies in the tropics at the latitude range
from 10◦S and 10◦N. These time series are analysed for the species N2O, CFC-11,
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Figure 4.5: Simulated zonally averaged zonal wind [m/s] in EMAC in the tropics
at the latitude range between 5◦S and 5◦N. Negative values denote easterly QBO
phases, while positive values indicate westerly winds.
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(a) EMAC-FFSL N2O [ppb] (b) EMAC/CLaMS N2O [ppb]
(c) EMAC-FFSL CFC-11 [ppt] (d) EMAC/CLaMS CFC-11 [ppt]
(e) EMAC-FFSL CFC-12 [ppt] (f) EMAC/CLaMS CFC-12 [ppt]
(g) EMAC-FFSL CH4 [ppm] (h) EMAC/CLaMS CH4 [ppm]
(i) EMAC-FFSL age of air [months] (j) EMAC/CLaMS age of air [months]
Figure 4.6: Simulated trace gas and age of air anomalies due to QBO in EMAC. This
ﬁgure shows the anomalies compared to the 10-year climatological mean for N2O,
CFC-11, CFC-12, CH4, and age of air. Left panels show results from EMAC-FFSL,
right panels show results from EMAC/CLaMS. The easterly phase of the QBO is
indicated by dashed isolines at −15m
s
.
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CFC-12, and CH4 for EMAC/CLaMS and EMAC-FFSL. In Fig. 4.6, the QBO east-
erly phases are indicated by an isotach at −15m
s
. The anomalies of all trace gases
in both transport schemes follow the QBO pattern of the model. This behaviour
is expected in a consistent simulation. Positive anomalies occur during the easterly
phase and negative anomalies during the westerly phase of the QBO. The amplitudes
of the trace gas variations are similar in both transport schemes. The variations in
CFC-11 are not visible above 10 hPa due to too low CFC-11 mixing ratios at high
altitudes. The other trace species depict the variability of the SAO at high altitudes
above 7 hPa. The SAO pattern itself can not be seen in this ﬁgure, since this oscil-
lation shows the same seasonal cycle every year and the anomalies here have been
calculated as a diﬀerence from the monthly climatological mean. Figures 4.6i and
4.6j show the variation in mean age of air due to the QBO in EMAC-FFSL and
EMAC/CLaMS, respectively. In contrast to the chemical tracers, the easterly QBO
phases are associated with negative anomalies in age of air, since enhanced upwelling
leads to younger air in the tropical pipe during the easterly wind regime.
Thus, the examination of the QBO pattern in EMAC and its inﬂuence on trace gas
transport delivers consistent results. It is shown that this variation of the strato-
spheric circulation is well represented in the EMAC model. There are no signiﬁcant
diﬀerences in the QBO pattern between the two transport schemes EMAC/CLaMS
and EMAC-FFSL.
4.3 Subtropical jet and extratropical tropopause
The extratropical lowermost stratosphere region is separated from the tropopause by
two boundaries: the extratropical tropopause and the subtropical jet stream. These
boundaries act as transport barriers and allow only limited in-mixing of tropospheric
air masses into the lowermost stratosphere region. The transport barriers cause
strong gradients in the trace gas distributions: a vertical gradient at the tropopause
and a horizontal gradient at the subtropical jet.
Because of the high variability and the wavy structure of the jet stream the zonal
mean is not a suitable perspective to examine the subtropical transport barrier.
The height of the tropopause is also variable. Thus, the trace gas gradients are
strongly smoothed in the zonal mean. Therefore, vertical, meridional cross-sections
of single days of the simulation are shown in this section to analyse the strength of the
transport barriers in the two transport schemes EMAC-FFSL and EMAC/CLaMS.
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(a) EMAC-FFSL 2nd year (b) EMAC/CLaMS 2nd year
(c) EMAC-FFSL 3rd year (d) EMAC/CLaMS 3rd year
(e) EMAC-FFSL 4th year (f) EMAC/CLaMS 4th year
Figure 4.7: Age of air in the lowermost stratosphere from EMAC-FFSL and
EMAC/CLaMS at 120◦E in the Northern hemisphere at the 15th December for dif-
ferent years in the simulation. Black lines show potential temperature levels [K] and
white contours indicate zonal wind in the subtropical jet regions [m
s
]. White dots
indicate the thermal tropopause.
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(g) EMAC-FFSL 5th year (h) EMAC/CLaMS 5th year
(i) EMAC-FFSL 6th year (j) EMAC/CLaMS 6th year
(k) EMAC-FFSL 7th year (l) EMAC/CLaMS 7th year
Figure 4.7: (Continued)
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Vertical cross-sections at 120◦E for the Northern hemisphere are presented in Fig. 4.7.
In this region over Asia the jet stream is very strong in Northern hemispheric win-
ter. The plots of Fig. 4.7 have been produced by interpolating EMAC-FFSL and
EMAC/CLaMS age of air onto the same 2-dimensional vertical regular grid with a
resolution of 2◦ in longitudinal and 0.5 km in vertical direction. In the case of EMAC-
FFSL, age of air values of the gridpoints of one meridional layer in the EMAC grid
closest to 120◦E were selected. In the case of EMAC/CLaMS, all Lagrangian air
parcels are chosen that are situated in the longitude range of 120◦E ±12∆λ (with
∆λ denoting the extent of the EMAC gridboxes in longitudinal direction). In Fig-
ure 4.7, the interpolated age of air distibutions for EMAC-FFSL and EMAC/CLaMS
are shown for one day in December for six diﬀerent years of the simulation. To il-
lustrate the locations of the transport barriers, the subtropical jet stream and the
thermal tropopause are also shown in this ﬁgure.
The age of air tracer is chosen for this diagnostic since it is a passive tracer and
displays only the transport characteristics without the inﬂuence of chemical change.
Figure 4.7 identiﬁes clear diﬀerences in the age of air patterns of EMAC-FFSL and
EMAC/CLaMS in the lowermost extratropical stratosphere.
The transport barrier at the jet stream is more pronounced in the age of air distri-
butions derived with the Lagrangian transport scheme in EMAC/CLaMS. This is
visible in all examples in Fig. 4.7, independently of the strength of the jet stream. In
the third year of the simulation (Figs. 4.7c, 4.7d) the jet stream is not as strong as in
the other years with a maximum wind speed of less than 60 m
s
. In EMAC/CLaMS,
there is a distinct step in the age of air isolines at the subtropical jet. The contour
line denoting the age of one year runs almost vertical in the region of the jet in
EMAC/CLaMS. In contrast, the transition from the tropical to the subtropical age
of air pattern is less abrupt in EMAC-FFSL. An example for a very strong subtropi-
cal jet is shown in Figs. 4.7i and 4.7j. Here, the maximum velocity in the zonal wind
is more than 70 m
s
. At this day, the jet region is very narrow and centred at 30◦N.
In both transport schemes, the strong transport barrier dominates the shape of the
age of air cross-section. The diﬀerence between EMAC-FFSL and EMAC/CLaMS
is not as large as in the cases of a weaker jet stream, but there is still a more pro-
nounced transport barrier in EMAC/CLaMS than in EMAC-FFSL. Figures 4.7i and
4.7j show that at 35◦N directly North of the jet old stratospheric air can penetrate
down to the tropopuase in EMAC/CLaMS, whereas in EMAC-FFSL the air is much
younger at this location and shows tropospheric characteristics. The Lagrangian
transport scheme in EMAC/CLaMS is well suited for the transport in the jet region
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since the Lagrangian air parcels move within the jet stream. Only a well determined
amount of mixing takes place at the edges of the jet stream due to wind shear (see
Sect. 2.1.2).
At the extratropical tropopause, there is again a stronger gradient present in
EMAC/CLaMS than in EMAC-FFSL. One example is shown in Figure 4.7b. The
eﬀect is clearly visible at latitudes polewards of 60◦N. In EMAC/CLaMS the vertical
gradient of age of air in the altitude range from the tropopause up to 400K is much
stronger than in EMAC-FFSL (Fig. 4.7a).
The EMAC/CLaMS age of air cross-sections in Fig. 4.7 show the expected appear-
ance of a tracer that was transported with a full-Lagrangian transport scheme. The
overall age of air pattern is more structured in EMAC/CLaMS, as there are of-
ten small, separated fragments of young air visible in the lowermost stratosphere
in EMAC/CLaMS, whereas in EMAC-FFSL the age of air pattern is more smooth
without small ﬁlaments.
Overall, the stronger transport barriers in EMAC/CLaMS lead to a diﬀerence in
age of air of about 0.5 years in the lower part of the stratosphere in the Northern
hemisphere. It is not possible solely based on the age of air results to distinguish
whether the young air in EMAC-FFSL has been diﬀused through the extratropical
tropopause or has passed the jet stream and spread on the isentropic surfaces. It
is assumed that both transport barriers are weaker in EMAC-FFSL and thus allow
more air to cross the stratospheric boundaries.
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CHAPTER 5
Representation of polar vortices
This section presents a comparison of the representation of the Arctic and Antarctic
polar vortices in the two transport schemes. The edge of the polar vortex forms a
strong transport barrier in the stratosphere [e.g., Steinhorst et al., 2005; Günther
et al., 2008]. Inside the vortex, diabatic descent of airmasses from high altitudes
leads to low concentrations of trace gases which are of tropospheric origin and have
a stratospheric sink [e.g., Müller et al., 1996]. These isolated conditions are crucial
for polar ozone depletion. However, the simulation of a highly isolated vortex is a
diﬃcult task for climate models with limited spatial resolution. SPARC [2010] show
that many CCMs do not form a suﬃciently isolated Antartic polar vortex and that
this problem is often even more pronounced for Arctic conditions.
When comparing the model performance in the case of vortex isolation against ob-
servations, it is important to assess the quality of the simulated horizontal wind.
Therefore, before validating the transport schemes, the mean zonal wind in EMAC
is compared with the mean zonal wind in ERA-Interim in Fig. 5.1. It is found that
ERA-Interim zonal winds are slightly stronger in the winter hemisphere polar jet re-
gions. Thus the polar vortex is weaker in EMAC than in ERA-Interim and the trace
gas gradients are also expected to be moderately weaker in the simulation results
compared to satellite climatologies, independently of the employed the transport
scheme.
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(a) DJF in EMAC (b) DJF in ERA-Interim
(c) JJA in EMAC (d) JJA in ERA-Interim
Figure 5.1: Zonal mean of zonal wind [m/s] from ERA-Interim climatology and
EMAC climatology for NH winter (top panels) and SH winter (bottom panels).
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Figure 5.2: Age of air [years] at 450K for August (top panels) and October (bot-
tom panels) in the Southern hemisphere. Left and middle panels display age of air
distributions for EMAC-FFSL and EMAC/CLaMS, respectively. Right panels show
the absolute diﬀerence in mean age of air [years] (EMAC/CLaMS−EMAC-FFSL).
Blue colour denotes older air in EMAC/CLaMS, and red colour denotes older air in
EMAC-FFSL.
5.1 Antarctic polar vortex
Figure 5.2 shows horizontal age of air distributions of EMAC/CLaMS and EMAC-
FFSL at 450K for August and October in the Southern hemisphere. In August (top
panels), older air masses are found inside the vortex in EMAC/CLaMS compared
to EMAC-FFSL. More speciﬁcally, the air is up to 0.5 years younger inside the vor-
tex in EMAC-FFSL. On the contrary, EMAC/CLaMS shows younger air outside
the vortex. In October (bottom panels), the age of air diﬀerences inside the vortex
have increased to values of 0.8 years. The diﬀerences are larger than in October
because the processes that dominate the vortex evolution are diﬀerent. During Au-
gust, diabatic downwelling is the most important process in the vortex. It is found
that in August the downwelling of the diabatic vertical velocity in EMAC/CLaMS
is stronger in the polar vortex region than the downwelling of the kinematic vertical
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velocity in EMAC-FFSL (Sect. 3.4). This leads to the small diﬀerences in age of
air in August that are displayed in the top right panel of Fig. 5.2. However, in Oc-
tober downwelling decreases in strength and becomes less important for the age of
air distribution so that the impact of horizontal transport through the vortex edge
and mixing increases [Gerber , 2012]. During the period when the transport barrier
controls horizontal mixing, the diﬀerences in age of air are larger than during the
earlier period when downwelling is the most important process.
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Figure 5.3: Proﬁles of CFC-11 and CH4 for diﬀerent months and latitude bins:
ACE-FTS climatology is shown in red, blue proﬁles display simulation results with
EMAC-FFSL transport and black proﬁles show results with EMAC/CLaMS full
Lagrangian transport. Solid lines show mean values over ten years of simulation,
whereas dashed-dotted lines indicate results for only the last ﬁve years of simulation.
The proﬁles for the simulations have been generated as follows: daily output have
been interpolated onto a regular grid, then monthly mean values are calculated. The
mean value of all simulated years for the respective latitude bins is shown here. ACE-
FTS climatological proﬁles are shown for 72.5◦S and 77.5◦S in the top panels, and
for 62.5◦S and 67.5◦S in the bottom panels, respectively.
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The simulated pattern of long-lived tracers with a purely stratospheric loss and a
purely tropospheric source are dominated by the age of air distribution in the model
but allow a comparison against measurements. For the Antarctic polar vortex re-
gion, vertical proﬁles of simulated CFC-11 and CH4 were compared with proﬁles
from measurement climatologies of the Atmospheric Chemistry Experiment-Fourier
Transform Spectrometer (ACE-FTS). The ACE-FTS climatology [Jones et al., 2012]
contains monthly zonal mean values for 14 species. It does not include error budget
estimates, but comparisons with measurements from other instruments show diﬀer-
ences in the order of 10% for CFC-11 and CH4 [Jones et al., 2012]. The climatology
includes ACE-FTS measurements from February 2004 to February 2009.
The top panels in Fig. 5.3 show proﬁles for September in the 80◦S to 70◦S latitude
bin. At this time, the vortex is still stable and clearly separated from mid-latitude
air. The proﬁle of CFC-11 from EMAC/CLaMS is in good agreement with the ACE-
FTS climatology, although slightly higher in the 17-19 km altitude range. However,
the EMAC-FFSL simulation produces higher CFC-11 mixing ratios for all altitudes.
This shows that the transport barrier at the edge of the polar vortex is weaker in the
EMAC-FFSL simulation which results in an overestimated mixing across the vortex
edge.
The top right panel of Fig. 5.3 displays the respective proﬁles of CH4. Here, the
same pattern as shown in the CFC-11 proﬁles is visible. The EMAC-FFSL proﬁles
show higher CH4 concentrations than the satellite climatology. EMAC/CLaMS also
exhibits higher CH4, but is closer to the ACE-FTS measurements up to 20 km. At
altitudes above 30 km both models show higher CH4 mixing ratios than observed.
Overall, EMAC/CLaMS transport leads to an improvement of the CH4 simulation
in the vortex region, although it still results in higher mixing ratios compared to the
satellite climatology.
The bottom panels in Fig. 5.3 present similar plots for November between 70◦S and
60◦S. In this month, the Antarctic vortex begins to break up. This process starts
at high altitudes. The weakening of the vortex boundary is clearly visible in the
CH4 proﬁles in the bottom right panel. The ACE-FTS proﬁle exhibits a pronounced
kink at 20 to 25 km altitude. This kink appears in the proﬁle because the vortex
air masses above 25 km are mixed with CH4-rich air from mid-latitudes. The kink
is also visible in the EMAC/CLaMS proﬁles, although it is not as distinct as in
the ACE-FTS climatology. The EMAC/CLaMS proﬁles between 90◦S and 70◦S
latitude also feature this kink, but at these most Southern latitudes there are no
ACE-FTS measurements available for comparison. In the EMAC-FFSL proﬁles, this
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kink is not visible. These results indicate that the vortex breakup is much better
represented in the CLaMS Lagrangian transport. The kink is not visible in the
respective CFC-11 proﬁles (bottom left panel), because the concentrations are too
low to show indications of mixing between polar and mid-latitude air in the altitude
range where the beginning of the vortex breakup occurs. The CFC-11 proﬁles of
November are another example for the overall pattern of diﬀerences between the
two transport schemes: with the CLaMS full-Lagrangian transport, it is possible to
produce trace gas distributions that indicate a stronger polar vortex than in EMAC-
FFSL, but still weaker than in the satellite climatology, which seems to be linked to
the weaker zonal winds in EMAC (see Fig. 5.1).
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Figure 5.4: MLS averaging kernel for N2O. Solid lines show averaging kernels for
the equator (eq), and dashed lines show averaging kernels for 70◦ latitude (70). The
equatorial averaging kernels are applied to all proﬁles up to 60◦ in both hemispheres,
and the averaging kernel for 70◦ is applied from 75◦ to the pole. Between 60◦ and 75◦,
a linear interpolation between the averaging kernel for the equator and the averaging
kernel for 70◦ is used. In the legend, the ﬁrst number denotes the pressure level
[hPa], for which the averaging kernel is valid. The second number is the sum of all
weighting factors of the averaging kernel. Courtesy of F. Ploeger.
5.1 Antarctic polar vortex 65
Figure 5.5: Horizontal gradient of N2O in September on the 450K isentropic surface.
The polar vortex edge is characterized by strong horizontal gradients of trace gases.
For this study, N2O gradients from the simulation climatologies are compared to
gradients in monthly climatologies from MLS measurements (see Sect. 4.1). For
the comparison, the simulation results have been vertically smoothed in a way that
simulates the smoothing achieved by the MLS averaging kernel. Ploeger et al. [2013]
show that this procedure is necessary to obtain a meaningful comparison of model
results with MLS measurements in the lower stratospheric polar regions. Figure 5.4
presents the MLS averaging kernel for N2O. The simulation climatologies have been
interpolated to the pressure levels that are used for the averaging kernel. Then,
the smoothed climatology was calculated by applying the weighting functions that
are shown in Fig. 5.4 to the interpolated simulation results. E.g., the value for the
pressure level at 68.13 hPa is the sum of the N2O mixing ratios from the pressure
levels from about 105 hPa to 40 hPa, multiplied with the displayed weighting factors.
The averaging kernel was applied to the simulation climatologies above 68.13 hPa,
where the sum of all weighting factors is close to 1. In lower levels the inﬂuence of
the a priori values is too large in the MLS averaging kernel and it can not be applied
in a post-processing diagnostic.
Figure 5.5 shows the absolute value of the horizontal N2O gradients on the 450K
isentropic surface for September. The left panel displays the EMAC-FFSL results,
the middle panel the gradient in EMAC/CLaMS, and the right panel the MLS cli-
matological values. It is clearly visible that the N2O gradient is too weak in the
EMAC-FFSL transport, with maximum values around 4.5 · 10−5 ppb/m. The MLS
data exhibit maximum values of 7.0 · 10−5 ppb/m. The EMAC/CLaMS N2O gradi-
ent, calculated with the full Lagrangian transport scheme, shows maximum values
of 6.0 · 10−5 ppb/m. These values are still smaller than those found in the satel-
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Figure 5.6: Age of air [years] at 450K for February (top panels) and March (bot-
tom panels) in the Northern hemisphere. Left and middle panels display age of air
distributions for EMAC-FFSL and EMAC/CLaMS, respectively. Right panels show
the absolute diﬀerence in mean age of air [years] (EMAC/CLaMS−EMAC-FFSL).
Blue colour denotes older air in EMAC/CLaMS, and red colour denotes older air in
EMAC-FFSL.
lite data set, but they show a clear improvement in comparison to the ﬂux-form
semi-Lagrangian transport scheme.
5.2 Arctic polar vortex
This section presents age of air distributions in the Arctic polar vortex region at the
end of winter. As the Arctic polar vortex shows substantial interannual variability,
much more than the Antarctic polar vortex [Weber et al., 2011], the 10-year climatol-
ogy does not give a clear picture of the Arctic polar vortex. Instead, monthly mean
values from the second year of the time-slice simulation are shown as an example in
this section.
Figure 5.6 shows age of air distributions in the Northern hemisphere on the 450K
potential temperature surface. In February (top panels), the EMAC/CLaMS simu-
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lation results in a stronger polar vortex than the EMAC-FFSL transport. The air
inside the vortex is older and the gradient at the vortex edge is stronger when us-
ing the full-Lagrangian transport scheme. The absolute diﬀerences for age of air in
February are displayed in the top right panel. This plot shows that the maximum
diﬀerence in mean age of air is located inside the vortex and reaches values up to
one year.
In March the vortex has split into two parts (see bottom panels in Fig. 5.6). This
structure is visible in both transport schemes, but it is more pronounced in
EMAC/CLaMS. In the EMAC-FFSL representation, stronger mixing of air masses
from inside and outside the vortex has taken place. Again, the diﬀerences in age of
air are largest (up to one year) in the regions of the polar vortex.
The diﬀerences in age of air between EMAC-FFSL and EMAC/CLaMS are larger
in the Northern hemispheric vortex than in the Southern hemispheric vortex. This
can be explained by the fact that planetary wave activity is stronger in the Arctic
than in the Antarctic. Thus, isentropic Rossby waves disturb the zonal symmetry of
the Arctic polar vortex much stronger than the symmetry of the almost circumpolar
vortex in the Antarctic stratosphere. In such a case, a Lagrangian transport scheme
has an advantage over the FFSL approach by minimizing the numerical mixing in
the vicinity of a disturbed transport barrier like the vortex edge. The diﬀerences
between EMAC-FFSL and EMAC/CLaMS due to mixing seem to be larger than
the diﬀerences due to vertical velocities. This is consistent with the analysis for the
Southern hemisphere, where the diﬀerences in age of air are most pronounced in
October, when the impact of downwelling decreases and the impact of in-mixing into
the vortex increases.
Figure 5.7 shows the age of air in the Arctic in February for the following four years
in the simulation to illustrate the variability of the Arctic polar vortex. In the third
and ﬁfth year, the Arctic polar vortex is more pronounced than in the forth and
sixth year of the simulation. In the third year, the vortex is very strong and has a
circumpolar structure. In the other years, the shape of the vortex varies and its center
is not displaced from the North pole. Figure 5.7 shows clearly that the Arctic polar
vortex is always stronger in EMAC/CLaMS than in EMAC-FFSL. Thus, a more
pronounced structure in age of air is found in EMAC/CLaMS in cases of stronger as
well as weaker vortices.
The diﬀerences in the strength of the polar vortex are also visible in trace gas
distributions. Figure 5.8 shows the distributions of CFC-11 in EMAC-FFSL and
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(a) EMAC-FFSL 3rd year (b) EMAC-CLaMS 3rd year
(c) EMAC-FFSL 4th year (d) EMAC-CLaMS 4th year
(e) EMAC-FFSL 5th year (f) EMAC-CLaMS 5th year
(g) EMAC-FFSL 6th year (h) EMAC-CLaMS 6th year
Figure 5.7: Age of air [years] at 450K for February in the Northern hemisphere for
diﬀerent years. The left column shows age of air in EMAC-FFSL, and the right
column shows age of air in EMAC/CLaMS.
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(a) EMAC-FFSL 3rd year (b) EMAC-CLaMS 3rd year
(c) EMAC-FFSL 4th year (d) EMAC-CLaMS 4th year
(e) EMAC-FFSL 5th year (f) EMAC-CLaMS 5th year
(g) EMAC-FFSL 6th year (h) EMAC-CLaMS 6th year
Figure 5.8: CFC-11 [ppt] at 450K for February in the Northern hemisphere for
diﬀerent years. The left column shows CFC-11 mixing ratios in EMAC-FFSL, and
the right column shows CFC-11 mixing ratios in EMAC/CLaMS.
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EMAC/CLaMS in February for the same years as the age of air distributions in
Fig. 5.7. The variability of the polar vortex also causes a variation in the CFC-
11 distribution in the simulation with very low CFC-11 mixing ratios in the years
of a strong, unsplit vortex. Again, there are clear diﬀerences visible between the
EMAC-FFSL and EMAC/CLaMS simulation results. In EMAC/CLaMS, there are
low CFC-11 mixing ratios inside the Arctic polar vortex. In EMAC-FFSL, these
low values are not reached. It is expected that lower values of CFC-11 will lead to
stronger polar ozone depletion in the model if chemical ozone loss is simulated, which
is not done in the present runs using the simpliﬁed chemistry scheme. Lower CFC
mixing ratios correspond to higher inorganic chlorine reservoir values, which when
activated through heterogeneous reactions lead to faster ozone depletion.
CHAPTER 6
Zonal mean climatologies
6.1 Age of air
This section presents zonal mean distributions of age of air which are a very useful
result for the veriﬁcation of the newly coupled model system [SPARC , 2013]. The
age of air diagnostic is suitable for this purpose since mean age is a passive tracer that
directly displays transport characteristics. Eluszkiewicz et al. [2000] show that age
of air is very sensitive to the choice of the transport scheme. Mahowald et al. [2002]
investigate the inﬂuence of diﬀerent vertical coordinates on the age of air distribu-
tions. They ﬁnd improved age of air distributions in their simulations when using the
hybrid-isentropic vertical coordinate instead of the standard hybrid-pressure vertical
coordinate. The advantageous hybrid-isentropic vertical coordinate system was also
used for the EMAC/CLaMS simulation. There are diﬀerent physical mechanisms
that impact the distributions of the zonal mean age of air in the model and could
lead to discrepancies between diﬀerent models or observations: The strength of the
Brewer-Dobson-Circulation has the largest impact on the magnitude of the mean
age, while the quasi-horizontal mixing modulates the width of the tropical upwelling
pattern of young air [Waugh and Hall , 2002].
Zonal mean age of air at 50 hPa for the EMAC-FFSL and EMAC/CLaMS clima-
tologies is compared to mean age of air derived from measurements in Fig. 6.1. The
observed mean age of air values are derived from SF6 and CO2 airborne measure-
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Figure 6.1: Zonal mean age of air at 50 hPa [years]: Simulation results of
EMAC/CLaMS are represented by the solid blue line, EMAC-FFSL the dotted blue
line, and mean age from airborne measurements by the black crosses (SF6) and the
black asterisks (CO2). The measurements are taken from diﬀerent campaigns with
the NASA ER-2 aircraft [Elkins et al., 1996; Boering et al., 1996; Waugh and Hall ,
2002]. The simulated age of air has been reduced by three months to account for the
fact that age of air in EMAC-FFSL and EMAC/CLaMS is deﬁned with reference to
the surface, while it is deﬁned with reference to the tropopause in the age of air from
measurements.
ments from various campaigns with the NASA ER-2 research aircraft [Elkins et al.,
1996; Boering et al., 1996; Waugh and Hall , 2002]. Figure 6.1 shows that both types
of EMAC simulations produce a similar and reasonable age of air distribution. In
EMAC-FFSL as well as in EMAC/CLaMS, the age of air pattern is consistent with
the general features of the stratospheric circulation. There is upwelling of young air
masses in the tropics, and downwelling of old air masses in the polar regions. Both
simulations exhibit slightly older air in the Southern hemisphere compared to the
Northern hemisphere, consistent with the measurements. Age of air in EMAC-FFSL
and EMAC/CLaMS is deﬁned with reference to the surface, while it is deﬁned with
reference to the tropopause in the age of air from measurements. Therefore, the
simulated age of air in Fig. 6.1 has been reduced by three months to obtain com-
parable values. The simulated mean age is younger in comparison to observations
which is a typical feature seen in climate models that can be much more pronounced
than in the example shown here [Waugh and Hall , 2002; SPARC , 2010]. Age of air
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derived from SF6 at high latitudes is typically high biased because the algorithms do
not account for the stratospheric loss of SF6 [Waugh and Hall , 2002]. Overall, both
transport representations allow the expected age of air distribution to be reproduced.
The largest diﬀerence in the simulated age of air is found in Northern hemispheric
high latitudes. Here, EMAC/CLaMS shows older air masses than EMAC-FFSL and
is thus closer to the observations.
Figure 6.2 shows zonal mean age of air distributions for the altitude range from 350
to 1500K for EMAC-FFSL and EMAC/CLaMS. As already shown for the 50 hPa
level in the last paragraph, the age of air distribution in both EMAC simulations
is consistent with the known the stratospheric diabatic circulation (Brewer-Dobson-
Circulation) that is discussed in Chapter 3. The tropical upwelling region trans-
porting young air masses from the troposphere upward to the stratosphere is clearly
visible. At high latitudes in the stratosphere, the air is older with age of air values
of more than 4.75 years in the annual, zonal mean. The highest vertical gradient in
age of air is found above the tropopause at around 400K at high- and mid-latitudes.
The zonal mean age of air distributions in Fig. 6.2a and Fig. 6.2b show that both
transport schemes, EMAC/CLaMS and EMAC-FFSL, allow a reasonable age of air
pattern to be reproduced.
There are however notable diﬀerences in age of air of up to 0.5 years between
EMAC/CLaMS and EMAC-FFSL (Fig. 6.2c). The annual zonal mean of the age
of air diﬀerences between the two transport schemes shows younger air in EMAC-
FFSL below 500K. Above 500K, a clear diﬀerence between the Northern and the
Southern hemisphere emerges. The usage of EMAC/CLaMS results in younger air
in the Southern hemisphere and older air in the Northern hemisphere compared to
EMAC-FFSL. This picture of the annual mean diﬀerences is a result of various pro-
cesses that change over the course of a year. Therefore, the age of air diﬀerences in
all seasons are now analysed separately.
Figure 6.3 shows age of air diﬀerences between EMAC-FFSL and EMAC/CLaMS for
all seasons. There is a particular pattern which is present throughout the year: In the
lowermost stratosphere up to 500K the age of air is always lower in EMAC-FFSL.
One reason for this is the subtropical jet stream that constitutes a transport barrier,
which is more pronounced in EMAC/CLaMS than in EMAC-FFSL (see Sect. 4.3).
The second reason is a more diﬀusive tropopause when using the ﬂux-form semi-
Lagrangian transport scheme, allowing young, tropospheric air to diﬀuse upward
into the lowermost stratosphere. The full-Lagrangian scheme provides a stronger
transport barrier at the tropopause.
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(a) EMAC-FFSL
(b) EMAC/CLaMS
(c) EMAC/CLaMS - EMAC-FFSL
Figure 6.2: Annual, zonal mean age of air from simulation climatologies [years] for
EMAC-FFSL and EMAC/CLaMS. The bottom panel displays absolute diﬀerences in
age of air (EMAC/CLaMS−EMAC-FFSL) [years]. Here, blue colors indicate younger
air in EMAC-FFSL, while red colors indicate younger air in EMAC/CLaMS.
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(a) DJF EMAC-FFSL (b) DJF EMAC/CLaMS (c) DJF Diﬀerence
(d) MAM EMAC-FFSL (e) MAM EMAC/CLaMS (f) MAM Diﬀerence
(g) JJA EMAC-FFSL (h) JJA EMAC/CLaMS (i) JJA Diﬀerence
(j) SON EMAC-FFSL (k) SON EMAC/CLaMS (l) SON Diﬀerence
Figure 6.3: Zonal mean age of air for diﬀerent seasons in EMAC-FFSL (left column)
and EMAC/CLaMS (middle column) [years] and the absolute diﬀerences in age of
air (EMAC/CLaMS−EMAC-FFSL, right column) [years].
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Between 500 and 600K around 20◦ latitude in both hemispheres, there are other
regions where EMAC-FFSL shows younger air than EMAC/CLaMS. In contast to the
region below 500K, this feature can be associated with diﬀerences in the vertical wind
ﬁeld. As already discussed in Sect. 3.4, the kinematic vertical velocity in EMAC-
FFSL exhibits a minimum in upwelling above the equator that is barely present in
the diabatic vertical velocity in EMAC/CLaMS. Around this minimum, the vertical
velocity is higher in EMAC-FFSL than in EMAC/CLaMS. As a consequence, age of
air values are lower in EMAC-FFSL in the regions of stronger upwelling around the
equatorial minimum. This eﬀect is clearly visible in boreal spring (MAM, Fig. 6.3f)
and summer (JJA, Fig. 6.3i). During boreal autumn, the shift in tropical upwelling
that is described below dominates in these regions.
The ﬂux-form semi-Lagrangian transport in EMAC-FFSL results in younger age of
air in the polar vortices. This is visible in the polar regions in the respective winter
hemisphere with a maximum age of air diﬀerence between 400 and 450K. Here, the
diﬀerence in age of air is a combined eﬀect of stronger downwelling and a more
distinct transport barrier at the vortex edge in EMAC/CLaMS. The representation
of the polar vortices in both transport schemes is discussed in detail in Sect. 5.
The most obvious pattern in the age of air diﬀerences is the hemispheric age diﬀerence
at altitudes from 500 to 900K. This feature dominates the annual mean age diﬀerence
pattern (Fig. 6.2c) with younger air in EMAC-FFSL in the Northern hemisphere and
younger air in EMAC/CLaMS in the Southern hemisphere. Considering all seasonal
age of air diﬀerences shown in Fig. 6.3, this pattern is not visible equally strongly
in all seasons. The hemispheric age of air diﬀerence between EMAC-FFSL and
EMAC/CLaMS starts to evolve in boreal summer (Fig. 6.3i) and is most pronounced
in boreal autumn (Fig. 6.3l). The reason for this diﬀerence pattern is the shift of
the maximum upwelling in the tropical pipe between EMAC/CLaMS and EMAC-
FFSL in boreal summer. During this season, the upwelling in the kinematic vertical
velocity ﬁeld of EMAC-FFSL shifted northwards compared to the diabatic upwelling
of EMAC/CLaMS. This is illustrated in Fig. 3.9. Ploeger et al. [in preparation] also
found that a shift of the tropical pipe leads to hemispheric diﬀerences in the age of
air pattern.
In boreal autumn (SON, Fig. 6.3l), the hemispheric diﬀerence pattern is not symmet-
ric. The pattern of younger age of air in EMAC-FFSL in the Northern hemisphere
is less pronounced than the pattern of younger age in EMAC/CLaMS in the South-
ern hemisphere. The Northern hemispheric diﬀerence in age of air is limited to the
latitudes from the Equator to 40◦N and can be fully explained by the shift of the
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maximum upwelling region. On the other hand, in the Southern hemisphere, the
younger age of air pattern in EMAC/CLaMS is more pronounced and extends to
higher latitudes. This observation can be explained by a combination of two pro-
cesses: The ﬁrst reason is, as for EMAC-FFSL in the Northern hemisphere, the shift
in tropical upwelling. The second reason is the diﬀerence in the transport barriers.
In EMAC-FFSL, the polar vortex edge is more diﬀusive which leads to enhanced
in-mixing of old air from the polar vortex into mid-latitude air in the Southern
hemisphere in EMAC-FFSL. Additionally, the Southern subtropical barrier in this
season is stronger in EMAC-FFSL so that in-mixing of young air from the tropical
pipe is reduced in this transport scheme. Thus, the diﬀerence in age of air between
the two transport schemes is enhanced for the SH mid-latitude region.
During summer in the Southern hemisphere (DJF) the tropical upwelling is stronger
in EMAC/CLaMS than in EMAC-FFSL (Fig. 6.3c). This leads to diﬀerences in age
of air from 600 to 1200K in the region of the tropical pipe between EMAC-FFSL and
EMAC/CLaMS. Figure 3.8 shows that this diﬀerence is clearly related to higher ver-
tical velocities in EMAC/CLaMS. In this ﬁgure, all isolines show that the upwelling
in the diabatic vertical velocity representation in EMAC/CLaMS is stronger than
the upwelling in the kinematic vertical velocity representation in EMAC-FFSL. The
diﬀerences are visible throughout the altitude range from 500 to 1500K in the SH
tropical region from 0◦S to 20◦S. In the following months (MAM, Fig. 6.3f), as a con-
sequence of the stronger upwelling, the younger age of air pattern in EMAC/CLaMS
extends to higher altitudes above 1500K.
In summary, the discussion above made clear that there are two distinct features
of the transport schemes in focus (EMAC-FFSL and EMAC/CLaMS) that are re-
sponsible for the diﬀerent simulations of age of air and trace gases. Firstly, one
feature is the use of various vertical velocities due to diﬀerent vertical coordinates.
Secondly, the diﬀerent transport schemes lead to diverse mixing properties of trans-
port. Only by considering both aspects, all diﬀerences between EMAC-FFSL and
EMAC/CLaMS can be explained.
6.2 N2O
As in the case of age of air, the simulated patterns of long-lived tracers with a
purely stratospheric loss and a purely tropospheric source reﬂect the stratospheric
circulation. In addition, the analysis of these tracers allows a comparison against
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measurements. Therefore, simulated annual zonal mean climatological nitrous oxide
(N2O) distributions are compared to a satellite climatology.
The N2O simulation results from the EMAC-FFSL and EMAC/CLaMS 10-year cli-
matologies are compared to climatologies from measurements of the Microwave Limb
Sounder (MLS) onboard the NASA Aura satellite from the years 2005 to 2012 (see
Sect. 4.1). For the comparison, the simulation results have been vertically smoothed
in a similar way as the averaging kernel of the MLS retrievals smoothes the atmo-
spheric proﬁles.
Figure 6.4 shows annual, zonal mean N2O mixing ratios for EMAC-FFSL with av-
eraging kernel, EMAC/CLaMS with averaging kernel, and MLS from 70 hPa up to
3 hPa. In this altitude range, MLS delivers reliable N2Omeasurements [Livesey et al.,
2011]. The results of both simulations as well as the MLS climatology show a similar
circulation pattern. In all climatologies, N2O exhibits higher mixing ratios in the
upwelling region in the tropics and lower mixing ratios in the descending air at high
latitudes. In the tropical region, the highest N2O mixing ratios are about 300 ppb at
70 hPa and decrease with height. In the downwelling regions at high latitudes, N2O
mixing ratios below 15 ppb are found in the climatologies above altitudes of ∼5 hPa.
In the tropical regions, the pattern of high N2O in the tropical pipe is narrower in
the MLS data than in both simulations with the diﬀerent transport representations.
The contours of N2O in Fig. 6.4c are steeper around 20◦N and 20◦S than in the
simulated climatologies. The contours of EMAC/CLaMS are slightly steeper than
those in EMAC-FFSL and thus closer to the measurements. The tropical pipe and
its seasonal variation is analysed in more detail in Sect. 4.1. Another feature is also
improved when using the Lagrangian transport, which is the underestimated N2O
mixing ratio in EMAC-FFSL between 10 and 20 hPa in Southern mid-latitudes.
The relative diﬀerences between the measured and simulated N2O mixing ratios are
shown in Fig. 6.5. Overall, the simulation results of EMAC-FFSL and EMAC/CLaMS
show higher N2O mixing ratios at lower altitudes below ∼20 hPa and lower mixing
ratios above 20 hPa compared to the MLS climatology. The high values of relative
diﬀerences in the polar downwelling regions above 5 hPa are negligible since the rel-
ative diﬀerences here become large due to the very low N2O concentrations. The
reason for the too low N2O mixing ratios in these regions in the simulations is likely
due to the upper boundary condition, which is set to 0 ppb for N2O.
In EMAC-FFSL, the largest diﬀerence in N2O compared to MLS is found in the
Southern hemisphere above 20 hPa. In this region, the simulation using the ﬂux-form
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(a) EMAC-FFSL 10-year climatology
(b) EMAC/CLaMS 10-year climatology
(c) MLS 2005-2012 climatology
Figure 6.4: Zonal mean N2O mixing ratio [ppb] from modelled and measured cli-
matologies. The simulation results of EMAC/CLaMS and EMAC-FFSL have been
vertically smoothed in a similar way as the averaging kernel of the MLS retrievals
smoothes the atmospheric proﬁles.
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(a) EMAC-FFSL vs. MLS (b) EMAC/CLaMS vs. MLS
Figure 6.5: Zonal mean relative diﬀerences of N2O mixing ratio [ppb] between mod-
elled climatologies and the MLS climatology. Red colour denotes higher N2O mixing
ratios in the simulations, and blue colour denotes a higher N2O mixing ratio in MLS.
semi-Lagrangian transport scheme shows 35% less N2O than the MLS climatology.
Using the Lagrangian transport scheme, this diﬀerence could be signiﬁcantly reduced.
The EMAC/CLaMS climatology only shows a diﬀerence of up to 15% compared to
the MLS climatology in the Southern hemisphere above 20 hPa.
In the SH tropical region at 10◦S, the diﬀerence between EMAC/CLaMS and MLS
is larger than the diﬀerence between EMAC-FFSL and MLS. Here, the vertical wind
in EMAC/CLaMS is stronger than the vertical wind in EMAC-FFSL during SH
summer (see Sect. 3.4), which leads to enhanced N2O mixing ratios.
At about 50 hPa in high latitudes in both hemispheres, EMAC-FFSL shows higher
N2O mixing ratios than MLS. The maximum diﬀerences are located over the poles.
In the Southern hemispheric polar vortex region the annual mean of simulated N2O
mixing ratio of EMAC-FFSL is more than 35% higher than in the MLS climatology.
In the Northern hemispheric polar region the diﬀerence between EMAC-FFSL and
MLS amounts to 25%. In the Southern hemisphere polar region, EMAC/CLaMS
is slightly closer to the measured climatology than EMAC-FFSL. In the Northern
hemisphere, there is a signiﬁcant improvement in the EMAC/CLaMS transport. The
relative diﬀerence between EMAC/CLaMS and MLS N2O is 15% in the Arctic, while
it is 25% between EMAC-FFSL and MLS. The representations of the polar vortex
regions in the model simulations are investigated in detail in Chapter 5.
6.3 Zonal mean trace gas climatologies 81
(a) EMAC-FFSL CFC-11 [ppt] (b) EMAC/CLaMS CFC-11 [ppt]
(c) EMAC/CLaMS − EMAC-FFSL ∆CFC-11 [ppt]
(d) EMAC-FFSL CFC-12 [ppt] (e) EMAC/CLaMS CFC-12 [ppt]
(f) EMAC/CLaMS − EMAC-FFSL ∆CFC-12 [ppt]
Figure 6.6: Zonal mean mixing ratios of diﬀerent trace gases in EMAC-FFSL and
EMAC/CLaMS, as well as the absolute diﬀerences. Note that the vertical axis is
diﬀerent for CFC-11 (Fig. 6.6a-6.6c) due to the low mixing ratios of CFC-11 at high
altitudes.
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(g) FFSL CH4 [ppm] (h) CLaMS CH4 [ppm]
(i) EMAC/CLaMS − EMAC-FFSL ∆CH4 [ppm]
(j) FFSL N2O [ppb] (k) CLaMS N2O [ppb]
(l) EMAC/CLaMS − EMAC-FFSL ∆N2O [ppb]
Figure 6.6: (Continued)
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Table 6.1: Recommended atmospheric lifetimes [years] and the most likely range for
the lifetime of the trace species in the simulation adapted from Table 6.1 and 6.2. in
SPARC [2013].
∗ CH4 is the only shown species with a mainly tropospheric loss. Thus, the atmo-
spheric lifetime of CH4 is lower than its stratospheric lifetime of ∼160 years.
Species Lifetime most likely range
CFC-11 52 43 67
CFC-12 102 88 122
CH4 ∗ 9.8 7.6 14
N2O 123 104 152
6.3 Zonal mean trace gas climatologies
In this chapter, zonal mean climatologies for several long-lived trace gases in the
simulation with both transport schemes EMAC-FFSL and EMAC/CLaMS are pre-
sented. The trace gases are CCl3F (CFC-11), CCl2F2 (CFC-12), CH4 (methane),
and N2O (nitrous oxide). These trace species all have tropospheric sources, but
they have diﬀerent atmospheric lifetimes and are depleted in diﬀerent regions in the
atmosphere. The atmospheric lifetime τ of a chemical tracer is deﬁned by
τ =
B
S
, (6.1)
where B and S denote the atmospheric burden and sink, respectively. The lifetimes
of ozone-depleting substances have recently been re-evaluated in SPARC [2013].
The recommended lifetimes of the species included in the simulation are shown in
Table 6.1.
Figure 6.6 presents the zonal mean climatologies for various trace gases from EMAC-
FFSL and EMAC/CLaMS, as well as the absolute diﬀerences between the two sim-
ulation climatologies. The overall patterns of the shown trace species look similar,
with high mixing ratios in the troposphere, a visible upwelling branch of air with
higher trace gas concentrations in the tropical pipe, and low mixing ratios in the
downwelling regions of the stratosphere. The diﬀerences in the shape of the up-
welling branch are due to the diﬀerent lifetimes of the species and the diﬀerence in
their height of maximum loss in the stratosphere. The diﬀerences between EMAC-
FFSL and EMAC/CLaMS are consistent with the diﬀerence pattern of age of air
(Fig. 6.2c). E.g. in regions where EMAC/CLaMS exhibits lower age of air, the La-
grangian transport scheme shows higher mixing ratios of trace gases of tropospheric
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origin.
Because CFC-11 has the strongest loss rate in the stratosphere [Minschwaner et al.,
2013; SPARC , 2013], the distribution of CFC-11 has a strong vertical gradient and
thus very low mixing ratios are present at altitudes above 700K (Figs. 6.6a, 6.6b).
The diﬀerences in CFC-11 between EMAC/CLaMS and EMAC-FFSL in Fig. 6.6c
show the expected pattern: CFC-11 mixing ratios are lower in EMAC/CLaMS in
the polar vortex regions with a maximum diﬀerence at the altitude of 450K. Above
500K, the hemispheric diﬀerence due to the shift in tropical upwelling is visible:
Compared to EMAC-FFSL, the trace gas mixing ratios in EMAC/CLaMS are lower
in the Northern hemisphere and higher in the Southern hemisphere.
CFC-12 has a longer lifetime than CFC-11, and the region with maximum depletion
is located at higher altitudes [e.g., Minschwaner et al., 2013]. Therefore, CFC-12-
rich air can propagate to higher altitudes in tropical upwelling region (Figs. 6.6d,
6.6e). The lifetime of N2O is comparable to the lifetime of CFC-12 and the zonal
mean distributions have a similar shape (Figs. 6.6j, 6.6k). The absolute diﬀerences in
the zonal mean of CFC-12 and N2O also share characteristics (Figs. 6.6f, 6.6l): One
example is the pattern of air masses containing more CFC-12 and N2O in EMAC-
FFSL than in EMAC/CLaMS which is located at 30◦N between 800 and 1200K.
For the long-lived trace species CFC-12 and N2O, this pattern is expanded to higher
altitudes than in the zonal mean of CFC-11, which has a shorter lifetime.
Table 6.1 presents total atmospheric lifetimes which approximate the stratospheric
lifetimes for CFC-11, CFC-12, and N2O. In contrast to the other trace gases shown in
Fig. 6.6, CH4 also has tropospheric sinks and is largely removed before entering the
stratosphere. Thus, the stratospheric lifetime of CH4 is much higher than its total
atmospheric lifetime. The stratospheric lifetime of CH4 is approximately 160 years
[SPARC , 2013], so that the stratospheric vertical gradient of CH4 is lower than the
vertical gradients of the other trace gases.
6.4 Lifetime estimates for CFC-12
Good estimates of the lifetimes of CFCs are important to determine their ozone-
depleting potentials and their global warming potentials [WMO , 2011; SPARC , 2013;
IPCC , 2013]. Following the theory of Plumb and Ko [1992], the ratio of the atmo-
spheric lifetimes of two long-lived species can be derived from the slope of their
correlation function in the lower stratosphere at mid-latitudes. This method is only
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Table 6.2: Ratio of lifetimes τ(CFC-11) / τ(CFC-12).
Year EMAC-FFSL EMAC/CLaMS
1 0.483± 0.080 0.483± 0.080
2 0.486± 0.080 0.491± 0.081
3 0.495± 0.081 0.486± 0.080
4 0.497± 0.082 0.495± 0.081
5 0.485± 0.080 0.484± 0.079
6 0.493± 0.081 0.489± 0.081
7 0.497± 0.082 0.498± 0.082
8 0.485± 0.080 0.476± 0.078
9 0.482± 0.079 0.466± 0.077
10 0.502± 0.083 0.492± 0.081
6-10 0.492± 0.081 0.484± 0.080
applicable if the species are suﬃciently long-lived. If the local lifetime is longer than
the time scale for horizontal mixing, a compact correlation evolves and the slope
of the correlation function can be determined. More precisely, suitable regions for
the diagnostic using tracer-tracer correlations show the following characteristics: the
chemical sources and sinks of the tracers are weak and isentropic stirring is much
faster than the diabatic vertical velocity [Plumb, 2007]. Therefore, when applied to
atmospheric measurements, the slopes of the tracer-tracer correlation functions have
to be determined at the mid-latitude tropopause region [Plumb, 1996; Volk et al.,
1997].
This slope is related to the ratio of the tracer lifetimes by
τ1
τ2
=
B1
B2
dσ2
dσ1
. (6.2)
Here, τ1 and τ2 are the respective lifetimes of the two species. B1 and B2 denote their
global burdens, and dσ2/dσ1 denotes the correlation slope at steady-state conditions.
Volk et al. [1997] used this method to derive atmospheric lifetimes relative to CFC-11
for various species (e.g. CFC-12, N2O, CH4, CFC-113) from in-situ aircraft measure-
ments. Brown et al. [2013] calculated lifetimes based on ACE-FTS data, in the same
way.
Hoﬀmann et al. [2014] use diﬀerent zonal mean climatologies from satellite measure-
ments to derive relative lifetimes of CFC-12 in relation to CFC-11. The method
delivers consistent CFC-12 lifetimes for diﬀerent satellite climatologies. The same
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Table 6.3: Relative lifetimes of CFC-12 based on a lifetime of 52 years of CFC-11 in
EMAC-FFSL.
Year EMAC-FFSL global EMAC-FFSL NH EMAC-FFSL SH
1 107.7 (92.4 - 129.0) 118.7 (102.0 - 142.1) 96.3 (82.7 - 115.3)
2 107.0 (91.9 - 128.1) 113.8 (97.7 - 136.1) 100.6 (86.4 - 120.4)
3 105.1 (90.3 - 125.6) 107.4 (92.2 - 128.7) 102.6 (88.1 - 122.6)
4 104.6 (89.8 - 125.3) 108.1 (92.9 - 129.4) 101.2 (87.0 - 120.9)
5 107.2 (92.0 - 128.4) 111.6 (95.8 - 133.7) 103.2 (88.6 - 123.5)
6 105.5 (90.6 - 126.2) 105.7 (90.8 - 126.5) 105.1 (90.3 - 125.6)
7 104.6 (89.8 - 125.3) 105.1 (90.3 - 125.6) 104.4 (89.7 - 125.0)
8 107.2 (92.0 - 128.4) 109.9 (94.4 - 131.6) 104.4 (89.7 - 125.0)
9 107.9 (92.7 - 129.0) 110.9 (95.2 - 132.7) 104.8 (90.0 - 125.6)
10 103.6 (88.9 - 124.1) 105.7 (90.8 - 126.5) 101.6 (87.2 - 121.5)
6-10 105.7 (90.8 - 126.5) 107.4 (92.2 - 128.7) 104.0 (89.3 - 124.4)
method was also applied to the EMAC/CLaMS results. In the present work, a com-
parison of the lifetime estimates from EMAC-FFSL and EMAC/CLaMS is presented.
The method that is used here to derive the relative atmospheric lifetimes from the
climatologies is discussed in detail by Hoﬀmann et al. [2014].
Tables 6.3 and 6.4 list the lifetime estimates for CFC-12 based on a reference life-
time of CFC-11 of 52 years, as recommended by SPARC [2013]. As CFC-12 was
not initialized from the climatological CLaMS simulation as the other trace species
(Sect. 2.4, Appendix C), a spin-up phase is required for CFC-12. Thus, the relative
lifetime of CFC-12 in EMAC-FFSL and EMAC/CLaMS was calculated only from
the zonal mean climatologies of CFC-11 and CFC-12 for the last ﬁve years of the
10-year perpetuum run.
The analysis shows global lifetime estimates that are similar for both transport
schemes. The mean global lifetime of CFC-12 in the 5-year mean is 106 years for
EMAC-FFSL and 107 years for EMAC/CLaMS. This indicates that both trans-
port schemes provide a reasonable simulation of stratospheric transport. The ra-
tio τ(CFC-11) / τ(CFC-12) is 0.492 for EMAC-FFSL and 0.484 for EMAC/CLaMS.
These results are in very good agreement with the recent lifetime estimates from satel-
lite climatologies by Hoﬀmann et al. [2014]. In that study, the the CFC-11/CFC-12
lifetime ratios range from 0.49 to 0.50 for diﬀerent satellite instruments. The CFC-12
lifetimes from the simulations are in very good agreement with the lifetimes derived
by Minschwaner et al. [2013] and slightly higher than the current recommendation
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Table 6.4: Relative lifetimes of CFC-12 based on a lifetime of 52 years of CFC-11 in
EMAC/CLaMS.
Year EMAC/CLaMS global EMAC/CLaMS NH EMAC/CLaMS SH
1 107.7 (92.4 - 129.0) 118.5 (101.8-141.7) 98.9 (85.0 -118.2)
2 105.9 (90.9 - 126.8) 108.6 (93.2 -130.0) 103.6 (88.9 -124.1)
3 107.0 (91.9 - 128.1) 104.0 (89.3 -124.4) 110.2 (94.5 -132.0)
4 105.1 (90.3 - 125.6) 103.2 (88.6 -123.5) 107.0 (91.9 -128.1)
5 107.4 (92.4 - 128.4) 106.3 (91.4 -127.1) 108.8 (93.4 -130.3)
6 106.3 (91.2 - 127.5) 102.6 (88.1 -122.6) 110.4 (94.7 -132.3)
7 104.4 (89.7 - 125.0) 101.2 (86.8 -121.2) 108.1 (92.9 -129.4)
8 109.2 (93.9 - 130.7) 109.2 (93.9 -130.7) 109.2 (93.9 -130.7)
9 111.6 (95.8 - 133.7) 112.3 (96.5 -134.4) 111.1 (95.4 -133.0)
10 105.7 (90.8 - 126.5) 103.0 (88.4 -123.2) 108.8 (93.4 -130.3)
6-10 107.4 (92.2 - 128.7) 105.3 (90.4 -125.9) 109.5 (94.0 -131.0)
by SPARC [2013] of 102 years.
The lifetimes were also estimated separately for the Northern and the Southern hemi-
sphere. The results for each hemisphere are also shown in the Tables 6.3 and 6.4. In
EMAC-FFSL, the lifetime of CFC-12 in the 5-year mean is higher in the Northern
hemisphere (107 years) than in the Southern hemisphere (104 years). Considering
all single years of the EMAC-FFSL simulation in Table 6.3, the lifetime of CFC-12
is always higher in the Northern hemisphere. However, in the EMAC/CLaMS 5-
year mean, the lifetime is higher in the Southern hemisphere (110 years) than in the
Northern hemisphere (105 years). However, these diﬀerences are likely not signiﬁ-
cant considering the large error estimates. In the ﬁrst year of the simulation, both
transport schemes show a higher lifetime in the Northern hemisphere, which is likely
due to the diﬀerent initialization methods of CFC-11 and CFC-12. With the CLaMS
Lagrangian transport scheme, this relation changes after two years: From the third
year (with one exception in the ninth year), the Northern hemispheric lifetime of
CFC-12 in EMAC/CLAMS is lower than the Southern hemispheric lifetime. Thus,
the hemispheric lifetimes of CFC-12 in EMAC/CLaMS are in better agreement with
measurement climatologies than the respective lifetimes in EMAC-FFSL. All clima-
tologies derived from measurements that were analysed by Hoﬀmann et al. [2014]
show a higher lifetime in the Southern hemisphere, like EMAC/CLaMS.
Thus, the results for global and hemispheric relative lifetimes of CFC-12 in
EMAC/CLAMS compare very well with lifetimes derived independently from vari-
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ous satellite climatologies by Hoﬀmann et al. [2014]. The good agreement between
the model deduced and observationally deduced lifetimes provides further conﬁ-
dence in the representation of transport and chemistry of long-lived tracers in the
EMAC/CLaMS model system.
CHAPTER 7
Conclusions
The full-Lagrangian CTM CLaMS was successfully coupled with the climate model
EMAC. The interface structure MESSy was used for coupling the two models. In this
thesis, a ten-year time-slice simulation was performed with the newly coupled model
system EMAC/CLAMS. Climatologies for age of air and the long-lived trace species
CFC-11, CFC-12, CH4, and N2O have been created from the simulation results. The
EMAC/CLAMS climatologies have been compared to climatologies derived with the
standard ﬂux-form semi-Lagrangian transport scheme in EMAC and validated by
comparison to satellite data.
The motivation for implementing the Lagrangian transport scheme of CLaMS in a
climate model was to obtain more accurate simulations of trace gas distributions in
the stratosphere and in the UTLS region. When using the original FFSL transport
scheme in the EMAC model, the isolation of the polar vortex is too weak and there
is a too much mixing of tropical and mid-latitude air, especially in the Northern
hemisphere [SPARC , 2010]. Improvements in these regions could be achieved, as
shown in this study. In most parts of the stratosphere trace gas distributions derived
with EMAC/CLaMS show better results compared to trace gas climatologies derived
with the FFSL transport scheme. The reason for the changes in simulated trace gas
distributions can be attributed to two diﬀerences in the CLaMS transport scheme
compared to the FFSL transport scheme:
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Vertical velocity The vertical velocity based on diabatic heating in EMAC/CLaMS
leads to a more uniform pattern of the Brewer-Dobson-Circulation compared
to the kinematic vertical velocity in EMAC-FFSL, which is more noisy. There
are no measurements of stratospheric vertical velocities that allow for direct
validation of the simulated values, but it is possible to compare modelled trace
gas distributions with measurements. Long-lived trace gases show an accumu-
lated eﬀect of the diﬀerences in vertical velocity. The comparison of simulated
trace gas distributions reveals that in most regions of the stratosphere the dia-
batic velocity results in more realistic trace gas distributions, e.g. by providing
stronger downwelling in the polar vortices. One exception is unrealistically
large updraft during the Southern hemisphere summer at 10◦S in the diabatic
vertical velocity. Using the diabatic vertical velocity further improves the loca-
tion of the maximum upwelling region in the tropics, which leads to remarkable
diﬀerences in trace gas and age of air distributions between EMAC-FFSL and
EMAC/CLaMS.
Representation of advection and mixing The main diﬀerence between EMAC-
FFSL and EMAC/CLaMS is the numerical scheme for the calculation of tracer
transport. The CLaMS transport scheme shows clear improvements in cases
of strong transport barriers due to the less diﬀusive nature of the Lagrangian
transport representation. Strong, improved gradients are present in the
EMAC/CLaMS climatology at the polar vortex edge, at the winter subtropical
jet, and around the tropopause. Moreover, the Lagrangian transport scheme
also shows better performance in cases of weakening transport barriers, such
as during the polar vortex breakup at high altitudes or at the edge of the trop-
ical pipe in the summer hemisphere. Here, the FFSL transport scheme leads
to overestimated tracer gradients while the representation in the Lagrangian
transport scheme is more realistic.
The main diﬀerences between the simulated trace gas distributions of EMAC-FFSL
and EMAC/CLaMS are found in the following regions:
Extratropical lowermost stratosphere Due to two transport barriers at the ex-
tratropical tropopause and at the subtropical jet in the winter hemisphere,
which are more pronounced in the Lagrangian transport scheme, large diﬀer-
ences in the age of air and trace gas distributions are found in the extratropi-
cal lowermost stratosphere region. Gradients in trace gas climatologies in the
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vicinity of strong transport barriers are larger using the Lagrangian transport
scheme than using the FFSL transport scheme. Thus, in the extratropical lower
stratosphere, EMAC/CLaMS shows higher age of air and lower mixing ratios
of tropospheric tracers than EMAC-FFSL. This eﬀect is more pronounced in
the Northern hemisphere with diﬀerences of up to 0.5 years in the zonal mean
age of air.
SH middle stratosphere Lower age of air is found around 700K in the South-
ern hemisphere mid-latitudes in EMAC/CLaMS due to a combined eﬀect of
the northward shift of the tropical pipe in EMAC-FFSL, as well as a stronger
transport barrier at the subtropical jet during the summer, and a weaker trans-
port barrier at the polar vortex in the FFSL transport scheme. The lower N2O
mixing ratios in EMAC/CLaMS in this region ﬁt better to the satellite clima-
tological N2O than the higher N2O mixing ratios derived with EMAC-FFSL.
Polar vortex The polar vortex regions also exhibit large diﬀerences in trace gas
and age of air distributions between EMAC-FFSL and EMAC/CLaMS. It was
found that the age diﬀerences are most pronounced at the Arctic polar vortex
and reach values of up to one year, where minimising the numerical mixing in
the vicinity the vortex edge is crucial for obtaining a suﬃciently isolated vortex.
Nevertheless, the representation of trace gases in the Antarctic polar vortex
could be improved as well with the Lagrangian transport scheme. Comparisons
to observations show that the horizontal gradient in N2O at the Antarctic
polar vortex edge could be considerably improved using the CLaMS transport
scheme.
The newly developed model system EMAC/CLaMS provides various possibilities
for future model studies that were not feasible with the original oine version of
CLaMS. The MESSy interface allows for an easy comparison between diﬀerent pro-
cess parametrisations, similar as done for transport schemes in the present study. As
the ATTILA transport scheme is already implemented into MESSy, the model system
presented here will provide the structure for direct comparisons between ATTILA
and CLaMS Lagrangian transport in the future.
The promising potential of the newly coupled model is the possibility for two-way
coupling between CLaMS and EMAC. That is, trace gas distributions derived by
CLaMS can serve as input for the EMAC radiation module. A good representation
of the polar vortex is a prerequisite for accurately simulating polar ozone depletion
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which is still a diﬃcult task for current CCMs. With the work achieved so far, the
extension to the detailed CLaMS chemistry scheme including full ozone chemistry is
straightforward to implement.
The newly developed coupled model system EMAC/CLaMS constitutes a suitable
tool for future climate simulations which require an accurate representation of strato-
spheric trace gases. The strength of the full-Lagrangian transport scheme is the
simulation of trace gas distributions in regions in the upper troposphere and lower
stratosphere, where transport barriers are of crucial importance.
APPENDIX A
MESSy submodels used in the simulation
The present study uses the following MESSy submodels. All submodels whose names
begin with `CLAMS' are new developments for this study and originate from CLaMS
modules [Hoppe et al., 2014].
CLAMS This submodel is used to set up the environment for CLaMS Lagrangian
air parcels.
CLAMSTRAJ This submodel drives the Lagrangian transport of CLaMS air parcels
(see Sect. 2.1.1).
CLAMSCHEM The submodel CLAMSCHEM is used for the application of the
CLaMS simpliﬁed chemistry scheme on CLaMS Lagrangian air parcels (see
Sect. 2.1.3).
CLAMSCHEME5 The submodel CLAMSCHEME5 is used for the application of
the CLaMS simpliﬁed chemistry scheme on tracers in the ECHAM5 gridpoint
representation.
CLAMSCIRRUS This submodel contains a simple freeze-drying scheme from CLaMS.
CLAMSMIX This submodel contains the mixing module for CLaMS Lagrangian
air parcels (see Sect. 2.1.2).
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CLAMSBMIX The boundary conditions for chemical tracers in the CLaMS chem-
istry scheme in the Lagrangian as well as in the gridpoint representation are
updated using this submodel (see Appendix B).
CLOUD The submodel CLOUD contains the cloud processes from ECHAM5 in a
seperated submodel.
CONVECT For the convection scheme, the standard setting was used in this study
[Tiedke convection with Nordeng closure, Tiedtke, 1989; Nordeng , 1994].
GWAVE The Hines scheme was used to parametrise gravity waves in EMAC [Hines,
1997].
RAD4ALL RAD4ALL contains the ECHAM5 radiation scheme in a separate sub-
model for EMAC. It is run every third time step, and EMAC prognostic water
vapour and cloud forcing is used. The other radiative forcing is not prognostic.
O3 is taken from the climatology of Paul et al. [1998]. The following trace
gases are set to a constant value for the year 2000 in the troposphere with a
linear decay in the stratosphere: CO2, CH4, N2O, CFC-11, CFC-12.
TRACER Submodel containing data structures and meta data for chemical tracers
that are transported using the FFSL transport scheme [Jöckel et al., 2008].
APPENDIX B
Boundary conditions for chemical tracers
The boundaries of the chemical tracers and age of air are updated using results from
the climatological CLaMS run [Pommrich et al., 2014]. Tables B.1 and B.2 list the
boundaries, up to which the EMAC data are overwritten with the climatological
CLaMS data. This table also shows the sources for the CLaMS boundaries.
Water vapour at the lower boundary is not updated by the CLaMS data, but by
using the prognostic speciﬁc humidity from EMAC. Pommrich et al. [2014] provide
a detailed description of the boundary conditions in the climatological CLaMS sim-
ulation.
1http://www.esrl.noaa.gov/gmd/hats/insitu/cats/
2www.esrl.noaa.gov/gmd/ccgg/globalview/co/co_intro.html
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Table B.1: Lower boundary conditions for chemical tracers and age of air in the
EMAC/CLaMS simulation. 0 means that the boundaries are set to Zero. The
height denotes the vertical level up to which the data is replaced.
Species Source Height
N2O CMDL (CATS)1 [Rigby et al., 2013] 100K
CH4 CMDL2 [Masarie and Tans, 1995; Novelli et al., 2003] 100K
CO2 CMDL [Masarie and Tans, 1995; Novelli et al., 2003] 100K
CO MOPITT [Deeter et al., 2011] 500 hPa
O3 0 100K
H2O EMAC 100K
CFC-11 CMDL (CATS) [Rigby et al., 2013] 100K
CFC-12 CMDL (CATS) [Rigby et al., 2013] 100K
HCl 0 100K
Mean age linear increasing [Waugh and Hall , 2002] 100K
Table B.2: Upper boundary conditions for chemical tracers and age of air in the
EMAC/CLaMS simulation. 0 means that the boundaries are set to Zero. The data
is replaced from the height given in the last column up to the top of the model
domain.
Species Source Height
N2O HALOE [Grooß and Russell , 2005] 2000K
CH4 HALOE [Grooß and Russell , 2005] 2000K
CO2 Mean age 2000K
CO Mainz-2D model [Grooß , 1996] 2000K
O3 HALOE [Grooß and Russell , 2005] 500K
H2O HALOE [Grooß and Russell , 2005] 2000K
CFC-11 0 2000K
CFC-12 0 2000K
HCl 0 500K
Mean age MIPAS (SF6) [Stiller et al., 2008] 2000K
APPENDIX C
Correlation functions for the initialisation of CFC-12
As CFC-12 was not included in the climatological CLaMS run, which was used for
the other trace species for initialization, correlation functions with N2O were used to
initialize CFC-12. N2O and CFC-12 measurements from the ACE-FTS instrument
(see Sect. 5.1) were used for this purpose. ACE-FTS V3.0 data from 01.10.04 to
01.03.05 was used. Data that lie outside the 2σ-range are sorted out by a ﬁlter
procedure. In the polar regions, additional data that looks reasonable but has a
larger uncertainty than allowed for the quality criteria of ACE-FTS was included to
obtain a global coverage.
Three correlation functions between N2O and CFC-12 have been deﬁned for the trop-
ics between 15◦N and 15◦S in equivalent latitude and the extratropics (polewards
from 30◦ eqivalent latitude) in the Northern and Southern hemisphere. A linear in-
terpolation between the tropical and the respective extratropical correlation function
was used in the 15◦ to 30◦ latitude range.
A polynomial ﬁt of degree three is used for the correlation between N2O and CFC-
12. Table C.1 shows the coeﬃcients ai for the polynomial ﬁts P =
∑n
i=0 ai x
i for
the tropics and the extratropics in both hemispheres. In the tropics, two diﬀerent
polynomial ﬁts were used for lower and higher trace gas concentrations.
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Figure C.1: Correlation functions for CFC-12 vs. N2O for diﬀerent regions (deﬁned
by equivalent latitude Φe). Courtesy by J.-U. Grooß.
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Table C.1: Coeﬃcients for the polynomial ﬁt of the correlation between N2O and
CFC-12 in ACE-FTS.
tropics tropics NH extr. SH extr.
N2O:85-330 ppb N2O:0-85ppb
a0 1.7518265 21.725639 -1.3335038 8.0804757
a1 0.50402438 -1.2563060 0.89538267 0.58536520
a2 -0.0060683976 0.019773833 0.0054034468 0.0072194461
a3 5.8999956e-05 -3.3838940e-05 -9.4755294e-06 -1.2460564e-05
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