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Abstract
Quality of Service Aware Routing Protocol for a Self-Organized
Communication Network
Mobile Ad-hoc Networks (MANETs) are characterized by two dimensions namely, any-
where and anytime. The freely moving participating nodes can form an ad hoc network
anywhere, and the mobile nodes can join or leave the network anytime. A particular
mobile node in a MANET can communicate with all the other nodes using the multihop
communication. Thus, MANETs offer a vast range of applications in various domains
like entertainment, military, emergency, etc. However, the implementation of real-time
applications like voice/video calling that demands stringent quality requirements over
MANETs is a major challenge. This challenge arises due to the unplanned and dynamic
nature of MANETs, due to the unreliability of wireless links, due to the scarcity of
resources like battery, bandwidth, processing power, due to the large-scale nature of
MANETs, etc. This issue can be addressed at the network layer or the routing protocol,
which establishes multiple routes from source to destination and adapts to the dynamic-
ity of MANETs without compromising on the quality requirements. The primary goal of
this work is the investigation and development of such a routing algorithm that supports
real-time applications over MANETs. For adaptive multipath routing, we studied Ant
Colony Optimization (ACO) algorithms originat from the fields of Swarm Intelligence
(SI) while Quality of Service (QoS) computation is carried out by cleverly utilizing the
monitoring feature of the Simple Network Management Protocol (SNMP). So, combining
these two mechanisms we propose a powerful adaptive multipath QoS-aware Routing
protocol based on ACO (QoRA). We discuss and investigate the internal working of
QoRA and perform detailed simulation studies in the network simulator ns-3. Finally,
we discuss the implementation of QoRA routing algorithms in a real world testbed.

Zusammenfassung
Ein dienstgu¨tebasiertes Routingprotokoll fu¨r ein selbstorganisiertes
Kommunikationsnetz
Mobile Ad-hoc-Netze (MANETs) ermo¨glichen eine Kommunikation u¨berall zu jedem
Zeitpunkt. Frei sich bewegende Knoten ko¨nnen u¨berall ein solches Netz bilden, wobei
die Teilnehmer zu jeder Zeit dem Netz beitreten oder es wieder verlassen ko¨nnen. Ein
teilnehmender Knoten in einem MANET kommuniziert mit allen anderen u¨ber Multi-
Hop-Kommunikation. So ermo¨glicht ein MANET viele unterschiedliche Anwendungen
aus verschiedenen Doma¨nen wie beispielsweise Unterhaltungskommunikation, Notfal-
lkommunikation oder Einsatzkommunikation. Allerdings beno¨tigen Echtzeitanwendun-
gen wie Telefonie oder Videokommunikation eine stringente Kommunikationsdienstgu¨te,
was fu¨r MANETs eine große Herausforderung darstellt. Diese Herausforderung hat viele
Gru¨nde: das dynamische und unvorhersehbare Verhalten der Knoten im MANET, die
Unzuverla¨ssigkeit der drahtlosen Kommunikation, die Beschra¨nkung der zur Verfu¨gung
stehenden Kommunikationsressourcen (wie Batterielaufzeit, Bandbreite oder Prozessor-
leistung), die relativ große Abdeckung durch ein MANET. Die Herausforderung kann
in der Vermittlungsschicht durch ein spezielles Routingprotokoll gelo¨st werden, das
mehrere gleichzeitige Pfade von der Quelle zum Ziel verwendet, sodass die Dynamik in
einem MANET Beru¨cksichtigung findet ohne dass die Dienstgu¨te kompromittiert wer-
den muss. Das vorrangige Ziel dieser Arbeit ist die Erforschung und Entwicklung eines
solchen Routingverfahrens, das Echtzeitanwendungen in einem MANET unterstu¨tzt.
Fu¨r das adaptive Mehrwegerouting wurde ein Ameisenalgorithmus (Ant Colony Opti-
mization, ACO) angewendet, der das Prinzip der Schwarmintelligenz ausnutzt. Die Bes-
timmung der aktuell mo¨glichen Kommunikationsdienstgu¨te erfolgt u¨ber die Informatio-
nen, die das Netzmanagementprotokoll Simple Network Management Protocol SNMP
standardma¨ßig zur Verfu¨gung stellt. Durch die Kombination dieser beiden Ansa¨tze
wurde das adaptive Mehrwegeroutingprotokoll “QoS-aware Routing Protocol based on
ACO” (QoRA) vorgeschlagen. In der vorliegenden Dissertation werden das Konzept
von QoRA vorgestellt und die interne Funktionsweise erla¨utert. Anhand umfangreicher
Simulationen auf Basis des Simulationswerkzeug ns-3 werden die Vorteile des Verfahrens
nachgewiesen. Den Abschluss bildet die Diskussion einer Implementierung von QoRA
in einer realen Testumgebung.
Contents
Erkla¨rung iii
Acknowledgments v
Abstract vii
Zusammenfassung ix
Contents xi
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis Objectives and Contributions . . . . . . . . . . . . . . . . . . . . . 3
1.3 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Mobile Ad hoc Networks 5
2.1 Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Characteristics of Self-Organize Networks . . . . . . . . . . . . . . 7
2.1.2 Applications of MANETs . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Standard IEEE 802.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Multi-rate Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Routing Protocol for MANETs . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Proactive Routing Protocols . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Reactive Routing Protocols . . . . . . . . . . . . . . . . . . . . . . 17
2.4.3 Hybrid Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.4 Location-based Routing Protocols . . . . . . . . . . . . . . . . . . 20
2.4.5 Multiple Path Routing Protocols . . . . . . . . . . . . . . . . . . . 20
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Quality of Service Routing 23
3.1 Quality of Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 QoS Routing in MANETs . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.1 QoS Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 NP-Complete Problem . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.3 Challenge in Providing QoS Routing in MANETs . . . . . . . . . . 26
3.2.4 QoS-aware Routing Protocol for MANETs . . . . . . . . . . . . . . 28
3.3 Ant Colony Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 ACO Routing Protocol for MANETs . . . . . . . . . . . . . . . . . 35
vii
CONTENTS viii
3.3.2 QoS-aware Routing Protocol for MANETs using ACO . . . . . . . 38
3.4 General Drawback for QoS Routing Protocol . . . . . . . . . . . . . . . . 42
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 QoRA Approach 46
4.1 QoRA Approach: Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 QoRA Approach: Architecture . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.1 QoRA Entity Components . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.1.1 FlowID . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1.2 QoRA Routing Table . . . . . . . . . . . . . . . . . . . . 48
4.2.1.3 QoRA Neighbor Table . . . . . . . . . . . . . . . . . . . . 49
4.2.1.4 Ant Management . . . . . . . . . . . . . . . . . . . . . . 52
4.2.1.5 FantID Cache . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1.6 QoRA Decision Engine . . . . . . . . . . . . . . . . . . . 55
4.2.1.7 QoS Manager . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 SNMP Entity Components . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2.1 SNMP Manger and Agent . . . . . . . . . . . . . . . . . . 56
4.2.2.2 Management Information Base . . . . . . . . . . . . . . . 58
4.3 Cooperation QoRA and SNMP . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1 Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.2 Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.3 Packet Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.4 Estimate QoS Threshold . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 QoRA Approach: Functioning . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Route Forward Phase . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.2 Route Backward Phase . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.3 Packet Forwarding Phase . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.4 QoS Monitoring Phase . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.5 Link Failure Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5 QoRA Implementation 78
5.1 The ns-3: Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.1.1 The ns-3: Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.2 The ns-3: Simulation Models . . . . . . . . . . . . . . . . . . . . . 80
5.2 The ns-3: QoRA Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.1 QoRA Entity Implementation in ns-3 . . . . . . . . . . . . . . . . 85
5.2.2 SNMP Entity Implementation in ns-3 . . . . . . . . . . . . . . . . 88
5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6 Simulation Results and Discussion 91
6.1 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.1.1 Protocol Used for Comparison . . . . . . . . . . . . . . . . . . . . 91
6.1.2 Application Used in Simulation . . . . . . . . . . . . . . . . . . . . 92
6.1.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Test Simulation Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.1 Basic Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . 94
CONTENTS ix
6.2.2 Test Scenario 1: Varying numbers of nodes and communication
flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2.3 Test Scenario 2: Varying application data rates . . . . . . . . . . . 100
6.2.4 Test Scenario 3: Varying numbers of communication flows . . . . . 103
6.2.5 Test Scenario 4: Varying the pause time of the mobile nodes . . . 106
6.2.6 Test Scenario 5: Varying the speed of the mobile nodes . . . . . . 109
6.2.7 Test Scenario 6: Video streaming in urban scenario . . . . . . . . . 114
6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7 Conclusion and Future work 118
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A Appendix A 121
Bibliography 122
List of Figures 142
List of Tables 145
Abbreviations 146
Symbols 152
Chapter 1
Introduction
In this thesis, we propose an adaptive QoS-aware multipath routing protocol for Mo-
bile Ad-hoc Networks (MANETs) that utilizes the evolutionary computation techniques
from the fields of Swarm Intelligence (SI) and the functionalities of Simple Network
Management Protocol (SNMP), the prevalent monitoring, and management tool for the
Internet. In our work, the monitoring ability of SNMP is cleverly used to determine the
QoS parameters without inducing any additional control messages. At the same time,
from the network point of view, the SI methodology utilizes this information about QoS
parameters and determines the multiple QoS-aware routes satisfying the multimedia
application criteria. Also, from the intelligence point of view, the proposed routing pro-
tocol dynamically adapts to the varying environmental conditions without hindering the
quality of the real-time applications implemented over the MANETs.
1.1 Motivation
Mobile Ad hoc Networks (MANETs) [1–3] are the networks in which the freely moving
participating nodes can communicate with each other at any given instance without
worrying about maintaining a direct connection to any particular fixed access point.
In MANETs, the nodes concede a network by cooperating mutually in a distributed
manner and any node becomes a part of the network by locally contacting any other
member of the network and can communicate with all the other nodes using multihop.
So, MANETs are self-organized networks and follow the distributed algorithms. Also,
MANETs are highly scalable in terms of the number of participating nodes, as the nodes
only require the local awareness of the network.
MANETs are becoming highly popular with the increase in the use of mobile commu-
nicating devices, such as smart phones, personal digital assistants (PDAs), and laptops.
1
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To determine an exhaustive list of all the possible application scenarios in MANETs
is out of the scope of this thesis. In some scenarios like network extension, where an
infrastructure network is extended to the areas where raising an infrastructure is not
feasible either for monetary reasons or for geographical conditions. In other application
domains, MANETs compete with the other possible technologies.
However, we would like to focus on the application domains which requires audio/video
streaming over MANETs e.g. in the stressful rescue operations performed during the
fire, floods, earthquakes, war, etc. The audio and video services between the rescuers
will provide the rescue leaders with a better overview of the situation and will empower
him/her to take the appropriate steps. In the rescue scenarios, the timely receptions of
these safety messages are required. But in reality, the implementation of these real-time
multimedia applications over MANETs is a big challenge. These applications demands
very stringent and inflexible QoS (as compared to the streaming of stored content) in
terms of parameters like loss, delay, jitter, and bandwidth, which are difficult to met on
MANETs due to its several constraints like dynamic topologies caused by nodes mobility,
limited resource availability, and energy constraints, poor quality of the wireless link due
to fading and interference, and shared radio channel, etc. So, the estimation of the QoS
parameters on the links in the presence of the above-mentioned issues becomes the major
hindrance in providing QoS.
The other issue faced in such scenarios is related to the node density. A high node
density situation leads to the packet collision causing high end-to-end delays while low
node density leads to the decreased signal strength causing frequent link failures and high
communication disruptions. To overcome this issue, we have used adaptive multirate
mechanism that considers the link quality between the nodes and adapts the transmission
rate accordingly.
As discussed earlier, to ensure the fast, reliable and in time delivery of the real-time
multimedia data, an efficient routing protocol with an optimal QoS mechanism is re-
quired. The purpose of this QoS routing protocols is to identify the routes from source
to destination that satisfies the applications requirements and avoid congestion.
Population-based global search meta-heuristic approaches are promising approach for
solving the problem of QoS routing. They efficiently explore the search place and pro-
vide excellent solutions for optimization problems. Ant Colony Optimization (ACO)
algorithms are one such approach originated from the fields of SI or bio-inspired com-
puting. ACO algorithms are distributed and self-organized in nature.
ACO routing protocols are derived from the foraging behavior of ants. Ants while hunt-
ing for the food deposit a particular amount of volatile substance called as pheromone
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on the path. The other ants after detecting a pheromone follow the trail and reinforce
it. The pheromone acts as an indicator towards the food source and an indirect medium
for communication between the ants. In terms of routing, the pheromone concentration
corresponds to the available resources on a particular path, and this information is used
to enable QoS awareness. But, in order to determine these QoS values most QoS-aware
routing protocols requires an additional message exchange between neighbor nodes and
also does not consider the congestion problem during data forwarding. These shortcom-
ings increase the routing overhead, waste time and energy during path discovery, and
increase packet loss ratio.
In our approach, we utilize the existing monitoring features of the SNMP to obtain re-
quired values locally. Based on these local values and the features of self-organization,
we can estimate the global pattern of the relevant QoS parameters and also utilize the
monitoring features of SNMP to avoid congestion problems during data packet forward-
ing.
In this work, we performed all the simulations in network simulator ns-3. The main
reason behind the selection of ns-3 is its close resemblance to the real-world network-
ing architecture. The nodes, interfaces, and objects in ns-3 are based on the Linux
networking architecture. Since in this work we are dealing with the deployment of real-
time multimedia applications over MANETs, ns-3 is an optimal choice considering its
real-world features.
1.2 Thesis Objectives and Contributions
The main objective of our QoS-aware Routing protocol based on ACO (QoRA) frame-
work is to handle the dynamics of MANETs and real-time multimedia traffic simultane-
ously, without conceding additional control overheads and compromising on the received
audio/video quality, thus maximizing the network resource utilization.
To achieve the above-mentioned objective, we have designed and implemented a version
of SNMP Manager especially for MANETs that is integrated into the QoRA entity. In
addition to the monitoring tasks, it determines the local QoS values. In our approach,
we named it as QoS Manager and it is a software module. The necessary information
required for QoS calculations is provided by the SNMP agent, which is also a software
module, and runs on every networked device. This mechanism computes the values for
QoS parameters like Bandwidth, Delay, Packet loss, and QoS Thresholds for all the links
on the path.
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Next, we designed and implemented a self-organizing routing protocol that uses the
locally available QoS information using distributed control mechanisms to develop the
global pattern of the multiple QoS parameters and thus establishing a QoS-aware route.
The routing protocol is based on the meta-heuristic characteristics of the ACO. This is
the novel routing protocol design that combines the monitoring capabilities of SNMP
and intelligence of ACO.
1.3 Organization of the Thesis
The thesis is organized as follows:
Chapter 2: Mobile Ad hoc Networks
In this chapter, we give the general introduction on MANETs and the characteristics of
self-organization. Later we describe the IEEE 802.11 standard, the concept of multi-rate
adaptation techniques followed by the classification of routing protocols in MANETs.
Chapter 3: Quality of Service Routing
In this chapter, we defined the QoS-metrics and the challenges in providing QoS routing
in MANETs followed by the survey of the QoS-aware routing protocols in MANETs.
Furthermore, the chapter covers the topic of ACO and survey of the QoS-aware ACO
routing protocol in MANETs.
Chapter 4: QoRA Approach
This chapter introduces our proposed adaptive QoS-aware multipath routing protocol.
Later, the protocol is discussed in-depth and detailed information is provided about the
physical and logical components, the architecture and different elements of the QoRA.
Chapter 5: QoRA Implementation
This chapter gives the implementation details of every single component used in the
architecture from the simulation point of view. Also, the overview of ns-3 is provided in
this chapter.
Chapter 6: Results and Discussion
In this chapter, the results obtained after the implementation of QoRA over different
scenarios are discussed. Also, the performance of QoRA routing mechanism is compared
with the other existing routing protocol for MANETs.
Chapter 7: Conclusion and Future work
This chapter concludes the thesis and provides guidelines for future research.
Chapter 2
Mobile Ad hoc Networks
In this chapter, we introduce the Mobile Ad hoc Networks (MANETs) and describe
the characteristics of Self-Organized Networks (SON) to overcome the shortcomings in
MANETs. In the beginning, we describe the MANETs applications followed by the IEEE
802.11 standard and its multi-rate characteristics. Later we present the classification of
routing protocols in MANETs. Finally, we conclude the chapter with the summary.
2.1 Wireless Networks
The wireless communication networks have been experiencing exponential growth as
compared to the traditional wired networks. Also, due to the rapid advancement in
wireless technologies, the wireless devices are becoming smaller and powerful, simul-
taneously. This technological advancement has lead to the exploitation of the use of
mobile electronic devices such as smart phones, Personal Digital Assistants (PDAs),
laptops, etc. which has paved the way for humongous applications and wireless net-
work services. The wireless networks can be classified into the following two categories.
Infrastructure based network require an architectural framework to utilize the network
services. Cellular networks, Wireless Local Area Network (WLAN), Wi-Fi, etc. are the
examples of infrastructure based network. The other category of wireless networks is
ad-hoc networks. As the name suggests these networks are on demand networks and
does not require any infrastructure for network service utilization. Mobile Ad-hoc Net-
works (MANETs), Vehicular Ad-hoc Networks (VANETs), and Wireless Personal Area
Networks (WPANs) are the example of such networks.
Infrastructure-based networks are the networks that are planned well ahead of time
i.e. preconfigured and demands the proper placements of the essential physical network
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elements through which the services are delivered. A very good example of such kind of
networks is Cellular networks. It fully utilizes the Public Switched Telephone Network
(PSTN) backbone network that consists of network switches, base stations, and mobile
hosts. Similarly, WLANs are also realized on the fixed wireless access points that connect
the mobile stations to an existing network backbone.
Ad-hoc networks, on the other hand, do not require any infrastructure for its existence.
Here, short-range radio devices like IEEE 802.11 (Wi-Fi) cooperate with other Wi-Fi
devices in their communication range to form a dynamic temporary network. The other
short-range radio devices include Bluetooth, HiperLan, and infrared transmission.
Any of these short-range communication technologies can be used for ad-hoc networking.
However, IEEE 802.11 is more advantageous than Bluetooth from an ad-hoc networking
point of view. The Bluetooth has shorter communication range and smaller bandwidths
as compared to the IEEE 802.11. Also, HiperLan and infrared works at very short
transmission range and low mobility. Therefore, we decided to choose IEEE 802.11
technology for the implementation of ad-hoc networks in the network simulator. In
section 2.2 we describe this standard in more details.
Figure 2.1 shows an ad-hoc network that is formed using different devices like tablets,
notebooks, smart phones, smart vehicles, etc. These devices can communicate directly
with the other devices that are in their communication range using single hop commu-
nication. However, to communicate with the device that lies outside this range, the
sending device can relay the message via different intermediate devices, thus facilitating
multihop communication. The networks exhibiting these characteristics are also called
as multihop wireless ad-hoc networks. MANETs have gained a lot of popularity in the
current decade where the emphasis is on to provide real-time multimedia applications
and thus are expected to become an important part of the future wireless communication
networks. As, discussed earlier, relaying techniques can be implemented using MANETs
to extend the network in the areas where networking services are not available due to
the lack of infrastructure. MANETs are distributed systems, i.e. it can be deployed
anywhere, anytime without any fixed infrastructure or the central management and on
the basis of mutual cooperation between the devices the applications are executed over
the network. So, in MANETs, the network topology is determined in a self-organized
manner using the local mutual cooperation between the devices. Localization prop-
erty enhances the scalability and dynamic adaptation due to the varying environmental
conditions in MANETs.
Chapter 2 Mobile Ad hoc Networks 7
MANETsVANETs
WPANs
Internet 
or 
Cloud
Figure 2.1: Examples of Mobile Ad hoc Networks
2.1.1 Characteristics of Self-Organize Networks
Self-Organization is a process in which the numerous low-level components interact
mutually to determine the global high-level pattern of the system. These mutual in-
teractions are carried out locally without taking any reference from the global pattern.
Thus, in self-organized systems, the application with simple behavior at the lower level
determines the sophisticated overall system pattern. This phenomenon is called emer-
gent behavior. Why and how emergent behavior occurs is still not well understood.
But, these behavior exhibited by the Self-Organized Networks (SON) can be used to
overcome the shortcomings caused by mobility and to provide the features of adaptabil-
ity, robustness, and scalability in MANETs. Next, we will explain the capabilities of
Self-organizing networks [4–6]:
• Self-management is the capability to maintain the network based on the current
system parameters. This function is required to keep the network operational. It
is very closely related to the self-optimization.
• Self-optimization functions aim to extract the optimal performance and qual-
ity from the current state of the network. These functions are simply the self-
optimization routine that administers, analyzes and triggers the optimization ac-
tion on the affected network elements when necessary. This capability enhances
the network performance by making the network adaptable to the varying network
parameters.
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• Self-configuration is a method to generate necessary configurations that de-
pend on the current environmental conditions and the application requirements
e.g. connectivity, quality of service parameters, power control, etc. This feature
aims to enable the device essentially with Plug and Play capability thus, reducing
the human intervention in the configuration process. This capability is executed
using SON software and it provides fast network deployment and reduced human
intervention leading to the reduction in network operator costs and a system that
is less prone to human errors.
• Self-healing known also as Self-stabilizing, the notion of self-organization also
appears in the context of failure resilience and network restoration. This mecha-
nism detects different failures according to their cause e.g. link and node failure,
network overload or congestion, etc.; locates this failure in the network and pro-
vide automatic repair mechanism. This capability is performed by the collection
of SON procedures that detects and solves problems thereby avoiding its impact
on user experience.
• Adaptability refers to the flexibility exhibited by the network in response to
the changes observed in the environmental conditions. All the entities proactively
adapt to the changes in an organized manner, so that the system as a whole can
adapt or reorganize itself in response to these changes.
• Scalability reflects the fact that the system works efficiently in the presence of a
large number of communicating entities. This characteristic ensures the ease with
which the networking tasks such as addressing, routing, location managements,
configuration managements, interoperability, security, etc. can be carried out in
the presence of a large number of entities.
All these features and characteristics make MANETs a very important choice for a large
number of applications domains as discussed in next section.
2.1.2 Applications of MANETs
Mobile ad-hoc networks, that is defined in the previous section as the wireless network
without infrastructure, offers a large range of potential applications. The entire list of
possible applications fields can only be limited by one’s imagination. In certain situations
as described below, MANETs are the only possible solutions. In other application
fields, MANETs compete with the other possible technical solutions or must be part
of a combination of technologies. In this section, we discuss the obvious and popular
MANTEs applications [7, 8].
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• Network Extension: As the name suggests, this application is used to extend
the infrastructure network to the areas where infrastructure is not present. The
ad-hoc networks are used to provide the networking connectivity between the ac-
cess points and the nodes that are outside its range of communication. Typical
scenarios, where network extension is the only means to communicate, include
disaster scenarios where infrastructure has collapsed or archeological excavation in
remote areas where no network connectivity is available.
• Personal Area Networks (PAN): Nowadays users are associated with more
than one communication device while on the go e.g. smart phones, laptops, tablets,
PDAs, etc. The ad-hoc networking between all these portable devices, within a
personal operating space, typically up to a range of 10-meters is considered as
Wireless PANs (WPANs). Even if the user is in motion, the relative position of
all the devices to the user remains the same. Most of the times, one or more of
these devices are connected to the internet. Bluetooth and infrared are two key
WPAN technologies. WPAN are characterized by low complexity and low power
consumption. WPANs also provide interoperability with 802.11 networks that
have made WPANs very popular in current times. Typical applications that can
be considered over WPANs include infotainment and assistance for old people, e.g.
automatic heart rate monitoring or health monitoring and sending the information
to the physician [5, 6].
• Internet of Things (IoT): IoT refers to the collective use of computers available
in the physical environment of users, perhaps in a form invisible to users. It is an
idea where communication is made to appear anywhere, anytime and between any
entities. So, the communication design is totally based on the physical location of
the devices or the proximity of the communicating nodes. Ad-hoc networks are
very sensible and logical approach for such complex communication environment.
The importance of ad-hoc networking can be explained via the following example.
In IoT, a smartphone controlling a TV set-top box need to traverse the control
information via dozens of routers through an internet connection even when the
two devices just lie several feet away from each other, while in ad-hoc networking
the two devices can simply communicate with each other avoiding the unnecessary
routing complexities.
• Vehicular Networking: In these applications one communicating entity is a
vehicle. With this definition, the wide range of technologies involving vehicular
communication can be summed up. The first type of vehicular networking in-
volves the short-range communication between the vehicle and the devices that
are part of PANs. Such communication system relies on Bluetooth, infrared and
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Wi-Fi technologies. Also, many devices in the local network of the vehicle can also
maintain long-range wireless connections, e.g. via 3G cellular telephony, World-
wide Interoperability for Microwave Access (WiMAX) or Long Term Evolution
(LTE). The second class of vehicular networking is Vehicle-to-Vehicle (V2V) com-
munication. The vehicles have short interaction with their peers due to their high
relative speed, which gives rise to highly mobile ad-hoc networks. The typical us-
ages of this technology are in traffic management, accident avoidance, lane changes
with pre-negotiated lane clearance, etc. The final class of vehicular networking is
Vehicle-to-Infrastructure (V2I) communication. The vehicles on the move commu-
nicate with the fixed access point in the infrastructure. This brief communication
constitutes to highly mobile ad-hoc network. The most popular applications of
V2I are currently toll collection systems. V2V and V2I together are also called as
Vehicular Ad-hoc Networks (VANETs).
Use cases of VANETs are divided into following three main groups [9].
1. Safety applications: These application aims to decrease the road accidents
and save the lives of thousands of people. The shared information between
V2V and V2I can be used to predict the collision.
2. Traffic monitoring and management applications: This application provides
traffic assistance so that drivers can have better speed management and effi-
cient navigation.
3. Infotainment applications: The last VANET application offers entertainment
and useful information for the drivers such as parking and fuel stations, cin-
ema, shopping centers, etc.
2.2 Standard IEEE 802.11
IEEE 802.11 standard [10] represents the Physical (PHY) Layer and Media Access Con-
trol (MAC) Layer specifications for implementing the WLAN communication. This
standard has many advantages like availability, low cost, and most importantly its abil-
ity to create ad-hoc networks without previous planning. Therefore, the MAC protocol
defined by 802.11 standard is the basic and most commonly used MAC protocol for
ad-hoc wireless networks.
IEEE 802.11 defines two access methods using Distributed Coordination Function (DCF)
and one access method using Point Coordination Function (PCF). The DCF adopts
carrier sense multiple access with the collision avoidance (CSMA/CA) mechanism and
utilizes the randomized back-off scheme in order to avoid the collision. This approach is
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the default and compulsory MAC method in the IEEE 802.11 standard. There are two
methods used for packet transmitting; the default method uses DATA/ACK (Acknowl-
edgment) scheme i.e. ACK is transmitted on the reception of correct data packet while
the lack of ACK indicates the transmission failure. The other optional method is based
on Request-To-Send (RTS) and Clear-To-Send (CTS) [11] extension with DCF in order
to avoid hidden node [12] and exposed node [13] problems in WLAN. RTS and CTS are
small signaling broadcast packets that contain all the information regarding the size of
the upcoming data frame and the amount of time for which the channel will be occu-
pied. The third optional access method depends on PCF where the Point Coordinator
or Access Point (AP) polls the nodes for medium access.
The access methods using DCF provides asynchronous data service and can be imple-
mented in both ad-hoc mode and infrastructure mode while access method using PCF
provides time bounded data service and can be implemented only in the presence of AP.
However, the basic idea behind these protocols is to control the medium by managing and
reducing contention in the wireless communication medium, both in the infrastructure
mode and in ad-hoc mode [14, 15].
In IEEE 802.11 MAC, the priorities are set by the different Inter-Frame Spaces (IFSs).
IEEE 802.11 MAC defines three IFSs namely Short Inter-Frame Spacing (SIFS) with
the highest priority, PCF IFS or PIFS with the medium priority and DCF IFS or DIFS
with the lowest priority. SIFS are used for sending ACK, CTS and polling responses
while DIFS are used for asynchronous data service. PIFS are used only in the PCF
polling mode for synchronous data service.
The node ready to send data starts sensing the medium using Clear Channel Assessment
(CCA). If the medium is free for DIFS, the node starts sending the data as shown in
figure 2.2. The receiving node waits for SIFS and sends ACK. However, if the medium
is busy, the sending node has to wait for the random back-off time in addition to the
free DIFS. During this random back-off time, if another node occupies the channel, then
the back-off timer stops as a fairness measure. If another collision happens after the
random back-off time has elapsed and during the waiting for DIFS, the sending node
has to increase its random back-off time exponentially. In the case of errors, the data
packets are automatically retransmitted.
Figure 2.3 shows the DCF CSMA/CA Method with RTS/CTS extension. All nodes must
wait for DIFS before sending RTS packet, which contains the reservation parameters as
defined in Network Allocation Vector (NAV). If the receiving node is ready to receive, it
will reply with the CTS packet with NAV after SIFS interval. The NAV also determines
the amount of time the channel is needed by the data packet. The sending node then
uses the channel for sending the data after SIFS and receiving node send ACK on correct
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Figure 2.2: Frame and delay sequence diagram for CSMA/CA [15]
reception of data after SIFS. However, if the receiver is not ready to receive, it will not
reply back to the CTS message, and this indicates that the medium is busy. The sending
node on sensing that the medium is busy has to choose a random back-off time from the
given range and has to wait for this back-off time to elapse to zero. During this back
off time if the sending node discovers that the channel is busy again, then as a fairness
measure, it stops its timer until the channel is idle again. Once the countdown reaches
to zero, the sending has to wait for DIFS again before sending RTS packet. In case it
senses the channel is still busy, it has to choose another exponentially increased back-off
time, and the process then continues. In this approach, the collision may occur only
during the transmission of RTS. However, this collision is very small as compared to the
data transmission.
RTS
CTS
DATA
NAV (RTS)
NAV (CTS)
Delayed Medium Access
Contention Window
Backoff
ACK
Figure 2.3: Frame and delay sequence diagram for CSMA/CA with RTS/CTS [15]
The IEEE 802.11 physical layer supports different coding and modulation schemes that
enable it with the multi-rate transmission capability. Table 2.1 shows the different
IEEE 802.11 standards namely 802.11a [16], 802.11b [17], 802.11g [18], and 802.11p [19]
along with their operating frequency band, supported multi-rate stream data rates and
modulation schemes.
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Table 2.1: Types of IEEE 802.11 standard
Type Frequency Stream data rate Modulation
(GHz) (Mbit/s)
IEEE 802.11a 5 6, 9, 12, 18, 24, 36, 48, 54 OFDM
IEEE 802.11b 2.4 1, 2, 5.5, 11 DSSS, OFDM
IEEE 802.11g 2.4 6, 9, 12, 18, 24, 36, 48, 54 OFDM
IEEE 802.11p 5.9 3, 4.5, 6, 9, 12, 18, 24, 27 OFDM
• Orthogonal Frequency-Division Multiplexing (OFDM)
• Direct Sequence Spread Spectrum (DSSS)
The quality of the physical parameters of the wireless channel is observed to be inversely
proportional to the distance between the two communicating nodes. So, the trade-off is
observed between the transmission range and the transmission rate. This trade-off has
lead to the inclusion of multi-rate capability in the IEEE 802.11 standard. In multi-rate
data transmissions, the data rate is varied according to the bit error rate observed on the
channel so that the bit error rate can be kept under the threshold in order to facilitate
the reliable communication on the available channel.
2.3 Multi-rate Adaptation
The consumer expectations from the wireless devices always demand both, higher trans-
mission rate and higher transmission range [20]. The transmissions at high data rate
lead to shorter channel consumption or small packet duration and thus cause less inter-
ference on the channel. This means an increase in the transmission rate provides higher
efficiency. However, if the distance between the two communicating nodes increases then
the communication is highly prone to errors due to the decreasing signal to noise ratio.
These errors trigger the retransmission over the already resource deprived links causing
a steep decrease in the application throughput. On the other hand, the lower trans-
mission data rates are robust against the errors but do not utilize the available channel
resources effectively. This leads to the poor performance of the applications that require
higher bandwidths [21]. This trade-off can be addressed by the Multi-rate Adaptation
mechanism supported by IEEE 802.11 standard.
Multi-rate adaptation is the mechanism that determines the dynamic switching of the
data rates according to the unstable channel conditions caused by mobility and interfer-
ence. The goal of multi-rate is to select the data rate such that the optimal throughput
can be achieved for the given channel conditions with the acceptable bit error rate.
However, as stated earlier the IEEE 802.11 standards supports the multi-rate, but the
mechanism to select the optimal rate in the multi-rate capable networks is not specified
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in the standards. The users can manually choose the desired data rate or the device
can automatically choose the data rate depending on the channel conditions. Several
auto rates protocols have been proposed in the literature to use the multi-rate capabil-
ity offered by the physical layer [22–30]. The basic idea of multi-rate adaptation can be
defined as the two-step process. The first step is to estimate the channel quality and the
next step is to determine the appropriate rate selection mechanism. Figure 2.4, shown
the 802.11b PHY transmission rate (1 ∼ 11 Mbps).
2Mbps
5.5Mbps
11Mbps
Figure 2.4: The PHY transmission rate of 802.11b
Channel quality estimation defines the measurement of the time-varying states of the
wireless medium. On the basis of these measurements, the quality of the channel in the
future is predicted and then the transmission rate is adjusted accordingly. The following
methods are proposed for estimation of channel quality that collects information from
the different layers of the protocol stack.
The first method uses the physical-layer approach. This approach measures the physical
parameters like signal-to-noise ratio (SNR), receive signal strength (RSS), bit error rate
(BER), etc. in order to estimate the channel quality. In this method, the signaling
frames utilize RTS/CTS handshake. In the next step, the measured SNR is mapped to
this information and on the basis of this mapping the optimal transmission rate is de-
termined, Receiver-Based Auto Rate (RBAR) [23] and Opportunistic Auto Rate (OAR)
[24] are the examples of physical-layer approach. However, this approach increases the
implementation complexity, as it demands certain modifications in 802.11 standard. In
[25] proposed another dynamic rate adaptation mechanism. In this method, the channel
and receiver conditions are determined by the RSS of received frames and the number
of frame retransmissions. As compared to the previous mechanisms, this algorithm does
not require any advancement in the MAC procedures. Using such physical-layer metrics,
in theory, determines nearly perfect rate estimation as it reacts quickly to the fluctuating
wireless channel.
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The second method is the Link-layer approach, the results of frame transmission in-
directly provide the information about the channel quality. Automatic Rate Fallback
(ARF) [22], Adaptive Auto Rate Fallback (AARF) [26], Collision-Aware Rate Adap-
tation (CARA) [28], Robust Rate Adaptation Algorithm (RRAA) [29], Adaptive Auto
Rate Fallback with Collision Detection (AARF-CD) [30] are the examples of Link-layer
approach.
In this approach, the channel quality information is generated using the data or the sig-
naling frames. The data frame approach (ARF and AARF) uses only the data frames
to determine the channel quality. The successful consecutive frames transmission deter-
mines the good channel quality while the failure observed in consecutive frame trans-
mission determines the bad channel quality. This good/bad channel quality decides the
optimal rate estimation. However, this approach is not suitable for multi-user scenar-
ios as the transmission rate is decreased sharply when the frames failure occurs due
to frames collision. The problem of multi-client contention in a single collision domain
is overcome by making an optional use of RTS/CTS exchange. This method helps to
differentiate between the frame failures due to the frame collisions and frame failures
due to the channel error (CARA, RRAA, AARF-CD). So, after observing the frame loss
the RTS is turned ON to determine the decrease in the transmission rate and turned
OFF upon successful frame transmission. This mechanism has two major advantages.
Firstly, it does not require any modification in the 802.11 standard and secondly the
overhead observed due to optional RTS/CTS is very small.
Rate selection mechanism defines the optimal rate on the basis of the channel pre-
dictions made using the methods mentioned above. The most common rate selection
technique is threshold selection. Here, the indicator value is compared with the list of
threshold values that indicates the boundaries between the variable rates. The threshold
mechanism can be implemented using two techniques namely sequential rate adjustment
and best rate adjustment. In the sequential rate adjustment, the current rate can be
increased or decreased only by one level corresponding to the good or bad channel con-
dition. In the best rate adjustment, the current rate can be jumped over the multiple
levels yielding the optimal performance.
2.4 Routing Protocol for MANETs
Routing protocols serve the two purposes in any communication scenario namely, route
discovery and route maintenance so that the data can be transferred smoothly over the
network. The direct adaptation of the routing protocols developed for static environment
(wired networks) to the dynamic environment exhibited by MANETs is not advisable,
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as it has significantly high overheads causing poor performance, slow route convergence,
low throughput with possibility of route loops during node failure and network partition
and network congestion problems [1, 31].
To overcome these problems numbers of optimization solutions have been proposed to
adapt traditional proactive internet-based protocols to MANETs. Also, new algorithms
are proposed such as reactive or on-demand routing, hybrid routing, location-based
routing, etc. Figure 2.5 depict the classification of the MANETs routing protocol [8, 32,
33].
Ad-Hoc Routing Protocol
Reactive
Source routing Hop-by-Hop
Proactive
Link-stateDistance vector
Hybrid
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Location- base Multiple Paths
Link-disjointNode-disjoint Non-disjoint
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Figure 2.5: The classification of the MANETs routing protocol
2.4.1 Proactive Routing Protocols
In proactive protocols, every node has the unicast route to all the other nodes in the
network irrespective of the fact that whether these routes will be used in future or not.
So, the routes are readily available to all destinations and the source can start sending
data without waiting for the route discovery. In order to maintain these routes, the
proactive protocols periodically exchange control messages and maintains this informa-
tion in the routing table. Since the routing information is represented in terms of tables,
these protocols are also called as table-driven protocols.
Proactive protocols are further classified into distance vector and link-state algorithms
[32]. The routing protocols for wired networks are developed on these two algorithms.
In distance vector protocols, every node exchanges a vector with its neighbors. This
vector contains the information about the node’s current distance to all the known
destinations. This mechanism helps to spread out the distance information about the
different destinations in the network and enables a node to calculate the routes in a
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distributed manner. Destination-Sequenced Distance-Vector (DSDV) [34] and Wireless
Routing Protocol (WRP) [35] are the examples of distance vector protocols.
In link-state protocols, every node floods the network with the link-state update messages
that carries the information about the current condition of all the outgoing links of that
node. However, the flooding of this update by all the nodes leads to high network
overheads that can overwhelm the network. In order to overcome this problem, the
concept of Multipoint Relays (MPRs) is adopted as an optimization parameter. Some
nodes are selected as MPRs by the other nodes in the network and only the MPRs are
allowed to generate and send these updates. Optimized Link State Routing (OLSR)
[36] and Topology Broadcast based on Reverse-Path Forwarding (TBRPF) [37] are the
examples of link state protocols.
Though proactive protocols do not cause delays during route discovery, their performance
suffers mainly due to the frequent topology changes caused by the mobility of nodes that
leads to slow convergence to optimal paths. In addition, the topology changes incur high
route maintenance cost and large overhead in terms of routing table’s maintenance in
the ad-hoc network. Also, if there is low activity in the network, the high information
exchange mechanism of proactive protocols is not desirable as it will be simply waste of
precious network resource [38]. So, proactive protocols are not suitable for MANETs.
2.4.2 Reactive Routing Protocols
In contrast to proactive protocols discussed in the earlier section, reactive protocols
discover and maintain routes between particular source-destination pair only when it is
necessary i.e. on demand. This approach has following advantages over the proactive
routing, low overheads as global routing table maintenance is not required and fast
response to the topology change in the network. Due to this, reactive protocols have the
upper hand in MANETs as compared to the proactive routing protocols. However, as
routes are discovered on demand, latency is observed during route discovery phase and
also high flooding during this phase may overwhelm the network [39].
Reactive protocols are further classified into two categories: source routing and hop-
by-hop routing [33]. In source routing, all the data packets have the complete path
information from the source to the destination node. The intermediate nodes read
the information in the header of the packet and forward it accordingly. Thus, the
intermediate nodes are not required to maintain the up-to-date routing information and
the neighbor connectivity via periodic Hello messages. However, this protocol does not
scale well in larger networks i.e. with a high number of intermediate nodes as explained
below. Firstly, the probability of route failure increases with the increase in the number
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of intermediate nodes. Secondly, the increase in the number of intermediate nodes
increases the amount of overhead in each data packet. Dynamic Source Routing (DSR)
[40, 41] is an example of source routing protocol.
In hop-by-hop routing, each data packet carries only two addresses, namely the desti-
nation address and the next hop address. Here, each node maintains the neighbor node
connectivity through Hello messages and on the basis of this information it updates the
routing table. The intermediate node forwards the data packet on the basis of the infor-
mation in the routing table. This approach is well suited for the dynamic environment
observed in the MANETs, as the route updates are periodic, easy and flexible. The
disadvantage of this technique is that all the nodes are required to store and maintain
the routing information and neighbor connectivity via periodic Hello messages [33]. Ad
hoc On-Demand Distance Vector (AODV) [42, 43] and Temporally Ordered Routing
Algorithm (TORA) [44] are the examples of hop-by-hop routing protocol.
The Ad hoc On-Demand Distance Vector (AODV) routing protocol is the most
widely used protocol and is based on DSDV and DSR algorithms. It has adopted periodic
Hello messages and sequence numbering mechanism from DSDV and route discovery us-
ing flooding mechanism from DSR. The use of sequence numbering overcomes the DSR’s
shortcoming of identifying the stale routes and thus, AODV can discover fresh routes to
the destination. AODV is used as the base routing mechanism for the simulations, tests
and validation purposes within this work, as it exhibits better performance in highly
mobile scenarios with high load. Therefore, we will discuss this protocol in greater
details.
The reactive routing protocol operates in two phases: a route discovery phase and a
route maintenance phase. The route discovery phase is initiated when a source node
wants to send data to a particular destination and the route to this destination is not
available in its routing table. The source node floods the network with Route Request
(RREQ) message. Each intermediate node on reception of RREQ creates reverse route
entry for the source node in their routing tables and checks if it has the route to the
destination. In case the route to the destination is not available, the intermediate node
rebroadcasts the RREQ. In this manner, the reverse path is created in route discovery
phase by the flooding of RREQ messages. The destination node after receiving RREQ
responds by sending unicast Route Reply (RREP) message to the source node. So,
forward path is created using unicast RREP message. After the route establishment,
the data is unicasted on the available route.
The sequence numbers are used to avoid the counting-to-infinity problem and to deter-
mine the freshness of the route. A larger destination sequence number indicates the most
recent route. All RREQ and RREP packets carry the destination sequence number. On
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reception of these packets, the node checks for the sequence number and update the
routing information only if its value is larger than what it has in its routing table. So,
the route with the highest sequence number is preferred. In case, multiple routes are
discovered to the same destination with the same sequence number, the route having a
minimum number of hops is preferred.
During the route maintenance phase, the nodes monitor the connectivity with the next
hops in active routes using periodic Hello message. If any node moves out of existing
active rout, the link failure is detected while attempting to forward a data packet to
the next hop or using Hello message. Upon link failure detection, Route Error (RERR)
is initiated by the node in the forward path closer to the source of the link breakage.
RERR is then forwarded to all the affected nodes that were using this broken link. If
a source receives an RERR it can reinitiate the route discovery process if it still needs
to transmit data. Also, if the routes are not used within active route timeout interval,
they are deleted from the routing table.
Advantages: The main advantage of this protocol is that routes are discovered on demand
that contributes to very low overhead and it is adaptable to dynamic networks. Also, the
local movement of nodes has local effects i.e. during link breakage only affected nodes
are informed and no global broadcast is needed. The sequence numbers are used for
loop prevention and as route freshness criteria to the destination. Also, distance vector
routing is simple and doesn’t require large memory or complex computations.
Disadvantages: The initial communication during the route establishment is heavier
than some other approaches and source node may experience large delays during this
phase. AODV lacks an efficient route maintenance technique. If the intermediate nodes
have a sequence number higher than the sequence number as that of the source node
but smaller than the latest destination sequence number, the intermediate nodes lead to
inconsistent routes due to the stale route entries. The high control overhead is observed
while handling multiple RREQ messages in response to single RREP messages. Another
disadvantage of AODV is that the periodic transmission of Hello messages leads to
unnecessary bandwidth consumption [39]. However, the advantages of AODV falls on
the heavier side outweighing its disadvantages and many multipath routing protocols
have been proposed in the literature as an extension of either DSR or AODV protocols.
2.4.3 Hybrid Routing Protocols
The next category is hybrid routing protocols that combine the advantages of both
proactive and reactive routing protocol and balances the latency and control overheads.
The first group is the flat hybrid routing protocol where the route discovery is done
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using reactive approach and route maintenance employs proactive approach throughout
the communication session. AntHocNet [45, 46] is an example of flat hybrid routing
protocols. The second group is hierarchical routing protocol that increases the network
scalability. The nodes in the close proximity work together and form a zone to re-
duce the route discovery overheads. This connectivity between the nodes in a zone is
maintained proactively while routes to the node in a faraway zone are determined using
reactive approach. A large number of hybrid protocols have been proposed based on
this mechanism. However, the zone-based approach causes partitions in the network.
The main disadvantage of hybrid routing protocols is that being hierarchical in nature,
the nodes that have high-level topological information has to maintain more routing
information, which demands more memory requirements and power consumption by
these nodes. Zone Routing Protocol (ZRP) [47, 48] and Hazy Sighted Link State (HSLS)
[49] are the examples of hierarchical hybrid routing protocols.
2.4.4 Location-based Routing Protocols
In this approach, the routing decisions are made on the basis of the actual geographic
location of nodes that is determined by using the Global Positioning System (GPS) [50].
This routing approach does not require the route establishment, route maintenance or
any storage of routing information. The source node typically selects the next hop
for forwarding the data based on the physical position of the destination node. The
information about the physical position of the nodes in the network is obtained through
location-based services. The main advantage of this approach is that it doesn’t require
network wide searches unlike other protocols as the data can be transmitted directly
towards the known geographical coordinates of the destination node. These enable
location-aware routing protocols to quickly adapt to the route changes and provide a
high degree of scalability. Location-Aided Routing (LAR) [51], Distance Routing Effect
Algorithm for Mobility (DREAM) [52], and Greedy Perimeter Stateless Routing (GPSR)
[53] are the examples of location based routing protocols. The disadvantage of this type
of protocol is the retrieval of the location information to route packets towards the
destination becomes very expensive in the mobile network [5, 6, 54].
2.4.5 Multiple Path Routing Protocols
The standard routing protocols in ad-hoc wireless networks determine a single path
between source and destination. However, the discovered route may not be reliable due
to node mobility, resulting in transmission failures and increase the delay at the nodes.
This time delay observed while recovering from the link failures may not be acceptable to
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many time-sensitive applications. Also, the performance of single path routing protocols
degrades sharply with the increase in the number of nodes [55].
To overcome these problems, multipath routing technique is proposed that aim to dis-
cover and utilize multiple paths between source and destination pairs. This approach
increases the reliability of data transmission as it provides fault tolerance, reduces end-
to-end delay, support load balancing and guarantees QoS assurance.
Multipath routing mechanism consists of three phases: route discovery, route mainte-
nance, and traffic allocation. Route discovery and maintenance phases are responsible
for finding and maintaining multiple paths between source and destination node and
works in a similar way as discussed in earlier section. Multipath routing protocols can
be implemented with node-disjoint, link-disjoint, or non-disjoint routing mechanisms
[56]. In the node-disjoint technique, the multiple routes between source and destination
do not share any node or link. In a link-disjoint approach, the multiple routes do not
share any link, but may share nodes on the path. In the non-disjoint method, the multi-
ple routes can share nodes and links. Figure 2.6 depicts the above three methods. Figure
2.6a represents the node-disjoint approach where the routes SAD, SBD, and SCD have
no links or nodes in common. Figure 2.6b represents the link-disjoint approach where
routes SABCD and SBD have node B in common but does not share any link. Figure
2.6c represents the non-disjoint approach where routes SAD and SABD have both, node
A and link SA in common.
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Figure 2.6: Type of Multipath Routing Protocol [56].
Amongst the three multipath approaches, the multipath routes can be easily discovered
in the non-disjoint method, as there are very fewer restrictions. It has been shown
that in moderately dense networks, the number of node-disjoint routes between any two
arbitrary nodes is small, especially as the distance between the nodes increases [57].
Load balancing is another very important criterion in MANETs. The traffic allocation
phase defines the data distribution strategy over the discovered multiple paths in order to
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provide load balancing. Intelligent path selection enhances the performance of multipath
routing. Basically, the multiple routes to the destination are segregated in terms of their
characteristics e.g. from the fault tolerance point of view, more reliable paths should
be selected to reduce the chance of routes failures. Such intelligent path selection plays
an important role in providing QoS-aware routing. On the other hand, high complexity
and overhead are the common disadvantages of multipath routing protocols over single
path protocols. Split Multipath Routing (SMR) [58], On-demand Multipath Distance
Vector Routing in Ad Hoc Networks (AOMDV) [59], and A Framework for Reliable
Routing in Mobile Ad Hoc Networks (AODVM) [57] are the examples of multipath
routing protocols.
2.5 Summary
In this chapter, we discussed the central idea behind the MANETs and its applications.
Later we discussed the classification of the routing protocols in MANETs, which is the
key section reviewed in this chapter. The proactive routing protocols provide the route
to the destination without causing any latency. However, this approach is not suitable
for MANETs due to the high control overheads. The reactive routing protocol overcome
this problem and discovers the route on demand, but the latency observed during route
discovery can be very high due to dynamic nature of MANETs. The hybrid routing
protocols combine the advantages of the proactive and reactive routing protocols. How-
ever, it demands high power and memory requirements due to the hierarchical nature,
as the nodes at a higher level have to maintain more routing information. The next dis-
cussed class was the location-based routing protocol that provides higher performance.
However, the main disadvantage of this class is that the retrieval of the location infor-
mation is an expensive affair from the MANETs point of view. The final approach is the
multi-path routing protocols where multiple paths are established between source and
destination. This routing mechanism increases the reliability, reduces end-to-end delay
and, therefore, is well suited for the real-time applications where high QoS is required.
So, we extended the idea of multi-path routing protocols to provide guaranteed QoS in
MANETs that overcome the shortcomings of the routing protocols discussed above. In
the next chapter, we discussed the concept of QoS in MANETs great details.
Chapter 3
Quality of Service Routing
In this chapter, we introduce the Quality of Service (QoS) routing in MANETs. In the
beginning, we will discuss the QoS metrics, the NP-Complete problem and the major
challenges in providing QoS routing in MANETs. In the next section, we reviewed
QoS-aware routing protocol in MANETs and then the routing protocol based on ACO
algorithm for MANETs, followed by the QoS-aware routing protocol for MANETs based
on ACO algorithm. Lastly, the general drawbacks for QoS routing are presented followed
by the summary that concludes the chapter.
3.1 Quality of Service
The widespread of communications and electronic mobile devices such as mobile phones,
PDAs, tablet and laptops has popularized the idea of MANETs. These devices are capa-
ble to communicate and provide real-time multimedia applications such as audio/video
calls, audio/video streaming, etc. So, with the ever-increasing scope of deploying real-
time applications over MANETs, it has become very crucial to provide the Quality
of Service (QoS) in these networks. This notion has transferred the research interests
from providing best-effort service to a more complicated approach where QoS can be
guaranteed in MANETs.
Various mechanisms have been proposed to estimate the QoS parameters based on dif-
ferent layers in the internet protocol stack. For example, at the physical layer, QoS
strictly depends on the observed quality of the fluctuating wireless channel. The quality
of the channel then determines the data rate and the packet loss rate as the QoS con-
straints on the physical layer. At the MAC layer, the QoS is determined by the fraction
of time for which a node can successfully access and transmit a packet. The routing
23
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layer deals with the end-to-end communication. The QoS metric, therefore, depends on
the combination of the individual metric value at each node of a multi-hop route. It is
the responsibility of the network layer to find and maintain paths that satisfy the QoS
constraints. In case if the network layer could not provide the QoS requirements then
the transport layer and the upper layers have to include support for QoS [60]. Thus,
QoS routing is very vital in order to provide QoS in MANETs.
3.2 QoS Routing in MANETs
According to RFC 2386 [61], ”QoS routing is defined as a routing mechanism under
which paths for flows are determined based on some knowledge of resource availability in
the network as well as the QoS requirement of flows”. QoS routing is the essential part
of the network layer since it is responsible for collecting QoS parameters of the network
and finding a suitable path between the source and destination that meet the QoS
requirements for the given flow. On the other hand, a flow is defined as a stream of data
packets traveling from a source to a destination with an associated QoS requirement.
The QoS routing is much more complex since the QoS requirements vary significantly
for different applications. So, it is essential that a QoS routing protocol supports various
metrics reflecting the quality of the node, also known as QoS parameters
3.2.1 QoS Metrics
QoS metrics are defined as a set of the unit measurements that reflects the state of
the node in terms of the available bandwidth, delay, jitter, packet loss probability, etc.
Alternatively, the value of a QoS metric along the path is determined by the individual
values of that metric at every intermediate node that forms the path. These metrics
are broadly classified into three primary categories: additive, multiplicative, and concave
[62]. Let p(i, j, d) denote the path from node i to destination d through a neighbor node
j as shown in figure 3.1. The symbols A, M, and C are the additive, multiplicative, and
concave metrics respectively. These metrics are described as follows.
i j k d
Figure 3.1: An example of the path from nod i to destination d via neighbor node j
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• Additive metrics: The law of additive metrics is that the value of this metric is the
summation of the values observed at each node in the path. Delay, delay variation
(Jitter), and a number of hops are examples of additive metrics.
Aijd =
∑
n∈p(i,j,d)
A(n) (3.1)
• Multiplicative metrics: The multiplicative metric is defined as the metric whose
value over a path is the product of the values observed at each node corresponding
to the path. Packet loss, stability and reliability are examples of multiplicative
metrics.
Mijd =
∏
n∈p(i,j,d)
M(n) (3.2)
• Concave metrics: The value of a concave metric over a path corresponds to the
minimum value observed at the node on that path. Bandwidth, data rate (channel
transmission speed), maximum transmission unit (MTU), and power are examples
of concave metrics.
Cijd = min(C(n)) ∀n ∈ p(i, j, d) (3.3)
3.2.2 NP-Complete Problem
Optimization of QoS routing while considering only one QoS metric from additive, mul-
tiplicative, or concave at a time is achievable i.e. the underlying routing algorithm
satisfies the given QoS metric in a reasonable time. On the other hand, finding QoS
routing considering multiple QoS metrics is inherently hard. The problem of finding a
path considering two or more additive and multiplicative metrics in any possible combi-
nation is NP-Complete (non-deterministic polynomial time) problem. The constraints in
the NP-complete problem cannot be satisfied within a reasonable time, i.e. the algorithm
may keep on running forever without converging. Thus, the only feasible combination
is the concave metric with any one of the additive/multiplicative QoS metric; and such
a problem is said to be a polynomial (P) class that can be satisfied within a reasonable
time [63, 64].
One approach with respect to the combination of two or more constraints is to use
mixed metric approach [63]. It defines a function i.e. a single metric is generated that
represents the combination of multiple QoS metrics and this single metric is then used as
the base for making the routing decisions. For example, a mixed metric MIX defined as
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a single metric that combines bandwidth B, delay D and packet loss probability L and is
represented with a formula MIXijd = Dijd/(Bijd×Lijd). Thus, the path p(i, j, d) having
the metric with a higher value is likely to be a better choice in terms of bandwidth, delay
and loss probability. Though, the mixed metric approach is a tempting heuristic, it can
be best used to generate hints that will ease the path selection stage.
Apart from the NP-Complete computation problem, MANETs faces a large number of
challenges in providing QoS as discussed in the next section.
3.2.3 Challenge in Providing QoS Routing in MANETs
For providing QoS in MANETs, the wireless link state information should be available
and manageable. However, link state information is affected by the neighboring links
activity. Also, MANETs must guarantee QoS on a multi-hop wireless networks with
mobile nodes. In this section, we summarize these unique characteristics that act as
major challenges in providing QoS routing in MANETs. We classify these challenges into
the following three groups; challenges related to multimedia applications requirements,
challenges imposed by the wireless medium, and the traditional challenges [62, 65–67].
1. Multimedia application challenges: The strict requirements set by the ap-
plications to provide a satisfying experience to the user act as the challenge for
the network. The multimedia applications demand the stringent bandwidth, de-
lay, and jitter requirements. The excessive delay, jitter and bandwidth constraints
are compensated by providing the buffering functionality at receiving end point.
However, it introduces an initial delay and this delay should be kept minimum.
For one-way streaming of stored audio/video on demand, such delays do not cause
considerable problem. But it is a big challenge for two-way conversational stream-
ing that relies on strict delay constraints. Also, the multimedia contents differ
from general data due to the large content of information. So, while transmitting
such a large audio/video file the sender application tries to utilize all the available
bandwidth. This causes the problem of network congestion.
Mixed traffic is another problem that needs to be addressed in order to provide QoS
communication. Different applications like voice and video communication, File
Transfer Protocol (FTP), etc. generates traffic flow having variable characteristics
like packet size, priority, sampling rate, etc. As the scale of MANETs increases,
this nature of traffic becomes more obvious and might act as the hindrance in
achieving QoS.
2. Wireless medium challenges: The wireless channels are susceptible to the phe-
nomena such as shadowing and fading both of which reduces the signal quality and
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thereby increase packet error rates. Fading is caused by multiple interfering reflec-
tions of the same signal. All these phenomena lead to another central challenge;
the estimation of time-varying link state characteristics. The other challenge ob-
served is the channel contention problem. This problem occurs when the packets
from two or more senders that are not in the communication range of each other
collide at the common intermediate node. This situation mandates the retransmis-
sion of packets as the packets are discarded on collision. Thus, it is highly desired
to ensure that the minimum number of nodes contend for the low-bandwidth link
while the comparatively large number of nodes can contend for the stable high-
bandwidth link. The problem of contention leads to the network congestion, waste
of precious network resources and energy drainage of the device.
3. Traditional challenges
• Mobility induced challenges: When nodes move, the link parameters might
change or they might even break. So re-routing is required in case of route failure
while maintaining the stringent application requirements. Also, the mobile nodes
may join, leave or rejoin at any location and at any time. This might interfere
with the ongoing communication between the adjacent nodes.
• Multihop induced challenges: Multihop causes the linear increment in the
end-to-end delay with the addition of every hop on the path. Multihop also causes
interference between the nearby links.
• Resource constrained devices: The mobile nodes in MANETs are resource
constrained and heterogeneous in nature. The efficient mechanisms are required to
choose amongst the heterogeneous nodes with different capabilities and resource
constraints, so as to meet the requirements set by the resource-demanding multi-
media application.
• Heterogeneity: MANETs by definition is a heterogeneous network that consti-
tutes various types of mobile nodes possessing diverse communication technologies.
These nodes differ in their capacities and computational abilities. Therefore, each
node might have different routing responsibilities, network activities and energy
consumption rates.
• Lack of central control: MANETs does not have provision for central control.
So, the nodes have to manage the network by mutual negotiations which increase
the overhead for the already resource constraints nodes. Also, this negotiation
process is further complicated due to the frequent topology changes.
Due to the above mentioned inter dependent challenges that are caused by the unpre-
dictable conditions, providing truly hard QoS guarantees in MANETs are not practical.
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3.2.4 QoS-aware Routing Protocol for MANETs
The quality of the communications service in MANETs has been tackled in many dif-
ferent approaches so far. The most significant challenge can be summarized as the esti-
mation of link QoS parameters that depends on different parameters like node mobility,
lack of precise state information, fading and shared radio channel [68].
The Ad hoc On-Demand Distance Vector (AODV) [43] routing protocol provides quick
adaptation to dynamic topology, less memory overhead and low network resource uti-
lization. Considering these characteristics, Pradeep et al. [69] propose some extension
to AODV to support QoS and load balance features (QoS-AODV). The QoS-AODV
extension includes cost and delay fields to the route request and route reply message.
During route discovery phase, the intermediate node rebroadcasts route request packet
if the node traversal time is less than the remaining delay in the Delay field. The load
balance is achieved when source node receives multiple copies of route replay and selects
the route with minimum cost. Each intermediate node along the establish path deter-
mines whether the requested QoS requirements cannot be maintained, or the route is
not available anymore. Depending on the situation, the node originates a route error
message to inform the source node about the QoS violation or link failure occurrence.
However, the QoS parameter calculation and the detection mechanism for QoS violation
are not illustrated thoroughly.
Sarma et al. [70] developed a Route Stability based QoS Routing (RSQR) protocol for
MANETs with the following key parameters. The link stability model that depends on
node mobility, computes the link stability by measuring the received signal strengths
(RSS) from the MAC layer. The QoS-aware routing is done with throughput and delay
as a constraints. Here, the routing incorporates the stability model and Admission
Control to find the QoS route with highest stability. Admission Control ensures that
at each hop of the path, the requested minimum throughput and maximum end-to-
end delay constraints are satisfied. The available bandwidth at each node is estimated
by subtracting the total consumed bandwidth in the interference range from the raw
bandwidth. On the other hand, the pair of time stamped Hello messages are used to
calculate per hop delay. Lastly, QoS violation and detection model keeps the check on
QoS requirements. During the data transmission session, the destination node checks
end-to-end delay violation through computation of one-way delay encountered by the
data packets. If one-way delay for the received packet is greater than maximum end-to-
end delay, the delay violation of the packet is detected by destination and it is confirmed
after identifying certain number of continuous delay violation. The possible throughput
violation is discovered by observing the absence of data packets in a flow at destination
for a time interval called throughput reservation timer and it is triggered if no data
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packet of a flow is received within this interval. This proposed protocol is based on an
enhancement of AODV routing protocol for MANETs. However, this protocol demands
usage of pair of Hello messages for the calculation of QoS parameters that incurs an
additional overhead. Also, the data packets are appended with additional packet field
for conveying the time stamp values. Finally, the correct setting of the preemptive
threshold for received signal strength for calculating stability is the main challenge of
this algorithm.
Balachandra et al. [71] presented a multi-constrained and multipath QoS aware rout-
ing protocol (MMQARP) for MANETs. MMQARP is an extension of AODV routing
protocol. The routing decision depends on three QoS constraints, which are the route
reliability, delay observed on the link, and energy efficiency of nodes. These QoS con-
straints are used to compute node-disjoint multiple paths from source to destination.
The timestamp associated with every received RREQ packets determines the average
delay, whereas the link lifetime corresponds to the reliability. The link lifetime or link
expiration time is calculated using the geographical information such as position and
movement information. During the route discovery phase, the node drops the RREQ
packet to avoid unnecessary flooding if the RREQ does not satisfy QoS constraints.
However, the protocol has assumed the time synchronization between the nodes to cal-
culate the average delay and the availability of the geographical information to estimate
the correct position and speed of the mobile node.
Palaniappan et al. [72] proposed a reliable and energy-efficient routing mechanism for
MANETs. This mechanism uses the QoS monitoring agents to calculate the following
listed QoS information that in turn is used to determine the reliability of the link. The
QoS metrics considered in this mechanism are link expiration time (LET), probabilistic
link reliable time (PLRT), link received signal strength (LRSS) and link packet error
rate (LPER) to estimate the link reliability, calculation of the residual battery power
at each node for determining energy conservation. The next step is the initiation of the
stable multipath route discovery phase that is based on the source routing and adaptive
ad hoc on-demand multipath distance vector (AOMDV). In this phase, multiple paths
between source and destination are established. Finally, the optimal path is determined
by the route selection probability (RSP). RSP is based on the Fuzzy Logic System (FLS)
that uses the estimated value of the QoS parameters mentioned above as input, and the
RSP is given as output. The preemptive route repair phase detects the mobile node
that might cause the communication failure and as the precautionary measure, it selects
an appropriate node and initiates fast local route repair. However, for this preemptive
route repair mechanism, the position information of the mobile nodes and the exchange
of Hello messages are employed to collect the topological information that might cause
high consumption of the resources of the network.
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Katsaros et al. [73, 74] proposed a position-based routing protocol for urban vehicular
environments, named Cross-Layer Weighted Position based Routing (CLWPR). As the
name suggests, the protocol uses the position information of the nodes and cross-layer
mechanisms between the PHY layer and MAC layer to improve the efficiency and relia-
bility, respectively, of the routing protocol. The cross-layering mechanism keeps track of
the PHY layer parameter like signal-to-interference-plus-noise ratio (SINR) value of the
received packet using hello message, and the frame error rate is calculated in the MAC
layer. The protocol supports traffic balancing by considering MAC queuing information
in terms of node utilization for providing better QoS. The protocol also addresses the
problem of network disconnection due to high mobility by buffering the packets with
the carry-n-forward mechanism. Although this mechanism increases the packet deliv-
ery ratio, it also increases the end-to-end delay and, therefore, is not recommended for
QoS-sensitive services. However, the protocol depends on electronic maps to predict the
position of the mobile nodes.
Obaidat et al. [75, 76] proposes a QoS-aware Multipath Routing protocol (QMRP) for
MANETs based on the single path AODV routing protocol. The proposed protocol aims
to minimize the end-to-end delay in order to implement QoS multimedia applications
in MANETs. The feedback from cross-layer communications between PHY, MAC and
routing layers is used to compute the node-disjoint multiple paths. This method helps
to achieve soft QoS [77] against the network and channel dynamics without requiring
any additional resources. QMRP enhances the regular route broadcasting packet with
an addition of the following two fields: the Expected Path Delay field (EPD) and a load
field. EPD, which is the cumulative delay, is initialized to zero while the load field, which
is the new load that will be added to the network, is initialized to the new amount of
traffic that will be introduced into the network. The EPD contains various parameters
from the MAC layer such as received data rate and current queue size and SNR from
the physical layer. The delay computation is calculated using the average queuing delay
instead of only using the current queue size. QMRP improves the AODV significantly as
it modifies the stages of route discovery, route selection and route maintenance. However,
QMRP incurs additional routing overhead as compared to AODV due to the discovery
of more than one path in each route discovery process.
Yang et al. [78] presented Bandwidth-aware Multi-path Routing (BMR) protocol that
can construct two node-disjoint parallel paths for a source-destination pair based on
the available bandwidth constraint. The bandwidth available at a node is computed
at MAC layer using cross-layer mechanism. The objective function in selecting optimal
two node-disjoint paths is path’s maximum available bandwidth. Yang and Kravets [79]
present a method to calculate path’s available bandwidth. Here, each node computes
local available bandwidth and CS-neighbor (carrier sensing neighbor node) available
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bandwidth. Local available bandwidth is calculated by observing the fraction of channel
being idle for a constant period of time. The channel is considered to be idle if the
node is not present in the following states. In the first state, the node is receiving or
transmitting a packet. Secondly, the node receives RTS or CTS messages from the other
node that reserve the channel for a period of time. Finally, the node senses the busy
carrier with received signal strength larger than the Carrier-sensing Threshold. The
c-neighborhood available bandwidth defined as the minimal local available bandwidth
of all the nodes in a node’s carrier sensing range. During route discovery phase, the CS-
neighbor available bandwidth is computed after receiving RREP by intermediate node
and the source node selects the two parallel paths that have the maximal path’s available
bandwidth. However, to compute the available bandwidth at CS-neighboring nodes, two
kinds of approaches that can be used. The first approach is the active approach; CS-
neighbors proactively exchange available bandwidth information between each other.
Since the CS-neighbors may not be able to communicate directly with each other, such
exchanges may impose relatively high message overhead. The second approach is the
passive approach; a node passively monitors the channel to estimate its CS-neighbors
local available bandwidth. Thus, the estimations of the local available bandwidth at
CS-neighbors may not be accurate.
Kwon et al. [80] proposed reactive QoS routing algorithm using IEEE 802.11 multi-rate
with the minimum overall timeslot consumption for video streaming through MANETs.
The protocol is an extended version of DSR routing protocol. The protocol considering
the number of contention neighbors for selecting optimal path that minimize consumed
timeslots. It uses the ratio of the consumed timeslots to the total timeslots as a routing
QoS metric. Thus, it is important to estimate how many timeslots will be available at
each node at a fixed monitoring interval. Instead of exchanging control packets, the
author used a local monitor that will periodically monitor the wireless channel to find
busy time interval in which the received carrier signal strength is larger than the carrier-
sensing threshold. During route discovery mechanism, a hello packet is used to maintain
contention neighbor table, which include a 1-hop contention neighbor list and a 2-hop
carrier sensing neighbor list. Thus, the estimations of the local available bandwidth
using passive approach may not be accurate as explained in the previous approach.
Ali et al. [55] introduced the QoS-aware multipath threshold routing (QMTR) protocol,
which aim to enhance QoS by avoiding congestion in MANETs. The multiple paths
are selected based on three QoS parameter, which are link bandwidth, forwarding delay,
and average load. The QoS parameter computed based on MAC layer using cross-layer
approach. The local available bandwidth computed based on the channel’s idle time ratio
[81]. The load of the node estimated based on MAC layer channel contention information
and the number of packets in the interface queue [82]. Finally, the forwarding delay
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estimated based on the method proposed in [83] that include the MAC layer contention
and transmission delay. In this approach, if the available link bandwidth, the forwarding
delay, or the average load at the node did not satisfy QoS threshold, the traffic is
distributed over fail-safe multipath to reduce the load of a congested node. The fail-
safe multiple paths are establish using scalable multipath on-demand routing (SMORT)
protocol [84]. SMORT protocol aims to minimize the route break recovery overhead
by finding fail-safe multipath. Here, all the nodes in the primary path including the
source node are provided with an additional route to the destination. However, the
proposed protocol relies on local QoS constraints and does not consider the end-to-
end QoS constraints for multimedia application. Thus, the higher number of hopes
constituting the fail-safe multipath may increase the end-to-end delay and exceed the
threshold recorded by the requirements of the data stream. So, the local QoS exist but
the end-to-end QoS, as a whole on the route is not satisfied. Thus, the availability of
local QoS constraints is not sufficient to carry out the real-time multimedia application.
Lal et al. [85, 86] proposed a reactive QoS-aware routing protocol (QARP), which is
a bandwidth-aware node-disjoint multipath routing protocol. The proposed approach
finds paths that satisfy the bandwidth requirement of the requested application. The
protocol adapts session admission control and cross-layer communication to locally es-
timate the residual bandwidth for each node. The estimated value is the product of the
channel’s idle time ratio (CITR) for two-hop neighbor and the maximum transmission
rate of the channel. During the route discovery phase, the local available bandwidth at
any node is calculated dynamically and their carrier-sensing neighbors are estimated by
using the query messages. The protocol determines the routes by considering the effects
of both inter-contention (contention between nodes on active paths of different data
sessions) and intra-contention (contention between nodes belongs to the same path).
QARP handles the violation created by temporary congestion, channel interference and
mobility by keeping a backup path, performing local route recovery, avoiding routing
through short-lived, low-quality links and regular monitoring of the active transmission
routes. However, the protocol considers only one QoS parameter and therefore may be
is not sufficient for multimedia communication with various requirements. Additionally,
the route discovery phase produces high overhead and delay, since collection information
from two-hop neighbor to compute available bandwidth at each intermediate node for
the selected paths.
Table 3.1 contain summary of characteristic of QoS-aware routing protocol.
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3.3 Ant Colony Optimization
Ant Colony Optimization (ACO) is one of the most successful fields in swarm intelligence
(SI) algorithms. In general, SI is a collective behavior of decentralized and self-organized
systems, which include positive feedback, negative feedback, randomness, and multiple
interactions. The ant colonies, flocks of fishes, and swarms of birds are some examples
of SI [87, 88].
ACO algorithm, proposed by Dorigo and Stu¨tzle [89], is a metaheuristic approach from
the family of multi-agent algorithms for solving combinatorial optimization problems
such as QoS routing in MANETs. The main idea of this optimization algorithm is derived
from the observation of how real ants optimize food gathering in the nature. ACO use
artificial agents called ants that interacting locally with one another and with their
environment. These agents coordinate their activities via stigmergy, which is defined as
a method of indirect communication used by ants to modify the environment. Thus,
the communication between agents, or between agents and the environment, is made by
using chemicals substance produced by the ants called pheromones. The pheromone is
a positive feedback mechanism when the ants found the food source and return to its
nest, it will lay more pheromone on the ground. Ants are likely to follow paths identified
by strong pheromone concentrations and the quality of the path is reinforced than from
other paths that are less visited. The pheromone trails allow ants to find their way to the
food source, or back to the nest. The evaporation of pheromone is adapt as a negative
feedback mechanism that used to reduce the pheromone concentration automatically
over the time. Ants in the colony have the same goal and walk randomly to search for
the food sources. This behavior enables ants to find suitable and shorter paths from
food sources to their nest.
Figure 3.2 shows a scenario where multiple routes exist from the nest to the location
where food is placed. At the junction point (A), the first ants will randomly select
their path to the food and at the same time will trail pheromone in order to guide
the ants following them. The pheromone concentration on the path determines the
freshness of the path i.e. the following ants will take the path with highest pheromone
concentration. In our scenario, the straight path is the shortest path. So after some time
the pheromone concentration on this path will be higher than the other existing paths as
more and more ants will be taking this path. Thus, the shortest path will be determined
and ultimately all the ants will use this path to reach to their destination. The same
steps are applicable on their way back to the nest. Particularly, the dynamic nature of
this approach exhibits high adaptation to the dynamic network topology, observed in
mobile ad-hoc networks, where the link changes occur very often and therefore the link
existence cannot be guaranteed [90].
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Figure 3.2: Pheromone concentration along the shortest path used by ants [90]
3.3.1 ACO Routing Protocol for MANETs
ACO algorithm demonstrated many desirable properties for MANETs such as flexibility
adaptivity, robustness, and scalability. Additionally, ACO algorithms are highly dis-
tributed and self-organized in nature. Thus, ACO becomes an interesting approach to
deal with the challenges in providing QoS routing in MANETs, as described in sec-
tion 3.2.3.
ACO algorithm uses the colony of artificial ants and pheromone table. Ants are gen-
erated by the source node to find a path to a particular destination. While traveling
from the source to the destination, ants collect information about the quality of the path
and use this information to update the pheromone table at the intermediate nodes, on
its way back to the source node. The pheromone table contains the probability values
that reflect the goodness of the path to the specific destination. In terms of routing,
the pheromone value could be easily related to the available resources on a particular
path. As ACO provides traffic-adaptive and multipath routing, the data packets are
forwarded according to a stochastic decision policy, i.e. hop-by-hop fashion, based on
the information included in the pheromone tables. The other important aspect of ACO
is its flexibility that is apparent, as it has been successfully implemented for a wide range
of problems such as finding solutions to NP-Complete problems. All these features and
qualities make routing based on ACO very desirable and suitable for MANETs.
Table 3.2 provides a detail comparison of various ant-based routing algorithms with
respect to different parameters. The first ACO routing algorithm designed for wired
network such as ABC [91] and AntNet [92]. Both these algorithms use proactive routing
mechanism and are distributed, scalable and robust in nature. However, these algorithms
lack adaptability when executed on dynamic networks like MANETs.
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ACO routing algorithm can be classified into three main classes as explained in chapter
2 section 2.4: proactive, reactive and hybrid. In the proactive routing protocol (e.g.,
[91–97]), all the nodes continuously search and maintain the routes to all the other nodes
by periodically flooding the network with control message. On the downside, proactive
algorithms have a disadvantage in a highly dynamic network, as this algorithm becomes
quite inefficient when many changes need to be tracked causing excessive overheads.
Thus, this approach to achieve QoS routing in MANETs are not suitable. The second
class is reactive routing protocols (e.g., [98–102]). It shows better performance for
MANETs, since the flooding of route request packets is done only when a route is
required, unlike the periodic flooding done in proactive routing protocols. The third
class is a hybrid routing protocol (e.g., [46, 103–110]) that uses reactive route discovery
mechanism and proactive route maintenance. Another group of hybrid routing protocol
(e.g., [111]) is based on zone routing framework. However, hybrid routing protocol
generates high overheads for maintenance of the available routes or the zone.
Another classification can be made according to router discovery mechanism, unicast
where the next hop is selected randomly based on the probability or broadcast i.e.
using flooding. However, the method of random selection suffers from the problem of
stagnation [112]. Stagnation occurs when ants attracted the one optimal path that will
lead this path to be a gradually congested and the dramatic decrease of the probability
of selecting other paths. Thus, the likelihood to select another path witnesses high
diminution. Another tradeoff is observed while executing the algorithm for predefined
number of iterations. The small value might lead to no topology convergence while the
large value will unnecessarily consume large amount of time to determine the topology
[113]. Furthermore, each node uses Hello messages to locally maintain the connectivity
between each neighbor for unicast mechanism.
Finally, one of the most important observations that can be made from the study of
these algorithms is that none of these algorithms support QoS requirements. The op-
timization method adopted in these algorithms is based only on one or two parameter
such as the number of hops, ant trip time, queue length, or number of ants that selects
the path. But the QoS issues like end-to-end delay and jitter, available bandwidth, loss
probability and error rate are not considered in this algorithms; this leads to the poor
QoS performance and makes them unsuitable for real-time data and multimedia commu-
nications. Furthermore, in [114, 115] concluded that the minimum number of hops on a
path does not determine the best route in terms of QoS requirement and exhibited low
reliability and increase the possibility that they are broken. These paths may contain
long-range links i.e. channels with low SNR values causing high packet loss and higher
retransmissions packet at the node because of more reception to bit error.
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3.3.2 QoS-aware Routing Protocol for MANETs using ACO
A number of protocols have been proposed to achieve QoS using ACO. These protocols
are enabled with additional feature of adaptability that makes them flexible towards
the changing environmental conditions and increases their capability against the failures
and damages occurring in the network [88].
Liu et al. [116] proposed reactive routing protocol that combines SI and link-disjoint
multipath routing protocol, Ant colony based Multipath QoS-aware Routing (AMQR).
The Link-disjoint Multipath method is a stronger approach and can provide better
QoS than that achieved by single paths. The main idea of this protocol is that the
source node collects and stores the information about the paths followed by the ants
and uses this information to construct a topology database of the network. This central
database empowers the source node to construct link-disjoint multipath over which the
data packets are sent. In addition, each node monitors the congestion state based on
the time delay of the return acknowledge ants from the destination node. The protocol
identifies the route failure through a missing acknowledgment at the MAC layer. The
proposed protocol is based on delay (arrival time at each node) and number of hops
to compute the amount of pheromone. However, the major limitation of this protocol
is that it does not provide thorough information for delay calculation. Also, the use
of acknowledges ant incurs the overhead and might overwhelm the network. Finally,
the source node has to manage the central database for network topology graph whose
maintenance becomes difficult with the increase in the number of nodes.
Wang et al. [117] proposed Ant Colony Optimization and Ad-Hoc On-Demand Multi-
path Distance Vector (ACO-AOMDV) routing protocol for MANETs. This protocol is
the improved version of Ad-hoc On-demand Multipath Distance Vector (AOMDV) [59]
protocol. The additional overhead is incurred while computing the pheromone values
on multiple paths. The pheromone value calculation on the new path depends on the
following three routing parameters; the average link count of the path, the average load
of the path, and the hops of the path. The average link count of the path is the ratio
of summation of neighbor node-link count (NLC) to the number of intermediate nodes
in the path. The NLC is continual connection time, where the node can get partial link
information by periodically sending Hello message and receiving other control messages.
The second parameter is the average load of the path, which is computed as the ratio of
the summation of the difference between the max queue length and the current queue
length at the node to the number of intermediate hops in the path. The last and most
important parameter is the number of intermediate hops in the path that allows the
routing protocols to find the path with minimum numbers of hops. The paths with least
number of hops have higher reliability against link failures as compared to the path with
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large number of hops. During the route maintenance phase, the periodic generation of
the control packets and the exchange of Hello message for NLC computation increases
the overhead and consumes the resource of the network.
Liu et al. [118, 119] presents an Emergent Ad Hoc Routing Algorithm with QoS provision
(EARA-QoS). It is a hybrid routing algorithm for MANETs that combines reactive
approach for finding multipath with periodic ant generation for path maintenance. The
protocol extended based on EARA routing protocol [99]. However, EARA-QoS uses the
biological concept of stigmergy to reduce the amount of control traffic. This algorithm
utilizes the cross-layer multiple criteria metrics. These multi criteria routing decisions
provide better usage of network characteristics in choosing best routes among multiple
available routes and avoid forwarding data packet through the congested areas. The
proposed protocol computes QoS parameters based on MAC layer. The first parameter is
the average MAC layer utilization defined as the time interval, during which the channel
is busy in a given time window. The second parameter is the heuristic transmission
queue that is the ratio of the number of packets in the interface queue to the maximum
capacity of the queue. Lastly, the average MAC layer delay defined as the period of time
between transmission of RTS frame from node i to the successful reception of the data
frame at node j during a given time window. The degree of interference is determined
by this average MAC delay. EARA-QoS has an integrated lightweight QoS provision
scheme. It classifies the traffic flows into different service classes that are defined by their
relative delay bounds. Therefore, the delay-sensitive traffic such as real-time traffic is
given a higher priority than other less sensitive traffic flows. However, this protocol has
some restraints. The local connectivity managements for all neighbor nodes is done using
Hello packet. Additionally, during route maintenance phase, the periodic ant packets
are used for the maintenance of the available routes from source to destination. All these
packets increase the overhead and might also interfere with the regular data packet.
Belkadi et al. [120] proposed adaptive and intelligent QoS routing protocol using ACO.
The proposed protocol combines QoS routing protocol with a flow control mechanism
to avoid congestion and packets losses. The QoS routing protocol is responsible to find
a path that has a larger bandwidth, smaller delay and better stability. The link life
duration reflects the stability of the path that depends on the direction, speed and the
energy of the node. The protocol based on [121], which provides a method to compute
delay and bandwidth. The transmission delay is computed by considering the time
difference between transmission and reception of Hello message between the neighboring
nodes. For this computation the protocol assumes that all the nodes are synchronized.
The local available bandwidth is computed considering the idle time period of wireless
channel. The protocol uses random selection method to forward ant packet, and this
method requires dynamic maintenance of the neighbor nodes. Therefore, this approach
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incurs significant overheads. To avoid congestion, a flow control mechanism is employed
to adapt the transmission rate for each route. This mechanism informs the source node
about the smallest bandwidth value available on the link constituting the path.
Deepalakshmi et al. [122] proposed the ant-based multi-objective QoS routing (AMQR)
protocol for MANETs to support multimedia communications. This is reactive routing
approach that includes two phases namely route exploration and route maintenance. In
the routing exploration phase, the protocol floods the network with control messages to
determine the multi-paths based on different QoS parameters like shortest path length
(number of hops), minimum delay, and higher bandwidth. The path with the high-
est preference probability is selected to send the data to the desired destination. The
available bandwidth of the link is determined as the ratio of the size of Hello message
to the time interval observed between its transmission and reception. The end-to-end
delay between source and destination is calculated using the round trip time taken by
the route request packet. In route maintenance phase, the protocol deals with the link
failures. For this AMQR proposes three tables, one for neighbor nodes other for routing
and the third table for the path preference. In neighbor table, the amount of pheromone
and available bandwidth of outgoing links for each neighbor nodes are saved. The rout-
ing table has the information about the sources, destinations and best next hop to the
indicated destination. Finally, the path preference table contains an entry for a desti-
nation associated with a number of neighbor nodes. The best neighbor node that has a
higher probability will be copied to the routing table. However, the protocol utilized the
periodic Hello messages to detect link failure and to evaluate the available bandwidth
for each neighbor nodes that increase the overhead in network. In addition, it assumes
that all nodes in MANET are synchronized for computing QoS parameters.
Kim [123] introduced a multi-path routing strategy based on ACO algorithm. During
the path discovery phase, each node sends an ant packet randomly from one node to
another node. The forward ant selects next hop based on the distance and queue length
available at the neighbor node. In addition, each node keeps a routing table and period-
ically transmits Hello message to maintain local connectivity with neighbor nodes. The
proposed routing protocol chooses the adaptable paths that satisfy the QoS constraints
in term of bandwidth and delay. For transmitting the data packets through established
multiple paths, the source node can make a decision about a particular path on the
basis of its adaptability and energy level. This multipath routing mechanism can help
to spreads the traffic load along multiple available paths, thus, providing load balancing
which in turn improves network reliability. For the sake of providing dynamic network
management, the control parameter decisions in the proposed algorithm are dynamically
modified by using real-time approach. However, the proposed algorithm relies on the
fact that the bandwidth and delay information are available beforehand. Additionally,
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the protocol needs to periodically look after the maintenance in order to ensure local
connectivity with neighboring nodes.
Krishna et al. [124] proposed a QoS-enabled ant colony based multipath routing (QAMR)
protocol for MANETs. The path selection algorithm is based on the next hop availabil-
ity (NHA) and the path preference probability. The NHA considers both, mobility and
energy factor to find the goodness of the links and the nodes; and these has to satisfy the
threshold set up by NHA. For the path preference probability the different parameters
such as delay, bandwidth and number of hops are measured. The measured value is
then used to determine the path preference probability. Thus, the path with given QoS
constraint and with the optimal path preference probability is selected for transmitting
data between source and destination. The paths are interpreted in a pheromone table
that shows their respective quality. In addition, the protocol maintains two tables, rout-
ing table that contains information about next hop for data forwarding and pheromone
values, and neighbor table that contain information about all the neighboring nodes.
However, the main drawback of this protocol is that the algorithm does not provide
the detail information for calculating the available bandwidth. The end-to-end delay is
again computed based on the trip time taken by the route request packet traveling from
the source to destination and therefore assumes that all the nodes are synchronized. In
addition, the periodic information needs to be exchanged between neighbor nodes in
order to compute the link stability that incurs overhead.
Balaji et al. [125] Proposed MANET routing protocol based on AODV and ACO,
named AODV-ACO. This protocol offers a new link quality metric to handle link quality
between nodes to evaluate routes, as an enhancement to the existing AODV routing
protocol. Link quality between the two neighbors can be assessed based on received
signal strength. Here, the regular Hello messages are extended to a new packet Link
Quality Format (LQF). It is a link quality integer metric that defines the link quality
between the neighboring nodes. This extension of Hello messages enables the ACO
technique to discover the local minima and the local maxima that help to identify the
best route among the available routes. However, the local link quality does not guarantee
end-to-end QoS for the path since the chosen neighbor with high quality may not produce
a path with high quality to destination.
Nivetha et al. [126] proposes the combination of two stochastic optimization methods
namely, Ant Colony Optimization (ACO) and Genetic Algorithms (GA); and named
it as ACO GA Hybrid Meta-heuristic (AGHM) algorithm in order to reduce the com-
plexities in the dynamic environment. For the given network topology, all the probable
routes from source to destination are found using ACO. In the next step the set of all
the routes is formed based on the pheromone concentration on the routes deposited by
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the artificial ants. This set of routes will act as the initial population to be used by
GA. Now, for any source destination pair in the network, the set of optimal paths are
identified from the initial population on the basis of the fitness function and genetic
operations. This GA iteration is continued for either of the following two events. The
first case is if the predefined number of generations is not reached and in the second
instance is if there are no exclusive offspring included in the new population for three
consecutive times. As the algorithm ensues, it rejects the weaker solutions and therefore
the subsequent population will have the optimal set of paths needed for multipath rout-
ing. The amount of pheromone is calculated on the basis of bandwidth, delay and hop
count to calculate the amount of pheromone, while the heuristic information is based
on the distance between adjacent nodes. However, the proposed algorithm does not
provide the information about the delay and bandwidth calculation. Also, the ACO and
GA algorithms might have to go through large number of iterations in order to find the
optimal path and thereby consuming enough amount of time, which is not desirable for
the multimedia applications.
Table 3.3 contain summary of characteristic of QoS-aware based on ACO.
3.4 General Drawback for QoS Routing Protocol
This section provides general shortcomings observed in the measurement techniques
adopted by the QoS-aware routing protocols presented in table 1 and 3.
1. A significant group of QoS routing protocol (e.g., [69, 116, 123, 124, 126]) assume
that the QoS parameters are readily available i.e. the methodology to measure or
estimate QoS parameters is not provided. Thus, we cannot assess the effort used
in calculating the achievable QoS.
2. In a contention-based MAC protocol the node transmits the data only when it
senses that the channel idle. The local available bandwidth is then determined as
the product of the channel idle time and the transmission rate. In this context,
Yang et al. [79] explain the problem of available bandwidth estimation in a CS-
range so that all the nodes in the CS-range must be considered when estimating
a node’s available bandwidth. The following two approaches are employed to
calculate the channel idle time that will then provide the available bandwidth at
CS-range. In active method (e.g., [55, 86, 119, 120]), 2-hop Hello messages are used
to determine the channel idle time. The drawback of this approach is the small hop
count that may not cover all the nodes in the CS-range in some topologies. So, by
taking advantage of the power control capabilities, the Hello messages send with
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higher power level than normal data transmission. The outcome of this solution,
the Hello message from the sender can reach all the nodes in CS-range in the cost
of high power consumption. Moreover, the method of the exchange Hello message
results in large message overhead. In the passive approach (e.g., [78, 80]), the node
passively monitors the channel. This approach is promising as compared to active
approach as it does not incur any additional overheads; the cost is also low and
does not require high power transmissions. However, this approach lacks accuracy
while estimating the bandwidth.
3. Another approach assumes all the nodes in MANETs are synchronized to compute
QoS parameters (e.g., [71, 120, 122, 125]). However, synchronization signaling
incurs extra overhead, and as stated in previous work.
4. More routing protocol uses periodic Hello message for computation of QoS pa-
rameters and for discovery and maintenance of the neighbor nodes. The use of
Hello messages consumes available bandwidth and energy. Also, the computations
based on the control message exchange are too slow to react to a fast topology
change. This makes the estimation or prediction of QoS parameter difficult or
stale. Furthermore, these messages might conflict with regular data packets caus-
ing increasing delay and congestion in the network.
5. Position-based routing protocols (e.g., [73, 100, 101]) utilize the geographical posi-
tion of the nodes. A group of protocols selects the next hop based on the distance
between two nodes (e.g., [123, 126]) while another group exploits the information
about the node’s position, its speed and direction to compute the reliability (e.g.,
[71, 72, 120]). This geographical information is typically gathered via Global Po-
sitioning System (GPS) and other location services. However, to determine the
mentioned physical information is expensive in terms of the necessary equipment
or message exchange [88].
6. The local link quality information (e.g., [55, 73, 125]) does not guarantee the end-
to-end QoS constraint for the path since the chosen neighbor with high quality
may not produce a path with high quality to the destination.
7. The routing protocols discussed in [78, 80, 86] consider only one QoS parame-
ter, and therefore, these routing protocols may be not suitable for carrying out
multimedia applications that demand variable QoS constraints.
8. Another set of routing protocols determines the single path [69, 70, 73, 80, 125]
from source to destination. However, for high communication session on this path,
it might suffer from congestion and delay, thus, reducing the throughput and
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reliability of the network. Also, in the case of link failures on the path, high
overheads are incurred for route reestablishment.
9. Most of the QoS-aware routing protocols establishes the path that satisfies QoS
constraints and does not consider the problem of congestion that might occur
during the communication session.
3.5 Summary
In this chapter, we discussed the QoS metrics in MANETs that is followed by the brief
review of the NP-Complete problem. Next we discussed the challenges in providing
QoS routing in MANETs and classified these challenges into three groups namely, chal-
lenges related to multimedia applications requirements, challenges imposed by the wire-
less medium, and the traditional challenges. In the next section, we provided working
synopsis of different QoS-aware routing protocols in MANETs and their shortcomings.
Later we discussed Ant Colony Optimization and reviewed a number of Ant Colony Op-
timized routing protocols and presented the findings in the Table. In the next section,
the literature survey on QoS-aware routing using ACO for MANETs is discussed and
presented in the Table. Finally, we discussed the general drawbacks observed in the
measurement techniques adopted by the various QoS-aware routing protocols. In the
next chapter, we will discuss our proposed QoS-aware routing protocol and explain its
advantages over the discussed QoS-aware routing protocols.
Chapter 4
QoRA Approach
This chapter presents an overview of our QoS-aware routing approach called as “QoS-
aware Routing based on Ant Colony Optimization” or QoRA. The QoRA architecture
consists of two primary components QoRA Entity and SNMP Entity. The chapter
begins by pointing out the most important aspects of QoRA and its components. In the
later sections we will describe the cooperation between QoRA entity and SNMP agent
followed by the in depth description of the functioning of QoRA protocol. Finally, we
conclude the chapter with the summary.
4.1 QoRA Approach: Overview
QoRA [127–130] is a reactive, non-disjoint multipath routing protocol. In QoRA, the
routing decisions are based on the three QoS constraints, namely, bandwidth, delay and
expected success rate. These parameters are readily available from the SNMP agent.
Also, the QoRA approach is highly flexible as it can consider more QoS parameters.
These three QoS constraints together determine the objective function. The objective
function is then used to find the appropriate outgoing link for the given QoS require-
ments. The information required to identify the characteristics of the link in terms of
objective function could be obtained using the measurements technique. However, this
approach would generate additional traffic influencing the characteristics of the links
significantly. Thus, we decided to retrieve information from an already existing entity
used for network management, i.e., the SNMP agent.
46
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4.2 QoRA Approach: Architecture
Figure 4.1 demonstrates the QoRA architecture and the information exchange between
its components. As displayed in the schematic diagram the architecture has two main
components. The first element is the QoRA Entity, which runs on each node to identify
suitable paths as per the given QoS requirements. The second component is the SNMP
Entity consisting of SNMP agent and Management Information Base (MIB). We describe
both these entities and the corresponding sub-components in the later sections.
Local Node
UDP
IP
Interface Layer
Physical Layer
Socket Socket
QoRA Entity
QoRA Decision Engine
Neighbor 
Table
Ant 
Management
QoS 
Manager
SNMP EntityRouting 
Table
FlowID
DATA and ANT Packet
Call Functions
SNMP           
Agent MIBFantID 
Cache
Figure 4.1: The QoRA Architecture
4.2.1 QoRA Entity Components
As mentioned earlier, each node chooses the best route to forward the packets as de-
termined by QoRA Entity. The QoRA entity relies on the following sub-components
to make this decision. These sub-components are Routing Table, Neighbor Table, Ant
Management, FantID Cache, QoRA Decision Engine, and QoS Manager.
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4.2.1.1 FlowID
Flow is defined as the successive transmission of packets from a source to a particular
destination. The source node decides the appropriate label for each flow. This concept
of flow label was originally developed to provide special services to real-time applications
[131]. The IPv6 packet, by default, consist the flow label field. Here, the source node
uses 20 bits flow label to label the packets of a flow. In IPv4, we have utilized the
optional field to define the FlowLabel using 32 bits. So, with the help of the flow label
the traffic is classified i.e. it facilitates the packets reordering. The flow label, when set
to zero, indicates that the packets are not a part of any flow.
In QoRA, we use the 3-tuple parameters namely, flow label as discussed above, source
address and destination address that determines the identity of a flow (FlowID) as shown
in the below representation. Thus, FlowID is a unique representation consisting of flow
label for a given source-destination pair.
FlowID < SourceAddress,DestinationAddress,FlowLabel >
4.2.1.2 QoRA Routing Table
The QoRA Routing Table is data structure used to forward the data packets. It stores
multiple routes towards the known destinations according to the different flows.
Figure 4.2 demonstrates the routing table maintained at each node. An entry in the
routing table represents the information about the route from node i to destination d
over neighbor j associated with the given FlowID. The routing table entry contains the
following fields: FlowID that specifies the flow, next hop address toward the destination,
the QoS Parameter QP, the QoS threshold QPthreshold, the heuristic factor ηijd related
to the QoS parameters and a probability value Pijd that reflects how likely it is that a
data packet is forwarded using this neighbor.
The probability value or the objective function is calculated based on the pheromone
and the heuristic factors according to the equation 4.1. Here, Ni is a set of neighbor
nodes of i, and j is a neighbor node of i through which a route is available to destination
d. The parameters α and β determines the weights of pheromone τij and the heuristic
factor ηijd, respectively. The probabilities Pijd of all neighbors with an available path
to d sum up to 1.
Pijd =
[τij ]
α[ηijd]
β∑
l∈Ni [τil]
α[ηild]β
(4.1)
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The heuristic factor is calculated according to equation 4.2. Where βB, βS , and βD
denote the weights of each QoS parameter namely, bandwidth (B), expected success
rate (S), and delay (D), respectively on the path from node i to destination d through
neighbor node j. The equation to calculate the probabilities and the one to calculate
the heuristic factor are derived from versions given in [132].
ηijd =
[Bijd]
βB [Sijd]
βS
[Dijd]βD
(4.2)
Thus, the entries in the routing table are solely based on the quality of the route. Also,
every entry in the routing table comes with a lifetime. This means that after every usage
of the given routing entry, its lifetime is updated for another constant period. In case if
the routing entry is not utilized within the set time frame it is deleted from the routing
table.
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Figure 4.2: Example explaining the QoRA Routing Table
4.2.1.3 QoRA Neighbor Table
The QoRA Neighbor Table is a data structure as shown in figure 4.3, where each one-hop
neighbor is registered along with the amount of pheromone indicating the experienced
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goodness of the link to that neighbor. Additionally, each entry for neighbor node contains
the mapping between the neighbor IP address and its MAC address (hardware address).
In QoRA approach, the link failure notification is derived from the MAC layer. Based
on this mapping, the neighbor node is identified and it is notified of the occurrence of
the link failure. Also, each entry in the neighbor table comes with a lifetime. This value
is updated after usage of the given entry in the neighbor table, its lifetime is updated
for another constant period. In case if the entry is not utilized within the set time frame
it is deleted from the neighbor table.
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.
𝐣𝟏
𝐣𝐍
Neighbor Pheromone IP Address MAC Address Lifetime
.
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𝒜𝑗1
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𝒯𝑖𝑗1
𝒯𝑖𝑗2
𝒯𝑖𝑗𝑁
Figure 4.3: Example explaining the QoRA Neighbor Table
The equation 4.3 derived from [132], gives the current pheromone value τij available on
the link. High pheromone value on the link indicates that a large number of packets
have selected the link from i to j recently, because each ant or data packet will increase
the accumulated pheromone amount by 4τij . Whereas, the smaller pheromone value
indicates that the link has bad quality, and the pheromone available on the path is
decaying i.e. constantly evaporating by the factor ρ, thus reducing its attractive strength.
The pheromone value is limited between the initial pheromone value 0.01 to maximum
value 1.
τnewij = (1− ρ)τ oldij +4τij (4.3)
The pheromone concentration τij on a given link as discussed above depends on the
number of packets traveling through that link and the pheromone diffusion factor ρ. In
the QoRA approach, we have used the adaptive multi-rate mechanism that considers
the link quality between the nodes and adapts the data rate accordingly.
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Figure 4.4 represents this strategy in terms of the datarate adaptation. Here node
S is the source node and the node D is the destination node whereas node B is the
neighbor node of node S. In the subfigure 4.4.1, the distance between the nodes S and
B is small and the link is estimated of high quality. So the data is sent on this link
with higher data rates i.e. large number of packets are forwarded through this link
with smaller transmission delays. As a result, the pheromone concentration on this
link increases while it is continuously evaporating by the factor ρ. In the subfigures
4.4.2 to 4.4.4, the distance between the nodes is increasing and; therefore, the link
quality is decreasing as explained in chapter 2, section 2.3. As a result, the data is
transmitted with lower and lower data rates and increasing transmission delays, causing
less pheromone accumulation on the link. In the subfigure 4.4.5, the two nodes move
out of the communication range of each other, and there is no communication between
them. All the pheromone available on the link is evaporated while no new pheromone
deposition will take place on the link.
A
D
A
D
A
D
A
D
A
S
B
D
1 2
4 5
3
S
B
S
B
S
B
S
B
Figure 4.4: Adaptive of Datarate
Now, we define the diffusion factor ρ, such that it is adaptive to the transmission delay
Dtrans. The Dtrans is given by the equation 4.9 and ρ is calculated as ten times of
Dtrans. It is evident from the Table 4.1 for the higher transmission delays the ρ will
be higher indicating the poor link quality, while for lower transmission delays it will
be smaller reflecting good link quality. So, the pheromone value is adaptive to the link
quality and the maximum pheromone value is limited by the diffusion factor as explained
in the table.
The graph in 4.5 shows the relation between the pheromone value and the number
of packets. According to the equation 4.3, the new value of pheromone on the given
link is determined by the value of ρ and the 4τ that is the pheromone deposition by
each packet. In the beginning, the pheromone curve rapidly increases and stays at the
maximum value of 1 (represents the scenario in subfigure 4.4.1) until the link quality
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Table 4.1: The adaptive pheromone value based on transmission delay.
Datarate Dtrans ρ = Dtrans × 10 Max Pheromone
11 Mbps 0.0017 0.017 1
5.5 Mbps 0.0033 0.033 0.5
2 Mbps 0.0092 0.092 0.2
1 Mbps 0.0184 0.184 0.1
Dtrans ≤ ifMtu (Octet)×8ifSpeed where ifSpeed = Datarate and ifMtu = 2296 equation 4.9.
starts deteriorating. At this instance, the pheromone value decreases and stays constant
at value 0.5 (represents the scenario in figure 4.4.2) until a further dip (represents the
scenario in subfigures 4.4.3 and 4.4.4) in link quality is observed, where pheromone value
decreases to 0.2 and 0.1 respectively. Thus, the decrease in the amount of pheromone
on the given link indicates the decrease in the probability for this link and an increase
in the probability for other links. Once the link quality is estimated to be unsuitable
for the communication, the pheromone value is dropped to 0 (subfigure 4.4.5). So, the
pheromone value is adaptive to the link quality.
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Figure 4.5: Adaptive pheromone concentration
4.2.1.4 Ant Management
The Ant Management is responsible for generating three types of ants namely the for-
ward ant (FANT), the backward ant (BANT) and the error ant (EANT). The ant
management serializes and deserializes these ants when transmitting or receiving them.
These ants are autonomous and asynchronous agents, which indirectly communicate
with each other using stigmergy. These ants contain specific information to provide
QoS-aware routing.
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• Forward ant (FANT):
The FANT packet is used to search the path from source to destination using the flooding
technique. The FANT as shown in figure 4.6 has three packet fields namely QP, FlowID
and FantStack.
• The first packet field is QP that represents the set of QoS Parameters, namely,
the end-to-end delay (D) and expected success rate (S) aggregated over all visited
nodes while traversing from source to destination. The desired QoS values for the
application in terms of minimum bandwidth (Bmin), maximum delay (Dmax),
and minimum expected success rate (Smin) are stored in the corresponding fields
with the same name. The Type field determines the type of ant and the AntSeq
field represents a unique sequence number for an ant in the flow.
• The second packet field is FlowID that contains the IP address of the source/des-
tination pair of the communication session and the FlowLabel, the counter values
that identifies the type of data stream or flow defined by the source node.
• The third packet field is the FantStack that contains the IP addresses of all the
nodes visited by the FANT packet.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Type AntSeq D S
Bmin Dmax Smin
 QP
Destination IP Address
Source IP Address
FlowLabel
 Flow
ID
IP Address 1
...
IP Address N
 Fant
S
ta
ck
Figure 4.6: Forward ant packet format
• Backward ant (BANT):
The BANT packet is used to validate all the available routes from source to destination
using the unicast technique. The BANT packet is shown in figure 4.7, also has three
packet fields namely, QP, FlowID and BantStack.
• The first packet field is QoS parameter or QP that represents the minimum avail-
able bandwidth (B), the end-to-end delay (D), and expected success rate (S) ag-
gregated over all the visited nodes. The fields QD, QB, and QS represent the
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residual QoS parameter in terms of residual delay, residual bandwidth, and resid-
ual expected success rate. The Type field determines the type of ant.
• The FlowID packet field is the same as discussed in FANT packet. BANT gets the
value of this field from FANT to identify the flow.
• The BantStack packet field contains the IP addresses of all the intermediate nodes
that are visited by the FANT during route discovery from source to destination.
BANT utilizes these IP addresses stored in BantStack to validate and establish
the route from destination to the source node.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Type D B S
QD QB QS
 QP
Destination IP Address
Source IP Address
FlowLabel
 Flow
ID
IP Address 1
...
IP Address N
 Bant
S
ta
ck
Figure 4.7: Backward ant packet format
• Error ant (EANT):
The EANT packet is shown in figure 4.8, contains only one packet field called EantStack.
This field contains the FlowID of all the flows that are affected. The EANT packet is
used to notify about the link failure or QoS violation (congestion problem) occurring on
the selected route.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Type Destination IP Address 1
Source IP Address 1
FlowLabel 1
F
lo
w
ID
1

...
Destination IP Address N
Source IP Address N
FlowLabel NF
lo
w
ID
N


E
a
n
tS
ta
ck
Figure 4.8: Error ant packet format
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4.2.1.5 FantID Cache
The flooding mechanism causes the FANTs to multiply quickly over the network. So,
a node might receive a number of FANTs from the same generation and same previous
node. In this situation, a node compares the goodness value (ψsji) of the path traveled
by the FANT to that of the previously received FANT. The node will forward the FANT
only if its goodness value is equal or greater than the goodness value of the best FANT
of the same generation that it has already received from the same previous node. Using
this mechanism the overhead is put to limit by dropping FANTs that has followed bad
paths. Additionally, based on this policy reliability increase by creating a mesh network,
non-disjoint multipath. The goodness value (ψsji) is calculated using equation 4.4
ψsji =
[Ssji]
βS
[Dsji]βD
(4.4)
Figure 4.9 represents the FantID cache table with the different flow entries stored in the
FlowID. The next parameter is the AntSeq i.e. unique for every ant generation and is
given by the source node. FantID is a unique identifier that recognizes the particular
FANT. It is generated using AntSeq in conjunction with the FlowID. The goodness
value (ψsji) that identifies the quality of the incoming FANT. As discussed earlier all
the entries come with a Lifetime and the information is deleted often the Lifetime is
elapsed.
AntSeqFlowID Previous Hop Goodness Lifetime
.
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Figure 4.9: Example explaining the FantID Cache
4.2.1.6 QoRA Decision Engine
The QoRA Decision Engine is the most important block in the QoRA entity. It han-
dles the execution of the following tasks. It triggers the generation of different ants
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through the Ant Management. It is responsible for updating the Neighbor Table and
the Routing Table based on the QoS parameters, the information gathered by the ants,
and the corresponding local QoS values. These local values are obtained by calling the
QoS Manager to communicate with the local SNMP Agent. It takes a decision about
forwarding the received data packets to upper layer or to other nodes by reading the
information on the packet to determine its FlowID. Using the information in the routing
table, it directs the packet to the next node according to the probability method and
for local delivery it directs the packet to the upper layer.
4.2.1.7 QoS Manager
The QoS Manager can be described as a software module that works in line with SNMP
Manager and generates QoS information. It is described in detail in section 4.2.2.1.
4.2.2 SNMP Entity Components
Simple Network Management Protocol (SNMP) is a member of the TCP/IP protocol
structure and an application layer protocol that was developed to simplify the tasks of
network management and monitoring. The Internet Engineering Task Force (IETF) has
published three versions of SNMP as defined in the respective Requests for Comments
(RFCs). The first version of SNMP was introduced in 1988 and is defined in RFC 1157
[133] and was called SNMPv1. The second version is called SNMPv2, and is defined in
RFC 1901 [134], and RFC 1908 [135]. The latest version is called SNMPv3, and it is
accepted as full standard by IETF and is defined together by a number of RFCs, namely
in the series, RFC 3410 to RFC 3417, RFC 3584, RFC 3826, and RFC 5343 [136–146].
The primary elements of the SNMP management system are the monitor application, the
manager, the agent, and the Management Information Base (MIB), as shown in figure
4.10. These entities together perform the task of network monitoring, configuration,
controlling, accounting, etc. by defining a set of Managed Objects on the managed
device.
4.2.2.1 SNMP Manger and Agent
The SNMP Manager is a software module that handles the task of network manage-
ment and generates commands for the SNMP operations namely, Get, Set, and noti-
fication receive (trap). This manager communicates with SNMP agent to retrieve or
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Figure 4.10: The central parts of SNMP [147]
modify management information. On the basis of this information, the Manager take
the necessary preconfigured actions.
For the QoRA approach, we have designed a lightweight implementation of the SNMP
Manager that is integrated into the QoRA entity and which we would like to call QoS
Manager. In addition to the tasks performed by SNMP Manager, the QoS Manager
calculates the values of QoS parameters locally on the basis of the gathered information
and takes optimal decisions.
The SNMP Agent is a software module that runs on every networked device. Enabling
the SNMP agent allows it to maintain the management information database from the
device locally. A management information exchange can be polling, where the manager
asks the agent for a particular value, or it can be event reporting (trap) by the agent,
where the agent tells the manager that something important has happened. So, the trap
originates from the agent and are sent to Manager, where it is handled appropriately.
The management information is available through Managed Objects, which are stored
in a standardized tree-based MIB using a template called Structure of Management In-
formation (SMI). The device/agent is responsible for maintaining MIB. The first version
of SMI is called SMIv1 and is defined in RFC 1155 [148]. The second and latest version
is called SMIv2, and it is described in RFC 2578 [149]. The SMIv2 defines a set of rules
for organizing and naming of Managed Objects. However, SMI relies on ITU’s Abstract
Syntax Notation One (ASN.1) to define the structure of these objects. The ASN.1 lan-
guage defines a set of rules and structures for representing, transmitting, encoding, and
decoding SNMP messages. Additionally, it is used to specify the format of MIB mod-
els such as model definition, object definition, and notification definition. The SNMP
message contains an SNMP Protocol Data Unit (PDU). The SNMP PDU is used for
exchange information between managers and agents. The SNMP PDU is defined using
ASN.1 for each of the following SNMP operations [150]:
Chapter 4 QoRA Approach 58
• GetRequest : Generated by the SNMP manager to retrieve one or more requested
MIB Management Objects defined in the PDU.
• GetNextRequest : Generated by the SNMP manager to retrieve the next MIB Man-
agement Objects defined in the PDU. This PDU is essentially used by the SNMP
manager to walk through the SNMP agent MIB.
• GetBulkRequest : Generated by the SNMP manager to retrieve a large amount of
MIB Management Objects, particularly from large tables. The GetBulkRequest
operation performs a continuous GetNextRequest operation based on the max-
repetition number.
• SetRequest : Generate by the SNMP manager to set one or more MIB Management
Objects defined in the PDU with the value specified in the PDU.
• GetResponse: Generated by the SNMP agent in response to a GetRequest, Get-
NextRequest, GetBulkRequest, or SetRequest PDU.
• Trap: Generated by the SNMP agent to notify the SNMP manager about an
important event that happened in the agent.
4.2.2.2 Management Information Base
The first version of Management Information Base (MIB) is defined in RFC 1156 and
is called as MIB-I [151]. The latest version is called as MIB-II, and it is defined in RFC
1213 [152]. MIB-II contains the most significant objects used to define the TCP/IP
stack, which is divided into groups as shown in figure 4.11.
The MIB-II interface group with Object IDentifier (OID: 1.3.6.1.2.1.2) includes managed
objects about the physical interface, such as a configuration parameter and an interface
statistics. The physical interface is responsible for the packet transfer over the network.
This group was extended to include more Management Objects (e.g. use of Counter
64) in RFC 2863 [154]. The interface MIB group includes the object ifNumber that
contains the number of the available network interfaces. Additionally, it contains these
four tables:
• The first table is ifTable, which has one entry for each interface. It contains
a collection of objects used to define the physical interface such as name, MTU,
interface speeds, and the counter for bytes and packets received, sent, and dropped.
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interface (2)
Figure 4.11: Object identifiers in the Management Information Base-II [153]
• The second table is ifXTable, which contains the additional objects that have been
added or replaced in the ifTable.
• The third table is ifStackTable, which includes the objects used to define the rela-
tions between the various sub-layers of network interfaces.
• Finally, the fourth table is ifRcvAddressTable, which includes objects that are
used to contain the MAC address (unicast, broadcast, or multicast) for which an
interface will receive packets/frames.
The management information is available through Managed Objects, which are stored
in a standardized tree-based MIB [155]. This tree-structure serves to uniquely address
Managed Objects.
To give some examples of the standardized Managed Objects useful to assess the quality
of different outgoing links, Table 4.2 lists the relevant objects for our approach. The
short descriptions are taken from the relevant RFC 2863 [154].
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Table 4.2: Relevant SNMP Managed Objects
Object Short Description
ifSpeed An estimate of the interface’s current bandwidth in bits per
second.
ifMtu The size of the largest packet which can be sent/received on
the interface.
ifOutQLen The length of the output packet queue (in packets).∗
ifInDiscards The number of inbound packets which were chosen to be
discarded.
ifInErrors For packet-oriented interfaces, the number of inbound pack-
ets that contained errors.
ifInUnknownProtos For packet-oriented interfaces, the number of packets re-
ceived via the interface which were discarded because of an
unknown or unsupported protocol.
ifOutDiscards The number of outbound packets which were chosen to be
discarded.
ifOutErrors For packet-oriented interfaces, the number of outbound
packets that could not be transmitted because of errors.
ifHCInUcastPkts The number of Unicast packets, delivered by this sub-layer
to a higher (sub-)layer.
ifHCInMulticastPkts The number of packets, delivered by this sub-layer to a
higher (sub-)layer, which were addressed to a multicast ad-
dress at this sub-layer.
ifHCInBroadcastPkts The number of packets, delivered by this sub-layer to a
higher (sub-)layer, which were addressed to a broadcast ad-
dress at this sub-layer.
ifHCOutUcastPkts The total number of (unicast) packets that higher-level pro-
tocols requested be transmitted.
ifHCOutMulticastPkts The total number of packets that higher-level protocols re-
quested be transmitted, and which were addressed to a mul-
ticast address at this sub-layer.
ifHCOutBroadcastPkts The total number of packets that higher-level protocols re-
quested be transmitted, and which were addressed to a
broadcast address at this sub-layer.
∗ This object is deprecated. Nevertheless, most equipment manufacturers have this information in their MIB.
4.3 Cooperation QoRA and SNMP
As discussed in the previous section, QoS Manager is inspired from the SNMP Manager
that determines the quality of the links locally. For calculating the QoS values of the
outgoing links it relies on the measurements of the various link parameters performed
by the SNMP agent. These values are stored in the Managed Objects. The following
QoS parameters are considered to determine the quality of the outgoing link.
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4.3.1 Bandwidth
Bandwidth or transmission speed is one of the most important QoS parameters and is
given in [b/s]. The Bandwidth is a measure of the transmission speed at which the
data can be sent through the network. In multi-rate ad hoc networks, the maximum
bandwidth for a given path is limited by the minimum transmission speed of the link
on that path. Thus, each node must determine the transmission speed of its outgoing
links. This value is stored in the Managed Object “ifSpeed” (cf. table 4.2) and is
obtained from the SNMP agent. The management object ifSpeed is a read-only gauge
that estimates the current capacity at the interface in [b/s], which is often expressed
as the maximum bandwidth that the node can provide. The transmission speed is
automatically selected based on the signal strength received as explain in the Receiver-
Based Auto-Rate (RBAR) [23]. Thus, the minimum available bandwidth (Bijd for the
path p(i, j, d)) is determined according to equation 4.5.
Bijd = min{ifSpeed(n), ∀n ∈ p(i, j, d)} (4.5)
In the figure 4.12 the bandwidth estimated on the link between node i and node j is 11
Mbps, between node j and node k is 2 Mbps while it is 5.5 Mbps on the link between
node k and node d. The maximum available bandwidth for the path between node i to
node d through the neighbor node j is the minimum bandwidth available (Bijd) on the
path i.e. 2 Mbps, as bandwidth is a concave metric.
11Mbps 5.5Mbps
i j k
d
2Mbps
Figure 4.12: Example explaining the available Bandwidth of the path p(i, j, d)
The local available bandwidth (Blocal) is calculated using the following equations that
employs the periodic passive monitoring of the Channel Idle Time Ratio (CITR). The
CITR is the ratio of the time for which the channel is observed to be idle (Tidle) to the
given period of time , known as monitoring window (∆T ) as explained in the [79]. Thus,
to determine whether the node n in the path p(i, j, d) can satisfy bandwidth requirement
Bmin [b/s] , they must fulfill equation 4.6.
Blocal(n) = CITR(n)× ifSpeed(n) ≥ Bmin (4.6)
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Where, the CITR is calculated periodically based on the previous values using the
equation 4.7 and θ is a weight moving factor for CITR.
CITRnew(n) = (1− θ)CITRold(n) + θ
(
Tidle(n)
∆T
)
(4.7)
4.3.2 Delay
The next QoS parameter is delay and it indicates the time required to transfer the data
packets from the sender node to the receiver node. The average delay observed on the
node is determined by the following components: the propagation delay (Dprop), which
indicates the time taken by the physical signal to travel from the sender to the receiver,
the transmission delay (Dtrans), which is the time required by the sender to transmit
the first and the last bit of the packet, and the queuing delay (Dqueue) is observed at
the outgoing interface queue of the sending node. So the total delay (Dtotal) in a node
n is given by equation 4.8.
Dtotal(n) = Dprop + Dtrans + Dqueue (4.8)
The propagation delay Dprop depends on the physical distance between the sender and
the receiver. The distance between the two nodes varies significantly in MANETs due to
high mobility. However, assuming the radio communication with the signal speed close
to the speed of light (299,792,458 m/s), the propagation delay between two MANET
nodes that are less than 1000 m apart from each other, is observed to be approximately
3.33×10−6 s. This propagation delay is least significant and does not show any noticeable
effect in comparison to the other delay factors. Thus, it is neglected and set to 0.
The transmission delay Dtrans depends on the size of the packet and the bandwidth of
the link. For estimation, the value of the maximum size of a packet is retrieved from
the SNMP agent, which is stored in the Managed Object “ifMtu”. Since this object
gives the size in octets, it needs to be multiplied by 8 to get the packet size in bits. The
bandwidth again can be found in the Managed Object “ifSpeed”. Therefore, Dtrans is
estimated by equation 4.9.
Dtrans ≤
ifMtu× 8
ifSpeed
(4.9)
The queuing delay Dqueue depends on the number of packets waiting in a queue at the
node to be transmission on an outgoing link. This number is available with the SNMP
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agent in the Managed Object “ifOutQLen”. The queuing delay can be assumed as given
in equation 4.10.
Dqueue ≤ ifOutQLen×Dtrans (4.10)
Then the total delay Dtotal at node n calculate using equation 4.11.
Dtotal(n) ≤
ifMtu (Octet)× 8
ifSpeed
× (1 + ifOutQLen) (4.11)
The end-to-end delay (Dijd) for the path p(i, j, d) is calculated according to equation 4.12
and must satisfy the delay constraints (Dmax). If Dijd greater than the desired maximum
delay Dmax, then FANT will be dropped. Otherwise FANT will be forwarded with the
updated D field.
Dijd =
∑
n∈p(i,j,d)
Dtotal(n) ≤ Dmax (4.12)
In the figure 4.13 the delay observed at node i is 2 ms, at node j is 4 ms and at node k
is 6 ms. The end-to-end delay for the path from node i to node d through the neighbor
node j is given as the summation of delays observed at each node in the path, since
delay is an additive metric. In this scenario the delay on the given path is estimated to
be Dijd = 12 ms.
2ms
11Mbps 5.5Mbps
i j k d
2Mbps
6ms 4ms
Figure 4.13: Example explaining the end-to-end delay of the path p(i, j, d)
4.3.3 Packet Loss
Packet loss can be assessed by the packet loss ratio, which is the number of lost packets
divided by the total number of packets. The high packet loss value indicates towards the
problem of congestion, bad channel quality due to fading and interference on wireless
links, the software problem i.e. the node does not support the protocol and/or the
hardware problem i.e. the net device does not work well. These values can again be
retrieved from the SMNP agent (cf. table 4.2).
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Each node can compute the correctly received incoming packets (PktsRx ) using the
Managed Objects “ifHCInUcastPkts”, “ifHCInMulticastPkts”and “ifHCInBroadcastP-
kts” according to equation 4.13.
PktsRx = ifHCInUcastPkts + ifHCInMulticastPkts
+ ifHCInBroadcastPkts
(4.13)
The number of successfully sent packets (PktsTx ) can be computed accordingly based
on the Managed Objects “ifHCOutUcastPkts”, “ifHCOutMulticastPkts” and “ifHCOut-
BroadcastPkts” according to equation 4.14.
PktsTx = ifHCOutUcastPkts + ifHCOutMulticastPkts
+ ifHCOutBroadcastPkts
(4.14)
For the number of dropped packets, there are also some Managed Objects, again di-
vided into incoming and outgoing. Equation 4.15 shows how to compute the number of
incoming packets that are dropped (DropPktsin ).
DropPktsin = ifInDiscards + ifInErrors + ifInUnkownProtos (4.15)
The number of dropped outgoing packets (DropPktsout ) is given by equation 4.16.
DropPktsout = ifOutDiscards + ifOutErrors (4.16)
With these computed values, each node n is able to compute the packet loss ratio (PLR)
shown in equation 4.17. Additionally, all the above values are update each periods
of times, known as monitoring window (∆T ), by calculating the difference between
successive Managed Object (MO) values (MO = MOnew −MOold).
PLR (n) =
DropPktsin + DropPktsout
PktsRx + PktsTx + DropPktsin
(4.17)
The success rate (S) is calculated periodically using equation 4.18. Where, ϕ is a weight
moving factor for S.
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Snew(n) = (1− ϕ)Sold(n) + ϕ(1− PLR(n)) (4.18)
The FANT carries the desired success rate (Smin) for packet transmission and the ex-
pected success rate (Sijd) for the visited path. Each node refreshes the Sijd according
to equation 4.19. If Sijd falls below the desired success rate Smin, then FANT will be
dropped. Otherwise FANT will be forwarded with the updated S field.
Sijd =
∏
n∈p(i,j,d)
S(n) ≥ Smin (4.19)
In the figure 4.14 the packet loss expected at node i is 1%, node j is 3% and node k
is 2%. This means the packet success rate at node i, j and k is 99%, 97% and 98%
respectively. So, the expected success rate for the path from node i to node d through
the intermediate node j is given as the product of the success rates observed at each
node in the path, since success rate is a multiplicative metric. Here, the expected success
rate for the given path is 94%.
2ms
11Mbps 5.5Mbps
i j k
d
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Figure 4.14: Example explaining the packet loss for the path p(i, j, d)
4.3.4 Estimate QoS Threshold
Once the data flow begins from the source to the destination, the path needs a constant
monitoring in order to keep the track of its quality. If the data is forwarded on the
link that no longer provides the desired minimum quality then it will cause packet loss
and congestion. A specific threshold is required to indicate that the node does not
satisfy the QoS requirements or it has a congestion problem. Each FANT arrives at
the destination d containing the end-to-end QoS parameter, such as Dijd, Sijd and QoS
desired, such as Bmin, Dmax, and Smin. On the basis of these values, the residual
value of the QoS parameters, such as residual bandwidth (QB), residual delay (QD),
and residual expected success rate (QS) can be calculated based on the subsequent
equations 4.20, 4.21 and 4.22. The calculated residual values are then set in BANTs
and it is transmitted on the path.
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QB = Bmin (4.20)
QD =
Dmax −Dijd
hop+ 1
(4.21)
QS =
Sijd − Smin
hop+ 1
(4.22)
In the above equations hop is the number of intermediate nodes from the source node
to the destination. After receiving BANTs at the intermediate node, the node can
compute the QoS threshold for each flow f and store these values in the routing table.
QoS threshold for bandwidth (Bthr), delay (Dthr), and expected successful rate (Sthr)
at node n are given by following equations 4.23, 4.24 and 4.25 respectively.
Bthr(n, f) = QB (4.23)
Dthr(n, f) = Dtotal(n) + QD (4.24)
Sthr(n, f) = S(n)−QS (4.25)
4.4 QoRA Approach: Functioning
This section describes the functioning of the proposed routing protocol QoRA. The
QoRA protocol consists of five phases namely the route forward phase, the route back-
ward phase, packet forwarding phase, the monitoring phase and, the link failure phase.
All these phases are discussed in details in the following sections.
4.4.1 Route Forward Phase
In the route forward phase, the source node of the session queries its routing table for the
route availability to the requested destination. If the route is not found in the routing
table, the source node triggers the forward phase. In the meantime, the source node
saves the application data packets in the output queue until the desired QoS route is
discovered with the destination.
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In this phase, the source node broadcasts FANT in the network to find the routes to
the destination. The source node set the fields, namely, type of ant, generation number,
AntSeq, FlowID, and desired QoS parameters such as Bmin, Dmax, Smin in the FANT
packet. The intermediate node after receiving FANT creates or updates an entry and
link Lifetime of the node from which it has received the FANT in its neighbor table.
The node then calls QoS Manager that calculates QoS parameters expected delay and
success rate using appropriate Managed Objects.
The broadcasting of packets in the IEEE 802.11 MAC is done at the basic data rate
for example 802.11b equal 1 Mbps so that the broadcast packet can cover larger area
in the WLAN environment. However, before forwarding the FANT packet the QoRA
approach makes the following checks:
• First, it looks into the FantStack to confirm that this node has not received FANT
before in order to avoid the loops. In the figure 4.15, the loop exist for example
between nodes l, m and j.
• Second, if the node cannot satisfy the required QoS in terms of expected delay and
success rate, it discards the FANT. This process is repeated until the sent FANT
reaches the desired destination.
• Finally, the FANT is killed once it arrives at the destination.
The multiple paths are established between the source and the destination by forward-
ing numerous copies of the same ant over the underlying network. But, the flooding
mechanism causes the FANTs to multiply quickly over the network. So, a node might
receive a number of FANTs from the same generation and same previous node. In the
figure for the paths (s, l, j, m) and (s, i, j, m), node m receives the FANT from the
same previous node i.e node j and from the same generation (FantID). In this situation,
a node compares the goodness value (ψsjm) of the path and forwards the ant packet
as explained in the section 4.2.1.5. After forwarding the FANT, the FantID cache is
updated. The source node after broadcasting the FANTs waits for FantExpirationTime
for the establishment of the desired path. In case the path is not discovered within this
time frame, the source node makes another attempt but now with twice the value of
the previous FantExpirationTime. One more failure will cause the node to inform the
application layer about the impossibility to establish the desired path. The pseudocode
in Algorithm 1 describes the route forward phase.
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Figure 4.15: Example explaining the Route Forward Phase
Algorithm 1 Forward Phase
1: procedure Route Forward Phase
Node = Source node
2: if No route available in the Routing table then
3: Queuing data packet
4: Broadcast FANT message . Broadcast at the base data rate of 1 Mbps
5: end if
Node = Intermediate node
6: Receive FANT
7: Add or update neighbor table entry
8: Call SNMP agent using QoS Manager
9: Calculate goodness ψsji . using (4.4)
10: if ψsji ‖ FAntStack Loop fails then
11: Drop FANT packet
12: Return
13: end if
14: if (Dsji > Dmax) ‖ (Ssji < Smin) then . using (4.12, 4.19)
15: Drop FANT packet
16: Return
17: end if
18: if Destination node condition fails then
19: Update FantID Cache and FantStack
20: Broadcast FANT
21: else
22: Kill FANT
23: Start Route Backward Phase
24: end if
25: end procedure
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4.4.2 Route Backward Phase
The route backward phase start when the FANTs arrive at the destination. The FANT
is then automatically converted into a BANT. Then, the destination node copies the
FlowID and FantSack into the corresponding fields in the BANT packet. The destination
node also computes the QoS residual value for the bandwidth (QB), delay (QD), and
success rate (QS) as explained in section 4.3.4 and sets in BANT. The destination node
then unicasts the BANT to the source node using the IP addresses stored in BantStack
at the data rate determined by RBAR as shown in the figure 4.16.
Throughout the route, the BANT determines the bandwidth constraints and if the
local available bandwidth (Blocal) on the link is less than Bmin then the node will
drop BANT. In the figure the BANT is dropped at node n, since the bandwidth is not
sufficient, when the Bmin = 2 Mbps. Also, the BANT collects information about the
quality of each link in the path and refreshes the routing tables using this information,
calculates the QoS threshold Bthr, Dthr, and Sthr as discussed in section 4.3.4 and the
probabilities using equation 4.1. The probabilities are used to determine the next hop
for the data packets forwarding in the QoS aware multipaths to the destination. The
probabilistic approach for the data forwarding on the QoS-aware multipath provides the
features of load balancing and congestion control. The entire process is repeated if the
source node loses valid paths for the destination while data still need to be sent.
Again, the pheromone on the path is updated using the equation 4.3. Also, the Lifetime
field for the entries in routing table and neighbor table is updated and set to the current
time plus the ActiveTimeOut. The pseudocode in Algorithm 2 describes the route
backward phase.
Figure 4.17 depicts a simple scenario that explain the calculation of residual QoS values
on the path. Here node i would like to communicate with node d and node j and node k
are the intermediate nodes. We assume the following values are desired by an application
in order to provide QoS, namely, Bmin = 2 Mbps, Dmax = 150 ms, Smin = 90%. In the
forward phase the FANT is broadcasted at the base data rate i.e. the base data rate for
IEEE 802.11b equal 1 Mbps. The delay observed at node i, node j and node k is 22 ms,
12 ms and 22 ms respectively. So, the end-to-end delay (Dijd) observed on the path is
the summation of the individual delays and in our case it is 56 ms according to equation
4.12. The success rate observed at node i, node j and node k is 0.99, 0.97 and 0.98
respectively. So the success rate (Sijd) on the path is the multiplication of individual
success rates and in our case it is 0.94 according to equation 4.19.
In the backward phase the BANT is unicasted from the destination d to the node i. At
node d the residual QoS values are calculated as follows. The residual bandwidth (QB)
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Figure 4.16: Example explaining the Route Backward Phase
Algorithm 2 Route Backward Phase
1: procedure Route Backward Phase
Node = Destination node
2: Generate BANT to all received FANT
3: Calculate QoS residual and set in BANT . using (4.20, 4.21, 4.22)
4: Unicast BANT message to its neighbor . At data rate Selected based on RBAR
Node = Intermediate node
5: Receive BANT
6: Call SNMP agent using QoS Manager
7: if (Blocal < Bmin) then . using (4.6)
8: Drop BANT packet
9: Return
10: end if
11: Calculate QoS threshold . using (4.23, 4.24, 4.25)
12: Update Routing Table (Lifetime and calculate probability Pijd) . using (4.1)
13: Update Neighbor Table (Lifetime and calculate pheromone τij) . using (4.3)
14: if Source node condition fails then
15: Unicast BANT
16: else
17: Kill BANT
18: Start Packet Forwarding Phase
19: end if
20: end procedure
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is always equal to the desired minimum bandwidth (Bmin) in our approach according
to the equation 4.20. Residual delay (QD) is given as the ratio of the difference between
the observed delay on the path and the maximum delay specified by an application to
the number of hops (Hop count is 2 in our scenario). In our case it comes out 31.33 ms
according to the equation 4.21. The residual success rate (QS) is give as the ratio of
the difference between the observed success rate on the path and the minimum success
rate specified by an application to the number of hops. In this situation it comes out
to be 0.0133 according to the equation 4.22. Now on the link between node d and node
k (in the backward phase) the Bandwidth is observed as 5.5 Mbps. Since the QoRA
approach is adaptive, high bandwidth corresponds to smaller delays. Therefore at node
k the delay is observed as 4 ms. Thus, the threshold delay Dthr (k) at node k is 35.33
ms according to the equation 4.24. The threshold success rate Sthr (k) at node k is
0.9667 obtained according to the equation 4.25. The process is iterated for all the nodes
in the backward phase.
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Figure 4.17: Example explaining the calculation of residual and threshold of QoS
values [130]
4.4.3 Packet Forwarding Phase
After receiving the BANT, the source node starts the packet forwarding phase. Data
packet forwarding in QoRA is based on probability (Pijd) that decides the QoS path to
be selected from node i to destination d through neighbor node j. When a data packet
arrives at an intermediate node, the QoRA reads the flow information in the packet to
determine its FlowID. Then, using the entries in its routing table, it randomly directs the
packet to the next node based on the probabilistic roulette-wheel selection (RWS) [156].
Where, all data packets contain a unique FlowID that identifies the source, destination,
and flowLabel. The flowLabel used as a counter value to identify the data stream/flow
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at the source node. The intermediate node forwards packets by looking at the FlowID
of a data packet. For each flow, multiple paths may be recorded in the routing table.
Through data packet forwarding the pheromone on the path and the Lifetime field for
the entries in routing table and neighbor table is updated as discussed in earlier section.
The figure 4.18, explains the concept of FlowID in QoRA approach. We consider the
situation where the source has identified (n) flows and assigned each flow with FlowIDs
as shown in the figure and all these flows are directed towards the same destination. For
the situation mentioned above, during the QoRA route discovery mechanism, multiple
routes with different QoS are discovered between the given source and the destination
pair. The FlowID acts as the decision maker in choosing the appropriate QoS route
for the particular flow. For multiple routes that satisfy the quality determined by the
FlowID, a route is chosen using RWS probability approach. It is clear from the figure,
that the source node defines flow 1, flow 2 and flow 3 and mapped these flows to the
different routes that satisfy their QoS requirements, despite the fact that all the traffic
is intended for the same destination by the single source. The FlowID and the required
QoS parameters are recorded in the routing tables to identify different QoS routes.
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FlowID < s, d, FlowLable >
flow 1 flow n
𝒊
Multipath satisfy QoS for flow 2
Figure 4.18: Example explaining the concept of FlowID in QoRA approach
The RWS is used to select the next neighbor from the pool of neighbors that provide QoS
link to forward the data packet from the source to the destination. The individual nodes
present in each routing table are mapped on consecutive segments to form a line. The
segment size represents the probability to forward the packets to the respective neighbor
node as shown in the figure 4.19. The sum of the probabilities is 1. Now, a random
number (RNG) is generated between 0 and 1 for every link to these neighbors. The
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node segment having the generated random number is selected for forwarding the data.
This mechanism is analogous to the roulette wheel with each segment size proportional
to the probability.
The figure shows the example of the next hop selection process using RWS. Node s has
entries for four neighbors i, j, k and l in its routing table to destination d. The quality
of each link to these nodes is represented on a scale as shown. Since the segment from
node j, spans the random number 0.5 it is selected to forward the data packet. The
pseudocode in Algorithm 3 describes the packet forward phase.
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Figure 4.19: Example explaining the Roulette Wheel Selection (RWS) mechanism
Algorithm 3 Packet Forwarding Phase
1: procedure Packet Forwarding Phase
Node = Source node
2: RWS select next hop based on random method
3: Unicast data packet to its neighbor . At data rate selected based on RBAR
4: Update routing table Lifetime
5: Update neighbor table (Lifetime and pheromone τij) . using (4.3)
Node = Intermediate node
6: Receive data packet, read FlowID
7: RWS select next hop based on random method
8: Unicast data packet to its neighbor . At data rate selected based on RBAR
9: Update routing table Lifetime
10: Update neighbor table (Lifetime and pheromone τij) . using (4.3)
11: end procedure
4.4.4 QoS Monitoring Phase
The suitability of a route should be monitored once the data flow begins from source
to destination. Congestion is a very common problem in the communication networks.
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It occurs when the network fails to handle the offered external load. In the figure 4.20,
the congestion is observed at the outgoing link of node i, since it does not withstand the
packets coming at higher rates from nodes g and h. In this situation, if the necessary
steps are not taken to minimize the traffic flow into the network then longer queue
sizes are observed at the bottleneck links that will subsequently cause an increase in
the packet delays. As a result, the buffer size may get exhausted forcing it to drop the
incoming packets. This packet drop then might lead to the violation of maximum-delay-
loss specifications. Thus, a specific threshold is sufficient to show that the node has a
congestion problem or does not satisfy the QoS requirements.
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Figure 4.20: Example explaining the congestion problem at node i
The bandwidth, delay and success rate QoS violation are determined by continuous
monitoring of these parameters in the successive monitoring time window (∆T ).
The auto rate protocol reduces the link transmission speed when the distance between
two adjacent nodes increases. As a result, QoRA can avoid and predict QoS violation by
monitoring the local available bandwidth Blocal using equation 4.6, as explain in section
4.3.1. Now, the Blocal is compared with bandwidth threshold Bthr using equation 4.26
for QoS violation.
Blocal(n) ≥ Bthr(n, f) (4.26)
For the delay QoS violation, the delay observed by each packet Dtotal is calculated using
equation 4.8, as explained in section 4.3.2. In the next step, the average delay calculated
Davrg =
∑x
i=1 Dtotal(i)/x is calculated in ∆T and compared with the delay threshold
Dthr as shown in equation 4.27. Where, x is the number of packet send through this
time window and ϑ is a weight moving factor for average delay.
Dnewavrg(n) = (1− ϑ)Doldavrg(n) + ϑDavrg(n) ≤ Dthr(n, f) (4.27)
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In the case of bandwidth and delay QoS violation, the node looks for another path that
satisfies the QoS requirements for the specific flow. If the affected node does not have
another path it will delete the routing table entry for the affected flow and indicate the
QoS violation by broadcasting the EANT.
Finally, the packet success rate S at the node determined by equation 4.18, as explain
in section 4.3.3, and in compared with Sthr as shown in equation 4.28. If the desired
packet success rate is not satisfied, then the affected node informs the previous node
about congestion problem by broadcasting EANT.
S(n) ≥ Sthr(n, f) (4.28)
The pseudo code in Algorithm 4 describes the QoS monitoring phase.
Algorithm 4 QoS Monitoring Phase
1: procedure QoS Monitoring Phase
Node = Intermediate node
2: if
(
(Blocal(n) < Bthr(n, f)) ‖ (Davrg(n) > Dthr(n, f))
)
through ∆T then
3: Remove routing table entry for the affected flow
4: if No other route available in the Routing Table then
5: Broadcast EANT message to its neighbors
6: end if
7: else if (S(n) < Sthr(n, f)) through ∆T then
8: Remove routing table entry for the affected flow
9: Broadcast EANT message to its neighbor
10: end if
11: end procedure
4.4.5 Link Failure Phase
This phase keeps the track of connectivity with their neighbors. Every intermediate node
that forwards the data packets to the destination should keep a track of its connectivity
to the immediate operational next hops. This connectivity information can be obtained
by the available link or network layer mechanisms.
The IEEE 802.11 uses acknowledgment (ACK) and optional handshaking mechanism
(RTS/CTS) to indicate successful communications. The MAC layer considers the link
failure after attempting to transmit a packet for a limited number of times and notifies
the higher layers accordingly. In situations where link layer notification is not available,
the acknowledgments at the network layer should be used, i.e. the next hop should
acknowledge the reception of packet from the current hop. After detecting the loss of a
link or QoS violation to a neighboring node, QoRA deletes the information about this
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neighbor node from the neighbor table. Then, the node updates its routing table to
identify the routes that become invalid because of the link failure or QoS violation and
checks another path for the affected flow.
The figure 4.21 shows the utilization of the alternate path for the data transmission in
the situations where congestion or link failure is observed on the currently active path.
Consider the data is transmitted on the discovered path S-A-E-C-D as shown in figure
4.21a. After a certain time, the node E suffer from the problem of congestion or link
failure with the neighbor node C as shown in the figure. In the mean time, the node
E will refresh its routing table and check for the alternative path to the destination so
that the affected communication can be resumed. In the situations where the node does
not have another path to the destination, it will add the flow information (FlowID) to
EantStack and will broadcast the EANT to inform the previous nodes in the path about
link failures or QoS violation. The neighbor node after receiving EANT will look in its
routing table for an alternate path to the destination D for the ongoing communication.
In case, the neighbor node does not have the alternate path to the destination, it will
rebroadcast the EANT until it is received by the node that has a path to the destination.
In our example, the node B has an alternate path to the destination D, so it will drop
the EANT, and resume the communication on the new alternate path S-A-B-C-D, as
shown in figure 4.21b. If the EANT is received at the source node, the source node
has to update its routing table for the affected flow and has to broadcast new FANT to
identify new paths to the destination.
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(b) Alternate available path
Figure 4.21: The utilization of the alternate path
The pseudo code in Algorithm 5 describes the link failure phase.
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Algorithm 5 Link Failure Phase
1: procedure Link Failure Phase
Node = affected node
2: Receive link failure notification or QoS violation
3: Update Neighbor table by delete entry with neighbor node
4: Update Routing table
5: if No other route available in the Routing table then
6: Broadcast EANT message to its neighbors
7: end if
Node = Source or Intermediate node
8: Receive EANT message
9: Update routing table
10: if No other route available in the Routing table then
11: if Source node then
12: Start Route Forward Phase
13: else
14: Broadcast EANT message to its neighbor
15: end if
16: else
17: Drop EANT and continue to send data packet
18: end if
19: end procedure
4.5 Summary
In this chapter we discussed the mathematical model of our proposed routing protocol,
QoRA in great details. In the beginning, we discussed the two key components of
the QoRA architecture namely, QoRA entity and SNMP entity. The QoRA entity
decides upon the best route for data forwarding, and it relies on the following sub-
components namely FlowID, Routing Table, Neighbor Table, Ant Management, FantID
Cache, QoRA Decision Engine, and QoS Manager to make this decision. The SNMP
entity performs the task of network monitoring, controlling, accounting, etc. For these
tasks, SNMP entity utilizes the services provided by its sub-components namely SNMP
Manager and Agent, and Management Information Base. In QoRA, these two key
entities are integrated together via the QoS Manager. The SNMP agent provide the
information about the quality of the outgoing links to the QoS Manager on the basis of
which QoS Manager takes the optimal routing decisions. The SNMP agent consider the
following QoS parameters namely, bandwidth, delay, and packet loss to determine the
quality of the outgoing link. Finally, we discussed the functioning of QoRA according to
the different phases occurring during the data forwarding namely, route forward phase,
the route backward phase, packet forwarding phase, the monitoring phase and, the link
failure phase. In the next chapter, we will discuss the implementation of QoRA in the
network simulator ns-3.
Chapter 5
QoRA Implementation
This chapter gives a short introduction about ns-3, a very popular network simulator
among the students and academicians, which is developed especially for networking
research purposes. In the following sections, we give the brief overview and the important
features of the simulator in general followed by its key components for network modeling.
In the later sections, we describe the modeling of QoRA architecture implemented in
ns-3 and the major configuration parameters. Finally, we conclude the chapter with a
summary.
5.1 The ns-3: Overview
The network simulator-3 (ns-3) [157] is a discrete-event network simulator and as the
name suggests is designed to replace its predecessor, network simulator-2 (ns-2). ns-3 is
free software, licensed under the GNU GPLv2 (General Public License, Version 2) and
is publicly available. It is designed to run on Linux-based systems. However, it can also
be run on the Windows system using Cygwin that provides an Unix-like environment for
Windows. ns-3’s development began in 2006 while its first public version was released
in March 2007 and the first stable version came out in June 2008. By the time of
writing this thesis the latest version is ns-3.24 released on September 2015 and can be
downloaded from the ns-3 homepage.
In addition to ns-2, ns-3 models and implementations are inspired from other legacy
network simulators like the Georgia Tech Network Simulator (GTNetS) [158], and Yet
Another Network Simulator (YANS) [159]. Hence, ns-3 design addresses the issues and
shortcomings of the predecessor network simulation tools making it the most favorable
choice for the implementation of our QoRA approach.
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5.1.1 The ns-3: Features
As compared to other simulators where the models are described using the domain-
specific modeling language, the ns-3 core is written in C++ with an optional Python
scripting interface. This design feature enhances the coding style, provides modular-
ity and extends the basic C++ object system to provide additional functionalities and
features as listed below. Also, the ns-3 developers provide a well-maintained documen-
tation.
The default values of simulation parameters in ns-3 are managed by an integrated
attribute-based system. This system is integrated with other sub systems like command
line argument processing. This system empowers the users to vary the parameters value
in the simulation without making any modifications to the source code. The user can
set the member variables of the modifying object as an attribute and can easily provide
the desired values to these variables in the high-level simulation script at run-time.
ns-3 uses function calls to perform a simulation event at given simulation time. With
the help of given callback function, a particular event can be created and executed at
the scheduled time. The callbacks in ns-3 are also used heavily for reducing the compile-
time dependencies between simulation objects. This advantage makes the callbacks a
powerful design function in ns-3, employed to decouple layers and models.
The provision of tracing facility is another distinctive feature of ns-3. With the help of
tracing the user can discover which events are happening in the simulation and under
which conditions at any given time. This feature acts as an important tool for the re-
searcher in deriving and quantifying the values of the important metrics of the simulated
model. Also, the output of particular events in ns-3 can be stored in a TEXT file and
for packet transmit/receive events it can be stored in PCAP files.
The ns-3 design provides layered Application Programming Interface (API) approach.
The powerful APIs are placed at low-level and provides with the higher flexibility in
configuration. The helper layer APIs placed above are the simple APIs with easy to
use functionality. The users can mix between the upper simpler APIs and the lower
powerful APIs to get the desired functionality.
The ns-3 simulator is designed such that it is easily convertible to run in an emulation
environment allowing many existing real-world protocol implementations to be reused
within ns-3. Also, ns-3 design alleviates the code reuse, encourages the development of
realistic models, and eases the simulator control flow enabling the ease in comparison
with the real systems.
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Also, the networking architecture and the interfaces in ns-3 are inspired by real-world
hardware and software properties. The nodes, interfaces, and objects in ns-3 are based
on the Linux networking architecture [160]. This feature allows easy integration of
certain models from ns-2 or other network simulator to ns-3 and easy reuse of open
source software in ns-3.
However, a large number of models have been implemented in ns-2. But, unlike in ns-3,
ns-2 does not maintain a coding standard, consistent model verification, and software
testing. Therefore, ns-3 does not support backward compatibility to ns-2. The [161]
shows that ns-3 is the high-performance simulation tool capable of carrying out the
simulation of the large-scale network in highly efficient manner. In [162] it has been
shown that ns-3 requires less computation and low memory as compared to other net-
work simulators. Today, ns-3 is a well-supported network simulator where the most
critical network models like wireless models have been tested, verified and maintained
continuously by the research community.
5.1.2 The ns-3: Simulation Models
The nodes, packets, and channels are the essential objects for the network modeling in
ns-3 [163]. Before going into the details, we will first review some common networking
terms and their interpretation in ns-3. Later we will describe the architecture of a simple
sender-receiver scenario in ns-3 using these abstractions.
• Node: It is the abstraction of the basic computing device that can be connected
to the network. The applications, protocol stacks, and NetDevices are attached
to the node to enable it to do useful work. It is represented in C++ by the class
Node.
• Application: : It is the abstraction of the user programs that initiates some
activity using generation of the packets at the sender and its consumption at the
receiver. The application runs on a node and communicates with the network
stack. It is represented in C++ by class Application. Each node possesses the list
of applications.
• Packet: The network packet consists of a byte buffer, a set of byte tags, a set
of packet tags, and metadata. Byte buffer stores the serialized information of
the headers and trailers added to a packet. The tags contain simulation specific
information that cannot be stored in the byte buffer. The differences between
these two tags are explained in detail in the ns-3 documentation. The metadata
describes the types of serialized headers and trailers.
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• Socket: It is an interface between an application and the internet stack. Two
types of socket APIs are supported by ns-3. The first is native API while the
other API is determined with the help of native API to offer a POSIX-like API.
• Internet Stack: It provides the implementation of Layer 4 and Layer 3 protocols.
Layer 4 transport protocols, sockets, and applications are tied together, and the
transport protocols are implemented using a socket factory. Layer 3 protocols
like IPv4, IPv6, ARP, etc. are placed above the net devices. Both IPv4 and
IPv6 are supported by ns-3. Ipv4L3Protocol is the main class for IPv4 and
Ipv6L3Protocol is the main class for IPv6. Dual stacked nodes i.e. nodes with
both IPv4, and IPv6 functionality implementations are also supported.
• NetDevice: It is the abstraction of the network card plugged into the IO inter-
face of a node so that it can be connected to the network and consists of both
hardware and software driver. It is installed in a node and like real computers
it can be connected to multiple communication channels via multiple NetDevices.
It is represented in C++ by the class NetDevice. The communication channels
determine the NetDevices.
• Channels: It is the abstraction of the media over which the information flows
between the nodes. It is represented in C++ by the class Channel. The nodes in
ns-3 are connected to an object representing the communication channel.
ns-3 uses object aggregation to install an object like applications, protocol stack, net
devices, mobility, etc. onto a node. It allows users to install/uninstall the objects
according to the required additional functionality without modifying the node class.
For example, MobilityModel object when attached to a Node object will enable the
node with a functionality to determine its own position. However, only those objects
that belong to a particular class can be attached to a node.
The figure 5.1 represents a scenario for sending and receiving a packet through an
IPv4/6 network stack using the above-discussed basic objects in ns-3 [164, 165]. At
the sender side, the application running on the top of the node generates the traffic
in the form of packets. The data packets are passed to the API. The socket abstrac-
tion [Tcp/Udp]SocketImpl implements the socket specific aspects and queries the
IPv4/6 routing system to find the right source address that matches with the required
destination address of the given packet.
Ipv4/6RoutingProtocol is the routing protocol abstraction for IPv4/6, and it offers
two important interfaces, RouteOutput() and RouteInput() as shown in the figure.
The Linux equivalent of RouteOutput is ip route output(). The RouteOutput
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is used for the packets that are generated locally and does not provide packet for-
warding. It queries the routing cache and returns the transport protocol with a valid
route to the destination by using pointer IPv4/6Route. Using this information the
[Tcp/Udp]L4protocol implements the socket-independent protocol logic. The packet
then flows along the downward arrows via the stack in ns-3 and the necessary features
are invoked on its way. Next IPv4/6Protocol adds the IP header to the packet and
sends the packet to an IPv4/6Interface, in our case it is ArpIPv4/6Interface.
The interface then looks up the MAC address and passes the packet to the NetDevice
and then to the channel.
At the receiver, the packet flows upward along the arrow as shown in the figure. Depend-
ing on the packet type, the protocol handler passes the packet either to the ARP instance
or the IP layer. At Layer 3 the forwarding decision is made using a RouteInput()
interface. The Linux equivalent of RouteInput is ip route input(). Once the
IPv4/6L3Protocol receives a packet from a NetDevice, the IPv4/6L3Protocol
calls the RouteInput for doing the further processing on the packet. It either pushes
the packet to the upper layers to make local delivery or forwards it to the other node.
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Figure 5.1: The ns-3 node architecture
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5.2 The ns-3: QoRA Architecture
The figure 5.2 represents the implementation of the QoRA routing architecture based
on the ns-3 framework. The key objects of the ns3 routing protocol architecture are
Ipv4L3Protocol, Ipv4RoutingProtocol, and Ipv4Route [166].
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Figure 5.2: The QoRA Architecture based on ns-3 framework
At the sender, the application generates the data packets to be forwarded to the destina-
tion. This prompts the UDPSocketImpl to call the RouteOutput for determining the
routing protocol. The RouteOutput pushes the packet to the QoraDecisionEngine.
The QoRA then checks for the type of packet, as shown in the figure 5.3 the flowchart
of QoRA RouteOutput. For the data packet, it issues a query in the routing table and
checks for the route availability to the destination. If the route to the destination is not
available, the RouteOutput tags the packet, creates loopback route with the local ad-
dress and return IPv4Route. The tagged packets are pushed down to the network layer
and again Send function is called for transferring the packet to the NetDevice. But since
the packet has a loopback address the network layer calls the Receive function and
accepts the tagged packet. The function Receive then calls the function RouteInput
to deliver the tagged packets to QoraDecisionEngine for queuing.
In another case, where a valid route to the destination is available, the QoRA returns
a valid route from the available multiple routes using the RWS mechanism as discussed
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in chapter 4 section 4.4.3. The packet is then pushed to the NetDevice by calling the
function Send and subsequently, it is redirected to the appropriate channel.
In the situations where ant generation is essential, the flow of ant packets in the stack
is similar to that of the data packet as discussed above. The QoraDecisionEngine
after receiving the ant packet determines its type and broadcasts or unicasts the packet
accordingly and returns the IPv4Route. Also, the RouteOutput is called directly
from IPv4L3Protocol in case of IPv4 raw sockets.
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Figure 5.3: Flowchart for QoRA RouteOutput
At the source node if the route to the destination is not available, the RouteInput
queues the data packets for QoraDecisionEngine and the Route Forward Phase is
initiated. In the other situation, the intermediate node receives the data packet and
calls the function RouteInput. The RouteInput then chooses one of the following
valid outcomes using the appropriate callback.
• Callback for forwarding the packet as unicast.
• Callback for forwarding the packet as multicast.
• Callback for delivering the packet locally.
• Callback for error forwarding.
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If the current node is the destination, then RouteInput calls the Local Delivery Call-
back and return. Otherwise, the RouteInput calls the Forwarding Callback and for-
wards the packet on a path selected using RWS mechanism. Figure 5.4 depict the
flowchart of QoRA RouteInput.
Queueing Packet  
Route Forward Phase
TagPacket?
RouteInput
Receive Packet
Forwarding Callback
True False
Destination?
Local Deliver Callback
Return
False True
Select Valid Route 
using RWS
Figure 5.4: Flowchart for QoRA RouteInput
5.2.1 QoRA Entity Implementation in ns-3
In this section, we explain the operation of QoRA entity. The implementation consists
of the number of classes as shown in the figure 5.5 (A).
The QoraDecisionEngine is the main class in the QoRA approach. It is inherited
from the ns3 base class Ipv4RoutingProtocol. This class implements all the nec-
essary protocol operations like the exchange of ants/packets, handling of link failures,
network congestion, QoS violation, etc. In line to the base class, we outlined two virtual
functions RouteOutput and RouteInput, as explained in the previous section. The
Qora Decision Engine implementation is highly flexible, as all the dependent parameters
are fully adjustable.
The next class is QoraQueue. As, the name suggests this class buffers all the data pack-
ets in a queue until the QoRA model discovers the demanded routes to the destination.
The packet, IP header and the corresponding expiration time are stored in this class
using the QoraQueueEntry objects. The packet queue also implements the garbage
collection for the old packets that are no longer valid, and also puts a limit on the queue
size.
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In QoraNeighbourTable class, the pheromone trail value for each neighbor is stored.
The pheromone value indicates the experienced goodness of this link to several desti-
nations. Also, the information representing the mapping between the IP address and
MAC address are stored in this class. All these information are collected and accessed
through the QoraNeighbourTableEntry objects. The required objects can be added,
removed, updated and fetched using the methods offered by this class. It also provides
callback functionality for handling link failures, conveyed through the notifications from
the lower layer.
The QoraRoutingTable class contains the route entry for the specific flows and is
used to perform the actual routing. Each entry in this table contains information about
the route from node i to destination d over neighbor j, along with the corresponding
flowID, QoS values, heuristic values, and probabilities values. All these information are
collected and accessed through the QoraRoutingTableEntry objects. The required
objects can be added, deleted, updated and searched using the methods offered by this
class.
The QoraHeader class defines the valid communication packets for the QoRA routing
protocol. It is inherited from the base class ns3::Header and consists of three sub-
classes namely, forward ant FANT, backward ant BANT, and error ant EANT. This class
handles the serialization and deserialization methods, manages different field parameters
like set and get, and also manages the ant-stack using the functions pop and push.
The QoraFantIdCache is used to put a limit to the overhead caused by the broadcast
of FANT packet. The table carries entries for each FANT generation, which is based
on the unique key that is developed from the combination of FlowID and AntSeq fields.
After receiving a FANT packet, the QoRA entity queries the table and compares the
quality of the received FANT. Based on this information the node takes the decision
about forwarding or dropping the received FANT packet.
The QoraQosManager class provides the functionality similar to that of the SNMP
manager. It is responsible for creating the SNMP communication sessions for the fol-
lowing operations namely, Get, GetNext, Set, Trap, etc. It also determines the values
of QoS parameter by exchanging information with the SnmpAgent. The SnmpAgent
probes the management objects to retrieve the information about the desired QoS pa-
rameter. The SnmpAgent implementation is described in more details in next section.
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5.2.2 SNMP Entity Implementation in ns-3
In this section, we explain the execution of SNMP entity in ns-3 as it has not been
available in the ns-3 yet, which includes the SNMP agent and the MIB interface. The
SNMP realization utilizes the various classes and the objects as shown in the figure 5.5
(B). The SNMP protocol design and implementation in ns-3 is simple and covers only
those features that are required by QoRA approach. Also, to develop full working model
of SNMP is out of the scope of this thesis.
The functionalities of the SNMP agent are realized in the SnmpAgent class. It in-
cludes command responder for replying to the queries raised by SNMP Manager, the
notification originator, and an interface to provide accessibility to the MIB.
The SnmpPDU class defines the standard SNMP Protocol Data Unit (PDU). This PDU
determines the message format of the information that exchanges between the managers
and agents. This class consists of two sub-classes namely, SnmpVB and SnmpTarget.
The SnmpVB class defines the SNMP variable binding. It binds a pair of elements,
where the first element is an object identifier (OID) and the second elements is a value.
The variable binding list is represented as the vector of variable binding objects. The
SnmpTarget class contains the information about the version and community fields for
SNMP packets.
The SmiValues class represents the Structure of Management Information (SMI), an
adapted subset of ASN.1 that defines the sets of related managed objects in a Manage-
ment Information Base (MIB). e.g. OID, Counter32, Counter64, Gauge, Octet, etc.
The MIB interface implementation consists of various classes. The first is MibHandler
class, which is implemented using the tracing system in ns-3 [157]. The tracing system
consists of trace source and trace sink. Trace sources are entities that provide access to
interesting underlying data that is generated when an occurrence of event happens in a
simulation. This data is collected using the callback functions. Trace sources must be
connected to other pieces of code that actually do something useful with the information
provided by the source, such as counting the number of incoming packets like PktsRx ,
outgoing packet PktsTx , or dropped packets DropPktsin and DropPktsout . A trace
source may also inform about an interesting state change, such as the change in the
data rate speed ifSpeed. For the implementation of MibHandler, we used various trace
sources and callback functions as explained in Table 5.1. The second class is ifTable,
which contains a list of interface entries that are defined in the class ifTableEntry.
Each interface in ifTable is represented by an ifTableEntry, which contains some
of the management objects useful to assess the quality of different outgoing links.
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Table 5.1: Trace sources and callback functions used by MibHandler
Trace sources Short description
Interface up/down Used to add an ifTableEntry based on NotifyInterfaceUp
and to delete the ifTableEntry based on NotifyInterface-
Down.
MacTx Provides notification about the packet being received from
upper (internet) layer and queued for transition. This trace
source connects to another function called PacketTx which
can count the number of outgoing packets (PktsTx ) from
higher layer.
MacRx Provides notification about the packet being received from
lower (physical) layer and forwarded up to the local protocol
stack. This trace source connects to another function called
PacketRx which can count the number of incoming packets
(PktsRx ) from lower layer.
MacTxDrop Provides indication about the packet being dropped in this
device. This trace source is connected with another sink
function called DropPacketOut to provide the number of
transmitted packets that were dropped (DropPktsout ).
MacRxDrop Provides an indication about the packet that has been
dropped in this device after it has been received from the
physical layer. This trace source is connected with another
sink function called DropPacketIn to provide the number of
received packets that were dropped (DropPktsin )
WifiEnqeue Provides an indication about the packet that has been en-
queued and returns the number of packets in the queue.
WifiDeqeue Provides an indication that a packet has been dequeued and
returns number of packets in the queue.
WifiQueueDrop Provides an indication that a packet has been dropped and
returns number of packets in the queue.
PhyRxDrop Provides a notification that the device has dropped a packet
during the reception. e.g. due to the error in the received
packet.
PhyTxDrop Provides a notification that the device has dropped a packet
during transmission. e.g. due to some hardware/software
issues in the net device.
MTU The WifiNetDevice class provides a function called
GetMtu which returns the maximum size of a packet sup-
ported by this interface in byte.
MonitorSniffer Theses trace sources provide a notification that a frame/-
packet was transmit/received and returns the current inter-
face speed in [b/s].
State provide the information about the state of the PHY layer
such as idle state, busy state i.e. TX (sending packet) or
RX (receiving packet), Sleep state, CCA Busy (the medium
busy through the CCA mechanism).
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5.3 Summary
In this chapter, we discussed the implementation of our proposed routing protocol in the
network simulator. In the first of the chapter we discussed the network simulator ns-3
in details and reviewed its features and simulation models. The thorough explanation
of node architecture in ns-3 aided in establishing a direct analogy with the real world
Linux networking architecture. Then, we discussed the implementation of the QoRA
architecture. Here, the route input and route output are the key mechanisms in the
routing protocol from the implementations point of view. Later, all the classes utilized
for the QoRA implementation in ns-3 are explained using the UML class diagram. In
the end, we discussed the implementation of lightweight SNMP agent in ns-3. In the
next chapter, we compared QoRA with the other routing protocols and compared its
performance under different real-world scenarios.
Chapter 6
Simulation Results and
Discussion
In this chapter, we present the in-depth analysis of the QoRA routing protocol and eval-
uate it under extensive simulation tests within the framework of the network simulator
(ns-3). Also, we compared the QoRA to a number of state-of-the-art MANTEs routing
protocols for different real-life scenarios. Firstly, we will discuss the method of perfor-
mance evaluation for QoRA. Later, we describe the basic test scenario on the basis of
which different simulations setups can be derived by changing the network parameters.
Following this, we test the QoRA over different test scenarios and discuss the results.
Finally, we conclude the chapter with a summary.
6.1 Performance Evaluation
In this section, we discuss the different routing protocols that will be used for direct
comparison with QoRA. Later, we describe the applications that we will be common
for all the scenarios for measuring the performance of QoRA. Finally, we discuss the
evaluation metrics that will quantify the performance measurement.
6.1.1 Protocol Used for Comparison
For MANETs, AODV [42, 43] routing protocol is considered as the standard routing
protocol for the purpose of comparisons by a large number of authors (e.g., [69, 71, 74,
76, 110, 119, 122, 124, 125, 167]). Also, most of the QoS-aware routing protocols are
proposed as an extension of the AODV routing protocol as discussed in chapter 3. So,
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following the tradition we choose AODV as the first routing protocol for the purpose of
comparison. Also, as we use the network simulator ns-3, which does not include these
QoS-aware routing protocols, an indirect comparison with AODV seems the practical
approach. The second routing protocol that we choose for the purpose of comparison
is CLWPR [73, 74]. The protocol as explained in chapter 3 section 3.2.4 is position
based QoS routing protocol, and the author has compared this approach with all other
MANETs routing protocols already implemented in ns-3. So, by comparing QoRA with
CLWPR, we are indirectly comparing all other MANETs routing protocol implemented
in ns-3. Thus, three types of routing protocols are examined in this section namely,
the traditional routing protocol AODV, the QoS-aware QoRA, and the position based
routing protocol CLWPR.
6.1.2 Application Used in Simulation
To verify our proposed algorithm we used the following multimedia applications. First,
the constant bit rate (CBR) audio streaming that uses G.729 and G.726 schemes and
second the variable bit rate (VBR) video streaming that uses H.264 codecs.
G.729 is a speech codec that operates at 8 kbps and G.726 is another speech codec
that operates at 32 kbps. As this codec has low bandwidth requirements, it is used in
Voice over IP (VoIP) applications. We mimicked G.729 and G.726 voice flows using an
OnOffApplication model in ns-3, as real time protocol (RTP) is not implemented
and also developing accurate models of VoIP is outside the scope of this thesis. We
simulate worst case scenario for VoIP. In the On period, the source transmits data at
the rate of chosen audio codec and during Off period no data is transmitted.
H.264 is a video codec that is used for the recording, compression, and distribution of
high-definition video. For the video application, we have used the H.264 encoded video
trace files. The trace files are simple files generated from the real-time video traffic
that depicts the behavior of the source node. It contains the number of bits required
to encode each video frame and the quality level of the encoding [168, 169]. The major
advantages of using trace files are it does not involve any copyright issues and the easy
usability from the networking researcher point of view, as it neither requires a detailed
understanding of video coding nor any video coding equipment [170].
The following performance metrics are evaluated during the simulations of these two
applications over MANETs and are compared using the routing protocols discussed in
previous section.
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6.1.3 Evaluation Metrics
We consider the following quantitative QoS metrics suggested by IETF MANET stan-
dardization group RFC 2501 [171] to assess the performance of the QoRA routing proto-
col. The first four parameters are an external measure of the performance and, therefore,
determine the effectiveness of the protocol. The next two parameters are the internal
measures that define the efficiency of the protocol in terms of the overhead generation
and reliability.
• Packet delivery ratio: It is given as the ratio of the number of data packets
successfully delivered at the destination nodes to the number of data packets gen-
erated by the source nodes. This parameter is associated to the reliability of the
network and indicates the robustness of the protocol. A packet may be lost due
to e.g. congestion, bit error, or link failure.
• Throughput: It is given as the ratio of the number of data packets delivered to
the destination to the data packets delivery time and this value measure in bits
per second. The nodes generating high-speed data streams like live telecasting
requires high throughput. It is observed that the high network throughput leads
to the better performance of the system.
• Average end-to-end delay: It indicates the cumulative delays observed by the
data packets while traveling from the source node to the destination node. This
term includes the buffering delay caused during the route discovery phase, queuing
delay, contention delay, and propagation delay. The real-time applications are
highly sensitive applications in terms of delays.
• Average delay jitter: It is the variation observed in the delivery time of the
subsequent packets due to network congestion, route changes, queuing, etc. For
real-time applications, it is an important QoS measure that indicates the robust-
ness and adaptivity of the algorithm in the presence of the disruptive events in the
network.
• Overhead in number of packet: It is given as the ratio of the average number of
control packets transmitted to the number of the data packet deliver at destination.
This ratio determines the overhead observed in terms of the number of packets or
in the other words it indicates the packet efficiency of the protocol. The packet
efficiency determines the protocol’s channel access efficiency in contention-based
links.
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• Route repair frequency: It indicates the number of control packets generated
to perform the route repairs per second after the communication is interrupted on
the given path.
The next section discusses the simulation scenarios where the QoRA routing protocol is
evaluated by the above-discussed external and internal measures that will determine its
effectiveness and efficiency, respectively.
6.2 Test Simulation Scenarios
In this section, we describe the basic simulation scenario for the testing of the routing
protocols. The different test scenarios are derived from this basic setup by varying
different network parameters like the size of the network, the speed of the node, etc. The
fundamental simulation scenario is designed considering the most common simulation
scenarios so that an unbiased comparison can be made between the different routing
protocols under the test. In the later section, we discuss the number of derived scenarios
and the performance of the routing protocols.
6.2.1 Basic Simulation Setup
The radio propagation is simulated using the Friis propagation loss model [172] as de-
scribed in ns-3. The Friis free-space model overshadows the two-ray model [173] for small
distances, as two-ray model suffers from the constructive and destructive combination
of the two-rays. The physical layer is configured in line to the IEEE 802.11b standard as
described by the Yet Another Network Simulator (YANS) in ns-3 [159]. The MAC layer
is modeled using the IEEE 802.11 DCF protocol as discussed in chapter 2 section 2.2.
The channel speed over the wireless link was controlled depending on RBAR [23] using
ns-3 IdealWifiManager. The channel rates varied with different ranges, including 1,
2, 5.5, and 11 Mb/s according to the signal-to-noise ratio between the neighbor nodes.
Finally, we use the UDP protocol at the transport layer as TCP protocol behaves badly
in mobile ad-hoc networks and real time multimedia application.
The simulation is carried out in an open area as shown in figure 6.1 with different size
based on the number of nodes. The nodes mobility is characterized by random waypoint
mobility (RWP) model [40]. In this model, every node starts from a random initial
position and moves towards the random destination with a random speed selected from
the given range of minimum and maximum speed. After reaching the destination, the
nodes remains at rest for the random time selected from the given pause-time range and
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then it chooses a new speed and destination. In our setup, the nodes choose the random
speed between 1 m/s (3.6 km/h) to 10 m/s (36 km/h) and a constant pause time 30
s. To test the performance of QoRA protocol for grid and urban mobility scenarios we
used the mobility model BonnMotiona [174] and Simulation of Urban MObility (SUMO)
[175].
Figure 6.1: Examples of the open area RWP mobility with 100 nodes
The application data session starts at a random time between 10 s and 40 s and continues
until the end of the simulation time at 500 s. We repeat every simulation for 20 times and
the randomness across each of these multiple simulation is configured using a pseudo-
random number generator that produces random results.
Table 6.1 presents the settings of the different weight factors used by the QoRA routing
algorithm that will remain unchanged throughout all simulation scenarios. The following
QoRA parameters are determined through numerous simulation trials. Also, the type of
application determines the appropriate QoS constraints values. The bandwidth Bmin is
determined by the application data rate so that it covers the UDP/IP headers and for
that we have increased this value to 4 kbps. The delay Dmax for each communication
flow is selected randomly from the range 150 ms to 250 ms. Finally, the desired success
rate Smin is also selected randomly between 97% to 100%. These are the selection and
monitoring parameters considered by QoRA. In order to make each communication flow
heterogeneous requirements, we choose random constraints for each of the flows.
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Table 6.1: The settings of the different weight factors used by QoRA
Parameter Value
Initial pheromone value τij 0.02
Pheromone increment factor 4τij 0.01
Pheromone weight factor α 0.7
Heuristic weight factor β 0.3
Bandwidth weight factor βB 1.0
Success rate weight factor βS 1.0
Delay weight factor βD 1.0
Tidle weight moving factor θ 0.5
Delay weight moving factor ϑ 0.5
Success rate weight moving factor ϕ 0.5
Monitoring window ∆T 3 s
6.2.2 Test Scenario 1: Varying numbers of nodes and communication
flows
In the first scenario, we test the routing protocol by varying the three network variables
namely the number of nodes, the communication flows and the size of the simulation
area, as the same scenario in conference paper [129]. The simulated network consists of a
number of nodes ranging from 10 to 100. On the basis of the number of nodes, we choose
between 4 to 10 communication sessions to send voice traffic at a constant bit rate (CBR)
of 8 Kbps with a small packet size of 64 bytes using the ns-3 OnOffApplication. Also,
the simulation area is regularly increased with an increase in the number of the partici-
pating nodes and the data sessions to maintain the constant node density. However, an
increase in the size of simulation area also causes an increase in the length of the path
between nodes. The results for this scenario are shown in figure 6.2.
Table 6.2 presents the settings information of the network variables and QoS constraints
for the first scenario.
The significant difference between the first version i.e. QoRA I and final version i.e.
QoRA is the enhancement in the mechanism for forwarding of FANT as explained in
chapter chapter 4 section 4.2.1.5 and QoS monitoring phased in section 4.4.4. In QoRA
I, the FANT packets are broadcasted using the blind method. In this method, each
node forwards the constant number of FANT and does not consider the goodness value
Chapter 6 Simulation Results and Discussion 97
Table 6.2: The parameters for the first scenario and QoS constraints
Parameter Value
Number of Nodes 10-20 30-50 60-80 90-100
Number of Flows 4 6 8 10
Size of Area (m2) 400× 800 700× 1250 800× 1700 1000× 2000
Application data rate (CBR) 8 Kbps
Packet size 64 bytes
Bandwidth constraint Bmin 12 Kbps
Delay constraint Dmax 150-250 ms
Desired success rate Smin 97%-100%
(ψ) of incoming FANT. Therefore, a node may forward the bad FANTs and discard the
new FANT having a high goodness value. This method creates an additional overhead
that leads to the increase in the delay and jitter. In the final version QoRA, the FANTs
are forwarded purely on the basis of their goodness value. If the goodness value of an
incoming FANT is higher than that of the previously received FANT from the same
previous node, it will be forwarded and if not the node will just discard it. This leads
to the creation of mesh network that improves the reliability and throughput. Also,
the final version QoRA is equipped with QoS monitoring mechanism that mitigates the
congestion problem by reducing the load at the congested node through eliminating the
flow that does not satisfy QoS constraint based on the local QoS threshold.
Figure 6.2a shows the average packet delivery ratio curve plotted against the increasing
number of nodes in the simulation network. It is evident from the curve that both the
versions of QoRA routing protocol outperform the AODV protocol. This is because
QoRA provides multiple paths between the given source-destination pair while AODV
provides the single path, which is susceptible to link failures, congestion, etc.
Figure 6.2b shows that QoRA throughput is higher than AODV throughput, a behavior
similar to the one observed in figure 6.2a. This is because QoRA finds multipath that
satisfies the QoS requirements and spreads the data packets over these paths and yielding
high network throughput.
Figure 6.2c shows that our QoRA mechanism performs better than AODV considering
the average end-to-end delay. With the increase in the number of nodes, the delay
observed by AODV protocol increases rapidly whereas by QoRA it is comparatively
very low. The reason for this is that QoRA selects paths with minimum delay and faster
transmission speed. Additionally, QoRA does not use any periodic control message,
thereby significantly reducing network overhead and avoiding the probability of packet
collision and interference with regular data transmission.
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Figure 6.2d shows that QoRA mechanism performs better than AODV considering the
jitter constraint. With the increase in the number of nodes, the jitter observed by QoRA
and AODV increases. This is because QoRA provides multiple paths and that increase
the jitter as the packet select different paths. On the other hand, AODV provides the
single path that might suffer from the link failures and requires reestablishment of the
path.
Figure 6.2e shows that the overhead in the number of packets is much higher in AODV
than in QoRA. This is because QoRA uses three types of packets FANT, BANT, and
EANT while AODV uses four types of packets RREQ, RREP, RERR, and Hello message
that is transmitted every second.
Figure 6.2f gives an idea about the reliability of the protocol. The frequency to discover
the routes increases with the increase in the number of nodes and the number of flows.
AODV shows high route discovery frequency as compared to the QoRA. This is because
with the increase in the number of nodes the single path determined by AODV protocol
suffers from frequent link failures whereas QoRA provides multiple QoS-aware paths.
The most significant drawback of AODV over QoRA routing protocol is its path selection
mechanism. AODV selects the path from source to destination on the basis of the
number of hops. This means for the given application it chooses only one path that has
least number of hop counts or intermediate nodes between the given source-destination.
However, as shown in figure 6.3a, for multi-rate wireless networks, this path selection
mechanism followed by AODV has the tendency to pick the paths with low reliability
and low effective throughput. The other issue faced in shortest path mechanism is their
short lifetime. This means that on these paths the physical distance of the links is
very large. So, a small movement of the nodes involved in this single path will lead to
packet loss due to link failure and consequent heavy AODV path maintenance or path
reestablishment procedures. On the other hand, the QoRA approach as shown in the
figure 6.3b chooses the path that satisfies the QoS requirements and does not involve
longer physical links, which ultimately increase the throughput and reliability.
Also, in AODV the route discovery phases, every node that receives RREQ message
has to maintain a routing table entry indicating the reverse path availability to the
source node. However, any link failure in this reverse path is conveyed using RERR
message. Thus, the routing tables are maintained by broadcasting of RERR messages,
which increases the overhead. On the other hand, the QoRA uses the AntStack for
tracking the reverse path and does not require to create a routing table entry to source
node after receiving FANT. Therefore, all the other QoS-aware routing protocols (e.g.
[55, 69–71, 76, 86, 117, 125]) derived from AODV protocol are inherited with these
problems and may suffer from higher overhead.
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Figure 6.2: The performance of QoRA using different number of nodes and flows
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Figure 6.3: Selection based Multirate QoS-aware
6.2.3 Test Scenario 2: Varying application data rates
The experimental analysis described here and in the next section investigates the perfor-
mance of the protocols against the varying network loads. The load in the network can
be varied by varying the application data rate or by varying the number of simultaneous
communication flows. Here, we will discuss the effect of varying the application data
rates. In this scenario, we simulated 100 nodes with 10 communication flows and varied
the application data rate from 4 kbps to 40 kbps in steps of 4 kbps and a packet size of
160 bytes which is more than from the first scenario using ns-3 OnOffApplication.
However, the increasing data rate leads to the high probability of the occurrence of the
congestion and the interference caused by the channel contention in the network. The
results for this experimental setup are shown in figure 6.4.
Table 6.3 presents the settings information of the network variables and QoS constraints
for the second scenario.
Table 6.3: The parameters for the second scenario and QoS constraints
Parameter Value
Number of Nodes 100
Number of Flows 10
Size of Area 1000× 2000
Application data rate (CBR) (4 – 40) Kbps
Packet size 160 bytes
Bandwidth constraint Bmin (8 – 44) Kbps
Delay constraint Dmax 150 – 250 ms
Desired success rate Smin 97% – 100%
As shown in the figure 6.4a, it is evident that the QoRA performs better than the AODV.
At a higher data rate of 24 kbps, the performance of AODV experiences a steep fall.
However, the QoRA is also affected with the increase in the data rate but unlike AODV,
it does not experience a sudden drop in performance. The average packet delivery ratio
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is observed to be 83% in QoRA. The average packet delivery ratio decreases below
the desired success rate Smin due to mobility and link failures. This behavior can be
explained by the inability of AODV protocol in handling congestion problem. In this
simulation, the increase in the data loads causes the congestion in the network on the
resource-constrained links leading to the packet loss. AODV fails to understand this
problem and considers it as the link failure and triggers the route repair or route setup
mechanism. This mechanism, in turn, worsens the network situation by initiating high
flooding of RREQ messages to the already loaded and congested network. On the other
hand, QoRA chooses the QoS path for the communication that constitutes of links
working at higher data rates that help to avoid the problem of congestion. Also, QoRA
protocol triggers the congestion avoidance mechanism as discussed in chapter 4 section
4.4.4 and in the next section of this chapter.
As shown in figure 6.4b the throughout increase linearly with increase of the data rate.
The QoRA provide high network throughput performance as compared to AODV.
The end-to-end delay as shown in the figure 6.4c follows the same trend as that of the
average packet delivery ratio. For QoRA, the delay is observed to be almost constant
because QoRA provides QoS monitoring phase that monitors the QoS parameters and
helps to keep this value constant, while, for AODV, a steep rise is observed at high data
rates.
The performance of QoRA for jitter constraint is showed in figure 6.4d. At lower data
rates QoRA and AODV demonstrates high jitter. This is because, at lower data rates,
the network undergoes through comparatively fast topology changes, causing variations
in delay between the consecutive data packets that aggregates to high jitter. At higher
data rates the performance becomes stable but QoRA provides the lowest jitter.
The figure 6.4e shows the overhead in the number of packets curve. This is because,
at higher data rates, more packets are transferred before the information gathered by
routing algorithms gets outdated. However, at higher data rates the AODV suffers from
the congestion and experiences a rapid increase in the control packets as explained before
for the results obtained for average packet delivery ratio.
Figure 6.4f shows the curve for route discovery frequency. For QoRA, it is observed to be
almost constant as the protocol does not suffer from congestion and channel contention.
In contrast, AODV suffers from higher link failures because of mobility and channel
contention and, therefore, causing larger route discoveries at higher data rates.
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Figure 6.4: The performance of QoRA using different application data rates
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6.2.4 Test Scenario 3: Varying numbers of communication flows
This is another experimental setup to test the performance of the protocols for the
varying network load in terms of multiple communication flows. We use from 2 to 20
communication flows (sessions) varying in the step of 2 flows at a time with different
sender and receiver to send voice traffic (G.726) at a constant bit rate (CBR) of 32
kb/s (25 packets/s) and a packet size of 160 bytes using ns-3 OnOffApplication.
Increasing the network load through multiple communication sessions creates a different
effect than sending data at higher rates. In multiple sessions, the increased data is
spread out in the network, however, the establishment of multiple paths are required for
multiple sessions. Thus, in this scenario, the problem of congestion is more severe than
the previous scenario. The results for this simulation setup are as shown in figure 6.5.
Table 6.4 presents the settings information of the network variables for the third scenario
and QoS constraints.
Table 6.4: The parameters for the third scenario and QoS constraints
Parameter Value
Number of Nodes 100
Number of Flows 2 – 20
Size of Area 1000× 2000
Application data rate (CBR) 32 Kbps
Packet size 160 bytes
Bandwidth constraint Bmin 36 Kbps
Delay constraint Dmax 150 – 250 ms
Desired success rate Smin 97% – 100%
The figure 6.5a shows the performance curve for average packet delivery ratio, which is
very similar to the curve obtained in the previous scenario. As the number of flows in-
creases, the AODV protocol exhibits a high sudden drop in the performance as compared
to the previous scenario. This is because the increase in the number of flows demands
more route setup and also makes the network more susceptible to congestion. A similar
drop is observed in the curve for QoRA, however, its performance is much better than
AODV and the QoRA protocol still to deliver data packets up to 70%. Additionally,
the packets delivery ratio decreases not only because of congestion but also due to the
mobility and link failure. Similarly, the throughput curve as shown in figure 6.5b also
sees a declivity with the increase in the number of communication flows. However, the
QoS-aware multi-paths discovered by QoRA spread the data packets stochastically on
these paths and improve the value of these metrics .
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For the average end-to-end delay as shown in figure 6.5c, the obtained curve is again
similar to the one from in the previous scenario. The delay increases with the increase in
the number of communication flows due to the busy links causing longer interface queues
and congestion problem. However, QoRA outperforms the AODV routing protocol.
The results obtained for jitter as shown in figure 6.5d are significantly different than those
obtained in the previous scenario. However, the increase in the number of communication
flows also increases the number of route setups, link failures and channel contention that
leads to the increase in the jitter.
Figure 6.5e shows the curve for overhead in the number of packets. For the small number
of flows, the overhead incurred by AODV is much higher than QoRA. This is because
the number of received data at the destination is low when the numbers of flows are
minimum. However, for QoRA, the overheads are observed to be still low even at higher
communication flows. This is because unlike AODV, the QoRA does not use any periodic
message or other proactive communication methodology when the nodes do not have
any data to forward.
Figure 6.5f shows the curve for routes discovery frequency. For large communication
flows, the route frequency increases drastically for AODV. This is because the increase
in the number of flow increases the contention and collision. Also, as discussed earlier
AODV employs periodic Hello message to track the neighbor nodes activity, which adds
to increase the problem of contention and collision. Due to this AODV fails to deliver
the data packet and after a certain number of retries the node assumes the link failure
and triggers the path reestablishment mechanism. However, QoRA provides multiple
routes and it is not affected by these problems, as it is evident from the figure.
In figure 6.6, we explain the QoRA congestion adaptation mechanism. Where in subfig-
ure 1, we have one communication flow between source S and destination D happening
over multiple paths as discovered by QoRA. In subfigure 2, the new communication flow
starts between source node X and destination node Z. So now we have 2 communication
flows happening in the network over multiple paths. As shown in subfigure 3, both the
communication flows 1 and 2 are using the intermediate node B and because of that
it now suffers from the problem of congestion. The node B confirms the congestion by
comparing the local QoS value with the QoS threshold value determined for each flow.
So node addresses the problem of congestion by sending EANT to the neighbor nodes
(A, F, X, Y). The nodes A and F after processing the EANT will now remove the routing
entry for node B for flow 1 as shown in subfigure 4. However, the flow 2 will continue
using the communication via node B. Similarly, in subfigure 5, the node C experience
the problem of congestion and again it addresses it in the same manner as discussed
above and removes the routing entry for node Z for flow 2 as shown in subfigure 6.
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Figure 6.5: The performance of QoRA using different number of flows
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Thus, using this adaptation mechanism QoRA can adapt to the increase in the number
of communication sessions strongly and can keep the QoS constraint for each flow.
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Figure 6.6: Example of congestion adaptivity based on QoS threshold
6.2.5 Test Scenario 4: Varying the pause time of the mobile nodes
Increasing and decreasing the pause time in RWP mobility has interesting effects in the
performance of the routing protocol. In this scenario, we vary the pause time of the
RWP mobility model from 30 s up to 480 s, with intermediate points having value, twice
of the previous one. When the pause time of the nodes is low, the nodes become highly
mobile and the network becomes more dynamic. Similarly, when the pause time of the
nodes is high, the nodes become less mobile and the network becomes static. However,
due to the high pause time, the scenario becomes less difficult. In this scenario, we will
test the sensitivity of QoRA for these situations. The results for this simulation scenario
are as shown in the figure 6.7.
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Table 6.5 presents the settings information of the network variables for the fourth sce-
nario and QoS constraints.
Table 6.5: The parameters for the fourth scenario and QoS constraints
Parameter Value
Number of Nodes 100
Number of Flows 10
Size of Area 1000× 2000
Pause time 30 – 480 s
Application data rate (CBR) 32 Kbps
Packet size 160 bytes
Bandwidth constraint Bmin 36 Kbps
Delay constraint Dmax 150 – 250 ms
Desired success rate Smin 97% – 100%
The figure 6.7a shows the average packet delivery ratio for QoRA and AODV. As the
pause time increases, both the protocols show improvement in the average packet delivery
ratio. QoRA shows the good performance and the protocol can deliver 99% when the
pause time is 480 s. However, the average packet delivery ratio exhibited by AODV
is lower than QoRA since AODV provide single path susceptible to congestion while
QoRA provides multiple QoS-aware paths. Additional, QoRA can adaptive to congestion
problem as experienced in provisos section.
The throughput curve shown in figure 6.7b shows the similar behavior for the average
packet delivery ratio. The high pause time improves the network throughput as the
network converges to the static state.
The average end-to-end delay and jitter curve are shown in figures 6.7c and 6.7d. The
value for these parameters decreases with the increase in pause time. QoRA continues
to show good results in comparison with AODV for the delay and jitter.
Figure 6.7e shows the overhead in the number of packets. For high pause times, these
values decrease drastically. This is because high pause time provides high packet delivery
ratio and, therefore, curbs the need for control packets.
Finally, figure 6.7f shows the route discovery frequency curve. The curve follows the
similar trend to that of the overhead in the number of packets. The AODV shows
high route discovery frequency as compared to the QoRA as it suffers from the packet
collision on the single paths between the data packet and control packet, which causes
it to trigger route reestablishment process.
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Figure 6.7: The performance of QoRA using different pause times
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6.2.6 Test Scenario 5: Varying the speed of the mobile nodes
In this experimental setup, we compare the performance of the proposed routing protocol
for MANETs and VANETs scenarios [130]. For MANETs, the network consists of 100
nodes with RWP mobility model, while for VANETs we have 200 vehicles with 5 × 5
Manhattan Grid Mobility as shown in figure 6.8. The speed of the node is varied in both
the cases from 5 m/s (18 Km/h) to 30 m/s (108 Km/h) in step 5 m/s. The variation in
the maximum speed affects both these mobility model in the following ways. The higher
speed means high mobility, which causes frequent topology changes and thus, making
the scenario more difficult. We used 10 communication sessions to send voice traffic
(G.729) at a Constant Bit Rate (CBR) of 8 kb/s and a packet size of 218 bytes using the
ns-3 OnOffApplication. Additionally, we use Friis propagation loss model for small
transmission range in MANETs scenario and for large transmission range in VANETs
scenario we use Two Ray Ground propagation loss model. As explain in section 6.2.1
Friis perform well for small distance as compared to Two Ray Ground .
Figure 6.8: Examples of Manhattan Grid Mobility with 200 vehicles
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Table 6.6 shows the parameters settings for MANETs and VANETs scenarios and the
QoS constraints. We compared the results between AODV, CLWPR, and QoRA for
both MANETs and VANETs scenarios.
Table 6.6: The parameters for the fifth scenario and QoS constraints
Parameter MANETs scenario VANETs scenario
Number of Nodes 100 200
Size of Area 1000× 2000 2000× 2000
MAC protocol IEEE 802.11b IEEE 802.11p
channel rates (Mbps) 1, 2, 5.5, 11 3, 4.5, 6, 9, 12, 18, 24, 27
Transmission Range 250 m 450 m
Propagation loss model Friis Two Ray Ground
Speed of the node 5 – 30 m/s
Number of Flows 10
Application data rate (CBR) 8 Kbps
Packet size 218 bytes
Bandwidth constraint Bmin 12 Kbps
Delay constraint Dmax 150 – 250 ms
Desired success rate Smin 97% – 100%
Figures 6.9a and 6.10a show the average packet delivery ratio for MANETs and VANETs
scenarios. It is evident that the QoRA approach performs significantly better than the
AODV and CLWPR protocols. This is because the QoRA approach provides multiple
paths to the same destination, whereas AODV and CLWPR only provide single path
resulting in frequent link failures due to dynamic topology changes. With the increase
in the speed of the mobile nodes, the average packet delivery ratio reduces as expected,
due to the frequent link failures. Additional, CLWPR also proposes the carry-n-forward
mechanism as a link repair strategy. However, this method increases the average packet
delivery ratio but it comes at the cost of high end-to-end delay and jitter, which is
not suitable for QoS restricted real-time multimedia applications as explained in [73].
The CLWPR protocol is observed to perform well in high node-density scenarios. The
protocol introduces network partitions due to the nodes mobility as the number of nodes
decreases.
Figures 6.9b and 6.10b show the throughput observed in MANETs and VANETs respec-
tively. It is clear from the graphs that the QoRA approach yields higher throughput as
compared to the AODV and CLWPR protocols. It is due to the fact that the QoRA
approach establishes multiple QoS-aware paths to the destination distribute the data
packets over the multiple paths and improving the throughput. As the mobility in-
creases, the throughput decreases due to frequent link failures.
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Figures 6.9c and 6.10c indicate that QoRA performs much better than AODV for end-to-
end delays. However, CLWPR outperforms QoRA and AODV. Figures 6.9d and 6.10d
show the similar curve for the jitter parameter. The QoRA approach again performs
better than the AODV protocol but CLWPR shows the best performance. The reason
that CLWPR outperforms QoRA for the end-to-end delay and jitter is due to the fact
that CLWPR is a position based proactive routing protocol. So, CLWPR offers minimum
delay and minimum jitter. As QoRA and AODV are on-demand routing protocols, the
packets generated by the source node are stored in the queue until the route to the
destination is established. The queuing of packets increases delay and jitter. Also,
QoRA is a multipath routing protocol; so different paths contribute to the variable
delay.
Figures 6.9e and 6.10e show the overhead in AODV is higher than in QoRA and CLWPR.
The AODV protocol, as explained in the earlier section, is single path routing protocol
and involves periodic exchange of Hello messages. At high mobility, CLWPR performs
better than QoRA. It is again due to its proactive mechanism that uses the periodic
hello message to adapt to the neighbor node activity. In QoRA, the overhead is low but
with the increase in the mobility this value increase with the high occurrence of the link
failure. Also, CLWPR uses an adaptive approach to keep the track of neighbor nodes.
So, at high node speed time interval between the Hello messages is decreased that makes
the curve for overhead to go up for higher velocity.
Figures 6.9f and 6.10f show the route discovery frequency curve. For QoRA, the curve
shows rise with the increase in the node velocity due to highly dynamic topology. How-
ever, as show in figure 6.9f the curve for AODV initially decreases at high velocity, as
AODV uses periodic Hello message that helps the nodes to find the destination directly.
However, in CLWPR, the protocol does not have route discovery phase as it is a position
based proactive mechanism for the route discovery.
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Figure 6.9: The performance of QoRA using different values for speed using RWP
mobility
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Figure 6.10: The performance of QoRA using different values for speed using Bonn-
motion mobility
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6.2.7 Test Scenario 6: Video streaming in urban scenario
In the final scenario, we test the performance of QoRA for video transmission over highly
realistic mobility setups. Here, we have used another simulator called SUMO for real-
time road traffic scenario simulation. The speed of the cars or mobile nodes in SUMO
are influenced by a wide range of real life parameters like lane speed, car following the
traffic, lane changing, intersections, signals, etc. while in the previous scenarios the
nodes are moving with a constant speed and do not support these parameters. Figure
6.11 shows the mobility network map for Ilmenau city. For the simulation, we choose
100 vehicles moving according to the traffic model in the area of size 1000× 2000 m2 .
Figure 6.11: Ilmenau city mobility model
For the video application, we have used H.264/SVC (Scalable Video Coding) as it allows
the scaling of the video transmissions so that the video can be delivered without any
degradation in the quality between the devices. This property makes SVC an apt choice
for MANETs/VANETs that are characterized by scarcity of resources like bandwidth,
poor channel conditions, etc. Also, SVC benefits a large number of video applications
like streaming, conferencing, broadcast, surveillance, etc. We choose between 2 to 12
video communication sessions varying in the step of 2 flows at a time to send video traffic
that is modeled using video trace file [176]. In this way, we can stress the network or
check the protocol with the real-time video data. The simulation results shown in the
figure 6.12.
Table 6.7 presents the settings information of the network variables and QoS constraints.
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Table 6.7: The parameters for the sixth scenario and QoS constraints
Parameter Value
Number of Nodes/Vehicles 100
Number of video source 2, 4, 6, 8, 10, 12
Video Sony Demo CIF (352× 288)
Minimum/Maximum frame Size (22 – 66773) Bytes
Mean Frame Bit Rate 2.3 Mbps
Size of Area 1000× 2000 m2
Type of Mobility Ilmenau city using SUMO
MAC protocol IEEE 802.11p
channel rates (Mbps) 3, 4.5, 6, 9, 12, 18, 24, 27
Transmission Range 450 m
Propagation loss model Two Ray Ground
Maximum speed of the nodes 27.78 m/s (100 km/h)
Pause time 0 s
Bandwidth constraint Bmin 3 Mbps
Delay constraint Dmax 150 – 250 ms
Desired success rate Smin 97% – 100%
The figure 6.12a shows the performance curve for average packet delivery ratio. As the
number of flows increases, the average packet delivery ratio decreases for all the three
protocols. This is because the increase in the number of flows requires more route setup
and lot of exchange of control information. QoRA outperforms CLWPR and AODV
and provides average packet delivery ratio of about 85%. Similarly, the throughput
curve as shown in figure 6.12b also sees declination with the increase in the number of
communication flows.
For the average end-to-end delay and jitter as shown in figures 6.12c and 6.12d, the QoRA
protocol shows the best performance. The increase in communication flows increases
the load on the network. This means that the links become busy and longer queues
at interfaces are observed causing higher delays. It is evident from the graph that
AODV protocol performs better than the CLWPR protocol. In AODV, the RREQ
packet contains “DestinationOnly” field, which is set to false by default. This means
that any node having the route to the destination can reply with RREP after it has
received the RREQ message. The source node then selects the first RREP message and
discards all the later RREP messages. However, this approach increases the overhead
with the increase in the number of flows. So, in order to avoid these overheads, we
set the DestinationOnly field to true and now only destination is allowed to send one
RREP message to the sender. This approach has allowed AODV to perform better than
CLWPR in terms of delay and jitter.
On the other hand, CLWPR routing protocol uses the adaptive method for sending
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Figure 6.12: The performance of QoRA using different number of video communica-
tion flows
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Hello messages to keep track of the neighbor node. This means that for nodes moving at
high speed the interval between periodic Hello message exchange is low while for slowly
moving nodes it is high. This method increases delay and jitter, as the source nodes have
to wait for the Hello message from the neighbor in the direction of the destination, before
forwarding the data; thus, increasing the queue length at the interface. On the other
hand this method provides a reduction of overhead. Also, CLWPR does not provide
end–to-end QoS as compared to QoRA.
Figure 6.12e shows the curve for overhead in number of packets. For a small number
of flows, AODV incurred much higher overhead than CLWPR and QoRA. However, for
QoRA, the overhead is still low even at higher communication flows. This is because
unlike AODV and CLWPR, QoRA does not employ proactive communication method-
ology like the use of periodic Hello messages, to keep track of its neighbors when the
nodes do not have any data to forward.
Figure 6.12f shows the curve for routes discovery frequency. For large communication
flows, the route frequency increases drastically for AODV. This is because the increase in
the number of flows increases the probability of contention and collisions. Also, periodic
usage of Hello message by AODV adds to the problem of contention and collision. Due
to this AODV fails to deliver the data packet and assumes a link failure, which triggers
the path reestablishment mechanism. For CLWPR, this value is observed to be 0. On
the other hand, QoRA provides multiple routes and it is not affected by these problems,
as it is evident from the figure.
6.3 Summary
In this chapter, we have provided an evaluation study of the QoRA routing protocol
and studied its behavior over the common MANET scenarios. In all the test scenar-
ios, we compared QoRA with AODV, which is considered as the benchmark routing
protocol for MANETs. For VANETs environment we compared it with state-of-the-art
position based CLWPR routing protocol. The results showed that QoRA has outper-
formed AODV and CLWPR over a wide range of scenarios. QoRA performed well in
the tests with increasing levels of mobility, dealing with varying network load according
to the number of communication flows and application data rates, scaling to networks
of different sizes and managing scarce network conditions for optimal services. Finally,
for high mobility VANET scenario, QoRA shows high reliability and adaptivity to the
mobility.
Chapter 7
Conclusion and Future work
In this thesis, we addressed the challenges in implementing QoS-aware applications over
MANETs. We proposed an adaptive QoS-aware multipath routing protocol that com-
bines the monitoring capabilities of SNMP and the computation techniques from the
field of swarm intelligence. We first introduced the concept of MANETs and different
routing methodologies. Next, we reviewed the QoS routing in MANETs and the chal-
lenges, which hinder the implementation of real-time applications. Then we discussed
the QoRA routing algorithm and examined its behavior and performance under different
test scenarios. Finally, we give an overview of the contributions and results of this thesis,
and then discuss the potential future research guidelines in this concluding chapter.
7.1 Conclusion
The main contribution of this thesis is the development of the QoRA routing protocol.
QoRA has a completely reactive routing architecture and it establishes multiple paths
for each communication session. A reactive route setup process is initiated at the start of
each new communication session in order to obtain multiple paths for data transmission.
The QoRA protocol utilizes the network monitoring and management functionalities of
the SNMP. The SNMP is used to determine the QoS parameters locally without in-
curring any additional control messages on the network, which is the major highlight
of our work. These locally determined QoS parameters are then collaborated with the
population based global search meta-heuristic approaches having self-organizing charac-
teristics. One such approach is the ACO, which efficiently explore the search place and
provide optimal routing solutions needed for QoS-aware routing.
Also, the adaptive multi-rate mechanism in QoRA overcomes the problem of high end-
to-end delays caused by the packet collision in the high-density environment and avoids
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transmission on the poor links in the low-density environment. In addition, the moni-
toring capabilities of SNMP are employed to tackle the congestion problems during data
packet forwarding.
Later, we evaluated the performance and studied the behavior of the QoRA routing al-
gorithm in a wide range of different test scenarios for MANETs. To quantify the results
we evaluated the performance on the basis of six evaluation metrics that describes the
efficiency and effectiveness of the routing protocol. For the sake of fair comparisons, in
all the test scenarios we compared the QoRA with the AODV routing protocol, which is
considered as the benchmark routing protocol for MANETs. For VANETs environment
we compared it with state-of-the-art position based CLWPR routing protocol. We tested
QoRA for different realistic scenarios and for multimedia transmission, where it outper-
forms the position based routing protocol CLWPR. CLWPR relies on the following two
assumptions. Firstly, that every node is able to know its position that makes the use of
expensive devices like GPS mandatory for this protocol. Secondly, the protocol requires
that every node in the network knows the position of every other node/destination all
the time. The QoRA protocol on the other hand as discussed, is a simple and effective
QoS-aware routing mechanism that sidelines such assumptions for multimedia transmis-
sion. The results showed that for all the scenarios under test, the QoRA routing protocol
outperforms the AODV and CLWPR routing protocol. QoRA showed high-performance
results in terms of adapting to the increasing levels of mobility, dealing with the varying
network load according to the number of communication flows and the application data
rates, scaling to the networks with a large number of nodes and the optimal usage of
the scarce network resources.
7.2 Future Research Directions
Here, we discuss the future research directions as the proposed extension work for the the-
sis. These includes the testing and deployment of the QoRA on the hardware testbeds,
addition of security measures to secure the communication, the use of idea behind QoRA
in other networks, the performance evaluation for other wide range of real-time appli-
cations like HD-video streaming, etc.
Since QoRA is highly adaptive to the dynamic topology, additional QoS parameters
can be incorporated in QoRA approach. Also, a new model can be developed where
different applications can be directly associated to different weight factors representing
combination of various QoS parameters.
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The deployment on the real network will bring up the new challenges that are unexplored
in the simulation environment. For the optimal functioning in real implementations,
further enhancements might be needed in the algorithm.
The other interesting point that could be explored in the future work is the implemen-
tation of QoRA over heterogeneous networks like Internet of Things.
From the security perspective, the security extension can be developed for QoRA. It is
well-known fact that almost all the routing protocols in MANETs are developed without
considering the security features. Some malicious nodes might break down the network
and use the precious resources for self-benefit.
Also, as we developed the light version of SNMP protocol in ns-3 for QoRA approach
and embed it to all participating nodes. It would be really interesting to implement the
full version of SNMP protocol with all the features and techniques. This could lead to
the new insights in the fields of MANETs.
Appendix A
Appendix A
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