Two-loop vertex Feynman diagrams with infrared and collinear divergences are investigated by two independent methods. On the one hand, a method of calculating Feynman diagrams from their small momentum expansion [1] extended to diagrams with zero mass thresholds [2] is applied. On the other hand, a numerical method based on a two-fold integral representation is used [3] , [4] . The application of the latter method is possible by using lightcone coordinates in the parallel space. The numerical data obtained with the two methods are in impressive agreement. *
Introduction
The purpose of this paper is to calculate typical two-loop IR-divergent vertex diagrams by two independent methods. One of them is based on general formulae for asymptotic expansions of Feynman integrals in momenta and masses [5, 6] (see [7] for a brief review) and subsequent use of conformal mapping and summation by Padé approximations [1, 2] . The general simple formulae have been proven [6] at least for the Feynman integrals off the mass shell . However it is quite natural to expect that the same off-shell formulae hold as well for the pure large mass limit when there are no large momenta, as it has been confirmed in ref. [2] . This conjecture is likely to hold even for Feynman integrals which possess IR and collinear divergences from the very beginning. To check the validity of this conjecture we shall calculate IR-divergent diagrams 7 and 8 shown in Fig. 1 (the labelling is according to [2] , Fig. 3 ) by use of the large mass expansion and compare results in a wide range of external momenta with results based on numerical integration.
The project is motivated by the demand to provide the necessary integrals for the process Z → bb. The before-mentioned divergences appear in the limit m b → 0, which is a natural limit to take since m b is small compared to the other scales in this process. The case of a finite m b mass can in principle also be handled by both methods, see e.g. Ref. [9] for the momentum expansion method applied to a finite diagram (Case 5, m 5 = m 6 = M , all others zero, see Fig. 1 ). In this case, however, one obtains less precise results because of the low thresholds, which are eliminated in the present approach due to the factorization of logarithms. For the numerical method the case m b = 0 presents no difficulty.
The numerical methods, as introduced in [3, 4, 10, 11] are in the present paper extended to the case of IR and collinear divergences. We will explain this extension below. The two methods used in this paper are of complementary nature. While for the method based on the large mass expansion the equal mass case is simpler than the case of different masses, the situation is reversed if we apply the two-fold integral representation. The presence of poles of the type lim m 1 →m 2 1/(m 1 − m 2 ) in the integral representations results in numerical instabilities which have to be handled with due care. Corresponding poles in the first method can be avoided from the very beginning by calculating the Taylor coefficients analytically in terms of rational numbers and ζ(2) for the equal mass case. In the case of nonequal masses the Taylor coefficients contain such poles of high order (see below), which cancel in the lim m 1 →m 2 . Numerically a close approach is possible due to the use of a multiple precision package [12] .
The idea of the numerical approach is now well documented in the literature. We will thus restrict ourselves to describe the necessary changes demanded by the presence of IR and collinear divergences. These changes are simple: one merely has to find subtraction terms to absorb the divergences, which are Note that for some typical on-shell limits explicit formulae for asymptotic expansions have been recently presented and applied in Ref. [8] .
sufficiently easy to allow for a direct evaluation. So there was no new conceptual challenge present in the numerical method, but solely a technical hurdle to be overcome.
The paper is organized as follows. First, we discuss the method based on the large mass expansion for Cases 7 and 8, considering the equal as well as different masses in Case 7. We then discuss the relevant subtraction terms for the Mainz method. Once they are understood, all the previous cases can be easily obtained. We summarize the results in a set of tables, and compare accuracies and CPU times for both methods. We finally conclude that the agreement of data obtained by the two independent methods confirms the usefulness of both.
Case 7 Case 8 Figure 1 : On-shell infrared divergent planar diagrams with zero thresholds (solid lines massive, dashed lines massless).
2 Case 7
Equal masses
Let F Γ (p 1 , p 2 , M ; ε) be the Feynman integral corresponding to Case 7, with
We imply that the factor 1/(k 2 − m 2 + i0) corresponds to a line, 1/(2π) d is not included. For convenience we divide our Feynman integrals by iπ d/2 Γ(1 + ε)µ −2ε per loop, where d = 4 − 2ε is the space-time dimension and µ the scale parameter of dimensional regularization [13] (although we shall not usually write down µ explicitly).
Although the diagram has IR poles, up to 1/ε 2 , let us apply the general formula for the large mass expansion [5, 6] (as it was applied for similar IRfinite planar diagrams in Ref. [2] ). There are contributions from two subgraphs in this formula: the graph Γ ≡ γ 1 itself and γ 2 = {126} (we denote subgraphs by collections of their lines). The first, "naive", contribution is the formal Taylor expansion of the initial diagram in external momenta. It reduces to two-loop vacuum graphs with numerators, two massive and one massless line. This term possesses IR divergences that were not present from the very beginning.
The second contribution is nothing but the Taylor expansion of the heavy triangle (with p 1 +k 2 , p 2 +k 2 as external momenta, k 2 being the loop momentum of the light triangle) inserted into the light triangle. Now, this heavy triangle is a scalar function of three variables: (p 1 +k 2 ) 2 , (p 2 +k 2 ) 2 and q 2 . When performing its Taylor expansion, the factor (p 1 + k 2 ) 2 leads to a cancellation of one of the lines in the light triangle. This produces a one-loop massless diagram with its external momentum on the lightcone. It is zero within dimensional regularization. Thus we come to the conclusion that only terms without such factors survive and one can put k 2 to zero in the expansion of the heavy triangle. So, the term under consideration happens to be just a product of two factors: the light triangle with zero masses and the Taylor expansion of the heavy triangle with p 1 , p 2 , p 1 − p 2 as external momenta. The light triangle is equal to
(We shall later on omit −i0 in −q 2 − i0, for brevity.) The Taylor expansion of the heavy triangle is also calculated explicitly:
The second term does not involve UV divergences, in contrast to the large mass expansions considered in Ref. [2] . In large mass expansions (as well as large momentum expansions off the mass shell) induced IR divergences are usually cancelled by induced UV divergences. Here we have an example of a new cancellation: the induced IR divergences are cancelled by collinear divergences that are present in the second term. To a large extent this happens when we put to zero the above mentioned one-loop massless diagram on the lightcone where the UV divergences are cancelled by the collinear divergences.
Thus the contribution of the second subgraph takes the form (with the normalization described above)
If an initial quantity is finite the cancellation of poles serves as a good check of the asymptotic expansion. In our case, it is reasonable to check that the poles in the sum of the terms in our expansion are the same as in the initial diagram. To see that the poles in ε in the sum of the two contributions are the same as in the initial Feynman integral let us apply the following expression for the pole part in ε of the product of three propagators, namely, 1/k 2 , 1/(k 2 − 2p 1 k) and 1/(k 2 − 2p 2 k) considered as a distribution in k:
(4) It is easy to observe that the term with δ (d) (k) exactly corresponds to the pole part of the second contribution. Thus, the term with the integral over z should give the pole part of the naive contribution. Let us therefore calculate the integral over z of the rest of the diagram (which is nothing but a one-loop triangle diagram with the external momenta (1 − z)p 1 , p 2 − zp 1 , plus a similar contribution, with p 2 instead of p 1 ). Representing the result in the form of a Taylor expansion in the external momenta we conclude that the pole part in ε of the naive part is equal to
where s n = S 1 (n) and we introduce
This property has served as a check in our calculation. The double pole in ε comes only from γ 2 . Using (3) we obtain the following explicit expression for the coefficient at 1/ε 2 :
The naive part is calculated as described in [2] , see also [14] . The two-loop bubble integrals with equal masses and one zero mass are again of the type as used in [2] , i.e. expressible in terms of Γ-functions as a result of which the Taylor coefficients of the naive part are essentially rational numbers (apart from a ζ(2) as for the second contribution. These Taylor coefficients have been calculated with FORM [15] and the Padé approximants in turn by means of REDUCE [16] , which allows an easy change to floating point numbers of arbitrary precision. Adding up the finite parts, the results are presented in Table 1 with the following normalization. In addition to −π d Γ(1 + ε) 2 µ −4ε , we extract the factor
, and we choose µ = M .
Two different masses
Proceeding as before in Case 7 with two different masses, m 3 = m 4 = m 5 = 0, m 1 = m 2 = M 1 , m 6 = M 2 , we come to the following result for the contri-bution of the second subgraph:
Calculation of the pole and finite parts allows for the representation
where L = ln M 2 2 + ln(−q 2 ) and
The importance of presenting the above formulae lies in their easy numerical evaluation. If instead we would use the expanded form, 30 coefficients could not even be compiled anymore simultaneously.
We also calculate (in the same way as in the case with equal masses) a quantity, the pole part of which is equal to the pole part of the naive contribution:
Explicitly, this gives
Furthermore this representation of the pole part has been used as a check of the naive part.
Finally there remains to calculate the finite contribution of the naive part. Again we proceed as in [2] and [14] . The difficulty arising now is a complication in the bubble integrals with two different masses and one zero mass (e.g., m 3 = 0):
Apart from Γ-functions these contain now the hypergeometric function in the equal mass case!). Therefore it does not seem to be advisable anymore to use FORM for the evaluation of the Taylor coefficients since too complicated expressions would arise. Instead we extended a program developed for arbitrary nonzero masses [9] based on the multiple precision FORTRAN by D.H. Bailey [12] . In this framework the occurrence of a zero mass, i.e. the additional IR divergences cause the following complication: while for arbitrary nonzero masses only the bubble integrals Knowing the divergent parts of the bubble integrals explicitly, the recursion for their finite part can be performed and the complete contribution to the finite part of the diagram can be calculated.
Finally two further remarks are in order. The first concerns the evaluation of the second subgraph. As one observes from the Taylor series of r 0 , r 1 and r 2 in (9), these contain high powers of 1 z . In the equal mass case (z = 0), the expansion of the ln(1 − z) to high powers cancels all inverse powers of z and the finite coefficients as described in Sect. 2.1 are obtained. Numerically, however, due to the use of the multiple precision program of Bailey [12] for mass ratios close to 1 (e.g. z ∼ 10 −3 ) still stable results in close agreement with the equal mass case can be obtained.
The second remark concerns adding up of the various contributions. There are two possibilities: one can sum the different series ( for r 0 , r 1 etc. ) by means of Padé 's, multiply the various results with the corresponding powers of L (see e.g. (9)) and sum -or one can add up on the level of the coefficients, multiplying the Taylor coefficients with the powers of L, and then apply Padé 's. We used the latter procedure since the coefficients are known to high precision (of the order of 50 decimals). The summed series were of course by far not that precise and if cancellations occur, one looses more precision than necessary. That in this manner correct results are obtained is demonstrated by comparing the results with those by the Mainz method (see tables).
While in the present paper adding different Taylor series with kinematical factors is performed for the calculation of one diagram only, the same procedure will also work when adding scalar amplitudes from various Feynman diagrams -and may indeed work in an optimal way.
For the pole parts we do not show tables since they are either given explicitly in terms of known functions or arbitrarily many coefficients can be obtained easily and thus arbitrarily high precision. The results for the finite part are presented in Table 2 . We use the same normalization as in the case with the equal masses and choose µ = M 1 .
Case 8
Let here F Γ (p 1 , p 2 , M ; ε) be the Feynman integral corresponding to Case 8, with m i = 0, i = 1, . . . , 5, m 6 = M . Now, in its large mass expansion, we have contributions from four subgraphs: γ 1 ≡ Γ, γ 2 = {3456}, γ 3 = {126}, and γ 4 = {6}. In the last two contributions, the factor (1) is again naturally factorized. Straightforward calculation leads to the following result for the sum of them:
The calculation of the contribution of γ 2 is similar to the corresponding calculations for Cases 1 and 5 in ref. [2] , with the following result:
where
(n 3 ,−2) (16) and
Note that this expression is obtained from the corresponding contribution of Case 5 in [2] by the change
To see that the poles in ε in the sum of all the four contributions are the same as in the initial Feynman integral let us once again apply eq. (4). Now we observe that the term with δ (d) (k) corresponds to the pole part of the sum of the contributions from γ 3 and γ 4 given by (14) . Thus, the term with the integral over z should give the pole part of the sum of contributions from γ 1 and γ 2 . So, we perform integration over z of the one-loop triangle diagram with one non-zero and two zero masses. Furthermore we apply general formulae for the large mass expansion to this very triangle and eventually conclude that the pole part in ε of the sum of the contributions from γ 1 and γ 2 should be equal to the pole part of the following quantity:
Note that double poles in (18) cancel so that there must be as well a cancellation of double poles in the sum of the contributions of γ 1 and γ 2 . Again this has been checked and also that the single pole part agrees with the one obtained by direct calculation of the sum of γ 1 and γ 2 . For Case 8, the double pole in ε originates only from the sum of the contributions of γ 3 and γ 4 . From (14) we have the following formula for its coefficient:
Concerning the finite part, the situation is similar as in Sect. 2.1, Case 7, with equal masses. The bubble integrals are of the same type as in Case 5 [2] and the calculation of the Taylor coefficients have been done with FORM and the Padé 's with REDUCE. Again we present no data for the divergent parts since arbitrary precision can easily be obtained from the expansion. The results for the finite part are presented in Table 3 where the same normalization as in Case 7 is used.
The Mainz method
The two-fold integral representation derived in [18, 3, 10] cannot be naively applied to cases infected by genuine IR or collinear divergences. Nevertheless, all these divergences can be handled by appropriate subtraction terms. One observes a few new characteristics in such cases:
• the divergences are most easily absorbed using lightcone coordinates for internal momenta in the parallel space,
• some of the remaining domains of integration are unbounded, cf. Fig.(5) .
We will comment on these features in the next three subsections.
Preparations
The graph we have to calculate is
where C(k) denotes the inner one-loop triangle graph with external momenta shifted by k (Fig. 3) . For our calculation, we choose the rest frame of the decaying particle and the outgoing particles moving along the x axis. This is the natural reference frame for parallel-/orthogonal space splitting. Together with the condition that both outgoing momenta are on the lightcone, the external momenta can be expressed through a single parameter e (cf. Fig. 2 ):
As usual we parameterize the loop momenta l and k as follows:
further we define
In contrast to [3, 10] we apply a more symmetric substitution to linearize the propagators in l 0 , l 1 , k 0 and k 1 (the Jacobian gives a factor 2 for each loop momentum):
which is equivalent to expressing the propagators in lightcone variables from the beginning. After this substitution the propagators become
Since we are interested in the collinear divergent case, we now set m 4 and m 5 equal to 0, m 6 should be kept small for the finite contribution as a regulator. The limit will be made later analytically. The calculation is valid for arbitrary masses m 1 , m 2 and m 3 , except for the trivial case m 1 = m 2 = m 3 = 0. In this representation the collinear divergence along the lines k 0 = 0 and k 1 = 0 for t = 0 is obvious. To cure it, we adopt the following subtraction scheme for C(k) = C(k 0 , k 1 , t):
Contribution (I) will be finite and can be calculated in d = 4 dimensions, since we subtracted out the collinear divergences and added again the twice subtracted infrared divergence at k ≡ 0. Contributions (II) and (III) contain the collinear divergence which starts at 1/ε, and (IV) is the overall infrared divergence with a 1/ε 2 pole. Therefore these have to be calculated in d = 4− 2ε dimensions.
Divergent parts
Contribution (IV) is easy: it is simply a product of two one-loop diagrams, where the k loop is completely massless:
The expansion of the Γ functions starts with 1/ε 2 , so C(0, 0, 0) has to be calculated up to O(ε 2 ). The last order is done numerically. Contribution (II) is more complicated, since the l and k integrations do not decouple. However, the integrand is independent of z, the angle between l ⊥ and k ⊥ , so there is no function with a cut in the complex k 1 plane. We have
and perform the k 1 integration with Cauchy's theorem. We close the contour in the lower half plane, and there is only a contribution from P 5 in the finite interval 0 < k 0 < e, outside this interval all poles are on the same side of the real axis.
The integration over t is of the form
so after a substitution k 0 = −ze the result is
The expansion of the Γ functions starts at 1/ε, so the integral over z, which will be done numerically, has to be evaluated up to O(ε).
Contribution (III) can be handled analogously by performing the k 0 integration with Cauchy's theorem and gives
For the symmetric case m 1 = m 2 , I III is equal to I II .
The finite part
The most difficult is the finite part from contribution (I). In principle, the calculation is the same as in [3, 10] , but care has to be taken due to the divergent behavior of the individual parts of this contribution. The integration over z, the angle between l ⊥ and k ⊥ , is elementary for each for the four terms. In fact, only the first term with the full C(k 0 , k 1 , t) dependence depends also on z, and therefore gives a result with a cut in the complex l 1 and k 1 plane. The l 1 and k 1 integrations are done with the aid of the residue theorem. Each term is still convergent on its own, so the contours can be closed independently. For the C(k 0 , k 1 , t) term we have to take into account the cut which is in the upper half plane if l 0 + k 0 < 0 and in the lower half plane if l 0 + k 0 > 0. By checking the half plane where the propagators have their poles, we find three contributing triangles in the (l 0 , k 0 ) plane from the pairs (P 1 , P 5 ), (P 2 , P 4 ) and (P 2 , P 6 ), depicted in Fig. 4 .
For the second term, C(k 0 , 0, 0), we can close the contours arbitrarily. If we choose to close them in the same way as above (this is equivalent to avoiding poles from P 3 , the propagator that depends on both loop momenta) we find the same triangles from the same propagators as above.
With C(0, k 1 , 0) we find something new in our parallel/orthogonal space technique: regardless how we close the contours, we end up with an unbounded area in the (l 0 , k 0 ) plane. If we continue with the strategy of avoiding poles from P 3 , we have to close the l 1 contour in the upper half plane if l 0 > 0 and in the lower half plane if l 0 < 0, furthermore we close the k 1 contour always in the upper half plane. This gives us the three areas shown in Fig. 5 from (P 2 , P 4 ), (P 2 , P 5 ) and (P 2 , P 6 ) respectively.
For last term C(0, 0, 0), which factorizes in l and k we can close so that in the l 1 integration only P 2 contributes, and in the k 1 integration only P 5 . This results in a square (Fig. 6) .
Next we will do the t and later the s integration analytically. Since we left m 6 finite, after partial fractioning the integrals are of the form
Several of these integrals become divergent as m 6 → 0, whenever the corresponding t 0 is proportional to m 6 . Consequently, the leading term is proportional to log(m 6 ). However, as can be verified, pairs of the above integrals remain finite in the limit m 6 → 0. The pairs depend on the position in the (l 0 , k 0 ) plane (area A, B or C, Fig. 7 ).
Numerical Results
Tables 1-3 summarize the results. Generally, there are two sets of results for the momentum expansion method, namely two [n/n] Padé approximants involving 2n + 1 Taylor coefficients, which document that the results are stable and converge. It is the second column which should be compared with the numerical data.
Let us now discuss the three cases separately. Case 7 with equal masses, Table 1 , was the most challenging for the Mainz method. Below the threshold, we could achieve sufficient numerical accuracy. Above the threshold, the Mainz method could only achieve an accuracy of ∼ 1%. Fortunately, for the equal mass case, M. Spira could kindly provide data which were used for comparison with the momentum expansion method to high accuracy. The lack of accuracy in the Mainz method in this case is due to the degenerate cut structure which is present in the equal mass case. As a result, we are confronted with two large contributions which almost cancel.
In Case 7 with different masses, Table 2 , we chose the masses m 1 = m 2 = 80GeV (∼ M W ) and m 6 = 180GeV (∼ M t ) and µ = m 1 . If we wish to calculate the process Z → bb the kinematics of interest is q 2 /m 2 1 ∼ 0.3, i.e. far below the threshold at q 2 /m 2 1 = 4. In such a situation the momentum expansion method always seems to be superior to any other approach (to achieve 10 decimals precision with a few coefficients only is no problem). Nevertheless, also for low q 2 the numerical method yields high precision as well which will be sufficient for all practical purposes. Indeed the agreement is quite impressive.
For higher q 2 the momentum expansion method naturally gets less precise, in particular near the thresholds: here q 2 = 4m 2 1 and q 2 = (m 1 + m 6 ) 2 , i.e. q 2 /m 2 1 ∼ 10.6. Between the thresholds and above, both methods again show surprisingly good agreement.
The situation is indeed quite different for Case 8. While for the case of interest in Z → bb, i.e. q 2 /m 2 1 = 1 both approaches yield approximately the same precision, the momentum expansion method looses quickly for the higher q 2 , i.e. many more Taylor coefficients would be needed.
Quite generally speaking the results of the momentum expansion method obtained so far seem to indicate that the more heavy masses in a diagram occur, the better the convergence of the Padé approximants. This is at least qualitatively plausible since we start from a large mass expansion. It is also numerically verified comparing Case 7 and 8.
In any case, splitting off systematically zero-mass thresholds yields more precise results for the momentum expansion method than keeping small but non-vanishing masses resulting in low thresholds. This has been discussed in [9] for Case 5 (i.e. m 5 = m 6 = M and all others 0, see Tables 3 and 4 of that Ref.). For the Mainz method to handle such cases is much easier. In fact, one could rely on the original integral representations [3, 10] without the modifications considered here and achieve much better numerical results for all cases.
Concerning the CPU-time, comparison of the methods is difficult. In the momentum expansion method the real job is to calculate the Taylor coefficients. Once they are known, for any q 2 (in the complex plane) the calculation of the diagram under consideration is a matter of seconds. Thus, providing Taylor coefficients for the diagrams is something which practically settles the calculation of the diagrams under consideration once for all in a wide range of q 2 . This is in particular true if only one nonzero mass is involved since in this case the Taylor coefficients are just rational numbers plus some well known irrationals like ζ(2), ζ(3) etc. The methods to calculate Taylor coefficients are at present still a matter of intense investigation (see e.g. also [19] ) and the hope is that we will soon have more efficient methods for their calculation and higher coefficients than used here can be obtained in the future.
For the Mainz method, we can give a rough estimate by comparison with the results of [3] . Due to the extra subtraction terms, the CPU time needed here is about an order of magnitude larger than in the IR-and collinear convergent cases studied in [3] .
Conclusion
Two different methods to calculate scalar two-loop vertex diagrams with infrared and collinear divergences have been investigated and interesting techniques for their calculation have been developed. An important case with different masses has been solved, which is a step forward to a realistic calculation of the two-loop decay Z → bb. The results show that both methods deliver consistent results. This confirms the expectation that the two techniques developed are applicable in the demanding cases considered here. helpful discussions. 
