Abstract. A logistic equation with distributed delay is considered in the case where the growth rate oscillates sinusoidally about a positive mean value. A delay kernel is chosen which admits bifurcation of the equilibrium state into a periodic solution when the growth rate is constant. It is shown that the fluctuations in growth rate modulate the bifurcation into a quasiperiodic solution. In certain circumstances, however, it is shown that frequency locking can occur but that this is a local phenomenon which does not persist outside the immediate vicinity of the bifurcation point.
1. Introduction. J. M. Cushing [1] has investigated stability and bifurcation for a Volterra delay logistic equation of the form (1.1) Ut/U=a 1-fl K(t-t')U(t') dt' where U is the population density of the species at time t, a is the growth rate,/3 is a positive constant (/3 -1 is the carrying capacity) and K is a delay kernel. Without loss of generality it may be assumed that K is normalized in such a way that (1.2) K (t') dt'= K (t-t') dt'= 1. When (1.2) holds, (1.1) admits the positive equilibrium solution (1.3) U(t)
If T is the characteristic time associated with the delay kernel K, it is possible to redefine as a dimensionless time scaled on T, so that in the new variable the delay time is unity. Under this transformation (1.1) remains unchanged, except that now a is a dimensionless growth rate parameter which measures the ratio of delay time to growth time. We assume that (1.1) is dimensionless in time in this sense. Cushing [1] studied the stability of the solution (1.3), giving details particularly in the case of the delay kernel (1. 4) K(t) e -t.
He showed that when (1. In this paper we shall limit the discussion to the case where the delay kernel K has the form (1.4). This allows considerable simplification of the algebra while retaining the principal qualitative features of the general case.
In 2 we present the stability and bifurcation discussion for (1.5)-(1.6), using a perturbation analysis based on the smallness of the parameter e. The results so obtained are found to be valid except when (1.7) 1, 2 or 3;
the general analysis breaks down at the resonance values (1.7) of the forcing frequency.
We find that the location of the bifurcation point is displaced a distance O(e 2) and that the norm of the bifurcating solution is O(e). Very similar behavior is found when f is very close to 2, except that in this (subharmonic) case the locked-in frequency is 1/2 and the norm of the bifurcating solution is O(e 1/2). The response is thus greatest when fl 2. Once again the frequency locking does not persist outside a neighborhood of the bifurcation point.
When 1 3 we find that frequency locking occurs only at one special value of fl, and even then it is again a purely local phenomenon. In general when fl 3 the solution has essentially the behavior appropriate to the nonresonance situation described in 2.
2. Bifurcation: general case. We consider the system (1.5)-(1.6) with delay kernel defined by (1.4). We set (2.1) U(t)=-+u(t), whereupon (1.5) takes the form (2.2) ut -c(t) , g(t-t')u(t') c(t)u K(t-t')u(t') dt'. (1 + eZy)ut + eZu, -a(1 + e cos t*)(v + uv),
The vector q=(u, v, w) is expanded in a series of the form (2.10) and the bifurcation parameter/z is introduced through the representation (2.11). Substituting into (3.3) and equating coefficients of like powers of e we obtain a sequence of equations very similar to (2.12)-(2.14). 
The bifurcation behavior of the system (2.4) when the resonance condition (3.1) holds can be determined from analysis of the system (3.7). It is important to note that the significant difference between (3.7) and the corresponding system (2.28) is the presence of quadratic nonlinearities in the former. The effects of these will be revealed below. We observe, however, that since small-parameter scaling has already been ettected, the quadratic and cubic nonlinearities in (3.7) are of equal importance.
We begin by considering stability. We turn now to a consideration of bifurcation behavior for the system (3.7). 0=-tzA-2IzB + /32R2(3A +llB), 0= 2A I.B -2R2(llA-3B).
These are (3.7) for r-independent solutions with the quadratic and some other smaller terms omitted. From an examination of these we are quickly led to the conclusion that the system (3.21) admits no real solutions. Hence we can infer that (3.7) has no r-independent solutions of large norm for large I/z I. An inspection of (3.7) also reveals that there are no r-independent solutions (other than the trivial) of small norm for large t/zl. On the basis of this analysis, therefore it is tempting to conclude that the r-independent solutions bifurcating from/Zp,/zo terminate at finite values of To gain further insight into the bifurcation behavior we have computed numerically the r-independent solutions of (3.7) in the special case y 0,/3 1. The computations were performed on a Cyber digital computer at the University of Melbourne; the solution of the algebraic equations was accomplished using a library subroutine called Calfun.
The results of the calculations are shown in Fig. 1 , which depicts the norm R of solutions as a function of /x. We see that two solutions emerge from each of the bifurcation points P, Q (which correspond to the values /p, /./.O), one supercritical and one subcritical. The supercritical branch PF from P was continued numerically to a value /z 1.8; beyond this value no extension of this solution could be found. Similarly, the supercritical branch QF from Q could not be continued beyond/z 1.8. Since these two solution curves approached each other in norm there seems little doubt that they actually meet at F, and that there is in fact one closed continuous solution branch PFQ joining the two bifurcation points P, Q and supercritical with respect to both of them. In like fashion the subcritical branches beginning at P and Q each appear to turn around, at G and H respectively, and meet at E, where To determine what happens outside the range (3.23), or (3.25) , it is necessary to look at the possibility of new solutions of (3.7) bifurcating from the computed solutions shown in Fig. 1 In this case we set (4.4) a 2(1 + e/x +" and expand the vector q (u, v, w) in the form (4.5) q(t*, r) el/2qx(t*, or) + eqz(t*, r) + e3/2q3(t* 0") +" Clearly the response is greater when A 2 than for other values of A.
Substituting (4.4)-(4.5) into (4.3) and equating coefficients of like powers of e, we obtain a sequence of equations, the first of which is identical with (2.12), and the
L(q3) -(u, + 3"u,t. + 2p, v + Z, v,, + 3"va,t*, w,, + 3"w,t.), where L is the operator (2.15) with replaced by t*, and where (4.8) Z 2B(uav2 + uvl)+ 2 cos 2t*v.
The solution for q is (2.17) with r replaced by r and by t*. Equation (4.6) is identical with (2.19) and can be solved in standard manner. We then calculate Z and apply the Fredholm alternative to (4.8) to obtain, after some simplifying algebra, the following equations for the amplitude functions A and B" 5A + (1/2-/x)a + (53" 1 2tx )B + BZRa(3A + 11B) 0, (4.9) 5B-(5, + 1-2u)A-(1/2+z)B-hB2R2(llA-3B)=O.
Equations (4.9) describe the bifurcation behavior in the resonance case (4.1). It. is interesting to note that, by comparison with the corresponding equations (3.7) in the previous section, (4.9) have no quadratic nonlinearities. In fact the nonlinear terms are identical with those appearing in (2.28), and the systems differ only in the linear terms.
The analysis of (4.9) is very similar to that of (3.7) in the previous section. We begin by considering the stability of the null solution" linearizing (4.9) and setting A, B proportional to exp (,r), we obtain the characteristic equation (4.18) , and hence no tr-independent bifurcating solutions. From this discussion we can infer that the bifurcation diagram for tr-independent solutions of (4.9) is as shown in Fig. 2 . (By contrast with Fig. I this diagram is schematic, but the picture has been confirmed by selected numerical computations similar to those outlined in 3.) There is a single continuous branch of solutions joining the points P, Q and extending to the right beyond Q as far as the point F.
Unlike Fig. 1 there is now only one continuous solution branch. This is due to the absence of quadratic nonlinearities in (4.9), which results in the degeneration and coalescence of the two distinct solution curves of Fig. 1 .
Apart from the last-mentioned feature the situation is very similar to that described in 3. When 3, lies in the range (4.13) the system (4.9) admits tr-independent solutions in the range (4.24) /xp < < (4.26) 2e/xp < a 2 < 2e/Xv. Outside this range we can reasonably expect periodic solutions of (4.9).
The relative simplicity of (4.9) makes it possible to obtain some stability results analytically. The system (4.9) in polar coordinates is 5R, =/zR +R sin (20-b)-/32R 3, 5A-(/x-)A + (53"-2/x-)B +2&4(7A2-7BZ-38AB) +R(3A+llB)=O, These equations are similar to (3.7) in that they contain both cubic and quadratic nonlinearities; there are, however, significant differences, particularly in the structure of the linear terms.
For the stability of the null solution we linearize (5.3) and set A, B proportional to exp (,-). The stability exponents are now clearly given by When (5.6) holds the stability exponent at the critical point (5.5) is a double real eigenvalue of the relevant stability matrix.
Leaving aside for the moment the special case (5.6) we anticipate in general a Hopf bifurcation from the null solution at 4. Except when (5.6) holds, therefore, a z-periodic solution of (5.3) will bifurcate and can be calculated in the usual way. It can be shown that this solution is supercritical and stable.
The periodic bifurcating solution of (5.3) implies a quasiperiodic bifurcating solution of the form (2.10) of the original problem. Thus when (5.1) applies we do not have frequency locking near resonance except perhaps in the special case (5.6).
We turn now to the latter and look for frequency-locked solutions when (5.6) holds; that is, we look for z-independent solutions of (5.3) when y is given by (5.6).
Converting to polar coordinates we see readily that such solutions are solutions of the pair of algebraic equations In the range (5.12) /2 < t2 </2F, on the other hand, there are two positive roots, and it can be inferred that the bifurcation diagram in this case is as shown in Fig. 3 .
Once again the phenomenon of frequency locking is completely local, and, moreover, in this case occurs only for the special value (5.6) of ,. Because of the special nature of this behavior it seems unnecessary to pursue the question of the stability of the solutions of (5.9), particularly since this has been done in slightly different contexts by Rosenblat and Cohen [3] and Rosenblat [4] . As in 3 and 4 it seems reasonable to conjecture that a new r-periodic solution bifurcates from the solution curve shown in Fig. 3 , and corresponds to a quasiperiodic solution of the original problem.
