Abstract. In this article we present an Lp-theory (p ≥ 2) for the timefractional quasi-linear stochastic partial differential equations (SPDEs) of type
Introduction
Fractional calculus and related equations have become important topics in many science and engineering fields. For instance, they appear in mathematical modeling [27, 46] , control engineering [5, 34] , biophysics [15, 25] , electromagnetism [14, 44] , polymer science [2, 32] , hydrology [4, 41] , and even finance [36, 40] . While the classical heat equation ∂ t u = ∆u describes the heat propagation in homogeneous mediums, the time-fractional diffusion equation ∂ the probability theory related to non-Markovian diffusion processes with a memory [29, 30] . However, so far, the study of time-fractional partial differential equations is mainly restricted to deterministic equations. For the results on deterministic equations, we refer the reader e.g. to [38, 49] (L 2 -theory), [48] (L p -theory), and [35, 9, 17] (L q (L p )-theory). Also see [8] for BU C 1−β ([0, T ]; X)-type estimates, [7] for Schauder estimates, [51] for DeGirogi-Nash type estimate, and [50] for Harnack inequality.
In this article we prove existence and uniqueness results in Sobolev spaces for the time-fractional SPDEs of non-divergence type
as well as of divergence type
Here, α and β are arbitrary constants satisfying α ∈ (0, 2), β ∈ (−∞, α + 1 2 ), (1.3) and the equations are interpreted by their integral forms (see Definition 2.5). The notation ∂ γ t denotes the Caputo derivative and the Riemann-Liouville integral of order γ if γ ≥ 0 and if γ ≤ 0, respectively (see Section 2) . The coefficients a ij , b i , c, σ ijk , µ ik , and ν k are functions depending on (ω, t, x) ∈ Ω × [0, ∞] × R d , and the nonlinear terms f , f i , h, and g k depend on (ω, t, x) and the unknown u. The indices i and j go from 1 to d and k runs through {1, 2, 3, · · · }. Einstein's summation convention on i, j, and k is assumed throughout the article. By having infinitely many Wiener processes in the equations, we cover SPDEs for measure valued processes, for instance, driven by space-time white noise (see Section 7.3) . Concerning the leading coefficients a ij , while in the divergence case we assume they are measurable in ω, piecewise continuous in t, and uniformly continuous in x, in the non-divergence case we further assume sup ω,t |a ij (t, ·)| C |γ| (R d ) < ∞ to get H γ+2 p -valued solutions. Here γ ∈ R and p ≥ 2.
Our motivation of studying time-fractional SPDEs of type (1.1) and (1.2) naturally arises from the consideration of the heat equation in a material with thermal memory and random external forces. For a detailed derivation of these equations, we refer the reader to [6] . If α = β = 1 then (1.1) and (1.2) are classical secondorder SPDEs of non-divergence and divergence types. Hence our equations are far-reaching generalizations. The condition β < α + 1/2 in (1.3) is necessary to make sense of the equations. We refer again to [6] for the reason.
To the best of our knowledge, [11, 10, 12] made first attempt to study the mild solutions to time-fractional SPDEs. The authors in [11, 10, 12] where β := 1 + α − β ′ . Thus equation (1.5 ) is similar to our equations, but it is quite simple compared to ours. For instance, the operator A in (1.4) is independent of (ω, t), and equation (1.4) contains only a additive noise. The extra condition β > α − 1 is also assumed there. We also refer to a recent article [6] , where an L 2 -theory for time-fractional SPDEs is presented under the extra condition α, β ∈ (0, 1). The main tool used in [6] for the L 2 -estimate is the Parseval's identity.
In this article we exploit Krylov's analytic approach to study the strong solutions of much general equations. To obtain L p -estimates of solutions, we control the sharp functions of the solutions in terms of the maximal functions of free terms f , h, and g, and then apply Hardy-Littlewood theorem and Fefferman-Stein theorem. The lack of integrability of derivatives of kernels related to the representation of solutions to some model equations causes main difficulties in carrying out this procedure. We prove that for any γ ∈ R and p ≥ 2, under a minimal regularity assumption (depending on γ) on the coefficients and the nonlinear terms, equation (1.1) with zero initial condition has a unique H γ+2 p -valued solution, and for this solution the following estimate holds:
where
) and c 2), we prove uniqueness, existence, and a version of (1.6) for γ = −1.
Our main results, Theorem 2.17 and Theorem 2.15, substantially improve the results of [11, 10, 12] in the sense that (i) we study the strong solutions, (ii) our coefficients are much general and allowed to be discontinuous and depend on (ω, t, x), (iii) the second and lower order derivatives of solutions appear in the stochastic part of our equations, (iv) non-linear terms are also considered, (v) we do not impose the lower bound of β and there is no restriction on γ, and (vi) we also cover SPDEs driven by space-time white noise with space dimension
This article is organized as follows. In Section 2 we present some preliminaries on the fractional calculus and introduce our main results. We prove a parabolic Littlewood-Paley inequality for a model time-fractional SPDE in Section 3. The unique solvability and a priori estimate for the model equation are obtained in Section 4. We prove Theorems 2.17 and 2.15 in Section 5 and 6, respectively. In Section 7.3 we give an application to SPDE driven by space-time white noise.
Finally we introduce some notation used in this article. We use ":=" to denote a definition. As usual, R d stands for the d-dimensional Euclidean space of points x = (x 1 , . . . , x d ), B r (x) := {y ∈ R d : |x − y| < r}, and B r := B r (0). N denotes the natural number system and C indicates the complex number system. For i = 1, . . . , d, multi-indices a = (a 1 , . . . , a d ), a i ∈ {0, 1, 2, . . .}, and functions u(x) we set 
We write
where M µ denotes the completion of M with respect to the measure µ. If there is no confusion for the given measure and σ-algebra, we usually omit the measure and the σ-algebra. We denote by
the Fourier and the inverse Fourier transforms of f in R d respectively. ⌊a⌋ is the greatest integer which is less than or equal to a, whereas ⌈a⌉ denotes the smallest integer which is greater than or equal to a. a ∧ b := min{a, b}, a ∨ b := max{a, b}, a + := a ∨ 0, and a − := −(a ∧ 0). If we write N = N (a, b, · · · ), this means that the constant N depends only on a, b, · · · . Throughout the article, for functions depending on (ω, t, x), the argument ω ∈ Ω will be usually omitted.
Main Results
First we introduce some elementary facts related to the fractional calculus. We refer the reader to [33, 39, 3, 16] for more details. For ϕ ∈ L 1 ((0, T )) and n = 1, 2, · · · , define n-th order integral
In general, the Riemann-Liouville fractional integral of the order α ≥ 0 is defined as
By Jensen's inequality, for p ∈ [1, ∞],
Thus I α t ϕ(t) is well-defined and finite for almost all t ≤ T . This inequality shows
The inequality for p = ∞ implies that if f n (ω, t) converges in probability uniformly in [0, T ] then so does I α t f n . Using Fubini's theorem one can easily show for any α, β ≥ 0
It is known that if p > 1 α and α − 1 p / ∈ N then (see [39, Theorem 3.6] )
, and m be the maximal integer such that m < α. It is also known that, for any β ≥ 0 (see [39, Theorem 3.2] )
if either α + β / ∈ N or α, β ∈ N ∪ {0}. Next we introduce the fractional derivative D α t , which is (at least formally) the inverse operator of I α t . Let α ≥ 0 and ⌊α⌋ = n − 1 for some n ∈ N. Then obviously
For a function ϕ(t) which is (n − 1)-times differentiable and 
and
By (2.2) and (2.5), for any α, β ≥ 0, Let (Ω, F , P ) be a complete probability space and {F t , t ≥ 0} be an increasing filtration of σ-fields F t ⊂ F , each of which contains all (F , P )-null sets. We assume that an independent family of one-dimensional Wiener processes {w k t } k∈N relative to the filtration {F t , t ≥ 0} is given on Ω. By P, we denote the predictable σ-field generated by F t , i.e. P is the smallest σ-field containing every set A × (s, t], where s < t and A ∈ F s .
It is well-known that if γ = 1, 2, · · · , then
For a tempered distribution u ∈ H γ p and φ ∈ S(R d ), the action of u on φ (or the image of φ under u) is defined as
Let l 2 denote the set of all sequences a = (a 1 , a 2 , · · · ) such that
We introduce stochastic Banach spaces:
Here P dP ×dt is the completion of P w.r.t dP × dt. We write g ∈ H ∞ 0 (T, l 2 ) if g k = 0 for all sufficiently large k, and each g k is of the type
where τ i ≤ T are stopping times with repect to F t and
(i) and (iii) of Lemma 2.2 below are used e.g. when we apply I α t and D α t to the time-fractional SPDEs, and (ii) can be used in the approximation arguments.
holds for all t ≤ T (a.s.) and also in
, where the convergence of the series in both sides is understood in probability sense.
(
Proof. See Lemmas 3.1 and 3.3 of [6] .
. Therefore, one can apply Lemma 2.2 (ii) with h n (t) = (g n (t, ·), φ) and h(t) = (g(t, ·), φ).
Let α ∈ (0, 2), β < α + 1 2 and set Λ := max(⌈α⌉, ⌈β⌉).
, and v 0 ∈ U α−1,γ4 p for some γ i ∈ R (i = 1, 2, 3, 4). We say that u satisfies
holds for all t ∈ [0, T ] (a.s.) (see Remark 2.8 for an equivalent version of (2.13)). In this case we say (2.12) holds in the sense of distributions. We say u (or (2.12)) has zero initial condition if (2.13) holds with u 0 = v 0 = 0.
Below we discuss how the space U α,γ p is chosen and show why (2.13) is an appropriate interpretation of (2.12).
Remark 2.6. In this article we always assume u(0) = 1 α>1 ∂ t u(0) = 0. The space U α,γ p is defined for later use. It turns out that for the solution to the equation
we have, for any γ ∈ R and κ > 0, 
holds for almost all t ≤ T (a.s.). Indeed, applying D Λ−α t to (2.13) and using (2.6), we get equality (2.14) for almost all t ≤ T (a.s.). Here I
Note that if α ≤ β, the last term of (2.14) makes sense due to Lemma 2.2(iii) and the assumption β − α < 1/2. For the other direction, we apply I Λ−α t to (2.14) and get (2.13) for all t ≤ T (a.s.). This is because (I Λ−α t u, φ) is continuous in t by the assumption u ∈ H γ1+2 p (T ). Also, taking D α t to (2.14), we formally get a distributional version of (2.12):
(ii) Let β < 1/2 and u(0) = 1 α>1 u ′ (0) = 0. Denotē
Then from (2.14) and Lemma 2.2(iii) it follows that the equality (u(t), φ) = I α t f (t) +f (t), φ holds for almost all t ≤ T (a.s.). Therefore (2.13) holds for all t ≤ T (a.s.) with f +f and 0 in place of f and g, respectively.
To use some deterministic results later in this article we show our intepretation of (2.12) coincides with the one in [17, 48, 49] . In the following remark u is not random and γ 1 = γ 2 = γ.
(T ) if and only if there exists a sequence
The following two statements are equivalent:
, and u satisfies ∂ α t u = f with zero initial condition in the sense of Definition 2.4.
. Take u n and f n as above.
and letting n → ∞ we conclude
(2.15)
Taking I Λ−α to both sides of (2.15) and recalling Λ ≥ 1, one easily finds that I Λ−α u has an H 
Extend u so that u(t) = 0 for t < 0. Take η ∈ C ∞ c ( (1, 2)) with the unit integral, and denote η ε (t) = ε −1 η(t/ε),
and f ε := f ⋆ η ε . Note u ε (t) = 0 for t < ε, and thus u ε ∈ C n ([0, T ]; H γ p ) for any n. Multiplying by a smooth function which equals one for t ≤ T and vanishes for t > T + 1, we may assume
After this, multiplying by appropriate smooth cut-off functions of x, we can approximate u ε,δ and f ε,δ with functions in
, and therefore we may assume 16) where
so that for any t ≤ T and u ∈ H γ+2 p (T ) satisfying (2.12) with the zero initial condition,
(2.17)
Observe that
Also, by (2.1), the Burkholder-Davis-Gundy inequality, and the Hölder inequality,
Thus from (2.18),
. Letū be the limit in this space. Then since (I
, we concludeū = I Λ−α u, and get (2.16) by considering the limit of (2.21) as ε → 0 in the space
(iv) As in the proof of (ii), we only consider the case γ = 0. By (2.14), for each
By Lemma 2.2 and the stochastic Fubini theorem (note if α < β then we define I
Thus by the Burkholder-Davis-Gundy inequality and the Hölder inequality, for any t ≤ T ,
where N depends on α, β and T . Thus, for any
. The claim of (iv) follows from Fatou's lemma. Assumption 2.11 below will be used for both divergence type and non-divergence type equations. As mentioned before, the argument ω is omitted for functions depending on (ω, t, x).
(ii) The leading coefficients a ij are continuous in x and piecewise continuous in t in the following sense: there exist stopping times 0
where each a ij n are uniformly continuous in (t, x), that is for any ε > 0, there exists a δ > 0 such that |a
There exists a constant δ 0 ∈ (0, 1] so that for any n, ω, t, x
, and µ ik = 0 if β ≥ 1/2 + α/2 for every i, j, k, ω, t, x.
Recall for a ∈ R, a + := a ∨ 0. For κ ∈ (0, 1), denote 
for which the following sharp estimate holds (see Lemma 3.6 and Theorem 4.3): for any γ ∈ R and κ > 0,
.
( 1) and (1.2) .
(ii) For the solution of stochastic heat equation du = ∆udt + g(u)dW t (this is the case when α = β = 1), the solution is once more differentiable than g (i.e. ∇u Lp ≈ g Lp ), and if g contains any second-order derivatives of u then one cannot control ∇u and any other derivatives of u. To describe the regularity of the coefficients we introduce the following space introduced e.g. in [21] . Fix δ 1 > 0, and for each r ≥ 0, let
where C r+δ1 (R d ) and C r−1,1 (R d ) are the Hölder space and the Zygmund space respectively. We also define the space B r (l 2 ) for l 2 -valued functions using | · | l2 in place of | · |.
It is well-known (e.g. [21, Lemma 5.2] ) that for any γ ∈ R, u ∈ H γ p and a ∈ B |γ| , 26) and similarly for any b ∈ B |γ| (l 2 ),
The following assumption is only for the divergence type equation. We use the notation f i (u), h(u), and g(u) to denote f i (t, x, u), h(t, x, u), and g(t, x, u), respectively. Take c 
(ii) For any ε > 0 there exists
for all u, v ∈ H 1 p and ω, t.
(iii) There exists a constant K 2 > 0 such that
Note that (2.
Finally
29)
where the constant N depends only on d, p, α, β, κ, δ 0 , δ 1 , K 1 , K 2 , and T .
Next we introduce our result for non-divergence equation. To have H 
(ii) There exists a constant K 3 so that for any ω, t, i, j,
(iii) For any ε > 0, there exists a constant
for any u, v ∈ H γ+2 p and ω, t.
See [21] for some examples of (2.31). Here we introduce only one nontrivial example. Let γ + 2 − d/p > n for some n ∈ {0, 1, 2, · · · } and
Take a δ > 0 so that γ + 2 − d/p − n > δ. Using a Sobolev embedding H γ+2−δ p ⊂ C γ+2−δ−d/p ⊂ C n , we get for any u, v ∈ H γ+2 p and ε > 0,
Here is our main result for non-divergence equation (1.1). 
32)
where the constant N depends only on d, p, α, β, κ, δ 0 , δ 1 , K 3 , K 4 , and T .
Parabolic Littlewood-Paley inequality
In this section we obtain a sharp L p -estimate for solutions to the model equation
For this, we prove the parabolic Littlewood-Paley inequality related to the equation. For the classical case α = β = 1 we refer to [19, 20, 24] . Consider the fractional diffusion-wave equation
By taking the Fourier transform and the inverse Fourier transform with respect to x, we formally find that u(t) = p(t) * u 0 is a solution to this problem if p(t, x) satisfies
It turns out that (see [13, 18] or Lemma 3.1 below) there exists a function p(t, x), called the fundamental solution, such that it satisfies (3.3). It is also true that p is infinitely differentiable in (0, ∞) × R d \ {0} and lim t→0
and q(t, x) := q α,1 (t, x). Note that q α,β is well defined due to above mentioned properties of p.
In the following lemma we collect some important properties of p(t, x), q(t, x), and q α,β (t, x) taken from [13] and [18] . and for each x = 0,
where E a,b (z), a > 0, is the Mittag-Leffler function defined as
(vi) The scaling properties hold:
Proof. (i), (ii), (iii), and (v) are easily obtained from Theorem 2.1 and Theorem 2.3 of [18] . The proof of (iv) can be found in Seciotn 6 of [18] . For the scaling property (vi), see [18, (5. 2)].
The following result is well-known, for instance if α ∈ (0, 1]. For the completeness of the article, we give a proof.
converges to f (x) uniformly as t ↓ 0.
Proof. By (3.7), for any t > 0,
Since f ∈ C 2 0 (R d ), for any ε > 0, one can take a small δ so that I(δ) < ε. Moreover due to (3.6), for fixed δ > 0, J (δ) → 0 as t ↓ 0. The corollary is proved.
In the remainder of this section, we restrict the range of β so that
Thus by definition (2.24), we have
In the following section (i.e. Section 4) we prove that if g ∈ H ∞ 0 (T, l 2 ) then the unique solution (in the sense of Definition 2.4) to equation (3.1) with the zero initial condition is given by the formula
By Burkerholder-Davis-Gundy inequality
Our goal is to control the right hand side of (3.13) in terms of g Lp(T,l2) . For this, we introduce some definitions as follows. Let H be a Hilbert space. For
Note that, due to Lemma 3.
We also define the sublinear operator T as
where | · | H denotes the given norm in the Hilbert space H. T is sublinear due to the Minkowski inequality f + g L2((−∞,t);H) ≤ f L2((−∞,t);H) + g L2((−∞,t);H) . (3.14)
Now we introduce a parabolic version of Littlewood-Paley inequality. The proof is given at the end of this section. Theorem 3.3. Let H be a separable Hilbert space, p ∈ [2, ∞), T ∈ (−∞, ∞], and α ∈ (0, 2). Assume that (3.11) holds. Then for any g ∈ C ∞ c (R d+1 ; H), 15) where
Remark 3.4. By Theorem 3.3, the operator T can be continuously extended onto L p (R d+1 ; H). We denote this extension by the same notation T .
Remark 3.5. Take u and g from (3.12). Extend g(t) = 0 for t ≤ 0. Note that the right hand side of (3.13) is E´R d´T −∞ |T g(t, x)| p dtdx. Thus, using (3.15) (actually Remark 3.4) for each ω and taking the expectation, we get
First we prove Theorem 3.3 for p = 2. The following lemma is a slight extension of [6, Lemma 3.8] , which is proved only for α ∈ (0, 1) with constant N depending also on T . For the proof we use the following well-known property of the MittagLeffler function: if α ∈ (0, 2) and b ∈ C, then there exist positive constants ε = ε(α) and C = C(α, b) such that
See [38, Lemma 3.1] for the proof of (3.16).
Lemma 3.6. Suppose that the assumptions in Theorem 3.3 hold. Then for any 17) where N = N (d, p, α, β) is independent of T .
Proof.
Step 1. First, assume g(t, x) = 0 for t ≤ 0. In this case we may assume T > 0 because the left hand side of (3.17) is zero if T ≤ 0.
We prove (3.15) for T = 1. Since g(t, x) = T g(t, x) = 0 for t ≤ 0, by Parseval's identity and (3.7),
where the last inequality is due to (3.16) and the condition α − β > −1/2. Thus to prove our assertion for T = 1 we only need to prove
By (3.16), if |ξ| ≥ 1 (recall we assumed β > 1/2 in this section),
Therefore, the case T = 1 is proved. For arbitrary T > 0, we use (3.10), which implies
and consequently
. By using the result proved for T = 1,
Thus (3.15) holds for all T > 0 with a constant independent of T . It follows that (3.15) also holds for T = ∞.
Step 2. General case. Take a ∈ R so that g(t, x) = 0 for t ≤ a. Then obviously, forḡ(t, x) := g(t + a, x) we haveḡ(t) = 0 for t ≤ 0. Thus it is enough to apply the result for Step 1 withḡ and T − a in place of g and T respectively.
For a real-valued measurable function h on R d , define the maximal function
|h(y)|dy.
The Hardy-Littlewood maximal theorem says
For a function h(t, x), set
, we first fix t and estimate (M x h(t, ·))(x). After this, we fix x and regard (M x h(t, ·))(x) as a function of t only to estimate the maximal function with respect to t.
Denote
where N = N (d, α, β).
Proof. By Lemma 3.6,
For any (t, x) ∈ Q 0 and y ∈ B 3d , since |x − y| ≤ |x|
Here is a generalization of Lemma 3.7.
; H) and assume that g(t, x) = 0 for |t| ≥ 4
and ζ = 0 outside B 3d . Recall that T is a sublinear operator, and therefore
Since T (ζg) can be estimated by Lemma 3.7, we may assume that g(t, x) = 0 for x ∈ B 2d . Let 0 > s > r > −4 2 α . Then by (3.10),
To proceed further we use the following integration by parts formula : if F and G are smooth enough then for any 0 < ε < R < ∞,
Indeed, (3.23) is obtained by applying integration by parts tô
Observe that if (s, y) ∈ Q 0 and ρ > 1, then 
Then due to the fact that (
The lemma is proved.
Proof. Note that g(s, ·) = 0 for s ≥ −3 2 α . Recalling (3.10), we have
If |z| ≥ 4d, then g(r, y − z) = 0 since y ∈ Q 0 and |y − z| ≥ |z| − |y| ≥ 3d. Therefore, by Minkowski's inequality and Lemma 3.1,
whereĉ ∈ (1, 2) if c 1 = 1 and d = 1, and otherwiseĉ = c 1 . Since |s − r| ∼ |r| for r < −3
; H) and assume that g(t, x) = 0 outside of
Proof. Due to Poincaré's inequality, it is enough to shoŵ
Because of the similarity, we only provê
Note that since g(s, ·) = 0 for s ≥ −3
where the above inequality is from Minkowski's inequality. Recall (3.10). Thus for any (s, y) ∈ Q 0 ,
Since g(r, y − z) = 0 if |z| ≤ d and
Let (t, x) ∈ Q 0 . By using (3.23) and Lemma 3.1(v),
where ε ∈ [0, 2] is taken so that c 1 + ε ∈ (1, 2). Therefore, For a measurable function h(t, x) on R d+1 , we define the sharp function
and the supremum is taken over all Q ⊂ R d+1 containing (t, x) of the form
By Fefferman-Stein theorem,
Also note that for any c ∈ R,
Proof of Theorem 3.3. If p = 2, (3.15) follows from Lemma 3.6. Hence we assume p > 2. First we prove for each Q = Q R (s, y) and (t, x) ∈ Q,
Note that for any h 0 ∈ R and h ∈ R d ,
whereḡ(s, y) := g(s − h 0 , y − h). This shows that to prove (3.29) we may assume (s + R 2 α , y) = (0, 0). Also, due to (3.18) (or (3.19)),
Since dilations do not affect averages, it suffices to prove (3.29) with R = 2, i.e.
Now we take a function ζ ∈ C 
Observe that g = g 1 + g 2 + g 3 and
(3.30)
(3.30) is because T is sublinear (see (3.14)), and (3.31) comes from the facts
and 
Therefore, for any c ∈ R,
and by (3.28)
Note g 1 and g 2 satisfy the conditions of Lemma 3.8 and 3.9, respectively, and thus
The second inequality above is due to |g i | ≤ |g| (i = 1, 2, 3). Take c = (T g 3 ) Q0 and note that
(3.34) Note also, on Q 0 , T g 3 does not depend on the values of g 3 (t, x) for t > 0. Hence the above two integrals do not change if we replace g 3 by g 3 ξ, where ξ ∈ C ∞ (R) so that 0 ≤ ξ ≤ 1, ξ = 1 for t ≤ 1, and ξ = 0 for t ≥ 2 2/α . Now it is easy to check that g 3 ξ satisfies the assumptions of Lemma 3.10, and therefore the right hand side of (3.34) is controlled by
Hence (3.29) is finally proved.
We continue the proof of the theorem. By (3.29) and Jensen's inequality 
This proves the theorem if T = ∞. Note that if T < ∞ the left hand side of (3.3) does not depend on the value of g for t ≥ T . Takeξ ∈ C ∞ (R) such that 0 ≤ξ ≤ 1, ξ = 1 for t ≤ T andξ = 0 for t ≥ T + ε, ε > 0. Then it is enough to apply the result for T = ∞ with gξ. Since ε > 0 is arbitrary the theorem is proved.
Model Equation
Let α ∈ (0, 2) and β ∈ −∞, α + 1 2 . In this section we obtain the uniqueness, existence, and sharp estimate of strong solutions to the model equation for almost all t ≤ T (a.s.). By the Burkholder-Davis-Gundy inequality and the Hölder inequality, for all t ≤ T ,
A version of Lemma 4.2 can be found in [6] for p = 2 and α, β ∈ (0, 1). But solutions spaces are slightly different, and our proof is more rigorous.
Then u ∈ H 2 p (T ) and satisfies (4.1) with the zero initial conditon in the sense of distributions (see Definition 2.4). 
Due to the continuity with respect to t, for each x we get
and therefore (a.s.)
In other words, the above equality holds (a.e.) on
By the definition of the differentiation, for each (ω, t, x),
By the mean value theorem, the integration by parts, and Lemma 3.1(i) and (ii), (u(t) − w(t), φ) = I α (∆u, φ), (a.e.) t ≤ T.
Taking (w(t), φ) to the right hand side of the equality and using the continuity of u with respect to t, we get (u(t), φ) = I where N = N (d, p, α, β) is independent of T .
Proof. Due to the isometry (I − ∆) γ/2 : H γ p → L p , we only need to prove the case γ = 0.
Recall that as discussed in Remark 2.9 for the deterministic case, our sense of solutions introduced in Definition 2.4 coincides with the one in [17] . Therefore the uniqueness result easily follows from the deterministic result ([17, Theorem 2.9], cf. [48] ). Therefore it is sufficient to prove the existence of the solution and estimates (4.6) and (4.7). Then by Lemma 4.2, u ∈ H 2 p (T ) is a solution to equation (4.1) with the zero initial condition. Thus we only need to prove the estimates. We divide the proof acoording to the range of β.
Case 1: β > where N depends only on α, p, γ, δ 0 , K 3 , T , M 0 , and the modulus of continuity of a ij n . In particular, N depends on M 0 but independent of the choice of τ 1 , · · · , τ M0−1 . Proof. If γ = 0 then this lemma is proved in [17, Theorem 2.9] under the condition that a ij n are uniformly continuous in (t, x), but without the condition |a ij | B |γ| ≤ K 3 . The proof for the case γ = 0 depends on the one for γ = 0.
We divide the proof into several steps. (Step 1). Assume that a ij are independent of (t, x). In this case (5.7) holds due to [17, Theorem 2.9] (or see [48, 49] ) if γ = 0. For the case γ = 0 it is enough to apply the operator (1 − ∆) γ/2 to the equation. We show that (5.7) leads to 8) where N 0 = N 0 (α, p, γ, δ 0 ), and thus independent of T . Obviously, to prove the independency of T we only need to consider the case γ = 0, and for this case, it is enough to notice that v(t, x) := u(T t, T α/2 x) satisfies ∂ gives certain smoothing effect to B t in the time direction.
