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a b s t r a c t
In this paper, an inverse geometric problem for the modified Helmholtz equation arising
in heat conduction in a fin is considered. This problem which consists of determining
an unknown inner boundary of an annular domain and possibly its surface heat transfer
coefficient fromone or two pairs of boundary Cauchy data (boundary temperature and heat
flux) is solved numerically using the meshless method of fundamental solutions (MFS). A
nonlinear unconstrained minimisation of the objective function is regularised when noise
is added to the input boundary data. The stability of the numerical results is investigated
for several test examples with respect to noise in the input data and various values of the
regularisation parameters.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The identification of unknown obstacles and their resistive characteristics are very important in inverse problems, design
and optimisation. In this paper, we consider the inverse problem which consists of determining an unknown defect D
compactly contained in a simply-connected bounded domain Ω assuming that the steady-state temperature u satisfies
the modified Helmholtz equation governing the heat conduction in a fin, see e.g. [1],
∇2u− k2u = 0 inΩ \ D, (1)
from the knowledge of the Dirichlet temperature data u and the Neumann heat flux data ∂u/∂n on the boundary ∂Ω ofΩ ,
where n is the outward unit normal at ∂Ω , and a boundary condition (Dirichlet, Neumann or Robin) on the boundary ∂D of
D. In Eq. (1), k =

β
λδ
, where β represents the convective heat transfer coefficient, δ is the half-fin thickness and λ is the
thermal conductivity of the fin.
The inverse nonlinear ill-posed problem of determining the inner boundary ∂D and possibly its surface heat transfer
coefficient, if a Robin condition is prescribed on ∂D, is approached using a regularised minimisation procedure which
employs an MFS solver at each iteration. This study is general and builds upon the previous recent applications of the MFS
for solving inverse geometric problems governed by the Laplace equation, see [2,3], the Helmholtz equation, see [4], the
biharmonic equation, see [5], the Lamé system in elasticity, see [6], and the Stokes system in slow viscous flow, see [7]. A
related inverse geometric problem when the unknown defect, e.g. a crack, is at the boundary of ∂Ω , known as the inverse
boundary corrosion detection has been investigated using the MFS in [8–10] for the isotropic, anisotropic and functionally
graded Laplace equation, in [11] for Helmholtz-type equations, in [12] for the biharmonic equation, and in [13] for the Lamé
system in elasticity. For more details about the MFS, as applied to inverse problems in general, see the recent review in [14].
We finallymention that there also exists an extensive literature on using the boundary elementmethod (BEM) instead of the
MFS for internal boundary identification, see e.g. [15,16] for the Laplace equation in electrical impedance tomography (EIT),
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[17] for the Lame system in elasticity, and [18] for themodifiedHelmholtz equation. However, there are clearmethodological
differences between the MFS and the BEM, see e.g. [19] for a comparison between the two methods. In summary, although
the MFS formulation may introduce some extra ill-conditioning, by avoiding the numerical integration it is considerably
easier to use, especially in higher dimensional problems.
The outline of this paper is as follows. In Section 2 we introduce the mathematical formulation, whilst in Section 3 we
present the MFS for the modified Helmholtz equation. In Section 4 we present and discuss the numerically obtained results.
In Section 5 we give some conclusions and possible future work.
2. Mathematical formulation
We consider a bounded simply-connected domain Ω with smooth boundary such as D ⊂ Ω , and Ω \ D is connected.
The steady-state temperature u satisfies the modified Helmholtz equation (1) subject to the boundary conditions
u = f on ∂Ω, (2)
and
∂u
∂n
+ αu = 0 on ∂D, (3)
where f ∈ H1/2(∂Ω) is non-constant and α ≥ 0 is the surface heat transfer coefficient. In Eq. (3), n denotes the outward
normal to the domainΩ \D, i.e. pointing inwards with respect to D. It is well-known that the direct Robin problem given by
Eqs. (1)–(3) has a unique solution u ∈ H1(Ω \D), when D is known. We can then define a nonlinear operator Ff (∂D), which
maps the set of admissible Lipschitz boundaries ∂D to the data space of Neumann heat flux data in H−1/2(∂Ω), as follows:
Ff (∂D) := ∂u
∂n

∂Ω
= g ∈ H−1/2(∂Ω). (4)
Then the inverse problem under consideration consists of extracting some information about the boundary ∂D from the
data g = Ff (∂D). The data (4) may also be only partial, i.e. the flux beingmeasured on a non-zeromeasure portion Γ ⊂ ∂Ω ,
instead of thewhole boundary ∂Ω . It is well-known that this obstacle inverse problem is nonlinear and ill-posed, as opposed
to the direct problemwhich is linear and well-posed. In this case, the Robin boundary condition (3) models Newton’s law of
cooling which gives a linear relationship between the heat flux and the surface temperature through a surface heat transfer
coefficient of proportionalityα. The simpler extreme casewhenα = 0, i.e. the obstacleD is a hard cavity onwhose boundary
∂D the homogeneousNeumann condition ∂u/∂n = 0 applies, possesses a unique solution, see [20, Theorem3.1]. Uniqueness
also holds for α = ∞, i.e. the obstacle is a soft rigid inclusion on whose boundary ∂D the homogeneous Dirichlet condition
u = 0 applies, as given by the following theorem.
Theorem 1. Let α = ∞, i.e. the Robin boundary condition (3) degenerates into the soft rigid inclusion Dirichlet boundary
condition
u = 0 on ∂D. (5)
Assume that the Dirichlet data f in (2) is not identically zero. Then a rigid inclusion D (with α = ∞) is uniquely determined by
the additional flux data (4).
Proof. Let us assume that there are two rigid inclusions (soft obstacles) D1 and D2 with the same Cauchy data (2) and (4).
As in the proof of Theorem 3.1 of [20], denote by D∞ the connected component of the complement of D1 ∪ D2, and let D∞
be the complement of D∞. We usually have the common situation sketched in Fig. 1, where Ω = D1 ∪ D2 ∪ D∞,D∞ =
Ω \ (D1 ∪ D2),D∞ = D1 ∪ D2,D∞ ∪ D∞ = Ω . If D1 ≠ D2 then there exists a connected component D0 ⊂ D∞ \ D1. Observe
that by the uniqueness of solution of the Cauchy problem for linear elliptic equations we have that u1 = u2 in D∞. The
boundary of D0 consists of points of ∂D1 where u1 = 0 and points of ∂D2 where u1 = u2 = 0. Applying Green’s formula to
Eq. (1) for the function u1 in D0 ⊂ Ω \ D1 we have
0 =
∫
D0

−∇2u1 + k2u1

u1 =
∫
D0

|∇u1|2 + k2u21

≥ 0. (6)
If k = 0 the uniqueness has already been proved in [21]. If k > 0, from (6) it follows that u1 = 0 inD0. By unique continuation
we obtain that u1 = 0 inΩ \D1, which contradicts the assumption that the Dirichlet data f in (2) is not identically zero. Thus
D1 and D2 must coincide such that D0 = ∅. This concludes the uniqueness proof for the rigid inclusion case α = ∞. 
Although the uniqueness of solution holds for the simpler extreme cases α ∈ {0,∞}, this solution, in general, does not
depend continuously on the input Cauchy data (2) and (4). Special corrective procedures are necessary in order to obtain
a stable solution, and in fact, we mention that a regularised MFS has recently been proposed by the authors in [22], see
also [23] for an alternative strategy of applying the MFS to boundary identification problems.
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Fig. 1. Sketch for the uniqueness proof.
In the general case α ∈ (0,∞) there are counterexamples for which the obstacleD cannot be uniquely retrieved, see [24]
for the case of Laplace’s equation, i.e. k = 0 in (1). We can elaborate on such a counterexample in the case of the modified
Helmholtz equation (1) with k > 0, as follows.
Counterexample. For a positive constant function α, let us consider the following sequence of functions:
uν(ρ, ϑ) =

Iν(kρ)+ CνKν(kρ)

cos(nϑ), ν > 0, (7)
where Iν and Kν are the modified Bessel functions of the first and second kind of order ν, respectively, and
Cν = krIν+1(kr)+ (ν − αr)Iν(kr)krKν+1(kr)− (ν − αr)Kν(kr) , r > 0. (8)
One may easily verify that uν satisfies the modified Helmholtz equation (1), and the Robin boundary condition (3) on the
boundary of the circle B(0; r) of radius r > 0. The Cauchy data (2) and (4) can easily be generated fromEq. (7) on a sufficiently
large circleΩ = B(0; R) of radius R > r . Then the non-uniqueness of the inverse problem follows if we can show that given
k > 0, for any α > 0 there exists ν = ν(α) > 0 such that the function φ : (0,∞)→ R defined by
φ(r) = krIν+1(kr)+ (ν − αr)Iν(kr)
krKν+1(kr)− (ν − αr)Kν(kr) (9)
is not injective. One can easily obtain, usingMAPLE for example, that limr→0 φ(r) = 0, limr→∞ φ(r) = sgn(k−α)∞, where
sgn is the signum function. The derivative of φ is given by
φ′(r) =
k

ν2 − αr + (k2 − α2)r2

Iν+1(kr)Kν(kr)+ Iν(kr)Kν+1(kr)


krKν+1(kr)− (ν − αr)Kν(kr)
2 . (10)
In order to investigate the non-injectivity of the function φ we consider the quadratic
(k2 − α2)r2 − αr + ν2 = 0 (11)
which is present in (10) and gives the stationary points of the function φ.
If α = k then φ is not injective in a neighbourhood of the point ν2/α.
If α ≠ k then (11) has the solutions
r1,2 = α ±

α2 − 4(k2 − α2)ν2
2(k2 − α2) .
If α > k then φ is not injective in a neighbourhood of the point
α −α2 − 4(k2 − α2)ν2
2(k2 − α2) .
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If 0 < α < k then one can take ν to be a subunitary fraction of α
2
√
k2−α2
, i.e. ν = αχ
2
√
k2−α2
with χ ∈ (0, 1), and then φ will
not be injective in a neighbourhood of the points
α(1±1− χ2)
2(k2 − α2) .
The above non-injectivity of the function φ shows that for any constant α ∈ (0,∞) we can satisfy the Robin boundary
condition (3) on circles of different radii, hence the inverse problem has a non-unique solution.
We briefly note that the situation regarding the uniqueness/non-uniqueness of solution is much more settled in the
case of a boundary determination in corrosion detection, see [25,20]. However, in many obstacle problems it is not always
physically realistic to assume that the boundary condition on the obstacle is known, inwhich situation the coefficientα in (3)
together with the obstacle D are to be simultaneously determined. Then, clearly one set of Cauchy boundary measurements
(2) and (4) is not sufficient to simultaneously recover the shape and the heat transfer coefficient. However, it turns out
that two linearly independent boundary temperatures measurements f1 and f2, one of which is positive, inducing, via (4),
two corresponding heat flux measurements g1 and g2, are sufficient to provide a unique solution for the pair (D, α), see
[24, Theorem 4.5]. Similar uniqueness, see [26,27], as well as stability, see [28], results have been obtained recently in the
more established case of identifying on unknown corroded boundary and its impedance.
We finally note that the mathematical heat conduction fin model given by Eqs. (1)–(4) also arises in electrostatics (with
k = 0), where u represents the electric potential, f is the voltage, g is the current flux and α corresponds to the impedance
which is the reciprocal of the resistance. Also, if in Eqs. (1) and (3), the real quantities k and α become purely imaginary we
have the corresponding situation in acoustics.
3. The method of fundamental solutions (MFS)
In the MFS for the modified Helmholtz elliptic equation, we can approximate the solution of Eq. (1) by a linear
combination of fundamental solutions with respect to source points which are placed outside the solution domain, namely
u(X) =
M+N−
j=1
ajG(X, ξ j), X ∈ Ω \ D, (12)
where theM+N vectors (ξ j)j=1,M+N are distinct source points (‘singularities’) located outside domainΩ and inside domain
D, and G is the fundamental solution of the modified Helmholtz equation (1). In two-dimensions it is given by, see e.g. [29],
G(X, Y ) = K0(kr), (13)
where r = ‖X − Y‖, K0 is the modified Bessel function of second kind of order zero. For simplicity, the constant 12π , which
does not appear in (13), has been embedded in the unknown coefficients (aj)j=1,M+N in (12). The modified Bessel function
K0 is computed using the NAG routine S18ACF.
For simplicity, we assume that Ω is the unit circle B(0; 1) and that the unknown domain D is star-shaped with respect
to the origin, i.e. ∂D = {(r(θ) cos(θ), r(θ) sin(θ))| θ ∈ [0, 2π)}, where r(θ) is a 2π-periodic smooth positive function with
values in the interval (0, 1). We take
X i = (cos(θ˜i), sin(θ˜i)), i = 1,M (14)
to be boundary collocation points uniformly distributed on ∂Ω = ∂B(0; 1), where θ˜i = 2π i/M for i = 1,M , and
X i+M = (ri cos(θi), ri sin(θi)), i = 1,N (15)
to be boundary collocation points on ∂D where θi = 2π i/N, ri := r(θi) for i = 1,N . The M + N vectors (ξ j)j=1,M+N in
(R2 \Ω) ∪ D are taken as
ξ j = (R cos(θ˜j), R sin(θ˜j)), j = 1,M, (16)
ξ j+M =
 rj
s
cos(θj),
rj
s
sin(θj)

, j = 1,N, (17)
where s > 1 and R > 1. The distributions of the boundary collocation points (14) and (15), and of the source points (16) and
(17) are schematically shown in Fig. 2.
When α is known, the MFS coefficient vector a = (aj)j=1,M+N and the radii vector r = (ri)i=1,N characterising the star-
shaped inner boundary ∂D can be determined by imposing the boundary conditions (2)–(4) in a least-squares sense which
recasts into minimising the nonlinear objective function
T (a, r) := ‖u− f ‖2L2(∂Ω) +
∂u∂n − g
2
L2(∂Ω)
+
∂u∂n + αu
2
L2(∂D)
+ λ1‖a‖2 + λ2‖r ′‖2, (18)
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Fig. 2. Distribution of source (◦) and boundary collocation (•) points for the direct problem associated to the pear-shape (26).
where λ1, λ2 ≥ 0 are regularisation parameters to be prescribed. The last term in (18) contains a C1-smoothing constraint
on the sought shape ∂D. Introducing the MFS approximation (12) into (18) yields
T (a, r) =
M−
i=1

M+N−
j=1
ajG(X i, ξ
j)− f (X i)
2
+
2M−
i=M+1

M+N−
j=1
aj
∂G
∂n
(X i−M , ξ
j)− g(X i−M)
2
+
2M+N−
i=2M+1

M+N−
j=1
aj

∂G
∂n
(X i−M , ξ
j)+ α(X i−M)G(X i−M , ξ j)
2
+ λ1
M+N−
j=1
a2j + λ2
N−1−
j=1
(rj+1 − rj)2. (19)
The minimisation of (19) imposes 2M + N nonlinear equations in the 2N +M unknowns (a, r), and for a unique solution it
is necessary thatM ≥ N . If there is noise in the measured data (4), we replace g in (19) by gε , namely,
gϵ(X i) = g(X i)+ ϵi, i = 1,M, (20)
where ϵi are random variables generated using the NAG routine D05DDF from a Gaussian normal distribution with mean
zero and standard deviation
σ = p×max
∂Ω
|g|, (21)
where p represents the percentage of noise. In Eq. (19), the normal derivative of G, via (13), is given by
∂G
∂n
(X, ξ) = −k (X − ξ) · n‖X − ξ‖ K1

k‖X − ξ‖

, (22)
where K1 is the modified Bessel function of second kind of order one, and
n(X) =

cos(θ)i+ sin(θ)j, if X ∈ ∂Ω,
1
r2(θ)+ r ′2(θ)

−(r ′(θ) sin(θ)+ r(θ) cos(θ))i+ (r ′(θ) cos(θ)− r(θ) sin(θ))j

, if X ∈ ∂D, (23)
where i = (1, 0) and j = (0, 1). The modified Bessel function K1 is computed using the NAG routine S18ADF. In (23), the
derivative r ′ is approximated using backward finite differences as
r ′(θ) ≈ ri − ri−1
θi − θi−1 , i = 1,N, (24)
with the convention that r0 = rN and θ0 = 0.
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Fig. 3. The numerical solutions for the normal derivative ∂u/∂n(1, θ), obtained by solving the direct problemwith various values of M = N ∈ {20, 40, 80},
for Example 1.
Theminimisation of the objective function (19) is accomplished computationally using the NAG routine E04FCF, which a
comprehensive algorithm for minimising an unconstrained sum of squares of nonlinear functions. Although the gradient of
the function (19) can be calculated analytically, the NAG routine E04FCF does not require the user to supply it. If required,
the physical constraints 0 < ri < 1 for i = 1,N that the defect D stays within the host domain Ω during the iteration
process can be imposed manually during the iterative procedure by adjustment at each iteration. However, in this study
we impose this physical constraint by changing to the new variables q = (qi)i=1,N defined by ri = 1 − 11+e2qi for i = 1,N .
This way the minimisation of (19) with respect to the new variables (a, q) becomes unconstrained because the function
R ∋ q → 1− 1
1+e2q = 12 (1+ tanh(q)) ∈ (0, 1) is a bijection.
Finally, we observe that the form of the functional (18) contains a single measurement of the heat flux g for a prescribed
temperature f , via the operatorial relation (4). However, in some cases, as discussed in Section 2, one may need to use two
measurements of the heat flux g1 and g2 for two prescribed linearly independent temperatures f1 and f2, via the operatorial
relation (4). This means that we double up the number of measurements in Eq. (18) which now reads as
T (a(1), a(2), r) := ‖u1 − f1‖2L2(∂Ω) + ‖u2 − f2‖2L2(∂Ω) +
∂u1∂n − g1
2
L2(∂Ω)
+
∂u2∂n − g2
2
L2(∂Ω)
+
∂u1∂n + αu1
2
L2(∂D)
+
∂u2∂n + αu2
2
L2(∂D)
+ λ1

‖a(1)‖2 + ‖a(2)‖2

+ λ2‖r ′‖2, (25)
where a(1) and a(2) are the corresponding unknown coefficients in the MFS expansion (12) for approximating the solutions
of the inverse problems with the Dirichlet data f1 and f2, respectively.
4. Numerical results and discussion
In this section numerical results are presented for k = 1 and the MFS parameters R = s = 2 and M = N . We consider
reconstructing a complicated pear-shaped inner boundary ∂D given by the radial parametrisation, see [30],
r(θ) = 0.6+ 0.125 cos(3θ), θ ∈ (0, 2π ], (26)
and we initially take the Dirichlet data (2) on ∂Ω = ∂B(0; 1) given as in [31], namely
u(1, θ) = f (θ) = e− cos2(θ), θ ∈ [0, 2π). (27)
Since no analytical solution is available, the Neumann data (4) on ∂Ω is simulated numerically by solving, using the MFS,
the direct mixed problem given by themodified Helmholtz equation (1), the homogeneous Robin boundary condition (3) on
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Fig. 4. (a) The regularised objective function, as a function of the number of iterations, and (b) the reconstructed boundary for λ1 = λ2 = 10−4 , for
Example 1 when there is no noise in the data (4).
∂D, and the Dirichlet boundary condition (27) on ∂Ω , when ∂D is known and given by (26). The arrangement of the source
and boundary collocation points are shown in Fig. 2. For the pear-shaped cavity (26), the expression for the inward normal
(23) is given by
n = 1
(0.6+ 0.125 cos(3θ))2 + 0.140625 sin2(3θ)

n1i+ n2j

,
where
n1 = 0.375 sin(3θ) sin(θ)− cos(θ)

0.6+ 0.125 cos(3θ)

,
n2 = −0.375 sin(3θ) cos(θ)− sin(θ)

0.6+ 0.125 cos(3θ)

.
For example, the numerical solutions for the normal derivative ∂u/∂n(1, θ) on ∂Ω , obtained for various values ofM = N ∈
{20, 40, 80} for Example 1 below (with α = 0) are shown in Fig. 3. From this figure it can be seen that the numerical results
are convergent as the number of degrees of freedom increases. Twenty evenly spread points out of the curveM = N = 40 of
Fig. 3 are chosen as input Neumann numerically simulated data (4) in the inverse problem next in order to avoid committing
an inverse crime. That is to say, the inverse solver is applied with M = N = 20 which is different from that of the direct
problemM = N = 40. Observe that by this procedure we already have introduced some numerical noise into the data (4),
even when there is no additional random noise in Eq. (20), i.e. p = 0 in Eq. (21). This procedure of fabricating heat flux input
data (4), in the absence of an analytical solution being available, has been applied in all the examples of this section.
The initial guess for the vector a is 0.1, and for the vector q is 0, i.e. the initial guess for the inner boundary is taken a circle
located at the origin with radius 0.5. In our computational program execution of the NAG routine E04FCF, we initially set
a user-specified maximum number of calls of function evaluations, MAXCAL, to be equal to 400× (number of unknowns),
as suggested by the NAG Fortran library manual. The minimisation process terminates when either the MAXCAL number is
reached, or when unbounded values of q, e.g. the absolute value of a component of q is greater than 1010, are recorded. In
this latter situation, we re-choose MAXCAL as the last number of calls before the program execution halted and re-run the
program.
4.1. Example 1 (α = 0)
We consider first the case when the obstacle D is a cavity, i.e. α = 0 in Eq. (3). From [20, Theorem 3.1], we know that for
α = 0 the solution of the inverse problem is unique.
We consider first the casewhen there is no noise, i.e. p = 0, in the input flux data (4). Fig. 4(a) shows the objective function
(19) with λ1 = λ2 = 10−4, as a function of the number of iterations. From this figure it can be seen that the objective cost
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functional decreases rapidly to a low stationary level of O(10−3) in about 20 iterations. In Fig. 4(b), we present the exact
shape (26) and the reconstructed shape obtained from the regularised minimisation of the objective function illustrated
in Fig. 4(a). From this figure it can be seen that the numerically reconstructed shape is stable and reasonably accurate in
comparison with the exact shape (26). Although not illustrated, it is reported that the numerical results obtained with no
regularisation imposed in the nonlinear least-squares functional (19), i.e. λ1 = λ2 = 0, were found unstable and inaccurate.
This is to be expected since the inverse problem under investigation is ill-posed and therefore some sort of regularisation is
needed in order to obtain stable solutions.
Figs. 5–7 show the regularised objective function and the retrieved inner boundary when there is p = 1% noise in the
input flux data (4), generated as in (20), for various regularisation parameters. As expected, from Fig. 6 it can be seen that if
the regularisation parameters λ1 and λ2 are too small (say 10−6) then oscillating unstable solutions are obtained. However,
reasonably stable numerical solutions are obtained for λ1 = 0, λ2 = 10−3, and λ1 = λ2 = 10−4.
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Fig. 7. The reconstructed boundary for: (a) λ1 = 0, λ2 = 10−3 , and (b) λ1 = λ2 = 10−4 , for Example 1 when there is p = 1% noise in the data (4).
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Fig. 8. The regularised objective function (19) for λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of iterations, for Example 1′ when there is no
noise in the data (4).
4.2. Example 1′ (α = 10)
In this related examplewe change the heat transfer coefficientα from0 to a large value such as 10 in order tomimic a rigid
inclusion, i.e. as α → ∞ the Robin condition (3) recasts as the homogeneous Dirichlet boundary condition (5). Note that,
although from Theorem 1we know that for α = ∞ the solution of the inverse problem is unique, from the counterexample
presented in Section 2 the solution of the inverse problem with α ∈ (0,∞)may not be unique.
Fig. 8 shows the objective function (19) obtained with λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of
iterations. The exact shape (26) and the reconstructed shape obtained, when there is no noise in the input data (4), are
presented in Fig. 9. From Fig. 9 it can be seen that there is some improvement in the numerically reconstructed shape which
is stable and accurate for λ1 = λ2 = 10−4 in comparison with Fig. 4(b).
When p = 1% noise is added to the input data (4), Fig. 10 shows the regularised objective function for various values of
λ1 = λ2 ∈ {10−k|k = 3, 6}, whilst Fig. 11 shows the corresponding reconstructed shapes. From these plots it can be seen
that there is improvement in the numerical results, particularly for λ1 = λ2 = 10−4 comparing to Figs. 6 and 7.
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Fig. 9. The reconstructed boundary for λ1 = λ2 ∈ {10−k|k = 3, 6}, for Example 1′ when there is no noise in the data (4).
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Fig. 10. The regularised objective function (19) for λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of iterations, for Example 1′ when there is
p = 1% noise in the data (4).
4.3. Example 2
In this example, we consider reconstructing the same pear-shaped inner boundary given by expression (26) on which
the homogeneous Robin boundary condition (3) applies with the positive heat transfer coefficient given by, see [32],
α(θ) = 1.5− cos(θ)+ 0.5 sin(2θ), θ ∈ [0, 2π). (28)
We also take the same Dirichlet data (2) on ∂Ω = ∂B(0, 1) given by (27).
Fig. 12 shows the objective function (19) obtained with λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of
iterations. In Fig. 13, we present the exact shape (26) and the reconstructed shapes obtained when there is no noise in the
input data (4). From Fig. 13 it can be seen that the numerically reconstructed shapes are stable and reasonable accurate in
comparison with the exact shape (26).
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Fig. 11. The reconstructed boundary for λ1 = λ2 ∈ {10−k|k = 3, 6}, for Example 1′ when there is p = 1% noise in the data (4).
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Fig. 12. The regularised objective function (19) for λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of iterations, for Example 2 when there is no
noise in the data (4).
4.4. Example 2′
Next, we change the Dirichlet data (27) on ∂Ω = ∂B(0, 1) to
u(1, θ) = f (θ) = sin(θ), θ ∈ [0, 2π) (29)
and reconsider Example 2. We shall call this Example 2′.
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Fig. 13. The reconstructed boundary for λ1 = λ2 ∈ {10−k|k = 3, 6}, for Example 2 when there is no noise in the data (4).
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Fig. 14. The regularised objective function (19) for λ1 = λ2 ∈ {10−k|k = 3, 6}, as a function of the number of iterations, for Example 2′ when there is no
noise in the data (4).
Fig. 14 shows the objective function (19)with various regularisation parametersλ1 = λ2 ∈ {10−k|k = 3, 6}, as a function
of the number of iterations. The resulting shapes obtained for different values of the regularisation parameters λ1 = λ2 are
presented in Fig. 15. From these plots, it can be seen that reasonable results are obtained for λ1 = λ2 = 10−4.
4.5. Example 2′′
In the previous two Examples 2 and 2′, as seen in the counterexample of Section 2, solution may not be unique since we
are using a single set of data (27) or (29). This is one possible reason why the results of Figs. 13 and 15 are inaccurate even
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Fig. 15. The reconstructed boundary for λ1 = λ2 ∈ {10−k|k = 3, 6}, for Example 2′ when there is no noise in the data (4).
for exact data. In order to ensure the uniqueness of solution we combine the Dirichlet data (27) and (29) on ∂Ω = ∂B(0, 1)
as
u1(1, θ) = f1(θ) = e− cos2(θ), u2(1, θ) = f2(θ) = sin(θ), θ ∈ [0, 2π). (30)
These boundary temperature data are linearly independent and they induce the heat fluxes g1 and g2 via the operatorial
relation (4).
Fig. 16 shows the regularised objective function (25) with various values of λ1 = λ2 ∈ {10−k| k = 3, 6}, whilst Fig. 17
shows the corresponding reconstructed shapes. From these plots it can be seen that there are improvements for λ1 = λ2 ∈
{10−4, 10−3}when using more data compared to the single data inversion previously illustrated in Figs. 13 and 15.
4.6. Example 3
We finally consider the case when both ∂D and α are unknown. In this case, two linearly independent Dirichlet data (2),
with at least one of thempositive, ensure a unique solution for the pair (∂D, α). This can be proved easily by paraphrasing the
proofs of Theorem 4.5 of [24] and Theorem 3.2 of [20], and it will not be included herein. As in Example 2′′, the two Dirichlet
data (30) on ∂Ω = ∂B(0; 1) are considered. Since now the heat transfer coefficient α is also unknown, i.e. the functional T
appearing in the left-hand side of (25) also depends on α, as T (a(1), a(2), r, α), we add to it yet another regularisation term
λ3‖α‖2. As expected, the numerical results cannot be better than those from Fig. 17, because we use the same two pieces of
information, but there are more unknowns in Example 3 than in Example 2′′.
Fig. 18 shows the reconstructed shapes for various regularisation parameters λ1, λ2 and λ3, whilst Fig. 19 shows the
correspondingly retrieved heat transfer coefficient α. From Fig. 18 it can be seen that reasonable stable results are achieved
although the accuracy is rather limited. Furthermore, from Fig. 19 it can be seen that the inclusion of regularisation for α,
i.e. λ3 > 0, improves the stability and accuracy of the numerical results.
5. Conclusions
In this study, the modified Helmholtz inverse geometric problem, which consists of determining an unknown inner
boundary and its surface heat transfer coefficient in an annular domain from one or two linearly independent pairs of
outer boundary Cauchy data, has been investigated by the MFS. Further, regularisation terms were added in order to obtain
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Fig. 17. The reconstructed boundary for λ1 = λ2 ∈ {10−k|k = 3, 6}, for Example 2′′ when there is no noise in the data (4).
stable and accurate numerical results. Of course, one possible disadvantage of the formulation is the introduction of these
additional regularisation parameters. The choice of one single parameter is already highly nontrivial, and the choice of two
or three parameters can be very expensive and difficult to justify. Other than by trial and error, as it has been performed in
our preliminary investigation, one could employ the concept of the L-(hyper) surface criterion, see [33], but this is deferred
to a future study.
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Fig. 18. The reconstructed boundary for various regularisation parameters, for Example 3 when there is no noise in the data (4).
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Fig. 19. The numerical and exact solutions for α obtained with various regularisation parameters, for Example 3 when there is no noise in the data (4).
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The numerical results show satisfactory reconstructions for the homogeneous Robin condition (α = 0, α = 10 andα(θ))
with reasonable stability against noisy data. Although overall from the figures illustrated in Section 4 the accuracy of the
numerical results seems rather limited, we believe thatmore accurate results can be obtained if one usesmore sophisticated
NAG routines which allow for simple bounds on the variables to be imposed directly. This, however, would require the
gradient to be supplied by the user, and this computational implementation is deferred to a future work.
The model presented here has potential for extension to thermography since the modified Helmholtz equation can be
obtained from the time-dependent heat equation through time finite-difference discretisation and averaging of the transient
fields.
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