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Sodobne PMU (ang. Phasor Measurement Unit) naprave so zmožne spremljati 
dogajanje v EEO v realnem času. To dopušča možnost za boljši nadzor in odzivnost 
na dogodke v EES. RTDS (ang. Real Time Digital Simulator) nam omogoča 
simulacije, ki so zelo dober približek realnim razmeram v EE omrežjih, kjer 
uporabljamo naprave PMU. Z uporabo RTDS so bile pridobljene meritve 7 tipov 
dogodkov, do katerih lahko pride v EE omrežjih.  
Pridobljene meritve na simulacijskem RTDS modelu so bile analizirane v sklopu 
programskega jezika Python. V nalogi je opisan način detekcije dogodkov v EES in 
njihova prepoznava. Na motnje v EES se je prilegalo Foruierovo vrsto v kombinaciji 
z metodo najmanjših kvadratov. Tako so bile pridobljene matematične funkcije, ki so 
bile uporabljene kot pripomoček za pridobivanje značilk. Slednje so omogočale 
podlago za izvajanje prepoznave dogodkov v EES. Fourierova vrsta je bila uporabljena 
na dva načina. Pri prvem se je pridobivala informacija o trendu obravnavanega signala 
motnje v EES, pri drugem pa informacija o pogostosti krožnih frekvenc v prilegani 
funkciji na motnjo v EES. Za izbiro najboljšega prileganja Forurierove vrste je bila v 
prvem primeru uporabljena statistika prilagojeni R2. Magistrska naloga vključuje 
uporabo dveh algoritmov strojnega učenja, in sicer i) algoritem metode podpornih 
vektorjev in ii) algoritem K-najbližjih sosedov. Za izpopolnitev slednjega sta v nalogo 
vključeni dve metodi za zmanjšanje dimenzij, analiza glavnih komponent in analiza 
sosedskih komponent. Vse uporabljene metode strojnega učenja so bile večinsko 
opravljene s pomočjo knjižnice Scikit-learn.  
Skladno z uporabo dveh različnih velikosti učne množice je opisan celotni postopek, 
od učenja in validacije do izbire in nastavitve parametrov algoritmov strojnega učenja. 
Naloga podaja primerjavo učinkovitosti obeh verzij algoritmov za pridobivanje 
značilk, metod strojnega učenja in načinov za zmanjšanje dimenzij. Rezultati 
primerjav so razdeljeni na manjšo in večjo učno množico, kjer so opravljeni tako testni 
rezultati kot tudi rezultati napovedi na novih meritvah raznih dogodkov v omrežju.  
 
 
2   Povzetek 







Modern Phasor Measurement Unit (PMU) devices are capable of monitoring real-
time events in the electrical-power networks. This allows better control and faster 
responses when network faults occur. The Real-Time Digital Simulator (RTDS) 
device allows one to perform digital simulations, which represent a good 
approximation of the real signals in power grids when using PMU devices. Using 
RTDS, 7 types of faults occurring in energy networks were obtained. 
The data obtained from RTDS was analyzed in the Python programming language. 
The research contains descriptions of electrical-power network faults recordings in 
energy networks and procedures on how to identify them. The Fourier series in 
combination with the least-squares method was fitted to the power grid fault signals. 
By doing this, mathematical functions were obtained. They were then used as a tool 
for obtaining features. Those functions provided the groundwork for energy grid fault 
signal recognition. The Fourier series was used in two ways: i) Fourier series was used 
to gather information regarding signal trends. ii) Fourier series was used so we could 
acquire represented angular frequencies of a fitted function on the faulted signal in an 
electric power system. In the first option, the adjusted R2 statistics were used to select 
the best Fourier series fit. The thesis includes the usage of two machine-learning 
algorithms, namely the Support vector machines and K-nearest neighbors. For further 
improvement, two-dimension reduction algorithms were applied on the K-nearest 
neighbors method: Principal Component Analysis (PCA) and Neighbourhood 
Components Analysis (NCA). All the machine learning methods used were mostly 
done with the help of the Scikit-learn library.  
The whole procedure from testing and validation to parameter tuning and parameter 
selection is described following two used training sets of a different size. The research 
provides comparisons of the performance for both versions of feature acquisition 
algorithms, machine-learning methods, and ways to reduce dimensions. The results of 
all comparisons are split into smaller and larger training sets where both test results 
and prediction results on new unseen energy networks signal faults are evaluated. 
 
 
4   Abstract 






Drastičen razvoj tehnologij stremi k popolni digitalizaciji vse od monetarnih sistemov 
in telekomunikacij do elektroenergetike. Področje elektroenergetike je obsežno, zato 
je treba oceno razvoja na tem področju gledati segmentirano. Ko raziščemo dogajanje 
v elektroenergetiki, opazimo, da precejšen del le-te stopa vedno korak za ostalimi 
tehnologijami pri prehodu na digitalno preobrazbo področja. V koraku s časom stopa 
predvsem področje na uporabniški strani, torej domače, pametne elektrarne, ki se 
postopoma nekako integrirajo z IoT (angl. Internet of Things) tehnologijami.  
Na drugi strani sistemski del ter elektroenergetska infrastruktura zaostajajo. Ključni 
razlogi za to so v varnosti in negotovostih, ki se jim je treba v elektroenergetskem 
sistemu (EES) izogniti za vsako ceno. Napake na tem področju lahko pripeljejo do 
katastrofalnih razmer za družbo in blaginjo neke države, zato tudi oklevanje in 
previdnost pri razvoju. Za digitalno preobrazbo EES je potrebno izboljšati 
zmogljivosti upravljanja in nadzora le-teh. 
Ključni problemi, ki se pojavljajo v EES, so sposobnost zaznavanja dogodkov v EES, 
prepoznavanja dogodkov ter odziv nanje in posledično ustrezno ukrepanje. Če so EES 
to sposobni narediti v realnem času, so do neke mere odporni na nevarnosti, ki prežijo 
na njih. Drugi steber, ki bi podpiral odpiranje digitalnemu razvoju EES, je kibernetska 
varnost, ki je osredotočena predvsem na indirektne namerne napade na infrastrukturo 
EES. 
Prvi preskok v pravo smer se je zgodil pri izvajanju meritev v velikih EES, torej kako 
zagotoviti časovno usklajenost meritev na različnih lokacijah, ki so med seboj lahko 
oddaljene stotine kilometrov. Rešitev so tu našli v GNSS (ang. Globalnem 
Navigacijskem Satelitskem Sistemu), ki je uspel sinhronizirati merilne elemente v 
EES. Skladno s tem je ta pristop omogočil prehod na nov način merjenja stanj v 
energetskem omrežju. Sistem SCADA (ang. Supervisory control and data acquisition) 
omogoča meritve stanja vsake 2 do 4 sekunde, kar je za (tako elektromagnetne kot tudi 
elektromehanske) prehodne pojave, ki se dogajajo v EES, prepočasno. Da bi vsaj 
elektromehanske pojave z meritvami ujeli in analizirali, se je pojavila nova 
revolucionarna naprava PMU (ang. Phasor Measurement Unit). Ta časovno 
spremenljive električne veličine (npr. napetost, tok) predstavi v obliki kazalcev bodisi 
v polarni ali kartezični obliki. Meritve je PMU naprava sposobna poročati z do 60 
meritvami na sekundo, kar omogoča zajem večine elektromehanskih pojavov. [1][2] 
6   Uvod 
Ker so za elektroenergetsko omrežje (EEO) nekatera testiranja obremenjujoča, 
zamudna ali pa najverjetneje kar nesprejemljiva, se poleg konvencionalnih digitalnih 
simulacij vedno pogosteje uporablja tudi RTDS simulatorje (ang. Real Time Digital 
Simulator). S pomočjo takega simulatorja lahko ponazorimo različne dogodke v 
energetskem omrežju v realnem času ter izvajamo tudi meritve, katerih način izvajanja 
in poročanja ustreza realnim PMU napravam. Za realnejšo predstavitev PMU meritve, 
zajetim meritvam na simulacijskem modelu prištejemo skrbno izbrani šum in s tem 
dobimo dokaj dobro ponazoritev signala, s katerim bi razpolagali v realnem omrežju. 
V nalogi se bo na meritvah na simulacijskem modelu izvajala analiza oziroma 
procedura prepoznavanja dogodkov, do katerih redno prihaja v EEO. Na pridobljene 
kazalčne PMU meritve bomo prilegali Fourierovo vrsto ter skušali ugotoviti, ali ta 
dobro ujame prehodni pojav oziroma oscilacije dogodka v omrežju. Osrednji del 
naloge bo izvajati strojno učenje na podlagi oblikovnih in frekvenčnih raznolikosti 
meritev na simulacijskem modelu. Ugotovitve bodo pokazale, ali so te metode 
ustrezne pri obravnavi EES. Cilj naloge je dokazati, da je s pomočjo naključne 
postavitve PMU merilnikov v EEO ter brez neposrednega poznavanja električnih 




2 Naprava za merjenje kazalcev napetosti in toka 
 
Nove zahteve in standardi za EES, da bi delovali tem bolje oziroma bližje mejam 
stabilnosti, predstavlja nove izzive. Z večjo obremenjenostjo EES tako potrebujemo 
nova orodja za spremljanje (monitoring) ter izboljšavo stabilnosti/sigurnosti 
obratovanja EES [1]. 
Naprava za merjenje kazalcev napetosti in toka PMU [1] je sposobna podati meritev 
kazalcev harmonskih električnih veličin v EES bodisi v kartezičnem bodisi v polarnem 
zapisu, in sicer z uporabo skupnega izvora za časovno sinhronizacijo. S pomočjo te 
skupne časovne reference dobimo izraz sinhronizirani kazalec (ang. Syncophasor). 
Treba je poudariti, da je predstavitev električnih veličin s kazalci smiselna samo za 
čisti sinusni signal. V praksi nimamo idealnih valovnih oblik, temveč valovno obliko, 
popačeno s harmonskimi komponentami različnih frekvenc. Zato so običajno predmeti 
analiz zgolj kazalci, ki ustrezajo osnovni harmonski komponenti merjenih električnih 
veličin. PMU s pomočjo Fourierove transformacije ali kakšnega podobnega orodja 
izvaja analizo in oceno vrednosti veličin na signalih, ki jih dobiva. Omenjene 
pridobljene signale vzorči s frekvenco, ki mora zadostovati Nyquistovemu theoremu 
o vzorčenju [3]. 
 
 
Slika 2.1: Shema merjenja faktorjev toka in napetosti na priključni točki omrežja s 
časovno sinhronizacijo. 
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Fourierova transformacija ima sama po sebi več uporabnosti. Če poznamo glavno 
(osnovno) omrežno frekvenco, nam ni treba razbirati ostalih (bistveno manj 
pomembnih) frekvenc temveč gledamo vpliv na jakost signala pri omrežni frekvenci. 
Slednja sicer malenkostno niha, vendar pri normalnih obratovalnih pogojih podaja 
praktično konstante vrednosti veličine (npr. toka, napetosti) in s tem zavzema obliko 
konstantnega signala. 
Glavne prednosti, ki jih je prinesel PMU, vključujejo [3]. 
 
 Razumevanje obnašanja EES kot celote z zbiranjem lokalnih meritev na 
centralizirani lokaciji (npr. v centru vodenja) s časovno resolucijo do 60 Hz. 
 Podatke izmerjenih kazalcev lahko uporabimo za dodatno izboljšanje 
funkcionalnosti centra vodenja. 
 V kombinaciji z navigacijskim GPS sistemom lahko sinhroniziramo meritve iz 
velikega območja EES. 
 Velika hitrost vzorčenja merjenih signalov. 




Kazalci so pripomočki oziroma notacija za lažjo obravnavo oziroma analizo 
harmoničnih veličin. Podani so v taki obliki, da predstavljajo frekvenco mirovnega 
stanja sinusnega signala. Obstajajo tri oblike podajanja kazalcev, in sicer polarna, 
eksponentna in kartezična. V splošnem pa kazalci niso drugega kot kompleksno število 
[3]. 
 
 Polarna oblika: 
 









 Kartezična oblika: 
 
𝐴(𝑡) = 𝐴𝑚𝑎𝑥cos(𝜙) + 𝑗𝐴𝑚𝑎𝑥sin (𝜙) (2.3) 
V praksi za opis mirovnega stanja zanemarimo časovno komponento, ki obstaja v 
definiciji kazalca. Harmonični signal je lahko predstavljen z zamaknjeno kosinusno 
funkcijo z amplitudo A, frekvenco ω in faznim zamikom Φ. A predstavlja RMS 
vrednost veličine [3, 4]: 
 
𝑥(𝑡) = 𝐴 𝑐𝑜𝑠(𝑤 𝑡 + 𝜙) (2.4) 
 
 




3 RTDS simulator 
 
Kljub izjemnim lastnostim, ki jih PMU uvaja v EES, je treba prepoznati tudi njegove 
omejitve. Kot je bilo že omenjeno, je EES skupek kompleksnih naprav, ki ves čas 
obratuje. Zato se je smiselno izogniti vsakemu posegu in testiranju na omrežju, ki bi 
zahtevalo kakršno koli tveganje za prekinitev ali okvaro. Potrebo po takih posegih v 
omrežje lahko odpravimo ali vsaj omejimo z RTDS simulacijsko napravo.  
RTDS naprava lahko izvaja EMT (angl. Electro magnetic transient) digitalne 
simulacije EES v realnem času. Ta ima verificiran model PMU naprave skladen s 
standardom IEEE C37.118 [5] in je tako primeren za opravljanje tovrstnih simulacij. 
Delovanje fizičnih naprav s področja vodenja ali zaščite EES je mogoče z uporabo 
RTDS simulatorja preizkusiti in optimizirati v varnem okolju preko izvajanja 
preizkusov v zaprti zanki (angl. hardware in the loop – HIL). V splošnem omogoča 
RTDS preučevanje in analizo od majhnih do zelo velikih in zapletenih EES, odvisno 
od konfiguracije simulatorja, ki temelji na modularni zasnovi in procesu paralelnega 
procesiranja matematičnih problemov [6]. 
Uporaba simulatorja omogoča ponazoritev kakršnihkoli dogodkov, ki se dogajajo v 
realnem EES kar v simulacijskem okolju, ter generirati signale, ki so skoraj identični 
realnim PMU meritvam. Pod takimi pogoji so se tudi v tej nalogi izvajale pridobljene 
simulacije, ki jih je izvedlo osebje v Laboratoriju za preskrbo z električno energijo.  
Postavitev PMU in BUS (v tem delu se kratica nanaša na napravo, odgovorno za 
komunikacijo med napravami, in ne na visokonapetostno zbiralko, kot je običaj v 
literaturi, vezani na EES) naprav je odvisna od velikosti omrežja in lokacijske 
pomembnosti podatkov, ki bi jih radi zajemali. Glavni cilj postavitve je seveda ta, da 
je celo omrežje dobro informacijsko pokrito oziroma ponuja dobro spoznavnost 
omrežja (angl. observability). To omogoča boljši nadzor in vpogled v obratovanje 
posameznih delov EES kot tudi EES kot celote. Izpostaviti pa je treba, da izbira lokacij 
PMU pri tej nalogi ni bila obravnavana. Postavitev PMU naprav je sicer lahko 
podrejena strojnemu učenju s ciljem izboljšati oziroma minimizirati število značilk 
zgolj na tiste, ki bi omogočile največji doprinos informacij, po katerih bi lahko sklepali 
o dogajanju v EES. To se nanaša na značilke, ki so v direktni povezavi z električnimi 
lastnostmi EEO in ne posrednimi kot v mojem primeru. Z drugimi besedami, značilke 
v tej nalogi so temeljile na oblikovnih in frekvenčnih lastnostih pridobljenih motenj v 
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EES. Za uporabljeni simulacijski model je bil izbran IEEE 9 vozliščni sistem, ki ga 
prikazuje slika 3.1 [7]. 
 
 
Slika 3.1: Enopolna shema IEEE 9 vozliščnega testnega sistema [8]. 
 
3.1 Simulirani dogodki 
 
Obravnavati vse mogoče dogodke, do katerih lahko v EES pride, je seveda izjemno 
obsežna naloga. Zato smo v nalogi vzeli v obzir dovolj dober vzorec, katerega rezultati 
bodo prenosljivi tudi na nezajete dogodke. Dve glavni izhodišči naloge sta tako: i) 
nesimetrični in ii) simetrični dogodki. Za predstavnike nesimetričnih dogodkov v EES 
so bili izbrani nesimetrični kratki stiki, za simetrične pa poleg 3-faznih kratkih stikov 
tudi splošni tipi dogodkov, kot so izpad generatorja, odklop bremena in izpad voda. 
Izpad voda je v našem primeru kategoriziran kot simetrični dogodek, čeprav lahko 
pride do izpada zgolj ene od faz. Pregled upoštevanih dogodkov je povzet v Tabeli 3.1.  
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Tabela 3.1: Uporabljeni tipi dogodkov, razdeljeni na simetrične in nesimetrične. 




3-polni kratek stik  
 2-polni kratek stik 
 2-polni kratek stik z zemljo 
 1-polni kratek stik z zemljo 
Izpad voda  
Generator Izpad generatorja  





4 Priprava podatkovne baze 
 
Ključni postopek pri dobri prepoznavi vzorcev in strojnem učenju je priprava 
podatkovne baze. V skladu s tem je smiselno tej temi posvetiti največ časa. Nenapisano 
pravilo pravi, da boljši podatki vedno premagajo dobre algoritme. Pred korakom 
priprave podatkov pa je seveda treba izvesti njihovo nalaganje v uporabljeno 
programsko okolje. Nalaganje podatkov se izvaja na različne načine, ki so predvsem 
odvisni od tipa in velikosti oziroma obsežnosti podatkov in tudi od tega, ali je hitrost 
pomemben faktor za dosego našega cilja. Sam sem podatke pridobil v podatkovni 
obliki CSV (angl. comma separated values). Ti so bili po vrstnem redu glede na razrede 
razporejeni v mapo, iz katere so se zajemali. Na sliki 4.1 prva vrstica predstavlja 
menjavo delovnega okolja; spremenljivka path v drugi vrstici hrani pot do mape s 
podatki. V spremenljivko files so shranjena vsa imena datotek, ki so v mapi, do katere 
pot je definirana v spremenljivki path [9]. 
 
 
Slika 4.1: Shranjevaje podatkov v spremenljivko files. 
 
PMU podatki vsebujejo čas, frekvenco, tok, napetost in RoCoF (angl. Rate of Change 
of Frequency). Podatki o tokovih in napetostih so kazalci v kartezični obliki (realni 
del, imaginarni del); ti so ločeni po fazah z oznakami A, B in C. Prepoznava vzorcev 
v tej nalogi se je izvajala na osnovi amplitud tokov in napetosti, njihovih faznih 
zamikov ter frekvence.  
Enačbi za izračun faznega zamika in amplitude kazalca: 
 
 Amplituda: 
𝑋ampl = (𝑋realni + 𝑋imaginarni)
1
2 (4.1) 
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 ) (4.2) 
 
4.1 Vizualizacija podatkov 
 
Da vemo, kako se lotiti obdelave podatkov s programsko kodo, si je treba podatke 
najprej vizualizirati. Prvotno opazovanje pokaže, da se večina signalov začne s 
konstantnimi vrednostmi, kar ponazarja idealno stacionarno stanje EES (slika 4.2). 
Izjema so redki primeri, v katerih je signal nekoliko spremenljiv že pred dogodkom. 
Takšni primeri predstavljajo realnejše razmere, saj je mogoče popolno/idealno 
stacionarno stanje doseči zgolj s simulacijami – slika 4.3. Druga najbolj opazna razlika 
med signali se nanaša na stabilizacijo obratovalnih razmer po dogodku. Nekateri 
dogodki so za stabilnost sistema usodni, nekateri pač ne. Takšen kombiniran set 
podatkov (prehod v stabilne oziroma nestabilne obratovalne razmere) je za raziskavo 
dobrodošel, saj s tem algoritme za pridobivanje značilk naredimo bolj fleksibilne ter 
odporne na neobičajne dogodke. Hkrati to pomeni, da moramo biti pri izbiri 
algoritmov strojnega učenja še toliko bolj pozorni. Ključnega pomena je bilo 
pridobivati značilke ne glede na omenjene lastnosti signalov. S tem zagotovimo, da v 
primeru neustreznega tokovnega signala k pravilni klasifikaciji bolj pripomorejo ostale 
lastnosti, kot sta na primer napetost ali frekvenca. Z vključitvijo raznolikih vhodnih 
signalov v bazo podatkov lahko izboljšamo delovanje algoritmov v raznolikih 
situacijah in razmerah obratovanja EES. Podobno velja za detekcijo dogodkov. Pri 
vizualizaciji vhodnih podatkov je zato treba vzeti zadostno množico raznolikih 
primerov, ker lahko tako z večjo verjetnostjo potrdimo ponavljajoče se vzorce. Do te 
ugotovitve sem pri pisanju naloge prišel ravno zaradi neupoštevanja zahtev po 
raznolikosti vhodnih podatkov, kar je bilo treba reševati z dodatki k programski kodi. 
Na tem mestu je smiselno omeniti tudi specifičnost vhodnih podatkov o faznem 
zamiku kazalcev. Fazni zamik se podaja v omejenem razponu med 0 in 180. Ob 
vsakokratnem preseganju ene od teh meja v podatkih se pojavi skočna sprememba iz 





Slika 4.2: Graf neobdelanih podatkov – idealno stacionarno stanje pred dogodkom. 
 
 
Slika 4.3: Graf neobdelanih podatkov – neidealno stacionarno stanje pred dogodkom. 
 
16   Priprava podatkovne baze 
4.2 Čiščenje podatkov 
 
V tem sklopu bo obrazložena uporaba postopkov za čiščenje podatkov (angl. data 
cleaning) oziroma pripravo teh za nadaljnjo uporabo. Sklop je razdeljen na naslednje 
korake:  
 
 prepoznavanje in obravnava osamelcev (angl. outlier),  
 prepoznavanje in obravnava manjkajočih vrednosti, 
 zaznava dogodkov v omrežju. 
 
4.2.1 Prepoznavanje in obravnava osamelcev 
 
Poznavanje lastnosti obravnavanih signalov je prva in najbolj pomembna stvar. V 
primeru razlik med karakteristikami signalov je treba izbrati različne načine, da se 
dokopljemo do uporabnih informacij. Prva vrstica v kodi na sliki 4.4 odstrani vsa 
manjkajoča mesta v vrsti cl_pod_U. To so podatki tipa None v Pythonu, ki so posledica 
prazne MS Excelove celice. Hkrati odstranimo tudi podatke neustreznega tipa string 
(Pythonov podatkovni tip). Za odpravo osamelcev je bila ubrana pot, pri kateri 
program zajame celotne podatke in ven razbere največje in najmanjše vrednosti. Sicer 
je možnost osamelcev v pridobljenih podatkih zelo majhna in bo teh med podatki malo. 
V drugi in tretji vrstici kode na sliki 4.4 je bilo izbranih 5 ekstremov za oba primera 
(najmanjših in največjih vrednostih veličin v podatkih). Odločitev za izbiro samo petih 
ekstremov je bila sprejeta eksperimentalno. To je namreč zadostovalo za to, da ne 
naletimo na ekstrem, ki bi bil osamelec. V četrti in peti vrstici kode na sliki 4.4 
vzamemo najmanjšo med največjimi in največjo med najmanjšimi vrednostmi 
pridobljenih ekstremov. Tako se izognemo osamelcem v naših podatkih. V zadnji 
vrstici kode na sliki 4.4 spremenljivka poimenovana out_1 določa limitno vrednost ali 





Slika 4.4: Programska koda za izločanje osamelcev na podlagi limite out_l. 
 
4.2.2 Prepoznavanje in obravnava manjkajočih vrednosti 
 
V sklopu programske kode, ki jo prikazuje slika 4.5, so s pogojnim stavkom definirane 
ustrezne vrednosti podatkov. Govorimo o teh, ki so ustreznega tipa za obravnavo (cela 
števila, plavajoča števila). Slednje je bilo potrebno ločiti od manjkajočih podatkov in 
od osamelcev, torej vrednosti, ki so presegle limito out_l (slika 4.5). Če so se taki 
primeri pojavili, so se njihovi indeksi zabeležili v vrsto (spremenljivka m_vred na sliki 
4.5). Vrednosti takih primerov so se nadomestile s trenutnim povprečjem 
(spremenljivka pov_pod_U na sliki 4.5). Tak pristop je bilo možno uporabiti zaradi 
pokoravanja podatkov konstantnosti veličin, kar je značilno za stacionarno stanje EES. 
Spremenljivka stevec predstavlja trenutni indeks podatka, spremenljivka stev_pov pa 
seštevek vseh trenutno obravnavanih vrednosti podatkov. Skupaj ju uporabimo za 
računanje povprečja. Spremenljivka ob_index je na sliki 4.5 vrsta vseh indeksov 
podatkov, vrsta_pov pa vrsta vseh trenutnih povprečij.  
 
 
Slika 4.5: Beleženje povprečja začetnega stacionarnega delovanja EES, nadomestitev 
osamelcev in manjkajočih vrednosti. 
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Metodo za prepoznavo osamelcev sem lahko apliciral tudi na del podatkov, ki je 
odražal odziv EES na dogodek. Tega pa ne morem trditi za njihovo obravnavo na sliki 
4.5. Taka obravnava je bila ustrezna samo pri idealnem stacionarnem stanju EES. Pri 
neidealnem se je neuporabne podatke nadomestilo s povprečjem prejšnje in naslednje 
vrednosti. Zaporedne manjkajoče vrednosti sem nadomestil s prejšnjimi, vse dokler se 
ni pojavila naslednja uporabna vrednost za računanje povprečja. 
 
4.2.3 Zaznava dogodkov v omrežju 
 
Zaznava dogodkov v omrežju je bazirala na računanju povprečja signala pri 
stacionarnem obratovanju EES. RTDS simulacije so vsebovale zelo malo šuma 
oziroma dosti manj, kot je pričakovano pri PMU napravah. Razmerje SNR (angl. 
signal to noise ratio) vrednosti se pri napravi PMU za visoka, srednja in nizko 
napetostna EEO ne razlikujejo bistveno. SNR se giblje približno med 44 dB in 49 dB. 
Tako sem za svoj šum vzel približek 45 dB (tabela 4.1) [10].  
 
Tabela 4.1 Vrednosti SNR razmerja glede na visoko, srednje in nizko napetost za 
frekvenco, amplitudo toka in napetosti. Prirejeno po [10]. 
PMU Podatkovni tipi SNR Število zajetih podatkov 
Amplituda napetosti 
345 45,41 dB 350024 
20 kV 47,57 dB 350004 
120 V 46,72 dB 351246 
Frekvenca 
345 kV 45,84 dB 350119 
20 kV 49,12 dB 357704 
120 V 44,67 dB 313550 
Amplituda toka 
345 kV 46,26 dB 350361 
20 kV 45,25 dB 351805 
 
Praviloma bi morali šum dodati vsakemu podatku posebej, vendar prištet ali odštet 
šum izračunanemu povprečju deluje ustrezno. Na sliki 4.6 v drugi vrstici je dodan šum 
izračunanemu povprečju signala, ki ustreza stacionarnemu obratovanju EES. Novo 
pridobljeno povprečje je shranjeno v spremenljivko pov_za_varianco. Na podlagi 
slednjega se je izračunal standardni odklon v zadnji vrstici na sliki 4.6. Tega se je 
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shranjevalo v spremenljivko st_odklon in kasneje uporabljalo kot ločitveno mejo za 
to, ali je nek posamezen podatek del odziva EES na dogodek ali ne. 
 
 
Slika 4.6: Programska koda za računanje standardnega odklona na podlagi 
izračunanega povprečja kateremu je bil dodan šum. 
 
Naloga je vključevala dva algoritma za pridobivanje značilk, in sicer trendovski 
algoritem in oscilacijski algoritem. Poimenovanje obeh se nanaša na vir informacij, ki 
ga posamezni algoritem koristi za pridobivanje značilk. Med obema je bil način 
zaznave dogodka v EES programiran različno. Razlog je bil ta, da pri prvem algoritmu 
za pridobivanje značilk nimamo enakega tipa značilk kot pri algoritmu za pridobivanje 
značilk 2. Povprečje podatkov pri stacionarnem obratovanju EES so je računalo na 
devetnajstih instancah podatkov pri trendovskemu in na devetinštiridesetih pri 
oscilacijskemu algoritmu. Izkaže se, da lahko v primeru računanja povprečja iz 
večjega števila vrednosti, kot jih je na voljo za določen del vhodnih podatkov, to 
privede do napačne zaznave dogodka. Rešitev je v izvedbi programske kode za 
regulacijo zajema podatkov (slika 4.3), ki smo ga uporabili zgolj pri oscilacijskem 
algoritmu. Če se poveča število za računanje povprečja konstante pri trendovskem 
algoritmu lahko z dodano kodo, ki bi drugače obravnavala primer, kot je na sliki 4.3, 
sicer izboljšamo natančnost zaznave dogodkov v EES, vendar to preverjeno pokvari 
rezultate prepoznave dogodkov. Oba primera sta bolj podrobno opisana v poglavju 
6.3. Pri trendovskem algoritmu je očitno dejstvo, da prepoznava deluje bolje, če se v 
vrsto s podatki zaznanega dogodka vključi tudi majhen del podatkov, ki zajemajo 
stacionarno stanje EES (slika 4.7). 
Slika 4.8 prikazuje zaznavo dogodka na podlagi oscilacijskega algoritma. Slabost tega 
postopka je pri neidealnem stacionarnem delovanju EES pred motnjo signala v EES: 
izgubimo majhen del podatkov motne na koncu, saj programska koda za zaznavo 
motnje v EES podatke razvrsti kot pripadnike stacionarnega delovanja EES. Na sliki 
4.8 se vmesni modro označeni deli povežejo in so obravnavani kot del dogodka v EES. 
Če imamo pred dogodkom opravka z izrazitejšimi odstopanji veličin (slika 4.3), bi to 
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pomenilo, da motnje ne bi zaznali, saj bi oscilacijski algoritem mislil, da so podatki 
del stacionarnega delovanja EES. Zato je bilo potrebno napisati že omenjen dodatek h 
kodi, da take posebne primere oscilacijski algoritem obravnava drugače. 
 
 
Slika 4.7: Prikaz razdelitve signala EES na stacionarni del in motnjo v EES na 





Slika 4.8: Prikaz razdelitve signala EES na stacionarni del in motnjo v EES na 
podlagi oscilacijskega algoritma. 
 
Limita oziroma mejna vrednost, ki je služila za razvrstitev podatkov bodisi v 
stacionarno obratovanje bodisi v motnjo v EES je bila izbrana na podlagi z-statistike 
oziroma z vrednosti. Ta nam pove, ali je nek podatek pripadnik določene distribucije 
oziroma kakšen je njegov odklon od te. Pri z-statistiki predpostavimo, da so neki 
podatki razporejeni z normalno porazdelitvijo (v našem primeru podatki stacionarnega 
obratovanja EES). Z vrednost nam pove, koliko standardnih odklonov je nek podatek 
oddaljen od povprečja, izračunanega na podatkih stacionarnega obratovanja EES. 
Mejna vrednost je bila izbrana pri 95 % intervalu zaupanja. Podatki znotraj 
omenjenega intervala so bili uvrščeni v vrsto, ki je predstavljala stacionarno 
obratovanje (na sliki 4.8 modro označeni del). Zaradi testiranja in spreminjanja števila 
podatkov za računanje povprečja pri stacionarnem obratovanju je bila obdržana z-
statistika, in sicer kljub temu, da bi bila v določenih primerih kakšna druga bolj 
primerna (npr. t-statistika). Z-statistika običajno deluje bolje, ko imamo več kot 30 
podatkov, kar ne velja pri algoritmu za zajem značilk 1 (uporabljeno je 19 podatkov 
za izračun povprečja). Gre namreč za zanemarljive razlike, ki nimajo ključnega vpliva 
na zaznavo dogodkov v EES [11].  
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kjer je x trenutna vrednost, ?̅? povprečje konstante vrste, σ pa izračunani standardni 
odklon. Izračunano z vrednost sem primerjal s z mejno vrednostjo, izbrano pri 95 % 




5 Prileganje funkcije podatkom 
 
Prileganje funkcije podatkom je zelo obširno področje, pri katerem je vsak korak 
prepuščen izbiri; ta se izvede na podlagi obnašanja podatkov. V nalogi je kot osrednja 
tema izbrano prileganje Fourierove vrste k podatkom oziroma motnje v EES. Primer 
teh je na sliki 4.7 označen z oranžno barvo. 
Na podlagi opazovanj oziroma vizualizacije podatkov je bila taka izbira smiselna. 
Večinoma je dobro vzeti funkcijo, ki je omejena na le določeno število prostostnih 
stopenj. Običajno problem ni večplasten, temveč imamo za nalogo računanje nekega 
posameznega trenda, zato je tak pristop primeren. Ker so v nalogi vključeni precej 
raznovrstni dogodki v EES, katerih meritve so raznovrstnih oblik, je smiselno za tak 
problem uporabiti nekaj, kar ima veliko fleksibilnost. Med take primere spadajo 
nelinearne funkcije. Uporaba nelinearnih modelov je običajno računsko 
kompleksnejša oziroma časovno zamudna, zato sem odločil za izbiro zgoraj omenjene 
vrste.  
 
5.1 Kakovost prileganja in njen vpliv na rezultate 
 
V našem primeru rezultat učenja ni neposredno odvisen od regresije oziroma ni 
regresija. Regresija se tukaj uporablja zgolj kot pripomoček za računanje značilk, na 
katerih se je izvajala metoda strojnega učenja. Glavna naloga računanja kakovosti 
prileganja je količinsko definirati razliko med napovedanim in pravim odzivom 
opazovanega signala. Najbolj razširjena metoda je povprečna kvadratna napaka (angl. 
Mean Squared Error – MSE). V kontekstu strojnega učenja nas ne zanima, kako neko 
prileganje ujame odziv signala na učni množici, temveč ali prileganje dobro ujame tudi 
signale iz testne množice. Na podlagi zgornje trditve torej velja, da minimizacija MSE 
prileganja na učni množici ni jamstvo za majhen MSE na testni množici. Potrebno je 
torej najti pravo razmerje med natančnostjo prileganja in stopnjo posploševanja, ki ga 
dosega določeno prileganje. [12] 
Slika 5.1 prikazuje tri skrajne primere napovedi trenda na generiranih podatkih. 
Oranžna krivulja predstavlja funkcijo, ki ima previsoko stopnjo posploševanja. Ta 
namreč napovedi trenda ne ujame dobro oziroma jo zgreši. Črna krivulja ima majhen 
MSE, vendar bo ob majhni spremembi podatkov slabo podajala napovedi. Taki krivulji 
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pravimo, da preprilega (angl. overfiting) in običajno namesto trenda napovedi ujame 
šum ali naključne vzorce, ki se pojavijo v podatkih in ne predstavljajo pravih lastnosti 
podatkov oziroma poteka podatkov. Oranžna krivulja ponazarja omenjeni kompromis 
med obema skrajnima možnostma, saj predstavlja dobro ujemanje na podatkih. To 
pomeni, da po eni strani dobro ujame trend podatkov in je hkrati dovolj posplošena, 
da lahko dobro napoveduje trend tudi na testnih podatkih [12]. 
 
 
Slika 5.1: Tri krivulje napovedi trenda podatkov 
 
5.2 Linearna regresija 
 
Odvisnost preučevalne spremenljivke Y od pojasnjevalne spremenljivke X iščemo v 
obliki zveze [12]: 
 
𝑌 =  𝛼 + 𝛽𝑋 +  𝜀, (5.1) 




Da je nek model linearen, mora biti vsak člen v enačbi: 
 
 konstanta ali 
 parameter, pomnožen z neodvisno spremenljivko 
 
 𝑌 = 𝑎0 + 𝑎1𝑋1 + 𝑎2𝑋12 + 𝑎3𝑋13 (5.2) 
Regresijska enačba 5.2 je linearna, če so njeni parametri linearni. Z drugimi besedami; 
enačba 5.2 je linearna glede na parametre. Linearnost neodvisnih spremenljivk ni 
pogoj za to, da je v statistki model linearen. V enačbi 5.1 so torej neznanke parametri 
enačbe, ki jih hočemo oceniti na znanih podatkih, ki so normalno podani kot (xn ,yn) 
skozi n opazovanj. Za prileganje funkcije podatkom obstaja mnogo načinov za 
merjenje bližine prileganja. Sam sem uporabil eno izmed najbolj razširjenih metod, 
imenovano metoda najmanjših kvadratov (angl. Least Sqares Method). [12] 
 
5.3 Metoda najmanjših kvadratov 
 
Kot pove že ime, metoda najmanjših kvadratov temelji na minimizaciji kvadrata 
razdalj med funkcijo (npr. premico) in točkami podatkov. Če bi uporabljali samo 
razdalje in bi poskušali minimizirati vsoto vseh razdalj točk podatkov do premice, bi 
v nekaterih primerih dobili negativne vrednosti razdalj (slika 5.1). Za to se zdi 
smiselno enačbo prestrukturirati v nekaj, kar nam daje vedno pozitivne razdalje. To 
lahko sicer rešimo z absolutno vrednostjo, vendar se izkaže, da je računanje absolutne 
vrednosti kompleksnejše kot računanje kvadratov razdalj. [12] 
Osnovno linearno enačbo prestrukturiramo tako, da dobimo razdaljo do točke in jo 
nato kvadriramo (enačba 5.3).  
 
  𝑓 (𝑎, 𝑏)  = (𝑦 − (𝑎 + 𝑏𝑥))2 (5.3) 
V enačbi 5.3 sta a in b koeficienta oziroma parametra linearne enačbe. Geometrijsko 
bi desna stran predstavljala razdaljo med podatkom oziroma točko na premici, za 
katere naklon in premik sta definirana z a in b.  
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Če enačbo 5.3 posplošimo na vse obravnavane pare podatkov in seštejemo vse 
kvadrirane razdalje, dobimo vrednost, ki ji pravimo vsota kvadratov napake ali vsota 
kvadratov ostanka (ang. residual sum of squares – RSS). Metoda najmanjših kvadratov 
izbere taka parametra a in b, da je vrednost RSS minimalna. [12] 
 
 𝑅𝑆𝑆 = (𝑦0 − 𝑎 − 𝑏𝑥0)2 + (𝑦1 − 𝑎 − 𝑏𝑥1)2 +⋯+ (𝑦𝑛 − 𝑎 − 𝑏𝑥𝑛)2 (5.4) 
Računsko minimizacijo posplošene enačbe 5.4 rešimo s parcialnimi odvodi po 
parametrih. V mojem primeru je linearna enačba osnovna Fourierova vrsta. Izpeljava 
tako vsebuje člene prvega reda, kjer je k = 1. [12] 
 
 
𝑓(𝑎0, 𝑎1, 𝑏1) =  ∑[𝑦𝑖 −
1
2




Parcialni odvodi po parametrih so: 
 










 𝑑𝑓(𝑎0, 𝑎1, 𝑏1)
𝑑𝑎1




+ 𝑎0 + 2𝑏1 sin(𝑥𝑖))] 
(5.7) 
 
 𝑑𝑓(𝑎0, 𝑎1, 𝑏1)
𝑑𝑏1




+ 𝑎0 + 2𝑎1 cos(𝑥𝑖))] 
(5.8) 
Da dobimo minimume, enačimo parcialne odvode z vrednostjo 0. Če imamo tri 
parametre, dobimo sistem treh enačb s tremi neznankami. Da pretvorimo enačbe v 
berljivo obliko kot pri navadni linearni enačbi, člene yi premaknemo na levo stran 
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S pomočjo zgornjih treh enačb lahko določimo vse tri parametre Fourierove vrste. 
Vsak nov parameter doda novo enačbo. Za rešitev sistema enačb nato uporabimo 
linearno algebro. Ker je taka kombinacija zamudna za programiranje, lahko 
optimizacijski problem rešimo v sklopu linearne algebre neposredno na parih 
podatkov. Pogoj za to je predoločenost sistema. To pomeni, da moramo imeti več 
parov podatkov od števila Fourierovih koeficientov. Tak pristop sem uporabil tudi v 
svoji programski kodi. [13] 
 
 𝐀𝐱 = 𝐛, (5.13) 
kjer A predstavlja matriko sistema (enačba 5.14) vrednosti neodvisnih spremenljivk xi 
naših podatkov, x predstavlja vektor parametrov oziroma koeficientov Fourierove 
vrste ter b vektor yi odvisnih spremenljivk naših podatkov. [12, 13] 
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Spreminjanje velikosti vrst matrike nima vpliva na končni rezultat. V zgornjem izrazu 
so namesto polovic napisane enice. Enačba 5.15 predstavlja prvi red Fourierove vrste. 
V raziskavi je uporabljeno prileganje Fourierove vrste do petindvajsetega reda. Po 
preureditvi enačbe 5.2 koeficiente Fourierove vrste dobimo z naslednjim izrazom [13]. 
 
 𝐱 =  (𝐀𝑇𝐀)−1𝐀𝑇𝐛 , (5.16) 
kjer uporabimo transponiranje in inverz izraza v oklepaju kot nujna pri procesu 
preureditve enačbe 5.2. 
 
5.4 Napaka ocene parametrov 
 
Ker je izračun parametrov s pomočjo metode najmanjših kvadratov izveden samo na 
enem podatkovnem setu, zanj velja, da vsebuje pristranskost (ang. Bias). To pomeni, 
da bi na naključno generiranih podatkih, ki se pokoravajo istim matematičnim 
zakonom, s svojim prileganjem z določeno mero zgrešili pravi potek podatkov. 
Pristranskosti se lahko znebimo s povprečenjem. Z naraščajočim številom 
podatkovnih setov bi se ocena prileganja približevala pravemu poteku podatkov. 
Takemu povprečnemu izrazu pravimo, da je nepristranski. V praksi imamo samo en 
podatkovni set, kjer nanj prilegamo našo funkcijo. Tako prileganje lahko bodisi 
preprilega (angl. overfitting) bodisi podprilega (angl. underfitting) na podatkih (slika 
5.1). Zato moramo najti način, kako količinsko opredeliti napako odstopanja 
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nepovprečene ocene zaradi pristranskosti. To vprašanje rešimo z izračunom 







Standardna napaka nam tako pove, kakšna je povprečna količina odstopanja ocene ?̂? 
od prave vrednosti u. Iz tega izhaja, da lahko na enak način za parametre prilegane 
funkcije ugotovimo odstopanje od njihovih pravih vrednosti. SE tako lahko uporabimo 
za testiranje hipotez. Tak pristop se uporablja v primeru, ko hočemo preveriti mero 
odnosa nekega člena v regresijski enačbi do odvisne spremenljivke Y. V mojem 
primeru sem morebitni dodatek členov k natančnosti prileganja ocenil na podlagi 
ocenjevanja natančnosti modela prileganja. [12] 
 
5.5 Ocenjevanje natančnosti modela prileganja 
 
Postopek ocenjevanja sem uporabil tako za oceno natančnosti prileganja kot za izbiro 
najboljšega modela funkcije med rednimi variacijami Fourierove vrste.  
 
5.5.1 Standardna napaka ostanka 
 
V splošnem varianca σ2 ni znana, temveč jo ocenimo iz podatkov. Oceno standardne 
deviacije imenujemo standardna napaka ostanka (angl. residual standard error – RSE). 
Podobno kot standardna napaka nam RSE količinsko pove povprečno velikost 
odstopanja ocene prileganja od pravega poteka funkcije. To izračunamo po enačbi. 
 
 
𝑅𝑆𝐸 =  √
𝑅𝑆𝑆
𝑛−2
 , (5.18) 
kjer je vsota kvadratov ostanka (ang. residual sum of squares – RSS) (enačba 5.4) in n 
število podatkov. Zgornjo enačbo lahko uredimo in poenostavimo tako, da uporabimo 
pravo vrednost yi ter napovedano oceno ?̂?𝑖 [12]. 










RSE je mera slabega prileganja. Manjši RSE pomeni, da bodo napovedane vrednosti 
?̂?𝑖 bližje pravim vrednostim, iz česar lahko sklepamo, ali se izbrana funkcija dobro 
prilega. Ker je RSE absolutna vrednost, je problem ugotoviti, pri kateri vrednosti SNO 
lahko trdimo, da je prileganje slabo oziroma dobro [12]. 
 
5.5.2 Prilagojeno R2 statistika 
 
Ker bi radi količino ocenjevanja poenotili na vse primere prileganja, potrebujemo 
proporcionalno vrednost. Take statistike zavzemajo vrednosti med 0 in 1. 
Najbolj splošno uporabljena proporcionalna statistika je R2 statistika. Čeprav imamo 
sedaj vrednosti med 0 in 1, se še vedno postavlja vprašanje, ob kateri vrednosti 
statistike trdimo, da je bilo prileganje dobro. Te vrednosti so predmet področja uporabe 
in se nanašajo izključno na zastavljeno nalogo, ki jo predstavlja ta dokument. V nalogi 
se je glede na vrsto dogodka (tabela 3.1) različno interpretiralo dobro prileganje od 
slabega. To ima po svoje za naloge prepoznave vzorcev lahko tudi prednosti. Poleg 
RSE potrebujemo za izračun R2 statistike še celotno vsoto kvadratov (ang. total sum 
of squares – TSS). Ta meri celotno varianco v odzivu Y. To se lahko interpretira kot 
količina inicialne variabilnosti oziroma razpršenosti odziva pred implementacijo 
regresije. Obratno RSS podaja količino nepojasnjene variabilnosti po izvedbi regresije. 
Števec v enačbi 5.20 lahko smiselno razložimo kot količino pojasnjene variance [12]. 













Sedaj imamo tako statistiko, ki nam podaja smiselno vrednost pri uporabi funkcije. 
Ker v mojem primeru uporabljam vrsto, bo z večanjem reda Fourierove vrste oziroma 
dodajanjem parametrov statistika R2 podajala vse večje vrednosti. To pomeni, da bo 
prileganje čedalje bolj natančno. Po taki logiki bi z dodajanjem členov prišli do 
popolnega ujemanja prilegane funkcije podatkom. Ob tem se je treba vprašati, ali je to 
dobro za uporabo v strojnem učenju (slika 5.1). To nas pripelje do ugotovitve, da 
potrebujemo model, ki bo imel majhno napako na testnih podatkih in ne samo na učnih 
podatkih. Tehnika regularizacije kaznuje dodajanje členov neodvisnih spremenljivk za 
izboljšanje fleksibilnosti funkcije. Torej, da bi izpopolnili R2 statistiko, moramo 
upoštevati tudi regularizacijo [12]. 
Kot primer izboljšanja sem izbral prilagojeno R2 statistiko. Ta statistika je zmožna 
izbirati med modeli za prileganje, ki imajo različno število neodvisnih spremenljivk. 
 
 𝑝𝑟𝑖𝑙𝑎𝑔𝑜𝑗𝑒𝑛 𝑅2 = 1 − (1−𝑅
2)(𝑁−1)
𝑁−𝑝−1
 , (5.21) 
kjer je N število podatkov v vzorcu ter p število neodvisnih spremenljivk v enačbi. Na 
sliki 5.2 imamo programsko kodo, kjer izračunamo prilagojeno R2 statistiko s pomočjo 
R2 statistike [9]. Poleg omenjene statistike za izračun prilagojene R2 statistike 
potrebujemo TSS in vrsto vseh redov Fourierove vrste. TSS je shranjena v 
spremenljivko cell_TSS, redi Foruierove vrste pa v spremenljivko order_lim_list. Na 
sliki 5.2 v vsakem prehodu zanke za trenutni red Fourierove vrste izračunamo 
statistiko prilagojeno R2. Funkcija z imenom R_adj() na sliki 5.3 nam tako kot izhodno 
spremenljivko podaja celico, ki vsebuje vrsto izračunanih prilagojenih R2 statistik (po 
eno na red Fourierove vrste). Na sliki 5.5 vidimo rezultate, ki so shranjeni v omenjeni 
vrsti v celici (na sliki 5.2 poimenovani cell_R_adj). 
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Slika 5.2: Programska koda za izračuna prilagojeno R2 statistike za vsak red 
Fourierove vrste do reda 25. 
 
Zanimiva omembe vredna statistika je tudi Bayesov informacijski kriterij (ang. Bayes 
information criterion – BIC). Ta je za razliko od prilagojene R2 statistike strožja. To 
pomeni, da dodajanje členov bolj kaznuje. To pride prav, ko hočemo pospešiti 
konvergenco najboljšega prileganja (slika 5.6). V mojem primeru uporabljam 25 
členov Fourierove vrste; tu prilagojeni R2 ne kaže upada vrednosti zaradi 
preprileganja. Na programski kodi (slika 5.3) vidimo, da ta strogost izhaja iz 
logaritemske odvisnosti. Torej najnižja vrednost po statistiki BIC pomeni najbolj 
kvalitetno prileganje. Na sliki 5.3 računamo BIC vrednosti za vsak red Fourierove 
vrste podobno, kot smo to računali na sliki 5.2. Edina razlika je, da tukaj funkcija bic() 
kot izhodno spremenljivko podaja vrsto in ne celico kot pri primeru na sliki 5.2. 
 
 




Na sliki 5.4 je prikazano prileganje stotega reda Fourierove vrste na podatke motnje v 
EES. Opazimo, da ta popolnoma ujame oscilacije, ki so posledica odziva EES na 
konkretni dogodek. Pri tem se poraja vprašanje, ali za to res potrebujemo stoti red. Na 
sliki 5.5 in 5.6 vidimo, da kakovost po statistikah BIC in prilagojeno R2 statistiki do 
določenega reda narašča, potem pa začne upadati. Višji členi po obeh statistikah torej 
niso uporabni ali smiselni. 
 
 
Slika 5.4: Prileganje stotega reda Fourierove vrste na podatke motenj v EEO. 
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Motnja na sliki 5.4 zelo oscilira in v splošnem zahteva kompleksnejše funkcije za 
dobro prileganje. Opazimo, da je BIC statistika bolj konvergentna kot prilagojena R2 
statistika. Z drugimi besedami doseže najboljše prileganje pri nižjem redu Fouriera. 
Čeprav je v našem primeru dosti bolj primerna kot prilagojena R2 statistika, je njena 
konvergenca še vedno visoko glede na red Fourierove vrste. Če uporabimo samo 25 
členov Fourierove vrste, bi to pomenilo, da bo najboljši red za prileganje na motnjo 
signala v EES tudi najvišji red. Kljub temu imamo pri motnjah v EES velik razpon 
različnih signalov, med drugim takih, kjer BIC statistika doseže minimum že pri zelo 
nizkih redih Fourierove vrste oziroma takih, kjer odziv na dogodek v EES nima velikih 
oscilacij. Zato bi bila na tem področju uporaba take statistike smiselna. 
 
5.5.4 Problem oscilacij 
 
Na sliki 5.4 je razvidno, da ima potek motnje signala v EES nek trend. Vendar tega 
Fourierovo prileganje ne ujame, saj se oklepa tudi oscilacij, ki se pojavijo kot odziv na 
dogodke v EES. Teh oscilacij seveda ne moremo tretirati kot šum, saj vsebujejo 
pomembne informacije. Zanima nas torej primerjava, ali motnja v EES vsebuje več 
uporabnih informacij v trendu opazovane motnje signala v EES ali v njenih oscilacijah. 
V idealnem primeru bi najraje uporabili oboje. V nalogi sta uporabljena že omenjena 
dva različna algoritma za pridobivanje značilk. Prvi je obsegal majhen del 
stacionarnega stanja v kombinaciji s celotnim delom motnje v EES, medtem ko drugi 
zaobjame izključno motnjo v EES. Sama regularizacija torej ni zmožna obravnavati 
pojava osciliranja na podlagi statistik. Zato je bilo treba ubrati način, pri katerem bi se 
oscilacije zanemarile in bi se osredotočilo na prileganje zgolj trendu podatkov motnje. 
Iz tega je bilo ugotovljeno, da bo prileganje nezmožno ujeti oscilacije, če Fourierevi 
vrsti zmanjšamo najmanjšo frekvenco v vrsti oziroma frekvenco prvega reda. Na 
škodo tega se zgodi, da večina statistik odpove oziroma se ne obnašajo korektno. Kot 
primer statistika R2 ne narašča z dodajanjem členov, ampak ima redke padce kakovosti 
prileganja. To je posledica tega, da se pri večanju frekvence z dodajanjem členov 
Fourierove vrste funkcija za prileganje na trenutke poskuša ujeti v oscilacije motnje. 
Izrazito osciliranje merjenih veličin pri dogodku v EES ni pravilo. V takem primeru 
bo potek podatkov preprost in bodo že osnovni redi Fourierove vrste sposobni dobro 
prilegati. Zaradi takih primerov je smiselno vključiti statistiko prilagojeni R2. 
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Slika 5.8: Prileganje Fourierove vrste enajstega reda (levo) glede na prilagojeno R2 
statistiko (desno). 
 
Kot vidimo na sliki 5.7, merjen signal nima vidnih oscilacij in ima relativno preprost 
potek z izjemo skoka na začetku. Opazimo, da je statistika bolj razpršena kot na sliki 
5.5. To je posledica zmanjšane frekvence. Ta najde vrh statistike prilagojeni R2 dosti 
prej kot na sliki 5.5. 
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Drugi primer (slika 5.8) kaže primer merjene veličine z izrazitimi oscilacijami, ki pa 
jih naša vrsta oziroma funkcija prileganja ni sposobna ujeti. Torej smo z zmanjšano 
frekvenco dosegli to, da oscilacije obravnavamo kot irelevanten vir informacij. Tu 
vidimo, da se z večanjem frekvence vrsta na vsak način trudi ujeti oscilacije. Kot 
vidimo, je statistika na sliki 5.8 še bolj razpršena, kot ta na sliki 5.7, zaradi velikosti 
oscilacij, ki jih imamo pri tem primeru. Zgodi se torej, da ima statistika problem 
prepoznati dobro prileganje in ima izrazite padce in vzpone kakovosti prileganja pri 
višjih redih Fouriera. 
Oba primera ponazarjata, da v razponu, ki ga uporabljamo (25. red Fourierove vrste), 
statistika prilagojeno R2 v povprečju dosega vrh oziroma deluje korektno, zato je 
uporaba te statistike smiselna in sem jo tudi uporabil pri prvem algoritmu. Pri uporabi 
slednjega torej oscilacije zanemarimo in jih razumemo kot dodan šum, ki bi poslabšal 








Strojno učenje je znanost programiranja računalnika, da je ta sposoben učenja na 
podatkih. Razlika med prepoznavo vzorcev in strojnim učenjem je ta, da je prvi tip 
problema, slednji pa tip rešitve. Prepoznava vzorcev je inženirska aplikacija strojnega 
učenja. Strojno učenje ni podajanje idealnih ocen, saj se uporablja tam, kjer idealne 
napovedi niso možne. Torej je njegov cilj podajanje dovolj dobrih ocen oziroma 
napovedi, ki so uporabne v praksi. Osrednji problem magistrske naloge je bila 
prepoznava dogodkov v EES na podlagi njihovih karakterističnih lastnosti. V tem 
sklopu bo predstavljeno teoretično ozadje uporabljenih metod, kakšni so tipi strojnega 
učenja in kateri od teh so relevantni oziroma pokrivajo obseg naše raziskave. Poleg 
tega bo opisan potek, ki sem mu sledil za dosego korektno izpeljanega procesa 




Obstajajo različni tipi strojnega učenja. Zato se je smiselno celotnega postopka lotiti 
sistematično. V grobem ločimo tri glavne tipe [9]: 
 
 Nadzorovano/Nenadzorovano – delitev na to, ali je za učenje algoritma 
potreben človeški nadzor ali ne. Poleg omenjenih tukaj spadata tudi pol-
nadzorovano in okrepljeno učenje.  
 Spletno/Način brez povezave – delitev na postopno učenje in sprotno učenje. 
 Instančno/Modelsko orientirano – delitev na učenje novih primerov na podlagi 
starih instanc podatkov in učenje, kjer se zgradi model, ki ga treniramo na večji 






6.2.1 Nadzorovano učenje 
 
Pri tem tipu se algoritem strojnega učenja uči na označenih podatkih. To pomeni, da 
vnaprej vemo, katere razrede imamo in kako se imenujejo (tabela 1). V našem primeru 
je bilo na voljo 7 razredov. Učno množico treniramo oziroma učimo tako, da izbrani 
model ve, kje v vrsti so in kateri so naši razredi. Ta tako ugotavlja povezave med 
različnimi razredi na podlagi značilk. Rezultat je potem izveden na podatkih testne 
množice, na podlagi katere se algoritem še vedno uči in na koncu poda zaključke. 
Nenadzorovano učenje ugotavlja razlike med neimenovanimi razredi s pomočjo 
skupkov (ang. Clusters). Torej tukaj ni potrebe po imenovanju razredov, saj to 
razvrščanje program oziroma algoritem opravi sam. Imenovanje razredov omogoča 
algoritmu, da najde pravo naravo razmerja ali odvisnosti dveh podatkovnih setov. Na 
drugi strani poskuša nenadzorovano učenje najti skrite odvisnosti ali neodvisnosti med 
podatkovnimi seti [15]. 
 
6.2.2 Način učenja brez povezave 
 
Pri učenju brez povezave (eng. Batch learning) je sistem nesposoben učenja po 
stopnjah. Ta se je primoran naučiti z uporabo vseh podatkov, ki so na voljo. Sistem se 
sprva uči na razpoložljivih podatkih, nato pa se ga uvede v produkcijsko okolje, kjer 
se ne uči več. Če se pojavi nov razred, bi morali fazo testiranja ponoviti tako, da bi 
vključili nov razred dogodka v našo učno množico. Nato bi preverili, ali algoritem 
dobro deluje, in ga zopet uvedli nazaj v produkcijsko okolje. Čeprav se ta postopek zdi 
zamuden, se proces učenja, ocenjevanja in izvedbe lahko dobro avtomatizira. Tako 
postopek podvržemo prilagoditvi na spremembe. Tak postopek je smiseln v EES, kjer 
sistem ni podvržen hitrim spremembam in kjer bi se nove vrste napak konstantno 
ponavljale. Te lahko dodobra pokrijemo iz preteklih dogodkov, zaznanih in izmerjenih 
dogodkov. Tudi v primeru, če bi se odkrila nova napaka in bi se ta ponavljala, bi jo z 
avtomatizacijo postopka lahko vključili in algoritem ponovno učili z dodano novo 
vrsto dogodka. Edini problem je ta, da bi tak sistem za to porabil kar nekaj časa. Ob 
veliko podatkih tak proces porabi tudi dosti računske moči in virov računalnika, od 
centralne procesne enote, spomina do prostora in zunanjih enot [9]. 
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6.2.3 Modelsko orientirano učenje 
 
Strojno učenje lahko kategoriziramo na podlagi tega, kako posplošuje svoje znanje na 
novih primerih. Za dobro napoved potrebujemo zadostno število podatkov v učni 
množici, da bo sistem posplošil to, kar se je naučil, tudi na podatke, ki jih še ni videl. 
Dva načina za udejanjanje posploševanja sta instančno in modelsko orientiran 
postopek. V raziskavi je bil uporabljen slednji, s katerim se je skonstruiral model na 
podlagi učne množice, ki je bil sposoben podajati napovedi. Pri postopku konstrukcije 
modela igrajo glavno vlogo njegovi parametri, ki jih moramo naravnati tako, da bo ta 
podajal najboljše rezultate [9]. 
 
6.2.4 Pomembni izzivi za dobro delovanje strojnega učenja 
 
Običajno na slabo delovanje strojnega učenja vplivajo bodisi i) slabi podatki bodisi ii) 
slab algoritem. Tukaj bi lahko omenili tudi slabe značilke, vendar slaba kakovost teh 
lahko izhaja kot posledica slabih podatkov. Če se osredotočimo na podatke, 
ugotovimo, da moramo paziti na tri glavne stvari [9, 16]: 
1. Premalo podatkov za učenje: Pridobitev podatkov velja za enega večjih 
problemov pri strojnem učenju. V praksi imamo veliko primerov, kjer nismo 
sposobni pridobiti zadostne količine podatkov. Algoritmi strojnega učenja v 
večini primerov potrebujejo večje število podatkov za učenje, da bi delovali 
korektno. Izbira pravega algoritma je torej dostikrat odvisna od količine 
podatkov, ki jih imamo na voljo za učenje. Če imamo manjše število podatkov 
lahko improviziramo tako, da te generiramo po vzoru pridobljenih podatkov z 
neko mero naključnosti. Tipično potrebujemo za reševanje preprostejših 
problemov približno 1000 in več vzorcev v učni množici. Z dobro izbiro 
algoritma lahko te številke v primeru preprostejših problemov za prepoznavo 
zmanjšamo na nekaj sto. Po pridobitvi večjega števila podatkov je lahko že 
označevanje podatkov težavno. Tu moramo natančno vedeti, kakšen je naš cilj, 
da bi podatke kakovostno označili. V mojem primeru sem podatke razdelil na 
razrede glede na simuliran dogodek v EES. To se sprva zdi logično, a če 
pogledamo raznolikost napak v omrežju, ugotovimo, da bi nekatere vrste lahko 
združili v en razred. Dober primer tega je dogodek kratkega stika. Če dogodkov 
ne delimo glede na fazo njihovega nastanka, lahko to obravnavamo kot eno 
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vrsto dogodka oziroma en razred. Z razčlenitvijo kratkega stika na faze postane 
prepoznava bolj kompleksna. 
2. Slaba kakovost podatkov: Ocena in izboljšava podatkov je prvi korak k 
dobremu strojnemu učenju. Ta del se nanaša predvsem na obdelavo podatkov, 
ki sem jo omenil v poglavju 4. Vidik, ki ga nisem omenil, so slabo opravljene 
meritve. Če imamo podatke s polno napakami, osamelci in šumom, bomo 
dobivali zelo slabe rezultate. Predvsem pa bo odstranjevanje vseh treh 
omenjenih zelo težavno za algoritem obdelave podatkov. Obdelava podatkov 
je smiselna samo pri pogoju, da imamo malo manjkajočih podatkov, malo 
lažnih podatkov in dobro razmerje SNR. Druga polovica časa, namenjena za 
ocenjevanje kvalitete podatkov je preverjanje avtentičnosti meritev. To 
pomeni, da se je smiselno vrniti nazaj na proces meritve in pregledati, ali so te 
opravljene korektno ter ali imamo morda med meritvami podvajanja napačne 
izmerke in ostale anomalije. Ključna stvar torej je, da večino časa namenimo 
oceni in prepoznavi slabih podatkov. Pogosta napaka, ki se dogaja pri 
neupoštevanju omenjenih priporočil, je poraba časa za delovanje celotnega 
procesa strojnega učenja na nekvalitetnih podatkih. To ima lahko drastične 
posledice na odločitve, ki jih sprejemamo na podlagi podatkov, ki vsebujejo 
napake. Rezultati so lahko tudi varljivo dobri. To velja tudi za primer 
pomanjkanja podatkov. 
3. Slab zajem vzorca podatkov: Za to, da model dobro posplošuje, moramo 
zagotoviti, da je vzorec dober predstavnik celotne populacije. Najprej moramo 
izbrati dobro razmerje predstavnikov razredov. Idealno je torej, da imamo 
enako število predstavnikov vsakega razreda. V nalogi so bili vsi razredi enako 
predstavljeni. Drugo pa je samo pridobivanje podatkov. To, da se je podatke 
pridobivalo, kot da prihajajo iz različnih lokacij BUS naprav in iz različnih 
PMU naprav, je primer dobre prakse raznolikosti v učni množici. Če bi hoteli 
to še izboljšati, bi lahko v učno množico vključili na primer podatke drugih 
EES iz neke tretje države. V besednjaku strojnega učenja pridobivanje 
podatkov samo iz enega vira imenujemo vzorčna pristranskost (ang. Sampling 
bias). Ali bo v raziskavi uporabljen algoritem strojnega učenja dobro 
posploševal, je odvisno tudi od izbire izvora dogodka (tabela 3.1). Če bi se te 
izbiralo samo kot posledico dogodka ene od naprav (npr. Generatorja), bi bil 
po kasnejšem vključevanju ostalih tipov dogodkov (npr. odklop bremena) po 
vsej verjetnosti rezultat napovedi slab ali pa vsaj slabši. 
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6.2.5 Izbira metode za strojno učenje 
 
Izbira metode temelji na poznavanju konkretne učne množice z ozirom na cilj, 
katerega hočemo doseči. Poleg tega je zelo pomemben vidik področje, na katerega 
hočemo metodo umestiti. Pri odločitvi izbire metode je treba razmišljati vnaprej, torej 
kako se bo s časom področje umestitve razvijalo v prihodnje. Zanima nas, ali bo 
algoritem prenesel razširitev oziroma dodajanje novih razredov ali značilk z 
razširitvijo področja uporabe. Če se bo z dodajanjem razredov povečevalo število 
podatkov v učni množici in ne tudi število značilk bo izbira metode drugačna, kot če 
se povečujeta oba. 
Naloga se ni osredotočila na uporabo algoritma za pridobitev značilk za potrebe 
prepoznave dogodkov v EES v realnem času. Z ozirom na končni cilj je bila bolj 
pomemba natančnost kot hitrost, saj vemo, da se lahko z dobro optimizacijo proces 
pridobitve značilk iz posameznega podatka pohitri.  
Splošno je izbira metode odvisna od naslednjih točk [17, 18]: 
 
 natančnost metode, 
 kompleksnost metode in kompleksnost učne množice, 
 razširljivost metode, 
 čas učenja, konstrukcije in testiranja metode, 
 hitrost napovedi metode oziroma čas trajanja procesa napovedi, 
 ali se metoda ujema s ciljem, ki ga hočemo doseči, 
 odvisnost od števila značilk za kvalitetno učenje, 
 računska požrešnost/zahtevnost metode. 
Vodilo, ki ga je dobro imeti v mislih, je to, da nimamo edinstvenih rešitev. Neka 
metoda bo v mojem primeru izboljšala določen del oziroma nazor uporabnosti, druga 
spet drugega. Na primer: metoda podpornih vektorjev (ang. Support Vector Machines 
– SVM) bo izboljšala razširljivost učne množice, po drugi strani pa bo model k 
najbližjih sosedov (k nearest neighbours - kNN) hitrejši pri manjših učnih množicah. 
Zato se je treba odločiti, kaj je za naš cilj pomembnejše. V nalogi sta bila uporabljeni 
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obe zgoraj omenjeni metodi. Glede na zgornje točke je bila izvedena primerjava med 
metodami strojnega učenja. Trendovski algoritem je skonstruiran tako, da pri 
dodajanju novih razredov hkrati povečujemo število značilk. Metoda, ki se dobro 
obnese pri večanju števila značilk, je SVM. Problem izbire SVM metode v raziskavi 
predstavlja majhna množica. Če je množica trivialna, se vprašamo, ali je SVM najbolj 
primeren za klasifikacijo. Da bi odgovorili na to vprašanje, sem izbral metodo kNN. 
Uporabnost tega je koriščena ravno pri problemih klasifikacije, kjer algoritem SVM 
deluje slabše. Če je učna množica preprosta in so razdalje med razredi evklidske 
narave, bo kNN deloval ustrezno. Če imamo dosti več učnih podatkov kot značilk, bo 
kNN od SVM deloval bolje. Na drugi strani pa kNN povečanja podatkov v učni 
množici ne prenaša dobro v smislu hitrosti; ta vsakič za napovedi ali testiranja uporabi 
celo učno množico. Drugi oscilacijski algoritem je sicer bolj prizanesljiv glede števila 
značilk, saj se to z dodajanjem novih razredov ne bo povečevalo. Če hočemo razširiti 
prepoznavo dogodkov in dodati veliko število razredov, bo SVM dobro ohranjal hitrost 
napovedi. Oba modela sta občutljiva ob neupoštevanju skaliranja značilk. Sicer 
uporabljena algoritma za pridobitev značilk tega ne potrebujeta, saj podajata 
primerljive skale med vsemi uporabljenimi značilkami. Dober kontrast za raziskavo je 
tudi med enorazredno in večrazredno klasifikacijo. kNN lahko namreč obravnava vse 
razrede hkrati, medtem ko je SVM binarni klasifikator. Slednjega lahko uporabljamo 
v načinu ena proti vsem ali v načinu enega razreda proti drugemu. Sicer je bil v nalogi 
uporabljen prvi. Glede na število razredov je bilo potrebnih 7 klasifikatorjev. Stvar, ki 
jo je treba poudariti je, da teorija ni zakon, ki vedno deluje. To pomeni, da zgoraj 
omenjene predpostavke ne nujno vedno enako delujejo tudi v praksi. Naloga vključuje 
testiranje kNN in SVM, ker sta oba delovala relativno dobro, zato drugi modeli niso 
bili uporabljeni. Poleg obeh se je testirala še logistična regresija, vendar zaradi 
smiselnosti raziskave, ki sloni na dveh zelo različnih metodah strojnega učenja, ni bila 
vključena. [17, 18] 
 
6.2.6 K-najbližjih sosedov 
 
K-najbližjih sosedov je preprost klasifikacijski algoritem. Za njega velja, da je ne-
parametričen. Novi primer je klasificiran z izračunom najkrajše razdalje do podatkov 
iz učne množice. K v imenu nam omogoča, da se odločimo, koliko sosednjih podatkov 
okoli novega primera bomo upoštevali za klasifikacijo. V primeru, če je k=1, se 
upošteva samo najkrajša razdalja do nekega razreda. 
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Na klasifikacijo kNN algoritma vplivajo trije glavni faktorji [17]: 
 
 izmerek najkrajših razdalj do k-sosedov, 
 pravilo odločitve za klasifikacijo izpeljano iz k-najbližjih sosedov, 
 izbrano število sosedov za klasifikacijo. 
Poleg hiperparametra k imamo tudi parameter različnih metrik razdalj, ki jih lahko 
vpeljemo pri kNN. Najbolj razširjena je Evklidska, ostale alternative pa so še 
Manhattan, Hamming in Minkowski razdalja. Na voljo imamo tudi možnost uporabe 
enotne (ang. uniform) opcije, ki uteži vse zajete točke (slika 6.1) enako ne glede na 
razdaljo. Pri kNN moramo paziti na izključitev osamelcev pred uporabo algoritma. 
Paziti moramo tudi, da imamo srednje veliko podatkov v učni množici in na število 
značilk posameznega primera. Algoritem je neučinkovit pri večjem številu dimenzij 
oziroma značilk. Fenomen drastičnega naraščanja razdalj zaradi velikega števila 
dimenzij se imenuje prekletstvo dimenzionalnosti (ang. curse of dimensionality). 
 
 
Slika 6.1: Slika prikazuje upoštevajoče podatke z naraščajočim število k sosedov, ker 
je X nova instanca. 
 
Zato so podatkovni seti v velikem dimenzionalnem prostoru razredčeni. To pomeni, 
da bodo učni podatki med seboj zelo oddaljeni in bolj težavni za obravnavo [9, 17, 18]. 
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6.2.7 Metoda podpornih vektorjev – jedrni polinom (SVM) 
 
Metoda podpornih vektorjev je ena bolj popularnih klasifikacijskih metod. SVM 
algoritmi so sposobni tako linearne kot tudi nelinearne klasifikacije. Poleg tega jih 
lahko uporabljamo tudi v regresiji in so dobro odporni na osamelce pri podatkih v učni 
množici. Občutljivost na osamelce rešimo s tako imenovanim mehkim robom/mehko 
maržo (ang. soft margin) razmejitve. Cilj dobre razmejitve je poiskati ravnovesje med 
čim večjim pasom mehkega roba in številom osamelcev v pasu mehkega roba. To 
ravnovesje kontrolirano s hiperparametrom C. Pri majhnem parametru C bomo 
razširili pas mehkega roba in tako dopuščali več osamelcev, pri večjem parametru C 
pa bomo manjšali mejo dopustnosti osamelcev v pasu mehkega roba oziroma jo zožili. 
Glede na natančnost se jedrni polinom dobro obnese pri klasifikaciji kompleksnejših 
manjših oziroma srednje velikih učnih množicah. Jedrne funkcije transformirajo 
originalni prostor značilk v višje dimenzionalni prostor značilk (slika 6.2) [9]. 
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V primeru uporabe transformacije na 2D prostoru bi transformacija izgledalo tako: 
 
 










Hočemo torej izračunati primerjalno funkcijo v večdimenzionalnem prostoru. 
Opazimo, da dobimo po transformaciji 3D prostor. Z večanjem dimenzij prostora 
potrebujemo veliko računske zmogljivosti. Po taki strukturi bi bil zgornji pristop 
praktično neuporaben pri večjih redih polinoma. Mercerjev teorem pravi, da mora 
jedrna funkcija K(a, b) zadostovati matematičnim pogojem, ki jim pravimo Mercerjevi 
pogoji. Ti pravijo, da tedaj, ko je funkcija K zvezna in simetrična v svojih argumentih, 
da velja K(a, b) = K(b, a), obstaja taka funkcija Φ, ki preslika a in b v nek višje 
dimenzionalni prostor, kjer je jedrna funkcija preprosto skalarni produkt novo ali višje 
dimenzijske preslikave posameznih argumentov oziroma K(a, b) = Φ(a)T Φ(b). To 
eksplicitno pove, da pri uporabi večine jedrnih funkcij z veliko gotovostjo obstaja nek 
višje dimenzionalni prostor, kjer so instance podatkov učne množice linearno ločljive. 
Tukaj je bistvo Mercerjevega teorema samo zavedanje, da taka transformacija Φ 
oziroma prostor obstaja, čeprav Φ ne poznamo. Izkaže se, da ga tudi ni treba poznati. 
Razlog tiči v dejstvu, da je problem iskanja mehkega roba konveksna kvadratična 
optimizacija z linearnimi omejitvami. Primarni optimizacijski problem ima več 
omejitev, ki jih moramo upoštevati pri reševanju optimizacijskega problema. Tega 
lahko rekonstruiramo na način, da omejitve sprostimo. To rekonstrukcijo imenujemo 
dvojni optimizacijski problem. Tukaj lahko vključimo omejitve v funkcijo 
optimizacijskega problema tako, da ji dodamo nov parameter λ. Tak problem v 
matematiki spada pod iskanje vezanega ekstrema. Optimizacijska funkcija je 
imenovana Lagrangova funkcija, kjer so λk Lagrangovi multiplikatorji [19, 9]. 
Slika 6.3 prikazuje iskanje ekstrema funkcije z=2-x2-y2, pri pogoju x+y=1. Iz obeh 





Slika 6.3: Iskanje ekstrema pri pogoju. Prirejeno po [19]. 
 
 𝐹(𝑥, 𝑦) = 2 − 𝑥2 − 𝑦2 − λ(x + y − 1) (6.2) 
Izkaže se, da lahko optimizacijski problem formuliramo tako, da bodo na klasifikacijo 
s pomočjo jedrnega SVM algoritma vplivali samo vektorji v pasu mehkega roba. Z 
drugimi besedami bodo za vse vektorje, ki niso v pasu mehkega roba Lagrangevi 
multiplikatorji enaki nič. Kot že ime algoritma pove, bodo tako za klasifikacijo 
pomembni samo podporni vektorji. Odgovor na potrebno visoko računsko 
zmogljivost, da opravljamo transformacije, najdemo v jedrnem triku (ang. Kernel 
trick). Ta omogoča, da nam za klasifikacijo ni treba poznati uteži značilk oziroma 
funkcije, s katero transformiramo značilke v višje dimenzije. Če se vrnemo na primer 
polinoma drugega reda v enačbi 6.1, lahko na podlagi dveh vektorjev a in b pokažemo, 
da za skalarni produkt dveh transformiranih vektorjev ni treba poznati transformacije 
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Skalarni produkt transformiranih vektorjev je enak kvadratu skalarnega produkta 
originalnih vektorjev a in b (enačba 6.3). Z uporabo jedrnega trika izberemo mejo 
odločitve (ang. decision boundry), ne da bi se sprehodili po višjih dimenzijah. SVM 
ali SVC, kot je že zgoraj omenjeno, velja za binarnega klasifikatorja. [9] 
V raziskavi je uporabljen jedrni (ang. Kernel) polinomski klasifikator. Ta velja za 
nelinearnega klasifikatorja, kar pomeni, da so meje odločitve nelinearne. [9] 
Podajamo ga z enačbo: 
 
 𝐾(𝑎, 𝑏) = (𝑎𝑇𝑏 + 𝑟)𝑑, (6.3) 
kjer je d red polinoma in r konstanta polinoma, ki nadzira odvisnost modela od višjih 
in manjših redov polinoma. Časovna kompleksnost učenja SVM modela je med (m2 + 
n) do (m3 + n), kjer je m – število podatkov v učni množici in n – število značilk 
posamezne instance. [9] 
 
6.2.8 Analiza glavnih komponent in analiza sosedskih komponent 
 
Eden ključnih temeljev za uporabo nekaterih metod v strojnem učenju je omogočanje, 
da je metoda uporabna kljub naraščanju števila značilk. Omenjena pomanjkljivost 
kNN je uporaba celotne učne množice za napoved. Da bi razširili uporabnost kNN, ne 
da bi zmanjšali kakovost napovedi, moramo uporabiti metodo za zmanjšanje dimenzij. 
Stavek, ki najbolj opiše pomembnosti teh metodm je trditev, da je strojno učenje 
nenehna kompresija. To pomeni razširjeno učenje in ohranjanje hitrosti z naraščanjem 
učne množice ter zmanjšanje spominskih kapacitet. Pomembno dejstvo je, da bomo z 
vsako kompresijo ali zmanjšanjem dimenzij izgubili nekaj informacij. Cilj je, da 
ohranimo toliko informacij, da bodo napovedi še vedno dobre; v zameno pridobimo 
na zgoraj omenjenih dobrih lastnosti. Pogosto imamo primere, da nekatere značilke k 
napovedi dodajo šum. V takem primeru bomo z zmanjšanjem dimenzij pridobili na 
kakovosti napovedi oziroma obdržali za naš klasifikacijski problem zgolj koristno 
informacijo. Analiza glavnih komponent (ang. Principal component analysis – PCA) 
spada pod nenadzorovano učenje. Kot parameter tu podamo samo značilke. Torej 
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metoda ne bo poznala pravih odvisnosti med razredi, saj ti pri uporabi metode niso 
predhodno označeni. Z drugimi besedami zagotovitev za maksimalno ohranjanje 
variance pri zmanjšanju dimenzije podatkov ni zagotovilo za pridobitev informacije o 
odnosih med razredi, ker PCA v tem primeru ni idealna in je bila v raziskavi 
uporabljena z namenom primerjave z drugo uporabljeno metodo. Pri PCA zmanjšanje 
dimenzij lahko namesto tega, da izloči informacijski šum, znatno pokvari rezultate 
napovedi. [9] 
PCA deluje po principu primarnih ali glavnih komponent (ang. Principal Components 
– PC). Prva primarna komponenta bo ohranila največ variance, druga manj in tako 
naprej. Število komponent bo enako številu dimenzij oziroma številu značilk v naših 
podatkih. Vsaka primarna komponenta bo ortogonalna na druge. Slika 6.4 prikazuje 
delovanje poteka nekaj korakov PCA algoritma na podlagi dveh dimenzij. Oranžne in 
rdeče točke predstavljajo dva skupka podatkov. PCA izračuna povprečje vseh točk in 
te centrira glede na izbrano povprečje. V drugem koraku na sliki 6.4 se primarna 
komponenta PC1 prilega podatkom. Matematično je premica linearna kombinacija 
dveh narisanih značilk. Koliko katera prispeva k prileganju, je odvisno od razmerja 
obeh (pri koraku 3 naklon premice k slika 6.4). To je eden od načinov, kako ročno 
izboljšati oziroma izbrati pomembne značilke. V sklopu knjižince Scikit-learn lahko 
dobimo vpogled v PC komponente, kjer vidimo, katere so najbolj pomembne značilke 
oziroma katere značilke nosijo največ informacije. Po koraku 4, kjer dodamo naslednjo 
ortogonalno PC2 komponento, PCA zasuka graf tako, da PC komponente zamenjajo 
osi značilk grafa [21]. Nato algoritem izračuna ohranjeno varianco v smeri obeh 
komponent po enačbi [21, 22]:  
 
 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑎_𝑃𝐶1 =  𝑉𝐾𝑅_𝑃𝐶1
𝑛−1
, (6.4) 
kjer je VKR_PC1 vsota kvadratov razdalj točk do prve primarne komponente, n pa 
število vseh točk ali podatkov. Varianca obeh narisanih primarnih komponent je 
celotna ohranjena varianca te določene učne množice. V nalogi je bilo uporabljenih 
prvih nekaj PC komponent, ki so omogočile zmanjšanje originalnih dimenzij učnih 
podatkov.  
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Slika 6.4: Simbolni prikaz poteka delovanja PCA metode. Prirejeno po [21]. 
 
Druga bolj primerna metoda, izdelana izključno na podlagi izboljšanja kNN oziroma 
odprave njegove pomanjkljivosti, je analiza sosedskih komponent (ang. Neigbourhood 
components analysis – NCA). Tu lahko kot parameter navedemo oznake razredov; 
NCA namreč spada pod nadzorovano učenje [23]. 
Metoda se v bistvu ukvarja z vprašanjem, kaj pomeni najbližji sosed. Da bi odgovorili 
na to vprašanje, moramo izbrati metriko razdalje. V primeru uporabe kNN ta izbere 
metriko na podlagi že predlaganih (npr. Manhattan). Upanje, da bo ena od njih 
delovala izvrstno, ni ravno zadovoljiv odgovor ali pravi matematični pristop. Začetki 
optimizacije algoritma so se izvajali na učni množici s pristopom Pusti enega zunaj 
(ang. Leave one out – LOO) metodo prečne validacije. LOO je tip validacije, kjer en 
podatek v učni množici vedno pustimo za testiranje, ostale pa za učenje; na podlagi 
njih bomo klasificirali namišljeno neoznačen podatek. To ponavljamo na vsakem 
podatku v učni množici. Problem formulacije optimizacijskega problema ali funkcije 
 
51 
izgube trenutne verzije LOO je nezveznost v skokih funkcije. Ti skoki so posledica 
tega, da lahko majhne spremembe neke metrike razdalje zelo povečajo velikost napake 
LOO validacije. To pomeni, da se je veliko število točk, ki so bile prej razumljene kot 
pravilen razred, s spremembo v metriki klasificiralo napačno. Optimizacija funkcij, ki 
niso diferenciabilne na robovih, je pri skokih zelo težavna. Torej si želimo 
optimizacijsko funkcijo formulirati tako, da bo iskanje ekstremov kot pri primeru SVM 
enostavno. Take funkcije morajo biti zvezne in odvedljive. Namesto da izberemo 
vedno enako fiksno število sosedov, izberemo enega samega soseda neke točke i 
naključno. To naključje temelji na verjetnosti izbire soseda j, ki je obratno 








Enačba 6.5 predstavlja verjetnost, da točka i izbere točko j. Pri tem mora veljati, da je 
verjetnost samoizbire pii = 0. Sedaj lahko gledamo pričakovano število glasov izbire 
za posamezen razred. Pod pogojem v enačbi 6.5 verjetnost, da bo podatek ali točka i 
pravilno klasificirana, podaja spodnja enačba [23]. 
 
 𝑝𝑖 = ∑ 𝑝𝑖𝑗
𝑗∈𝐶𝑖
 (6.6) 
Zadnji potreben korak za to, da dokončamo nastavek optimizacijskega problema v 
enačbi 6.5, je izbira metrik razdalje. Te so izbrane iz družine Mahalanobisovih 
kvadratičnih metrik razdalj. Predstavljene so s simetričnimi semi-definitnimi 
matrikami. Če transformacijo označimo z matriko A. bomo pravo metriko Q = ATA 
dobili, tako da velja [24]: 
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𝑒𝑥𝑝 (−‖𝐴𝑥𝑖 − 𝐴𝑥𝑗‖
2
)




Ko tega razširimo na celotno učno množico oziroma jo uporabimo na vseh razredih, 
ne samo da je funkcija diferenciabilna, temveč smo se pri procesu znebili tudi 
parametra k. Razširitev na vse razrede je podana z enačbo 6.9, ki jo optimiziramo z 







Z gradientnim spustom izvemo torej transformacijo A, s katero originalni prostor 
transformiramo v prostor, kjer bo evklidska razdalja delovala z največjo 
učinkovitostjo. Taka učna množica je tako pripravna na klasifikacijo s kNN. Pri 
uporabi različnih gradientnih metod za maksimizacijo A je treba paziti, da se ne 
ujamemo v lokalni maksimum, saj funkcija izgube ni konveksna [24]. 
 
6.3 Izbira značilk 
 
Značilke se je pridobivalo na dva načina. V prvem primeru se je med seboj primerjalo 
potek signala oziroma trend. V drugem primeru pa se je iz prileganja pridobilo najbolj 
uporabljene krožne frekvence v motnji.  
 
6.3.1 Algoritem za pridobivanje značilk 1 (trendovski algoritem) 
 
Primerjava med trendi se je izvedla z normalizirano prečno korelacijo. Prečna 
korelacija je mera ali meritev podobnosti dveh signalov. Ta se običajno izvede, ko 
imamo v signalu nek časovni zamik. Če bi bil naš signal sin(x), bi bil signal sin(x+pi) 
popolnoma zamaknjen signal oziroma različen. V našem primeru je nasprotujoč 
začetni odklon oziroma skok ponazarjal bodisi visoko mero podobnosti bodisi 
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raznolikosti. To se je odražalo pri različnih fazah (npr. toka). Ko se je napaka zgodila 
na eni od faz, sta si bili ostali dve fazi zelo podobni oziroma sta imeli odklon v isto 
smer [25]. 
Sliki 6.5 in 6.6 sta primer visoke mere medsebojne različnosti. Tak vzorec se pogosto 
ponovi na enofaznih napakah, ni pa pravilo. Če se vzorec ne ponovi, se moramo zanesti 
na ostale značilke, da bodo te razločile med obema zgoraj navedenima razredoma. Kot 
je bilo že omenjeno, moramo signale normalizirati, zato se je uporabila normalizirana 
prečna korelacija. To je bilo potrebno, saj različni deli omrežja nimajo enakih amplitud 
toka in napetosti. Torej se skala pri različnih PMU napravah razlikuje. Ne samo, da se 
s tem lahko signale korektno primerja, temveč to pripomore tudi k pripravnosti za 
uporabo obeh algoritmov strojnega učenja. To, da so značilke enakih ali podobnih skal, 
je pogoj za porabo in učinkovitost nekaterih algoritmov strojnega učenja. 
Tako imenovani korelacijski koeficienti nam povejo mero odnosa med dvema 
spremenljivkama. Obstaja več tipov korelacijskih koeficientov. V našem primeru je 
bil uporabljen Pearsonov korelacijski koeficient. Odnos med dvema spremenljivkama 
ali dvema setoma podatkov Pearsonov koeficient podaja v razponu (1, -1), kjer 1 velja, 
da sta seta podatkov prileganja identična in -1, da sta si popolnoma različna [25]. 
 
 
Slika 6.5: Prikaz izrazitega padca toka na fazi A. 
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Slika 6.6: Prikaz izrazitega skoka toka na fazi B. 
 










kjer je n število podatkov xi in yi pa dva različna seta rezultatov prileganja Fourierove 
vrste. 
V raziskavi je bilo za vsak razred izbrano eno prileganje, ki je najbolj posploševalo v 
smislu ujemanja trenda. To prileganje je izbrano na podlagi opazovanj oziroma 
eksperimentalno, v primeru frekvence in kota pa sistematično ali računsko. Pri 
slednjem sta v poštev prišla standardni odklon in mera podobnosti r.  
Na sliki 6.7 sta dve spremenljivki, iz katerih tvorimo optimizacijski problem. Torej 






Slika 6.7: Slika prikazuje pomembna faktorja za sistematično izbiro predstavnika 
razredov. 
 
Zeleno obarvan kvadrat na sliki 6.8 predstavlja ploščino najboljšega predstavnika 
razreda. Med vsemi predstavniki razreda iščemo minimalno ploščino oziroma 
min ((1 − 𝑟) 𝜎). V raziskavi sta uporabljeni dve različici števila značilk pri 
trendovskem algoritmu. Pri prvi je bilo uporabljenih 43 značilk; pri tem je bilo 7 
prečnih korelacij za frekvenco, po 18 za napetost in 18 za tok. Pri napetosti in toku se 
je gledala primerjava podobnosti za vsako od faz. Za tok in napetost se je pri 
enofaznem kratkem stiku uporabilo najboljše prileganje vseh faz (A, B, C). 
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Slika 6.8: Izbira najboljšega predstavnika razreda in ploščina kot optimizacijski 
problem. 
 
Dvofazni, trofazni in dvofazni kratek stik z zemljo ni bil uporabljen. Vključitev enega 
od dogodkov kratkega stika v teoriji zadošča za razločitev vseh štirih kratkostičnih 
dogodkov, vse dokler primerjamo prečno korelacijo na vseh treh fazah. To je bilo 
seveda testirano z učenjem, na podlagi katerega se je odločalo, katere vrste prileganj 
uporabimo za pridobitev značilk. Ker se je večina odločitev sprejemala na podlagi 
učnega rezultata SVM in kNN, je tukaj še precej prostora za izboljšave. Z željo, da bi 
algoritme strojnega učenja primerjali na podlagi enakih značilk, je bilo potrebno te 
dodajati in odstranjevati ročno. Druga različica algoritma je poskus izboljšave prve, 
torej do neke mere prepustiti algoritmu NCA izboljšavo rezultatov. Tu se je poleg toka 
dodalo še tri predstavnike (po enega na fazo) za razred dvofaznega dogodka. Poleg 
tega je bilo dodanih še 7 predstavnikov kota napetosti za fazo A. Skupno je bilo torej 
vključenih 59 značilk. Z razširitvijo učne množice so se sistematično pridobljene 
značilke (frekvenca, kot) ponovno izračunale. Te so se večinoma razlikovale od teh 






6.3.2 Algoritem za pridobivanje značilk 2 (oscilacijski algoritem) 
 
Algoritem za pridobivanje značilk je bil tukaj bolj natančen. S prilegano funkcijo so 
se ujele vse oscilacije v motnji ter se tako pridobile krožne frekvence, vsebovane v 
prilegani funkciji na motnjo v EES. Amplituda oziroma pogostost teh so predstavljale 
značilke pri oscilacijskem algoritmu. Ker je smiselno, da imamo enako število značilk 
neodvisno od instance razreda, tukaj ni bilo uporabljeno najboljše prileganje glede na 
statistiko (npr. prilagojeno R2). Ker imamo zelo različne vrste odzivov signala na 
dogodek v EES, to otežuje najdbo mejne krožne frekvence zajema, da bi pridobili 
najbolj kakovostne značilke (slika 6.9). Na podlagi opazovanj se je ugotovilo, da je 
večina pomembnih krožnih frekvenc prilegane funkcije na motnjo v EES že pri 
majhnih redih Fouriera. Imamo pa tudi primere, kjer so pomembnejše krožne 
frekvence tudi pri visokih redih Fouriera. Na podlagi tega je bilo potrebno sprejeti 
kompromis, do kje je smiselno zajemati informacijo na podlagi pomembnosti krožnih 
frekvenc. Empirično je Fourierova vrsta približno med redom 20 in 27 zadosti 
fleksibilna, da pri večini primerov ujame frekvence, ki pomembneje prispevajo k 
prileganju oziroma frekvence, ki jih vsebuje prileganje na motnjo v EES. Slika 6.9 
prikazuje upad zastopanosti krožnih frekvenc po redu 27. Testiral sem tako red 27 kot 
tudi 24 in videl, da je manjši od njiju malenkostno boljši pri podajanju napovedi. Zato 
se je sprejela odločitev za uporabo slednjega. Možnost raziskave, ali je tudi red 24 
prevelik in vnaša veliko mero šuma, je predmet obravnave kombinacij različnih vzetih 
lastnosti signala. To pomeni, da izbira, kaj bomo vzeli kot podlago za pridobivanje 
frekvenc (npr. tok, napetost …) vpliva na odločitev, kateri red izbrati. Možnost, ali je 
tako kakšen nižji ali višji red boljši, ostaja še precej neraziskana in se lahko doseže na 
podlagi opazovanj ter rezultatov ali pa sistematično s pomočjo kakšne statistične 
metode.  
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Slika 6.9: Amplituda križnih frekvenc do Fourierovega reda k = 40 za tip dogodka 
odklop bremena. 
 
Tudi pri oscilacijskem algoritmu sta bili uporabljeni dve različici. Pri prvi se je 
poskušalo pridobiti hitrost, zato sta bili uporabljeni napetost in tok na fazi A ter 
frekvenca. Tu je bilo torej vključenih 72 značilk. Pri drugi različici so poleg omenjene 
frekvence uporabljene še ostale faze za tok in napetost. To je znašalo 168 značilk. 
Krožne frekvence signala motnje za kote oziroma faze električnih veličin napetosti in 
toka niso bile dodane, ker bi bil algoritem precej upočasnjen. Vsekakor pa obstaja 
možnost, da bi dodatek teh izboljšal natančnost. Najprej bi z boljšo sestavo ali izbiro 
algoritma za pridobivanje značilk lahko proces pridobitve značilk pospešili. Potem bi 
lahko najbolj uporabljene krožne frekvence signala motnje dobili na drugačen, 
potencialno hitrejši način (npr. Hitra Fourierova Transformacija). Izbira je predvsem 
odvisna od reda Fouriera, ki ga želimo uporabiti za zajem krožnih frekvenc signala 
motnje. Kakorkoli, ubrana pot ima še veliko prostora za nadgradnjo. Ključno je bilo 
raziskati, ali je tak način sploh uporaben pri prepoznavi dogodkov v EES ter kakšna je 





6.4 Učenje in validacija 
 
Med učenjem na podatke prilegamo model strojnega učenja. Model tako pridobi 
informacije o utežeh in pristranskosti (ang. Bias) prileganja na označenih podatkih. Te 
parametre naravna tako, da dobimo najmanjšo funkcijo izgube (ang. loss function). 
Ker učna napaka ni enaka testni napaki, iz učne množice običajno izvzamemo del 
podatkov za oceno testne napake. Dobra praksa je zgrajen model oceniti na 
validacijskem setu podatkov. Ta nam omogoča, da nastavimo najbolj učinkovite 
hiperparametre. Ta proces ponavljamo, dokler nismo zadovoljni z rezultati. Sam 
model se na validacijskem setu več ne uči. Prav tako pri procesu ocenjevanja model 
občasno predhodno vidi podatke [9, 26]. 
 
6.4.1 Prečna validacija  
 
Obstaja več načinov za dobro validacijo podatkov. Eden od teh je bil omenjen v 
poglavju 6.2.8. Drugi, bolj uveljavljen tip validacije je k-razdelek prečne validacije. 
Tu podatke razdelimo v bloke, kjer prvi blok predstavlja podatke ocenjevanja, ostali 
pa so namenjeni učenju. To ponovimo z vsakim od razdelkov oziroma blokov [9]. 
 
 
Slika 6.10: K-razdelčna prečna validacija. 
 
V kakšnem razmerju bomo razdelili učno množico, lahko izberemo sami. To odločitev 
je dobro sprejeti na podlagi velikosti učne množice. Poleg tega je dobro omeniti, da 
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prvotne podatke razdelimo na testni in učni set podatkov (slika 6.10), preden razdelimo 
na bloke za prečno validacijo. Torej si izberemo del podatkov, ki jih model ne bo 
predhodno videl, da lahko na njih izvajamo napovedi. Na sliki 6.11 prva vrstica 
shranjuje oznake razredov v spremenljivko enotska_vrsta_razreda. Nato elemente v 
vrsti značilk in oznak razredov v drugi vrstici na sliki 6.11 s funkcijo zip sklenemo. S 
funkcijo shuffle oboje v tretji vrstici premešamo in vsako od obeh vrst shranimo v 
svojo spremenljivko. Če tega ne bi naredili, bi imeli samo en razred v testnem setu. 
Kar se tiče učnega seta, je ta premešan tako, da ima vsak blok približno enako število 
predstavnikov posameznega razreda. To je pomembno, saj je veliko algoritmov 
občutljivih na vrstni red učnih podatkov [9, 27].  
 
 
Slika 6.11: Koda naključne razporeditve značilk in oznak razredov. 
 
6.5 Mrežno iskanje 
 
Ročno iskanje oziroma uglaševanje najboljših parametrov je zelo zamudno delo. V 
sklopu Scikit-learn knjižnice imamo na voljo različne metode za to, da algoritem 
namesto nas izbere najboljše hiperparametre. Ena takih metod je mrežno iskanje. Ta 
je bila uporabljena tudi v naši nalogi. Metodi podamo želene parametre, ta pa nato 
kombinatorično preizkusi vse njihove možne kombinacije. Na sliki 6.12 imamo v 
drugi vrstici primer za model kNN, kjer algoritem preizkusi različne metrike razdalje 
in načina dodelitve uteži v kombinaciji z različnim številom sosedov. Kot vidimo v 
prvi vrstici na sliki 6.12, sta bili testna in učna množica razdeljeni v razmerju 1:4, kjer 
parameter random_state predstavlja inicializacijsko točko, na podlagi katere algoritem 
izvede permutacije za razdelitev podatkov med učno in testno množico. Če se tega ne 
navede, bomo imeli pri vsakem novem pogonu programa drugačne podatke v obeh 
množicah [9].  
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Funkcija mrežnega iskanja se na sliki 6.12 izvede v tretji vrstici in se shrani v 
spremenljivko grid. V spremenljivki grid shranjen najboljši model v zadnji vrstici 
prilegamo na naše učne podatke. 
 
 
Slika 6.12: Prečna validacija v kombinaciji z mrežnim iskanjem 
 
6.5.1 Merilna uspešnost 
 
Obstaja veliko načinov za ocenitev učinkovitosti klasifikatorja na novih podatkih. V 
sklopu Scikit-learn knjižnice imamo različne možnosti prikaza teh ocen. Sam sem 
izbral dva pokazatelja: zamenjalno matriko (ang. confusion matrix) in klasifikacijsko 
poročilo (slika 6.13). Ta vsebuje natančnost (ang. Percision), odpoklic (ang. Recall) in 
F1 rezultat, ki je kombinacija obeh. Da bi razumeli, kako rezultat F1 deluje, moramo 
vedeti, kaj sta natančnost (ang. Percision) in odpoklic (ang. Recall) [9].  
 
 
Slika 6.13: Matrika zamenjav (desno) in klasifikacijsko poročilo (levo), kot rezultat 
uporabe modela na testni množici. 
 
Za natančnost moramo poznati dve količini, in sicer število pravih klasifikacij (prave 
pozitivne) in število napačnih klasifikacij (napačne pozitivne), ki so bile obravnavane 
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kot prave. Na drugi strani imamo odpoklic, za katerega moramo poznati prave 













Pri binarni zamenjalni matriki imamo še četrto tako vrednost, in to je PN (pravilne 
negativne klasifikacije). Elementi matrike predstavljajo zgoraj omenjene vrednosti: 
 
 𝑍𝑎𝑚𝑒𝑛𝑗𝑎𝑙𝑛𝑎 𝑚𝑎𝑡𝑟𝑖𝑘𝑎 = |𝑃𝑁 𝑁𝑃
𝑁𝑁 𝑃𝑃
| (6.12) 
V primeru večrazredne klasifikacije bo diagonalna zamenjalna matrika pomenila, da 
smo pravilno klasificirali vse podatke. Omeniti je treba kompromis med natančnostjo 
in odpoklicem. Kaj je bolj pomembno, je odvisno od vrste klasifikacije. Pri nekaterih 
problemih bo bolj pomemben odpoklic. To pomeni, da povečamo točnost klasifikacije 
v nek razred, pa čeprav bodo nekateri klasificirani podatki pripadali drugemu razredu. 
Torej bomo vedno ujeli vse pripadnike nekega razreda. Na drugi strani povečanje 
natančnosti pomeni povečanje odločenosti ali zaupanja, da je nek podatek res 
pripadnik določenega razreda. S tem povečamo standard oziroma kriterij za uvrstitev 
v določen razred, kar posledično privede do izgube pravih predstavnikov razreda pri 
odločanju. V primerih, ko hočemo nagniti tehnico v smer izboljšave natančnosti ali 
odpoklica, imamo možnost premikanja meje odločitve. Vrednost meje odločitve je 
privzeto nastavljena na nič. V knjižnici Scikit-learn je potek krivulj natančnosti in 
odpoklica v odvisnosti od vrednosti meje odločanja možnost videti s funkcijo 
precision_recall_curve. V našem primeru sta enako pomembne obe vrednosti, zato je 
prava mera učinkovitosti rezultat F1. Ta predstavlja harmonično povprečje natančnosti 
in odpoklica. To povprečje bolj uteži nizke vrednosti enega ali drugega. To pomeni, 






F1 rezultat je podan z enačbo [9]: 
 
 
𝐹1 = 2 
𝑛𝑎𝑡𝑎𝑛č𝑛𝑜𝑠𝑡 ∙ 𝑜𝑑𝑝𝑜𝑘𝑙𝑖𝑐
𝑛𝑎𝑡𝑎𝑛č𝑛𝑜𝑠𝑡 + 𝑜𝑑𝑝𝑜𝑘𝑙𝑖𝑐
  (6.13) 
Pri testnih rezultatih je uporabljen samo rezultat F1, saj najbolje prikaže učinkovitost 
uporabljene metode. Ker so pri vnovičnem poganjanju programa te vrednosti različne 
zaradi naključnosti distribucije podatkov, so bila vzeta povprečja več izvedb, s čimer 
je bila pridobljena bolj ponazarjajoča vrednost realnega stanja. Pri vsaki izvedbi je 
mrežno iskanje običajno izbralo malce drugačen model. Torej v tem delu ni bilo 






Prvi pridobljen skupek podatkov je bil namenjen učenju, drugi pa je bil uporabljen za 
napoved. Zaradi majhne učne množice in slabih rezultatov se je velik del podatkov za 
napoved uporabil za razširitev učne množice. V tem sklopu bo navedena tehnika za 
izbiro najboljšega modela metode strojnega učenja in izbira prave oziroma najbolj 
učinkovite dimenzije pri algoritmih za zmanjšanje dimenzij. Na koncu bodo 
predstavljeni vsi testni in napovedni rezultati, ki bodo med seboj smiselno primerjani. 
Za dobro konstrukcijo in preglednost je problem razdeljen na več smiselnih enot. Prva 
taka enota je razdeljena na dve velikosti učnih množic. Prva je začetna iztočnica, s 
katero se je podajalo napovedi na novo pridobljenih podatkih. Ker so bili rezultati 
nezadovoljivi, se je učno množico povečalo glede na novo pridobljene podatke. Druga 
enota vključuje uporabo dveh algoritmov za pridobivanje značilk. Vsak je vseboval po 
dve verzij. Prva je bila dobro premišljena v smeri izboljšanja hitrost in uporabo najbolj 
koristnih značilke. Pri drugi pa je bila izbrana večja količina značilk in se je odločitev 
o koristnosti informacij prepustila klasifikatorjema oziroma reduktorjema dimenzij. 
S ciljem izboljšati primerjavo so se izbrali naslednji sklopi; Primerjava med binarnim 
klasifikatorjem SVM in večrazrednim kNN ter primerjava med kNN s PCA in kNN z 
NCA metodo.  
 
7.1 Izbrani parametri klasifikatorjev 
 
Ta del bo navajal številke podatkov, ki so bili uporabljeni pri učenju. Segment je 
razdeljen na manjšo in večjo učno množico. Za vsako so v tabelah navedeni parametri 
izbranih klasifikatorjev. Pri kNN algoritmu je bila v kombinaciji z obema metodama 
za zmanjšanje dimenzij vedno uporabljena evklidska razdalja z enim sosedom. To je 
zmanjšalo kompleksnost primerjave, če bi uporabili ter primerjali še ostale. Tudi kar 
se tiče učinkovitosti, je NCA že v principu naravnan na to, da izboljša napovedi na 
podlagi evklidske razdalje. S testiranjem se je ugotovilo, da je evklidska razdalja v 
večini primerov najboljša pri podajanju napovedi in hkrati tudi da je uporaba enega 
soseda najbolj optimalna. 
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7.1.1 Manjša učna množica 
 
Na voljo je bilo 504 podatkov, ki so bili razdeljeni na testni in učni set. Torej so se od 
tega 403 podatki uporabljali v učni množici. Hkrati se je nižalo razmerje med obema 
množicama, da se je lahko z večjo gotovostjo trdilo, da bo izbrani model enak tudi pri 
večanju učne množice. To je bilo narejeno zato, da se je lahko pri napovedi uporabilo 
kot učno množico cel set 504 podatkov. Vemo, da kNN bolje deluje pri večanju števila 
podatkov v učni množici, zato so take malenkosti pomembne, ko imamo na voljo 
manjše število podatkov.  
Trenirani modeli na podlagi manjše učne množice so bili izbrani na podlagi mrežnega 
iskanja. Če bi želeli biti temeljiti, bi lahko po mrežnem iskanju še bolj podrobno iskali 
hiperparametre. Ker je bilo na voljo malo podatkov, se je lahko mrežno iskanje, ki zna 
biti računsko zahtevno in se ga običajno uporabi za grobo iskanje parametrov, precej 
natančno opredelilo. 
Za kNN in SVM so bili uporabljeni naslednji parametri mrežnega iskanja, kot jih 
podaja Tabela 7.1. 
 
Tabela 7.1: Uporabljeni parametri mrežnega iskanja za SVM in kNN metodi. 
Modela Parametri 
kNN Število sosedov: (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) Uteži: (Enota, razdalja) 
Razdalja: (evklidska, 
Manhattan) 
SVM C: (0,1, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10) 
Koeficient: (0,1, 
1, 2, 3, 5, 7, 10) 
Stopnja 
polinoma: (2, 3, 




Učne množice, na katerih se je klasifikatorje treniralo, se je shranjevalo v formatu 
JSON, kjer se je izbrane modele prilegalo na shranjene učne množice v novi Python 
datoteki. Pri SVM je bila uporabljena knjižnica Pickle, ki omogoča shranjevanje 
parametrov klasifikatorja. Shranjevanje celotne učne množice za vsak binarni 
klasifikator je zamudno in nesmiselno.  
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Na podlagi mrežnega iskanja so bili izbrani naslednji modeli iz tabel 7.2, 7.3 in 7.4. 
 
Tabela 7.2: Klasifikatorji kNN, izbrani z mrežnim iskanjem, na katerih sem podajal 
napovedi. 
kNN 
Algoritmi (verzije) Parameteri Razdalja Število sosedov 
Algoritem 1 Verzija 1 Manhattan 1 
Algoritem 1 Verzija 2 Manhattan 1 
Algoritem 2 Verzija 1 Manhattan 1 
Algoritem 2 Verzija 2 evklidska 1 
 
Tabela 7.3: Klasifikatorji SVM, izbrani z mrežnim iskanjem, na katerih sem podajal 
napovedi (algoritem 1). 
SVM (polinomsko jedro) 
Algoritem 1 Parametri 
verzija 1    
Odklop bremena 0,1 1 4 
Izpad voda 8 1 2 
Izpad generatorja 0,1 1 8 
Enofazni kratek stik 7 0,1 5 
Dvofazni kratek stik 1 7 10 
Dvofazni kratek stik z zemljo 6 1 4 
Trofazni kratek stik 1 1 5 
verzija 2    
Odklop bremena 0,1 1 2 
Izpad voda 0,1 3 8 
Izpad generatorja 0,1 1 8 
Enofazni kratek stik 7 10 2 
Dvofazni kratek stik 0,1 2 10 
Dvofazni kratek stik z zemljo 0,1 3 8 








Tabela 7.4: Klasifikatorji SVM, izbrani z mrežnim iskanjem, na katerih sem podajal 
napovedi (algoritem 2). 
SVM (polinomsko jedro) 
Algoritem 2 Parametri 
verzija 1    
Odklop bremena 0,1 3 4 
Izpad voda 0,1 2 8 
Izpad generatorja 0,1 2 8 
Enofazni kratek stik 2 2 8 
Dvofazni kratek stik 5 10 4 
Dvofazni kratek stik z zemljo 8 3 5 
Trofazni kratek stik 3 10 4 
verzija 2    
Odklop bremena 0,1 2 8 
Izpad voda 0,1 7 4 
Izpad generatorja 0,1 2 10 
Enofazni kratek stik 6 2 5 
Dvofazni kratek stik 6 7 5 
Dvofazni kratek stik z zemljo 6 1 5 
Trofazni kratek stik 0.1 10 4 
 
7.1.2 Večja učna množica 
 
Tu je bilo na voljo 630 podatkov, ki so bili razdeljeni na testni in učni set. Učna 
množica je vsebovala 504 podatke in testna 126. Kot to dejstvo je dosti bolj 
pomembno, da je del teh izhajal iz druge distribucije simulacij. Stremeti moramo k 
temu, da pri uporabi strojnega učenja vključimo več distribucij simulacij. S tem 
zagotovimo, da v primeru različnih pogojev pri opravljanju meritev pridobimo na 
raznolikosti možnih signalov motenj posameznih razredov. Tako znatno zmanjšamo 
pristranskost, ki bi lahko vplivala na rezultate napovedi. Če bi namesto RTDS 
simulacij uporabili PMU meritve, bi ob različnih časih ali pa na različnih lokacijah 
imeli drugačne pogoje delovanja EES. To je treba upoštevati za boljšo konstrukcijo 
učne množice.  
Tukaj se je z mrežnim iskanjem pridobilo klasifikatorje iz tabel 7.5, 7.6 in 7.7. 
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Tabela 7.5: Klasifikatorji kNN pri večji učni množici, izbrani z mrežnim iskanjem, na 
katerih sem podajal napovedi. 
kNN 
Algoritmi (verzije) Parameteri Razdalja Število sosedov 
Algoritem 1 Verzija 1 Manhattan 1 
Algoritem 1 Verzija 2 Manhattan 1 
Algoritem 2 Verzija 1 evklidska 1 
Algoritem 2 Verzija 2 Manhattan 1 
 
Tabela 7.6: Klasifikatorji SVM, izbrani z mrežnim iskanjem, na katerih sem podajal 
napovedi (algoritem 1). 
SVM (polinomsko jedro) 
Algoritem 1 Parametri 
verzija 1 C r Red polinoma 
Odklop bremena 0.1 1 2 
Izpad voda 0.1 5 10 
Izpad generatorja 3 1 2 
Enofazni kratek stik 0.1 5 10 
Dvofazni kratek stik 5 0.1 4 
Dvofazni kratek stik z zemljo 0.1 1 8 
Trofazni kratek stik 6 0.1 4 
verzija 2 C r Red polinoma 
Odklop bremena 0.1 1 2 
Izpad voda 0.1 3 5 
Izpad generatorja 1 0,1 5 
Enofazni kratek stik 1 1 10 
Dvofazni kratek stik 0.1 1 10 
Dvofazni kratek stik z zemljo 1 1 5 








Tabela 7.7: Klasifikatorji SVM, izbrani z mrežnim iskanjem, na katerih sem podajal 
napovedi (algoritem 2). 
SVM (polinomsko jedro) 
Algoritem 2 Parametri 
verzija 1 C r Red polinoma 
Odklop bremena 0.1 2 8 
Izpad voda 0,1 2 8 
Izpad generatorja 0,1 5 4 
Enofazni kratek stik 4 3 5 
Dvofazni kratek stik 4 1 10 
Dvofazni kratek stik z zemljo 3 5 5 
Trofazni kratek stik 5 5 4 
verzija 2 C r Red polinoma 
Odklop bremena 0.1 2 8 
Izpad voda 0.1 2 8 
Izpad generatorja 0.1 2 8 
Enofazni kratek stik 0.1 2 8 
Dvofazni kratek stik 8 3 5 
Dvofazni kratek stik z zemljo 1 5 4 
Trofazni kratek stik 1 10 4 
 
Pri večkratnem binarnem klasifikatorju imamo različne načine, kako ga vpeljati za 
podajanje napovedi. Če bi izbrani razredi predstavljali vse dogodke, ki so možni v 
EES, bi lahko preprosto izbrali najvišjo vrednost ene od možnih metrik za 
napovedovanje. Pri tem primeru se zdi smiselno, da obstajajo dogodki nekega 
neznanega razreda, ki ni vključen v raziskavo. S tega vidika ima SVM pred kNN 
prednost, saj lahko zaključimo, da razred ni nobeden od znanih. Pri tem bolj 
sofisticiranemu načinu torej poleg najvišje vrednosti med vsemi rezultati metrike 
razredov lahko upoštevamo tudi to, ali je najvišji rezultat metrike nekega razreda 
zadosti velik oziroma predstavlja zadostno mero zaupanja. Izbran je bil pristop, kjer 
se je gledalo samo, kateri razred ima najboljši rezultat ter so se na podlagi tega podale 
napovedi. Odločitev za tak pristop je v lažji oziroma bolj smiselni primerjavi s kNN. 
Napovedi lahko primerjamo tudi na podlagi posameznih razredov. Tako dobimo 
vpogled, kako dobro klasifikator klasificira posamezne razrede, ter ga primerjamo s 
kNN klasifikatorjem. Sicer so posamezni rezultati posameznega razreda odvisni od 
velikosti vrednosti rezultatov ostalih razredov. Preprosto gledati napovedi posameznih 
razredov na celotni množici za napoved brez vključitve ostalih razredov bi bilo 
pristransko pri primerjavi s kNN. 
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7.2 Število izbranih dimenzij 
 
Cilj je bila primerjava med obema metodama za zmanjšanje dimenzij. Pri analizi 
glavnih komponent imamo dve možnosti: dimenzije lahko izbiramo ročno s postopnim 
povečevanjem števila dimenzij in opazovanjem rezultatov testiranja ali pa te izberemo 
na podlagi količine ohranjene informacije oziroma variance. V sklopu Scikit-learn 
knjižnice lahko navedemo, kakšno količino variance želimo ohraniti. Posamezne 
glavne komponente nosijo določeno količino informacije. Kakšno količino 
informacije bo določena značilka nosila, je v veliki meri odvisno od kvalitete značilk. 
Kakšno število dimenzij predstavlja določen procent variance, je odvisno od učne 
množice in vrste algoritma za pridobivanje značilk in bomo pri enakih vrednosti 
variance tako dobili različno število dimenzij. Varianco lahko navajamo samo pri 
metodi PCA; pri metodi NCA gledamo rezultate testiranj in na podlagi tega izberemo 
najboljšo število dimenzij. V večini primerov so bile za najboljšo varianco pri 
testiranju izbrane vrednosti 0,98. Na sliki 7.1 je razvidno, da to vrednost PCA doseže 
med dimenzijami ali značilkami 10 in 20. Tako je bilo pri vseh algoritmih ter 
različicah. Bolj kvalitetne značilke bi pomenile bolj strm graf. 
 
 




Pokazatelja, kako se bo na podlagi uporabljenih značilk obnašala posamezna metoda 
za zmanjšanje dimenzij, lahko ocenimo na podlagi grafa, če je možno število značilk 
zmanjšati do dimenzij za prikaz, to je 2D ali 3D. Pri strojnem učenju se zgodi, da 
imamo lahko več tisoč značilk, katerih števila nismo zmožni zmanjšati do dimenzij za 
prikaz. To pomeni, da bi obe uporabljeni metodi izgledali neuporabni. Sliki 7.2 in 7.3 
prikazujeta grupiranja obeh metod na enakem algoritmu za pridobivanje značilk pri 
enaki različici. Na prvi pogled NCA izgleda dosti bolj razločna. Toda rezultati 
napovedi pokažejo, da pri treh dimenzijah PCA v prikazanem primeru napoveduje 
malenkost boljše.  
Je pa zanimiva primerjava transformacije obeh metod. NCA ima več praznega prostora 
med posameznimi razredi, medtem ko PCA vse razrede bolj kompaktno razporedi 
okoli sredine osi. PCA ima na podlagi obeh slik dosti več težav pri razločevanju med 
kratkimi stiki. Najbolj kritična sta dvofazni in dvofazni zemeljski kratek stik. Podobno 
opazimo tudi pri NCA na sliki 7.2, kjer sta oba kratka stika sicer do določene mere 
dobro grupirana, vendar še vedno zelo skupaj ali celo prepletena. Dobro je opazna tudi 
posledica povečane učne množice, saj nekaj posameznih točk vedno malenkost 
odstopa od glavnega skupka nekega razreda. Prvotna izbira značilk je bila namreč 
izvedena na manjši učni množici. Kar je pomembno, je to, da so med seboj kljub 
odstopanju od prvotnega skupka določenega razreda te točke precej skupaj. To kaže 
na to, da pri vseh dogodkih učna množica ni preprosta, kar pomeni, da bi z zadostno 
povečavo učne množice dobro povečali tudi natančnost napovedi, saj bi se na sliki 7.2 
in 7.3 formirali novi skupki določenega razreda. Ti bi po povečanju učne množice 
vsebovali večjo gostoto podatkov in bi s tem nov primer lažje klasificirali. Primer teh 
odstopanj na sliki 7.2 je dobro nazoren pri dvofaznem kratkem in enofaznem kratkem 
siku ter na sliki 7.3 pri enofaznem in dvofaznem zemeljskem kratkem stiku. 
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Slika 7.2: Prikaz transformacij značilk in razporeditve razredov z metodo NCA v treh 
dimenzijah. 
 
Treba je poudariti, da 3D prikaz ni zadosten pogoj, ali bo nek algoritem oziroma 
njegova različica delovala bolje od druge, ko bomo povečali dimenzije. Zaključek, ki 
ga lahko naredimo, je, da NCA pri prikazani različici že v treh dimenzijah doseže 
natančnosti napovedi blizu maksimalne na podlagi uporabljene različice algoritma. 
Razlaga, zakaj PCA podaja v primeru malenkostno boljše napovedi, je, da je ta 
sposobna odkriti tudi informacije, ki ne izhajajo iz kakovosti značilk oziroma odnosov 
med razredi, temveč je ta ustvarjena arbitrarno. Ta je lahko koristna. Zgodi pa se lahko, 









Slika 7.4: Prikaz transformacij značilk in razporeditve razredov z metodo NCA v treh 
dimenzijah. 
 
Slika 7.4 dobro ponazori, kako se razredi dogodkov v EES za odklop bremena, izklop 
generatorja ter izpad voda zelo dobro držijo svojega skupka, medtem ko so razredi 
kratkih stikov precej razredčeni. Na to so kazali tudi slabi testni rezultati pri prvi 
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različici oscilacijskega algoritma. Ti so kazali visoko zanesljivost in pravilne 
klasifikacije pri prvih treh omenjenih razredih ter kontrastno veliko napačnih 
klasifikacij pri razredih motnje kratkega stika.  
Za napovedi so bile dimenzije izbrane na podlagi: 
 
 največje možne dimenzije za prikaz (dimenzija 3), 
 najboljšega testnega rezultata, 
 izbire dimenzije za podajanje najboljšega rezultata napovedi (do dimenzije 20). 
 
7.3 Testni rezultati 
 
Pri poganjanju testiranja sem nadalje za podajanje napovedi uporabil oziroma shranil 
primer, kjer so testni rezultati kazali na dobro naučen model. Da so bili rezultati 
testiranja bolj natančni, sem poleg omenjenega uporabljenega opravil še 10 dodatnih 
pogonov programa oziroma testnih rezultatov. Vse skupaj sem zabeležil tako 11 F1 
rezultatov, ki sem jih povprečil. Tudi tukaj sem razdelil rezultate na segment manjše 
in večje učne množice. Rezultate testiranja za manjši učno množico povzemata tabeli 
7.8 in 7.9. 
 
Tabela 7.8: Rezultati F1 za vse metode strojnega učenja ter kombinacije teh z 
reduktorjema dimenzij pri manjši učni množici. 
ALGORITEM 1 RAZLIČICA 1 (manjša množica) 
Uporabljene 
metode 
Rezultati F1 za posamezne razrede 
Odklop 
bremena 














kNN 1 0,943 0,989 0,933 0,882 0,871 0,907 
kNN + PCA 1 0,946 0,986 0,929 0,907 0,867 0,880 
 kNN + NCA 1 0,997 1 0,994 0,982 0,970 0,957 
SVM 0,998 0,948 0,982 0,967 0,929 0,859 0,926 
ALGORITEM 1 RAZLIČICA 2 (manjša množica) 
kNN 1 0,980 0,995 0,942 0,907 0,910 0,905 
kNN + PCA 1 0,968 1 0,952 0,873 0,899 0,890 
kNN + NCA 1 1 1 1 0,993 0,997 1,000 




Tabela 7.9: Rezultati F1 za vse metode strojnega učenja ter kombinacije teh z 
reduktorjema dimenzij pri manjši učni množici. 
ALGORITEM 2 RAZLIČICA 1 (manjša množica) 
Uporabljene 
metode 
Rezultati F1 za posamezne razrede 
Odklop 
bremena 














kNN 1 0,996 1 0,837 0,868 0,755 0,849 
kNN + PCA 0,997 1 1 1 0,797 0,734 0,789 
kNN + NCA 0,988 0,965 0,997 0,825 0,910 0,803 0,915 
SVM 1 1,000 0,909 0,780 0,884 0,748 0,851 
ALGORITEM 2 RAZLIČICA 2 (manjša množica) 
kNN 1 0,985 1 0,954 0,865 0,942 0,929 
kNN + PCA 0,995 0,984 1 0,919 0,805 0,930 0,925 
kNN + NCA 1 1 1 0,985 0,986 0,985 0,985 
SVM 1 0,998 1,000 0,911 0,817 0,919 0,917 
 
Rezultate testiranja za večjo učno množico povzemata tabeli 7.10 in 7.11. 
 
Tabela 7.10: Rezultati F1 za vse metode strojnega učenja ter kombinacije teh z 
reduktorjema dimenzij pri povečani učni množici. 
ALGORITEM 1 RAZLIČICA 1 (večja množica) 
Uporabljene 
metode 
Rezultati F1 za posamezne razrede 
Odklop 
bremena 














kNN 1 0,920 0,994 0,972 0,906 0,886 0,909 
kNN + PCA 1 0,920 0.994 0,972 0,906 0,886 0,909 
kNN + NCA 1 0,998 1 0,971 0,948 0,926 0,980 
SVM 1 0,917 0,971 0,917 0,857 0,800 0,881 
ALGORITEM 1 RAZLIČICA 2 (večja množica) 
kNN 1 0,980 0,997 0,945 0,840 0,822 0,907 
kNN + PCA 1 0,954 0,982 0,911 0,785 0,778 0,915 
kNN + NCA 1 0,980 1 0,983 0,932 0,910 0,952 
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Tabela 7.11: Rezultati F1 za vse metode strojnega učenja ter kombinacije teh z 
reduktorjema dimenzij pri povečani učni množici. 
ALGORITEM 2 RAZLIČICA 1 (večja množica) 
Uporabljene 
metode 
Rezultati F1 za posamezne razrede 
Odklop 
bremena 














kNN 1 0,995 1,000 0,779 0,805 0,715 0,799 
kNN + PCA 1 0,992 0,998 0,784 0,799 0,694 0,789 
kNN + NCA 0,996 1 1 0,913 0,945 0,880 0,952 
SVM 1 0,959 0,991 0,887 0,872 0,844 0,828 
ALGORITEM 2 RAZLIČICA 2 (večja množica) 
kNN 1 0,997 1 0,951 0,840 0,927 0,911 
kNN + PCA 0,995 0,994 0,995 0,945 0,830 0,923 0,940 
kNN + NCA 1 1 1 0,979 0,985 0,973 0,977 
SVM 1 0,995 1 0,908 0,827 0,857 0,906 
 
Rdeče označene metode v tabelah testiranja podajajo najboljši algoritem med 
uporabljenimi glede na testne rezultate posameznega predstavnika algoritmov za 
pridobivanje značilk. Pri vseh različicah testiranja se je najbolj odrezala kombinacija 
kNN algoritma z NCA. Prva očitna primerjava je razlika sposobnosti med algoritmi za 
dobro prepoznavo kratkih stikov. Druga najbolj konsistentna metoda pri prepoznavi 
kratkih stikov na podlagi rezultatov v tabelah je SVM. Če se spustimo v podrobnosti 
testnih rezultatov kratkih stikov, vidimo, da imajo algoritmi daleč največ težav z 
obravnavo dvofaznega zemeljskega kratkega stika. Ta ima namreč dosti karakteristik, 
ki so prisotne tudi pri ostalih kratih stikih. To nam pove, da bi pri večini primerov, 
navedenih v zgornjih tabelah, potrebovali dodatne značilke ali boljše značilke za 
izboljšano prepoznavo te vrste dogodka. Poleg omenjene je precej težaven tudi 
dvofazni kratek stik.  
Vse metode odlično klasificirajo odklop bremena, izpad voda in izpad generatorja. To, 
da povprečje vseh poganjanj programske kode s stoodstotno zanesljivostjo klasificira 
vse tri omenjene razrede, kaže na to, da so značilke dobre in da je metoda, kar se tiče 
teh razredov, primerna za uporabo. Primerjava med manjšo in večjo učno množico ne 
sme biti obravnavana kot enakovredna. Večja množica je dosti boljši pokazatelj 
učinkovitosti. Originalne značilke so bile pri trendovskemu algoritmu optimizirane na 
manjši učni množici. Ker so dobro delovale tudi na povečani učni množici, se jih je 
delno obdržalo. Rezultati testiranja niso nujno zagotovilo, da bo vse izvrstno, ko bomo 
algoritem uporabili na nekih novih primerih dogodkov. Torej, dobre značilke niso 
edini parameter, ki ga je treba upoštevati, temveč moramo poskrbeti, da imamo 
zadostno veliko učno množico. Če testni rezultati kažejo obetajoče rezultate, v praksi 
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pa napoved na novih podatkih ni dobra, pomeni, da je verjetno naša učna množica 
premajhna. V zgornjih testnih tabelah so sicer metode, ki so imele slabši testni rezultat, 
večje množice v primerjavi z manjšo vseeno bolje napovedovale na novih primerih. 
Enofazni in trofazni kratki stik za tremi najboljše ovrednotenimi razredi po testnih 
rezultatih ne zaostajata veliko. To je dobro opazno pri najboljših metodah znotraj 
najboljših različic algoritma za pridobivanje značilk. 
Zanimiva je zamenjava dobrega rezultata pri trendovskemu algoritmu (algoritem za 
zajem značilk 1). Pri manjši učni množici ima različica 2 boljše testne rezultate od 
prve, pri večji učni množici pa je ravno obratno. Tu imamo primerljive ter celo boljše 
rezultate testiranja različice 1 od različice 2 (tabeli 7.8, 7.10). Testni rezultati so zelo 
dober pokazatelj ali dodatno povečanje števila značilk prinese izboljšave vseh pri vseh 
razredih ali pa je dodatna informacija vir šuma pri prepoznavi določenih razredov in 
dobra informacija pri ostalih. V taki situaciji imamo dve možnosti, ali najti univerzalno 
kakovostne značilke, ki bodo prispevale k boljši prepoznavi vseh razredov, ali pa 
uporabljati algoritme za zmanjšanje dimenzij, da nam pomagajo pri izločitvi 
neuporabne informacije.  
 
7.4 Rezultati napovedi 
 
Rezultati napovedi so bili izvedeni na 84 podatkih dogodkov v EEO. Od tega jih je 
bilo od vsakega razreda vključenih po 12. Razdelek je bil izdelan podobno kot pri 
rezultatih testiranja, torej na manjšo in večjo učno množico. Za primerjavo je tukaj 
dosti bolj očitna razlika v procentu pravilno klasificiranih pri obeh velikostih učne 
množice. V tabelah 7.12 in 7.13 so podani rezultati napovedi, kjer so z rdečo pri vsaki 
različici algoritmov za pridobitev značilk označeni najboljši klasifikatorji pri določeni 
dimenziji. Kako so te dimenzije izbrane, je opisano v poglavju 7.2. Razmerje v obeh 
tabelah 7.12 in 7.13 predstavlja odstotek pravilno klasificiranih dogodkov. PCA se je 
v večini primerov pri treh dimenzijah in testnih dimenzijah presenetljivo izkazala kot 
boljša od NCA. Ko smo množico povečali, se je ta razlika zmanjšala. Ravno obratno 
pa je bil NCA boljši od vseh metod pri izbiri dimenzije, ki bi maksimirala število 
pravilnih klasifikacij. Tam, kjer so značilke algoritmov za pridobivanje značilk 
dosegale slabše rezultate, se je zgodilo, da so bili ostali algoritmi oziroma metode 
nekajkrat boljši. Razlog takega pojava bolj govori o slabše izbranih značilkah kot pa o 
ustreznosti oziroma kvaliteti metode. V splošnem je najslabše rezultate dosegla 
metoda SVM. Če smo imeli pri testiranju pri obeh različicah algoritma za zajem 
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značilk 1 nejasno sliko, kateri je pri napovedih na novih podatkih boljši, se je tukaj 
izkazalo, da je različica 1 dosti boljša. To vidimo pri tabeli večje množice, kjer je 
razlika slabih 10 %. Kar se tiče primerjave med PCA in NCA pri najboljši dimenziji, 
je prva za 6 % slabša pri večji množici (algoritem 1 različica 1) ter za 5 % pri večji 
množici (algoritem 2 različica 2). Razlika se na prvi pogled ne zdi velika, vendar je 
očitno, da PCA klasificira slabše. Pri algoritmu za pridobitev značilk 2 pa se kvaliteta 
napovedi ujema z rezultati testiranja. Očitno je, da je pri različici 1 premalo število 
značilk in se metode slabo odrežejo. 
 
Tabela 7.12: Rezultati napovedi pri manjši učni množici. 
Metode 
Algoritem 1 različica 1 Algoritem 1 različica 2 
Dimenzije 
Klasifikacija N dogodkov 
Dimenzije 
Klasifikacija N dogodkov 
Pravilne Napačne Razmerje N/P Pravilne Napačne 
Razmerje 
N/P 
kNN / 60 24 71,43 / 64 20 76,19 
SVM / 62 22 73,81 / 65 20 77,38 
kNN+NCA 
3 47 37 55,95 3 43 41 51,19 
4 41 43 48,81 6 45 39 53,57 
16 75 9 89,29 11 66 18 78,57 
kNN+PCA 
3 60 24 71,43 3 59 25 70,24 
20 73 11 86,90 19 64 20 76,19 
7 74 10 88,10 6 70 14 83,33 
 Algoritem 2 različica 1 Algoritem 2 različica 2 
kNN / 44 40 52,38 / 49 35 58,33 
SVM / 53 31 63,10 / 48 35 58,33 
kNN+NCA 
3 40 44 47,62 3 56 28 66,67 
5 44 40 52,38 6 54 30 64,29 
6 47 37 55,95 5 59 25 70,24 
kNN+PCA 
3 36 48 42,86 3 44 40 52,38 
7 44 40 52,38 9 44 40 52,38 









Tabela 7.13: Rezultati napovedi pri večji učni množici. 
Metode 
Algoritem 1 različica 1 Algoritem 1 različica 2 
Dimenzije 
Klasifikacija N dogodkov 
Dimenzije 
Klasifikacija N dogodkov 
Pravilne Napačne Razmerje N/P Pravilne Napačne 
Razmerje 
N/P 
kNN / 72 12 85,71 / 68 16 80,95 
SVM / 69 15 82,14 / 65 12 77,38 
kNN+NCA 
3 56 28 66,67 3 63 21 75,00 
6 70 14 83,33 5 68 16 80,95 
7 79 5 94,05 18 70 14 83,33 
kNN+PCA 
3 61 23 72,62 3 67 17 79,76 
13 70 13 83,33 15 70 14 83,33 
19 74 10 88,10 17 71 13 84,52 
 Algoritem 2 različica 1 Algoritem 2 različica 2 
kNN / 70 14 83,33 / 74 10 88,10 
SVM / 58 26 69,05 / 73 11 86,90 
kNN+NCA 
3 40 44 47,62 3 68 16 80,95 
6 66 18 78,57 4 76 8 90,48 
17 69 15 82,14 5 79 5 94,05 
kNN+PCA 
3 56 28 66,67 3 56 28 66,67 
7 67 17 79,76 9 74 10 88,10 
17 69 15 82,14 14 75 9 89,29 
 
Primerjava napovedi na osnovi testiranja bi bila v splošnem bolj smiselna oziroma 
korektna, saj je izbira dimenzije, ki nam podaja najboljši rezultat, neznanstven oziroma 
pristranski pristop. Še vedno pa ga lahko na nek način obravnavamo kot novi testni 
rezultat, torej, kaj bi se zgodilo v primeru, če bi imeli tudi podatke za napoved na voljo 
za testiranje. S to mislijo je korektno sklepati, da bi se z večanjem učne množice 
povečal procent pravilno klasificiranih razredov dogodkov. Glede na to, da smo 
napovedi izboljšali že z zelo majhno povečavo učne množice, bi že dvakrat večja 
množica zadostovala za izrazito boljšo natančnost napovedi. Pri najboljših napovedih 
na podlagi testno izbrane dimenzije je NCA v primerjavi s PCA še vedno podajal 
najboljši ali pa vsaj enak procent pravilno klasificiranih dogodkov. Najboljši rezultat 
je dosežen pri različici 2 algoritma 2 pri večji učni množici.  
Najboljša rezultata sta pri algoritmu 1 različici 1 ter algoritmu 2 različici 2 enaka. V 
obeh primerih metodi nista vedno podajali enakega procenta pravilno klasificiranih 
dogodkov. Pri prvem je število nepravilnih klasifikacij nihalo med 4,5 in 6 ter pri 
zadnjem med 5 in 6. Ta neodločnost je posledica tega, da se je uporabilo samo enega 
soseda in zato obstaja možnost situacije, kjer so uteži za klasifikacijo enake. kNN se v 
takem primeru odloči za klasifikacijo med dvema razredoma naključno. V tabeli 7.13 




Algoritmi strojnega učenja na področju EES morajo biti visoko zanesljivi. Na podlagi 
takega kriterija je treba sprejeti odločitev, ali smo zadovoljni z natančnostjo naših 
napovedi, da bi neko metodo lahko aplicirali na izbrano področje. Drugo vprašanje, na 
katerega je treba odgovoriti, je, ali se zadovoljimo s širšim razpoznavanjem tipov 
dogodkov, ali pa nas zanimajo podrobnosti. Vsekakor bi bilo pri razpoznavi dogodka 
bolje poznati tudi njen potencialni vzrok. Torej, ali je na primer kratek stik posledica 
stika dveh faznih vodnikov, ali pa je ta posledica stika kakšnega od vodnikov z zemljo. 
Raziskava je bila ocenjena na podlagi zgoraj omenjenih problemov oziroma kriterijev. 
Ta nedvoumno pove, da je kNN algoritem v kombinaciji z NCA reduktorjem dimenzij 
dovolj zanesljiv in tako uporaben za splošno prepoznavo dogodkov v EES. Hkrati ne 
smemo pozabiti, da so bili v raziskavo vključeni tudi zelo ekstremni primeri dogodkov 
v EEO. S tem kNN algoritem potrjuje, da lahko preprosti algoritmi v strojnem učenju 
delujejo zelo učinkovito. NCA tako reši problem velikosti dimenzij in s tem izboljša 
računsko kompleksnost kot omogoči možnost, da kot parameter navedemo tudi oznako 
razredov. Čeprav ostale metode v najboljših primerih niso delovale dosti slabše, je 
nejasno, ali bi zadovoljile zgoraj omenjene zahteve.  
Ocena primerjave med trendovskim in oscilacijskim algoritmom je bolj kompleksna. 
Kar lahko z gotovostjo trdimo, je, da na trenutnih razredih delujeta enako dobro. V 
sklopu uporabe obeh samo s kNN metodo imata med seboj dosti prednosti in slabosti, 
vendar nam algoritem za zmanjšanje dimenzij večino teh naredi brezpredmetnih. 
Glavna razlika je v hitrosti zaznave ter v izračunu značilk. Medtem ko bosta oba 
algoritma za pridobivanje značilk delovala približno enako hitro pri majhnem številu 
razredov dogodkov, bo oscilacijski bolj odporen na razširljivost oziroma 
upočasnjevanje z dodajanjem večjega števila razredov dogodkov za razpoznavo. Oba 
imata sicer še dosti neraziskanih potencialnih izboljšav. Prva izboljšava je v smeri 
uporabljenih električnih lastnostih simulacij. Namesto trenutnih bi lahko dodali 
kombinacije teh (npr. moč) ali pa druge neuporabljene (npr. RoCoF). Druga izboljšava 
je v optimizaciji obstoječih. V primeru oscilacijskega algoritma je možnost izbire večje 
ali manjše količine zajetih krožnih frekvenc, pri trendovskem algoritmu pa v boljši 
izbiri predstavnika prileganja na motnjo določene električne veličine. Prav tako ni 
vredno zavreči ideje o tem, da bi oba algoritma za pridobivanje značilk združili skupaj 
v enega in s tem povečali natančnost. Pri tem bi sicer večji problem predstavljala 
računska kompleksnost oziroma hitrost napovedi. 
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Ali bodo algoritmi dobro delovali tudi pri dodajanju nekih novih razredov dogodkov 
v EES, ta naloga ne razreši. Na podlagi raznolikosti vzetega vzorca simulacij je 
smiselno sklepati, da tudi ostali predstavniki novih dogodkov v EES ne bodo 
kompleksne množice nezmožne razrešitve v okviru kNN in NCA algoritma. Bolj 
zanesljiv odgovor na to, ali bosta obe najboljši metodi dovolj zanesljivi pri prepoznavi 
kritičnih oziroma težavnih kratkih stikov, bi našli pri uporabi večje učne množice. 
Raziskava podaja zagotovilo za to, da razširitev učne množice precej izboljša 
natančnost napovedi, ni pa znano, kakšno mero te so posamezni algoritmi pri optimalni 
velikosti učne množice sposobni doseči.  
Naloga potrdi, da je možno motnje signala v EES dobro prepoznati na podlagi lastnosti 
signala ali z izkoriščanjem oblike ali pa s pridobitvijo lastnih frekvenc oziroma krožnih 
frekvenc. Vse metode so bazirale na Fourierovi vrsti, kar dopušča možnosti za obstoj 
boljših vrst ali funkciji, ki bi povečale hitrost in natančnost. Kar se tiče prepoznave v 
realnem času sta obe različici celotnih algoritmov (združenega algoritma za pridobitev 
značilk in algoritma strojnega učenja) sposobni dosega hitrosti razpoznave v približno 
desetih sekundah. Z namenom uporabe prepoznave vzorcev za takojšno ukrepanje in 
odpravo motenj v EES v realnem času sta trenutni obliki obeh algoritmov za 
pridobivanje značilk v kombinaciji s kNN in NCA neprimerni. Po drugi strani pa je 
raziskava pokazala, da ju lahko uporabimo v primerih, ko potrebujemo poizvedbo o 
tem, kaj se je v nekem EES zgodilo oziroma za kakšno vrsto dogodka gre. Očitno je 
torej, da lahko neodvisno od tega, kako so naši PMU-ji razporejeni v EES, tipe 
dogodkov s pomočjo Fourierove vrste v kombinaciji z uporabljenimi metodami 
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A  Slovar izrazov 
 
Tabela A.1: Slovar izrazov 
Slovenski izraz Angleški izraz 
Osamelci Outliers 
Dogodek Fault 
Metoda podpornih vektorjev Support Vector machine 
Nenadzorovano učenje Unsupervised learning 
Nadzorovano učenja Supervised learning 
Učna množice Training set 
Rojenje Clustering 
k-najbližjih sosedov k-nearest neighbor 
Mehki rob Soft margin 
Učenje brez povezave Batch learning 
Analiza glavnih komponent Principal component analysis 
Analiza sosedskih komponent Neighborhood component analysis 
Glavna komponenta Principal component 
Mrežno iskanje Grid search 
Prečna validacija Cross validation 
Prečna korelacija Cross correlation 
Zamenjalna matrika Confusion matrix 
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B  Pomen kratic 
 
Tabela B.1: Seznam kratic 
PMU Phasor Measurement Unit 
EES Elektroenergetski sistem 
EEO Elektroenergetsko omrežje 
RTDS Real Time Digital Simulator 
SVM Support-Vector Machine 
kNN k-nearest neighbors 
IoT Internet of Things 
SCADA Supervisory Control And Data 
Acquisition 
EMT Electro Magnetic transient 
NCA Neighbourhood Components Analysis 
PCA Principal Component Analysis 
IEEE Institute of Electrical and Electronics 
Engineers 
EE Elektroenergetski 
RoCoF Rate of Change of Frequency 
HIL hardware in the loop 
GPS Global Positioning System 
PC Principal Component 
BIC Bayes information criterion 
JSON JavaScript Object Notation 
 
89 
CSV Comma-separated values 
RSS Residual sum of squares 
RSE Residual standard error 
SE Standard error 
TSS Total sum of squares 
MSE Mean squared error 
SVC Support Vector Classifier 
 
90 
C  Obrazložitev rabe besed 
 
Algoritem za pridobivanje značilk: Ta obsega celotno programsko kodo od čiščenja 
podatkov in detekcije dogodka v EES do pridobitve značilk primera dogodka v EES. 
 
Motnja signala: Za motnjo signala se je razumel celotni del trajanja nestabilnosti 
signala zaradi dogodka v EES. To pomeni prehodni del oziroma skok signala zaradi 
dogodka v EES in celotni proces stabilizacije EES. Pogosto je v motnji za začetnim 
skokom signala opaziti osciliranje signala, ki se po določen času izniha, s čimer EES 
zopet preide v stacionarno delovanje. Sicer pa te niso vedno prisotne in EES v 
stacionarno stanje preide z enakomernim prehodom praviloma v sklopu enega ali dveh 
nihajev.  
 
Stacionarno stanje: To je tisti del meritev na simulacijskem modelu, ki je pred 
nastankom motnje v EES. Lahko je idealen v obliki konstantne vrednosti ali pa 
neidealen v obliki rahlih sprememb vrednosti.  
 
Model strojnega učenja: Izraz model strojnega učenja se je uporabljal striktno, ko se 
je govorilo o različicah metode strojnega učenja. Enka metoda strojnega učenja ima 
lahko različne modele, in sicer ko ta vsebuje različne prametre. 
 
Algoritem strojnega učenja: Izraz algoritem strojnega učenja se je nanašal pri 
omembi delovanja metode strojnega učenja oziroma njene strukture.  
 
Frekvenca: V raziskavi se ta omenja v dveh kontekstih. Frekvenca je bila sestavni del 
merjenih veličin pri pridobljenem setu podatkov simulacij z RTDS napravo. Ko 
govorimo o lastnih frekvencah ali krožnih frekvencah, so se te nanašale na vsebovane 
frekvence v prilegani funkciji na podatke motnje v EES. 
 
