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Abstract
In this paper, we study the inferability of term rewriting systems (TRSs, for short) from positive examples alone. Two classes
of TRSs inferable from positive data are presented, namely, simple flat TRSs and linear-bounded TRSs. These classes of TRSs
are rich enough to include many divide-and-conquer programs1 like addition, doubling, logarithm, tree-count, list-count, split,
append, reverse, etc. The classes of simple flat TRSs and linear-bounded TRSs are incomparable, i.e., there are functions that can
be computed by simple flat TRSs but not by linear-bounded TRSs and vice versa.
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1. Introduction
Starting from the influential works of Gold [7] and Blum and Blum [5], a lot of effort has gone into developing a rich
theory about the inductive inference and the classes of concepts which can be learned from both positive (examples)
and negative data (counterexamples) and the classes of concepts which can be learned from positive data alone. The
study of the inferability from positive data alone is important because negative information is hard to obtain in practice
— positive examples are much easier to generate by conducting experiments than the negative examples in general. In
his seminal paper [7] on inductive inference, Gold proved that even simple classes of concepts like the class of regular
languages cannot be inferred from positive examples alone. This strong negative result disappointed scientists in the
field until Angluin [1] gave a characterization of the classes of concepts that can be inferred from positive data alone
and exhibited a few nontrivial classes of concepts inferable from positive data. This influential paper inspired further
research on inductive inference from positive data. Since then, many positive results have been published about the
inductive inference of logic programs and pattern languages from positive data (see a.o., [13,2,3,14,9]). To the best of
our knowledge, the inductive inference of term rewriting systems from positive data has not received much attention
– [10] and [11] are the only publications on this topic so far.
In the last few decades, term rewriting systems have played a fundamental role in the analysis and implementation
of abstract data type specifications, the decidability of word problems, theorem proving, computability theory, the
I This is a revised and extended version of [M.R.K. Krishna Rao, Inductive inference of term rewriting systems from positive data, in: Proc. of
Algorithmic Learning Theory, ALT’04, in: Lecture Notes in Artificial Intelligence, vol. 3244, Springer-Verlag, 2004, pp. 69–82; M.R.K. Krishna
Rao, Learnability of term rewrite systems from positive examples, in: Proc. of Computing: The Australasian Theory Symposium, CATS2006,
Australian Computer Society (ACS) Conferences in Research and Practice in Information Technology (CRPIT), vol. 51, 2006, pp. 133–137].
E-mail address: mrkkrishnarao@gmail.com.
1 We use ‘programs’ and ‘systems’ interchangeably as TRSs are very similar to functional programs. In fact, the TRSs considered in this paper
follow the so called constructor discipline and are essentially functional programs.
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design of functional programming languages (e.g. Miranda), the integration of functional and logic programming
paradigms, etc. In particular, term rewriting systems are very similar to functional programs and any learning results
on term rewriting systems can be transfered to functional programs.
Term rewriting systems are essentially sets of rewrite rules of the form l → r , where l and r are first order terms.
The terms l and r in a rule l → r are referred to as the left- and the right-hand sides of l → r . The rewrite rule
l → r can be applied on any term containing an instance of l as a subterm. The rule application replaces that subterm
(called redex) by the corresponding instance of r . A sequence of rule applications is called a derivation. The set of
rules in a TRS define the function symbols occurring at the outermost level in the left hand side terms. For example,
the following system defines Fibonacci numbers.
fib(0)→ 1
fib(s(0))→ 1
fib(s(s(x)))→ fib(x)+ fib(s(x))
In this system, fib is a defined symbol, while 0, 1, s,+ are constructor symbols, and x is a variable. The constructor
symbols represent either building blocks of data structures or predefined/built-in function symbols.
In this paper, we discuss two classes of term rewriting systems that are inferable from positive examples: simple
flat term rewriting systems and linear-bounded term rewriting systems.
Simple flat TRSs have the following two properties: (a) the nesting of defined symbols is forbidden in both the left-
and right-hand sides, and (b) the size of redexes in the right-hand sides is bounded by the size of the corresponding
left-hand sides. A term t in T (Σ , X) is flat if there is no nesting of the defined symbols in t . Simple flat TRSs have the
nice property that the size of redexes in a derivation starting from a flat term t is bounded by the size of the initial term
(actually, the size of redexes in t) and the size of the caps of the intermediate terms in a derivation t ⇒∗ u starting
from a flat term and is bounded by the size of the cap of the final term, where cap of a term is defined as the largest
top portion of the term containing just constructor symbols and variables. This ensures that the reachability problem2
over flat terms is decidable, and the class of simple flat TRSs is learnable from positive data. The class of simple flat
TRSs is rich enough to include many divide-and-conquer programs like addition, doubling, tree-count, list-count, split,
append, etc.
Linear-bounded TRSs allow the nesting of defined symbols in the right-hand sides and the size of redexes in the
right-hand sides is not bounded by the size of the corresponding left-hand sides. In spite of these two relaxations
(compared to simple flat TRSs), linear-bounded TRSs have the nice property that the size of redexes in an innermost
derivation3 starting from a flat term t is bounded by the size of the initial term t . This property ensures that it is
decidable whether a flat term t reduces to a constructor term u by a linear-bounded system or not. Further, whenever
a flat term t reduces to a constructor term u by a linear-bounded system, the size of u is bounded by the size of the
initial term t . The class of linear-bounded TRSs is rich enough to include many divide-and-conquer programs like
addition, logarithm, tree-count, list-count, split, append, reverse etc. Since the class of linear-bounded TRSs relaxes
the two requirements of simple flat TRSs and yet has the desirable property of bound on sizes of redexes, the definition
is a bit complicated. It uses the notions of argument filters and linear inequalities.
The classes of linear-bounded TRSs and simple flat TRSs are incomparable.4 In particular, flat TRSs can define
functions (like doubling), whose output is bigger in size than the input, which is not possible with linear-bounded
TRSs. On the other hand, flat TRSs do not allow the nesting of defined symbols in the rewrite rules, which means that
we cannot define functions like reverse and quick-sort that can be defined by a linear-bounded TRS.
The above classes are closely related to two classes of logic programs that have been shown to be learnable from
positive data in [13,9]. Every simple flat TRS has an equivalent linear program, but there are some linear programs
which do not have an equivalent simple flat TRS. Similarly, every linear-bounded TRSs has an equivalent linearly
moded program, but not vice versa. In view of this, the results presented in this paper are not surprising. However,
the proof techniques needed in proving the learnability results for TRSs are very different from those needed for logic
programs.
2 The decision problem whether a term t can be rewritten to another term u by a sequence of rewrite steps using rules in a TRS R.
3 Innermost derivations correspond to call-by-value computations and rewriting is applied only at the innermost positions.
4 This is in contrast to the relationship between the corresponding classes of logic programs discussed in the next paragraph, namely, linear and
linearly moded programs. The class of linear programs is a subclass of the class of linearly moded programs.
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One may argue that we may translate a given TRS to an equivalent logic program and learn it. However, the whole
learnability (and data mining) endeavor is to learn new concepts hidden in the mountains of data generated in various
application domains. When we do not know which TRS we are learning, the translation to an equivalent logic program
is not possible. There are application domains where representations using rewrite systems are more natural than the
representations using logic programs. Theorem proving is one such application domain.
The rest of the paper is organized as follows. The next section gives preliminary definitions and results needed
about inductive inference and term rewriting. In Section 3, we present the class of simple flat TRSs and relate it to the
class of linear Prolog programs, and then we establish a few properties about the intermediate terms in the derivations
of these systems in Section 4. Section 5 presents the class of linear-bounded TRSs and relate it to the class of linearly
moded Prolog programs, and Section 6 proves a few properties of the innermost derivations of linear-bounded TRSs. In
Section 7, we prove the inferability of simple flat TRSs and linear-bounded TRSs from positive data. The final section
concludes with a discussion on the relationship between the classes of linear-bounded TRSs and simple flat TRSs and
an open problem.
2. Preliminaries
We assume that the reader is familiar with the basic terminology of inductive inference and term rewriting, and we
use the standard terminology from [7,13,8,6]. In the following, we recall some definitions and results needed in the
sequel.
2.1. Inductive inference from positive data
Definition 1. Let U and E be two recursively enumerable sets, whose elements are called objects and expressions
respectively.
• A concept is a subset Γ ⊆ U .
• An example is a tuple 〈A, a〉 where A ∈ U and a = true or false. Example 〈A, a〉 is positive if a = true and
negative otherwise.
• A concept Γ is consistent with a sequence of examples 〈A1, a1〉, . . . , 〈Am, am〉 when Ai ∈ Γ if and only if
ai = true, for each i ∈ {1, . . . ,m}.
• A formal system is a finite subset R ⊆ E .
• A semantic mapping is a mapping Φ from formal systems to concepts.
• We say that a formal system R defines a concept Γ if Φ(R) = Γ .
Definition 2. A concept defining framework is a triple 〈U, E,Φ〉 of a universe U of objects, a set E of expressions,
and a semantic mapping Φ.
Definition 3. A class of concepts C = {Γ1,Γ2, . . .} is an indexed family of recursive concepts if there exists an
algorithm that decides whether w ∈ Γi for any object w and natural number i .
Here onwards, we fix a concept defining framework 〈U, E,Φ〉 arbitrarily and only consider indexed families of
recursive concepts.
Definition 4. A positive presentation of a nonempty concept Γ ⊆ U is an infinite sequence w1, w2, . . . of objects
(positive examples) such that {wi | i ≥ 1} = Γ .
An inference machine is an effective procedure that requests an object as an example from time to time and
produces a concept (or a formal system defining a concept) as a conjecture from time to time. Given a positive
presentation σ = w1, w2, . . . , an inference machine IM generates a sequence of conjectures g1, g2, . . . . We say that
IM converges to g on input σ if the sequence of conjectures g1, g2, . . . is finite and ends in g or there exists a positive
integer k0 such that gk = g for all k ≥ k0.
Definition 5. A class C of concepts is inferable from positive data if there exists an inference machine IM such that
for any Γ ∈ C and any positive presentation σ of Γ , the IM converges to a formal system g such that Φ(g) = Γ .
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We need the following definitions and results from Shinohara [13] in proving our result.
Definition 6. A semantic mappingΦ ismonotonic if R ⊆ R′ impliesΦ(R) ⊆ Φ(R′). A formal system R is reduced
w.r.t. S ⊆ U if S ⊆ Φ(R) and S 6⊆ Φ(R′) for any proper subset R′ ⊂ R.
Definition 7. A concept defining framework C = 〈U, E,Φ〉 has bounded finite thickness if
(1) Φ is monotonic and
(2) for any finite set S ⊆ U and any m ≥ 0, the set {Φ(R) | R is reduced w.r.t. S and |R| ≤ m} is finite.
Theorem 1 (Shinohara [13]). If a concept defining framework C = 〈U, E,Φ〉 has bounded finite thickness, then the
class
Cm = {Φ(R) | R ⊆ E, |R| ≤ m}
of concepts is inferable from the positive data for every m ≥ 1.
2.2. Term rewriting
The alphabet of a first order language L is a tuple 〈Σ ,X 〉 of mutually disjoint sets such that Σ is a finite set of
function symbols and X is a set of variables. The variables are usually named as x, y, z. In the following, T (Σ ,X )
denotes the set of terms constructed from the function symbols in Σ and the variables in X .
Definition 8. The set of first order terms T (Σ ,X ) over Σ and X is defined inductively:
(a) each variable in X is a term in T (Σ ,X ),
(b) each constant5 in Σ is a term in T (Σ ,X ) and
(c) if t1, . . . , tn are terms in T (Σ ,X ) and f ∈ Σ is a function symbol of arity n, then f (t1, . . . , tn) is a term in
T (Σ ,X ). The outermost function symbol f in a term t ≡ f (t1, . . . , tn) is called its root, and is denoted as root(t).
The size of a term t , denoted by |t |, is defined as the number of occurrences of symbols (except the punctuation
symbols) occurring in it.
Definition 9. The size of a term t , is defined inductively:
(a) if t is a variable or a constant, |t | = 1, and
(b) if t ≡ f (t1, . . . , tn), then |t | = 1+ |t1| + · · · + |tn|.
The notions of positions and subterms in a term are used in the sequel. A position in a term is a (possibly empty)
string of natural numbers identifying the subterm at the position uniquely.
Definition 10. The set of positions and subterms in a term t are defined recursively:
(a) t itself is a subterm of t and  is a position in t ,
(b) if t is a variable or a constant, t is the only subterm in it and  is the only position in it, and
(c) if t ≡ f (t1, . . . , tn), then each subterm of ti is a subterm of t and i.p is a position in t when p is a position in ti
for each i ∈ {1, . . . , n}.
If p is a position in a term t , the subterm occurring at position p in t is denoted by t/p.
Term rewriting systems are essentially sets of directed equations and their computations result from replacing
equals with equals in a particular direction.
Definition 11. A term rewriting systemR is a pairR(Σ , R) consisting of a set Σ of function symbols and a set R of
rewrite rules of the form l → r satisfying:
(1) l and r are first order terms in T (Σ ,X ),
(2) left hand side l is not a variable and
(3) each variable occurring in r also occurs in l.
5 Constants are function symbols of arity zero.
M.R.K. Krishna Rao / Theoretical Computer Science 397 (2008) 129–149 133
Example 1. The following TRS defines multiplication over natural numbers.
a(0, y)→ y
a(s(x), y)→ s(a(x, y))
m(0, y)→ 0
m(s(x), y)→ a(y, m(x, y))
Here, a stands for addition and m stands for multiplication. 
The semantics of term rewriting systems is given by the following three definitions.
Definition 12. A term t in T (Σ ,X ) is a redex of R(Σ , R) if t ≡ lσ for some substitution σ and a rewrite rule
l → r ∈ R.
A term t in T (Σ ,X ) is a normal form w.r.t. R if no subterm of t is a redex of R. Normal forms are also called
irreducible terms.
A redex t ofR is an innermost redex if no proper subterm of t is a redex ofR. The set of innermost redexes in t is the
set of subterms of t that are innermost redexes.
Computations in term rewriting essentially compute normal forms.
Definition 13. A context C[, . . . , ] is a term in T (Σ ∪ {},X ) containing at least one occurrence of the special
constant  6∈ Σ . If t1, . . . , tn are terms and C[· · ·] is a context containing n occurrences of , then C[t1, . . . , tn] is
the result of replacing the occurrences of  in C[· · ·] from left to right by t1, . . . , tn . A context containing precisely 1
occurrences of  is denoted C[ ]. If t is a term and  occurs at position p in C[ ], we some times write C[t]p instead
of C[t] to make the position explicit.
Definition 14. The rewrite relation⇒R induced by a TRS R is defined as follows: s ⇒R t if there is a rewrite rule
l → r inR, a substitution σ and a context C[ ] such that s ≡ C[lσ ] and t ≡ C[rσ ].
WhenR is clear, we write⇒ instead of⇒R. If the reduction takes place at position p, i.e., lσ is occurring at position
p in s, we sometimes write s ⇒p t instead of s ⇒ t to make the position explicit.
We say that s reduces to t in one rewrite (or reduction) step if s ⇒R t and say s reduces to t (or t is reachable
from s) if s ⇒∗R t , where ⇒∗R is the transitive–reflexive closure of ⇒R, i.e. s is reduced to t by a sequence of
reduction steps. Such a sequence is called a derivation.
Definition 15. The reduction step s ≡ C[lσ ] ⇒R t ≡ C[rσ ] is an innermost reduction step if lσ is an innermost
redex. A derivation s ⇒∗R t is an innermost derivation if each reduction step in it is an innermost reduction step.
Example 2. The following innermost derivation shows a computation of the value of the term m(s(s(0)), s(s(s(0))))
by the TRS given in Example 1.
m(s(s(0)), s(s(s(0))))
⇒ a(s(s(s(0))), m(s(0), s(s(s(0)))))
⇒ a(s(s(s(0))), a(s(s(s(0))), m(0, s(s(s(0))))))
⇒ a(s(s(s(0))), a(s(s(s(0))), 0))
⇒ a(s(s(s(0))), s(a(s(s(0)), 0)))
⇒ a(s(s(s(0))), s(s(a(s(0), 0))))
⇒ a(s(s(s(0))), s(s(s(a(0, 0)))))
⇒ a(s(s(s(0))), s(s(s(0))))
⇒ s(a(s(s(0)), s(s(s(0)))))
⇒ s(s(a(s(0), s(s(s(0))))))
⇒ s(s(s(a(0, s(s(s(0)))))))
⇒ s(s(s(s(s(s(0))))))
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This is one of the many possible derivations from m(s(s(0)), s(s(s(0)))). The TRS for multiplication given in
Example 1 has the nice property that every derivation (innermost or not) from a given term ends in the same final
value. 
Remark 1. The conditions (ii) left hand side l is not a variable and (iii) each variable occurring in r also occurs in
l of Definition 11 avoid trivial nonterminating computations. If a rewrite rule x → r with a variable left hand side is
present in a TRS, every term can be rewritten by this rule and hence no normal form exists resulting in nonterminating
computations. If the right hand side r contains a variable y not present in the left hand side l of a rule l → r such that
r ≡ C[y], then the term l can be rewritten to C[l] (substitution σ replacing the extra-variable by l) resulting in ever
growing terms and obvious nontermination.
Remark 2. The main difference between logic programming and term rewriting is that unification is used in the basic
computation step (resolution) of logic programming while matching is used in the basic computation step (rewrite
step) of term rewriting. The unification of two terms succeeds in making them equal by instantiating both the terms,
while the matching of two terms succeeds only when it can make them equal by instantiating one of the terms. For
example, the term f(X, b) unifies with f(a, Y) through a unifier {X/a, Y/b}, but f(X, b) cannot match with f(a, Y). A
left hand side l matches a term t only if there is a substitution σ such that t ≡ lσ .
This difference between the basic computation steps of logic programming and term rewriting has two important
ramifications.
(1) Logic programs have the useful reversibility, which enables us to write one program, but use it in two (even more
than two) different ways. For example, the following logic program for addition can be used to compute the sum
of two numbers using a query like← add(s(s(0)), s(0), Z) as well as to compute the difference of two numbers
using a query like← add(s(s(0)), Y, s(s(s(0)))).
add(0, Y, Y)←
add(s(X), Y, s(Z))← add(X, Y, Z)
In contrast, term rewrite systems have directionality and can only be used in one way. We need to write two
different TRSs (i.e., two sets of rewrite rules) to compute sum and difference.
(2) The directionality of term rewriting brings an advantage in termination. A TRS terminates if the right hand
sides are smaller in size than the corresponding left hand sides. For example, a TRS containing just one rule
f(X) → X always terminates. In contrast, termination proofs of logic programs are a bit more involved due to
the bidirectionality of unification. A logic program containing just one clause p(f(X)) ← p(X) has an infinite
SLD-derivation starting from an initial query← p(Y ), even though it terminates for all ground queries.
In this paper, we only consider TRSs with constructor discipline. Such systems are called constructor systems and
are very similar to functional programs. To define the notion of constructor systems, we partition Σ into set D of
defined symbols that may occur as the outermost symbol of the left hand sides of rules and set C of constructor
symbols that do not occur as the outermost symbol of the left hand sides of rules.
Definition 16. The set DR of defined symbols of a term rewriting systemR(Σ , R) is defined as {root(l) | l → r ∈ R}
and the set CR of constructor symbols ofR(Σ , R) is defined as Σ − DR.
To show the defined and constructor symbols explicitly, we may write a rewrite systemR(Σ , R) asR(DR,CR, R)
and omit the subscript when such omission does not cause any confusion.
Example 3. In the TRS for multiplication given in Example 1, a and m are defined symbols and, s and 0 are constructor
symbols. 
In the following, the terms containing no defined symbols are called constructor terms, and we refer to the terms
of the form f (t1, . . . , tn) such that f is a defined symbol and t1, . . . , tn are constructor terms as level 1 terms.
Definition 17. A term rewriting system R(Σ , R) is a constructor system if the left hand side of each rule in R is a
level 1 term.
Constructor systems do not allow the nesting of defined symbols in their left-hand sides but allow that in their
right-hand sides.
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Example 4. The TRS for Fibonacci numbers given in Section 1 and the TRS for multiplication given in Example 1 are
constructor systems. 
3. Simple flat rewrite systems
In this section, we introduce the class of simple flat rewrite systems and relate it to the class of linear programs
studied in [12,13,9].
Definition 18 (Flat Terms and Systems).
• A term t in T (Σ , X) is flat if there is no nesting of defined symbols in t .
• A TRS R is flat if the left-hand sides and the right-hand sides of all the rules in it are flat.
• The cap of a term t in T (D ∪ C, X) is defined as
cap(t) =  if root(t) ∈ D, and
cap(t) = f (cap(t1), . . . , cap(tn)) if t ≡ f (t1, . . . , tn) and f 6∈ D.
• The multiset6 of maximal subterms with defined symbol roots in a term t ∈ T (D ∪ C, X) is defined as
Dsub(t) = {t} if root(t) ∈ D, and
Dsub(t) = Dsub(t1) ∪ · · · ∪ Dsub(tn) if t ≡ f (t1, . . . , tn) and f ∈ C .
• We write t  u if cap(t) is a subcap of cap(u), that is, we can obtain cap(u) from cap(t) by substituting some
holes in cap(t) by contexts. In other words, cap(t) is a top portion of cap(u).
Example 5. Let us consider a TRS with defined symbols f and g of arity two, and constructor symbols h1 of arity
one, h2 of arity two, and constants a and b. The cap of the term t ≡ h2(f(h1(a), b), g(a, b)) is h2(,) and
Dsub(t) = { f (h1(a), b), g(a, b)}. If u ≡ h2(h1(f(a, b)), g(b, a)), it is easy to see that t  u as cap(t) = h2(,)
is a subcap of cap(u) = h2(h1(),). 
Definition 19. A flat rewrite rule l → r is simple if |lσ | ≥ |sσ | for every s ∈ Dsub(r) and every substitution σ . A
flat term rewriting system R is simple if it contains finitely many rules and each rule in it is simple.
The above condition ensures that no variable occurs more often in a subterm of the right-hand side with the defined
symbol root than its occurrences in the left-hand side. This is formalized by the following lemma.
Lemma 1. Let t and s be two terms. Then, |tσ | ≥ |sσ | for every substitution σ if and only if |t | ≥ |s| and no variable
occurs more often in s than in t.
Proof sketch. If-part. Induction on number variables in Domain(σ ).
Only-if-part. When σ is the empty substitution, |tσ | ≥ |sσ | implies |t | ≥ |s|. We can prove by contradiction that
no variable occurs more often in s than in t if |tσ | ≥ |sσ | for every substitution σ . 
It is easy to check (syntactically) whether a given TRS is flat or not.
Theorem 2. It is decidable in linear time whether a given TRS is simple flat or not.
Proof. Follows from the above lemma. 
3.1. Simple flat TRSs and linear programs
Simple flat TRSs have some similarities to the linear programs [12]. Linear programs have a condition that the sum
of sizes of the arguments of body atoms is bounded by the sum of sizes of the arguments of the head. Every simple
flat TRS has an equivalent linear program.
Translation 1
A given simple flat TRS can be translated into an equivalent linear program, translating each rewrite rule into a linear
clause. For each defined symbol f of arity k in a given simple flat TRS, we introduce a predicate symbol pred f of
arity k + 1.
6 Multisets allow repetitions of elements and the multiset {1, 1, 2} is different from the multiset {1, 2}. By definition, every set is a multiset, but
not the converse. In this paper, ∪ stands for the multiset union.
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Definition 20. The logic program corresponding to a simple flat TRS R is defined as LP(R) = {LP(l → r) | l →
r ∈ R}. The clause LP(l → r) corresponding to a simple flat rewrite rule f (t1, . . . , tn)→ r is defined as:
(a) if Dsub(r) = ∅, then LP(l → r) is the unit clause
pred f (t1, . . . , tn, r)←
(b) if Dsub(r) = {s1, . . . , sm}, m > 0 then LP(l → r) is the clause
pred f (t1, . . . , tn, cap(r)[V1, . . . , Vm])← B1, . . . , Bm,
where Bi is predg(u1, . . . , uk, Vi ) for each i ∈ {1, . . . ,m} if Vi is a fresh variable not occurring in the system and
si ≡ g(u1, . . . , uk).
The following example illustrates the translation.
Example 6. Consider the following simple flat TRS for computing the length of a list.
length([ ])→ 0
length([H|T])→ s(length(T))
Since the right-hand side of the first rule has Dsub(0) = ∅, the clause corresponding to it is the unit clause
predlength([ ], 0)←.
The right-hand side of the second rule has Dsub(r) = {s(length(T))}, we introduce one fresh variable V1, and
have one atom in the body. Since the cap of the right-hand side is s(), the clause corresponding to this rule is
predlength([H|T], s(V1))← predlength(T, V1). In all, we have the following linear program equivalent to the above
TRS.
predlength([ ], 0)←.
predlength([H|T], s(V1))← predlength(T, V1) 
It is easy to see that the logic program derived by the above translation from a given simple flat TRS is linear. This
implies that every simple flat TRS has an equivalent linear program. This is formalized in the following two theorems.
Theorem 3. IfR is a simple flat TRS, the logic program LP(R) is linear.
Proof. It is enough to show that LP(l → r) is linear if l → r is a simple flat rule.
Assume that l → r is a simple flat rule, i.e. |lσ | ≥ |sσ | for every s ∈ Dsub(r). We have two cases: (a)Dsub(r) = ∅
and (b) Dsub(r) 6= ∅. In case (a), the clause LP(l → r) is a unit clause and there is nothing to prove as every unit
clause is linear by definition.
Case (b): Each term g(u1, . . . , uk) in Dsub(r) has a corresponding body atom predg(u1, . . . , uk, Vi ) in
LP(l → r). The head of the clause LP(l → r) is pred f (t1, . . . , tn, cap(r)[V1, . . . , Vm]), when l ≡
f (t1, . . . , tn). Since l → r is a simple flat rule, |lσ | ≥ |g(u1, . . . , uk)σ | for every substitution σ , and hence
|pred f (t1, . . . , tn, cap(r)[V1, . . . , Vm])σ | ≥ |predg(u1, . . . , uk, Vi )σ | for every substitution σ . That is, the sum of
sizes of the arguments of body atoms is bounded by the sum of sizes of the arguments of the head. Therefore,
LP(l → r) is a linear clause, and LP(R) is a linear program. 
Theorem 4. Let R be a simple flat TRS and LP(R) be the linear program derived from R. A level 1 term
s ≡ f (s1, . . . , sn) rewrites to a constructor term t if and only if there is an SLD-refutation of LP(R) from
← pred f (s1, . . . , sn, X) with a computed answer substitution σ such that Xσ ≡ t , where X is a fresh variable
not occurring in s1, . . . , sn .
Proof (By Induction). We prove the only-if part here. The proof of the if part is similar. Assume that s ≡
f (s1, . . . , sn) rewrites to a constructor term t through a derivation s ⇒∗ t of length m. We use induction on m.
Basis step: m = 1. In this case, s is reduced to t using a rewrite rule of the form f (u1, . . . , un) → r such that
s1 ≡ u1σ, . . . , sn ≡ unσ and t ≡ rσ for some substitution σ . Since t is a constructor term, r must be a constructor
term and hence Dsub(r) = ∅. The above translation derives a unit clause pred f (u1, . . . , un, r) ← from the rewrite
rule f (u1, . . . , un) → r . It is easy to see that the goal pred f (s1, . . . , sn, X) unifies with this unit clause through σ
and Xσ ≡ rσ ≡ t .
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Induction step: Assuming that the theorem holds for all 1 ≤ m < k, we prove that it holds for m = k. Let
f (u1, . . . , un) → r be the rewrite rule used in the first reduction step in s ⇒ t1 ⇒∗ t and σ0 be the substitution
used in this step s ⇒ t1 ≡ rσ0. Since k > 1, the right-hand side r has some defined symbols in it.7 Let Dsub(r) =
{w1, . . . , wk′} occurring at positions p1, . . . , pk′ . From the rewrite rule f (u1, . . . , un) → r , the above translation
derives a clause pred f (u1, . . . , un, cap(r)[V1, . . . , Vk′ ]) ← B1, . . . , Bk′ where Bi is predg(wi1, . . . , wik′′ , Vi ) for
each i ∈ {1, . . . , k′} if Vi is a fresh variable not occurring in the system and wi ≡ g(wi1, . . . , wik′′).
The above clause will be used in the first step of the SLD-refutation of LP(R) from← pred f (s1, . . . , sn, X) with
unifier σ0 and Xσ0 ≡ cap(r)[V1, . . . , Vk′ ]σ0. This results in the next query← B1σ0, . . . , Bk′σ0 (let us call it Q1) in
the SLD-refutation. It corresponds to t1 ≡ rσ0 ≡ cap(r)[w1, . . . , wk′ ]σ0 in the rewriting derivation s ⇒ t1 ⇒∗ t .
There is a one-to-one relation between subterms w1σ0, . . . , wk′σ0 in t1 and atoms B1σ0, . . . , Bk′σ0 in Q1.
All we need now is to show that the normal form of wiσ0 can be computed by an SLD-refutation from← Biσ0,
that is, the subterm t/p j ≡ Viσi for each i ∈ {1, . . . , k′}, where σi is the computed answer substitution of this SLD-
refutation from← Biσ0. There are at most m − 1 reduction steps in the rewriting derivation from w jσ0 to its normal
form, and we can use the induction hypothesis on wi ≡ g(wi1, . . . , wik′′) and Bi ≡ predg(wi1, . . . , wik′′ , Vi ).
The SLD-refutation from← pred f (s1, . . . , sn, X) computing t contains the first step discussed above and all the
steps in the SLD-refutations from each← Biσ0. 
Remark 3. The above two theorems show that every simple flat TRS has an equivalent linear program. However, it is
not clear whether every linear program has an equivalent simple flat TRS or not. All the linear programs (like append,
member, addition, double) given in Prolog books have equivalent simple flat TRSs, but it is not clear how to translate
a linear clause of the form p(X)← q(X), r(X) into a (set of) simple flat rewrite rule(s).
A linear program containing just p(X)← q(X), r(X) has an equivalent simple flat TRS containing no rules. A linear
program containing the following three clauses has an equivalent simple flat TRS.
p(X)← q(X), r(X)
q(X)←
r(X)←
The following simple flat TRS is equivalent to this program.
fp(X)→ true
fq(X)→ true
fr(X)→ true
We do not know how to translate a linear clause of the form p(X) ← q(X), r(X) into a (set of) simple flat rewrite
rule(s) in general (without looking at the whole program). 
4. Some properties of simple flat systems
In this section, we prove some properties of simple flat systems. An important property of simple flat TRSs is that
the sum of the sizes of arguments of defined symbols in any derivation is bounded by the maximum sum of the sizes of
arguments of the defined symbols in the initial term. This in turn ensures that it is decidable whether a term t reduces
to a term u by a simple flat system or not. These facts are established in the following results.
Lemma 2. Let R be a simple flat TRS and t be a flat term such that n is greater than the size of every term in Dsub(t).
If t ⇒R u, then n is greater than the size of every term in Dsub(u). Further, u is also a flat term and t  u.
Proof. Let l → r be the rule and σ the substitution applied in t ⇒R u (say at position p). That’s, t ≡ C[lσ ] and
u ≡ C[rσ ] for some context C . It is clear that Dsub(u) = (Dsub(t)−{lσ })∪Dsub(rσ). Since R is a simple flat TRS,
|lσ | ≥ |sσ | for every s ∈ Dsub(r), and hence n is greater than the size of every term in Dsub(u).
Since t ≡ C[lσ ] is flat, no defined symbol occurs in σ , and hence rσ is flat because r is flat. Therefore, u ≡ C[rσ ]
is flat.
It is easy to see that cap(u) ≡ cap(t)[cap(rσ)]p, and hence t  u. 
7 Otherwise, rσ0 would be a normal form and the derivation will be of length one.
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The following theorem states the above fact for any term reachable from t .
Theorem 5. Let R be a simple flat TRS and t be a flat term such that n is greater than the size of every term in
Dsub(t). If t ⇒∗R u then n is greater than the size of every term in Dsub(u). Further, u is also a flat term and w  u
for every term w in t ⇒∗R w⇒∗R u.
Proof. Induction on the length of the derivation t ⇒∗R u and Lemma 2. 
The above theorem essentially says that the size of Dsub-terms of intermediate terms is bounded by the size of
Dsub-terms of the initial term and the size of caps of intermediate terms is bounded by the size of the cap of the final
term.
We now prove that it is decidable whether a flat term t reduces to a term u by a simple flat system R or not, by
providing a decision procedure for this problem. Throughout this section, we only consider flat terms and simple flat
systems.
In our decision procedure, we use the left-to-right reduction strategy and keep track of reductions which did not
increase the cap (for loop checking). The intermediate terms are annotated with this information, i.e., we consider
tuples of the form 〈v, V 〉, where v is a term and V is a set of redexes. The following definition gives the next possible
terms to consider in potential derivations reaching a given term.
Definition 21. A tuple 〈w,W 〉 is a possible successor to a tuple 〈v, V 〉 in reaching a term u if
1 v ⇒R w by an application of rule l → r at position p with substitution σ ,
2 p is the leftmost redex position in v such that v/p 6≡ u/p, i.e. the subterms at positions p in u and v differ.
3 w  u,
4 rσ 6≡ lσ and rσ 6∈ V — loop checking,
5 W = ∅ and root(r) is a constructor symbol OR
W = ∅ and rσ ≡ u/p OR
W = V ∪ {lσ }, rσ 6≡ u/p and root(r) is a defined symbol.
The set of all successors of 〈v, V 〉 is denoted by NEXT(〈v, V 〉, u).
Condition 2 ensures that the reduction is applied at the leftmost position that needs to be reduced. Condition 3
ensures that the reduction contributes to the cap of u and does not add any constructor symbols not in the cap of u.
Condition 4 ensures that the same redex does not appear repeatedly at the same position (loop checking). Condition 5
is about book-keeping. If root(r) is a constructor symbol or rσ ≡ u/p, it is clear that no more reductions take place
at p in w (but reductions may take place below or to the right of p). Therefore, there is no need for loop checking at
position p, and hence W is set to ∅. In the other case, lσ is added to W .
Example 7. Consider the following simple flat system.
a(0, y)→ y
a(s(x), y)→ s(a(x, y))
b→ f(b)
b→ f(f(b))
b→ g(b, b)
b→ c
c→ b
c→ c
c→ d
NEXT(〈f(b),∅〉, f(f(f(b)))) = {〈f(f(b)),∅〉, 〈f(f(f(b))),∅〉, 〈f(c), {b}〉}. Note that the 5th rule cannot be applied
in computing NEXT as f(g(b, b)) 6 f(f(f(b))), i.e. due to condition 3. When the 6th rule is applied, the redex b is
saved for loop checking as the right-hand side has a defined symbol as root.
NEXT(〈f(f(b)),∅〉, f(f(f(b)))) = {〈f(f(f(b))),∅〉, 〈f(f(c))), {b}〉}.
Note that the 4th rule cannot be applied due to condition 3.
NEXT(〈f(c), {b}〉, f(f(f(b)))) = ∅ because the 7th rule and the 8th rule cannot be applied due to condition 4 (loop
checking) and the 9th rule cannot be applied due to condition 3.
M.R.K. Krishna Rao / Theoretical Computer Science 397 (2008) 129–149 139
NEXT(〈a(s(0), s(0)),∅〉, s(s(0))) = {〈s(a(0, s(0))),∅〉}.
NEXT(〈s(a(0, s(0))),∅〉, s(s(0))) = {〈s(s(0)),∅〉}.
NEXT(〈a(s(0), s(0)),∅〉, s(s(s(0)))) = {〈s(a(0, s(0))),∅〉}.
NEXT(〈s(a(0, s(0))),∅〉, s(s(s(0)))) = {〈s(s(0)),∅〉}.
NEXT(〈s(s(0)),∅〉, s(s(s(0)))) = ∅. 
Lemma 3. v ⇒R w for every 〈w,W 〉 in NEXT(〈v, V 〉, u).
Proof. Straightforward from Definition 21. 
The following function checks whether a flat term t reduces to a term u by a simple flat system or not. Here, 〈u,−〉
stands for any tuple with u as the first element and 〈u,−〉 ∈ S is true if there is a tuple in S with u as the first element.
function REACHABILITY-CHECK(R, t, u);
begin
if t 6 u then Return(no);
Queue := {〈t,∅〉};
while Queue 6= ∅ do
begin
Let 〈v, V 〉 be the first element of Queue;
if u ≡ v then Return(yes);
Queue := (Queue− {〈v, V 〉}) ∪ NEXT(〈v, V 〉, u)
end;
Return(no);
end;
The above function explores the search space of terms derivable from t in a breadth-first fashion (data structure
QUEUE) looking for u. The search space is constructed conservatively by creating only potential intermediate terms
leading to u and using loop checking.
We prove the correctness of this decision procedure, in the rest of this section.
Lemma 4. t ⇒∗R w for every 〈w,W 〉 added to Queue during the execution of REACHABILITY-CHECK(R, t, u).
Proof. Follows from Lemma 3 and the Noetherian induction. 
The following theorem proves the termination of the REACHABILITY-CHECK.
Theorem 6. If R is a simple flat TRS and t and u are two flat terms, the function call REACHABILITY-CHECK(R, t, u)
terminates.
Proof. Consider a tuple 〈w,W 〉 added to Queue in the execution of function call REACHABILITY-CHECK(R, t, u).
By Lemma 4, t ⇒∗R w. Let n be the smallest integer greater than the size of every term in Dsub(t). By Theorem 5, n
is greater than the size of every term in Dsub(w). Further, w  u by condition 3 of Definition 21, and hence the size
of cap(w) is bounded by the size of cap(u). Therefore, the set of distinct tuples that are added to Queue is finite as
both Σ and R are finite.
Since we are following the left-to-right reduction strategy and using loop checking, no tuple is added to Queue
more than once. In every iteration of while loop, one tuple is deleted from Queue, and hence REACHABILITY-
CHECK(R, t, u) terminates. 
We need the following results about left-to-right derivations.
Definition 22. A derivation t1 ⇒ t2 ⇒ · · · ⇒ tn is a left-to-right derivation if there is no j ∈ [2, n − 1] such that
reduction t j−1 ⇒ t j takes place at position p1 and reduction t j ⇒ t j+1 takes place at position p2 such that p2 is to
the left of p1.
Lemma 5. If t1, t2 and t3 are flat terms such that t1 ⇒p1 t2 ⇒p2 t3 and p2 is to the left of p1, then there is a term t ′2
such that t1 ⇒p2 t ′2 ⇒p1 t3.
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Proof. Let C be the context obtained from t1 by replacing the subterms at positions p1 and p2 by holes, and
u1 ≡ t1/p1, u2 ≡ t1/p2, v1 ≡ t2/p1, v2 ≡ t3/p2. It is easy to see that t1 ≡ C[u1, u2] ⇒p2 t ′2 ≡ C[u1, v2] ⇒p1 t3 ≡
C[v1, v2]. 
Lemma 6. If R is a simple flat TRS and t and u are flat terms such that t ⇒∗R u, then there is a left-to-right derivation
from t to u.
Proof. We can obtain a left-to-right derivation from t to u by repeatedly applying Lemma 5. 
Lemma 7. If R is a simple flat TRS and t, w and u are flat terms such that t ⇒∗R w⇒∗R u is the shortest left-to-right
derivation from t to u, then 〈w,−〉 is added to Queue during the execution of REACHABILITY-CHECK(R, t, u).
Proof. Induction on the length l of the derivation t ⇒∗R w.
Basis: l = 0. In this case, w ≡ t and 〈t,∅〉 is added to Queue in the initialization statement.
Induction step: Consider the previous term w′ in t ⇒∗R w′ ⇒R w ⇒∗R u. By the induction hypothesis, 〈w′,−〉 is
added toQueue. Since REACHABILITY-CHECK(R, t, u) terminates, 〈w′,−〉 is replaced by NEXT(〈w′,−〉, u). Asw 
u (by Theorem 5) and t ⇒∗R u is the shortest derivation (i.e. no looping), it is clear that 〈w,−〉 ∈ NEXT(〈w′,−〉, u)
and hence 〈w,−〉 is added to Queue. 
The following theorem establishes the decidability of t ⇒∗R u.
Theorem 7. If t and u are two flat terms and R is a simple flat TRS, it is decidable whether t ⇒∗R u or not.
Proof. Since REACHABILITY-CHECK is terminating, it is enough to show that REACHABILITY-CHECK(R, t, u)
returns ‘yes’ if and only if t ⇒∗R u.
If-case : If t ⇒∗R u, it follows by Lemma 7 that 〈u,−〉 is added toQueue. It will eventually become the first element
and REACHABILITY-CHECK(R, t, u) will return ‘yes’.
Only-if-case : REACHABILITY-CHECK(R, t, u) returns ‘yes’ only if 〈u,−〉 is a member of Queue. If 〈u,−〉 is a
member of Queue, t ⇒∗R u by Lemma 4. 
5. Linear-bounded term rewriting systems
In this section, we introduce the class of linear-bounded rewrite systems and relate it to the class of linearly moded
programs studied in [9].
Definition 23. An argument filter is a mapping pi that assigns to every defined symbol a set containing some of its
argument positions.
Unlike the usual practice in termination (and context sensitive rewriting) literature, we use argument filters only
for defined symbols and do not distinguish the case of pi( f ) being a single argument.
The following notion of parametric size over constructor terms and level 1 terms is central to our results.
Definition 24. For a constructor term t , the parametric size [t] of t is defined recursively as follows:
• if t is a variable x then [t] is a linear expression x ,
• if t is a constant then [t] is zero,
• if t ≡ f (t1, . . . , tn) then [t] is a linear expression 1+ [t1] + · · · + [tn].
For a level 1 term t ≡ f (t1, . . . , tn), the parametric size [t] of t is defined as [ti1 ]+· · ·+[tik ]when pi( f ) = {i1, . . . , ik}.
Example 8. The parametric sizes of constructor terms a, h(a,x,b), h(g(a), g(g(x)), g(y)) are 0, x +
1, 5 + x + y respectively. The parametric size of level 1 term f(g(a), g(g(x)), g(y)) with argument filter
pi( f ) = {1, 3} is [g(a)] + [g(y)] = 1+ 1+ y = 2+ y. 
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The following function LIgen generates a set of equations and two sets of linear inequalities from a given rewrite
rule l → r in a constructor system and an argument filter pi (note that pi is used by this function implicitly through
Definition 24). It uses fresh variables V1, V2, . . . which do not occur in the rewrite system under consideration.8
function LIgen(l → r, pi);
begin
EQ := ∅; L I1 := ∅; L I2 := ∅;
i := 0; /* counter for fresh variables. */
while r contains defined symbols do
begin
Let r ≡ C[u1, . . . , um], showing all the level 1 subterms of r ;
r := C[Vi+1, . . . , Vi+m];
EQ := EQ ∪ {Vi+1 = u1, . . . , Vi+m = um};
for j := 1 to m do
begin
Q1i+ j := [u j ] ≥ Vi+ j ;
Q2i+ j := [l] ≥ [u j ]
end
L I1 := L I1 ∪ {Q1i+1, . . . , Q1i+m};
L I2 := L I2 ∪ {Q2i+1, . . . , Q2i+m};
i := i + m
end;
L I2 := L I2 ∪ {Q20 : [l] ≥ [r ]};
end;
The above function LIgen introduces one fresh variable (and one equation in EQ and one inequality each in L I1
and L I2) corresponding to each defined symbol in the right-hand side term r of the rule l → r . If a defined symbol f
occurs above another defined symbol g in r and variables Vi and V j correspond to f and g respectively, then i > j .
The set EQ of equations and the numbering of inequalities are only needed in the proofs in the sequel.
Example 9. Consider the rewrite rule m(s(x), y)→ a(y, m(x, y)) from Example 1 and an argument filter pi such that
pi(m) = pi(a) = {1, 2}.
First, the subterm m(x, y) is replaced by V1 and an equation V1 = m(x, y) is added to EQ, and inequalities
x+ y ≥ V1 and x+ y+ 1 ≥ x+ y are added to L I1 and L I2 respectively.
At this moment, r ≡ a(y, V1), which has one defined symbol. The subterm a(y, V1) is replaced by V2 and an equation
V2 = a(y, V1) is added to EQ, and inequalities y + V1 ≥ V2 and x + y + 1 ≥ y + V1 are added to L I1 and L I2
respectively.
Now, r ≡ V2, which has no defined symbol. The while loop terminates, and finally an inequality x + y + 1 ≥ V2 is
added to L I2. 
Now, we are in a position to define the class of linear-bounded TRSs.
Definition 25. Let R be a constructor system and pi be an argument filter. Then, R is a linear-bounded system w.r.t.
pi if each rule in it is linear-bounded w.r.t. pi . A rewrite rule l → r is linear-bounded w.r.t. pi if the inequalities
in L I1 imply each inequality in L I2, where L I1 and L I2 are the sets of inequalities generated by the function
Ligen(l → r, pi).
A constructor system is linear-bounded if it is linear-bounded w.r.t. some argument filter pi .
Remark 4. The validity of (linear) inequalities is traditionally defined as follows: the inequality expression1 ≥
expression2 is valid if and only if it is valid for all possible assignments of values to variables in it. In the sequel, we
8 In the code, “Let r ≡ C[u1, . . . , um ], showing all the level 1 subterms of r” means the following: u1, . . . , um are the only terms in r satisfying
(a) root(ui ) ∈ D and (b) no defined symbol occurs in ui except at the outermost level. That is, u1, . . . , um are the terms corresponding to the
deepest occurrences of defined symbols.
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only talk of sizes which are obviously nonnegative and hence the inequality expression1 ≥ expression2 is valid if and
only if it is valid for all possible assignments of nonnegative values to variables in it. According to this, X + 1 > X is
valid but X + Y > X is not valid because Y can take a zero value and X + 0 is not greater than X . Similarly, 2X > X
is not valid because X can take a zero value. However, both X + Y ≥ X and 2X ≥ X are valid.
The following simple consequence of the above notion of validity is useful in the sequel.
Lemma 8. The following holds for any inequality exp1 ≥ exp2.
(1) exp1 ≥ exp2 is valid if and only if exp1θ ≥ exp2θ is valid for every substitution θ , and
(2) exp1 ≥ exp2 is valid if and only if the constant in exp2 is less than or equal to the constant in exp1 and the
coefficient of each variable in exp2 is less than or equal to its coefficient in exp1.
Remark 5. The above lemma excludes pathological cases like duplicating rule f(0, 1, x)→ f(x, x, x), which leads
to nontermination in the presence of other rules (see Toyama [15]) from the class of linear-bounded TRSs. However,
the notion of linear-bounded TRSs does not forbid all duplicating9 rules, as Example 11 demonstrates.
The following examples illustrate the concept of linear-bounded systems. We use short notations L I1(l → r) and
L I2(l → r) to denote the inequalities generated by Ligen(l → r, pi ), when pi is clear from the context (and write
L I1 and L I2 when the rule is also clear).
Example 10. Consider the following constructor system for reversing a list.
app([ ], y)→ y
app([x|z], y)→ [x|app(z, y)]
rev([ ])→ [ ]
rev([x|z])→ app(rev(z), [x])
We show this system to be linear-bounded w.r.t. the argument filter pi such that pi(app) = {1, 2} and pi(rev) = {1}.
For the first rule, L I1 = ∅ and L I2 = {y ≥ y}. Since y ≥ y is a valid inequality, L I1 obviously implies L I2 and
hence this rule is linear-bounded. Similarly, the third rule can be easily shown to be linear-bounded (with L I1 = ∅
and L I2 = {0 ≥ 0}).
For the second rule, L I1 = {z+ y ≥ V1} and L I2 = {x+ y+ z+ 1 ≥ z+ y, x+ y+ z+ 1 ≥ x+ V1 + 1}. The
first inequality x+y+z+1 ≥ z+y in L I2 is a valid inequality and the second inequality x+y+z+1 ≥ x+V1+1
in L I2 is implied by the inequality z+ y ≥ V1 in L I1. Therefore, this rule is linear-bounded.
For the fourth rule, L I1 = {z ≥ V1, V1 + x+ 1 ≥ V2} and L I2 = {x+ z+ 1 ≥ z, x+ z+ 1 ≥ V1 + x+ 1,
x+ z+ 1 ≥ V2}. The first inequality x + z + 1 ≥ z in L I2 is a valid inequality, the second inequality x + z + 1 ≥
V1+x+1 in L I2 is implied by the inequality z ≥ V1 in L I1, and the third inequality x+z+1 ≥ V2 in L I2 is implied
by the two inequalities z ≥ V1 and V1 + x+ 1 ≥ V2 in L I1. Therefore, this rule is linear-bounded too. 
The following example illustrates the need for an argument filter which does not include all the argument positions
of defined symbols.
Example 11. Consider the following constructor system from [4].
minus(x, 0)→ x
minus(s(x), s(y))→ minus(x, y)
quot(0, s(y))→ 0
quot(s(x), s(y))→ s(quot(minus(x, y), s(y)))
log(s(0))→ 0
log(s(s(x)))→ s(log(s(quot(x, s(s(0))))))
We show this system to be linear-bounded w.r.t. the argument filter pi such that pi(minus) = pi(quot) = pi(log) =
{1}. It is easy to show that the first, third, and fifth rules are linear-bounded w.r.t pi .
9 A rewrite rule is duplicating if some variable occurs more often in the right-hand side than in the left-hand side.
M.R.K. Krishna Rao / Theoretical Computer Science 397 (2008) 129–149 143
For the second rule, L I1 = {x ≥ V1} and L I2 = {x+ 1 ≥ x, x+ 1 ≥ V1}. The first inequality x+ 1 ≥ x in L I2 is
a valid inequality and the second inequality x+ 1 ≥ V1 in L I2 is implied by the inequality x ≥ V1 in L I1.
For the fourth rule, L I1 = {x ≥ V1, V1 ≥ V2} and L I2 = {x+ 1 ≥ x, x+ 1 ≥ V1, x+ 1 ≥ V2 + 1}. The first
inequality x+ 1 ≥ x in L I2 is a valid inequality, the second inequality x+ 1 ≥ V1 in L I2 is implied by the inequality
x ≥ V1 in L I1, and the third inequality x+ 1 ≥ V2 + 1 in L I2 is implied by the two inequalities x ≥ V1 and V1 ≥ V2
in L I1.
For the sixth rule, L I1 = {x ≥ V1, V1 + 1 ≥ V2} and L I2 = {x+ 2 ≥ x, x+ 2 ≥ V1 + 1, x+ 2 ≥ V2 + 1}. The
first inequality x+ 2 ≥ x in L I2 is a valid inequality, the second inequality x+ 2 ≥ V1 + 1 in L I2 is implied by the
inequality x ≥ V1 in L I1, and the third inequality x + 2 ≥ V2 + 1 in L I2 is implied by the two inequalities x ≥ V1
and V1 + 1 ≥ V2 in L I1.
Therefore, this TRS is linear-bounded as all the rules in it are linear-bounded w.r.t. the above argument filter pi . It
may be noted that this TRS is not linear-bounded w.r.t. any argument filter which includes all the argument positions
of minus. 
Example 12. Consider the rewrite rule m(s(x), y) → a(y, m(x, y)) from Example 1 and an argument filter pi such
that pi(m) = pi(a) = {1, 2}.
The sets of inequalities for this rewrite were computed in Example 9 to be:
L I1 = {x+ y ≥ V1, y+ V1 ≥ V2} and L I2 = {x+ y+ 1 ≥ x+ y, x+ y+ 1 ≥ y+ V1, x+ y+ 1 ≥ V2}.
Since the inequalities in L I1 do not imply all the inequalities in L I2 (in particular, the the inequality x+ y+ 1 ≥
y+ V1), this rewrite rule (and hence the TRS for multiplication) is not linear-bounded w.r.t. the above argument filter
pi . 
5.1. Linear-bounded TRSs and linearly moded programs
Linear-bounded TRSs have some similarities to the linearly moded programs introduced in [9]. In particular, every
linear-bounded TRS has an equivalent linear moded program. We recall the relevant definitions from [9].
Definition 26. A mode m of an n-ary predicate p is a function from {1, . . . , n} to the set {in, out}. The sets
in(p) = { j | m( j) = in} and out (p) = { j | m( j) = out} are the sets of input and output positions of p respectively.
A moded program is a logic program with each predicate having a unique mode associated with it. In the following,
p(s; t) denotes an atom with input terms s and output terms t.
Definition 27. Let P be a moded program and I be a mapping from the set of predicates occurring in P to sets of
input positions satisfying I (p) ⊆ in(p) for each predicate p in P . For an atom A = p(s; t), we denote the linear
inequality∑
i∈I (p)
[si ] ≥
∑
j∈out (p)
[t j ] (1)
by L I (A, I ).
Definition 28. Let P be a moded program and I be a mapping from the set of predicates occurring in P to the sets of
input positions satisfying I (p) ⊆ in(p) for each predicate p in P . We say P is linearly-moded w.r.t. I if each clause
p0(s0; t0)← p1(s1; t1), . . . , pk(sk; tk)
k ≥ 0, in P satisfies the following:
1. L I (A1, I ), . . . , L I (A j−1, I ) together imply [s0] ≥ [sj] for each j ≥ 1, and
2. L I (A1, I ), . . . , L I (Ak, I ) together imply L I (A0, I ),
where A j is the atom p1(sj; tj) for each j ≥ 0.
A program P is linearly-moded if it is linearly-moded w.r.t. some mapping I .
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Translation 2
A given linear-bounded TRS can be translated into an equivalent linearly-moded program, translating each rewrite
rule into a linearly-moded clause. For each defined symbol f of arity k in the given simple flat TRS, we introduce a
predicate symbol pred f of arity k + 1 with k input positions and one output position.
The following algorithm derives a linearly-moded clause from a linear-bounded rewrite rule. It introduces fresh
variables V1, V2, . . . not occurring in the given TRS.
function LM( f (t1, . . . , tn)→ r );
begin
Body := ∅;
i := 0; /* counter for fresh variables. */
while r contains defined symbols do
begin
Let r ≡ C[u1, . . . , um], showing all the level 1 subterms of r ;
r := C[Vi+1, . . . , Vi+m];
Body := Body ∪ {B1, . . . , Bm};
Here B j is predg(w1, . . . , wk, Vi+ j ) if u j ≡ g(w1, . . . , wk).
i := i + m
end;
Head := pred f (t1, . . . , tn, r);
Return the clause Head ← Body
end;
Definition 29. The logic program corresponding to a linear-bounded TRS R is defined as LMP(R) = {LM(l →
r) | l → r ∈ R}.
The following example illustrates the above translation.
Example 13. Consider the linear-bounded TRS given in Example 10.
app([ ], y)→ y
app([x|z], y)→ [x|app(z, y)]
rev([ ])→ [ ]
rev([x|z])→ app(rev(z), [x])
The above translation derives the following logic program from this system.
app([ ], y, y)←
app([x|z], y, [x|V1])← app(z, y, V1)
rev([ ], [ ])←
rev([x|z], V2)← rev(z, V1), app(V1, [x], V2)
We explain the derivation of the last clause from the last rewrite rule. Other clauses are derived in a similar fashion.
First, the algorithm replaces the subterm rev(z) in the right-hand side term r by a fresh variable V1 and adds the atom
rev(z, V1) to Body.
At this moment, r ≡ app(V1, [x]), which has a defined symbol. Now, the subterm app(V1, [x]) is replaced by another
fresh variable V2 and the atom app(V1, [x], V2) is added to Body.
At this moment, r ≡ V2 containing no defined symbol. The while loop terminates and the clause rev([x|z], V2) ←
rev(z, V1), app(V1, [x], V2) is returned.
It may be noted that the above logic program is essentially the same as the program given for reverse in [9] and
shown to be linearly-moded. 
It is easy to see that the logic program derived by the above translation from a given linear-bounded TRS is linearly-
moded. This implies that every linear-bounded TRS has an equivalent linearly-moded program. This is formalized in
the following two theorems.
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Theorem 8. IfR is a simple flat TRS, the logic program LP(R) is linearly moded.
Proof. Routine, similar to the proof of Theorem 3. 
Theorem 9. Let R be a linear-bounded TRS and LMP(R) be the linearly-moded program derived from R. A level
1 term s ≡ f (s1, . . . , sn) rewrites to a constructor term t if and only if there is an SLD-refutation of LP(R) from
← pred f (s1, . . . , sn, X) with a computed answer substitution σ such that Xσ ≡ t , where X is a fresh variable not
occurring in s1, . . . , sn .
Proof. Routine induction, similar to that of Theorem 4. 
Remark 6. The above two theorems show that every linear-bounded TRS has an equivalent linearly-moded program.
However, it is not clear whether every linearly-moded program has equivalent linear-bounded TRS or not. All the
linearly-moded programs given in Prolog books have an equivalent linear-bounded TRSs, but it is not clear how to
translate a linearly-moded clause of the form p(X)← q(X), r(X) into a (set of) linear-bounded rewrite rule(s).
6. Some properties of linear-bounded systems
In this section, we prove some properties of linear-bounded systems. A nice property of the class of linear-bounded
systems is that it is decidable whether a given TRS is linear-bounded or not, as this problem can be reduced to the
satisfiability problem of linear inequalities.
Theorem 10. It is decidable whether a TRS R is linear-bounded or not w.r.t. a given argument filter pi .
Proof. Follows from the fact that this problem can be reduced to the satisfiability problem of linear inequalities. 
Theorem 11. It is decidable whether a TRS R is linear-bounded or not.
Proof. Since only finitely many choices are possible for argument filter pi , we can check ifR is linear-bounded w.r.t.
at least one such pi . 
The following theorem captures the basic idea of linear-bounded systems — the size of output is bounded by the
size of input.
Theorem 12. Let R be a linear-bounded TRS and t be a level 1 term with root in D. If t ⇒∗ v is an innermost
derivation and v is a constructor term (i.e., a normal form), then the parametric sizes of t and v satisfy the property
[t] ≥ [v].
Proof. Induction on the length m of t ⇒∗ v. If m = 1, there is a rule l → r in P such that lσ ≡ t and rσ ≡ v. It
is clear that r has no defined symbol in it, and hence the while loop in the function LIgen is not executed even once.
That is, L I1 = ∅ and L I2 = {[l] ≥ [r ]}. Since R is a linear-bounded TRS, the inequality [l] ≥ [r ] is valid. Now, by
Lemma 8, [lσ ] ≥ [rσ ]. Hence [t] ≥ [v].
We now prove that the theorem holds for m = n if we assume that it holds for all 1 ≤ m < n. Let l → r be the
rewrite rule (say, with k occurrences of defined symbols in r ) used in the first rewrite step in the innermost derivation
t ⇒ u ⇒∗ v, i.e. t ≡ lσ and u ≡ rσ for some substitution σ . The function LIgen introduces k fresh variables
V1, . . . , Vk and k equations V1 = s1, . . . , Vk = sk in EQ, k inequalities Q11 : [s1] ≥ V1, . . . , Q1k : [sk] ≥ Vk in
L I1, k inequalities Q21 : [l] ≥ [s1], . . . , Q2k : [l] ≥ [sk] in L I2 and a final inequality Q20 : [l] ≥ [sk+1] in L I2.
If a defined symbol f occurs above another defined symbol g in r and variables Vi and V j correspond to f and g
respectively, then i > j . The innermost derivation t ⇒∗ v essentially computes V1, . . . , Vk one by one — there is
subderivation in t ⇒∗ v computing the normal form of term s′iσ for each i ≤ k, where s′iσ is the term obtained from
siσ by replacing the occurrences of variables V1, . . . , Vi−1 in siσ by the normal forms of s′1σ, . . . , s′i−1σ respectively.
It is easy to see that each of these subderivations are of length less than n and each s′i is a level 1 term. By the induction
hypothesis, the inequalities Q11σ, . . . , Q1kσ hold. Since R is linear-bounded, the inequalities in L I1 imply all the
inequalities in L I2, in particular, the inequality Q20. By Lemma 8, Q11σ, . . . , Q1kσ imply Q20σ . It is easy to see
that v is the term obtained from sk+1σ by replacing the occurrences of variables V1, . . . , Vk by the normal forms of
s′1σ, . . . , s′kσ respectively. Therefore, [t] ≥ [v]. 
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Further, the size of any innermost redex in the above derivation is bounded by the size of the initial term.
Theorem 13. Let R be a linear-bounded TRS and t be a level 1 term with root in D. If t ⇒∗ u is an innermost
derivation such that w is an innermost redex in u, then the parametric sizes of t and w satisfy the property [t] ≥ [w].
Proof. Induction on the length m of t ⇒∗ u. 
The above characteristic properties of linear-bounded TRSs ensure that it is decidable whether a flat term t reduces
to a constructor term u by a linear-bounded system or not.
Theorem 14. If t is a level 1 term with root in D, u is a constructor term and R is a linear-bounded TRS, it is
decidable whether t ⇒∗R u or not.
Proof. We can check whether t ⇒∗R u or not using the leftmost innermost derivations with a loop check to avoid
looping (as in Section 4). 
7. Inferability of TRSs from positive data
In this section, we establish the inductive inferability of simple flat TRSs and linear-bounded TRSs from positive
data.
7.1. Inferability of simple flat TRSs from positive data
Definition 30. Let SF be the set of all simple flat rules, FT be the Cartesian product of the set of all flat terms (with
the same set) andΦ be a semantic mapping such thatΦ(R) is the relation {(s, t) | s ⇒∗R t} over flat terms. The concept
defining framework 〈FT, SF,Φ〉 is denoted by SFT.
Lemma 9. The class of rewrite relations defined by simple flat TRSs is an indexed family of recursive concepts.
Proof. By Theorem 7, it is decidable whether t ⇒∗R u for any simple flat TRS R and flat terms t and u. By Theorem 2,
it is decidable whether a TRS is simple flat or not. Since Σ is finite, we can effectively enumerate all simple flat TRSs
— listing the TRSs of size n before those of size n+ 1, where the size of a TRS is defined as the sum of the sizes of all
the left- and right-hand side terms in it. 
The following theorem plays the predominant role in proving our main result.
Theorem 15. The concept defining framework SFT = 〈FT, SF,Φ〉 has bounded finite thickness.
Proof. Since Φ is the rewrite relation, it is obviously monotonic, i.e. Φ(R1) ⊆ Φ(R2) whenever R1 ⊆ R2.
Consider a finite relation S ⊆ FT and a TRS R ⊆ SF containing at most m ≥ 1 rules such that R is reduced w.r.t.
S. Let n1 be an integer such that n1 ≥ |s| for every term s in {s ∈ Dsub(t) | (t, u) ∈ S} and n2 be an integer such that
n2 ≥ |cap(u)| for every (t, u) ∈ S.
By Theorem 5, n1 ≥ |w′| and n2 ≥ |cap(w)| for every termw′ ∈ Dsub(w) such that t ⇒∗ w⇒∗ u and (t, u) ∈ S.
That is, every redex in t ⇒∗ u is of size ≤ n1, and the cap of every term in t ⇒∗ u is of size ≤ n2. Since R is reduced
w.r.t. S, every rule in R is used in derivations of S. Hence, n1 ≥ |l| and n2 ≥ |cap(r)| for every rule l → r ∈ R.
Since Σ is finite, there are only finitely many simple flat TRSs containing at most m rules of the form l → r such
that n1 ≥ |l| and n2 ≥ |cap(r)| (except for the renaming of variables). Therefore, the set {Φ(R) | R is reduced w.r.t.
S and contains at most m rules} is finite. Hence, the concept defining framework 〈FT, SF,Φ〉 has bounded finite
thickness. 
From this theorem, Lemma 9 and Theorem 1, we obtain our main result.
Theorem 16. For every m ≥ 1, the class of simple flat TRSs with at most m rules is inferable from positive data.
The above result essentially means that there is an inductive inference machine that can effectively produce an
equivalent simple flat TRS R′ given any enumeration of the set of pairs of flat terms (s, t) such that s reduces to t by
the target simple flat TRS R.
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7.2. Inferability of linear-bounded TRSs from positive data
In this subsection, we establish the inductive inferability of linear-bounded TRSs from positive data.
Definition 31. Let LBk be the set of all linear-bounded rules of the form l → r such that |l| + |r | ≤ k, FC be the
Cartesian product of (a) the set of all level 1 terms with root in D, and (b) the set of all constructor terms, and Φ
be a semantic mapping such that Φ(R) is the relation {(s, t) | s ⇒∗R t , s is a level 1 term with root in D and t is a
constructor term}. The concept defining framework 〈FC, LBk,Φ〉 is denoted by LBFk.
The following lemma follows from Theorems 11 and 14.
Lemma 10. The class of rewrite relations defined by linear-bounded TRSs is an indexed family of recursive concepts.
Proof. By Theorem 14, it is decidable whether t ⇒∗R u for any linear-bounded TRS R when t is a level 1 term with
root in D and u is a constructor term. By Theorem 11, it is decidable whether a TRS is linear-bounded or not. Since Σ
is finite, we can effectively enumerate all linear-bounded TRSs – listing the TRSs of size n before those of size n + 1,
where the size of a TRS is defined as the sum of the sizes of all the left- and right-hand side terms in it. 
The following theorem plays the predominant role in proving our main result.
Theorem 17. The concept defining framework LBFk = 〈FC, LBk,Φ〉 has bounded finite thickness.
Proof. Since Φ is the rewrite relation, it is obviously monotonic, i.e., Φ(R1) ⊆ Φ(R2) whenever R1 ⊆ R2.
Consider a finite relation S ⊆ FC and a TRS R ⊆ LBk containing at most m ≥ 1 rules such that R is reduced
w.r.t. S. Let n be an integer such that n ≥ [t] for every (t, u) ∈ S. Let S′ be the set of innermost redexes in innermost
derivations t ⇒∗ u such that (t, u) ∈ S. By Theorem 13, n ≥ [w] for every term w ∈ S′. Since R is reduced w.r.t. S,
every rule in R is used in derivations of S. Hence, n ≥ [l] for every rule l → r ∈ R.
Since Σ is finite, there are only finitely many linear-bounded TRSs containing at most m rules of the form l → r
such that n ≥ [l] and |l| + |r | ≤ k (except for the renaming of variables).10 Therefore, the set {Φ(R) | R is reduced
w.r.t. S and contains at most m rules} is finite. Hence, the concept defining framework 〈FC, LBk,Φ〉 has bounded
finite thickness. 
From this theorem, Lemma 10 and Theorem 1, we obtain our main result.
Theorem 18. For every m, k ≥ 1, the class of linear-bounded TRSs with at most m rules of size at most k is inferable
from positive data.
The above result essentially means that there is an inductive inference machine that can effectively produce an
equivalent linear-bounded TRS R’ given any enumeration of the set of pairs of terms (s,t) such that s reduces to t by
the target linear-bounded TRS R.
8. Discussion
In this paper, we have studied the inductive inference of term rewriting systems from positive data. Two classes of
TRSs inferable from positive data have been presented, namely, simple flat TRSs and linear-bounded TRSs. To the best
of our knowledge, ours are the only results about the inductive inference of term rewriting systems from positive data.
Simple flat TRSs have the following two properties: (a) nesting of defined symbols is forbidden in both left- and
right-hand sides, and (b) the size of redexes in the right-hand sides is bounded by the size of the corresponding left-
hand sides. The class of simple flat TRSs is rich enough to include many divide-and-conquer programs like addition,
doubling, tree-count, list-count, split, append, etc.
Linear-bounded TRSs allow nesting of defined symbols in right-hand sides and the size of redexes in the right-hand
sides is not bounded by the size of the corresponding left-hand sides. Linear-bounded TRSs have the nice property
that the size of redexes in an innermost derivation starting from a flat term t is bounded by the size of the initial
10 Since argument filters – and hence the parametric linear – ignore some arguments, the additional condition |l| + |r | ≤ k is needed. In simple
flat systems, no argument filters are used and hence this additional condition is not needed.
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term t . The class of linear-bounded TRSs is rich enough to include many divide-and-conquer programs like addition,
logarithm, tree-count, list-count, split, append, reverse etc.
The classes of simple flat TRSs and linear-bounded TRSs are incomparable for the following reasons.
(1) Linear-bounded TRSs only capture functions whose output is bounded by the size of the inputs. Functions like
addition, list-count, split, append and reverse have such a property. But functions like doubling are beyond linear-
bounded TRSs, as the size of their output (normal form) is bigger than that of the input. The following simple flat
TRS computes the double of a given list (output contains each element of the input twice as often).
double([ ])→ [ ]
double([H|T])→ [H, H|double(T)]
This shows that there are functions that can be computed by simple flat TRSs but not by linear-bounded TRSs.
(2) The rewrite system for computing the reverse of a list given in Example 10 is linear-bounded, but it is beyond
simple flat TRSs as it involves the nesting of defined symbols. This shows that there are functions that can be
computed by linear-bounded but not by simple flat TRSs.
In contrast to the above relation between the classes of simple flat TRSs and linear-bounded TRSs, the corresponding
classes of Prolog programs have a neat relationship. The class of linear programs is a proper subclass of linearly
moded programs. This raises a question about the following logic program corresponding to the above rewrite system
for double: Is it linearly moded?
double([ ], [ ])←
double([H|T], [H, H|V1])← double(T, V1)
This Prolog program is linearly moded w.r.t. the moding double (in, in), when it can essentially be used for
checking whether a given list is the double of some other list. But it is not linearly moded w.r.t. the moding double
(in, out), when it can be used for computing the double of a given list. Term rewrite systems are essentially used
for computing rather than checking. In this sense it is not surprising that the TRS for double is not linear-bounded.
In view of the above incomparability of the classes of simple flat TRSs and linear-bounded TRSs, it will be very
useful to work towards extending the frontiers of inferable classes of rewrite systems and characterize some classes of
TRSs having the expressive power of both simple flat TRSs and linear-bounded TRSs, while yet being inferable from
positive data.
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