We give a definition for the restriction of a difference module on the affine line to a formal neighborhood of an orbit, trying to mimic the analogous definition and properties for a D-module. We show that this definition is reasonable in two ways. First, we show that specifying a difference module on the affine line is equivalent to giving its restriction to the complement of an orbit, together with its restriction to a neighborhood of an orbit and an isomorphism between the restriction of both to the intersection. We also give a definition for vanishing cycles of a difference module and define a local Mellin transform, which is an equivalence between vanishing cycles of a difference module and nearby cycles of its Mellin transform, a D-module.
Statements
Our goal is to produce a local theory for difference equations on the affine line resembling the analogous theory of D-modules. Differential equations on the affine line are equipped with a lot of structure relating local and global information. First of all, a D-module on the affine line can be restricted to a formal disk around a point p: this can be thought of as the functor M → j Throughout, we will fix the base field to be the field of complex numbers C. Let ∆ A 1 = C[z] τ, τ −1 be the ring of difference operators on A 1 . We interpret τ as translation by 1 on the affine line, so this ring is defined by the relations τ z = (z − 1)τ (in particular it is not commutative), and τ τ −1 = τ −1 τ = 1, as the notation suggests. Let Mod(∆ A 1 ) be the category of left ∆ A 1 -modules, and let Hol(∆ A 1 ) be the subcategory of holonomic ∆ A 1 -modules (precise definitions can be found in Section 2). A left ∆ A 1 -module M can be interpreted as a quasicoherent sheaf M equipped with an isomorphism M → T * M , where T is the translation on the line.
We . This prevents the functor M → Mp from retaining information from the difference module structure, unlike the case of D-modules.
We solve this issue by imposing additional structure on C[[z − p]] ⊗ M , namely the data of two finitely generated submodules, that record the information "at +∞" and "at −∞". We make the following definition. Construction 1.1. Let M be a holonomic ∆ A 1 -module, and let p ∈ A 1 . Choose any finitely generated sub-C[z]-module L ⊂ M , such that M/L is a torsion C[z]-module. Then when n ∈ Z is big enough, (τ ±n L)p is a submodule of Mp which is independent of the choice of L and n. The restriction of M to the formal neighborhood of p + Z, denoted M |U p , is defined to be the module Mp, together with the data of two submodules M | In Section 3 we prove that the above definition is well-defined and we give the first reason why this is an interesting functor to consider, namely that knowing the restriction to Up and to A 1 \ (p + Z) is enough to recover the module.
Localizing the ring ∆ A 1 at an orbit p + Z yields the ring ∆ A 1 * = C z, 1 z−p−n n∈Z τ, τ −1 , which gives rise to an analogous theory of difference modules on the punctured affine line (described in Section 2.2), which includes a restriction functor |U * p from ∆ A 1 * -modules to C((z − p))-modules equipped with the data of two submodules. This gives rise to a commutative square of restrictions (any commutative diagram of categories in the present paper should be understood as commuting up to natural isomorphism):
.
(1.2)
Where Hol(∆ A 1 ) denotes holonomic difference modules on the affine line, and analogously for Hol(∆ A 1 * ). These definitions are given in Section 2. The remaining arrows and categories are all defined in Section 3.1. Our first result is the following. Theorem A. The diagram (1.2) is a fibered product of categories.
In other words, holonomic difference modules can be recovered from their restriction to A 1 \ (p + Z), together with their restriction to Up, i.e. a module over C[[z − p]] with two finitely generated submodules, and a compatibility between these two, which amounts to a given isomorphism between their restrictions to the punctured disk U * p . Further, this information is enough to determine a difference module on the line. This is analogous to the fact that functions on a scheme form a sheaf, or, in a slightly different way, can be seen as analogous to the following statement. Let V be a variety and p a point on it, let Op be its local ring, and let Op be its completed local ring. Then there is a commutative square, all of whose arrows are pullbacks:
This square is a Cartesian square of categories. It is not even necessary to complete the local ring: the statement would be true replacing Op by Op. The same is true for the diagram (1.2): We could replace formal fibers everywhere by stalks, and our statements woud follow with analogous proofs.
Vanishing cycles and Mellin transform
Our second motivation for defining |U p comes from the fact that it yields the expected compatibility with the Mellin transform, in the form of a local Mellin transform.
The Mellin transform is an equivalence M between Hol(D Gm ) and Hol(∆ A 1 ), where D Gm = C[x, x −1 ] ∂x is the ring of differential operators on the punctured affine line Gm. It can be seen as induced by the ring isomorphism D Gm ∼ = ∆ A 1 mapping x to τ and x∂x to z. It is defined in [AB06] , and it is a particular case of the Fourier transform defined in [Lau96] .
Our goal is to relate the local information of a module with that of its Mellin transform, by introducing local Mellin transforms, following [BE04] and [Ari08] , where the analogous results are proven for the Fourier transform. The Mellin transform comes in essentially three different "flavors", according to the points where the focus is on. Let P 1 and P 1 denote the compactifications of Gm and A 1 , respectively. Then, the first flavor of Mellin transform is goes from 0 or ∞ in P 1 to ∞ ∈ P 1 , and it is denoted M (0,∞) and M (∞,∞) , respectively. Further, there are Mellin transforms from x ∈ Gm to ∞, denoted M (x,∞) . These two where defined and computed by Graham-Squire in his thesis [GS11] . Lastly, there are local Mellin transforms from 0 or ∞ in P 1 to points p ∈ A 1 , which are the focus of the present paper. Actually, translation makes all Mellin transforms on the same Z-orbit isomorphic, and consequently we will denote these local Mellin transforms M (0,p+Z) and M (∞,p+Z) . Following the analogy with the local Fourier transform, the local Mellin transform M (0,p+Z) should give an equivalence between nearby cycles of a D-module M at 0 and vanishing cycles of M(M ) at p + Z. So first of all we need a notion of vanishing cycles for a difference module. Definition 1.3. Let M ∈ Hol(∆ A 1 ) and p ∈ A 1 . The left (resp. right) vanishing cycles of M at p + Z are defined as
These functors approximately compute a familiar notion: if a difference equation is given as a matrix difference equation y(t+1) = A(t)y(t), where A(t) ∈ GLn(C(t)), then Φ r p+Z computes the poles of the matrix A (i.e. the points where it is not defined), and Φ l p+Z computes the zeroes (i.e. the points where A −1 is not defined). This is not completely true, since taking a rational isomorphism might change the set of zeroes and poles, where a rational isomorphism can be thought of as a matrix B ∈ GLn(C(t)), and performing the gauge transformation A(t) → B(t + 1) −1 A(t)B(t). Further, there is the added difficulty that one may mean different things by "determining a difference module by a matrix equation". These difficulties can be partially worked around: for example if a given Z-orbit doesn't contain both zeroes and poles of the matrix, then zeroes and poles are computed by Φ p+Z applied to the intermediate extension defined in Section 2.4.
Note that Φ l p+Z and Φ r −p+Z can be interchanged by the automorphism z ↔ −z and τ ↔ τ −1 on the difference side, and x ↔ x −1 on the D-module side, thus we may just focus on Φ l from now on. We show that the image of Φ l p+Z lands in the category Mod(C[z − p]) fin of finite length C[[z − p]]-modules. Further, we construct a right adjoint to it, which we denote ι → p! (we should denote it ι l p! , but we choose to avoid confusion between ! and l). It is simply the functor N → C((τ )) ⊗ C N , which gives as image a ∆ A 1 -module, since z can act on N and τ ±1 can act on C((τ )). These are all the necessary ingredients to construct the local Mellin transform. On the D-module side, we should just focus on regular D-modules, and this can be seen just from the fact that irregular D-modules are the input of M (0,∞) . Thus, we will let Hol(DK 0 ) reg denote the category of holonomic regular modules over DK 0 = C((x)) ∂x . Following [Ari08] , we denote by0 * the forgetful functor from C((x)) ∂x -modules to C[x, x −1 ] ∂x -modules. Further, using the classification of D-modules over the formal disk (originally proved by Turrittin [Tur55] and Levelt [Lev75] , but the proof can also be found in [vdPS03] ), we may split them according to the leading term, which is well defined up to adding an integer. We denote Hol(DK 0 ) reg,(p) the category of those D-modules whose leading term is in p + Z.
Theorem B.
1) For any p + Z ∈ A 1 /Z, there is an equivalence
and for any F ∈ Hol(DK 0 ) reg,(p) , there is a functorial isomorphism
The isomorphism is a homeomorphism in the natural topology, i.e. the τ -adic topology. This determines M (0,p+Z) up to natural isomorphism.
2) For any p + Z ∈ A 1 /Z, there is an equivalence
and for any F ∈ Hol(DK ∞ ) reg,(−p) , there is a functorial isomorphism
The isomorphism is a homeomorphism in the natural topology, i.e. the τ -adic topology. This determines M (∞,p+Z) up to natural isomorphism.
Analogously to the result in [Ari08] , the adjunctions Φ l p+Z ⊢ ι l p! , Ψ0 ⊢0 * (where Ψ denotes nearby cycles) immediately yield the following corollary, which as desired gives the relation between the local information of a D-module and that of its Mellin transform.
Here we write M reg,(p) to denote the functor that picks from a DK 0 -module its regular singular summand with leading coefficient p (i.e. the left adjoint to the inclusion of these submodules into general DK 0 -modules).
Difference equations and difference modules
There are several related ways to talk about difference equations. Perhaps the most natural one is to consider equations of the form
Where f is a vector function A 1 → C n and A is a matrix with meromorphic entries. A natural generalization of this setting, which allows for difference equations to be defined locally, comes from taking f to be not a section of a trivial bundle O n , but of any vector bundle V . In this setting, a difference equation is a rational isomorphism A : V T * V , where T denotes the translation of A 1 . This is called a d-connection, following [AB06] . In other words, it is an isomorphism A : Vz Vz+1 that depends on z polynomially. The final slight generalization that we make is to allow for an equivariant structure on any quasicoherent sheaf, not necessarily a vector bundle. This allows us to define a difference module as a quasicoherent sheaf M with an isomorphism τ : M → T * M . This is equivalent to M having an invertible action of τ satisfying the relation τ z = (z − 1)τ , i.e. M being a module over
, one may consider the smallest difference module containing V . Going back, one can look for vector bundles contained in a given difference module M , such that their generic fibers coincide, and τ will then induce a d-connection on them. However, there are usually many different vector bundles that can be chosen. Our results will let us say precisely which difference modules arise as the smallest extension of a d-connection, since these are the intermediate extensions described in section 2.4. Intermediate extensions can be recognized by the restriction to Up defined in Section 3. The collection of d-connections contained in a given difference module can be described as a collection of modifications of any vector bundle contained in it. In other words, given a subvector bundle L ⊆ M , one chooses a finite set of points S ⊂ A 1 , some full rank free submodules L ′ p ⊆ Mp. Then there is a free module whose stalks coincide with Lp for p / ∈ S, and equal L ′ p for p ∈ S. These are all the d-connections contained in a given difference module.
Modules over ∆ A 1 are equivalent to modules over D Gm = C[x, x −1 ] ∂ , via the Mellin transform, which is a particular case of the Fourier transform of [Lau96] . In this case, it can be seen as the ring isomorphism mapping τ ±1 ↔ x ±1 and z ↔ x∂.
Holonomic difference modules
We will restrict our attention to holonomic difference modules. Over the affine line, they have an analogous definition to the one for D-modules.
Definition 2.1. A ∆ A 1 -module is holonomic if it is finitely generated over ∆ A 1 and every element is annihilated by a nonzero element of ∆ A 1 .
The same definition holds for a D-module (see for example [Cou95, Chapter 10]), so a difference module is holonomic if and only if its Mellin transform is holonomic. It is less clear how to define holonomic difference modules in general, but there is work on the way on the topic, see [Pow] . Note that the Mellin transform shows that holonomic difference modules have finite length.
Holonomic difference modules satisfy many desirable properties. However, they are not vector bundles over a dense open set, as in the case of D-modules. The simplest counterexample might be the torsion module δ0 generated by an element s and the relation zs = 0. The element τ n s is supported on n ∈ A 1 , which yields a countable collection of points where δ0 has torsion.
One desirable property, however, is the following, which doesn't hold for holonomic D-modules.
Proposition 2.2. Any holonomic ∆ A 1 -module has finite stalks, i.e. if M ∈ Hol(∆ A 1 ), then for any p,
Proof. Let us first prove it for a cyclic ∆ A 1 -module (actually all holonomic modules are cyclic, but we won't need this fact here). Let M be generated by an element s. If M is holonomic, then s is annihilated by a nonzero element of Q ∈ ∆ A 1 , which after multiplying by a suitable power of τ can be written as
(z−p) and the following identities hold:
This implies that the finite set {τ 1−N s, . . . , τ N+n−1 s} generates the stalk
. Note that the proof holds if n = 0, in which case the sums above become empty.
If M is not cyclic, then the statement follows by induction on the length.
Remark 2.4. If a module M is finitely generated over ∆ A 1 , then the converse to the corollary above is also true. If M has finite generic rank, then it cannot contain ∆ A 1 ∼ = i∈Z τ i C[z] as a submodule, because it has infinite rank, and therefore every element is torsion.
Difference modules on the punctured affine line
One of our goals is to relate difference modules on the affine line to difference modules on the punctured affine line. Due to the action of Z, instead of removing a single point from the line, one must remove a whole Z-orbit p+Z. In the sequel, we will let p ∈ A 1 be fixed, and we will let
The restriction functor can be thought of as analogous to nearby cycles, thought it is not a restriction to a formal disk, but rather a bigger open set A 1 * . Therefore, it retains much more information than the nearby cycles functor for D-modules.
Coherent subsheaves of difference modules
For a holonomic difference module, we will repeatedly make use of its finitely generated C[z]-submodules, particularly the ones that are generically equal to the given module.
Definition 2.8. Let M ∈ Hol(∆ A 1 ). We define the set S(M ) to be the set of
Observation 2.9. Corollary 2.3 shows that S(M ) = ∅ for a holonomic difference module M . Further, every finite subset of M is contained in some L ∈ S(M ).
Definition 2.10. Let M ∈ Hol(∆ A 1 ) and let L ∈ S(M ). We define the zeroes of L as the finite set
, and the poles of L as the finite set
Remark 2.11. If we think of τ as inducing a d-connection on L, then PL is the set of points where the matrix for τ is not defined and ZL is the set where the inverse matrix is not defined. Both of these sets are finite because they are the supports of finitely generated torsion C[z]-modules.
Lemma 2.12. Let M ∈ Hol(∆ A 1 ) and L ∈ S(M ). Then M/L is supported on finitely many orbits.
Proof. We will prove by induction that
We use the following short exact sequence, together with the fact that the support of a module is contained in the union of the supports of a submodule and quotient:
We note that
, so the support on the latter is contained in the support of the former. Further, we note that
, which implies that supp
The analogous reasoning yields the same result for negative n's, and these together show the desired result, since M = n∈Z τ n L.
The intermediate extension
One of the first questions one can ask is whether any d-connection, or more generally any holonomic ∆ A 1 * -module can be extended over the puncture to a ∆ A 1 -module in some canonical way. For a D-module, there are three answers, namely j * , j ! and j ! * , whose definitions can be found in [Ari08] , for example. For difference modules, we have j * , the forgetful functor, which has the disadvantage that it doesn't preserve holonomic modules. However, the intermediate extension j ! * does have a difference analogue, which preserves holonomicity. We will see it can be constructed, as the smallest possible ∆ A 1 -module contained in a given ∆ A 1 * -module that only differs from it at p + Z.
is constructed as follows: Consider some L ∈ S(M ) such that PL ∩ (ZL + Z>0) = ∅. We will call such submodules austere 1 . Then j ! * is defined as the ∆ A 1 -submodule of M generated by all the subspaces P (z)
−1 L for all polynomials P (z) with no roots in p + Z, and L ∈ S(M ) can be arbitrary provided it is austere. In other words, j ! * M can be determined by its stalks in the following way: on p + Z, its stalks equal those of L, and away from p + Z, they equal M 's stalks.
Proposition 2.14.
contains a submodule L ∈ S(M ) that is austere.
2. Any two austere submodules V ∈ S(M ) generate the same module j ! * M by Construction 2.13.
Proof.
1. Consider any submodule W ∈ S(M ). We claim that for the submodule
And further supp
Turning to the set of zeroes, we see that
Thus iterating this process shifts the poles of the submodule to the left, while the zeroes don't move at all. Analogously, considering the submodule W ′′ = τ W ∩ W , one can check that P W ′′ ⊆ PW and Z W ′′ ⊆ ZW + 1, which allows to move the zeroes to the right while keeping the poles in place. This process of shifting the zeroes and poles must indeed reach a submodule V which is austere.
Let L, L
′ ∈ S(M ) be austere. By virtue of the first part of this proposition, without loss of generality we may assume that L ⊂ L ′ (by choosing a third submodule in
. We may also assume that L ′ /L is supported on p + Z, since modifying L away from p + Z doesn't affect the construction of j ! * . For the time being, we will let j ! * M be the module generated from L by the procedure above. We will show that
We may take the quotient by the
it is easy to see that it has some pole to the right of some zero, contradicting the assumption that L ′ , and therefore (
Proposition 2.15. Let M ∈ Hol(∆ A 1 * ). Then the following hold.
The intermediate extension has no nonzero submodules or quotient modules with support contained in
p + Z.
Out of the modules contained in
4. The functor j ! * is fully faithful.
Proof.
1. This follows from the construction, since the stalks of M and j ! * M are equal away from p + Z.
By Proposition 2.14, there is an austere L ∈ S(N ), and by the second part of said proposition, L generates all the stalks of j ! * M at the points of p + Z, and therefore N = j ! * M .
3. Let N be such a module. Then j ! * M and N coincide outside of p + Z. Therefore, j ! * M/(N ∩ j ! * M ) is supported on p+Z, and by the previous part of this proposition, this implies that
Then the image of f is a torsion submodule of j ! * N , which implies that its image is 0. Therefore, | A 1 * is faithful.
Restriction to the formal disk
Throughout this section, we will let p ∈ A 1 be fixed, and consider its orbit p + Z. We will show how difference modules on A 1 can be recovered from their restriction to A 1 \ (p + Z) = A 1 * and to a neighborhood of p + Z. For that purpose, we will give a definition for a holonomic difference module on i∈Z Up+i, where
is the formal neighborhood of p + i, and a similar definition for a difference module on i∈Z U * p+i , where U * p+i = Spec C((z − p − i)) is the punctured formal neighborhood of p + i. This will yield two categories of difference modules, which we will denote Hol(Up) and Hol(U * p ), respectively. We will also define restriction functors between these categories, which give rise to a commutative diagram:
The main theorem is the following.
. Explicitly, the theorem states that the category Hol(A 1 ) is equivalent to the category of triples (
In Section 3.1 we will give all the definitions, in Section 3.2 we will show some relevant properties and in Section 5 we will prove the Theorem.
Remark 3.2. Theorem A still holds true if we replace "formal fibers" everywhere by "stalks". This will be shown in Proposition 3.10.
Definitions
Difference equations with support on p + Z are trivial in the sense that for a ∆ A 1 -module M which is torsion over C[z], τ induces isomorphisms Mz → Mz+1. Hence describing these modules amounts to describing C[z]-modules supported at a point. Taking limits, one can argue that difference modules over a formal neighborhood of the orbit p + Z should be just modules over C[[z − p]]. Our definition of difference modules will contain slightly more information than just a module over • The objects of Hol(Up) are diagrams (M
3. i l and i r are injections.
4. M/M l and M/M r are finite dimensional torsion modules.
• Morphisms in Hol(Up) are morphisms of diagrams of C[[π]]-modules:
In other words, they are
We will often ommit i l and i r when describing an object of Hol(Up) and just write M = (M l , M, M r ), or even ommit the reference to M l and M r altogether. Occasionally we will use the index lr to mean either l or r.
Observation 3.4. The category Hol(Up) is additive, but it is not abelian, as the cokernel of a morphism could be an object (M l , M, M r ) where M l and/or M r have torsion. It is, however, an exact category, since it is a subcategory of the (abelian) category of triples of C[[π]]-modules, and it is closed by extensions.
For a morphism φ to be decomposed as an admissible epimorphism followed by an admissible monomorphism, it is necessary and sufficient for φ l and φ r to have constant rank. As we will prove later, this is the case for any restriction from a morphism in Hol(∆ A 1 ).
Similarly, we define an analogous category for a punctured disk. • The objects of Hol(U *
4. M/M l and M/M r are torsion modules.
•
We have all four relevant categories of difference modules in all four relevant spaces. We will now define the restriction functors.
Definition 3.6. We define the functor of restriction to the punctured disk |U * p : Hol(Up) → Hol(U * p ) as follows:
Where M lr is defined as the image of the composition M
We are missing the restrictions from the (punctured) line to the (punctured) formal disk. We will use the following notation to talk about this restriction.
-module, and a ∈ C, we will use Ma to denote the formal fiber of M at a, i.e.
Definition 3.8. We define the functor of restriction to the disk |U p : Hol(∆ A 1 ) → Hol(Up) as follows: For M ∈ Hol(∆ A 1 ), we let LM ∈ S(M ), n ≫ 0 and
Definition 3.9. We define the functor of restriction to the punctured disk |U * p : Hol(∆ A 1 * ) → Hol(U * p ) as follows: For M ∈ Hol(∆ A 1 * ), we let LM ∈ S(M ), n ≫ 0 and
As before, M |U * p is an element of Hol(U * p ) by identifying π = z − p. The facts that both functors above are well-defined will be proved in the next section.
Proposition 3.10. Assuming Theorem A, the following diagram is a fiber product of categories:
Where all the definitions are analogous to the ones in this section, replacing
Proof. Consider the diagram
The square on the right is given by the arrow (
on the top and analogously on the bottom. We claim that it is a fiber square, from which it follows that Theorem A implies the statement.
First of all, we check that
The functor F from left to right is given by tensoring. The inverse functor G is given by mapping a triple (
. The fact that GF ∼ = Id comes from tensoring with the short exact sequence
, and we can apply the five lemma to the natural map of short exact sequences from
This yields the isomorphism F G ∼ = Id. Given the above equivalence between the module categories, it is straightforward to check that the right square on the diagram is a fiber square.
Properties
Proposition 3.11. The functor |U p has the following properties:
1. Its definition has no ambiguity, i.e. |U p doesn't depend on LM ∈ S(M ) or a big enough n.
2. For M ∈ Hol(∆ A 1 ), M |U p ∈ Hol(Up), i.e. it has the following properties:
Up are finitely generated torsion modules. 3. The functor |U p maps morphisms in Hol(∆ A 1 ) to morphisms in Hol(Up).
4. It is an exact functor, in the sense of exact categories: it maps short exact sequences to short exact sequences.
]-modules that has constant rank, i.e. its cokernel is torsion-free. 3. The functor |U * p maps morphisms in Hol(∆ A 1 * ) to morphisms in Hol(U * p ). 4. It is an exact functor, in the sense of exact categories: it maps short exact sequences to short exact sequences.
]-modules that has constant rank.
Proof of Proposition 3.11.
1. Consider the zeroes and poles of LM : ZL M and PL M respectively. Note that if p + m / ∈ PL M , the isomorphism τ : Mp+m−1 → Mp+m maps (LM )p+m−1 inside of (LM )p+m, and if p + m / ∈ ZL M , the analogous statement is true for τ −1 : Mp+m → Mp+m−1. Therefore, if n is big enough (for example, if This follows from the fact that LM is a finitely generated C[z]-module, and therefore its torsion is a finite length module. This implies that if n ≫ 0, the support of the torsion of LM will be contained in [p − n, p + n], (LM )p±m will be torsion free if m ≥ n.
Up are automatically injections. (d) This follows from part a), in combination with the fact that M/LM is itself a torsion module.
Consider a ∆
′ , and let us show that the corresponding map f |U p is a morphism in Hol(Up). Pick some LM ∈ S(M ), and 5. This follows by decomposing every morphism in ∆ A 1 into a surjection followed by an injection, and then applying the exactness of |U p .
The proof of Proposition 3.12 is analogous to that of Proposition 3.11. The following statement is straightforward.
Proposition 3.13. The diagram (3.1) is commutative, in the sense that there's a natural isomorphism
Extending a difference module over a puncture
One application of Theorem A is to compute all the possible ways that a difference module on the punctured line can be extended to a module on the whole affine line. Let M ∈ Hol(∆ A 1 * ). First of all, we claim that j ! * M must be the module given by the following information:
It can be checked that the module above is the intermediate extension, for example by observing that it is the smallest ∆ A 1 -module contained in M that restricts back to M (which determines j ! * by Proposition 2.15). Now let N be any other module in Hol(∆ A 1 ) such that N | A 1 * = M . There is a natural map N → M , whose image we will denote N , and an injection j ! * M → M , whose image is contained inside of N , by the minimality. Therefore, we have a diagram
The kernel of the first arrow and the cokernel of the second are torsion modules supported on p + Z, so they are successive extensions of δ = ∆ A 1 /∆ A 1 (z − p). Therefore, to understand the collection of possible N 's it is sufficient to understand extensions of modules by torsion modules. The following proposition computes all extensions in Hol(Up).
There is a short exact sequence
Where Θ is the forgetful functor from Corollary 3.15.
1. If M is torsion, then
This corollary is enough to compute all the possible extensions of a module M ∈ Hol(∆ A 1 * ) to some N ∈ Hol(∆ A 1 ). Going back to the diagram N ։ N ←֓ j ! * M , the first part can be applied to compute the possible N 's from j ! * M , which amounts to taking a finitely generated submodule N such that j ! * M |U p ⊆ N ⊆ M |U * p . The second part of the corollary can then be applied to obtain all possible extensions of N by a torsion module.
Proof of Proposition 3.14. The functor Θ produces a homomorphism Ext
Let us show that it is surjective. Consider an extension of
We need to find two submodules P lr ⊂ P such that there are induced short exact sequences 0
Since f N lr ⊂ ker g and g| i lr M lr is injective, this sum is actually a direct sum, so we indeed obtain the desired short exact sequences, and thus some P = (P l , P, P r ) ∈ Hol(Up) fitting into a short exact sequence N → P → M .
The kernel of Θ is the group of extensions that take the form
These extensions are all given by choosing submodules P lr ⊂ N ⊕ M , such that they contain N lr and the quotients map isomorphically into M lr . The short exact sequence N lr → P lr → M lr splits because M lr is projective. Let i lr : M lr → P lr → N ⊕ M be one such splitting. The M component of it must be the identity, and therefore, it is given by a map M lr → N . Thus we have an exact sequence
Let us compute the kernel of the leftmost map. It is made of the pairs of maps ( N ) such that the following short exact sequence is split:
These short exact sequences split exactly when there's a section of the second arrow, i.e. a map s : M → N ⊕ M such that s • p = 1M . This means that s is of the form s = (1, j), where j| M lr = j lr . The existence of j is the last piece of the desired statement.
Local Mellin transform and formal vanishing cycles
In this section we define two different flavors of a functor and we show some properties that suggest it is a good analogue for the functor of vanishing cycles in the case of D-modules. As always, we will fix an orbit p + Z ⊂ A 1 .
Definition 4.1. We define the functor of (left) vanishing cycles Φ l p+Z :
Which can be made into a functor in the obvious way.
Throughout this section we may abbreviate Φ = Φ l p+Z . Remark 4.2. We can make the following observations. One reason why Φ l p+Z is a good replacement for vanishing cycles is that is vanishes exactly for modules with no zeroes (and Φ r vanishes for modules with no poles). More precisely, in Section 4.1 we show the following theorem.
Theorem 4.3. Let M ∈ Hol(∆ A 1 ). We have the following equivalences.
• M is finitely generated over C[z] τ if and only if Φ l p ′ +Z M = 0 for every p ′ ∈ A 1 /Z.
• M is finitely generated over
There is a further reason why Φ works as vanishing cycles, namely that it is compatible with the Mellin transform, in a way analogous to previous work. There is a local Fourier transform relating local information of a D-module to that of its Fourier transform (see [BE04] ). When the point in consideration is a point of A 1 (as opposed to ∞ ∈ P 1 ), the local information to consider is the vanishing cycles of the D-module (see [Ari08] ). There is also a local Mellin transform ([GS11]) relating the nearby cycles at ∞ of a difference equation with the restriction to the formal disk around ∞ of its Mellin transform, which we can interpret as nearby cycles. The remaining Mellin transform should relate nearby cycles of a D-module at 0 and ∞ with vanishing cycles of its Mellin transform at points in A 1 , and this is precisely what we obtain. The image of Φ is the category of finitely generated modules set-theoretically supported at the origin, which we will denote Mod(C[π]) fin . We will define an equivalence, which we will call the local Mellin transform:
This equivalence will fit into a commutative diagram as follows, where0 * is the forgetful functor (we are using [Ari08] 's notation):
Where ι → p! is given by the following formula. To avoid confusions between ! and l, we denote it ι
We will show the following theorem. 
Remark 4.5. Technically, it is not true that Φ l p+Z ⊢ ι p! because the image of ι p! is not made of holonomic modules. However, the statement above is enough for our purposes. Notice that it implies that Φ l p+Z is determined by this adjunction.
From the above commutative diagram and the adjunctions Ψ0 ⊢0 * and Φ l p+Z ⊢ ι → p! for D-modules and difference modules respectively, we obtain the following commutative diagram: In this case the local Mellin transform will give an equivalence between Hol(DK 0 ) reg and the category of finite length modules supported on S. 
When does a difference module have a singularity?
Singularities of difference modules are most naturally defined by considering a d-connection on a vector bundle V , i.e. a rational isomorphism τ : V T * V . A pole is defined as a point where τ is not defined, and likewise a zero is a point where τ −1 is not defined. We show that many reasonable notions of zeroes and poles are equivalent. In particular, we can describe when a difference module M ∈ Hol(∆ A 1 ) has a "zero" or a "pole" in terms of the underlying C[z]-module. We prove the following proposition in Section 6.1. Proposition 4.8. Let M ∈ Hol(∆ A 1 ). The following are equivalent:
3. For every L ∈ S(M ), there's some N ∈ R such that M/L is supported on {a ∈ C : ℜ(a) ≥ N }.
4. Any finite set is contained in some L ∈ S(M ) with no zeroes, i.e. such that τ −1 L ⊆ L.
M is finitely generated over
Analogously, the following are equivalent:
2. For some L ∈ S(M ), there's some N ∈ R such that M/L is supported on {a ∈ C : ℜ(a) ≤ N }.
3. For every L ∈ S(M ), there's some N ∈ R such that M/L is supported on {a ∈ C : ℜ(a) ≤ N }.
4. Any finite set is contained in some L ∈ S(M ) with no poles, i.e. such that τ L ⊆ L.
These can be put together to characterize difference modules with no singularities at finite points.
Corollary 4.9. Let M ∈ Hol(∆ A 1 ). The following are equivalent:
2. M is finitely generated over C[z].
3. M is a vector bundle.
Proof. 1⇒2 Let L ∈ S(M ). By Proposition 4.8, M/L is supported on a set of the form {a ∈ C : −N ≤ ℜ(a) ≤ N }, which combined with Lemma 2.12 implies that M/L has finite support. Finally, Proposition 2.2 implies that M/L is finitely generated, so M is indeed finitely generated over C[z].
2⇒3 If M is finitely generated over C[z]
and it is not a vector bundle, it must have a torsion element. Let s ∈ M \ {0} be such that its support is a single point a. Then supp τ n s = a + n, which implies that the torsion submodule of M is not finitely generated, and therefore M itself is not finitely generated.
3⇒1 This follows directly from Proposition 4.8.
A different approach to vanishing cycles
In order to show the compatibility of vanishing cycles with the Mellin transform, we will try to gain a better understanding of the functor ι
. This functor is not surjective, but it is faithful, which will allow us to describe its image, which we will denote Hol * (∆ We may define the following functor. Definition 4.14. We define the functor "sections with support at p" ι
Where ι 
Difference modules with support on an orbit
Let us show some useful properties about Hol(∆
We will use this notation in what follows. 
Proof. Mod(∆ l A 1 ) p+Z is clearly closed under submodules, quotients and extensions. Being holonomic is clearly preserved under submodules. For quotients, suppose V ∈ Hol(∆ l A 1 ) p+Z and W is a submodule of V . Then the only nontrivial condition is that in V /W , τ −1 (0) is finite dimensional, i.e.
Therefore, τ −1 (W )/W is a union of subspaces of dimension at most dim V 1 , and therefore it has dimension at most dim V 1 , which implies that V /W ∈ Hol(∆ l A 1 ) p+Z . Finally, for extensions, observe that a short exact sequence 0 → U → V → W → 0 yields an exact sequence of vector spaces 0
We will use the following lemma in the sequel. Lemma 4.19. Let V ∈ Hol(∆ l A 1 ) p+Z . The following inequalities hold:
, with equality if and only if V is finite dimensional.
Proof.
1. Since V 1 is a torsion C[z]-module, we may decompose it based on supports, as
is finite dimensional, so only a finite number of the components are nonzero. On ι ! p V , we may consider the filtration by subvector spaces (ι
2. Consider the exact sequence 0
The dimension of the last term is at most dim V1 and it is nondecreasing with i. This dimension equals di = dim
If it is ever the case that di = dim V 1 , this implies that
. In this identity, the limit of the right hand side equals the dimension of V /τ V , and it is at most dim V1, as desired.
Corollary 4.20. Every module V ∈ Hol(∆ l A 1 ) p+Z is Artinian. Proof. Given a decreasing sequence Vj ⊂ V , the proof of the previous lemma shows that the sequences (a i j ) i∈N = (dim(Vj ) i ) i∈N are nondecreasing (with i and j) and concave (as i varies with fixed j). It is easy to see that a such a sequence of sequences eventually stabilizes.
Limits of difference modules with support on an orbit
We are particularly interested in the category Hol(∆ l A 1 ) p+Z . A way to state some of the properties of these modules is by using the natural topology on them. Recall the definition of the τ -adic topology. z -modules such that for every U and every s ∈ M/U , there is a polynomial P (z) such that P (z)s = 0 and the roots of P are contained in p + Z. This is due to the fact that on a C[[τ ]]-module the τ -adic topology is always Hausdorff and complete, so M → lim
A similar computation for x i L shows condition (4) in Proposition 4.23, so it follows that M0 * V ∈ Hol(∆ l A 1 ) p+Z . It is clear that M •0 * is fully faithful, since morphisms on both sides are C((x)) ∂ ∼ = C((τ )) z -linear maps. To show that it is essentially surjective, we just need to produce a preimage for every isomorphism class in Hol * (∆ l A 1 ) p+Z , or equivalently, for every module of the form ι
We may view ι → p! M as a module over C((x)) ∂ via the Mellin transform. It is finite dimensional, since its dimension over C((x)) equals dim C M , and further it is regular and its leading coefficient is p, since it contains the lattice L = C[[x]] ⊗ C M which is a witness to both these facts.
One can check that z and τ preserve F (M ), and that zτ = τ (z − 1), so indeed F (M ) is a ∆ A 1 -module. The map F can be made into a functor in the following way: A morphism f : (MU p , M A 1 * ) → (NU p , N A 1 * ) consists of a pair of morphisms fU p : MU p → NU p and f A 1 * : M A 1 * → N | A 1 * such that fU p |U * p = f A 1 * |U * p , i.e. the following diagram commutes:
So we can identify both horizontal arrows as one map f |U * p : M |U * p → N |U * p . We define a map F f :
Before we prove that F is well-defined, let us prove a useful lemma.
, and let M Up be the image of MU p in MU * p . Then
This means that there is some P (z) such that P (z)m = 0 whose roots are contained in p + Z. From the fact that
, we have that F (M ) injects into M A 1 * , and we have that
Up for i ≫ 0; } Now we observe the fact that M Up is the quotient of MU p by it torsion. Since M lr Up are torsion-free, they map isomorphically into M lr Up ⊂ M Up , which means F (M ) can be seen as
Now we observe that the last two conditions are vacuous, since any m ∈ M A 1 * is contained in an element of S(M A 1 * ). Therefore,
We use Lemma 5.1: since MU p is finitely generated and K(M )p ⊂ MU p , K(M )p is a finitely generated C[z]-module, so K(M ) is finitely generated over ∆ A 1 . Its generators are torsion over C[z], so in particular they are torsion over ∆ A 1 . This proves that K(M ) is holonomic. Therefore, it suffices to show that
Since it is contained in the holonomic ∆ A 1 * -module M A 1 * , every element is torsion, so we only have to prove that it is finitely generated.
Using Lemma 5.1, we have that
∈ M Up }, and it remains to prove that such a module is finitely generated over ∆ A 1 . First of all, choose some L ∈ S(F (M )), which can be done by making L = LM A 1 * ∩ F (M ) for any LM A 1 * ∈ S(M A 1 * ). Then L is finitely generated, and F (M )/L is a torsion module. For a given i, F (M ) p+i ∼ = M Up is a finitely generated C[[z − p − i]]-module, and therefore its torsion quotient (F (M )/L)p+i is finitely generated over C[z]. Now we note that for big enough i, τ induces isomorphisms Lp−i−1 → Lp−i and Lp+i → Lp+i+1, and therefore a finite collection of elements of F (M ) suffice to generate (F (M )/L)p+i for all i, over ∆ A 1 . Putting everything together, F (M ) is indeed finitely generated over ∆ A 1 . Let us show that the action of F on morphisms is well-defined. Let f : M → N be a morphism in Hol(Up) × Hol(U * p ) Hol(∆ A 1 * ), and consider F (f ) : F (M ) → F (N ), defined as above by f ((mi)i, m A 1 * ) = ((fU p mi)i, f A 1 * m A 1 * ). We claim that this map is well-defined. It is straightforward to check that F (f ) is a ∆ A 1 -module homomorphism. We will now prove that its image is contained in F (N ). Let us show that
Up . Similarly, it can be shown that fU p mi ∈ N r Up for i ≫ 0. Given that F is well-defined, it is clear that indeed it is a functor, i.e. that it respects compositions and it maps identity morphisms to identity morphisms.
It can be checked that φ(m) ∈ F (G(M )): this amounts to showing that m|U p+i |U * p = m| A 1 * | U * p+i , which is Proposition 3.13, and that m|U p+i ∈ M lr Up for big enough or small enough i. This follows from the fact that any element is contained in an element of S(M ). So indeed φ is well-defined. We claim that φ is injective: if φ(m) = 0, then m| A 1 * = 0, which implies that m is supported on p + Z, and if m|U p+i = 0 for all i, then m has no support on any point of p + Z either. Therefore, φ is injective. Now let us show that φ is surjective. Consider the sequence (5.3) applied to
Take an m ∈ A 1 * contained in the right hand side. By the definition of M | A 1 * , there's some P (z) with roots contained in p + Z such that P (z)m ∈ M . Thinking of M as a quasicoherent sheaf on A 1 , this is saying that m is a section of M on the open set which is the complement of the roots of P . The fact that m| U * p+i ∈ MU p+i implies that this section is regular at the points which are roots of P (z). Since M is a sheaf, this means that m is a global section of M , as we wished to prove.
Therefore, φ induces a surjection onto F (G(M )), so we just have to show that φ
All of these elements are in the image of φ, since they are exactly the image of the elements of M whose support is {p}.
We must prove all of the following.
1. ψU p doesn't depend on the choice of a representative, i.e. if ((mi)i,
, and we have that
5 ⇒ 1 Suppose that M is finitely generated as a C[z] τ -module, and let S = {si} be a finite generating set over this ring. Let L ∈ S(M ) containing S. By assumption,
is increasing with i, and we still have
We have that Mp/L ′ p is a finite length module, by definition of being in S(M ) and Proposition 2.2. Therefore there is an
Proof of Proposition 4.4
Let M ∈ Hol(∆ A 1 ), and let N ∈ Mod(C[π]) fin . We must find a natural isomorphism
First of all, note that since τ acts as a unit on both M and ι ! N , the forgetful functor gives an isomorphism
Throughout this proof, we will denote
for short. In other words, we have that
Where the projection maps
Using this notation and the definition of a limit, we have that
Consider now one of the arrows in the right hand side limit:
The homomorphism π has an inverse:
and that π and π −1 are inverses. Therefore, lim← Hom M, τ n C[τ −1 ]N is a limit of a system of isomorphisms, so it is isomorphic to any one of its terms: 
The first two conditions imply that f is determined by a C[z]-linear map φ0 : M → N , i.e.
To finish the proof, we will show that the maps in Hom
(M, N ) are precisely the maps that factor through
, and let L ∈ S(M ). Since L is finitely generated, it follows that for some big enough n, φ(τ n L) = 0. Therefore, the map Φ p+Z :
to 0, and therefore it factors (uniquely) through a map φ : Φ N ) . Putting all the steps together, we have concluded the proof. 
The last term in the sequence is finite dimensional by assumption. The first one is contained in the torsion finitely generated C 
The dimension of
is bounded above. This is true because N is a finitely generated C[[τ ]]-module and this claim can be checked by writing N as a direct sum of a finite module and a free module. Therefore, It only remains to show that all its elements are supported on p + Z. We consider the short exact sequence
The first term in the sequence is finite dimensional, so the support of its elements is in p + Z, since z − c acts as a unit on it for c / ∈ p + Z. Therefore, supp M/τ i N ⊆ supp N/τ i N ∪ supp M/N ⊆ p + Z.
3 ⇒ 4 Let B = {Ni} be the basis in the statement. We must find a basis of finitely generated C[[τ ]]-modules with the required properties. It will be a subset of B, namely we will choose a fixed N ∈ B, and the new basis will consist of the elements of B contained in N . By Proposition 4.18, the quantity dim τ −1 (Ni)/Ni is nondecreasing as Ni ∈ B gets smaller. Let N ∈ B be such that dim τ −1 (N )/N = d is the maximum among elements Ni ∈ B. We will show that N is finitely generated over C [[τ ] ]. From here, it follows that BN = {Ni ∈ B : Ni ⊆ B} is the required basis. Consider some Ni ∈ BN , and the following short exact sequence: The assumption that dim τ −1 N/N is maximal implies that the dimension of the two spaces in the middle is equal, which in turn implies that dim
1 . By Lemma 4.19 this implies that πiN is finite dimensional, and by Nakayama's lemma it is generated by any system of generators for πiN/τ πiN . Further, dim πiN/τ πiN ≤ dim(πiN ) 1 ≤ dim(πiM ) 1 = d.
Consider now the short exact sequences
We claim that the inverse limit of these sequences as i → ∞ is also exact. We can check the MittagLeffler conditions and then apply the results on exactness of inverse limits ([Sta18, Tag 0598]). Splitting the exact sequence into two short exact sequences, we have that the Mittag-Leffler conditions hold because the spaces τ −1 (Ni)/Ni are finite dimensional, and because the maps τ πiN → τ π i ′ N are surjections, respectively. Therefore, the limit of the sequences is the exact sequence
In particular, N/τ N = lim← πiN/τ πiN . On the right hand side we have an inverse limit of surjections of finite dimensional vector spaces of dimension at most d, so all the maps are eventually isomorphisms.
Lifting any given basis for N/τ N will generate all the modules πiN/τ πiN , so by Nakayama's lemma it will generate all the πiN 's (which applies since these are finitely generated), and therefore it will generate N . This shows that there is an element N in the basis B which is finitely generated over C [[τ ] ]. Therefore, the basis BN = {Ni ∈ B : Ni ⊆ N } satisfies the required properties.
4 ⇒ 1 This is clear.
Proof of Proposition 4.15
Lemma 6.1. The functor ι ! : Hol(∆ l A 1 ) p+Z → Mod(C[π]) fin is exact. Using this lemma, we will now prove the proposition. First of all, it is straightforward to check that ι ! ι ! ∼ = Id, so it remains to show that ι ! ι ! ∼ = Id. There is a natural map
One can check that it is injective. Let us now show that the map ι ! ι ! → Id is surjective. Let P = M/ι ! ι ! M . Let us show that ι ! P = 0: applying ι ! to the short exact sequence 0 → ι ! ι ! M → M → P → 0, we obtain
The first arrow is an isomorphism because ι ! ι ! ∼ = Id. Therefore, ι ! P = 0. Let us show that ι ! P = 0 for P ∈ Hol * (∆ 
If ι!P = 0, then it must be the case that ι ! (P/L) = 0. If P/L = 0, then it has some nonzero element m supported at some point p − j for some j. Then we may replace L by τ j L, and τ j m is a nonzero element of ι ! (P/τ j L). Therefore, P/τ j L = 0. This implies that P = τ j L is a C((τ ))-vector space which is finitely generated over C[[τ ]], so indeed P = 0.
Proof of lemma 6.1. In general, ι ! is left exact. In order to show that it is right exact as well, it will be enough to show that it maps surjections to surjections. First of all, consider a surjection in Hol(∆ 
L is an isomorphism. It can be checked that it is injective. To see that it is surjective, a system of compatible elements {sL} on the right hand side corresponds to an element s of M , and we must show that this element is torsion. By 
By the discussion above, the map is (naturally) isomorphic to
Each of the maps in the limit is surjective. A sufficient condition for an inverse limit of surjective maps to be surjective is the arrows forming the limit being surjections themselves [Sta18, Tag 0598] . This is the case, because we've already shown that ι ! is right exact when restricted to Hol(∆ l A 1 ) p+Z . This shows that ι ! is exact.
