Motivation
The near Earth space is a dynamic system where plasma coming from the Sun, aka solar wind, and Earth's plasma sphere, aka magnetosphere, interact. The dynamics of this system affects not only our speccraft and astronauts but also wireless communications and in some extreme cases, the electrical grids on Earth. It is very important to have good predictive capabilities for this system. An integral part of the system is the medium that connects Sun and Earth: the solar wind.
The solar wind is observed to be turbulent. By this we mean that the energy at the largest scales is "cascaded" to smaller scales via nonlinear interactions creating a broadband spectrum of incoherent fluctuations in fields and flows. The distribution of energy at various scales usually follows a power law (e.g. Kolmogorov (1941) ). The solar wind magnetic energy spectrum obeys the Kolmogorov power law in the "inertial range" (e.g. Coleman (1968) ; Matthaeus and Goldstein (1982) ; Goldstein et al. (1995) ), which covers scales larger than the proton inertial length d i = c/ω pi (∼ ρ i ) where c is the speed of light and ω pi is the proton plasma frequency. At scales close to d i a break in the spectrum occurs and it becomes steeper (e.g. Sahraoui et al. (2009) ; Alexandrova et al. (2012) ), indicating a loss of energy at the proton scales. This is consistent with the observations of proton temperature being larger than that expected from a purely adiabatic expansion (e.g. Wang and Richardson (2001) ).
Exactly how the energy in flow and electromagnetic fluctuations is converted to the thermal degrees of freedom of the protons is still debated. The mechanism has to be largely collisionless and has to explain features observed in the solar wind, e.g. anisotropic heating of the protons (e.g. Marsch (2006) and references therein). We outlined the proposed mechanisms and the related debate in our earlier white paper and will only summarize them here for the sake of brevity. For a detailed discussion please refer to Parashar and Salem (2013) .
The important processes proposed for explaining the anisotropic heating of protons can be broadly divided into two categories, wave damping mechanisms and non-wave mechanisms.
Wave damping mechanisms include cyclotron damping (e.g. Hollweg and Isenberg (2002) and references therein), Landau damping (e.g. Schekochihin et al. (2009) and references therein). The non-wave mechanisms involve either low frequency intermittent structures like current sheets and reconnection sites (e.g. Sundkvist et al. (2007); Parashar et al. (2009 Parashar et al. ( , 2011 Osman et al. (2011); Wan et al. (2012) ; Karimabadi et al. (2013) ) or ideas like stochastic heating (e.g. Chandran et al. (2010) ; Xia et al. (2013) ; Bourouaine and Chandran (2013) ). There are problems associated with these mechanisms that make it difficult to propose one of the mechanisms as the dominant mechanism for heating solar wind protons. Cyclotron heating requires sufficient energy at high k but plasma turbulence with a mean magnetic field (like the solar wind) becomes highly anisotropic with most of the energy residing in high k ⊥ . There is still no consensus on how to provide energy to high enough k for this mechanism to be valid. Landau damping inherently produces high T and hence would provide parallel proton heating instead of perpendicular heating. Intermittent structures have been shown to have a strong correlation with highly anisotropic heating but the cause-effect relation is not completely understood and the exact details of how the heating takes place are debated.
We anticipate that most of these processes should be active in solar wind at any given moment. The fundamental problem of interest is to quantify the contributions of various processes under given solar wind conditions. The purpose of "Turbulent Dissipation Challenge" is to bring the community together and take a decisive step in this direction. This is a particularly hard problem and there are many caveats that need to be considered before making a full attempt at addressing this issue.
Definition of Goals
The underlying issue that has hindered a constructive progress in answering the question of dissipation in solar wind is a lack of cross comparison between results from various studies.
• Most of the numerical studies are done using models that are vastly different in their underlying assumptions and numerical schemes. E.g. electron magnetohydrodynamics (EMHD) is the fluid desription of the electron dynamics considering protons to be an immobile neutralizing background, hybrid particle in cell (hybrid-PIC) treats protons as particles and electrons as a neutralizing fluid (usually massless and isothermal) whereas gyrokinetics is a Vlasov Maxwell system in which the gyro motion of the particles has been averaged out from the system. These are just three examples from many possible models e.g. MHD, Hall MHD, Hall-FLR MHD, EMHD, RMHD, ERMHD, Landau Fluid, Hybrid PIC, Hybrid Eulerian Vlasov, Full PIC, Full Eulerian Vlasov, Gyrokinetics.
Most of the times, the studies performed using these different models do not have the same initial conditions or even same paramters. Hence it is not possible to cross compare the findings of these studies.
• Similar problems are present with spacecraft data analysis. The data can be chosen from many spacecraft, e.g. WIND, CLUSTER, ACE, Helios, Ulysses, Voyager to name a few. Even if the data is from the same spacecraft, the intervals chosen could be vastly different ranging from fast wind to slow wind to all inclusive.
Also, the analysis techniques have not been methodically benchmarked against other analysis techniques and simulations
The above mentioned problems call for a systematic cross comparison study where different simulation models are used to study the exact same initial conditions under as close physical and numerical parameter regimes as possible. Artificial spacecraft data from these simulations can then be used to benchmark different spacecraft data analysis techniques with simulations as well as with each other.
The first step of the endeavor is to understand how well different codes capture the essenstial underlying physics. As discussed above, the essential ingredients of plasma turbulence that are expected to play a significant role are intermittent structures and wave damping. Hence we define the first step of this endeavor to be the following:
With given initial conditions and physical parameters, how do different simulation models cross compare in capturing the physics of: i) intermittent structures and ii) wave damping?
To do so, multiple simulation codes will perform two problems with the exact same physical parameters and as close numerical parameters as possible. The two problems will be:
• First problem will be designed to generate strong turbulence with intermittent structures.
• Second problem will be designed to have a spectrum of waves with a given damping rate.
By performing these simulations using different simulation models and performing the same set of diagnostics, we will be able to quantitatively cross compare the results from different models. This will help us better understand how well different codes capture the physics of interest. Artificial spacecraft data will be provided to observers in order to establish a system that will be used to address physics questions at a later stage in the challenge.
We now go on to describe the problem parameters and initial conditions in detail.
Problem Description
The conditions for the first simulations will be chosen to represent solar wind at 1 AU. Hence a plasma β ∼ 0.6 will be used along with T e = T i , m e /m i = 0.01, dt = 10 −3 ω −1
ci . To keep the computational costs down, the simulations will be performed in 2.5D, i.e. the simulation dynamics will be in a plane but with 3D components for all the vectors.
We understand that full 3D simulations with out of plane couplings are required for a complete description of the dynamics, but given the computational enormity of these models, large 3D kinetic simulations will not be possible. A compromise between inclusion of out of plane couplings and Reynolds number of the system (proportional to the system size) has to be made.
Observations show that the anisotropy and intermittency grow with the width of the inertial range e.g. Wicks et al. (2010 Wicks et al. ( , 2012 ; Greco et al. (2008) ; Wu et al. (2013) . Hence, we choose to work with systems with a reasonable Reynolds number to compare the codes. After the code comparison, the critical simulations can be better designed in 3D.
Intermittent Structures
These simulations will study the intermittent structures that emerge from the nonlinear development of a Kelvin-Helmholtz instability (e.g. Chandrasekhar (1961) ; Miura and Pritchett (1982) ; Karimabadi et al. (2013) . The Kelvin Helmholtz instability gives rise to large scale vortices and current sheets. As the vortices roll up, the current sheets get thinner and give rise to secondary tearing instabilities. This generates a turbulent "soup" of current sheets ranging in scales from proton to electron scales. The ease of setting up KH and the broad range of turbulent current layers generated by it make it an ideal candidate for studying how well different codes capture intermittent physics.
We will follow the setup used in Karimabadi et al. (2013) with a slight modification for this test. The initial density n 0 and magnetic field B 0 will be uniform. B 0 will be inclined w.r.t. the plane of simulation such that B = B 0 [e y sin θ + e z cos(θ)] with θ = 2.86 • . To allow for use of periodic boundary conditions, we will use a double shear layer of flow. The shears will be present at y = 0.25L y , 0.75L y with the shear layer flow defined as U = U 0 tanh(2π(y − 0.25)/2L V )e y for the layer at y = 0.25L y and U = −U 0 tanh(2π(y − 0.75)/2L V )e y for the layer at y = 0.75L y where
, where δU 0 = 0.15U 0 , will be added in the shear layer to expedite the growth of the instability.
For PIC codes, excess particles will be loaded into the transition layer to balance the electric field because of the cross field flow The Turbulent Dissipation Challenge addresses the dissipative processes at the proton scales. Also, at the first step, the emphasis is on comparing the capability of different simulation codes to capture wave physics. Hence, for comparing wave physics, the initial condition will be a spectrum of Kinetic Alfvén Waves (KAWs). The idea is to study how well do different codes capture wave dynamics. The critical simulations to be done at later stages will have more realistic composition of fluctuations.
Wave Physics
For the first step, we propose following constraints/ requirements on the problem:
• As the challenge is focussed on the proton inertial scales, the initial condition should be a spectrum of KAWs around kd i ∼ 1.
• The box should have at least a decade in the inertial range above proton scales and should also resolve at least a decade below the proton inertial length.
• The problem should be doable in reasonable time on modern computing clusters.
Given the above constraints, L x = L y = 125.c/ω pi , N x = N y = 2048, will give us ∆x = 0.061 corresponding to about 16 grid points across d i and 3 grid points across 2d e . This will also correspond to the spectral range of k min = 0.05 and k max = 102.94. To decide on the values of |k| to be used in the initial spectrum, we look at the dispersion curves for KAWs, calculated using linear vlasov theory (e.g. Gary (1986 Gary ( , 2005 ), with the parameters: β = 0.6, V A /c = 1/15., m e /m i = 0.01, for a few different angles of propagation. . Almost all of these curves are dispersive at kc/ω pi ∼ 1. and have very low and comparable damping rates. We choose the window 0.5 ≤ k ≤ 1.5 which will give us not only dispersive waves, similar damping rates but also ∼ 66 grid points across the smallest wavelength in the initial spectrum. This means that the shorter wavelengths generated by the cascade will have sufficient resolution across them.
The next constraint on the choice of |k| values is that the k and k ⊥ should be excitable on discrete grid points for periodicity. With this in mind, we choose the following 8 numbers for The parallel (k x ) and perp (k y ) wavenumbers in units of kd i as well as the number of wavelengths in the box (in parenthesis). Corresponding |k| and θ kB are also shown.
The initial condition will be a spectrum of KAWs with above mentioned |k| and θ kB created using the prescription in section 3 of Gary and Nishimura (2004) . The initial field fluctuations are written as:
where the individual components are provided by the linear Vlasov code (Gary (1986) ). The phases are chosen randomly. We expect the kinetic codes to quickly adjust the phases to the real phases of the fluctuations. The total amplitude of the fluctuations will be such that |δB| 2 /B 2 0 ∼ 0.1. The wave vectors output from the linear Vlasov code (Gary (1986) ) for the given parameters are listed in the appendix.
Common Diagnostics
To facilitate a quantitative comparison between different models, a common set of diagnostics will be performed on the simulations. Below we outline the potential diagnostics that are reasonably straightforward to implement. A few diagnostics common to all the simulations would be:
• All kinetic simulations will plot change in thermal energy of protons as a fraction of free energy available at the beginning of the simulation. Where possible, anisotropy as defined by T ⊥ /T , with ⊥ and defined w.r.t. mean field, should also be plotted. As an example, figure 2 shows the change in thermal energy as well as the anisotropy for three hybrid simulations of Orszag-Tang vortex (OTV) with different equation of state for electrons (for details see Parashar et al. (2014) ).
This way of plotting makes the results independent of the units used in the simulation code and hence a cross comparison of proton heating in different codes. We now describe the measures for intermittency and wave physics.
• Omnidirectional spectra of magnetic field in the plane perpendicular to the mean field, i.e. E b (k ⊥ ) where E b is total magnetic energy in shells around k ⊥ , should also be compared from all the models. 
Intermittent Structures
There are multiple different measures used to quantify intermittency of turbulence e.g. kurtosis of derivatives, scale dependent kurtosis, filtered kurtosis, probability distribution functions (PDFs) of increments, local intermittency measure (LIM), phase coherence index and partial variance of increments (PVI). Out of these, we will use scale dependent kurtosis and PDFs of increments. We describe these in a little more detail.
PDFs of Increments
The probability distribution functions (PDFs) of turbulent quantity are gaussian (e.g. Frisch (1996) ) but the PDFs of increments of a turbulent quantity are not gaussian. By taking the increments, say for magnetic field, B(s + δs) − B(s) we highlight the gradients (and hence the intermittent structures) in the quantity of interest. The strength of the gradients highlighted depends on the lag δs. Hence the increment for a smaller lag δs represents stronger gradients and hence most intermittent structures. When δs becomes comparable to the correlation length of the system, the PDFs revert back to gaussianity. It has been shown that the non-gaussian tails on the PDFs of increments correspond to the number of intermittent structures (e.g. Greco et al. (2008) ; Salem et al. (2009); Greco et al. (2009); Wan et al. (2010) ). Hence by comparing PDFs of a fixed increment (δs ∼ 1d i ), from multiple models, we can compare the number of intermittent structures resolved in each model. This way, we can have a quantitative measure of intermittency as captured by different computational models.
Scale Dependent Kurtosis
The n th order moment of the PDFs of a variable φ, also called Structure Functions, are defined as:
The Kurtosis, the 4 th order moment or 4 th structure function, measures the Flatness of the PDFs of this given function φ. It is defined as:
. (5) where φ is the quantity of interest, usually the current j = ∇ × B or the vorticity ω = ∇ × v. It measures departures from Gaussianity. For a gaussian function its values is equal to 3 and is more for non-gaussian functions. Greater non-gaussianity is expected with smaller . A higher value of kurtosis reveals the presence of sharper concentrations of coherent structures. This is a straightforward diagnostic to implement on the simulation data and being a dimensionless ratio, should be independent of the units/ normalizations used in the simulation codes.
Structure Functions and their scaling exponents
Within the inertial range, the structure functions defined in Eq.4 scale as power laws,
The scaling exponents ζ n are classic measures of intermittency in hydrodynamic and MHD turbulence. Estimating the kurtosis (defined above) requires calculating structure functions up to the fourth order. When it is numerically feasible, it would be worthwhile to go up to sixth order and measure the first six scaling exponents for v, B, and n over the scale range 2d i < < 20d i in order to provide a more complete description of the intermittent fluctuations. Measuring these scaling exponents will also make it possible to tie into a larger literature on intermittency (e.g. Bruno and Carbone (2005) ; Salem et al. (2009); Chandran et al. (2014) ). Structure Functions are also widely used in the analysis of solar wind fluctuations from spacecraft data, for both inertial range (e.g. Salem et al. (2009) ) and dissipation range fluctuations (e.g. Osman et al. (2014) ).
It will be important recognize that comparisons between codes and different runs is expected to become increasingly difficult for higher orders n. This is due not only to intrinsic statistical requirements, but also because higher order statistics (including kurtosis) are expected to vary with system size (see e.g., Anselmet et al. (1984) ).
Wave Physics
The diagnostic to be used for wave physics will compare various wave properties. A few suggestions are:
Dispersion Analysis
An obvious test for the presence of waves is to look for the appropriate dispersion in the energy spectrum. A k − ω dispersion analysis of the simulation data will show excess of undamped energy along the dispersion curves of the normal modes of system. As an example figure 3 shows the spectrum of magnetic field as a function of k , ω and k ⊥ , ω from a 2.5D hybrid simulation with β = 0.04, large system size, mean field in the plane of simulation and driven at |k| = 2, 3 (from Parashar (2011)). The two-fluid dispersion curves for parallel and perpendicular propagation have been over-plottted. Outside the driving wave-numbers, there is clearly excess energy along the dispersion curves. Figure 3 : k, ω spectra of magnetic energy from a 2.5D hybrid PIC simulation, β = 0.04 driven at large scales of the system. The normal modes of the system are excited and we see excess energy along the dispersion curves of Alfvén, slow and magnetosonic modes. From Parashar (2011) Hence k, ω diagrams are an important diagnostic to study the normal modes that survive in a simulation's evolution.
Damping Rate
One of the most important features to cross check is if the damping rate of the waves is appropriately captured by the simulation codes. The spectrum of waves has been chosen such that the damping rate is approximately the same for all the normal modes included in the initial condition. A comparison of numerically calculated damping rates to the average damping rate calculated from linear Vlasov theory is an important consistency check.
Compressibility
Two distinct compressibilities can be defined for a plasma (e.g. Gary and Smith (2009) ). Compressibility of jth plasma species defined by:
For a quasi-nerutral plasma consisting of only electrons and protons, C e ∼ C p , hence the compressibility of a only a single species can be considered. Along with plasma compressibility, the compressibility of magnetic field can also be computed:
The compressibility of the dominant modes (Alfvén-Kinetic Alfvén & MagnetosonicWhistler) can be calculated from linear Vlasov theory and compared to simulations and observations (e.g. Gary and Smith (2009); Salem et al. (2012) ). A direct comparison of the compressibility values expected from linear theory with the compressibilities captured by the simulations codes can serve as a test of code's capcbility of capturing the wave physics.
Indeed, the compressibility is a great test parameter to use for the identification of the dominant fluctuations or modes in the plasma. For instance, the compressibility of the Whistlers is constant in this range of scales/frequencies and depends on the angle of propagation of the mode (0 for parallel angles to 1 for quasi-perpendicular angles). As for the KAWs, the compressibility increases through the dissipation range, above the ion gyro-scale (eg. Salem et al. (2012) ).
The Electric to Magnetic Field Ratio
The Electric to Magnetic Field ratio, |δE|/|δB| (Salem et al. (2012) ), provides a complementary test for wave-mode identification purposes. The |δE|/|δB| ratio is constant in the inertial range as the electric and magnetic field fluctuations are well correlated (Bale et al. 2005) . Indeed, the electric field E in this range is essentially equivalent to b f v × B (due to the incompressible nature of the Alfvenic fluctuations). Above the ion gyro-scale, |δE|/|δB| increases as a function of k due to the dispersive nature of the modes. In linear theory, |δE|/|δB| depends on the propagation angle of the mode, both in the inertial and dissipation range.
Like for the compressibility, a direct comparison of the |δE|/|δB| expected from linear Vlasov-Maxwell theory with the |δE|/|δB| captured by the simulations will be a useful tool to understand the nature of the fluctuations. Simulations show a very similar behavior of the |δE|/|δB| obtained from observations or from linear theory. Quantifying those similarities and differences will be interesting.
Comparison to Observations
Although at this initial stage, we can not expect to see a direct comparison with realistic observations, it will still be instructive to take artificial cuts across simulations and compare the results to solar wind observations. These "artificial observations" can be provided to observers for comparisons with solar wind observations. Quantities like magnetic power spectra, compressibilities as well as correlations between different quantities such as reduced energy and cross helicity calculated from artificial observations can be compared to real observations. This will help set up the communication between simulation modelers and the observers for future "critical simulations".
Conclusion
A quantitative improvement in our understanding of the dissipative processes active in the solar wind requires as a first step, an understanding of the best available simulation models. To do so, we propose as a first step, a comparison of the capability of these codes to capture the essential underlying physics of collisionless turbulent plasmas.
We propose to compare how well different simulation models capture intermittency and also wave damping (where applicable). A set of initial conditions and common diagnostics have been proposed that will enable a quantitative cross-model comparison.
Based on the outcome of these simulations, we can decide on doing some "critical simulations". These simulations will be the largest possible simulations with initial conditions designed to mimic real solar wind conditions. The data obtained from these simulations will be made open to the public for doing a quantitative comparison between different dissipative processes. 
A Wave vectors for the KAW runs

