





























p(w; zjs) / p(w; z; s) (1)
p(s;w; z)の同時生成モデル
z0=BOS; s= (an empty string).
for t = 1   T do
Draw zt  p(ztjzt 1) ,
Draw wt  p(wtjw1   wt 1; zt) ,
Append wt to s .
end for
隠れ状態を持つセミマルコフモデル (分割モデル)…




filtering Backward-sampling (Scott 2002) で動的
計画法+MCMC. [t][k][z] : 時刻 tまでの部分文字列
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Dataset PYHSMM NPY BE HMM2
Kyoto 71.5 62.1 71.3 NA
BCCWJ 70.5 NA NA NA
MSR 82.9 80.2 78.2 81.7
CITYU 82.6 82.4 78.7 NA
PKU 81.6 NA 80.8 81.1
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