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A LAGRANGE MULTIPLIER-TYPE TEST FOR
IDIOSYNCRATIC UNIT ROOTS IN THE EXACT FACTOR
MODEL UNDER MISSPECIFICATION
Xingwu Zhou and Martin Solberger
Uppsala University ¶
Abstract
We consider an exact factor model and derive a Lagrange multiplier-type test for unit
roots in the idiosyncratic components. The asymptotic distribution of the statistic is de-
rived under the misspecification that the differenced factors are white noise. We prove
that the asymptotic distribution is independent of the distribution of the factors, and
that the factors are allowed to be integrated, cointegrate, or be stationary. In a simulation
study, size and power is compared with some popular second generation panel unit root
tests. The simulations suggest that our statistic is well-behaved in terms of size and that
it is powerful and robust in comparison with existing tests.
JEL: C12, C23
Keywords: Panel unit root, Dynamic factors, Maximum likelihood, Lagrange multiplier
1 Introduction
This paper adapts to the growing literature on panel unit-root tests that let the cross-sectional
dependence be modeled by a factor representation which is static in the factor loadings, but
where the factors themselves are dynamic.1 Let xi,t be the ith variable that is observed in
time period t, where i = 1, 2, . . . , N and t = 1, 2, . . . , T, and suppose that it admits a static
factor representation (omitting any deterministic terms),
xi,t = λ′ift + ui,t, (1)
where ui,t is an unobservable dynamic idiosyncratic component and λ′ift is the common com-
ponent, where ft = ( f1,t, f2,t, . . . , fr,t)
′ is an r× 1 vector of unobservable dynamic factors and
λi = (λi,1,λi,2, . . . ,λi,r)
′ is an r× 1 vector of factor loadings. Thus, only the left side of Equa-
tion (1) is observed while all elements on the right side are unobservable. Assuming inde-
pendence between the factors and the idiosyncratic components, the contemporaneous co-
variance of the N-variate process xt = (x1,t, x2,t, . . . , xN,t)
′ is Σxx = Var(xt) = ΛΣ f fΛ′ + Σuu,
¶Department of Statistics, Uppsala University, Sweden, Box SE-751-20.
E-mail addresses: xingwu.zhou@statistics.uu.se; martin.solberger@statistics.uu.se
1As opposed to the generalized dynamic factor model of Forni, Hallin, Lippi, and Reichlin (2000) where the
factor loadings are lag-polynomials and the common shocks (factors) are white noise.
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where Σ f f = Var(ft) and Σuu = Var(ut), where ut is defined analogously to xt. There is
a distinction between the approximate factor model, as defined by Chamberlain and Roth-
schild (1983), where the eigenvalues of ΛΣ f fΛ′ are O(N) and the largest eigenvalue of Σuu
is bounded, and the exact factor model where Σuu is restricted to be diagonal. As such, the
exact factor model is nested within the approximate factor model.
The usual workhorse for the static factor model is the method of principal components
(e.g. Stock and Watson, 2002; Bai and Ng, 2004). Bai (2003) show that, under limited time
series correlation in xi,t and limited cross-unit correlation in ui,t admitting an approximate
factor model, the common component λ′ift is consistently estimated with principal com-
ponents at rate min(
√
N,
√
T) as N and T tend to infinity jointly, without any additional
restrictions on the relationship between N and T. This is used by Bai and Ng (2004) in the
popular PANIC (Panel Analysis of Nonstationarity in Idiosyncratic and Common compo-
nents) procedure to perform unit root tests on the idiosyncratic component, because the id-
iosyncratic component is consistently estimated as a residual to the panel (1). However, the
principal components estimators are suitable for large factor models, and some of the focus
has now moved to question efficiency and the size of panels (e.g. Boivin and Ng, 2006). To
achieve efficiency the natural choice is to consider likelihood based methods, or likelihood-
type methods, as in Choi (2011), Breitung and Tenhofen (2011), Doz, Giannone, and Reichlin
(2012), and Bai and Li (2012b,a).
Bai and Li (2012b) consider the exact factor model, and propose to optimize a misspec-
ified likelihood function. The parameter estimators are then quasi-likelihood estimators,
which are shown by Bai and Li (2012a) to be consistent also when the exact factor model is
misspecified contra the more general approximate factor model. Let Φt = E(utu′t), which
allows for time heteroscedasticity. Also, suppose the factors are fixed constants and let
M f f = 1T−1 ∑
T
t=1(ft − f¯t)(ft − f¯t)′, where f¯t = 1T ∑Tt=1 ft, and suppose that limT→∞M f f exists
and is positive definite. Bai and Li (2012b,a) consider maximizing the objective function
l = − 1
2N
log |Σxx| − 12N tr(Σ
−1
xx Mzz), (2)
where Σxx = ΛM f fΛ′ +Φ0, and where Φ0 = diag(φ20,1, φ
2
0,2, . . . , φ
2
0,N) is a diagonal matrix
holding the diagonal elements of T−1 ∑Tt=1Φt. Bai and Li (2012a) show that, under quite
general forms of idiosyncratic autocorrelation, time heteroscedasticity and cross-sectional
correlations admitting an approximate factor model, the quasi-MLEs of Λ, M f f and Φ0 are
consistent (under certain identifying restrictions) with average convergence rates
1
N ∑
N
i=1
1
φ̂20,i
||λ̂i − λi||2 = Op(T−1) +Op(N−2),
1
N ∑
N
i=1(φ̂
2
0,i − φ20,i)2 = Op(T−1) +Op(N−2),
||M̂ f f −M f f ||2 = Op(T−1) +Op(N−2).
If the exact factor model is the true model, then the convergence rates are Op(T−1), i.e. the
Op(N−2) term then falls out. An important property of the quasi-MLEs is that the results
hold also if the factors have arbitrary dynamic properties with E||ft||4 < ∞.
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In this paper we combine the quasi-likelihood based methods of Bai and Li (2012b,a)
with the full maximum likelihood approach for the covariance stationary/unit root AR(1)
panel model in Kruiniger (2008). But, we do not employ the usual procedure of taking
differences, then estimating, then re-accumulating, and then performing unit root tests, as
in Bai and Ng (2004). Instead, we base our test directly on the likelihood function of the
differenced data, and construct a homogenous LM-type test for idiosyncratic unit roots. We
restrict ourselves to concern the exact factor model with AR(1) dynamics in the idiosyncratic
component. However, we show that the factors may have arbitrary dynamics as long as they
are difference stationary, and propose that a more general test that allows also for higher
order idiosyncratic dynamics may be derived from the same principles as in this paper.
The rest of the paper is organized as follows: Section 2 goes through the framework and
the model assumptions. Section 3 derives the LM-type statistic and its asymptotic distri-
bution. In Section 4 we evaluate, through Monte Carlo simulation, size and power of the
LM-type statistic and compare the performance with some existing second generation panel
unit root tests. Section 5 concludes. All mathematical derivations are placed in an appendix.
Notation: For a matrix A ∈ Rn×n, ϕ1(A) ≥ ϕ2(A) ≥ · · · ≥ ϕn(A) denote the eigenval-
ues and dg(A) is the operator which stacks the diagonal elements in an n× 1 vector. For a
matrix A ∈ Rn×m, ||A|| = [tr(AA′)]1/2 denotes the Frobenius norm and vec(A) is the vector-
ization operator which stacks the columns in an nm× 1 vector. Unless specified differently,[
ai,j
]
n×m is an n× m matrix with element ai,j corresponding to the ith row and jth column,
diag (a1, a2, . . . , an) is an n× n diagonal matrix with entries a1, a2, . . . , an, and In is the n× n
identity matrix. For limits, T → denotes limit taken over T; (T, N)s → denotes sequential
limit with limit taken over T followed by limit taken over N; and N, T → denotes joint limit,
where N and T go to infinity simultaneously.
p→ ( d→) denotes convergence in probability
(distribution) and s∼ denotes similar matrices (see Appendix A2).
2 The framework
Let i = 1, 2, . . . , N denote the cross-sectional individuals and t = 1, 2, . . . , T denote the time
points. We assume the panel data has the following representation:
xt = (x1,t, x2,t, . . . , xN,t)
′ = µ+Λft + ut, (3)
where µ = (µ1, µ2, . . . , µN)
′ are constants, ft = ( f1,t, f2,t, . . . , fr,t)′ are unobservable dynamic
factors, ut = (u1,t, u2,t, . . . , uN,t)
′ are unobservable dynamic idiosyncratic components and
Λ =
[
λi,j
]
N×r is the matrix of factor loadings. Through out the paper we will assume that
xt is integrated of at most order 1, where xt ∼ I(1) means xi,t ∼ I(1) for at least one i.
Further, if xi,t ∼ I(1), then the nonstationarity could come from one of the factors or from
the idiosyncratic component:
xi,t ∼ I(1)⇔ ui,t ∼ I(1) and/or ∃j : f j,t ∼ I(1),
xi,t ∼ I(0)⇔ ui,t ∼ I(0) and ∀j : f j,t ∼ I(0).
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The interest here is to test for unit roots in the idiosyncratic components ut using maximum
likelihood, and where we want this test to be asymptotically independent of the distribution
of the factors. Similar to the procedures in Bai and Ng (2004, 2010) we proceed by taking first-
differences. Let yt = ∆xt = (∆x1,t,∆x2,t, . . . ,∆xN,t)
′ and let similarly gt = ∆ft and zt = ∆ut,
which by assumption are all stationary processes. The contemporaneous covariances are
now Σyy = Var(yt) = ΛΣggΛ′ + Σzz, where Σgg = Var(∆ft) and Σzz = Var(∆ut). Based on
the likelihood function of the differenced and stacked panel data we derive a Lagrange mul-
tiplier test for idiosyncratic unit roots. We make the following general assumptions, drawing
partly on the assumptions in Bai (2003) and Bai and Ng (2002, 2004):
Assumption 2.1 (factors) The factors admit the representation (1− L)ft = C(L)vt, where
C(L) = ∑∞m=0 CmLm is an r× r lag polynomial matrix, and where;
(i) vt ∼ N (0,Σvv) is iid, where E||vt||4 < ∞;
(ii) Σgg =∑∞m=0 CmΣvvC′m > 0;
(iii) ∑∞m=0 m||Cm|| < ∞;
(iv) rank(C(1)) = r1, where 0 ≤ r1 ≤ r.
Assumption 2.2 (idiosyncratic components) The idiosyncratic components are AR(1) pro-
cesses; (1 − ρiL)ui,t = ε it, where ρi ∈ (−1, 1], ε i,t ∼ N (0, σ2ε,i) with σ2ε,i < ∞, and where
E(ε i,tε l,s) = 0 for all i 6= l (i, l = 1, 2, . . . , N) and all t, s = 1, 2, . . . , T.
Assumption 2.3 (independence) The errors vj,t and ε i,t are mutually independent at all leads
and lags, such that E
(
vj,tε i,s
)
= 0 for all j = 1, 2, . . . , r, i = 1, 2, . . . , N and t, s = 1, 2, . . . , T.
Assumption 2.4 (starting values) For stationary processes f j,t and ui,t, the starting values
f j,0 and ui,0 come from the stationary distributions, while for nonstationary processes they
are Op(1).
Assumption 2.1 is the same dynamic assumption on the factors as made in Bai and Ng
(2004), except we assume normally distributed shocks. It allows for r1 stochastic trends
among the factors. Under Assumption 2.2, the idiosyncratic components are allowed to
be cross-sectionally heteroscedastic but time heteroscedasticity is ruled out. Also, because
Σzz = E(ztz′t) is a diagonal matrix, where zt = (∆u1,t,∆u2,t, . . . ,∆uN,t)′, we have the exact
factor model. Assumption 2.3 is a standard assumption in factor analysis to identify the
covariance structure (see e.g. Bai, 2003), and Assumption 2.4 ensures us that the stochastic
processes are well-behaved with respect to their initial values.
Our likelihood based analysis rests on the same observation as is made by Kruiniger
(2008). For notational convenience, let T∗ = T − 1, and let D = [Ds,t]T∗×T be the first-
difference matrix, i.e. Ds,t = −1 if t = s, Ds,t = 1 if t = s + 1, and zero otherwise. Also,
let ui = (ui,1, ui,2, . . . , ui,T)′. If ui has a unit root, then Dui ∼ NT(0, σ2ε,iI). Conversely, if
ui is stationary and the starting value ui,0 is chosen according to Assumption 2.4, then it is
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straightforward to show that Dui ∼ NT (0, σ2ε,iΨ), where Ψ(ρi) = [Ψik,m]T∗×T∗ with
Ψik,m =

2
1+ρi
for k = m
− ρ
||k−s|−1|
i (1−ρi)
1+ρi
for k 6= m
. (4)
The covariance matrix Ψ has two convenient properties; (a) Ψ (1) = IT∗ , i.e. it is correctly
defined in the nonstationary point; and (b) it is infinitely many times continuously differen-
tiable at and in the neighborhood of the unit root ρi = 1 (see Kruiniger, 2008, Lemma 7).2
Assumption 2.5 (factor loadings) It holds that;
(i) ||λi|| < ∞ for all i = 1, 2, . . . , N;
(ii) N−1Λ′Σ−1zz Λ→ Σ1 > 0, as N → ∞.
Assumption 2.6 (idiosyncratic homogeneity) The idiosyncratic components are homoge-
nous, ∀i: ρi = ρ.
Assumption 2.5 is the same assumption as is made in Bai and Li (2012b,a), and is needed
to put the necessary identifying restrictions on the factor loadings that allow for quasi max-
imum likelihood estimation. It can also be seen as the analog of the usual assumption of
identifiable pervasive factors (see e.g. Bai and Ng, 2004), where N−1Λ′Λ converges to some
positive definite matrix as N → ∞. Here the convergence concerns the loadings weighted
by the idiosyncratic variances, and implies that the eigenvalues of Λ′Σ−1zz Λ are O(N). As-
sumption 2.6, which may be relaxed, simplifies the analysis. This assumption only affects
power, and we generally expect homogenous tests to have power also under a heterogenous
alternative. Imposing this assumption the hypotheses of interest are
H0 : ρ = 1, vsH1 : ρ < 1.
Misspecification 1 The differenced factors are multivariate white noise, drawn from the nor-
mal distribution, ∆ft ∼ Nr(0, I).
Misspecification 1 implies that the factors in levels are independent random walks. By
imposing this misspecification we have an approximating model in the same sense as e.g.
Doz, Giannone, and Reichlin (2012). Proceeding with the likelihood based inference will in
this sense result in a quasi-likelihood statistic. We prove later that our statistic to be pro-
posed is asymptotically robust against this misspecification, and that the factors are allowed
to have the representation in Assumption 2.1 as long as both N and T tend to infinity.
Consider the observed panel data X = (x1, x2, . . . , xT) and let Y = XD′ denote the N× T∗
first-differenced data. Imposing Misspecification 1, the differenced and stacked data of size
NT∗ × 1, Yv = vec (Y), has covariance matrix
Σ = Var(Yv) =
(
IT∗ ⊗ΛΛ′
)
+ (Ψ (ρ)⊗ Σεε) ,
2The autocovariance matrix of a stationary AR(1) process, Π say, may be found from e.g. van der Leeuw
(1994) and Karanasos (1998). Straightforward algebra will show that DΠD′ = Ψ, where Ψ is a matrix with
elements (4).
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where⊗ denotes the Kronecker product, Ψ (ρ) is the idiosyncratic autocovariance matrix de-
fined before, and Σεε = E(εtε′t) = diag(σ2ε,1, σ
2
ε,2, . . . , σ
2
ε,N) is the idiosyncratic error variance,
where εt = (ε1,t, ε2,t, . . . , εN,t)′ are the idiosyncratic error terms. Under the null hypothesis
ρ = 1 we have that Σ = (IT∗ ⊗ΛΛ′) + (IT∗ ⊗ Σεε) = (IT∗ ⊗Ω), where Ω = (ΛΛ′ + Σεε),
such that for yt = ∆xt = (∆x1t,∆x2t, . . . ,∆xNt)
′,
Cov (yt, ys) =
{
Ω if s = t
0 if s 6= t . (5)
The corresponding sample covariances, YvY′v, consists of the T∗2 blocks St,s = yty′s for t, s =
2, 3, . . . , T, each block of size N × N. For these blocks we define
S0 =
T
∑
t=2
St,t =
T
∑
t=2
yty′t = YY
′, (6)
and
S00 =
T
∑
t=2
T
∑
s=2
St,s =
T
∑
t=2
T
∑
s=2
yty′s =
(
T
∑
t=2
yt
)(
T
∑
t=2
yt
)′
. (7)
Note that if Misspecification 1 is true, then we have, under the null hypothesis, that E (St,t) =
Ω for all t, such that by the weak law of large numbers
1
T∗
T
∑
t=2
St,t =
1
T∗
S0
p→ Ω, (8)
and by the central limit theorem
1√
T∗
Ω−
1
2
(
T
∑
t=2
yt − 0
)
d→ Z ∼ NN(0, I). (9)
3 The LM-type statistic
Let Λv = vec(Λ) and σ = dg(Σεε), and define the parameter vector θ = (Λ′v,σ′, ρ)
′ with
K = Nr + N + 1 parameters. Assuming normality, the log-likelihood with respect to the
differenced and stacked data is
l (θ) = −NT
∗
2
log 2pi − 1
2
log |Σ| − 1
2
Y′vΣ−1Yv. (10)
To be clear in notation we make the following definition:
Definition 3.1 (Score and information) For any parameter subsets ω, ν ⊆ θ with Kω and Kν
parameters respectively, where ωk denotes the kth parameter in ω and νq denotes the qth parameter
in ν, the score w.r.t. ω is Vω ≡ ∂l(θ)∂ω ≡ [Vωk ]Kω×1, where Vωk =
∂l(θ)
∂ωk
, and the information w.r.t. ω
and ν is Jων′ ≡ −E
(
∂2l(θ)
∂ω∂ν′
)
≡ [Jωkνq]Kω×Kν , where Jωkνq = −E ( ∂2l(θ)∂ωk∂νq).
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The LM-statistic is defined as
LM = V′θJ
−1
θθ′Vθ
∣∣∣
θ=θ˜
, (11)
where θ˜ = (Λ˜′v, σ˜
′, 1)′ is the restricted maximum likelihood estimator under H0. The score
and information under Assumptions 2.1-2.6, but imposing Misspecification 1, are derived in
Appendix A1. Let θ = (θ′1, θ
′
2)
′ with θ2 holding the parameters that are subject to restrictions
under the null hypothesis. Under restricted maximum likelihood estimation we have that
Vθ|θ=θ˜ = (0, V′θ2 |θ=θ˜)′. The information matrix and its inverse may then be partitioned into
the relevant blocks;
J =
(
J11 J12
J21 J22
)
; J−1 =
(
J11 J12
J21 J22
)
,
where J11 = Jθ1θ′1 , J12 = J
′
21 = Jθ1θ′2 , and J22 = Jθ2θ′2 , such that the LM-statistic (11) becomes
LM = V′θ2 J
22Vθ2
∣∣
θ=θ˜
. (12)
Condition 3.1 (asymptotic block-diagonality) There exists a sequence of matrices of constants
Ci,NT → ∞ for i = 1, 2 such that:
C−11,NTJ11C
−′
1,NT → z11; C−11,NTJ12C−′2,NT → 0;
C−12,NTJ21C
−′
1,NT → 0; C−12,NTJ22C−′2,NT → z22,
where C−′ = (C−1)′ , and where z11 and z22 are invertible matrices.
Condition 3.1, which is inspired by Solo (1984), implies that
J22 =
(
J22 − J21J−111 J12
)−1
= C−′2,NT
[
C−12,NTJ22C
−′
2,NT−(
C−12,NTJ21C
−′
1,NT
) (
C−11,NTJ11C
−′
1,NT
)−1 (
C−11,NTJ12C
−′
2,NT
)]−1
C−12,NT → J−122 ,
and likewise that J11 → J−111 . We may analogously use probability limits, meaning that Con-
dition 3.1 holds in probability, in which case, letting J˜ denote J|θ=θ˜, we have that J˜22
p→ J˜−122
and J˜11
p→ J˜−111 . Let similarly V˜ denote V|θ=θ˜. Whenever Condition 3.1 holds in probability,
the statistic (12) can be written as
LM = V˜′θ2 J˜
22V˜θ2 ' LM∗ = V˜′θ2 J˜−122 V˜θ2 , (13)
in probability as Ci,NT → ∞, in the sense that |LM− LM∗| = op(1). For the case considered
in this paper θ2 = ρ, so the information matrix may be decomposed as;
J11 =
(
JΛvΛ′v JΛvσ′
JσΛ′v Jσσ′
)
; J21 = J′12 =
(
JρΛ′v Jρσ′
)
; J22 = Jρρ. (14)
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Here we show that the information matrix is asymptotically block-diagonal in probability as
T → ∞, and consider the LM-type statistic
ϑ = V˜ρ
√
J˜−1ρρ , (15)
for which, if Condition 3.1 holds, we have that ϑ2 ' LM in probability. To show that Condi-
tion 3.1 holds for fixed N, the following lemma is sufficient.
Lemma 3.1 Under Assumptions 2.1-2.6 but imposing Misspecification 1, the following terms are
Op(1) for all i, l = 1, 2, . . . , N and all j, q = 1, 2, . . . , r:
(i)
J˜λi,jλl,q
N2T
; (ii)
J˜λi,jσ2ε,l
T
; (iii)
J˜λi,jρ
N3/2T
; (iv)
J˜σ2ε,iσ2ε,l
T
; (v)
J˜ρσ2ε,i
T
; (vi)
J˜ρρ
NT2
.
If we let C1,NT = diag(N
√
TINr,
√
TIN) and C2,NT = T
√
N, then we have that, using
Lemma 3.1,
C−11,NT J˜11C
−′
1,NT =
(
Op(1)Nr×Nr Op
(
N−1
)
Nr×N
Op
(
N−1
)
N×Nr Op(1)N×N
)
((Nr + N)× (Nr + N)) ,
C−12,NT J˜21C
−′
1,NT =
(
Op
(
T−1/2
)
1×Nr Op
(
(NT)−1/2
)
1×N
)
(1× (Nr + N)) ,
C−12,NT J˜22C
−′
2,NT = C
−1
2,NT J˜ρρC
−′
2,NT = Op(1),
where normal O’s denote scalars and boldface O’s denote matrices. Hence, the information
matrix is asymptotically block diagonal for any fixed N as T tends to infinity, because then,
C−11,NT J˜12C
−′
2,NT
p→ 0, C−12,NT J˜21C−′1,NT
p→ 0, C−11,NT J˜11C−′1,NT
p→ z11 for some matrix z11, and
C−12,NT J˜22C
−′
2,NT
p→ z22 for some scalar z22 implying J˜22 p→ J˜−122 = J˜−1ρρ . Note that we do
not need to check if z11 is invertible, because the corresponding part of the information
matrix does not enter the LM-statistic. Without loss of generality we may assume thatz11 is
either non-singular or that any linearly dependent, and hence redundant, rows and columns
have been removed. Also, from the proof of Lemma 3.1 (vi) in Appendix A2 we have that
z22 = 18N ∑
N
i=1(ηi + 1)
−2 → 18 , as N → ∞, where ηi = ϕi
(
Λ′Σ−1εε Λ
)
.
It follows for the LM-statistic (13) that LM∗ = V˜ρ J˜−1ρρ V˜ρ, and using the results (A2) and
(A3) from Appendix A1, the LM-type statistic (15) is
ϑ = V˜ρ
√
J˜−1ρρ =
T∗ tr
(
Σ˜εεS−101
)
− 2 tr
(
Σ˜εεS−101 S0S
−1
01
)
+ tr
(
Σ˜εεS−101 S00S
−1
01
)
√
2T∗2 tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
) , (16)
where S01 = Ω(θ˜) = Λ˜Λ˜
′
+ Σ˜εε, and S0 and S00 are given by (6) and (7) respectively. Here
Σεε can be consistently estimated with the EM algorithm for the different schemes IC1 - IC5
in Bai and Li (2012b,a). In this paper we use IC3, which identifies an orthogonal rotation of
Λ, say Λ∗, up to a column sign change. This is done by imposing the identifying restrictions
that Λ∗′ΣεεΛ∗/N is a diagonal matrix with distinct values (in descending order) and that
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Mgg = Ir, where Mgg is the differenced analog to M f f defined for the objective function (2).
This combined restriction is the most general of the five proposed by Bai and Li (2012b,a)
in the sense that estimates under the remaining four schemes can be found explicitly from
IC3. To see how this restriction works, suppose there exists an orthogonal matrix Q with the
property that Q′Λ′ΣεεΛQ is a diagonal matrix. Then Λ∗ = ΛQ fulfills the restriction, and
the covariances are equally identified because Λ∗Λ∗′ = ΛΛ′. By assumption there exists
asymptotically at least one solution with this property, namely the left eigenvectors associ-
ated with the (positive) eigenvalues of Σ1 defined in Assumption 2.5 (ii). The EM algorithm
will iteratively find an orthogonal rotation with the property just described, and assuming
Λ˜
∗
has the same column signs as those of Λ∗, we have that Λ˜∗
p→ Λ∗ as N, T → ∞. Further,
through the EM algorithm we may find Φ˜0, associated with the objective function (2). After
taking differences we have that Φ˜0
p→ Σεε as N, T → ∞. For notational simplicity, from here
on we let Σ˜εε = Φ˜0.
Let as before yt = ∆xt and gt = ∆ft, and define the second moment of the sample
Myy =
1
T∗
T
∑
t=2
(yt − yt)(yt − yt)′,
where yt =
1
T∗ ∑
T
t=2 yt. Let θ
(k)
1 = (Λ
(k),Σ(k)εε ) denote the estimator at the kth iteration from
the EM algorithm, which is updated by (see Bai and Li, 2012b,a, and references therein):
Λ(k+1) =
[
1
T∗ ∑
T
t=2 E
(
ytg′t|Y, θ(k)1
)] [ 1
T∗ ∑
T
t=2 E
(
gtg′t|Y, θ(k)1
)]−1
,
Σ
(k+1)
εε = diag
∗
(
Myy −Λ(k+1)Λ(k)′
(
Σ
(k)
yy
)−1
Myy
)
,
where diag∗ sets the off-diagonal elements to zero, and where
1
T∗ ∑
T
t=2 E
(
ytg′t|Y, θ(k)1
)
= Myy
(
Σ
(k)
yy
)−1
Λ(k),
1
T∗ ∑
T
t=2 E
(
gtg′t|Y, θ(k)1
)
= Λ(k)
′ (
Σ
(k)
yy
)−1
Myy
(
Σ
(k)
yy
)−1
Λ(k) + Ir −Λ(k)′
(
Σ
(k)
yy
)−1
Λ(k),
with Σ(k)yy = Λ(k)Λ(k)
′
+ Σ
(k)
εε . The algorithm is typically initiated with the principal com-
ponents estimator, where the iteration is repeated until ||θ(k+1)1 − θ(k)1 || reaches some suf-
ficiently small tolerance level. This yields, under the null hypothesis, that S01 = Σ
(k)
yy =
Λ˜
∗
Λ˜
∗′
+ Σ˜εε
p→ Ω, as N, T → ∞, where Ω is the contemporaneous covariance matrix de-
fined in (5). Note then that, asymptotically, the restrictions under IC3 and any potential
errors in column signs will not pose a problem for the statistic (16), because Λ˜
∗
Λ˜
∗′ p→ ΛΛ′.
The case when Σεε = σ2IN (the exact factor model with spherical noise) was considered
by Zhou and Solberger (2012). We then have explicit maximum likelihood estimators of Λ
and σ2 (see e.g. Doz, Giannone, and Reichlin, 2012; Stoica and Jansson, 2009), which reduce
the computational burden. However, neglecting cross-sectional heteroscedasticity will cause
the LM-statistic to be oversized.
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We now consider sequential limits, by first studying the behavior of (16) when N is fixed
as T → ∞, and then the behavior as (T, N)s → ∞.
Theorem 3.1 Let ηi = ϕi
(
Λ′Σ−1εε Λ
)
where η1 ≥ η2 ≥ · · · ≥ ηr ≥ 0 for 1 ≤ r < N, where
r is the number of factors. Under Assumptions 2.1-2.6, but imposing Misspecification 1, the asymp-
totic distribution of the LM-type statistic (16) as T → ∞ is the following weighted χ21 (chi-square
with one degrees of freedom) distribution:
ϑ
d→ 1√
2∑Ni=1 w2i
(
N
∑
i=1
wiχ21,i −
N
∑
i=1
wi
)
, (17)
where χ21,i are independent over i = 1, 2, . . . , N and where wi =
{
(1+ ηi)−1 if 1 ≤ i ≤ r
1 if r < i ≤ N .
The estimated weights w˜i can be found with the eigenvalues of Λ˜′Σ˜−1εε Λ˜.3 But we also
consider an approximation due to Satterthwaite (1946), which was illustrated by Zhou and
Solberger (2012) to fit very well for the statistic (15) under cross-sectional idiosyncratic ho-
moscedasticity. Rewrite the weighted sum of χ21 in (17) as ∑
N
i=1 wiχ
2
1,i = pi∑
N
i=1 aiχ
2
1,i, where
pi = ∑Ni=1 wi and ai = wi/pi such that ∑
N
i=1 ai = 1. We can then find a positive integer d such
that ∑Ni=1 aiχ
2
1,i and χ
2
d/d have equal first and second moments. The solution for this can be
rearranged as
ϑ
app.∼ 1√
2d
(
χ2d − d
)
, (18)
with d = [
tr(ΣεεΩ−1)]
2
tr(ΣεεΩ−1ΣεεΩ−1)
.4
Because N − r ≤ ∑Ni=1 w2i ≤ ∑Ni=1 wi ≤ N, it follows that also N − r ≤ d ≤ N, and that a
rough approximation of the degrees of freedom is the interpolation d = N − r2 , which gets
more precise as N grows (with r fixed). Note also that Assumption 2.5 (ii) and the restriction
under IC3 imply that the eigenvalues of Λ˜′Σ˜−1εε Λ˜ are Op(N) such that for all i ≤ r, w˜i
p→ 0
as N → ∞, while for the remaining N − r (non-stochastic) weights we have that w˜i = 1 for
i = r + 1, r + 2, . . . , N. Thus, the fixed-N-asymptotic distribution (17) may be decomposed
as
ϑ ∼
χ2(N−r) − (N − r)√
2(N − r) +Op (N−2)
+Op
(
N−3/2
)
,
which will tend to the standard normal distribution as N grows by the central limit theorem.
The following theorem states that this holds true also if Misspecification 1 is violated.
3Note that the eigenvalues of Λ′Σ−1εε Λ correspond to the r largest eigenvalues of Σ−1/2εε ΛΛ′Σ−1/2εε , which is
also similar to Σ−1εε ΛΛ′. Similar matrices have the same characteristic polynomial, and they therefore have the
same eigenvalues (see Appendix A2)
4The proof of this approximation is analogous to the proof of Proposition 1 in Zhou and Solberger (2012), and
is left out.
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Theorem 3.2 Under Assumptions 2.1-2.6, the asymptotic distribution of the LM-type statistic
(16) as (T, N)s → ∞ is standard normal, ϑ d→ N (0, 1).
A direct consequence of Theorem 3.2 is that the LM-type test is asymptotically inde-
pendent of the distribution of the factors as long as they fall under Assumption 2.2, which
is quite general. The factors may be independent I(1) processes, cointegrate, or be I(0) pro-
cesses.
Remarks 1 The assumptions in this paper could be considered strict, and though there is
room for generalizations, they are outside the scope of this paper. However, some of the
assumptions deserve to be commented; We consider AR(1) processes for the idiosyncratic
components. For processes of higher order a similar procedure could be used. Consider for
example the AR(2) case, which, assuming Gaussian errors, can be decomposed as
ui,t = ρiui,t−1 + ε i,t,
ε i,t = γiε i,t−1 + νi,t,
where |γi| < 1 and νi,t is iid N (0, σ2ν,i), and where the unit root hypothesis corresponds
to ρi = 1, ∀i. If we let Ψ(ρi,γi) denote the autocovariance matrix for a differenced AR(2)
process, then Ψ(1,γi) = Π(γi), where Π is the autocovariance matrix for a stationary AR(1)
process in levels. Here the N nuisance parameters γi will have to be concentrated out. For
the AR(p) case there will be N(p− 1) nuisance parameters. The quasi-likelihood procedures
of Bai and Li (2012b,a) offer a potential to estimate these parameters. We could potentially
also adjust the LM-statistic non-parametrically in the spirit of Phillips and Perron (1988). A
second generalization of our test would perhaps be to include a trend in the model (3). A
linear trend will have to be treated as a constant in the differenced data and be included in
the likelihood function. Demeaning the differenced panel data as in Bai and Ng (2004), i.e.
∆xi,t − ∆xi, where ∆xi = 1/(T − 1)∑Tt=2 ∆xi,t, and then proceed with the test will not work
for the statistic (16), because in the limit as T → ∞, the stochastic part comes from S00, which
will then sum to zero, and so the statistic converges to a point.
4 Monte Carlo simulations
In this section we compare size and power of our LM-type test with the Fisher-type test
proposed by Bai and Ng (2004), the two statistics proposed by Moon and Perron (2004), and
the two analogous statistics proposed by Bai and Ng (2010). We first review these tests. If we
restrict ourselves to AR(1) idiosyncratic components and a static factor model with intercept
but no trend, then the model considered by Bai and Ng (2004, 2010) is
xi,t = µi + λ′ift + ui,t, (19)
(1− L)ft = C(L)vt,
ui,t = ρiui,t−1 + ε i,t,
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where C(L) has the same properties as in Assumption 2.1, and where the largest eigenvalue
of Σεε = Var(εt) is bounded, where εt = (ε1,t, ε2,t, . . . , εN,t)′. The Fisher-type test in Bai and
Ng (2004) is
Puˆ =
−2∑Ni=1 log pcuˆ(i)− 2N√
4N
, (20)
where pcuˆ(i) are p-values of idiosyncratic augmented Dickey-Fuller (ADF) tests. The id-
iosyncratic components are found by taking first-differences on the panel (19) to find the
representation yi,t = ∆xi,t = λ′igt + zi,t, where gt = ∆ft and zi,t = ∆ui,t, and then ap-
plying the method of principal components to estimate G = (g1, g2, . . . , gT)′ (under the
normalization (T − 1)−1G′G = Ir) as
√
T − 1 times the eigenvectors associated with the r
largest eigenvalues of the (T − 1)× (T − 1) matrix Y′Y, where Y = (y1, y2, . . . yT) was de-
fined in Section 2. This gives the principal component estimator of the factor loadings as
Λ̂PC = (λ̂1, λ̂2, . . . , λ̂N)′ = (T − 1)−1YĜ. The idiosyncratic components, in first differences,
are then left as residuals, ẑi,t = yi,t − λ̂′iĝt, and the estimated idiosyncratic components in
levels are found by re-accumulating, ûi,t = ∑ts=2 ẑi,s. Under the null hypothesis ρi = 1 for all
i, the statistic (20) tends to the standard normal distribution as N, T → ∞.
Moon and Perron (2004) consider the model:
xi,t = µi + x0i,t, (21)
x0i,t = ρ
0
i x
0
i,t−1 + ξi,t,
ξi,t = λ
0′
i f
0
t + u
0
i,t,
with initial condition x0i,0 = 0. The models (19) and (21) are related. If xi,0 = x
0
i,0 = 0 for
all i, and if we impose the restriction ρi = ρ0i = ρ for all i, then the models are paramet-
rically equivalent with (1− ρL)ft = f0t and (1− ρL)ui,t = u0i,t. That is, the factors and the
idiosyncratic components are restricted to have the same order of integration. If we impose
heterogeneity, then the models are only approximately equivalent in the parameters. Also,
the respective assumptions made on the processes are somewhat different. In principle,
Moon and Perron (2004) make the same assumption for f0t as Bai and Ng (2004), and we, do
for (1− L)ft.
Let X = (x1, x2, . . . , xN) and X−1 = (x−1,1, x−1,2, . . . , x−1,N) be the T × N matrices with
columns xi = (xi,1, xi,2, . . . , xi,T)′ and x−1,i = (xi,0, xi,1, . . . , xi,T−1)′ respectively. Define anal-
ogously the T × N matrix of errors in Equation (21) as Ξ = (ξ1, ξ2, . . . , ξN), where ξi =
(ξi,1, ξi,2, . . . , ξi,T)′, and consider the estimator Ξ̂ = X− ρ̂0poolX−1, where ρ̂0pool is the pooled
autoregressive estimator,
ρ̂0pool =
tr(X
′
−1X)
tr(X
′
−1X−1)
.
The errors follow a factor model. As such, apply the method of principal components to es-
timate F̂0 = (f01, f
0
2, . . . , f
0
T)
′ (under the normalization T−1F0′F0 = Ir) as
√
T times the eigen-
vectors associated with the r largest eigenvalues of the T × T matrix Ξ̂Ξ̂′. This gives the
principal component estimator of the factor loadings as Λ̂
0
PC = (λ̂
0
1, λ̂
0
2, . . . , λ̂
0
N)
′ = T−1Ξ̂′F̂0,
from which we define the re-scaled estimated loadings Λ̂
0
= N−1/2Λ̂0PC(Λ̂
0′
PCΛ̂
0
PC)
1/2. Next,
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let Qλ̂ = IN − Pλ̂, where Pλ̂ = Λ̂
0
(Λ̂
0′
Λ̂
0
)−1Λ̂0′ is the matrix that projects onto the space
orthogonal to Λ̂
0
, and let û0i,t = Ξ̂Qλ̂. Suppose u
0
i,t has variance σ
2
u0,i, long-run variance ω
2
u0,i,
and one-sided variance ζu0,i = (ω2u0,i − σ2u0,i)/2, and define the average long-run variances
ω2u0 =
1
N ∑
N
i=1 ω
2
u0,i, (22)
κ4u0 =
1
N ∑
N
i=1 ω
4
u0,i, (23)
ζu0 =
1
N ∑
N
i=1 ζu0,i. (24)
The individual long-run variances are consistently estimated with
ω̂2u0,i =
T−1
∑
j=−T+1
K
(
j
h
)
Γ̂i(j), (25)
ζ̂u0,i =
T−1
∑
j=1
K
(
j
h
)
Γ̂i(j), (26)
where Γ̂i(j) = T−1 ∑t û0i,tû
0
i,t+j with summation ∑t defined over 1 ≤ t, t + j ≤ T, and K(·) is
some kernel function admitting Assumptions 10-13 in Moon and Perron (2004) with band-
width parameter h. Also, let ω̂4u0,i = (ω̂
2
u0,i)
2.
Finally, define the pooled (de-factored and autocorrelation-adjusted) autoregressive esti-
mator
ρ̂∗pool =
tr(X−1Qλ̂X
′
)− NTζ̂u0
tr(X−1Qλ̂X
′
−1)
.
Moon and Perron (2004) propose the following two statistics:
tA =
T
√
N(ρ̂∗pool − 1)√
2κ̂4u0 /ω̂
4
u0
, (27)
tB = T
√
N(ρ̂∗pool − 1)
(
ω̂u0
κ̂2u0
)√
1
T2 N tr(X−1Qλ̂X
′
−1), (28)
where ω̂u0 =
√
ω̂2u0 , ω̂
4
u0 = (ω̂
2
u0)
2, and κ̂2u0 =
√
κ̂4u0 . Under the null hypothesis ρ
0
i = 1 for
all i, the statistics (27) and (28) tend to the standard normal distribution as N, T → ∞ with
N/T → 0.
Based on the procedures of Moon and Perron (2004), Bai and Ng (2010) propose two
pooled tests applied to the idiosyncratic terms in the panel (19) which are first estimated by
PANIC, ûi,t = ∑Ts=2 ẑi,s. Let Û−1 and Û be the (T − 2)× N matrices holding the estimated
idiosyncratic components, where Û−1 and Û are defined analogously to X−1 and X above
(or if the index in levels starts at t = 0, then Û−1 and Û are (T − 1)× N matrices). Then let
ρ̂+ be the bias-adjusted pooled OLS estimator of ρ in ûi,t = ρûi,t−1 + ε i,t,
ρ̂+ =
tr(Û′−1Û)− NTζ̂ε
tr(Û′−1Û−1)
,
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where ζ̂ε = N−1 ∑Ni=1 ζ̂ε,i is the analog to (24) based on the residuals ε̂ i,t = ûi,t− ρ̂ûi,t−1, where
ρ̂ = tr(Û′−1Û)/ tr(Û
′
−1Û−1) is the standard pooled OLS estimator. For the same residuals,
define analogously to (22) and (23) the estimators ω̂2ε =
1
N ∑
N
i=1 ω̂
2
ε,i and κ̂
4
ε =
1
N ∑
N
i=1 ω̂
4
ε,i. Bai
and Ng (2010) propose the following two statistics:
PA =
T
√
N(ρ̂+ − 1)√
2κ̂4ε/ω̂4ε
, (29)
PB = T
√
N(ρ̂+ − 1)
(
ω̂ε
κ̂2ε
)√
1
T2 N tr(Û
′
−1Û−1), (30)
where as before ω̂ε =
√
ω̂2ε , ω̂4ε = (ω̂2ε )2, and κ̂2ε =
√
κ̂4ε . Under the null hypothesis ρi = 1 for
all i, the statistics (29) and (30) tend to the standard normal distribution as N, T → ∞ with
N/T → 0. Bai and Ng (2010) also propose to pool the univariate tests by Sargan and Bhar-
gava (1983). In the simulation study in the same paper, this pooling is clearly outperformed
by the statistics (27),(28),(29) and (30). We therefore do not consider this pooling.
We now proceed with the simulation study. The factor model (3) may be written as
xi,t = µi +
r
∑
j=1
λi,j f j,t + ui,t.
Here we set the constants to zero, µi = 0, and consider AR(1) dynamics;
f j,t = αj f j,t−1 + vj,t,
ui,t = ρiui,t−1 + ε i,t,
where vj,t ∼ N (0, 1), ε i,t ∼ N (0, σ2ε,i), λi,j ∼ N (1, σ2λ), and the initial values are set to zero
f j,0 = ui,0 = 0. That is, we set the initial value of the panel to zero, xi,0 = 0, which is
included in the sample so that we have T + 1 observations on every panel individual i =
1, 2, . . . , N. We do this so that the statistics (27) and (28) are well-defined. We apply the
following parameter settings, where for each setting we consider one factor (r = 1) and
three factors (r = 3) respectively:
Setting 1: (local power, nonstationary factors),
Rho’s: ρi = ρ = 1− cT√N . For size c = 0. For power c = 5.
Alpha’s: αj = α = 1.
Standard deviations: σλ = 1, σε,i ∼ U(1, 3).
Setting 2: (local power, stationary factors),
Rho’s: ρi = ρ = 1− cT√N . For size c = 0. For power c = 5.
Alpha’s: For r = 1, α = 0.8. For r = 3, α1 = 0.8, α2 = 0.4, α3 = 0.2.
Standard deviations: σλ = 1, σε,i ∼ U(1, 3).
Setting 3: (local power, locally stationary factors, estimated number of factors)
Rho’s: ρi = ρ = 1− cT√N . For size c = 0. For power c = 5.
Alpha’s: αj = α = 1− cT√N .
Standard deviations: σλ = 1, σε,i ∼ U(1, 3).
Number of factors (r) is estimated.
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Setting 4: Same as Setting 3, except with standard deviations σλ = 4, σε,i ∼ U(1, 3).
Setting 5: Same as Setting 3, except under the approximate factor model allowing for
idiosyncratic cross-sectional correlation.
The dimensions we consider are N = 10, 25, 50, 100 and T = 20, 40, 80, 160, 320, where for all
settings we look at local power. However, under the alternative hypothesis we set the drift
term at c = 5, which should be considered a quite rough neighborhood of the unit root, be-
cause it starts at ρ = 0.921 corresponding to the dimensions N = 10 and T = 20, and it ends
at ρ = 0.998 corresponding to the dimensions N = 100 and T = 320. For the LM-statistic (16)
we use the approximate asymptotic distribution (18) with the proposed degrees of freedom
d = tr(Σ˜εεS−101 )
2/ tr(Σ˜εεS−101 Σ˜εεS
−1
01 ). For small N and large T this distribution is only correct
when Misspecification 1 is true. However, we expect it to approximate the true distribution
also when the factors are stationary. For large both N and T the asymptotic distribution
is standard normal regardless of whether the factors are nonstationary, stationary, or coin-
tegrate, as stated in Theorem 3.2. As suggested by Bai and Ng (2004), for the Fisher-type
statistic (20) we size-adjust the individual ADF-tests by first running a simulation in 10,000
replications to find the p-values for finite T. For the estimation of the long-run variances in
(25) and (26), which are needed for the statistics (27), (28) (29), and (30), we use the Bartlett
kernel. For the Fisher-type statistic (20) we use the right tail of the asymptotic distribution
for rejection of the null hypothesis, and for all other statistics we use the left tail of the re-
spective asymptotic distributions. For each statistic this is in the direction of the alternative
hypothesis. The nominal size is set to 5%.
In Setting 1 we consider only nonstationary factors. Hence, under this setting Misspeci-
fication 1 is true. As a consequence, the Moon and Perron model (21) is not correctly defined
under the alternative of stationary idiosyncratic components, because then α 6= ρ. We may
view this as a misspecification on the statistics (27) and (28). However, the model (21) is cor-
rectly defined under the null hypothesis, because then α = ρ. In Setting 2 we consider only
stationary factors, and thereby break Misspecification 1. In this case the Moon and Perron
model (21) is ill-defined both under the null hypothesis and under the alternative hypothe-
sis. For Settings 3, 4 and 5, we estimate the number of factors. As shown by e.g. Moon and
Perron (2004) and Gengenbach, Palm, and Urbain (2010), misspecifying the number of fac-
tors can have a distinct impact on size and power in small samples. For the LM-statistic (16),
and the statistics (20), (29) and (30), we use the ICp1 criterion from Bai and Ng (2002). Ap-
plied to the differenced data, this criterion will consistently estimate the number of factors r,
as N, T → ∞, by finding, for some k ∈ {1, 2, . . . , rmax},
r̂ = arg min
1≤k≤rmax
= ln
(
V(k, ĝkt )
)
+ k
(N+T
NT
)
ln
( NT
N+T
)
,
where gt = ∆ft, and where V(r, ĝk) = min
Λ
1
NT ∑
N
i=1 ∑
T
t=1
(
yi,t − λk′i ĝkt
)2
is the scaled sum of
squared residuals with yi,t = ∆xi,t. Moon and Perron (2004) define the analog to this criterion
based on the de-factored data by letting V(k, ĝkt ) = tr(Ξ̂
′Qλ̂Ξ̂)/NT, which will consistently
estimate the number of factors for the model (21) as N, T → ∞. This adjusted criterion is
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used for the statistics (27) and (28). Note that in Settings 3,4 and 5 all models are correctly
defined under both the null hypothesis and the alternative hypothesis, because at all times
α = ρ. Thus, the dynamic properties of the factors change with the dynamic properties of the
idiosyncratic components. Under the null hypothesis the factors are nonstationary and un-
der the alternative hypothesis they are locally stationary. In Setting 4 we have the same set-
tings as in Setting 3 except we increase the variance in the factor loadings. An increase in the
importance of the factor loadings was reported by Moon and Perron (2004) to cause size dis-
tortions for the statistics (27) and (28). Lastly, in Setting 5 we consider generating data under
the approximate factor model by imposing idiosyncratic cross-sectional correlations. Strictly,
only the Fisher-type test allows for an approximate factor model, but we expect the other
statistics to be somewhat robust against mild cross-sectional correlations in the idiosyncratic
component. Let the correlation between the idiosyncratic errors be denoted τi,l = E(ε i,tε l,t)
for i, l = 1, 2, . . . , N. Then the largest eigenvalue of Σzz = Var(∆ut) = Σεε is bounded by
maxi ∑Nl=1 |τi,l | (see e.g. Bai, 2003; Bai and Ng, 2004). So, if for all i, ∑Nl=1 |τi,l | < ∞, then we
have an approximate factor model. To impose idiosyncratic cross-sectional correlations we
let Σεε = ABA, where A = diag(σ1, σ2, . . . , σN), where as before σi ∼ U(1, 3), and where
B = [bi,l ]N×N is a symmetric Toeplitz matrix with elements bi,l = δ|i−l|, δ ∈ (−1, 1). We then
have that Σεε = [τi,l ]N×N with elements τi,l = δ|i−l|σiσl . This admits the approximate factor
model because we have, letting σmax = max [dg(A)], for all i that
∑Nl=1 |τi,l | ≤ σ2max∑
N
l=1 |δ|i−l|| << 2σ2max∑
N−1
l=0 |δ|l = 2σ2max
1−|δ|N
1−|δ| < ∞. (−1 < δ < 1)
Here we set δ = 0.2, i.e. we allow for moderate idiosyncratic cross-sectional correlations,
and generate the idiosyncratic errors as εt ∼ N (0,Σεε).
The results under Setting 1 are presented in Table 1. Here and for all other tables ϑ
denotes the infeasible solution to the LM-statistic ϑ where we treat Λ and Σεε as known. The
difference between ϑ and ϑ then points to inefficiencies in finite samples and possible biases
resulting from imposing the restrictions under IC3. It seems the proposed LM-statistic is
relatively well-behaved in terms of size compared with the other statistics. The statistics PA,
PB, tA and tB all have significant size-distortions when N is small, and the distortions are
quite severe when the number of factors is increased to 3. For PA and tA, this size-distortion
is persistent even when N and T increase. All statistics have size-distortions when N is large
and T is small, e.g. when N = 100 and T = 20. This is somewhat unexpected for the Fisher-
type test (which requires that N, T → ∞ without any restriction on the relation between N
and T), but expected for the other statistics, because the LM-statistic is derived sequentially
as (T, N)s → ∞, and PA, PB, tA and tB require N/T → 0. In terms of power the Fisher-type
test Pû is clearly outperformed by all other statistics, who perform similarly for large N and
T. For N ≤ 50, PA and tA have the highest local power, but they are also the most over-
sized. It is then natural to compare size-adjusted power, where for N ≥ 25 the LM-statistic
generally has the highest size-adjusted local power. For large N and T, the LM-statistic also
has the highest local power without adjusting for size; for N = 100 and T ≥ 80 when r = 1,
and for N = 100 and T ≥ 40 when r = 3. This is in line with theory, because the LM-statistic
is predicted to belong to the most powerful tests in a shrinking neighborhood of the null
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Table 1. (Setting 1) Empirical size and local power (%) under nonstationary factors
Size Local power Size-adj. local power
N T ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB
r = 1 10 20 7.4 4.5 7.4 12.4 7.3 13.0 7.9 61.3 42.0 34.4 64.9 51.8 78.5 68.0 51.1 44.6 26.5 43.9 43.6 57.2 56.8
40 5.7 4.6 6.6 12.7 7.2 13.2 7.9 64.7 55.6 41.3 78.0 65.2 83.4 72.7 61.6 57.3 36.2 56.8 56.9 62.8 63.6
80 5.7 5.1 6.2 13.1 7.2 13.1 7.1 67.0 63.3 42.8 85.4 73.5 87.8 76.5 63.6 63.1 37.3 63.7 63.8 67.4 68.9
160 4.8 4.6 6.9 13.9 7.8 13.9 7.6 69.4 68.3 46.6 89.0 78.9 90.0 80.4 70.0 70.0 40.4 69.8 70.6 70.1 71.3
320 4.9 4.6 6.4 14.5 7.8 14.6 7.7 70.8 70.6 46.4 91.2 81.5 91.9 81.6 71.5 71.8 42.9 71.0 71.3 73.5 72.2
25 20 5.6 4.8 7.8 8.9 5.9 8.3 5.3 76.9 65.2 44.7 74.3 64.5 81.0 74.3 74.6 66.7 35.5 60.3 61.5 73.1 72.4
40 5.6 4.7 6.1 9.1 5.8 9.2 5.7 81.4 77.6 49.2 83.6 75.7 85.8 79.4 80.2 78.9 44.7 73.4 73.3 76.9 76.7
80 5.0 4.4 5.3 9.2 6.1 9.2 6.1 85.1 82.6 47.9 88.7 81.5 89.4 83.0 85.2 84.5 46.5 77.9 77.7 79.9 79.0
160 4.3 4.4 5.9 8.7 5.5 9.1 5.6 85.6 85.1 51.7 90.3 84.0 90.4 85.0 87.4 86.8 47.5 83.0 82.6 83.0 83.1
320 5.3 5.2 5.2 10.0 6.6 10.4 6.6 87.1 87.2 50.7 91.5 86.0 91.9 86.2 86.4 86.6 49.6 82.1 81.2 81.9 82.0
50 20 5.9 5.5 7.7 8.2 5.8 7.4 5.3 85.0 73.8 48.5 75.9 69.4 80.8 75.7 82.8 70.9 37.9 60.3 64.6 74.5 74.8
40 5.6 4.6 6.0 7.2 5.1 7.4 5.0 87.8 84.5 51.9 84.4 79.2 86.7 82.0 86.3 85.4 46.6 73.4 78.6 81.8 82.1
80 5.2 4.5 4.8 7.8 5.6 7.7 5.3 90.3 88.6 49.0 89.3 84.1 90.2 85.6 89.8 90.1 50.5 77.9 82.1 84.1 84.3
160 4.9 4.5 5.2 7.4 4.9 7.2 5.0 90.9 90.5 53.9 90.4 86.0 90.5 86.5 91.3 91.7 52.6 83.0 86.1 86.6 86.5
320 5.1 5.2 4.5 8.4 5.9 8.6 5.9 91.9 91.7 50.9 91.4 87.9 91.8 88.0 91.6 91.4 53.0 82.1 85.2 86.0 85.9
100 20 5.8 7.1 8.3 8.7 7.3 7.1 5.6 87.7 77.7 51.3 76.5 72.5 81.0 78.0 85.8 70.6 41.3 64.9 64.0 75.7 76.1
40 4.9 4.9 6.2 6.7 5.5 6.5 5.1 91.0 88.1 54.5 85.6 82.0 87.3 84.1 91.2 88.3 49.1 78.0 80.7 84.1 83.7
80 5.1 4.7 3.8 7.0 5.6 6.8 5.1 92.6 90.9 49.2 88.9 85.6 89.5 86.4 92.3 91.5 53.7 81.8 84.3 85.9 86.1
160 4.4 4.3 5.3 6.6 4.9 6.6 5.1 93.8 93.5 52.7 90.5 87.8 91.1 88.2 94.8 94.4 51.3 86.4 87.9 88.2 88.2
320 5.2 4.9 3.7 7.9 6.0 7.9 5.0 94.0 93.8 50.2 91.6 88.9 92.1 89.3 94.0 94.1 55.1 85.8 86.7 87.3 87.3
r = 3 10 20 7.7 4.3 8.8 16.4 10.3 20.8 14.3 54.5 20.5 24.0 47.8 36.5 65.6 54.9 42.7 23.0 15.3 20.3 21.1 28.0 29.0
40 6.8 4.1 7.8 16.8 10.8 19.9 12.6 55.7 34.9 31.2 65.9 52.6 73.5 61.7 48.4 38.6 23.5 34.2 35.4 38.3 40.4
80 5.5 4.2 7.1 17.4 11.6 18.9 12.9 55.7 44.6 35.4 76.6 64.7 79.9 69.0 53.5 48.2 28.5 40.1 40.4 42.7 42.9
160 5.7 4.7 7.9 18.5 11.8 19.0 12.4 56.1 51.2 41.2 79.8 68.9 81.6 71.6 52.4 53.1 33.3 47.9 47.0 48.6 48.4
320 5.1 4.4 7.8 18.1 11.4 18.5 11.6 56.3 53.9 42.0 83.7 72.3 84.4 74.1 55.4 56.4 32.8 50.3 50.9 51.7 51.6
25 20 7.3 6.2 8.1 12.9 9.2 16.6 12.8 74.3 42.3 30.8 56.3 47.3 70.6 64.8 65.8 38.0 21.5 34.0 33.1 41.4 41.0
40 6.2 5.0 7.3 11.3 8.2 12.9 9.2 80.3 66.0 42.6 77.3 69.0 81.1 74.6 76.0 66.4 34.4 58.2 58.4 61.1 60.9
80 5.2 4.7 5.6 11.0 7.0 11.4 7.3 81.6 75.9 44.7 86.0 78.5 87.7 81.2 81.1 76.7 43.2 73.5 73.5 74.8 74.6
160 5.2 5.0 6.6 10.8 7.3 11.4 7.6 83.0 80.4 50.1 88.6 82.3 89.6 83.2 82.6 80.3 46.2 76.1 75.7 76.7 76.3
320 5.0 5.1 5.9 11.2 7.8 11.6 7.8 83.7 82.1 49.2 90.4 84.3 90.7 84.9 83.8 81.9 45.7 76.7 76.9 77.1 77.3
50 20 6.8 8.9 9.9 12.6 10.4 18.8 16.3 83.0 54.9 36.8 59.8 52.7 71.8 68.4 77.7 39.3 21.2 36.9 36.2 38.5 38.7
40 5.8 5.3 6.6 9.3 7.0 11.7 8.8 87.5 77.0 45.7 79.6 73.6 82.3 77.5 85.4 74.7 39.4 67.4 66.8 68.1 68.4
80 5.0 5.1 5.1 8.7 6.0 9.3 6.8 89.3 85.0 47.8 87.2 82.6 88.8 84.6 89.5 84.5 47.7 80.0 79.8 79.0 79.3
160 5.3 5.1 6.0 8.8 6.3 9.2 6.9 89.7 87.6 52.1 88.7 84.6 89.9 85.6 88.8 87.4 48.7 81.1 81.1 81.6 81.3
320 5.1 4.8 4.8 9.0 6.5 9.0 6.7 89.9 89.2 49.9 89.6 85.1 90.1 86.0 89.7 89.7 50.4 82.1 81.8 82.4 82.5
100 20 6.0 12.3 11.2 14.0 12.3 23.9 22.2 87.1 60.0 40.1 61.7 57.4 73.0 71.3 84.4 28.5 23.3 33.0 33.4 28.8 28.4
40 5.4 6.3 7.0 8.8 6.9 11.8 9.8 91.0 82.0 48.3 80.8 77.2 83.5 80.7 90.2 77.2 41.6 70.8 71.1 68.7 69.3
80 5.1 5.5 4.5 7.6 6.1 9.1 7.1 92.7 89.1 47.5 87.9 84.3 88.9 86.2 92.4 87.8 50.0 81.6 81.3 81.7 81.6
160 4.9 4.8 5.5 7.5 5.9 8.2 6.4 93.6 91.9 52.7 90.2 86.9 90.7 87.5 93.7 92.2 50.0 85.2 84.9 84.3 84.0
320 5.5 5.4 4.6 7.8 5.9 8.2 6.5 93.0 92.2 51.4 91.0 87.8 91.3 88.3 92.1 91.5 52.6 85.7 85.9 86.1 86.1
Note: The data is generated as ui,t = ρiui,t−1 + εi,t, ρi = ρ = 1− 5T√N , εi,t ∼ N (0, σ2ε,i), σε,i ∼ U(1, 3), λi ∼ Nr(1, I) (standard deviations
and loadings are generated once and then kept fixed), f j,t = f j,t−1 + vj,t, vt ∼ N (0, 1). The replication number is 5, 000.
hypothesis. Note also that as N and T grow the differences in size and in power between ϑ
and ϑ become smaller, indicating that the identifying restrictions imposed under IC3 are not
in conflict with the asymptotic properties of the LM-statistic.
Table 2 shows the result under Setting 2, where the Moon and Perron model is misspec-
ified under both the null and alternative hypotheses. The results suggest that the statistics
tA and tB are very sensitive to model misspecifications, because they are grossly over-sized,
and increasingly so when the number of factors increases. For the statistics Pû, PA and PB,
the size-distortions are comparable to those under Setting 1. For the LM-statistic, both the
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Table 2. (Setting 2) Empirical size and local power (%) under stationary factors
Size Local power Size-adj. local power
N T ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB
r = 1 10 20 8.5 5.2 7.7 11.9 6.8 14.5 9.1 65.0 50.8 39.7 73.7 60.4 88.7 79.3 52.3 49.7 30.5 51.2 52.9 66.7 66.3
40 6.9 5.1 7.6 12.7 7.1 14.4 8.6 69.7 65.2 46.5 85.1 73.4 91.1 81.9 62.7 65.0 38.1 62.9 64.6 69.6 69.6
80 6.6 5.4 6.3 13.7 7.9 14.7 7.9 73.4 71.4 47.3 89.5 79.8 91.9 83.1 66.0 69.7 41.2 68.1 68.4 73.9 74.3
160 5.9 5.4 7.0 13.9 7.9 14.3 7.9 76.0 74.5 49.6 91.8 82.1 92.8 84.3 71.5 72.5 43.6 72.8 73.3 73.5 74.9
320 6.2 5.6 6.3 14.8 7.7 14.6 7.9 77.1 75.8 50.1 92.7 83.5 93.2 84.4 72.4 73.4 45.2 75.1 74.7 76.0 75.4
25 20 5.7 3.3 6.2 6.6 4.0 9.9 6.1 77.3 66.6 45.4 76.5 67.5 88.7 82.8 74.4 74.4 41.7 71.1 71.5 79.3 80.0
40 5.7 4.2 5.5 8.2 5.2 10.0 6.2 82.2 79.1 49.7 85.3 77.8 90.3 84.0 80.0 82.1 47.5 77.5 76.8 80.7 80.9
80 5.2 4.2 5.2 8.9 5.6 9.7 6.4 85.7 83.7 48.0 89.5 83.3 91.5 85.9 84.9 86.2 47.4 80.6 80.9 82.2 82.6
160 4.5 4.3 5.8 8.7 5.3 9.5 5.7 86.0 85.3 52.4 90.5 84.6 91.2 86.0 87.5 87.3 48.9 84.5 83.9 84.0 84.1
320 5.5 5.2 5.0 10.0 6.6 10.4 6.8 87.5 87.4 51.3 91.6 86.4 92.3 86.8 86.2 86.8 50.8 82.5 81.9 82.7 82.9
50 20 5.9 2.6 5.5 4.9 3.4 10.2 7.2 85.0 72.4 45.2 75.2 68.7 89.8 85.4 82.9 83.2 43.3 75.6 75.6 80.5 81.2
40 5.6 3.6 5.2 6.2 4.1 9.4 6.3 87.9 83.9 49.0 84.1 79.0 90.9 87.3 86.3 87.0 48.4 81.2 81.6 84.6 85.1
80 5.3 4.3 4.1 7.5 5.1 8.6 6.1 90.3 88.9 47.4 89.1 84.4 92.2 87.9 89.8 90.6 52.3 84.0 83.7 85.1 85.1
160 4.9 4.3 5.3 6.9 4.9 7.8 5.5 91.0 90.5 53.0 90.3 86.2 91.5 87.8 91.2 91.9 51.2 86.9 86.5 86.3 87.1
320 5.2 5.1 4.6 8.4 5.9 8.7 6.3 91.9 91.6 50.4 91.4 88.0 92.2 88.7 91.6 91.5 53.0 85.8 86.1 86.2 86.5
100 20 5.8 2.3 4.7 3.9 2.9 10.5 8.4 87.7 73.3 45.8 74.4 70.1 91.3 88.6 85.7 84.9 47.5 77.9 78.2 82.4 82.2
40 4.9 3.1 4.8 5.2 4.1 8.4 6.8 91.1 86.5 50.4 84.5 81.0 91.5 89.7 91.2 91.7 51.1 84.0 84.3 86.4 86.2
80 5.1 4.1 3.6 6.2 4.7 7.8 5.8 92.6 90.4 46.8 88.4 85.2 92.0 89.1 92.3 92.5 55.9 85.8 85.9 87.5 87.9
160 4.4 4.0 5.0 6.4 4.6 7.1 5.5 93.8 93.3 51.1 90.2 87.8 92.0 89.6 94.8 94.7 51.4 88.1 88.3 88.5 88.6
320 5.3 4.7 3.5 7.7 5.9 8.3 6.4 94.0 93.8 49.4 91.6 88.8 92.5 89.9 93.9 94.3 55.9 87.0 86.8 87.4 87.1
r = 3 10 20 12.5 4.1 6.8 14.9 9.6 59.8 51.1 68.2 32.8 29.5 64.7 51.3 98.7 96.9 44.8 36.2 23.8 33.9 34.6 40.4 36.4
40 11.6 5.3 8.1 17.6 11.6 46.6 36.6 73.8 52.4 42.0 80.8 70.0 98.1 95.8 50.2 50.3 32.3 46.7 47.5 51.6 48.6
80 11.0 6.3 8.1 18.5 12.5 35.0 25.3 77.2 63.9 46.9 88.2 78.1 97.5 93.6 59.2 57.3 34.2 53.2 53.5 56.3 55.7
160 10.3 6.9 9.5 19.0 11.7 27.0 18.5 79.0 67.2 52.3 88.9 79.8 95.2 89.3 57.1 59.1 35.5 56.1 56.0 57.7 58.2
320 10.4 7.0 8.9 18.9 11.8 22.7 15.0 80.5 70.4 51.2 90.4 81.4 93.9 86.8 61.9 59.5 36.8 58.4 59.5 59.3 58.6
25 20 8.5 2.1 3.4 6.6 4.3 55.3 48.5 77.2 44.7 44.7 65.1 56.7 99.1 97.7 66.1 63.2 34.8 59.4 59.9 30.1 24.0
40 7.0 3.1 4.6 9.1 6.2 31.1 22.5 83.2 70.6 70.6 82.8 75.4 98.2 95.9 76.6 78.9 44.0 71.5 72.0 68.2 68.6
80 6.1 4.2 5.1 9.8 6.2 20.5 14.0 84.7 79.0 79.0 88.9 82.5 96.6 93.4 81.7 82.7 44.5 79.3 79.4 79.2 80.0
160 6.2 4.5 5.7 10.6 7.0 15.5 11.0 85.5 82.7 82.7 90.2 83.9 94.1 90.3 82.2 83.9 49.0 79.5 79.1 80.0 79.9
320 6.0 5.1 5.6 11.2 7.6 13.8 9.3 86.0 83.6 50.1 91.3 85.6 93.5 88.8 83.4 83.2 46.8 78.5 79.1 78.9 79.3
50 20 7.1 1.0 2.3 3.6 2.6 68.4 62.6 83.5 45.3 45.3 62.9 55.9 99.5 98.7 77.6 73.3 39.2 69.1 69.5 16.4 13.5
40 6.2 2.5 2.6 5.8 3.8 37.4 29.5 88.1 75.8 75.8 81.7 76.3 99.1 97.6 85.3 86.4 50.7 80.0 79.4 71.6 72.6
80 5.2 3.4 3.0 6.7 4.7 21.4 15.5 90.0 85.2 85.2 88.4 83.8 97.5 95.7 89.4 89.5 54.6 84.9 84.7 84.1 84.3
160 5.6 4.4 4.6 8.0 5.9 14.2 10.6 90.3 88.2 88.2 89.4 85.2 95.4 92.9 88.9 89.5 51.8 88.3 83.3 83.2 83.4
320 5.3 4.5 4.3 8.7 6.4 12.0 8.4 90.5 89.4 49.0 89.9 85.8 93.4 89.8 89.6 90.5 51.7 83.4 83.0 83.7 83.8
100 20 6.2 0.3 1.1 2.1 1.6 81.5 77.3 87.4 38.7 38.7 56.0 53.6 99.8 99.5 84.4 82.2 41.4 73.5 73.4 14.0 11.7
40 5.6 1.3 2.1 4.0 3.1 48.8 41.8 91.2 75.5 75.5 80.8 77.0 99.5 99.2 90.2 89.8 51.0 84.4 84.1 67.9 69.5
80 5.2 2.9 2.3 5.5 4.1 25.9 20.6 92.9 87.3 87.3 88.2 85.0 98.5 97.4 92.5 92.9 52.4 87.2 87.4 85.2 86.5
160 5.0 3.8 4.1 6.8 5.2 16.0 12.6 93.7 91.3 91.3 89.7 87.0 96.8 95.3 93.7 93.2 51.7 86.7 86.5 86.0 85.8
320 5.5 5.0 3.8 7.4 5.7 11.8 9.1 93.1 91.8 48.5 91.0 88.2 94.6 92.8 92.2 92.0 53.1 87.1 87.3 86.7 86.7
Note: The data is generated as ui,t = ρiui,t−1 + εi,t, ρi = ρ = 1− 5T√N , εi,t ∼ N (0, σ2ε,i), σε,i ∼ U(1, 3), λi ∼ Nr(1, I) (standard deviations
and loadings are generated once and then kept fixed), f j,t = αj f j,t−1 + vj,t, vt ∼ N (0, 1), where; for r = 1, α = 0.8; and for r = 3,
α1 = 0.8, α2 = 0.6, α3 = 0.4. The replication number is 5, 000.
infeasible statistic and the feasible statistic are over-sized when N is small. However, ex-
cept for Pû, the size-distortion for ϑ is not worse than for any of the other statistics. As N
and T grow the size-distortions for ϑ and ϑ vanish, supporting Theorem 3.2, stating that the
LM-statistic is asymptotically robust against stationarity in the factors. This time, when N is
large, say N = 100, and T is small, say T = 20, all statistics are under-sized, except tA and
tB. Again, PA is not well-behaved in terms of size even for large dimensions. If we look at
size-adjusted power, then the LM-statistic generally has the highest local power for N ≥ 25.
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Table 3. (Setting 3) Empirical size and local power (%) under locally stationary factors and estimated number of factors
Size Local power Size-adj. local power
N T ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB
r = 1 10 20 7.4 3.4 10.7 18.8 12.9 21.4 16.5 63.8 13.2 18.6 37.8 27.2 82.1 74.4 53.7 17.7 8.7 11.6 11.5 43.4 42.4
40 5.7 3.3 10.3 19.2 12.2 21.5 14.7 67.8 31.1 31.3 59.9 46.4 82.4 72.0 65.1 37.8 17.5 23.6 25.9 43.0 44.4
80 5.7 4.5 9.6 18.8 11.9 20.0 13.0 70.8 43.9 36.2 73.1 57.8 83.3 71.5 67.7 46.5 22.4 34.1 34.2 44.8 44.9
160 4.8 4.4 10.6 17.5 9.5 17.9 10.0 73.6 48.6 43.4 78.8 63.2 84.0 69.6 74.0 51.7 26.2 43.1 44.7 49.7 50.7
320 4.9 4.9 9.6 16.9 9.4 17.5 9.8 74.9 51.4 46.5 81.6 66.3 83.9 69.9 75.3 51.4 28.2 48.1 48.6 51.4 51.9
25 20 5.6 4.6 8.2 9.4 6.8 11.4 8.4 77.1 49.9 36.1 61.6 52.3 85.3 79.9 74.9 51.6 27.0 45.2 45.7 70.0 68.4
40 5.6 4.8 6.1 9.1 5.8 9.3 5.9 81.8 77.8 49.6 84.0 76.2 88.4 82.0 80.4 78.8 44.6 74.7 74.2 79.7 79.6
80 5.0 4.4 5.3 9.2 6.1 9.2 6.1 85.4 83.1 48.2 89.2 82.7 90.8 84.6 85.5 85.3 47.0 78.7 78.3 82.0 81.3
160 4.3 4.4 5.9 8.7 5.5 9.1 5.6 85.8 85.2 52.1 90.4 84.3 90.8 85.2 87.6 86.9 47.7 83.4 83.0 83.7 83.7
320 5.3 5.2 5.2 10.0 6.6 10.4 6.6 87.2 87.4 51.3 91.7 86.1 92.2 86.5 86.6 86.8 50.1 82.3 81.4 82.4 82.4
50 20 5.9 5.6 7.6 8.3 5.9 7.8 5.6 85.0 72.7 47.3 75.0 68.2 85.2 80.3 82.9 69.2 37.4 63.2 62.7 78.9 78.2
40 5.6 4.6 6.0 7.2 5.1 7.4 5.0 87.8 84.3 51.7 84.2 78.7 88.5 84.3 86.2 85.4 46.4 77.6 78.1 84.0 84.4
80 5.2 4.5 4.8 7.8 5.6 7.7 5.3 90.3 88.7 49.2 89.2 84.1 91.1 86.6 89.8 89.8 50.4 81.8 82.4 85.2 85.5
160 4.9 4.5 5.2 7.4 4.9 7.2 5.0 90.9 90.5 53.9 90.3 85.8 90.9 86.9 91.4 91.7 52.1 86.3 86.1 86.9 87.0
320 5.1 5.2 4.5 8.4 5.9 8.6 5.9 91.9 91.8 51.0 91.4 88.0 91.9 88.2 91.6 91.5 53.0 85.7 85.4 86.3 86.3
100 20 5.9 7.1 8.3 8.7 7.3 7.1 5.7 87.7 75.9 49.9 75.0 70.9 84.8 81.8 85.8 68.5 40.1 62.2 61.2 80.0 80.4
40 4.9 4.9 6.2 6.7 5.5 6.5 5.1 91.0 87.6 54.1 95.1 81.6 89.3 86.1 91.2 87.8 48.6 79.9 80.0 86.2 85.9
80 5.1 4.7 3.8 7.0 5.6 6.8 5.1 92.6 90.7 49.0 88.6 85.3 90.2 87.3 92.3 91.3 53.4 84.0 84.1 86.8 86.9
160 4.4 4.3 5.3 6.6 4.9 6.6 5.0 93.8 93.4 52.9 90.4 87.8 91.4 88.6 94.8 94.3 51.2 88.0 87.9 88.6 88.5
320 5.2 4.9 3.7 7.9 6.0 7.9 6.1 94.0 93.8 50.2 91.6 88.9 92.1 89.4 94.0 94.0 55.5 87.1 86.6 87.5 87.4
r = 3 10 20 7.7 3.7 10.8 21.2 14.6 27.5 22.0 60.9 14.7 20.8 40.7 31.1 84.3 77.5 49.6 18.6 10.2 12.0 12.6 38.6 37.3
40 6.8 3.6 9.8 20.5 13.6 25.2 18.3 63.9 32.5 31.1 64.2 51.4 85.5 77.4 57.1 38.6 18.3 24.1 26.0 44.2 44.0
80 5.5 4.0 10.0 21.4 14.3 24.1 16.4 65.8 45.1 38.2 76.0 64.2 87.0 76.9 63.4 50.0 23.4 33.2 33.6 42.7 45.1
160 5.7 4.6 10.9 21.9 15.1 23.6 16.1 66.4 50.4 43.0 81.7 70.0 86.2 77.0 63.5 53.0 25.7 38.1 38.8 44.2 45.2
320 5.1 4.4 9.8 21.6 14.0 22.3 14.6 68.1 53.9 43.8 83.1 72.4 86.5 76.5 67.2 57.2 28.3 41.2 42.3 45.5 46.4
25 20 7.3 6.0 8.4 12.8 8.9 23.6 20.7 75.3 29.5 24.4 45.3 37.0 85.3 81.1 66.8 26.3 15.9 23.8 23.8 40.1 38.3
40 6.2 4.9 7.4 11.4 8.1 14.1 10.0 81.2 66.4 43.2 77.4 69.7 89.2 84.2 77.1 66.9 34.5 59.6 59.7 70.9 68.8
80 5.2 4.8 5.7 11.0 7.0 11.5 7.3 82.5 77.8 46.4 87.5 80.4 91.7 85.9 82.0 78.6 44.7 75.0 74.7 80.1 80.4
160 5.2 5.0 6.6 10.8 7.3 11.4 7.6 83.7 81.7 51.2 89.3 83.2 91.1 85.5 83.5 81.5 47.4 77.0 76.5 79.6 78.7
320 5.0 5.1 5.9 11.2 7.8 11.6 7.8 84.5 83.1 49.8 90.9 85.0 91.5 86.4 84.6 82.9 46.3 77.3 77.8 78.9 78.8
50 20 6.8 8.7 9.9 12.0 9.6 21.5 19.1 83.1 49.0 33.9 56.1 48.7 84.3 81.1 77.8 33.4 19.5 34.8 34.3 29.9 28.0
40 5.8 5.4 6.7 9.3 7.0 11.7 8.9 87.6 76.2 45.2 79.3 73.1 88.8 85.2 85.5 73.8 38.6 66.8 66.5 75.8 76.2
80 5.0 5.1 5.1 8.7 6.0 9.3 6.8 89.5 85.0 47.8 87.2 82.7 91.5 88.1 89.6 84.4 47.7 80.0 79.8 83.3 83.7
160 5.3 5.1 6.0 8.8 6.3 9.2 6.9 89.9 88.1 52.2 88.7 84.5 91.0 87.0 88.9 87.9 49.1 81.2 81.2 83.3 83.0
320 5.1 4.8 4.8 9.0 6.5 9.0 6.7 90.1 89.4 49.9 89.6 85.6 90.7 86.7 89.9 89.8 50.6 82.3 81.8 83.3 83.4
100 20 6.0 12.3 11.4 14.0 12.3 24.0 22.1 87.2 53.8 36.4 57.6 53.2 82.0 80.2 84.5 23.8 19.3 29.4 29.4 27.1 26.1
40 5.4 6.3 7.0 8.8 7.0 11.9 9.8 91.0 80.0 46.7 79.4 75.4 88.5 86.0 90.2 75.0 39.5 68.6 68.8 75.6 76.0
80 5.1 5.5 4.5 7.6 6.1 9.1 7.1 92.8 88.3 46.7 87.3 83.6 91.1 88.8 92.4 87.0 49.3 80.9 80.4 85.0 84.9
160 4.9 4.8 5.5 7.5 5.9 8.2 6.4 93.6 91.6 52.3 89.7 86.6 91.7 88.9 93.7 91.9 49.7 84.7 84.3 85.6 85.5
320 5.5 5.4 4.6 7.8 5.9 8.2 6.5 93.0 92.2 51.3 90.8 87.8 91.7 88.9 92.2 91.5 52.4 85.5 85.8 86.7 86.3
Note: The data is generated as ui,t = ρiui,t−1 + εi,t, ρi = ρ = 1− 5T√N , εi,t ∼ N (0, σ2ε,i), σε,i ∼ U(1, 3), λi ∼ Nr(1, I) (standard deviations
and loadings are generated once and then kept fixed), f j,t = αj f j,t−1 + vj,t, vt ∼ N (0, 1), αj = α = ρ. The replication number is 5, 000.
The results under Setting 3 are shown in Table 3. The only difference between the size
reported here and the size reported in Table 1, is that now the number of factors is estimated.
Comparing Table 3 with Table 1 it is clear that estimating the number of factors has an impact
on size on all statistics when N = 10 (except for ϑ) and notably for tA and tB also when N =
25. Adjusting for size, the LM-statistic has the highest local power for higher dimensions.
The results under Setting 4 are shown in Table 4. The difference between the size reported
in Table 1 and the size reported in Table 4, is that in Table 4 the number of factors is estimated
and the variance in the factor loadings is increased from σ2λ = 1 to σ
2
λ = 16. Likewise,
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Table 4. (Setting 4) Empirical size and local power (%) under locally stationary factors, number of factors estimated, and
increased variance of factor loadings
Size Local power Size-adj. local power
N T ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB
r = 1 10 20 7.5 3.5 10.7 19.1 12.9 44.8 40.2 61.2 14.2 19.4 37.9 28.4 84.2 78.8 51.4 18.2 9.6 13.3 13.1 23.7 22.3
40 5.9 3.6 11.3 19.4 12.8 39.8 32.1 64.1 31.1 32.1 61.4 48.4 87.6 79.5 60.4 37.8 16.8 24.9 26.8 27.3 26.1
80 5.3 3.7 8.8 19.3 12.2 30.5 21.8 66.9 43.6 37.4 74.5 60.3 88.8 79.7 66.1 48.9 24.6 34.1 35.3 36.5 37.9
160 4.7 4.4 9.5 17.6 10.8 23.2 14.9 69.0 50.6 44.3 80.9 67.0 88.9 77.5 70.4 52.8 29.5 43.2 45.3 45.7 47.6
320 4.6 4.3 9.1 16.4 9.3 18.8 10.5 71.4 55.3 46.1 85.2 72.1 88.8 77.8 74.0 58.5 30.3 56.0 57.2 57.9 57.3
25 20 5.6 4.8 8.0 10.0 6.7 45.1 43.0 76.9 49.6 36.9 62.0 52.6 88.0 84.0 74.9 50.6 27.5 46.8 47.0 17.1 16.0
40 5.6 4.8 5.9 8.7 5.7 26.7 22.7 81.8 77.6 50.1 84.5 76.9 93.1 88.0 79.5 77.9 46.2 74.9 74.4 11.0 10.4
80 5.1 4.3 5.5 9.0 5.9 13.6 9.3 85.6 83.4 48.3 89.2 82.5 92.7 87.4 85.1 85.0 45.5 78.9 79.5 67.9 69.3
160 4.7 4.6 6.0 8.7 5.5 10.2 6.5 85.8 85.2 52.3 90.5 84.2 92.6 86.8 86.9 86.3 48.2 83.3 83.2 84.3 84.3
320 5.2 5.3 5.1 9.9 6.4 10.2 6.7 87.2 87.1 50.6 91.6 86.0 92.9 87.1 86.8 86.7 50.3 82.0 81.3 82.8 81.7
50 20 5.8 5.6 7.5 8.4 6.2 39.5 37.5 84.9 73.0 47.8 75.6 68.9 88.7 85.1 83.0 70.7 38.7 63.9 63.4 14.8 12.9
40 5.6 4.7 6.2 7.2 5.3 27.0 24.5 87.6 84.5 51.5 84.8 79.1 92.3 88.9 86.2 85.4 47.1 78.4 78.0 11.7 10.6
80 5.4 4.6 4.8 7.7 5.4 14.9 11.8 90.6 88.8 49.3 89.0 84.3 93.3 89.8 89.9 89.9 50.3 83.0 82.7 49.1 52.4
160 5.0 4.5 5.6 7.4 4.9 8.9 6.2 91.1 90.6 53.6 90.3 86.0 92.7 89.2 91.2 91.7 51.0 86.4 86.3 86.5 86.3
320 5.3 5.3 4.4 8.4 5.9 9.2 6.4 91.6 91.6 51.0 91.5 87.6 92.7 89.5 91.2 90.8 53.7 85.8 85.0 87.1 87.0
100 20 6.0 7.2 8.5 8.8 7.5 39.2 37.5 87.7 76.5 50.8 76.1 72.2 86.5 84.5 85.5 68.0 38.8 63.0 62.9 14.4 11.3
40 4.8 4.9 6.1 6.6 5.3 28.3 26.5 91.1 87.7 54.0 85.4 81.7 92.4 89.8 91.5 87.8 49.3 80.2 80.6 11.8 10.2
80 5.0 4.6 4.2 7.0 5.4 17.0 14.7 92.6 90.8 48.6 88.4 85.2 92.8 90.6 92.5 91.3 52.4 84.3 84.3 6.7 6.6
160 4.4 4.5 4.9 6.6 5.0 9.7 7.5 93.9 93.3 52.5 90.5 87.8 93.2 91.0 94.8 94.0 53.1 87.8 87.8 85.1 85.7
320 5.1 5.0 3.9 7.8 6.0 8.7 6.7 94.0 93.8 49.9 91.8 89.0 93.1 90.9 94.0 93.8 54.8 87.0 87.1 87.8 87.8
r = 3 10 20 7.1 3.8 11.3 20.4 14.2 36.3 30.5 52.5 15.1 23.2 44.9 34.2 86.2 79.3 44.1 18.5 11.4 14.2 14.1 25.0 24.0
40 6.6 4.0 9.8 21.0 14.6 32.5 24.9 54.1 31.6 33.8 67.5 55.9 88.8 80.8 45.7 36.0 21.3 27.7 27.4 30.3 29.1
80 4.8 4.1 9.3 21.9 14.9 28.6 20.2 54.9 40.5 39.7 78.4 66.5 89.5 81.1 56.2 43.7 24.9 36.1 36.9 37.4 37.8
160 5.0 4.8 10.6 21.9 15.5 25.3 18.0 53.9 45.2 43.3 82.1 71.4 88.1 79.2 53.8 46.4 27.8 39.6 41.0 45.3 45.2
320 4.8 4.9 10.1 21.6 14.9 23.0 16.0 55.0 46.6 44.8 85.0 73.9 87.8 78.6 56.5 47.4 28.1 41.7 43.4 44.2 45.5
25 20 7.0 6.2 8.8 13.3 9.8 35.7 33.1 74.7 28.7 25.5 45.7 37.1 84.6 80.7 66.4 23.2 16.2 23.9 24.0 12.6 11.8
40 6.2 5.4 7.5 11.9 7.7 23.7 19.5 80.2 66.9 44.4 78.9 70.5 91.6 86.5 76.4 65.2 35.1 60.8 60.3 8.3 7.7
80 5.3 5.0 5.7 11.3 7.1 14.7 10.0 81.8 77.2 47.0 87.1 80.4 92.5 87.2 80.8 77.0 44.0 75.3 75.1 70.0 70.1
160 5.0 4.9 6.0 10.8 7.3 11.7 8.0 82.6 80.9 52.5 89.3 82.9 91.9 86.2 82.6 81.1 48.6 76.6 76.0 80.5 80.0
320 5.2 5.0 5.8 11.3 7.4 11.8 7.7 83.5 82.4 49.9 90.6 84.3 92.2 86.5 83.4 82.3 46.9 77.8 77.6 80.4 80.3
50 20 6.7 9.1 9.8 12.3 9.7 31.3 29.2 82.8 50.1 35.1 58.6 51.5 84.6 81.8 78.0 33.0 21.9 36.8 36.0 10.2 9.5
40 5.9 5.3 6.8 9.6 6.9 20.0 16.9 87.2 76.5 47.0 80.1 74.1 90.7 86.9 84.8 75.4 39.2 67.7 68.8 6.9 6.5
80 5.2 5.2 5.0 8.5 6.2 13.1 10.4 89.2 85.4 48.3 87.3 82.6 92.6 89.2 88.9 84.9 48.6 79.9 79.4 69.1 69.5
160 5.5 5.1 5.7 8.9 6.3 10.0 7.2 89.6 87.7 52.1 89.0 84.7 92.1 88.3 88.7 87.5 49.0 81.1 81.4 82.7 82.9
320 5.0 4.9 4.8 8.8 6.4 9.1 6.6 89.9 89.2 50.4 89.4 85.5 91.4 87.4 89.9 89.5 51.8 82.6 81.6 83.7 83.4
100 20 6.3 12.5 11.1 13.3 11.8 32.0 30.7 87.2 56.3 38.3 59.7 55.2 81.9 80.0 84.8 24.1 21.4 30.6 30.3 10.0 9.2
40 5.8 6.6 7.0 9.0 7.0 21.0 18.8 91.0 80.7 47.4 80.1 76.2 89.5 87.2 89.8 75.2 39.8 69.2 69.4 7.2 6.9
80 5.0 5.4 4.4 7.7 6.1 13.9 12.2 92.9 88.2 46.6 87.5 83.9 92.3 90.2 92.9 86.7 48.5 81.2 81.1 44.1 44.4
160 5.0 5.0 5.8 7.6 6.0 10.4 8.2 93.5 91.8 51.9 89.9 86.6 92.8 89.9 93.7 91.9 49.8 83.9 83.8 82.8 83.0
320 5.5 5.3 4.7 7.7 6.0 8.6 6.5 92.9 92.1 50.8 90.8 87.9 92.3 89.7 92.2 91.6 51.5 85.4 85.5 86.6 86.4
Note: The data is generated as ui,t = ρiui,t−1 + εi,t, ρi = ρ = 1− 5T√N , εi,t ∼ N (0, σ2ε,i), σε,i ∼ U(1, 3), λi ∼ Nr(1, σ2λI), σλ = 4 (standard
deviations and loadings are generated once and then kept fixed), f j,t = αj f j,t−1 + vj,t, vt ∼ N (0, 1), αj = α = ρ. The replication number is
5, 000.
the difference between the size reported in Table 3 and the size reported in Table 4, is that
the variance in the factor loadings is increased. The increased size-distortion for tA and tB
reported in Table 4 is remarkable for N ≤ 25, suggesting that these statistics are not well-
behaved when the variance coming from the common component dominates the variance
coming from the idiosyncratic component. For the other statistics the increase in variance in
the factor loadings does not have the same impact. When adjusted for size, the LM-statistic
again has the highest local power as N and T grow.
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Table 5. (Setting 5) Empirical size and local power (%) under locally stationary factors, number of factors estimated, and
approximate factor model
Size Local power Size-adj. local power
N T ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB ϑ ϑ Pû PA PB tA tB
r = 1 10 20 7.7 3.7 9.9 20.2 13.9 24.1 18.5 62.4 13.4 19.2 39.0 29.7 83.5 76.2 52.4 17.5 10.5 13.2 13.7 41.4 39.4
40 5.7 3.7 10.0 19.8 13.7 22.8 15.9 65.5 31.2 30.1 62.4 49.3 84.9 75.0 61.7 37.9 17.3 24.7 25.3 42.2 42.5
80 5.1 3.8 10.2 20.5 13.6 21.9 15.2 68.8 43.6 37.6 74.6 61.6 85.2 75.2 68.6 49.0 22.9 32.7 34.2 44.3 43.9
160 5.1 4.5 10.4 19.5 12.7 20.5 13.7 70.7 48.6 42.2 80.0 66.6 86.0 74.0 70.4 51.4 24.0 38.4 38.8 44.7 44.5
320 4.9 4.4 9.9 19.9 13.1 20.6 13.4 72.7 50.2 44.7 82.4 69.1 84.8 72.6 73.1 52.5 29.4 39.5 42.7 42.4 44.5
25 20 6.2 5.0 7.9 10.8 7.4 14.6 11.3 76.8 43.4 32.5 55.3 46.9 84.9 79.5 73.9 43.5 23.4 39.6 39.9 62.0 60.2
40 5.7 5.7 7.0 10.1 6.6 10.3 7.1 81.2 75.5 47.4 82.7 75.3 88.1 81.8 78.2 73.5 37.8 68.8 68.7 76.3 76.2
80 4.7 4.8 5.6 9.7 6.0 9.6 6.2 84.6 82.2 48.3 87.8 81.1 89.7 83.7 85.3 82.6 45.9 77.2 77.7 81.1 81.1
160 4.9 5.0 5.0 9.4 5.7 9.3 6.0 85.6 84.6 50.5 89.9 83.5 90.7 85.0 86.1 84.5 50.6 81.5 81.3 82.7 82.3
320 5.7 6.1 5.3 10.8 7.0 10.7 6.9 86.6 86.0 50.3 91.0 84.4 91.2 85.2 83.8 82.8 49.1 78.7 78.2 79.1 78.4
50 20 6.3 6.4 7.1 8.9 6.7 8.9 6.7 84.8 71.6 46.7 74.5 68.8 85.7 80.8 82.7 66.2 37.8 61.2 62.0 75.2 75.8
40 5.4 5.8 6.4 8.6 6.2 8.1 5.8 88.3 83.8 49.8 84.5 78.9 88.8 84.1 87.0 81.4 44.8 74.8 75.1 81.0 81.3
80 4.9 5.2 4.6 8.2 5.9 8.4 5.8 90.4 87.7 48.8 88.0 83.1 89.7 85.2 90.4 87.2 50.5 80.7 80.7 83.4 83.4
160 5.3 5.3 4.5 8.6 6.0 8.6 6.0 90.9 89.3 51.9 89.8 85.1 90.5 86.0 90.2 88.6 53.8 83.1 82.8 83.5 83.7
320 5.1 5.9 4.8 8.9 6.3 9.1 6.2 91.6 90.5 50.1 90.8 86.3 91.9 86.8 91.5 88.5 50.6 82.9 83.3 83.4 83.9
100 20 5.7 7.1 8.2 9.1 7.7 7.9 6.1 88.0 76.4 50.3 75.4 71.9 85.4 82.3 86.6 66.8 39.3 61.2 60.7 78.9 79.4
40 5.3 6.0 6.0 8.2 6.6 7.6 6.3 90.8 86.0 52.5 84.1 80.8 88.0 85.1 90.3 83.8 49.3 76.8 76.4 81.9 81.7
80 4.9 5.2 4.5 7.3 5.5 7.1 5.7 93.3 91.2 48.9 88.1 85.4 90.0 86.6 93.5 90.9 51.2 84.2 84.3 84.8 85.2
160 4.9 5.7 4.8 7.9 6.2 7.6 5.9 94.3 92.8 53.6 90.3 87.5 91.1 88.4 94.3 91.9 54.5 85.2 84.6 86.2 86.1
320 5.3 5.9 4.4 8.2 6.1 8.2 6.1 94.4 93.5 50.2 91.3 88.9 91.9 89.4 93.9 92.1 52.7 87.5 87.3 88.1 87.8
r = 3 10 20 7.0 3.8 10.3 21.7 15.1 27.4 21.4 59.1 10.7 21.7 44.5 33.9 84.9 78.0 49.4 18.7 11.5 13.5 13.1 40.0 40.7
40 6.7 4.0 10.7 23.1 15.9 26.6 19.0 61.3 25.0 32.6 66.0 54.2 86.3 77.7 53.9 37.6 19.2 25.3 25.4 43.0 42.2
80 5.6 4.2 9.6 22.6 15.6 23.9 16.5 63.2 36.3 39.2 76.9 66.3 87.3 78.1 60.3 48.9 24.9 33.4 33.4 41.8 42.6
160 5.0 4.5 9.6 22.4 15.5 23.8 15.9 63.8 40.8 43.5 82.6 71.4 87.5 78.3 63.9 50.3 29.3 40.8 40.4 46.0 46.2
320 4.5 4.4 10.0 22.6 15.4 23.0 15.4 65.8 45.9 44.9 85.0 74.6 87.4 78.2 67.1 57.4 27.7 39.2 40.1 42.6 43.8
25 20 5.8 6.6 8.6 13.8 10.2 25.1 21.6 75.3 25.6 23.0 43.1 35.0 85.0 81.1 73.1 20.3 14.2 20.4 20.4 40.2 38.0
40 6.6 5.8 7.5 12.5 9.0 16.2 12.3 79.3 62.9 41.8 74.8 66.2 88.5 82.4 72.2 60.0 34.1 53.3 53.0 63.7 63.8
80 5.3 5.1 6.1 12.4 8.5 13.2 9.1 83.0 76.8 44.8 85.7 79.0 89.9 84.6 82.1 76.8 41.0 68.3 68.4 74.4 74.7
160 5.3 5.5 6.6 12.4 8.2 13.0 8.4 83.7 80.8 51.1 88.1 81.5 90.4 84.4 82.5 79.1 45.7 73.0 72.9 76.5 76.2
320 5.5 5.9 6.2 12.4 8.4 12.5 8.7 84.9 82.8 51.1 89.4 83.9 90.1 85.0 83.3 80.4 46.0 74.4 76.0 76.9 76.7
50 20 6.2 9.1 9.3 12.6 10.1 24.3 21.7 82.4 47.1 31.9 55.5 48.8 84.5 81.4 78.9 30.8 20.2 30.1 29.6 27.8 24.8
40 5.5 6.4 6.5 10.4 7.8 12.7 9.3 87.4 74.6 45.6 77.6 72.4 88.3 85.2 86.0 70.7 40.9 62.0 62.5 73.1 73.5
80 5.4 5.8 5.2 9.7 7.3 11.0 7.9 89.9 84.2 46.9 86.1 81.3 90.4 86.3 88.8 82.3 46.3 75.1 74.7 79.0 79.2
160 4.9 5.1 5.7 9.0 6.5 9.1 6.8 91.2 87.7 52.6 88.7 84.5 90.3 86.6 91.3 87.6 48.6 81.0 80.0 83.1 82.8
320 5.0 5.6 5.3 9.3 6.6 9.5 6.6 90.6 89.2 50.8 89.6 85.4 90.6 86.7 90.7 87.7 48.9 82.0 81.3 83.0 82.6
100 20 6.0 12.2 11.2 14.0 12.4 21.6 19.9 88.1 53.2 35.3 57.0 52.4 82.1 79.9 85.3 22.6 18.8 26.8 26.7 35.4 34.2
40 5.6 7.4 7.7 9.5 8.0 11.0 9.2 91.3 79.5 48.0 79.1 75.0 88.6 85.9 90.1 71.2 40.9 64.4 65.2 75.9 76.3
80 5.0 5.5 4.9 8.2 6.4 8.5 6.9 92.5 87.1 47.4 85.6 82.5 89.9 87.0 92.5 85.7 47.8 78.8 78.8 83.0 82.8
160 4.8 5.4 5.8 7.9 6.0 8.5 6.6 93.6 91.1 52.9 88.5 85.7 90.0 87.5 93.8 90.4 49.3 83.5 83.1 84.8 85.2
320 5.2 5.8 4.7 8.5 6.4 8.9 6.7 93.8 92.2 51.9 90.4 87.9 91.3 88.8 93.6 90.6 53.3 85.7 84.7 86.5 85.9
Note: The data is generated as ui,t = ρiui,t−1 + εi,t, ρi = ρ = 1− 5T√N , εt ∼ N (0, [τi,l ]), τi,l = 0.2σiσl (i, l = 1, 2, . . . , N), σε,i ∼ U(1, 3),
λi ∼ Nr(1, I) (standard deviations and loadings are generated once and then kept fixed), f j,t = αj f j,t−1 + vj,t, vt ∼ N (0, 1), αj = α = ρ.
The replication number is 5, 000.
Lastly, Table 5 shows the result under Setting 5. The difference between the size reported
in Table 1 and the size reported in Table 5, is that in Table 5 the number of factors is estimated
and there are some moderate (but absolutely summable) cross-sectional correlations in the
idiosyncratic components. Likewise, the difference between the size reported in Table 3
and the size reported in Table 5, is that in Table 5 there are idiosyncratic cross-sectional
correlations. The results reported in Table 5 are practically the same as the results reported
in Table 3. Hence, at this degree of idiosyncratic cross-sectional correlation, all statistics
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perform not specifically worse than under the exact factor model. Again, the LM-statistic
has the highest size-adjusted local power for large enough N and T. Though not reported
here, we also tried δ = 0.5. The size was then increased for all statistics with size-distortions
that were more persistent as the panel dimensions grow. This suggests that further research
is needed to investigate what dimensions of the panel that are needed in practice to allow
for an approximate factor model.
5 Conclusions
In this paper we derive a homogenous LM-type test for idiosyncratic unit roots in the exact
factor model based on the likelihood function of the differenced data. The test allows for
idiosyncratic cross-sectional heteroscedasticity, which is consistently estimated with quasi
maximum likelihood. By using sequential limits we first derive an intermediate asymptotic
distribution for fixed N as T tends to infinity, which is a weighted chi-square distribution,
and then show that as N is subsequently passed to infinity the asymptotic distribution is
standard normal. The statistic is derived under the misspecification of nonstationary factors,
which is shown to be irrelevant asymptotically.
In a simulation study we compare size and local power of the LM-statistic with the
Fisher-type test proposed by Bai and Ng (2004), the two statistics in Moon and Perron (2004),
and the analogous statistics proposed by Bai and Ng (2010). The results show that the Fisher-
type test has by far the lowest local power while the other statistics have comparable local
power as N and T grow. However, the LM-statistic is more stable in terms of size. The two
statistics of Moon and Perron (2004) are sensitive to misspecifications, and tend to be over-
sized when the number of factors is estimated and when the variance coming from the com-
mon component dominates the variance coming from the idiosyncratic components. The
analogous statistics of Bai and Ng (2010) also tend to be over-sized, but to a less degree. Ad-
justing for size, the LM-statistic has the highest local power as the panel dimensions increase.
The simulation results also suggest that the statistics considered here allow for some mild
idiosyncratic cross-section correlation without seriously influencing size, although strictly,
only the Fisher-type test is designed for the approximate factor model.
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Mathematical appendix
A1 Score and information
Let l be the log-likelihood (10) with Σ = E (YvY′v), and let θ˜ = (Λ˜′v, σ˜
′, 1)′ be the restricted MLE
where Λ˜ and σ˜ are MLEs and ρ = 1 is the restriction under the null hypothesis. Also, in accordance
with the notation in Section 3, let Σ˜ and Ω˜ denote Σ(θ˜) and Ω(θ˜), where Σ˜−1 = (IT∗ ⊗ Ω˜−1). By
definition, the full score vector evaluated at θ = θ˜ is
V˜θ =
[(
∂l
∂vecΛ
)′
,
(
∂l
∂σ′
)′
, ∂l∂ρ
]′
θ=θ˜
=
[
0, V˜ρ
]′
.
Using a standard result (see e.g. Hartley and Rao, 1967) we have that
V˜ρ =
∂l
∂ρ
∣∣∣∣
θ=θ˜
= −1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1
)
+
1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1YvY′vΣ˜−1
)
, (A1)
where ∂Σ∂ρ
∣∣∣
θ=θ˜
=
(
∂Ψ
∂ρ
∣∣∣
θ=θ˜
⊗ Σ˜εε
)
, and where it is straightforward to show from (4) that ∂Ψ∂ρ
∣∣∣
θ=θ˜
=
1
2 11
′ − IT∗ , where 1 is a T∗ × 1 vector of ones. Thus, using some common results for the trace and
the inverse of Kronecker products (see e.g. Magnus and Neudecker, 2001, pp. 28-31), the first part of
(A1) is
−1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1
)
= −1
2
tr
[(
1
2 11
′ − IT∗
)
⊗ Σ˜εεΩ˜−1
]
=
T∗
4
tr
(
Σ˜εεΩ˜
−1
)
.
Similarly, the second part of (A1) is
1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1YvY′vΣ˜−1
)
=
1
2
tr
{[(
1
2 11
′ − IT∗
)
⊗ Σ˜εεΩ˜−1
]
YvY′v
(
IT∗ ⊗ Ω˜−1
)}
=
1
4
tr
[(
11′ ⊗ IN
) (
IT∗ ⊗ Σ˜εεΩ˜−1
)
YvY′v
(
IT∗ ⊗ Ω˜−1
)]
− 1
2
tr
[(
IT∗ ⊗ Σ˜εεΩ˜−1
)
YvY′v
(
IT∗ ⊗ Ω˜−1
)]
,
where, using the definition of the sample covariances in Section 2,
(
IT∗ ⊗ Σ˜εεΩ˜−1
)
YvY′v
(
IT∗ ⊗ Ω˜−1
)
=
 Σ˜εεΩ˜
−1S22Ω˜−1 · · · Σ˜εεΩ˜−1S2TΩ˜−1
...
. . .
...
Σ˜εεΩ˜
−1ST2Ω˜−1 · · · Σ˜εεΩ˜−1STTΩ˜−1
 ,
from which it follows that
1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1YvY′vΣ˜−1
)
=
1
4
tr
(
Σ˜εεΩ˜
−1 T∑
t=2
T
∑
s=2
St,sΩ˜−1
)
− 1
2
tr
(
Σ˜εεΩ˜
−1 T∑
t=2
St,tΩ˜−1
)
.
Put together, noting that Ω˜ = S01, we have that
V˜ρ =
1
4
tr
(
Σ˜εεS−101 S00S
−1
01
)
− 1
2
tr
(
Σ˜εεS−101 S0S
−1
01
)
+
T∗
4
tr
(
Σ˜εεS−101
)
. (A2)
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Further, let the information matrix be partitioned as in (14). Using another standard result (see e.g
Harville, 1977) we have that
J˜ρρ = −E
(
∂2l
∂ρ∂ρ
∣∣∣∣
θ=θ˜
)
=
1
2
tr
(
∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1 ∂Σ
∂ρ
∣∣∣∣
θ=θ˜
Σ˜−1
)
(A3)
=
1
2
tr
[(
1
2 11
′ − IT∗
)2 ⊗ (Σ˜εεΩ˜−1)2]
=
1
8
T∗2 tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
)
.
For the remaining parts of the information matrix, let ei be an N × 1 vector for which the ith ele-
ment equals 1 and all other elements equal 0, and define Γi,j = ∂ΛΛ
′
∂λi,j
= λje′i + eiλ
′
j, where λj =
(λ1,j,λ2,j, . . . ,λN,j)′ is the jth column vector of Λ = (λ1,λ2, . . . ,λr) =
[
λi,j
]
N×r. We then have that
∂Σ
∂σ2ε,i
∣∣∣∣∣
θ=θ˜
= (Ψ(1)⊗ eie′i) = (IT∗ ⊗ eie′i),
and
∂Σ
∂λi,j
∣∣∣∣∣
θ=θ˜
= (Ψ(1)⊗ Γ˜i,j) = (IT∗ ⊗ Γ˜i,j),
from which it follows, using analogously the relation (A3), that for i, l = 1, 2, . . . N and j, q = 1, 2, . . . r,
J˜σ2ε,iσ2ε,l
= J˜σ2ε,lσ2ε,i
=
T∗
2
tr
(
eie′iS
−1
01 ele
′
lS
−1
01
)
, (A4)
J˜ρσ2ε,i = J˜σ2ε,iρ = −
T∗
4
tr
(
Σ˜εεS−101 eie
′
iS
−1
01
)
, (A5)
J˜λi,jλl,q = J˜λl,qλi,j =
T∗
2
tr
(
Γ˜i,jS−101 Γ˜l,qS
−1
01
)
, (A6)
J˜λi,jσ2ε,l
= J˜σ2ε,iλi,j =
T∗
2
tr
(
Γ˜i,jS−101 ele
′
lS
−1
01
)
, (A7)
J˜λi,jρ = J˜ρλi,j = −
T∗
4
tr
(
Γ˜i,jS−101 Σ˜εεS
−1
01
)
. (A8)
A2 Proofs of theorems
We will make repeated use of the Cauchy-Schwarz trace inequality, which can be found in e.g. Mag-
nus and Neudecker (2001, p. 201, in qudratic form); For A, B ∈ Rn×n, tr (AB) ≤ ||A|| · ||B||. If A
is symmetric and positive semi-definite, then ||A|| ≤ tr(A). Also, we will make use of the property
that similar matrices share eigenvalues, where two matrices A, B ∈ Rn×n are similar if, for some
invertible matrix C ∈ Rn×n, B = C−1AC. The result follows immediately from that A and B share
characteristic polynomial; |B− ϕIn| = |C−1(A− ϕIn)C| = |C−1| · |A− ϕIn| · |C| = |A− ϕIn|.
For the proofs we need the following lemma:
Lemma A1 For the N × r matrices H = Σ−1/2εε Λ and H0 = Σ−1/2εε ΛΣ1/2gg , where r is the number of fac-
tors, it holds that, for i = 1, 2, . . . , r, ϕi(H′H) = O(N) and ϕi(H′0H0) = O(N), corresponding to the
non-zero eigenvalues of HH′ and H0H′0 respectively.
Proof of Lemma A1. Because Σzz = Σεε, it follows directly from Assumption 2.5 (ii) that all the
eigenvalues of H′H are O(N). To see that this corresponds to the non-zero eigenvalues of HH′, let
H have singular value decomposition (SVD) UKV′ where U is N × N, K is N × r and V is r × r.
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Because N > r, K has r singular values and N − r zero-rows, i.e. K = [K+, 0]′. Let, correspondingly,
U = [U+, U0], where U′+U+ = Ir, but U+U′+ 6= IN . Then U+K+V′ is the reduced SVD such that
HH′ = U+K2+U′+, where K2+ has the eigenvalues of H′H = VK2+V′.
From Assumption 2.1 (ii) we have that Σgg > 0, implying that for any non-zero r × 1 vector a,
Σgga 6= 0. It then immediately follows that, using Assumption 2.5 (ii),
N−1H′0H0 = N−1Σ1/2gg Λ′Σ−1εε ΛΣ1/2gg = N−1Σ1/2gg H′HΣ1/2gg
p→ Σ1/2gg Σ1Σ1/2gg ,
where Σ1/2gg Σ1Σ
1/2
gg > 0, because a′Σ1/2gg Σ1Σ1/2gg a = (Σ1/2gg a)′Σ1(Σ1/2gg a) > 0. Hence all the eigenvalues
of H′0H0, and likewise the non-zero eigenvalues of H0H′0, are O(N).
Proof of Lemma 3.1.
(i) Because ΛΛ′ and Σεε are both symmetric positive definite, Ωk = (ΛΛ′ + Σεε)k is also symmet-
ric positive definite for k ∈ R, such that ϕi(Ωk) = ϕki (Ω) for i = 1, 2, . . . , N, implying tr(Ωk) =
∑Ni=1 ϕ
k
i (Ω) = O(N). Also, Γi,j = λje′i + eiλ′j is symmetric, where tr(Γ2i,j) = 2λ2i,j + 2∑Ni=1 λ2i,j =
O(N). Using these results, the result (A6), and the Cauchy-Schwarz trace-inequality, we have that,
as T → ∞, for i, l = 1, 2, . . . , N and j, q = 1, 2, . . . , r,
J˜λi,jλl,q
N2T
=
T∗
2N2T
tr
(
Γ˜i,jS−100 Γ˜l,qS
−1
00
) p→ 1
2N2
tr
(
Γi,jΩ
−1Γl,qΩ−1
)
≤ 1
2N2
||Γi,jΩ−1|| · ||Γl,qΩ−1||
≤ 1
2N2
||Γi,j|| · ||Γl,q|| · ||Ω−1|| · ||Ω−1||
=
1
2N2
tr
(
Γ2l,q
)
tr
(
Ω−2
)
= O(1).
(ii) If we let Ω−1Γi,jΩ−1 = [ai,l ]N×N , then, using the result (A7), we have that, for i, l = 1, 2, . . . , N
and j = 1, 2, . . . , r, as T → ∞,
J˜λi,jσ2ε,l
T
=
T∗
2T
tr
(
Γ˜i,jS−101 ele
′
lS
−1
01
) p→ 1
2
e′lΩ
−1Γi,jΩ−1el =
1
2
al,l = O(1).
(iii) Let σmax = max [dg(Σεε)] = O(1). Because Σεε is diagonal and, from (i), tr(Ωk) and tr(Γ2i,j) are
both O(N), we have that, using the result (A8), for i = 1, 2, . . . , N and j = 1, 2, . . . , r, as T → ∞,∣∣∣∣∣ J˜λi,jρN3/2T
∣∣∣∣∣ = T∗4N3/2T tr(Γ˜i,jS−101 Σ˜εεS−101 ) p→ 14N3/2 tr(Γi,jΩ−1ΣεεΩ−1) ,
≤ 1
4N3/2
||Γi,j|| · ||Ω−1Σ1/2εε || · ||Σ1/2εε Ω−1||
=
1
4N3/2
√
tr
(
Γ2i,j
)
tr
(
Ω−1ΣεεΩ−1
)
≤ σmax
4N3/2
√
tr
(
Γ2i,j
)
tr
(
Ω−2
)
= O(1).
(iv) If we let Ω−1 = [bi,l ]N×N , then, using the result (A4), we have that, for i = 1, 2, . . . , N, as T → ∞,
J˜σ2ε,iσ2ε,l
T
=
T∗
2T
tr
(
e′iS
−1
01 eie
′
lS
−1
01 el
) p→ 1
2
e′iΩ
−1eie′lΩ
−1el =
1
2
bi,i × bl,l = O(1).
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(v) If we let Ω−1ΣεεΩ−1 = [ci,l ]N×N , then, using the result (A5), we have that, for i = 1, 2, . . . , N, as
T → ∞,
J˜ρσ2ε,i
T
= −T
∗
4T
tr
(
Σ˜εεS−101 eie
′
iS
−1
01
) p→ −1
4
e′iΩ
−1ΣεεΩ−1ei = −14 ci,i = O(1).
(vi) Let H = Σ−1/2εε Λ, and let HH′ have eigenvalues ηi = ϕi (HH′) for i = 1, 2, . . . , N, where from
Lemma A1, ηi = O(N) for i = 1, 2, . . . , r, and ηi = 0 for i = r + 1, . . . , N. We then have that
ΣεεΩ
−1 s∼ Σ−1/2εε ΣεεΩ−1Σ1/2εε = Σ1/2εε Ω−1Σ1/2εε = (HH′ + IN)−1, which is symmetric positive definite.
Thus ΣεεΩ−1 is positive definite, but not symmetric. It follows that ϕi
(
ΣεεΩ
−1) = (ηi + 1)−1, and
that for all k ∈ R,
tr
[(
ΣεεΩ
−1
)k]
=∑Ni=1 ϕki
(
ΣεεΩ
−1
)
=
N
∑
i=1
(ηi + 1)−k = O(N).
Hence, using (A3),
J˜ρρ
NT2
=
T∗2
8NT2
tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
) p→ 1
8N
tr
[(
ΣεεΩ
−1
)2]
= O(1), as T → ∞,
which completes the proof of Lemma 3.1
Proof of Theorem 3.1. Rewrite the statistic (16) as
ϑ =
tr
(
Σ˜εεS−101
)
− 2 tr
(
Σ˜εεS−101
1
T∗ S0S
−1
01
)
+ tr
(
Σ˜εεS−101
1
T∗ S00S
−1
01
)
√
2 tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
) . (A9)
From the proof of Lemma 3.1 (vi) we have that ϕi
(
ΣεεΩ
−1) = (ηi + 1)−1, where ηi = ϕi(Σ−1εε ΛΛ′).
Thus, because Σ˜εε
p→ Σεε, S−101
p→ Ω−1, and from (8), 1T∗ S0
p→ Ω, for the first two parts in the
numerator of (A9) we have that tr(Σ˜εεS−101 )
p→ tr (ΣεεΩ−1) = ∑Ni=1 1ηi+1 and 2 tr(Σ˜εεS−101 1T∗ S0S−101 ) p→
2 tr
(
ΣεεΩ
−1) = 2∑Ni=1 1ηi+1 . For the third part, note that the eigenvalues of ΣεεΩ−1 are also the
eigenvalues of the similar matrix Ω−1/2ΣεεΩ−1Ω1/2 = Ω−1/2ΣεεΩ−1/2. Let Ω−1/2ΣεεΩ−1/2 have
spectral decomposition BAB′, where A = diag((η1 + 1)−1, (η2 + 1)−1, . . . , (ηN + 1)−1). Using this
and the CLT from (9) in Section 2 we have that
tr
[
Σ˜εεS−1/201 S
−1/2
01
1√
T∗
(
T
∑
t=2
yt
)
1√
T∗
(
T
∑
t=2
yt
)′
S−1/201 S
−1/2
01
]
d→ tr
(
ΣεεΩ
−1/2ZZ′Ω−1/2
)
= Z′BAB′Z
∼ Z′AZ =
N
∑
i=1
1
ηi + 1
Z2i ,
where we have used that W = B′Z is an orthogonal transformation, implying W ∼ Z.
Finally, for the denominator of (A9) we have that, using the continuous mapping theorem,√
2 tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
) p→ √2 tr (ΣεεΩ−1ΣεεΩ−1) =
√
2∑Ni=1
(
1
ηi + 1
)2
.
Put together, using Slutsky’s theorem, (17) follows. Note finally that ηi = ϕi(Σ−1εε ΛΛ′), where
Σ−1εε ΛΛ′
s∼ Σ−1/2εε ΛΛ′Σ−1/2εε , such that from Lemma A1, ηi = ϕi(Λ′Σ−1εε Λ) for i = 1, 2, . . . , r, and
ηi = 0 for i = r + 1, r + 2, . . . , N. This completes the proof of Theorem 3.1.
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Proof of Theorem 3.2. Relaxing Misspecification 1, but retaining Assumptions 2.1-2.6, the contem-
poraneous covariances are, under the null hypothesis,
Σyy = Var(yt) = Λ0Λ′0 + Σεε ≡ Ω0,
where Λ0 = ΛΣ1/2gg with Σgg > 0 from Assumption 2.1 (ii). As shown by Bai and Li (2012b), the
MLEs in the exact factor model are consistent for Λ0 and Σεε, such that S01 = Λ˜0Λ˜′0 + Σ˜εε
p→ Ω0 as
T → ∞. Also, because yt ∼ I(0), yt has an MA representation by the Wold decomposition theorem,
from which it follows that 1T∗ S0 =
1
T∗ ∑
T
t=2 yty
′
t
p→ E(yty′t) = Ω0.
Consider again the decomposition (A9). For the first two parts in the numerator we have that,
as T → ∞, tr(Σ˜εεS−101 )
p→ tr(ΣεεΩ−10 ) and tr(Σ˜εεS−101 1T∗ S0S−101 )
p→ tr(ΣεεΩ−10 ) where ΣεεΩ−10
s∼
Σ1/2εε Ω
−1
0 Σ
1/2
εε = (H0H′0 + IN)
−1, with H0 = Σ−1/2εε Λ0. Let η0,i = ϕi (H0H′0), where from Lemma
A1, η0,i = O(N) for i = 1, 2, . . . , r, and η0,i = 0 for i = r + 1, . . . , N. Thus, for all k ∈ R,
wk0,i =
{
(1+ η0,i)−1 = O(N−k) for i = 1, 2, . . . , r
1 for i = r + 1, . . . , N
, (A10)
such that
tr
(
ΣεεΩ
−1
0
)k
=∑Ni=1 wk0,i = O(N). (A11)
Further, we have that ∑Tt=2 yt = ∑
T
t=2 ∆xt = xT − x1 = Λ(fT − f1) + (uT − u1). Or if we index from
t = 1 (in differences), then we have that ∑Tt=1 yt = xT − x0 = Λ(fT − f0) + (uT − u0), where by
Assumption 2.5, f0 and u0 come from some stationary distributions, which only matters under the
alternative, and under the null they could be Op(1). Regardless of where the index starts, for the
third part in the numerator of (A9) we have, under the null hypothesis as T → ∞, that
1
T∗ S00 =
(
∑Tt=2 yt
)
√
T∗
(
∑Tt=2 yt
)′
√
T∗
=
ΛfTf′TΛ′
T∗ +
uTu′T
T∗ +
ΛfTu′T
T∗ +
uTf′TΛ′
T∗ + op(1)
d→ ΛΓ1/2gg Z1Z′1Γ1/2gg Λ′ + Σ1/2εε Z2Z′2Σ1/2εε +ΛΓ1/2gg Z1Z′2Σ1/2εε + Σ1/2εε Z2Z′1ΛΓ1/2gg
= I1 + I2 + I3 + I4,
where Z1 ∼ N (0, Ir) and Z2 ∼ N (0, IN) are independent, Γgg (r × r) is the long run covariance
matrix of gt = ∆ft, I1, I2, I3, I4 have obvious definitions and the op(1) term is due to the initial
values.5 We then have that, as T → ∞,
tr
(
Σ˜εεS−101
S00
T∗ S
−1
01
)
d→ tr
[
ΣεεΩ
−1
0 (I1 + I2 + I3 + I4)Ω−10
]
,
where
(i) tr
(
ΣεεΩ
−1
0 I1Ω−10
)
= Op(N−1),
(ii) tr
(
ΣεεΩ
−1
0 I2Ω−10
)
= Op(N),
(iii) tr
(
ΣεεΩ
−1
0 I3Ω−10
)
= tr
(
ΣεεΩ
−1
0 I4Ω−10
)
= Op(1).
5Using the central limit theorem for stationary dependent processes (see e.g. Lu¨tkepohl, 2007, p. 691, Propo-
sition C.13(3)) we have that 1√
T∗ ∑∆ft =
1√
T∗
fT + op(1)
d→ Γ1/2gg Z1. Also, because uT = ∑Tt=2 εt, where
εt = (ε1,t, ε2,t, . . . , εN,t)′ is iid, we have by the central limit theorem that 1√T∗ ∑∆ut =
1√
T∗
uT + op(1)
d→ Σ1/2εε Z2.
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Proof of (i): Let tr(ΣεεΩ−10 I1Ω−10 ) = Z′1M1Z1, where M1 = Γ1/2gg Λ′Ω−10 ΣεεΩ−10 ΛΓ1/2gg , which is positive
semi-definite, because it is quadratic around Σεε > 0. Similarly, Λ′Ω−10 ΣεεΩ
−1
0 Λ ≥ 0. We now show
that the non-negative eigenvalues of M1 are bounded by showing that the trace of M1 (r × r) is
bounded:
tr(M1) = tr(Λ′Ω−10 ΣεεΩ
−1
0 ΛΓgg) ≤ ||ΛΛ′Ω−10 ΣεεΩ−10 || · ||Γgg||
≤ tr(ΛΛ′Ω−10 ΣεεΩ−10 )||Γgg||
= tr
{[(
ΛΛ′ + Σεε
)− Σεε]Ω−10 ΣεεΩ−10 } ||Γgg||
= tr
[(
ΣεεΩ
−1
0
)
− tr
(
ΣεεΩ
−1
0 ΣεεΩ
−1
0
)]
||Γgg||,
where ||Γgg|| < ∞ (r is fixed). Using (A10-A11) we have that tr(ΣεεΩ−10 ) − tr(ΣεεΩ−10 ΣεεΩ−10 ) =
∑Ni=1 w0,i − ∑Ni=1 w20,i = N − r + ∑ri=1 w0,i − (N − r + ∑ri=1 w20,i) = Op(N−1), because ∑ri=1 w0,i =
Op(N−1) and ∑ri=1 w20,i = Op(N−2), implying maxj ϕj(M1) = Op(N−1) for j = 1, 2, . . . , r. Thus,
because χ21,j = Op(1) for any j,
Z′1M1Z1 =
r
∑
j=1
ϕj(M1)χ21,j = Op(N−1).
Proof of (ii): Let tr(ΣεεΩ−10 I2Ω−10 ) = Z′2M2Z2, where M2 = Σ1/2εε Ω−10 ΣεεΩ−10 Σ1/2εε is N × N. Because
M2
s∼ Ω−10 ΣεεΩ−10 Σεε, we have that, using (A10),
Z′2M2Z2 =
N
∑
i=1
w20,iχ
2
i,1 =
N
∑
i=r+1
w20,iχ
2
i,1 +Op(N−2) = Op(N),
since for i = r + 1, r + 2, . . . , N, w0,i = 1, and for any i, χ21,i = Op(1).
Proof of (iii): It is readily verified that tr(ΣεεΩ−10 I3Ω−10 ) = tr
(
ΣεεΩ
−1
0 I4Ω−10
)
, where
tr
(
ΣεεΩ
−1
0 I3Ω−10
)
= tr
(
Σ1/2εε Ω
−1
0 ΛΓ
1/2
gg Z1Z
′
2Σ
1/2
εε Ω
−1
0 Σ
1/2
εε
)
≤ ||Σ1/2εε Ω−10 ΛΓ1/2gg Z1|| · ||Z′2Σ1/2εε Ω−10 Σ1/2εε ||
=
√
tr
(
Σ1/2εε Ω
−1
0 ΛΓ
1/2
gg Z1Z′1Γ
1/2
gg Λ
′Ω−10 Σ
1/2
εε
)
×
√
tr
(
Σ1/2εε Ω
−1
0 Σ
1/2
εε Z2Z′2Σ
1/2
εε Ω
−1
0 Σ
1/2
εε
)
=
√
Z′1M1Z1 ·
√
Z′2M2Z2 = Op(N−1/2) · Op(N1/2) = Op(1).
Lastly, for the denominator of (A9) we have that, using (A11),√
2 tr
(
Σ˜εεS−101 Σ˜εεS
−1
01
) p→ √2 tr(ΣεεΩ−10 ΣεεΩ−10 ) = Op(N1/2).
Put together, we have that, as T → ∞,
ϑ
d→
tr
(
ΣεεΩ
−1
0 I2Ω−10
)
− tr
(
ΣεεΩ
−1
0
)
√
2 tr
(
ΣεεΩ
−1
0 ΣεεΩ
−1
0
) +Op(N−1/2),
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where, using (A10),
tr
(
ΣεεΩ
−1
0 I2Ω−10
)
− tr
(
ΣεεΩ
−1
0
)
√
2 tr
(
ΣεεΩ
−1
0 ΣεεΩ
−1
0
) = ∑Ni=1 w20,iZ2i −∑Ni=1 w0,i√
2∑Ni=1 w
2
0,i
∼ A1A2 +A3,
with
A1 =∑Ni=r+1 χ21,i − (N − r) = χ2(N−r) − (N − r),
A2 =
√
2∑Ni=1 w20,i =
√
2∑Ni=r+1 w20,i +Op(N−2) =
√
2(N − r) +Op(N−2),
A3 =
∑ri=1 w
2
0,iχ
2
1,i −∑ri=1 w0,i√
2∑Ni=1 w
2
0,i
= Op(N−3/2).
Because A1/A2 d→ N (0, 1) as N → ∞ by the central limit theorem, Theorem 3.2 follows.
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