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SUMMARY
Estimating eigenvectors and low-dimensional subspaces is of central importance for numerous prob-
lems in statistics, computer science, and applied mathematics. This paper characterizes the behavior of
perturbed eigenvectors for a range of signal-plus-noise matrix models encountered in both statistical and
random matrix theoretic settings. We prove both first-order approximation results (i.e. sharp deviations)
as well as second-order distributional limit theory (i.e. fluctuations). The concise methodology considered
in this paper synthesizes tools rooted in two core concepts, namely (i) deterministic decompositions of
matrix perturbations and (ii) probabilistic matrix concentration phenomena. We illustrate our theoretical
results via simulation examples involving stochastic block model random graphs.
Some key words: Random matrix; Signal-plus-noise; Eigenvector perturbation; Principal component analysis; Asymp-
totic normality.
1. INTRODUCTION
This paper considers the setting where M and E are large n× n symmetric real-valued matrices with
Mˆ = M + E representing an additive perturbation of M by E. For n× r matrices U and Uˆ whose
columns are orthonormal eigenvectors corresponding to the r  n leading eigenvalues of M and Mˆ ,
respectively, we ask:
Question 1. How entrywise close are the matrices of eigenvectors U and Uˆ? 
Under quite general structural assumptions on U , M , and E, our main results address Question 1 both at
the level of first-order deviations and at the level of second-order fluctuations. Theorems 2 and 3 quantify
the entrywise closeness of Uˆ to U modulo a necessary orthogonal transformation W which will subse-
quently be made precise. Theorem 4 states a multivariate distributional limit result for the rows of the
matrix Uˆ − UW .
Numerous problems in statistics consider the eigenstructure of large symmetric matrices. Prominent ex-
amples of such problems include (spike) population and covariance matrix estimation (Silverstein, 1984,
1989; Johnstone, 2001; Yu et al., 2014) as well as principal component analysis (Jolliffe, 1986; Nadler,
2008; Paul, 2007), problems which have received additional attention and windfall as a result of advances
in random matrix theory (Bai and Silverstein, 2010; Benaych-Georges and Nadakuditi, 2011; Paul and
Aue, 2014). Within the study of networks, the problem of community detection and success of spectral
clustering methodologies have also led to widespread interest in understanding spectral perturbations of
large matrices, in particular graph Laplacian and adjacency matrices (Rohe et al., 2011; Lei and Rinaldo,
2015; Sarkar and Bickel, 2015; Le et al., 2017; Tang and Priebe, 2018). Towards these ends, recent on-
going and concurrent efforts in the statistics, computer science, and mathematics communities have been
devoted to obtaining precise entrywise bounds on eigenvector perturbations (Fan et al., 2018; Cape et al.,
2018; Eldridge et al., 2018). See also Mao et al. (2017), Abbe et al. (2017), and Tang et al. (2017).
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This paper distinguishes itself from the literature by presenting both deviation and fluctuation results
within a concise yet flexible signal-plus-noise matrix model framework amenable to statistical applica-
tions. We extend the machinery and perturbation considerations introduced in Cape et al. (2018) in order
to obtain strong first-order bounds. We then demonstrate how careful analysis within a unified framework
leads to second-order multivariate distributional limit theory. Our characterization of eigenvector pertur-
bations relies upon a matrix perturbation series expansion together with an approximate commutativity
argument for certain matrix products.
The results in this paper apply to principal component analysis in spike matrix models, including those
of the form Y = λuu> + n−1/2E where u ∈ Rn denotes a spike (signal) unit vector and E ∈ Rn×n
denotes a random symmetric (noise) matrix. We consider the super-critical regime, λ > 1, for which it is
known, for example, that the leading eigenvector uˆ of Y has non-trivial correlation with uwhenE is drawn
from the Gaussian orthogonal ensemble, namely |〈uˆ, u〉|2 → 1− 1/λ2 almost surely (Benaych-Georges
and Nadakuditi, 2011). This paper obtains stronger local results for spike estimation in the presence of
sufficient eigenvector delocalization and provided the signal in λ  1 is sufficiently informative with
respect to E. Loosely speaking, we establish that ‖uˆ− u‖∞ ≤ C(log n)cλ−1‖u‖∞ with high probability
for some positive constants C and c, and we prove that n(uˆi − ui) is asymptotically normally distributed.
Our results hold more generally for r-dimensional spike models exhibiting eigenvalue multiplicity and for
E exhibiting a heterogeneous variance profile.
2. PRELIMINARIES
For n× r real matrices with orthonormal columns, denoted by Uˆ , U ∈ On,r, the columns of Uˆ and
U each form orthonormal bases for r-dimensional subspaces of Rn. The distance between subspaces
is commonly defined via the notion of canonical angles and the C(osine)-S(ine) matrix decomposition
which crucially involve the singular values of the matrix U>Uˆ . Specifically, by writing the singular values
of U>Uˆ as σ1 ≥ σ2 ≥ · · · ≥ σr, the r × r diagonal matrix of canonical angles is defined on the main
diagonal as Θ(Uˆ , U)ii = arccos(σi) for i ∈ [r] = {1, 2, . . . , r} (Bhatia, 1997, Section 7.1).
One frequently encounters the entrywise-defined matrix sin Θ(Uˆ , U) ∈ Rr×r since for the commonly
considered spectral and Frobenius matrix norms, small values of ‖ sin Θ(Uˆ , U)‖η indicate small angular
separation (distance) between the subspaces corresponding to Uˆ and U . Importantly, the canonical angle
notion of distance between r-dimensional subspaces takes into account basis alignment in the form of
right-multiplication by an r × r orthogonal matrix W ∈ Or,r ≡ Or, and each choice of norm η ∈ {·,F}
satisfies (Cai and Zhang, 2018, Lemma 1)
‖ sin Θ(Uˆ , U)‖η ≤ inf
W∈Or
‖Uˆ − UW‖η ≤
√
2‖ sin Θ(Uˆ , U)‖η.
In this paper, we focus on matrices of the form
Uˆ − UW ∈ Rn×r, (1)
but we instead consider the two-to-infinity matrix norm which is defined via the `2 and `∞ vector norms
for any matrix T as ‖T‖2→∞ = sup‖x‖=1‖Tx‖∞. The quantity ‖T‖2→∞ has the convenient interpre-
tation of being the maximum Euclidean norm of the rows of T and therefore affords the advantage of
being invariant with respect to right-multiplication by orthogonal matrices. Our subsequent analysis will
be shown to be particularly meaningful when U exhibits low/bounded coherence (Cande`s and Recht,
2009), i.e. when U is suitably delocalized (Rudelson and Vershynin, 2015), in the sense that ‖U‖2→∞
decays sufficiently quickly in n.
For tall, thin matrices T ∈ Rn×r with n r, such as Uˆ − UW , standard norm relations reveal that
‖T‖max = maxi,j |Tij | and ‖T‖2→∞ differ by at most a factor depending on r. The same well-known
relationship holds for the spectral and Frobenius norms, ‖T‖ and ‖T‖F, since necessarily rank(T ) ≤ r. In
contrast, ‖T‖2→∞ may in certain cases be much smaller than ‖T‖ by a factor depending on n, summarized
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as
‖T‖max r ‖T‖2→∞
n ‖T‖ r ‖T‖F.
Taken together, these properties suggest the appropriateness of the two-to-infinity norm when viewing
the rows of T as a point cloud of residuals in low-dimensional Euclidean space. We refer the reader to
Cape et al. (2018) for a more general discussion of the two-to-infinity norm and for more on statistical ap-
plications, including community detection and principal subspace estimation which are of interest here. In
the current paper, additional model assumptions and more refined technical analysis yield much stronger
results for these applications.
3. MAIN RESULTS
3·1. Setting
Let M ≡Mn ∈ Rn×n be a symmetric matrix with block spectral decomposition given by
M ≡ [U |U⊥][Λ⊕ Λ⊥][U |U⊥]> = UΛU> + U⊥Λ⊥U>⊥ , (2)
where the diagonal matrix Λ ∈ Rr×r contains the r largest-in-magnitude nonzero eigenvalues of M with
|Λ11| ≥ · · · ≥ |Λrr| > 0, and where U ∈ On,r is an n× r matrix whose orthonormal columns are the
corresponding eigenvectors ofM . The diagonal matrix Λ⊥ ∈ R(n−r)×(n−r) contains the remaining n− r
eigenvalues ofM with the associated matrix of orthonormal eigenvectors U⊥ ∈ On,(n−r). Let E ∈ Rn×n
be a symmetric matrix, and write the perturbation of M by E as Mˆ ≡M + E = Uˆ ΛˆUˆ> + Uˆ⊥Λˆ⊥Uˆ>⊥ .
Assumption 1. Let ρn denote a possibly n-dependent scaling parameter such that (0, 1] 3 ρn → cρ ∈
[0, 1] as n→∞, with nρn ≥ c1(log n)c2 for some constants c1, c2 ≥ 1.
Assumption 2. There exist constants C, c > 0 such that for all n ≥ n0(C, c), |Λrr| ≥ c(nρn) and
|Λ11||Λrr|−1 ≤ C, while Λ⊥ ≡ 0.
Assumption 3. There exist constants C, c > 0 such that ‖E‖ ≤ C(nρn)1/2 with probability at least
1− n−c for all n ≥ n0(C, c), written succinctly as ‖E‖ = OP{(nρn)1/2}.
Assumption 1 introduces a sparsity scaling factor ρn for added flexibility. This paper considers the
large-n regime and often suppresses the dependence of (sequences of) matrices on n for notational con-
venience.
Assumption 2 specifies the magnitude of the leading eigenvalues corresponding to the leading eigen-
vectors of interest. For simplicity and specificity, all leading eigenvalues are taken to be of the same
prescribed order, and the remaining eigenvalues are assumed to vanish. Remark 2 briefly addresses the
situation when the leading eigenvalues differ in order of magnitude, when Λ⊥ 6= 0, and when the (spike)
dimension r is unknown.
Assumption 3 specifies that the random matrix E is concentrated in spectral norm in the classical prob-
abilistic sense. Such concentration holds widely for random matrix models where E is centered, in which
case Mˆ has low rank expectation equal toM . The advantage of Assumption 3 when coupled with Assump-
tion 2 is that, together with an application of Weyl’s inequality (Bhatia, 1997, Corollary 3.2.6), the implicit
signal-to-noise ratio terms behave as ‖E‖|Λrr|−1, ‖E‖|Λˆrr|−1 = OP{(nρn)−1/2}. It is straightforward
to adapt our analysis and results under less explicit assumptions, albeit at the expense of succinctness and
clarity.
Below, Assumption 4 specifies an additional probabilistic concentration requirement that arises in con-
junction with the model flexibility introduced via the sparsity scaling factor ρn in Assumption 1. The
notation d·e is used to denote the ceiling function.
Assumption 4. There exist constants CE , ν > 0, ξ > 1 such that for all 1 ≤ k ≤ k(n) =
dlog n/ log(nρn)e, for each standard basis vector ei, and for each column vector u of U ,
|〈Eku, ei〉| ≤ (CEnρn)k/2(log n)kξ‖u‖∞ (3)
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with probability at least 1− exp{−ν(log n)ξ} provided n ≥ n0(CE , ν, ξ).
Assumption 4 states a higher-order concentration estimate that reflects behavior exhibited by a broad
class of random symmetric matrices including Wigner matrices whose entries exhibit subexponential de-
cay and nonidentical variances (Erdo˝s et al., 2013, modification of Lemma 7.10; Remark 2.4); see also
Mao et al. (2017). For example, using our notation, the proof of Lemma 7.10 in Erdo˝s et al. (2013) estab-
lishes that |〈(CEnρn)−k/2Eke, ei〉| ≤ (log n)kξ with high probability, where e is the vector of all ones
and the symmetric matrix E has independent mean zero entries with bounded variances. Taking a union
bound collectively over 1 ≤ k ≤ k(n), the standard basis vectors in Rn, and the columns of U , yields an
event that holds with probability at least 1− n−c for some constant c > 0 for sufficiently large n.
The function k(n) is fundamentally model-dependent through its connection with the sparsity factor
ρn and satisfies (nρn)−k(n)/2 ≤ n−1/2 for n sufficiently large. In the case when ρn ≡ 1, then k(n) ≡
1, and the behavior reflected in Eq. (3) reduces to commonly-encountered Bernstein-type probabilistic
concentration. In contrast, when ρn → 0 and, for example, (nρn) = n for some  ∈ (0, 1), then k(n) ≡
−1. If instead (nρn) = (log n)c2 for some c2 ≥ 1, then k(n) = dlog n/(c2 log log n)e. We remark that
all regimes in which ρn → cρ > 0 functionally correspond to the regime where ρn ≡ 1 by appropriate
rescaling.
3·2. First-order approximation (deviations)
Under Assumptions 2 and 3, spectral norm analysis via the Davis-Kahan sin Θ theorem (Bhatia, 1997,
Section 7.3) yields that for large n there exists W ≡Wn ∈ Or such that
‖Uˆ − UW‖ = OP
{
(nρn)
−1/2
}
. (4)
Equation (4) provides a coarse benchmark bound for the quantity ‖Uˆ − UW‖2→∞ (since ‖ · ‖2→∞ ≤
‖ · ‖), a quantity which is shown below to at times be much smaller.
THEOREM 2. Suppose that Assumptions 1–4 hold and that nρn = ω{(log n)2ξ} with r1/2 ≤ (log n)ξ.
Then there exists W ≡Wn ∈ Or such that
‖Uˆ − UW‖2→∞ = OP
[
(nρn)
−1/2 ×min
{
r1/2(log n)ξ‖U‖2→∞, 1
}]
. (5)
The bound obtained by two-to-infinity norm methods in Eq. (5) is demonstrably superior to the bound
implied by Eq. (4) when r1/2(log n)ξ‖U‖2→∞ → 0 as n→∞, namely when ‖U‖2→∞ → 0 sufficiently
quickly. Such behavior arises both in theory and in applications, including under the guise of eigenvec-
tor delocalization (Rudelson and Vershynin, 2015; Erdo˝s et al., 2013) and of subspace basis coherence
(Cande`s and Recht, 2009).
The proof of Theorem 2 first proceeds by way of refined deterministic matrix decompositions and then
subsequently leverages the aforementioned probabilistic concentration assumptions. Our proof framework
further permits second-order analysis, culminating in Theorem 4 in Section 3·3. In the process of proving
Theorem 4 we also prove Theorem 3, an extension and refinement of Theorem 2. Proof details are provided
in the Supplementary Material.
THEOREM 3. Suppose that Assumptions 1–4 hold and that Eq. (3) holds for k up to k(n) + 1. Suppose
nρn = ω{(log n)2ξ} and r1/2 ≤ (log n)ξ. Then there exists W ≡Wn ∈ Or such that
Uˆ − UW = EUΛ−1W +R (6)
for some matrix R ∈ Rn×r satisfying
‖R‖2→∞ = OP
[
(nρn)
−1 × r × max{(log n)2ξ, ‖U>EU‖+ 1}× ‖U‖2→∞] .
Moreover,
‖EUΛ−1W‖2→∞ = OP
{
(nρn)
−1/2 × r1/2(log n)ξ‖U‖2→∞
}
.
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Theorem 3 provides a collective eigenvector (i.e. subspace) characterization of the relationship between
the leading eigenvectors of M and Mˆ via the perturbation E, summarized as
Uˆ ≈ MˆUΛ−1W = UW + EUΛ−1W.
The unperturbed eigenvectors satisfy UW ≡MUΛ−1W , leading to the striking observation that the
eigenvector perturbation characterization is approximately linear in the perturbation E.
Remark 1. It always holds that ‖U>EU‖ ≤ ‖E‖, where “≤” can be replaced by “” upon invoking
Hoeffding-type concentration or more generally (C, c, γ)-concentration (O’Rourke et al., 2018) for suit-
able choices of E. Moreover, ‖R‖2→∞  ‖EUΛ−1W‖2→∞ holds with high probability in Theorem 3
for numerous regimes in which nρn →∞ and ‖U‖2→∞ → 0.
Remark 2. Strictly speaking, Eq. (4) holds even when the leading eigenvalues of M are not of the same
order of magnitude, for the bound is fundamentally given byC‖E‖(|Λrr| − ‖Λ⊥‖)−1. Similarly, the first-
order bounds in this paper still hold for Λ⊥ 6= 0 provided ‖Λ⊥‖ is sufficiently small, in which case naı¨ve
analysis introduces additional terms of the form ‖Λ⊥‖‖Λ−1‖‖ sin Θ(Uˆ , U)‖. In practice the exact spike
dimension may be unknown, though it can often be consistently estimated via the “elbow in the scree
plot” approach (Zhu and Ghodsi, 2006) provided ‖E‖ is sufficiently small relative to the leading nonzero
eigenvalues of M .
3·3. Second-order limit theory (fluctuations)
This section specifies additional structure on M and E for the purpose of establishing second-order
limit theory. Here, M is assumed to have strictly positive leading eigenvalues, reminiscent of a spike co-
variance or kernel population matrix setting. It is possible though more involved to obtain similar second-
order results when M is allowed to have both strictly positive and strictly negative leading eigenvalues
of the same order. Specifically, such modifications would give rise to considerations involving structured
orthogonal matrices and the indefinite orthogonal group.
Assumption 5. Suppose thatM can be written asM ≡ ρnXX> ≡ UΛU> withX = [X1| . . . |Xn]> ∈
Rn×r and (n−1X>X)→ Ξ ∈ Rr×r as n→∞ for some symmetric invertible matrix Ξ. Also
suppose that for a fixed index i, the scaled i-th row of EX , written as (nρn)−1/2(EX)i =
(nρn)
−1/2(
∑n
j=1EijXj), converges in distribution to a centered multivariate normal random vector
Yi ∈ Rr with second moment matrix Γi ∈ Rr×r.
THEOREM 4. Suppose that Assumptions 1–5 hold and that Eq. (3) holds for k up to k(n) + 1. Suppose
in addition that nρn = ω{(log n)2ξ}, r1/2 ≤ (log n)ξ, and
ρ−1/2n × r ×max
{
(log n)2ξ, ‖U>EU‖+ 1}× ‖U‖2→∞ → 0 (7)
in probability as n→∞. Let Uˆi andUi be column vectors denoting the i-th rows of Uˆ andU , respectively.
Then there exist sequences of orthogonal matrices (W ) and (WX) depending on n such that the random
vector nρ1/2n W>X (WUˆi − Ui) converges in distribution to a centered multivariate normal random vector
with covariance matrix Σi = Ξ−3/2ΓiΞ−3/2, i.e.
nρ1/2n W
>
X
(
WUˆi − Ui
)
⇒ Nr(0,Σi). (8)
Equation (7) amounts to a mild regularity condition that ensures nρ1/2n ‖R‖2→∞ → 0 in probabil-
ity for R ≡ Rn ∈ Rn×r as in Theorem 3. This condition holds, for example, when ‖U‖2→∞ =
O{(log n)c3n−1/2}, in which case the left-hand side of Eq. (7) can often be shown to behave as
OP{(log n)c4(nρn)−1/2} where (log n)c4(nρn)−1/2 → 0 as n→∞. Such bounds on ‖U‖2→∞ prov-
ably arise when the ratio (maxi‖Xi‖)/(mini‖Xi‖) is at most polylogarithmic in n.
Remark 3 (Example: matrix M with kernel-type structure). Let F be a probability distribution defined
on X ⊆ Rr, and let X1, . . . , Xn ∼ F be independent random vectors with invertible second moment
matrix Ξ ∈ Rr×r. For X = [X1| . . . |Xn]> ∈ Rn×r, let M = ρnXX> ≡ UΛU>, so for each n there
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exists an r × r orthogonal matrix WX such that ρ1/2n X = UΛ1/2WX . The strong law of large numbers
guarantees that (n−1X>X)→ Ξ almost surely as n→∞, and so M has r eigenvalues of order Θ(nρn)
asymptotically almost surely. Moreover, ‖U‖2→∞ ≤ Cn−1/2‖X‖2→∞ asymptotically almost surely for
some constant C > 0, where ‖X‖2→∞ can be suitably controlled by imposing additional assumptions,
such as taking X to be bounded or imposing moment assumptions on ‖X1‖. Conditioning on X yields a
deterministic choice of M for the purposes of Assumption 5.
Remark 4 (Example: matrix E and multivariate normality). To continue the discussion from Re-
mark 3, let all the entries of E be centered and independent up to symmetry with common variance
σ2E > 0. Then, by the classical multivariate central limit theorem, the asymptotic normality condition in
Assumption 5 holds and nρ1/2n W>X (WUˆi − Ui)⇒ Nr(0, σ2EΞ−2) by Theorem 4. There are a variety of
other regimes in which the multivariate central limit theorem can be invoked for (nρn)−1/2(
∑n
j=1EijXj)
in order to satisfy the normality condition in Assumption 5, including when the entries of E have hetero-
geneous variances. In practice, we remark that Assumption 5 is structurally milder than Assumption 4
with respect to E.
3·4. Simulations
The K-block stochastic block model (Holland et al., 1983) is a simple yet ubiquitous random graph
model in which vertices are assigned to one of K possible communities (blocks) and where the adjacency
of any two vertices is conditionally independent given the two vertices’ community memberships. For
stochastic block model graphs on n vertices, the binary symmetric adjacency matrix A ∈ {0, 1}n×n can
be viewed as an additive perturbation of a (low rank) population edge probability matrix P ∈ [0, 1]n×n,
A = P + E, where for K-block model graphs the matrix P corresponds to an appropriate dilation of
the block edge probability matrix B ∈ [0, 1]K×K . In the language of this paper, Mˆ = A and M = P . It
can be verified that versions of the aforementioned assumptions and hypotheses hold for the following
examples. Here we set ρn ≡ 1.
Consider n-vertex graphs arising from the three-block stochastic block model with equal block sizes
where the within-block and between-block Bernoulli edge probabilities are given by Bii = 0.5 for i =
1, 2, 3 and Bij = 0.3 for i 6= j, respectively. Here rank(M) = 3, and the second-largest eigenvalue of
M has multiplicity two. Figure 1 (left) plots the empirical mean and 95% empirical confidence interval
for ‖Uˆ − UW‖2→∞ computed from 100 independent simulated adjacency matrices for each value of n.
Figure 1 (left) also plots the function φ(n) = {λ−1/23 (M)}(log n)n−1/2 which for large n captures the
behavior of the leading order term in Theorem 3. This illustration does not pursue optimal constants or
logarithmic factors. Here λ3(M) = Θ(nρn) = Θ{(nρn)1/2λ} with respect to λ at the end of Section 1.
Figure 1 (right) shows a scatter plot of the (uncentered, block-conditional) scaled leading eigenvec-
tor components for an n = 200 vertex graph arising from a two-block model with 40% of the ver-
tices belonging to the first block and where the block edge probability matrix B has entries B11 = 0.5,
B12 = B21 = 0.3, and B22 = 0.3. This small-n example is complemented by additional simulation re-
sults provided in the Supplementary Material. We remark that the normalized random (row) vectors are
jointly dependent but with decaying pairwise correlations; rows within any fixed finite collection are prov-
ably asymptotically independent as n→∞.
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Fig. 1: (Left plot) First-order simulations for the three-block model with number of vertices n on the x-
axis and values of ‖Uˆ − UW‖2→∞ on the y-axis. Vertical bars depict 95% empirical confidence intervals,
and the solid line reflects Theorem 3. (Right plot) Second-order simulations for the two-block model with
n = 200 where point shape reflects the block membership of the corresponding vertices. Dashed ellipses
give the 95% level curves for the empirical distributions. Solid ellipses give the 95% level curves for the
theoretical distributions according to Theorem 4.
SUPPLEMENTARY MATERIAL
This supplementary section contains a joint proof of the theoretical results in the main paper as well as
additional simulation examples.
3·5. Proofs
Proof of Theorems 2, 3, and 4. We begin with several important observations, namely that
‖(I − UU>)Uˆ‖ = ‖ sin Θ(Uˆ , U)‖ = O (‖E‖|Λrr|−1) = OP {(nρn)−1/2} , (9)
and that there exists W ∈ Or depending on Uˆ and U such that
‖U>Uˆ −W‖ ≤ ‖ sin Θ(Uˆ , U)‖2 = OP
{
(nρn)
−1} . (10)
In particular,W can be taken to be the product of the left and right orthogonal factors in the singular value
decomposition of U>Uˆ . Additional details may be found, for example, in Cape et al. (2018).
Importantly, the relation Uˆ Λˆ = MˆUˆ = (M + E)Uˆ yields the matrix equation Uˆ Λˆ− EUˆ = MUˆ . The
spectra of Λˆ and E are disjoint from one another with high probability as a consequence of Assump-
tions 2 and 3, so it follows that Uˆ can be written as the matrix series (Bhatia, 1997, Section 7.2)
Uˆ =
∞∑
k=0
EkMUˆ Λˆ−(k+1) =
∞∑
k=0
EkUΛU>Uˆ Λˆ−(k+1), (11)
where the second equality holds since rank(M) = r.
For any choice of W ∈ Or, the matrix Uˆ − UW can be decomposed as
Uˆ − UW = EUˆ Λˆ−1 + UΛ(U>Uˆ Λˆ−1 − Λ−1U>Uˆ) + U(U>Uˆ −W )
= EUˆ Λˆ−1 +R(1) +R(2)W .
For R(2)W = U(U
>Uˆ −W ), it follows that for W satisfying Eq. (10), then
‖R(2)W ‖2→∞ ≤ ‖U>Uˆ −W‖‖U‖2→∞ = OP
{
(nρn)
−1‖U‖2→∞
}
.
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For R(1) = UΛR(3) where R(3) = (U>Uˆ Λˆ−1 − Λ−1U>Uˆ) ∈ Rr×r, the entries of R(3) satisfy
R
(3)
ij = 〈ui, uˆj〉
{
(Λˆjj)
−1 − (Λii)−1
}
= 〈ui, uˆj〉(Λii − Λˆjj)(Λii)−1(Λˆjj)−1.
Define the matrix H1 ∈ Rr×r entrywise according to (H1)ij = (Λii)−1(Λˆjj)−1. Then, with ◦ denoting
the Hadamard matrix product,
R(3) = −H1 ◦ (U>Uˆ Λˆ− ΛU>Uˆ).
The rightmost matrix factor can be expanded as
(U>Uˆ Λˆ− ΛU>Uˆ) = U>EUˆ = U>EUU>Uˆ + U>E(I − UU>)Uˆ ,
and is therefore bounded in spectral norm using Eq. (9) in the manner
‖U>Uˆ Λˆ− ΛU>Uˆ‖ ≤ ‖U>EU‖+OP(1).
Combining the above observations together with properties of matrix norms yields the following two-to-
infinity norm bound on R(1).
‖R(1)‖2→∞ = ‖UΛR(3)‖2→∞ ≤ r‖U‖2→∞‖Λ‖‖H1‖max‖U>Uˆ Λˆ− ΛU>Uˆ‖
= OP
{
r(nρn)
−1(‖U>EU‖+ 1)‖U‖2→∞
}
Assumptions 2 and 3 with an application of Weyl’s inequality (Bhatia, 1997, Corollary 3.2.6) guarantee
that there exist constants C1, C2 > 0 such that ‖E‖ ≤ C1(nρn)1/2 and ‖Λˆ−1‖ ≤ C2(nρn)−1 with high
probability for n sufficiently large. Therefore, by applying the earlier matrix series expansion,
‖EUˆ Λˆ−1‖2→∞ =
∥∥∥∥∥
∞∑
k=1
EkUΛU>Uˆ Λˆ−(k+1)
∥∥∥∥∥
2→∞
≤
k(n)∑
k=1
‖EkU‖2→∞‖Λ‖‖Λˆ−1‖k+1 +
∞∑
k=k(n)+1
‖E‖k‖Λ‖‖Λˆ−1‖k+1
= OP
{
r1/2(nρn)
−1/2(log n)ξ‖U‖2→∞ + (nρn)−1/2‖U‖2→∞
}
,
where we have used the fact that nρn = ω{(log n)2ξ}, (nρn)−k(n)/2 ≤ n−1/2 ≤ ‖U‖2→∞ for n suffi-
ciently large, and that by Assumption 4, for each k ≤ k(n), with high probability
‖EkU‖2→∞ ≤ r1/2 max
i∈[n],j∈[r]
|〈Ekuj , ei〉| ≤ r1/2(CEnρn)k/2(log n)kξ‖U‖2→∞.
Since ‖U>EU‖ ≤ ‖E‖ and r1/2 ≤ (log n)ξ with nρn = ω{(log n)2ξ}, then
‖Uˆ − UW‖2→∞ ≤ ‖EUˆ Λˆ−1‖2→∞ + ‖R(1)‖2→∞ + ‖R(2)W ‖2→∞
= OP
{
r1/2(nρn)
−1/2(log n)ξ‖U‖2→∞
}
.
This completes the proof of Theorem 2.
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Next, we further decompose the matrix EUˆ Λˆ−1 by extending the above proof techniques in order to
obtain second-order fluctuations. Using the matrix series form in Eq. (11) yields
EUˆ Λˆ−1 = EUΛU>Uˆ Λˆ−2 +
∞∑
k=2
EkUΛU>Uˆ Λˆ−(k+1)
= EUΛ−1W + EUΛ(U>Uˆ Λˆ−2 − Λ−2U>Uˆ) + EUΛ−1(U>Uˆ −W )
+
∞∑
k=2
EkUΛU>Uˆ Λˆ−(k+1)
= EUΛ−1W +R(1)2 +R
(2)
2,W +R
(∞)
2 .
The final term satisfies the bound
‖R(∞)2 ‖2→∞ = OP
{
r1/2(nρn)
−1(log n)2ξ‖U‖2→∞
}
,
which follows from Assumption 4 holding up to k(n) + 1, namely
‖R(∞)2 ‖2→∞ ≤
k(n)+1∑
k=2
‖EkU‖2→∞‖Λ‖‖Λˆ−1‖k+1 +
∞∑
k=k(n)+2
‖E‖k‖Λ‖‖Λˆ−1‖k+1
= OP
{
r1/2(nρn)
−1(log n)2ξ‖U‖2→∞ + (nρn)−1‖U‖2→∞
}
.
On the other hand, modifying the previous analysis used to bound R(2)W yields
‖R(2)2,W ‖2→∞ ≤ ‖EU‖2→∞‖Λ−1‖‖U>Uˆ −W‖ = OP
{
r1/2(nρn)
−3/2(log n)ξ‖U‖2→∞
}
.
We now bound R(1)2 = EUΛ(U
>Uˆ Λˆ−2 − Λ−2U>Uˆ) by extending the previous argument used to bound
R(1). For R(1)2 = EUΛR
(3)
2 where R
(3)
2 = (U
>Uˆ Λˆ−2 − Λ−2U>Uˆ) ∈ Rr×r, the entries of R(3)2 satisfy
R
(3)
ij = 〈ui, uˆj〉
{
(Λˆjj)
−2 − (Λii)−2
}
= 〈ui, uˆj〉(Λ2ii − Λˆ2jj)(Λii)−2(Λˆjj)−2.
Define the matrix H2 ∈ Rr×r entrywise according to (H2)ij = (Λii)−2(Λˆjj)−2. Then, with ◦ denoting
the Hadamard matrix product,
R
(3)
2 = −H2 ◦ (U>Uˆ Λˆ2 − Λ2U>Uˆ).
The rightmost matrix factor can be written as
(U>Uˆ Λˆ2 − Λ2U>Uˆ) = U>(Mˆ)2Uˆ − U>M2Uˆ = U>(ME + EM)Uˆ ,
and has spectral norm on the order of OP{(nρn)3/2}. Hence,
‖R(1)2 ‖2→∞ = ‖EUΛR(3)2 ‖2→∞ ≤ r‖EU‖2→∞‖Λ‖‖H2‖max‖U>Uˆ Λˆ2 − Λ2U>Uˆ‖
= OP
{
r3/2(nρn)
−1(log n)ξ‖U‖2→∞
}
.
For R = R(1) +R(2)W +R
(1)
2 +R
(2)
2,W +R
(∞)
2 , we have therefore shown that
Uˆ − UW = EUΛ−1W +R, (12)
where since r1/2 ≤ (log n)ξ, the residual matrix R satisfies
‖R‖2→∞ = OP
[
(nρn)
−1 × r ×max{(log n)2ξ, ‖U>EU‖+ 1}× ‖U‖2→∞] .
The leading term agrees with the order of the bound in Theorem 2, namely
‖EUΛ−1W‖2→∞ = OP
{
(nρn)
−1/2 × r1/2(log n)ξ‖U‖2→∞
}
.
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Table 1: Empirical and theoretical covariance matrices for the two-block model
n 1000 2000 ∞
Σˆ1
[
14.11 −36.08
−36.08 110.13
] [
14.94 −36.85
−36.85 108.55
] [
15.14 −38.05
−38.05 112.34
]
Σˆ2
[
11.76 −30.09
−30.09 93.07
] [
12.91 −33.04
−33.04 101.64
] [
13.12 −33.93
−33.93 103.94
]
This establishes Theorem 3 en route to proving Theorem 4, which we now proceed to finish.
Since M = ρnXX> ≡ UΛU>, there exists an orthogonal matrix WX (depending on n) such that
ρ
1/2
n X = UΛ1/2WX , hence ρnX>X = W>XΛWX . Following some algebraic manipulations, the matrix
EUΛ−1W can therefore be written as
EUΛ−1W = ρ−1n EX(X
>X)−3/2(W>XW ).
Plugging this observation into Eq. (12) and subsequent matrix multiplication together yield the relation(
UˆW>WX − UWX
)
= ρ−1n EX(X
>X)−3/2 +RW>WX .
For fixed i, let Uˆi,Ui, andRi be column vectors denoting the i-th rows of Uˆ ,U , andR, respectively. Equa-
tion (7) in the main paper implies that nρ1/2n ‖Ri‖ → 0 in probability. In addition, (n−1X>X)−3/2 →
Ξ−3/2 by Assumption 5 together with the continuous mapping theorem. The scaled i-th row of EX con-
verges in distribution to Yi ∼ Nr(0,Γi) by Assumption 5, so combining the above observations together
with Slutsky’s theorem yields that there exist sequences of orthogonal matrices (W ) and (WX) such that
nρ1/2n W
>
X
(
WUˆi − Ui
)
=
(
n−1X>X
)−3/2 {
(nρn)
−1/2(EX)i
}
+ nρ1/2n W
>
XWRi
⇒ Ξ−3/2Yi + 0.
In particular, we have the row-wise convergence in distribution
nρ1/2n W
>
X
(
WUˆi − Ui
)
⇒ Nr(0,Σi)
where Σi = Ξ−3/2ΓiΞ−3/2. This completes the proof of Theorem 4. 
3·6. Two-block stochastic block model (continued)
Consider n-vertex graphs arising from the two-block stochastic block model with 40% of the ver-
tices belonging to the first block and where the block edge probability matrix B has entries B11 = 0.5,
B12 = B21 = 0.3, and B22 = 0.3. This model corresponds to Figure 1 (right) in the main paper. Here,
Table 1 shows block-conditional sample covariance matrix estimates for the centered random vectors
nρ
1/2
n W>X (WUˆi − Ui). Also shown are the corresponding theoretical covariance matrices.
3·7. Spike matrix models
Figure 2 provides two additional examples illustrating Theorem 4 in the main paper for one and two-
dimensional spike matrix models, written in the rescaled form Mˆ = λUU> + E with ρn ≡ 1. In the left
plot, λ = n, U = n−1/2e ∈ Rn, and Eij ∼ Laplace(0, 2−1/2) independently for i ≤ j with Eij = Eji.
Here Ξ is the one-dimensional identity matrix, i.e. Ξ = I1, and (nρn)−1/2(EX)i ⇒ N1(0, 1) by the cen-
tral limit theorem, so for each fixed row i Theorem 4 yields convergence in distribution toN1(0, 1). In the
right plot, λ = n and Uij = n−1/2 for 1 ≤ i ≤ n, j = 1, 1 ≤ i ≤ n/2, j = 2 with Uij = −n−1/2 other-
wise. In addition, Eij ∼ Uniform[−1, 1] independently for i ≤ j with Eij = Eji, so Var(Eij) = 1/3.
Here (nρn)−1/2(EX)i converges in distribution to a centered multivariate normal random variable
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Fig. 2: (Left plot) One-dimensional simulation for n = 500 with empirical (dashed line) and theoretical
(solid line) eigenvector fluctuation density. (Right plot) Two-dimensional simulation for n = 500 where
the dashed ellipse gives the 95% level curve for the empirical distribution, and the solid ellipse gives the
95% level curve for the row-wise theoretical distribution.
with covariance matrix Γi = (1/3)I2 ∈ R2×2 by the multivariate central limit theorem, while the sec-
ond moment matrix for the rows Xi in Assumption 5 is simply Ξ = I2. Theorem 4 therefore yields
nρ
1/2
n W>X (WUˆi − Ui)⇒ N2(µ,Σi), where µ = (0, 0)> ∈ R2 and Σi = (1/3)I2 ∈ R2×2. Plots depict
all vectors computed from a single simulated adjacency matrix.
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