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Risk measures with markets volatility
Fei Sun, Yijun Hu
Abstract Since the risk in financial markets has become much more uncertain and
volatile than before, the usual risk measures may be limited when dealing with the risk
management. In this paper, we will study several classes of risk measures on a special space
Lp(·) where the variable exponent p(·) is no longer a given real number like the space Lp, but
a random variable, which reflects the possible volatility of the financial markets. The dual
representations for them are also provided.
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1 Introduction
In their seminal paper, Artzner et al. (1997, 1999) firstly introduced the class of coher-
ent risk measures, by proposing four basic properties to be satisfied by every sound financial
risk measure. Further, Fo¨llmer and Schied (2002), and independently, Frittelli and Rosazza
Gianin (2002) introduced the broader class, named convex risk measures, by dropping one
of the coherency axioms.
Recent years, risk measures, such as dynamic and cash sub-additive risk measures, have
attracted many attentions. Cheridito et al. (2006) indicated that risk measures can be
updated as new information is becoming available over time. Bionnadal (2008) studied the
dynamic risk measures with time consistency. El Karoui and Ravanelli (2009) studied the
cash sub-additive risk measures and its dual representation. Acciaio and Penner (2010) stud-
ied the dynamic convex risk measures in discrete time setting. Farkas et al. (2014) studied
the cash sub-additive risk measures by discussing the nume´raire.
In all the above-mentioned works on risk measures, the space of financial positions is de-
scribed by the linear space of bounded random variables, which can be regard as the space or
the subspace of Lp with p ∈ [1,∞). However, the financial markets are becoming much more
complicated that the usual risk measures may not deal with the risk management availably.
This arise the awareness of the urgent need for designing more appropriate risk measures
under a financial systems with greater uncertainty and volatility. The current volatility of
risk is reflected in the potentially conflicting views on the relationship between the struc-
ture of the financial network and the extent of financial contagion. In other words, it is the
volatility of the financial markets. Taking this into consideration, we would like to emphasize
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that our study of risk measures will not focus on the common space of financial positions,
but on a special space: the variable exponent Bochner-Lebesgue space, which is denoted by
Lp(·). Under this space, the order p(·) is no longer a fixed positive number like Lp, but a
measurable function. More concretely, the variable exponent p(·) reflects the uncertainty
and volatility of the financial markets.
The variable exponent Lebesgue spaces appeared firstly in Orlicz (1931). For more stud-
ies on variable exponent Lebesgue spaces, see Harjulehto et al. (2010), Kempka (2010),
Diening et al. (2009), Ha¨sto¨ (2009), Kempka (2009), Xu (2009), Xu (2008), Almeida et al.
(2008), Kova´cˇik and Ra´kosn´ık (1991), Musielak (1983), Nakano (1950) and the references
therein.
The main focus of this paper is to study several classes of risk measures on variable ex-
ponent Bochner-Lebesgue space Lp(·), the (K0, z)-convex, (K0, z)-dynamic and (K0, z)-cash
sub-additive risk measures. Dual representations for them are provided. Moreover, the Op-
timized Certainty Equivalent (OCE) on variable exponent Bochner-Lebesgue spaces is also
investigated. Note that, the OCE can be used to generate (K0, z)-convex risk measures.
The rest of the paper is organized as follows. In Section 2, we will briefly review the
definition and the main properties of variable exponent Bochner-Lebesgue spaces. In Sec-
tion 3, we will give the definitions and provide the dual representations of (K0, z)-coherent
and (K0, z)-convex risk measures defined on the variable exponent Bochner-Lebesgue spaces.
Section 4 is devoted to study a class of specific risk measures, the Optimized Certainty Equiv-
alent (OCE), which can be used to generate the (K0, z)-convex risk measures. In Section
5, we will give the definitions and provide the dual representations of (K0, z)-dynamic risk
measures on the variable exponent Bochner-Lebesgue spaces. Finally, in Section 6, we will
study the dual representation of (K0, z)-cash sub-additive risk measures on variable expo-
nent Bochner-Lebesgue spaces.
2 Preliminaries
In this section, we will briefly introduce the definition and the main properties of variable
exponent Bochner-Lebesgue spaces and the preliminaries.
From now on, let (Ω,F , µ) be a σ-finite complete measurable space, E be a given reflexive
Banach space with zero element θ and dual space E∗. Throughout this paper, we always
assume E∗ is partially ordered by a given cone K, E is partially ordered by K0 where
K0 := {f ∈ E : 〈X, f〉 ≥ 0 for any X ∈ K} is the positive dual cone of K.
Remark 2.1. The partial order relation ≥K0 is defined as follows, for any X, Y ∈ E,
X ≥K0 Y ⇔ X − Y ∈ K0.
Remark 2.2. The cone K is consisted of the ‘admissible’ price functionals. On the other
hand, the cone K is also introduced to play the role of the solvency set of financial positions
which denotes the way that a set of investors jointly interprets the common notion of the
cost of financial positions.
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We suppose that the numeraire asset z is some interior point of K0. The asset z is actu-
ally either a ‘reference cash stream’ according to Stoica (2006), or a ‘relatively secure cash
stream’ according to Jaschke and Ku¨chler (2001).
The Banach space valued Bochner-Lebesgue spaces with variable exponent were first
introduced by Cheng and Xu (2013). Now, we will recall the definition and the related
properties of this special space. We denote by S(Ω, µ) the set of all F -measurable functions
p(·) : Ω → [1,∞], which are called variable exponent on Ω. For a function p(·) ∈ S(Ω, µ),
we define p
′
(·) ∈ S(Ω, µ) by 1/p(y) + 1/p
′
(y) = 1.
The following definitions come from Cheng and Xu (2013).
Definition 2.1. A function f : Ω→ E is strongly F -measurable if there exists a sequence
{fn}n≥1 of µ-simple functions converging to f µ-almost everywhere.
Definition 2.2. The Bochner-Lebesgue space with variable exponent, which is denoted by
Lp(·)(Ω, E), is the collection of all strongly F -measurable functions f : Ω→ E endowed with
the norm
‖f‖Lp(·)(Ω,E) := inf{λ > 0, ρp(·)(f/λ) ≤ 1}
where
ρp(·)(f) :=
∫
Ω
‖f(y)‖p(y)dµ(y) and p(·) ∈ S(Ω, µ).
Remark 2.3. The variable exponent Bochner-Lebesgue space Lp(·)(Ω, E) was consisted of
vector-valued measurable functions, which take values in a given Banach space E. Moreover,
if E is reflexive Banach space, then E∗ is also reflexive. By Diestel and J.Uhl (1977), E∗
has the Randon-Nikodym property. Under this condition, Lp(·)(Ω, E) is a reflexive Banach
space itself. See Cheng and Xu (2013).
Remark 2.4. If E is a reflexive Banach space, then the dual of Lp(·)(Ω, E) is characterized
by the mapping g 7→ Vg, L
p
′
(·)(Ω, E∗)→ (Lp(·)(Ω, E))∗ as follows
〈Vg, f〉 =
∫
Ω
〈g, f〉dµ, for any f ∈ Lp(·)(Ω, E).
See Cheng and Xu (2013).
From now on, we denote by Lp(·) := Lp(·)(Ω, E) the variable exponent Bochner-Lebesgue
space in the absence of ambiguity. Let T be a discrete time horizon which can reach the
infinite and consider a filtered probability space (Ω,F , (Ft)
T
t=0,P) with {∅,Ω} = F0 ⊂ F1 ⊂
. . . ⊂ FT = F . Let L
p(·)(Ft) be the space of all strongly Ft-measurable function ft which
satisfies Definition 2.2. Note that Lp(·) = Lp(·)(FT ). We denote by L
p(·)(K0) := {f ∈
Lp(·) : f : Ω → K0} and L
p′(·)(K) := {g ∈ Lp
′(·) : g : Ω → K}. We also denote by
L∞t := L
∞(Ω,Ft, µ) the space of all essentially bounded Ft-measurable random variables.
Remark 2.5. Since the variable exponent p(·) is strongly related to the uncertainty of
financial markets, we will use the variable exponent Bochner-Lebesgue space to describe the
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space of financial positions. This is based on two considerations. From the perspective of
the markets, one is hard to evaluate a deterministic order p due to the possible volatility
of the markets. On the other hand, from the Bayesian statistical point, the order p can
be considered as a kind of parameter, and hence the p should be assumed to be a random
variable.
3 (K0, z)-convex risk measures on L
p(·)
Fo¨llmer and Schied (2002), and independently, Frittelli and Rosazza Gianin (2002) firstly
introduced the convex risk measures. Further, Wei and Hu (2014) extended the framework
to a more general setting. In this section, we will study the convex risk measures with
markets volatility, that is these convex risk measures are defined on on variable exponent
Bochner-Lebesgue space Lp(·). The main target of this section is to study the dual represen-
tations of convex risk measures on Lp(·), which will be used later for the dual representations
of (K0, z)-dynamic risk measures and (K0, z)-cash sub-additive risk measures.
Remark 3.1. Since the Banach space E is partially ordered by K0, by the definition of
Lp(·), each f ∈ Lp(·) is a E-valued measurable function. Thus, in the absence of ambiguity,
we also consider that the Lp(·) is partially ordered by K0.
Now, the definition of convex risk measure on Lp(·) will be introduced by axiomatic
approach.
Definition 3.1. Let E be a Bananch space ordered by the partial ordering relation induced
by a cone K0 with interior point z, L
p(·) is a variable exponent Bochner-Lebesgue space. A
function ̺ : Lp(·) → R called (K0, z)-convex risk measure if it satisfies
A1 Monotonicity: for any f1, f2 ∈ L
p(·), f1 ≤K0 f2 implies ̺(f1) ≥ ̺(f2);
A2 Translation invariance: for any m ∈ R and f ∈ Lp(·), ̺(f +mz) = ̺(f)−m;
A3 Convexity: for any f1, f2 ∈ L
p(·) and λ ∈ (0, 1), ̺(λf1+(1−λ)f2) ≤ λ̺(f1)+(1−λ)̺(f2).
Additionally, a (K0, z)-convex risk measure is coherent if it satisfies the following property
A4 Positive homogeneity: for any λ ∈ R+ and f ∈ Lp(·), ̺(λf) = λ̺(f).
Remark 3.2. The order in A1 is the partial order under a cone K0 which is defined by
Remark 2.1. And the interior point z of K0 in A2 is considered to be the numeraire asset,
which makes mz ∈ E for any m ∈ R.
Before we study the dual representation of the (K0, z)-convex risk measures, the accep-
tance sets should be defined.
Definition 3.2. The acceptance set of (K0, z)-risk measure ̺ is defined as
A̺ :=
{
f ∈ Lp(·) : ̺(f) ≤ 0
}
and we also denote A0̺ by
A0̺ :=
{
g ∈
(
Lp(·)
)∗
: 〈g, f〉 ≥ 0 for any f ∈ A̺
}
.
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Remark 3.3. It is not hard to check that A̺ is a convex set if ̺ satisfies the property of
convexity. The A0̺ could considered as the positive polar cone of A̺.
The following theorem state the dual representation of (K0, z)-coherent risk measures.
Theorem 3.1. If ̺ : Lp(·) → R is a (K0, z)-coherent risk measure, then for any f ∈ L
p(·),
̺(f) = sup
g∈Tp(·)
{〈g,−f〉}
where
Tp(·) =
{
g ∈ A0̺ : 〈
dg
dµ
, z〉 = 1,
dg
dµ
∈ Lp
′(·)(Ω, E∗)
}
.
Proof. Firstly, we show that ̺(f) ≥ supg∈Tp(·){〈g,−f〉}. It is not hard to check that
̺(f + ̺(f)z) = ̺(f)− ̺(f) = 0
by the translation invariance property of ̺. Hence f + ̺(f)z ∈ A̺. Then, by the definition
of A0̺, for any g ∈ Tp(·),
〈g, f + ̺(f)z〉 ≥ 0.
Hence, for any f ∈ Lp(·) and g ∈ Tp(·),
〈g, f〉+ ̺(f)〈g, z〉 = 〈g, f〉+ ̺(f)
∫
Ω
〈
dg
dµ
, z〉dµ
= 〈g, f〉+ ̺(f)
≥ 0,
which implies
̺(f) ≥ 〈g,−f〉
for any g ∈ Tp(·). Thus, we conclude that
̺(f) ≥ sup
g∈Tp(·)
{〈g,−f〉}.
Next, we will show the inverse inequality is also true. Consider some κ > 0, we have
̺
(
f + (̺(f)− κ)z
)
= ̺(f)− (̺(f)− κ) = κ > 0
by the translation invariance property of ̺, which means that f + (̺(f)− κ)z /∈ A̺. Since
f + (̺(f) − κ)z is a singleton set, thus, it is also a convex set. On the other way, the A̺
is also a closed convex set since ̺ is a (K0, z)-coherent risk measure. Then, by the Strong
Separation Theorem for convex sets, there exists some π ∈ (Lp(·))∗, such that
〈π, f + (̺(f)− κ)z〉 < 〈π, r〉 (3.1)
for any r ∈ A̺. It is not hard to check that π takes positive values on A̺. Indeed, if
we suppose that there is some r ∈ A̺ such that 〈π, r〉 ≤ 0. By Remark 2.4, we have
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〈π, r〉 =
∫
Ω
〈h, r〉dµ, where h ∈ Lp
′(·)(Ω, E∗). Hence
∫
Ω
〈h, r〉dµ ≤ 0 implies 〈h, r〉 ≤ 0. Since
λr ∈ A̺ for any λ > 0, then for λ→ +∞, 〈h, λr〉 → −∞,
〈π, λr〉 =
∫
Ω
〈h, λr〉dµ→ −∞,
which is a contradiction to (3.1). Thus, π ∈ A0̺ and π 6= 0. Now, we define k := 1/〈
dπ
dµ
, z〉.
It is not hard to check that k > 0 and kπ ∈ Tp(·) ⊆ A
0
̺. Write g0 := kπ, we have
〈g0, f + (̺(f)− κ)z〉 < 0 ⇒ 〈g0, f〉+ (̺(f)− κ)〈g0, z〉 < 0
⇒ 〈g0, f〉+ (̺(f)− κ)
∫
Ω
〈
dg0
dµ
, z〉dµ < 0
⇒ 〈g0, f〉+ (̺(f)− κ) < 0
⇒ ̺(f)− κ < 〈g0,−f〉.
Hence, we can conclude that
̺(f)− κ < 〈g0,−f〉 ≤ sup
g∈Tp(·)
{〈g,−f〉}.
Then, by the arbitrariness of κ, we have
̺(f) ≤ sup
g∈Tp(·)
{〈g,−f〉}.
The proof of Theorem 3.1 is completed.
Now, we state the main result of this section, the dual representation of (K0, z)-convex
risk measures.
Theorem 3.2. If ̺ : Lp(·) → R is a (K0, z)-convex risk measure, then for any f ∈ L
p(·),
̺(f) = sup
g∈Qp(·)
{〈g,−f〉 − α(g)}
where
Qp(·) :=
{
g ∈
(
Lp(·)
)∗
: 〈
dg
dµ
, z〉 = 1,
dg
dµ
∈ Lp
′(·)(K)
}
and the minimal penalty function αmin is denoted by
αmin(g) := sup
f∈Lp(·)
{
〈g,−f〉 − ̺(f)
}
= sup
f∈A̺
{
〈g,−f〉
}
.
Proof. For any g ∈ Qp(·), we denote by
α(g) = sup
f∈Lp(·)
{
〈g,−f〉 − ̺(f)
}
and
αmin(g) = sup
f∈A̺
{
〈g,−f〉
}
.
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Now, we show that α(g) = αmin(g) for any g ∈ Qp(·). We remark that α(g) ≥ αmin(g).
Indeed, for any f ∈ A̺, 〈g,−f〉 − ̺(f) ≥ 〈g,−f〉. Hence,
sup
f∈Lp(·)
{
〈g,−f〉 − ̺(f)
}
≥ sup
f∈A̺
{
〈g,−f〉 − ̺(f)
}
≥ sup
f∈A̺
{
〈g,−f〉
}
.
Now, we will proof α(g) ≤ αmin(g). For any f ∈ L
p(·), consider f1 = f + ̺(f)z ∈ A̺. Thus,
αmin(g) ≥ 〈g,−f1〉 = 〈g,−f〉 − ̺(f)〈g, z〉
= 〈g,−f〉 − ̺(f)
∫
Ω
〈
dg
dµ
, z〉dµ
= 〈g,−f〉 − ̺(f).
Hence, we have α(g) = αmin(g) and it is not hard to check that
̺(f) ≥ sup
g∈Qp(·)
{
〈g,−f〉 − α(g)
}
.
Next, we will show the above inequality hold if and only if it become equality. Suppose there
is some f0 ∈ L
p(·), such that
̺(f0) > sup
g∈Qp(·)
{
〈g,−f0〉 − α(g)
}
.
Hence, there exits some m ∈ R, such that
̺(f0) > m > sup
g∈Qp(·)
{
〈g,−f0〉 − α(g)
}
.
So, we have
̺(f0 +mz) = ̺(f0)−m > 0,
which means that f0 + mz /∈ A̺. Since {f0 + mz} is a singleton set, thus, it is also a
convex set. On the other hand, the A̺ is also a closed convex set since ̺ is a (K0, z)-convex
risk measure. Then, by the Strong Separation Theorem for convex sets, there exists some
π ∈ (Lp(·))∗, such that
〈π, f0 +mz〉 > sup
f∈A̺
〈π, f〉. (3.2)
By Remark 2.4, 〈π, f〉 =
∫
Ω
〈h, f〉dµ, where h ∈ Lp
′(·)(Ω, E∗). It is not hard to check that h
takes negative values on Lp(·)(K0). Then we have −h ∈ L
p′(·)(K). Since for any −π ∈ Qp(·),
〈h, z〉 = −1, then by (3.2), we can conclude that
〈π, f0 +mz〉 > sup
f∈A̺
〈π, f〉 ⇒
∫
Ω
〈h, f0 +mz〉dµ > sup
f∈A̺
∫
Ω
〈h, f〉dµ
⇒
∫
Ω
(
〈h, f0〉 −m
)
dµ > sup
f∈A̺
∫
Ω
〈h, f〉dµ
⇒
∫
Ω
〈h, f0〉dµ−m > sup
f∈A̺
∫
Ω
〈h, f〉dµ
⇒ 〈π, f0〉 − sup
f∈A̺
〈π, f〉 > m
⇒ 〈π, f0〉 − α(−π) > m.
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Replace −π by g0, we have
〈g0,−f0〉 − α(g0) > m.
Which is a contraction, since in this case
m > sup
g∈Qp(·)
{
〈g,−f0〉 − α(g)
}
≥ 〈g0,−f0〉 − α(g0) > m.
The contradiction arised due to the assumption that some f0 ∈ L
p(·) exists, such that
̺(f0) > sup
g∈Qp(·)
{
〈g,−f0〉 − α(g)
}
.
Hence, we have
̺(f) = sup
g∈Qp(·)
{
〈g,−f〉 − α(g)
}
.
For the opposite direction, it is not hard to check that ̺ satisfies the properties of a (K0, z)-
convex risk measure. The proof of Theorem 3.2 is completed.
The (K0, z)-convex risk measures can be considered to be an extension of convex risk
measures studied by Frittelli and Rosazza Gianin (2002). A special example of (K0, z)-
convex risk measures, the so-called OCE, could be found in the following section. At last,
in Section 5 and Section 6, the (K0, z)-convex risk measures will be used to study the dual
representation of the (K0, z)-dynamic and (K0, z)-cash sub-additive risk measures.
4 The OCE on Lp(·)
The Optimized Certainty Equivalent (OCE) was first introduced by Ben-Tal and Teboulle
(1986), and continued later by Ben-Tal and Teboulle (2007). In this section, we will give
the definition of the Optimized Certainty Equivalent (OCE) on variable exponent Bochner-
Lebesgue spaces Lp(·). Further, we will establish its main properties, and show how it can
be used to generate (K0, z)-convex risk measures.
Definition 4.1. Let u : E → [−∞,+∞] be a closed, concave and nondecreasing (partial
ordered by K0) function. Suppose u(θ) = 0 where θ be the zero element of E. We denote
by U the set of such u.
Remark 4.1. For any u ∈ U and f ∈ Lp(·), we denote by u(f) : Ω → R and Eu(f) the
expectation of u(f) with respect to the probability measure µ.
Definition 4.2. For any u ∈ U and f ∈ Lp(·), the OCE of uncertain outcome f is defined
by the map Su : L
p(·) → R,
Su(f) = sup
η∈R
{η + Eu(f − ηz)}
with the domain of Su is defined as domSu = {f ∈ L
p(·)|Su(f) > −∞} 6= ∅ and Su is finite
on domSu.
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Theorem 4.1. For any u ∈ U , the following properties hold for Su,
(a) For any f ∈ Lp(·) and m ∈ R, Su(f +mz) = Su(f) +m;
(b) For any f1, f2 ∈ L
p(·), f1 ≤K0 f2 implies Su(f1) ≤ Su(f2);
(c) For any f1, f2 ∈ L
p(·) and λ ∈ (0, 1), Su(λf1 + (1− λ)f2) ≥ λSu(f1) + (1− λ)Su(f2).
Proof.
(a) For any f ∈ Lp(·), m ∈ R,
Su(f +mz) = sup
η∈R
{η + Eu(f +mz − ηz)}
= m+ sup
η∈R
{η −m+ Eu(f − (η −m)z)}
= m+ Su(f).
(b) For any f1, f2 ∈ L
p(·) with f1 ≤K0 f2, we have f1 − ηz ≤K0 f2 − ηz. Since u is
nondecreasing, we have
Su(f1) = sup
η∈R
{η + Eu(f1 − ηz)} ≤ sup
η∈R
{η + Eu(f2 − ηz)} = Su(f2).
(c) For any f1, f2 ∈ L
p(·) and λ ∈ (0, 1),
Su(λf1 + (1− λ)f2) = sup
η∈R
{
η + Eu
(
λf1 + (1− λ)f2 − ηz
)}
.
We take η = λη1 + (1− λ)η2. Then
Su(λf1 + (1− λ)f2)
= sup
η1,η2∈R
{
λη1 + (1− λ)η2 + Eu
(
λ(f1 − η1z) + (1− λ)(f2 − η2z)
)}
≥ sup
η1,η2∈R
{
λη1 + (1− λ)η2 + λEu(f1 − η1z) + (1− λ)Eu(f2 − η2z)
}
= sup
η1,η2∈R
{
λ
(
η1 + Eu(f1 − η1z)
)
+ (1− λ)
(
η2 + Eu(f2 − η2z)
)}
= λSu(f1) + (1− λ)Su(f2).
The proof of Theorem 4.1 is completed.
Theorem 4.2. The function ̺ defined as ̺(f) := −Su(f) for any f ∈ L
p(·) is a (K0, z)-
convex risk measure.
Proof: The proof for Theorem 4.2 is straightforward by Theorem 4.1.
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Proposition 4.1. For any u ∈ U , α ∈ R+ and f ∈ Lp(·), the OCE Su(f) is subhomogeneous,
i.e.
(a) Su(αf) ≤ αSu(f), ∀α > 1 ;
(b) Su(αf) ≥ αSu(f), ∀0 ≤ α ≤ 1 .
Proof. Denote S(α) := 1
α
Su(αf). Then
S(α) =
1
α
Su(αf) = sup
η∈R
{
η + E
1
α
u
(
α(f − ηz)
)}
. (4.1)
Now, we will show S(α) is nonincreasing in α > 0 for any f ∈ Lp(·). Let α2 ≥ α1 ≥ 0, we
have
u(α2t)− u(α1t)
α2 − α1
≤
u(α1t)− u(θ)
α1 − 0
, for any t ∈ E
by the concavity of u. Since u(θ) = 0, we have
1
α2
u(α2t) ≤
1
α1
u(α1t).
Then, from (4.1), we have S(α1) ≥ S(α2). Which clearly implies (a) and (b).
Proposition 4.2. (Second-order stochastic dominance) We denote by Cu(f) := u
−1
Eu(f)
for any u ∈ U and f ∈ Lp(·). We also assume the supremum in the definition of Su is
attained. Then, for any f1, f2 ∈ L
p(·),
Su(f1) ≥ Su(f2) if and only if Cu(f1) ≥ Cu(f2).
Proof. We first show the ”if” part. If Cu(f1) ≥ Cu(f2), we have Eu(f1) ≥ Eu(f2) by the fact
that u is nondecreasing. Then, from the definition of Su, it follows that Su(f1) ≥ Su(f2).
Now, we will show the ”only if” part. Let ℓf1 , ℓf1 be the points where the supremum of
Su(f1) and Su(f2) are respectively attained. Then for any u ∈ U ,
Su(f1) = ℓf1 + Eu(f1 − ℓf1z) ≥ ℓf2 + Eu(f2 − ℓf2z) ≥ ℓf1 + Eu(f2 − ℓf1z),
where the first inequation is because Su(f1) ≥ Su(f2). Therefore, for any u ∈ U ,
Eu(f1 − ℓf1z) ≥ Eu(f2 − ℓf1z), which implies Eu(f1) ≥ Eu(f2). Then, Cu(f1) ≥ Cu(f2).
5 Dynamic risk measures on Lp(·)
In dynamic case, the risk measures are not only be regarded as the minimum capital re-
quirement of some real number, but also as the hedging of some financial positions denoted
by bounded random variables. This observation motivated us to study the dynamic (K0, z)-
convex risk measures on the variable exponent Bochner-Lebesgue spaces. For more studies
on dynamic risk measures, see Molchanov and Cascos (2016), Feinstein and Rudloff (2015a,
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2015b), Penner and Re´veillac (2015), Feinstein and Rudloff (2013), Acciaio et al. (2012),
Cheridito et al. (2006), Detlefsen and Scandolo (2005), Riedel (2004) and the references
therein.
Now, the definition of conditional (K0, z)-convex risk measures will be introduced by
axiomatic approach.
Definition 5.1. A map ̺t : L
p(·) → L∞t is called a conditional (K0, z)-convex risk measure
if it satisfies the following properties for all f, f1, f2 ∈ L
p(·),
i. Monotonicity: f1 ≤K0 f2 implies ̺t(f1) ≥ ̺t(f2);
ii. Conditional cash invariance: for any mt ∈ L
∞
t , ̺t(f +mtz) = ̺t(f)−mt;
iii. Conditional convexity: for any λ ∈ L∞t with λ ∈ [0, 1], ̺t(λf1 + (1 − λ)f2) ≤ λ̺t(f1) +
(1− λ)̺t(f2);
iv. Normalization: ̺t(θ) = 0, ̺t(f) <∞.
Additionally, a conditional (K0, z)-convex risk measure is coherent if it satisfies the following
property
v. Conditional positive homogeneity: for any λ ∈ L∞t with λ > 0, ̺t(λf) = λ̺t(f).
Remark 5.1. Note that, any element in L∞t := L
∞(Ω,Ft, µ) is a random variable, where
Ft is a sub-σ-algebra of F . As stated by Detlefsen and Scandolo (2005), if the additional
information is described by a sub-σ-algebra Ft of the total information FT , then a conditional
risk measure is a map assigning to every FT -measurable function f , representing a final
payoff, a Ft-measurable random variable ̺t(f), representing the conditional riskiness of f .
The acceptance set of a conditional (K0, z)-convex risk measure ̺t is defined as
At :=
{
f ∈ Lp(·) : ̺t(f) ≤ 0
}
for any 0 ≤ t ≤ T. (5.1)
While the corresponding stepped acceptance set is defined as
At,t+s :=
{
f ∈ Lp(·)(Ft+s) : ̺t(f) ≤ 0
}
for any 0 ≤ t < t+ s ≤ T. (5.2)
Proposition 5.1. The acceptance set At of a conditional (K0, z)-convex risk measure ̺t
has the following properties,
1. Conditional convexity: for any f1, f2 ∈ At and an Ft-measurable function α with 0 ≤
α ≤ 1, we have αf1 + (1− α)f2 ∈ At;
2. Solid: for any f1 ∈ At with f1 ≤K0 f2, we have f2 ∈ At;
3. Normalization: 0 ∈ At.
Proof. It is not hard to check the properties 1-3 by Definition 5.1.
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Definition 5.2. A sequence (̺t)
T
t=0 is called a dynamic (K0, z)-convex risk measure if each
̺t is conditional (K0, z)-convex risk measure for any 0 ≤ t ≤ T .
By Section 4, an example of dynamic (K0, z)-convex risk measure could be given.
Example 5.1. (Conditional OCE) Let u : E → R be a closed, concave and nondecreasing
(partial ordered by K0) function and suppose u(θ) = 0 where θ is the zero element of E.
Then for any f ∈ Lp(·), the conditional OCE of uncertain outcome f is defined by the map
Su : L
p(·) → L∞t ,
Su(f) = ess sup
η∈L∞t
{
η + E
[(
u(f − ηz)
)
|Ft
]}
.
Thus, by Definition 5.1, it is not hard to check that the function ̺t defined as ̺t(f) := −Su(f)
for any f ∈ Lp(·) is a conditional (K0, z)-convex risk measure.
Now, we will study the dual representation of conditional (K0, z)-convex risk measure.
Firstly, we will define the Ft-conditional inner product related to L
p(·).
Definition 5.3. For any f ∈ Lp(·) and g ∈ (Lp(·))∗, we define Ft-conditional inner product
〈g,−f〉t by ∫
A
〈g,−f〉tdµ = 〈g,−f〉 for any A ⊆ Ft. (5.3)
In order to introduce the robust representation of ̺t, we first introduce the notion of the
minimal penalty function αmint which is defined as
αmint (g) := ess sup
f∈At
〈g,−f〉t. (5.4)
Lemma 5.1. For any g ∈ Qp(·), 0 ≤ t ≤ T and A ⊆ Ft,∫
A
αmint (g)dµ = sup
f∈At
〈g,−f〉. (5.5)
Proof. We first show that there exits a sequence (fn)n∈N in At such that
ess sup
f∈At
〈g,−f〉t = lim
n→∞
〈g,−fn〉t. (5.6)
Indeed, for any f1, f2 ∈ At, we define f̂ := f1IB + f2IBc where B := {〈g,−f1〉t ≥ 〈g,−f2〉t}.
By property 1 of Proposition 5.1, we know that f̂ ∈ At. Hence, by the definition of f̂ ,
〈g,−f̂〉t = max{〈g,−f1〉t, 〈g,−f2〉t}.
Thus, the (5.6) holds. Now, we have∫
A
αmint (g)dµ =
∫
A
ess sup
f∈At
〈g,−f〉tdµ
=
∫
A
lim
n→∞
〈g,−fn〉tdµ
= lim
n→∞
∫
A
〈g,−fn〉tdµ
= lim
n→∞
〈g,−fn〉
≤ sup
f∈At
〈g,−f〉.
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The converse inequality is not hard to check.
The following theorem state the robust representation of conditional (K0, z)-convex risk
measure.
Theorem 5.1. Suppose ̺t is a conditional (K0, z)-convex risk measure, the following state-
ments are equivalent.
(1) ̺t has the robust representation
̺t(f) = ess sup
g∈Qp(·)
{
〈g,−f〉t − αt(g)
}
for any f ∈ Lp(·), (5.7)
where
Qp(·) :=
{
g ∈
(
Lp(·)
)∗
: 〈
dg
dµ
, z〉 = 1,
dg
dµ
∈ Lp
′(·)(K)
}
,
and αt is a map from Qp(·) to the set of Ft-measurable random variable such that
ess supg∈Qp(·){−αt(g)} = 0;
(2) ̺t has the robust representation in terms of the minimal function, i.e.
̺t(f) = ess sup
g∈Qp(·)
{
〈g,−f〉t − α
min
t (g)
}
for any f ∈ Lp(·); (5.8)
(3) ̺t is continuous from above under K0, i.e.
fn ց f ⇒ ̺t(fn)ր ̺t(f). (5.9)
Proof. (2)⇒ (1) is obvious. Now, we will prove (1)⇒ (3). By Lemma 5 of Cheng and Xu
(2013), suppose fn ց f . Then, by the Monotonicity of ̺t, we have ̺t(fn)ր ̺t(f).
Next, we show (3)⇒ (2). The inequality
̺t(f) ≥ ess sup
g∈Qp(·)
{
〈g,−f〉t − α
min
t (g)
}
is a direct consequence follows from the definition of αmint . Now, we only need to show the
inverse inequality. To this end, we define a map ˜̺ : Lp(·) → R as ˜̺(f) = ∫
A
̺t(f)dµ. It is not
hard to check that ˜̺ is a (K0, z)-convex risk measure defined in Section 3 which is continuous
from above. Hence, by Theorem 3.2, we know that the ˜̺ has the dual representation
˜̺(f) = sup
g∈Qp(·)
{
〈g,−f〉 − α(g)
}
, f ∈ Lp(·),
where the minimum penalty function αmin is given by αmin(g) := supf∈A˜̺
{
〈g,−f〉
}
. By
Lemma 5.1, we have ∫
A
αmint (g)dµ = sup
f∈At
〈g,−f〉
for any g ∈ Qp(·). Since ˜̺(f) ≤ 0 for all f ∈ At, which implies∫
A
αmint (g)dµ = sup
f∈At
〈g,−f〉 ≤ α(g)
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for any g ∈ Qp(·). Thus, we have∫
A
̺t(f)dµ = ˜̺(f)
= sup
g∈Qp(·)
{
〈g,−f〉 − α(g)
}
≤ sup
g∈Qp(·)
{∫
A
〈g,−f〉tdµ−
∫
A
αmint (g)dµ
}
= sup
g∈Qp(·)
{∫
A
(
〈g,−f〉t − α
min
t (g)
)
dµ
}
≤
∫
A
ess sup
g∈Qp(·)
{
〈g,−f〉t − α
min
t (g)
}
dµ.
Which means (5.8) holds.
We will end this section with the time consistency of dynamic (K0, z)-convex risk measure.
Definition 5.4. A dynamic (K0, z)-convex risk measure (̺t)
T
t=0 is called time consistent, if
for all f1, f2 ∈ L
p(·) and 0 ≤ t < t+ s ≤ T ,
̺t+s(f1) ≤ ̺t+s(f2)⇒ ̺t(f1) ≤ ̺t(f2). (5.10)
Remark 5.2. Time consistency means that if two payoffs will have tomorrow the same
riskiness in every state of nature, then the same conclusion should be drawn today.
Theorem 5.2. Let (̺t)
T
t=0 be a dynamic (K0, z)-convex risk measure such that each ̺t is
continuous from above. Then the following conditions are equivalent for any 0 ≤ t < t+ s ≤
T .
1). (̺t)
T
t=0 is time consistent;
2). At = At,t+s +At+s;
3). ̺t
(
− ̺t+s(f)z
)
= ̺t(f) for any f ∈ L
p(·).
Proof. We first show the equivalence between 1) and 3). Suppose 3) holds and ̺t+s(f1) ≤
̺t+s(f2) for any f1, f2 ∈ L
p(·). Then, by the monotonicity of ̺t,
̺t(f1) = ̺t
(
− ̺t+s(f1)z
)
≤ ̺t
(
− ̺t+s(f1)z
)
= ̺t(f2).
On the other hand, suppose (̺t)
T
t=0 is time consistent, we set f2 := −̺t+s(f1)z = −̺t+s(f2)z
for any f1 ∈ L
p(·). Thus,
̺t(f1) = ̺t(f2) = ̺t
(
− ̺t+s(f1)z
)
= ̺t
(
− ̺t+s(f2)z
)
.
Next, we show the equivalence between 2) and 3). To this end, Suppose 3) holds and let
f1 ∈ At,t+s, f2 ∈ At+s. Then, set f := f1 + f2, we have
̺t+s(f) = ̺t+s(f1 + f2) = ̺t+s(f2)−
f1
z
≤ −
f1
z
.
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Thus, by the monotonicity of ̺t, we know that
̺t(f) = ̺t
(
− ̺t+s(f)z
)
≤ ̺t(f1) ≤ 0,
which implies
At ⊇ At,t+s +At+s.
For the inverse relation, let f ∈ At and define f2 := f + ̺t+s(f)z, f1 := f − f2 = −̺t+s(f)z.
Then, by the conditional cash invariance of ̺t, it is not hard to check that f1 ∈ At,t+s,
f2 ∈ At+s, which implies
At ⊆ At,t+s +At+s.
On the other hand, suppose 2) holds and let f ∈ At. It is not hard to check that f+̺t+s(f)z ∈
At+s. Then, with At ⊆ At,t+s + At+s, we have −̺t+s(f)z ∈ At,t+s. Hence, we know that
̺t
(
− ̺t+s(f)z
)
≤ 0, which implies
̺t
(
− ̺t+s(f)z
)
≤ ̺t(f).
Now, we only need to show the inverse inequality. Indeed, for any f ∈ Lp(·) such that
−̺t+s(f)z ∈ At,t+s, we have ̺t
(
− ̺t+s(f)z
)
≤ 0. It is not hard to check that f + ̺t+s(f)z ∈
At+s. Thus, by At ⊇ At,t+s +At+s, we have f ∈ At, which implies
̺t
(
− ̺t+s(f)z
)
≥ ̺t(f).
Remark 5.3. The case for the property of recursive strongly relies on the validity of
conditional cash invariance for ̺t and hence on their interpretation as conditional capital re-
quirements. In fact, if ̺t+s(f) is the conditional capital requirement that has to be set aside
at date t + s in view of the final payoff f , then the risky position is equivalently described,
at date t, by the payoff ̺t
(
− ̺t+s(f)z
)
occurring in t+ s.
6 (K0, z)-cash sub-additive risk measures on L
p(·)
As pointed out by El Karoui and Ravanelli (2009), the cash additive (translation invari-
ance) axiom in convex risk measure may failed as soon as there is any form of uncertainty
about interest rates, which leads that money is of time value. Thus, they study a new class
of risk measures: cash sub-additive risk measures. Further, Sun and Hu (2018) extended
the framework to the set-valued case. Taking this into consideration, in this section, we will
study the (K0, z)-cash sub-additive risk measures defined on L
p(·).
Definition 6.1. We use 1t to denote one unit cash available at time t with 0 ≤ t ≤ T . A
function R : Lp(·) → R is called (K0, z)-cash sub-additive risk measure if it satisfies A1, A3
and the following property:
A5 Cash sub-additivity: for any fT ∈ L
p(·) and m ∈ R, R(fT +mz1T )+m is nondecreasing
with respect to m.
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Remark 6.1. The cash sub-additivityA5 can also be expressed as follows, for any fT ∈ L
p(·)
and m ∈ R+
R(fT +mz1T ) ≥ R(fT )−m or R(fT −mz1T ) ≤ R(fT ) +m.
Remark 6.2. The cash sub-additivity A5 is closely related to the time value of the money.
For example, when m dollars be added to a future position fT , then the capital requirement
at time t = 0 is reduced by less than m dollars because the value of the money can be rose
as the time goes by. Hence, we will study the cash sub-additivity of risk measures which
were defined on Lp(·).
Our main target of this section is to get the dual representation of (K0, z)-cash sub-
additive risk measures. To this end, we will enlarge the space of financial risky positions.
Denote Ω∗ := {0, 1}. Any pair (fT , a), where fT ∈ L
p(·) and a ∈ R, can be viewed as the
coordinates of a function f̂T defined on the enlarged space Ω̂ := Ω × Ω
∗ with the element
(ω, ǫ),
f̂T (ω, ǫ) := fT (ω)I{1}(ǫ) + azI{0}(ǫ). (6.1)
We endow Ω̂ with the σ-algebra F̂T , generated by all the random variables f̂T defined above.
We denote by Lp̂(·) the linear space of all functions f̂T defined as in (6.1). The constant
function in Lp̂(·) is denoted by b̂z := bzI{1} + bzI{0} = bz. Note that the event {ǫ = 0} is
atomic and all F̂T -measurable random variables are constant on this event.
Let F∗ :=
{
∅,Ω∗, {0}, {1}
}
and µ∗ be a probability measure on the measurable space
(Ω∗,F∗). Denote by (Ω̂, F˜T , µ˜) the product probability space, where F˜T := FT × F
∗, the
product σ-algebra of FT and F
∗, µ˜ := µ× µ∗, the product probability of µ and µ∗. It is not
hard to check that F̂T ⊆ F˜T . Thus, we denote by µ̂ the restriction of µ˜ to F̂T . Note that
(Ω̂, F̂T , µ̂) is a probability space and we denote by L
p(·)(F̂T ) the variable exponent Bochner-
Lebesgue space with respect to (Ω̂, F̂T , µ̂). It is not hard to check that L
p̂(·) is a linear
subspace of Lp(·)(F̂T ). We endow L
p̂(·) with the weak topology σ
(
Lp̂(·), (Lp(·)(F̂T ))
∗
)
, which
is the coarsest topology on Lp̂(·) such that for all v ∈ (Lp(·)(F̂T ))
∗, u→ 〈u, v〉 := E[utrv] is a
continuous linear function on Lp̂(·). Hence, the dual space of
(
Lp̂(·), σ
(
Lp̂(·), (Lp(·)(F̂T ))
∗
))
is
(Lp(·)(F̂T ))
∗, that is (
Lp̂(·), σ
(
Lp̂(·), (Lp(·)(F̂T ))
∗
))∗
∼= (Lp(·)(F̂T ))
∗. (6.2)
We denote by f̂T := (fT , a) ∈ L
p̂(·), For any f̂ 1T , f̂
2
T ∈ L
p̂(·), with f̂ 1T = (f
1
T ; a1) and
f̂ 2T = (f
2
T ; a2), a1, a2 ∈ R, we define the order in L
p̂(·) as f̂ 1T ≤K0 f̂
2
T if and only if f
1
T ≤K0 f
2
T
and a1 ≤ a2.
Next, we will show the relation between (K0, z)-cash sub-additive risk measures and
(K0, z)-convex risk measures.
Proposition 6.1. Given a (K0, z)-cash sub-additive risk measure R on L
p(·) with R(θ) = 0,
we define a function ̺̂ : Lp̂(·) → R as following. For any f̂T ∈ Lp̂(·) where f̂T (ω, ǫ) :=
fT (ω)I{1}(ǫ) + azI{0}(ǫ) with a ∈ R,
̺̂(f̂T ) := R(fT − az1T )− a.
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Then ̺̂ is a (K0, z)-convex risk measure with ̺̂(θ) = 0 and ̺̂(fT I{1}) = R(fT ).
Proof. It is not hard to check that ̺̂(θ) = 0 and ̺̂(fT I{1}) = R(fT ). Next, we only need to
show that ̺̂ satisfies properties of A1,A2 and A3.
A1. Monotonicity: for any f̂ 1T , f̂
2
T ∈ L
p̂(·) where f̂ 1T = f
1
T I{1} + a1zI{0} and f̂
2
T = f
2
T I{1} +
a2zI{0} with a1, a2 ∈ R. Suppose that f̂
1
T ≤K0 f̂
2
T . Then
̺̂(f̂ 1T ) = R(f 1T − a1z1T )− a1 ≥ R(f 1T − a2z1T )− a2 ≥ R(f 2T − a2z1T )− a2 = ̺̂(f̂ 2T ),
which shows ̺̂ is monotone.
A2. Translation invariance: for any m ∈ R and f̂T ∈ L
p̂(·) where f̂T := fT I{1} + azI{0} ∈ L̂
p
d
with a ∈ R,
̺̂(f̂T +mz1T ) = ̺̂((fT +mz1T )I{1} + (az +mz)I{0})
= R
(
fT +mz1T − (az +mz)1T
)
− a−m
= R(fT − az1T )− a−m
= ̺̂(f̂T )−m,
which shows ̺̂ is cash additive (translation invariance).
A3. Convexity: for any λ ∈ (0, 1) and f̂ 1T , f̂
2
T ∈ L
p̂(·) where f̂ 1T = f
1
T I{1} + a1zI{0},
f̂ 2T = f
2
T I{1} + a2zI{0} with a1, a2 ∈ R,
̺̂(λf̂ 1T + (1− λ)f̂ 2T )
= ̺̂((λf 1T + (1− λ)f 2T )I{1} + (λa1z + (1− λ)a2z)I{0})
= R
((
λf 1T + (1− λ)f
2
T
)
−
(
λa1z + (1− λ)a2z
)
1T
)
− λa1 − (1− λ)a2
= R
(
λ(f 1T − a1z1T ) + (1− λ)(f
2
T − a2z1T )
)
− λa1 − (1− λ)a2
≤ λR(f 1T − a1z1T ) + (1− λ)R(f
2
T − a2z1T )− λa1 − (1− λ)a2
= λ̺̂(f̂ 1T ) + (1− λ)̺̂(f̂ 2T ),
which shows ̺̂ is convex.
This relation shows that any (K0, z)-cash sub-additive risk measure R can be used to
define a (K0, z)-convex risk measure ̺̂ on the enlarged space.
Remark 6.3. Since Lp̂(·) is also a variable exponent Bochner-Lebesgue space, we take the
same arguments as in the proof of Theorem 3.2, we can steadily show the following dual
representation for ̺̂ on Lp̂(·). For any f̂T ∈ Lp̂(·),
̺̂(f̂T ) = sup
ĝ∈Qp̂(·)
{
〈ĝ,−f̂T 〉 − α̂(ĝ)
}
,
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where
Qp̂(·) :=
{
ĝ ∈
(
Lp̂(·)
)∗
: 〈
dĝ
dµ̂
, z〉 = 1,
dĝ
dµ̂
∈ Lp̂
′(·)(K)
}
,
and the minimal penalty function α̂min is denoted by
α̂min(ĝ) := sup
f̂T∈Lp̂(·)
{
〈ĝ,−f̂T 〉 − ̺̂(f̂T )}.
Now, with the help of Proposition 6.1 and Remark 6.3, we will introduce the main result
of this section: the dual representation of (K0, z)-cash sub-additive risk measures.
Theorem 6.1. Any (K0, z)-cash sub-additive risk measure R on L
p(·) is of the following
form. For any fT ∈ L
p(·),
R(fT ) = sup
τ∈Cp(·)
{
〈τ,−fT 〉 − α
R(τ)
}
,
where
Cp(·) :=
{
τ ∈ (Lp(·))∗ : 0 ≤ 〈
dτ
dµ
, z〉 ≤ 1,
dτ
dµ
∈ Lp
′(·)(K)
}
,
and the minimal penalty function αRmin is denoted by
αRmin(τ) := sup
fT∈Lp(·)
{
〈τ,−fT 〉 −R(fT )
}
.
Proof. From Proposition 6.1, we can define a (K0, z)-convex risk measure ̺̂ on Lp̂(·) by R,
such that ̺̂(fT I{1}) = R(fT ). For any fT ∈ Lp(·), we have fT I{1} = fT I{1} + 0zI{0} ∈ Lp̂(·).
Thus, by Remark 6.3,
R(fT ) = ̺̂(fT I{1}) = sup
ĝ∈Qp̂(·)
{
〈ĝ,−f̂T I{1}〉 − α̂(ĝ)
}
.
Write 〈µ, ·〉 := 〈ĝ, ·I{1}〉. By Remark 2.4, 〈ĝ, ·I{1}〉 =
∫
Ω̂
〈ĥ, ·I{1}〉dµ̂ where ĥ = dĝ/dµ̂.
Thus, by the definition of Qp̂(·), it is not hard to check that τ ∈ Cp(·). Then, by writing
αR(τ) = α̂(ĝ), we know that
R(fT ) = sup
τ∈Cp(·)
{
〈τ,−fT 〉 − α
R(τ)
}
.
Now, we will show the minimum penalty function αRmin of R. By Remark 6.3, α̂min is the
minimum penalty function of ̺̂, thus
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α̂min(ĝ) = sup
f̂T∈Lp̂(·)
{
〈ĝ,−f̂T 〉 − ̺̂(f̂T )}
= sup
fT∈Lp(·)
{
〈ĝ,−fT I{1} − azI{0}〉 −R(fT − az1T ) + a
}
= sup
fT∈Lp(·)
{
〈ĝ,−fT I{1} − az1T + azI{1}〉 −R(fT − az1T ) + a
}
= sup
fT∈Lp(·)
{∫
Ω̂
〈ĥ,−fT I{1} − az1T + azI{1}〉dµ̂−R(fT − az1T ) + a
}
= sup
fT∈Lp(·)
{∫
Ω̂
〈ĥ,−(fT − az1T )I{1}〉dµ̂− aµ̂(Ω̂)−R(fT − az1T ) + a
}
= sup
fT∈Lp(·)
{
〈ĝ,−(fT − az1T )I{1}〉 − R(fT − az1T )
}
= sup
fT∈Lp(·)
{
〈τ,−(fT − az1T )〉 − R(fT − az1T )
}
= sup
fT∈Lp(·)
{
〈τ,−fT 〉 −R(fT )
}
.
Hence
αRmin(τ) := α̂min(ĝ) = sup
fT∈Lp(·)
{
〈τ,−fT 〉 − R(fT )
}
.
The proof of Theorem 6.1 is completed.
Note that the (K0, z)-convex risk measures defined in Section 3 is a special case of (K0, z)-
cash sub-additive risk measures when the inequality in Remark 6.1 become equality. In the
other way, the (K0, z)-cash sub-additive risk measures can reflect the time value of the money
in the markets with volatility. In fact, when m dollars are added to a future position, the
capital requirement at time t = 0 is reduced by less than m dollars because the value of the
money may grow as the time goes by. This is the financial background of A5.
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