Introduction
The logistic regression model assumes independent Bernoulli distributed response 23 variables with success probabilities (x i Â) where is the logistic distribution function, x i ∈ R p are vectors of explanatory variables, 1 6 i 6 n, and Â ∈ R p is unknown. 25 Under these assumptions, the classical maximum likelihood (ML) estimator has certain asymptotic optimality properties. However, even if the logistic regression assumptions 27 
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are satisÿed there are data sets for which the ML estimate does not exist. This occurs 1 for exactly those data sets in which there is no overlap between successes and failures, cf. Albert and Anderson (1984) and Santner and Du y (1986) . This identiÿcation 3 problem is not limited to the ML estimator but is shared by all estimators for logistic regression, such as that of K unsch et al. (1989) . 5
One way to approach this problem is to measure the amount of overlap. This can be done by exploiting a connection between the notion of overlap and the notion of 7 regression depth proposed by Rousseeuw and Hubert (1999a) , leading to the algorithm of Christmann and Rousseeuw (2001) . A comparison between this approach and the 9 support vector machine is given in Christmann et al. (2002) . Of course, ÿnding that there is no overlap in the data set does not imply that the 11 underlying population distributions have no overlap, and the practitioner often needs to obtain regression estimates and odds ratios anyway, e.g. in a comparative study. 13
In Section 2 we adopt a di erent approach, based on a slight extension of the logistic regression model. This model assumes that due to an additional stochastic mechanism 15 the true response of a logistic regression model is unobservable, but that there exists an observable variable which is strongly related to the true response. E.g., in a medical 17 context there is often no perfect laboratory test procedure to detect whether a speciÿc illness is present or not (i.e., misclassiÿcation errors may sometimes occur). In that 19 case, the true response (whether the disease is present) is not observable, but the result of the laboratory test is. 21 It can be argued that the true unobservable responses are comparable to a hidden layer in a feedforward neural network model, which is why we call this the hidden 23 logistic regression (HLR) model. In Section 3 we propose the maximum estimated likelihood (MEL) technique in this model, and show that it is immune to the identi-25 ÿcation problem described above. In Section 4 we consider outlier-robust estimation in this setting. The MEL estimator and its robustiÿcation are studied by simulations 27 (Section 5) and on real data sets (Section 6). Section 7 provides a discussion and an outlook to further research. 29
The hidden logistic regression model
The classical logistic regression model assumes n observable independent responses 31 Y i with Bernoulli distributions Bi(1; (x i Â)), where i =1; : : : ; n and Â ∈ R p . Throughout this paper we assume that there is an intercept, so we put x i; 1 = 1 for all i, and thus 33 p ¿ 2.
The new model assumes that the true responses are unobservable (latent) due to an 35 additional stochastic mechanism. In medical diagnosis there is typically no test procedure (e.g. a blood test) which is completely free of misclassiÿcation errors. Another 37 possible cause of misclassiÿcations is the occurrence of clerical errors, which could be made when registering the response variable or (perhaps more often) one of the 39 explanatory variables. To clarify the model, let us ÿrst consider a medical application with only n=1 patient. 41
His/her true status (e.g. presence or absence of the disease) has two possible values, typically denoted as success (s) and failure (f). We assume that the true status T is 1 unobservable. However, we can observe the variable Y which is strongly related to T as in Fig. 1 . If the true status is T =s we observe Y =1 with probability P(Y =1|T =s)= 1 , 3 hence a misclassiÿcation occurs with probability P(Y = 0|T = s) = 1 − 1 . Analogously, if the true status is f we observe Y = 1 with probability P(Y = 1|T = f) = 0 and we 5 obtain Y = 0 with probability P(Y = 0|T = f) = 1 − 0 . We of course assume that the probability of observing the true status is higher than 50%, i.e. 0 ¡ 0 ¡ 0:5 ¡ 1 ¡ 1. 7 Ekholm and Palmgren (1982) considered the general case with n observations. In our notation, there are n unobservable independent random variables T i resulting from 9 a classical logistic regression model with ÿnite parameter vector Â = (Â 1 ; : : : ; Â p ) = ( ; ÿ 1 ; : : : ; ÿ p−1 ) . Hence T i has a Bernoulli distribution with success probability i = 11 (x i Â), where (z) = 1=[1 + exp(−z)] and x i ∈ R p . Furthermore, they assume that the observable responses Y i are related to T i as in Fig. 1 . For instance, when T i = s we 13 obtain Y i = 1 with probability P(Y i = 1|T i = s) = 1 whereas Y i = 0 occurs with the complementary probability P(Y i = 0|T i = s) = 1 − 1 . (The plain logistic model assumes 15 0 = 0 and 1 = 1.) We call the entire mechanism in Fig. 2 as hidden logistic regression model because the true status T i is hidden by the stochastic structure in the top part 17 of Fig. 2 . This model can be interpreted as a special kind of neural net, with a single hidden layer that corresponds to the latent variable T . 19
The maximum estimated likelihood (MEL) method

Construction 21
We now need a way to ÿt data sets arising from the hidden logistic model. Two approaches already exist, by Ekholm and Palmgren (1982) and by Copas (1988) , but 23 here we will deliberately proceed in a di erent way. Let us start by looking only at Fig. 1 , where Y is observed but T is not. How 25 can we then estimate T ? This is actually the smallest nontrivial estimation problem, because any such problem needs more than one possible value of the parameter and 27 more than one possible outcome. Here, we have exactly two values for both, and the 
which conforms with intuition. Let us now consider the conditional probability that Y = 1 givenT ML , yielding 5
where y is the observed value of Y . Denoting (2) byỸ , we can rewrite it as
which is a weighted average of 0 and 1 with weights 1 − Y and Y . 7
In the model with n observations y i we obtain analogouslỹ
which we will call the pseudo-observations. In words, the pseudo-observationỹ i is the 9 success probability conditional on the most likely estimate of the true status t i . Note that the pseudo-observations are the result of a deterministic transformation of the y i 11 so we are not adding any noise to the data.
We now want to ÿt a logistic regression to the pseudo-observationsỹ i . (In the  1 classical case,ỹ i = y i .) There are several estimation methods, but here we will apply the maximum likelihood formula. The goal is thus to maximize 3
over Â ∈ R p . We call (4) the estimated likelihood because we do not know the true likelihood, which depends on the unobservable t 1 ; : : : ; t n . (We only know the true like-5 lihood when 0 = 0 and 1 = 1.) The maximizerÂ of (3) can thus be called the MEL estimator. 7
Note that the MEL approach does not shrink the cumulative distribution function of the logistic distribution (as in Copas, 1988) , but instead the responses are trans-9
formed to values lying in a narrower interval than (0; 1). To illustrate this, Fig. 3 plots pseudo-observationsỹ i (from a data set with a Bernoulli response variable) versus the 11 linear predictor x i Â. The curve is the actual logistic cdf with limits 0 and 1, but the pseudo-observationsỹ i lie strictly between 0 and 1. 13
In order to compute the MEL estimator we can take the logarithm of (4), yielding
which always exists since Â is ÿnite. Di erentiating with respect to Â yields the 15 (p-variate) score function
for all Â ∈ R p . Setting (6) equal to zero yields the desired estimate. 17
Properties of the MEL estimator
Unlike the classical ML estimator, the MEL estimator always exists. 
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Property 1. When 0 ¡ 0 ¡ 1 ¡ 1 and the data set has a design matrix of full column 1 rank, the MEL estimator always exists and is unique.
(Note that when the design matrix is not of full column rank, we can ÿrst reduce 3 the dimension of the x i by means of principal component analysis.)
Proof. The Hessian matrix of (5) equals 5
and is thus negative deÿnite because the design matrix has rank p. Therefore, the di erentiable function (5) is strictly concave. Now let us take any Â = 0 and replace 7 Â in (5) by Â. If we let → +∞ then (5) always tends to −∞ because there is at least one x i in the data set with x i Â = 0 due to full rank, and neitherỹ i or (1 −ỹ i ) 9
can be zero. Therefore, there must be a ÿnite maximizerÂ MEL of (5), which is unique because the concavity is strict. 11
This implies that the MEL estimator exists even when the data set has no overlap. Therefore, the resulting odds ratios OR j = exp(Â j ) also always exist, i.e. they are never 13 zero or +∞.
A property shared by all logistic regression estimators is x-a ne equivariance. This 15 says that when the x i are replaced by x * i = Ax i , where A is a nonsingular p × p matrix, then the regression coe cients transform accordingly. 17
Property 2. The MEL estimator is x-a ne equivariant.
Proof. From (6) it follows thatÂ *
x iÂMEL . This also yields the same predicted values.
In linear regression there exist two other types of equivariance: one about adding a 21 linear function to the response ('regression equivariance') and one about multiplying the response by a constant factor ('y-scale equivariance'), but these obviously do not 23 apply to logistic regression.
Choice of 0 and 1 25
If 0 and 1 are known from the context (e.g. from the type I and type II error probabilities of a blood test) then we can use these values. But in many cases, 0 and 27 1 are not given in advance. Copas (1988, p. 241) found that accurate estimation of 0 and 1 from the data itself is very di cult, if not impossible unless n is extremely 29 large. He essentially considers them as tuning constants that can be chosen, as do we. The 'symmetric' approach used by Copas is to choose a single constant ¿ 0 and 31 to set 0 = and His computations require that be small enough so that terms in 2 can be ignored. 1
In his Table 1 the values = 0:01 and = 0:02 occur, whereas he considers = 0:05 to be unreasonably high (p. 238). In most of Copas' examples = 0:01 performs well, 3 and this turns out to be true also for our MEL method, so we could use = 0:01 as the default choice. This approach has the advantage of simplicity. 5
On the other hand, there is something to be said for an 'asymmetric' choice which takes into account how many y i 's are 0 and 1 in the data set. Let us consider the 7 marginal distribution of the y i (that is, unconditional on the x i ) from which we construct some estimateˆ of the marginal success probability P(Y = 1). It seems reasonable to 9
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constrain 0 and 1 such that the average of the pseudo-observationsỹ i corresponds 1 toˆ . This yieldŝ
Since it is natural to assume that 0 ¡ˆ ¡ 1 , the latter ratios equal a (small) positive 3 number which we will denote by . Consequently, we can write both 0 and 1 as functions of , as 5 0 =ˆ 1 + and
However, since we have assumed that 0 ¡ˆ ¡ 1 we have to constructˆ accordingly. We cannot take the standard estimate = 1=n n i=1 y i = (number of y i = 1)=n because 7 can become 0 or 1. A natural idea is to bound away from 0 and 1 by puttinĝ
which means truncation at and 1 − . This is su cient because always 
Our default choice will be = 0:01, which implies smaller classiÿcation errors than by putting = 0:01 in formula (8). Our recommendation is to computeˆ , 0 , and 1 as in (9) and (10) with = 0:01, to compute the pseudo-observationsỹ i according to (3) and to carry out the resulting 7 MEL method. Our S-PLUS code for this method and its robustiÿcation described in Section 4 can 9 be downloaded from http://win-www.uia.ac.be/u/statis/Robustn.htm or 11 http://www.statistik.uni-dortmund.de/sfb475/berichte/rouschr2.zip. The ML estimator has the nice property under the logistic regression model that if 13Â is the ML estimate for the data set {(x i ; y i ); 1 6 i 6 n}, then −Â is the ML estimate for the data set {(x i ; 1 − y i ); 1 6 i 6 n}. Hence, recoding all response variables Y i 15 to 1 − Y i a ects the ML estimator only in the way that it changes the signs of the regression coe cients, and the odds ratios become exp(−Â j ) = 1=OR j . We call this 17 equivariance with respect to recoding the response variable. The MEL estimator has the same property, whether 0 and 1 are given by (8) 
Outlier-robust estimation
Like the ML method, the MEL estimator still has the disadvantage that it is not 25 robust to outliers because the impact of bad leverage points is unbounded in (6). In this section we consider a robustiÿcation of the MEL estimator. 27
The score function (6) is similar to an M-estimator equation. Since the (pseudo-) residuals are always bounded in binary regression models due to 29
the main problem comes from the factor x i which need not be bounded. This corresponds to the leverage point issue. We propose to downweight leverage points in a 31 straightforward robust manner, yielding the weighted maximum estimated likelihood (WEMEL) estimator deÿned as the solutionÂ of 33 
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where the weights w i only depend on how far away x i is from the bulk of the data. 1
We use
where x * i = (x i; 2 ; : : : ; x i; p ) ∈ R p−1 ; RD(x * i ) is its robust distance, and M is the 75th 3 percentile of all RD 2 (x * j ); j = 1; : : : ; n. This means that we give a weight less than 1 to the 25% most extreme design points. 5
When all regressor variables are continuous and there are not more than (say) 30 of them, we can use the robust distances that come out of the minimum covariance 7 determinant (MCD) estimator of Rousseeuw (1984) , for which the fast algorithm of Rousseeuw and Van Driessen (1999b) is available. This algorithm has been incorpo-9 rated in the packages S-Plus (as the function cov.mcd) and SAS/IML (as the routine MCD), and both provide the robust distances in their output. We propose to compute 11 the MCD with the default value of q = 0:75 which gives a breakdown point of approximately 25%. In case that not all regressor variables are continuous or there are 13 many of them (even more than 1000), we can use the robust distances provided by the robust principal components algorithm of Hubert et al. (2002) . 15
The WEMEL estimate is easy to compute because most GLM algorithms (including the one in S-Plus) allow the user to input prior weights w i . After computing the weights 17 w i the computation time is approximately equal to the computing time for the ML estimator. Hence, the WEMEL estimate can be computed even for large high-dimensional 19 data sets. Obviously, Properties 1-3 are also valid for the WEMEL estimator. 21
Before we investigate the robustness properties of the WEMEL estimator in more detail in the next section let us consider four artiÿcial data sets. All these data sets 23 have the following 10 observations in common: X = 1 1 1 1 1 1 1 1 1 1 1 2 3 4 5 6 7 8 9 10 and y = (0; 0; 0; 0; 0; 1; 1; 1; 1; 1) :
In cases (a) and (b) there is one additional observation (x 11; 2 ; y 11 ) = (11; 1), and 25 (x 11; 2 ; y 11 ) = (11; 0), respectively. In case (c) there is one bad leverage point (x 11; 2 ; y 11 ) = (15; 0), and in case (d) there are two bad leverage points (x 11; 2 ; y 11 ) = (15; 0) and 27 (x 12; 2 ; y 12 ) = (−5; 1). The estimated success probability curves with respect to the ML, MEL, WEMEL estimator both with our default value of = 0:01 and the M-estimator 29 (denoted by KSC) proposed by K unsch et al. (1989) with tuning constant u = 3:2 √ p are given in Fig. 4 . 31
In case (a) the ML and the M-estimate do not exist due to complete separation, so 
Simulations 3
In this section we carry out some simulations to compare the bias and the standard error of the usual ML estimator, a conditionally unbiased bounded in uence M-estimator 5
proposed by K unsch et al. (1989) , and the estimators MEL and WEMEL both with = 0:01 using our asymmetric choice of 0 and 1 under the assumptions of the logis-7 tic regression model. We will estimate p = 3 coe cients, including the intercept term. Both explanatory variables are generated from the standard normal distribution or from 9
Student's t distribution with 3 degrees of freedom to model the case of moderate leverage points. We also consider the case that one or two data points or even 10% of the 11 observations are bad leverage points located at (1; 10; 10) . As true parameter vectors we use Â A = (1; 0; 0) and Â B = (1; 1; 2) . The sample sizes n will be 20, 50, and 100. 13
For each situation 1000 samples are generated. We use the depth-based algorithm (Christmann and Rousseeuw, 2001) to check 15 whether the data set has overlap, i.e. whether the ML estimate exists. It turned out that not all data sets had overlap. This occurred 12 times in case A for n = 20, 129 17 times in case B for n = 20, 178 times in case C for n = 20, four times in case C for n = 50, three times in case D for n = 20, two times in case E for n = 20, and 3 times 19 in case F for n = 20. The M-estimate proposed by K unsch et al. (1989) does not exist for these data sets, too. For two data sets in case B with n = 20 and six data sets 21 in case C the algorithm to compute the M-estimate had convergence problems. These special data sets were not considered in summarizing the results for the M-estimator. 23 This contrasts sharply to the MEL and WEMEL estimates, which existed for all data sets. 25
COMSTA 2620 Tables 1 and 2 compare bias and standard error of the estimators for data sets 1 with overlap. In case A, where the true slopes are zero, there is not much di erence between the estimators. But in cases B and C in which the explanatory variables have 3 an impact on the success probabilities, the MEL and the WEMEL estimator have a substantially smaller bias and standard error than the ML and the M-estimator. This can 5 be explained by the well-known phenomenon that ML estimation in logistic regression tends to overestimate the magnitude of nonzero coe cients for ÿnite sample sizes. For 7 instance, Firth (1993, p. 30) mentions that the ML estimator is biased away from 0 and that a bias correction for this estimator requires some 'shrinkage' towards 0. MEL and WEMEL estimators exhibit this kind of shrinkage behavior. The di erences 1 between the estimators are largest in case C, where there are moderate good leverage points generated by Student's t 3 distribution. 3
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In situations D to F there are one or more bad leverage points. The only estimator under consideration which works well also in these situations turns out to be 5 the WEMEL estimator. Somewhat surprisingly, the bounded-in uence M-estimator proposed by K unsch et al. (1989) is not robust enough in most of these cases. Even if 7 there is only one bad leverage point the M-estimator can behave as bad as the nonrobust ML and MEL estimators for n = 20. This is probably a consequence of the fact 9 that K unsch et al. proposed to use an M-estimator to estimate the scatter matrix of the explanatory variables instead of a positive-breakdown estimator. 11
Examples
In this section we consider some benchmark data sets. The banknotes data set 13 (Riedwyl, 1997) has no overlap, hence the ML estimate does not exist. The vaso constriction data (Finney, 1947; Pregibon, 1981) and the food stamp data (K unsch 15 , 1989) are well known in the literature on outlier detection and robust logistic 1 regression. They both have little overlap: it su ces to delete 3 (resp. 6) observations in these data sets to make the ML estimate nonexistent (see Christmann and Rousseeuw, 3 2001) . Some of these observations are considered as outliers in K unsch et al. (1989) . The toxoplasmosis data set (Efron, 1986 ) is chosen because the ratio n=p is high. 5 Table 3 shows that the MEL estimates with = 0:01 were quite similar to the ML estimates for the data sets with overlap. For the vaso constriction data set, the WEMEL 7 estimate and the M-estimate with tuning constant u = 3:7 √ p are similar to the ML and the MEL estimates, but the M-estimate with a smaller tuning constant behaves 9 di erently because some observations received smaller weights. For the food stamp data set, the WEMEL and the M-estimates di er from the ML and the MEL estimates 11 because there are outliers and at least one leverage point in the data set. The considered estimators behave very similarly for Efron's toxoplasmosis data set. The corresponding 13 results for the odds ratios are given in Table 4 . Fig. 5 shows that the choice of has relatively little impact on the MEL estimates 15 for the food stamp data set, which has overlap. In contrast to that, Fig. 6 shows the e ect of for the banknotes data. Because this data set has no overlap we know that 17 Â tends to +∞ as goes to 0 (since = 0 corresponds to the ML estimator). 
ARTICLE IN PRESS
Discussion and outlook 3
The main problem addressed in this paper is that the coe cients of the binary regression model (with logistic or probit link function) cannot be estimated when the 5 x i 's of successes and failures do not overlap. This is a deÿciency of the model itself, because the ÿt can be made perfect by letting Â tend to inÿnity. Therefore, this 7 problem is shared by all reasonable estimators that operate under the logistic model. Our approach to resolve this problem is to work with a generalized model, which we 9
call the hidden logistic model. Here we compute the pseudo-observationsỹ i , deÿned as the probability that y i = 1 conditional on the maximum likelihood estimate of the 11 true status t i . The resulting MEL estimator always exists and is unique, even though the hypothetical misclassiÿcation probabilities (based on our default setting = 1%) 13 are so small that they would not be visible in the observed data. The hidden logistic model was previously used (under a di erent name) in an impor-1 tant paper by Copas (1988) . However, his approach and ours are almost diametrically opposite. Copas' motivation is to reduce the e ect of the outliers that matter, which 3 are the observations (x i ; y i ) where x i is far away from the bulk of the data and y i has the value which is very unlikely under the logistic model. In the terminology of 5 Rousseeuw and Van Zomeren (1990) these are bad leverage points. In logistic regression their e ect is always to atten the ÿt, i.e. to bring the estimated slopes closer to 7 zero. Copas' approach shrinks the logistic distribution function away from 0 and 1 (by letting it range between and 1 − ), so that bad leverage points are no longer 9
that unlikely under his model, which greatly reduces their e ect. On the other hand, his approach aggravates the problems that arise when there is little overlap between 11 successes and failures, as in his analysis of the vaso constriction data. Our approach goes into the other direction: rather than shrinking while leav-13 ing the responses y i unchanged, we leave unchanged and shrink the y i to the pseudo-observationsỹ i which are slightly larger than zero or slightly less than 1. This completely eliminates the overlap problem. It does not help at all for the problem 1 of bad leverage points, but for that problem we can use existing techniques from the robustness literature, yielding the WEMEL method. 3
We recommend that in general and should not depend on the sample size n and that these quantities should not converge to zero, because the proportion of typing 5 errors may not decrease to zero. The data quality in very large data sets is not always very good; in fact, often the opposite is true in data mining projects. Actually estimating 7
and with reasonable accuracy precision seems only possible for huge data sets. We have not yet addressed the computation of in uence functions and breakdown 9 values. As one referee pointed out, it will also be worthwhile to investigate maxbias curves and breakdown functions (He et al., 1990) . It would be interesting to connect 11 our work in the hidden logistic model with the existing body of literature on outlier detection, robust estimation and estimation of the median e ective dose (ED50) in the 13 classical logistic model, including the work of Pregibon (1982 Pregibon ( ), K unsch et al. (1989 , Christmann (1994 Christmann ( , 1998 , Huang (2001), and M uller and Neykov (2002) . 15
The unobservable true responses in the hidden logistic regression model are comparable to a hidden layer in a feedforward neural net. Recently, Intrator and Intrator 17 (2001) 
