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Abstract

Introduction

Errors in standardless analysis arise from inaccuracies in atomic data, detection efficiency of the detector,
the normalization and the sensitivity to the errors of the
spectrum processing, and ZAF correction (which converts the ratio of the measured intensities into concentration). Other sources of error encountered in fully quantitative analysis (using standards) also remain in the
standardless version. Calculation of the La standard
intensities also requires incorporation of non-radiative
transitions. Both the experimentally found dependence
of the net La intensities on the atomic number and the
corresponding peak-to-background ratios (PIB) indicate
that an empirical increase in the calculated non-radiative
transitions is necessary. Either the subshell ionization
cross-sections are higher for the L 1 and ½. subshells
than they are for the L 3 subshell or the Coster-Kronig
transition rates are larger than reported in the literature.
Independent experimental data would be needed especially for the ionization cross-sections of the individual L
subshells. Experimental data pertinent to the conventional energy dispersive (ED) detectors with a Be window are discussed in this paper. The average error of
the standardless analysis is 3-10% which should be compared with the average error of the fully quantitative ED
analysis, which is 2-6 % , depending on the ZAF procedure used. An extensive comparative assessment of the
standardless procedures is urged.

X-ray spectrometry has been widely used for decades to determine the atomic composition of solid, liquid
and gaseous samples. The relevant methods are called
electron probe X-ray microanalysis (EPMA) particle
(proton) induced X-ray emission (PIXE), and X-ray
fluorescence analysis (XRF), depending on the particular
radiation used for ionization. Fully quantitative analysis
is based on comparison of the X-ray intensities measured
on unknown materials and on standards with known
compositions. Such normalization relieves the analyst
from determining some of the instrument-dependent factors which are tedious to determine and alleviates the
need for the exact values for some of the atomic parameters influencing the measured X-ray intensities. Although full quantitation provides outstanding analytical
results (through this standardization), measurement of
many standards places a tedious burden on the analyst.
Since the early days of X-ray spectrometry, there has
been the wish to simplify the analytical procedure and
gain speed even at the expense of a small or moderate
loss in accuracy. It is easy to see that the standardization procedure is a kind of calibration. For long term
stability and reproducibility, there is no need to repeat
that calibration until there is a change in the quantities
that are determined during the calibration. All the early
spectrometers, however, contained mechanically moving
dispersion elements, and because of their focusing geometry, they were sensitive to minor changes in the adjustment of the spectrometer, the sample, or the electron optics. The presence of aging parts in the spectrometers,
such as the window of the proportional counters (which
should regularly be replaced), only further aggravated
this problem. It therefore seems to be almost impossible
to use long term calibration for wavelength dispersive
spectrometers (WDS) even nowadays. These obstacles
are overcome to some extent by relying on standards
which are measured as close in time to the unknown as
possible.
The situation was substantially altered by the appearance of semiconductor detectors. The energy dispersive spectrometers (EDS) based on these detectors

Key Words: Standardless analysis, electron probe Xray microanalysis, energy dispersive spectrometry, Xray analysis, K and L lines, peak-to-background ratio,
bulk samples, thin samples, non-biological samples.
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elements present in the sample by means of

show excellent stability. They contain no mechanically
moving parts, and their window lasts as long as the detector itself. The response function or, in other words,
the detection efficiency of the spectrometer hardly
changes over several months provided the detector is
operated in a clean vacuum environment or the detector
window is cleaned regularly (cleaning a detector window
may be extremely harmful for the detector. Anyone
considering such an action should consult the manufacturer prior to cleaning). This long term stability created
the possibility for the so-called standardless analysis.
Different variants of the analytical methods without
standards have appeared in many publications [3, 4, 8,
9, 11, 14-22, 27-30, 33, 35, 40, 46, 49, 50, 53, 55-59,
61-65, 74-76, 78, 80-83, 86]. Their common basis is
that if the measured intensities of the X-ray lines from
repeated experiments
are identical (provided the
experimental conditions are identical) the analyst can
rely on empirical calibration curves determined once and
use this calibration curve for several months instead of
repeating the standardization process. Moreover, these
calibration curves can be adequately approximated by
calculations from first principles, resulting in a flexible
standardless method which can be used under arbitrary
experimental conditions. It is easy to realize that the
calculation of standard intensities (the calibration curve
for the analysis) contains three basic factors: one of
them is the computation of ionizations (both their total
number and their depth distribution); the second factor
is the calculation of the X-ray emission and X-ray absorption processes in the sample; the third factor is
taking into account the detection efficiency of the spectrometer as a function of the energy. Only ED detectors
with conventional Be window are examined in the present paper. However, there is a need for spectrum processing (which results in the "measured" X-ray intensities) and a correction which derives the concentrations
of the elements from their X-ray intensities. This last
factor is similar to that used in fully quantitative analysis, supplemented by a normalization condition. Some
of these calculation steps are identical for all of the Xray analytical methods (electronic transitions in the
atom, X-ray absorption, detection efficiency of the spectrometer, etc.); others are unique to the individual methods characterized by the primary exciting particle beam
(ionization efficiency, special role of multiple ionizations, etc.). This paper concentrates on the general features; special details are restricted to electron excitation.

(1)
where ci is the mass fraction of the i th element in the
sample. The starting approximation of this mass fraction, ki, is the k-ratio, defined for the i th element by the
ratio of the X-ray intensities of the analyzed X-ray line
measured on the unknown and the standard, respectively
(ki = lunk)Istd,J
Obviously, only one X-ray line per
element is used here for calculating the composition of.
the sample. The correction factors Zc, Ac and Fe take
into account the differences between the unknown and
the standard as far as generation and absorption of the
X-rays are concerned and the secondary effect of
fluorescence induced by the absorbed X-rays which were
produced in the primary process. These factors are dependent on the composition of the sample which is to be_
determined, making an iteration necessary for the calculation of c;.
The standardless version of the method replaces the
measurement of the set of lstd,i with values calculated
from theoretical considerations, utilizing known atomic
data (see below). The intensity Iz i(E0) of line "/" of a
single element standard with ato~c number Z can be
calculated for single ionizations caused by bombarding
with monoenergetic primary electrons of energy £ 0 , as
lz,i(Eo) = G · Vz,a(Eo) · wz,a · Rz,J,a

(2)

. fi.Eo,Xz,1,,J) . P(E1),
where G is a normalizing factor which depends on the
parameters of the particular experiment (beam current,
time of the spectrum accumulation, solid angle covered
by the detector). The factor Vz 0 (£ 0) is the total number
of ionizations in the atomic subshell "a" (e.g., Kor L 1,
Li, L 3 , etc.) which is the initial state of the radiative
transition resulting in the emission of the analytical line
"l" (e.g., Ka or La, etc.). The fluorescence yield wz,a
is defined as the fraction of the singly ionized states in
level "a" that decays with radiative transitions (in contrast to non-radiative or Auger transitions). The relative
transition probability (or the weight of the analytical
line) Rz,l,a is the transition probability of the radiative
electronic transition emitting the analytical line,
normalized with the sum of the transition probabilities of
all the radiative transitions having the same initial state
(i.e., the singly ionized state of subshell "a").
For
instance, if Lal is the analytical line:

Standardless Analysis
(3)

Standardless EPMA of bulk, non-biological samples
Based on Castaing's recommendations [12], full
quantitative EPMA calculates mass fractions of the
134
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The emitted fraction of the generated radiation after
being absorbed within the sample is described by
ft..Eo,Xz,L;iJ.t).The argument Xz,L,"1is a product of the
mass absorption coeffficient (µ/ p )z I and a geometrical
factor (the detector is at the directi~n '¥ in comparison
with the plane of the sample). The detection efficiency
of the detector, P(E 1) is only a function of the line
energy E 1 (provided the radiation enters the detector
perpendicular to the window surface; otherwise, a
geometrical factor is also needed).
When calculating the number of ionizations,
Vz a<E0), both direct and indirect ionizations must be
taken into account. The latter ones are caused by the
(non-radiative) rearrangements of the ionized states
between the subshells prior to the emission of the X-ray
line in question. For the L:Jlevel as an example,

applied (without alterations) in the subsequent iteration
to determine concentrations.
First versions of the standardless technique were
only able to analyze by the K lines as the simplest case
or by approximating the number of total ionizations in
equation (2) with the number of direct ionizations for the
Land M lines [3, 4, 8, 9, 11, 16, 21, 22, 29, 30, 33,
46, 56, 59, 64, 74]. This latter rough approximation resulted in errors of20% or more [57]. The next generation of programs improved the analytical result by relying on either empirical calibrations or on the calculation
of the total number of ionizations according to equation
(2) for the L and M lines originating from more complex shells [18-20, 27, 28, 35, 61, 74, 78].

Standardless analysis in transmission
microscopy: Thin, non-biological samples

Examination of thin samples transparent to the primary electron beam implies two simplifications. First,
the loss of energy is negligible in the sample, making it
possible to substitute the integral in equation (5) by
Qa<E
0) · t where t is the thickness of the sample. Second, the absorption of X-rays can be neglected. This
condition is known as the "thin-film criterion". The
idea of analysis based on intensity ratios appeared early
in the literature [14, 17, 19, 40, 53, 58]. The concentration ratio of elements "A" and "B" of the same sample can be expressed by their intensity ratios

(4)

where fz,li,Lj is the transition rate of the non-radiative
transitions, called Coster-Kronig transitions, between
subshells Li and Lj. The number of direct ionizations in
the L:Jsubshell, caused by the bombarding electrons, is
Nz,L/Eo)-

The ratio of such direct ionizations is calculated in
the atomic number correction, Zc, in equation (1). This
factor is an integral of the ionization cross-section (Qa)
over the stopping power (S), corrected for the loss in the
number of ionizations (R) caused by the fraction of the
bombarding electrons which leave the sample due to
scattering and consequently carry away part of the
energy.
E

1-C

Nza(E 0) = R ·

,

Qa(E)
S(E) dE.

(7)

where the factor kA,B is known as the "Cliff-Lorimer
factor". It is independent of the composition and thickness of the sample (provided the thin film approximation
is valid), and it depends on the primary electron beam
energy, £ 0 . The procedure is called the Cliff-Lorimer
method. If kA B is computed in contrast to being measured, it is a s~ndardless method. Calculation of kA,B is
straight forward from equation (2) using the approximations mentioned, yielding

(5)

0

Ec is the critical energy characteristic of subshell "a".
Similarly the absorption correction Ac in equation (1)

contains the ratio of the absorbed fractions ft..x) in
equation (2) but calculated for the unknown and the
standard, respectively,

and

electron

k
- Vn(Eo). Wn. RB. P(En)
A,B - VA(Eo). WA . RA . P(EA)

ft..X)unk (6)
ft..x)su1.

(8)

In the first versions of the method, the number of total
ionizations was approximated by the number of direct
ionizations [14, 15, 17, 19, 22, 40, 53, 58]. Later, the
effect of non-radiative transitions was incorporated either
theoretically or empirically, similar to the situation with
the analysis of bulk samples [55, 62, 63, 65, 80, 82].
Due to the higher primary electron energies used, a
relativistic correction is necessary in calculating the
ionization cross-sections [SO, 65, 82]. For thicker

In this way, well defined parts of the established ZAF
correction can be directly utilized in equations (2) and
(4). There is no need for characteristic fluorescence
correction in calculating the standard intensities emitted
by elementary standards. Correction for continuum fluorescence is applied sometimes in standard intensity calculation [76]. The complete ZAF correction can be
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errors of different ongm. For instance, errors from
electron probe X-ray microanalysis (both with and
without standards) can be classified as: (1) statistical
(counting) errors; (2) errors from the specimen and/or
standards
(roughness,
cleanliness,
conductivity,
homogeneity, accuracy of nominal composition, ... ); (3)
errors due to the operator (lack of proper control of the
experimental conditions, incorrect use of the software,
... ) ; (4) errors from the determination of the "measured"
intensity of the analytical line (background substraction
and correction for peak overlap); (5) errors rooted in
improper assumptions or inaccurate models included in
the software; lack of accurate knowledge of certain
physical parameters (e.g., ionization cross-sections,
Coster-Kronig transition rates, ... ).
When using a standardless approach instead of relying on standards, some of the experimental errors (pertinent to the measurement of standards) are replaced by an
additional computational error of type 5 (originating
from the calculation of standard intensities, from calibration of the detection efficiency, and from normalization).
The errors originating from the steps peculiar to the
standardless version can be regarded as the primary
source of the reduced accuracy of the standardless procedure as compared to the fully quantitative method.
The overall analytical error of the concentrations determined by standardless analysis, however, also contains
the other errors listed above and which are identical in
both fully quantitative and standardless analysis. This
fact necessitates a two-fold approach to the assessment
of the standardless analysis. On one hand, the method
should be characterized by the overall analytical error
since this is the important quantity for the analyst; on
the other hand, different sources of error should be identified and evaluated separately in order to determine the
extent of the reduced accuracy as a consequence of the
omission of the measurements on standards. This reduction in accuracy can be regarded as the price of the increased speed
the primary objective of the
development of the standardless methods.
According to equation (1), the concentration determined in microanalysis is a product of some correction
factors with a quotient of intensities. Because of the statistical laws of error propagation [7], the accuracy of the
determined concentrations will be directly affected by
the errors originating from any of the factors in equation
(1):

samples, using medium voltage microscopes, corrections
for both self-absorption and the secondary effect of
fluorescence are needed [79).

Specialities of standardless analysis
The distinction between full quantitative and standardless analysis can be summarized in five points. First,
the experimental part is simpler. The collection and the
processing of the spectrum from the unknown sample
are identical in both methods. The standardless method,
however, does not collect spectra from standards (hence
the name). Second, the standardless version relies on
calculation of the standard intensities based on equations
(2) and (4). Besides the parts of the calculation that are
common with the ZAF correction, this step needs exact
knowledge of such atomic data as the fluorescence
yields, the Coster-Kronig transition rates, the relative
transition probabilities. These data are not required by
full quantitation because the measured intensities contain
them for both the unknown and the standards, and they
cancel out when the k-ratio is formed. In the standardless version, these atomic data affect the unknown spectrum, so the calculated standard intensities must also
take them into account. Third, the "G" factor, which
characterizes the experimental parameters in equation
(2), must be determined in the standardless analysis (in
full quantitation, it also cancels out, being common to
both the unknown and the standards). Either the measurement of an independent physical signal or the introduction of a normalization boundary condition is used
for this purpose [10, 18, 20, 24-28, 33, 39, 48, 53, 54,
58, 72, 74, 76, 87). Fourth, the detection efficiency of
the spectrometer directly affects the analytical result. It
is ofno importance in full quantitation because it cancels
out while forming the k-ratio, similarly to the other
quantities mentioned. This step is closely connected
with the determination of the "G" factor in the third
step, as will be discussed below. Fifth, the sensitivity
is increased in the standardless method to experimental
errors and to any inadequate approximations in the
individual parts of the ZAF model (e.g., inappropriate
knowledge of specimen geometry, mass absorption
coeffficients and ionization cross-sections, etc.). That is
because a considerable part of systematic errors can
cancel out in the full quantitative method when almost
the same error appears in the quantities pertinent to the
unknown and to the standard, respectively.
This
cancellation of errors is missing in the standardless
version.

€ 2
C

(9)

Assessment of Errors Inherent in
Standardless Analysis
where 1: is the relative error of the quantity shown in the
subscript. Similarly, the relative error of any of the

The results of any analytical procedure contain
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above quantities can be deduced from the relative errors
of the factors affecting their accuracy and precision.
The final analytical result is affected by many factors,
thereby making the separation of errors tedious. Thorough examination of the reliability of the analytical results obtained by a standardless program is a rarity in
the literature: most publications contain only a description of the method and present more or less arbitrarily
selected data to illustrate the capabilities of the particular
method. Even when comparison is made with the accuracy of other standardless (or full quantitative) methods,
the cited mean errors and their distribution are not directly comparable since they were obtained with different instruments and samples under different experimental
conditions. This is in contrast with the assessment methods which are applied to the fully quantitative analytical
procedures, when the same data base of measured kratios is used to compare the performance of the individual methods. The best that can be done is to examine
the standardless methods in a similar way: to use the
same data base of measured spectra (both "unknowns"
and those used to calibrate the detection effficiency of
the particular spectrometer) and evaluate them with different standardless approaches. The data base should be
representative of the full cross-section of problems
which are examined by standardless methods. If only
one detail is changed at a time, the effect of this detail
on the mean errors and their distribution can be studied.
The positive or negative effect of the changed detail of
the method can thus be characterized numerically. The
summation of errors of different origin {similar to
equation (9)} provides a "background" error which
dampens the effect of the examined error-source on the
total error in the standard intensity and in the determined
concentration, as a consequence (e.g., using an approximation with limited reliability for the calculation of the
absorption prevents us from reducing the average error
of the concentration below the mean error of this absorption correction even if all the other factors affecting
the result would be ideally free of errors. Let this mean
error of the absorption be 4 %, and let us compare two
approximations for the fluorescence yield with error content of 3 % and 6 %, respectively. If all the other factors
are free of error, the mean error of our concentration
will be reduced to 5 % from 7 .1 % as a result of
changing the less reliable set of fluorescence yields to
the better one. The improvement is less pronounced in
the total error than the reduction is in the error content
of the examined fluorescence yields). Obviously, fortunate or unfortunate cancellation of errors from different
sources can spoil the conclusion drawn for the examined
detail of the method, similar to the possibility also
looming around the assessment of fully quantitative procedures. The author is not aware of such a thorough

examination covering all details of standardless analysis.
However, particular details are examined in that way.
These partial results are summarized below. Since the
calculated standard intensity is the most peculiar quantity
in standardless analysis, its errors are examined first.

Ionizations and transition rates
Equations (2) and (3) show that the calculation of
the standard intensity should contain

of the standardless

Some

methods contain

instead of

The first of them

[78] corresponds to the rough approximation
calculating the direct ionizations only:

of

(10)

There is an unclear idea of an "average" L shell
electron hidden in the second approximation [62]:
(11)

Although only the direct ionizations are calculated
in equation (11), the effect of non-radiative rearrangements is implicitly incorporated if a set of empirically
determined relative line intensities is used for the entire
L shell instead of taking into account the l:3 subshell
only [36, 37]. This latter approach is within 5 % of the
correct result if the primary beam energy (Eo) is not too
close to the excitation energy (Ea) of the subshells involved [36].
There is a more significant difference between the
approach formulated using equation ( 10) ( called version
"A") and using equation (2) in its exact form (called
version "B "). The effect of this step of calculation was
examined in detail for the L lines [34, 35]. Two kinds
of tests were applied.
First, pure element standard
intensities calculated with versions "A" and "B"
respectively were compared with the experimental pure
element Lal intensities measured under identical experimental conditions. This test was performed with two
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different £ 0 . Although these standard intensities are
intermediate results from the point of view of the standardless analysis and can be eliminated from the analytical procedure [46], they directly affect the accuracy of
the calculated concentrations {see equation (9)}. That is
why it is useful to examine them separately.
Intensities of the Lal lines of the pure element
standards Zn, Ge, Se, Zr, Nb, Mo, Pd, Ag, Cd, In, Sn,
Sb, Te, Gd, Hf, Ta, W, Re, Ir, Pt, Au, and Pb were
recorded under identical conditions with a Si(Li) detector
having a resolution of 175 eV at Mn Ka. The incidence
angles and take-off angles were 90° and 35° respectively. The nominal window thickness was 7.5 µm, although an effective thickness of 17 µm was determined
by comparison of the Bremsstrahlung radiation emitted
by a carbon sample with the one calculated in FRAME
C. Figures 1 and 2 compare the measured and computed standard intensities at 15 and 20 keV respectively.
The first two plots ("direct" and "total") show the standard intensities calculated with versions "A" and "B" of
the program (both curves are normalized to the measured data set to give the minimum total error for the
entire data set). These data are identical to those
appearing in references [34-36]; however, the conclusion
below was not drawn in those publications. It can be
seen that in spite of the significant improvement in
approximating the measured values {as a result of applying equation (2) instead of equation ( 10)} a systematic
discrepancy remained between measured and computed
intensities. One must not forget that the computation of
the direct ionizations of the individual subshells in equation (5) relies on the function of the ionization cross-section. This ionization cross-section is not known with
satisfactory accuracy for the individual L subshells. It
can be written in the general form:

1
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Figure 1. Pure element Lal intensities measured at 15
keV compared to calculations. "Total" corresponds to
equation (2). "Empirical" contains an empirical factor
increasing the contribution of the L 1 and Li subshells to
the total ionizations of the L:Jsubshell (see text).
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The parameters ba, ca and ma are characteristic of
the subshells and may have different values for the three
L subshells. With ma = 1, ba and ca are the Bethe parameters. Other authors use alternative values for ma
[73]. Values of ca = 1 and ma = I were used in Figures 1 and 2 for all three subshells. The first two plots
relied on the assumption that bL, = bLi = bi,. There is
no satisfactory experimental evidence from independent
sources to determine these values with good accuracy.
The Coster-Kronig transition rates are taken from Chen
and Crasemann [13]. The residual errors in Figures 1
and 2 suggest that the "b"-parameters for the½. and L 1
subshells might be higher than the "b"-parameter of the
L:Jsubshell (this is because the plot employing a set of
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Figure 2. Pure element Lal intensities measured at 20
keV compared to calculations. "Total" corresponds to
equation (2). "Empirical" contains an empirical factor
increasing the contribution of the L 1 and Li subshells to
the total ionizations of the 1-:J
subshell (see text).
"b"-parameters, which were empirically changed in that
sense, is better matched to the measured set of intensities. The fact that the data collected at 15 keV are
more affected than the data pertinent to 20 ke V further
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supports the idea that the difference is caused by the
different contributions of the individual subshells since
the relative difference in the overvoltages, calculated for
the individual subshells, is increased for lower beam energies). In other words, the ionization efficiency of the
½ and L 1 subshells might be higher than that of the y
subshell. Or, alternatively, the Coster-Kronig transition
rates may be higher than the literature data {it should be
noted that the ratio of bLJ to the product f; 3• · bL
determines the relative contributions of the different Li
subshells to the total ionization of they subshell. The
"effective transition rates" that are used are defined as
f 2 ,3 .. = f2 ,3 and f 1,3 .. = f 1, 3 + f 1,2 · f 2 , 3 where fiJ
designates the transition rate of the non-radiative transfer
of an ionized state between the i 1h and j 1h subshells of
the L shell, the process called Coster-Kronig transition}.
The third plot "empirical" in Figures 1 and 2 was
calculated with the assumption that bl, = bl 1 = 1.8 ·
bfr
It can be seen that this plot provides the best
coincidence with the measured points (a factor higher
than 1.8 at 15 keV and lower than 1.8 at 20 keV seem
to be even better, suggesting that the dependence of the
ionization cross-sections on the overvoltage (E 0!Ec) may
be slightly different as well). As will be seen in the
next section (Normalization), the peak-to-background
(PIB) values measured with a different detector and
computed with a different ionization cross-section seem
to support a similar assumption as above.
The
difference between the necessary scaling factors (1.8 in
this section and a value around 2.5 in the P/B section)
originates from the different sets of Coster-Kronig
transition rates used.
In the latter case, the semiempirical set of Krause was applied [32]. Figure 3
compares the two sets of Coster-Kronig transition rates
as a function of atomic number [13, 32]. It can be seen
that the rates in [13] exceed those in [32] by about 25%.
The ratio of these rates closely corresponds to the ratio
of empirical factors needed to make the computations
coincide with the experimental data. A similar observation was made by Pouchou et al. [52] who incorporated
the effect of non-radiative transitions into the commercial standardless program of KE VEX following the recommendations and scaling factors published by Labar [36].
Although it improved the accuracy considerably, some
discrepancy between calculations and measurements remained.
These authors introduced some empirical
scaling factors to "tune" their standardless program to
obtain the true compositions of their samples. These
authors found that the empirically determined scaling
factors closely follow the atomic number dependence of
the Coster-Kronig rates, but the measured effect has a
greater amplitude than was previously calculated in [36].
The authors of [52] thus suggested that the "b"-parameters might depend on the atomic number also. These

experimental data seem to contradict to the calculations
of Zaluzec [82] who suggested that the "b"-parameters
for the y subshell must be the highest and for the L 1
the lowest claimed to be valid for 28 ~ Z ~ 92.
Although the Cliff-Lorimer factors used in the analytical
electron microscope (AEM) should reflect the same
change in the calculated kAB with the alterations in the
relative ionizations of the different L subshells, this
point has not been studied in detail. There are many
kAB factors determined both experimentally and theoretically; however, experimental results are generally
compared with calculations that use different ionization
cross-sections but treat the entire L shell together [49,
50, 62, 63, 65, 80, 81, 83]. This is an alternative
approach which takes into account the effect of CosterKronig transitions through the effective fluorescence
yield, ·v1, where

Though the X-ray production can be expressed in
this way too, this approach is not suitable for a flexible
treatment of the possible difference in the subshell ionization cross-sections. The published data showed considerable scatter, and it has been concluded that uncertainties in the fa::tors involved hinders the selection of the
accurate ionization cross-section, relative line intensities
and fluorescence yields [47]. In spite of these existing
uncertainties, a systematic comparative study might be
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Figure 3. Sum of transitions from the L 1 subshell to the
y subshell due to the Coster-Kronig transitions. Literature data [2, 13, 32] show a systematic difference of
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Table 1. Average errors of standardless analyses.
K-K

K-L

L-L

All

Number of
measurements

22

60

95

177

Without Coster-Kronig:
version "A"

5.5

12.2

10.5

10.5

"

7.9

7.0

7.1

Lines:

With Coster-Kronig:
version "B"

empirical tuning of the "b" -parameters (or of the CosterKronig rates) was not assumed at the time of publication
of [34, 35), thus its effect was not examined.
Consequently, versions "A" and "B" (above) were only
applied in their original form.
The errors of the
analyses are summarized in Table 1. The followmg
conclusions can be drawn from these results. First, the
average accuracy of the standardless procedure
significantly improved as a result of taking into accou~t
the non-radiative transitions.
Second, the error IS
somewhat higher if the L lines are also used in the
analysis.
This is attributed to the absence of the
empirical correction for the increased contribution of the
Li and L 1 subshells to the total ionizations of the L:,
subshell (see above). Third, the total error of the method is rather high for any line combinations. This is because of the old approximations used in the X-ray generation and absorption calculations and because of the
limited accuracy of spectrum processing. Very similar
accuracy can be achieved by using standards with the
FRAME C program which served as a basis for the development of the standardless programs above. Their
error manifests as an "error background" (average error
of 5-6 %). Combination of the above approach (including the non-radiative transitions and empirical corr~tion
for the different ionization cross-sections of the ind1v1dual subshells) with a newer generation of ZAF procedure
yields a better accuracy (see [52)). A detector with an
ultra-thin window was selected for the experiments m
[52). The limited number of experimental data presented prevents one from calculating average errors;
however, the errors for heavier elements and well separated X-ray lines seem to be around 2 % which is not
easy to surpass given the uncertainties in spectrum processing. With overlapping lines and/or light elements the
errors increase.
In summary, we can conclude that the accuracy of
the EDS analysis with standards can be approached by
the standardless methods provided the effect of CosterKronig transitions is treated properly. Obviously, the
same ZAF procedure and spectrum processing program
package must be applied both in the full quantitative an~
the standardless version of the program for fair companson. The errors originating from these latter parts of the
method must not be confused with the errors originating
from the lack of measurements on standards.
The
sources of errors specific to the standardless program
are further examined in the next sections.

able to reveal an improvement similar to that experienced with the bulk samples above, where the inaccurate
experimental data hindered the determination of the
exact value of an empirical set of "b"-parameters but it
was possible to establish the need for a modification and
to determine the approximate size of the necessary factor.
In summary, the effect of non-radiative transitions
is significant. It must be taken into account either
through the incorporation of empirical relative line intensities for the entire L shell or preferably through a calculation of the subshell ionizations using the CosterKronig transition rates. The set of "b"-parameters for
the separate subshell ionization cross-sections must be
specified together with the Coster-Kronig transition rates
in order to characterize that part of the standardless program. An empirical increase of the product of these
parameters seems to be necessary to accommodate the
experimentally found increase in the contribution of the
Li and L 1 subshells to the total ionizations of the L:,
subshell, the initial state of the analytical line.
In the second part of the test, multicomponent
microprobe standards with documented composition and
homogeneity were analyzed as "unknown" samples using
versions "A" and "B" of the standardless program. The
standardless programs contain spectrum processing
(background and overlap corrections) and a complete
ZAF correction supplemented with a normalization to
100 % besides the calculation of the standard intensities.
They are based on the FRAME C procedure [45] and
are identical except for the approximation above [34,
35). The first group ~f samples contained commercial
microprobe standards (glasses of RM-30 series, Au-Cu
series NBS482, Fe-Si NBS-483 and a W-Mo alloy, Anhydride, Orthoclase, Ba2NaNb 5O 15) and our own
samples of stoichiometric compounds (GaAs, GaP,
InAs, ZnSe, ZnTe, CdTe, PbSe, Bi2Se:i, PbTe and
garnets
Gd 3Ga 5O 12 ,
Sm 3Fe 5O 12,
Ho3Fe5O 12,
Er 3Fe 5O 12, Yb 3Fe 5O 12 , Y 3Ga 2O 12,
Er 3 Ga 5O 12 ,
Lu 3 Ga 5O 12, Y3 Fe 5O 12 , Y3 Al5O 12, Ca3 Ga2Ge:JO12)Every sample was analyzed with several £ 0 in order to
alter both ionization and absorption considerably and
reveal possible systematic errors. The need for the

Normalization
Since the "G"-factor in equation (2) depends on both
the probe current and the solid angle covered by the. detector, its value is not generally determined. A possible
way may be to calibrate the given instrument and
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stabilize the probe current, but some of the attractive
features of the standardless analysis is lost that way,
namely the simplicity and insensitivity to changes in the
beam current. Fortunately, there is a single common
"G"-factor for all the elements present in the sample.
That is why it can be eliminated by using a
normalization, for which there are two established ways:
(1) to rely on the boundary condition that the sum of the
concentrations of all the components of any sample
should be 100 % ; (2) to use a physical signal for
normalization.

for normalization purposes in the analysis of thin biological specimens [24-26, 48, 54, 72). It became popular
in the standardless analysis of bulk samples as well, both
in the biological [10, 87] and the physical sciences [18,
20, 27, 28, 40, 74, 76]. The basis for such a P/B approach was laid down for analysis with standards [69,
70]. An equation similar to equation (1) can be used to
calculate the elemental concentrations of the components,
C; = kPIB,i.

ZAFPIB,i

.

(1) This approach is applied in many standardless

with

programs for bulk samples and followed by the CliffLorimer method which is generally applied in the analysis of non-biological thin specimens.
Although it is
generally obvious to assume that 100 % material is measured, it has two drawbacks as well. On the one hand,
some of the elements may not be measured sometimes.
Light element components are typical examples if a conventional EDS with a Be window is used for the analysis. This problem has been alleviated by the new ultrathin window detectors, but the determination of the
amount of light elements present in a multicomponent
sample (with many lines crowded at low energies) still
remains problematic. On the other hand, the deviation
of the total concentration from 100 % is an indicator of
errors in the full quantitative procedure. This indicator
is lost with the normalization to 100 % . It must not be
forgotten that this normalization makes the errors of the
components more coupled than they are in the absence
of the above normalization. The errors are coupled anyhow through the ZAF factors which depend on the concentrations of each and every component in the sample.
However, the normalization to 100% forces even the
components which would be in less error to deviate from
the true concentration by the sum of the errors of all the
components redistributed in the proportion of the concentrations. This effect hides the real source of error to
a certain extent, if only the distribution of errors is
studied.
That is why examination of the calculated
standard intensities is also important in comparison with
measured ones, as was discussed above.

(PIB)unk;
kP/B;=

,

(14)

',

(PIB)scd,i

where P is the net intensity of the characteristic line
(peak) and B is the intensity of the background under the
line. The subscripts refer to the i th component of the
appropriate sample. The correction factors ZAF PIB ; are
different from those applied in equation (1) and tak~ into
account the differences in the generation and the absorption of the characteristic and Bremsstrahlung radiations
for both the unknown and the standards [69, 70).
Wendt and Schmidt showed that the P/B approach can
significantly improve the reproducibility of the measurements [77). Heckel and coworkers introduced a different formulation with rather complicated computations to
approximate the same correction factors in their standardless program [18, 27, 28). They did not examine the
accuracy of the individual components of the model.
Moreover, the distribution of errors in the determined
concentrations showed that the average error of concentrations was decreased as a result of applying their correction factors in comparison with the errors of the initial estimate of concentration kPIB,i• Promising selected
results were also published by Wendt [74, 76).
The PIB values must be calculated for the elementary standards as a first step of standardless analysis in a
similar manner as the calculations of the standard intensities described in the previous section.
Labar and
Torok examined the effect of selecting different formulae and atomic parameters on the accuracy of the calculated PIB [40]. Both the dependence of the PIB on
the overvoltage (V = E 0 /Ec) and on the atomic number
(Z) were examined. First of all the approximation was
selected which best describes the measured PIB for the
K lines since they are not perturbed by the effect of nonradiative transitions. The measured values were compared with five calculations. These were the approximation of Wendt [76] and combinations of formulae for the
generated characteristic radiation (Green and Cosslett
[23) and Pouchou and Pichoir [51)) with calculations
predicting the Bremsstrahlung intensity (Kramers [31]

(2) In using a physical signal for normalization, the
backscattered electron signal from flat and smooth samples is a monotonic function of the mean atomic number.
This signal can also be applied in quantitative analysis
[53). Although a backscattered electron detector is used
in most scanning electron microscopes (SEM) and microprobes, the application of this signal for normalization purposes is not general in the standardless analysis.
The other physical signal which is available in ED analysis is the background originating from the braking radiation, the so-called Bremsstrahlung. It was applied early
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The information about the necessary normaliz:ation factor
is taken from the intensity of the background. Changes
in the detector position, beam current and data acquisition time influence both the characteristic and the
Bremsstrahlung intensities in the same way and to the
same extent. Since the intensity of the Bremsstrahlung
is related to the mean atomic number of the sample
through a monotonic function, the mean atomic number
of the sample can be determined during the iteration.
The concentration of a single light element component
can be determined as a difference using the information
in the Bremsstrahlung intensity which is proportional to
the mean atomic number [40, 74]. This is in contrast
with the possibilities of the standardless programs which
use only the characteristic intensities of the analytical
lines. Second, the P/B approach tends to be insensitive
to changes in the sample geometry. The characteristic
intensity is sensitive to the orientation of the examined
local surface.
Both backscattering of the primary
electrons and the absorption of the generated X-rays
depend on the geometry. The intensity of the Bremsstrahlung B is affected in a similar manner as the
intensity of the characteristic line P is, making the ratio
PIB much less sensitive to the same changes in the
geometry [69, 70]. That is why the P/B method has
been suggested for the analysis of rough surfaces and
even for the analysis of particles [40, 66, 69] and porous
materials [1]. Samples with undefined orientation in a
SEM are beneficiaries as well. The users of SEMs may
also be the biggest user-group for the standardless
programs. The third advantage of the P/B approach is
that the detection efficiency does not affect the analysis
(see next section). This contrasts with conventional
standardless analysis which relies only on the
characteristic intensities.
Unfortunately the P/B approach also has disadvantages. On the one hand, the role of the background in
the error of the net intensities of the main components is
generally limited because of the high PIB ratio. The error of the Pl B is more affected because the relative error
of a quotient is a sum of the squares of the relative errors of the numerator and the denominator similar to that
expressed in equation (9).
Consequently, longer
spectrum collection times are required, a condition not
always easy to satisfy. On the other hand, determination
of the exact background can be fairly difficult, especially
for undefined geometries.
Curved parts of the
background are not easy to model. The presence of
huge absorption jumps and overlapping X-ray peaks can
make the determination of the background ambiguous in
some cases, especially in the low energy region. The
PIB can be determined for well-separated peaks at high
energy with about 2 % error [74]. At low energies and
for overlapping peaks, the accuracy is not generally

better than 10% [40, 69, 74]. Background modeling
software generally contains some geometrical factor
which can be used as a "fudge-factor" to make the
modeled background coincide with the measured one.
Although the final generated background determined in
that way generally gives satisfactory interpolated values
under the peaks, the trial-and-error method, which is
necessary with an undefined geometry, can be rather
tedious.
Modeling of the Bremsstrahlung can be
especially difficult if the entire energy range must be
modeled with a single set of parameters for a sample
with undefined geometry. Spectrum processing programs would be desirable which only treat a limited section of the spectrum at a time and accumulate the PIB
values determined in the subsequent intervals. Obviously, sectioning can only be performed in peak-free
reg10ns.
Altogether, the P/B approach is a viable alternative
to the traditional normaliz:ation to 100 % in standardless
analysis. In spite of the experimental difficulties, it is
suitable for the needs of SEM users who examine samples with undefined geometries. The possibility of determining a light element as a difference is an additional
bonus.

Detection efficiency, geometry
As can be seen in equation (2), the detection efficiency of the spectrometer directly affects the calculated
pure element standard intensities, and consequently the
determined concentrations through the propagation of errors, unless a P/B method is being used. For this reason, accurate determination of the detection efficiency as
a function of energy is as important as any of the other
factors and physical parameters. Theoretical calculation
of the detection effficiency is possible if all the
parameters affecting the efficiency are accurately known.
For a conventional Be-window detector:
P(E1) = [1 - exp(-µs; · dsi,active)l
exp(-µBe . dse) . exp(-µAu

. dAu)

(15)

· exp( -µSi · dsi,dead)-

lt is not enough to use the nominal thicknesses specified by the manufacturers. Effective values must be
determined, especially for the Be window. A comparison of the distribution of the measured Bremsstrahlung
radiation with the calculated one yields the effective
values for the above parameters. These effective values
mean a kind of approximation since the actual thickness
of the window is not uniform. Deposited hydrocarbons
and ice are also incorporated into this "effective Be"
thickness.
The applied calibration procedure is
published in [45]. A more elaborate calculation can
explicitly take these additional layers into account.
Absorption of the new ultra-thin window detectors can
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helps to identify the source of error. An application of
the P/B approach in standardless analysis cures this
problem.

similarly be calculated using the composition of the
window material - which is considerably different for
the different makes resulting in considerably different
absorption characteristics in the low energy region [84].
Since most microprobes, SEMs and TEMs (transmission
electron microscopes) operate at moderate vacuum, contamination of the window cannot be neglected. The
build up of both oil products and ice makes regular
recalibration necessary. A quick check can be performed by measuring the K/L ratio of an element, e.g.,
Ni, daily. A decrease in this ratio from 0.65 to 0.2 was
observed in a TEM over a period of 35 days, suggesting
that the usefulness of measured kAB factors (and
similarly that of stored experimental standard intensities
in the analysis of bulk samples) is limited [41].
Calculated standard factors can take this effect into
account provided the thicknesses of the components are
redetermined regularly. Measurement of the ratios of
kAB factors at different E 0 s has also been proposed in
order to eliminate the effect of detection efficiency in
determining the "c "-parameter in the ionization crosssection [42]. The parameters determined in this way are
to be used in the standardless approach to calculate kAB
with the detector parameters redetermined regularly.
The P/B approach has an additional advantage in
that it is independent of the detection efficiency because
the efficiency is only a function of the energy of the
radiation to be detected and it affects both the characteristic and the continuous radiation to the same extent. In
particular, one can utilize this advantage if X-ray lines
of low energy are to be examined with an ultra-thin window detector. The gain in accuracy is compensated by
the increased error due to the uncertainties in the value
of the background. This compensation renders similar
reliability to the two approaches.
The continuum normalization method in TEM also
suffers from the fact that some of the background counts
do not originate from the Bremsstrahlung radiation in the
sample but are generated by the electrons scattered in
the electron optical column. Improved design of the
AEM is urged and standardized calibration methods and
samples are proposed in the literature [43].
Sample orientation affects the emitted X-ray intensities by changing both the electron scattering and the
absorption path length within the sample (the sample is
regarded as amorphous; diffraction effects are not
treated here). Full quantitative analysis is also affected
and different solutions for determining unknown
orientation have appeared in the literature [44, 60].
Standardless analysis is even more sensitive to this effect
since the partial compensation of the errors through
measured standards is missing. Errors of 2-5 % can
easily be caused by tilts as small as 1-3 degrees which
are difficult to notice. Analysis after rotating the sample

Spectrum processing, ZAF, total errors
It is tempting to compare the mean and the distribution of the errors obtained in standardless analysis with
the corresponding ones reported in full quantitative analysis. However, it must be kept in mind that they are not
directly comparable. The errors reported in full quantitative analysis represent the best selected measurements
where a WDS was used for the experiments with considerably lower level of errors in the measured intensities.
This is a correct choice for demonstrating the low errors
originating from the correction procedures themselves
and this can only be proved if the errors originating
from other sources are minimized. The error of the intensity measured on the unknown sample also contains
contributions from the error of the background and overlap corrections:

c?P = c?P+B

+

c?B + c?overlap·

(16)

The contribution of the last two terms is considerably higher in ED analysis than in WD analysis. One
should thus compare the errors of full quantitative ED
analysis with the results of the standardless version.
This comparison has not been made on a large data base
of measurements.
Spectrum processing in EDS is not only burdened
with the consequences of spectral resolution which is
worse than that of the WDS, but two kinds of distortion
also affect the accuracy. On the one hand, primary
electrons with an energy over 20 keV penetrate even the
conventional Be window and enhance the background
[69]. The shape of this enhancement differs from that
of the Bremsstrahlung, thereby making accurate modeling impossible. Instead, interpolation of limited accuracy remains. The detectors in many instruments are not
protected against this effect. The application of special
filters eliminates most of the electron background and
makes the measured PIB values more reliable [75].
Both the introduced absorption effects and the "secondary" background generated at the filter and the window
make accurate modeling more diffficult at the same
time. The contribution from the overlap correction is
also higher, because of the lower spectral resolution.
On the other hand, incomplete charge collection causes
low energy "tailing" to the measured peaks. Modeling
of the peak shapes is less reliable at the low energy end
of the spectrum. Both effects reduce the accuracy of the
net intensities. Altogether, the relative error of the Xray intensities measured with an EDS can reach an
estimated level of 2-5 %.
The correction procedures used to convert the k144
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ratios into elemental concentrations (both of ZAF and

furnished with all the necessary data conversion
routines, accepting data from any commercial
instrument. It would be similar to the desktop spectrum
analyzer (DTSA) program of Swyt and Fiori [71]. A
comparative study can only be carried out if both the
spectra of the "unknown" samples and the spectra used
for the calibration of the detector are transferable
between the individual pieces of different equipment.
Unfortunately, most of the standardless programs are not
well documented. It would be in the user's interest to
have the detailed documentation written by the
manufacturers. Authors of scientific papers are also
recommended to publish all the details, including their
atomic data, thereby facilitating the reproduction of both
their methods and their published results. Validation,
i.e., the reproduction of the results in a different lab on
a different machine, should be an important part of the
assessment. A standard questionnaire would be of help
in collecting the necessary information. The "Study
Group on Standardless Analysis" of the European
Microbeam Analysis Society (EMAS) is due to release
a collection of points of view in order to gather that kind
of information. The author (who is the secretary of the
Study Group) welcomes any comments or suggestions.
Information from those who regularly use standardless
analysis is welcomed in order to determine the typical
samples and experimental conditions employed. Authors
of methods (i.e., computer programs) as well as
manufacturers are encouraged to include some means of
both saving measured spectra to and reading spectra
from a text file with standardized format (e.g., EMSA
format) which includes all the necessary information for
processing the spectra. Should such a comparative study
be achieved, the results would of course be disseminated
to the scientific community.

<J,(p,z)type) introduce another average error of 2 % at

best. Older or simplified procedures are frequently applied in standardless analysis and carry a higher relative
error. An average error of 5 % is not uncommon with
these procedures.
Based on the above components the total error in
full quantitative EDS analysis is estimated as 3-7 %. The
lower limit is for the most up-to-date correction procedures and spectrum processing, and the upper end is
more realistic for the generally used average procedures.
Obviously, better results can be achieved for a limited
set of samples aQd experimental conditions as it is
elaborated in the assessment of quantitative methods.
However, the data base used for the assessment should
cover the materials to be analyzed by the method and the
experimental conditions to be used in any foreseen analytical situations in the future [5, 6]. These errors of the
full quantitative ED analysis must be compared with the
errors of the standardless procedures which contain additional contributions from the calculations of the standard
intensities as discussed above.
The average error in Table 1 of 177 analyses with
the standardless method discussed above is 7 .1 % [34,
36]. This is in the anticipated range, taking into account
that the ZAF part of the method is of previous generation. Wernisch published a similar average error of
7. 2 % based on the processing of 214 measured spectra
[78]. The average error of 8.4% presented by Gedcke
et al. is about the same [21] (Gedcke's value was obtained from 70 analyses of the components which are
present in over 1 % concentration). Other publications
also present selected sets of experimental results [16, 18,
27, 28, 35, 61, 74], but the limited number of data and
a lack of systematic analysis of the errors prevents one
from being able to assess the methods in detail. They
rather seem to be "best cases" sometimes and cover a
limited range of experimental situations.
A newer
generation ZAF procedure is used in a standardless
approach by Pouchou et al. [52]. They applied both the
corrections for non-radiative transition as suggested by
Labar [36] and their own empirical correction factors
together with their standardless correction procedure
(nicknamed XPP).
The selected results in their
publication demonstrate that the errors are around 2 %
[52]. A general assessment is still to be carried out for
a wide range of analysis conditions.

Conclusions
Standardless analysis seems to have come of age.
Both Kand L lines are analyzed with comparable accuracy as a result of taking the effect of non-radiative
transitions into account. Some empirical factors seem to
be necessary to achieve this reliability because the contribution of the Li_and L 1 subshells to the total ionizations of the y subshell seems to be more significant
than was anticipated.
In spite of the sparse results reported, the role of M
lines is not studied in detail. However, publications
about the anomalous relative intensities and absorption
warns one off the usage of the M lines for analysis in
the Lanthanides group [38, 39].
The accuracy of standardless analysis must be
compared with the accuracy of full quantitative ED
analysis, including the errors of spectrum processing.

Suggestions for the Future
Any general assessment of the standardless methods
is hindered by the fact that the whole method should be
characterized together with spectrum processing, using
a program comprised of all the published methods and
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The average error achievable is estimated to be 3-10 %
depending on the method and the scope of the problems
studied. Individual errors may obviously exceed this
level.
The incorporation of the new generation
correction procedures is promising in the standardless
versions as well.
The normaliz.ation of the concentrations to 100 %
can be replaced by the usage of the PIB ratio in the
analysis of bulk samples in the energy range of E ~ 1
keV (i.e., using conventional ED detectors with a Be
window). This has the additional advantage of creating
the possibility of determining the concentration of a nonmeasured component. This would mean opening up the
P/B method to analyzing rough surfaces, samples with
unknown orientation and, to a certain extent, individual
particles and porous specimens without standards.
In spite of the wide usage of the Cliff-Lorimer and
Hall methods, analysis of thin samples presents more
uncertamt1es.
The PIB values are spoiled by the
presence of the non-negligible "hole-counts".
The
elimination of these "hole-counts" needs new construction principles for the TEM [85]. That is why a
normaliz.ation to 100 % is general in the standardless
analysis of thin samples.
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Discussion with Reviewers
J.L. Pouchou: You consider that there is no satisfactory evidence to accurately determine the parameters in
the expression of the ionization cross-section.
This is
partly true. However, as far as the energy-dependent
term is concerned, the measurements of the intensity
emitted as a function of the accelerating voltage for bulk
specimens as well as for surface films indicate clearly
that m should be less than I in the EPMA energy range.
If you use, instead of 1, a value of the power m close to
0.8, as we proposed for the L lines, and if you also incorporate in your computation the effect of the fluorescence excited by the continuum (which represents approximate! y 10 % of the intensity for a heavy element
like platinum), you will obtain different results in Figures 1 and 2: normalizing the result for Pt (Z = 78), as
it seems to be done in Figure 1, the computed intensities
for Se (Z = 34) and Zr (Z = 40) will increase by about
25 % and 18 %, respectively. Hence, the conclusion will
be different: you do not need to introduce an empirical
factor to enhance the effect of the Coster-Kronig transitions as a whole anymore, but you have to admit that the
valley between Z = 49 and Z = 75 in Figure 3 is actually deeper than predicted by the use of theJ;J probabilities of the literature. Have you any argument against
this point of view?
Author: The calculation of the emitted X-ray intensity
contains several factors (equation (2) supplemented by
the effect of continuum fluorescence, as highlighted by
the reviewer). What we measure is this product, and
not the individual factors. It is true that introducing appropriate changes in any of the calculated factors can result in similar approximations to the experimental data.
Calculated data are normalized to the experimental ones
in Figures 1 and 2 to give the lowest quadratic error for
the entire set (uncertainties in the solid angle, etc. are
eliminated by the normalization).
This normalization
means that the shape of the atomic number dependence
can only be examined for any given £ 0 in both of these
figures. A deeper valley or a higher value at the extreme atomic numbers are two equivalent formulations
of the same fact: the change in the atomic number dependence (the experimentally found difference is bigger
between the "hill" and the "valley" than predicted by the

[82] Zaluzec NJ (1984) K- and L-shell cross-sections for X-ray microanalysis in an AEM. In: Analytical
Electron Microscopy--1984.
Williams DB, Joy DC
(eds.). San Francisco Press, 279-284.
(83] Zaluzec NJ (1990) Comparison of experimental
and theoretical XEDS cross-sections and k-factors as a
function of accelerating voltage. In: Microbeam Analysis
- 1990. Michael JR, Ingram P (eds.). San Francisco
Press, 281-283.
(84) Zaluzec NJ (1990) Evolutionary development
in X-ray and electron energy loss microanalysis instrumentation for the analytical electron microscope. In:
Microbeam Analysis - 1990, eds. Michael J R and
Ingram P, San Francisco Press, San Francisco, , 330333
[85) Zaluzec NJ ( 1992) Current performance limits
for XEDS in the AEM. Proc. 50th Ann. Meeting of the
EMSA (Boston). Bailey GW, Bentley J, Small JA (eds.)
1466-1467.
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calculations in the literature).
However, the
interpretation of its origin is rather different if different
parts of the formulae are changed to obtain the
experimental data.

that the method of determining the "effective" thickness
of the Be window is also approximate, since distortions
due to incomplete charge collection and different
absorption properties of the oxide layer and contaminants on the window have somewhat different absorption
characteristic from Be, even at energies above 1 keV
which is examined (the energy range below 1 keV,
which is important with the new generation of atmospheric thin windows, should be handled more precisely). However, the errors experienced with the measurements of Klines in Table 1 seem to suggest that (for
a careful calibration) these errors must be in the same
range as the errors of other origin, so they do not spoil
the results substantially.

G. Remond: Uncertainties still affect some parameters
used for predicting the intensities of L X-ray spectra
(relative intensities, equation (2), Coster-Kronig factors,
... ). Consequently, your statement (conclusions) that K
and L lines are analyzed with comparable accuracy
seems to be optimistic more particularly for L X-ray
spectra of first series transition elements. It is wellknown that for these elements the lineshape of an L Xray line varies as a function of the incident energy and
the matrix composition due to self-absorption. Could
you comment on the effect of L X-ray spectra changes
as a function of excitation conditions on the accuracy of
EDS peak intensity measurements and processing?
Author: Uncertainties in the mentioned atomic data are
really present. They must be one source of the slightly
increased error observable in the K-L and L-L data in
Table 1 as compared to the errors of K-K. The conclusion about the comparable accuracy is based on the relatively large amount of experimental evidence summarized in Table 1. The statement is that they are comparable not that they are exactly the same. The mentioned
problems with the L lines of the first transition elements
are not examined. L lines of elements with Z ~ 30 are
only examined with energies above I keV because of the
absorption in the Be window.

J.L. Pouchou: For recent light element detectors with
thin atmospheric windows, it is obvious that the background is not purely due to the Bremsstrahlung radiation. At energies above 10 keV, one observes a significant contribution of some backscattered electrons
reaching the detector crystal in spite of the magnetic
trap; on the other side, at energies below 1 ke V, there
is a "spur" due to several phenomena (incomplete charge
collection, leakage current, ... ). Additionally, a low
energy "noise" can appear when non-conductive specimens produce a cathodoluminescence emission under
electron bombardment. Do you believe that the P/B
method can be reasonably applied in such conditions?
Author: With a conventional Be window, which was
used in our experiments, the contribution of backscattered electrons starts to be significant above 20 keV
primary electron beam energy. This energy range is not
used with our P/B method. The energy range below 1
keV was not examined either because of the Be window.
The background of non-Bremsstrahlung origin plays a
significantly less pronounced role in the (photon and
primary electron) energy range we examined and manifests as one of the sources of systematic error. I have
not tried and do not recommend the usage of the P/B
method below I keV. Its application can be problematic
even between l and 20 keV if the stray radiation is not
prevented from reaching the detector by using a
collimator.

J.L. Pouchou: In the case of a Si(Li) detector with a
7.5 µm nominal thickness Be window, you have determined an "effective" window thickness of 17 µm, using
the variation of the background intensity. It is correct
that for this generation of detectors the window generally appears to be thicker than the nominal value for several reasons (manufacturer's tolerance, crumpling, contamination of the window, presence of grease layer on
the window to avoid microporosity, icing of the detector
crystal, ... ). However, do you believe that the expressions available for the intensity of the generated Bremsstrahlung versus energy and for the depth distribution of
this continuous radiation are suffficiently well known to
derive an accurate absorption factor to be applied to the
characteristic lines?
P. Statham: To what extent do you estimate your conclusions regarding indirect ionizations to be affected by
a different estimate of effective thickness of the Be window on the detector used for your experiments? Did
you record any K line data which would help to substantiate the L line experimental observations?
Author: Obviously, calculation of the emitted Bremsstrahlung intensity also contains some error. It is true

P. Statham: The relative error in X-ray intensities
measured with EDX, quoted as 2-5%, is a reasonable
generalization. However, when a small peak is overlapped by the tail of a large peak, the accuracy of modeling the shape of the larger peak becomes critical; small
errors in width or position, even as small as l eV, can
substantially affect the overlap correction and give much
larger relative errors for the small peak. For true
"standardless" operation, the spectrometer needs accurate peak shape models for all energies of the X-ray
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lines, and simple Gaussian peak shapes are often inadequate particularly at low energies and with changing
count rate conditions. Accurate predictions of this aspect of EDX spectrometer performance is notoriously
difficult, even within detectors made by the same
manufacturing process. If severe overlaps are to be
resolved, individual characterization of EDX systems by
obtaining experimental spectra on site is often the only
way of obtaining accuracy comparable with the statistical
precision afforded by the raw data.
Author: The reviewer is right. This aspect of the EDS
analysis did not receive the attention in the paper it
would deserve. This is because the problem of overlap
correction and analysis of minor and trace constituents
is not only characteristic of the standardless analysis but
it is also present if standards are in use with an ED
spectrometer. The accuracy of the analysis is reduced
as the concentration of the element in question decreases. It should have been emphasized that the reduction in accuracy with decreasing concentration is faster
if standards are not used, because some of the problems
mentioned by the reviewer are partially compensated if
experimental standard spectra are in use. I would not
recommend using a standardless method for analyzing
elements with concentrations of l % and below. Furthermore, I would prefer using a WDS for concentrations
below I % , even if standards are in use.
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