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Maximum entropy (MaxEnt) models have been sug-
gested to fit the spatiotemporal patterns of simulta-
neously observed neuronal spike trains. To build such
models, the distribution, px(X), needs to be determined,
where X is a sequence of neural patterns formed from
the vector X
1,…,X
n for n time samples, where X
i is a
sample of the spike train of a population at time i .
Each neural pattern itself is a binary sequence, for
which one represents a spike, and zero otherwise. Max-
Ent models are constructed by matching the moments
between neuronal constituents with the analogous
empirical estimates from the distribution px(X).
MaxEnt models that incorporate the first and second
order interactions among neurons, also referred to as
the instantaneous pairwise MaxEnt model or the Ising
model, are expressed as
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where the individual, hi, and coupling, Jij, terms are
parameters associated with the first and second order
interactions, respectively, and Z is a normalization factor
to insure pX
t
x () = ∑ 1. This model was shown to be
effective in representing almost 90 percent of the infor-
mation in small populations (less than 20 neurons) [1,2].
The main disadvantage of this model, however, is that it
ignores the temporal correlation that represents the
effect of the history of spiking activity on the current
population state. Extending the width of neural patterns
has been proposed as a method to incorporate spiking
history. It destroys, however, the information in precise
spike timings [3].
To incorporate the history term without compromis-
ing information in spike times, a higher-order Markov
model is constructed in which patterns from different
time samples are added. An example first-order Markov
representation is expressed as
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where hi
t and hi
t+1 are the individual, and Jij
tt , , Jij
tt , +1
and Jij
tt ++ 11 , are the coupling terms among the neuronal
elements. This spatiotemporal model is more general
than the representation introduced in Marre et al [4] to
account for history terms , but at the expense of
increasing the number of parameters.
We evaluated the performance of the extended Max-
Ent model in predicting the activity pattern of cat V1
neurons in response to drifting grating stimuli. A popu-
lation of 21 neurons was recorded with 5 tetrodes. We
compared the prediction power of this model with the
instantaneous pairwise MaxEnt model, as well as the
independent model. We show that the iterative scaling
algorithm makes the extended model converge faster
compared to [4], and also reduces the Kullback-Leibler
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by 20 percent. Taken together, these results suggest the
importance of accounting for temporal correlations in
predicting the spatiotemporal patterns.
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