The IceCube Neutrino Observatory, approximately 1 km 3 in size, is now complete with 86 strings deployed in the Antarctic ice. IceCube detects the Cherenkov radiation emitted by charged particles passing through or created in the ice. To realize the full potential of the detector, the properties of light propagation in the ice in and around the detector must be well understood. This report presents a new method of fitting the model of light propagation in the 2 ice to a data set of in-situ light source events collected with IceCube. The resulting set of derived parameters, namely the measured values of scattering and absorption coefficients vs. depth, is presented and a comparison of IceCube data with simulations based on the new model is shown.
Introduction
IceCube is a cubic-kilometer-scale high-energy neutrino observatory built at the geographic South Pole [1] (see Fig. 1 ). A primary goal of IceCube is to elucidate the mechanisms for production of high-energy cosmic rays by detecting high-energy neutrinos from astrophysical sources. IceCube uses the 2.8 km thick glacial ice sheet as a medium for producing Cherenkov light emitted by charged particles created when neutrinos interact in the ice or nearby rock. Neutrino interactions can create high-energy muons, electrons or tau leptons, which must be distinguished from a background of downgoing atmospheric muons based on the pattern of emitted Cherenkov light. This light is detected by an embedded array of 5160 optical sensors (digital optical modules, or DOMs for short), 4680 of which are deployed at depths of 1450 -2450 m and spaced 17 m apart along 78 vertical cables (strings). The strings are arranged in a triangular lattice with a horizontal spacing of approximately 125 m. The remaining 480 sensors are deployed in a more compact geometry forming the center of the DeepCore array [2] . The IceCube optical sensors are remotely-controlled autonomous detection units which digitize the data. They include lightemitting diodes (LEDs) which may be used as artificial in-situ light sources. Also shown in Fig.  1 is the location of the AMANDA-II neutrino telescope. AMANDA-II was the precursor for IceCube and was composed of 677 optical sensors organized along 19 strings, with most of the sensors located at depths of 1500 to 2000 m. It operated as a part of the IceCube observatory until it was decommissioned in May 2009.
Cherenkov photons are emitted with a characteristic wavelength dependence of 1/λ 2 in the wavelength range of 300-600 nm, which includes the relevant sensitivity region of the photosensors. Photons are emitted in a cone around the direction of particle motion with an opening angle, determined by the speed of the particle and refractive index of the ice [3] , of about 41
• for relativistic particles. As the photons propagate from the point of emission to the receiving sensor, they are affected by absorption and scattering in the ice. These propagation effects must be considered for both simulation and reconstruction of IceCube data and thus need to be carefully modeled. The important parameters to describe photon propagation in a transparent medium are: the average distance to absorption, the average distance between successive scatters of photons, and the angular distribution of the new direction of a photon at each given scattering point. This work presents a new, global-fit approach which achieves an improved description of experimental data.
To determine the ice parameters, dedicated measurements are performed with the IceCube detector. Photons are emitted by the LEDs in DOMs and recorded by other DOMs, as sketched The goal of this work is to find the best-fit ice parameters that describe these distributions as observed in data simultaneously for all pairs of emitters and receivers.
in Fig. 2a . The recorded data include the total charge (corresponding to the number of arriving photons) and photon arrival times, shown in Fig. 2b . A data set that covers all detector depths was produced. A global fit of these data was performed, and the result is a set of scattering and absorption parameters that best describes the full data set. The AMANDA Collaboration used an analysis based on separate fits to data for individual pairs of emitters and receivers [4] to measure the optical properties of the ice. These fits used data taken at very low light levels, to avoid multi-photon pileup detector effects. The relevant detector instrumentation is described in Section 2 of this paper. Section 3 introduces the data set. The parameterization for modeling the ice surrounding the detector is described in Section 4, while Section 5 discusses the simulation. The likelihood function used to compare data and simulation is discussed in Sections 6 and 7, and Section 8 explains how the search for the best solution was performed. Section 9 compares the result with an independent probe of the dust concentration in ice [5] . Finally, Section 10 discusses the uncertainties of the measurement, Section 11 presents data-simulation comparisons, and Section 12 summarizes the result.
Instrumentation
The data for this analysis were obtained in 2008 when IceCube consisted of 40 strings, each with 60 DOMs, as shown in Fig. 3 . Each of the DOMs consists of a 10" photomultiplier tube (PMT) [6] facing downwards and several electronics boards enclosed in a glass pressure sphere [1] . The main board of the electronics includes two types of digitizers for recording PMT waveforms as well as time stamping, control and communications [7] . The first 427 ns of each waveform is digitized at 300 megasamples per second by fast ATWD chips (analog transient waveform digitizer, see [7] ), and longer duration signals are recorded at 25 megasamples per second by the fast ADC (fast analog-to-digital converter, or fADC for short) chips. The system is capable of resolving charge of up to 300 photoelectrons per 25 ns with precision limited only by the properties of the PMTs (i.e., 1 photoelectron is resolved with ∼ 25% uncertainty in charge). Both the ATWD and fADC use 10 bits for amplitude digitization. However, the ATWD uses three parallel channels with different gains (with a factor of about 8 between) and has a finer time resolution than the fADC (roughly 3.3 vs. 25 ns bin width). The main board contains two ATWD chips on each DOM, ensuring that a waveform can be recorded with one chip while the other one is read out, thus reducing the sensor dead time.
Each DOM includes 12 LEDs on a "flasher board" that produce pulsed light detectable by other DOMs located up to 0.5 km away. The primary purpose of the measurements with these flashers is calibration of the detector. These calibration studies include determining the detector geometry, verifying the calibration of time offsets and the time resolution, verifying the linearity of photon intensity measurement, and extracting the optical properties of the detector ice (this paper).
Depending on the intended application, flasher pulses can be programmed with rates from 1.2 Hz to 610 Hz, durations of up to 70 ns, and LED currents up to 240 mA. The corresponding total output from each LED ranges from below 10 6 to about 10 10 photons. The programmed current pulse is applied to each individual LED through a high-speed MOSFET (metal-oxidesemiconductor field-effect transistor) driver with a series resistor. The voltage across the resistor is recorded by the DOM's waveform digitizer to precisely define the onset of each pulse. Figure 4 shows laboratory measurements of the optical output time profiles from short and wide pulses. Pulses exhibit a characteristic rise time of 3-4 ns and a small afterglow, decaying with a 12 ns time constant. The narrowest pulses achievable have a full width at half maximum (FWHM) of 6 ns.
The wavelength spectrum has been measured for the LED light exiting the glass pressure sphere and was found to be centered at 399 nm with a FWHM of 14 nm (see Fig. 5 ). This wavelength was chosen to approximate the typical wavelength of detected Cherenkov photons 5 (as discussed and shown in Fig. 8 below) . To supplement data from the standard flashers, 16 special DOMs were constructed and deployed with LEDs that emit at 340 nm, 370 nm, 450 nm, and 500 nm. Data from these special flashers were not used in the analysis of this paper but will be used in future analyses of wavelength-dependent effects. The 12 LEDs in each DOM are aimed in six different azimuth angles (with 60
• spacing) and along two different zenith angles. After correcting for refraction at interfaces between air, glass and ice, the angular emission profiles peak along the horizontal direction for the 6 horizontal LEDs and 48
• above the horizontal for the 6 tilted LEDs. The angular spread is reduced by the refraction and is modeled using a 2-D Gaussian profile with σ = 10
• around each peak direction. During the DOM deployment and freeze-in within the glacial ice sheet, the azimuthal orientations of the DOMs are not controlled and are initially unknown. The orientation of each DOM, and therefore the initial direction of emitted light from each LED, is determined to a precision of about 10
• by flashing individual horizontal LEDs and studying the light arrival time at the six surrounding strings. Here one relies on direct light from an LED facing a target arriving sooner than scattered light from one facing away.
Flasher data set
The data set used in this paper includes at least 250 flashes from each DOM on string 63. DOMs were flashed at 1.2 Hz in a sequence, using a 70 ns pulse width and maximum brightness. The six horizontal LEDs on each flasher board were operated simultaneously, creating a pattern of light with approximate azimuthal symmetry around the flasher string. Flash sequences for DOMs at different depths were overlapping but were sufficiently displaced in time that pulses of observed light were unambiguously assigned to individual flashers.
As seen in Fig. 6 , there is a substantial variation among the charges collected in DOMs at approximately the same depth as the emitter on the six surrounding strings. Some of the variation is due to relative differences in light yield between LEDs, and some is due to differences in distance to, and depth of, the six surrounding strings. Other reasons may include non-homogeneity of the ice.
The pulses corresponding to the arriving photons were extracted from the digitized waveforms and binned in 25 ns bins, from 0 to 5000 ns from the start of the flasher pulse (extracted from the special-purpose ATWD channel of the flashing DOM). To reduce the contribution from saturated DOMs (most of which were near the flashing DOM on string 63) [6] , and to minimize the effects of the systematic uncertainty in the simulated angular sensitivity model of a DOM, the photon data collected on string 63 were not used in the fit. A DOM becomes saturated when it is hit by so many photons that the charge in its digitized output is no longer proportional to the number of incident photons.
The angular sensitivity model specifies a fraction of photons that are detected at a given angle with respect to the PMT axis. It accounts for the nominal DOM sensitivity measured in the lab, modified by the scattering in the column of re-frozen ice (see Fig. 7 and further discussion in 7
DOM number on string 63 charge on near and far strings section 5). Variations in the angular sensitivity model have a large impact on the simulated DOM response to the photons arriving along the PMT axis (straight into the PMT or into the back of a DOM), while the response to photons arriving from the sides of the PMT is much less affected.
Six-parameter ice model
This section overviews the ice parameterization introduced in [4] , which in this paper is referred to as the six-parameter ice model. The ice is described by a table of depth-dependent parameters b e (400) and a dust (400) related to scattering and absorption at a wavelength of 400 nm, by the depth-dependent relative temperature δτ, and by the six global parameters (measured in [4] ): α, κ, A, B, D, and E, which are described below. The thickness of the ice layers was somewhat arbitrarily chosen to be 10 m. The scattering and absorption coefficients of each ice layer are best interpreted as the average of their true values over the thickness of the ice layer. The chosen thickness of 10 m is the same as the value chosen in [4] but smaller than the vertical DOM spacing of 17 m. Due to small depth offsets between the DOMs on different strings, we retain at least 1 receiving DOM per layer.
The geometrical scattering coefficient b determines the average distance between successive scatters (as 1/b). It is often more convenient to quote the effective scattering coefficient, b e = 8 b · (1 − cos θ ), where θ is the deflection angle at each scatter. The absorption coefficient a determines the average distance traveled by a photon before it is absorbed (as 1/a). The wavelength dependence of the scattering and absorption coefficients is given by the following expressions (for wavelength λ in nm). The power law dependence is predicted by theoretical models of light scattering in dusty ice. The power law dependence on photon wavelength was verified in the AMANDA study, using light sources with several different frequencies [4] . The effective scattering coefficient, with the global fit parameter α, is
The total absorption coefficient is the sum of two components, one due to dust and the other a temperature dependent component for pure ice [4] :
The parameter δτ above is the temperature difference relative to the depth of 1730 m (center of AMANDA):
The temperature T (K) vs. depth d(m) is parameterized in [8] as:
The two remaining global parameters, D and E, were defined in [4] in a relationship establishing a correlation between absorption and scattering: a dust (400) · 400 κ ≈ D · b e (400) + E, but are not used in this paper.
This work presents the measurement of the values of b e (400) and a(400) based on data taken at a wavelength of 400 nm and relies on the six-parameter ice model described above to extrapolate scattering and absorption for wavelengths other than 400 nm.
Simulation
The detector response to flashing each of the 60 DOMs on string 63 generated a large data set that required very fast simulations such that many different sets of the coefficients b e (400) and a dust (400) could be compared efficiently with the data. A program called PPC (photon propagation code, see Appendix A), was written for this purpose. PPC propagates photons through ice described by a selected set of parameter values for b e (400) and a dust (400) until they reach a DOM or are absorbed. When using PPC, no special weighting scheme was employed except that the spherical DOMs were scaled up in radius by a factor of 5 to 16, depending on the required timing precision 6 , and the number of emitted photons was scaled down by a factor of 5 2 to 16 2 , corresponding to the increased area of the DOM. Note that the acceptance here is meant to include the glass and gel transmission and the PMT quantum and collection efficiencies. The acceptance is substantially lower at the peak than the roughly 20-25% quantum efficiency of the PMT alone because it is given with respect to the photons incident on a cross-section of a DOM, which is larger than that of a PMT. Right: number of Cherenkov photons emitted by one meter of the simulated bare muon track (i.e., muon without secondary cascades), convolved with the optical module acceptance. The integral under the curve is 2450 photons.
The relative angular sensitivity of the IceCube DOM was modeled according to the "hole ice" description of [9] , which is shown in Fig. 7 . The "hole ice," a column of ice approximately 30 cm in radius immediately surrounding the IceCube string, is described by taking into account an increased amount of scattering (with effective scattering length of 50 cm) via an empirical modification to the effective angular sensitivity curve of the receiving DOM.
The DOM acceptance is defined as the fraction of photons incident onto the cross-section of a DOM that cause a signal in the PMT. This fraction accounts for the losses due to the glass and gel transmission, and includes PMT quantum and collection efficiencies. It was calculated according to [6] for a DOM of radius 16.51 cm. At 400 nm the DOM acceptance for the photons arriving at the PMT along its axis is 13.15%. This corresponds to the nominal angular sensitivity curve of Fig. 7 peaking at 1.0 for cos η = 1. Additional considerations, including partial shadowing of the DOM surface by the supporting cables, lower this value by 10%.
The actual number of isolated photoelectrons recorded by a DOM is reduced a further 15% because of losses due to the discriminator threshold. The counting efficiency for single photons incident on a DOM is thus 13.15% · 0.9 · (1-0.15) = 10%. The peak of the amplitude distribution for one photoelectron is used to normalize this distribution and is henceforth used as a unit called p.e. The discriminator threshold is set at 0.25 p.e. The mean value of the amplitude distribution is found at 0.85 p.e., and at N · 0.85 p.e. for N photo-electrons recorded in one sensor. Thus, the fraction of charge recorded in multi-photoelectron records is the same as the recorded fraction of the number of isolated photoelectrons, 0.85. In a multi-photoelectron dominated situation this number can be used to convert from photoelectrons to amplitude in the p.e. unit. The product of this value and the two factors listed in the previous paragraph, 13.15% · 0.9 · 0.85 = 10%, is the "effective acceptance," and is applied later (see section 8).
Naturally abundant cosmic ray muons which reach the depth of the detector produce Cherenkov light in a broad wavelength spectrum and may be used to test the ice model. For the tests presented in section 11, we simulate the light emitted by muons according to the following method. The Cherenkov photons were sampled from a convolution of the wavelength dependence of the DOM acceptance with the Cherenkov photon spectrum (see Fig. 8 right) given by the FrankTamm formula [10] :
The muon light production is treated via the use of the "effective length" (dl), as described in Appendix B. The phase refractive index, n p , used in the formula above (defining the Cherenkov angle cos θ c = 1/n p ) and the group refractive index, n g , used in calculation of the speed of light in the medium, were estimated according to formulas from [3] :
The distribution of the photon scattering angle θ is modeled by a linear combination of two functions commonly used to approximate scattering on impurities:
The first is the Henyey-Greenstein (HG) function [4] :
which can be analytically integrated and inverted to yield a value of cos θ as a function of a random number ξ uniformly distributed on interval [0; 1]:
The second is the simplified Liu (SL) scattering function [11] :
which also yields a simple expression for cos θ as a function of a random number ξ ∈ [0; 1]: Figure 9 compares these two functions with the prediction of the Mie theory, with dust concentrations and radii distributions taken as described in [4] . The photon arrival time distributions are substantially affected by the "shape" parameter f SL (as shown in Fig. 10 ), making it possible to determine this parameter from fits to data. A value of g = 0.9 was used in this work (cf. g = 0.8 in [4] ). A higher value, 0.94, is predicted by Mie scattering theory [4, 12] , but results in slower simulation and almost unchanged values of the effective scattering (b e ) and absorption (a) coefficients, as shown in [4] .
Likelihood description
Consider the amount of charge received by DOM i in time bin n when flashing DOM k. This charge is measured by taking data with a total photon count of d in n d flasher events and a per-event expectation of µ d . This charge is predicted by the simulation with a total photon count of s in n s simulated events and a per-event expectation of µ s . Naively one expects the best approximations to µ d and µ s from data and simulated events to be
The error in describing data with simulation (i.e., describing µ d with µ s ) is approximately 20 − 30% (estimated as described later in section 10). One quantifies the amount of disagreement between data and simulation in the presence of such an error with a χ 2 i,n,k . Omitting the indices i, n, and k, this is given by:
The uncertainty due to this systematic error can be modeled with a probability distribution function 1
Given that µ d and µ s are not known, and the measured values are d and s, one formulates the likelihood function that describes counts measured in both data and simulation as
Taking the negative logarithm, this becomes:
The function F(µ s , µ d ) can be easily minimized against µ s and µ d , yielding estimates of these quantities. To demonstrate this, the derivatives of F are first calculated and set to 0:
The sum of these (µ s n s + µ d n d = s + d) yields an expression of µ d as a function of µ s . Plugging it into the first of the above two equations one gets
This equation can be solved with a few iterations of the Newton's root finding method starting with a solution to
At each iteration the value of µ s is adjusted by − f / f ′ , where the derivative is evaluated as
Once the likelihood function is solved for the best values of µ s and µ d , they may be inserted into the expression for χ 2 i,n,k above. One can now write the complete χ 2 function (adding the regularization terms R j described in the next section) as a sum over DOMs i, used in the analysis, multiplied by time bins n, when flashing DOMs k:
Regularization terms
Two regularization terms (see, e.g., [13] ) are added to the likelihood function described in the previous section. The first term suppresses the fluctuations of scattering and absorption coefficients with depth in under-constrained ice layers. It is formed from terms that are numerical expressions for second derivatives of scattering and absorption with respect to the position of the ice layer:
Here N is the number of ice layers in which b e and a dust are defined. The second term is used to suppress fluctuations in the diagram of a dust vs. b e , enforcing the notion that both are proportional to the dust concentration. It is constructed as an excess of the sum of distances between the consecutive points (ln b e , ln a dust ) over the shortest distance connecting the end points:
The points (ln b e , ln a dust ) are sorted by the value of ln b e + ln a dust and shown in the above sum with the index j [i] .
Both terms affect the resulting scattering and absorption coefficients by on average less than 2% at detector depths at their chosen strengths α r,u . Deviations larger than this, up to 19% were observed in the region of particularly dusty ice around the depth of 2000 m. The size of the effect has been verified by re-running the fits without including the terms. The regularization terms are likely to become more important if the thickness of ice layers (10 m in this work) were chosen to be much smaller than the spacing between DOMs on a string (17 m).
Fitting the flasher data
The six horizontal LEDs within a single DOM flashing at maximum brightness and width nominally emit about 4.5 · 10 10 photons [1] . After accounting for the effective DOM acceptance (as explained in section 5), these photons result in a charge amplitude of 4.5 · 10 9 p.e., which henceforth is traced as 4.5 · 10 9 "photons" that each result in an amplitude of 1 p.e. Using a DOM size scaling factor of 16, only 1.76 · 10 7 photons need to be simulated (16 2 = 256 times fewer).
Simulating 9765625 photons, with a scaling factor of 16, corresponds to 2.5·10 9 photons simulated for actual-size receiving DOMs, or 2.5 · 10 10 real photons leaving the flasher DOM (after accounting for the effective acceptance of the receiving DOM). This is defined as a "unit bunch" of photons, which is simulated in approximately 1 second on a single GPU (see Appendix A).
In the following discussion, a "photon yield factor" (p y ) is the number of unit bunches that corresponds to a given number of real photons. For instance, 4.5 · 10 10 photons emitted by a flasher board correspond to a photon yield factor of p y = 1.8.
14 Data from all pairs of emitter-receiver DOMs (located in the same or different ice layers, amounting to about 38700 pairs) contributed to the fit to 200 ice parameters (scattering and absorption in 10 m layers at detector depths of 1450 to 2450 m). Two χ 2 functions were used in fitting the data: χ 2 q was constructed with one term from each emitter-receiver pair (using the total recorded charge) and χ 2 t was constructed with the recorded charge split in 25 ns bins. Although χ 2 t more completely used the available information, χ 2 q was found to be somewhat more robust with respect to statistical fluctuations in the simulated sets and was faster to compute. Thus, χ 2 q was used in an initial search for a solution, with χ 2 t applied in the final fits. Both b e (400) and a dust (400) are roughly proportional to the concentration of dust (this would be precise if the dust composition in the ice were the same at all depths). This motivates the following simplification in the initial search for the minimum of χ 2 q : in each layer both b e (400) and a dust (400) are scaled up or down by the same relative amount, ranging from 1-40%, preserving their ratio to each other. (average of [4] at detector depths), the minimum of χ 2 q is found in about 20 steps. At each iteration, the values of b e (400) and a dust (400) are varied across consecutive ice layers, one layer at a time. Five flashing DOMs closest to the layer in which the properties are varied are used to estimate the variation of the χ 2 . Figure 11 shows fitted ice properties after each of 20 steps of the minimizer.
The search for the minimum of χ 2 t is performed next in the parameter space of the overall time offset from the flasher start time (t off ), photon yield factor (p y ), shape parameter ( f SL ) of the scattering function (see section 5), and scaling coefficients α sca and α abs applied to the depth tables of b e (400) and a dust (400).
The b e (400) and a dust (400) of the solution are scaled with coefficients α sca and α abs to produce the likelihood profiles shown in Fig. 12 . From this figure, it is apparent that using the timing information is necessary to resolve both b e (400) and a dust (400). The minimum of χ 2 q has an elongated shape, and the direction of its longest extension is determined. The point on the line drawn in this direction through the minimum of χ 2 q is chosen to minimize the χ 2 t . The global scaling factors α sca and α abs corresponding to this point are used to rescale the starting "homogeneous ice" values of b e (400) and a dust (400). The entire procedure is then repeated.
The solution is finally refined by varying b e (400) and a dust (400) at each step of the χ The entire procedure described above is also outlined in Table 1 .
The best fit is achieved for p y = 2.40 ± 0.07. Since the best value of p y is also calculated by the method above, the resulting table of b e (400) and a dust (400) values is independent of a possible constant scaling factor in the charge estimate or the absolute sensitivity of a DOM. The best fit values of the other parameters are t off = 13 ± 2 ns and f SL = 0.45 ± 0.05 (see Fig. 13 ). The typical agreement of data and simulation based on these parameters is demonstrated in Fig. 2b . 
Dust logger data
Several dust loggers [5] were used during the deployment of six of the IceCube strings resulting in a survey of the structure of ice dust layers with an effective resolution of approximately 2 mm. These layers were then matched across the detector to provide a tilt map of the South Pole ice, as well as a high-detail average dust log (a record of a quantity proportional to the dust concentration vs. depth). Additionally, the East Dronning Maud Land (EDML, see [5] ) ice core data were used to extend the dust record to below the lowest dust-logger-acquired point (taken at a depth of 2478 m).
The table of dust layer elevations (the tilt map) taken from [5] provides the layer shift (relief) from its position at the location of a reference string, at a point distance r away from this string, along the average gradient direction of 225 degrees SW (see Fig. 14) . The z-coordinate of a given layer at r is given by z r = z 0 + relief(z 0 , r). Between the tabulated points, z r was calculated by linear interpolation in z 0 and r. The equation was solved by simple iteration resulting in a table of z 0 (z r ) − z r vs. z r given at several points along the gradient direction. Combined with the dust depth record at the location of the reference string (at r = 0), this yields a complete description of the dust profile in and around the detector (assuming that the concentration of dust is maintained along the layers).
Relief x3
meters from hole 50 along tilt gradient z-coordinate at string 50 The correlation between the effective scattering coefficient measured with the IceCube flasher data and the average dust log (scaled to the location of string 63) is excellent, as shown in Fig. 14. All major features agree, with well-matched rising and falling behavior, and are of the same magnitude. Some minor features are washed out in the flasher measurement.
With an established correlation to the average dust log, the EDML-extended version of the 18 log was utilized in constructing an initial approximation (replacing the "homogeneous ice") used by the fitting algorithm described in section 8. This resulted in the recovery and enhancement of several features in the scattering and absorption vs. depth that were previously unresolved. Additionally, the solution is now biased towards the scaled values of the extended log (instead of the somewhat arbitrary values of the initial homogeneous ice approximation) in the regions where the flasher fitting method has no resolving power, i.e., above and below the detector.
Uncertainties of the measurement and final result
To study the precision of the reconstruction method, a set of flasher data was simulated with PPC (250 events for each of the 60 flashing DOMs). The agreement between the simulated and reconstructed ice properties is within 5% at depths of the instrumented part of the detector (see Fig. 15 ). Due to the dramatically lower number of recorded photons in the layer of ice containing the most dust, at around 2000 m (the dust peak), additional simulation was necessary to reconstruct the local ice properties: 250 events per flasher were used within the dust peak, whereas only 10 events per flasher were used elsewhere. Up to 250 simulated events per flasher were used to achieve the best possible precision of the final result shown in Fig. 16 . This verification approach was used to quantify the uncertainty in the measured values of b e (400) and a(400) due to the lack of knowledge of the precise flasher output timing profile. Reconstructing the simulation, which used the 62 ns-wide rectangular shape of the flasher pulse, with a hypothesis that all photons are emitted simultaneously at flasher start time, leads to maximal systematic shifts in the obtained effective scattering and absorption coefficients of roughly 6.5%.
Several pulse extraction methods, with and without correcting for PMT saturation (using the saturation model of [6] ), were tested for extracting photon hits from the flasher data, and the ice properties were reconstructed for each and compared. This provided an estimate of about 4% for the uncertainty in the measured ice properties (effective scattering and absorption coefficients) due to detector calibration and pulse extraction (in waveforms of up to 1000 photoelectrons). We note that reconstructing the data with the azimuthally symmetric vs. 6-fold "star" pattern of flasher LED light leads to no discernible difference in the resultant ice properties. Further, since the DOMs on the flashing string are not used in the fits, the difference between the ice properties reconstructed for nominal or hole ice angular sensitivity models is negligible.
Finally, the uncertainty due to statistical fluctuations in the sets simulated during the reconstruction procedure are estimated at roughly 5-7%. This uncertainty could be reduced with more simulated events per flasher (at least 10 were simulated for each configuration, compared to 250 events present in data). However, given that the entire fitting procedure currently exceeds 10 days of calculation to produce a result, the number of simulated events represents a limiting constraint.
The effective scattering and absorption parameters of ice measured in this work are shown in Fig. 16 with the ±10% grey band corresponding to ±1σ combined statistical and systematic uncertainty at most depths (values of 6.5%, 4%, and 5 −7% explained above are added in quadrature to result in a total uncertainty estimate of 9.7±0.6%). The uncertainties may be somewhat larger than this average value in the layers of dirtier ice, since many of the detected photons are likely to spend more of their travel time in the adjacent layers of cleaner ice (thus resulting in a weaker constraint of the properties of a dirtier ice layer). The uncertainty increases beyond the shown band at depths outside the detector, above 1450 m and below 2450 m. Figure 16 also shows the AHA (Additionally Heterogeneous Absorption) model, based on the ice description of [4] , extrapolated to cover the range of depths of IceCube and updated with a procedure enhancing the depth structure of the ice layers. The AHA model provided the ice description used for Monte Carlo simulations of IceCube data prior to this work.
How well we fit the ice properties is limited by our ability to properly simulate all propagation and instrumental effects. Not all effects are accounted for, as it appears, in the analysis presented here, despite the simplicity of the physics model involved. In order to estimate the error in the description of the data with the fitted model, we created a histogram (see Fig. 17 ) of the ratio of simulation to data for sufficiently large charges, minimizing statistical effects. The width of this histogram, estimated to be around 30% of the received charge, represents the "model error" and enters the fit as a parameter in the likelihood function (see section 6).
It is not possible to translate all of this model error into the uncertainties in the measured parameters since we can only estimate uncertainties from the known causes (e.g., by varying the parameters of the PMT saturation model). During our investigation of the discrepancy demonstrated in Fig. 17 , we found evidence of different propagation properties of photons in different directions inside the detector. Nevertheless, the uncertainties given above are still applicable to average (over all directions) values of effective scattering and absorption. The resulting situation compels us to report both the parameter uncertainties (∼10%), and the average model error (∼30%, when describing the flasher data as shown in Fig. 17 ).
Comparison of full-detector simulation to muon data
To investigate the accuracy of the resultant ice model in describing actual IceCube data, analyses were performed that compared experimental muon events with simulation. Atmospheric muons are a source of physics events for IceCube but represent a background for neutrino anal- rate of 1 kHz, and therefore a large statistical data set was available for comparisons between measured muon data and simulations of cosmic ray induced muons. The simulations are based on the assumed propagation of optical Cherenkov photons through the ice but also depend on assumptions that include the energy, multiplicity, and angular distribution of the muons. The simulation chain begins with the production of atmospheric muons from cosmic ray air showers using the CORSIKA software [14] , followed by propagation of the muons with muon Monte Carlo (MMC) [15] and generation of photons according to a Cherenkov spectrum and their propagation with photonics [9] or PPC [16] . Finally the photons are detected and digitized by the DOM simulator. To compare different ice models and photon propagation techniques, only the parameters relevant for the photon propagation are varied in simulation, while all other settings remain fixed.
DeltaT distributions
A relatively generic method to compare ice models and examine specific ice properties described here utilizes DeltaT distributions. DeltaT is defined as the time difference between first hits on adjacent DOMs on the same string. A positive DeltaT represents a photon that strikes the upper DOM followed by a photon strike of the DOM directly below. This method permits close investigation of basic photon timing information without requiring ice-model-dependent muon reconstruction techniques. The distribution of DeltaT values for downgoing muon data taken with the 59-string detector configuration during September 2009 is shown in Fig. 18 . The tails of this distribution consist of relatively long-lived photons and contain information about the bulk ice properties, such as scattering and absorption. On the other hand, the peak of the distribution consists of photons that travel from source to DOM with few scatters (i.e., "direct" photons), and is relatively invariant to the depth-dependent bulk ice properties. Figure 19 illustrates this relationship throughout all detector depths.
Full-detector Monte Carlo simulation was generated for different ice parameters to examine their effects on the shape and height of the peak in the DeltaT distribution. Figures 20-23 show the peak shape for data and various simulation models. The description of the ice denoted as SPICE2x was an intermediate model in this analysis, and is characterized by similar scattering and absorption lengths to those of the SPICE Mie model, which is the final result. In SPICE2x, a Henyey-Greenstein (HG) scattering function is used instead of a linear combination of the HG and SL functions. Additionally, SPICE2x has an average scattering angle of g = cos θ = 0.8 instead of 0.9 (used in the final result), and lacks the global flasher time offset parameter used in the fit of SPICE Mie. In all of the permutations of the ice properties examined, the only The full width at 5% of the maximum, corresponding to the width of the tails, shows a strong depth dependence similar to the dust logger data and the derived scattering and absorption parameters. Right: The full width at half maximum (FWHM) shows very little depth dependence. The FWHM was computed by multiplying the number of bins and the bin width, resulting in the discrete level structure in the plot.
parameters that significantly changed the shape of the peak were the hole ice scattering, scattering function composition, and the time offset parameter.
Event geometry and time residuals
The simulation data for this study were produced for the IceCube detector in its 40-string configuration and is compared to data taken in August 2008. This corresponds to roughly 10% of the yearly experimental data of IceCube.
For a generic comparison, it is preferable to use an unbiased data sample. For such purposes, IceCube operates a Minimum Bias filter stream that selects every event that was recorded by the DAQ independently of the satisfied trigger condition. A prescale factor of 2000 was applied to data events to comply with bandwidth requirements before sending data north via satellite. This analysis used events that passed a DOM multiplicity condition of at least 8 DOMs within a 5 µs time window that register a hit in coincidence with one of their vertical neighbors (within 1 µs). From this data stream, events that had sufficient recorded information to perform reconstructions of reasonable accuracy were selected. The selection criteria were based on the zenith angle (θ < 90
• ) and the likelihood minimum of the standard angular fit [17] divided by the degrees of freedom (reduced log-likelihood, rlogl < 8). The resulting median angular resolution of this event sample was better than 2
• with a passing rate of roughly 15% of the initially recorded data. The comparisons shown in Figs. 24-26 are based on 130 million events. The absolute normalization between experimental data and simulation was affected by large uncertainties, but for the purpose of this analysis all distributions were normalized to unity, and the focus was placed on differences in shape between the curves.
A basic test to examine the influence of ice parameters on the simulation is to compare depthdependent variables since the optical ice properties characteristically vary with depth. Figure 24 shows the distribution of hit DOMs. The peaks correspond to regions with clearer ice, and the valleys indicate ice containing more dust. The simulation that uses a combination of the SPICE Mie ice model and the PPC photon propagator shows a significant improvement in agreement with the experimental data. The ratio between Monte Carlo and experimental data histograms is almost flat, except for a dip around DOM 36, which is a region of high dust concentrations and therefore poor statistics. Figure 25 shows the distribution of the z-coordinate of the center of gravity of all hit DOMs for each event. A marked improvement in the agreement between experiment and simulations, in particular in the deep ice, is observed for the SPICE Mie and PPC Monte Carlo.
Similar to the timing distributions for the flasher events that were used to extract the ice properties, the distribution of arrival times for Cherenkov light from muons can be investigated. Figure 21 : The peak region of the DeltaT distribution shows sensitivity to the hole ice description. The hole ice is modeled as a vertical column of ice with a higher concentration of air bubbles, resulting in a local scattering length of 50 cm. Simulations that assume no contribution to scattering due to hole ice and those with three times the nominal bubble concentration in the hole ice are shown. The hole ice is thought to increase the number of direct photon hits because the increased scattering in the region of the hole ice causes more photons from downgoing muons to be locally up-scattered into the PMT (which faces downward in the DOM), effectively altering the angular sensitivity of the DOM.
Here we study the distribution of time residuals, which are calculated by subtracting the expected geometrical arrival time for unscattered Cherenkov photons (based on the estimate of the reconstructed track) from the actual arrival time of the detected photons. If the track is reconstructed accurately, the time residual is caused by scattering. The slope of the time residual distribution is strongly correlated with the optical absorption length. The new simulation shows an improved overall description of the experimentally observed timing residuals, see Fig. 26 . The plot of the ratio between Monte Carlo and experimental data histograms shows an almost flat behavior for the most relevant time interval up to 1 µs. Note that the distribution is summed over depth so discrepancies at specific depths may remain.
Conclusions and outlook
The precise modeling of the optical properties of the South Pole ice is crucial to the analysis of IceCube data. The scattering and absorption coefficients of ice (averaged in 10 m depth bins) were obtained from a fit to the in-situ light source data collected in 2008. The result is shown in Fig. 16 and also presented in Appendix C. The sum of the statistical and systematic uncertainties in the measured values of the effective scattering and absorption coefficients inside the instrumented volume of the IceCube detector was estimated to be less than 10%.
This analysis builds on the concepts developed in [4] , and relies on the wavelength dependence determined there. Unlike in [4] , this analysis uses a global fit to simultaneously describe all of the light source data. It also uses significantly more data than [4] , both in terms of the number of registered photons and the number of emitter-receiver pairs. The high quality of the fit was ensured by careful selection of the likelihood function that quantified the differences between data and simulation within a single model of statistical and systematic uncertainties. In the course of the investigation we found that determining the shape of the scattering function and incorporating the ice layer tilt was necessary to achieve better model agreement with the data.
We are aware of some systematics issues that are not yet entirely understood (and will be the subject of further studies). One notable omission from this work is the direct simulation of the photon propagation in the columns of ice refrozen around the IceCube strings. A study of the slight anisotropy hinted at in this report (section 10) is the subject of a forthcoming publication. Additionally, we have not yet analyzed the data from the LEDs with wavelengths other than 400 nm (which were installed during the final IceCube deployment season in 2010). Thus, the new ice model presented here relies on the previously-established wavelength dependence of effective scattering and absorption coefficients. However, we are encouraged by the significantly improved agreement between data and simulation when using the new ice mode obtained in this analysis.
Appendix A. Photon Propagation Code
Four different versions of the program (available from [16] ) were written: one in C++, another in assembly (for the 32-bit i686 with SSE2 architecture), and a version that employs the NVIDIA GPUs (graphics processing units) via the CUDA programming interface [18] . The fourth version uses OpenCL [18] , supporting both NVIDIA and AMD GPUs, and also multi-CPU environments. The relative performance of these different implementations (for simulating both flashers and Cherenkov light from muons) is compared in Table A The writing of the GPU version of PPC was prompted by a similar project called i3mcml [19] , which showed that acceleration by factor of 100 or more compared to the CPU-only version was possible. After demonstrating impeccable agreement between test simulation sets made with the C++, assembly, and GPU implementations of PPC, and with i3mcml, the CUDA version of PPC was chosen for the analysis of this work on a GPU-enabled computer with i7 920 (2.67 GHz) CPU and 3 GTX 295 NVIDIA cards (6 GPUs). Figure B.27: Fit to the angular track-length distribution for 100 GeV electron cascades. The simulation line in black is taken from figure 7 .44 of [20] , the fit in green is to the function given in this text.
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