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Abstract-Rationalization processes are proposed to improve uniformity in small samples for 
pseudorandom lattices in (0, 1)” constructed from sequences produced by random number generators. 
On this basis, the space filtration and space contraction algorithms are developed for the solution 
of multimodal global optimization problems. Strong convergence to the global minimum value and 
convergence in measure onto the set of all global minimizers are proved. Numerical experiments are 
presented to illustrate a better uniformity provided by a rationalization process and the use of the 
space filtration algorithm for global optimization. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Random lattices, Global optimization, Small sample uniformity. 
1. INTRODUCTION 
Some forty years ago, the pattern search methods for optimization of nonlinear continuously 
differentiable functions were introduced in [1,2]. Those are direct search methods which “axe good 
at improving an initial guess and finding a neighborhood of a local solution”, and “the novelty lies 
in the restriction of the iterates to a lattice, which allows us to relax the conditions on accepting 
steps” ; see (3, p. 71 where a brief outline of the pattern search methods is presented including 
comparisons with the line-search [4-61 and trust-region [7] methods. For further development of 
pattern search algorithms, one can see [g-lo]. 
In this paper, we consider the full global minimization problem of finding the unique global 
minimum value 
u” = min f(z), XE~C R”, (1.1) 
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and the entire set of all global minimizers 
Go = (2 E G 1 f(x) = a”} c G. (14 
Here and below, the bar means closure. For a continuous function f(x) over a compact set G, this 
problem has unique solution, and some general set-contraction methods for finding that solution 
were developed in [ll-1.51. 
For simplicity, a function f(z) will be assumed Lipschitzian; that is, 
If(x) - f(z’)l I Lila: - 5’11, x,x’ E G. (1.3) 
For the integral set-contraction method [11,12], this condition is not required, and in the cubic 
algorithm there is a version for Holder functions [13, p. 63-691 and a special construction for 
general set-valued functions [16]. 
An important condition of robustness [ll] will be required for integral and probabilistic con- 
siderations. A set G in a topological space is called robust if and only if the closure of the interior 
of G coincides with the closure of G, 
clintG = clG. (1.4) 
A robust set is a “shaved” set. An open set and its closure are robust. A “hairy” set is not robust. 
A union of robust sets is robust but their intersection may be nonrobust. The intersection of a 
robust set and an open set is robust. 
The number of function evaluations in the integral global optimization method [ll] and in 
the cubic algorithm 1131 may be large. In this paper, a general method baaed on pseudorandom 
lattices uniformly distributed in a cube C” c R” is developed for the solution of the prob- 
lem (1.1),(1.2) that requires fewer function evaluations and also allows us to relax requirements 
on the compactness and robustness of the set G c R”. A method of rationalization to provide for 
a small sample uniformity is proposed that may be of separate interest for efficient computation 
of multiple integrals, numerical solution of nonlinear ODES and PDEs, and various problems in 
modelling and operations research. 
2. UNIFORMLY DISTRIBUTED RANDOM SEQUENCES 
Random points are usually considered in the open unit cube 
K” = (0,l)” = {Z = (Xi,. . . ,2,) : 0 < x1 < 1,. . . ,o < 2, < l}, 72 2 1. (2.1) 
DEFINITION 2.1. A sequence of points {pi} E K”, i = 1,2,. . . , is called uniformly distributed 
in K” if the relation 
(24 
holds for any Riemann integrable function f(p) in K”. Here, p = x = (~1,. . . , xn), dx = 
dxldx2 . . . dx,. 
This notion was introduced by Weyl [17] who also constructed examples of such sequences. 
Thereafter, algorithms were proposed [18-231 called random number generators (RNG) that 
deterministically produce finite quantities of approximately uniformly distributed pseudorandom 
numbers (points) on the interval (0,l). Well known are congruential RNG, see, e.g., [18,21,23], 
and Sobol points or LP, sequences [24,25]. 
For an open set G c K”, relation (2.2) takes the form 
s G f(p) dx = ,ll& i 2 f(~i)l~,~e. i=l (2.3) 
It is clear that (2.3) follows from (2.2) for any open G c K”, and vice versa. 
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However, for the solution of global minimization problem (1.1),(1.2) to exist, a set G should 
be compact, thus, closed in R”, at least in some neighborhoods of all minimizers (notion of inf- 
compactness). For such sets, relation (2.3) remains valid only if G is robust in the sense (1.4). 
Indeed, if G is a diagonal in K”, then the integral in (2.3) equals zero, whereas the right-hand 
limit is a positive number if f(p) > 0 and at least one pi E G. 
Let f(p) = const > 0 and Sm(G) be the number of points pi E G from the m points contained 
in K” > G. Then, from (2.3), we obtain the measure (volume) of the set G, 
lim So - = p(G) = Vc. 
m-c0 m (2.4) 
This condition is also sufficient for (2.3) which represents a theorem of Weyl [17]. Relation (2.4) 
can be interpreted as convergence to probability p(G) of hitting a robust set G c K” by a 
uniformly distributed in K” pseudorandom sequence, this yielding solutions “in probability” for 
problems over robust sets. 
DEFINITION 2.2. (See l26j.j A sequence of numbers 51,. . . , xi,. . . from (0,l) is called totally 
uniformly distributed if for every n = 1,2,. . the sequence of points 
(Xl,... ,GJ,(G+1,. . . r%J,(~2n+l,~~. ,237x),.‘. (2.5) 
is uniformly distributed in K”. 
Sequence (2.5) in this definition can be substituted [25, p. 2721 by a simpler sequence 
(Xl,.. .,GJ, (Q,. . . ,%+1)7 (53,‘. . ,%+2>, (2.6) 
which is also uniformly distributed in K” and takes fewer numbers from (0,l) to generate the 
same number of .points in K”. For generation of totally uniformly distributed sequences from 
(0, l), see [27]. 
Asymptotic definitions (2.2)-(2.6) may be impractical leading to costly computations. For 
practical applications, sequences are needed that provide sufficient uniformity already in small 
samples; cf. [28]. 
3. UNIFORMITY IN SMALL SAMPLES 
Consider a totally uniformly distributed sequence from (0,l) and a rule to generate points 
pi E Kn = (0, l)n, say (2.5) or (2.6). Take 11 > 0 and consider neighborhoods 
Nhi) = {x E K”, 112 -pill < ~1. (3.1) 
3.1. Spherical Rationalization Process 
Consider pl and p2 from a uniformly distributed sequence {pi} E K” and Euclidean norm 
in (3.1). Discard p2 if 
IlPl -P2ll < 71. (3.2) 
If p:! is discarded, check (3.2) with ps instead of pa. If p2 is retained, discard ps if 
IIPi - P3ll < rl, for i = 1, or i = 2; 
otherwise retain p3. 
Continue the process forming successive finite samples 
(P;, Pl?, . . . IPt) E {Pi), P; = Pl, m= 1,2 ,..., M, 
(3.3) 
(3.4) 
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that satisfy the condition 
IjPT -PT (1 2 71, Vi,j. (3.5) 
A sample m is formed by sifting some first k 2 m points from {pi} through inequalities of the 
type (3.3). The next sample m + 1 is obtained by checking successive points pi, i 2 k, and 
retaining the first pi for which 
I(Pi -Pj* )I 2 rl, forallj=1,2 ,..., m. (3.6) 
Then, p&,1 = pi, and it is clear that for some m = M all remaining points of {pi} will be 
discarded and a finite q-net {p:} will be obtained with the property (3.5) and such that the 
system of its q-neighborhoods will cover the whole unit cube 
6 (2 xl p; 3 K” = (0, l)“, {P,*} E {Pi} E K”. (3.7) 
j=l 
This v-net of M points pj we call complete. From (3.7), it follows that for any z E K’“, there 
will be a point pTO E {p;} such that 
112 - Pj*oll < rl* (3.8) 
Note that if the original sequence from (0,l) is not totally uniformly distributed, then (3.7),(3.8) 
may not be true. 
3.2. Cubic Rationalization Process 
If we consider cubic neighborhoods in (3.1), that is 
N,(pJ = {X E K”, jxs -pfj < rj, s = 1,. . . ,n}, (3.9) 
where ~9, pi are coordinates of z,pi E K”, then inequalities (3.2), (3.3), (3.5)-(3.8) are considered 
coordinate-wise. For example, (3.3) becomes 
IPS - PI < 777 s=l,...,rl, i = 1, or i = 2. (3.10) 
For simple Euclidean or cubic norms in R”, sifted sequences (3.4) with the property (3.7) are 
computed very fast from the original sequence {pi} E K”. Discarded points pi may be retained 
to COUStrUCt finer sequences corresponding to Smdkr qk, 1 > 77 > r]l > 772 > . > q,+ > 
. . . > 0. If qk -+ 0, e.g., qk = 2-k (k = 1,2,. . . ), then nested (in the sense of subsequent smaller 
distances) ?&-nets of sifted sequences will be obtained for a totally uniformly distributed original 
sequence {pi}. For each k, the qk-net will cover the whole unit cube K”. All points pi E {pi} 
will be used in the construction, so that the nested system of finite subsequences (lattices) with 
Mk + oo as qk -+ 0 can be thought of as a permutation of the original sequence {pi}. This 
permutation is of better uniformity than {pi} with respect to small samples, and it provides 
required uniformity in successive coverings of K”. Of course, {pi} cannot be periodic. 
4. GLOBAL OPTIMIZATION OF 
LIPSCHITZ CONTINUOUS FUNCTIONS 
Consider a Lipschitz continuous function f(x) over a compact robust set c c R” and associated 
full global optimization problem as stated in (l.l)-(1.4). In practice, coordinates xs are always 
bounded so that we can assume that vector x belongs to an open axes oriented cube C” c R” 
centered at x0 and with some edge c > 0, and thus, we have x E CnC”. For this set G truncated 
by C”, we retain the same notation, writing 
x E G c C”, 
and we consider its closure when necessary. 
(4.1) 
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The linear transformation 
G=xo+c(pi-PO), PO = $1,. . . , l), (4.2) 
converts random points pi E K” = (0, l)n into points xi E C”. For a given qk > 0, it also 
transforms the neighborhoods (3.1) into the neighborhoods 
Nk(Xi) = {x E C”, 112 - xi11 < CTlk), k=1,2,.... (4.3) 
4.1. A Space Filtration Algorithm 
Consider an q&net {pt} in K” = (0,l)” obtained in the cubic rationalization process. If this 
net is complete, i.e., it satisfies the property (3.7), then the number Qn(7]k) of points in the net 
satisfies the inequality n 71 <Qn(vk)<2” ; , 
[ 1 (4.4 
where [I/vk] is the integer part of I/qk. For example, if 7]k = 0.1 and n = 3, then 
1331 5 Qs(O.l) 5 8000. (4.5) 
Geometrically, it means that if Qn(7]k) is less than the lower bound in (4.4), then the net is 
incomplete and, continuing the process, more points of the net will be found. 
4.1.1. The G-filtration 
Let {pf} be a complete 7]k-net in K”. For each p,‘, compute XT E C” by (4.2) and check the 
membership XC; E G c C” by checking inequalities defining G (since G is assumed to be robust, 
there should be no equalities in its definition; otherwise, each equality g(x) = 0 must be either 
excluded by solving for some coordinate and lowering the dimension of G, or “robustified” by 
considering the inequality lg(x)l < E and taking qk < E). 
Points Z: E G form a complete crjk-subnet {xT}k in G c C” (for simplicity, subindex k in XT 
is omitted). 
4.1.2. The f-filtration 
Compute all values f(xT) and calculate 
ak = mpf (xj*) , x; E {XT}, . 
Variation of f(x) over the cubic neighborhood (4.3) centered at XT is bounded 
Varf(z) =supIf(z) -f (XT)1 5 LSUP[~~--X~~*II =Lcrlkfi~ 
(4.6) 
(4.7) 
where II . II is the Euclidean distance. 
Since the net {$}k is complete in G, so for each global minimizer x0, f (x0) = u”, there is XT 
such that x0 E flk(xj*) closed (4.3), and thus, from (4.6),(4.7), it follows 
1,’ - akj < Lc7]kfi, (4.8) 
whence 
and ak --+ a0 as T]k + 0. 
(4.9) 
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Single out those x$ E {x1,_} for which 
and define N,‘(zq,) = {x E G”, 11x - x~~[] < 2qk) and 
(4.10) 
(4.11) 
The value a0 = f(x’) is unknown but contained within the bounds, cf. (4.8), 
uk - Lqkfi 5 a0 5 uk. (4.12) 
Hence, the pair (ok, Gk) presents an approximation to the solution of the problem (1.1),(1.2), 
and for each nk the algorithm is finite. 
Note that the set Gk may contain points {z} with function values 
a0 I f(x) 5 .O + 2Lcr]/& x E G& (4.13) 
There may be points with values (4.13) also outside of G:k. To locate a subset Gl c G of points 
with values certainly higher than a certain level, one can single out the points XT E {zT}k for 
which 
f (x;) - ak > (q + l)Lc?7kfi, 4 2 0. (4.14) 
Then, the set 
G;= uL$&;) nG 
[ I j 
(4.15) 
contains only points with f(x) > a0 + qLcvkfi, and with q = 0, this set does not contain global 
minimizers. This uncertainty is inherent to the method. 
4.2. The Space Contraction Algorithm 
The simple space filtration algorithm may require a large number of function evaluations in (4.6) 
to cover the set G c C”. To improve efficiency, especially in a case of time consuming computa- 
tions to evaluate j(z), an alternative procedure can be used. 
Given a complete qk-net (~5) E K”, compute by (4.2) the corresponding qk-net (~5) E G”. 
Check the membership XT E G c C” one by one, and let x; be the first random point that 
belongs to G. Let E > 0 be the precision with which one wants to evaluate the global minimum 
value u” of (1.1). Compute 
fl =.fK). (4.16) 
Obviously, fr > a’. 
The set of points which are s-close to fr for sure is given, due to (1.3), by the inequality 
If(x) - f WI I L lb - 411 5 &. (4.17) 
Hence, a value f(x) < fr - E may exist only in the region 
Hl={xEc, /lx-x;ll>;}. (4.18) 
If HI = 4, e.g., for a flat f(x) with small L, then the problem is solved. Suppose that HI # 4. 
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For remaining points {z;}, check the membership ET E Hi. Since {zf} is a finite qk net, it 
may happen that though Hi # 4, nonempty in the sense of (4.18), all points zf $ Hi and will 
be discarded. In this case, the problem is solved and, due to (4.3), we have 
fi 2 a0 1 min(f1 - &, fl - hjk); (4.19) 
hence, the approximate global optimal solution is given by the pair (fi, c), with the precision 
E* = max(&, Lqk). . (4.20) 
Suppose that all x; 4 Hi is not the case, and let xz be the first point that belongs to Hi. 
Compute the next function value fz = f(xf). If Ifz - fil 5 E, replace in (4.19),(4.18) 
fl := min(fl, fi), x; := mkt min(fi, f2), (4.21) 
and continue from the step (4.18). 
If fz > fi + E, then the set HF 
If(x) - f (x:)1 I L 11~ - x;II < A - fl = A21 (4.22) 
does not contain global minimizers, x0, f(x’) = u” 5 fi. Hence, a value f(x) < fi - E may exist 
only in the region 
H,2= 
{ 
f2 - fl 
XEHi, IIX-x;II > 7 . 
1 
(4.23) 
If Hi = 4 or Hi # 4 but there is no point xf E Hz, then we have the solution (fi, c - Hz) 
characterized by (4.19),(4.20). Otherwise, we find xz E Hz and continue; see below. 
If f2 < fi -E, then the set H,' 
If(x) - f (x;)l I L 112 - x;II < fi - h = A12 (4.24) 
does not contain global minimizers z”, f (x0) = a0 5 f2. Hence, a value f(x) < f2 - E may exist 
only in the region 
H; = x E HI, (Ix - x;II > 9, (lx -x;j1 > ;} . (4.25) 
If there is no point x; E Hi of (4.25), then we have the solution (f2, c - H,') characterized 
by (4.19),(4.20) with f2 substituted for fl. 
Let xj be the first point that belongs to Hz of (4.23) or H,' of (4.25) whichever is the case. 
Compute f3 = f(xj). If f2 > f3 1 f 1 or f2 < f3 5 fl, then exclude from (4.23) or (4.25), 
respectively, the sets 
If(x) - f31 IL 11x - xZII < f3 - fl, or If(x) - f31 I L llx - x:11 < f3 - f2, (4.26) 
and continue from (4.23) or (4.25) with corresponding smaller sets. 
Let x$ E Hz’of (4.23), and either 
f3>f2=fl+A21, or 
f3 < fl - E. 
(4.27) 
(4.28) 
In case (4.27), the set 
If(x) - f @;)I I L 11~ - 4II < f3 - fi = A31 (4.29) 
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does not contain global minimizers. Hence, a value f(x) < fi - E may exist only in the region 
(4.30) 
In case (4.28), the set 
If(x) - f(x;)i 5 Lllx- x;II < f2 - f3 = A23 (4.31) 
does not contain global minimizers. Hence, a value f(x) < fs - E may exist only in the region 
Hi = A23 x E H;, IIz-z;ll > -, jlx-z;II > 4. 
L 
Let x$ E H,’ of (4.25), and either 
f3 > fl = fi + Am 
f3 c f2 -E. 
or 
(4.32) 
(4.33) 
(4.34) 
In case (4.33), the set 
If(x) - f(x;)I 5 L/lx -x;II < f3 -f2 = A32 (4.35) 
does not contain global minimizers. Hence, a value f(x) < f2 - E may exist only in the region 
/Ix - x:/l > F} . (4.36) 
In case (4.34), the set 
If(x) - f (41 I L 115 - 411 < fl - f3 = A13 (4.37) 
does not contain global minimizers. Hence, a value f(x) < f3 - E may exist only in the region 
Hj= XEH;, /lwl~>+, II~-x$II ;} >- . (4.38) 
The space contraction algorithm presents a branching process. For the three steps above, we 
have the following. 
H33 
Whatever the branch, the sets HI > Hj are open and nested. For fixed qk > 0, E > 0, the 
process is finite. Successive values fl, f2, fx,. . . , fm, are usually not monotonic. Denote 
fk=minfi, l<i<m. (4.40) 
When there is no x&+i E H&, the problem is solved with fz presenting the &*-precise, see (4.20), 
global minimum value. The set of E*-precise global minimizers corresponds to 
G0,1={xEGIf~>f(x)Lf~-E*}, if fi > a’, (4.41) 
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or 
G: = {x E CJ 1 f; + E* p f(x) 2 f;} , if fi =a’, (4.42) 
and is represented by a collection of points xf E G hitting the layer Gk of 2&*-precise global 
minimizers 
f; + &* 2 f (XT) 2 f; - &*. (4.43) 
Since {xf} E G is uniformly distributed in G, so for sufficiently small r]k there should be many 
such points of (4.43). If a&*-precise solutions are acceptable, one can simply take those points in 
Go, = G$ U @z which provide a larger set of approximate global minimizers that contains the 
set Go of exact global minimizers. 
It is worth noting that only one branch of the process is actually realized depending on actual 
distribution of points (x2) within G, so, dropping the upper index in H;‘, we get a sequence of 
nested sets 
G > HI > Hz > H3 > . . . > H, > . . . . (4.44) 
Determining each H,,, requires only one function evaluation f(xt) with fast distance verifications 
to sift all xa 4 H,. This means that measure mes H, in (4.44) is decreasing fast for not very 
steep functions (L = 2 for slope of 63’ and L = 3 for slope of 72’) yielding an efficient algorithm 
producing a monotonic sequence of values 
(4.45) 
5. CONVERGENCE TO FULL GLOBAL OPTIMAL SOLUTION 
If nk and E are fixed, the process is finite. Comparing (4.17) with (4.7) yields the consistency 
condition 
LCr]kJ;E% (5.1) 
which guarantees that within a cubic neighborhood of a point XC; E C” in a qk-net, the variation 
of f(x) with respect to the centre of a cnk-subcube will be not greater than E. This observation 
may be convenient for constructing algorithms based on nk alone. 
LEMMA 5.1. If a sequence {pi} is uniformly distributed in K” of (2.1), then every neighborhood 
in K” contains points of {pi}. 
PROOF. Suppose, on the contrary, that there is a neighborhood N c K” that does not contain 
points of {pi}. C onsider the indicator function 
x(z) = 
1, if x E N, 
0, if x $ N, 
(5.2) 
which is Riemann integrable over K” since N is open. For this function, we have 
/ 
K” x(x) dx = mes N > 0, (5.3) 
whereas the sum in (2.2) equals zero for any m. This contradiction proves the lemma. I 
COROLLARY 5.1. If a set A c K” does not contain points of {pi} uniformly distributed in K”, 
then its measure mesA = 0. 
Consider a monotonically decreasing sequence &k > 0, lim&k = 0, e.g., &k = 2-k& (k = 0, 1, . . . , 
E = const > 0). Then there will appear an infinite sequence of sequences (4.44),(4.45) indexed 
by mk which for fixed k is the number of the first mk terms in (4.44),(4.45) produced by the 
space contraction algorithm. To avoid double indexing, let us consider m = rnk + 00 as k ----) co 
already in (4.44),(4.45). 
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THEOREM 5.1. If a sequence {pi} E K” is uniformly distributed over K” = (0,l)” and lim &k = 0, 
then 
lim f& = u” = min f(z), x E G. (5.4) 
PROOF. A monotonically decreasing sequence bounded below tends to a limit, limfg = 
CL* > u”. Since, for a compact G, the global minimum value a0 is attained, so there exists 
2’ = argminf(z), f(xO) = u”. If a* > u”, then, due to robustness of G and continuity of f(z), 
there exists a neighborhood N(z”) c Cn such that the intersection N(z”) n G is nonempty 
and does not contain points, {xi} E C” contradicting the assumption that {pi} is uniformly 
distributed over K” and {xi} over C”, due to (4.2). I 
Consider the space filtration algorithm with the solution pair (ak,Gk) of (4.9),(4.11). Since 
the net {zT}k is complete in G for all k, so by construction (4.10),(4.11), there is such small 77 
that for all 7]k < n, all global minimizers will belong to Gk : Go C Gk. 
THEOREM 5.2. If the sequence {xi} is uniformly distributed in C” and 771, -+ 0, then 
lim mes (GI, - Go) = 0. 
k+oc 
(5.5) 
PROOF. By (4.11), all Gk are robust, and thus, mesGk > 0 for all k. Suppose, on the contrary, 
that the limit in (5.5) is positive. Then, there is a robust set A c Gk for all k such that mesA > 0 
and mes(A - Go) > 0. Hence, there exists a point z E A of positive distance from Go with a 
neighborhood N c A such that N I? Go = 4, empty, so that we can take a closed neighborhood 
No C N c Gk for which se n Go = 4. There is S > 0 such that f(x) - a0 2 6 > 0 for any z E No 
(recall that a0 = f(y), Vy E Go). H owever, z E SO C Gk for all k, and by (4.8), (4.10), (4.11), 
we have f(Gk) -+ a’, as k -+ co, a contradiction. a 
Consider the space contraction algorithm producing approximations (f:, Gk) of (4.45), (4.41), 
(4.42), where Gk = Go,’ U c:“,” is interpreted as union of closed neighborhoods (4.3) around the 
points z,t in the layer (4.43); thus, it is a robust and practically computable set. 
THEOREM 5.3. If the sequence {xi} is uniformly distributed in C” and &k + 0, 7)k -+ 0, then 
lim mes ((7: -’ Go) = 0. 
m-+03 (5.6) 
PROOF. If Ek --+ 0 and vk --+ 0, then E* -+ 0 in (4.20),(4.43), so that (5.4) holds. Since G& 
are robust and Go C Gk for all m, due to completeness of every qk-net in Gk, we see that 
mes GL > 0 and mes(Gk - Go) > 0 for all m. Now, supposing, on the contrary, that the limit 
in (5.6) is positive, we can repeat word by word the proof in Theorem 5.2 replacing k by m 
and Gk by Gk. I 
REMARK 5.1. If {xi} is not uniformly distributed in C”, then (5.4)-(5.6) may still be correct 
but not for sure. 
In practice, random number generators are used to produce pseudorandom numbers in (0,l) 
which are periodic sequences; thus, both algorithms are finite and points {Q} cannot be uniformly 
distributed in C”. In small samples, this nonuniformity becomes more pronounced, so rational- 
ization processes of Section 3 may bring much improvement. Though ideal uniformity cannot be 
achieved for samples of any size, the uniformity of distribution after rationalization can be quite 
good already in small samples. Indeed, by a theorem of Schmidt [29], for a finite number m of 
points in the unit square (0, 1)2 and a rectangle G c [0, 1)2, the asymptotic formula (2.4) has a 
lower bound of discrepancy (c is an absolute constant) 
k-t (‘3 lnm -- p(G) > cm + 0, asm--+oo, m 
which decreases by a factor of 0.6 and faster as m 2 16 and doubles. Hence, the limit in (2.4) is 
approached with increasing precision as m increases. 
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6. NUMERICAL EXPERIMENTS 
Two kinds of computational experiments were conducted to demonstrate the results. Currently, 
only crude l?NGs are employed, and the research and development of random number generators 
are concentrated on getting them “better” with respect to some statistical tests, notably, the 
DIEHARD test package. It means that the quality of R.NGs is defined and checked asymptotically 
vis-a-vis some statistical criteria requiring a large number of raw data intended to detect some 
tendencies or for use in specific areas. Several RNGs that the authors tested were all very bad in 
small samples. It is therefore of interest and importance to improve the RNG by a rationalization 
process, if it is used to generate good quality small samples of data. The effect of rationalization is 
the first kind of computational experiments presented below. Then, the space filtration algorithm 
for global minimization is demonstrated on small samples of various lengths, and the reader can 
see the difference and compare the results obtained with the use of a crude RNG and the improved 
RNG for different samples of same number of points in each pair of samples. 
6.1. Effects of Rationalization 
A popular RNG included in widely used VBA (Visual Basic Application) software tool was 
chosen to visually compare the distribution of points within the unit square (0, 1)2 for the original 
(crude) RNG of VBA and for its improved version obtained by sifting the output of random points 
with the spherical rationalization algorithm in R2. 
0 0.5 1 0 0.5 1 
(4 @I 
Figure 1. Distance 7 = 0.17, number of points displayed N = 29, number of points 
rejected on the left figure Nl = 3910. 
0 0.5 1 0 0.5 1 
(4 (b) 
Figure 2. 0 = 0.13, N = 47, Nl = 42890. 
Using the lower bound in (4.4), we have for n = 2, 
2 
Q2(rl) 1 = 100, 81, 
7jJ = 0.11 0.12 
64, 49, 36, 
0.13 0.15 0.17. 
1548 
(b) 
Figure 3. q = 0.089, N = 97, N1 = 14811. 
1 1 
0 0.5 1 0 0.5 1 
(a) minf(z,y) = 0.00251617703. (b) min f(z, y) = 0.015116734. 
Figure 4. Minimizing points from Figures 3a and 3b. 
Complete q-nets of points in R2 with the rule (2.5) were computed for 7 = 0.17, 0.13, 0.089, 
using pseudorandom numbers produced by the RNG of VBA. Those points are presented in 
the left figures with the indication of the actual number N of points obtained for each 77 in 
the corresponding complete v-net within (0, 1)2. The number Ni of bad points rejected by the 
rationalization process is also given. On the corresponding right figure, the same number N 
of successive random points produced by the RNG without rationalization are presented for 
comparison. Note that samples in Figures l-3 were obtained from different starting points. 
6.2. Space Filtration Algorithm for Global Optimization 
The points with 77 = 0.089 were used for finding an approximation to the set of all global 
minimizers for the function f(z, y) = 1 sin[4(x2 + y2) - I]] within the square (0, 1)2. It is clear 
that minf(z, y) = 0, and the entire set of minimizers is given by three arcs within the square 
(0,1)2 : 
1 Tfl 27r+1 
22+ys= ,,-,--. 
4 4 
Those arcs are clearly indicated by points below in Figure 4a (rationalized n-nets), but not so 
clearly in Figure 4b (crude points directly from the RNG). The filtration was carried with E := 0.2; 
see Section 4.1.2 above. 
7. CONCLUSIONS 
Application of pseudorandom lattices to the solution of nonconvex nonsmooth global optimiza- 
tion problems accelerates the convergence of iterative algorithms and significantly decreases the 
number of function evaluations. Two rationalization processes are proposed to improve unifor- 
mity in small samples of pseudorandom sequences produced by generally used random number 
generators. On the basis of improved random lattices, the space filtration and space contraction 
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algorithms are proposed for finding the global minimum value and the whole set of all global 
minimizers with a guaranteed precision specified in advance. Convergence theorems are proved, 
strong with respect to function values, and in measure with respect to the set of all global mini- 
mizers. The results are ready for developing computer codes for rationalization of FUVG sequences 
and for solving optimization problems with multiple global minima. Numerical experiments to 
illustrate a better uniformity provided by a rationalization process and to demonstrate the use 
of the space filtration algorithm are presented that allow the reader to make visual comparisons 
and evaluation of the results. 
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