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CONTINUOUS-TIME CONSENSUS UNDER PERSISTENT
CONNECTIVITY AND SLOW DIVERGENCE OF
RECIPROCAL INTERACTION WEIGHTS
SAMUEL MARTIN AND ANTOINE GIRARD
Abstract. In this paper, we present new results on consensus for continuous-time multi-
agent systems. We introduce the assumptions of persistent connectivity of the interaction
graph and of slow divergence of reciprocal interaction weights. Persistent connectivity can
be considered as the counterpart of the notion of ultimate connectivity used in discrete-
time consensus protocols. Slow divergence of reciprocal interaction weights generalizes
the assumption of cut-balanced interactions. We show that under these two assumptions,
the continuous-time consensus protocol succeeds: the states of all the agents converge
asymptotically to a common value. Moreover, our proof allows us to give an estimate of
the rate of convergence towards the consensus. We also provide examples that make us
think that both of our assumptions are tight.
1. Introduction
In multi-agent systems, consensus algorithms serve to emulate the process of agreement:
agents exchange information in order to decrease the distance between their states (repre-
senting e.g. positions, velocities or opinions depending on the application). A multi-agent
system is said to reach a consensus when the states of all agents converge asymptotically
toward a common value. Suitable conditions for convergence to a consensus are typically
based on the topology of the network (or graph) of interactions and on the weights of these
interactions. Consensus algorithms have attracted a lot of attention in the past decade.
Notable convergence results include [JLM03, Mor05, RB05, BHOT05, HT12] for the dis-
crete time and [OSM04, Mor04, RB05, HT12, CZZ11a, CZZ11b] for the continuous time
consensus algorithm.
We can classify these results depending on whether or not they require some notion of
reciprocity in the interaction weights. Types of reciprocity include:
• strongly symmetric interactions: when agent i influences agent j via interaction
weight aji(t) > 0, agent j also influences agent i via the same weight aij(t) = aji(t);
• weakly symmetric interactions: when agent i influences agent j via interaction weight
aji(t) > 0, agent j also influences agent i via a weight aij(t) > 0;
• balanced interactions: the sum of the interaction weights from and to an agent i are
equal, i.e.
∑
j 6=i aji(t) =
∑
j 6=i aij(t);
• cut-balanced interactions: for any subgroup S of agents, the ratio of reciprocal
weights
∑
i∈S,j /∈S aij(t) /
∑
i∈S,j /∈S aji(t) is bounded.
The results presented in this paper also assume some kind of reciprocity in the interaction
weights. This allows us to consider weaker assumptions on the connectivity of the interaction
graph. We briefly review the most general results in the literature. In discrete time, the most
general result regarding consensus with reciprocity can be found in [Mor05] or [BHOT05]: it
is shown that under weakly symmetric interactions, the consensus is achieved whenever the
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condition of ultimate connectivity of the interaction graph is satisfied : for all time t ≥ 0, the
union of the interaction graphs over the time interval [t,+∞) should be connected. In these
results, the interaction weights are assumed to be bounded. In continuous time, the recent
result from Hendrickx and Tsitsiklis [HT12] shows that consensus is achieved under cut-
balanced interactions and connectivity of the unbounded interaction graph (the graph with
edges (j, i) if
∫∞
0 aij(t)dt = +∞). The same result had been obtained assuming strongly
symmetric interactions in [CZZ11a] where the connectivity of the unbounded interaction
graph is called infinite integral connectivity.
In this paper, we extend the continuous-time result from [HT12] replacing the cut-balanced
interactions assumption by a weaker one: we assume slow divergence of reciprocal weights
(the ratio of reciprocal weights is at worst slowly diverging to infinity). This enables the
reciprocal interaction weights to be indefinitely far apart. The proof of our result differs
from the one in [HT12] and it allows us to give an explicit bound on the convergence rate to
consensus. The remaining of the paper is organized as follows. Section 2 formally introduces
the consensus algorithm we will be dealing with and states the main results of the paper;
in Section 3, we discuss the tightness of our assumptions using two examples and provide a
comparison with related results. Finally, Section 4 presents the proof of our main result.
2. Problem Statement and Main Results
The system we study in this paper consists of n agents interacting with each other according
to a continuous-time consensus protocol. Agents are labeled from 1 to n and N = {1, . . . , n}
denotes the label set of the agents. Agents adjust their positions xi(t) ∈ R for i ∈ N
according to the following differential equation
(1) x˙i(t) =
n∑
j=1
aij(t)(xj(t)− xi(t)), i ∈ N
where for all i, j ∈ N , the interaction weight aij represents the strength of the influence of
agent j on agent i and is a non-negative measurable function of time, summable on bounded
intervals of R+. In its vector form, the equation can be written as x˙(t) = A(t)x(t) where
the matrix A is summable on finite intervals of R+.
Since the right-hand-side of the differential equation (1 may be discontinuous, the equation
should be understood as a Carathe´odory differential equation (see e.g. [Fil88]). A solution
to equation (1) is then a locally absolutely continuous function of time x : R+ → Rn which
satisfies for all t ∈ R+ the integral equation:
xi(t) = xi(0) +
∫ t
0
n∑
j=1
aij(s)(xj(s)− xi(s))ds, i ∈ N .
Theorem 1. For any given initial positions xi(0) = x
0
i , i ∈ N , the solution to the
Carathe´odory differential equation (1) where the matrix A is summable on finite intervals
of R+ exists and is unique.
The proof of this result is a direct consequence of Theorem 54 and Proposition C.3.8
in [Son98, pages 473-482]. We call a solution to equation (1), a trajectory of the sys-
tem. We say that a trajectory reaches a consensus when limt→+∞ xi(t) exist and are the
same, for all i ∈ N . The common limit is called the consensus value. We define the group
diameter as
(2) ∆N (t) = max
i∈N
xi(t)−min
j∈N
xj(t).
CONSENSUS UNDER PERSISTENT CONNECTIVITY 3
It can be easily shown that maxi∈N xi(t) is non-increasing and that minj∈N xj(t) is non-
decreasing. Then, it is clear that the group diameter is non-increasing and that the trajec-
tory reaches a consensus if and only if lim
t→+∞∆N (t) = 0.
Our convergence result involves assumptions on the interaction weights. Let S be some
non-empty proper subset of N , we define the ratio between reciprocal interaction weights
from S to N \ S:
rS(t) =

∑
i∈S,j /∈S
aij(t)∑
i∈S,j /∈S
aji(t)
if the denominator is positive,
1 if numerator and denominator are equal to zero,
+∞ if the denominator is zero and the numerator is positive.
Then, we define the maximal ratio between reciprocal interaction weights as follows:
(3) r(t) = max
S 6=∅,S(N
rS(t)
For manipulation purposes, we shall use the maximal value of r over all past times. Let
(4) r(t) = sup
s∈[0,t]
r(s).
As defined, r is a non-decreasing function of time, and r(t) is always greater than 1. A
direct consequence of this definition is the following statement:
(5) ∀S 6= ∅, S ( N , ∀s ∈ [0, t], 1
r(t)
∑
i∈S,j /∈S
aij(s) ≤
∑
i∈S,j /∈S
aji(s) ≤ r(t)
∑
i∈S,j /∈S
aij(s).
Thus, whenever a subgroup S of agents influences the rest of the group via interaction
weights of sum a(s) > 0 at time s ≤ t, we know that S is influenced back via interaction
weights of sum no less than a(s)r(t) .
In our convergence result, we shall make two assumptions on interaction weights. The first
one is concerned with the topology of the interactions and involves the notion of strong
connectivity. A graph, with N as set of vertices, is said to be strongly connected when
there is a directed path going from node i to node j for all distinct nodes i, j ∈ N .
Assumption 1 (Persistent Connectivity). The graph (N , E˜) is strongly connected where
E˜ =
{
(j, i) ∈ N ×N |
∫ +∞
0
aij(s)ds = +∞
}
.
This assumption allows us to define a sequence of time instants (tp)p∈N which implicitly
defines a rescaling of time according to the speed of growth of
∫ t
0 aij(s)ds for (j, i) ∈ E˜ .
Let t0 = 0 and, for p ∈ N, let us define tp+1 as the last element of the intermediate finite
sequence (t0p, t
1
p, . . . , t
bn
2
c
p ) where b·c is the floor function, t0p = tp and for q ∈ {0, . . . , bn2 c−1},
tq+1p is the smallest time t ≥ tqp such that
(6) min
S(N ,S 6=∅
∑
i∈S
∑
j∈N\S
∫ t
tqp
aij(s)ds
 = 1.
Such a t always exists because (N , E˜) is strongly connected and therefore for all non empty
set S ( N , there exists i ∈ S and j ∈ N \ S such that (j, i) ∈ E˜ . Essentially, the sequence
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(t0p, t
1
p, . . . , t
bn
2
c
p ) defines time intervals [t
q
p, t
q+1
p ] over which the cumulated influence on any
subgroup of agents from the rest of the agents is no less than 1. Let us remark that since
we assume that the interaction weights aij are summable on bounded intervals of R+, it
follows that the sequence (tp)p∈N goes to infinity as p goes to +∞.
The interactions over intervals [tqp, t
q+1
p ] induce a chain of movements of the agents toward
the center of the group. These movements propagate toward agents having either smallest
or largest position in less than bn2 c such intervals and result in a contraction of the group
diameter between tp and tp+1. We will prove in Section 4 the following proposition which
constitutes the main contribution of the paper and is the core of our main result:
Proposition 2 (Group diameter contraction rate). If Assumption 1 (persistent connectiv-
ity) holds, then for all p ∈ N,
∆N (tp+1) ≤
(
1− r(tp+1)
−bn
2
c
(8n2)b
n
2
c
)
∆N (tp).
It is clear from the previous proposition that the sequence (r(tp))p∈N plays a central role
in the fact that the consensus is reached or not. This is where our second assumption
regarding the interaction weights comes into play.
Assumption 2 (Slow divergence of reciprocal interaction weights). For all t ≥ 0, r(t) is finite
and the infinite sum
∑
p∈N r(tp)
−bn
2
c = +∞.
The assumption requires r(t) not to grow too fast. For instance, r(tp) = O(p
2/n) (which
includes the case where r is bounded) satisfies Assumption 2, whereas r(tp) = p
4/n does
not. Hence, the assumption enables the divergence of reciprocal interaction weights provided
this divergence is slow. Let us remark that the larger the number of agents, the slower the
divergence can be. We can now state the main result of the paper.
Theorem 3. If Assumptions 1 (persistent connectivity) and 2 (slow divergence of reciprocal
interaction weights) hold, then the trajectory of system (1) reaches a consensus.
Proof. From Proposition 2 and using a simple induction we can show that for all P ≥ 1,
(7) ∆N (tP ) ≤
P∏
p=1
(
1− r(tp+1)
−bn
2
c
(8n2)b
n
2
c
)
∆N (0).
Then, the product in the right-hand side of the inequality converges to 0 when P goes
to infinity if and only if
∑
p∈N r(tp)
−bn
2
c = +∞. This last statement is true according
to Assumption 2. Consequently, the group diameter goes to zero and the consensus is
achieved. 
We would like to point out that not only Proposition 2 allows us to prove that the consensus
is reached, but it also provides an estimate of the convergence rate to the consensus value.
In the following section, our assumptions are discussed in more details.
3. Discussion on the Assumptions
3.1. Persistent connectivity. First, let us show why Assumption 1 is more suitable for
the continuous-time consensus protocol (1) than the notion of ultimate connectivity, which
is often used for the discrete-time protocols in [Mor05, BHOT05]. Formally, ultimate con-
nectivity is defined as follows:
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Assumption 3 (Ultimate connectivity). For all t ≥ 0, the graph G(t) = (N ,⋃s≥t E(s)) is
strongly connected where E(s) ⊆ N × N is the set of directed interaction links such that
(j, i) ∈ E(s) if and only if aij(s) > 0.
Using a counterexample, we show that a continuous-time system which respects the ultimate
connectivity assumption and bears bounded and symmetric interaction weights does not
always converge to consensus. This implies that the result established in [Mor05, BHOT05]
for discrete-time consensus protocols cannot be directly transposed to the continuous-time
case. Consider a system of form (1) of two agents with x1(0) < x2(0) and with interaction
weights
∀t ∈ R+, a12(t) = a21(t) =
{
1 if ∃k ∈ N, t ∈ [k, k + 1
2k+1
]
0 otherwise
The weights are bounded and symmetric. Under these conditions, Theorem 1 provides
existence and uniqueness of a solution to the above differential equation understood in the
sense of Carathe´odory differential equation. Also, it is clear that Assumption 3 holds. Now,
solving the differential equation (1), we obtain for all k ∈ N,
x2(k + 1)− x1(k + 1) = e−2
∫ k+1
k a12(s)ds(x2(k)− x1(k)) = e−
1
2k (x2(k)− x1(k)),
which yields for all k ∈ N,
x2(k)− x1(k) =
k−1∏
h=0
e
− 1
2h (x2(0)− x1(0)) = e−
1−1/2k
1−1/2 (x2(0)− x1(0)) ≥ e−2(x2(0)− x1(0)).
This proves that the system does not reach a consensus. Notice that this could be alleviated
by forcing
∫ t
0 a12(s)ds to diverge toward +∞ when t tends to +∞ which would correspond
to Assumption 1. Hence, this example explains why persistent connectivity is more relevant
than ultimate connectivity for continuous-time consensus.
3.2. Slow divergence of reciprocal interaction weights. We present a simple example
for which Assumption 2 is tight. Let (ρp)p∈N be a non-decreasing sequence such that ρp ≥ 1,
for all p ∈ N. Let us consider a multi-agent system with 3 agents where x1(0) < x2(0) <
x3(0) and with the dynamics given by x˙1(t) = x2(t)− x1(t)x˙2(t) = ρp(x1(t)− x2(t))
x˙3(t) = 0
, if t ∈ [2p, 2p+ 1)
and  x˙1(t) = 0x˙2(t) = ρp(x3(t)− x2(t))
x˙3(t) = x2(t)− x3(t)
, if t ∈ [2p+ 1, 2p+ 2).
This system satisfies the persistent connectivity Assumption 1 (with (N , E˜) being the undi-
rected line graph). The sequence (tp)p∈N acting as a rescaling of time and defined by
equation (6) is given for p ∈ N by, tp = 2p, and r(tp) = ρp. Then, Assumption 2 holds if
and only if
∑
p∈N ρp
−1 = +∞. The validity of Assumption 2 hence depends on the choice of
sequence (ρp)p∈N. In this specific case, we can show that Assumption 2 is necessary and suf-
ficient for the trajectory of the system to reach a consensus. We know from Theorem 3 that
it is a sufficient condition. Then, let us show that if
∑
p∈N ρp
−1 < +∞ then the consensus
cannot be reached.
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It is easy to see that x1(t) is non-decreasing, x3(t) is non-increasing and for all t ≥ 0,
x1(t) ≤ x2(t) ≤ x3(t). Integrating the dynamics of the system, we can show that for all
p ∈ N:  x1(2p+ 1) = (1− λp)x1(2p) + λpx2(2p)x2(2p+ 1) = ρpλpx1(2p) + (1− ρpλp)x2(2p)
x3(2p+ 1) = x3(2p)
and  x1(2p+ 2) = x1(2p+ 1)x2(2p+ 2) = (1− ρpλp)x2(2p+ 1) + ρpλpx3(2p+ 1)
x3(2p+ 2) = λpx2(2p+ 1) + (1− λp)x3(2p+ 1)
where λp =
1−e−(ρp+1)
1+ρp
. Then, let us remark that
x3(2p+ 2) = λpx2(2p+ 1) + (1− λp)x3(2p+ 1)
≥ λpx1(2p+ 1) + (1− λp)x3(2p+ 1) ≥ λpx1(2p) + (1− λp)x3(2p).
Also,
x1(2p+ 2) = x1(2p+ 1) = (1− λp)x1(2p) + λpx2(2p) ≤ (1− λp)x1(2p) + λpx3(2p).
Therefore,
x3(2p+ 2)− x1(2p+ 2) ≥ (1− 2λp)(x3(2p)− x1(2p)).
By induction on the previous equation, we obtain for all P ∈ N,
(8) x3(2P )− x1(2P ) ≥
P−1∏
p=0
(1− 2λp)(x3(0)− x1(0)).
If
∑
p∈N ρp
−1 < +∞, then necessarily the limit of ρp is infinite. Then, λp ≤ ρp−1, and
therefore
∑
p∈N λp < +∞. This implies that the left-hand side of the inequality (8) does not
tend to zero and the trajectory of the system cannot not reach a consensus. Therefore, for
that particular system, Assumption 2 is a necessary and sufficient condition for consensus.
We also realized a numerical study of an extension of the previous example. Let us consider
a system with n = 2m+ 1 agents with m ≥ 2 whose dynamics is defined as follows:
• For t ∈ [(m+ 1)p+ i, (m+ 1)p+ i+ 1) with p ∈ N, i ∈ {0, . . . ,m− 2},
x˙i+1(t) = xi+2(t)− xi+1(t)
x˙i+2(t) = ρp(xi+1(t)− xi+2(t))
x˙n−1−i(t) = ρp(xn−i(t)− xn−1−i(t))
x˙n−i(t) = xn−1−i(t)− xn−i(t)
x˙j(t) = 0 if j /∈ {i+ 1, i+ 2, n− 1− i, n− i}
• For t ∈ [(m+ 1)p+m− 1, (m+ 1)p+m) with p ∈ N, x˙m(t) = xm+1(t)− xm(t)x˙m+1(t) = ρp(xm(t)− xm+1(t))
x˙j(t) = 0 if j /∈ {m,m+ 1}
• For t ∈ [(m+ 1)p+m, (m+ 1)(p+ 1)) with p ∈ N, x˙m+1(t) = ρp(xm+2(t)− xm+1(t))x˙m+2(t) = (xm+1(t)− xm+2(t))
x˙j(t) = 0 if j /∈ {m+ 1,m+ 2}
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Regarding the initial conditions, we set xj(0) = −1 for i ∈ {0, . . . ,m − 1}, xm(0) = 0
and xi(0) = 1 for i ∈ {m + 1, . . . , 2m}. This system satisfies the persistent connectivity
Assumption 1. We can also show that we have r(tp+1) = ρp, for p ∈ N. Then, Assumption 2
holds if and only if
∑
p∈N ρp
−m = +∞. In the following, we show the results of our numerical
simulations of the system with 11 agents (i.e. m = 5). We simulated the system for three
different sequences (ρp)p∈N: ρp = 1, ρp = (1 + p)
1
5 , ρp = (1 + p)
2
5 . It should be noted that
Assumption 2 holds for the first two sequences but not for the third one. The results of the
simulations are shown in Figure 1 where we represented the evolution of the diameter ∆N (t)
over time. The simulations are consistent with the theory showing that the consensus is
reached for the first two sequences (the diameter goes to zero). Also, for the third sequence,
we can observe that the consensus is not reached. For the first two sequences, we also
represented the evolution of the diameter ∆N (t) in a logarithmic scale in order to estimate
the convergence rate. It appears clearly that, for the first sequence, the convergence rate
is exponential. For the second sequence, the convexity of the curve indicates that the
convergence rate is sub-exponential.
3.3. Related results. Hendrickx and Tsitsiklis proved recently [HT12] that consensus is
achieved provided that Assumption 1 is satisfied along with the following assumption:
Assumption 4 (Cut-balanced weights). There exists K ≥ 1 such that for all non-empty
strict subset S ⊆ N and for all time t ≥ 0,
K−1
∑
i∈S,j /∈S
aji(t) ≤
∑
i∈S,j /∈S
aij(t) ≤ K
∑
i∈S,j /∈S
aji(t).
Assumption 4 generalizes both symmetric weights (aij(t) = aji(t) for i, j ∈ N ) and balanced
weights (
∑
j 6=i aij(t) =
∑
j 6=i aji(t) for i ∈ N ). In particular, the result from [HT12] includes
those from [CZZ11a] (using strongly symmetric weights) and [OSM04] (using balanced
weights).
Let us assume that Assumptions 1 and 4 are satisfied. Then, according to the definition
of the maximal ratio between reciprocal interaction weights given by (3) and (4), r(t) ≤ K
for all t ∈ R+ which gives that r(t) is bounded, thus Assumption 2 is satisfied. Therefore,
Theorem 3 states that trajectories of system (1) reach a consensus. Hence, the convergence
result in [HT12] can be regarded as a particular case of Theorem 3.
Let us remark that Theorem 3 is more general though. Indeed, looking at the example
presented in section 3.2, it is clear that Assumption 4 may not be satisfied even though
consensus is reached (i.e. if ρp = p, for all p ∈ N). In that case, the result in [HT12] does
not allow us to conclude that consensus is reached while Theorem 3 does.
Also, there is no estimation of the rate of convergence to the consensus in [HT12] whereas
Proposition 2 allows us to state the following result:
Proposition 4. Let Assumptions 1 (persistent connectivity) and 4 (cut-balanced weights)
hold. Let P : R+ → N be the function defined for all t ∈ R+ by P (t) = p if t ∈ [tp, tp+1).
Then,
∀t ∈ R+, ∆N (t) ≤
(
1− 1
(8Kn2)b
n
2
c
)P (t)
∆N (0).
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Figure 1. Top: evolution of the diameter ∆N (t) for the system with 11
agents for the sequences given by ρp = 1 (plain line), ρp = (1 + p)
1
5 (dashed
line), ρp = (1 + p)
2
5 (dashes and dots). Bottom: evolution of the diameter
∆N (t) in logarithmic scale for the sequences given by ρp = 1 (left), ρp =
(1 + p)
1
5 (right).
Proof. Using the fact that for all t ∈ R+ r(t) ≤ K, equation (7) gives for all P ≥ 1,
∆N (tP ) ≤
P∏
p=1
(
1− 1
(8Kn2)b
n
2
c
)
∆N (0) =
(
1− 1
(8Kn2)b
n
2
c
)P
∆N (0).
Then, since ∆N is non-increasing, we have for all t ∈ R+, ∆N (t) ≤ ∆N (tP (t)) which allows
us to conclude. 
In particular, the previous proposition states that if P (t) grows linearly, then the consensus
is approached at an exponential rate. On the other hand, if P (t) grows logarithmically,
then the consensus is approached only at polynomial rate. This can be illustrated using
the system with 2 agents with symmetric interaction weights a12(t) = a21(t) = 1/t. For
that system, Assumptions 1 and 4 hold. We can show that, for p ∈ N, tp = ep which
gives P (t) = bln(t)c. Hence, the previous proposition states that the consensus is reached
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at polynomial rate which is indeed the case since the direct resolution of the system gives
∆N (t) = ∆N (0)/t.
Another related result was established by Moreau in [Mor04] where it is shown that under
the following assumption, trajectories of system (1) reach a consensus :
Assumption 5 (Connectivity of integral δ-digraph). The weights aij are bounded and piece-
wise continuous. There exists δ > 0 and interval length T > 0 such that for all t > 0, the
graph (N , Eδ,T (t)) has a spanning tree where
Eδ,T (t) =
{
(j, i) ∈ N ×N |
∫ t+T
t
aij(s)ds > δ
}
.
Unlike our assumption, the previous one does not require strongly connected interaction
graphs. However, the connectivity is required on every interval of constant length T . To
illustrate the difference, we consider again the system with 2 agents with symmetric inter-
action weights a12(t) = a21(t) = 1/t. Let δ > 0, T > 0 and t > 0, we have∫ t+T
t
a12(s)ds > δ ⇐⇒ ln
(
1 +
T
t
)
> δ ⇐⇒ t < T
eδ − 1 .
Thus, the graph (N , Eδ,T (t)) will be disconnected for times t greater than Teδ−1 . This
invalidates Assumption 5. On the other hand, Theorem 3 allows us to conclude that the
trajectories of the system reach a consensus whereas this conclusion could not be obtained
from [Mor04].
4. Estimation of the Group Diameter Contraction Rate
In this section, we give the proof of Proposition 2. It is not directly proved for system (1)
but for an equivalent system which preserves the relative order of the agents positions.
4.1. Equivalent order-preserving system. The manipulation of the trajectory x of sys-
tem (1) would be much easier if the positions of agents always remained in the same order.
Unfortunately, this is generally not the case. However, we can imagine an equivalent tra-
jectory y where whenever the order of the positions xi and xj of two agents changes, the
agents exchange their labels so that the order actually remains unchanged in y. This idea
of label reordering was also used in [HT12] where the authors managed to show several
interesting properties of the sorted trajectory. We first define the reordering permutation.
Definition 1. For t ∈ R+, let σt be the permutation of N verifying for all i, j ∈ N ,
i < j ⇒ xσt(i)(t) < xσt(j)(t) or (xσt(i)(t) = xσt(j)(t) and σt(i) < σt(j)).
This permutation sorts the sequence (xi(t), i) in lexicographic order. This leads to defining
an order-preserving trajectory y associated to x as follows :
(9) ∀t ∈ R+,∀i ∈ N , yi(t) = xσt(i)(t).
Several properties of y are straightforward consequences of this definition:
Proposition 5. Let y be given by (9), then
• For all t ∈ R+, for all i, j ∈ N , i < j =⇒ yi(t) ≤ yj(t),
• The functions y1 and yn are respectively non-decreasing and non-increasing,
• For all t ∈ R+, ∆N (t) = yn(t)− y1(t).
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Proof. The first property is direct consequence of (9) and Definition 1. This property and
the fact that σt is a bijection then gives:
y1(t) = min
j∈N
yj(t) = min
j∈N
xj(t) and yn(t) = max
i∈N
yi(t) = max
i∈N
xi(t).
The fact that minj∈N xj(t) and maxi∈N xi(t) are respectively non-decreasing and non-
increasing then gives the second property. Finally, we also have
∆N (t) = max
i∈N
xi(t)−min
j∈N
xj(t) = yn(t)− y1(t).

We also define the interaction weights bij for the order preserving trajectory y, given at
time t ∈ R+ by bij(t) = aσt(i)σt(j)(t). The following result, established in [HT12], shows
that y is solution of a Carathe´odory differential equation (even in the presence of an infinite
number of position exchanges in finite time in the original trajectory x) and justifies the
appellation of equivalent order-preserving system.
Proposition 6 ([HT12]). For all t ∈ R+, y satisfies the equation
(10) yi(t) = yi(0) +
∫ t
0
∑
j∈N
bij(s)(yj(s)− yi(s))ds, i ∈ N .
The framework to use our equivalent system is now settled. We now give several properties
of this system that will be useful for the proof of Proposition 2.
Lemma 7. The interaction weights bij satisfy the following inequalities
∀S 6= ∅, S ( N , ∀s ∈ [0, t], 1
r(t)
∑
i∈S,j /∈S
bij(s) ≤
∑
i∈S,j /∈S
bji(s) ≤ r(t)
∑
i∈S,j /∈S
bij(s).
Proof. Let s in [0, t] and S be some non-empty strict subset of N . Denote S′ = σs(S).
Since σs is a bijection, we have σs(N \ S) = N \ S′. Thus, using the definition of bij(s),∑
i∈S,j /∈S
bij(s) =
∑
i∈S,j /∈S
aσs(i)σs(j)(s) =
∑
i∈S′,j /∈S′
aij(s)
and ∑
i∈S,j /∈S
bji(s) =
∑
i∈S,j /∈S
aσs(j)σs(i)(s) =
∑
i∈S′,j /∈S′
aji(s).
Equation (5) with S := S′ allows us to conclude. 
Lemma 8. Let t and t′ such that 0 ≤ t < t′, and let us assume that there exist l ∈
{1, . . . , n− 1}, c ∈ R and C ∈ R with c < C and satisfying
(11) ∀s ∈ [t, t′], yl(s) ≤ c and C ≤ yl+1(s).
Then, for all s ∈ [t, t′], sets σs({1, . . . , l}) and σs({l + 1, . . . , n}) remain constant.
Proof. Let us assume that σ·({1, . . . , l}) does not remain constant. Then, there exists
k ∈ σt({1, . . . , l}) and s in [t, t′] such that k /∈ σs({1, . . . , l}). Since σs is a bijection, we
have k in σs({l+ 1, . . . , n}). Denote i ∈ {1, . . . , l} and j ∈ {l+ 1, . . . , n} such that k = σt(i)
and k = σs(j). We have
xk(t) = xσt(i)(t) = yi(t) ≤ yl(t) ≤ c and xk(s) = xσs(j)(s) = yj(s) ≥ yl+1(s) ≥ C.
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By continuity of xk, there exists τ ∈ (t, s) such that xk(τ) = c+C2 . Denote m ∈ N such that
k = στ (m). Then ym(τ) = xστ (m)(τ) = xk(τ) =
c+C
2 . Then, (11) gives yl(τ) < ym(τ) <
yl+1(τ) which is in contradiction with the fact that the coordinates of y(τ) are ordered. 
The next lemma comes from an adaptation of a proof from [HT12]. There, the authors
exhibit Lyapunov-like functions Sl(t) =
∑l
i=1R
−iyi(t) with positive derivatives [HT12,
Lemma 1]. Here, we establish a lower bound on their derivatives:
Lemma 9. Assume that for i, j ∈ N , bij are non-negative weights, R ≥ 1 is some constant
satisfying
∀S 6= ∅, S ( N , 1
R
∑
i∈S,j /∈S
bij ≤
∑
i∈S,j /∈S
bji ≤ R
∑
i∈S,j /∈S
bij .
Then, for every sorted vector y in Rn, for all l ∈ N
l∑
i=1
R−i
 n∑
j=1
bij(yj − yi)
 ≥ 0
and for all l ∈ {1, . . . , n− 1},
l∑
i=1
R−i
 n∑
j=1
bij(yj − yi)
 ≥ (yl+1 − yl)R−l n∑
i=l+1
l∑
j=1
bji.
Proof. The first inequality is established in [HT12]. The proof of the second inequality
is also adapted from [HT12]. Following the cited paper, we use notation wk = R
−k for
k ∈ {1 . . . l} and wk = 0 for k > l. The following inequality is established in [HT12]:
n∑
i=1
wi
 n∑
j=1
bij(yj − yi)
 ≥ n−1∑
k=1
(yk+1 − yk)
wk n∑
i=k+1
k∑
j=1
bji − wk+1
n∑
i=k+1
k∑
j=1
bij
 .
Using the definition of wk, this inequality can be rewritten as
l∑
i=1
R−i
 n∑
j=1
bij(yj − yi)
 ≥ l−1∑
k=1
(yk+1 − yk)R−k
 n∑
i=k+1
k∑
j=1
bji − 1
R
n∑
i=k+1
k∑
j=1
bij

+(yl+1 − yl)R−l
n∑
i=l+1
l∑
j=1
bji.
The first term in the right-hand side of the inequality is positive by assumptions on the
weights bij and vector y. This observation leads to the desired inequality. 
4.2. Proof of Proposition 2. Proposition 2 is the core of our main result. Before going
into the details, let us give a brief overview of the proof. If ∆N (tp) > 0, then there
exists a two consecutive positions yl and yl+1 whose distance at time tp is greater than
∆N (tp)/n > 0. We show, using Assumption 1 (persistent connectivity) that this gap 1
between yl and yl+1 will result in a quantifiable movement of an agent (Lemma 10). Then,
we show that the movement of this agent creates a new quantifiable gap between two other
agents (Lemma 11). We show that this process propagates to one of the extremities of the
1We use the term gap between agents yl and yl+1 since by definition, no other agent falls between yl and
yl+1 (see Proposition 5).
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group so that there is a contraction of the group diameter on the time interval [tp, tp+1]
(main proof).
Lemma 10. Let q ∈ {0, . . . , bn2 c − 1}, τ ∈ [tp, tqp] and l ∈ {1, . . . , n − 1} such that yl(τ) <
yl+1(τ). Then, there exists m ∈ {1, . . . , l} and τ ′ ∈ [tp, tq+1p ] such that
ym(τ
′)− ym(τ) ≥ r(tp+1)
m−(l+1)
4n
(yl+1(τ)− yl(τ)) ,
Proof. Let us remark that one of the following statements is always satisfied:
(a) ∀s ∈ [τ, tq+1p ], yl(s) ≤ 34yl(τ) + 14yl+1(τ) and yl+1(s) ≥ 14yl(τ) + 34yl+1(τ);
(b) ∃s ∈ [τ, tq+1p ], yl(s) > 34yl(τ) + 14yl+1(τ);
(c) ∃s ∈ [τ, tq+1p ], yl+1(s) < 14yl(τ) + 34yl+1(τ).
We shall show successively that in all three cases, the expected result holds. In the following,
let us denote R = r(tp+1).
Case (a): The assumption of case (a) guarantees that a minimal distance is preserved
between yl+1(s) and yl(s) for all s ∈ [τ, tq+1p ]:
(12) yl+1(s)− yl(s) ≥ 1
2
(yl+1(τ)− yl(τ)) .
According to Lemma 7, the assumptions of Lemma 9 are satisfied with yi := yi(s) and
bji := bji(s) for any s in [τ, t
q+1
p ] ⊆ [0, tp+1]. Thus, Lemma 9 yields
(13)
l∑
i=1
R−i
 n∑
j=1
bij(s)(yj(s)− yi(s))
 ≥ (yl+1(s)− yl(s))R−l n∑
i=l+1
l∑
j=1
bji(s).
Equations (13) and (12) then give us for all s ∈ [τ, tq+1p ]:
l∑
i=1
R−i
 n∑
j=1
bij(s)(yj(s)− yi(s))
 ≥ 1
2
(yl+1(τ)− yl(τ))R−l
n∑
i=l+1
l∑
j=1
bji(s).
Then, one can integrate over time interval [τ, tq+1p ] both sides of the previous inequality to
obtain
l∑
i=1
R−i(yi(tq+1p )− yi(τ)) ≥
1
2
(yl+1(τ)− yl(τ))R−l
n∑
i=l+1
l∑
j=1
∫ tq+1p
τ
bji(s)ds.
Using the assumption of case (a), Lemma 8, with c := 34yl(τ) +
1
4yl+1(τ) and C :=
1
4yl(τ) +
3
4yl+1(τ), states that sets σs({1, . . . , l}) and σs({l+1, . . . , n}) remain constant over [τ, tq+1p ].
Therefore,
n∑
i=l+1
l∑
j=1
∫ tq+1p
τ
bji(s)ds =
n∑
i=l+1
l∑
j=1
∫ tq+1p
τ
aστ (j)στ (i)(s)ds =
∑
j′∈S
∑
i′∈N\S
∫ tq+1p
τ
aj′i′(s)ds
where S = στ ({1, . . . , l}) (since στ is a bijection, the change of index is possible). This
is where we make use of the persistent connectivity assumption. Since interval [τ, tq+1]
includes [tq, tq+1] and the terms inside the integrals are positive, equation (6) gives∑
j′∈S
∑
i′∈N\S
∫ tq+1p
τ
aj′i′(s)ds ≥ 1.
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So,
l∑
i=1
R−i(yi(tq+1p )− yi(τ)) ≥
1
2
(yl+1(τ)− yl(τ))R−l.
Denote m ∈ {1, . . . , l} the maximal argument of the sum on the left hand side of the previous
inequality. Let τ ′ = tq+1p , then
lR−m(ym(τ ′)− ym(τ)) ≥ 1
2
(yl+1(τ)− yl(τ))R−l
which using l ≤ n gives us with R ≥ 1
(14) ym(τ
′)− ym(τ) ≥ 1
2l
(yl+1(τ)− yl(τ))Rm−l ≥ 1
4n
(yl+1(τ)− yl(τ))Rm−(l+1).
Case (b): Let m = l and τ ′ = s. Then using the assumption of case (b), and m = l with
R ≥ 1, we obtain
(15) ym(τ
′)− ym(τ) ≥ 1
4
(yl+1(τ)− yl(τ)) ≥ 1
4n
(yl+1(τ)− yl(τ))Rm−(l+1).
Case (c): According to Lemma 7, the assumptions of Lemma 9 are satisfied with l := l+1,
yi := yi(t) and bji := bji(t) for any t ∈ [τ, tq+1p ] ⊆ [0, tp+1]. Thus, Lemma 9 yields for all
t ∈ [τ, tq+1p ]
l+1∑
i=1
R−i
 n∑
j=1
bij(t)(yj(t)− yi(t))
 ≥ 0.
Integrating this inequality over interval [τ, s] ⊆ [τ, tq+1p ] gives
l+1∑
i=1
R−i (yi(s)− yi(τ)) =
l∑
i=1
R−i (yi(s)− yi(τ)) +R−(l+1) (yl+1(s)− yl+1(τ)) ≥ 0.
The assumption of case (c) then gives
l∑
i=1
R−i (yi(s)− yi(τ)) ≥ R−(l+1) (yl+1(τ)− yl+1(s)) ≥ R−(l+1) 1
4
(yl+1(τ)− yl(τ)) .
Denote m ∈ {1, . . . , l} the maximal argument of the sum on the left hand side of the previous
inequality, let τ ′ = s. Then
lR−m(ym(τ ′)− ym(τ)) ≥ R−(l+1) 1
4
(yl+1(τ)− yl(τ)) .
which using l ≤ n rewrites to
(16) ym(τ
′)− ym(τ) ≥ Rm−(l+1) 1
4l
(yl+1(τ)− yl(τ)) ≥ Rm−(l+1) 1
4n
(yl+1(τ)− yl(τ)) .

Lemma 11. Let q ∈ {0, . . . , bn2 c − 1}, τ ∈ [tp, tqp] and l ∈ {1, . . . , n − 1} such that yl(τ) <
yl+1(τ). Then, there exists τ
′ ∈ [tp, tq+1p ] such that one of the following assertions holds:
y1(τ
′)− y1(τ) ≥ r(tp+1)
−l
8n
(yl+1(τ)− yl(τ))
or
∃l′ ∈ {1, . . . , l − 1}, yl′+1(τ ′)− yl′(τ ′) ≥ r(tp+1)
l′−l
8n2
(yl+1(τ)− yl(τ)) .
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Proof. From Lemma 10, we obtain that there exists m ∈ {1, . . . , l} and τ ′ ∈ [tp, tq+1p ] such
that
ym(τ
′)− ym(τ) ≥ r(tp+1)
m−(l+1)
4n
(yl+1(τ)− yl(τ)) ,
Let us first handle the case where m = 1 (note that this is always the case if l = 1). In that
case, the previous inequality gives
y1(τ
′)− y1(τ) ≥ r(tp+1)
1−(l+1)
4n
(yl+1(τ)− yl(τ)) ≥ r(tp+1)
−l
8n
(yl+1(τ)− yl(τ))
Thus the first assertion holds.
If m > 1, using the fact that ym(τ) ≥ y1(τ), we have
ym(τ
′)− y1(τ ′) + y1(τ ′)− y1(τ) ≥ ym(τ ′)− ym(τ) ≥ r(tp+1)
m−(l+1)
4n
(yl+1(τ)− yl(τ))
Thus, either
y1(τ
′)− y1(τ) ≥ r(tp+1)
m−(l+1)
8n
(yl+1(τ)− yl(τ))
or
ym(τ
′)− y1(τ ′) ≥ r(tp+1)
m−(l+1)
8n
(yl+1(τ)− yl(τ)) .
In the first case, m > 1 gives that the first assertion holds. In the second case, let us remark
that
ym(τ
′)− y1(τ ′) =
m−1∑
i=1
(
yi+1(τ
′)− yi(τ ′)
)
.
Let l′ ∈ {1, . . . ,m− 1} ⊆ {1, . . . , l − 1} be the maximal argument of this sum. Then,
(m− 1) (yl′+1(τ ′)− yl′(τ ′)) ≥ r(tp+1)m−(l+1)
8n
(yl+1(τ)− yl(τ))
which gives using the fact that l′ ≤ m− 1 ≤ n and r(tp+1) ≥ 1
yl′+1(τ
′)− yl′(τ ′) ≥ r(tp+1)
m−(l+1)
8n(m− 1) (yl+1(τ)− yl(τ)) ≥
r(tp+1)
l′−l
8n2
(yl+1(τ)− yl(τ)) .
Thus the second assertion holds. 
Proof of Proposition 2. Let us recall that we must show that
(17) ∆N (tp+1) ≤
(
1− r(tp+1)
−bn
2
c
(8n2)bn2 c
)
∆N (tp).
If ∆N (tp) = 0, since ∆N is non-increasing we obtain ∆N (tp+1) = 0 and (17) clearly holds.
Let us assume that ∆N (tp) > 0. Let us remark that
∆N (tp) =
n−1∑
i=1
(yi+1(tp)− yi(tp)) .
Let l0 ∈ {1, . . . , n− 1} be the maximal argument of this sum. Then,
(18) yl0+1(tp)− yl0(tp) ≥
1
n− 1∆N (tp) ≥
1
n
∆N (tp).
Let us first assume that l0 ≤ bn2 c (the case l0 > bn2 c will be discussed later). We now proceed
by induction on Lemma 11. There exists a finite decreasing sequence l0 > l1 > · · · > lq¯
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such that lq¯ = 1 (which implies q¯ ≤ bn2 c − 1) and a finite sequence τ0, τ1, . . . , τ q¯, τ q¯+1 such
that τ0 = tp, τ
q ∈ [tp, tqp] ⊆ [tp, tp+1] for all q ∈ {1, . . . , q¯ + 1} and
ylq+1(τ
q)− ylq(τ q) ≥ r(tp+1)
lq−lq−1
8n2
(
ylq−1+1(τ
q−1)− ylq−1(τ q−1)
)
, ∀q ∈ {1, . . . , q¯}
and
y1(τ
q¯+1)− y1(τ q¯) ≥ r(tp+1)
−lq¯
8n
(
ylq¯+1(τ
q¯)− ylq¯(τ q¯)
)
.
The previous equations together with (18) give
y1(τ
q¯+1)− y1(τ q¯) ≥ r(tp+1)
−lq¯
8n
 q¯∏
q=1
r(tp+1)
lq−lq−1
8n2
(yl0+1(τ0)− yl0(τ0))
≥ r(tp+1)
−l0
(8n2)q¯+1
∆N (tp).
Using the fact that l0 ≤ bn2 c, q¯ ≤ bn2 c − 1 and r(tp+1) ≥ 1, we can write
(19) y1(τ
q¯+1)− y1(τ q¯) ≥ r(tp+1)
−bn
2
c
(8n2)b
n
2
c ∆N (tp).
τ q¯ and τ q¯+1 both belong to [tp, tp+1] then since y1 is non-decreasing, we have y1(tp) ≤ y1(τ q¯)
and y1(τ
q¯+1) ≤ y1(tp+1). Therefore,
(20) y1(tp+1)− y1(tp) ≥ y1(τ q¯+1)− y1(τ q¯).
Also yn is non-increasing. Therefore, yn(tp+1) ≤ yn(tp) and
∆N (tp+1) = yn(tp+1)− y1(tp+1)
≤ yn(tp)− y1(tp) + y1(tp)− y1(tp+1) = ∆N (tp) + y1(tp)− y1(tp+1).
This inequality with (19) and (20) gives (17).
If l0 ≥ bn2 c + 1, then by adapting Lemmas 10 and 11, we can show that there exists a
finite increasing sequence l0 < l1 < · · · < lq¯ such that lq¯ = n (which implies q¯ ≤ bn2 c − 1)
and a finite sequence τ0, τ1, . . . , τ q¯, τ q¯+1 such that τ0 = tp, τ
q ∈ [tp, tqp] ⊆ [tp, tp+1] for all
q ∈ {1, . . . , q¯ + 1} and
yn(τ
q¯+1)− yn(τ q¯) ≤ −r(tp+1)
−bn
2
c
(8n2)b
n
2
c ∆N (tp).
Similar to the previous case, this equation would also lead to (17). This ends the proof of
Proposition 2. 
5. Conclusion
In this paper, we have developed new results on consensus for continuous multi-agent sys-
tems. We have introduced the assumptions of persistent connectivity (Assumption 1) and
slow divergence of reciprocal interaction weights (Assumption 2). Our assumption on the
reciprocal weight ratio generalizes the cut-balanced weights assumption proposed recently
in [HT12]. Unlike the cut-balanced weights assumption, it enables for indefinitely diver-
gent reciprocal weights which, to the best of the authors’ knowledge, is completely new.
Moreover, our proof allows us to give an estimate of the rate of convergence to the consen-
sus which is not available in [HT12]. We have also provided examples illustrating why we
believe that both of our assumptions are tight. In the future, we would like to relax the
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assumption on reciprocal weights so that reciprocity does not need to instantaneous (i.e.
if a group S of agents receives some influence from the rest of the agents, these will be
influenced back by agents of S in the future).
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