S1.1 Positional ambiguity

S1.1.1 Definition
Let G be the reference genome, and H be the genome under study. Consider a region in H that contains a large deletion with respect to G (See Figure S1 ). Consider a read r of length l that is obtained when sequencing this region of H. Let u be the flank of r that is upstream of the deletion breakpoint as shown in Figure S1 . This automatically defines a downstream flank which we denote by d. Let U and D be the flanks in G surrounding the deletion. Confident identification of this deletion by a pairwise alignment between r and G requires uniquely aligning u to U and d to D. Otherwise if u or d align to multiple regions in G, then there will ambiguity in the prediction of the deletion, for example, as shown in Figure S1 . We will next quantify this ambiguity. Let us consider a simple alignment scheme, in which given a sequence s, we return all occurrences of s in G, allowing up to k mismatches. We shall denote by n s the number of such matches of s. For a read r with upstream flank u, the number of candidate deletions we would obtain from its pairwise alignment is equal to n u × n d . For a fixed read length l, this number can be heavily influenced by the size of u and d, i.e., on how a read flanks the breakpoint. For example, for a read of 100bp, a 40-60 split has a better chance at identifying a deletion than say a 85-15 split. Allowing for the best case scenario, we define the positional ambiguity of a deletion when the read length is l, as follows:
u∈ [1,l−1] n u × n d
We show in Figure S2 (left) the distribution of deletions (≥ 32 bp) in the Venter genome by their positional ambiguities, for various read lengths. We set k in the scoring scheme to 0, i.e. not allowing any mismatches. This stringent scoring assumes an ideal condition in which there are no sequencing errors, and G and H are similar in the region surrounding the large deletion; and is thus appropriate to our goal of understanding the lower bound of ambiguity associated with each deletion. Also for ease of computation, u only takes values which are multiples of 25. As control, we generate a set of deletions at random sites in hg19, such that the length distribution in this random set is the same as Venter set. The distributions of these random deletions by positional ambiguities are shown in Figure S2 (right). They stand in sharp contrast to the distributions in the left panel, clearly indicating the effect of genomic repetitiveness in predicting structural variants using pairwise alignments.
S1.1.2 Larger deletions tend to be more ambiguous
We show in Figure S3 the distribution of positional ambiguity among different deletion size ranges, when the read length is fixed, in this particular case to 275bp. We can see that proportion of deletions with higher positional ambiguity values is much high for longer deletions. We have fixed the read length to 275bp, as this provides a best-case scenario for paired-end reads generated from similarly sized fragments. We use such a paired-end read set later in our evaluation. The plot indicates the effect of paired information from such reads will decline for longer deletions.
S1.1.3 Extension to paired-end reads
Next we derive a similar measure of ambiguity for the case of paired-end reads, which can be easily achieved by adapting the procedure described above. We show the paired-end setting in Figure S4 . Let F be a DNA fragment obtained from the deletion locus; and let r 1 ,r 2 be a pair of reads, each of length l, obtained from the two ends of F . Let f be the inner distance between the two reads. Let u be the flank of F that is upstream of the breakpoint, and let us first assume that u < l, i.e. the breakpoint lies in read r 1 . A concordant pair is a pair consisting of an alignment of flank d and an alignment of r 2 such that the inner distance of the alignments on G is f . The fragment length usually has some variance, and it is typical to allow some tolerance f ± δ in the definition of a concordant pair. Let n be the number of such concordant pairs, and let n be the number of candidate alignments of flank u. Then the number of candidate deletions is n × n . We can perform similar computations for the case when the fragment is placed such that the breakpoint is in r 2 . The positional ambiguity is obtained by minimizing this product over all possible values of u such that the breakpoint is covered by either r 1 or r 2 . We show in Figure S4 the distribution of Venter deletions (≥32 bp) by their positional ambiguities, with read length of 100bp, fragment length of 300bp (i.e. inner-distance of 100bp), a strict alignment scheme that allows no mismatch, and with δ set to two different values: an ideal but unrealistic 0 and 30bp. Even with a modest threshold of 30bp, we can see that around 13% of the deletions cannot be detected without ambiguity.
S1.2 Breakpoint ambiguity
Within a split alignment, it can be difficult to predict the exact breakpoint position. Consider the deletion depicted in Figure S5 . The start of the deletion (yellow) and the downstream flanking region (red) have similar sequences. Also the sequence towards the end of the deletion is similar to the upstream flanking region (blue). Assuming no sequence variation between the reference and test genome in the flanking regions, an alignment of a read could be split at several positions with no effect on its score. An aligner may choose to report any of the positions as a predicted deletion start site. Since several Figure S5 : Breakpoint ambiguity reads might cover this site, slightly differing predictions from different reads can lead to redundancies in the variant call set. Usually, such alignments are canonicalized by reporting the left-most site; but it has been shown that more sophisticated strategies are required when dealing with alignments of error-prone reads [1] . Our joint alignment strategy consolidates information from all the reads before deciding on a single alignment, thereby avoiding redundant calls.
This issue also highlights the importance of identifying not only the coordinates of a structural variant, but the sequence around the variant site in the sampled genome. Deriving a consensus sequence from several reads is out of scope of the pairwise alignment problem, and must be handled at a later stage. However, in our joint alignment strategy, we simultaneously search for an optimal alignment and perform sequence reconstruction.
Using the variant set reported in the Venter genome, we explore the severity of breakpoint ambiguity. Referring again to Figure S5 , let p be the length of the longest common prefix between the deleted sequence (yellow) and the downstream flank (red), and let s be the length of longest common suffix between the deleted sequence and the upstream flank (blue). We define breakpoint ambiguity b to be the length of the interval each position of which is equally likely to be a deletion start/end site. It takes the value:
We show in Figure S6 (left) the distribution of Venter deletions (≥ 32 bp) based on breakpoint ambiguity. For purpose of clarity, we have divided the deletions into several classes based on their sizes. As control, we generated artificial deletions, with the same size distribution as that of Venter, but at random sites. The right panel of Figure S6 shows the distribution for the random case. We can see that within any class, a large number of deletions can have very high breakpoint ambiguity, at times larger than the deletions themselves. Also for larger deletions, the size of breakpoint ambiguity can reach a significant proportion of the read length.
S2 Scoring Scheme
Let C be the profile matrix representing a set of reads covering an SV site. Let H = H 1 H 2 · · ·H be a string over Σ = {a, c, g, t, * }, with H i corresponding to column i of C. This string H represents a sequence reconstruction of the split locus H. Let A be an alignment between C and G, i.e. A aligns columns of C to positions in A. Further, we consider A to be a semi-global alignment.
We compute the score for a pair A, H in the following manner. For every match position of A, which aligns G[i] to a column j of C, we compute a match score as follows.
For a deletion (i.e., position of G aligned to gap character "-" ) in A of size n, the following cost is incurred: We distinguish two kinds of insertions in A, and treat them separately. Consider first an insertion of length n such that columns i through i + n − 1 of C are aligned to "-" and H[j] ∈ {a, c, g, t}, for i ≤ j ≤ i + n − 1. Such an insertion is scored as follows:
For an insertion of length n such that positions i through i + n − 1 of C are aligned to "-" and H[j] = * , for i ≤ j ≤ i + n − 1 , the following cost is incurred:
The total score is :
where the summations are over all matches, deletions, and the two types of insertions.
S3 Dynamic Programming Algorithm
Our algorithm resembles the widely-used dynamic programming scheme for pairwise semi-global alignments, apart from a few modifications. Specifically, we add extra provisions to deal with the sequence H being reconstructed. Let X ij be the set of global alignments between the sub-matrix of C consisting of its columns 1 up to j, and each suffix of G [1..i] . Let Y j be the set of all possible sequences H[1..j] over {a,c,g,t,*} . We define the following variables:
M xij : the score of a highest-scoring pair (A, H) such that A is an alignment that ends in a match and
D ij : the score of a highest-scoring pair (A, H) such that A is an alignment ending in a deletion, i.e. G[i] is aligned to a gap.
I xij : the score of a highest-scoring pair (A, H) such that A is an alignment ending in an insertion and H[j] = x ∈ {a, c, g, t} I * ij : the score of a highest-scoring pair (A, H) such that A is an alignment ending in an insertion and H[j] = * .
S ij : the score of a maximum-scoring alignment ending in a split.
These can be computed as follows:
As base cases, all variables take the value of 0 for i < 0 or j < 0. Using these recursions, we can perform bottom-up dynamic programming to compute the maximum score which is:
where |G| is the size of G and |C| is the number of columns in C.
The time complexity of this dynamic programming algorithm is Θ(|G| 2 · |C|). We can also perform a backtracking procedure to obtain the actual alignmentÂ and the reconstructed sequenceĤ corresponding to the best score.
To reduce time consumption, we use a speed-up heuristic that restricts the dynamic programming only to regions that are highly likely to contain variant sites. We describe this method in Section S5.2.
Arbitrary rearrangements This dynamic programming algorithm is designed for co-linear alignments (i.e. the alignment goes from left-to-right on both the reference and the query), as can also be observed from the fact that the scores at (i, j) are dependent only on (i , j ) with i ≤ i and j ≤ j. We discuss below (Section S5.2) a speed-up heuristic that uses a graph data-structure to represent a sparse version of the full alignment matrix. When allowing for arbitrary rearrangements, adapting this dynamic programming algorithm or the heuristic is not straightforward. In the case of pairwise alignment, there exist exact dynamic programming algorithms and corresponding heuristics, which allow computation of non co-linear alignments (See [3] for example). An interesting challenge will be to apply similar ideas to the case of joint alignment. Figure S7 : A pair of compatible alignments S4 Enumeration of candidate splits from pairwise alignment of reads
S4.1 Preliminary
Let r be a read, G be the reference genome, and A = {a 1 , a 2 , . . . , a n } be the set of local high-scoring alignments between r and G reported by LAST. For now, we ignore the double-stranded nature of the sequences, and represent an alignment a i by a tuple (rL i , rR i , (chr i , gL i ), (chr i , gR i )). The first two components rL i , rR i correspond to the start and end positions, respectively, of a i on r; chr i is the name of the chromosome in G, and gLi, gR i correspond to the start and end positions, respectively, of a i on chr i . We can define a linear order ≤ A on A based on the rL coordinate, i.e. for a i , a j ∈ A, a i ≤ A a j ⇐⇒ rL i ≤ rL j . We shall override the ≤ notation to also denote ≤ A as it will always be clear from context what it refers to.
For a pair of alignments a i ≤ a j , let ij = rR i − rL j and δ ij = gL j − gR i − ij . We can define a binary relation on the alignment set as follows : two alignments are said to be compatible (i.e. possibly identifying a deletion) if (1) chr i = chr j and (2) ij ≤ Θ and (3) δ ij ≥ ∆, for some fixed values of Θ and ∆. See Figure S7 for an example.
Note that our definition of compatibility is transitive, i.e. for a i ≤ a j ≤ a k , if a i , a j are compatible and a j , a k are compatible, then a i , a k are compatible. This transitivity allows us to define compatibility subsets of A based on compatibility of alignments next to each other in the order ≤. A subset B = {b 1 , b 2 , . . . , b m } of A with b 1 ≤ b 2 ≤ · · · ≤ b m is said to be a compatible set if b i and b i+1 are compatible for i = 1, . . . , m − 1. A compatible set corresponds to all possible large deletions observed in the read. While for short reads, it would be highly unlikely that it contains more than a single large deletion, we choose a more robust formulation.
With these definitions, we are ready for a formal problem definition.
S4.2 Problem Definition
We formulate the problem of candidate split enumeration as the following problem.
Candidate Split Enumeration
Input: An ordered set (A, ≤) of local alignments between a read and reference genome.
Output: A set of all maximal compatible subsets of A.
S4.3 Enumeration Algorithm
Our algorithm, apart from some additional constraints, is similar to the algorithm presented in [2] to generate all maximal independent sets on trapezoid graphs. Let us add to A a special dummy alignment a n+1 such that a i ≤ a n+1 and a i and a n+1 are compatible, for all 1 ≤ i ≤ n. We will denote by A i the subset {a 1 , . . . , a i } of A. Figure S9 : An example of a set of alignments in which one rearrangement indicated by a 1 ,a 6 cannot be detected by our current formulation.
alignment a i , we define D i ⊆ A i−1 containing all a j such that: (1) a j is compatible with a i , and (2) there is no a k , j < k < i, such that a k is compatible with a i . The first stage of our algorithm performs a top-down construction of a rooted, labeled tree T . We start with a root node and label it a n+1 . Then for each i from n down to 1: for every leaf of the current tree that is labeled a i , we add as its child, nodes labeled a j for every a j ∈ D i . An example is shown in Figure S8 .
It can be shown that each path from a leaf node to the root of T corresponds to a maximal subset of compatible alignments. We exclude the proof. The second stage of the algorithm thus enumerates all the root-to-leaf paths of T . This procedure might report unwanted subsets such as singleton ones, but we can get rid of them at the end.
Arbitrary rearrangements This formulation cannot be directly applied on arbitrary rearrangements, which would involve combinations of other events, such as for instance inversion, duplication or translocation. Consider the example shown in Figure S9 , which is the same as in Figure S8 but with one additional alignment a 6 . The pair a 1 and a 6 may be indicating a translocation, and if we were to allow for such events, this pair should be one of the candidate splits enumerated at this step. However, according to our definition of compatible relation, a 1 and a 6 are not compatible, and therefore this split will not be reported by our enumeration algorithm. To allow for rearrangements in which the local alignments indicating the rearrangement are not co-linear (i.e. they do not go from left to right in both the reference and query), we need to generalize this enumeration step, which is an interesting problem.
S5 Profile matrix, split graph, and their construction
The profile matrix along with a directed acyclic graph that we call the split alignment graph are the two main data-structures employed in our joint read alignment scheme. Here we describe heuristics that simultaneously construct a profile matrix and a split alignment graph, given a set R of reads pertaining to a SV site and their local alignments to the reference genome. We begin with a review of the profile matrix and an introduction of the split alignment graph.
S5.1 Profile matrix
A profile matrix is a matrix of size 5 × , each column of which corresponds to a column of ancolumn wide multiple sequence alignment of R. Each column contains the counts of characters from {a,c,g,t,*} . As discussed in the main article, the problem of joint read alignment reduces to the problem of aligning this profile matrix to the reference genome.
S5.2 Split alignment graph and alignment heuristic
Let us assume we have a profile matrix C of size 5 × and G be the reference genome of size g. We take the index of the first positions of C and G to be 0. Let D be a directed grid graph with vertex set V = {v ij | 0 ≤ i ≤ and 0 ≤ j ≤ g}, and edge set consisting of edges
There is a one-to-one correspondence between a path in D and an alignment between C and G. An edge (v ij , v i+1,j+1 ) in the path corresponds to matching G[i] to column j of C, an edge (v ij , v i,j+1 ) corresponds to a deletion of G[j] from C, and an edge (v ij , v i+1,j ) corresponds to an insertion of column i in the profile. We can think of the dynamic programming algorithm of Section S3 as being carried out over the structure of S, with the temporary variables being computed at each node v ij .
We speed up the dynamic programming algorithm by keeping only those edges in D that are likely to be part of an optimal alignment. The information for this is obtained from local pairwise alignments of reads in R. We shall call this reduced version of D a split alignment graph. The method to construct a split alignment graph from local alignments is presented below.
S5.3 Construction procedure
Let R be the set of reads likely to have originated from the certain SV site. This set is obtained by sequentially going through the reads for which we have identified split alignments (Section S4), and adding a read to a set if it has a local alignment that overlaps in G with a local alignment of a read already in the set. Let R = {R 1 , R 2 , . . . , R |R| }, where the reads are indexed according to the order in which they are added to the group. Let A i be the set of quality-filtered local alignments of R i that participate in a split enumerated in Section S4. For simplicity, we assume that the alignments in A i are gapless. This can be enforced during the local alignment phase. However, gapless alignments might not be appropriate in cases where small indels are usually found in the proximity of rearrangements or if the sequencing machine has large indel error rates. Our experiments suggest that for the case of human reference and humanderived reads from Illumina machine, these assumptions do not affect performance. To simplify our presentation, we will assume that all alignments are forward stranded.
Let us denote by B i the set of split alignments of R i , that is the set of compatible subsets of A i (as defined in Section S4.1). We assume that each split alignment in B i consists of exactly two local alignments that we call companion alignments. For short reads, this is a fairly appropriate assumption, as it is unlikely that one single read will span multiple rearrangement loci. To avoid complicating our description, we assume that a pair of companion alignments do not overlap in G. However such cases can arise in practice, and we will discuss at the end how to deal with them.
We sequentially process reads in the order R 1 , R 2 , . . . , R |R| . Starting with an empty profile matrix C and an empty split alignment graph S, each R i incrementally updates them, based on the alignments in A i and companion alignments in B i .
S5.3.1 Updating profile
The key idea behind the construction of C is that if a position in a read aligning to position g in G contributes to the count in column k of C, then a position in a different read aligning to the same position g should also contribute to column k of P . To keep track of this information, we maintain a look-up table T that maps a position in G to a column in C. T is not necessarily one to one, as
g g g y Figure S10 : Updating profile based on a column in the alignment between G and R i . Left: Updating for a position in the partition X i . 1 g is the position in G to which x is aligned to. 2 We consult T to determine which column in C to update. 3 Update the column based on character at position x in R i . Right: Updating for a position in the partition Y i . 1 y is a position whose adjacent position x is in X i . 2 x has previously updated C at column x . 3 We update the adjacent column in C with the character at y. 4 We update T with g and x − 1.
multiple positions in G can map to the same column in C. Also we will make use of T , not only in the profile update phase, but also to update the split alignment graph. Initially T is empty, and C is a 5 × |R 1 | matrix with all counts set to 0. We first process R 1 as follows. For each position i of R 1 , we increment by 1 the corresponding character count in column i of C. Also, for each alignment a in A 1 , for each (r, g) pair of read-reference coordinates that are aligned in a, we add to T an entry that maps g to r.
We process each remaining R i in the following manner. We first partition the set of positions in R i (i.e, integers from 1 to |R i |) into two sets X i and Y i . A position in R i is a member of X i if it is aligned, in at least one alignment in A i , to a position in G that already has an entry in T ; and if not, a member of Y i .
For a position x in X i , we update C as depicted in Figure S10 (left). Let g be the position in G to which x is aligned in one of the alignments in A i . We consult T to obtain the column of C which needs to be updated. Let this column be x . As multiple alignments in A i might contain x, it could be that there is an alignment in which x is aligned to a position g in G that is not already in T . In such cases, we update T by adding the entry for g and point it to x . For positions in Y i , we first choose y ∈ Y i , which is adjacent to some position x ∈ X i . Such an x always exists because of the order of reads in R. Let the column of C that x has updated be x . Suppose that y = x − 1 (the same procedure applies for the case that y = x + 1). We update the column x − 1 of C with the letter at position y of R i , adding a new column in C if it does not already exist. Next we update T by adding an entry of g pointing to x − 1 for every position g that y is aligned to in the alignments in A i . These procedures are shown in Figure S10 . Finally, we move y from Y i to X i . We repeat this procedure for all the remaining positions in Y i .
This simple technique fails when companion alignments overlap in G. This is because for such cases, a single position in G can correspond to two different positions in C, and therefore a single look-up table no longer works. We can remedy this by maintaining two different look-up tables for the two flanking regions of a candidate deletion. We omit the details.
S5.3.2 Updating split alignment graph
We represent the split alignment graph by a set S of its edges. Initially S is an empty set. After updating C based on the alignments A i of R i , we next update S based on the companion alignments in B i , in the following manner.
Let M be an array of size the length of R i , such that M [j] contains the index of the column of C to which position j of R i contributed a character count. M can be computed from the lookup table T updated during the profile update phase. Then for every pair (l, r) of alignments in B i , we add to S (if not already present in it), edges shown in Figure S11 .
Figure S11: Updating graph based on a split alignment consisting of companion alignments l and r.
If not already in the set of edges of the graph, the edges shown in the right are added to it. The purple path corresponds to l, the red path corresponds to r, and the horizontal edges correspond to the candidate deletion edges.
S6 Computation of joint alignment error probability
Let A be the split-alignment of C to G reported by our joint alignment algorithm, and let A 1 , . . . , A k be parts of A that align blocks of C to disjoint regions G 1 , . . . , G k of G. We associate with each A i , a set L i of local alignments in the (pairwise) split-alignments enumerated in the enumeration step, that align segments of reads in R to the same region G i . For each alignment in L i , its error probability is reported by LAST. Briefly, for each column in an alignment, LAST uses a forward-backward algorithm to compute the marginal probability that the column is incorrect. Then the error probability for the whole local alignment is taken as the minimum value over all of its columns. For the j-th alignment in L i (in an arbitrary ordering of L i ), we denote its error probability by p ij (1 ≤ j ≤ |L i | = n i ).
We can then compute the confidence of A i as the probability pg i that at least a proportion α of the alignments in L i are erroneous:
where X i is the number of erroneous alignments in L i , and follows a generalized binomial distribution of parameters (n i , (p ij ) j=1,...,n i ) which can be explicitly computed using recurrence formulas shown in [Kendall, M. and Stuart, A., The Advanced Theory of Statistics, 1, 1968] . The error probability for the joint split-alignment A is reported as pg = max i pg i .
While this formulation provides an efficient way to combine the (un)certainty associated with each separate pairwise alignment into a single confidence value for the joint alignment, a drawback is that it assumes independence of error probabilities for each read.
S7 Generating the benchmarking dataset
We reconstruct the Venter genome from the USCS reference hg19 and the vcf file that contains the list of variants present in the Venter genome with respect to the USCS reference genome hg19. These variants are based on Sanger sequencing reads, that avoid ambiguity issues faced by short reads.
reconstructVariantGenome.py venterVariants.vcf hg19.fa > simVenterGenome.fa For simulation of high-throughput sequencer reads from this genome, we use scripts provided in the DNemulator package (www.cbrc.jp/dnemulator). Single-end error-free reads are simulated by randomly sampling fragments from the simulated Venter genome: Figure S12 : The error profile of the sample of 1 million reads of SRR067577.
fasta-random-chunks -n NUM_OF_READS -s READ_LENGTH simVenterGenome > reads.fa Paired-end reads are simulated similarly:
fasta-paired-chunks -n NUM_OF_FRAGMENTS -l READ_LENGTH -f MEAN_FRAGMENT_SIZE \ -s FRAGMENT_SIZE_STANDARD_DEVIATION simVenterGenome reads1.fa reads2.fa
We set the values of mean fragment length to 288bp and the standard deviation to 28bp, which are taken from the SRR067577 dataset available at the DNA Data Bank of Japan. Additionally, erroneous reads are simulated by introducing sequencing errors based on the per-base error probability values from fastq files of real datasets.
fastq-sim reads.fa realReads.fastq > reads.fastq
We use read quality information from the SRR067577 dataset. The error profile of the first million reads of the dataset is shown in Figure S12 .
S8 Parameter settings for aligners
S8.1 JRA
We use LAST for the preliminary local alignment step. LAST finds local alignments based on the seed-and-extend strategy. The alignment commands for LAST are as follows:
lastdb -uNEAR db refGenome.fa lastal -d96 -Q1 -j1 db reads.fastq | last-split -m 0.7 \ -n > LASTAlignments.maf
The lastdb command constructs an index db of the reference genome in refGenome.fa. This index is used for seed searching.
The lastal command searches for local alignments of each read of reads.fastq in refGenome. The -j 1 option instructs LAST to perform gapless alignments. The -Q 1 option is to allow it to use the fastq quality information. Finally the -d 96 option sets a minimum score threshold for alignments. This parameter must be set low enough to detect alignments from reads straddling a rearrangement breakpoint with a short flank on one side. The setting shown here allows local alignments as short as 16bp to be reported. By default, LAST uses match score of 6 and mismatch score of -18.
The last-split command computes for each alignment, a mismap probability, which can be understood as the probability that the alignment is incorrect. The -m 0.7 option instructs last-split to keep only those alignment with mismap probability less than 0.7. By default last-split also computes a maximum scoring split alignment, but the -n option forces it not to do so, deferring this decision information from other reads covering the SV site have been incorporated.
Next we run JRA as follows:
python jra.py -Q1 -m 0.7 -o 90 -d 20 reads.fastq refGenome.fa \ LASTAlignments.maf > out.sam
It takes as inputs (1) LASTAlignments.maf, the local alignments reported by LAST, (2) reads.fastq, the reads dataset, and (3)refGenome.fa the reference genome. The -m parameter sets the mismap probability threshold, discarding any alignment with a higher mismap. The -d 20 options instructs JRA to only look for deletions that are at least 20bp. By default JRA uses the following scoring scheme. To model evolutionary difference, it uses a match score of +15, a mismatch score of -80, gap exist and extend penalties of -105 and -40, and a split (large deletion) penalty of -500. To model errors due to the sequencer, it uses a match score of +15, a mismatch score of -15, and a linear gap cost of -30. Finally, we use the filterByGroupMismap.py script to filter out non-confident alignments reported in out.sam based on the the joint alignment error probability discussed in Section S6. We set the value of α = 0.4 for all experiments in this paper. sort -k 1,1 -k 4,4n outSplazers.gff > outSplazers.sorted.gff
Listing the indels.
snp_store64 -it 1 -ipt 0 -mc 1 -id indels.gff refGenome.fa outSplazers.sorted.gff S8.7 Platypus (version 0.8.1)
Initial alignments were computed by BWA, followed by sorting and indexing by Samtools. python Platypus.py callVariants --maxSize=20000 --assemble=1 \ --bamFiles=bwa-aln-pe.sorted.bam --refFile=ref.fa --output=out.vcf
We also tried the --getVariantsFromBAMs=0 option to turn off the small variation generation, but the results were better without this option. For the case of error-free reads, the reads are in the fasta format; but Platypus fails if the reads do not have quality values. We artificially added a high quality ("F") at all positions. Figure S15: Number of deletions called on the Venter simulated dataset (top) and the A. thaliana Ler-0 strain (bottom) for JRA (red circles), LAST (green triangles), Splazers (blue crosses), and Segemehl (orange squares) as a function of the confidence of the calls. Expected coverage is set to 10 in both cases. We use as confidence score the number of reads supporting the deletion for Splazers and Segemehl, and − log 10 (p) for LAST and JRA, where p is the error probability reported by each tool. Both Splazers and Segemehl tend to call a large number of deletions for low confidence values, which hints at a lower specificity of those tools. Conversely, LAST and JRA show similar trend in the way number of deletions decrease with the confidence value.
S9 Suppplementary results
