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Abstract
Companies and industries are faced with a huge amount of raw data, which have 
information and knowledge in their hidden layer. Also, the format, size, variety, 
and velocity of generated data bring complexity for industries to apply them in 
an efficient and effective way. So, complexity in data analysis and interpretation 
incline organizations to deploy advanced tools and techniques to overcome the 
difficulties of managing raw data. Big data analytics is the advanced method that 
has the capability for managing data. It deploys machine learning techniques and 
deep learning methods to benefit from gathered data. In this research, the methods 
of both ML and DL have been discussed, and an ML/DL deployment model for IOT 
data has been proposed.
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1. Introduction
Digital era with its opportunity and complexity overwhelms industries and 
markets that are faced with a huge amount of potential information in each 
transaction. Being aware of the value of gathered data and benefitting from 
hidden knowledge create a new paradigm in this era, which redefines the meaning 
of power for corporation. The power of information leads organizations toward 
being agile and to hit the goals. Big data analytics (BDA) enforces industries to 
describe, diagnose, predict, prescribe, and cognate the hidden growth opportuni-
ties and leads them toward gaining business value [68]. BDA deploys advanced 
analytical techniques to create knowledge from exponentially increasing amount 
of data, which will affect the decision-making process in decreasing complexity 
of the process [43]. BDA needs novel and sophisticated algorithms that process 
and analyze real-time data and result in high-accuracy analytics. Machine and 
deep learning allocate their complex algorithms in this process considering the 
problem approach [28].
In this research, a literature review on big data analytics, deep learning and its 
algorithms, and machine learning and related methods has been considered. As a 
result, a conceptual model is provided to show the relation of the algorithms that 
helps researchers and practitioners in deploying BDA on IOT data.
The process of discussing over DL and ML methods has been shown  
in Figure 1.
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2. Big data and big data analytics
One of the vital consequences of the digital world is creating a collection of 
bulk of raw data. Managing such valuable capital with different shape and size on 
the basis of organizations’ needs the manager’s attention. Big data has the power 
to affect all parts of society from social aspect to education and all in between. As 
the amount of data increases especially in technology-based companies, the mat-
ter of managing raw data becomes much more important. Facing with features 
of raw data like variety, velocity, and volume of big data entitles advanced tools 
to overcome the complexity and hidden body of them. So, big data analytics has 
been proposed for “experimentation,” “simulations,” “data analysis,” and “monitor-
ing.” Machine learning as one of the BDA tools creates a ground to have predictive 
analysis on the basis of supervised and unsupervised data input. In fact, a recipro-
cal relation has existed between the power of machine learning analytics and data 
Figure 1. 
The big data analytics methods in this research.
3Literature Review on Big Data Analytics Methods
DOI: http://dx.doi.org/10.5772/intechopen.86843
input; the more exact and accurate data input, the more effective the analytical 
performance. Also, deep learning as a subfield of machine learning is deployed to 
extract knowledge from hidden trends of data [28].
3. Big data analytics
In digital era with growing rate of data production, big data has been introduced, 
which is known by big volume, variety, veracity, velocity, and high value. It brings 
hardness in analyzing with itself which entitled organization to deploy a new approach 
and tools in analytical aspects to overcome the complexity and massiveness of differ-
ent types of data (structured, semistructured, and unstructured). So, a sophisticated 
technique that aims to cope with complexity of big data by analyzing a huge volume of 
data is known as big data analytics [50]. Big data analytics for the first time was coined 
by Chen Chiang (2012) who pointed out the relation between business intelligence and 
analytics that has strong ties with data mining and statistical analysis [11].
Big data analytics supports organizations in innovation, productivity, and com-
petition [16]. Big data analytics has been defined as techniques that are deployed to 
uncover hidden patterns and bring insight into interesting relations in understand-
ing contexts by examining, processing, discovering, and exhibiting the result [69]. 
Complexity reduction and handling cognitive burden in knowledge-based society 
create a path toward gaining advantages of big data analytics. Also, the most vital 
feature that led big data analytics toward success is feature identification. This 
means that the crucial features that have important affection on results should be 
defined. It is followed by identifying of corelations between input and a dynamic 
given point, which may change during times [69].
As a result of fast evolution of big data analytics, e-business and dense con-
nectivity globally have flourished. Governments, also, take advantages of big data 
analytics to serve better services to their citizens [69].
Big data in business context can be managed and analyzed through big data 
analytics, which is known as a specific application of this field. Also, big data gained 
from social media can be managed efficiently through big data analytics process. In 
this way, customer behavior can be understood and five features of big data, which 
are enumerated as volume, velocity, value, variety, and veracity, can be handled. 
Big data analytics not only helps business to create a comprehensive view toward 
consumer behavior but also helps organizations to be more innovative and effective 
in deploying strategies [14]. Small and medium size company use big data analytics 
to mine their semistructured big data, which results in better quality of product 
recommendation systems and improved website design [19]. As Ref. [9] cited, big 
data analytics gains advantages of deploying technology and techniques on their 
massive data to improve a firm’s performance.
According to Ref. [19], the importance of big data analytics has been laid in the 
fact that decision-making process is supported by insight, which is the result of 
processing diverse data. This will turn decision-making process into an evidence-
based field. Insight extraction from big data has been divided into two main 
processes, namely data management and data analytics with the former referring to 
technology support for gathering, storing, and preparing data for analyzing pur-
pose and the latter is about techniques deployed for data analyzing and extracting 
knowledge from them. Thus, big data analytics has been known as a subprocess of 
insight extraction. Big data analytics tools are text analytics, audio analytics, video 
analytics, social media analytics, and predictive analytics. It can be inferred that 
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prone to misclassification because of taking single value of  k considering neighbor-
hood size per class and applying it in all classes.
“Local mean-based pseudo nearest neighbor classifier (LMPNN)”: LMKNN and 
PNN methods create LMPNN, which is known as a good classifier in “multi-local 
mean vectors of k-nearest neighbors and pseudo nearest neighbor based on the 
multi-local mean vectors for each class.” Outlier points in addition to  k sensitivity 
have been more considered in this technique. However, differentiation of informa-
tion in nearest sample of classification cannot recognize widely as weight of all 
classes are the same [81].
“Multi-local means-based k-harmonic nearest neighbor classifier 
(MLMKHNN)”: MLMKHNN as an extension to KNN takes harmonic mean 
distance for classification of decision rule. It deploys multi-local mean vectors of 
k-nearest neighbors per class of every query sample and harmonic mean distance 
will be deployed as the result of this phase [82]. These methods are designed in 
order to find different classification decisions [81].
In 2006, Huang et al. proposed extreme learning machine (ELM) as a clas-
sification method that works by a hidden single layer feedback in neural network 
[92]. In this layer, the input weight and deviation will be randomly generated and 
least square method will be deployed to determine output weight analytically [17], 
which differentiates this method from traditional methods. In this phase, learn-
ing happens followed by finding transformation matrix [93–103]. It is deployed to 
minimize the sum-of-squares error function. The result of minimizing function will 
then be used in classification or reduction of dimension [48]. Neural networks are 
divided into two categories of feed forward neural network and feedback neural 
networks and ELM is on the first category, which has a strong learning ability spe-
cially in solving nonlinear functions with high complexity. ELM uses this feature in 
addition to fast learning methods to solve traditional feed forward neural network 
problems in a mathematical change without iteration with higher speed in compari-
son with traditional neural network [13].
Despite the efficiency of ELM in classification problems, binary classification 
problems emerge as the deficiency of ELM; as in these problems, a parallel training 
phase on ELM is needed. In twin extreme learning machine (TELM), the problems 
will be solved by a simultaneous train and two nonparallel classification hyper-
planes, which are deployed for classification. Every hyperplane enters into a mini-
mization function to minimize the distance of it with one class, which is located 
far away from other classes [60]. ELM is at the center of attention in data stream 
classification research [83].
5.3 Machine learning and clustering
Clustering as a supervised learning method aims to create groups of clusters, 
which members of it are in common with each other in characteristics and dis-
similar with other cluster members [84]. The calculated interpoint distance of every 
observation in a cluster is small in comparison with its distance to a point in other 
clusters [36]. “Exploratory pattern-analysis,” “grouping,” “decision-making,” and 
“machine-learning situations” are some main applications of clustering technique. 
Five groups of clustering are “hierarchical clustering,” “partitioning clustering,” 
“density-based clustering,” “grid-based clustering,” and “model-based clustering” 
[84]. Clustering problems are divided into two categories: generative and discrimi-
native approaches. The first one refers to maximizing the probability of sample 
generation, which is used in learning from generated models, and the other is 
related to deploying pairwise similarities, which maximize intercluster similarities 
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has a neighbor point that can be reached via “move.” In every move, a better solution is 
found, which can be stopped when no better answer is found [37]. In TS, the aspiration 
criteria are critical factors that lead the searching process by not considering forbidden 
solutions that are known by TS. In each solution, the constraints of the objective are 
met. So, the solutions are both feasible and time-consuming. TS process is continued 
by using a tabu list (TL), which is a short-term history. The short memory just keeps 
the recent movement, which is done by deleting the old movement when the memory 
is full to the maximum level [1].
The main idea of TS is to move toward solution space, which remains unex-
plored, which would be an opportunity to keep away from local solution. So, “tabu” 
movements that are recent movements are kept forbidden, which prevents from 
visiting previous solution points. This is proved that the method brings high-quality 
solutions in its iterations [57].
6. Big data analytics and Internet of Things (IOT)
Internet of things (IOT) put focus on creating an intelligent environment in 
which things socialize with each other by sensing, processing, communicating, 
and actuating activities. As IOT sensors gathered a huge amount of raw data, 
which is needed to be processed and analyzed, powerful tools will enforce the 
Figure 2. 
IOT process.
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analytics process. This will stimulate to deploy BDA and its methods on IOT-
based data. Ref. [51] proposed a four-layer model to show how BDA can help 
IOT-based system to work better. This model comprised of data generation, 
sensor communication, data processing, and data interpretation [51]. It is cited 
that beyond 2020 cognitive processing and optimization will be considered on 
IOT data processing [34]. In IOT-based systems, acquired signals from sensors 
are gathered and deployed for processing in frame-by-frame or batch mode. 
Also, gathered data in IOT system will be deployed in feature extraction, which 
is followed by classification stage. Machine learning algorithms will be used in 
data classifying [54]. Machine learning classification can be deployed on three 
types of data, which are supervised, semisupervised, and unsupervised [54]. In 
decision-making level, which is comprised of pattern recognition, deep learn-
ing methods, namely, RNN, DNN, CNN, and ANN can be used for discovering 
knowledge. Optimization process in IOT can be used to create an optimized 
cluster in IOT data [91].
In Figure 2, the process of IOT is shown. Data is gathered from sensors. Data 
enters the filtering process. In this level, denoising and data cleansing happen. 
Also, in this level, feature extraction is considered for classification phase. After 
preprocessing, decision making happens on the basis of deep learning methodol-
ogy (Table 1). Deep learning and machine learning algorithms can be used in 
analyzing of data generated through IOT device, especially in the classification 
and decision-making phase. Both supervised and unsupervised techniques can 
be used in classification phase considering the data type. However, both deep 
learning and machine learning algorithms are eligible in deploying in decision-
making phase.
Phase Methods
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7. Future research directions
For feature endeavors, it is proposed to work on application of big data analytics 
methods on IOT fog and edge computing. It is useful to extract patterns from hidden 
knowledge of data gathered from sensors deploying powerful analytical tools. Fog 
computing is defined as a technology that is implemented in near distance to end user, 
which provides local processing and storage to support different devices and sensors. 
Health care systems gain advantage from IOT for fog computing, which supports 
mobility and reliability in such systems. Health care data acquisition, processing, and 
storage of real-time data are done in edge, cloud, and fog layer [47]. In future research, 
the area that machine learning algorithms can provide techniques for fog computing 
can be on the focus. IOT data captured from smart houses needs analytical algorithms 
to overcome the complexity of offline and online data gathered in processing, classifi-
cation, and also next best action, or even pattern recognition [81]. Hospital informa-
tion system creates “life sciences data,” “clinical data,” “administrative data,” and “social 
network data.” These data sources are overwhelmed with illness predictions, medical 
research, or even management and control of disease [39]. Big data analytics can be a 
future subject by helping HIS to cover data processing and disease pattern recognition.
Smart house creates ground for real-time data with high complexity, which 
entitles big data analytics to overcome such sophistication. Classical methods of 
data analyzing lost their ability in front of evolutionary methods of classification 
and clustering. So graphic processing unit (GPU) for machine learning and data 
mining purposes bring advantage for large scale dataset [7], which leads the appli-
cations into lower cost of data analytics. Another way to create future research is to 
work over different frameworks like Spark, which is an in-memory computation, 
and with the help of big data analytics, optimization problems can be solved [20].
Deployment of natural language processing (NLP) in text classification can be 
accompanied by different methods like CNN and RNN. These methods can gain the 
result with higher accuracy and lower time (Li et al., 2018).
Predictive analytics offered by big data analytics works on developing predictive 
models to analyze large volume data both structured and unstructured with the goal 
of identifying hidden patterns and relations between variables in near future [76]. Big 
data analytics can help cognitive computing, and behavior pattern recognition deploys 
deep learning technique to predict future action as it is used to predict cancer in health 
care system [59]. It also leads organizations to understand their problems [13].
Figure 3. 
Future research on big data analytics (BDA).
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So, future research can be focused on both the new area for application of 
different machine learning or deep learning algorithm for censored data gathered 
and also mixture of techniques that can create globally optimal solution with higher 
accuracy and lower cost. Researchers can put focus on existing problems of indus-
tries through mixed application of machine learning and deep learning techniques, 
which may results in optimize solution with lower cost and higher speed. They also 
can take identified algorithms in new area of industries to solve problems, create 
insight, and identify hidden patterns.
In summary, future research can be done as it is shown in Figure 3.
8. Conclusion
This chapter has been attempted to give an overview on big data analytics and 
its subfields, which are machine learning and deep learning techniques. As it is cited 
before, big data analytics has been generated to overcome the complexity of data 
managing and also create and bring knowledge into organizations to empower the 
performances. In this chapter, DNN, RNN, and CNN have been introduced as deep 
learning methods, and classification, clustering, and evolutionary techniques have been 
overviewed. Also, a glance at some techniques of every field has been given. Also, the 
application of machine learning and deep learning in IOT-based data is shown in order 
to make IOT data analytics much more powerful in phase of classification and decision-
making. It has been identified that on the basis of rapid speed of data generation 
through IOT sensors, big data analytics methods have been widely used for analyzing 
real-time data, which can solve the problem of complexity of data processing. Hospital 
information systems (HIS), smart cities, and smart houses take benefits of to-the-
point data processing by deploying fog and cloud platforms. The methods are not only 
deployed to create a clear picture of clusters and classifications of data but also to create 
insight for future behavior by pattern recognition. A wide variety of future research has 
been proposed by researchers, from customer pattern recognition to predict illness like 
cancer and all in between are comprised in area of big data analytics algorithms.
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