The Hilbert-Huang Transform is a novel, adaptive approach to time series analysis that does not make assumptions about the data form. Its adaptive, local character allows the decomposition of non-stationary signals with hightime-frequency resolution but also renders it susceptible to degradation from noise. We show that complementing the HHT with techniques such as zero-phase ltering, kernel density estimation and Fourier analysis allows it to be used eectively to detect and characterize signals with low signal to noise ratio.
I. INTRODUCTION
The Hilbert-Huang Transform (HHT) [1, 2] is a novel data analysis algorithm that adaptively decomposes time series data and derives the instantaneous amplitude (IA) and instantaneous frequency (IF) of oscillating signals.
Because this transform operates locally on the data, and not as an integral in time over pre-selected basis functions, it can eectively decompose non-linear, nonstationary signals, and it is not limited by time-frequency uncertainty. Applications of the HHT include monitoring of heart rates [3] , integrity of structures [4] , and searching for gravitational waves [5] .
The HHT proceeds in two steps [2] . The rst part of the algorithm, the empirical mode decomposition the IMF is not perfectly locally monochromatic, or due to limitations described in Bedrosian and Nuttal theorems [6] ; or in the determination of the IF, as the numerical derivative of the instantaneous phase may be subject to uncertainties and error propagation.
The length of the signal is also an important consideration in the accuracy of the HHT decomposition. The local character of the HHT implies a direct sensitivity of the decomposition to the local signal amplitude relative to the noise (IA/σ n ). For a given SNR, the signal amplitude relative to the noise increases as the signal becomes shorter in time (see Eq. 1). Thus shorter signals at a given SNR will be less subject to uncertainties, and more easily detected.
We consider in this paper methods for enhancing the HHT performance in detecting and characterizing sig- nals at low SNR (<20), and with duration <100 msec.
Our principal motivation for this is in analyzing data from the Laser Interferometer Gravitational-Wave Observatory (LIGO) [7, 8] . Gravitational wave signals at the current sensitivity of LIGO are expected to show only low SNR with predicted event rates not exceeding a few per year [7] . The adaptive and high time-frequency resolution features of the HHT are well-suited to LIGO analysis [5] , but its low SNR performance remains a key issue of investigation. We focus in this paper on simulations with time series data composed of stationary white Gaussian noise and low SNR signals well separated in time. We note that results are easily transferable to the general eld of low SNR analyses.
Below we present methods to limit extrinsic and intrinsic uncertainties. We introduce a two-stage use of the HHT for detection and characterization: detection strategies scan for excess signal power above the noise oor, and characterization strategies extract information about the signal frequency and power evolution in time using information from the detection stage. To enhance the eectiveness of the HHT at low SNR, we present the application of a number of techniques including least squares velocity lters [9] , Bayesian blocks [10] , zerophase high order Finite Impulse Response (FIR) ltering techniques [11] , the fast Fourier transform (FFT) [11] and weighted adaptive kernel density estimates [12] . We use the Ensemble EMD method [13] as a tool to minimize extrinsic noise from envelope over/undershoots, and also as a guide to an approach to estimate the uncertainty of the decomposed frequency evolution of the signal.
As the HHT is an empirical technique that is not yet supported by a fully independent theoretical basis, we test our approaches through numerical simulations. Throughout this paper we use three test signals to demonstrate our proposed methods ( (hereafter referred to as short BH merger) [14] , which shows strong non-linear frequency modulation from ∼300 Hz to ∼900 Hz over 5 msec and 3 oscillations; and a 60 M BH merger (hereafter referred to as long BH merger), drifting in frequency from ∼100 to ∼300 Hz over 20 msec.
We place these signals in a time window of 62. as separated by a discrete change point in the individual statistics. The probability that a given data set is drawn from a normal distribution with unknown µ and σ 2 is equal to: 
B. Eciency Curves
To judge the usefulness of the various statistics to identify signals in noise, we use a Monte Carlo approach to generate detection eciency curves as follows [18, 19] . After choosing the detection statistic, a set of trials are performed on noise without a signal to track the rate of We display in Fig. 4 We show below that the signal can be greatly claried in the characterization stage by applying a low-pass lter based on this maximum frequency, which removes noise in the time series that is outside the bandwidth of the signal evolution. We illustrate the derivation of the maximum frequencies in Fig. 5 , where we have generated the power spectra of the detected blocks for each test signal.
We nd that an eective way to separate the upper edge of the power spectrum from the noise background is to identify the rst inection point after the spectrum peak and round up to the next highest multiple of 50 Hz in frequency. We note that restricting the analyzed region to the detected blocks eliminates a signicant fraction of the noise background (roughly the ratio of length of the signal to the length of the time window), allowing a cleaner determination of the maximum frequency.
III. CHARACTERIZATION METHODS
With the identication of a region of excess power that indicates a signal, we consider methods to accurately characterize the signal including its frequency evolution in time. With these methods we seek to reduce extrinsic and intrinsic uncertainties, and also to estimate the remaining uncertainty. We further look into the special case of very low SNR (<5) signal characterizations.
A. Reduction of extrinsic and intrinsic uncertainty
The most eective method to suppress extrinsic uncertainties in the decomposition of the time series into its IMFs was the implementation of an aggressive zerophase FIR low-pass lter technique [11] , removing noise with frequency content above the maximum frequency of the signal. We illustrate this procedure in We nd weighted kernel density estimates on the tfplane (KD-tf ) best suited to highlight signal regions [12] .
The KD-tf starts with the assumption that a signal structure is evident in the data, and that it would, in absence of noise, place a coherent and continuous trace in the tfplane. We posit this idealistic trace as a probability density distribution, eectively showing no density outside the signal trace and a sharp, peaked probability density within the signal trace where a coherent structure can be found.
We implement an adaptive weighted kernel density estimate to recover this signal probability density. The kernel, K(t, f ), is a bi-variate Normal distribution, with dimensions of time and frequency
and η j = σ tj ,fj σ tj σ fj (4) Figure 9 : The tf-map and the KD-tf map of the Sine-Gaussian at SNR=4 (top panels) and the short BH merger at SNR=3.
In the density estimate every point [t j , f j ] in the tfplane carries its own kernel, whose standard deviation in both dimensions σ tj , σ fj , and correlation σ tj ,fj , is estimated adaptively on the basis of the tf-plane population.
Intuitively, a point within a sparse population (e.g. in- 
where we weigh the power of the signal trace in quadratic terms to balance contributions from clustering (as contained in the Kernel) with power.
We demonstrate the advantages of the KD-tf for low SNR in Fig.  9 . We show two examples, the SineGaussian at SNR=4 and the short BH merger at SNR=3.
In both cases the estimation of the upper frequency of the signal was not possible because of the low SNR, and thus ltering was not used, leading to relatively large extrinsic uncertainties. We see that the KD-tf maps help to better dene the signal remnants and improve the signal to noise contrast ratio. We nd the Sine-Gaussian to oscillate around its center frequency, and the short BH merger to only reveal the very peaked part of its waveform, the merger/ring-down transition at ∼870 Hz. We estimate that KD-tf techniques are applicable only if the maximum IA/σ ratio is larger than 0.3.
IV. DISCUSSION
We presented in this paper methods to enable the HHT to eciently detect and accurately characterize signals in the low SNR (<20) regime. Since the overall power contained in the data is roughly preserved by the HHT decomposition, we were able to construct strategies to search for excess power to nd a signal in comparison to a noise only decomposition. 
