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ABSTRACT

Author: Zhang, Shijie. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Advanced Imaging Techniques for Point-Measurement Analysis of Pharmaceutical
Materials
Committee Chair: Garth Simpson
Drugs are an essential element protecting human lives from many diseases such as cancer,
diabetes, and cardiovascular disorders. One of the highlights in drug development in recent years
is the establishment of rational drug design: a collection of various multi-disciplinary approaches
that at the core, focus on designing molecules with specific properties for identified targets and
biomolecules with known functional roles and structural information. The candidate molecules
will then go through a series of examinations to characterize their physiochemical properties, and
an iterative process is used to improve the design of the drug to achieve desirable attributes.
The time consuming and highly expensive nature of drug development constantly calls for
new analytical techniques that have increasingly higher throughput, faster analysis speed, richer
chemical and structural information, and lower risk and cost. Conventional analytical methods for
pharmaceutical materials, such as X-ray diffraction analysis and Raman spectroscopy, often suffer
from prolonged measurement time. In many cases, the identification of regions of interest within
the sample is non-trivial in itself.
Nonlinear optical imaging techniques, including second harmonic generation (SHG)
microscopy and two-photon excited ultraviolet fluorescence (TPE-UVF) microscopy were
developed as fast, real-time, and non-destructive methods for selective identification and
characterization of crystalline materials present in pharmaceutical samples. These techniques were
integrated with synchrotron X-ray diffraction analysis and Raman spectroscopy to significantly
reduce the overall measurement time of these structure characterization techniques.
In the meanwhile, with the now increased speed of measurement, the amount of experimental
data acquired per unit time has also drastically increased. The rate at which data are analyzed,
digested, and interpreted is becoming the bottleneck in data-driving decision-making. Novel
electronics that only collect data at the most information-rich time points were employed to
significantly increase the signal-to-noise ratio (SNR) during data acquisition, reducing the total

xiv
amount of data needed for material characterization. Advanced sampling algorithms to reduce the
total amount of measurements required for perfect data space reconstruction, automated programs
for data acquisition and analysis, and efficient data analysis algorithms based on machine learning
were developed for accelerated data processing for nonlinear optical imaging analysis, Raman
spectra processing, and X-ray diffraction indexing.
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INTRODUCTION

1.1

Polymorphism of Active Pharmaceutical Ingredients
Polymorphism arises when a solid state material exhibits more than one crystal form while

the chemical component of the material stays the same. Such complexity results from the
probability of molecules exhibiting different orientations within the crystal lattice during the
crystallization process. Polymorphism has a significant impact on important physical and chemical
properties of the material, including aqueous solubility, thermal stability, optical properties, etc[14]. As is pointed out in the Ostwald’s rule of stages[5, 6], during the process of crystallization in
solution, it is in most cases the least stable polymorphic form that will crystallize first as a result
of a combination of thermodynamics and kinetics factors[5, 7]. Many theories have been
established and referenced to explain the Ostwald’s rule[5, 7, 8], and in general, crystallization
under thermodynamic conditions (e.g. stable temperature, prolonged time for crystallization) leads
to the most stable crystal being the dominant product, while under kinetic conditions (e.g. rapid
cooling) the crystallization process favors metastable polymorphs. These metastable polymorphs
can also convert into the stable crystal forms through solid state phase transitions.
The presence of polymorphism is a crucial issue in rational drug design, because the
difference in aqueous solubility and other physiochemical properties between different
polymorphs of the same API compound can significant affect the bioavailability. A classic
example of polymorphism having an impact on pharmaceutical materials is ritonavir[9, 10]. When
the drug was first approved by the Food and Drug Administration (FDA), only the more
bioavailable polymorphic form now known as Form I was discovered, and the drug was packaged
as an ordinary capsule without explicitly requiring refrigeration. However, a few years later a
previously unknown Form II was found to emerge in the product during storage time, and
unfortunately Form II exhibits poor bioavailability. This discovery of the new Form II polymorph
eventually leads to a large scale withdrawal of the drug, causing serious loss to its manufacturer.
It is estimated that over 80% of potential drug candidate molecules have more than one unknown
crystal forms[2], and a exhaustive analysis of polymorphism is required by the FDA when
pharmaceutical companies apply for a new drug approval[11, 12].
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As the complexity of molecules designed for pharmaceutical application increases, the need
is also growing for cost-effective methods to analyze the polymorphic forms of the candidate
molecules. Conventional methods for API polymorphism analysis, including powder X-ray
diffraction and differential scanning calorimetry[13], often falls short in terms of detection limit,
analysis speed, etc., and are typically not compatible with the high-throughput analysis setup
widely used in the pharmaceutical industry. In contrast, many microscopy and spectroscopy
methods that enable high-throughput analysis of API polymorphism have been introduced,
including Raman spectroscopy[14], near infrared (IR) spectroscopy[15], hot-stage microscopy[16].
Advanced data analysis techniques have also been developed and integrated into these methods to
further increase the rate at which polymorphism of samples is being characterized[17].

1.2

Second Harmonic Generation (SHG) Microscopy for API Analysis
Nonlinear optical processes, in which response of a material system to an applied electric

field of the incident light is in a nonlinear relationship with the strength of the electric field, were
first discovered in 1961 by Franken et al. with the characterization of SHG[18]. Practical
applications of nonlinear optical effects soon followed with the increasing availability and
decreasing cost of ultrafast laser systems. Nonlinear optical processes have gained increasing
attention from researchers and have found a large variety of applications in different areas,
including two photon excited fluorescence (TPEF) imaging for proteins[19-22], biological
samples[21, 23], and organs[24-30], coherent anti-stokes Raman spectroscopy and imaging for
characterization of lipid membrane[31-34], vesicles[34-37], and live cells[34, 38-45], sum
frequency generation for characterizing interface in adsorption processes[46-58], ice-water
interface studies[59-62], and hydrocarbon chains under high pressure[63, 64], stimulated Raman
scattering for chemical analysis in condensed and gas phases[65-68], imaging of cells[69-79],
tissues[73, 75, 80-83], and in vivo imaging of animals[84-87], third harmonic generation
microscopy for volumetric imaging of transparent samples of biological and non-biological
specimen[88-91], etc.
SHG, which is the process of frequency doubling, has been applied for chiral crystal
detection in recent years, due to its selectivity to non-centrosymmetric structures. SHG signal
arises at locations where an incident light with sufficiently high intensity is present, such as the
focal plane of a laser beam, when two incident photos are converted to one photon of twice the
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energy. Sample systems that are centrosymmetric generate SHG signals that internally cancels;
therefore, the ensemble coherent SHG observed experimentally will approach to zero. Fully
utilizing SHG’s selectivity for non-centrosymmetric structures, the Simpson Laboratory for
Nonlinear Optics has in recent years applied SHG microscopy in a number of applications for
pharmaceutical materials characterization, including polymorph discrimination of API
samples[92], trace crystallinity detection in amorphous solid dispersions (ASDs)[93-96], and
crystal characterization via image analysis[97-99]. The requirements for SHG instrumentation are
relatively low compared to a number of other nonlinear optical techniques, and therefore SHG has
the potential to be incorporated into a wide range of existing hardware for identification and
characterization of API crystals.

1.3

Big Data in Chemistry Research
As more novel analytical methods are being developed and applied in recent years,

experimental data are being collected at an unprecedented rate. However, throughput of data
analysis and interpretation, and the rate at which decisions are made based on acquired data have
been moderate. The concept of “big data” has become a hotspot not only in the world of data
science, but the entire academy. Although there is not yet a universally accepted definition for the
term “big data”, it is generally agreed that the concept is featured by huge volume, high velocity,
high variety, low veracity, and high value, or “5Vs”[100-102]. The extent of big data research
itself is also on a large scale, ranging from the acquisition of data, to the representation of data, to
data modeling, to decision making based on the interpretation of the data[103]. Big data research
has reached out to all aspects of scientific research, making it a necessity for scientists to conduct
future research collectively, and in a highly inter-disciplinary manner.
While life science researchers are one of the first adopters of big data in physical science
due to the ongoing large-scale genetic research that generate petabytes (1015 bytes) of data every
year[104, 105], the fruits of latest big data research are brought into chemistry at a relatively lower
rate. The application of big data methods in chemistry often focuses only on post-experiment
offline data sharing and re-usage[106], and the possibility of implementing big data method on
data acquisition and online analysis has largely remained unexplored.
The raw data generated by microscopy and spectroscopy research are by nature high
dimensional and can benefit hugely from methods developed in big data research. In addition, as
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the detectors used in the latest instruments are capable of simultaneous signal acquisition on
increasingly more channels, the volume and complexity of data in microscopy and spectroscopy
application have been constantly increasing. A highlight in microscopy and spectroscopy research
is the integration of chemometrics and implementation of machine learning-based algorithms in
high-throughput analysis using microscopy and spectroscopy methods[107-110]. In these works,
a variety of data analysis methods are utilized, including pattern recognition[109], multivariate
analysis[15], and cluster analysis. These data analysis methods can be done online, providing
valuable real-time feedback for experimenters. Nonetheless, the implementation of big data
methods in the upstream of experiments, such advanced sampling methods for spectroscopic
imaging, is still not fully evaluated.

1.4

Dissertation Overview
This dissertation will focus on the integration of nonlinear optical imaging techniques into

point measurement experiments, including synchrotron X-ray diffraction analysis and Raman
spectroscopy, for characterization of protein crystals and pharmaceutical materials. A variety of
data analysis techniques and a sparse sampling technique based on machine learning are also
described in the dissertation to fully utilize the capability of these techniques. The focus of this
dissertation is the application of these integrated analytical methods to enhance X-ray diffraction
experiment and Raman spectroscopy for characterizing small molecule pharmaceutical materials,
but the instrumentation, data analysis methods, and sparse sampling strategy are applicable to a
wide range of point measurement techniques and a large variety of sample materials including
protein crystals and biological samples.
Chapter 2 will introduce an integrated microscope system installed on a synchrotron X-ray
beamline, which allows for rapid chiral crystal detection by SHG imaging for subsequent X-ray
diffraction analysis of crystalline materials within amorphous matrices. Owing to the high
selectivity, and high SNR natures of SHG microscopy, a detection limit in the ppm regime was
achieved, targeting diffraction analysis to SHG-active regions of interest.
Chapter 3 will describe significant upgrades to the hardware and electronics introduced in
Chapter 2, and the upgrades further enhance the capability of the microscope system to allow for
video-rate, multi-modal imaging for rapid and selective crystal detection prior to synchrotron Xray diffraction analysis. The highlight of the upgrade is the introduction of synchronous
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digitization (SD), which is a technique that fully utilizes the characteristics of the ultrafast laser
light source such that data are acquired in synchronization with the laser pulses and SNR is
significantly enhanced. The implementation of SD into the existing nonlinear optical imaging
system adds more imaging modalities, including two-photon excited fluorescence (TPEF) and
fluorescence imaging. Both the imaging resolution and the imaging speed have also been
significantly enhanced, allowing for three imaging modalities to be conducted simultaneously,
with a spatial resolution of 1 μm. Because different imaging modalities are sharing the same beam
path, the system allows for direct image registration between different modalities, which opens up
the potential of implementing algorithms based on machine learning to achieve automated crystal
detection and centering on-site at synchrotron radiation facility.
Chapter 4 focuses on quantitative data analysis of SHG microscope being used for powder
sample characterization. SHG powder quantitation has been challenging due to signal variation
caused a number of factors including particle size, packing density, and the presence of phase
matching (PM). This chapter introduces an approach that improves over the conventional KurtzPerry (KP) method for SHG signal quantitation by image analysis to reduce scattering effects and
a statistical test to remove outlier particles, and consistent powder SHG quantitation has been
achieved using the improved method.
Chapter 5 describes an integrated microscopy and spectroscopy system in which SHG imaging
in combination with bright field (BF) imaging and Raman spectroscopy is used for classification
of API polymorphs. Image registry algorithms are developed in order to compare and identify the
different responses from different API polymorph particles in the two imaging modalities, BF and
SHG. Then initial polymorph classification can be done solely based on this image analysis. Then
Raman spectroscopy in introduced as an orthogonal method to confirm the initial classification
made a priori, and to obtain detailed chemical information of the sample. The integrated system
highlights the capability of nonlinear optical imaging as an effect tool of identifying regions of
interest for subsequent point-measurement analysis, which can significantly reduce the overall
measurement time.
Chapter 6 will introduce an advanced sampling algorithm called dynamic sampling to
significantly reduce the number of measurements needed for spontaneous Raman imaging.
Dynamic sampling replaces the conventional rastering sampling pattern that measures every pixel
location for imaging with a selective sampling strategy that adjusts sampling density at different
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areas in the image according to previous measurements. The overall measurement time for a 128
px × 128 px image can be reduce by 1/6 solely with this change in sampling pattern with no
significant loss in image quality. Another highlight in this project is the implementation of Raman
spectral classification of three different species within the sample system, based on a series of data
processing and machine learning algorithms. The dynamic sampling strategy can potentially
benefit more types of point measurement analysis beyond Raman spectroscopy, and its
implementation only requires modest modification to the instrument.
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SHG GUIDED SYNCHROTRON X-RAY PARTS PER
MILLION POWDER DIFFRACTION

2.1

Introduction
The call for drugs with higher specificity and fewer side effects has led to the increasing

complexity of drug molecules. However, the requirements of API molecules to exhibit decent
aqueous solubility and sufficient hydrophobicity to pass through cell membranes are mutually
exclusive, and the additional chemical complexity of API candidates brings even larger challenge
in drug development. It is estimated that over 80% of new potential API candidates have to be
abandoned due to insufficient bioavailability.[111-113]
An attractive option to overcome the dilemma between the contradicting requirements for
the properties of API molecules is to develop ASDs in which poorly soluble APIs are solubilized
in amorphous carriers then cooled to form glasses with higher aqueous solubility[112-118].
However, API molecules in ASDs are still typically metastable, and evaluation of the long-term
stability of ASDs remains challenging, particularly for low API loadings and early stage crystal
formation.
Conventional methods to analyze crystallinity within ASDs include powder X-ray
diffraction[14, 119], differential scanning calorimetry[119], scanning electron microscopy[8, 14,
120, 121], and vibrational spectroscopy techniques[8, 14, 16, 119, 120, 122-126]. However, the
detection limit of these methods is typically on the order of a few percent, which is unable to
characterize trace crystallinity commonly observed in ASDs. Nunes et al. explored the possibility
of using synchrotron X-ray sources for powder diffraction, and the detection limit was pushed
down to 0.2%, which unfortunately was still not sufficient for trace crystallinity measurement of
ASD samples[127].
SHG microscopy has become an attraction option for characterization of trace crystallinity
in amorphous materials in recent years, owing to its high selectivity to non-centrosymmetric
structures. Coherent SHG signals that arise in amorphous components in the sample are internally
cancelled, and the observed ensemble SHG intensity in microscopy applications has no
interference from the background contribution from these amorphous materials[128]. In addition,
SHG allows imaging in turbid media, and only the unscattered incident light arriving at the focal
volume contributes to the detected signal. Besides, SHG exhibits a wide dynamic range for
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quantifying a large range of sample crystallinity. Previous studies on model system have
demonstrated a detection limit for crystalline materials on the order of ppm by SHG analysis[93,
96, 99, 129, 130].
However, applications of SHG for ASD characterization are limited by the nature of SHG
signal, which provides little chemical information on unknowns. Furthermore, the variability of
SHG signal due to particle size, crystal orientation, and a number of other factors complicates
quantitative measurements based on the integrated SHG intensities. Therefore, combining SHG
microscopy with an information-rich orthogonal analysis can be beneficial, as the low detection
limit of SHG analysis can be fully utilized to inform the orthogonal methods. In the present study,
an integrated system is introduced in which SHG microscopy is used to guide subsequent highly
localized X-ray diffraction analysis at a synchrotron radiation facility.

2.2

Methods
An integrated system capable of SHG and X-ray diffraction has been reported in a previous

study[131]. In brief, an SHG microscope was installed on axis of the synchrotron X-ray beam at
General Medicine and Cancer at Advanced Photon Source (GM/CA@APS). The SHG microscope
used a 1060 nm ultrafast laser (Fianium, FemtoPower, 50 MHz, 150 fs), and the incident laser
beam was focused by a 10× objective (Optem, 28-21-10) to a spot size of 2 μm with a 20 μm depth
of field (DOF) where the sample locates. The laser power at the sample was measured to be ~90
mW. The SHG signal was collected in the transmission direction post sample, and separated from
the fundamental beam by a series of dichroic mirrors (Semrock, FF555-Di03-25×36, Chroma
z1064rdc-sp) and filters (Chroma, HQ530/30m, and CVI, 03FCG567/KG3). The SHG signal was
then detected with a photomultiplier tube (Hamamatsu, H10722-10) using photon counting. SHG
image was achieved through beam scanning. A fast resonant mirror operating at 8 kHz (Cambridge
Technology, 1-003-3002509) and a galvanometer slow scanning mirror (Cambridge Technology,
6210H) were paired to generate a 300 μm ×300 μm field of view (FOV). Pixel resolution was
determined to be 2 μm with a standard microscopic mesh loop. Signal averaging was used to
integrate multiple SHG image frames together, and the imaging speed was ~20 s/image,
corresponding to 1000 sweeps per line in the image. Scanning mirror control software was custom
made in-house using LabView, and data acquisition programs were written in MATLAB
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(MathWorks Inc., 2014a). The two-step workflow for SHG-guided synchrotron X-ray diffraction
experiment is illustrated and explained in Figure 2-1.
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Figure 2-1. General workflow for SHG-guided synchrotron X-ray diffraction experiment.
First an SHG image of the sample is taken, and bright spots in the image are marked. Then the
marked regions of interest are centered at synchrotron X-ray beam for diffraction data collection.
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Acquired X-ray diffraction patterns were analyzed using the software packages Fable and
GrainSpotter[132, 133]. The positions of the diffraction peaks were recovered by image
thresholding, and combined into a g-vector file. GrainSpotter was then used to calculate the
theoretical diffraction patterns. A look-up table for diffraction peak indexing was constructed,
based on crystal structure of ritonavir previously reported, with different crystal orientations
considered. The peaks identified and preserved in the g-vector files were matched with the lookup table using built-in functions of the software packages, and when the experimental pattern
matched a theoretically calculated result, the crystal orientation in the theoretical pattern was
reported.
Simulated 1D powder diffraction patterns were generated by azimuthal autocorrelation of
2D diffraction images. Compared to azimuthal integration of 2D patterns, the application of
autocorrelation preserves 2θ values as well as the intensities of individual diffraction peaks, in
addition to removing the scattering signal that arises from diffuse scattering of amorphous
materials in the sample.
The sample used in the present study was ritonavir (Astrix Laboratories) mixed in
hydroxypropyl methylcellulose (HPMC, Shin Etsu) through serial dilution, and the weight% of
ritonavir was 100 ppm in HPMC. The mixture was sandwiched between two number 1 glass
coverslips to achieve a uniform thickness of ~150 μm. Ritonavir was chosen as the model system
in part because of its relatively modest SHG activity compared to other small molecule APIs[134],
and because of its well-established polymorphic purity in the commercial product[10].
SHG microscopy was performed using a system described in detail previously[135]. Image
stacks of 100 FOVs were generated from multiple images acquired at adjacent image planes in the
z axis. Acquired images were analyzed using NIH ImageJ software for particle sizing and
counting[136].

2.3

Results and Discussions
Particle size analysis and particle counting were conducted on over 100 SHG images in order

to quantify the crystallinity of the sample. Two representative SHG images of the sample are
shown in Figure 2-2(A) and (B), and a histogram of particle size is illustrated in Figure 2-2(C).
The overall crystallinity of the sample was calculated to be 230 ppm using image analysis.
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Figure 2-2. Representative SHG image (A, B) of 100 ppm ritonavir in HPMC and a histogram (C)
of detected particle sizes.
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A number of potential sources of error contribute to the fact that the crystallinity determined
using SHG imaging differs from that quantified with gravimetric analysis by a factor of two,
including: (1) The sample was prepared as 100 ppm ritonavir in HPMC by weight, but SHG image
analysis returns measurements by particle volume; (2) Differences in densities and packing
densities of ritonavir and HPMC could lead to variations in SHG measurements[137, 138]; (3) It
is possible that the SHG images acquired for crystallinity analysis are not FOVs representative of
the entire ~kg bulk material; (4) SHG measured a total volume of ~0.5 μL, and at the 230 ppm
loading (by volume), the ~0.5 μL total volume corresponds to only ~100 μL of total crystalline
materials probed, which is very small and leads to variations in measurement. Nonetheless, the
trace crystallinity recovered using SHG is within 130 ppm of the anticipated value, and the result
is encouraging for subsequent quantitative trace crystallinity analysis.
Prior to conducting SHG-guided X-ray diffraction analysis with ritonavir in HPMC,
diffraction patterns of a single crystal of ritonavir were acquired at 120 different crystal
orientations to serve as ground truth data for the sample. Two representative images are shown in
Figure 2-3(A, B). A simulated 1D powder X-ray pattern was generated by summation of all 120
diffraction patterns (Figure 2-3C, blue plot), and was compared to the anticipated powder X-ray
diffraction pattern retrieved from Cambridge Structural Database (CSD, Figure 2-3C, red plot). A
good agreement was observed, with the exception of relative intensity between each peak. The
differences in individual peak intensity between the simulated powder X-ray diffraction pattern
and the anticipated pattern from CSD were expected, as only a small portion of all possible crystal
orientations were considered (only one rotational axis covering only 120 degrees).
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Figure 2-3. Single crystal diffraction images of ritonavir at two orientations (A, B) and a
comparison between simulated powder X-ray pattern (C, blue plot) and anticipated diffraction
pattern retrieved from CSD (C, red plot).
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Indexing was conducted on single crystal diffraction patterns, a representative result of
which is shown in Figure 2-4. Excellent agreement was observed between experimental X-ray
diffraction image of ritonavir and the predicted X-ray pattern based on lattice parameters from the
CSD entry for ritonavir. The indexing was conducted by the Fable software suite. This result
indicates that the indexing method employed in the present study is able to correctly recover single
crystal patterns without prior knowledge of the sample crystal’s orientation, and therefore initial
identification of detected crystalline material using SHG microscope can be confirmed by a
subsequent X-ray diffraction analysis via indexing.
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Figure 2-4. Representative result of single crystal diffraction pattern indexing.
A single crystal diffraction pattern acquired in the experiment is shown in (A), with portions of
the image zoomed in. Indexing is conducted by matching the observed pattern in experiment with
anticipated diffraction image from CSD, and the results are shown in (B), with red dots indicating
matched diffraction peaks between the experimental result and the anticipated pattern.
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Owing to the high selectivity and low detection limit of SHG microscopy, combining SHG
imaging with synchrotron X-ray has the potential to significantly lower the detection limit for trace
crystallinity analysis using X-ray diffraction experiments. Figure 5 includes a demonstration of the
SHG assisted X-ray diffraction experiment. A 100 ppm mixture of ritonavir in HPMC was used
as the sample system. The sample was analyzed using a conventional benchtop powder X-ray
diffraction system, resulting in a diffraction pattern dominated by scattering caused by amorphous
materials in the sample, as shown in Figure 2-5(C). In contrast, SHG guided X-ray diffraction
analysis was able to first detect crystalline ritonavir in the sample with SHG imaging, and recorded
subsequent synchrotron X-ray diffraction data by moving the region with the greatest SHG signal
to the center of the X-ray beam. The resulted X-ray diffraction pattern is shown in Figure 2-5(B),
with indexing results shown in red circles. The indexing shows an excellent agreement between
the experimental image and the anticipated ritonavir diffraction pattern, which supporting
composition of the crystal previously identified by SHG microscopy.
The integration of SHG imaging in synchrotron X-ray diffraction significantly reduces the
experiment time required for identifying composition of trace crystals. Although in principle, it is
possible to identify all crystalline materials by scanning the sample with X-ray beam, the time cost
for X-ray rastering can be significant. It is also possible to save time by X-ray rastering first with
a larger diameter beam to identify regions of interest and then acquire fine diffraction patterns with
a smaller diameter beam. However, this approach will only be viable for crystal of relatively larger
size. In contrast, by first identifying regions of interest with SHG imaging at a spatial resolution
of ~2 μm and then targeting the regions of interest directly with a small diameter X-ray beam to
suppress background from diffuse scattering can save considerable amount of experiment time.
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Figure 2-5. Results of SHG microscopy-guided X-ray diffraction analysis of 100 ppm sample of
ritonavir in HPMC.
(A) SHG signal from ritonavir, with red crosshairs indicating the center of the synchrotron X-ray
beam. (B) X-ray diffraction pattern acquired after relocating the SHG active region, i.e., area
circled in (A), to the center of the X-ray beam. Red circles in (B) indicate indexing results which
shows great agreement between the experimental X-ray diffraction pattern, and an anticipated Xray diffraction image retrieved from CSD. (C) A powder X-ray diffraction pattern acquired using
a benchtop powder X-ray diffraction system, showing scattering of amorphous materials
dominating the measured spectrum.
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The present work focuses on the integration of SHG into synchrotron X-ray diffraction
experiments. This general strategy, however, is applicable to more architectures for chiral crystal
analysis. If the regions of interest detected by SHG microscopy can be reliably located and
positioned, any point measurement that follows could in principle be conducted and benefit from
the high SNR, high selectivity nature of SHG imaging.

2.4

Summary
SHG microscopy and synchrotron X-ray diffraction were coupled for trace crystallinity of

API detection and analysis in amorphous materials. The hyphenated method was able to achieve a
100 ppm detection limit, which is more than one order of magnitude lower than previously reported
values. SHG-guided analysis significantly reduces the experiment time required for X-ray
diffraction analysis, and due to the generalizability of SHG microscopy, SHG-guided analysis
could potentially be applied to a large variety of applications.
The capabilities of rapid crystal identification and structural determination of SHG-guided
X-ray diffraction analysis have the potential to significantly reduce the turn-around times in
optimization of ASDs, in which even trace crystallinity can have profound impact on the
bioavailability of the packaged APIs.
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INTEGRATING MULTIMODAL NONLINEAR
OPTICAL MICROSCOPY WITH SYNCHROTRON X-RAY
DIFFRACTION

3.1

Introduction
Synchrotron X-ray sources, owing to their high photon flux and energy tunability, make an

indispensable tool for protein structure determination studies[139-147]. As the recent trend of
synchrotron facilities moving towards high brilliance X-ray sources, the capabilities of
synchrotron facilities for serial crystallography studies have reached new heights[148]. Another
trend of protein crystallography research is the introduction of XFELs[149-151]. With its “diffractbefore-destroy” approach, XFELs are capable of generating high resolution diffraction patterns for
nanometer- to micrometer- sized objects without the requirement of crystalline periodicity in the
sample[152].
As synchrotron facilities are making these upgrades toward faster crystal analysis, the
amount of data collected per unit time has increased significantly. As a result, the need for reliable
and fast methods for automation is rapidly increasing, specifically the need for a fast and reliable
method to automatically locate and center protein crystals on-site[140, 153-157]. The most
implemented techniques include ultra violet (UV) fluorescence imaging[156, 158, 159], BF
imaging[154, 156, 160], and X-ray rastering[153, 155, 157, 161, 162]. However, all of these
conventional techniques exhibit serious limitations. UV fluorescence is not compatible with many
of the most commonly used sample loops, and can impose photochemical damage to the
sample[156, 158, 159]. BF imaging is fast and reliable when a sample consists of large crystals
with little to no interference from light scattering materials (e.g., lipid cubic phase) within the
sample, but as structure studies are trending towards smaller crystals (~1 μm) and automated
identification and centering, BF imaging is not capable to producing background-free, high SNR,
high contrast information for the samples. X-ray rastering utilizes the synchrotron X-ray source
itself and is readily available on all synchrotron facilities[153, 155, 157, 161, 162], but imposes
X-ray exposure on the sample prior to diffraction analysis, and therefore is prone to sample damage
prior to data collection[163]. In addition, X-ray rastering is relatively time-consuming. Even with
the current trend of upgrading X-ray detector to high-speed X-ray array detectors[164, 165], Xray rastering may take several minutes or even longer to finish. Furthermore, to identify crystals
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of small size within the sample, it is required to utilize a beam small in diameter to suppress diffuse
scattering, and a dilemma occurs that fine beam rastering significantly prolongs the time for
positioning, while rough beam rastering will tend to fail to detect crystals that are small in size.
A nonlinear optical imaging microscope system was previously integrated on a synchrotron
beamline, which utilizes two imaging modalities, SHG and TPE-UVF, for fast identification and
centering of protein crystals[131]. SHG is capable to producing high-contrast, high SNR images
of chiral crystals within the sample with no interference from amorphous materials[98, 166], and
TPE-UVF provides imaging with high sensitivity to tryptophan residues with minimal
fluorescence signal from areas outside the focal volume[167]. Previous estimation shows that 84%
of all protein crystals in the Protein Data Bank can be detected by SHG[168], and with
complementary TPE-UVF imaging, this coverage is expected to increase furthermore. This
instrument has proven to reliably detect protein crystal in turbid media without risking imposing
damage on the sample prior to structure determination with fine beam synchrotron X-ray.
In an effort to provide further benefit of nonlinear optical imaging on synchrotron beamline,
a significant number of upgrades have been introduced to the existing hardware. The upgrades
include new imaging modalities and new electronics to allow SD.

3.2

Experimental Section

3.2.1

Hardware Upgrades

Based on the aforementioned instrument[131, 163], the nonlinear optical imaging system
has received upgrades on changes to the optical path, and the latest electronics for SD. In brief, the
upgraded multi-modal microscopy system utilized a 1064 nm ultrafast laser (Fianium FemtoPower
1060, 50 MHz, 1060 fs pulses) to induce SHG, TPEF, and BF response from the sample. A heated
doubling crystal (Newlight Photonics Inc., SHG1663-IM, HTS 85141000) was utilized for
frequency doubling to provide 532 nm incident light for TPE-UVF, fluorescence, and BF imaging.
Sample was scanned using the 1064 nm and 532 nm incident light, with a galvanometer scanning
mirror (Cambridge Technology, 6210 H), and a 7.8 kHz resonant scanning mirror (Cambridge
Technology, 1-003-3002509). The fundamental beam was focused on the sample with a 10×
objective (Optem, 28-21-10), and the generated signal at the sample was then collected in
transmission direction by a 25 mm lens (ThorLabs, f=35 mm UV fused silica). The 1064 light was
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separated by a 700 nm long-pass dichroic mirror (Semrock, FF705-Di01-25×36) and detected with
a photodiode (PD, ThorLabs, DET10A). The signal detected at this PD was averaged to form laser
transmittance BF image. A plano-convex lens (ThorLabs, f=25.4 mm) guided both SHG and
fluorescence signals into a near-UV compatible liquid light guide (Oriel Instruments, 77554),
followed by recollimation with another plano-convex lens (ThorLabs, f=25.4 mm) at the exit of
the liquid light guide. Both SHG and TPE-UVF were reflected off a primary dichroic beam splitter
(Semrock, FF555-Di03-25×36), while TPEF and fluorescence signals were transmitted and then
focused onto the face of a photomultiplier tube (PMT, Hamamatsu, H10722-10) with a planoconvex lens (ThorLabs, f=60 mm). SHG and TPE-UVF reflected off the primary dichroic beam
splitter were then separated with a secondary dichroic beam splitter (Chroma, z1064rdc-sp) for
selective detection of SHG signal and TPE-UVF signal. SHG signal was then detected with a PMT
(Hamamatsu, H10722-10) after filtering with two filters (Chroma, HQ530/30m and Chroma,
03FCG567/KG3) and focused with a plano-convex lens (ThorLabs, f=60 mm), and TPE-UVF
signals were collected using a PMT (Hamamatsu, H10722-10) after passing through two filters
(Semrock, SP01-532RS-25 and Semrock, FF01-440/SP-25) and focused with a plano-convex lens
(ThorLabs, f=60 mm). Image resolution obtained was 512 px × 512 px, with an integration time
of 0.25 μs per pixel, which is equivalent of a frame rate of 15 frames per second (fps). Electronic
upgrades include a new data acquisition card (AlazarTech, ATS 9440), which is a programmable
fast oscilloscope digitizer with a PCI-Express interface for convenient data process. The new data
acquisition card allows SD to be implemented on the microscope system. SD is a technique to
collect signal in the time domain only when a laser pulse is fired, which leads to a drastic
improvement on SNR[135].

3.2.2

Sample Preparation

Full length mCherry protein was cloned into pGEX6P1 and transformed into Rosetta cells
using standard cloning protocols. Cells were grown to an optical density of 0.4-0.6 and induced
by the addition of 200 μM IPTG, and temperature was then reduced to 18 ˚C for 16-18 h. The
cultures were harvested by centrifugation and lysed via French Press. Acquired lysates were
cleared by centrifuging at 100000 g for 1 h and the protein was then purified following standard
GST purification protocols. Further sample purification was done by size exclusion
chromatography and concentrated to 20 mg/mL. Protein crystals were grown using both sitting
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drop and hanging drop vapor diffusion methods at room temperature following a previously
published crystallization protocol[169]. Crystals started to grow in drops within one to four days.

3.3

Results and Discussion
The introduction of SD into the signal collection side made simultaneous acquisition of SHG,

TPEF and BF images in IR mode (1064 nm incident beam) and simultaneous collection of TPEUVF, fluorescence and BF images in green mode (532 nm incident beam). The system’s imaging
capabilities were illustrated in Figure 3-1, with energy diagrams for each imaging modality
overlaid. The new imaging modalities provided complementary information on protein crystal
samples. The capability of Z scanning allowed for 3D imaging of samples, and provided spatial
information about the protein crystals in the sample in all three dimensions. The spatial resolution
along the Z direction is 20 μm, which is significantly lower than the 1 μm spatial resolution in the
XY plane (specified later) due to the DOF being ~20 μm. High spatial resolution information along
the Z direction can be acquired by rotating the sample 90˚ and acquiring a stack of images through
the sample perpendicular to the original Z direction.

24

Figure 3-1. Multi-modal images of mCherry protein crystal obtained with the upgraded nonlinear
optical microscope at GM/CA @ APS.
Images on the top row were acquired in green mode, with (a) fluorescence imaging, (b) TPE-UVF,
and (c) BF being acquired simultaneously. Images on the bottom row were acquired in IR mode,
with (d) SHG imaging, (e) TPEF, and (f) BF being acquired simultaneously. All images were
acquired with a 0.25 μs pixel dwell time with 512 frames averaged together.
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The new data acquisition module allowed for 512 px × 512 px images, which was an 8-fold
improvement over the original instrument’s 256 px × 128 px resolution. Higher spatial resolution,
in combination with a higher SNR, allowed for detection of smaller crystals. As can be seen in
Figure 3-2, which is a zoomed-in portion of an acquired image, it is made possible to identify and
resolve protein crystals of smaller size and observe fine details than using conventional methods.
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Figure 3-2. Three imaging modalities, (a) TPEF, (b) SHG, and (c) BF, acquired simultaneously in
IR mode, with portions of the images zoomed in.
The facing arrows in (b) highlight a needle-shaped crystal with a cross-section diameter of ~1 μm,
which illustrates the advantage in spatial resolution provided by tight focus of two-photon excited
process. All images were acquired with 0.25 μm pixel dwell time with 256 frames averaged
together.
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Apart from an increase in image resolution, another benefit from the upgraded digitizers is
the much improved SNR that leads to a significant reduction in measurement time. In the original
system, the data acquisition cards were based on photon counting using electronic discrimination,
which uses a voltage threshold to determine if a photon event occurs. There are two major
limitations using this approach: (i) both background from stray room light and the inherent darkcounts from the photocathode in the PMT contributed to the photon counting. (ii) the
measurements were limited to low light levels due to signal saturation on the PMT. In comparison,
the implementation of SD ensured all electronics in synchronization with laser pulses, therefore
the non-coincident detector events were neglected, such that background signal was suppressed.
In the case of nonlinear optical imaging microscopy, the voltage transient Is faster relative to laser
repetition rate (~1.5 ns vs 20 ns), and the improvement on SNR via SD was as a result significant.
In addition, both photon counting (suitable for low-light conditions) and signal averaging (suitable
for high-light conditions) could be conducted simultaneous to meet different imaging requirements.
The expected enhancement in SNR from SD can be calculated from statistics. The peak
voltage of a photon event imposed on the detector has contribution from two events: (i) The
Poisson distribution of the number of photons hitting the detector for one single laser pulse; and
(ii) the voltage peak height distribution of the PMT response to a photon event. When the
probability of concurrent photon hitting the detector is low, the voltage peak height distribution
indicates the distribution of inherent detector gain following ejection of an electron from the
photocathode. Additionally, the gain itself is a product of multiple random events in the PMT, the
voltage peak height distribution is generally modeled as a lognormal probability density function
(pdf).
Consider the case of asynchrotronous digitization where the digitization time is random
relative to the photo event, a third random variable is needed to represent the condition. As shown
in Figure 3-3, the rise and fall time for the voltage transient is non-trivial for ultrafast laser. The
impulse response function (IRF) of the detector was characterized previously:
𝜏
𝜏
IRF(𝜏) = exp (− ) cos [(2𝜋
) + 4.6] , 𝜏 > 0.
2.1
5.4
Digitization conducted in this manner will spread out across the IRF, resulting in broadening
and lowering of the recovered peak height distribution. In comparison, in SD, each photon event
can be optimized to overlap with the maximum position of the IRF. The recovered voltage peak

28
height distribution therefore represents the inherent response of the detector. Figure 3-3 illustrates
the comparison between asynchronous digitization and SD. Simulations of the peak height
distribution from both SD and asynchronous digitization were conducted in order to quantify the
enhancement of SNR from SD. Z-cut quartz was used as a reference material for SHG signal
calibration. The voltage peak height distribution of both SD and asynchronous digitization were
recovered by plotting a histogram of observed voltages. A global threshold determined by
background noise level of the detector was applied to perform photon counting, and then peak
height distributions were fitted to a lognormal distribution.
To evaluate the approach to peak height distribution analysis outlined above, simulations of
the peak height distribution were conducted based on measured detector characteristics from SD
measurements and measured IRF. A comparison of the observed peak height distribution
broadening in asynchronous digitization and predicted results from SD are summarized in Table
3-1 and Figure 3-3(b). The mathematics model of the peak height distribution first simulates
unbroadened voltages expected in SD, and then multiplies each digitization event with a random
location on the IRF to simulate expected values in asynchronous digitization. The same photon
counting threshold was applied, and the histogram of the simulated signal was fitted to an
exponential decay function.
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Table 3-1. Fitting results for SD and asynchronous digitization peak height distribution to an
exponential decay function.

𝐴(V)

𝜈(ns)

Experimental SD fit

1.8 ± 0.6

0.013 ± 0.004

Experimental asynchronous digitization fit

2.6 ± 0.6

0.010 ± 0.001

Predicted asynchronous digitization fit

2.6 ± 0.3

0.0099 ± 0.0006

Parameters were obtained from a fit of the experimentally measured voltage peak height
𝑉
distribution coming from single photon events to the equation PHD(V) = 𝐴 exp (− )
𝜈
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Figure 3-3. Illustration of SNR enhancement provided by SD for low light detection, in which the
digitizer module is clocked to record the voltage transient produced by single photon events in
synchronization with the laser pulses.
(a) Simulated raw time-dependent signal streaming from a detector. Red arrows points at data
recording with SD, and blue arrows point at data recording with asynchronous digitization. (b)
Simulated voltage peak height distribution for a single photon event detected on the detector in SD
(red) and asynchronous digitization (blue). The trailing of the pdf is much less pronounced in SD,
which results in a higher SNR in the recovered images.

31
The fit to the peak height distribution of the simulated signal is in good agreement with the
fit to the peak height distribution of the experimental measurements using asynchronous
digitization. The accurate recovery of ν suggests that the IRF dictates the disparity between SD
and asynchronous digitization in terms of SNR, which is consistent with the hypothesis. The SNR
enhancement enabled by SD can be quantified by comparing the integral of IRF for asynchronous
digitization with a uniform distribution that occurs in SD, and the net SNR enhancement was
determined to be ~15.6× improvement over asynchronous digitization. As a result, increases in
both frame rate and image resolution led to no significant loss in image SNR.
The improved image resolution of ~1 μm is a good match with the synchrotron X-ray beam
size to be upgraded in the future, which allows for the use of the nonlinear optical microscope for
identification of crystalline materials to guide serial crystallography experiments. Active areas
identified in the nonlinear optical images acquired by the system can rapidly provide a list of
coordinates for the crystalline materials in the focal volume, followed by the centering at these
coordinates for subsequent synchrotron X-ray diffraction experiments. Probing only the active
regions in the nonlinear optical images provides accurate localization of crystals, and can
significantly reduce the overall experiment time, and can avoid the extra sample exposure to Xray radiation prior to X-ray data acquisition compared to crystal identification with X-ray rastering.
The advantage of the introduction of multi-modal imaging compared to the previous
instrument is significant in its reduction of the false negative rate. The probability of missing
crystalline materials due to their inactivity under one specific imaging method is reduced, as
simultaneously acquired images under other imaging modalities provide complementary
information. Another advantage of the current instrument setup, which uses the same platform for
multiple imaging modalities, is that it allows for straightforward registry of different regions in the
FOV. Images acquired with different modalities can be overlaid direction for comparison, and
active regions in the nonlinear optical images can be correlated to the regions in the laser BF
images, which also can be referenced to the conventional BF imaging available on existing
cameras on the facilities. It is however worth noting that a minor spatial offset exists between
images acquired under IR mode and green mode, as a result of different reflective surfaces on one
of the dichroic mirrors for the two modes prior to the excitation objective before the sample. There
is also a minor difference in the position of the focal planes of the two modes due to the chromatic
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aberrations that arise from focusing 1064 nm and 532 nm incident light through the same objective.
Both issues can be solved by software correction.
Such direct registry between different imaging modalities can also potentially be fully
utilized in incorporate machine learning algorithms for automated crystal positioning. BF images
exhibit high spatial resolution but low sensitivity for crystals; SHG, TPE-UVF, and TPEF provide
high selectivity for crystals and tight localization in 3D; fluorescence imaging has high SNR for
fluorophore in the sample, but at the cost of low spatial resolution. Each of these measurements
provides complementary information on crystalline materials in the sample, therefore a welldesigned machine learning algorithm can be utilized to combine and interpret data collected in all
of these imaging modalities, which can give even more accurate identification and localization of
crystals.

3.4

Summary
The nonlinear optical microscope installed on-axis at a synchrotron X-ray facility has

received significant upgrades, adding three new image modalities (TPEF, fluorescence, and BF)
to further complement the original two-mode setup (SHG and TPE-UVF), which significantly
reduced the false negative rate for protein crystal detection and centering for subsequent X-ray
diffraction experiments. Furthermore, a new data acquisition module has been introduced to the
system and has significantly increased SNR in data acquisition, allowing for video-rate (15 fps),
high resolution (512 px × 512 px pixel resolution, ~1 μm spatial resolution) imaging of three of
the six imaging modalities simultaneously with perfect image registry within each of the three
modalities. The enhanced ability to detect protein crystals with the new system further paves the
way for practical high-throughput automated serial crystallography of protein samples.
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QUANTITATIVE ANALYSIS OF POWDER SAMPLES
BY SHG MICROSCOPY

4.1

Introduction
Nonlinear optical techniques have seen increasing use in analysis of solid-state

pharmaceutical materials, thanks to the decreasing cost and complexity of spectroscopy and
microscopy systems. Specifically, SHG activity of powder samples is routinely used for rapid
prescreening of API candidates[97], identification of phase transition in samples[170-172],
crystallinity analysis of API powders[95, 96, 129], and polymorphism discrimination of APIs[92].
Advantages of powder SHG measurement for API analysis include low limit of detection, low
damage to sample, high signal to noise ratio, and low cost of automation[170, 173]. Quantitative
analysis of powder SHG activities within API is often utilized for crystallinity measurements of
samples[95, 99, 129, 174-178]. It has been reported that SHG imaging is able to detect trace
crystallinity of API samples within amorphous materials at ppm regime. The high signal-to-noise
ratio and low detection limit has the potential to allow for optimization of ASDs at a significantly
increased speed.
However, most of the aforementioned applications of powder SHG depend on a quantitative
method that can reliably recover SHG activities within the powder sample, and unfortunately,
reproducible quantitative measurement of powder SHG intensities is hindered by the variance of
SHG signal of the sample, due to a large number of factors including the sample’s crystal size
distribution, the thickness of the sample, the presence or absence of phase-matching, and density
of material packing[179-182]. As for today the Kurtz-Perry method remains the most utilized
approach for SHG signal quantitation. It works by repeatedly recording both transmitted and
backscattered SHG[182], and using the relationship between integrated SHG intensity and particle
size to distinguish between PM and non phase matching (NPM) materials. PM refers to the
phenomenon of both fundamental and second harmonic having the same refractive index. It is
strongly correlated with the SHG activity of powder samples. Additionally, the amount of impact
of PM has on the powder SHG intensity is also strongly correlated with the size distribution of the
sample particles, therefore data fitting and analysis must take sizes of powder samples into account,
when SHG images are used for powder analysis with the presence of PM[179-182].
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Several approaches to improve the KP method for powder SHG analysis have been
suggested in recent years. Aramburu et al. have made an attempt to include scattering in the KP
method[179]. Kiguchi et al. have suggested that impacts of PM can be significantly reduced by
using an evanescent wave in a total internal reflection configuration, which limits the interaction
length of the fundamental beam within the powder sample to less than the wavelength of the
light[183, 184]. However, in these experiments, the number of observables available is very
limited. This significantly complicates analysis of competing factors that contributes to the
integrated powder SHG intensity. As a result, reliably recovering the relationship between the
characteristics of powder samples and their SHG activity, and reproducible quantitation of
nonlinear susceptibility remains a challenge.
In the present work, a new data analysis approach based on image analysis of SHG
microscopy is proposed that significantly increases the number of observables available in powder
sample experiments. The impacts on SHG activity from numerical aperture (NA), PM, light
scattering, materials packing density, orientation of crystals, size of powder particles are all taken
into account in this strategy. Prediction and experiments are conducted for both isolated
nanoparticles and condensedly packed powder samples.

4.2

Method and Theory
Three separate and individual effects are included in the modeling as potential factors that

limit the interaction length between the fundamental beam and crystal powder sample that
generates SHG signals: (i) the scattering length, (ii) the forward coherence length, and (iii) the
DOF. A theoretical framework established by Aramburu et al. is utilized to account for scattering
effects[179-181]. This framework explicitly introduces optical scattering to the modeling
explicitly. With modest modification of the framework for adaptability for microscopic
experiments, the scattering length 𝑙s can be expressed as:
𝑙s =

1
𝜌𝜎s

(4-1)

In eq. 4-1 𝜌 is the density of scatterers, and 𝜎s is the scattering cross section of each particle.
In the cases of high refractive index (RI) mismatch (e.g., powder sample in air), the non-forward
scattering cross section 𝜎s,non−forward is equivalent to the geometrical area of the particle, as
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scattered and transmitted portions of the beam both lead to the loss of coherence. If we assume the
refracted and scattered portions are approximately equal in magnitude, then the net scattering cross
section 𝜎s is twice the non-forward scattering cross section, namely,
1
𝜎s,non−forward ≅ 𝜋𝑅2 ≅ 𝜎s
2

(4-2)

In eq. 4-2, 𝑅 is the radius of the equivalent spherical scattering area. Then we substitute 𝜌 in
4

eq. 4-1 using 𝑓 = 𝜌 𝜋𝑅3 , and the scattering length 𝑙s can be expressed by the fraction of occupied
3

volume:
𝑙s ≅

4𝜋𝑅3 1
2𝑅
=
≅𝑅
2
3𝑓 2𝜋𝑅
3𝑓

(4-3)

For a condensedly packed sample consisting of spherical objects, the occupied volume
2

approaches 𝑓 = ,[179] which gives the final approximation of 𝑙s ≅ 𝑅.
3

To account for the aforementioned three different interactions that contributes to the
effective interaction length over which SHG is coherently generated within a powdered sample,
i.e., the DOF 𝑙d , the coherence length 𝑙c , and the scattering length 𝑙s , we make estimates of the net
effective interaction length by applying different limiting conditions in separate steps in order to
reduce the complexity of discussion.
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Figure 4-1. Illustration of net effective volumes under different effective interaction lengths.
Three conditions are considered in the present work. (a) When DOF limits the effective interaction
length, the net effective volume is given by geometrical volume multiplied by the DOF; (b) When
interaction length is limited by the coherent length, net effective volume is scaled by cosine
function, shown as the gray scale in the slice; (c) When scattering length limits the effective
interaction length, the net effective volume is given by the geometrical volume of a sphere with a
cross section of A.
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The simplest condition is when the DOF limits the interaction. In this case, the net effective
volume that generates SHG signal is given by the geometrical cross section of the particle
multiplied by the DOF, namely,
𝑉d = 𝐴𝑙d

(4-4)

In eq. 4-4, 𝑉d is the effective volume contributed by the DOF, and 𝐴 is the cross sectional
area of the particle.
The second case is when interaction length is ultimately limited by the cohere length 𝑙c , then
the only contribution to the detected SHG is from the cross section of the particle within 𝑙c . 𝑙c is
2

the length at which fundamental and doubled frequencies are phase-shifted by , and the next
𝜋

incremental contribution to SHG will thus become destructive interference. The effective volume
2

that generates SHG by coherence length is 𝑙c multiplied by a net factor of , as is shown in the
𝜋

equation below:
𝜋/2

𝑉c = 𝐴𝑙c

∫0

cos 𝑧 d𝑧

𝜋/2
∫0 d𝑧

=

2
𝐴𝑙
𝜋 c

(4-5)

The third condition is when the net interaction length is limited by the scattering length. In
this case, the DOF is relatively large compared to the radius of the particles. Therefore, the
effective volume 𝑉s is equivalent to the volume of a sphere of cross-section 𝜋𝑅2 , described as:
4
4
𝑉s = 𝜋𝑅3 = 𝐴𝑙s
3
3

(4-6)

Because the scattering length 𝑙s can be experimentally measured from the integrated SHG
intensity of Z scan images, it can be conveniently used as a reference point for classifying the
experimental condition into one of the three conditions described above, in order to identify the
3

appropriate expression of the net effective volume. When 𝑙d ≤ 𝑙s , DOF dictates the interaction
4

3

length; when 𝑙d < 𝑙𝑠 ≤
4

3

𝑙 ,
2𝜋 c

3

𝑙
2𝜋 c

, the scattering length dictates the interaction length; when 𝑙𝑠 >

coherent length has the dominating impact on interaction length.
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The optical model established by Saleh and Teich[185] is applied to describe interactions
within the focal volume. The model is based on paraxial approximation for a focused Gaussian
beam, and implicitly accounts for electric field generated by both in forward coherent length and
the DOF. The amplitude and phase of the fundamental in adjacency of the focal volume can be
described as:
𝐸

𝜔 (𝑧,

𝜌) =

𝐸0𝜔

𝑊0𝜔
𝜌2
𝜌2
𝜔
𝜔
exp (− 𝜔 ) exp {−𝑖 [𝑘𝑧 𝑧 + 𝑘𝑧
𝑊 𝜔 (𝑧)
𝑊 (𝑧)
2𝑅𝜔 (𝑧)
(4-7)

𝑧
− 𝑎 tan ( )]}
𝑧0
𝑧0𝜔 =

𝜆𝜔
0
𝜋(𝜃0𝜔 )2

(4-8)

In eq. 4-7 and eq. 4-8,
𝑊

𝜔 (𝑧)

=

𝑊0𝜔 √1

𝑧
+ ( 𝜔)
𝑧0

2

2

𝑅

𝜔 (𝑧)

𝑧0𝜔
= 𝑧 [1 + ( ) ]
𝑧

(4-9)
(4-10)

In the case of SHG generated in the copropagating direction, we have:
𝐸 2𝜔 = (𝜒 (2) : 𝐸 𝜔 𝐸 𝜔 )
𝜃02𝜔 =

1
√2

𝜃0𝜔

(4-10)
(4-11)

This indicates a decrease in cone angle, which is a result of the quadratic relationship
between SHG and incident intensity. The resulting quantities are as follows:
𝑧02𝜔 =

𝑊02𝜔

𝜆𝜔
0
2𝜋𝜃02𝜔

2𝜔
𝜆𝜔
0 𝑧0
√
=
2𝜋

𝑘 2𝜔 =

2𝜋𝑛2𝜔
𝜆𝜔
0 /2

(4-12)
(4-13)

(4-14)
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Introducing eq. 4-12, 4-13, and 4-14 into. 4-7, we have a description of the electric field for
doubled frequency in adjacency of the focal volume:
𝐸𝑖2𝜔 = 𝐸02𝜔

𝑊02𝜔
𝜌2
𝜌2
2𝜔
2𝜔
exp
(−
)
exp
{−𝑖
𝑧
+
𝑘
[𝑘
𝑧
𝑧
𝑊 2𝜔 (𝑧)
𝑊 2𝜔 (𝑧)
2𝑅2𝜔 (𝑧)
(4-15)

𝑧
− 𝑎 tan ( )]}
𝑧0

In an experimental setup, the electric field SHG generated at a ∆𝑧 slice in the focal volume
is contributed from two components: the SHG generated from the current slice, and the SHG
generated from previous slices. In the case of coherent summation and PM, the resulting electric
field has a quadratic scaling of the field along 𝑧 direction. Taking into account this quadratic
scaling, as well as the tensor for frequency conversion within the crystal, we have:
∆𝐸𝑖2𝜔 = (𝜒𝑖𝑗𝑘 : 𝑒̂𝑗 𝑒̂𝑘 )

𝑊02𝜔
𝜌2
𝜌2
2𝜔
2𝜔
exp
(−
)
exp
{−𝑖
𝑧
+
𝑘
[𝑘
𝑧
𝑧
𝑊 2𝜔 (𝑧)
𝑊 2𝜔 (𝑧)
2𝑅2𝜔 (𝑧)
(4-16)

𝑧
− 𝑎 tan ( )]}
𝑧0

Eq. 4-16 describes the increment of SHG electric field at each slice. (𝜒𝑖𝑗𝑘 : 𝑒̂𝑗 𝑒̂𝑘 ) is a scalar
proportionality constant for the i-polarized doubled field under unit j-polarized and k-polarized
fundamental fields.
In order to calculate the integrated SHG at the front face in the focal plane (𝑧 = 0), we can
integrate over the intensity and phase of each incremental SHG at each slice, and have:
2

∞ 𝑙int
2𝜔
𝐼net
∝ |∫ ∫ |𝐸 2𝜔 (𝑧, 𝜌)|2 𝑒 𝑖𝛿 d𝑧d𝜌|

(4-17)

0 0

In eq. 4-17, the phase term 𝛿 is defined as the argument between the square of the
fundamental field and the propagating second harmonic field, which is:
2

(𝐸 𝜔 (𝑧, 𝜌))
𝛿(𝑧, 𝜌) = arg [ 2𝜔
]
𝐸 (𝑧, 𝜌)

(4-18)
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In the absence of dispersion, the phase difference between the fundamental and second
𝑧

harmonic is only dependent on the Guoy phase shift, given by 𝑎 tan ( ). However, when low NA
𝑧0

optics are being used, the Guoy shift varies slowly and its impact can be neglected. In the opposite
case where dispersion is present, the phase shift calculated by eq. 4-16 indicates oscillations in
collected SHG as a function of crystal thickness.

4.3

Experimental Section

4.3.1

Sample Preparation

500 nm diameter barium titanate (BaTiO3) nanoparticles were purchased from US
Research Nanomaterials, Inc., and suspended in polyethylene glycol (PEG, molar weight = 380420 g/mol) between glass coverslips. scanning electron microscopy was used to determine the size
distribution of BaTiO3. 0.01 g of BaTiO3 nanoparticles were mixed in 1 g of molten PEG in hot
water bath.
Fine powder sucrose sample was prepared by grounding with a mortar and a pestle. Ground
sucrose was sieved with a 25 μm × 25 μm mesh, and loaded in square capillary tubes (diameter:
400 μm). All capillaries were loaded with sample to a similar height (~0.7 cm). Same procedure
was conducted by loading fine powder sucrose sample into round capillaries (diameter: 400 μm).

4.3.2

SHG Imaging

A custom built beam scanning microscope was utilized for imaging in the present work.
An ultrafast Ti:sapphire mode-locked laser (Tsunami, Spectra-Physics, 800 nm, 80 MHz, 125 fs,
10 mW) was focused through a 10× objective (CFI Plan Fluo, Nikon, NA = 0.30), and sample was
scanned with a resonant scanning mirror (CambridgeTech, 7.8 kHz), and a galvanometer slow
scanning mirror. Scanning on the Z axis was achieved by translating the sample with a motion
platform controller (Newport). SHG signal generated at the sample was collected on the epi
direction with the same aforementioned objective, passed through a 680 nm long-pass filter, and
transmitted onto a PMT. Data acquisition system based on SD was implemented and clocked in
synchronization with the laser pulse frequency on a 10 MHz phase-locked loop (PLL)[135].
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Collected SHG signals were then binned into 512 px × 512 px resolution images. The spatial
resolution of this microscope system was determined to be 0.87 μm/px with a 1951 USAF
resolution test chart. Under this setup, the scattering length of the incident light is significantly
shorter than the prepared powder samples. Thus the collected SHG signal consists of contributions
from both backward-generated signal and backward scattering of forward-generated SHG.

4.4

Results and Discussion

4.4.1

Simulated Impact of NA

Using the theoretical model outlined in previous sections, predictions of the model are
generated, and results are shown in Figure 4-2. The traces that correspond to single crystals differ
only in the PM vs NPM nature of nonlinear optical interaction. The simulation uses averaged RI
at both 1064 nm and 532 nm, for both nonaromatic and aromatic organic condensed phases. SHG
intensity is graphed as a function of average particle size. In PM conditions, DOF dominates the
interaction lengths, and in NPM conditions, intriguing patterns can be observed, as different NA
optics result in very different trends of SHG activity.
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Figure 4-2. Simulated integrated SHG activity of a powder sample as a function of particle size
for both PM and NPM conditions.
Predictions were conducted using average optical constants and coherent lengths for nine
nonaromatic organic molecules (a-c) and seven aromatic organic molecules (d-f).
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As NA increases, the difference in SHG activity between PM and NPM crystals is
drastically reduced. For example, for nonaromatic organic materials with relatively long coherent
2𝜔 2𝜔
lengths of ~31 μm, the ratio of PM to NPM SHG signal for 100 μm particle was 𝐼PM
: 𝐼𝑁𝑃𝑀 = 1.4.

The ratio goes to 15 when NA is 0.1, and 32 when NA is 0.05. This can be interpreted as a decrease
in measurement sensitivity distinguishing PM and NPM when NA increases, as a result of DOF
taking a dominant role in determining the effective interaction length. This simulation result shows
that, in practice, the use of higher NA optics can reduce the SHG intensity uncertainties that arise
from PM and NPM conditions. However, in order to minimize variance that arises from limited
area of measurement, it is also necessary to average over a large FOV, which means a lower NA
objective is preferred. There is, therefore, a competing situation that a sweet spot for a proper NA
to be utilized in the setup of the instrument.
In the pursuit of this balance between higher and lower NA optics, we analyze the
anticipated coherence length from a nonaromatic organic sample. Unfortunately, it is challenging
to directly measure the optical constants of organic samples, and very limited literature reports
these constants. Nonetheless, there still is a decent amount of data for general estimation of
coherence lengths in organic samples. We have pooled the results from 14 different organic liquids,
and calculated the average coherent length to be 24 μm (± 11 μm). Considering just nonaromatic
organic samples, then the coherence length is 31 μm (± 6 μm). These two values are in agreement
with the ~17 μm DOF from the 10× objective used in the experiment. As a result, DOF dictates
the effective interaction length.

4.4.2

Isolated Point Measurements

A series of isolated point measurements was performed using BaTiO3 nanoparticles to form
our ground truth for characterizing the SHG intensity in the absence of interfering factors. Results
are shown in Figure 4-3. The per particle SHG intensity is dependent on both the axial position of
the particle relative to the focal plane, and the orientation of the particle. The variance caused by
axial position can be amended by making a per particle analysis at the focal plane where SHG
intensity is at maximum in the 𝑧 stack prior to powder analysis. Because the position of particles
in the in the 𝑧 stack is random, the collected SHG signal will have significant broadening in the 𝑧
profile. To eliminate such broadening in the measurements, a new 𝑧 stack (125 px × 125 px ×
length of 𝑧 length) is made by cropping out 25 nanoparticles in the original 𝑧 stack. Then a 𝑧
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correction is conducted by shifting the 𝑧 stack for each particles to ensure the maximum intensity
is reached at the center of the stack. This operation results in 25 𝑧 stack for each cropped
nanoparticles, and the 𝑧 profiles exhibit a Lorentzian distribution, which is consistent with the
expectation for a Gaussian incident beam[185]. The DOF is given by twice the Rayleigh range to
be 16.9 ± 0.1 μm, which is larger than the theoretically calculated 7.07 μm for a 0.3 NA 10×
objective with 1064 nm incident beam. This is equivalent to an objective with a 0.2 effective NA
objective.
A histogram of particle signal intensity is shown in Figure 4-3(c) based on the images with
𝑧 shifted stacks. The measured distribution is shown in dark blue, and the theoretical distribution
is overlaid in light blue. The theoretical calculation is based on a Monte Carlo simulation, assuming
all particle orientations are equally probable in the FOV. All parameters used in the theoretical
calculations were produced from previously reported tensor elements of BaTiO3[186], and
independent of linear optical effects such as PM. In addition, because the size of the nanoparticles
is significantly smaller in scale compared to the forward coherence length, the interplay between
linear and nonlinear optical properties is also removed, with predicted SHG intensity per unit
volume exclusively dependent on the native hyperpolarizability of the lattice.
Although theoretical estimations and experimental results exhibit a good match, the sample
used in these isolated imaging measurements is not a good representative for typical powder
samples in practical applications. In most cases, samples used in practical applications of powder
analysis have a much larger variance in their sizes compared to the BaTiO3 nanoparticles used
here. Additionally, samples in practical applications tend to have a higher packing density, while
the BaTiO3 nanoparticles used in isolated point measurements are well separated in the FOV.
Nonetheless, these isolated point measurements with BaTiO3 nanoparticles can be used for (i)
characterization of the axial (𝑧) profile of the incident beam, and (ii) characterization as a reference
material for absolute quantitation of the lattice hyperpolarizabilities of powdered samples.
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Figure 4-3. Beam intensity profile as a function of 𝑧 position.
(a) A representative SHG image of 500 nm BaTiO3 nanoparticles suspended in PEG. 25
nanoparticles were randomly chosen and cropped out from the raw image with 30 px × 30 px area
for each of the particles. Cropped particles were then assembled to form a new image stack. The
image stack was then 𝑧 shifted to ensure all 25 nanoparticles are in the same focal plane. (b)
Observed SHG intensity as a function of 𝑧 position (red circles), and a nonlinear fit to a Lorentzian
function (blue line). The recovered Rayleigh range of this Lorentzian profile was 8.44 ± 0.05 μm.
The brightest frame of the new image stack is shown in the inset. (c) Intensity distribution of
particles (dark blue) from the brightest frame, compared to the theoretical prediction of the
intensity distribution (light blue) based on literature values for BaTiO3 tensor elements.
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4.4.3

Optical Scattering Measurements

Introducing the effects from optical scattering in quantitative SHG microscopy analysis of
powder samples, and the results are shown in Figure 4-6. Acquired SHG image stacks were 𝑧
shifted on a per-pixel basis, and integrated SHG intensity was calculated by summing the intensity
at each pixel across the FOV at each 𝑧 position. With such treatment, the overall SHG intensity is
expected to decay exponentially following the Beer-Lambert law because of the signal loss from
light scattering[187]. We thus modeled the integrated SHG intensity as a function of 𝑧 position to
a Lorentzian beam profile convolved with an exponential function, and conducted a nonlinear fit.
Fitting results yielded an SHG exponential decay length of 4.71 ± 0.06 μm, which is significantly
smaller than both DOF and the anticipated forward coherence length. The result is consistent with
the limits shown in Figure 4-2 that suggests a minimal difference between SHG produced from
PM and NPM conditions. The relatively short decay length also is consistent with only a relatively
small skewness perturbation to the otherwise nominally Lorentzian distribution shown in Figure
4-6(c). The rapid decay observed in the analysis suggest that the bulk of the signal arises from a
depth of only a few μm slice in the sample.
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Figure 4-4. Determination of the scattering length 𝑙s .
(a) Illustration of the measured intensity from an optical sectioning as a convolution of a
Lorentzian beam profile with a single-sided exponential decay function. (b) Sample images of the
same FOV in a representative z stack. (c) Average integrated SHG over the FOV as a function of
z position across the image stack, fitted to the convolution integral. Based on the Rayleigh range
of the Lorentzian function acquired as shown in Figure 4-3, the calculated scattering length was
4.7 ± 0.6 μm.
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These observations are in good agreement with previous studies using optical clearing to
measure SHG intensity generated from powder samples[179, 180]. Immersing the sample in a RI
matched oil was found to significantly increase overall SHG activity, due to an increase in
penetration depth[179]. Increasing the width of the exponential decay function was found to lead
to a significantly longer tail and larger integral, which is consistent with the ensemble-averaged
measurements from previous studies using optical clearing. In short, systems that exhibit longer
penetration depths with low optical scattering or long DOF are likely to show a greater dependence
of SHG intensity by the KP method on both linear and nonlinear optical properties. For collimated
light source averaging over a large area, it is nontrivial to disentangle the contribution from linear
and nonlinear properties, as has been shown previously[179].

4.4.4

Crystal Orientation, Size, and PM

The biggest challenge in disentangling linear and nonlinear optical properties is in the
interdependence of measured SHG intensity on crystal size distribution, crystal orientation, and
the presence or absence of PM. SHG microscopy followed by image analysis provides a
convenient method for analysis on a per particle basis.
From the theoretical framework outline in previous sections, the relatively rare occurrence
of PM can be corrected by imaging. When DOF and scattering length are significantly smaller
than the coherence length, the impact of PM can be neglected in the analysis. In contrast, when
NA decreases and particle size increases, the difference in SHG intensity on a per particle basis
between PM and NPM can increase drastically. The deviation from anticipated signal intensity
under NPM condition observed in experiments can be identified with image analysis, and impacts
from PM can be separated.
Furthermore, image analysis can serve as a way to identify and calibrate SHG imaging
measurements in ways that have no direct equivalent in measurements with collimated sources.
As can be seen in SHG raw images shown in Figure 4-7, the portion within the sample that
contributes to the generated SHG observed in the image is in fact relatively small. After 𝑧 shifting
the images to obtain the new stack, the dark areas in the brightest frame of the SHG images can be
attributed to void regions in the sample, or areas appearing dark in SHG due to scattering loss.
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Figure 4-5. Demonstration of the z stack image processing.
(a) A representative SHG image of a sample at a z position. (b) The brightest frame in the z stack,
after an operation of z shifting which brought the brightest frames on all pixels in the FOV in the
z stack to the same z position. (c) A binary mask generated by excluding all particles that are
smaller than 4 μm2 or larger than 625 μm2. (d) A representative processed image at the brightest z
position with SHG intensity information retained.
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To focus on accurate quantitation of SHG intensity per unit volume for the sample, the
void regions were excluded from subsequent analysis. In order to identify particles in the image,
thresholding was conducted on the SHG images. Varying the threshold yields different numbers
of particles identified in the FOV, and to minimize the influence from void regions, thresholding
values were chosen to maximize the number of identified particles.
In order to avoid impact from outlier particles whose SHG intensity is anomalously bright,
a z-test was performed on the collected images. As is shown in Figure 4-8, a single-sided
confidence interval (CI) of 99.9% was used in order to exclude particles that are statistically
different in SHG activity. However, it needs to be pointed out that PM conditions are exception to
the rule, because the large majority of the particles are in NPM orientations. This selection strategy
allowed both PM and NPM to be characterized equally. Rejection of the PM component in PM
materials would yield SHG intensities dictated by the inherent nonlinear optical properties of the
lattice independent of perturbations from linear optical effects in both PM and NPM materials.

51

Figure 4-6. Illustration of the selection strategy to reject outlier particles in the powder analysis.
The red shade is the histogram of a per pixel SHG intensity observed in the brightest frame of a 𝑧
shifted image stack. The blue shade is the pdf of particles in the brightest frame of the image stack.
The yellow broken line marks the lower threshold used to maximize the observed number of
particles in the FOV. The upper threshold marked by the arrow is determined with a 99.9% CI.
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4.4.5

Packing Density

Continuing the discussion above on void regions within the sample, it can be clearly seen
that powder samples of different packing density yield significantly different SHG intensities. A
more condensed sample is more likely to generate a higher SHG intensity per sampled volume
than a less densely packed one. Figure 4-9 shows the influence of packing on raw integrated SHG
intensities. Because of the opening is larger in size than the interior of the capillary tube, higher
forces are required to load additional sample into the capillary, causing a varying packing density
along the 𝑧 direction inside the capillary. As a result, a varying integrated SHG intensity is
observed along 𝑧.
Such variation in SHG intensity caused by varying packing density is calibrated using the
correction method outlined in previous sections. As shown in Figure 4-7Figure 4-7, the variation
along 𝑧 direction inside the capillary can be eliminated after correction. In contrast, in the raw
intensity plot, the variance from one FOV to others significantly exceeded inhere measurement
error, which means it was the systematic differences across these FOV that dictate such
measurement variability.
An additional benefit of SHG quantitation via performing image analysis is that
information about particle size can be directly obtained during the process. An illustration of the
particle size pdf is shown in Figure 4-8. As a result, analysis of SHG intensity on a per particle
basis is also made possible, which is not viable previously by KP method.
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Figure 4-7. Comparison between raw integrated SHG intensity and corrected integrated SHG
signal at different 𝑧 positions inside the capillary.
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Figure 4-8. Particle size distribution (on log scale) obtained from image analysis, and the
distribution fitted to a normal distribution function plotted in red.
Note that the particle size distribution follows a log-normal distribution in the fitting. The average
particle size (area) was 82 μm2 .
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4.4.6

Predictions of the Model

In this section, simulation results are compared with experimental observations. First, the
prediction model yields a simple relationship between mean particle size by equivalent radius 𝑅
and the scattering length 𝑙s , i.e., 𝑙s ≅ 𝑅. The fitting of integrated SHG intensity as a function of
the 𝑧 position shown in Figure 4-3 yields 𝑙s = 4.7 μm (± 0.6 μm). Particle size pdf obtained from
subsequent image analysis shown in Figure 4-8 yielded an average particle size (area) of 82 μm2 .
Then, particle volume can be calculated by assuming the particle exhibiting a spherical shape, and
the average particle radius is calculated to be 𝑅 = 5.1 μm, as the scattering cross-section of the
particles. Despite being calculated with very different approaches, the values of 𝑙s and 𝑅 are within
experimental error of each other, which is consistent with the theoretical prediction of 𝑙s ≅ 𝑅.
An advantage of microscopy measurements is that a full histogram of size-dependent SHG
intensities can be obtained, and comparisons between theoretical predictions and experimental
results are also conducted. The SHG intensity per unit area is illustrated in Figure 4-9. Theoretical
calculations were in good agreement with the experimental results.
From these measurements, the SHG per unit volume can be recovered independently of
linear optical effects by combining Figure 4-4 and Figure 4-9. By combining the average SHG per
unit area with the average interaction length, the SHG per unit volume can be determined.
Scattering length is 4.7 μm when 𝑅 > 𝑙s and 𝑅 when particle is small. The SHG activity per unit
volume is express as 〈

𝐼 2𝜔
𝑉

〉≅〈

𝐼 2𝜔 /𝐴
4𝑙s /3

〉, where the coefficient

4𝑙s
3

arises from the ratio of the volume

to the area of a sphere. The effective susceptibility of sucrose averaged over all orientations is 4.3%
(normalized to BaTiO3), and the SHG intensity per unit volume ratio of sucrose to BaTiO3 is 0.19%.
Applying reported susceptibility elements of BaTiO3, 𝑑15 = 17.2 pm/V, 𝑑31 = 18.0 pm/V, and
𝑑33 = 6.6 pm/V , isotropic averaging over orientations for hyper-Rayleigh scattering yields
BaTiO3 effective susceptibility of 〈𝜒eff 〉𝜃𝜓𝜑 = 17.7 pm/V . In short, statistical assembly of
particles with uniformly distributed orientations in laboratory frame converges to an isotropically
∗
∗
averaged squared magnitude of 〈𝜒⃑𝑍𝑍𝑍
𝜒⃑𝑍𝑍𝑍 〉𝜃𝜓𝜑 in co-parallel direction, and 〈𝜒⃑𝑌𝑍𝑍
𝜒⃑𝑌𝑍𝑍 〉𝜃𝜓𝜑 for

cross polarized direction, and the combined square root was used to evaluate 〈𝜒eff 〉𝜃𝜓𝜑 . Inserting
the 4.3% ratio, the effective susceptibility of sucrose is 〈𝜒eff 〉𝜃𝜓𝜑 = 0.76 pm/V.

56
The SHG per unit volume for sucrose recovered in the present study is roughly an order of
magnitude larger than previous studies, in which KDP powder was used as a reference material,
and SHG per unit volume of ~0.08 pm/V was reported by Kurtz et al., based on measurements of
powders whose sizes are on the order of 40-120 μm. Piela et al. reported a value of ~0.11 pm/V.
In contrast, the measurements conducted in the present study used powder samples with an average
size of only ~10 μm in diameter and a much smaller interaction length. Therefore, (i) the
microscopy measurements of sucrose produce a higher SHG per volume than conventional powder
measurements based on ensemble averaged observables, and/or (ii) the microscopy measurements
of BaTiO3 nanoparticles that used as a reference material in the present study result in lower than
anticipated SHG per volume, are two potential explanations for this disparity in reported effective
susceptibility. We tentatively attribute such disparity to (i), as a fair number of reports have
evolved supporting the formation of single-domain BaTiO3 particles in the size regime used herein
(500 nm)[188, 189].
The good agreement obtained in this study between predicted and observed SHG per unit
volume is consistent with recent comparisons of measured SHG activities using several ASD of
APIs. In that previous work, a good agreement was obtained between experimentally measured
SHG intensity and ab initio calculations based on molecular hyperpolarizability calculations,
without corrections for PM or particle size analysis.
In the present work, SHG microscopy is shown to be a complementary method to the
information provided by conventional KP method, due to the preferential selectivity for the
nonlinear optical properties inherent with SHG measurements, while KP method provides
integrated values that reflects both linear and nonlinear optical properties, particularly in PM
materials. However, a large portion of SHG signal obtained in an experimental setting in a PM
material is attributed to a relatively small volume of crystals that exhibit specific orientations.
When the average particle size increases, the number of particles suited for PM measurements will
decrease linearly, and the brightness on a per particle basis will increase quadratically, which
results in a net intensity that is in linear relationship with average particle size. Therefore, the
statistical tests designed in the present work to identify particle outliers are particularly informative
for sample with a relatively larger average particle size. In conclusion, SHG microscopy as a
powder sample analytical method can provide inherent lattice hyperpolarizability of the sample,
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and distinguish PM and NPM conditions at the same time via statistical tests based on particle size
and SHG intensity analysis on a per particle basis.

Figure 4-9. Average SHG intensity per particle as a function of average particle radius (light blue
histogram), and theoretical predictions (red plot).
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4.5

Summary
The present work describes a SHG powder analysis method with microscopy imaging

analysis, which removes impact from PM conditions. The general measurement flow is:

(1) Obtain a 3D SHG microscopy image stack for the powder sample.
(2) Process and obtain a new image stack by 𝑧 shifting to maximize the integrated intensity on a
per pixel basis for all frames in the stack.
(3) Remove outlier particles by thresholding the image stack based on SHG intensity, with a
threshold value that maximizes the detect number of particles. Then conduct a z-test to remove
particles that exhibit abnormally bright SHG intensity due to PM effects.
(4) Obtain the attenuation length by calculating the integrated SHG intensity in each frame of the
processed image stack, and fitting the intensity as a function of 𝑧 position to a Lorentzian function
convolved with an exponential decay.
(5) Calculate the average SHG intensity per unit area 〈𝐼 2𝜔 /𝐴〉 using particle counting algorithms.
(6) Divide 〈𝐼 2𝜔 /𝐴〉 by the effective interaction length and obtain the average SHG intensity per
unit volume, 〈𝐼 2𝜔 /𝑉〉. The net effective interaction length is determined based on NA and average
particle size in the experiment. With derivation explained in previous theory section, and we have:
〈𝐼 2𝜔 /𝐴〉
, 𝑙s ≪ (𝑙c , 𝑙d )
4
𝑙
3 s
〈𝐼 2𝜔 /𝐴〉
〈𝐼 2𝜔 /𝑉〉 =
, 𝑙d ≪ (𝑙c , 𝑙s )
𝑙d
〈𝐼 2𝜔 /𝐴〉
, 𝑙c ≪ (𝑙d , 𝑙s )
2
{ 𝜋 𝑙c
(7) Normalize the average SHG intensity per unit volume to a reference materials (e.g., BaTiO3
nanoparticles of known particle size).

The outlined approach yielded good agreement between several theoretical predictions and
experimental results using sucrose powder samples. The measurement uncertainties in SHG
intensity from packing density can be significantly reduced with the described method. The
proposed method is also largely immune to variability that arises from PM conditions, and the
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nonlinear susceptibility measured is more directly tied to the inherent nonlinear optical properties
of the lattice of the sample material.
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SHG GUIDED RAMAN SPECTROSCOPY

5.1

Introduction
Polymorphism, the phenomenon of crystalline materials of identical chemical composition

having multiple possible crystal forms, is a major concern in drug formulation design, as the crystal
form and polymorphism transitioning can have significant impact on the stability, solubility, and
bioavailability of the API. The differences in crystal lattice of an API lead to disparity in their
physicochemical characteristics including dissolution kinetics, thermodynamic stability, etc[1-4].
Ritonavir is a classic example of polymorphism impacting on API properties. The marketed final
dosage form spontaneously converted to a previously unknown but more stable crystal form, which
results in significantly lower bioavailability and slower dissolution rate[10]. Recent study
estimates that more than 80% of potential drug candidates have multiple polymorphs[2].
Clopidogrel bisulfate polymorphism is an intriguing case, in which seven crystal forms have
been identified[190]. Currently only Form I and Form II polymorphs have been used for drug
formulation[190-192]. Clopidogrel bisulfate falls into the class of thienopyridine agents. It inhibits
platelet aggregation and is used to treat patients with acute coronary syndrome. Only the
dextrorotatory enantiomer exhibits antiplatelet aggregation where the levorotatory enantiomer
remains inactive[193], and therefore the final dosage form is typically an enantiomeric form.
During manufacturing process in which solvent mediated crystallization is one of the main
methods, Form I polymorph is the first type to crystallize, due to it being the kinetically preferred
form. If the reaction is allowed to progress further in time, the metastable Form I will
spontaneously transform into Form II which is favored thermodynamically[191]. There is thus a
need for a reliable and rapid method that allows identification of the crystals and discrimination of
the two polymorphic forms at the early stage of Form I to Form II polymorphic transition during
synthetic reaction and product storage, in order to ensure the correct dosage upon instruction to
the gut[192, 194, 195]. Even a small mass fraction of Form I polymorph can have drastic negative
impact on the dissolution kinetics and overall bioavailability of the final product.
In recognition of the significance of polymorphism in drug products, the FDA and other
government agencies require thorough characterization of API polymorphism during filing for a
new drug application[2, 11, 12]. Several methods have been proposed to be incorporated into
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clopidogrel polymorphism identification and quantitation, including powder X-ray diffraction
analysis[196], solid state stress degradation analysis[197], X-ray micro-tomography[198], and
vibrational spectroscopic technique combine with chemometrics[192]. Uvarov and Popov have
conducted quantitative research on clopidogrel polymorphism using powder X-ray diffraction with
two methods: pattern decomposition and direct comparison. Both methods were reported to have
a decent detection limit of 1.0-1.5 wt %[196]. Nemet et al. reported a combination of IR and
Raman spectroscopy followed by chemometrics analysis, and quantified 2% and 3% of Form II
polymorph in Form I polymorph[192]. Although this method is capable of being integrated into a
high-throughput workflow, the detection limit is relatively high compared to other techniques.
Detection limit was reported to be ~1%. A more recent study was reported based on a microscopy
image analysis method, which extracted morphological details to quantify trace amount of
polymorphic phases. The technique utilized in this work was synchrotron radiation X-ray
computed micro-tomography. It provided a decent measurement speed (2048 px × 2048 px area in
2 s, with a pixel size of 3.7 μm), at the same detection limit of 1%[198]. However, this technique
was only viable with access to a synchrotron radiation source, which significantly limited its use
for online phase monitoring for manufacturing needs.
There have been a number of studies focusing on applying nonlinear optical microscopy for
qualitative and quantitative analysis of API polymorphism in recent years, including implementing
nonlinear optical imaging for organic nanocrystal detection[99], API nonlinear optical imaging
quantitation[96, 134], metastable polymorphs detection[7, 199], rapid discrimination of various
polymorphic forms[92], crystallinity analysis in ppm regime[173], and powder sample analysis
with nonlinear optical imaging[200]. Although these studies have successfully demonstrated the
capabilities of nonlinear optical analysis for discrimination of crystal forms, there has not been yet
demonstrated work on definitive confirmation of API polymorphism through independent analyses.
Owing to the increasing popularity of homochiral small molecule APIs, SHG has grown in
general interest as a method for pharmaceutical materials analysis. Currently, the large majority of
new small molecule APIs are homochiral, with one or more chiral center, and all but a very few
exceptions are SHG active[201]. Previously studies have provided reliable methods for ab initio
predictions of SHG activities in crystalline materials, which allows for evaluations of potential
applicability of SHG for API analysis prior to experimental studies[134, 168].
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In order to fully utilize the capability of SHG as a method for API crystal identification and
discrimination, we designed an integrated system that coupled Raman spectroscopy and
synchrotron powder X-ray diffraction with SHG microscopy. The system is capable of
polymorphism analysis of individual ~100 ng particles of clopidogrel, without risking having high
false positive and false negative rate caused by the limited amount of chemical information
provided by SHG. In brief, SHG microscopy and BF imaging were used to make a first-pass
identification between Form I and Form II polymorphs of clopidogrel bisulfate samples, and then
synchrotron X-ray diffraction and Raman spectroscopy was utilized to further identify and confirm
the crystal structure of identified materials.

5.2

Experimental Section

5.2.1

Materials and Sample Preparation

Clopidogrel bisulfate samples in pure Form I and Form II were produced and provided by
Dr. Reddy’s Laboratory. Both forms were prepared as white spherical particles, and both exhibit
a similar particle size distribution with an average particle diameter of ~25 μm. Particle size
analysis was based on BF image analysis similar to previous works. A mixture sample was made
by blending 10% Form II polymorph in Form I by mass. Sample particles were laid out on a glass
microscope slide for imaging.

5.2.2

SHG Imaging

SHG microscope was conducted using a commercial SHG microscopy system (SONICC,
Formulatrix) with modest custom modifications made in-house for additional capability of powder
analysis. The laser power measured at the sample was 150 mW, and image acquisition time was 1
s per image. BF imaging provided by SONICC was utilized in combination of SHG imaging to
identify particle locations of two polymorphic forms by segmentation algorithms described in a
subsequent section.
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5.2.3

SHG Guided Raman Measurement

A prototype of integrated microscope/spectrometer system was designed, capable of BF
imaging and Raman spectroscopy on the same hardware setup. The scheme of the instrument is
shown in Figure 5-1. A continuous wave laser (Toptica, 785 nm wavelength) was coupled with an
optical fiber of a custom-made Raman probe (InPotonics, RPS785/24). Output of the laser was recollimated by a 1/2 in. fused silica at the exit of the optical fiber. Then a pair of galvanometer
scanning mirrors were used to direct the incident beam and allow for random access in the FOV.
A digital to analog converter (DAC, National Instruments, NI 9263) coupled with a programmable
USB interface (National Instruments, NI USB-9162) was used to output signal to scanning mirrors
using built-in-house software programmed in MATLAB R2014a (MathWorks, Inc.). The DAC is
able to rapidly relocate the Raman beam to a location of interest. An advantage of the setup that
utilizes two scanning mirrors is that it allows for both precision mapping point-measurements for
Raman spectroscopy, as well as beam rastering for rapid microscopic imaging. The Raman signal
that arises from the sample was collected in epi direction, and then followed the same beam path
back through the Raman probe. The back-traveling signal was then separated from the laser beam
by a built-in notch filter in the Raman probe, before the signal was sent into a Raman spectrometer
(Acton Research, SpectraPro 300i). The commercial Raman spectrometer was equipped with a
100 px × 1340 px CCD array for Raman signal detection. Two different computers were employed
in this prototype, one to control the DAC for laser beam control, and the other to control the Raman
spectrometer with the pre-installed vendor software (WinSpec32).
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Figure 5-1. Schematics of the SHG guided Raman spectroscopy prototype instrument.
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5.2.4

X-ray Diffraction Measurement

X-ray diffraction analysis for clopidogrel bisulfate polymorphism discrimination was
conducted with a multi-modal nonlinear optical imaging microscope installed on-axis with
synchrotron X-ray beam at Argonne National Laboratory. Details of the instrument design, setup,
and upgrade can be found in previously published literature[131, 202]. In brief, the light source of
the multi-modal nonlinear optical microscope was an ultrafast laser (Fianium FemtoPower 1060,
50 MHz, 1060 fs pulses). The incident beam was raster scanned across the sample through a 10×
objective (Optem, 28-21-10) with a resonant fast scanning mirror (Cambridge Technology, 1-0033002509) and a galvanometer slow scanning mirror (Cambridge Technology, 6210 H), and SHG
signal in the transmission direction was collected with a PMT (Hamamatsu, H10722-10). SHG
provided rapid crystal identification and centering for subsequent X-ray diffraction analysis. An
X-ray beam of 5 μm in diameter, with unattenuated photon flux, photon energy of 12 keV, was
used to generate X-ray scattering pattern from highly localized position within the clopidogrel
bisulfate samples. Data were collected with a 2 s X-ray exposure time per location with 2 s for
dead time between each exposure in a 4 × 4 grid.

5.2.5

Image Segmentation and Registration Algorithm

In order to register between the sample particles observed in BF and SHG images, an image
segmentation algorithm was developed in MATLAB, based on normalized cross correlation based
template matching. The algorithm was trained by images of a 1951 USAF resolution test chart
acquired with BF and SHG. Otsu’s adaptive thresholding was introduced to SHG images to create
binary mask for SHG-active particles[203]. Assuming the presence of both polymorphic forms, a
bimodal intensity distribution of intensity is expected. Otsu’s thresholding separates images into
two classes: background and foreground. The algorithm starts with an arbitrary threshold level,
and then searches for an optimal threshold level that maximizes the between-class variance[203].
Another binary image was generated using BF imaging. Raw BF images taken on SONICC were
cropped in dimension to match the image size of SHG images. Subtraction between the two binary
masks result in two images that only show one of the two polymorphs respectively, due to a
significant difference between the SHG activity generated from the two different polymorphic
forms of clopidogrel bisulfate.
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5.3

Results and Discussion

5.3.1

Pure Polymorph Measurements

SHG images were acquired using pure Form I and Form II clopidogrel bisulfate powders.
As shown in Figure 5-2, integrated SHG activity per unit volume of Form I polymorph is ~250
times higher than that of Form II. SHG signal was integrated over multiple Z positions (total DOF
~120 μm) and averaged on a per particle basis by the estimated volume of each individual particle.
The adjusted SHG per unit volume was then normalized to SHG signal measured using a reference
sample (500 nm BaTiO3 nanoparticles), and results are shown in Figure 5-3. Sizes of the
clopidogrel bisulfate particles were determined by BF images and the SHG activities per particle
were recovered using the aforementioned segmentation algorithm. The measured SHG activities
per particle were 35 ± 9 counts/μm2 for Form I polymorph and 0.0995 ± 0.003 counts/ μm2 for
Form II polymorph, as crystals that exhibit higher symmetry produce significantly weaker SHG
signal than crystals that exhibit lower symmetry[168]. Form I polymorph is know to form
monoclinic unit cell structure which falls into the P21 space group, while Form II tends to exhibit
an orthorhombic unit cell, and falls into the P212121 space group[196], and hence the difference in
their relative SHG activities. Assuming a normal distribution for the generated SHG signal from
both of these polymorphs, the two forms can be distinguished with a CI of 99.995% solely using
SHG measurements.
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Figure 5-2. Representative BF (a) and SHG (b) images of a clopidogrel bisulfate sample, and
illustration of the segmentation algorithm for polymorphic form classification.
The sample shown in the images is a mixture of 10% Form II in 90% Form I clopidogrel bisulfate
particles. Red crosshairs mark the candidate particles for polymorph classification. (a) and (b) are
converted into binary images (c) and (d) through thresholding, respectively. (e) and (f) are results
of the segmentation algorithm conducted on (c) and (d), respectively, followed by particle registry.
Particles that are active in SHG are identified as Form I polymorph and are shown as bright
spheroidal particles in (e). Particles that are SHG inactive are identified as Form II polymorph and
are highlighted in green in (f).
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Figure 5-3. Integrated SHG intensity over the FOV at each Z position of pure clopidogrel bisulfate
Form I and Form II polymorphs.
The Z profile of Form II polymorph was scaled by 100× to aid in visualization. Outlier particles
that exhibit abnormally high SHG activities in pure Form II sample were excluded.
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5.3.2

Mixture of Clopidogrel Bisulfate Polymorphs

To quantify polymorphic phase content in a more practical mixture setup, BF and SHG
images were taken using a 10% mixture of Form II in Form I by mass. Use of two complementary
imaging modalities allowed for an initial polymorphic classification of individual particles. High
resolution BF imaging provided high SNR measurements for identification of sample particles,
while SHG microscopy offered highly selective information for the two polymorphic forms of
clopidogrel bisulfate. Similar as the method outlined in pure polymorph measurements, the
difference in SHG intensity per unit volume of each particles were used as a classifier for Form I
and Form II polymorphs. It is worth pointing out that the SONICC instrument employed in the
present work uses two separate optic path for BF and SHG imaging, which leads to different image
resolution, different FOVs, and different scaling between the two imaging modalities. The
aforementioned segmentation algorithms were utilized for registry of the two modalities, with an
assumption of all particles exhibit a spheroidal shape to reduce complications caused by particle
overlapping.

5.3.3

Raman Spectroscopy Measurements

Raman spectroscopy was used as an orthogonal analytical method for polymorph
discrimination of clopidogrel bisulfate particles, following initial classification by SHG
microscopy as mentioned in the previous section. Results of Raman measurement guided by SHG
microscopy are shown in Figure 5-4. Different regions of interest was marked in SHG images, as
areas that exhibited high SHG activity corresponded to Form I polymorph, and areas that had low
SHG activity corresponded to Form II polymorph. The voltages needed at the galvanometer
scanning mirror pair to direct laser beam to these areas were calculated with prior knowledge
obtained from voltage calibration conducted before the Raman measurements. After positioning
the laser at each measurement location with the calculated voltages, Raman spectra were acquired
with ~1 min integration time (2 s per frame for 30 frames). Excellent agreement was observed
between SHG microscopy and Raman spectroscopy for polymorph identification, and the acquired
spectra were also in good agreement with Raman measurements from the two pure polymorphic
forms.
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Figure 5-4. Crystal form classification of clopidogrel bisulfate particles by independent SHG
microscopy, followed by confirmation by Raman spectroscopy.
Sample is a mixture of 10% Form II polymorph in Form I. (a) BF and (b) SHG images acquired
using SONICC provide initial classification of the two polymorphs, as both forms are visible in
BF, but only Form I particles are SHG active. A Form I particle (marked in blue) and a Form II
particle (marked in red) are chosen and Raman spectra are shown in (c) and (d), respectively,
shown as solid line plots. The spectra acquired at the marked particle locations are compared with
the Raman spectra of pure polymorphs (shown in broken line plots) to confirm the classification
result achieved with SHG microscopy.
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5.3.4

X-ray Diffraction Experiments

Synchrotron X-ray diffraction experiments were conducted as an additional method for
crystal form confirmation of clopidogrel bisulfate. A mixture sample with 10% Form II in Form I
by mass was measured at Argonne National Laboratory, and results are shown in Figure 5-5. The
5 μm collimated synchrotron X-ray available on-site was used to raster each particle of interest
identified by a nonlinear optical microscope installed on-site. The small beam size allowed for
high sensitivity and tight localization of X-ray measurements, and avoided interference from
background signals and signals that arise from peripheral areas. Assuming a uniform distribution
of particle orientations, a series of X-ray diffraction patterns acquired in the experiments were
integrated and averaged over all azimuthal angles to eventually generate a simulated powder Xray diffraction pattern. This simulated powder X-ray diffraction pattern was then compared to the
theoretical predictions of monoclinic and orthorhombic unit cells in the Cambridge Structural
Database for Form I and Form II respectively.
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Figure 5-5. Initial classification of clopidogrel bisulfate polymorphs by SHG microscopy, followed
by powder X-ray diffraction analysis.
Sample is a mixture of 10% Form II polymorph in Form I. (a) BF and (b) SHG images acquired
using a multi-modal nonlinear optical imaging microscope at GM/CA@APS provide initial
classification of the two polymorphs, as both forms are visible in BF, but only Form I particles are
SHG active. A Form I particle and a Form II particle are chosen and marked with yellow circles.
Synchrotron X-ray diffraction raster scan is conducted on the two chosen particles, the raster image
of a Form I particle is shown in (b), and the raster image of a Form II particle is shown in (c).
Subsequent analysis includes the generation of a simulated powder X-ray pattern for polymorphs
Form I and Form II, shown in (d) and (e) respectively as solid plots. Theoretical estimation of the
X-ray diffraction patterns of the two space groups that the two polymorphs fall into (Form I of P21
and Form II of P212121) are also shown as a reference as broken line plots in (d) and (e).
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5.3.5

Analysis of Proposed Method

Although identification of the two types of polymorphic forms of clopidogrel bisulfate can
be achieved solely with SHG microscopy analysis. However, using SHG activities per unit volume
has inherent limitations as method for API polymorphism discrimination, because such method is
only applicable to polymorphic forms that exhibit significantly different crystal structures, and the
analysis is also based on the assumption that the difference in SHG per unit volume between
particles is dictated solely by the differences in crystal structure. Furthermore, it is challenging to
rapidly and reliably recover SHG per unit volume, with interference from other factors including
crystal size distribution, crystal orientations removed. With the introduction of orthogonal
measurements, e.g. Raman spectroscopy and powder X-ray diffraction in the present work, as
further confirmation of initial classification by SHG, the overall misclassification rate can be
significantly reduced. In addition to contributing to classification accuracy of polymorphic forms,
the orthogonal measurements also carry additional structural information (powder X-ray
diffraction) and chemical information (Raman spectroscopy).
Although when conducted alone, SHG microscopy, Raman spectroscopy, and powder Xray diffraction can all fulfill the purpose of clopidogrel bisulfate polymorphism discrimination,
SHG microscopy has clear advantages in terms of simplicity and measurement time. In practice,
because spontaneous Raman signal is inherently weak (1 in 107 Raman scattering compared to
Rayleigh scattering), conventional Raman spectroscopy requires several seconds for one point
measurement[204]. For an acquisition time of 60 s per particle, a mixture of 1% Form II in Form
I clopidogrel bisulfate sample that consist of 900 particles would take ~15 h of continuous
measurement time, plus dead time between measurements, and post processing time of acquired
spectra for classification. The measurement time of synchrotron X-ray diffraction for the same
purpose is considerably less, with as little as 1 s integration time per particle, which will sum up
to ~30 min for the same sample (assuming 1 s dead time for data transfer and sample repositioning).
However, instrument time of synchrotron X-ray is considerably more difficult to access routinely,
thus synchrotron X-ray diffraction is not applicable as a monitoring technique for API
manufacturing purposes. In contrast, SHG microscopy is capable of image reconstruction within
1 s for an area of ~1 mm × 1 mm. The average number of particles in the prototype instrument
described in the present work is ~200 particles, the total measurement time for the same sample
with 900 particles is only a few seconds. To achieve 0.1% detection limit, SHG microscopy would
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require ~1 min (40 frames signal averaging with ~0.5 s dead time for sample repositioning between
different FOVs), and the a detection limit of 100 ppm would still only require ~10 min
measurement time.
The measured relative standard deviation in SHG per unit volume for both Form I and
Form II polymorphs was ~15%. The observed low variance in SHG intensity per particle is
consistent with the presence of small crystallites within each spheroidal clopidogrel bisulfate
particle, as the variability of SHG intensity caused crystal orientation effects is largely offset in
the ensemble averaged SHG signal from multiple small crystallites of different orientations within
each particle.
It is worth pointing out that in the present work the classification of polymorphs was
conducted on a per particle basis, which implies an assumption that each of the spheroidal particles
is either Form I or Form II polymorph, rather than a mixture of both forms. Such assumption was
made based on the fact that the kinetics of phase transformation from Form I to Form II is
significantly faster for intra-particle interactions, compared to inter-particle interactions. As a
result, it is reasonable to assume that an initial nucleation event that occurs inside a specific particle
can rapidly results in a transition throughout the entire particle, but the transformation from Form
I to Form II propagates to adjacent particles occurs at a much slower rate, which is consistent with
the expectations of our analysis in the present work.
In conclusion, Raman spectroscopy guided by SHG microscopy combines the advantages
of chemical specificity of Raman measurements with the high speed of SHG imaging. In cases that
different components present in the sample can be identified and discriminated using SHG
microscopy alone, polymorphism analysis can be rapidly and reliably conducted with SHG
intensity analysis. In other cases where classification by SHG analysis alone lacks high statistical
confidence, the ambiguous regions can be marked for subsequent analysis with Raman
spectroscopy, fully utilizing the information-rich but time-consuming vibrational spectroscopy
point measurements.

5.4

Summary
Prototype instruments that integrated SHG microscopy with Raman spectroscopy and X-ray

diffraction were employed for identification of polymorphic forms of clopidogrel bisulfate
particles rapidly and with high statistical confidence. The combination of BF and SHG imaging
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was first conducted to make initial classification of sample particles, followed by Raman
spectroscopy and X-ray diffraction analysis for further confirmation of the crystal forms of
particles identified and marked a priori. Both Raman spectroscopy and X-ray diffraction analysis
support the initial classification results provided by SHG microscopy alone, but the benefits of
including orthogonal structure determination methods can be profound when the complexity of the
sample system increases. SHG guided Raman spectroscopy and X-ray diffraction combines the
time-saving nature of beam scanning microscopy with the information-rich features of Raman and
X-ray measurements. The present work can potentially improve the overall analysis throughput of
API polymorphic forms, and can potentially be applied to monitor synthetic process and phase
transition kinetics in real time.
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DYNAMIC SPARSE SAMPLING FOR CONFOCAL
RAMAN MICROSCOPY

6.1

Introduction
Raman microscopy, which combines Raman spectroscopy with optical imaging, is a

powerful tool to provide detailed chemical information in multiple dimensions (spatial and
spectral)[205]. Because of its high chemical specificity and requirement for minimal sample
preparation, Raman imaging has found broad adoption in both chemical and biological sample
analysis, with applications ranging from the screening of pharmaceutical formulations[206-209],
to characterization of semiconductors[210, 211], to cancer diagnosis[212-214], to forensic
analysis[215, 216]. Specifically, in the pharmaceutical industry, spontaneous Raman spectroscopy
and microscopy have been established as a standard method for polymorphic characterization of
active pharmaceutical ingredients (APIs)[206, 217]. Previous studies show that more than 80% of
APIs have multiple polymorphic forms[2], and polymorphic transition of APIs can significantly
impact their chemical and physical properties, including stability, apparent solubility, morphology,
and bioavailability. Polymorphism is a critical issue in the industry, and there is increasing need
for fast and reliable analytical methods for API polymorphic characterization. However, the
spontaneous Raman cross section is weak (on the order of 10-30 cm2/sr)[218]. As a result, imaging
based on spontaneous Raman typically requires relatively long integration times to obtain
sufficient signal to noise, which in turn limits the applications of Raman imaging[219].
Several strategies have been adopted to reduce the measurement time in Raman imaging.
Some techniques, such as stimulated Raman scattering (SRS)[219] and coherent anti-stokes
Raman scattering (CARS)[220], dramatically improve the speed of Raman imaging with
significantly shorter exposure times (up to video-rate frame rates). However, these approaches
typically require ultrafast laser sources, which can limit the rate of adoption. Furthermore, it can
be challenging to recover complete high-resolution spectra at each location by SRS and
CARS[212]. Alternatively, several illumination strategies have been applied to improve the speed
of spontaneous Raman imaging, which are mainly classified as wide-field, line-illumination, and
confocal scanning methods[221]. In wide-field Raman microscopy the entire field of view is
illuminated, and the Raman spectra are collected by spectral filtering to select discrete frequencies.
This approach recovers highly efficient spatial information, but inefficient spectral collection.
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Incorporation of acousto-optic tunable filters, liquid-crystal tunable filters (LCTFs), fiber array
assemblies, and integrated light sheet illumination can improve the signal to noise ratio and the
efficiency of spatial and spectral collections[222]. However, wide-field strategies such as these
reject much of the Raman signal, as measurements are typically acquired by serially scanning
through wavelengths. In addition, illumination of the entire field of view reduces the intensity at
each individual pixel, with the corresponding signal scaling proportionally. Line-illumination (or
push-broom) methods using a hemi-cylindrical lens circumvent this complication by allowing full
spectral acquisition in one dimension of an array-detector and spatial information on the
orthogonal axis. By sweeping a line of illumination across the sample (or translating the sample),
spectra images are produced one line at a time[223]. However, similar to wide-field strategies,
line-illumination also suffers from reduced intensity at each individual pixel, resulting in extended
measurement time.
Point scanning has the distinct advantage of enabling confocal sectioning, which can greatly
reduce background and interference from out-of-plane contributions. However, the traditional
approach to point-mapping Raman imaging utilizes raster scanning to sample all pixels in the field
of view, which often results in prohibitively long imaging times for practical applications. Raster
scanning always samples locations immediately adjacent to those previously sampled, which
typically are among the least informative pixels for sampling in order to perform image
reconstruction. In brief, sampling adjacent pixels interrogates the highest spatial frequency
achievable by the instrument hardware for all locations in the image, regardless of the frequency
components actually present.
To improve the speed of point mapping Raman imaging, several selective sampling
algorithms have been employed to determine the optimal positions of measurement locations, and
reduce the numbers of sampling points. Rowlands et al. developed a sampling method, in which a
score assigned to each unmeasured pixel was used to determine the next sampling location[224,
225]. This score is equal to the difference between the interpolated values for a pixel, computed
using two different interpolation algorithms (e.g. a cubic spline and a Kriging interpolation). The
pixel location where the reconstruction algorithms differed the most was deemed the most
informative pixel and then measured. While an improvement over random sampling, it is not clear
from a fundamental perspective that the location where the difference is largest with two
interpolation approaches corresponds to the pixel that with the most information about the
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underlying object. Another approach for selective sampling is to use the information from a much
faster alternative imaging tool, such as second harmonic generation (SHG) microscopy[226]
and/or confocal fluorescence microscopy[227]. However, such hyphenated methods add
complexity to the instrument, and have specific requirements for samples (e.g., SHG-guided
Raman spectroscopy is only applicable for sample systems whose components are symmetryallowed for SHG).
In the present study, a supervised learning approach for dynamic sampling (SLADS) is
demonstrated for hyperspectral imaging, which allows rapid determination of optimal sampling
locations in real-time during image acquisition. In contrast to previous methods for sparsesampling in Raman imaging, SLADS is based on a machine learning approach that incorporates
training data for sample selection. Furthermore, SLADS allows the use of labeled images (i.e.
pixels classified according to spectra), as opposed being limited to continuously valued images,
which could result in the adverse effects described in previously discussed method by Rowlands
et al and in the original SLADS publication[228]. Based on the training results and the SLADS
algorithm, the error of dynamic image reconstruction was less than 0.5% with 15% sampling points,
with resolution negligibly different from full raster scanning. The stopping condition was
determined by training data to optimize the number of sampling points and the quality of
reconstructed image. By using SLADS guided Raman imaging, polymorphic discrimination of
active pharmaceutical ingredients (APIs) shown in this study was accelerated by ~6 times.

6.2

Theoretical Methods

6.2.1

Classifying Raman Spectra for Discretized Imaging

Classification of acquired Raman spectra was performed to identify the chemical
composition of the sample measured at specific locations. The Raman spectroscopic image was
thus converted to a discrete valued image, in which the value of each pixel is its corresponding
class label, to inform the SLADS algorithm. Raman spectral classification was achieved by a
combination of linear discriminant analysis (LDA) for initial dimension reduction and support
vector machine (SVM) classification. In brief, LDA constructs the N-1 dimensional space for N
classes of data that maximizes the Fisher linear discriminant, which in turn maximizes the
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resolution between classes. SVM is a complementary machine-learning algorithm specifically
designed for classification, in which optimal hyperplanes are constructed in the data space to
separate different clusters of data points. With linearly inseparable data, SVM utilizes a predefined kernel function to draw non-linear decision boundaries, which is a more computationally
economical equivalent of projecting data into a higher dimensional space, in which the data
become linearly separable.
SVM is not inherently designed to work with N-class problems, such that additional steps
were taken to enable classification. In the present work, a 1-vs-1 SVM approach was adopted to
enable SVM analysis with N>2: one decision boundary was made for each pair of classes,
generating (𝑛2) decision boundaries. Classification of a data point is achieved using this
procedure[229]: all the (𝑛2) decision boundaries were applied to the unseen data point, and each
decision boundary returns one prediction for a class label. Then a polling procedure is conducted,
in which the class that obtains the highest number of prediction votes is used as the classification
result. If the polling results in a tie, a tie-breaking algorithm is implemented to make a final
classification decision.

6.2.2

Dynamic Sampling

In this section, we describe the theoretical framework underpinning SLADS for
identifying a sparse set of sampling locations, which allows for a high fidelity reconstruction of
the underlying object[228, 230, 231]. Let’s assume that we have previously measured 𝑘
locations, 𝑆 = {𝑠 (1) , 𝑠 (2) , … 𝑠 (𝑘) }, of some sample, 𝑋 ∈ ℝ𝑁 , and we want to find the next
location, 𝑠 (𝑘+1) , to measure. The measurements can be described by a matrix,
𝑌

(𝑘)

𝑠 (1) , 𝑋𝑠(1)
=(
)
⋮
(𝑘)
𝑠 , 𝑋𝑠(𝑘)

(6-1)

After these measurements are acquired, one can perform a reconstruction to form 𝑋̂ (𝑘) ∈
ℝ𝑁 . In SLADS, the goal is to find the pixel location that maximizes the expected reduction in
distortion.
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𝑠

(𝑘+1)

= arg max { 𝐸[𝑅
𝑠∈{Ω\S}

(𝑘;𝑠)

|𝑌

(𝑘)

]}𝑌

(𝑘)

𝑠 (1) , 𝑋𝑠(1)
=(
)
⋮
(𝑘)
𝑠 , 𝑋𝑠(𝑘)

(6-2)

In eq. 6-2, Ω is the set of all pixel locations in 𝑋 and the reduction in distortion 𝑅 resulting
from measuring pixel s is given by the following expression.
𝑅(𝑘;𝑠) = 𝐷(𝑋, 𝑋̂ (𝑘) ) − 𝐷(𝑋, 𝑋̂ (𝑘;𝑠) )

(6-3)

In eq. 6-3, 𝑋̂ (𝑘;𝑠) is the reconstruction made with 𝑌 (𝑘) and 𝑋𝑠 , and 𝐷(𝐴, 𝐵) is the distortion
between two images 𝐴 and 𝐵. In SLADS it is assumed that the expectation value for the reduction
in distortion can be written as a function of 𝑌.
𝐸[𝑅(𝑘;𝑠) |𝑌 (𝑘) ] = 𝑓𝜃𝑠 (𝑌).

(6-4)

In eq. 6-4, the function 𝑓𝜃𝑠 (𝑌) is learned using a supervised learning approach, where 𝜃 is
a parameter vector.

In this implementation of SLADS, the distortion D between two images A and B is defined
as,
𝑁

𝐷(𝐴, 𝐵) = ∑ 𝐼(𝐴𝑖 , 𝐵𝑖 )

(6-5)

𝑖=1

Here, 𝐼 is an indicator function defined as,
0 if 𝐴𝑖 = 𝐵𝑖
𝐼(𝐴𝑖 , 𝐵𝑖 ) = {
1 if 𝐴𝑖 ≠ 𝐵𝑖

(6-6)

In eq. 6-6, 𝐴𝑖 is the 𝑖 th element of the image 𝐴. However, in this implementation, since
we measure a spectrum from each pixel location, we have an 𝑙-dimensional vector at each pixel
location. Hence, we label each measured spectrum, as it is measured (i.e. on-the-fly), using the
classification method described in the previous section.

6.2.3

Stopping Condition for SLADS

The SLADS framework includes a stopping condition that allows us to stop sampling when
the expected total distortion (ETD) is smaller than a threshold 𝑇:
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𝐸𝑇𝐷𝑘 = 𝐸 [

1
𝐷(𝑋, 𝑋̂ (𝑘) )] < 𝑇.
|𝛺|

(6-7)

Since this quantity cannot be computed without foreknowledge of the ground truth image,
another function 𝜖 (𝑘) , is used in SLADS instead to identify the stopping condition.
(𝑘−1)
𝜖 (𝑘) = (1 − 𝛽)𝜖 (𝑘−1) + 𝛽𝐷 (𝑋𝑠(𝑘) , 𝑋̂𝑠(𝑘) )

(6-8)

Here, 𝑘 > 1 , 𝛽 is a user selected parameter that determines the amount of temporal
(𝑘−1)

smoothing, 𝑋𝑠(𝑘) is the measured value of the pixel at step 𝑘, and 𝑋̂𝑠(𝑘)

is the reconstructed value

of the same pixel at step 𝑘 − 1. The threshold to place on this function, 𝑇̃(𝑇), to stop sampling
when 𝐸𝑇𝐷𝑘 is below 𝑇, is computed as follows.
First, 𝑀 training images are measured using the SLADS algorithm, and stopped when the
total distortion, is below the desired threshold 𝑇 i.e.
𝑇𝐷𝑘 =

1
𝐷(𝑋, 𝑋̂ (𝑘) ) < 𝑇
|𝛺|

(6-9)

Then the value of 𝜖 (𝐾𝑚 ) for each experiment is recorded. Here 𝜖 (𝐾𝑚 ) is the value of 𝜖 (𝑘)
when SLADS is stopped for the 𝑚th image. Then the threshold to place on 𝜖 (𝑘) in the SLADS
experiment is computed as,
𝑀

𝑇̃(𝑇) = ∑ 𝜖 (𝐾𝑚 (𝑇)) . 𝑇𝐷𝑘 =
𝑚=1

6.3

1
𝐷(𝑋, 𝑋̂ (𝑘) ) < 𝑇
|𝛺|

(6-10)

Experimental Methods

6.3.1

Instrument Setup

Instrumentation for dynamic sampling Raman imaging is shown in Figure 6-1. A
continuous wave diode laser (Toptica, 785nm wavelength) was coupled into a Raman probe
(InPhotonics, RPS785/24). The light was then collimated by a ½ inch fused silica lens, and directed
through an X-Y scan head composed of two galvanometer scanning mirrors. Two additional 1 inch
diameter fused silica lenses formed a 4f configuration to deliver a collimated beam on the back of
a 10x objective (Nikon). The Raman signal from the sample was collected in epi direction and sent
back through the same beam path into the Raman probe, and a photodiode was set behind the
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sample to collect the laser transmittance signal for bright field imaging. A notch filter was built in
the Raman probe to reject the laser signal. Raman spectra were acquired using an Acton SP-300i
spectrometer with a 100x1340 CCD array, and controlled by a computer running WinSpec32
software. Another computer was used to control the galvanometer scanning mirrors with a digital
to analog converter (DAC, NI 9263, National Instruments) coupled with a programmable USB
interface (NI USB-9162, National Instruments). MATLAB R2014a (MathWorks, Inc.) software
written in-house was used to output analog voltages to the galvanometer mirrors and direct the
laser beam to the desired locations. To achieve automation of dynamic sampling, network
communication programs based on WinSock application programming interface were designed (a
client/server network) in house using Visual C++ 6.0 (Microsoft Corporation) in combination with
MATLAB to allow remote control of the Raman spectrometer vendor computer (server computer)
as well as data transfer between the two computers. During the experiment, the client computer
used the SLADS algorithm (coded in MATLAB) to determine the next measurement location,
calculated the corresponding voltages needed at the galvanometer mirrors, output voltages via the
DAC to direct the laser, and sent request to the server computer for Raman spectrum acquisition.
After receiving the acquired Raman spectrum file from the server computer, the client computer
used pre-trained classifier to identify the sample at the point of measurement, and continued
SLADS algorithm to decide the next measurement point.
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Figure 6-1. Schematic of the random access Raman microscope, with the dynamic sampling
Raman imaging workflow described in the flowchart.
The server computer (outlined in blue to the left) controlled the Raman spectrometer, and the client
computer (outlined in orange to the right) controlled the laser beam location, operated the SLADS
algorithm, and performed Raman spectral classification.
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Pure clopidogrel bisulfate Form I and Form II were produced in-house at Dr. Reddy’s
Laboratories. Both the Form I and Form II particles were spherical with similar particle size
distributions (diameter: ~25 μm). The sample prepared for Raman imaging was a mixture of
clopidogrel bisulfate Form I and Form II, which consisted of 50% Form I and 50% Form II by
mass. The powder sample was placed on a fused quartz microscope slide to collect Raman
spectrum. The laser power measured at the sample place was ~30 mW. The exposure time was 0.5
s per spectral frame. To achieve higher signal to noise ratio for high quality training data for
classification, 30 consecutive frames were averaged for each pixel. A Savitzky-Golay filter was
applied to smooth the spectra[232], and a rolling ball filter was used to remove the fluorescence
background[233]. Finally, the spectra were normalized to their integrated intensities, i.e., the area
under the curves. The integrated intensity information of every spectrum was recorded so it can be
retrieved when intensity information within each spectrum was needed for subsequent analysis.
The spectral processing procedures are shown in Figure 6-2.
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Figure 6-2. Illustration of the Raman raw spectra processing procedure.
(a) Sample raw Raman spectra of Form I, Form II clopidogrel bisulfate polymorphs, and
background signal, and (b)-(e) the spectral processing procedure illustrated using a spectrum of
Form II clopidogrel bisulfate measurement, including Savizhky-Golay filtering, rolling ball
filtering, and normalization to the area under the curve.
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6.3.2

Ground Truth Data Acquisition

Ground truth data were acquired using a raster scan sampling pattern in order to allow
evaluation of the performance of dynamic sampling. Raman spectra of the 50%/50% (w/w)
clopidogrel bisulfate Form I/Form II were taken at every pixel of a 128 pixels × 128 pixels field
of view. Classification algorithms were developed using the information and knowledge obtained
from this data set.

6.3.3

Classification of Raman Spectra
LDA and SVM both being supervised learning algorithms, Raman classifiers were

constructed using 500 training spectra, which were randomly picked from the 16,384 ground truth
spectra, and then manually classified by inspection as either Form I clopidogrel, Form II
clopidogrel, or background. During this process, if a selected spectrum was ambiguous for manual
classification (e.g., if a spectrum was taken at the boundary between a Form I and a Form II particle
and exhibited spectral features of both polymorphs), it was excluded from training. Then, LDA
was used to reduce the dimensionality of the training data, and spectra in the data set were projected
into the two-dimensional space formed by the two LDA axes. An SVM algorithm with a Gaussian
kernel was then used to define the classification decision boundaries for Form I, Form II, and
background Raman spectra. A five-fold cross-validation was applied during training to optimize
the parameters and ensure the robustness of the classifiers. Using SVM to construct classification
boundaries enabled both discrimination of different classes and maximization of the probability of
correct classification. Figure 6-3(a) shows the constructed decision boundaries in the twodimensional space, with all 500 training data points overlaid.
The constructed classifiers were then applied to the Raman ground truth data previously
acquired. During the 1-vs-1 SVM polling process, a tie in votes will typically occur when the
signal measured at the location is a mixture of Form I, Form II clopidogrel, and background spectra.
A simplified tie-breaking algorithm was implemented that all voting ties (30 out of 16,384) are
resolved as a Form I clopidogrel spectrum. With 16,384 classified Raman spectra, the Raman
spectral image was converted into a discrete valued 128 × 128 image, in which pixels valued 1, 2,
and 3 correspond to Form I, Form II, and background, respectively. This classified image was used
as the ground truth data for subsequent simulation studies. Figure 6-3(b) shows all 16,384 data
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points overlaid in the two-dimensional space. Color-shaded regions mark how data points within
corresponding areas were classified.

6.3.4

Experimental Implementation of Dynamic Sampling
Dynamic sampling Raman imaging was conducted using the aforementioned instrument,

with SLADS algorithm and Raman classifiers trained for clopidogrel bisulfate samples. Another
replicate of clopidogrel bisulfate sample was prepared for Raman imaging, with 50% Form I and
50% Form II by mass. The SLADS stopping condition was set such that experimental
measurements automatically ended when the estimated image reconstruction error was less than
1%. More measurements (to 35% of all pixels sampled) were conducted after the SLADS stopping
condition to evaluate and validate the trained stopping condition.
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Figure 6-3. Visualization of Raman spectral classification algorithms.
(a) Training spectra projected onto the two-dimensional space generated from the two principal
eigenvectors produced by LDA, and three decision boundaries constructed using 1-vs-1 SVM, in
which the solid curve separates Form I and Form II clopidogrel data points, the dashed line curve
separates Form II and background data points, and the dotted curve separates Form I and
background data points. (b) Visual representation of Raman spectral classification decision making.
All 16,384 spectra collected by the ground truth Raman imaging experiment are projected to the
same LDA space as gray dots. Shaded areas that these dots fall into indicate corresponding
classification results.
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6.4
6.4.1

Results and Discussion
Simulation Results
Prior to implementation, the SLADS algorithm was characterized through a series of

studies in which the ground truth results were measured at each pixel. Simulated dynamic sampling
was conducted on the 128 × 128 ground truth image, the results of which are provided in Figure
6-4(g). Before each measurement, the SLADS algorithm used an average of 71.5 μs to determine
the next measurement location. Image reconstruction was done each time an additional 1% of all
16,384 pixels was measured. The measured pixel locations, reconstructed images, and errors in
image reconstruction when 15% of all 16,384 pixels were measured are shown in Figure 6-4(a)(c). The image reconstruction error with dynamic sampling was 0.23%, At 35% of all pixels
sampled, all 16,384 pixels in the reconstructed image are identical to those in the ground truth
image. Previously recorded integrated intensity of each spectrum was used to rescale the discrete
valued Raman image in order to reconstruct a grayscale Raman spectroscopic image with
classification information, shown as Figure 6-4(h).

6.4.2

Comparison with Random Sampling
In order to compare the performance of dynamic sampling to other alternative sampling

strategies, simulated random sampling experiments were also conducted. The first simulated
random sampling imaging was conducted using the ground truth image acquired in a simulated
dynamic sampling experiment. The measured pixel locations, reconstructed images, and errors in
image reconstruction corresponding to measurements of 15% of all 16,384 pixels are shown in
Figure 6-4(d)-(f). The image reconstruction error with dynamic sampling was 0.23%, while with
random sampling it was 4.65%. It can be seen that most of the errors in random sampling were
located at the edges of the sample particles of different species (i.e., the boundaries between
classes). This edge ambiguity can be easily rationalized; boundaries have high spatial frequency
information compared to other areas in the image. Random sampling does not adjust its
measurement density according to the different spatial frequency accessed in different locations.
In contrast, dynamic sampling adjusts the measurement density accordingly, selectively
interrogating more pixels at areas with higher spatial frequency information, and measures fewer
pixels at areas with lower spatial frequency information.
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Figure 6-4. Simulated dynamic sampling (first row) and random sampling (second row)
reconstruction with a known ground truth image.
Results shown in the figure are both at 15% sampling percentage. (a) Measured locations of
simulated dynamic sampling. (b) Reconstructed image of dynamic sampling. (c) Dynamic
sampling image reconstruction error map. (d) Measured locations of simulated random sampling.
(e) Reconstructed image of random sampling. (f) Random sampling image reconstruction error
map. (g) The ground truth image in which all 16,384 pixels are sampled. (h) Grayscale image with
classification information by rescaling every pixel in the discrete valued image by the integrated
intensity of the Raman spectrum measured at the pixel (i) Comparison of image reconstruction
error using dynamic sampling (blue solid line) and random sampling (orange dotted line) as a
function of sampling percentage. In (a) (b) (d) (e) (g) and (h) red pixels correspond to Form I
polymorph, blue pixels correspond to Form II polymorph, black pixels correspond to background,
and gray pixels correspond to unmeasured locations. In (c) and (f) gray pixels correspond to
locations where the reconstructed image is the same as the ground truth image, and cyan pixels
correspond to locations where reconstructed image differs from the ground truth image.
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6.4.3

Experimental Implementation of SLADS for Dynamic Raman Imaging
The experimental dynamic Raman imaging stopping condition of <1% expected distortion

was reached for a sampling of 15.8%; the sampled pixel locations and the reconstructed image are
shown in Figure 6-5(a)-(b). Consistent with the preceding analysis with a known ground truth, the
SLADS reconstruction converged quickly to a low relative reconstruction error. Also consistent
with the evaluation of simulated results, the SLADS approach preferentially sampled the edges in
the images, at which the composition changes abruptly. This preferential sampling retained the
high spatial-frequency information content at the boundaries in the image reconstruction, enabling
high edge resolution in the classification.
In order to assess the merits of the SLADS algorithm at this stopping condition, additional
subsequent measurements were made for up to 35% of all pixels sampled, shown in Figure 6-5(c).
No additional changes were observed in the reconstructed images after 29% of all pixels were
sampled. The difference between the reconstructed image at SLADS algorithm stopping condition
and at 35% of all pixels sampled is 67 pixels, or 0.41% of all 16,384 pixels in the image. Details
of images used for training the SLADS stopping condition are included in supporting information.
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Figure 6-5. Dynamic sampling Raman imaging experimental results.
(a) Measurement locations correspond to the stopping criterion (15.8% sampling percentage). (b)
Reconstructed Raman image. (c) Reference image reconstructed after 35% of all pixels locations
are measured. (d) Difference between reconstructed image at 15.8% sampling percentage and the
reference image. 67 pixels are different, corresponding to 0.41% difference. In (a) (b) and (c), red
pixels correspond to Form I polymorph, blue pixels correspond to Form II polymorph, black pixels
correspond to background, and gray pixels correspond to unmeasured locations. In (d) gray pixels
correspond to locations where reconstructed image is the same as the ground truth image, and cyan
pixels correspond to locations where reconstructed image is different from the ground truth image.
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6.4.4

Performance Analysis and Potential Applications of Dynamic Sampling
The benefit of reduced measurement time delivered by SLADS is most pronounced in

Raman imaging, where the data acquisition time for each measurement is over 10 times longer
than the time required for laser beam relocation, data transfer, spectra analysis, and SLADS
computation. Comparable advantages are reasonable to expect in other imaging applications, in
which the random access time can be significantly faster than the single-pixel measurement time,
such as energy dispersive spectroscopy[234], photoacoustic imaging[235, 236], and infrared
hyperspectral imaging[237].
Previous analysis using images of different pixel resolution suggests that the sampling
benefits of SLADS increase significantly as the number of pixels in the image increases[238]. In
SLADS simulations based on X-ray diffraction imaging, an 80-fold increase in resolution (from
4080 to 512512 pixels) yielded a 6-fold reduction in the fraction of pixels sampled for similar
distortions. This result suggests that substantial improvements over the current design could be
anticipated with higher resolution of sampling, but at the expense of increased overall
measurement time.
It is interesting to compare the results of SLADS with the previously described sampling
strategy by Rowlands et al.[225], based on comparisons between spline and Kriging interpolations.
Quantitative comparisons are challenging, as the previous work did not include assessment of the
reliability of the algorithm (e.g., by using model calculations with known ground truth results). In
Rowlands et al., the boundaries between phases appear qualitatively to be significantly blurred in
the reconstructed images, and as a result the misclassification rate along the boundaries and in the
whole image is anticipated to be relatively large. One possible reason for this effect is that the
difference between two interpolations of a pixel is generally not proportional to the information
that the pixel would provide upon measurement. For example, consider three features with
different gray-scale values in proximity. The Rowlands et al. algorithm will preferentially sample
between the features with the greatest differences, rather than the locations that will optimize
reconstruction. Furthermore, the algorithm operates on continuously valued images, and uses the
difference between pixel values directly to select the next measurement. However, the difference
between continuously valued pixels is a different question than posed in the present reconstruction,
which focused on properly classifying composition. The algorithm proposed by Rowlands et al.
cannot readily be extended to labeled images; all pixels in labeled interpolations would either be
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identical using the two methods or differ by a score of 1 because of the discrete nature of the
classification.
In practice, the discrete classification boundaries identified by SLADS are not
representative of the smoothly varying changes in composition expected for realistic threedimensional objects. Two strategies were considered for recovering the intrinsic gradient in
intensities associated with geometric objects (in this case, spheroidal particles). First, the SLADS
algorithm can be applied for images in which each pixel is allowed to have continuous amplitudes
of all components (e.g., Form I, Form II, and background). SLADS imaging has been demonstrated
using continuously valued images (continuous-SLADS), in which different regions have either
hard boundaries or soft gradient edges[231] Since gradients in continuously valued images are
smoother, SLADS will sample along this smoother more spread out boundary. As a result, the
misclassification rate of the reconstruction, if calculated with only one label allowed per pixel, will
decrease slower than when SLADS trained on labeled images is applied to the same image after
labeling it. However, if the RMSE was computed as the error metric, continuous-SLADS will
decrease the error faster, because it is trained to find the pixel that reduces the RMSE the most.
However, continuous-SLADS, just as the method proposed by Rowland et al., suffers from the
inaccuracy of using the difference between continuously valued pixels to quantify how different
the pixels are. An alternative strategy illustrated in Figure 6-4(h) was adopted herein, in which the
original classified images were subsequently weighted by the ground-truth vector magnitudes of
the filtered spectra. While the primary focus of the present study was centered on quantitatively
and accurately classifying composition, the general strategies described above demonstrate
possible strategies for recovering gradient information in discretized SLADS images.
Although the central focus of the present work is the reduction in measurement time
afforded by dynamic sampling, the SLADS algorithm has the added benefit of reducing the total
optical dose to the sample. Phototoxicity is routinely observed in Raman imaging of live cells, in
which local heating and/or photochemical reactions significantly perturb the system under
investigation the process of data acquisition[239, 240]. In addition, significant laser-induced local
heating could potentially lead to phase transformation between crystal forms in analyses of
pharmaceutical materials[241]. In a previous application of dynamic sampling in synchrotron Xray diffraction for crystal positioning, the reduced number of measurement points significantly
reduced the X-ray dosage used for crystal identification, and avoided excessive X-ray
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damage[238]. Similarly, in other imaging applications where sample overheating or damage
caused by extended exposure to light source is a major concern, such as four-wave mixing
microscopy for living cell imaging, using dynamic sampling to reduce the number of sampling
points can be potentially beneficial.
While the measurements presented herein were all acquired using a dedicated prototype
instrument, the SLADS approach is expected to be directly compatible with broad classes of pointscanning instruments for Raman imaging. Assessment of compatibility can be made by
comparisons between the random access time within the field of view relative to the sampling
period per-pixel. In many practical commercially available confocal Raman systems supporting
imaging applications, the single-pixel measurement time dictates the overall frame rate, such that
SLADS is expected to be advantageous. Given the quality of the reconstructions produced with
~16% of pixels sampled, the time-reductions associated with SLADS is highly attractive.

6.5

Summary
An integrated Raman imaging system utilizing dynamic sampling with SLADS was

demonstrated for clopidogrel bisulfate polymorphism discrimination. This approach significantly
reduced the number of sampling points required for image reconstruction. For a three-component
system consisting of Form I clopidogrel / Form II clopidogrel / background, the implementation
of dynamic sampling was found to increase the imaging speed by over 6 times without significantly
sacrificing image fidelity relative to traditional raster scanning. Simulation results also support a
one order of magnitude improvement of image reconstruction accuracy by dynamic sampling over
random sampling. Dynamic sampling capabilities have the potential to be easily retrofitted into
existing imaging systems, with few requirements beyond those inherently already present in pointscanning Raman microscopy instrumentation. The flexibility of the sampling architecture enables
compatibility with a variety of applications, providing benefits including increased imaging speed
and reduced sample damage.
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ABSTRACT: The total number of data points required for image
generation in Raman microscopy was greatly reduced using sparse
sampling strategies, in which the preceding set of measurements informed
the next most information-rich sampling location. Using this approach,
chemical images of pharmaceutical materials were obtained with >99%
accuracy from 15.8% sampling, representing an ∼6-fold reduction in
measurement time relative to full ﬁeld of view rastering with comparable
image quality. This supervised learning approach to dynamic sampling
(SLADS) has the distinct advantage of being directly compatible with
standard confocal Raman instrumentation. Furthermore, SLADS is not
limited to Raman imaging, potentially providing time-savings in image
reconstruction whenever the single-pixel measurement time is the limiting
factor in image generation.

R

the speed of Raman imaging with signiﬁcantly shorter exposure
times (up to video-rate frame rates). However, these
approaches typically require ultrafast laser sources, which can
limit the rate of adoption. Furthermore, it can be challenging to
recover complete high-resolution spectra at each location by
SRS and CARS.8 Alternatively, several illumination strategies
have been applied to improve the speed of spontaneous Raman
imaging, which are mainly classiﬁed as wide-ﬁeld, lineillumination, and confocal scanning methods.19 In wide-ﬁeld
Raman microscopy, the entire ﬁeld of view is illuminated, and
the Raman spectra are collected by spectral ﬁltering to select
discrete frequencies. This approach recovers highly eﬃcient
spatial information but ineﬃcient spectral collection. Incorporation of acousto-optic tunable ﬁlters, liquid-crystal tunable
ﬁlters (LCTFs), ﬁber array assemblies, and integrated light
sheet illumination can improve the signal-to-noise ratio and the
eﬃciency of spatial and spectral collections.20 However, wideﬁeld strategies such as these reject much of the Raman signal, as
measurements are typically acquired by serially scanning
through wavelengths. In addition, illumination of the entire
ﬁeld of view reduces the intensity at each individual pixel, with
the corresponding signal scaling proportionally. Line-illumination (or push-broom) methods using a hemicylindrical lens
circumvent this complication by allowing full spectral
acquisition in one dimension of an array-detector and spatial

aman microscopy, which combines Raman spectroscopy
with optical imaging, is a powerful tool to provide detailed
chemical information in multiple dimensions (spatial and
spectral).1 Because of its high chemical speciﬁcity and
requirement for minimal sample preparation, Raman imaging
has found broad adoption in both chemical and biological
sample analysis, with applications ranging from the screening of
pharmaceutical formulations,2−5 to characterization of semiconductors,6,7 to cancer diagnosis,8−10 to forensic analysis.11,12
Speciﬁcally, in the pharmaceutical industry, spontaneous
Raman spectroscopy and microscopy have been established as
a standard method for polymorphic characterization of active
pharmaceutical ingredients (APIs).2,13 Previous studies show
that more than 80% of APIs have multiple polymorphic
forms,14 and polymorphic transition of APIs can signiﬁcantly
impact their chemical and physical properties, including
stability, apparent solubility, morphology, and bioavailability.
Polymorphism is a critical issue in the industry, and there is
increasing need for fast and reliable analytical methods for API
polymorphic characterization. However, the spontaneous
Raman cross section is weak (on the order of 10−30 cm2/
sr).15 As a result, imaging based on spontaneous Raman
typically requires relatively long integration times to obtain
suﬃcient signal-to-noise, which in turn limits the applications of
Raman imaging.16
Several strategies have been adopted to reduce the
measurement time in Raman imaging. Some techniques, such
as stimulated Raman scattering (SRS) 17 and coherent
antistokes Raman scattering (CARS),18 dramatically improve
© XXXX American Chemical Society
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ceutical ingredients (APIs) shown in this study was accelerated
by ∼6 times.

information on the orthogonal axis. By sweeping a line of
illumination across the sample (or translating the sample),
spectra images are produced one line at a time.21 However,
similar to wide-ﬁeld strategies, line-illumination also suﬀers
from reduced intensity at each individual pixel, resulting in
extended measurement time.
Point scanning has the distinct advantage of enabling
confocal sectioning, which can greatly reduce background and
interference from out-of-plane contributions. However, the
traditional approach to point-mapping Raman imaging utilizes
raster scanning to sample all pixels in the ﬁeld of view, which
often results in prohibitively long imaging times for practical
applications. Raster scanning always samples locations immediately adjacent to those previously sampled, which typically are
among the least informative pixels for sampling in order to
perform image reconstruction. In brief, sampling adjacent pixels
interrogates the highest spatial frequency achievable by the
instrument hardware for all locations in the image, regardless of
the frequency components actually present.
To improve the speed of point mapping Raman imaging,
several selective sampling algorithms have been employed to
determine the optimal positions of measurement locations and
reduce the numbers of sampling points. Rowlands et al.
developed a sampling method, in which a score assigned to
each unmeasured pixel was used to determine the next
sampling location.22,23 This score is equal to the diﬀerence
between the interpolated values for a pixel, computed using two
diﬀerent interpolation algorithms (e.g., a cubic spline and a
Kriging interpolation). The pixel location where the reconstruction algorithms diﬀered the most was deemed the most
informative pixel and then measured. While an improvement
over random sampling, it is not clear from a fundamental
perspective that the location where the diﬀerence is largest with
two interpolation approaches corresponds to the pixel with the
most information about the underlying object. Another
approach for selective sampling is to use the information
from a much faster alternative imaging tool, such as second
harmonic generation (SHG) microscopy24 and/or confocal
ﬂuorescence microscopy.25 However, such hyphenated methods add complexity to the instrument and have speciﬁc
requirements for samples (e.g., SHG-guided Raman spectroscopy is only applicable for sample systems whose components
are symmetry-allowed for SHG).
In the present study, a supervised learning approach for
dynamic sampling (SLADS) is demonstrated for hyperspectral
imaging, which allows rapid determination of optimal sampling
locations in real-time during image acquisition. In contrast to
previous methods for sparse-sampling in Raman imaging,
SLADS is based on a machine learning approach that
incorporates training data for sample selection. Furthermore,
SLADS allows the use of labeled images (i.e., pixels classiﬁed
according to spectra), as opposed to being limited to
continuously valued images, which could result in the adverse
eﬀects described in previously discussed method by Rowlands
et al. and in the original SLADS publication.26 On the basis of
the training results and the SLADS algorithm, the error of
dynamic image reconstruction was less than 0.5% with 15%
sampling points, with resolution negligibly diﬀerent from full
raster scanning. The stopping condition was determined by
training data to optimize the number of sampling points and
the quality of reconstructed image. By using SLADS guided
Raman imaging, polymorphic discrimination of active pharma-

1. THEORETICAL METHODS
1.1. Classifying Raman Spectra for Discretized
Imaging. Classiﬁcation of acquired Raman spectra was
performed to identify the chemical composition of the sample
measured at speciﬁc locations. The Raman spectroscopic image
was thus converted to a discrete valued image, in which the
value of each pixel is its corresponding class label, to inform the
SLADS algorithm. Raman spectral classiﬁcation was achieved
by a combination of linear discriminant analysis (LDA) for
initial dimension reduction and support vector machine (SVM)
classiﬁcation. In brief, LDA constructs the N-1-dimensional
space for N classes of data that maximizes the Fisher linear
discriminant, which in turn maximizes the resolution between
classes. SVM is a complementary machine-learning algorithm
speciﬁcally designed for classiﬁcation, in which optimal
hyperplanes are constructed in the data space to separate
diﬀerent clusters of data points. With linearly inseparable data,
SVM utilizes a predeﬁned kernel function to draw nonlinear
decision boundaries, which is a more computationally
economical equivalent of projecting data into a higher
dimensional space, in which the data become linearly separable.
SVM is not inherently designed to work with N-class
problems, such that additional steps were taken to enable
classiﬁcation. In the present work, a 1-vs-1 SVM approach was
adopted to enable SVM analysis with N > 2: one decision
boundary was made for each pair of classes, generating ( 2n )
decision boundaries. Classiﬁcation of a data point is achieved
using this procedure:27 all the ( 2n ) decision boundaries were
applied to the unseen data point, and each decision boundary
returns one prediction for a class label. Then a polling
procedure is conducted, in which the class that obtains the
highest number of prediction votes is used as the classiﬁcation
result. If the polling results in a tie, a tie-breaking algorithm is
implemented to make a ﬁnal classiﬁcation decision.
1.2. Dynamic Sampling. In this section, we describe the
theoretical framework underpinning SLADS for identifying a
sparse set of sampling locations, which allows for a high ﬁdelity
reconstruction of the underlying object.26,28,29 Let us assume
that we have previously measured k locations, S = {s(1), s(2),···
s(k)}, of some sample, X ∈ 9 N , and we want to ﬁnd the next
location, s(k+1), to measure. The measurements can be described
by a matrix,

Y

(k)

⎛ s(1) , X (1) ⎞
s ⎟
⎜
=⎜ ⋮ ⎟
⎜
⎟
⎜ (k) (k) ⎟
⎝ s , Xs ⎠

(1)

After these measurements are acquired, one can perform a
reconstruction to form X̂ (k) ∈ 9 N . In SLADS, the goal is to ﬁnd
the pixel location that maximizes the expected reduction in
distortion.
s(k + 1) = arg max {E[R(k ; s)|Y (k)]}
s ∈ {Ω \S}

(2)

In eq 2, Ω is the set of all pixel locations in X, and the reduction
in distortion R resulting from measuring pixel s is given by the
following expression.
B
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Figure 1. Schematic of the random access Raman microscope, with the dynamic sampling Raman imaging workﬂow described in the ﬂowchart. The
server computer (outlined in blue to the left) controlled the Raman spectrometer, and the client computer (outlined in orange to the right)
controlled the laser beam location, operated the SLADS algorithm, and performed Raman spectral classiﬁcation.
(k)

R(k ; s) = D(X , X̂ ) − D(X , X̂

(k ; s)

)

Since this quantity cannot be computed without foreknowledge of the ground truth image, another function ϵ(k), is used in
SLADS instead to identify the stopping condition.

(3)

In eq 3, X̂ (k;s) is the reconstruction made with Y(k) and Xs, and
D(A, B) is the distortion between two images A and B. In
SLADS it is assumed that the expectation value for the
reduction in distortion can be written as a function of Y.

E[R(k ; s)|Y (k)] = f θs (Y )

ϵ(k) = (1 − β)ϵ(k − 1) + βD(X s(k) , X̂ s((kk)− 1))

Here, k > 1, β is a user selected parameter that determines
the amount of temporal smoothing, Xs(k) is the measured value
− 1)
is the reconstructed value of
of the pixel at step k, and X̂ (k
s(k)
the same pixel at step k − 1. The threshold to place on this
function, T̃ (T), to stop sampling when ETDk is below T, is
computed as follows.
First, M training images are measured using the SLADS
algorithm and stopped when the total distortion is below the
desired threshold T. For example,

(4)

fsθ(Y)

In eq 4, the function
is learned using a supervised learning
approach, where θ is a parameter vector.
In this implementation of SLADS, the distortion D between
two images A and B is deﬁned as,
N

D(A , B) =

∑ I(Ai , Bi )
i=1

TDk =

(5)

Here, I is an indicator function deﬁned as,
⎧ 0 if Ai = Bi
I(Ai , Bi ) = ⎨
⎩1 if Ai ≠ Bi

(9)

Then the value of ϵ
for each experiment is recorded. Here
ϵ(Km) is the value of ϵ(k) when SLADS is stopped for the mth
image. Then the threshold to place on ϵ(k) in the SLADS
experiment is computed as,

(6)

In eq 6, Ai is the ith element of the image A. However, in this
implementation, since we measure a spectrum from each pixel
location, we have an l-dimensional vector at each pixel location.
Hence, we label each measured spectrum, as it is measured (i.e.,
on-the-ﬂy), using the classiﬁcation method described in the
previous section.
1.3. Stopping Condition for SLADS. The SLADS
framework includes a stopping condition that allows us to
stop sampling when the expected total distortion (ETD) is
smaller than a threshold T;
⎡ 1
(k) ⎤
ETDk = E⎢ D(X , X̂ )⎥ < T
⎣ |Ω|
⎦

1
(k)
D(X , X̂ ) < T
|Ω|
(Km)

⎪

⎪

(8)

T̃(T ) =

M

∑ ϵ(K (T))
m

m=1

(10)

2. EXPERIMENTAL METHODS
Instrumentation for dynamic sampling Raman imaging is
shown in Figure 1. A continuous wave diode laser (Toptica,
785 nm wavelength) was coupled into a Raman probe
(InPhotonics, RPS785/24). The light was then collimated by
a 1/2 in. fused silica lens and directed through an X-Y scan
head composed of two galvanometer scanning mirrors. Two
additional 1 in. diameter fused silica lenses formed a 4f
conﬁguration to deliver a collimated beam on the back of a 10×

(7)
C
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Figure 2. (a) Sample raw Raman spectra of form I, form II clopidogrel bisulfate polymorphs, and background signal, and (b−e) the spectral
processing procedure illustrated using a spectrum of form II clopidogrel bisulfate measurement, including Savizhky-Golay ﬁltering, rolling ball
ﬁltering, and normalization to the area under the curve.

C++ 6.0 (Microsoft Corporation) in combination with
MATLAB to allow remote control of the Raman spectrometer
vendor computer (server computer) as well as data transfer
between the two computers. During the experiment, the client
computer used the SLADS algorithm (coded in MATLAB) to
determine the next measurement location, calculated the
corresponding voltages needed at the galvanometer mirrors,
output voltages via the DAC to direct the laser, and sent
request to the server computer for Raman spectrum acquisition.
After receiving the acquired Raman spectrum ﬁle from the
server computer, the client computer used pretrained classiﬁer
to identify the sample at the point of measurement and
continued SLADS algorithm to decide the next measurement
point.
Pure clopidogrel bisulfate form I and form II were produced
in-house at Dr. Reddy’s Laboratories. Both the form I and form
II particles were spherical with similar particle size distributions
(diameter: ∼25 μm). The sample prepared for Raman imaging

objective (Nikon). The Raman signal from the sample was
collected in epi direction and sent back through the same beam
path into the Raman probe, and a photodiode was set behind
the sample to collect the laser transmittance signal for bright
ﬁeld imaging. A notch ﬁlter was built in the Raman probe to
reject the laser signal. Raman spectra were acquired using an
Acton SP-300i spectrometer with a 100 × 1340 CCD array and
controlled by a computer running WinSpec32. Another
computer was used to control the galvanometer scanning
mirrors with a digital to analog converter (DAC, NI 9263,
National Instruments) coupled with a programmable USB
interface (NI USB-9162, National Instruments). MATLAB
R2014a (MathWorks, Inc.) software written in-house was used
to output analog voltages to the galvanometer mirrors and
direct the laser beam to the desired locations. To achieve
automation of dynamic sampling, network communication
programs based on WinSock application programming interface
were designed (a client/server network) in house using Visual
D
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Figure 3. (a) Training spectra projected onto the two-dimensional space generated from the two principal eigenvectors produced by LDA, and three
decision boundaries constructed using 1-vs-1 SVM, in which the solid curve separates form I and form II clopidogrel data points, the dashed line
curve separates form II and background data points, and the dotted curve separates form I and background data points. (b) Visual representation of
Raman spectral classiﬁcation decision making. All 16384 spectra collected by the ground truth Raman imaging experiment are projected to the same
LDA space as gray dots. Shaded areas that these dots fall into indicate corresponding classiﬁcation results.

optimize the parameters and ensure the robustness of the
classiﬁers. Using SVM to construct classiﬁcation boundaries
enabled both discrimination of diﬀerent classes and maximization of the probability of correct classiﬁcation. Figure 3a
shows the constructed decision boundaries in the twodimensional space, with all 500 training data points overlaid.
The constructed classiﬁers were then applied to the Raman
ground truth data previously acquired. During the 1-vs-1 SVM
polling process, a tie in votes will typically occur when the
signal measured at the location is a mixture of form I, form II
clopidogrel, and background spectra. A simpliﬁed tie-breaking
algorithm was implemented that all voting ties (30 out of
16384) are resolved as a form I clopidogrel spectrum. With
16384 classiﬁed Raman spectra, the Raman spectral image was
converted into a discrete valued 128 × 128 image, in which
pixels valued 1, 2, and 3 correspond to form I, form II, and
background, respectively. This classiﬁed image was used as the
ground truth data for subsequent simulation studies. Figure 3b
shows all 16384 data points overlaid in the two-dimensional
space. Color-shaded regions mark how data points within
corresponding areas were classiﬁed.
Experimental Implementation of Dynamic Sampling.
Dynamic sampling Raman imaging was conducted using the
aforementioned instrument, with SLADS algorithm and Raman
classiﬁers trained for clopidogrel bisulfate samples. Another
replicate of clopidogrel bisulfate sample was prepared for
Raman imaging, with 50% form I and 50% form II by mass. The
SLADS stopping condition was set such that experimental
measurements automatically ended when the estimated image
reconstruction error was less than 1%. More measurements (to
35% of all pixels sampled) were conducted after the SLADS
stopping condition to evaluate and validate the trained stopping
condition.

was a mixture of clopidogrel bisulfate form I and form II, which
consisted of 50% form I and 50% form II by mass. The powder
sample was placed on a fused quartz microscope slide to collect
Raman spectrum. The laser power measured at the sample
place was ∼30 mW. The exposure time was 0.5 s per spectral
frame. To achieve higher signal-to-noise ratio for high quality
training data for classiﬁcation, 30 consecutive frames were
averaged for each pixel. A Savitzky-Golay ﬁlter was applied to
smooth the spectra,30 and a rolling ball ﬁlter was used to
remove the ﬂuorescence background.31 Finally, the spectra
were normalized to their integrated intensities (i.e., the area
under the curves). The integrated intensity information on
every spectrum was recorded so it can be retrieved when
intensity information within each spectrum was needed for
subsequent analysis. The spectral processing procedures are
shown in Figure 2.
Ground Truth Data Acquisition. Ground truth data were
acquired using a raster scan sampling pattern in order to allow
evaluation of the performance of dynamic sampling. Raman
spectra of the 50%/50% (w/w) clopidogrel bisulfate form I/
form II were taken at every pixel of a 128 pixel × 128 pixel ﬁeld
of view. Classiﬁcation algorithms were developed using the
information and knowledge obtained from this data set.
Classiﬁcation of Raman Spectra. LDA and SVM both
being supervised learning algorithms, Raman classiﬁers were
constructed using 500 training spectra, which were randomly
picked from the 16384 ground truth spectra and then manually
classiﬁed by inspection as either form I clopidogrel, form II
clopidogrel, or background. During this process, if a selected
spectrum was ambiguous for manual classiﬁcation (e.g., if a
spectrum was taken at the boundary between a form I and a
form II particle and exhibited spectral features of both
polymorphs), it was excluded from training. Then, LDA was
used to reduce the dimensionality of the training data, and
spectra in the data set were projected into the two-dimensional
space formed by the two LDA axes. An SVM algorithm with a
Gaussian kernel was then used to deﬁne the classiﬁcation
decision boundaries for form I, form II, and background Raman
spectra. A 5-fold cross-validation was applied during training to

■

RESULTS AND DISCUSSION

Simulation Results. Prior to implementation, the SLADS
algorithm was characterized through a series of studies in which
the ground truth results were measured at each pixel. Simulated

E
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Figure 4. Simulated dynamic sampling (ﬁrst row) and random sampling (second row) reconstruction with a known ground truth image. Results
shown in the ﬁgure are both at 15% sampling percentage (i.e., 2458 out of 16384 pixels are measured). (a) Measured locations of simulated dynamic
sampling. (b) Reconstructed image of dynamic sampling. (c) Dynamic sampling image reconstruction error map. (d) Measured locations of
simulated random sampling. (e) Reconstructed image of random sampling. (f) Random sampling image reconstruction error map. (g) The ground
truth image in which all 16384 pixels are sampled. (h) Grayscale image with classiﬁcation information by rescaling every pixel in the discrete valued
image by the integrated intensity of the Raman spectrum measured at the pixel. (i) Comparison of image reconstruction error using dynamic
sampling (blue solid line) and random sampling (orange dotted line) as a function of sampling percentage. In (a), (b), (d), (e), (g), and (h) red
pixels correspond to form I polymorph, blue pixels correspond to form II polymorph, black pixels correspond to background, and gray pixels
correspond to unmeasured locations. In (c) and (f), gray pixels correspond to locations where the reconstructed image is the same as the ground
truth image, and cyan pixels correspond to locations where reconstructed image diﬀers from the ground truth image.

dynamic sampling was conducted on the 128 × 128 ground
truth image, the results of which are provided in Figure 4g.
Before each measurement, the SLADS algorithm used an
average of 71.5 μs to determine the next measurement location.
Image reconstruction was done each time an additional 1% of
all 16384 pixels was measured. The measured pixel locations,
reconstructed images, and errors in image reconstruction when
15% of all 16384 pixels were measured are shown in Figure 4
(panels a−c). The image reconstruction error with dynamic
sampling was 0.23%. At 35% of all pixels sampled, all 16384
pixels in the reconstructed image are identical to those in the
ground truth image. Previously recorded integrated intensity of
each spectrum was used to rescale the discrete valued Raman
image in order to reconstruct a grayscale Raman spectroscopic
image with classiﬁcation information, shown as Figure 4h.
Video S1 is demonstrates the simulation process.
Comparison with Random Sampling. In order to
compare the performance of dynamic sampling to other

alternative sampling strategies, simulated random sampling
experiments were also conducted. The ﬁrst simulated random
sampling imaging was conducted using the ground truth image
acquired in a simulated dynamic sampling experiment. The
measured pixel locations, reconstructed images, and errors in
image reconstruction corresponding to measurements of 15%
of all 16384 pixels are shown in Figure 4 (panels d−f). The
image reconstruction error with dynamic sampling was 0.23%,
while with random sampling it was 4.65%. It can be seen that
most of the errors in random sampling were located at the
edges of the sample particles of diﬀerent species (i.e., the
boundaries between classes). This edge ambiguity can be easily
rationalized; boundaries have high spatial frequency information compared to other areas in the image. Random sampling
does not adjust its measurement density according to the
diﬀerent spatial frequency accessed in diﬀerent locations. In
contrast, dynamic sampling adjusts the measurement density
accordingly, selectively interrogating more pixels at areas with
F
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Figure 5. Dynamic sampling Raman imaging experimental results. (a) Measurement locations correspond to the stopping criterion (15.8% sampling
percentage). (b) Reconstructed Raman image. (c) Reference image reconstructed after 35% of all pixels locations are measured. (d) Diﬀerence
between reconstructed image at 15.8% sampling percentage and the reference image. 67 pixels are diﬀerent, corresponding to 0.41% diﬀerence. In (a,
b, and c), red pixels correspond to form I polymorph, blue pixels correspond to form II polymorph, black pixels correspond to background, and gray
pixels correspond to unmeasured locations. In (d), gray pixels correspond to locations where reconstructed image is the same as the ground truth
image, and cyan pixels correspond to locations where reconstructed image is diﬀerent from the ground truth image.

anticipated with higher resolution of sampling but at the
expense of increased overall measurement time.
It is interesting to compare the results of SLADS with the
previously described sampling strategy by Rowlands et al.,23
based on comparisons between spline and Kriging interpolations. Quantitative comparisons are challenging, as the previous
work did not include assessment of the reliability of the
algorithm (e.g., by using model calculations with known ground
truth results). In Rowlands et al., the boundaries between
phases appear qualitatively to be signiﬁcantly blurred in the
reconstructed images, and as a result, the misclassiﬁcation rate
along the boundaries and in the whole image is anticipated to
be relatively large. One possible reason for this eﬀect is that the
diﬀerence between two interpolations of a pixel is generally not
proportional to the information that the pixel would provide
upon measurement. For example, consider three features with
diﬀerent gray scale values in proximity. The Rowlands et al.
algorithm will preferentially sample between the features with
the greatest diﬀerences, rather than the locations that will
optimize reconstruction. Furthermore, the algorithm operates
on continuously valued images and uses the diﬀerence between
pixel values directly to select the next measurement. However,
the diﬀerence between continuously valued pixels is a diﬀerent
question than posed in the present reconstruction, which
focused on properly classifying composition. The algorithm
proposed by Rowlands et al. cannot readily be extended to
labeled images; all pixels in labeled interpolations would either
be identical using the two methods or diﬀer by a score of 1
because of the discrete nature of the classiﬁcation.
In practice, the discrete classiﬁcation boundaries identiﬁed by
SLADS are not representative of the smoothly varying changes
in composition expected for realistic three-dimensional objects.
Two strategies were considered for recovering the intrinsic
gradient in intensities associated with geometric objects (in this
case, spheroidal particles). First, the SLADS algorithm can be
applied for images in which each pixel is allowed to have
continuous amplitudes of all components (e.g., form I, form II,
and background). SLADS imaging has been demonstrated
using continuously valued images (continuous-SLADS), in
which diﬀerent regions have either hard boundaries or soft
gradient edges.29 Since gradients in continuously valued images
are smoother, SLADS will sample along this smoother more
spread out boundary. As a result, the misclassiﬁcation rate of
the reconstruction, if calculated with only one label allowed per
pixel, will decrease slower than when SLADS trained on labeled
images is applied to the same image after labeling it. However,
if the RMSE was computed as the error metric, continuous-

higher spatial frequency information and measures fewer pixels
at areas with lower spatial frequency information.
Experimental Implementation of SLADS for Dynamic
Raman Imaging. The experimental dynamic Raman imaging
stopping condition of <1% expected distortion was reached for
a sampling of 15.8%; the sampled pixel locations and the
reconstructed image are shown in Figure 5 (panels a and b).
Consistent with the preceding analysis with a known ground
truth, the SLADS reconstruction converged quickly to a low
relative reconstruction error. Also consistent with the
evaluation of simulated results, the SLADS approach
preferentially sampled the edges in the images, at which the
composition changes abruptly. This preferential sampling
retained the high spatial-frequency information content at the
boundaries in the image reconstruction, enabling high-edge
resolution in the classiﬁcation.
In order to assess the merits of the SLADS algorithm at this
stopping condition, additional subsequent measurements were
made for up to 35% of all pixels sampled, shown in Figure 5c.
No additional changes were observed in the reconstructed
images after 29% of all pixels were sampled. Video S2
demonstrates the experiment measurement process. The
diﬀerence between the reconstructed image at SLADS
algorithm stopping condition and at 35% of all pixels sampled
is 67 pixels, or 0.41% of all 16384 pixels in the image. Details of
images used for training the SLADS stopping condition are
included in Supporting Information.
Performance Analysis and Potential Applications of
Dynamic Sampling. The beneﬁt of reduced measurement
time delivered by SLADS is most pronounced in Raman
imaging, where the data acquisition time for each measurement
is over 10 times longer than the time required for laser beam
relocation, data transfer, spectra analysis, and SLADS
computation. Comparable advantages are reasonable to expect
in other imaging applications, in which the random access time
can be signiﬁcantly faster than the single-pixel measurement
time, such as energy dispersive spectroscopy,32 photoacoustic
imaging,33,34 and infrared hyperspectral imaging.35
Previous analysis using images of diﬀerent pixel resolution
suggests that the sampling beneﬁts of SLADS increase
signiﬁcantly as the number of pixels in the image increases.36
In SLADS simulations based on X-ray diﬀraction imaging, an
80-fold increase in resolution (from 40 × 80 to 512 × 512
pixels) yielded a 6-fold reduction in the fraction of pixels
sampled for similar distortions. This result suggests that
substantial improvements over the current design could be
G
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SLADS will decrease the error faster because it is trained to ﬁnd
the pixel that reduces the RMSE the most. However,
continuous-SLADS, just as the method proposed by Rowland
et al., suﬀers from the inaccuracy of using the diﬀerence
between continuously valued pixels to quantify how diﬀerent
the pixels are. An alternative strategy illustrated in Figure 4h
was adopted herein, in which the original classiﬁed images were
subsequently weighted by the ground-truth vector magnitudes
of the ﬁltered spectra. While the primary focus of the present
study was centered on quantitatively and accurately classifying
composition, the general strategies described above demonstrate possible strategies for recovering gradient information in
discretized SLADS images.
Although the central focus of the present work is the
reduction in measurement time aﬀorded by dynamic sampling,
the SLADS algorithm has the added beneﬁt of reducing the
total optical dose to the sample. Phototoxicity is routinely
observed in Raman imaging of live cells, in which local heating
and/or photochemical reactions signiﬁcantly perturb the
system under investigation during the process of data
acquisition.37,38 In addition, signiﬁcant laser-induced local
heating could potentially lead to phase transformation between
crystal forms in analyses of pharmaceutical materials.39 In a
previous application of dynamic sampling in synchrotron X-ray
diﬀraction for crystal positioning, the reduced number of
measurement points signiﬁcantly reduced the X-ray dosage
used for crystal identiﬁcation and avoided excessive X-ray
damage.36 Similarly, in other imaging applications where
sample overheating or damage caused by extended exposure
to light source is a major concern, such as four-wave mixing
microscopy for living cell imaging, using dynamic sampling to
reduce the number of sampling points can be potentially
beneﬁcial.
While the measurements presented herein were all acquired
using a dedicated prototype instrument, the SLADS approach is
expected to be directly compatible with broad classes of pointscanning instruments for Raman imaging. Assessment of
compatibility can be made by comparisons between the
random access time within the ﬁeld of view relative to the
sampling period per-pixel. In many practical commercially
available confocal Raman systems supporting imaging applications, the single-pixel measurement time dictates the overall
frame rate, such that SLADS is expected to be advantageous.
Given the quality of the reconstructions produced with ∼16%
of pixels sampled, the time-reductions associated with SLADS is
highly attractive.

ﬂexibility of the sampling architecture enables compatibility
with a variety of applications, providing beneﬁts including
increased imaging speed and reduced sample damage.
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