Abstract-We use a buffer-boundedness approach to study the stability of re-entrant lines with a buffer priority scheduling policy. Using Petri net models we establish a sufficient condition for instability of such systems having a positive feedback loop. An example of unstable systems is also given.
I. INTRODUCTION
When designing and building a complex system it is necessary to select and enforce a scheduling policy for each shared resource. The selected scheduling policy helps the system achieve some objective function. For example, in the case of a manufacturing system, priority scheduling may allow us to respond more promptly to particular classes of customers.
Stability is a critical property of a scheduling policy. A queuing system is stable if the time in the system is bounded or, equivalently, if the number of customers in the system is bounded. The mean time in the system and the mean number of customers in the system are related by Little's law.
We assume all service times and arrival times are deterministic. In discrete-time dynamic systems, the notion "stability" commonly means "asymptotic stability," i.e., convergence of sample paths to a fixed and stable point. For Markovian systems, stability means the existence of a steady-state distribution, i.e., positive recurrence [1] .
It is generally taken for granted that as long as the overall traffic intensity is less than unity [2] a network of queues is stable. However, it has been demonstrated that for a system with multiple classes of service and a deterministic scheduling policy based on priorities, instability may occur even for loads less than unity [3] , [4] .
Traditionally, system stability is studied based upon time boundedness of queuing models [1] , i.e., the time in the system and the time spent by the customer in all states prior to its departure are bounded. In this note, we take a different approach. We study the buffer boundedness with the aid of Petri net [5] , [6] models, and investigate the number of customers in the system based upon the markings of the Petri net model of the system. A scheduling policy is considered stable if the markings of all the places in the Petri net model of the system are bounded at all times [7] .
Petri nets are good models for describing priority scheduling, as well as nondeterministic and asynchronous behavior. In addition, Petri net models can intuitively reveal a positive feedback structure, one of the [4] and the conditions necessary for their stability are introduced in Section II. Section III outlines the properties for basic Petri net structures of systems with a PFL, and the relations of marking variation between two neighboring buffers. A sufficient condition for a system with a PFL to be unstable is presented in Section IV. At last, we give an example of unstable systems.
II. SYSTEM MODEL
In this note, we study the stability of re-entrant networks of queues [2] . In our model, we assume that: i) the routing is deterministic; ii) the service time and the arrival time are deterministic; iii) batch arrivals are allowed; iv) static priority scheduling is supported; v) scheduling is nonpreemptive. The assumptions are as follows.
• There are S service stations.
• Each service station i consists of m i identical servers (machines/processors/CPUs) that can run in parallel.
• There are K buffers.
• Customers in buffer k are served at service station s(k), with service time tK, and the service can be provided by one of the m s(k) machines located at the service station.
• Since routing is deterministic, a customer first arrives at buffer 1. After service is completed, the customer moves to buffer 2, and so on, until it finally reaches buffer K. After service is completed at this final buffer, the customer leaves the system.
For each i = 1; . . . ; S, the time units of work per machine at service station i, required by a customer is [3] wi = fkjs(k)=ig t k m i : (1) To guarantee any practical form of stability for the system, the capacity constraint must be satisfied [3] = max(wi) < 1; for i = 1; . . . ; S (2) where is the load of the system. Condition (2) is necessary but not sufficient for the stability of a system using priority scheduling [5] .
Let B i = fkjs(k) = ig denote the set of buffers at service station i. The customers in different buffers at station i are served by the machines based on a scheduling policy. Several scheduling policies are discussed in [1] , [3] , and [8] .
In a Petri net model of re-entrant lines, the buffers are represented by places, and the server processes are represented by transitions. In our model, every transition except for the first and the last connects two neighboring buffers, and acts as an output for one buffer and an input for the other. Customer arrivals to the system are represented by a transition with no input places and with the first buffer of the system as its output place. Customer departures from the system are represented by a transition with the last buffer as its input place and no output places. In such a Petri net model, the subnet obtained by deleting the first transition and the last transition is structurally bounded [6] , i.e., under any initial marking, the submodel is always bounded. The server process transitions are denoted by pi, the corresponding firing rate by i , and the delay by t i (t i = 1= i ). The transition corresponding to customer arrivals has a subscript in, its firing rate is , and the delay is tin(tin = 1=). Each buffer i is represented by a place bi.
The customers are represented by tokens.
In a timed Petri net model without inhibitor and variable arcs, the throughput of the output transition will tend toward a limit, as the number of tokens in the input places increases, if the transition firing rate is independent of the marking of the places [7] . Indeed, the average token flow fi through the transition pi must be less than the average firing rate i of the transition f i i :
III. STABILITY OF BASIC PETRI NET MODELS OF RE-ENTRANT LINES
WITH A PFL Now, we discuss the characteristics of the basic Petri net structures encountered in modeling re-entrant systems with buffer priority scheduling. First, let us define the terminology useful in specifying re-entrant lines.
Note that the buffers are numbered according to the order in which they are visited by the customer. Without loss of generality, we model buffer b i by a place labeled b i in the Petri net model. We use the terminology buffer bi and place bi interchangeably in this note, when the two need not be distinguished. The server process that transfers customers (tokens) from buffer b i to buffer b i+1 is modeled by a transition labeled pi. 
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In the Petri net model, inhibitor arcs are used to specify priority ordering between two buffers. An inhibitor arc drawn from place b i to transition p j , is called a flow direction inhibitor arc if i < j, else it is referred to as a feedback inhibitor arc. Flow direction inhibitor arcs are drawn in the direction of customer flow, while feedback arcs are in the opposite direction to customer flow. 
To simplify the graphs, in the following models the places corresponding to the machines are removed unless explicitly specified. The marking of a buffer place bi is a function of time t, denoted by M(bi; t).
In dynamic systems, stability is commonly used to mean "asymptotic stability," i.e., the convergence of a sample path to a fixed and stable point. In timed Petri net models, the samples are represented by the number of tokens in the places at different time points. Let us examine the relationship of changes in the number of tokens with time between two neighboring buffers, and the effect of the inhibitor arc. In the following discussion, we assume that the parameters of the submodels satisfy (2). Fig. 1 shows a submodel in which transition p i has a higher priority than p i+1 , i.e., when b i contains tokens, p i is enabled but p i+1 is disabled until bi is empty.
Let M(b i ; t) > 0, M(b i+1 ; t) = 0 and let i be a real number representing a time duration such that at time t + i buffer b i becomes empty, i.e., M(bi; t + i) = 0. Then, i satisfies i = t i (M (b i ; t) + b i c) (4) where bxc denotes the largest integer that is smaller than or equal to x and ti is the firing time of transition pi. In (4) 
Substituting (5) 
Expression (4) should be revised when multiple inhibitor arcs are connected sequential. Fig. 2 shows an example where p i01 has higher priority than p i and, in turn, p i has higher priority than p i+1 . For the model in Fig. 2 , let M(bi; t) > 0, M(bi+1; t) = 0, M(b i01 ; t) = 0 and let i represent a time duration such that at time t + i buffer b i becomes empty, i.e., M(b i ; t + i ) = 0. Then, i satisfies i = t i (M (b i ; t) + b i c) + t i01 b i c: (8) In (8), the last term represents the time when pi is disabled because of the presence of tokens in bi01. This delay is equal to the time taken by p i01 to move all the tokens from b i01 to b i . If there are multiple transitions p k (k < i) which have higher priority than pi, i.e., there are multiple flow direction inhibitor arcs that end in p i , the coefficient t i01 of the second term should be replaced by the sum of the firing times of all these transitions p k (k < i). Equation (8) 
Let us now consider a subnet with a feedback inhibitor arc, as shown in Fig. 3 . Where f(k) denotes the number of customers which enter b i during i . Here, k depends on the size of i , the sum of the delay times for transitions pj to pi01, and the structure of the path (e.g., the existence of inhibitor arcs) from p j to p i01 . Therefore, at time t + i we have M(bi; t) N 8 bi at any time instant t
for some positive integer N (which could depend on the initial marking as well as ), we say that the scheduling policy is stable.
When a system is unstable, there is at least one buffer bi whose contents are unbounded in time, i.e., M(b i ; t) may go to infinity. There are only two possible reasons for the unboundedness of b i in such a system model. The first reason could be that the capacity of the output transition p i of buffer b i or the sum of the capacities of the set of consecutive transitions which have last-buffer-first-served priorities in the same service station are smaller than the system throughput; that is, (2) is not satisfied. However, this cannot be true, since we assumed that the system satisfies (2). The second reason could be that there is a positive feedback circulation for M(b i ; t). In such a system model, only feedback inhibitor arcs can cause the positive feedback.
IV. INSTABILITY OF RE-ENTRANT LINES WITH A PFL
We now derive the conditions for instability in re-entrant systems based on the properties of the basic Petri net structures given in Section III. If the system satisfies (2), and the net structure contains a PFL, we can determine whether the system is unstable using the following theorem.
Theorem 
Proof: According to (7)- (13) For (15) to hold, the initial marking M(b1; t) must be greater than 1.
When the PFL includes a number of flow direction inhibitor arcs, the sufficient condition for instability can have a looser constraint. In the theorem, (15) is suitable for any PFL.
V. EXAMPLE: AN UNSTABLE CLIENT-SERVER SYSTEM
In this example, we consider the client-server system shown in Fig. 5 . Both the client and the server have two processes associated with them.
We denote the processes at the client as p1 and p4, and those at the server as p 2 and p 3 . Processes p 1 ; . . . ; p 4 are associated with buffers b 1 ; . . . ; b 4 , respectively. Process p 4 (p 2 ) has a higher priority (nonpreemptive) over p1(p3). First, we assume that transactions arrive at the client in a deterministic fashion at the rate = 1. We further assume that each transmission of p1 and p3 takes the same CPU time , and the processing times of p 2 and p 4 for each transaction are equal and denoted by c. Finally, we assume that c + < 1, i.e., (2) is satisfied.
A timed Petri net model of the client-server system is shown in Fig. 6 .
Transition in models the arrival of transactions to the client buffer b 1
at the rate . Transition pi models process pi for i = 1; 2; 3; 4. The inhibitor arc from b 4 to p 1 models the priority for process p 4 over p 1 , and the inhibitor arc from b 2 to p 3 models the priority for p 2 over p 3 .
The cardinality of the variable arc associated with p1 is equal to M (b1), and the cardinality of the variable arc associated with p 3 is equal to M (b 3 ).
In the model shown in Fig. 6 , a feedback loop is formed by the in- Table I lists the buffer contents at different points. These results are obtained using (5), (7), and definitely, i.e., the system is not stable. When = 1, n = 3=2 and m = 3=2, we can see from (15) that the sufficient condition for this system to be unstable is m > 1.
