demands that adults develop new types and levels of skills to meet rapidly changing work conditions and societal demands. As a result, a new design, built on the foundation laid by NAEP and other large-scale assessments, was needed to create PIAAC-a new assessment that could provide policy makers and other stakeholders with profiles of adults both within and across countries in terms of the knowledge, skills and competencies that are thought to underlie both personal and societal success.
Initiated by the Organisation for Economic Co-operation and Development (OECD), and first conducted in 2012, PIAAC profiles the knowledge, skills and competencies of adults ages 16-65. Administered in three rounds from 2012 through 2019, PIAAC is unprecedented in scope-assessing close to 200,000 adults across 38 countries.
1 As the first computer-based survey of its kind, PIAAC expanded both what could be measured and how a large-scale assessment could be designed, implemented, and administered to respondents in participating countries. Innovations in the first cycle included:
• Developing a platform capable of reliably delivering both the cognitive instruments and nationally-specific versions of the background questionnaire in household settings, capturing and exporting all respondent data-and doing so with no data loss; • Developing an integrated assessment design that included both computer-and paper-based instruments; • Designing and delivering items that mirrored the kinds of technology-based tasks increasingly required in both the workplace and everyday life; • Implementing items capable of being automatically scored across some 50 language versions of the cognitive instruments; • Incorporating multistage computer-adaptive algorithms into a large-scale assessment; and • Using process data, in particular timing information, to both enhance the interpretation of performance and evaluate the quality of the assessment data.
Like the new design conceived and realized for NAEP, PIAAC's design and implementation was innovative, comprehensive in scope, and protective of the foundation laid by earlier international assessments of adults.
A brief history of large-scale assessments
Broadly defined, large-scale assessments are surveys of knowledge, skills, or behaviors in one or more given domains. The goal of large-scale assessments is to describe populations of interest. Consequently, these assessments focus on group scores, in contrast to testing programs that focus on the assessment of individuals. The impetus for largescale assessments has always been some call for the collection of comparable information about the skills possessed by a population in order to better understand how those skills are related to educational, economic and social outcomes (Kirsch et al. 2013) . As a result, the development of large-scale assessments follows a four-step cycle, as illustrated in Fig. 1 below.
The conceptualization of each assessment is motivated by a set of policy questions. Such questions lead to decisions around what should be measured and which populations should be assessed. For example, as globalization and technology continue to impact economies and everyday life, we have seen a growing interest among policy makers in comparative international surveys of both student and adult populations that focus on the types and level of skills needed for success in school or adult life. This interest has led not only to a broadening of what skills should be assessed but also who should be tested.
As the second step in the process, assessment frameworks and designs must be optimized to best address the policy questions of interest. Expanding what is measured to include new types and levels of skills requires new frameworks that define innovative domains as well as new designs to implement increasingly complex assessments. Operationalizing these assessments then requires new methodologies. For example, enhanced translation and verification methodologies are needed to ensure the comparability of assessment instruments across the range of languages and cultures participating in international surveys. Similarly, new applications of computer-based testing are needed to more accurately reflect the ways in which students and adults access, use and communicate information. As the final step in the cycle, the extended types and amount of data that result from new and innovative assessments drive the need for enhanced data analysis tools and methodologies, resulting in richer interpretative schemes.
The important point about this cycle is that it is the increasingly complex questions being asked by policy makers that drive the expansion of what should be assessed, the designs and methodologies used to develop and implement these surveys, and the Fig. 1 The development cycle of large-scale assessments of skills analysis and interpretation of the survey data. The growing importance of education and skills and the resulting need to better understand how attainment and skills are distributed both within and across countries lead, in turn, to new questions that form the basis of future assessment cycles. This cycle of inquiry, conceptualization, implementation and interpretation has played out in both national and international large-scale assessments since the mid-twentieth century.
Assessing student populations
Large-scale assessments that compare the skills and knowledge demonstrated by populations across countries are relatively recent endeavors. This work began in the late 1950s, with a study designed to investigate the feasibility of developing and conducting an assessment of 13-year-olds in 12 countries. Known as the Pilot Twelve-Country Study, this assessment of academic skills and non-verbal ability was conducted from 1959-to 1962 by the International Association for the Evaluation of Educational Achievement (IEA). Participating countries included Belgium, England, Finland, France, Germany, Israel, Poland, Scotland, Sweden, Switzerland, the United States and Yugoslavia. Beyond the skills data that was collected, the critical finding from this pioneering effort was that it was possible to construct common instruments that worked in a comparable manner across different cultures and languages (Naemi et al. 2013) . This knowledge laid the foundation for future large-scale international assessments of both students and adults.
Around this same period, in response to concerns about the lack of systematic data on the educational attainment of students in the United States, a number of prominent scholars and policy makers developed a plan for a periodic national assessment of student learning. The result was NAEP, which conducted its first assessment of in-school 17-year-olds in 1969.
The new design for NAEP, as introduced above, was proposed in 1983 and driven by policy questions focused on a desire to better understand how student competencies related to national concerns, human resource needs, and school effectiveness. Messick and his colleagues (Messick et al. 1983 ) argued that NAEP data should be relevant to questions across all three areas, including:
• Were students learning the skills necessary to ensure an educated populace that would contribute to the nation's political and economic well-being in the 1980s and beyond? • Were students being equally well prepared, regardless of where they lived or their ethnicity, economic circumstances and social standing? • Were students being prepared to meet the evolving work force needs of the country?
• How did particular curricula and teaching methods relate to achievement?
In order to answer such questions, NAEP needed to move beyond its original design and methodologies, which yielded interpretations of the data that were fixed to the individual items used in the assessments. The framework put forth by Messick and his colleagues for the new NAEP design addressed the desire to move beyond such limited interpretations and, in doing so, changed the face of large-scale assessments.
Central to the new design was a proposal to employ item response theory (IRT), which, they argued, had important advantages compared to the classical methods used previously in that it directly supports the creation of comparable scales across multiple forms of a test. In addition to incorporating IRT-based methodology, the work on NAEP led to the development of additional methodologies including marginal estimation procedures that could optimize the reporting of proficiency scales based on very complex designs (von Davier et al. 2006) . The introduction of balanced incomplete block (BIB) spiraling, where each student is administered only a small subset of the total item pool, was another important innovation as that made it possible to maximize the coverage of the assessment constructs while reducing the burden on the individual test taker. Taken together, the application of these new psychometric methodologies enriched the body of information that these assessments could provide to policy makers.
The evolution of NAEP thus resulted in the development, application and refinement of innovative psychometric methodologies that have been used and expanded in subsequent international large-scale assessments. Examples are studies of student skills conducted by the IEA, including the Trends in International Mathematics and Science Study (TIMSS) and the Progress in International Reading Literacy Study (PIRLS), as well as the OECD's Programme for International Student Assessment (PISA).
Assessing adult populations
Beginning in the 1990s, policy makers began to express a growing appreciation of the critical role that human capital, or the skills and knowledge that adults gain through education, workforce training, and lifelong learning, plays in outcomes for individuals and the societies in which they live. As a result, policy makers began to ask new sets of questions such as: What is the relationship between literacy skills and the ability to benefit from employer-supported training and lifelong learning? How are educational attainment and literacy skills related? How do literacy skills contribute to health and well-being as well as to participation and success in the labor force? What factors may contribute to the acquisition and decline of skills across age cohorts? How are literacy skills related to voting and other indices of social participation?
This growing policy interest led to a series of international assessments focusing on adults ages 16-65. The first of these large-scale, interview-based surveys was the International Adult Literacy Survey (IALS), which was conducted in multiple rounds from 1994 to 1999 in a total of 22 participating countries and sub-regions. This was followed by the survey of Adult Literacy and Lifeskills (ALL) in 11 countries and sub-regions.
Both IALS and ALL were designed to profile and explore the distribution of literacy skills among populations within and across participating countries. For each of these assessments, the construct of "literacy" was broadly conceived, being defined as: "Using printed and written information to function in society, to achieve one's goals, and to develop one's knowledge and potential" (Kirsch 2001) . This definition, which traces its roots back to large-scale adult surveys conducted in the United States and Australia in the late 1980s and early 1990s, characterized literacy as a set of complex informationprocessing skills that extend well beyond decoding and comprehending texts.
2 As a result, the assessment presented open-ended tasks for respondents to complete based on a range of intact, real-life stimulus materials in contexts ranging from health and safety, to personal finance, work, community resources, home and family, and consumer economics. Tasks for IALS were developed around three domains, each representing a distinct and important aspect of literacy (Kirsch and Jungeblut 1986 ).
• Prose literacy the knowledge and skills needed to understand and use information from texts including editorials, news stories, poems, and the like; • Document literacy the knowledge and skills required to locate and use information contained in job applications or payroll forms, bus schedules, maps, indexes, and so forth; and • Quantitative literacy the knowledge and skills required to apply arithmetic operations, either alone or sequentially, to complete tasks embedded in printed materials, such as balancing a check book, figuring out a tip, completing an order form, or determining the amount of interest on a loan from an advertisement.
In addition to these cognitive measures, IALS collected information about both the antecedents of skills in these domains as well as their outcomes through an extensive background questionnaire.
Like IALS, ALL included measures of prose and document literacy. However, the quantitative literacy domain from IALS was broadened to numeracy in this new assessment to reflect the evolving perspectives of experts in the field. Numeracy was defined as "the knowledge and skills required to effectively manage and respond to the mathematical demands of diverse situations" (Murray et al. 2005) . The new numeracy domain was a more robust measure of a wider range of numerate behaviors, allowing ALL to collect more information about how adults apply mathematical knowledge and skills to real-life situations. In addition, ALL included a new domain focused on analytic problem solving skills-an area of growing policy interest given the importance of problem solving skills for success in the workplace and at home. Like IALS, ALL also included an extensive background questionnaire to collect data that allowed for an analysis of the relationships between skills and outcomes ranging from labor market participation and earnings, to physical and mental health, and engagement in community activities.
The work associated with developing and implementing IALS and ALL formed a knowledge base that contributed to the development and implementation of PIAAC in several important ways. Specific processes and procedures for the translation and adaptation of assessment instruments were developed and refined with the goal of ensuring comparability across language versions. Methods to evaluate the comparability of scoring within and across countries were established. Data analysis methodologies facilitated the evaluation of item-by-country interactions. And each assessment expanded what was measured, both in the context questionnaires and cognitive domains.
However, much like the new design for NAEP, which put large-scale assessment on a new trajectory, PIAAC marked a new and significant cycle of innovation. By moving to a computer-based assessment, PIAAC expanded what could be measured and improved the validity of large-scale adult assessment by including technology-based tasks that reflect the changing nature of information. In both the workplace and everyday life, it has become increasingly important that adults are able to navigate, critically analyze, and problem solve in data-intensive, complex digital environments-and PIAAC has made it possible to measure such skills. In addition, PIAAC has introduced methodological innovations such as multistage adaptive testing and flexible routing for the background questionnaire that have improved the design and delivery of the survey and laid the foundation for future assessments (Kirsch et al. 2017 ).
The PIAAC assessment
As the first computer-based, large-scale adult literacy assessment, PIAAC reflects the changing nature of information, its role in society, and its impact on people's lives. While linked by design to IALS and ALL, incorporating sets of questions from these previous surveys, PIAAC has refined and expanded the existing assessment domains and introduced two new domains as well. The main instruments in PIAAC included a background questionnaire and cognitive assessments focused on literacy, numeracy, reading components and problem solving in technology-rich environments.
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The first round of PIAAC included a Field Test designed to provide information related to four key areas.
• Survey operations including data collection procedures, response rates, and the efficiency and accuracy of data processing.
• Instrument quality focusing on the accuracy and comparability of survey instruments including translation and scoring guides, the timing and flow of questions in the background questionnaire, and the appropriateness of questions across participating countries.
• Platform focusing on the computer platform in terms of response capturing and automatic scoring, functioning of the computer-assisted personal interviewing (CAPI) system, accuracy of instructions for the interviewer, and the integration of the PIAAC platform with national survey management systems.
• Psychometric characteristics of the items and scales, including the equivalence of item parameters between paper-and-pencil and computer formats.
The Field Test was also used to examine the role of computer familiarity and to determine the standards for routing respondents to the paper instruments. Data from the Field Test provided the initial IRT parameters used to construct the adaptive testing algorithms that were then implemented in the Main Study. The outcomes of the Field Test were used to assemble the final instruments and modify or refine any operational issues in order improve the overall quality of the Main Study.
Background questionnaire
As was the case in IALS and ALL, the PIAAC background questionnaire (BQ) was a significant component of the survey, taking up to one-third of the total survey time. The scope of the questionnaire reflects an important goal of these surveys, which has been to relate skills to a variety of demographic characteristics and explanatory variables. The information collected via the background questionnaire adds to the interpretability of the assessment, thereby enhancing the reporting of results to policy makers and other stakeholders. These data make it possible to investigate how the distribution of skills is associated with variables including educational attainment, gender, employment, and the immigration status of groups. A better understanding of how performance is related to social and educational outcomes enhances an understanding of the factors related to the observed distribution of literacy skills across populations as well as factors that mediate the acquisition or decline of those skills.
Background information also contributes to the psychometric modeling of the data by providing auxiliary information that can be used to improve the precision of the skills measurement. This use of background data is particularly important because it permits the use of assessment designs in which each respondent need only receive a subset of the full item pool developed for each domain while also optimizing the estimation of proficiency for a population or subpopulation of interest.
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A major benefit of using a computerized questionnaire in PIAAC is the application of flexible routing so that parts of the questionnaire can be skipped in order to tailor a question, or block of questions, to an individual or group of respondents. Based on response patterns, variables can be derived that control the flow of the questionnaire. For example, only those respondents who reported that they had been looking for work were asked about the methods they were pursuing to find employment; those who reported they were not looking for work received additional questions about reasons for not doing so. This modular approach allowed more flexibility in the use of the allotted assessment time and helped reduce respondent burden.
Cognitive domains
The cognitive measures in PIAAC included literacy and numeracy, as well as the new domains of reading components and problem solving in technology-rich environments. The literacy and numeracy domains incorporated both new items developed for PIAAC and trend items taken from IALS and ALL. In order to maintain trend measurement, the PIAAC design required that 60% of the literacy and numeracy items be taken from previous surveys, with the remaining 40% being newly developed items. In the case of literacy, items were included from both IALS and ALL. As numeracy was not a domain in IALS, all of the numeracy linking items came from ALL.
To establish common scales for the literacy and numeracy items, those items had to be linked across assessment modes for PIAAC. This was achieved by using common sets of items in both modes in the Field Test. Respondents were administered a brief screener that assessed their ability to click, type a single-word response, select from a drop-down menu, scroll, drag and drop, and highlight. Those who passed were randomly assigned to either the paper or computer instruments, a design that made it possible to evaluate the extent to which item parameters were consistent across modes for each domain. The Field Test scaling analysis revealed that there was overwhelming consistency across modes for both the literacy and numeracy linking items so that a single common scale could be established for each domain that was linked across both time and mode of assessment.
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The primary considerations when selecting linking items for PIAAC included item quality, fit with the framework dimensions, distribution across levels of difficulty, and cultural appropriateness for participating countries. Additionally, trend materials needed to be evaluated in terms of suitability for computer delivery as they had all been originally designed for paper-and-pencil administration. Stimulus materials needed to be adaptable to an onscreen presentation, keeping the same formatting as that used on paper, and all selected items needed remain open-ended, but be capable of being computer scored in order to support the adaptive design of PIAAC. The development consortium relied on evidence from previous ETS work on a derivative computer-based test for individuals to define a set of computer-scoreable, open-ended response modes for the trend items. This work had shown that item parameters for paper-and-pencil items were not impacted when those items were adapted to allow respondents to click on answers, type numeric responses, and highlight answers in a text. Development therefore proceeded on the assumption that linking items could be adapted to employ these response modes and still maintain item parameters from previous assessments, an assumption that was ultimately supported by the Field Test data (OECD 2013).
The four cognitive domains are explained in more detail below. Literacy and numeracy items were included in both the paper-and computer-based versions of the assessment, reading components was paper-based only, and problem solving in technology-rich environments was developed solely as part of the computer-based instrument.
• Literacy
• The PIAAC literacy scale included both prose and document literacy tasks. 6 While literacy had been a focus of both the IALS and ALL surveys, PIAAC was the first of these surveys to address literacy in digital environments. As a computer-based assessment, PIAAC included literacy tasks that required respondents to use electronic texts including web pages, e-mails, and discussion boards. These interactive stimulus materials included hypertext and multiple screens of information and simulated real-life literacy demands presented by digital media.
• • Reading components • The new domain of reading components was included in PIAAC to provide more detailed information about adults with limited literacy skills. Reading components represent the basic set of decoding skills that provide necessary preconditions for gaining meaning from written text. These include: knowledge of vocabulary, ability to process meaning at the sentence level, and fluency in the reading of short passages of text.
• Adding this domain to PIAAC provided more information about the skills of individuals with low literacy proficiency than had been available from previous international assessments. This was an important cohort to assess as it was known from previous assessments that there are varying percentages of adults across participating countries who demonstrate little, if any, literacy skills. Studies in the United States and Canada show that many of these adults have weak component skills, which are essential to the development of literacy and numeracy skills (Strucker et al. 2007; Grenier et al. 2008) . Assessing reading component skills was important in the evolution of adult surveys because in order to have a full picture of literacy in any society it is necessary to have more information about those individuals who are at the greatest risk of negative social, economic, and labor market outcomes.
• Problem solving in technology-rich environments (PSTRE)
• PSTRE was a new domain introduced in PIAAC and represented the first attempt to assess this domain on a large scale and as a single dimension. While it has some relationship to problem solving as conceived in ALL, the emphasis in PIAAC was on assessing the skills required to solving information problems within the context of information and communication technologies (ICT) rather than on analytic problems per se. PSTRE was defined as: "Using digital technology, communication tools and networks to acquire and evaluate information, communicate with others and perform practical tasks. The first PIAAC problem-solving survey focuses on the abilities to solve problems for personal, work and civic purposes by setting up appropriate goals and plans, and accessing and making use of information through computers and computer networks" (OECD 2012).
• The PSTRE computer-based measures reflect a broadened view of literacy that includes skills and knowledge related to information and communication technologies-skills that are seen as increasingly essential components of human capital in the twenty-first century.
How skills were measured
Like IALS and ALL, PIAAC included intact stimulus materials taken from a range of adult contexts, including the workplace, home and community. As a computer-delivered assessment, PIAAC was able to include stimuli with interactive environments such as web pages with hyperlinks, websites with multiple pages of information, and simulated email and spreadsheet applications.
To better reflect adult contexts, as opposed to school-based environments, openended items have been included in international large-scale adult assessments since IALS. The innovation introduced in the first cycle of PIAAC was that these items could be automatically scored for the first time, which contributed to improved scoring reliability within and across countries. Three open-ended item formats were included:
• Clicking items
• Respondents were asked to click on graphical elements, cells in a table, links on a web page, or radio buttons or check boxes to answer.
• Numeric entry items • Respondents answered by typing a numeric response using the number keys, decimal point (represented using a period or comma as appropriate for each participating country) and space key. In this response mode, all other keys on the keyboard were locked to prevent respondents from including text in their responses that could not be automatically scored. Numeric entry items could be scored automatically based on the definition of correct numeric responses included in the scoring rules.
• Highlighting items
• Respondents were able to freely highlight one or more words, phrases and sentences in a text to answer questions. Developers defined a minimum correct response, as well as a maximum correct response, for each highlighting item. These judgments were based on ETS's previous development of open-ended, computer-scoreable items as well as experience with paper-based versions of these items, where scoring rules had been developed to take into consideration instances where respondents underlined or circled information in the stimulus instead of writing an answer on the provided response line.
In addition to being computer scoreable, each of these three formats required only basic computer skills-an important consideration given that the test needed to be accessible to adults with varying degrees of computer experience.
Assessment design
PIAAC is a household survey, meaning that it is administered in face-to-face interviews in the homes of nationally representative samples of adults. It was designed as a computer-based survey, with interviewers bringing laptops into participants' homes. While the primary mode of administration was computer, a paper mode was developed as well. In the Main Study, adults who were either unable or unwilling to use a computer were provided with paper-and-pencil assessment booklets.
As can be seen in Fig. 2 , the mode of administration was determined by responses to questions about ICT use in the background questionnaire (BQ), performance on an ICT screener, and performance on a cognitive screener.
Those respondents who reported some computer familiarity, passed the two screeners, and were willing to do so, took the assessment on the computer. In nearly all countries across Rounds 1 and 2 of PIAAC, the majority of respondents were in this category.
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Those respondents who took the paper version comprised three groups:
a. adults who reported in the BQ that they did not use a computer at home or work (e.g., they did not use email, the internet, make purchases, bank, use spreadsheets, use a word processor, write programs or use social media); b. adults who reported that they had computer experience but "opted out", or refused to take the computer-based version of the assessment; and c. those who reported that they had computer experience but were unable to demonstrate basic computer skills as assessed via the ICT screener where they were asked to click, type a single-word response, select from a drop-down menu, scroll, drag and drop, and highlight.
As shown in Fig. 2 , participants in these three groups were administered paper booklets with literacy or numeracy tasks followed by the assessment of reading component skills. 8 Any participants who failed the paper-based core tasks (consisting of 4 literacy and 4 numeracy items) were routed to the reading components assessment. One additional group, made up of respondents who passed the ICT screener but failed the cognitive screener, were given just the paper-based measure of reading components. 7 Reports of participation in the computer-based assessment and the paper-based assessment by country in Round 1 can be found in Section A7-3 (adjudication reports, assessment data section) of the PIAAC Technical Report, (OECD 2013).
Multistage adaptive testing
The computer-based assessment environment used in PIAAC made it possible to implement an assessment design that included multistage adaptive testing. This is a variant of item-level adaptive testing, in which a response to a single item determines the next item presented. The multistage design algorithms work on a testlet, or cluster, level where responses to a number of items determine the next testlet presented to the test taker. This design makes it possible to collect more performance information and therefore increases the selection accuracy for the next testlet. As noted previously, data from the Field Test provided the initial IRT parameters that were used to construct the adaptive testing algorithm that was then implemented in the Main Study. The literacy and numeracy domains in the cognitive assessment were designed around two stages with a total of seven testlets: three in stage 1 and four in stage 2, as shown in Fig. 3 . The set of items presented to a given respondent in Stage 1 was based on background variables collected in the BQ, as well as the score received on the cognitive screener. Stage 1 included only four blocks of items that broadly covered the range of item difficulty as this initial routing decision was based on limited information. The testlet assigned in Stage 2 was based on background variables, the cognitive screener and the respondent's performance on the set of items administered in Stage 1. The increased amount of available information made more precise assignments possible in Stage 2, where each block of items covered a narrower range of the difficulty spectrum. More able respondents received a more difficult set of items than less able respondents. This design optimized the match between item difficulty and respondent ability, providing more reliable information about a respondent's skills within the specified testing time.
The overall design for the Main Study computer-based assessment is shown in Fig. 4 . In Module 1 of the cognitive assessment, respondents were randomly assigned to either numeracy or PSTRE. Those who started with numeracy in Module 1 were randomly assigned to either literacy or PSTRE; and those who took PSTRE were randomly assigned to either literacy, numeracy or a second module of PSTRE.
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Scaling and comparing proficiencies
Across the computer-based and paper-based instruments, a total of 58 literacy, 56 numeracy and 14 PSTRE tasks were administered to nationally representative samples of adults in each participating country to ensure the broadest possible coverage of each domain given the constraints of the study. Because no single adult could be expected to respond to the entire set of tasks, the design for PIAAC required that each participant receive and respond to a subset of tasks from each of the three cognitive domains.
Summarizing the performance of adults across the entire set of tasks posed a challenge. To establish a common scale for each of the domains, tasks first had to be carefully assembled into testlets that linked across modes and across surveys.
11 This was accomplished following the assessment design presented earlier in this paper ensuring that each set of tasks was administered to representative samples in each country. Once the data were collected, the pool of tasks within each domain was analyzed in a way that would array the set of tasks along a continuum that both reflected the proficiency of adults in a particular domain as well as the level of skill and knowledge associated with a correct response. As discussed earlier, the procedure used in PIAAC was IRT-based. PIAAC used the two-parameter logistic model (2PL; Birnbaum 1968) for dichotomously scored responses and the generalized partial credit model (GPCM; Muraki 1992) for items with more than two response categories. The 2PL model is a mathematical model for the probability that an individual will respond correctly to a particular item from a single domain of items. The probability of solving an item depends only on the respondent's ability, or proficiency, and two item parameters characterizing the properties of the item (item difficulty and item discrimination). This model was used to calibrate the items for each domain as well as to link items across modes and across surveys.
Once a fixed set of international and national item parameters was established, a latent regression model was fitted to the data and plausible values were estimated for each respondent in each country. Plausible values are multiple imputed proficiency values based on information from the test items (the actual PIAAC literacy, numeracy, and PSTRE instruments) and information provided by the respondent in the BQ. Plausible values are used to obtain more accurate estimates of group proficiency than would be obtained through an aggregation of point estimates. More detailed information describing the procedures used to scale the cognitive data and estimate proficiency values for each respondent can be found in the technical report available electronically through the OECD (OECD 2013).
Creating described proficiency scales and reporting results
Although creating the three scales used to assess proficiency in PIAAC was a major goal of the survey, the numerical scores themselves carry little or no meaning. For example, while most people have a practical understanding of the weather and how they should dress when the temperature is at 10 °C, it is not obvious what it means when a particular group or subgroup in a country is shown to score at 254 on the numeracy scale or 263 on the literacy scale.
One way to develop an understanding about what a particular score along a scale means is to compare one group within a country to another-such as comparing the average score of people who are employed full time with those who are unemployed, or the average score of those who completed secondary education with those who did not. Clearly, comparing groups within and across countries on selected variables is one meaningful way to gain some understanding of how performance is distributed and connected to outcomes of interest, but this approach doesn't help explain what is being assessed from a construct point of view. A deeper understanding requires focusing on the underlying construct and how it has been measured in a particular survey.
PIAAC, like most large-scale surveys, relies on one or more groups of experts to guide the development of instruments. This guidance is provided though the development of a framework for each of the domains. The overall purpose of a framework is to enhance measurement by identifying key features of each domain that must be reflected in the item pool.
Experts for each of the three PIAAC cognitive domains employed a consensusbuilding process to develop and adopt a working definition for literacy, numeracy, and PSTRE. In operationalizing these definitions, they specified key task characteristics associated with critical features necessary to demonstrate proficiency in that domain. For example, the model for PIAAC literacy included text features, aspects of tasks, and a range of content areas or social contexts from which the texts were to be selected. Once identified, these task characteristics were specifically defined and used by test developers to create items that could be mapped back to the framework. At the completion of the test development process, the experts met again to review the items, confirm their framework classifications, and approve items for the Field Test. The expert groups met for a final time after the Main Study to review the results in order to create or refine descriptions of proficiency along each of the scales. These descriptions relied both on the task characteristics that were used to guide item development and the location of items along the continuum of each scale that was based on the item calibration process and the selection of a response probability, or RP, value.
Along with the task characteristics, the RP value chosen to characterize items along each scale helps to define what is meant by proficiency in PIAAC. It was decided that "proficiency" for the purposes of PIAAC should mean that respondents would have a 67% chance of correctly answering all items at the same point on the scale. This means that any adult with an estimated proficiency of 275 would have a 67% chance of responding correctly to all items at 275 on that scale. This should not be taken to mean that adults who scored below 275 would always respond incorrectly or that adults slightly above this point would always get the item correct. Rather, adults at different points on the scale have a greater or lesser chance of responding to an item at 275 correctly or incorrectly. It also means that adults would have a higher chance of responding correctly to all tasks that are easier, or below 275 on the scale, and a lower chance of responding correctly to items that are above 275 on the scale.
More information about the frameworks for each of the cognitive scales including the task characteristics and described proficiency levels that were developed or refined in conjunction with each of the expert groups are available electronically at the OECD website.
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Data products
A complex survey such as PIAAC generates an extensive volume of data of interest to a wide range of users. To support the dissemination and analysis of the PIAAC data, a number of data products have been developed, including the following.
• Data Explorer 13 a web-based analysis and reporting tool that permits users to query the PIAAC database and produce presentation-quality tabular and graphical summaries of the data. This tool has been designed for a wide range of potential users, including those with little or no statistical background. Both private versions, for use by the OECD and participating countries, and public versions of the Data Explorer are provided. The Data Explorer includes all released international and national variables.
• Summary tables a comprehensive set of tables that contain weighted summary statistics for each participating country on each cognitive item and each variable in the background questionnaire. The public version of the summary tables is the "Data Compendia". 14 As described on the OECD web site: "The compendia are sets of tables that provide categorical percentages for both cognitive and background items. The purpose of the compendia is to support users of the public use file (PUF) so that they can gain knowledge of the contents of the PUF and can use the compendia results to be sure that they are performing PUF analyses correctly. Note that due to the design of the cognitive assessment, comparisons of the cognitive item statistics provided in the compendia across countries for reporting purposes may not be appropriate. " • Public use data 15 a web-based delivery system for data files and client-based data management and analysis tools that a wide range of users can operate on their own computer systems. To protect the confidentiality of individuals, any personally-identifiable information is excluded from the public use data products. In addition, the system complies with all national reporting regulations such as those that require that only suppressed or coarsened data be included. In addition to these specific data products, additional materials that are made publically available include the technical report, assessment frameworks, and sample items. The technical report (OECD 2013 ) is written by members of the consortium responsible for developing and delivering the assessment and scaling and analyzing the results. This document provides readers with information about the assessment design, instrument design and development, translation, platform development, field operations, sampling and weighting, and data analysis and results.
The frameworks (OECD 2012) are written by the expert groups for each domain and provide an overview of that domain, define the construct, the performances or behaviors expected to reveal that construct, and the characteristics of the assessment tasks to elicit those behaviors. The framework provides a detailed blueprint about what is to be measured and how results will be interpreted and reported. By explicitly describing the focus of the assessment, the framework documents provide valuable information about what the assessment is, and is not, intended to measure and thus how PIAAC is similar to, and different from, other assessments. Similarly, the sample items provide examples of how the frameworks were instantiated through the test items and help provide a clearer picture of the assessment.
Extending the utility of PIAAC
The development and conduct of a large-scale assessment such as PIAAC is an enormous undertaking involving literally thousands of individuals-from survey participants to interviewers, staff at the national centers and survey organizations in participating countries, and members of the consortia responsible for the design, development and conduct of the survey-all under the direction of the Board of Participating Countries and OECD. Ensuring that the data are sound and then that they are widely available and accessible to interested parties is the critical final stage in the life cycle of such an effort.
The data products and analysis tools described above have provided unprecedented access to the expansive PIAAC database. To promote the appropriate use and analysis of the data, some 15 workshops have been conducted internationally over the past three years to provide training around the data products and the structure of the PIAAC data. Interest in these data is widespread and ongoing, as evidenced by published analyses of the data and the development of derivative products.
Secondary level policy analyses
To date, some 200 reports focusing on the PIAAC data have been published. They address a wide range of topics, including: skill patterns, differences in skills among subgroups such as youth and immigrants, returns to skills in the labor market, lifelong learning, ICT skills, wage and income inequality within and across countries, adult education and training, skills and social outcomes such as health, trust and cultural participation, and policy interventions and implications of the PIAAC findings. The range of disciplines utilizing the PIAAC databases for secondary analyses is broad and reflected in the journals and magazines publishing this work, some of which include: Additionally, national reports focusing on country-level data and comparisons across countries, as well as methodological reports, have been developed. Many have been published by the OECD as well as by national bureaus and research organizations.
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ETS, as but one example, established a policy center to conduct secondary level analyses using data from large-scale assessments. Its work associated with PIAAC has included additional analyses of the reading component skills of adults in the U.S. (Sabatini 2015) as well as an analysis of the skills of America's millennials as they compare with those of their international peers (Goodman et al. 2015) .
To further support analysis and dissemination efforts, three international conferences have been held to promote the use of PIAAC data for addressing policy issues. Taken together, these workshops, publications and conferences reflect the importance of the PIAAC data across a range of disciplines including education, labor economics, sociology and social policy.
Derivative products: Education & Skills Online
Finally, the work of large-scale assessments can be further extended through derivative products that make use of the content, development processes and procedures, and data from the assessment for new purposes. For example, national large-scale assessments in the U.S. in the 1990s formed the basis for several derivative products including: the Test of Applied Literacy Skills (TALS), a paper-and-pencil test that yielded individuallevel results; a multi-media group-based instructional system for adults that focused on prose, document and quantitative literacy; and the PDQ Profile series, an adaptive computer-based assessment of literacy proficiency for individuals.
Following that same model, Education & Skills Online (ESOL) was developed as an online adaptive assessment designed to provide individual-level results that are linked to PIAAC. Measures of literacy and numeracy are included in this derivative product, as well as optional assessments of reading components and problem solving in technology-rich environments. Because of its link to PIAAC, results from ESOL can be benchmarked against national and international results for participating countries. An optional assessment of non-cognitive skills is also included in the product.
The primary purpose of ESOL is to provide information about the skills of individuals, either to inform training efforts or for research purposes. As such, the OECD identifies potential users as follows ("Education & Skills Online Assessment, " n.d.):
• "Organisations providing adult literacy and numeracy training that wish to have information that can help diagnose the strengths and weaknesses of learners and evaluate the results of training against national and international benchmarks.
• Educational institutions such as universities, vocational education and training centers that can use Education & Skills Online as a diagnostic tool for incoming students to help determine their need for literacy/numeracy courses.
• Researchers who would like to have access to an assessment that is benchmarked to PIAAC results.
• Government organisations interested in assessing the learning needs of unemployed adults, at risk groups or economically disadvantaged adults.
• Public or private companies that want to use the results to help them identify the training needs related to literacy and numeracy for their workforce. "
Summary
Like the new design for NAEP in the era of the 1980s, the Programme for the International Assessment of Adult Competencies marked a turning point in the almost 25-year history of international large-scale assessments of adults. In many ways, PIAAC represented the culmination of all that was learned over the several preceding decades in terms of instrument design, translation and adaptation procedures, scoring of openended items, and the development of interpretive schemes for large-scale assessments. But in response to new policy questions, and as the first computer-based survey of adult skills, PIAAC also made it possible to introduce significant innovations. These included:
• Multistage adaptive testing;
• Automated routing for the background questionnaire and a complex design for the cognitive assessment; • Fully automated scoring of open-ended items across more than 50 language versions of the assessment;
• Expansion of what could be measured in the existing constructs-for example, by including electronic texts and interactive stimulus materials; • Addition of new constructs including reading components, which added better measurement at the lower end of the literacy scale, and problem solving in technol-ogy-rich environments, which challenged respondents to solve open-ended information problems in ICT environments; • Inclusion of new item types and response modes; and • Use of extensive log files to improve data interpretation.
Such innovations reflect a new era of increasing literacy demands as the types and amount of information adults must manage in their daily lives continue to expand.
The impact of PIAAC has grown as policy makers and other stakeholders increasingly come to appreciate the critical role that skills play in allowing individuals to maintain and enhance their ability to meet changing work conditions and societal demands. The PIAAC data provide a better understanding of the distribution of those key skills and proficiencies at both national and international levels. They shed light on the extent to which skills translate into better opportunities and outcomes for individuals and into stronger economies. And they inform the evaluation of the effectiveness of our education and training systems, as well as our social and workplace practices, in developing required skills and proficiencies.
As the largest and most innovative survey of adult skills ever conducted, PIAAC both complemented and broadened the types of information collected in school-based surveys. The innovation introduced via PIAAC increased the relevance of the survey along with the accuracy of the data. As such, PIAAC contributed to improved relevance, quality and validity in large-scale assessments.
