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POLYNOMIAL PROCESSES IN STOCHASTIC PORTFOLIO
THEORY
CHRISTA CUCHIERO
Abstract. We introduce polynomial processes in the sense of [8] in the con-
text of stochastic portfolio theory to model simultaneously companies’ market
capitalizations and the corresponding market weights. These models substan-
tially extend volatility stabilized market models considered by Robert Fernholz
and Ioannis Karatzas in [18], in particular they allow for correlation between
the individual stocks. At the same time they remain remarkably tractable
which makes them applicable in practice, especially for estimation and cali-
bration to high dimensional equity index data. In the diffusion case we char-
acterize the joint polynomial property of the market capitalizations and the
corresponding weights, exploiting the fact that the transformation between
absolute and relative quantities perfectly fits the structural properties of poly-
nomial processes. Explicit parameter conditions assuring the existence of a
local martingale deflator and relative arbitrages with respect to the market
portfolio are given and the connection to non-attainment of the boundary of
the unit simplex is discussed. We also consider extensions to models with
jumps and the computation of optimal relative arbitrage strategies.
1. Introduction
Since the seminal works by Robert Fernholz, e.g. [17, 22, 16], on stochastic
portfolio theory (SPT), many models to capture the joint behavior of companies’
market capitalization, denoted by Si for i = 1, . . . , d, in large equity indices have
been proposed. One of the main goals in this respect is to reproduce the empirically
observed shape and dynamics of the capital distribution curves which have turned
out to be remarkably stable over time (see [17, Figure 5.1]). Another major aspect
is to analyze the relative outperformance of certain portfolios with respect to the
market portfolio and in turn to develop models which allow for so-called relative
arbitrages. The models used so far can be broadly categorized (see e.g. the overview
article [44]) into
• rank based models with the Atlas and the Hybrid Atlas model [4, 31] as
examples;
• diverse models [17, 20];
• sufficiently volatile models with volatility stabilized [20] and generalized
volatility stabilized models [41] as subclasses.
While rank based models were designed to match the empirically observed stability
of the capital distribution curves over time, the definition of diverse and sufficiently
volatile models hinges on certain descriptive features of equity markets which have
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turned out to lead to relative arbitrages. We here briefly comment on the main
properties of these model classes.
As the whole field of SPT, rank based type models have attracted much attention
from theoretical side and are a rich source of mathematically interesting questions,
in particular in the field of interacting particle systems, which is an active area of
research (see the references in [44, Section 6]). In terms of practical applicability
there are however two shortcomings, namely the common assumption that capital-
izations are uncorrelated (at least in the Atlas model) and limited tractability due
to rank (in contrast to name) based modeling.
The second class of models, coined diverse, combine a condition that prevents
the concentration of all the market capital into one single stock (so-called market
diversity) with strong non-degeneracy of the instantaneous covariance matrix of
the log-prices. R. Fernholz’s key insight was that under these two conditions it is
possible to systematically outperform the market portfolio, even on arbitrary short
time horizons (see [20]). This combination is however not the only one under which
relative arbitrages occur, in particular the strong non-degeneracy condition, which
is usually hard to verify in practice when estimating high dimensional covariance
matrices, can be omitted.
Indeed, another condition, which led to the introduction of sufficiently volatile
models is related to the volatility of the market weights, more precisely to the
cumulative excess growth rate given by
ΓH(·) = 1
2
d∑
i=1
∫ ·
0
µitd〈logµi〉t ,(1.1)
where µit represents the market weight of the i-th stock at time t ≥ 0, for i =
1, . . . , d. Indeed, the assumption that the slope of ΓH(·) is bounded away from
zero is the defining property of this class of models. As proved by R. Fernholz and
I. Karatzas in [18] such models allow for relative arbitrages over sufficiently long
time horizons with certain functionally generated portfolios, but, as recently shown
in [21], it is in general not sufficient to generate relative arbitrages on arbitrary
short time horizons.
Examples of sufficiently volatile models are so-called volatility stabilized market
models which have been introduced in [18]. As stated in the overview article [19],
these models are remarkable for several reasons, in particular because the total
market capitalization process follows a specific Black Scholes model, while the in-
dividual stocks reflect the empirical fact that log-prices of smaller stocks tend to
have greater volatility than the log-prices of larger ones.
Despite this coherence with equity market features, there is one major drawback,
namely again the lack of correlation between the individual stocks, for which reason
their applicability to model realistic market situations is limited. To overcome this
drawback we propose in the present paper a significant but still tractable extension
of this model class, which we call polynomial market weight and asset price models.
Indeed, a further remarkable property of volatility stabilized models is the fact
that the asset prices and the market weights follow each individually and also
jointly a polynomial process. Polynomial processes, introduced in [8], see also [24],
constitute a class of time-homogeneous Markovian-Itoˆ semimartingales which are
inherently tractable in the sense that the calculation of (mixed) moments only
requires the computation of matrix exponentials. The computational advantage
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associated with this property has been exploited in a large variety of problems.
In particular, applications in mathematical finance include interest rates, credit
risk, stochastic volatility models, life insurance liabilities and variance swaps (see
[12, 1, 2, 6, 23]). In the present context, it can be utilized for implementing optimal
arbitrages (see Section 4) as well as for model calibration to high dimensional equity
indices, such as S&P 500, using for instance method of moment or pathwise covari-
ance estimation techniques exploiting the analytical knowledge of moments as well
as the specific functional form of the covariance structure. In a companion paper
[7] we actually investigate calibration of polynomial models to market data (MSCI
world index with 300 stocks) and found very promising results. In particular, they
are capable of matching the typical shape and fluctuations of capital distribution
curves surprisingly well. A specificity of the setting of SPT, which differs from
other applications in finance, is the choice of the market portfolio as nume´raire, so
that the market weights become the modeling quantity of primary interest. This
thus necessitates tractable models whose state space is the unit simplex. One is
therefore naturally led to polynomial processes because the usually considered most
tractable classes, namely Le´vy and affine processes, are deterministic on compact
and connected state spaces (see [38]).
Summarizing, the class of polynomial market weight and asset price models
provides a tool to high dimensional equity market modeling with
• a high degree of tractability (indeed, they can be viewed as the most
tractable class when it comes to modeling market weights directly);
• the possibility of correlation between the stocks;
• consistency with empirical market features, such as volatility structures
that are inverse proportional to the size of the assets and “correct” fluc-
tuations of the ranked market weights (capital distribution curves).
Therefore, one goal of the current article is to characterize these models, which
are essentially defined through the property that the joint process of weights and
capitalizations (µt, St)t≥0 is polynomial. For diffusion models, this is the case if
and only if the total captialization process, i.e.
∑d
i=1 S
i, is a polynomial diffusion
on R++, independent of the polynomial diffusion for the market weights on the unit
simplex (see Theorem 4.10). Furthermore, if the characteristics of S are not allowed
to depend on µ, then
∑d
i=1 S
i follows necessarily a Black Scholes model, slightly
more general than in volatility stabilized models (see Corollary 4.16). The crucial
point is that the market weights process can have a much richer covariance structure
than in the case of volatility stabilized models, where it corresponds to the Wright-
Fisher diffusion sometimes also called multivariate Jacobi process (see e.g. [28]).
In the present case the market weights process is a general polynomial diffusion on
the unit simplex, as first characterized by Damir Filipovic´ and Martin Larsson [24]
(see also [9]). Despite this significantly higher flexibility, it shares many desirable
properties of the subclass of volatility stabilized models. For instance, under certain
parameter conditions as made precise in Theorem 5.1 the slope of the cumulative
excess growth rate is bounded away from zero, whence polynomial market weight
models can be subsumed under the class of sufficiently volatile ones. In particular,
they allow for relative arbitrages over long time horizons, generated by the so-called
entropic portfolio [19, Example 11.1]. Moreover, as in volatility stabilized models
the existence of (strong) relative arbitrage on arbitrary short time horizons (even
with long only portfolios) is also possible and can be deduced from [3].
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Related to this is the precise characterization of the existence of relative ar-
bitrages and a local martingale deflator (see e.g. [43], [33]) which we provide in
Section 5. As a byproduct we obtain precise conditions for boundary attainment
of polynomial models on the unit simplex. In the case of non-attainment of cer-
tain boundary segments we then discuss computable approximate optimal arbitrage
strategies based on polynomials.
The remainder of the paper is structured as follows: Section 2 and Section 3 are
dedicated to introduce the general setting of stochastic portfolio theory and the
precise notion of polynomial processes. In Section 4 we then recall the definition of
volatility stabilized market models, show their polynomial property and draw a full
picture of polynomial market weight and asset price diffusion models, relying on
a characterization of polynomial diffusions on ∆d × Rm+ proved in Appendix B. In
Section 4.2.1, we consider extensions with jumps, while Section 5 is fully dedicated
to analyze fundamental properties (existence of relative arbitrages, local martingale
deflators, completeness) of polynomial market weight models.
1.1. Notation. For a stochastic process we shall usually write X for (Xt)t≥0 and
use superscript indices for its components, with the exception of semimartingale
characteristics where we use subscript indices. In this case the superscript index
indicates the process to which they belong, e.g. the characteristic bX denotes the
drift of the process X . We denote by N the natural numbers, N0 := N ∪ {0} the
nonnegative integers, and R+ the nonnegative reals. The symbols R
n×n, Sn, and
Sn+ denote the n×n real, real symmetric, and real symmetric positive semi-definite
matrices, respectively. Furthermore, ei stands for the i
th canonical unit vector and
1 is the vector whose entries are all equal to 1.
2. Setting and notions of stochastic portfolio theory
We start by recalling the general setting and several notions of stochastic port-
folio theory (SPT). For a more detailed account we refer to [17, 19, 36, 21].
2.1. The market model and trading strategies. Let T > 0 denote some finite
time horizon and let (Ω,F , (Ft)t∈[0,T ], P ) be a filtered probability space with a right
continuous filtration. Thereon we consider, for d ≥ 2, an Rd+-valued semimartin-
gale S with S0 ∈ Rd++, corresponding to the companies’ (undiscounted) market
capitalizations, i.e. stock price multiplied by the number of outstanding shares. We
denote by Σ the total capitalization of the considered equity market, i.e.
Σ =
d∑
i=1
Si,
and require that Σ is a.s. strictly positive, i.e. P [Σt > 0, ∀t ≥ 0] = 1. In contrast
to that the individual capitalizations are allowed to vanish.
In line with the common literature on SPT (in particular, [36]), we consider
trading strategies investing only in these d assets and do not introduce a bank
account.
Definition 2.1. (i) We call a predictable, Rd-valued, S-integrable process ϑ
a trading strategy with wealth process V v,ϑ, where
V v,ϑt =
d∑
i=1
ϑitS
i
t , 0 ≤ t ≤ T, with V v,ϑ0 = v,
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is the time t-value of the investment according to the strategy ϑ and initial
capital v > 0. Each ϑit represents the number of shares held at time t ≥ 0
in the ith asset.
(ii) A trading strategy ϑ is called self-financing if V v,ϑ satisfies
V v,ϑt = v +
∫ t
0
ϑsdSs, 0 ≤ t ≤ T,
where the integral is understood in the sense of vector stochastic integra-
tion.
(iii) A trading strategy is called v-admissible if V v,ϑ ≥ 0 and V v,ϑ− ≥ 0.
(iv) A trading strategy is called long-only, if it never sells any stock short, i.e.
ϑ takes values in Rd+.
We denote by J (S) the collection of all self-financing, 1-admissible trading
strategies.
Notation 2.2. The canonical value for the initial capital will be 1. For notational
simplicity, we shall therefore write V ϑ for V 1,ϑ.
If each component of the semimartingale S is strictly positive, one can pass to
a multiplicative (as opposed to the above additive) modeling approach, which used
to be standard in SPT and can sometimes be convenient. In this setup one rather
considers - instead of trading strategies corresponding to the number of shares -
so-called portfolios whose value represents the proportion of current wealth invested
in each of the assets (see Appendix A for further details).
2.2. Relative arbitrage with respect to the market. A crucial quantity of
interest is the performance of two admissible portfolios relative to each other. In
this respect the notion of relative arbitrage defined subsequently plays an important
role.
Definition 2.3 (Relative arbitrage opportunity). Let ϕ, ϑ ∈ J (S) be self-financing,
1-admissible trading strategies. Then, the strategy ϑ is said to generate a relative
arbitrage opportunity with respect to ϕ over the time horizon [0, T ] if
P
[
V ϑT ≥ V ϕT
]
= 1 and P
[
V ϑT > V
ϕ
T
]
> 0.
Moreover, ϑ is called a strong relative arbitrage opportunity if
P
[
V ϑT > V
ϕ
T
]
= 1.
If the above definition applies to ϑ with values in Rd+, we speak of (strong) long
only relative arbitrage.
Remark 2.4. In the above definition we consider wealth processes with initial capital
1 and 1-admissible trading strategies. However, the existence of relative arbitrages
clearly does not depend on that. Indeed, ϑ is a relative arbitrage opportunity with
respect to ϕ over the time horizon [0, T ] in the sense of Definition 2.3 if and only if
P
[
V v,vϑT ≥ V v,vϕT
]
= 1 and P
[
V v,vϑT > V
v,vϕ
T
]
> 0.(2.1)
Note that vϑ, vϕ are self-financing, v-admissible trading strategies and the initial
capital is v.
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We now draw our attention to relative arbitrage opportunities with respect to the
market. In this case the 1-admissible reference trading strategy is given by ϕit =
1
Σ0
for all i ∈ {1, . . . , d} and t ∈ [0, T ] and the above definition of relative arbitrage
translates as follows:
Definition 2.5 (Relative arbitrage opportunity ). Let ϑ ∈ J (S) be a self-financing,
1-admissible trading strategy. Then ϑ is said to generate a relative arbitrage op-
portunity with respect to the market over the time horizon [0, T ] if
P
[
V ϑT ≥
ΣT
Σ0
]
= 1 and P
[
V ϑT >
ΣT
Σ0
]
> 0.
Moreover, ϑ is called a strong relative arbitrage opportunity with respect to the
market if
P
[
V ϑT >
ΣT
Σ0
]
= 1.
If the above definition applies to ϑ with values in Rd+, we speak of (strong) long
only relative arbitrage with respect to market.
2.3. Market weights. From Definition 2.5 it is apparent that relative arbitrages
with respect to the market correspond to classical arbitrages when choosing the
total capitalization Σ as nume´raire. Doing so, yields the process of market weights
denoted by µ = (µ1, . . . , µd) and defined by
µi =
Si
Σ
=
Si∑d
i=1 S
i
, i ∈ {1, . . . , d}.(2.2)
Since all Si are assumed to be nonnegative, µ takes values in the unit simplex ∆d
defined by
∆d =
{
x ∈ [0, 1]d |
d∑
i=1
xi = 1
}
.
The interior of the unit simplex, i.e. {x ∈ (0, 1)d | ∑di=1 xi = 1} is denoted by ∆˚d.
Note that by assumption µ0 ∈ ∆˚d.
Remark 2.6. (i) Let us remark that ϑ is a self-financing trading strategy for
the capitalization process S as of Definition 2.1 if and only if it is a self-
financing trading strategy for the process µ, where the latter is defined as
in Definition 2.1 simply by replacing S by µ (see [26] and [36, Proposition
2.3]). In particular, denoting by Y q,ϑ the relative wealth process, i.e.
Y q,ϑt =
V qΣ0,ϑt
Σt
, 0 ≤ t ≤ T, with Y q,ϑ0 =
qΣ0
Σ0
= q,(2.3)
we have
Y q,ϑt = q +
∫ t
0
ϑsdµs, 0 ≤ t ≤ T.
As before we shall write Y ϑ for Y 1,ϑ.
(ii) Combining this with Definition 2.5 and using Remark 2.4 with v = Σ0
in (2.1) yields the following equivalent formulation of a relative arbitrage
opportunity with respect to the market over the time horizon [0, T ], namely
P
[
Y Σ0ϑT ≥ 1
]
= 1 and P
[
Y Σ0ϑT > 1
]
> 0
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and
P
[
Y Σ0ϑT > 1
]
= 1
for a strong relative arbitrage opportunity. The existence of relative arbi-
trages with respect to the market thus only depends on the market weights
process µ.
3. Polynomial processes
This section is dedicated to give a very brief overview on polynomial processes
which have been introduced in [8] and further analyzed in several papers, in partic-
ular in [24], where questions on existence and uniqueness of polynomial diffusions
on different state spaces are treated. For the case of jump-diffusions on the spe-
cific state space ∆d, being of particular importance for modeling the market weight
process µ, we refer to [9].
We here define polynomial processes as a particular class of time-homogeneous
Markovian Itoˆ-semimartingales with state space D ⊆ Rn defined on a filtered
probability space (Ω, (Ft)t∈[0,T ],F , P ) with a right-continuous filtration and T ∈
(0,∞]. By an Itoˆ-semimartingale X we mean a semimartingale whose characteris-
tics (BX , CX , νX) (with respect to a certain truncation function χ) are absolutely
continuous with respect to the Lebesgue measure, i.e., we have
BX =
∫ ·
0
bXt dt, C
X =
∫ ·
0
cXt dt, ν
X(dt, dξ) = KXt (dξ)dt,
and we call (bX , cX ,KX) differential semimartingale characteristics. The time-
homogeneous Markov property is expressed by the fact that X is assumed to be
Markovian relative to (Ft), that is,
E[f(Xt)|Fs] = E[f(Xt)|σ(Xs)], P -a.s.
for all t ≥ s and all Borel functions f : D → R satisfying E[|f(Xt)|] <∞ for all t ∈
[0, T ], where σ(Xs) denotes the σ-algebra generated by Xs. In particular, the dif-
ferential characteristics (bX , cX ,KX) are functions (b(Xt), c(Xt),K(Xt, dξ))t∈[0,T ]
of the current state of the process, where b : D → Rn, c : D → Sn+ are Borel
functions and K(x, dξ) a Borel transition kernel from D to Rn.
Before giving the precise definition of a polynomial process, let us introduce some
further notation. Let Pm denote the finite dimensional vector space of polynomials
up to degree m ≥ 0 on D, i.e. the restrictions of polynomials on Rn to D, defined
by
Pm :=
D ∋ x 7→
m∑
|k|=0
αkx
k,
∣∣∣αk ∈ R
 ,
where we use multi-index notation k = (k1, . . . , kn) ∈ Nn0 , |k| = k1 + · · · + kn and
xk = xk11 · · ·xknn . Moreover, we denote by P the vector space of all polynomials on
D. Whenever there is ambiguity to which state space Pm refers we denote it by
Pm(D).
The following definition of a polynomial process is not the original one given
in [8], but equivalent under the stated moment condition on the compensator of
the jump measure as clarified by the subsequent theorem. For a slightly different
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definition of polynomial processes relying on solutions to the corresponding mar-
tingale problem and not a-priori assuming the existence of a Markov process, we
refer to [24, 9].
Definition 3.1. A polynomial process X is a time-homogeneous Markovian Itoˆ-
semimartingale with state space D and initial value X0 = x ∈ D whose differential
characteristics (bXt , c
X
t ,K
X
t (dξ))t∈[0,T ] = (b(Xt), c(Xt),K(Xt, dξ))t∈[0,T ], with re-
spect to the “truncation” function χ(ξ) = ξ, satisfy
E
[∫
Rn
‖ξ‖mK(Xt, dξ)
∣∣X0 = x] <∞ for all m ∈ N, x ∈ D, t ∈ [0, T ]
and
bi(x) ∈ P1 i ∈ {1, . . . , n},
cij(x) +
∫
Rn
ξiξjK(x, dξ) ∈ P2 i, j ∈ {1, . . . , n},∫
Rn
ξkK(x, dξ) ∈ P|k| |k| = 3, . . . .
The following theorem is a reformulation of the results in [8].
Theorem 3.2. For a Markovian Itoˆ-semimartingale X with state space D and
E[
∫
Rn
‖ξ‖mK(Xt, dξ)|X0 = x] < ∞ for all m ∈ N, x ∈ D, t ∈ [0, T ] the following
are equivalent:
(i) X is a polynomial process.
(ii) x 7→ E[f(Xt)|X0 = x] ∈ Pk for all k ∈ N, f ∈ Pk, x ∈ D and t ∈ [0, T ].
Proof. The direction (i) ⇒ (ii) is a direct consequence of [8, Theorem 2.15], while
the (ii)⇒ (i) follows from [8, Corollary 2.14]. Note here that the original definition
of a polynomial process corresponds to the statement in (ii). 
Remark 3.3. The second assertion in the above theorem is crucial, since it means
that the semigroup (Pt)t∈[0,T ] associated with the Markov process maps Pk to Pk.
This in turn implies that expectations of polynomials of Xt can be computed via
matrix exponentials. More precisely for every k ∈ N, there exists a linear map A on
Pk, such that for all t ∈ [0, T ], the semigroup (Pt) restricted to Pk can be written
as
Pt|Pk = etA.
This crucial property of polynomial processes allows for an easy and efficient compu-
tation of moments without knowing the probability distribution or the characteristic
function.
Remark 3.4. As indicated already in the introduction, another advantage of this
model class arises in the context of model calibration in high dimensional situations,
which we typically encounter when dealing with a large equity index. Indeed,
pathwise estimation techniques of the integrated or spot covariance can be applied
to determine the parameters of the diffusion matrix c whose entries are quadratic
polynomials in the current state of the process (see Remark 4.13 for further details).
Remark 3.5. As already mentioned above, an alternative approach to introduce
polynomial processes is via the martingale problem notion as for instance done in
POLYNOMIAL PROCESSES IN STOCHASTIC PORTFOLIO THEORY 9
[24, 9]. To this end, consider the following linear operator G : P → P defined by
Gf(x) =
n∑
i=1
Dif(x)bi(x) +
1
2
n∑
i,j=1
Dijf(x)cij(x)
+
∫
Rn
(
f(x+ ξ)− f(x)−
n∑
i=1
Dif(x)ξi
)
K(x, dξ),
with (b, c,K) as of Definition 3.1, which is usually called extended infinitesimal
generator (compare [8, Definition 2.3]).
Given a probability distribution ̺ on D, a solution to the martingale problem
for (G, ̺) is a ca`dla`g process X with values in D such that P (X0 ∈ ·) = ̺ and the
process Mf given by
Mft := f(Xt)− f(X0)−
∫ t
0
Gf(Xs)ds
is a local martingale for every f ∈ P with respect to the filtration generated by
X , i.e. Ft =
⋂
s>t FXs with FXs = σ(Xr | r ≤ s). We say that the martingale
problem for G is well-posed if there exists a unique (in the sense of probability
law) solution to the martingale problem for (G, ̺) for any initial distribution ̺ on
D. Since such a solution is a time-homogenous Markovian Itoˆ-semimartingale (see
[13, Theorem 4.4.2] for the Markov property), we can therefore identify it with
polynomial processes in the sense of Definition 3.1.
4. Polynomial market weight and asset price models
This section is dedicated to introduce models for the market weights and capi-
talizations based on polynomial processes. We start by reviewing volatility stabi-
lized market models as introduced in [18] and show that the joint process (µ, S) is
polynomial in the sense of Definition 3.1 (see Proposition 4.6). Subsequently we
characterize all polynomial diffusion models (µ, S) taking values in ∆d×Rd+ where
µ is Markovian in its own filtration and (2.2) holds true. The proofs of the results
of this section can be found in Appendix B.
4.1. Volatility stabilized market models. The dynamics of the asset prices in
volatility stabilized market models introduced in [18] are defined through
dSit = S
i
t
(
1 + α
2µit
dt+
1√
µit
dW it
)
, Si0 = s
i, i ∈ {1, . . . , d},(4.1)
where α ≥ 0 and (W 1, . . . ,W d) is a standard Brownian motion. We here and
throughout the paper always consider weak solutions to such SDEs, or equivalently
solutions to the associated martingale problems (compare Remark 3.5). Moreover,
we suppose that the filtration is generated by S, i.e.
Ft =
⋂
s>t
FSs with FSs = σ(Sr | r ≤ s).(4.2)
By a change of variable it is easily seen that these models are polynomial, which is
stated in the proposition below. For its formulation recall the notation
Σ =
d∑
j=1
Sj .
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Proposition 4.1. The volatility stabilized model (S1, . . . , Sd) of (4.1) satisfies the
following properties:
(i) (S1, . . . , Sd) is a polynomial process on Rd++ whose differential character-
istics (bS , cS ,KS) are of the form
bSi,t =
1 + α
2
d∑
j=1
Sjt ,
cSii,t = S
i
t
 d∑
j=1
Sjt
 , cSij,t = 0,
KSt = 0.
(4.3)
(ii) The dynamics of the total capitalization process are described by a Black-
Scholes model of the form
dΣt = Σt
(
d(1 + α)
2
dt+ dZt
)
,(4.4)
where Z denotes a Brownian motion.
Remark 4.2. (i) The name volatility stabilized model stems from the fact that
the total capitalization process follows a specific Black Scholes model, while
the individual assets have dynamics of the form (4.1).
(ii) As already mentioned in the introduction the empirical feature that log-
prices of smaller stocks tend to have greater volatility than the log-prices
of larger ones is reflected in this model class. Indeed, from (4.1) it is easily
seen that we have clogSii =
1
µi , but however no correlation as c
logS
ij = 0.
The following proposition asserts that also the market weights follow a poly-
nomial process on the unit simplex, more precisely a so-called multivariate Jacobi
process (see, e.g. [28]). A similar statement has also been obtain in [27] and [40].
Let us introduce the filtration generated by (µ1, . . . , µd) which we denote by (Gt),
i.e.
Gt =
⋂
s>t
Gµs with Gµs = σ(µr | r ≤ s).(4.5)
Note that Gt ⊆ Ft since the information on Σ is lost.
Proposition 4.3. In the volatility stabilized model of (4.1), the dynamics of the
market weights (µ1, . . . , µd) can be described by a multivariate Jacobi process of the
form
dµit =
(
1 + α
2
− d(1 + α)
2
µit
)
dt+
√
µit(1− µit)dBit −
∑
i6=j
µit
√
µjtdB
j
t ,(4.6)
where B is a d-dimensional standard Brownian motion. In particular (µ1, . . . , µd)
is a polynomial process with respect to (Gt) with state space ∆˚d and differential
characteristics (bµ, cµ,Kµ) of the form
bµi,t =
1 + α
2
− µit
d(1 + α)
2
,
cµii,t = µ
i
t(1− µit), cµij,t = −µitµjt ,
Kµt = 0.
(4.7)
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Remark 4.4. (i) As examples of sufficiently volatile models, volatility stabi-
lized market models exhibit a constant positive excess growth rate γµ∗
(compare with (1.1)), given by
γµ∗ =
1
2
d∑
i=1
µid〈logµi〉 = 1
2
d∑
i=1
µic
log(µ)
ii =
1
2
d∑
i=1
cµii
µi
.
From the above proposition it is easily seen that γµ∗ =
d−1
2 and thus strong
long-only relative arbitrages can be generated with the entropy function
(see [19, Example 11.1]).
(ii) As recently shown in [21], a positive excess growth rate is in general not
sufficient for the existence of relative arbitrages over arbitrary short time
horizons. However, the class of volatility stabilized market models also
allows for this type of arbitrage, as first proved in [3]. Indeed, Assumption
(2.8) in this paper, namely that the instantaneous variance of the minimal
market weight satisfies cµ(d)(d) ≥ Kµ(d) for some constant K, is clearly
satisfied as seen from (4.7). Here, the index (d) denotes the minimum.
Notation 4.5. In the following proposition and subsequent theorems we write cµ,Sij
for the instantaneous covariance between µi and Sj and cΣ,µi for the instantaneous
covariance between µi and Σ and similarly cΣ,Si .
Proposition 4.6. Consider the volatility stabilized model of (4.1). Then, the joint
process (µ, S) is a polynomial process with respect to (Ft) taking values in ∆˚d×Rd++.
In particular, the instantaneous covariance between µi and Sj as well as µj and Si
for i 6= j is given by
cµ,Sij,t = c
µ,S
ji,t = −µitSjt = −µjtSit , i 6= j
and between Sit and µ
i
t by
cµ,Sii,t = S
i
t − µitSit .
Moreover, the instantaneous covariance between Σ and µi vanishes, i.e. cµ,Σi,t = 0
for all i ∈ {1, . . . , d}. Hence µ and Σ are independent.
4.2. Definition and characterization of polynomial market weight and
asset price models. Inspired by the above analyzed volatility stabilized models,
we now aim to characterize all diffusion processes (µ, S) satisfying relation (2.2) and
taking values in ∆d×Rd+ such that (µ, S) is jointly polynomial and µ Markovian in
its own filtration. The reason for assuming the latter is motivated by the fact that
we are mainly interested in the relative performance with respect to the market and
in modeling the capital distribution curves log k 7→ logµ(k). As outlined in Section
2 modeling solely µ is sufficient for these purposes. Assuming µ to be Markovian is
therefore reasonable, in particular in view of the high dimensional applications we
are interested in.
We start by giving a formal definition of the class of polynomial market weight
and asset price models:
Definition 4.7. Let (µ, S) be a stochastic process defined on a filtered probability
space (Ω, (Ft),F , P ) taking values in ∆d ×Rd+ such that Σ > 0 and µi = S
i
Σ for all
i ∈ {1, . . . , d}. We call (µ, S) a polynomial market weight and asset price model if
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(i) the weights process µ is Markovian with respect to its natural filtration (Gt)
(made right continuous) as defined in (4.5) and
(ii) the joint process (µ, S) is a polynomial process.
Remark 4.8. (i) Note that the second requirement of the above definition is
strong in the sense that for instance both components µ and S can be
polynomial processes but their covariance structure is of non-quadratic
form so that the joint polynomial property is lost. We shall encounter
such cases in Proposition 4.14 below. Nevertheless the joint polynomial
property is relevant when it comes to computing joint moments of µ and
S.
(ii) Note that we cannot start the process at any point in ∆d ×Rd+ since (2.2)
is required to hold true. In other words, the state space can be bijectively
mapped to ∆d × R++.
In order to characterize polynomial market weight and asset price models in
terms of parameter restrictions let us introduce the following definition. Indeed,
the parameter set introduced therein characterizes polynomial diffusion process on
∆d (see Proposition 4.19 and [24, Proposition 6.6]).
Definition 4.9. We call a triplet (βµ, Bµ, γµ) with βµ ∈ Rd, Bµ ∈ Rd×d and
γµ ∈ Sd admissible simplex parameter set if
• γµ has nonnegative off-diagonal elements and all its diagonal elements are
equal to 0,
• (Bµ)⊤1+ (β⊤1)1 = 0 and βµi +Bµij ≥ 0 for all i, j 6= i ∈ {1, . . . , d}.
We are now ready to state the announced characterization of polynomial market
weight and asset price models with continuous trajectories.
Theorem 4.10. The following assertions are equivalent:
(i) The process (µ, S) is a polynomial market weight and asset price model
with continuous trajectories.
(ii) The processes µ and Σ are independent polynomial processes on ∆d and
R++ respectively.
Each of the above conditions implies the following assertion:
(iii) There exists an admissible simplex parameter set (βµ, Bµ, γµ) and param-
eters κ, φ ∈ R+ satisfying 2κ− φ ≥ 0, λ, σ ∈ R, such that the differential
characteristics of (µ, S,Σ) are given by
bµi,t = β
µ
i +
d∑
j=1
Bµijµ
j
t , b
S
i,t = β
µ
i Σt +
d∑
j=1
BµijS
j
t + κµ
i
t + λS
i
t ,
cµii,t =
∑
i6=j
γµijµ
i
tµ
j
t , c
µ
ij,t = −γµijµitµjt , i 6= j,
cSii,t = φS
i
tµ
i
t + σ
2(Sit)
2 +
∑
j 6=i
γµijS
i
tS
j
t , c
S
ij,t = φS
i
tµ
j + σ2SitS
j
t − γµijSitSjt , i 6= j,
cµ,Sii,t =
∑
j 6=i
γµijS
i
tµ
j
t , c
µ,S
ij,t = c
µ,S
ji,t = −γµijµitSjt = −γµijµjtSit , i 6= j,
bΣt = κ+ λΣt, c
Σ
t = φΣt + σ
2Σ2t ,
cΣ,Si,t = φS
i
t + σ
2SitΣt, c
Σ,µ
i,t = 0.
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Conversely, for an admissible simplex parameter set (βµ, Bµ, γµ) and parameters
κ, φ ∈ R+, λ, σ ∈ R, there exists a polynomial market weight and asset price model
whose differential characteristics are of the above form.
Remark 4.11. Note that listing all characteristics of the process (µ, S,Σ) is of course
redundant and they could be determined from the knowledge of the characteristics
of S or (µ,Σ).
Remark 4.12. (i) In the case of volatility stabilized models the above param-
eters take the following values: βµ = 1+α2 1, B
µ = −d1+α2 Id, γµij = 1 for
all i 6= j, κ = φ = 0, λ = d(1+α2 ), σ2 = 1.
(ii) In comparison with Remark 4.2, we see that the total capitalization process
Σ is not necessarily a Black-Scholes model, but can correspond to an affine
process, more precisely a CIR process if σ = 0.
(iii) Individual stocks can still reflect the fact that log-prices of smaller stocks
tend to have greater volatility than the log-prices of larger ones, but allow
additionally for correlation, in particular we have
clogSii,t =
1
µit
(
σ2Sit +
∑
i6=j γ
µ
ijS
j
t + φµ
i
t
Σt
)
, clogSij,t = −γµij + σ2 +
φ
Σt
.
This is the crucial advantage over volatility stabilized models.
Remark 4.13. Let us here briefly comment on the practical applicability of these
models in view of calibration, more precisely estimation of the instantaneous co-
variance of µ. Note that the structure of cµ allows to obtain γµ from any estimator
of the integrated covariance of logµ since
1
T
∫ T
0
c
log(µ)
ij,t dt = −γij , i 6= j.
This simple relationship enables to estimate the parameters of the instantaneous
covariance in any dimension and has been successfully implemented in [7] to cali-
brate polynomial market weight and asset price models to market data of 300 stock
constituting the MSCI World Index. In this specific case this means estimating 44
700 parameters of γµ which was under certain assumption on the correlation struc-
ture between the assets even possible on a scarse data set of a time series of around
300 time points. As already mentioned in the introduction not only feasibility of
this method could be proved but also the fact that polynomial models fit the data
well and exhibit promising empirical features in view of the shape and fluctuations
of the capital distribution curves.
The rather strong independence property between Σ and µ which we obtained
in the above theorem can be relaxed if we only require that each of the processes µ
and S is polynomial (but not necessarily jointly). Indeed in this case we have the
following proposition.
Proposition 4.14. Consider an Itoˆ-diffusion process S taking values in Rd+ such
that Σ =
∑d
i=1 S
i > 0. Let (Ft) be the filtration generated by S as specified in (4.2).
Define µi = S
i
Σ for all i ∈ {1, . . . , d}. Then the following assertions are equivalent:
(i) Both processes S and µ are polynomial (but not necessarily jointly).
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(ii) The differential characteristics of S are given by
bSi,t = β
µ
i Σt +
d∑
k=1
BµikS
k
t + λiS
i
t ,
cSii,t = (ζ + 2λi)(S
i
t)
2 +
∑
k 6=i
γµikS
i
tS
k
t , c
S
ij,t = (ζ + λi + λj − γµij)SitSjt ,
where (βµ, Bµ, γµ) is an admissible simplex parameter set and and the
parameters ζ ∈ R, λ ∈ Rd are such that ζ11⊤ + Λ − γµ ∈ Sd+, where
Λij = λi + λj, in particular ζ + 2λi ≥ 0 for all i ∈ . . . {1, . . . , d}.
Moreover, each of the above conditions implies the following assertion.
(iii) The differential characteristics of (µ,Σ) are given by
bµi,t = β
µ
i +
d∑
j=1
Bµijµ
j
t , c
µ
ii,t =
∑
j 6=i
γµijµ
i
tµ
j
t , c
µ
ij,t = −γµijµitµjt , i 6= j,
bΣt =
d∑
i=1
λiS
i
t , c
Σ
t = ζΣ
2
t + 2Σt
d∑
i=1
λiS
i
t , c
Σ,µ
i,t = λiS
i
t − µit
d∑
k=1
λkS
k
t ,
and
cµ,Sii,t =
∑
j 6=i
γµijS
i
tµ
j
t + λiµ
i
tS
i
t − (µit)2
d∑
k=1
λkS
k
t ,
cµ,Sij,t = −γµijµitSjt + λiµitSjt + µitµjt
d∑
k=1
λkS
k
t , i 6= j.
Remark 4.15. Note that for an admissible simplex parameter set (βµ, Bµ, γµ) and
parameters ζ ∈ R, λ ∈ Rd such that ζ11⊤ + Λ − γµ ∈ Sd+, where Λij = λi + λj ,
the necessary conditions of Proposition 4.19 below for an Rd+-valued polynomial
process are satisfied. Let us remark however, that only in specific parametric cases
the well-posedness of the martingale problem for S is known. This is for instance
the case if cSij = 0, i.e. ζ + λi + λj = γ
µ
ij , which follows from [5, Corollary 1.3].
Compare also with the assertions in [24, Remark 6.5].
Finally combining Theorem 4.10 and Proposition 4.14 yields the subsequent
corollary stating that in polynomial market weight and asset price models with
continuous trajectories, where S is polynomial with respect to its own filtration,
the total capitalization process Σ is a Black Scholes model. So in this case we
find a similar structure as in Proposition 4.1 however with a much more general
correlation structure between the assets.
Corollary 4.16. The following assertions are equivalent:
(i) The process (µ, S) is a polynomial market weight and asset price model
with continuous trajectories such that S is polynomial with respect to its
own filtration defined via (4.2).
(ii) The processes µ and Σ are independent polynomial processes on ∆d and
R++ respectively with the additional property that Σ is a Black -Scholes
model of the form
dΣt = λΣtdt+ σΣtdZt
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for some parameters λ, σ ∈ R and Z a Brownian motion.
4.2.1. Extension with jumps. In the following proposition we consider an extension
with jumps which still gives rise to a polynomial market weight and asset price
model.
Proposition 4.17. Let µ and Σ be independent polynomial processes (both compo-
nents possibly with jumps) on ∆d and R++ respectively. Assume that the respective
jump measures satisfy
µ 7→
∫
(ξµ)kK(µ, dξµ) ∈ P2(∆d) for |k| = 2
Σ 7→
∫
(ξΣ)2K(Σ, dξΣ) ∈ P2(R++).
(4.8)
Define Si = µiΣ for i ∈ {1, . . . , d}. Then (µ, S) is a polynomial market weight and
asset price model.
Remark 4.18. (i) Note that the condition on the jump measure (4.8) is any-
how satisfied for |k| ≥ 3 by the polynomial property of the processes µ
and Σ.
(ii) For specifications of the jump structure of µ we refer to [9, Section 6].
(iii) The assumptions on Σ are satisfied if Σ is for instance an affine CIR process
with jumps.
4.2.2. Polynomial processes on ∆d × Rm+ . The proof of the above results relies on
the following proposition which gives necessary conditions in terms of parameters
for polynomial diffusion processes with state space ∆d × Rm+ . It is an extension
of the results obtained in [24]. For its formulation denote I = {1, . . . , d} and
J = {d+ 1, . . . , d+m}. Moreover, xI and xJ stand for the vector x consisting of
the first d and last m elements respectively.
Proposition 4.19. Consider a polynomial diffusion process X on ∆d × Rm+ , and
denote I = {1, . . . , d} and J = {d+ 1, . . . , d+m}.
(i) Then its diffusion matrix cXt = c(Xt) is given by
cii(x) =
∑
i6=j,j∈I
γijxixj , (i ∈ I),
cij(x) = −γijxixj , (i, j ∈ I, i 6= j),
cij(x) = 0, (i ∈ I, j ∈ J),
cjj(x) = αjjx
2
j + xj(φj + θ
⊤
(j)xI + π
⊤
(j)xJ), (j ∈ J),
cij(x) = αijxixj , (i, j ∈ J, i 6= j),
where γij = γji ∈ R+, θ(j) ∈ Rd, π(j) ∈ Rm+ with π(j)j = 0, φ ∈ Rm with
φj ≥ maxi∈I θ−(j)i and α ∈ Sm such that α+Diag(Π⊤xJ)Diag(xJ )−1 ∈ Sm+
for all xJ ∈ Rm++, where Π ∈ Rm×m is the matrix with columns π(j).
(ii) The drift vector bXt = b(Xt) satisfies
b(x) =
(
βI +BIIxI
βJ +BJIxI +BJJxJ
)
,
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where β ∈ Rd+m, B ∈ Rd+m×d+m such that B⊤II1 + (β⊤I 1)1 = 0 and
βi +Bij ≥ 0 for all i, j ∈ I with j 6= i, βj ≥ maxi∈I B−ji for all j ∈ J and
BJJ ∈ Rm×m has nonnegative off-diagonal elements.
Remark 4.20. Note that the drift part for the components in ∆d could also be
written as
βI +BIIxI = B˜IIxI ,
where B˜II,ij = βI,i +BII,ij for all j ∈ {1, . . . , d} satisfies B˜⊤II1 = 0 and BII,ij ≥ 0
for all i, j ∈ I, i 6= j. In order to be consistent with the literature, we however keep
the notation with a constant term.
Under the above conditions on the parameters, one also gets existence of solutions
to the martingale problem. However, well-posedness and hence the existence of
polynomial processes in the sense of Definition 3.1 is not known in general. Under
certain parameter restrictions this can be nevertheless achieved. In particular, the
following holds and is relevant in our case for Theorem 4.10 when m = 1.
Proposition 4.21. Consider the parameters given in Proposition 4.19. Assume
that αij = 0 for i 6= j. Then the martingale problem corresponding to the charac-
teristics stated in Proposition 4.19 is well-posed.
5. Relative arbitrage in polynomial models
This section is dedicated to characterize the existence of relative arbitrage op-
portunities in polynomial diffusion market weight and asset price models under
the so-called No unbounded profit with bounded risk condition (NUPBR). Note that
due to Remark 2.6 relative arbitrages only depend on the market weights process µ.
We thus only consider polynomial models on ∆d and call them polynomial market
weight models. Recall that they are characterized in terms of an admissible simplex
parameter set (βµ, Bµ, γµ).
Recall that the (NUPBR) condition as introduced in [10] means that the set
{Y ϑT |ϑ ∈ J (µ)}
is bounded in probability. Here, J (µ) denotes the collection of all self-financing,
1-admissible trading strategies with respect to µ analogously as in Definition 2.1.
This (NUPBR) condition is the minimal requirement for economically reasonable
models in continuous time and the usual assumption in stochastic portfolio theory.
The following theorem provides a characterization of relative arbitrage under
(NUPBR). Its proof together with the proofs of the subsequent propositions and
lemmas are gathered in Appendix C.
Theorem 5.1. Let T ∈ (0,∞) denote some finite time horizon and let µ be a
polynomial diffusion process for the market weights on ∆d with µ0 ∈ ∆˚d, being
described by an admissible simplex parameter set (βµ, Bµ, γµ) with γµij > 0 for all
i 6= j ∈ {1, . . . , d}. Then the following assertions are equivalent:
(i) The model satisfies (NUPBR) and there exist strong relative arbitrage op-
portunities.
(ii) There exists some i ∈ {1, . . . , d} such that bµi > 0 for some elements in
{µi = 0} and for all such indices i, we have
2βµi +min
i6=j
(2Bµij − γµij) ≥ 0.(5.1)
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Remark 5.2. (i) Note that (5.1) together with the strict positivity of γµij im-
plies in particular that bµi > 0 on {µi = 0}.
(ii) Similarly as volatility stabilized market models (see Remark 4.4), polyno-
mial market weight models exhibit a positive excess growth rate
γµ∗ =
1
2
d∑
i=1
µid〈logµi〉 = 1
2
d∑
i=1
µic
log(µ)
ii =
1
2
d∑
i=1
cµii
µi
≥ min
i6=j
γµij
d− 1
2
,
whenever γµij > 0 for all i 6= j and µ takes values ∆˚d where the latter is
equivalent to (5.1) for all i ∈ {1, . . . , d}. Functionally generated relative
arbitrage opportunities over sufficiently long time horizons can therefore
be generated as in [19, Example 11.1].
(iii) Under the condition that µ takes values in ∆˚d and γµij > 0 for all i 6= j, it
can also be seen from [3] that strong long-only relative arbitrages on arbi-
trary time horizons exist. Indeed, Assumption (2.8) in this paper, namely
that the instantaneous variance of the minimal market weight satisfies
cµ(d)(d) ≥ Kµ(d) for some constant K is satisfied due to
cµ(d)(d)
µ(d)
=
∑
j 6=(d)
γµ(d)jµ
j ≥ min
i6=j
γµij(1− µ(d)) ≥
d− 1
d
min
i6=j
γµij ,
where we used µ(d) ≤ 1d .
Remark 5.3. It is well known that (NUPBR) is equivalent to the existence of a
supermartingale deflator, that is a nonnegative process D with D0 = 1 and DT > 0
such that DY ϑ is a supermartingale for all ϑ ∈ J (µ) (see e.g. [35]). More precisely,
as shown in [43], this can be strengthen to the existence of a strictly positive local
martingale deflator (see also [33] and the references therein), that is a strictly
positive local martingale Z with Z0 = 1 such that Zµ is a local martingale.
The following proposition establishes completeness of polynomial market weight
models and uniqueness of the strictly positive local martingale deflator Z, a prop-
erty which is relevant for the construction of strong relative arbitrages subsequently.
It is also needed in the proof of Theorem 5.1 to establish the existence of strong
relative arbitrages.
Proposition 5.4. Let µ be a polynomial diffusion process for the market weights
on ∆d as of Theorem 5.1 satisfying one of the equivalent conditions (i) or (ii).
Then the following assertions hold true:
(i) There exists a unique strictly positive local martingale deflator Z as intro-
duced in Remark 5.3.
(ii) The model is complete in the sense that every bounded FT -measurable
claim Y can be replicated via some strategy ψ. More precisely,
Y = E[Y ZT ] +
∫ T
0
ψ⊤s dµs, P -a.s.
holds true.
Remark 5.5. The strictly positive local martingale deflator Z can be represented
via E(− ∫ ·0 λ⊤(µ)dµc), where µc denotes the martingale part of µ and λ is specified
in Lemma C.6.
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The proof of Theorem 5.1 is based on the subsequent lemmas and propositions
which are interesting in their own right. We start by the assertion that a continuous
polynomial martingale with non degenerate diffusion matrix in the sense that γµij >
0 for all i 6= j reaches every boundary segment with positive probability on arbitrary
time horizons.
Lemma 5.6. Let µ be a continuous polynomial martingale for the market weights
on ∆d, being described by an admissible simplex parameter set (βµ, Bµ, γµ) with
βµ = 0 and Bµ = 0 and γµij > 0 for all i 6= j ∈ {1, . . . , d}. Then for any T > 0,
k ∈ {1, . . . , d}, µ0 ∈ ∆˚d, we have µkt = 0 for some t ≤ T with positive probability.
The next proposition characterizes non-attainment of the boundary in terms of
precise conditions on the admissible simplex parameter set.
Proposition 5.7. Let µ be a polynomial diffusion process for the market weights
on ∆d described by an admissible simplex parameter set (βµ, Bµ, γµ) with µi0 > 0
P -a.s. Then the following assertions are equivalent:
(i) For all t > 0, µit > 0 P -a.s.
(ii) 2βµi +mini6=j(2B
µ
ij − γµij) ≥ 0.
Remark 5.8. Observe that condition (5.1) thus corresponds exactly to the non-
attainment of {µi = 0}.
After having characterized the existence of relative arbitrage opportunities let us
now focus on their implementation. We shall consider so-called optimal arbitrages
(see e.g. [14]).
Definition 5.9. We denote by UT the superhedging price of 1 at time T > 0, that
is,
UT := inf{q ≥ 0 | ∃ϑ ∈ J (µ) with Y q,ϑT ≥ 1 P -a.s.}
and we call 1UT optimal arbitrage.
The relation to the strict local martingale deflator Z of Proposition 5.4 and the
way how these optimal arbitrages can be implemented is described in the following
remark. For technical reasons, needed in the assertions of Remark 5.10 and the
proof of Proposition 5.11, we assume (Ω, (Ft),F , P ) to be the canonical filtered
probability space as for instance specified in [42, Section 5].
Remark 5.10. Consider a polynomial diffusion market weight models as of Theorem
5.1 and assume that (i) or equivalently (ii) holds. Let J = {j1, . . . , jk}, 0 ≤ k ≤ d,
denote the set of indices for which bµji = 0 on {µji = 0} and set E := {µ ∈ ∆d |µj >
0 for all j /∈ J}. Then the optimal arbitrage can be achieved by investing UT and
replicating the payoff 1 ≡ 1E(µT ) P -a.s., where the last identity is a consequence
of Proposition 5.7. More precisely, denote by Z the strictly positive martingale
deflator of Proposition 5.4. Then, by the superhedging duality (see e.g. [35, page
32] in the present context where only (NUPBR) holds) and completeness of the
model as proved in Proposition 5.4, we have UT = E[ZT ] and the “price at time t
of the optimal arbitrage” is given by
g(t, µt) =
E[ZT |Ft]
Zt
=
E[1E(µT )ZT |Ft]
Zt
P -a.s.
= EQ[1E(µT )|Ft],(5.2)
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where Q denotes the so called Fo¨llmer measure (see [25, 11, 15, 42] and the refer-
ences therein), for which P ≪ Q holds and under which µ is a martingale up to the
time when µ leaves E. The last equality in (5.2) follows from [42, Theorem 5.1] by
noting that 1Zt > 0 P -a.s and Q-a.s. on E. Assuming that g is sufficiently regular,
the replicating Delta hedging strategy ϑ is computed via
ϑit = Dig(t, µt)(5.3)
(compare [42, Theorem 4.1]). Note that in the multiplicative setting (see Appendix
A) this can be translated to portfolios weights given by
πit = µ
i
t
Dig(t, µt)
g(t, µt)
+ 1−
d∑
j=1
µit
Dig(t, µt)
g(t, µt)
 .
In order to implement the above described strategy at least approximately, the
polynomial property can be exploited. Indeed, the following proposition provides an
approximation of the optimal arbitrage strategy in terms of polynomials, which can
be easily implemented by approximating the function µ 7→ 1E(µ) via polynomials.
Proposition 5.11. Consider a polynomial diffusion market weight models as of
Theorem 5.1 and assume that (i) or equivalently (ii) holds true. Then for every
ε > 0 there exists a time-dependent polynomial µ 7→ pε(t, µ) and a strategy defined
via
ϑi,εt = Dip
ε(t, µt)
such that P [Y ϑ
ε
T > 1] ≥ 1 − ε. Moreover, as ε → 0, Y ϑ
ε
T converges P -a.s. to the
optimal arbitrage.
Remark 5.12. Note that the strategy ϑεt yielding the “approximate optimal arbi-
trage” Y ϑ
ε
T can be explicitly computed via matrix exponentials as it can be seen
from (C.8).
Appendix A. Multiplicative modeling framework
In addition to Section 2, let us here briefly review the multiplicative modeling
framework which used to be standard in stochastic portfolio theory and can be
applied if each component of the semimartingale S is strictly positive. Indeed,
then S can be written in terms of the stochastic exponential of a d-dimensional
semimartingale R with R0 = 0 and ∆R
i > −1, i.e. Si = Si0E(Ri), where R
is interpreted as the process of returns. Within this framework one can replace
trading strategies by the notion of portfolios defined as follows:
Definition A.1. (i) A portfolio π is a predictable process with values in{
x ∈ Rd
∣∣∣ d∑
i=1
xi = 1
}
such that (π1, . . . , πd)⊤ is R-integrable. Each πit represents the proportion
of current wealth invested at time t in the ith asset for i ∈ {1, . . . , d}.
(ii) A portfolio which satisfies πi ≥ 0 for all i ∈ {1, . . . , d}, i.e., it takes values
in the unit simplex ∆d is called long-only.
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Note that the market weights as defined in (2.2) are a particular long-only port-
folio that invests in all assets in proportion to their relative weights.
By a slight abuse of notation we denote the wealth process achieved with initial
wealth v > 0 and by trading according to the portfolio π by V v,pi. By converting
the proportion of current wealth into numbers of shares, we can define a trading
strategy ϑ by
ϑi =
V v,pi− π
i
Si−
, i = 1, . . . , d .
The dynamics of V v,pi can therefore be written as
dV v,pit
V v,pit−
=
n∑
i=1
πit
dSit
Sit−
=
n∑
i=1
πitdR
i
t, V
v,pi
0 = v > 0.
Similarly, the dynamics of the relative wealth process defined in (2.3) are in this
setting given by
dY q,pit
Y q,pit−
=
d∑
i=1
πit
dµit
µit−
, Y q,pi0 = q,
in perfect analogy to the (original) wealth process where we have µi instead of Si.
Appendix B. Proofs of Section 4
B.1. Proofs of Subsection 4.1.
Proof of Proposition 4.1. We start by proving (i). Recalling that µi = Si/Σ, we
can rewrite (4.1) as
dSit =
1 + α
2
Σtdt+
√
SitΣtdW
i
t .(B.1)
By [5, Theorem 1.2 and Corollary 1.3] (see also [18, Sections 4, 5]), this system
of equations has a weak solution supported on Rd++, which is unique in the sense
of probability law. Stated equivalently, this means that the associated martingale
problem is well posed. Hence (S1, . . . , Sd) is an Itoˆ-semimartingale which is Mar-
kovian, where the latter follows from [13, Theorem 4.4.2] due to the uniqueness of
the solution to the martingale problem. Moreover, from (B.1) we see that that the
drift and the diffusion matrix are linear and quadratic functions in the components
of S. This thus yields the polynomial property and the form of the differential
characteristics as stated in (4.3).
Concerning (ii), note that the differential characteristics of Σ are given by
(bΣ, cΣ,KΣ) =
(
d
1 + α
2
Σ,Σ2, 0
)
,
which implies that Σ can be represented as in (4.4). 
Proof of Proposition 4.3. In order to compute the differential characteristics of
(µ1, . . . , µd), we apply [34, Proposition 2.5], which is simply a consequence of Itoˆ’s
formula, to the C2-function f : Rd+1++ → ∆˚d, f i(S1, . . . , Sd,Σ) = Si/Σ = µi, i ∈
{1, . . . , d}. Denoting Σ by Sd+1 and S˜ := (S1, . . . , Sd+1) as well as its differential
POLYNOMIAL PROCESSES IN STOCHASTIC PORTFOLIO THEORY 21
characteristics accordingly, i.e. bΣ = bS˜d+1 etc., we obtain from Proposition 4.1
and [34, Proposition 2.5] the following form for the drift bµ
bµi = Dif
i(S˜)bSi +Dd+1f
i(S˜)bS˜d+1
+
1
2
(
Diif
i(S˜)cSii + 2Di(d+1)f
i(S˜)cS˜i(d+1) +D(d+1)(d+1)f
i(S˜)cS˜(d+1)(d+1)
)
=
1
Sd+1
1 + α
2
Sd+1 − S
i
(Sd+1)2
d(1 + α)
2
Sd+1
+
1
2
(
−2 1
(Sd+1)2
Sd+1Si + 2
Si
(Sd+1)3
(Sd+1)2
)
︸ ︷︷ ︸
=0
=
1 + α
2
− µi d(1 + α)
2
,
and for the diffusion part cµ
cµii = (Dif
i(S˜))2cSii + 2Dif
i(S˜)Dd+1f
i(S˜)cS˜i(d+1) + (Dd+1f
i(S˜))2cS˜(d+1)(d+1)
=
1
(Sd+1)2
Sd+1Si − 2 1
Sd+1
Si
(Sd+1)2
Sd+1Si +
(Si)2
(Sd+1)4
(Sd+1)2
= µi − 2(µi)2 + (µi)2 = µi(1− µi),
cµij = Dif
i(S˜)Dd+1f
j(S˜)cS˜i(d+1) +Dd+1f
i(S˜)Djf
j(S˜)cS˜j(d+1)
+Dd+1f
i(S˜)Dd+1f
j(S˜)cS˜(d+1)(d+1)
= − 1
(Sd+1)
Sj
(Sd+1)2
(SiSd+1)− 1
(Sd+1)
Si
(Sd+1)2
(SjSd+1)
+
Si
(Sd+1)2
Sj
(Sd+1)2
(Sd+1)2
= −µiµj , i 6= j.
Note here that cS˜i(d+1) = S
iSd+1. This already yields the form of the differential
characteristics in (4.7). Noting that the differential characteristics of the Jacobi
process given by (4.6) are the same and as the associate martingale problem admits
a unique solution (see e.g. [9, Lemma 6.1]), we conclude that (µ1, . . . , µd) defined
via µi = Si/Σ corresponds to this solution. Due to the fact that (S1, . . . , Sd) takes
values in Rd++, the state space of (µ
1, . . . , µd) is clearly ∆˚d. Moreover, since S
is Markovian with respect to (Ft), this is the case for µ as well. As the Markov
property is preserved by passing to a coarser filtration to which µ is adapted to,
in our case its natural filtration (Gt), we can conclude the polynomial property of
(µ1, . . . , µd) with respect to (Gt). 
Proof of Proposition 4.6. Note that in view of Proposition 4.1 and 4.3, we only have
to prove that the instantaneous covariance between between S and µ is a quadratic
polynomial in the state variables. In order to compute this, we proceed as in the
proof of Proposition 4.3. Let f : Rd+1++ → ∆˚d × Rd+1++ , f i(S1, . . . , Sd,Σ) = Si/Σ =
µi, fd+i(S1, . . . , Sd,Σ) = Si for i ∈ {1, . . . , d} and f2d+1 = Σ . Denoting Σ by Sd+1
and its differential characteristics accordingly, and writing S˜ := (S1, . . . , Sd+1), we
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have
cµ,Sij = Dif
i(S˜)Djf
d+j(S˜)cSij +Dd+1f
i(S˜)Djf
d+j(S˜)cS˜j(d+1)
=
1
Sd+1
cSij −
Si
(Sd+1)2
SjSd+1
=
{
Si − µiSi if i = j
−µiSj = −µjSi if i 6= j.
Similarly, we have
cµ,Σi = c
µ,Sd+1
i = Dif
i(S˜)Dd+1f
2d+1(S˜)cS˜i(d+1)
+Dd+1f
i(S˜)Dd+1f
2d+1(S˜)cS˜(d+1)(d+1)
=
1
Sd+1
SiSd+1 − S
i
(Sd+1)2
(Sd+1)2
= 0.
This together with the form of the dynamics given in Proposition 4.1 and 4.3,
implies independence of µ and Σ. 
B.2. Proofs of Section 4.2.
Proof of Theorem 4.10. We prove the equivalence of (i) and (ii) by showing first
that both conditions imply (iii).
Let us start by proving (i) ⇒ (iii). By definition of a polynomial market weight
model, µ is a polynomial process in its own filtration. Hence, by Proposition 4.19
taking m = 0 (see also [24, Proposition 6.6]), the form of the characteristic of µ
follows immediately. Moreover, since (µ, S) is polynomial, the differential charac-
teristics of Σ necessarily satisfy
bΣ = κ+
d∑
k=1
λkS
k +
d∑
k=1
ηkµ
k,
cΣ = α+
d∑
k=1
φkS
k +
d∑
k=1
ψkµ
k +
∑
k,l
ζklS
kSl +
∑
k,l
θklµ
kSl +
∑
k,l
ξklµ
kµl,
cΣ,µi = a
i +
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k +
∑
k,l
CiklS
kSl +
∑
k,l
Diklµ
kSl +
∑
k,l
Eiklµ
kµl,
for some parameters κ, α, ai ∈ R, λ, η, φ, ψ,Ai, Bi ∈ Rd and ζ, θ, ξ, Ci, Di, Ei ∈
R
d×d. We here assume without loss of generality that η, ψ,Bi, as well as the
columns of θ, Di, ξ, (ξ)⊤, Ei, (Ei)⊤ are not equal to k1 for some constant k 6=
0, because then the linear and constant parts would be redundant. Let us now
compute the differential characteristics of S. For the drift we have
bSi = Σb
µ
i + µ
ibΣ + cΣ,µi
= βµi Σ +
d∑
k=1
BµikS
k + κµi + µi(
d∑
k=1
λkS
k +
d∑
k=1
ηkµ
k) + cΣ,µi .
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As the quadratic terms have to vanish, we obtain the following relationships, holding
for all i, k, l ∈ {1, . . . , d}
Cikl = 0
Diii + λi = c, D
i
ik +D
i
ki + λk = c, k 6= i, Dikl = 0 k 6= i and l 6= i,
Eiii + ηi = e, E
i
ik + E
i
ki + ηk = e, k 6= i, Eikl = 0 k 6= i and l 6= i,
for some constants c and e. Therefore,
bSi = β
µ
i Σ+
d∑
k=1
BµikS
k + κµi + ai +
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + cSi + eµi,(B.2)
cΣ,µi = a
i +
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + µi
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e− ηk)µk
)
.(B.3)
For the instantaneous variance we have
cSii = (µ
i)2cΣ + 2µiΣcΣ,µi +Σ
2cµii
= (µi)2
α+ d∑
k=1
φkS
k +
d∑
k=1
ψkµ
k +
∑
k,l
ζklS
kSl +
∑
k,l
θklµ
kSl +
∑
k,l
ξklµ
kµl

+ 2Si
(
ai +
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + µi
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e − ηk)µk
))
+
∑
k 6=i
γµikS
iSk.
In order to obtain a polynomial of degree 2, the following conditions are necessary
ζkl = ζ + 2λk,
θkl = φ− φl + 2ηk,
ξkl = ξ − ψk,
(B.4)
for all l, k ∈ {1, . . . , d}. Here, ζ, φ, ξ denote some constants. Inserting (B.4) in the
expression for cΣ yields
cΣ = α+ ξ + φΣ + ζΣ2 + 2Σ
d∑
k=1
λkS
k + 2Σ
d∑
k=1
ηkµ
k.
Regarding cΣ as a function of (µ, S,Σ) it has to vanish whenever (S,Σ) = 0, since Σ
is a strictly positive process. This implies that α+ ξ = 0. Since the instantaneous
covariance matrix of (µ,Σ) has to be positive semidefinite, and both cµ and cΣ
do not contain a constant term, ai = 0 for all i ∈ {1, . . . , d}. Hence, putting all
together we obtain
cSii = (φ+ 2e)µ
iSi + (ζ + 2c)(Si)2 + 2Si(
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k) +
∑
k 6=i
γµikS
iSk.
(B.5)
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For the instantaneous covariance we have
cSij = µ
iµjcΣ + µiΣcΣ,µj + µ
jΣcΣ,µi +Σ
2cµij
= µiµj(φΣ + ζΣ2 + 2Σ
d∑
k=1
λkS
k + 2Σ
d∑
k=1
ηkµ
k)
+ Si
(
d∑
k=1
AjkS
k +
d∑
k=1
Bjkµ
k + µj
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e − ηk)µk
))
+ Sj
(
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + µi
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e − ηk)µk
))
− γµijSiSj
= φSiµj + ζSiSj + Si
(
d∑
k=1
AjkS
k +
d∑
k=1
Bjkµ
k + cSj + eµj
)
+ Sj
(
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + cSi + eµi
)
− γµijSiSj .
(B.6)
Finally, we compute the instantaneous covariance between µ and S
cµ,Sii = µ
icΣ,µi +Σc
µ
ii
= µi
(
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + µi
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e− ηk)µk
))
+ Si
∑
j 6=i
γµijµ
j .
cµ,Sij = µ
jcΣ,µi +Σc
µ
ij
= µj
(
d∑
k=1
AikS
k +
d∑
k=1
Bikµ
k + µi
(
d∑
k=1
(c− λk)Sk +
d∑
k=1
(e − ηk)µk
))
− γµijSiµj .
(B.7)
In order to obtain a polynomial of degree 2, we necessarily have for all k, λk ≡ λ
where λ denotes now (by a slight abuse of notation) some constant. Similarly
η = k1 for some k but the assumption at the beginning that η 6= k1 for k 6= 0
implies that η = 0. This together with α+ ξ = 0 yields
cΣ = φΣ + (ζ + 2λ)Σ2
bΣ = κ+ λΣ.
(B.8)
In order obey the condition that Σ =
∑d
i=1 S
i, we need to verify bΣ =
∑d
i=1 b
S
i and
cΣ =
∑
i,j c
S
ij . This leads to the following conditions
Aii = λ− c, Aik = 0, i 6= k,
Bii = −e, Bik = 0, i 6= k,
and implies due to (B.3)
cΣ,µi = 0.(B.9)
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Therefore, we see from the form of the characteristics for (µ,Σ), that it is a poly-
nomial process on ∆d × R+. In particular, (B.9) is in line with Proposition 4.19.
Moreover, from Proposition 4.19 it follows that κ, φ and ζ + 2λ have to be non-
negative. Since Σ is strictly positive, Lemma B.1 further implies the condition
2κ− φ ≥ 0.
In order to obtain the final form of the characteristics, we now insert all these
restrictions in the equations (B.2), (B.5), (B.6) and (B.7). The remaining charac-
teristics involving Σ are given by (B.8) and (B.9), and cΣ,S results from a straight-
forward computation. Observe that the only expressions involving ζ are ζ + 2λ
so that we can replace ζ + 2λ ≥ 0 by some parameter σ2 ≥ 0. This then yields
the form of the characteristics in assertion (iii) with the corresponding admissible
parameters.
In order to prove (i) ⇒ (ii), it only remains to prove the independence of µ and
Σ.
In this respect note that the martingale problem in the sense of Remark 3.5
associated to the characteristic of µ and Σ (see e.g. [9, Lemma 6.1], [5, Corollary
1.3] or Proposition 4.21) is well-posed. Therefore the solution corresponds to a
weak solution of
dµt = b
µ
t dt+
√
cµt dBt,
dΣt = (κ+ λΣt)dt+
√
φΣt + σ2ΣtdZt,
where B is a d-dimensional standard Brownian motion and Z a one-dimensional
one, independent of B. As µ and Σ are fully decoupled, independence follows.
Let us now turn to the converse direction (ii) ⇒ (i) by first proving that (ii)
implies (iii). Observe that the existence of an admissible simplex parameter set
and parameters κ, φ ∈ R+ with 2κ+ φ ≥ 0, λ, σ ∈ R determining the form of the
characteristics of µ and Σ follows immediately from Proposition 4.19 and Lemma
B.1. Note in this respect that the independence of µ and Σ implies that both
bΣ and cΣ do not depend on µ. The remaining characteristics can then be easily
computed via Itoˆ’s product rule using the fact that Si = µiΣ. This then yields the
expressions stated in (iii), which implies that the joint process (µ, S) is polynomial.
This together with the fact that µ is clearly a polynomial process in its own filtration
allows to conclude that (µ, S) is a polynomial market weight and asset price model
with continuous trajectories, whence (i).
The last statement of the theorem follows again from the fact that the martingale
problem corresponding to the characteristics of µ and Σ as given in (iii) is well-
posed as long as the involved parameters satisfy the stated admissibility conditions.
The existence of a polynomial market weight and asset price model can then be
deduced as in the proof of direction (ii) ⇒ (i). 
The following lemma is needed in the above proof to characterize strict positivity
of one dimensional polynomial processes.
Lemma B.1. Let Σ be a polynomial diffusion process on R+ with Σ0 > 0, b
Σ
t =
κ + λΣt and c
Σ
t = φΣt + σ
2Σ2t where κ, φ ≥ 0 and λ, σ ∈ R. Then the following
assertions are equivalent:
(i) For all t > 0, Σt > 0 P -a.s.
(ii) 2κ− φ ≥ 0.
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Proof. To prove (ii) ⇒(i) we apply McKean’s argument (see e.g. [39, Proposition
4.3]) to the log(Σ). Then by Itoˆ’s formula, we have for t < τ := inf{s ≥ 0 |Σs = 0}
log(Σt) = log(Σ0) +
∫ t
0
(
2κ− φ
2Σs
+ λ− 1
2
σ2
)
ds+
∫ t
0
√
φΣs + σ2Σ2s
Σs
dWs,
where W denotes some one-dimensional Brownian motion. Since the first term in
the drift is nonnegative and the second is constant, we deduce that for every T > 0
inf
t∈[0,τ∧T)
∫ t
0
(
2κ− φ
2Σs
+ λ− 1
2
σ2
)
ds > −∞, P -a.s.
Mc Kean’s argument as of e.g. [39, Proposition 4.3] therefore yields that τ = ∞
and thus implies the assertion.
For the converse direction we apply [24, Theorem 5.7 (iii)] and assume for a
contradiction that (ii) does not hold, i.e. 2κ − φ < 0. In the terminology of [24,
Theorem 5.7 (iii)], we have p(x) = x, x¯ = 0, h(x) = φ+ σ2x. Since
Gp(x¯) = Gp(0) = κ ≥ 0 and 2Gp(x¯)− h(x¯)p′(x¯) = 2κ− φ < 0,
[24, Theorem 5.7 (iii)] thus implies that for any time horizon T we can find some
Σ0 > 0 close enough to 0 such that 0 is hit with positive probability. This contra-
dicts (i) and proves the assertion.

Proof of Proposition 4.14. Let us start by proving (i) ⇒ (ii). As µ is supposed to
be a polynomial process, the form of the characteristic of µ as stated in (iii) follows
similarly as in Theorem 4.10 from Proposition 4.19. Moreover, since S is supposed
to be polynomial too, the differential characteristics of Σ necessarily satisfy
bΣ = κ+
d∑
k=1
λkS
k,
cΣ = α+
d∑
k=1
φkS
k +
∑
k,l
ζklS
kSl,
for some parameters κ, α ∈ R, λ, φ ∈ Rd and ζ ∈ Rd×d. Using these expressions and
the characteristics of µ we now compute the differential characteristics of Si = µiΣ
for i ∈ {1, . . . , d}. For the drift we have
bSi = Σb
µ
i + µ
ibΣ + cΣ,µi
= βµi Σ+
d∑
k=1
BµikS
k + κµi + µi(
d∑
k=1
λkS
k) + cΣ,µi .
In order to obtain an affine function in the components of S, cΣ,µ is necessarily of
the following form
cΣ,µi = a
i − κµi +
d∑
k=1
AikS
k + µi
d∑
k=1
(c− λk)Sk.(B.10)
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Therefore,
bSi = β
µ
i Σ+
d∑
k=1
BµikS
k + ai +
d∑
k=1
AikS
k + cSi.(B.11)
For the instantaneous variance we have
cSii = (µ
i)2cΣ + 2µiΣcΣ,µi +Σ
2cµii
= (µi)2(α+
d∑
k=1
φkS
k +
∑
k,l
ζklS
kSl)
+ 2Si
(
ai − κµi +
d∑
k=1
AikS
k + µi
(
d∑
k=1
(c− λk)Sk
))
+
∑
k 6=i
γµikS
iSk.
To obtain a polynomial of degree 2, that does not depend on µ the following con-
ditions are necessary
α = 0
ζkl = ζ + 2λk,
φk = 2κ,
for all l, k ∈ {1, . . . , d}. Here, by a slight abuse of notation ζ denotes some constant.
Inserting these restrictions into cΣ yields cΣ = 2κΣ+ ζΣ2 + 2Σ
∑d
k=1 λkS
k. Since
the instantaneous covariance matrix of (µ,Σ) has to be positive semidefinite, and
both cµ and cΣ do not contain a constant term, ai = 0 for all i ∈ 1, ..., d in (B.10).
We then have
cSii = (ζ + 2c)(S
i)2 + 2Si
(
d∑
k=1
AikS
k
)
+
∑
k 6=i
γµikS
iSk(B.12)
and for the instantaneous covariance cSij
cSij = µ
iµjcΣ + µiΣcΣ,µj + µ
jΣcΣ,µi +Σ
2cµij
= µiµj(2κΣ+ ζΣ2 + 2Σ
d∑
k=1
λkS
k)
+ Si
(
−κµj +
d∑
k=1
AjkS
k + µj
d∑
k=1
(c− λk)Sk
)
+ Sj
(
−κµi +
d∑
k=1
AikS
k + µi
d∑
k=1
(c− λk)Sk
)
− γµijSiSj
= (ζ + 2c)SiSj + Si
(
d∑
k=1
AjkS
k
)
+ Sj
(
d∑
k=1
AikS
k
)
− γµijSiSj.
(B.13)
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To guarantee that Σ =
∑d
i=1 S
i we need to achieve bΣ =
∑d
i=1 b
S
i and c
Σ =
∑
i,j c
S
ij .
Therefore it is necessary to impose κ = 0 and
Aii = λi − c, Aik = 0, i 6= k,
so that we finally obtain from (B.11), (B.12), (B.13) the form of the characteristics
stated in (ii). Note that the matrix α in the characteristics of S as specified in
Proposition 4.19 is given by ζ11⊤+Λ− γµ, where Λij = λi+λj and 1 denotes the
vector with all entries equal to 1. By Proposition 4.19 we thus have the requirement
that ζ11⊤+Λ−γµ+Diag(γµs)Diag(s)−1 is positive semidefinite for every s ∈ Rd++.
As γµij ≥ 0 for all i 6= j,
Diag(γµs)Diag(s)−1 = Diag
 1
s1
∑
j 6=1
γµ1jsj , . . . ,
1
sd
∑
j 6=1
γµdjsj

is positive definite. Each component 1si
∑
j 6=i γ
µ
ijs
j can be made arbitrarily small
by choosing sj for j 6= i accordingly. This then yields that ζ11⊤+Λ−γµ is positive
semidefinite and ζ + 2λi ≥ 0 for all i, whence assertion (ii).
Conversely, assume (ii). Then the polynomial property of S is clear. Moreover
the characteristics of (µ,Σ) can be easily computed and are stated in (iii). From
this we see that µ is a Markovian Itoˆ-semimartingale with respect to (Ft) and thus
also with respect to its natural filtration. Hence we can conclude the polynomial
property of µ and thus (i).
The form of the characteristics as stated in (iii) follows from (i) and (ii) by simple
computations. 
Proof of Corollary 4.16. This is a simple consequence of Theorem 4.10. Indeed, on
the one hand Condition (i) implies κ = φ = 0, whence we infer from (ii) in Theo-
rem 4.10 that Σ reduces to a Black-Scholes model. On the other hand Condition
(ii) clearly also implies κ = φ = 0. From the form of the characteristics of S as
stated in item (iii) of Theorem 4.10, we therefore deduce that S is polynomial with
respect to its own filtration. 
B.2.1. Proofs of Section 4.2.1.
Proof of 4.17. By independence of µ and Σ, the characteristics of Si = µiΣ and
the joint characteristics of (µ, S) with respect to the truncation function χ(ξ) = ξ
read as follows
bSi = Σb
µ
i + µ
ibΣ +
∫
ξµi ξ
ΣK(µ,Σ, dξµ, dξΣ),
cSij = Σ
2cµij + µ
iµjcΣ, cµ,Sij = Σc
µ
ij ,
K(µ,S)(G) =∫
1G
(
ξµ1 , . . . , ξ
µ
d , µ
1ξΣ +Σξµ1 + ξ
µ
1 ξ
Σ, . . . , µdξΣ +Σξµd + ξ
µ
d ξ
Σ
)
K(µ,Σ, dξµ, dξΣ),
where for A ⊆ Rd+m, K(µ,Σ, A) = K(µ, {ξµ : (ξµ, 0) ∈ A}) +K(Σ, {ξΣ : (0, ξΣ) ∈
A}) due to the independence of µ and Σ. This means in particular that µ and Σ
cannot jump together and that the jump term in the expression for bS vanishes.
Hence, bSi = Σb
µ
i + µ
ibΣ and is thus a polynomial of degree 1 in the components of
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(µ, S) again due to the independence of µ and Σ and the form of the parameters
stated in Proposition 4.19.
Similarly we obtain due to (4.8) that
cSij +
∫
(µiξΣ +Σξµi + ξ
µ
i ξ
Σ)(µjξΣ +Σξµj + ξ
µ
j ξ
Σ)K(µ,Σ, dξµ, dξΣ)
= cSij +
∫
(µi)2(ξΣ)2K(Σ, dξΣ) +
∫
Σ2ξµi ξ
µ
j K(µ, dξ
µ)
cµ,Sij +
∫
(µjξΣ +Σξµj + ξ
µ
j ξ
Σ)ξµi K(µ,Σ, dξ
µ, dξΣ)
= cµ,Sij +
∫
Σξµi ξ
µ
jK(µ, dξ
µ)
are polynomials of degree 2 in the components of (µ, S). Finally for k = (k1, . . . , k2d)∫
(ξµ1 )
k1 · · · (ξµd )kd(µ1ξΣ +Σξµ1 + ξµ1 ξΣ)kd+1 · · · (µdξΣ +Σξµd + ξµd ξΣ)k2dK(µ,Σ, dξµ, dξΣ)
=
∫
(ξµ1 )
k1+kd+1 · · · (ξµd )kd+k2dΣ
∑d
i=1
kd+iK(µ, dξµ)
+ 1{(k1,...,kd)=0}
∫
µ
kd+1
1 · · ·µk2dd (ξΣ)
∑
d
i=1
kd+iK(Σ, dξΣ)
lies in P|k|(∆d × Rd+), i.e. they are polynomials of degree |k| in the components of
(µ, S). This shows the polynomial property of (µ, S), since the moment condition
of Definition 3.1 holds as µ and Σ are assumed to satisfy it. 
B.2.2. Proof of Proposition 4.19. In order to prove Proposition 4.19, we start by
the following auxiliary lemmas, which translate the assertions of [9, Lemma E.1,
E.3] to the present state space D = ∆d × Rm+ for d ≥ 2.
Lemma B.2. Consider a polynomial p ∈ Pn.
(i) If p vanishes on ∆d × Rm+ ∩ {xi = 0} for some i ∈ {1, . . . , d +m}, it can
be written as
p(x) = xip
i
n−1, for some p
i
n−1 ∈ Pn−1.(B.14)
(ii) If p vanishes on ∆d×Rm+ ∩({xi = 0}∪{xj = 0}) for some i, j ∈ {1, . . . , d+
m}, it can be written as
p(x) = xixjp
ij
n−2, for some p
ij
n−2 ∈ Pn−2.(B.15)
Proof. Note that on the state space ∆d × Rm+ every polynomial p ∈ Pn can be
written as
p(x) =
∑
|n|=n
pnx
n,
for real coefficients (pn)|n|=n. Indeed this is possible by multiplying with powers of∑d
i=1 xi = 1. The assumption that p vanishes on ∆
d ×Rm+ ∩ {xi = 0} translates to
0 = p(x) =
∑
|n|=n,ni=0
pnx
n,
which implies that pn = 0 for all multi-indices n such that |n| = n and ni = 0. We
thus conclude that p satisfies (B.14). Similarly we have for the second assertion
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(ii), that pn = 0 for all multi-indices n such that |n| = n and ni = 0 or nj = 0.
Therefore (B.15) holds true. 
For the formulation of the subsequent lemma recall the notation I = {1, . . . , d}
and J = {d+ 1, . . . , d+m}. Moreover, for a matrix c ∈ Sd+m we write cII for the
matrix consisting of the first d columns and rows and analogously cJJ . Similarly,
xI and xJ stand for the vector x consisting of the first d and last m elements
respectively.
Lemma B.3. The following assertions are equivalent:
(i) The matrix c(x) ∈ Sd+m satisfies c(x)ej = 0 on ∆d × Rm+ ∩ {xj = 0} for
all j ∈ I ∪ J , cII1 = 0 on ∆d × Rm+ and cij ∈ P2 for all i, j ∈ I ∪ J .
(ii) The matrix c satisfies the condition stated in Proposition 4.19 (i).
Proof. We start by proving (i)⇒ (ii) by applying similar arguments as in [9, Lemma
E.3] and [24, Proposition 6.4]. Since c(x)ej = 0 on ∆
d × Rm+ ∩ {xj = 0} implies
cij = 0 on ∆
d×Rm+ ∩{xj = 0} and thus by symmetry cij = 0 on ∆d×Rm+ ∩ ({xi =
0}∪{xj = 0}). Lemma B.2 (ii) together with cij ∈ P2 thus yields cij(x) = −γijxixj
for all i 6= j and some γij ∈ R. Moreover, as cII1 = 0 on ∆d × Rm+ , we also have
that
cii(x) = −
∑
j 6=i,j∈I
cij(x) =
∑
j 6=i,j∈I
γijxixj , i ∈ I
for all x ∈ ∆d × Rm+ . Since cii ≥ 0 and γij can be written as γij = 4cii( ei+ej2 ) it
follows that γij ∈ R+ for i, j ∈ I and the form of cII is proved.
Let us now consider cjj for j ∈ J . By B.2 (i), we have cjj(x) = xjpj1 with some
affine function pj1, which already yields the form
cjj(x) = αjjx
2
j + xj(φj + θ
⊤
(j)xI + π
⊤
(j)xJ)
with αjj ∈ R, θ(j) ∈ Rd, π(j) ∈ Rm with π(j)j = 0. Positive semidefiniteness of
c(x) requires cjj(x) ≥ 0 for all x on ∆d × Rm+ . This directly yields π(j) ∈ Rm+ .
Furthermore by setting xk = 0 for k ∈ J \ {j} and making xj sufficiently small, we
see that φj + θ
⊤
(j)xI ≥ 0 is required for all xI ∈ ∆d, which forces φj ≥ maxi∈I θ−(j)i.
Finally, let Θ ∈ Rd×m consist of the columns θ(j) and Π ∈ Rm×m of the columns
π(j). Moreover, let α ∈ Sm with elements αij = −γi+d,j+d, i, j ∈ {1, . . . ,m}. We
then have
s−2cJJ(xI , sxJ ) = Diag(xJ )αDiag(xJ ) + Diag(xJ )Diag(s
−1(φ+Θ⊤xI) + Π
⊤xJ ).
Letting s → ∞, we see that α + Diag(Π⊤xJ )Diag(xJ )−1 ∈ Sm+ for all xJ ∈ Rm++,
which leads the form of cJJ .
It remains to show that γij = 0 for i ∈ I and j ∈ J . Positive semidefiniteness of
c implies that
cii(x)cjj(x) ≥ c2ij(x).(B.16)
Take now xi = s and xk =
1−s
d−1 for I ∋ k 6= i. Then (B.16) reads as
cii(x)cjj(x) =
s(1− s)
d− 1
 ∑
k 6=i,k∈I
γik
 (γjjx2j + xj(φj + θ⊤(j)xI + π⊤(j)xJ )) ≥ γ2ijs2x2j .
For s close to 1, the left hand side can be made arbitrarily small so that the
inequality is not satisfied if γij 6= 0. This proves the first direction.
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Concerning (ii) ⇒ (i), the only condition which is not obvious is the positive
semidefiniteness of cII . This however follows exactly as in the proof of [24, Propo-
sition 6.6]. 
We are now ready to prove Proposition 4.19.
Proof. We start by proving the first assertion on the necessary parameter con-
ditions. Being a polynomial process in the sense of Definition 3.1, implies the
well-posedness of the corresponding martingale problem in the sense of Remark
3.5. Hence, we can invoke [24, Theorem 5.1]. As in this paper we define the fol-
lowing set of polynomials P := {xi | i = 1, . . . d+m} and the following polynomial
q(x) := 1−∑dj=1 xj so that
∆d × Rm+ = {x ∈ Rd+m | p(x) ≥ 0, ∀p ∈ P} ∩M,
where M = {x ∈ Rd+m | q(x) = 0}. The conditions on c(x) as stated in [24,
Theorem 5.1], which are just consequence on the positive maximum principle, thus
translate to
(i) c(x)ej = 0 on ∆
d × Rm+ ∩ {xj = 0} for all j ∈ I ∪ J ,
(ii) cII1 = 0 on ∆
d × Rm+ .
This together with the polynomial property gives the conditions of Lemma B.3 (i)
and in turn the form of the instantaneous covariance matrix as stated in Proposition
4.19 (i).
Concerning part (ii), we have due the polynomial property b(x) = β + Bx for
some β ∈ Rd+m and B ∈ R(d+m)×(d+m). Let us now consider the conditions of [24,
Theorem 5.1], involving the drift part. To this end, denote by G the extended in-
finitesimal generator associated to the polynomial process as introduced in Remark
3.5
Gf(x) =
d+m∑
i=1
Dif(x)bi(x) +
1
2
d+m∑
i,j=1
Dijf(x)cij(x).
The condition Gq = 0 on ∆d × Rm+ of [24, Theorem 5.1] therefore yields β⊤I 1 +
x⊤B⊤(1,0)⊤ = 0 on ∆d × Rm+ . Thus it can be written as
β⊤I 1+ x
⊤B⊤(1,0)⊤ = κ(1−
d∑
j=1
xj) = 0
for some constant κ. This shows that BIJ = 0 and that bI(x) cannot depend on
xJ . Moreover, we have β
⊤
I 1 = κ and B
⊤
II1 = −κ1 = −(β⊤I 1)1. Furthermore, the
second condition of [24, Theorem 5.1], namely Gp ≥ 0 on ∆d × Rm+ ∩ {p = 0} for
all p(x) = xi, i ∈ I yields
βi +
∑
k 6=i,k∈I
Bijxk ≥ 0
and we obtain, by inserting ej , I ∋ j 6= i, that βi + Bij ≥ 0 for i, j ∈ I, i 6= j.
Finally, for all p(x) = xj with j ∈ J , the condition Gp ≥ 0 on ∆d × Rm+ ∩ {p = 0}
also has to be satisfied. We may thus set xJ = 0 to see that βJ +BJIxI has to lie
in Rm+ for all xI ∈ ∆d. Hence βj ≥ maxi∈I B−ji. Moreover, setting xj = 0 for some
fixed j ∈ J and letting xk →∞, for J ∋ k 6= j forces Bjk ≥ 0. This completes the
proof of (ii).

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Proof of Proposition 4.21. Note that the martingale problem for the components
of ∆d can be regarded separately since neither the drift nor the covariance depend
on the factors in Rm+ . The well-posedness in this case then follows e.g. from [9,
Lemma 6.1]. Combining this with the statement of [5, Corollary 1.3] yields the
assertion. 
Appendix C. Proofs of Section 5
Let us introduce the following notation needed in the subsequent proofs:
Notation C.1. For an admissible simplex parameter set (βµ, Bµ, γµ), let cµ :
∆d → Sd+ and bµ : ∆d → Rd be given by
bµi = β
µ
i +
d∑
j=1
Bµijµ
j , cµii =
∑
j 6=i
γµijµ
iµj , cµij = γ
µ
ijµ
iµj , i 6= j.
Note that we view here (and already previously) cµ and bµ as functions on ∆d and
µi stands for the ith component of a vector in ∆d. The latter will also be used in the
subsequent proofs and it should be clear from the context if µ represents the process
of market weights or rather an element in ∆d. We write bµt and c
µ
t when we insert
µt in the above functions. We denote by c˜
µ the matrix cµ with the dth row and
column deleted and by b˜µ the vector bµ with the dth entry deleted.
Proof of Theorem 5.1. We start to prove (ii) ⇒ (i). Let us first show that there
does not exist an equivalent measure Q ∼ P under which µ is a martingale. Assume
by contradiction that such a martingale measure Q exists. By Lemma 5.6 this in
turn implies that every boundary segment {µk = 0}, k ∈ {1, . . . , d}, is attained
with positive Q probability. But due to Proposition 5.7, Condition 5.1 is equivalent
to the non-attainment of the boundary segment {µi = 0} under P . Hence P and Q
cannot be equivalent, whence by the Fundamental Theorem of Asset Pricing (see
[10]), (NFLVR) is not satisfied. We now show that (NUPBR) is satisfied. Indeed,
by Lemma C.6 there exists some function λ˜ such that
b˜µ = c˜µλ˜(µ)
on E := {µ ∈ ∆d |µj > 0 for all j /∈ J}, where J denotes the set of indices j for
which bµj = 0 on {µj = 0} with b˜µ, and c˜µ defined in C.1. Since µ takes values in
E as proved in Proposition 5.7, λ(µt) makes sense for all t ∈ [0, T ] and implies that
the so called weak structure condition (see [30, Chapter 3]) is satisfied. Moreover∫ T
0
λ˜⊤(µt)c˜
µ
t λ˜(µt)dt is P -a.s. finite. Indeed, as shown in the proof of Lemma C.6,
λ˜⊤(µt)c˜
µ
t λ˜(µt) is given by
λ˜⊤(µt)c˜
µ
t λ˜(µt) = (˜b
µ
t )
⊤(c˜µt )
+b˜µt .(C.1)
By Lemma C.9, we have c˜µ − γ∗a˜µ is positive semidefinite where γ∗ = mini6=j γµij
and a˜µ is defined in Lemma C.7. Moreover, as also stated in Lemma C.9, the rank of
both matrices c˜µ and a˜µ is always the same. By [45, Corollary 2], 1/γ∗(a˜µt )
+−(c˜µt )+
is therefore positive semidefinite and we can estimate
(˜bµt )
⊤(c˜µt )
+b˜µt ≤
1
γ∗
(˜bµt )
⊤(a˜µt )
+b˜µt .(C.2)
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As on ∆˚d the inverse matrix of a˜µ (and also c˜µ) exists, we have by Lemma C.7 and
the fact that
∑d−1
=1 b˜
µ
j = −bµd (since the drift components bµ have to sum up to 0),
1
γ∗
(˜bµt )
⊤(a˜µt )
−1b˜µt =
1
γ∗
d∑
i=1
(bµt,i)
2
µit
on ∆˚d.
By Lemma B.2 (i), we know that for all j ∈ J , bµj = κjµj for some constant κj.
Hence
1
γ∗
(˜bµt )
⊤(a˜µt )
−1b˜µt =
1
γ∗
∑
j∈J
κ2jµ
j
t +
∑
j /∈J
(bµt,j)
2
µjt
 on ∆˚d.
Extending this to E yields the same equality with (a˜µt )
−1 replaced by (a˜µt )
+ and
by (C.2) and (C.1) we obtain
λ˜⊤(µt)c˜
µ
t λ˜(µt) ≤
1
γ∗
∑
j∈J
κ2jµ
j
t +
∑
j /∈J
(bµt,j)
2
µjt
 .
As µ takes values in E, we can thus conclude that
∫ T
0 λ˜
⊤(µt)c˜
µ
t λ˜(µt)dt is P -a.s.
finite as claimed. Hence, the so-called structure condition (see e.g. [30, Chapter
3]) holds true and [30, Theorem 3.4] thus implies that (NUPBR) holds for the
process µ˜ and thus in turn for µ as well. As (NFLVR) ⇔ (NUPBR) + (NA) (see
[10]) and since (NFLVR) does not hold, this thus means that relative arbitrages
necessarily exist. Moreover, they are strong since the model is complete. Indeed,
by Proposition 5.4 and the existence of relative arbitrages, the P -a.s. payoff Y = 1
can be replicated with an initial capital strictly less than 1, given by E[ZT ] < 1
where Z is the unique strictly positive martingale deflator of Proposition 5.4 (i).
Concerning the other direction. Assume (NUPBR) and that there exist strong
relative arbitrage opportunities. Let us first prove that there must exist some
i ∈ {1, . . . , d} such that bµi > 0 for some elements in {µi = 0}. Indeed, assume that
for all i, bµi = 0 on {µi = 0}. By Lemma B.2 (i), this means that bµi = κiµi and
since the index set J = {1, . . . , d}, the set E defined above is ∆d. Consider now
the process
Mt := −
∫ t
0
λ˜⊤(µs)
√
c˜µs dWs,
where W is a d− 1 dimensional Brownian motion and λ˜ is defined in Lemma C.6.
Then the quadratic variation of M is∫ ·
0
λ˜⊤(µs)c˜
µ
s λ˜(µs)ds.
Analogously as above we obtain on E = ∆d the estimate∫ ·
0
λ˜⊤(µs)c˜
µ
s λ˜(µs)ds ≤
1
γ∗
∫ ·
0
d∑
j=1
κ2jµ
j
sds.
Hence, Novikov’s condition
E
[
e
1
2
∫
T
0
λ˜⊤(µs)c˜
µ
s λ˜(µs)ds
]
<∞
is therefore satisfied and we conclude that E(M) is a martingale. By Girsanov’s
theorem we thus obtain an equivalent measure Q defined via dQ/dP = E(MT ) such
34 CHRISTA CUCHIERO
that bµi = 0 for all i ∈ {1, . . . , d} under Q. Hence µ is a martingale under Q which
contradicts the fact that there exist strong relative arbitrage opportunities. Thus
there exist some i ∈ {1, . . . , d} such that bµi > 0 for some elements in {µi = 0}. Let
now i be such that bµi > 0 for some elements in {µi = 0}. As (NUPBR) holds true
it cannot happen with positive probability that µis = 0 for some s ∈ [0, T ] and that
µit > 0 for some t > s, because in this case an unbounded profit could be generated.
This means that the drift must be strong enough to guarantee that the boundary
segment {µi = 0} is not reached with positive probability. By Proposition 5.7 this
is the case if and only if Condition 5.1 is satisfied. Hence (ii) holds. 
In order to prove Proposition 5.4, recall the martingale representation property
or more generally the representation property relative to a semimartingale µ with
continuous trajectories (see [32, Definition III.4.22]).
Definition C.2. A local martingale M has the representation property relative to
µ if it has the form
Mt =M0 +
∫ t
0
h⊤s dµ
c
s,
where µc denotes the continuous martingale part and h ∈ L2loc(µc) (see [32, Defini-
tion III.4.3]).
Polynomial diffusions on ∆d have the representation property since the martin-
gale problem is well-posed as stated subsequently.
Proposition C.3. Let µ be a polynomial diffusion process for the market weights
on ∆d being described by an admissible simplex parameter set (βµ, Bµ, γµ). Then
all local martingales have the representation property with respect to µ.
Proof. By [9, Lemma 6.1] the martingale problem associated to a polynomial gen-
erator G defined via an admissible simplex parameter set (βµ, Bµ, γµ) in the sense
of Remark 3.5 is well posed. The assertion thus follows from [32, Theorem III.4.29
(iv)⇒ (i)]. 
We are now ready to prove Proposition 5.4.
Proof of Proposition 5.4. Concerning the first assertion, assumption (i) of Theorem
5.1 implies the existence of a strictly positive local martingale deflator Z (see [43]).
By strict positivity and Proposition C.3 there exists some process λ such that Z
can be represented as Z = E(− ∫ ·
0
λ⊤s µ
c
s). As Zµ needs to be a local martingale,
Itoˆ’s formula implies that λ satisfies
bµt = c
µ
t λt, P -a.s.(C.3)
for almost all t ∈ [0, T ] (compare with Lemma C.6). Although this equation does
not necessarily have a unique solution λ, the quadratic variation of Z, given by∫ ·
0 λ
⊤
s c
µ
sλsds, is uniquely determined since
√
cµλ is unique due to (C.3).
Concerning part (ii), define
Mt := E[Y ZT |Ft],
where Z is the unique strictly positive local martingale deflator of part (i). By
Proposition C.3 there exists some strategy h ∈ L2loc(µc) such that
Mt =M0 +
∫ t
0
h⊤s dµ
c
s.
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Consider now the process MtZt . Then by Itoˆ’s product rule and (C.3), it is easily
seen that
Mt
Zt
=M0 +
∫ t
0
1
Zs
(h⊤s +Msλ
⊤
s )dµs.
Setting ψs =
1
Zs
(hs +Msλs) and noticing that M0 = E[Y ZT ] and MT /ZT = Y
yields the assertion. 
Proof of Lemma 5.6. Define for all k ∈ {1, . . . , d}, τk = inf{t ≥ 0 |µkt = 0}. We
prove the assertion, which translates to
Pµ0 [τk ≤ T ] > 0,(C.4)
for all T > 0, k ∈ {1, . . . , d} and µ0 ∈ ∆˚d by induction on the dimension d. For
d = 2, we have for µ0 ∈ ∆˚2
Pµ0 [τk ≤ T ] = (1− µk0)
(
1−
∫ 1
0
pT (µ
1
0, dx)
)
> 0, k = 1, 2,
where pT (µ
1
0, dx) denotes the transition function of the one-dimensional Jacobi
process without drift as for instance given in [37, Equation 13.26]. This proves
the assertion for d = 2. Let now d ≥ 3. For the induction step from d − 1 to
d, we first show that the set A := {τk ≤ T2 for some k} has positive probability.
Assume by contradiction that the boundary is not reached before T2 and denote by
µ(d) = mini µ
i and by cµ(d)(d) the instantaneous variance of µ
(d). Then as in Remark
5.2 we have
cµ(d)(d),t
µ
(d)
t
≥ d− 1
d
min
i6=j
γµij , t ∈
[
0,
T
2
]
.
By [3] (see also Remark 5.2), this condition implies the existence of relative arbi-
trages over the time horizon [0, T2 ], which however contradicts the fact that µ is
a martingale and proves P [A] > 0. Moreover it follows that there exists certainly
some fixed index k∗ ∈ {1, . . . , d} such that the set Ak∗ := {τk∗ = mink τk ∧ T2 } has
positive probability. Note that Ak∗ is simply the set of paths where the boundary
segment {µk∗ = 0} is reached before or at the same time as the others and T/2.
On the set Ak∗ , τk∗ < τk for all k 6= k∗ a.s., since due to the non-degeneracy of cµ
in the interior of ∆d (see Lemma C.4) the probability to reach a d− 3 dimensional
manifold (corresponding to ∆d−2 and to a point for d = 3) from the interior of ∆d
is 0. Denote by µ˜ the process where the k∗ component is removed. By the above
argument it holds that on the set Ak∗ , µ˜τk∗ ∈ ∆˚d−1. We now apply the induction
hypothesis conditional on Ak∗ which implies due to the strong Markov property of
µ that for all k ∈ {1, . . . , d− 1}
Pµ˜τk∗
[
τ˜k ≤ T
2
∣∣∣Ak∗] > 0,
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where τ˜k = inf{t ≥ 0 | µ˜kt = 0}. Since (Aj)j∈{1,...,d} together with Ac is a partition
of Ω, we have
Pµ0 [τk ≤ T ] =
d∑
j=1
Pµ0 [τk ≤ T |Aj]P [Aj ] + Pµ0 [τk ≤ T |Ac]P [Ac]
≥ Pµ˜τk∗
[
τ˜k ≤ T
2
∣∣∣Ak∗]P [Ak∗ ]1{k 6=k∗} + P [Ak∗ ]1{k=k∗} > 0.

Proof of Proposition 5.7. To prove (ii) ⇒ (i) we apply - similarly as in the proof
of Lemma B.1 McKean’s argument (see e.g. [39, Proposition 4.3]) to the log(µi).
Then by Itoˆ’s formula, we have for t < τ := inf{s ≥ 0 |µis = 0}
log(µit) = log(µ
i
0) +
∫ t
0
2βµi +
∑
j 6=i(2B
µ
ij − γµij)µjs + 2Bµiiµis
2µis
+
∫ t
0
∑d
j=1(
√
cµs )ij
µis
dWs,
where W denotes some Brownian motion. Denote by J ⊆ {1, . . . , i− 1, i+1, . . . , d}
the indices which satisfy argmini6=j(2B
µ
ij − γµij). Then we can write
2βµi +
∑
j 6=i(2B
µ
ij − γµij)µj + 2Bµiiµi
2µit
=
2βµi +mini6=j(2B
µ
ij − γµij)
2µi
+
(2Bµii −mini6=j(2Bµij − γµij))
2
+
∑
j∈Jc\{i}
(2Bµij − γµij −min
i6=j
(2Bµij − γµij))
µj
2µi
.
Since the first and the last term are nonnegative and the second is constant, we
deduce that for every T > 0
inf
t∈[0,τ∧T)
∫ t
0
2βµi +
∑
j 6=i(2B
µ
ij − γµij)µjs + 2Bµiiµis
2µis
> −∞, P -a.s.
Mc Kean’s argument as of [39, Proposition 4.3] therefore yields that τ = ∞ and
thus implies the assertion.
For the converse direction we apply [24, Theorem 5.7 (iii)] and assume for a
contradiction that (ii) does not hold, i.e.
2βµi +min
i6=j
(2Bµij − γµij) < 0.
In the terminology of [24, Theorem 5.7 (iii)], we have p(µ) = µi, such that
cµ∇p =

−γµ1iµ1µi
...∑
j 6=i γ
µ
ijµ
jµi
...
−γµdiµdµi
 = µ
ih(µ),
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with h = (−γµ1iµ1, · · · ,
∑
j 6=i γ
µ
ijµ
j , · · · ,−γµdiµd)⊤. Let j∗ be the argminj 6=i(2Bµij −
γµij) and let µ¯ = ej∗ . Then Gp(µ¯) = βµi +Bij∗ ≥ 0 by Definition 4.9 and
2Gp(µ¯)− h⊤∇p(µ¯) = 2βµi +min
i6=j
2(Bµij − γµij) < 0.
By [24, Theorem 5.7 (iii)], it thus follows that for any time horizon T we can find
some µ0 ∈ ∆˚d close enough to µ¯ such that {µi = 0} is hit with positive probability.
This contradicts (i) and proves the assertion. 
Lemma C.4. Let γµ be such that γµij > 0 for all i 6= j. Then the matrix c˜µ ∈ Sd−1++
and cµ has rank d− 1 for all µ ∈ ∆˚d.
Proof. Note that the matrix c˜µ is strictly diagonally dominant, i.e. |c˜µii| >
∑
j 6=i |c˜µij |,
if µ ∈ ∆˚d. Indeed, we have
|c˜µii| =
∑
j 6=i
γµijµ
iµj >
∑
j 6={i,d}
γijµ
iµj =
∑
j 6=i
|c˜µij |.
By [29, Theorem 6.1.10], c˜µ is thus strictly positive definite which implies that cµ
has rank d− 1. 
Remark C.5. By similar arguments, it actually suffices to assume that there exists
some index j such that γµij > 0 for all i in order to obtain the same conclusion.
Lemma C.6. Let γµ be such that γµij > 0 for all i 6= j and bµ a drift being described
by admissible parameters (βµ, Bµ). Let J = {j1, . . . , jk}, 0 ≤ k ≤ d, denote the set
of indices for which bµji = 0 on {µji = 0} and set E := {µ ∈ ∆d |µj > 0 for all j /∈
J}. Then there exists some function λ˜ : E → Rd−1 such that
b˜µ = c˜µλ˜(µ)(C.5)
on E.
Proof. Define λ˜ as follows
λ˜(µ) = (c˜µ)+b˜µ,(C.6)
where (c˜µ)+ denotes the Moore-Penrose pseudo-inverse. Let OµDµ(Oµ)⊤ be the
spectral decomposition of c˜µ with orthogonal matrices Oµ and a diagonal matrix
Dµ. We write here the superscript µ to indicate the dependence on µ. Then (c˜µ)+
is given by
(cµ)+ = Oµ(Dµ)+(Oµ)⊤,
where (Dµ)+ii =
1
Dµ
ii
if Dµii 6= 0 and 0 otherwise. By Lemma C.4, c˜µ is invertible if
µ ∈ ∆˚d, and (c˜µ)+ thus coincides with (c˜µ)−1. This already proves the claim on
∆˚d.
It thus remains to show that λ˜ given by (C.6) also satisfies (C.5) whenever
µji = 0 for some ji ∈ J . In this case bµji = 0 by assumption and c
µ
ji,k
= 0 for
all k ∈ {1, . . . , d} due to the form of cµ. Note in particular that for µd = 0 the
claim already follows from the considerations above. Let us choose the order of the
eigenvectors in Oµ such that Dµjiji = 0 whenever µ
ji = 0. Inserting now (C.6) into
(C.5) yields
b˜µ = c˜µλ˜(µ) = c˜µ(c˜µ)+b˜µ = OµIµ(Oµ)⊤b˜µ,
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where Iµ is a diagonal matrix with all entries equal to 1 except of the indices ji
where µji = 0. Thus (C.5) is equivalent to
(Oµ)⊤b˜µ = Iµ(Oµ)⊤b˜µ
and this equality holds true since ((Oµ)⊤b˜µ)ji = 0. Indeed,
0 = c˜µjiji =
d∑
k=1
(Oµjik)
2Dµkk
implies that Ojik = 0 for whenever D
µ
kk 6= 0. As bk = 0 whenever Dµkk = 0, this
yields the claim ((Oµ)⊤b˜µ)ji = 0 and in turn the assertion of the lemma. 
Lemma C.7. Let γµ be such that γµij = 1 for all i 6= j and denote c˜µ for this
particular form of γ by a˜µ. Then, on ∆˚d, the entries of the inverse of a˜µ are given
by
(a˜µ)−1kk =
1
µk
+
1
µd
, (a˜µ)−1kl =
1
µd
, k 6= l.(C.7)
Proof. The form of the inverse is easily verified by a simple computation. 
Remark C.8. Note that the above form of γµ yields the diffusion matrix of volatility
stabilized models with entries specified in Proposition 4.3. Moreover, observe that
in this case a˜µ corresponds to cµ of dimension d− 1.
Lemma C.9. Let γµ be such that γµij > 0 for all i 6= j. Set γ∗ = mini6=j γµij and let
a˜µ be given as in Lemma C.7. Then c˜µ − γ∗a˜µ is positive semidefinite. Moreover,
rank(c˜µ) = rank(a˜µ).
Proof. Note that the matrix c˜µ− γ∗a˜µ corresponds to a diffusion matrix (with last
row and column deleted) generated by some matrix γ̂µ given by
γ̂µij = γij − γ∗, i 6= j.
Since all entries of γ̂µ are nonnegative, positive semidefiniteness of cµ − γ∗aµ and
thus in turn of c˜µ−γ∗a˜µ follows. For the last statement, note that the rank of both
matrices is equal to the dimension of the corresponding boundary segment of the
simplex, i.e. d− 1 if µ ∈ ∆˚d, etc. 
Proof of Proposition 5.11. We follow the idea outlined in Remark 5.10. Indeed,
consider a sequence of polynomials (pn)n∈N on ∆
d approximating µ 7→ 1E(µ)
pointwise such that pn(∆
d \ E) = 0 for all n. Let Z be the strictly positive lo-
cal martingale deflator as of Proposition 5.4 and define
q := E[ZT ] < 1,
which corresponds to the superheding price UT of 1, given in Definition 5.9 and
which is strictly smaller than 1 since relative arbitrages exist. Let δ > 0 such
that q + δ < 1. By dominated convergences (choosing the sequence of polynomials
bounded) there exists some n such that for all N ≥ n
|E [pN (µT )ZT ]− q| ≤ δ.
Let ε > 0. Since pn(µ) → 1E(µ) as n → ∞ and as P has no mass outside the set
E there exists some n˜ such that for N ≥ n˜
P [pN(µT ) > q + δ] ≥ 1− ε.
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Take now nε = max(n, n˜), which implies
P
[
pnε(µT )
E [pnε(µT )ZT ]
> 1
]
≥ 1− ε.
Our goal is now to find a strategy ϑε as given in the statement of the proposition
such that
Y ϑ
ε
T =
pnε(µT )
E [pnε(µT )ZT ]
.
To this end, let Q denote the Fo¨llmer measure, as already introduced in Remark
5.10, satisfying P ≪ Q and under which µτ is a martingale, where τ = inf{t >
0 |µt /∈ E} = inf{t > 0 | 1Zt = 0}. Consider furthermore a polynomial martingale
µˆ with the same covariance structure as µ and denote its law on path space by Qˆ.
Then, by uniqueness of the corresponding martingale problem, the laws of µτ and
µˆτ coincide. Define now
pnε(t, µˆt) := EQˆ[pnε(µˆT )|Ft].
By the polynomial property of µˆ, µ 7→ pnε(t, µ) is a polynomial and in particular
sufficiently regular in both variables to apply Itoˆ’s formula which yields
pnε(µˆT ) = pnε(T, µˆT ) = pnε(0, µˆ0) +
∫ T
0
d∑
i=1
Dipnε(t, µˆt)dµˆt, Qˆ-a.s.
since (pnε(t, µˆt))t∈[0,T ] and µˆ are Qˆ-martingales. Clearly, by stopping at time τ we
have
pnε(µˆT∧τ ) = pnε(0, µˆ0) +
∫ T∧τ
0
d∑
i=1
Dipnε(t, µˆt)dµˆt, Qˆ-a.s.
and the same holds true by removing the “hats” since the laws of µ and µˆ coincide
on the stochastic interval [0, τ ∧ T ]. Since P ≪ Q and P [τ > T ] = 1, this implies
pnε(µT ) = pnε(0, µ0) +
∫ T
0
d∑
i=1
Dipnε(t, µt)dµt, P -a.s.
Define now ϑi,ε by
ϑi,ε =
Dipnε(t, µt)
E [pnε(µT )ZT ]
(C.8)
and note that
E [pnε(µT )ZT ] = EQ
[
pnε(µT )1{ 1
ZT
>0}
]
= EQˆ [pnε(µˆT )] = pnε(0, µ0),
where the first equality follows from the generalized Bayes rule (see e.g. [42, The-
orem 5.1]) and the second from the fact that the laws of µτ and µˆτ coincide and
that pnε(∆
d \ E) = 0. This thus yields
Y ϑ
ε
T =
pnε(µT )
E [pnε(µT )ZT ]
= 1 +
∫ T
0
d∑
i=1
ϑi,εdµt
and therefore the first assertion, since µ 7→ pnε(t, µ) is a time dependent polynomial.
Concerning the second one, Y ϑ
ε
T clearly converges P -a.s. to the optimal arbitrage
given by 1UT =
1
E[ZT ]
, since pn(µT )→ 1 P -a.s., as P has no mass outside E. 
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