Hyper-Heuristic Image Enhancement (HHIE): A 

Reinforcement Learning Method for Image Contrast 

Enhancement by Montazeri, Mitra
Hyper-Heuristic Image Enhancement (HHIE): A 
Reinforcement Learning Method for Image Contrast 
Enhancement 
Mitra Montazeri1 
 
1 Medical Informatics Research Center, Institute for Futures Studies in Health, Kerman 
University of Medical Sciences, Kerman, Iran 
2 Shahid Bahonar University, Computer Engineering Department, Kerman, Iran 
Abstract. Conventional contrast enhancement methods such as Histogram 
Equalization (HE) have not acceptable results on many different low contrast 
images and they also cannot handle various images in automatically way. These 
problems result of specifying parameters manually in sake of producing high 
contrast images. We proposed an automatic image contrast enhancement on 
Hyper-Heuristic. In this study, simple exploiters are proposed to improve the 
contrast of current image. To select these exploiters appropriately, reinforcement 
learning is proposed. This selection is based on functional history of these 
exploiters. Having multi aim of preserving brightness, retaining the shape 
features of the original histogram and controlling on the rate of over-enhancement 
are the achievement of the proposed method. These objectives are suitable for the 
application of consumer electronics. By this simulation results, it has been shown 
that in terms of visual assessment, Peak Signal to Noise (PSNR) and Absolute 
Mean Brightness Error (AMBE). This study  is superior to literature methods. 
Keywords: Hyper-Heuristic approach, Reinforcement Learning Method, Image 
Contrast Enhancement.   
1. Introduction 
Artificial intelligence has significant effect in various fields such as data mining [1-7], 
pattern recognition [8-12], machine learning [13-19] and image processing [20-23]. 
One of the application of image processing is image enhancement [24]. In this 
application, numerous image enhancement techniques have been researched such as 
gray-level transformation techniques and histogram processing techniques. In the first 
group, these methods map the image’s gray-level to the new value by using 
transformation function such as logarithm or power-law transformation and the like.  
Histogram Equalization (HE) is a method in this application. This method is applied 
widely [25-27]. Achieving a uniform distributed histogram is the main goal of this 
method. Using the Cumulative Density Function (CDF) of the input image can lead to 
reach this goal [28]. The prominent drawback of HE is that it may cause to a faded 
looking, intensified noise and every undesirable objects . It is a verified fact that the 
mean output image brightness is placed at the center of original image gray level 
regardless of its mean. This property is annoying characteristic in number of application 
where brightness preservation is needed [28].  
To solve the aforementioned problems different methods such as mean preserving 
Bi-Histogram Equalization (BBHE) [29] have been proposed. In BBHE, the histogram 
of the image divided into sub histogram based on the image mean then each sub 
histogram equalized, individually. Equal Area Dualistic Sub-Image Histogram 
Equalization (DSIHE) [30] is very similar to the BBHE, but the cutting point is median 
instead of the mean. Recursive Mean-Spread Histogram Equalization (RMSHE) [28] is 
an recursive method that splits  each  new  histogram of the image recursively based 
on the mean of the original image. However, in BBHE, the separation of the input image 
is applied only once. K. Singh and et al. proposed another work as recursively separated 
exposure based sub image histogram equalization (RS-ESIHE) [31]. In this method, the 
algorithm recursively segregates  the histogram of image based on the related exposure 
value. After that each generated sub-histogram is equalized, exclusively.  
Since now, various approaches on genetic approach have been proposed [32-35]. In 
reference [32] optimize a curve parameters by genetic algorithm (GA). In the proposed 
method, which is a binary GA, each chromosome represents the shape of the curve. 
This curve shows the relation between the gray level of input and output image to 
enhance the input image into good contrast. The sum of intensities of edges is computed 
to determine the evaluation of the chromosome. In another method using GA has been 
proposed in [33]. In this method, it is used chromosome structure which represents array 
of input gray levels and each chromosome demonstrations array of output gray levels. 
Each chromosome remaps the input gray levels based on specific transformation 
function in order to compute each chromosome fitness. In fact, the key distinction 
between this proposed GA and other ones is in chromosome display. The fitness 
function includes the overall intensity and the number of edges.  
In the proposed method a Hyper-Heuristic Image Enhancement (HHIE) based on 
Reinforcement Learning. HHIE converge to solutions with high-quality and it also 
searches more effectively than their literature works [9, 36-38]. The main contribution 
of the proposed method is that it can handle images automatically with low and high 
brightness especially with high dynamic range and having multi aim of preserving 
brightness, retaining the features’ format of the input histogram and controlling on the 
rate of over-enhancement are the achievement of the proposed method. These 
objectives are suitable for the application of consumer electronics. 
 In this method, we use reinforcement learning to conduct multiple exploiters. 
Exploiters generate a better nomination solution at every step by mapping gray level of 
original images in such way the result image has more contrast. These exploiters is 
designed with respect of this fact that each one has its own merits and demerits and no 
one is not the best one [39]. Therefore, the exploiters that automatically combine the 
power and compensate the drawback of these exploiters are needed. The proposed 
approach chooses appropriately exploiters based on functional history of exploiters. 
The results simulate that HHIE performs better than recent methods in the literature in 
PSNR, AMBE and also visual assessment. This paper is as follows: section 2 will 
describe HHIE. Experimental results will be explain in section 3 and conclusion will 
be discussed in section 4. 
 
2.  The Proposed method 
We explain the proposed Hyper-Heuristic Image Enhancement (HHIE) method in this 
section that chooses exploiters appropriately by reinforcement learning. Fig. 1 shows 
the general framework of proposed algorithm. HHIE starts with initial population of 
chromosomes and each chromosome includes  a set of integer numbers which select 
randomly and its size is L (L is the number of input gray levels). To reinforce dynamic 
range of gray levels, first and last item of chromosome is valued to 0 and 256, 
respectively.  
Reinforcement learning allocates sub-population of solutions to each exploiter. The 
size of sub-population depends on the functional history of exploiters. Furthermore, the 
exploiter with better performance has more chance to have more individuals. This 
performance based on the quality of the produced solution by exploiters. Fitness 
function is a measurement that qualifies solutions. To evaluate the solutions, calculating 
the fitness function is done. Finally, evolutionary operations of GA are applied to search 
the solution space more effectively. 
Due to the fact that each solution space region have its own specifications, proper 
exploiters should be elected and performed to the ongoing solution in each step. 
Reinforcement learning is used as a supervisor controlling the selection of exploiters 
that should be used at each step. This selection based on the existing functional history 
of exploiters. Exploiters cooperate at each generation to combine their advantageous 
and to increase the solutions quality that individual Exploiter would be able to search 
by itself (attempting on an independent basis).  
2.1. Initial Population 
Initial population includes a set of chromosomes. The integer numbers in this form are 
a random ordered ones. The length of this structure is L, where L shows the gray levels 
number in the original image. In this form, the indices identify the arrangement of gray 
levels in the current image. As an example, in each current chromosome, the index i 
shows the ith gray level in the current image.  An instance of this chromosome has been 
illustrated in Fig. 2. As it can be shown in this figure, the first, second and last indices 
show the first, second and last gray level in the image with value of 0, 4, and 255.  
2.2. Evaluate the Solutions 
In this study, the evaluation process has two steps: (a) remapping and (b) evaluating.  
 Remapping: In the first step, it is needed each chromosome map to new image. 
Remapping the original gray level image is done based on the mentioned 
chromosome structure. This transformation is calculated by the following 
expression [33]: 
 
𝑀(𝐻(𝑗)) = 𝐶𝑖(𝑗),             𝑗 = 1, 2, … , 𝐿    (1) 
Where 𝑀  is the transformation function, 𝐻  is the sorted gray level of original 
image, 𝐶𝑖 represent the 𝑖
𝑡ℎchromosome in the population where 𝐶𝑖(𝑗) represent the 
value of 𝑗 𝑡ℎ cell. This transformation dislocate the 𝑗 𝑡ℎ gray level in the input image 
with the 𝑗 𝑡ℎ element of 𝑖𝑡ℎchromosome.  
 Evaluating: In this step, the enhanced image created by each chromosome is 
evaluated. This evaluation is based on the number of edges, overall intensity and 
PSNR.  
𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (𝑐) = log (log (edges − Ent(𝐼(𝑐)))) ∗  𝑒𝑑𝑔𝑒𝑠 − 𝑛(𝐼(𝑐) ) ∗ 𝑃𝑠𝑛𝑟 , (2) 
In Eq. (2) fitness (c) computes the chromosome fitness of c and I(c) denotes the 
enhanced image. edges − n(I(c)) is the edge numbers which are detected by the Sobel 
[40] edge detector. The following expression calculates the sum of edges intensities, 
edges − Ent(I(c)), in the improved image: 
(3) edges − Ent(𝐼(𝑐)) =  ∑ ∑ √𝜕ℎ1(𝑟, 𝑠)
2 + 𝜕𝑣1(𝑟, 𝑠)
2
𝑠𝑟 , 
Where 
𝜕ℎ1(𝑟, 𝑠) = 𝑔1 (𝑟 + 1, 𝑠 − 1) + 2𝑔1 (𝑟 + 1, 𝑠) 
+𝑔1(𝑟 + 1, 𝑠 + 1)  𝑔1(𝑟 − 1, 𝑠 − 1) 
−2𝑔1 (𝑟 − 1, 𝑠) − 𝑔1(𝑟 − 1, 𝑠 + 1), 
   
(4) 
𝜕𝑣1(𝑟, 𝑠) =  𝑔1(𝑟 − 1, 𝑠 + 1) + 2𝑔1 (𝑟, 𝑠 + 1) 
+𝑔1(𝑟 + 1, 𝑠 + 1)𝑔1 (𝑟 − 1, 𝑠 − 1) 
−2𝑔1 (𝑟, 𝑠 − 1) − 𝑔1(𝑟 + 1, 𝑠 − 1), 
 
(5) 
In Eq. (2), to avoid producing un-natural images double-log is used. Lastly, 
𝑃𝑠𝑛𝑟 measures the peak signal-to-noise of the enhanced image. Regarding to noise 
 
Fig. 1 The general framework of proposed algorithm. 
 
expanding problem during the enhancement, PSNR quantify the quality of an enhanced 
image [41]. 
2.3. Reinforcement Learning 
In the proposed method, a choice function rely on reinforcement learning is proposed 
to properly select and control the exploiters. In the proposed method, each exploiter has 
an individual weight and its value will be changed during the iterations. Based on 
exploiter’s weight, a proportion of population is allocated to each exploiter. In first step, 
all exploiters have an equal weight (Eq. (7)) to have a number of chromosomes. This 
weight will be changed during the generations and it can be changed based on historical 
functional of each exploiter. After the allocation of population to each LLHs, each one 
run to enhanced the input image. Simple methods called exploiters were proposed. 
These LLHs are simple and improve the contrast of current image. In each calling of 
reinforcement learning, the value of weight is updated. At first, their value is equal (Eq. 
(7)). The new value of weight is updated based on the number of solutions (the number 
of rewards) that the LLH could be improved. The value of weight is formulated in 
equations (6)-(8) as follow: 
 
𝑤𝑖 (0) =  
1
𝑁𝑒
⁄ ,                    i= 1,2, …,𝑁𝑒  (6) 
𝑤𝑖 (𝑡 + 1) =  
𝑤𝑖 (𝑡)+ 𝑅𝑖
∑ 𝑤𝑖 (𝑡+1)
𝑁𝑒
𝑖=1
, (7) 
𝑅𝑖 =  
𝑅𝑁𝑖
𝑇𝑁𝑖
, (8) 
The generated solutions by the LLHs is replaced with the old solutions respecting to 
the fact that these new solutions are better than before. 
2.4. Low Level Heuristics 
In this study, in order to modify the current solution, two exploiters are applied (the 
value of 𝑁𝑒 is 2). The domain knowledge of the image enhancement is used in 
introducing the exploiters to search effectively through the hyper-heuristic method. 
These exploiters are explained as follow: 
 Histogram equalization (HE): This method by equalizing the image's 
histogram leads to enhance the global image quality. Specifically, this method is helpful 
in image that its data is presented by near contrast value. In region with the lower 
contrast, in order to attain a better contrast, the histogram is better divided. To reach 
 
Fig. 2. An example of the proposed chromosome. 
 
this aim, HE distributes the most repeated intensity values. The general histogram 
equalization formula is: 
𝐻(𝑣) =  𝑟𝑜𝑎𝑛𝑑 (
𝑐𝑑𝑓(𝑣)−𝑐𝑑𝑓𝑚𝑖𝑛
(𝑀 ×𝑁) −𝑐𝑑𝑓𝑚𝑖𝑛
× (𝐿 − 1)), (9) 
Where 𝑐𝑑𝑓𝑚𝑖𝑛 the minimum non-zero value of the CDF, 𝑀 × 𝑁 gives the size of image 
(where M and N is two dimensional of the image) and 𝐿 is the grey levels number 
applied.  
 Darkness function (DF): In this proposed exploiter, the input gray levels 
image are updated in enhanced image in such that it saturates 1% of input image data 
at low/high intensities. Additionally, the values are in specific range map to values in 
new identified range. Depend on the number of mapped gray level (𝐶), the output gray 
levels result is in one of three situations:  
 If 𝐶 > 𝐿 then the end of this array is cut in order to reach the size of𝐿. 
 If 𝐶 < 𝐿 then 𝐶 − 𝐿  number of input gray levels are added to the mapped gray 
levels.  
 If 𝐶 = 𝐿 then the output gray levels is replaced by mapped gray levels. 
As it is mentioned before, 𝐿 is chromosome length. 
2.5. Global Search 
The global search which is used in this paper is Genetic Algorithm (GA). GA can 
explore globally and define new area of the solution space to recognize possible 
solutions, but it does not more concentration on the exploitation perspective while a 
possible area is recognized [42]. The GA operators which is used in this paper is as 
follow: 1) Selection algorithm: The selection function is on roulette wheel with strategy 
of a rank-based elitism [43]. To generate the same number of chromosomes, 𝑁𝑐 ∗ 𝑃𝑐  
chromosomes are selected by crossover operator, where 𝑃𝑐  and 𝑁𝑐 are crossover rate 
and the number of chromosomes, respectively. 2) Crossover and mutation: In the 
proposed method, one-point crossover is applied. In this crossover, the selected parents 
chromosome is applied the crossover operation by the probability of 𝑃𝑐  to create two 
individuals. This approach causes to exchange the parents’ information . Finally, to 
maintain our individual structure, new chromosomes are sorted in ascending order. For 
mutation, each individual is selected if a random number which is generated is lower 
than 𝑃𝑚 (mutation rate). For each chromosome 10% of its elements are selected 
randomly and they mutate to a random integer number between 0 to 𝐿. 
3. Experimental Results 
The simulation results of HHIE are presented in this section and compared to five well-
known literature works i.e. HE, BBHE [29], DSIHE [30], RMSHE [28] and RS_ESIHE 
[31]. Three version of the ESIHE, i.e., ESIHE [44], R_ESIHE [31] and RS_ESIHE [31] 
are proposed, however, as shown in [31], the RS_ESIHE has better results  compared to 
ESIHE and R_ESIHE. In order to compare the literature studies, 16 test images are 
used. The comparison of two images, 5236 and Girl, is based on visual quality are 
illustrated in Figs. 3–4. To evaluate the performance of HHIE, AMBE are used [45]. 
AMBE is a useful for evaluating the brightness preservation degree. In addition that the 
measure of PSNR is applied to evaluate the appropriate of the output images for the 
products of consumer electronic [41]. The parameters which are used in this study are 
as follow: 𝑃c  is set as 0.8 and 𝑃m  is set as 0.6. Maximum number of iterations, size of 
population and total number of evaluation are 50, 10 and 1000, respectively.  
3.1. Performance Assessment 
For comparison, accuracy measurement is necessary between the proposed method and 
literature work based on the AMBE and PSNR for 16 benchmark images. Table 1 shows 
the results from applying PSNR on each method on 16 test images. The value of PSNR 
for the HHIE is placed at top value for all the images. Therefore, HHIE is the best 
approach for generating image free of noise artifacts and over-enhancement.  
These achievements are accessible due to the fact that it is wanted to minimize the MSE 
between input and enhanced image with regarding maximum the image’s signal value. 
Applied AMBE measure for each enhanced image is reported in Table 2. As you can 
see that HHIE has higher value in most cases. Preserving the complete mean brightness, 
HHIE effectively achieves the lowest AMBE values in most cases .  
3.2. Assessment of Visual Quality 
Finally, the methods  are compared based on image visual assessment. The enhanced 
images which are resulted after applying the HHIE and the mentioned method are 
demonstration in Fig. 3-4. As shown in these enhanced images, HHIE has better natural 
looking with high contrast images. The results of enhancement is perceived obviously 
in Fig. 3 of 5236 image. Result of other method enhance the noise, however, HHIE 
image prepares management on excessive enhancement which causes to satisfied 
contrast enhancement consequences. By applying HHIE, an excessive enhancement of 
the Girl image can be seen between the hair, body, and face and background in Fig. 4. 
In the other methods, the hair and clothing of the enhanced girl image are relatively 
dark (HE, BBHE, DSIHE and RMSHE); the face of Girl is fairly bright and intensive 
noise of the background area is clearly visible in all literature methods . However, 
natural brightness is the key characteristic of HHIE in Girl image Enhancement. This 
issue can be seen on girl’s feature such as  hair and face specifically in circled area. 
4. Conclusion 
In this research, a reinforcement learning method for image contrast enhancement based 
on Hyper-Heuristic (HHIE) was studied. In the proposed method, HHIE, simple 
methods called exploiters were proposed. These exploiters improved the contrast of 
current image and were applied in appropriate time. We proposed a reinforcement 
learning to choose these exploiters in a proper time. This selection based on their 
functional history. HHIE is suitable for the broad variety of image with low-contrast. 
Also, the proposed method can control different images , automatically. Having multi 
aim of preserving brightness, retaining the shape features of the original histogram and 
controlling on the rate of over-enhancement are the achievement of the proposed 
method. These objectives are suitable for the application of consumer electronics. In 
experimental results, the proposed method was applied on s ome standard images and it 
outperformed related one in three criteria: PSNR, AMBE and visual assessment.  
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Fig. 3 Enhancement results of 5236 image. 
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Fig. 4 Enhancement results of Girl image 
 
 
