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We study the Cauchy problem for a class of nonlinear Schrijdinger equations 
of the form i(du/dt) = (-A + m)u + f(u) in R” with n > 2, where m is a real 
constant andf a complex valued nonlinear function. Under suitable assumptions 
on f, we prove the existence and uniqueness of global solutions of the initial value 
problem in the Sobolev space Hl(R”). The assumptions off include continuous 
differentiability, the condition f (0) = 0 and suitable power bounds both at zero 
and at infinity. They cover the case of a single power f(u) = ,I / u la-% where 
1 < p < (n + 2)/(n - 2) if A > 0 and 1 < p < (n + 4)/n if A Q 0. In sub- 
sequent papers, we shall treat the scattering theory for the same class of equa- 
tions, and a number of special cases, in particular the case of the dimension 
n = I. 
INTRODUCTION 
This is the first of a series of papers where we study a class of nonlinear 
equations related to the Schriidinger equation. The equations we consider are 
of the following type: 
where H,, = -A + m, A is the Laplace operator in BP, m is a real constant, 
and f is a nonlinear complex valued function. 
Equations of the type (0.1) are interesting for various reasons. They are widely 
used in several domains of applied physics [4]. In the special case where f(u) = 
A 1 u I2 U, the equation (0.1) can be considered as the classical approximation 
to the field equation for a quantum mechanical nonrelativistic many body system 
with a two body S-function interaction. It is also used in the Landau-Ginsburg 
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theory of superconductivity [2]. For f(u) = -1 u /’ u, in one-dimensional 
space, the equation (0.1) exhibits solitary wave solutions, and can furthermore 
be solved exactly by the inverse scattering method [7]. 
It is therefore important to put the theory of equation (0.1) on a firm 
mathematical basis. Some results in this direction have already been obtained 
by Strauss [5], in particular on low energy scattering. 
In this series of papers, we develop a general theory for the equation (O.l), 
concentrating our attention on two problems: 
(1) Existence and uniqueness of solutions of the Cauchy problem 
(2) Asymptotic behaviour in time of the solutions, and in particular 
scattering theory for the pair of equations consisting of (0.1) and of the free 
linear SchrGdinger equation 
As regards the first problem, we prove the existence and uniqueness of 
solutions of the Cauchy problem in suitable Banach spaces. As regards the 
second problem, we prove the existence of the wave operators, that is, we solve 
the Cauchy problem with initial time t = foe, and we prove asymptotic 
completeness for a class of repulsive interactions. This brings the theory of the 
nonlinear SchrGdinger equation roughly to the same level of development 
as that of the nonlinear Klein-Gordon equation (See [5j for a comprehensive 
review). 
In the first two papers of this series (denoted by I and II), we present a general 
version of the theory which is valid for any dimension n 2 2. Paper I is devoted 
to the Cauchy problem and to the existence of global solutions of (O.l), while 
paper II contains the scattering theory associated with (0.1) and (0.2). In this 
theory, the scattering spaces, namely the domains and ranges of the wave 
operators, are defined in a natural way, related to the invariance properties of 
the equation. A minor drawback of this theory is that the assumptions made on 
the interaction term contain an unpleasant restriction (see Remark 1.3 below). 
In the following paper of the series, we shall consider several special cases. 
The case n = 1 needs to be treated separately, since the theory is then simpler 
and more satisfactory than for general n. In the cases n = 2 and n = 3, we present 
special theories where the unpleasant restriction on the nonlinear term mentioned 
above is eliminated. However, the spaces where one solves the equation, and 
in particular the scattering subspaces, are defined in a less natural way, and are 
smaller than in the general theory. The case 7t = 3 has also been considered 
by Lin and Strauss who obtain results which partly overlap with those of paper 
III of this series [lo]. The existence problem for n = 2 and 3 has also been 
studied in [8]. 
There is a large amount of flexibility in the choice of the spaces where to 
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look for solutions of the equation (O.l), and correspondingly in the assumptions 
made on the nonlinear term f. For simplicity, we have essentially restricted our 
attention to interactions where f depends only on u, but not explicitly on x 
or t. In some parts of the papers, one can easily accomodate a suitable 
x-dependence in f. 
We now briefly describe the content of this paper. The main result is the 
existence and uniqueness of global solutions of the Cauchy problem for the 
equation (0.1) under suitable assumptions on f and for initial data in the Sobolev 
space H1 = EP(lTP) (cf. Th eorem 3.1). The assumptions on f include continuous 
differentiability, the condition f(0) = 0 and suitable power bounds both at 
zero and at infinity. They cover the case of a single power f(u) = X / u /*-I u 
where 1 < p < (n + 2)/(n - 2) if h > 0 and I < p < (n + 4)/n if h < 0. 
The proof, which we now summarize, proceeds in two main steps. One first 
shows the existence and uniqueness of a solution in a small time interval by a 
contraction technique, and then one uses conservation laws to extend this solution 
to arbitrary times. When one combines these two steps, one encounters the 
following complication: the Banach space X where one proves local existence 
is different from the space that is naturally associated with the conservation 
laws, namely H1. However, the construction is made in such a way that Hi 
is continuously embedded in X. From this it follows that the time interval of 
existence of a local solution with initial data in H1 depends only on the P-norm 
of the initial data. Therefore such a solution can be continued into a global 
one if one succeeds in finding an a priori estimate for the E&norm. The natural 
tools to derive such an estimate are the two conservation laws present in the 
theory, namely the conservation of the L2-norm and of the energy. In order to 
establish these conservation laws at a nonformal level, one needs to introduce 
a regularization, subsequently removed by a limiting argument based on weak 
compactness in Hi. As a result, while the solution itself remains in HI for all 
times if the initial data belongs to Hi, the continuity properties of this solution 
are naturally expressed in terms of the topology of X. Continuity in Hi can be 
recovered by an additional compactness argument. 
The paper is organized as follows. Section 1 contains some notation, which 
will be used throughout the whole series, the list of assumptions and some 
elementary results on the interaction term f. Section 2 contains a precise state- 
ment of the problem in the integral form, some basic estimates, and local 
existence and uniqueness results. Section 3 contains the derivation of the con- 
servation laws and their application to the proof of the global existence and 
uniqueness theorem. Section 4 contains a discussion of the continuity properties 
of the solution as a function of the initial time and the initial data. Technical 
results of a more or less general nature are collected in the appendices. 
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1. PRELIMINARIES 
In this section we introduce the main notation and definitions that will be 
used throughout this and the following papers and some preliminary results 
on the free evolution and on the interaction term in the equation (0.1). 
We denote by n the number of space dimensions, which, in this paper, is 
supposed to be at least two. We denote by j/ . & the norm in Lq = Lg(lW) 
(1 < 4 < co), except for q = 2 where the subscript 2 will be omitted, and by 
(., .) the scalar product in L2. Pairs of conjugate indices are written as q, 9, 
with 2 < q < cc and q-l + p-l = 1. For any nonnegative integer 1, we denote 
by H’ I H’(lR”) the usual Sobolev space [6]. Of special interest is H1 with the 
norm defined by 
II 21 IILl = II v II2 + II vv II2 (1.1) 
where C is the gradient operator from H1 to L2 @ 0 (we use also /) . 11 and 
(., .) for the norm and scalar product in L2 @ @). For any interval I of the 
real line R, for any Banach space g, we denote by %?(I, 9) (respectively %?,(I, 37)) 
the space of continuous (respectively bounded continuous) functions from I 
to %?. +Zb(I, 9) is a Banach space when equipped with the uniform norm, %(I, g) 
is a Frechet space when equipped with the topology of uniform convergence 
on compact subsets of I. We denote by Vr(1, a) (1 > 1) the space of I-times 
continuously differentiable functions from I to 33. 
We now give some elementary properties of the free evolution formally 
defined by 
where 
U(t) = exp(--itHa) (1.2) 
H,, = -A + m, (1.3) 
t E R, A is the Laplace operator in IV and m is a real constant. We first notice 
that U(t) is a one parameter group of bounded linear operators from 
Y (= .!?‘(Iw~)) to Y since it reduces to the multiplication by exp[--it(k2 + m)] 
in Fourier transformed variables. By duality it becomes a one parameter group 
of linear operators from 9” to 9”. Let now G?!1 and g2 be two Banach spaces 
continuously embedded in Y’ and let U(t) ld,,l, be the restriction of U(t) 
to those v ~58~ such that U(t) v ~~~ . In general this operator is unbounded. 
Nevertheless: 
LEMMA 1.1. For all t E 88, the operator U(t) 11,,8, is closed. 
Proof. If we denote by 9 C 9” x 9” the graph of U(t), then the graph of 
U(t) 19,,1, is 9 n 3Y1 x g, . Since U(t) is bounded, B is closed in 9’ x 9’. 
Therefore 9 n (37r x a,) is closed in g1 x 9a in the topology induced by 
9” x Y’ and a fortiori in the product topology of 8, and g2 , which is stronger 
since 9Y1 and 3?a are continuously embedded in 9”. 
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In what follows we shall use the notation U(t), without further specification, 
to denote the restriction of U(t) acting between any pair of Banach spaces of 
interest. For suitable pairs of Banach spaces such a restriction may become a 
bounded operator. More precisely we have: 
LEMMA 1.2. For any q 3 2, fur any t # 0, U(t) is a bounded operator from 
L” to Lq and the map t + U(t) is strongly continuous. Moreover, for all t E R\(O), 
one has 
II U(t) v Ilq < (h I t I)n’q-n’2 II v 111 (1.4) 
for all v E Lt. (For q = 2, U(t) is unitary and strongly continuous for all t E R). 
Proof. It is well known that, for all t E Iw, U(t) is a unitary operator in L2. 
Furthermore it is represented by the integral kernel 
[U(t)](x, x’) = (4rit)-“/2 exp[i(x - x’)2/4t - imt] (1.5) 
From this it follows that U(t) is bounded from L1 to Lee with norm bounded by 
(47~ I t I)-flj2. By the Riesz-Thorin interpolation theorem [l] it is therefore 
bounded from L# to Lq with norm bounded by (4x ( t l)nl+n12. Strong continuity 
is well known for q = 2. For other values of q, it is enough to prove it on the 
dense set of G+ functions with compact support. Strong continuity on this dense 
set follows by Fourier transform for q = cc and from interpolation between 
q = 2 and q = co for other values of q. 
COROLLARY 1 .l. Let I be an interval of R, let v E %(I, L*). Then for all 
t E R the map 7 --+ U(t - 7) V(T) is continuorcsfrom I\{t} to Lq. 
We now turn to the interaction term in the equation (0.1). Before discussing it, 
we make the following convention which will be used systematically throughout 
this and the following papers without further explanation. The letter C, possibly 
with subscript, shall denote a real nonnegative constant depending only on 
the dimension of the space n and on f, but independent on any time, interval, 
or other functions appearing in the same equation. Constants C without sub- 
script may vary from equation to equation, constants Ci with the same sub- 
script i are the same in all equations where they appear. 
We now state the assumptions made on f. They will vary from section to 
section and will be taken from the following list: 
(Hl) f is a continuously differentiable function from C to C and f (0) = 0. 
(H2) There exist real numbers p, , p, , y. , r such that 
1 < Pl < $3, -c (n + 2)/(n - 2) (1.6) 
2 < r, < r < 2n/(n - 2) U-7) 
r,lf < Pl < P2 < r/f0 (1.8) 
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and, for all z E @, f satisfies the estimate 
Remark 1.1. For n = 2, the upper limits on pa and on r drop out. 
Remark 1.2. The inequalities (1.7) and (1 A) imply 
1&<3< r<r nS2 
TO 




In particular the first and the last inequalities in (1.6) follow from (1.7) and (1.8) 
and are not independent restrictions. 
Remark 1.3. The inequality (1.8) ’ p im oses some restrictions on the possible 
values of p, and pa within the class defined by the inequality (1.6). Indeed if 
f(z) = h 1 x IP-l z, then p can take any value in the interval [I, (rz + 2)/(n - 2)) 
with p, = pa = p and r. = Y = p + 1. In general however (1.8) prevents one 
from takingfas the sum of two such terms with arbitrary p, and pa in the previous 
interval. For fixed pa the existence of r. and r satisfying (1 .S) amounts to imposing 
a lower bound on pi . The allowed region for ( p, , pJ is shown in Fig. 1. 
For later purposes it is convenient to express r. and r in terms of two para- 
meters co and E defined by 
I? = l/2 - (1 - e)+z 
I/r, = l/2 - (1 - Eo)/?z. 
(1.10’) 
By the inequalities (1.7), co and E take values in the interval (0, 11. 
(H3) For all z E @,f(%) = f(x). For all z E @ and all w E C with 1 w 1 = 1, 
f(wz) = WfW 
It follows from (H3) that f(z) is of the formf(z) = sf(I z I) wheref is a real 
function defined on (0, co). If in addition f is continuous, one can define a 
function V from C to IR by 
V(p) = 2 lp uf(u) do for all p > 0 
u4 = V(l z I) for all z E @. 
(1.11) 
The function f can be recovered from V by the relation 
(1.12) 










, I I , 
I n+22 - ” 
” n-2 
FIG. 1. Allowed values for (pi , pz) in assumption (H2). The lined region (region 1) 
is the allowed region for n = 2. It is defined by the inequalities 2 - p;l ( p1 < p, . 
The checkered region (region 2) is the allowed region for n > 3. It is the subset of region 1 
defined by the previous inequalities and the additional inequality pi > (n + 2)[2n - 
(n - 2)p&i. Note that the allowed interval for (pi , pr) shrinks to zero when p, increases 
to its upper bound (n + 2)/(n - 2). Th e case shown in this figure is 12 = 3. 
Remark 1.4. If f satisfies (H3), one can eliminate m in the equation (0.1) by 
the change of function u(t) + exp(imt) u(t). 
(H4) f is continuous and satisfies (H3). Furthermore, there exists a real 
number pa and a constant Ca such that 
1 < P, < 1 + 4/n (1.13) 
and, for all p 3 0, 
UP> 3 -up2 + Ps3+‘) (1.14) 
where V is defined by (1.11). 
We shall use systematically the notation ‘f satisfies (Hi1 ,..., Q” to mean 
that f satisfies the assumptions (Hi,),..., (E&J. 
Assumptions (Hl) to (H4) call for some comments. Assumption (Hl) is of 
a general nature. It could be somewhat weakened by replacing differentiability by 
a suitable Lipschitz condition. Assumption (H2) contains essentially two kinds 
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of restrictions. The first one, expressed by the term with 1 z 1*2--l in (1.9), 
is a restriction on the behaviour of f at infinity, and therefore on the local 
singularities in configuration space. The upper limit p, < (n + 2)/(n - 2) 
ensures that the local singularities are controlled by the kinetic term. The second 
one, expressed by the term with / z 1 2+-l in (1.9), is a restriction onf at z = 0, 
and therefore on the decrease at infinity in configuration space. Assumption 
(H2) is used mainly in the proof of local existence (cf. Proposition 2.1 below). 
Assumption (H3) is of a purely algebraic nature. It implies that the equation (0.1) 
comes from a Lagrangian which is invariant under gauge transformations of the 
first kind. It implies the existence of two conserved quantities, namely the 
L2-norm and the energy (cf. Proposition 3.3). Assumption (H4) is a lower bound 
on the energy and implies that the E&norm is controlled by the energy and the 
L2-norm (cf. Lemma 3.2). It is used to derive uniform estimates in H1 from the 
conservation laws. If (H4) does not hold, one can show that for some initial 
data in H1, the norm of the solution in H1 blows up in a finite time [9]. 
In the proof of some later results, notably of the conservation laws, we shall 
need as an intermediate step to consider, besides the equation (O.l), modified 
equations where the interaction term contains a local regularization and a 
space cut-off. In this and the next papers h and g will denote functions from 
[w” to IR satisfying the following assumptions: 
(hl) h is even, positive, h E L1 and I/ h /II = 1. 
(gl) gEL”andO<g<l. 
Actually in this paper we need only g = 1. More general g’s will be needed 
in the subsequent papers, but they can be introduced here without additional 
complications. 
Assumption (hl) implies the following result. 
LEMMA 1.3. Let h satisfy (hl); then convolution with h is a contraction in 
LQ for all q, 1 < q < CO, and in H1 for all nonnegative integer 1. Furthermore 
it commutes with U(t). 
We can now define the regularized interaction. For any h and g satisfying 
(hl) and (gl) respectively we introduce a subscript Y which can represent either 
the pair (h, g) or g or the empty set. For any function v from Iw” to @ and any 
function f from @ to @ we define formally f”(v) by 
[f&)1(4 = [fdvW) = [h * gf(h * 41(x) if v = (h,g) (1.15) 
If”WlW = [f&w4 = g(4f (v(4) if v=g (1.16) 
[f”Wl(~) = If Wl(4 = f (v(4) if V= @. (1.17) 
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Correspondingly, iffsatisfies assumptions (Hl) and (H3), we define 
[~“wl(~) = [~h&41(~) = d-w(~ * w4 (1.18) 
[~“(41(4 = wAm4 = ‘434 ww (1.19) 
[~“(41(4 = Pwl(4 = ww (1.20) 
In order to study the equation (0.1) with f satisfying conditions (Hl) and 
(H2), we need the Banach spaces X = PO n LT with the norm given by 
II w /IX = Ma4 w IL,, II w II,> (1.21) 
and X = L'o n L' with the norm given by 
II 21 I/x = Max(llw IIF, II 2, IIF) (1.22) 
where r0 and r are chosen once for all as in assumption (H2). It follows from 
the Sobolev inequalities [6] 
11 0 Ilo < a, 11 w pP+wJ /I VW p-w (1.23) 
with 2 < 4 < co for n = 2 and 2 < Q < 2n/(n - 2) for n > 3, that Hr 
is continuously embedded in X with 
II 92 IIX < a II 7J II,1 (1.24) 
where a = Max(alo , a,). We also need the spaces 55(r) = %(I, X) and sb(l) = 
%#, X) where I 1s an interval of R (possibly unbounded), and the subspaces 
Y(1) C Z(I) and Y,,(I) C %@) defined by: 
Y(1) = {w: w E%(I) and w(t) = U(t - s) w(s) for all sand t ~1) 
Y,(I) = Y(I) n SF@). 
If w ~%+~(l), we shall denote its norm by / w I,. When I is compact, %(I) 
and xb(l) coincide and we shall use either notation. The ball of radius p in 
xb(l) will be denoted by B(I, p). 
LEMMA 1.4. Y(I) is closed in S(I) and Y,(I) is closed in LFb(l). 
Proof. For any pair s, t E 1, the (unbounded) operator w + w(t) - 
U(t - s) w(s) from Z(1) to X is closed by Lemma 1.1. Its nullspace 
K,, == (et: w E%(I) and w(t) = U(t - s) w(s)} is closed and therefore Y(1) = 
ns,tel K,, is closed. The proof for Y,(I) is identical. 
As a consequence of Lemma 1.4 Y,(I) is a Banach space with the norm induced 
by x8(I). Finally we shall use the notation 
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for the norm in the Banach space %,(I, Yb(J)) where I and J are two intervals 
of R. 
To conclude this section we prove two basic estimates satisfied by the inter- 
action term. 
LEMMA 1.5. Let f satisfy (Hl, 2), let h satisfy (hl) andg satisfy (gl). Then, 
for all Y, the map v -+fv(v) is continuous from X to x and satisfies the estimate 
IIf” -fv(%)llr < c ; II VI - % /IPIP II vi l13:;1> (1.26) 
i.j=l 
the analogous one with r replaced by y. , and the estimate: 
IIfYh) -@2)llx < c II Vl - % /Ix i II vi lly’ (1.27) 
i.j=l 
for all vI and v2 in X. 
Proof. It follows from the mean value theorem and from (Hl , 2) that 
(1.28) 
for all zi , zs E C. Therefore by Hijlder’s inequality, by assumptions (hl) 
and (gl), and by Lemma 1.3 one obtains (1.26) and the analogue with y. . The 
continuity and the last estimate (1.27) follow from the previous ones and from 
the inequalities rO < PIP < r, j = 1, 2, by interpolation. 
LEMMA 1.6. Let f satisfy (HI, 2, 3), let h satisfy (hl) and g satisfy (gl), 
let yj = pj + 1, j = 1, 2. Then, for all V, the map v + V,(v) is continuuus from 
X to L1 and satisfies the estimates 
and 
II V&h) - v”(%~ll, G c i II Vl - 0‘2 llq!l vui 11;; (1.29) 
i,3=1 
II V,(q) - V,(v,)l!, -G c II VI - v2 l/x ; II vi II? (1.30) 
id=1 
for all vI and v2 in X. 
Proof. The mean value theorem and the definition of V imply that 
(I .31) 
for all z, , z, E C. Therefore by HGIder’s inequality, by assumptions (hl) 
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and (gl) and by Lemma 1.3 one obtains (1.29). The continuity and the last 
estimate (1.30) follow from the previous one and from the inequalities 
r. < rj < Y, j = 1,2, by interpolation. 
2. EXISTENCE OF LOCAL SOLUTIONS 
The first part of this section is devoted to the precise statement of our problem, 
namely the analysis of the integral equation 
u(t) = U(t - to) u. - i s t U(t - T)~(u(T)) d7 (2.1) to 
under suitable assumptions on the interaction term f. The equation (2.1) may 
be considered as the integral version of the initial value problem for the 
equation (0.1). In the second part we investigate the existence of solutions of 
the equation (2.1) and we prove a local existence and uniqueness theorem by a 
fixed point technique. 
Let tI , t, E R and let o(t) be a family of complex valued functions defined 
on R”, depending on a parameter t E R. We formally define the operators 
G,(t, , ta) by the formulas 
(2.2) 
where thef,,‘s are defined by (1.15) if v = (h,g) by (1.16) if v = g, and by (1.17) 
if Y = 0. The first lemma gives a meaning to the expression defined by (2.2) 
and contains some of its properties. 
LEMMA 2.1. Letfsatisfy (HI, 2) let h satisfy (hl), and g satisfy (gl). Then, 
for any v, for any interval I, the maps (tl , t, , v) -+ G,,(t, , tJ w are continuous 
from I x I x 9”(I) to Y,(R). Moreover, for any t, , t, E I, (tl < tz), for any 
compact interval L such that [tl , t,] CL C I, for any t E R, for any vl , v2 E%“(I) 
the GV’s satisfy the estimates 
IIW, 3 tz) A(t) - [G(h 7 tz) ~J(t)ll, 
< c 1 fJ1 - v2 IL i 1 Vi 1;1-1 x 1’ tl - t I( + 1 tz - t IE if t E [tl , t,] 
iA=1 I I t, - t lc - I h - t 16 I if t f$ Lb, t,l 
and the analogues with Y and unreplaced by r,, and E,, . 
Proof. For any er E%(I) the function r ---f f@(T)) belongs to %?(I, W) as 
a consequence of Lemma 1.5. Therefore, by Corollary 1.1, for any t E R the 
function 
T - uct - T)f$‘(T)) (2.4) 
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is continuous from I\(t) to X. To check the integrability of the function (2.4) 
it will be enough, by Remark A.l.l, to show the integrability of its norm. 
More generally one is interested in the integrability of 
Ii W - dMs(~N - fY(f4d)lllx (2.5) 
for any zlr , vs E I(I). From (1.4) and (1.26) one obtains, for all t E iw, for all 
compact intervals L C I and for all 7 EL the following inequality 
11 u(t - ‘-)[fv(Vd’% - fv(%(T))litr 
< c 1 t - T 1+-l ) ‘0, - V2 IL. i / Vj IF-’ (2.6) 
i,i=l 
which, upon integration in the 7 variable, yields (2.3). On the other hand, since 
by Lemma 1 .l the operator U(a) is closed for all u E W, we can apply Theorem 
A.1.3 and obtain 
for all t, s E If8 and for all v E %(I). Now all remaining properties of the lemma 
are immediate consequences of (2.3) and (2.7). 
Remark 2.1. The inequalities (2.3) contain some information on the decay 
of the left hand side as 1 t 1 + co at fixed I. This type of information will not 
be used in this paper. Similar information, but more detailed, will be essential 
for scattering theory. 
The estimates (2.3) may be given a form that is more suitable for future 
purposes. 
COROLLARY 2.1. With the same assumptions and notation as in Lemma 2.1, 
the Gv’s satisfy the following estimates 
< co I t, - 1, If I Vl - %? IL i I vi I;+ 
i,j=l 
lIE(t, > tz) %I@> - [G(h 7 tz) v,lWllr,, 
< c, I t, - t, IS I Vl - 02 IL. i I vi I:‘-’ 
i.j=l 
(2.8) 
for all t E R and fat all v, , v, E%(I). 
In order to study the equation (2.1) one needs the operators F,(t,) defined by 
[~&r,) VI(t) = [Wci > t) 4(t) (2.10) 
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which can be rewritten as 
P&O) W = --i j-1 W - dfy(44) dT. (2.11) 
The existence and properties of the Fy’s follow immediately from Lemma 2.1 
and Corollary 2.1. 
Let now h and g satisfy (hl) and (gl) respectively and let v be, as before, an 
index which represents either (h,g) or g or the empty set. Let I be an interval 
of R, let t, ~1 and let u,, E X be such that the function t + U(t - t,,) U, belongs 
to Y(1). For all e, E%(I) we define 
Lwo 9 uo) m) = [~“W at> + w - 4J uo if v=g or v=o 
(2.12) 
= mwPo) 4w + Yt - to)@ * uo) if v = (kg). (2.13) 
It is clear that for all v, A,(t, , uo) is a continuous map from X-(r) into itself. 
With these notations the equation (2.1) may be rewritten as 
A(to ) uo) ?I = 0. 
More generally, the regularized equations are defined by 
(2.14) 
40 , uo) w = w (2.15) 
In the rest of this paper statements involving the equation (2.15) are understood 
to hold for all V. For future reference it is convenient to write expliclty also 
the equations 
4(to ,110) w = 0 (2.16) 
and 
4t.&, ,110) w = 0. (2.17) 
The next lemma gives some elementary properties of the solutions of the 
equation (2.1). In particular it expresses the consistency of the change of the 
initial time to . 
LEMMA 2.1. Let f satisfy (Hl, 2), let h satisfy (hl) and g satisfr (gl). Let 
I and J be two intervals of W, I C J, let to E I, let u. E X be such that the function 
t + U(t - to) u, belongs to Y(J), and let u E .%(I) be a solution of the equation (2.15) 
(1) The fumtion 
@p(u): s + U(. - s) u(s) = [@(u)](s) (2.18) 
belongs to V(I, Y(J)) and satdsfies for all s, s’ E I the equality 
P(W) - P(u)l(s’) = G(s’, 4 a (2.19) 
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Furthermore if, for some s E I, [@(u)](s) E Y,(J), then Q(u) eg(I, Y,(J)). If in 
addition I is bounded, Q(u) E %,(I, Yb(J)). 
(2) For any s E I, u satisfies the equation 
A,(s, u(s)) u = II. (2.20) 
Proof. Application of the operator U(t - s) to the equation [&to, uO) u](s) = 
U(S) and use of (2.7) yields 
[@(4lW = u(. - to) uo + Wo , s) u (2.21) 
from which (2.19) follows immediately. The continuity properties of the 
left hand side of (2.21) are then a consequence of the assumptions made on u. 
and of Lemma 2.1. Finally putting s’ = t in (2.19) and taking the values of both 
members at time t one obtains the equation (2.20) at time t. 
We can now start discussing the problem of the existence and uniqueness of 
solutions of the equation (2.15). 
PROPOSITION 2.1. Let f satisfy (Hl, 2), let h satisfy (hl) and g satisfy (gl). 
For any p > 0 there exists a To(p) > 0, depending only on p andf (but independent 
of Y), such that for any to E R and for any u. E X for which U(. - to) u. E B(I, p), 
where I = [to - T,(p), to + T,(p)], the equation (2.15) has a unique solution in 
B(I, 2~). (We recall that B(I, p) is the ball of radius p in c%“~(I)). 
Proof. Let p be a fixed positive number, let to and T E R, T > 0, and let 
I = [to - T, to + T]. Then for all o1 , ~a E B(I, 2p), Corollary 2.1 and (2.10) 
yield the inequality 
1 Fv(to) co1 - F,(t,) va II < 2Co Max(T’O, T’) i (2p)*j-1 I vl - vz II (2.22) 
j=l 
In particular if we take T = T,(p) with T,(p) defined by 
4Co M=(Tc,(p)‘o, To(p)7 i (2p)“‘-l = I, 
G=l 
(2.23) 
in the equality (2.22) becomes 
IFGo) ~1 - Fv(to) ~2 II G 3 I VI - ~2 II. (2.24) 
Let now u. E X be such that U(* - to) u E B(I, p). The definitions (2.12) 
and (2.13) and the estimate (2.24) imply 
I 4to > uo) v I, < 2P (2.25) 
I 4to 7 uo) Vl - 400 7 uo) 02 II G 4 I Vl - 'u2 I, (2.26) 
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for all V, n1 , ~a E B(I, 2p), from which it follows that A,(ts , ~a) is a contraction 
of the ball B(I, 2~) into itself. The result is now a consequence of the contraction 
mapping theorem. 
Proposition 2.1 allows us to prove a general uniqueness result. 
PROPOSITION 2.2. Let f satisfy (Hl, 2), Zet h satisfy (hl) and g satisfy (gl), 
let I be un interval of R, let t, E I and let u,, E X be such that lJ(* - to) u,, E Y(I). 
Then the equation (2.15) has at most oze so&ion in .%(I). 
Proof. Let ui E%(I), i = 1,2, be two solutions of the equation (2.15). We 
shall show that q(t) = u2(t) for all t ~1, t > t, . A similar proof works for 
teI, t < t,. Let us define 
T = Sup{t ~1, t > t, : ul(t’) = u2(t’) for all t’ E [to , t]} (2.27) 
and let T+ be the right end point of I. If T = T+ = co there is nothing to be 
proved. Let us suppose that T < T+ . The q(t) i = 1,2, being continuous in 
t, satisfy the equality ul(T) = z+(T) = I; and therefore from Lemma 2.2, 
A”( T, ii) ui = ua , i = 1,2. Let L = [T - 1, T + l] n I. Now application of 
Proposition (2.1) with 
implies that q(t) = u2(t) for t E [T, Min(T+ , T + 1, T + T,,(p))] in contra- 
diction with the definition of T. 
As a by-product of Propositions 2.1 and 2.2 one has immediately the following 
sharper result concerning uniqueness. 
PROPOSITION 2.3. Let f satisfy (HI, 2), let h satisfy (hl) and g satisfy (gl). 
For any p > 0 there exists a T,(p) (see (2.23)), depending only on p and f (but 
independent of v), such that for any t E R and for any u,, E X for which 
U(. - t,) u0 E B(I, p), where I = [to - T,,(p), to + T,(p)], the equation (2.15) has 
a unique solution in %(I). This solution belongs to B(I, 2~). 
Of special interest will be the case where u,, E H1. Then Proposition 2.3 
can be reformulated as follows. 
PROPOSITION 2.4. Let f satisfy (Hl, 2), let h satisfy (hl) and g satisfy (gl). 
For any p > 0 there exists a T(p) > 0, depending only on p undf (but independent 
of Y), such that for any t,, E R and for any u0 E H1 for which 11 u0 IIHl < p, the 
equation (2.15) has a unique solution in %([to - T(p), t,, + T(p)]). 
Proof. We recall that by the Sobolev inequality (1.24), H1 is continuously 
embedded in X. Therefore for any to E R and for any I+, E H1 the function 
580/32/I-z 
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t -+ U(t - to) u,, being continuous from R to H1 is continuous from R to X. 
Moreover 
The proposition follows now from Proposition 2.3 by taking T(p) = Z’,(q). 
3. EXISTENCE OF GLOBAL SOLUTIONS 
In this section, we prove the existence of global solutions of the equation (2.1) 
under suitable conditions onf and the initial data. Iff satisfies (H3), the C-norm 
and the energy of the solutions of (2.1) are formally conserved in time. For initial 
data such that these two quantities are finite, the conservation laws mentioned 
above provide sufficient control on the norm of the solutions (in X) to continue 
local solutions to arbitrary times. In order to derive these conservation laws, we 
shall make use of the regularized equation (2.17). Actually the local regularization 
h has been introduced precisely for this purpose. Solutions of the regularized 
equation turn out to be sufficiently smooth to make the formal derivation of 
the conservation laws into an actual proof. One can then eliminate the regulari- 
zation to derive the conservation laws for the equation (2.16). The space cut 
off g plays no role and is kept fixed (possibly =I) in all this argument. 
We first study the convergence of the local solutions of the equation (2.17) to 
the solutions of the equation (2.16) when h ranges over a sequence (hi} that tends 
to 6 in the following sense. 
DEFINITION 3.1. We say that a sequence (hi} of functions satisfying (hl) 
tends to 6 if the convolution with hi in Lq tends strongly to the unit operator in 
Lq for all q, 1 < q < CO. If h ranges over such a sequence, we shall say more 
briefly thut h tends to 8. 
PROPOSITION 3.1. Let f satisfy (HI, 2) undg satisfy (gl). Let p > 0, let To(p) 
be defined us in Proposition (2.1) (see (2.23)), let I = [to - T,(p), to + T,(p)] 
und let u. E X be such that U(. - to) u. E B(I, p). Let u be the solution of the 
equation (2.1) in S(I) and for any h sutisfring (hl), let uh be the soluton of the 
equation (2.17) in %(I), us described in Proposition 2.1. Then uh tends to u in %(I) 
when h tends to 8. 
Proof. In order to simplify the notation, we omit to indicate the dependence 
of A, and F, on to and u. . Let v EE(I). We first prove that Ahpv tends to A,v 
in %(I) when h tends to 6. It follows from Lemma 1.3 by the three c argument 
that U(. - t,)(h * uo) tends to V(* - to) u. in %(I). Furthermore it follows 
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from Lemmas 1.3 and 1.5 that for all s in If&w(s)) (see (1.15)) tends to ~&V(S)) 
in X when h tends to 8. In addition, by Lemma 1.5, 
for all s in I. It then follows from the dominated convergence theorem that 
Fhsv tends to F,v in S(Z) and therefore that Ahsu tends to A,v in S?(Z) when h 
tends to 6. On the other hand application of (2.26) to the identity 
yields 
uh - u = (4,uh - &P) + (Ah& - 44 (3.1) 
I uh - 11 11 ,< + 1 Ilh - U I, + 1 &,u - 4,~ 1,. (3.2) 
The proposition now follows from the convergence of Alp to A,u in 3(Z) when 
h tends to 6. 
We now study the regularity of the solutions of the equation (2.17). 
PROPOSITION 3.2. Let f satisfy (HI, 2), let h E 9’ satisfy (hl) and g satisfy 
(gl). Let Z be an intwwal of R, t, E I, u,, E HI, and let u E S(Z) be a solution of 
the equation (2.17). Then for any nonnegative integer I, u EV(Z, H’) and for 
any multi-index CL, u satisfies the follozuiqg equation in L2: 
i $ ZPu(t) = HJYu(t) + DG * gf(h * u(t)) (3.3) 
where D” = l-I:=, @*/a~~~. 
Proof. For any multiindex 01 and any t E Z the following inequality holds: 
II @u(t - to)@ * uo)ll < II Dub IL /I uo II. (3.4) 
Furthermore, for all w ES?“(Z) it follows from Theorem A.l.3 and Holder’s 
inequality that Fhg(tU) w satisfies the estimate 
II DV’dto) Wll G j-1 d7 II Ddih Ilg llf (h * ~(4% 
where l/q = 1 - (1 - 6)/n. 
(3.5) 
From these estimates and the fact that u(t) is a solution of the equation 
(2.17) it follows that u(t) E H” for any positive integer 2 and that 
D%(t) = U(t - to)(Ddh * u,,) - i 
s ’ ds U(t - s)[Ddh * gf (h * u(s))]. (3.6) to 
All the terms in this equation lie in L2. 
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The continuity of D% as a function of t now follows from Theorem A.1.2 
and the differentiability, as well as the expression for the derivative, from 
Proposition A. 1.1. 
In order to prove the conservation of energy for the equation (2.17), we need 
the following preliminary technical result. 
LEMMA 3.1. Let f satisfy (Hl, 2, 3) let h E 9’ satisfy (hl) and g satisfy (gl), 
let I be an interval of R and let v E @(I, L2). Then the function from I to [w: 
t - s Vdv(t)) dx 
is dijkentiable and 
d 11 ~dvU(t)) dxl = 2 Re (fh,(v(t)), $). dt (3.7) 
Proof. We want to prove that the quantity J(r) defined below tends to zero 
when 7 tends to zero: 
J(T) = 7-l 1 dxV’dv(t + 4) - ~dW~ - 2 Re (fhAv(t)), -$). (3.8) 
Using the mean value theorem, we can rewrite J(T) as follows: 
J(T) = 2 Re j dx L1 du Ifhg(o$t + 7) + (1 - 4 v(t)) 
x T-‘[@(t + T) - e(t)] - fhg(v(t)) $1. (3.9) 
Applying the Fubini theorem and the Schwarz inequality, we obtain 
+ lI.fhBGJ~(t + 4 + (1 - 4 w -fh&w)ll Ii g 111. (3.10) 
On the other hand, for any q and va in L2 
II f&d - fddll < II f (h * s) - f (h * vz)ll 
by Lemma 1.3, 
II 
2 
... <C h*(v, - q.) c (h c v$‘+ 
i.i=l /I 
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by (1.28), 
2 
~C II h * (v1 - v2)ll21>; L II h *vi 11:~~1 
i,j~l 
by Holder's inequality, 
2 
~C L II h 11~ 1 II vi - v2llll vi IIP;-1 
i,j~1 j 
(3.11) 
by Young's inequality, with si = 2pi/(Pi + 1). The inequality (3.11) implies 
I ](T)I ~ C t
1
ll h II~} ~(II v(t + T)IIP; +II v(t)IIP1) 
X II T-1(v(t + T) - v(t)) - ~~II + (II v(t + T)IIP;-l 
+ II v(t)IIP1- 1) II v(t + T) - v(t)llll ~~Ill 
from which the proposition follows immediately. 
(3.12) 
We are now in condition to prove the conservation of the L 2-norm and of 
the energy in differential form for the regularized equation. 
PROPOSITION 3.3. Let f satisfy (H1, 2, 3), lethE !7 satisfy (h1) and g satisfy 
(g 1). Let I be an interval of IR, let t0 E 1, u0 E H1 and let u be a solution of the 
equation (2.17) in !¥(!). Then 
~ II u(t)ll2 = 0 (3.13) 
and 
(3.14) 
Proof. It follows from Proposition 3.2 that u E~(I, Hl) for all nonnegative 
integers l and that 
i ~~ = H0u + f 11u(u) (3.15) 
i ~ Vu = H0 Vu + Vf,.u(u). (3.16) 
It follows from (3.15) that 
:t II u(t)ll2 = 2 lm(u, H 0u). + 2 lm(u,f11u{u)). (3.17) 
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The first term in the right hand side vanishes because H,, is self adjoint, and 
the second term vanishes because of assumption (H3). This proves (3.13). 
On the other hand as a consequence of (3.16) and Lemma 3.1, one obtains 
d [Ii Vu /I2 + f I’&) dx] = 2 Im(Vu, H,,Vu) z 
t 2 ImW, Vf&)> + 2 Im ( fhg(io, i g). (3.18) 
The first term in the right hand side vanishes because H,, is self adjoint. Using 
again (3.15) we rewrite the sum of the last two terms as 
2 14 f&4, 8224 + fhrW 
This vanishes by assumption (H3) and the proof is complete. 
We next use the conservation of the norm and of the energy for the regularized 
equation (2.17), as expressed by Proposition 3.3 to show that any solution of the 
equation (2.16) with initial data in Ip remains in Hr for all t for which it exists. 
For all o E H1 we define the energy function as 
and more generally 
E(o) = II %J II2 + j- W) dx (3.19) 
J%($ = II Vv II2 + j gW dx, (3.20) 
of which (3.19) is the special case corresponding to g = 1. E differs from the 
conventional expression for the energy associated with the equation (2.1) by a 
term m 11 w 112, This is immaterial since this term is conserved by the evolution. 
It follows from Lemma 1.6 and from the inclusion H1 C X that the expression 
E,(o) is well defined fore, E H1 and satisfies the inequality 
I E&4 d ‘Al CJ I&I + II VJ lc;‘>. (3.21) 
PROPOSITION 3.4. Let f satisfy (Hl, 2, 3) and g satisfy (gl). Let I be an inter- 
val of R, let t, E I and u,, E Hz and kt u be a solution of the equation (2.16) in 
S(I). Then u E W(I, H1) and, for all t E I, u(t) satisfies the equalities 
II uP)ll = II uo II (3.22) 
M4t)) = E&o). (3.23) 
Proof. We first prove that u(t) belongs to H1 and satisfies (3.22, 3.23) for 
all t E 1. For this it is sufficient to prove that for any compact subinterval I1 C I 
containing to and all t ~1~ , u(t) E Hl and satisfies (3.22, 3.23). For this it is 
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enough to show that for any ti E Z, with u(tr) E Hr, there exists a T > 0, possibly 
depending on I, but independent of tl , such that for all t E [tl - T, tr + Tj n II , 
u(t) belongs to ZZr and satisfies 
(3.24) 
One will then apply this result with t, = to + kT, k = 0, fl, f2,... until 
one has covered I1 . 
Let therefore Zi be a compact subinterval of Z, let t, E Zi let 
P = ;;7 II w - 4 Wlx 
3 1 
(p is finite by Lemma 2.2) and let T,,(p) be defined as in Proposition 2.1 
(see 2.23)). We take T = To(p). Let I, = [tl - T,(p), tl + To(p)] n II and 
let ur s u(tl) E Hi. For any h E 9’ satisfying (hl), let u,, be the solution of the 
equation 
4&l , Ul) fJ = w 
in 5?(Zs), It follows from Proposition 3.3 that for all t E I, , 
II %Wl = II h * u, II 
II ww + J-m * q,(t)) dx = II h * Vu, 11s + 1 gV(h * h t i(r) dx. (3.25) 
We fix t EZ, . When h tends, to 8 (see Definition 3.1), u,(t) tends to u(t) in X 
by Proposition 3.1. Therefore, by Lemmas 1.3 and 1.6: 
II W)ll + II % II 
(3.26) 
II VWl12 -+ Uu,) - I’ d+(t)) dx. 
It follows now from Lemma A.2.1 applied to x = H1, a = X, {wj} = (uhi} 
for some sequence (5) that tends to 6, and to the quadratic forms n(w) = 11 w \I2 
and q(w) = 11 VW II2 that u(t) E H1 and that u(t) satisfies the inequalities 
II 4tIl = II % II 
J%MtN G Jwl)~ 
(3.27) 
By exchanging t and tl , using Lemma 2.2, we obtain the converse inequalities, 
and therefore the equalities(3.22, 3.23). F rom these inequalities it follows that 
II 4wf~ is a continuous function of t. The strong continuity of u(t) in Z!P then 
follows from Corollary A.2.1. 
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In order to exploit the conservation of the norm and of the energy to prove 
the existence of global solutions, it will be necessary to control the norm in 
H1 in terms of the L2-norm and the energy function. This will make essential 
use of the assumption (H4), which has been introduced precisely for this 
purpose. 
LEMMA 3.2. Let f satisfy (Hl, 3, 4), let g satisjy (gl), and let ~1 E H1 be such 
that V(v) E Ll. Then 
II v lip G WI v IL J47,(4) (3.28) 
where 
N2(jlv I), E,(v)) = (1 - b)-’ E,(v) + C,(ll v II2 + 11 v jj2(1+2bnl(1-b))) (3.29) 
and b is dejtzed by p, = 1 + 4b/n (in particular 0 < b < 1). 
Remark. The constant C, in (3.29) d p d e en s only on b, on the constant C, 
in (H4), and on the constant in the Sobolev inequality (see below). Under 
assumption (H4), the right hand side of (3.29) is positive for all v E H1. 
Proof of Lemma 3.2. It follows from the Sobolev inequality (1.23) with 
q = pa + 1 and from the definition of b that 
11 v g$: < u3 /I vv /j2b /Iv p-b)+4+ 
with a 3 = u’s+’ 9*+1 * 
Therefore assumption (H4) implies: 
q(v) > 11 vv 112 - C,(ll v 112 + a3 11 vv p 11 v p-b)+4bln). 
This inequality can be rewritten as 
y > p(x) 3 x - Bxb 
where 
Y = -wJ) + C3IIv II2 
x = (I VW 112 
B = C,a, 11 v112(l-b)+Jbln. 
The function p is convex and vanishes at x = 0 and at x = x0 
Furthermore I’ = 1 - b. Consequently 
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Substituting (3.33) into (3.35) yields (3.29) with 
C, = Max(1 + (1 - b)-i Ca , (~sC’s)~/(~-~)). (3.36) 
COROLLARY 3.1. Let f satisfr (Hl, 2, 3,4) and g satisfy (gl). Then there 
exists a continuous increasing polynomially bounded function M, from R+ to Rf 
with M,(O) = 0, depending only on f and n, such that 
II wz lIHi G Mo(ll~1 ll,l> (3.37) 
for a&v, and v2 in H1 satisfying 11 wz 1) = 11 v, (/ Grid EJwJ = E,(q). 
Proof. Follows immediately from inequality (3.21) and Lemma 3.2. 
We are now in a position to prove the main result of this paper, namely the 
existence of global solutions of the equation (2.16). 
THEOREM 3.1. Let f satisfy (Hl, 2,3,4) and g satisfr (gl). Let to E R and 
uo~IIl. Then 
(1) The equation (2.16) h as a unique solution u in S(R). This solution belongs 
to %b([w). 
(2) u EV~(IW, H1) andfor all t E R, u(t) satis$es the relutio?ls 
II uP>ll = II uo II 
(3.38) 
-f-w(tN = =%(uo)- 
(3) The function s + [O(u)](s) defined by (2.18) belongs to %?b(R, Y,(R)) 
and sati$es the estimate (see (1.25)) 
I @(ulw G aMo(ll uo ll,J (3.39) 
where the function MO is defined in Corollary 3.1 and a is the constant that appears 
in (1.24). 
Proof. We first prove part (1). Uniqueness is a special case of Proposition 2.2. 
We prove existence. Let u. E H1 and p = iV(ll u. (I, E,(u,)) where N is defined 
by (3.29). In particular II u. JJH1 < p. Let T(p) be defined as in Proposition 2.4 
and I = [to - T(p), to + T(p)]. Let u E s(1) be the solution of the equation (2.16) 
described in Proposition 2.4. It follows from Proposition 3.4 that u(t) E Hl 
for all t ~1 and that 
II u(to + T(P)II = II uo II 
(3.40) 
-%wo + T(P))) = Uuo)* 
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Therefore Lemma 3.2 implies: 
II eo + T(fNl,l < w u(to +T(f))ll, J%(u(tll + T(p)))) 
= Nl~oll, qJ(uo)) = p (3.41) 
By Proposition 2.4, the equation 
Mto + T(f), u(to + T(f))) fJ = t!J 
has a unique solution in %([t,, , t, + 2T(p)]) which, by Lemma 2.2 and 
Proposition 2.3, continues the previous solution II. Moreover, by Proposition 3.4: 
II “&I + 2WNll = II el + %+ll = II uo II 
G(u(to + 2T(fN) = -EM~o + T(f))) = MJO) 
(3.42) 
so that by Lemma 3.2: 
II a0 + 27YPHl,* G Ml uo II, U@o)) = P. (3.43) 
One can then iterate this procedure and thereby continue the solution u 
by successive steps of the same lenth T(p). This extends the solution to the inter- 
val [to , co). The extension to (---co, to] proceeds in the same way. 
The fact that u E%#!) is a special case of part (3). 
Part (2) follows from Proposition 3.4 and Lemma 3.2. 
In order to prove part (3) we note that: 
I @(io!R,R G 0 y;; II WI,1 (3.44) 
by the Sobolev inequality (1.24). Th e inequality (3.39) is then a consequence 
of Corollary 3.1 and of part (2) of the theorem. From Lemma 2.2, part (1) 
and from (3.39), it follows that G(u) E~&R, Y,(R)). 
4. CONTINUITY WITH RESPECT TO INITIAL DATA 
In this section we study the continuity of the solutions of the Eq. (2.15) 
with respect to the initial time and initial data. We begin with a local continuity 
property. 
LEMMA 4.1. Let f satisfy (HI, 2), let h satisfy (hl) and g satisfy (gl). Let p 
be any positive number, let T,(p) be de$ned us in Proposition 2.1, let to E R, 
let I = [to - To(p), to + T,(p)] und let J be w inte-rvul containing I. Let u, und 
u6 E X be such that U(. - to) u. and U(* - to) u; belong to Yb( J) und satisfy 
1 U(* - to) u. 1, < p and I U(. - to) u; I, < p. Let u und u’ be the solutions of 
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the equation (2.15) and of the equation A,( t, , u;) v = v in S(I) respectivet’y, described 
in Proposition 2.3. Let @(p(u) and @(u’) be defined as in Lemma 2.2. Then: 
I Ip(4 - @w)lL, G 4P~41(4d - PWIMJ * (4.1) 
Proof. It follows from (2.21) that for all s E I and all t E J: 
U(t - s)(u(s) - u’(s)) = U(t - to)(uo - 24;) 
+ [Wo 9 4 4(t) - [G(to 9 4 W). (4.2) 
It follows from (2.8, 2.9) and (2.23) that 
lP(~N4 - PwI1(4l, < I U(. - 43)(% - 4lJ + i! I ZJ - 11’ II * (4.3) 
Now 
I u - 11’ I, 9 I @P(4 - @W)l,.J - 
(4.3) and (4.4) imply (4.1). 
(4.4) 
We next study the existence of solutions of the equation (2.15) and their 
continuity with respect to initial data for fixed initial time, in a neighborhood 
of a given solution. 
PROPOSITION 4.1. Let f satisfy (Hl, 2), let h satisjy (hl) and g satisfy (gl). 
Let I be a bounded interval, let J be an interval, I C J C R. Let t,, E I, let u, E X 
be such that U(. - t,) u,, E Yb( J) and let u E Sb(I) be solution of the equation (2.15). 
Let P > 2 I @(~II,J, let T,(p) be de$ned as in Proposition 2.1 and let N be an 
integer, N > 1 I I T&)-l where 1 I I is the Zength of I. 
Then for all ui E X such that U(. - tO) u6 E Y,,(J) and such that 
1 U(- - t,)(uo - &)lJ < p2-‘N+i’ (4.5) 
the equation (2.15) has a (unique) solution u’ in Sb(I) and this solution satis@ 
the estimates 
I @(U’)II,J ,< p (4.6) 
! @(u) - @(U’)l,.J < 2N I U(. - t,)(u, - u&. (4.7) 
Proof. For all n E E let 
I, = [to + (n - 1) To(p), to + (n + 1) T,(p)] n I. 
It follows from Proposition 2.3 that the equation A,(t, , U&J = v has a unique 
solution u’ in Z&(1,,) and from Lemma 4.1 that @(u’), which lies in %‘&, ,Yt,( J)), 
satisfies the estimate 
I w - @@‘)I r,.r < 2 I[@(~)l(hJ - [@(~‘)](GJl.r < CN. (4.8) 
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In particular 
I @(u’)l Io..l G P* (4.9) 
One can therefore apply Proposition 2.3 and Lemma 4.1 again with t, replaced 
by t, & T,,(p), that is with 1s replaced by lhl . This provides a continuation of 
the solution u’ to the interval I-, u I,, u I1 , with the estimates 
I w - @(~‘h*l*J G 2 I[@wl(~o f To(P)) - r@wN4l f TdPNJ 
< p2-‘N+i’. (4.10) 
One can then repeat this process until one has covered the interval I. The 
number of steps is at most N, and at each step one has the estimate 
for all s in the interval where u’ is defined. This estimate makes it possible to 
apply Proposition 2.1 to continue U’ to the next interval, and then Lemma 4.1 
to derive the estimate on Q(u) - @(u’) in this interval. 
We are now in a position to study the continuity of the solutions of the 
equation (2.15) with respect to the pair (to, ,, u ) consisting of the initial time 
and the initial data. The relevant topology on the set of the (to , u,,) can be 
described as follows. 
Let I be a bounded interval, let J be an interval, 1 C R, and let w be the map 
(to , V) + (to , V(Q) from I x Y,(J) into I x X. This map is one to one and 
the inverse map is defined by 
We shall take (tO , us) in ~(1 x Yb(J)) for some pair (I, J), with the topology 
that is the image under w of the product topology of I and Yb(J). 
PROPOSITION 4.2. Let f satisfy (Hl, 2), let h satisfy (hl) and g satisfy (gl). 
Let I be a bounded interval and J an interval, I C J C R. Let (to , uO) E w(I x Yb(J)), 
let u E Tb(l) be so&ion of the equation (2.15) and let a(u) be defined by (2.18). (We 
aZready know that Q(u) ~‘ip,(I, Yb(J))). Then there exists a neighborhood % of 
(to , u,,) in ~(1 x Yb(J)) such thutfor all (t; , ui) E %, the equation A,($ , ub) v = w 
has a (unique) solution u’ in 9,(I). Furthermore the map (th , u;) -+ @(u’) is con- 
tinuous from Q to %‘,,(I, Yb(J)). 
Proof. The proof proceeds in two steps. 
First step. One first proves that under the assumptions of the proposition, 
there exists a neighborhood % of (to , uJ such that the equation A”($ , u;) v = v 
has a (unique) solution u’ in S,(1), and that @(u’) tends to 0(u) in Q,(I, Yb( J)) 
when (tk , uh) tends to (to , us). 
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Let P 3 2 I @(~ILJ and let To(p) be defined as in Proposition 2.1. It follows 
from (2.19), (2.8,2.9) and (4.4) that u satisfies the estimate 
Imml) - r@(4lwJ G (P/4) T0(P/4)-c I t - to lE (4.11) 
for all t E I such that 1 t - to 1 < T,(p/4). Let N be an integer, N > 111 To(p)-l 
and let G? be the set of the (ti , u,$ such that 
I to - t; I < 2-““To(p/4) (4.12) 
I U(. - to) 240 - U(. - t;) 24; IJ < p2++2’. (4.13) 
It follows from (4.11, 4.12, 4.13) that 
I U(* - tA)(u(tb) - z&)/J < p2-‘N+“. (4.14) 
One can therefore apply Proposition 4.1 with to replaced by t; to obtain the 
existence of U’ and the estimate 
I G’(u) - @W)l,.J G 2N{I U(. - 2,) ug - U(* - 6) 4 IJ 
+ (P,‘4) To(p/4)-’ I to - 6 le> (4.15) 
which proves continuity at (to , uo). 
Second step. One proves the continuity of the map (th , u;) -+ @(u’) from 
% to +?,(I, Y,(J)) by repeating the previous proof with u replaced by u’. 
Remark 4.1. If in Proposition 4.2 one adds the assumption that f satisfies 
(H3), one can prove that for fixed t E I, the map (t; , u,$ + u’(t) is continuous 
from @ n (1 x WI) (equipped with the natural topology of I x j?) into Hi 
(equipped with its natural topology). The proof follows from Corollary A.2.1. 
So far, we have studied the continuity of the solutions of the equation (2.15) in 
the neighborhood of a given solution, making only assumptions (Hl, 2) on f, 
which ensure local existence and uniqueness of the solutions. If in addition 
one assumes (H3) and (H4), which ensure global existence of the solutions and 
uniform control of their norm, one can strengthen the previous results and 
obtain some uniformity in the continuity. We first recall that because of the 
Sobolev inequality (1.24) the map u. --t U(. - to) u0 is a continuous injection 
of H1 into Y,(R) and 
I u(. - to) u. JR < a II u. IlHIT 
where a is the same constant as in (1.24). Therefore, the map (to , uo) + 
(to Y UC. - to) uo) is a continuous injection of R x Hi into R x Y,(R). By 
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the inverse map, the product topology in 08 x Y&R) induces on lR x H1 a 
topology which is the relevant one to describe continuity. As in Theorem 3.1, 
we restrict our attention to the equation (2.16) with regularization removed. 
PROPOSITION 4.3. Let f satisfy (HI, 2, 3,4) and g satisfy (gl). For any 
(t, , u,,) E K! x H1, Zet u E%~(IW) be the solution of the equation (2.16) described in 
Theorem 3.1, and let Q(u) be defined by (2.18). Then the map (to, uO) + @p(u) is 
continuous from [w x H1 equipped with the topology induced by [w x Yb((w) 
as described above, into V,([w, Yb([w)) equipped with the topology of untform con- 
vergence on the compact subsets of [w. For any compact interval I C K?, the continuity 
of the map (to , u,,) + <P(u) from Iw x H1 into gb(I, Y&k!)) is uniform in (to , uO) 
for t, in a compact subset of (w and uO in a bounded set of H’. 
Proof. By Theorem 3.1, we know already that for all (to , us) E R x H1, 
G(U) lies in V&R, Yb(R)). Let now pi be a positive number, let u0 and ui in 
H1 be such that II u. 11~ < p1 , II 4 lIH1 < p1 , let to E R, ti E R and let u and u’ 
be the solutions of the equation (2.16) and of the equation A&t; , uh) v = v 
respectively, described in Theorem 3.1. Then by (3.39), 1 @(~)lz,n < uNl,(h) 
and j @(u’)j n,n < aM,(p,). Let p = (u/2) MO@,) and let To(p) be defined as 
in Proposition 2.1. Let 1 be a compact interval, let 
D = Max(QyF / t - to I, Sup I t - t; I) 
&I 
and let N be an integer, N 3 DT,(p)-l. By the same method as in the proof of 
Propositions 4.1 and 4.2, one obtains the estimate 
I @(u) - @y”‘)lI,W G ZN{l U(. - to) uo - U(. - t3 4J ILiz 
+ PT,(P)-’ I to - 6 I? (4.16) 
provided / to - ti / < T,(p). Proposition 4.3 follows immediately from the 
estimate (4.16). 
APPENDIX 1. THE BOCHNBR INTEGRAL 
One can introduce the notion of integral (Bochner integral) for a suitable 
class of functions from a measure space to a Banach space. For details see [3]. 
Here we only collect some miscellaneous results concerning this integral in a 
form adapted to the situation we are interested in. 
THEOREM A. 1 .l . Let I be an interval of Iw, let 7 --f W(T) be a function from 
I to a Bunach space 97. A necessary and su$Gnt condition that W(T) be integrable 
with respect to the Lebesgue measure is that the function w(.) be strongly measurable 
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ati that J, (1 w(7)(1 d7 < co. If w(.) is integrable, then for any measurable subset 
EofI 
(A.l.l) 
Remark A.l.l. If a function t -+ w(r) from I C R to a Banach space ~$9 
is strongly continuous on I with the possible exception of a finite number of 
points, the measurability condition of Theorem A.1 .l is satisfied. Therefore 
for such functions integrability is equivalent to integrabifity of the norm. 
THEOREM A.1.2. Let I be an interval of IT& let 7 -+ W(T) be a function from I 
to a Banach space ~37, integrable with respect o the Lebesgue measure. Then, for 




W(T) dr (A.1.2) 
to 
belongs to W(I, $7). Moreover, if w(.) is continuous, then the function &j&d by 
(A.l.2) is diflerentiable and one has 
$ j-” W(T) dr = w(t). 
to 
(A. I .3) 
THEOREM A.l.3. Let SYI and .@a be two Banuch spaces, let T be a closed linear 
trausformation with domain in a1 and range in S& , let I be an interval of the real 
line. If 7 -+ W(T) and 7 -+ Tw(T) are integrable functions from I to .s& and aS 
respectively, then J, W(T) dr belongs to the domain of T and one has 
T s, W(T) d7 = I, Tw(T) dT. (A. 1.4) 
Using the above theorems one can prove the following result. 
PROPOSITION A.l.l. Let I be an interval of Iw, let t, E I, let the function 
T + v(T) belong to %(I, Ha). DeJne U(t) by (1.2, 1.3). Then the function 
t -+ & U(t - T) V(T) dT bekmgs to %?(I, L2) and one has 
$ ( u(t - T) V(T) dT = V(t) - iH, [; U(t - T) V(T) dr. (A. 1 S) 
Proof. By the assumptions on v( .), the function 7 -+ &v(T) belongs to 
%‘(I, L2). Therefore, by Theorem A.1.3, for any t, ~1, the function 
t -+ & U(t - T) V(T) dT belongs to 9(H,) (- Ha) and one has 
H, i: u(t - T) V(T) dT = i: U(t - T) H&T) dT (A. 1.6) 
30 GINIBRE AND VELO 
for all t ~1. On the other hand, still by Theorem A.1.3, the following equality 
holds 
(t’ - t)-l 11;’ U(t’ - T) V(T) dT - 1: U(t - T) V(T) d7j 
= (t’ - t)-l(u(t’) - u(t)) j+; u(v) V(T) dT 
+ (t’ - t)-’ u(t’) s,I’ u(-T) V(T) dT (A.1.7) 
for all t, t’ ~1, t # t’. The assertions of the theorem are now immediately 
obtained by taking the limit t’ + t in (8.1.7) and applying (A.1.3) and (A.1.6). 
APPENDIX 2. AN AUXILIARY COMPACTNESS RESULT 
In this appendix, we derive a result from general analysis which is used 
several times in this paper. 
LEMMA A.2.1. Let S? be a Banach space, and A? a Hilbert space continuously 
embedded in 22. Let v E 2? and let (vj} be a sequence in Z that is bounded in norm 
in A? and converges weakly to v in @. Then 
(1) v E z?’ and vi converges to v weakly in Z. 
(2) For any nonnegative bounded quadratic form q in &‘, the following 
inequality holds : 
4(v) G p-J 4(%). (A.2.1) 
In particular 
II v II < g II vj II (A.2.2) 
where /I . 11 denotes the norm in s+?. 
(3) If in addition 
Je II vj II < II v II (A.2.3) 
then vuj converges to v strongly in X. 
Proof. Let q be a nonnegative bounded quadratic form in #. For each 01 
(0 < CL < 1) we define a new Hilbert space norm (1 .I\, in &’ by 
II 24 ii: = ‘* II u II2 + (1 - 4 !704 
All these norms are equivalent. 
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Let cx be fixed. One can extract from the sequence {v~} a subsequence {v;} 
(in general, depending on a) such that the following limit exists: 
(A.2.4) 
Like the original sequence, the sequence {v;} is bounded in #. Since &’ is 
sequentially weakly compact, one can extract from the sequence {wk} a sub- 
sequence {wl} that converges weakly in z?. Let w be its weak limit in .%Y. We 
shall now prove that w = w. Indeed, for all 6 E &’ 
pjz <f, Wl> = <t, w>. (A.2.5) 
Let 9* be the dual space of a. Since .@ C &Y by assumption, g* C X by duality. 
Therefore (A.2.5) holds a fortiori for all 5 ~5lI*. On the other hand, it follows 
from the weak convergence of v, to v in a that for all 6 E .%‘* 
p$ (6, Wl> = (E, 9. (A.2.6) 
Therefore (4, o - w) = 0 for all 5 e&g*, so that v = w. In particular v E X. 
It now follows from the weak convergence of ws to w in &’ that: 
Therefore for all (Y, 0 < ol < 1, 
(A.2.7) 
a! II v II2 + (I - a) do) < 9 [a II vj iI2 + (1 - a) q(vj)] (A.2.8) 
and consequently 
(1 - 4 4w G (1 - 4 E !7(9) + dJ!f2 (A.2.9) + 
where M = Sup, II Vj 11 < CO. (A.2.1) now follows from (A.2.9) by taking the 
limit CL -+ 0. (A.2.2) is a special case of (A.2.1). This proves part (2). 
In order to prove weak convergence of vi to v in 8, one applies the same 
compactness argument to the original sequence {ZQ} and uses the fact that the 
limit of any weakly convergent subsequence of {w,} is o, independently of the 
choice of this particular subsequence. This completes the proof of part (1). 
Part (3) is well known. 
Remark. In all the applications, the sequence {w,} will converge strongly to 
z, in g. Furthermore, Ij wj II will have a well-defined limit, instead of being merely 
bounded. 
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COROLLARY (cf. [ll], Lemma 8.1, p. 297). IA 2d and JE” be as ubooe, 
let A! be a metric space and let v be a weakly continuous function from A? to 93 
such that et(~) E 2 for all TV E .A’ and that 
Then v is weakly continuous from A to 2. If in addition the fun&m p + (1 o(p)lj 
is continuous, then v is strongly continuous from A? to .#. 
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