This paper examines the steady state properties of the Threshold Vector Autoregressive model. Assuming the trigger variable is exogenous and the regime process follows a Bernoulli distribution, necessary and sufficient conditions for existence of stationary distribution are derived. A situation related to so-called "locally explosive models", where the stationary distribution exists though the model is explosive in one regime, is analysed. Simulations show that locally explosive models can generate some of the key properties of financial and economic data. They also show that assessing the stationarity of threshold models based on simulations might well lead to wrong conclusions.
Introduction
Theoretical and empirical modelling of financial time series remains challenging. First of all, the usual linear framework often falls short of properly describing the data which instead exhibit important non-linear features. Secondly, economic theory regularly results in models with multiple equilibria and asymmetries which the time series model should be able to accommodate. Finally, data is often interconnected and hence simple univariate models generally fall short of describing the complex nature of the data. The Global Financial Crisis of 2008 demonstrated this very clearly and reinforced the need to use a multivariate non-linear framework in economic models, in general, and in empirical finance, in particular.
Among the many possible candidate non-linear models, threshold models are particularly interesting and they have been extensively used in the existing empirical literature. These models are straightforward generalizations of linear models. For example, the simple two regime Threshold Autoregressive (TAR) model specifies a different autoregressive structure for each of the regimes and a threshold variable that determines which regime is active. These models are therefore relatively simple to estimate, and since at time t the regime state is known they are more suitable for forecasting than other non-linear models, in particular hidden Markov models. Finally, TAR models allow for reasonably simple tests of the non-linear structure against linear alternatives and to test the number of regimes. The multivariate generalization of the TAR model instead uses vector autoregressive (VAR) structures in the regimes and is therefore naturally referred to as the TVAR model (Tsay, 1998; Hubrich and Terasvirta, 2013) .
Empirical studies have used threshold models to explore the asymmetric effect of fiscal and monetary policies, where the effect of monetary policy might depend on the size and sign of the shock. For example, TVAR models have been used to study the term structure of interest rates (Pfann et al., 1996; Hansen and Seo, 2002; Gospodinov, 2005) and have found application in modelling the asymmetry of different credit regimes (Balke, 2000) and exchange rate regimes (Gouveia and Rodrigues, 2004) . Another important application of threshold models has been to study the business cycle. For example, Potter (1995) use TAR models to study GNP growth rates in the US. Further evidence on the usefulness of threshold models for analysing the business cycle can be found in Koop and Potter (1999) , Peel and Speight (1998) , Koop et al. (1996) , and Altissimo and Violante (2001) , amongst others.
Threshold models are also widely used in financial markets studies to explore the asymmetric relation between variables. In particular, a common application of TAR models includes determining the threshold effect in price movements related to transaction cost (Yadav et al., 1994) .
The threshold ARCH class of models has been applied to study the non-linear effect in volatility processes (Rabemananjara and Zakoian, 1993) . Finally, multivariate threshold models have been extensively used in studying the dynamics in stock prices, returns, volatilities, real economic variables and exchange rates (Barnes, 1999; Griffin et al., 2007) . A detailed review of the application of threshold models in empirical economics can be found in Hansen (2011) .
One challenge with non-linear time series models in general and by extension also with threshold models is to assess model stationarity. Establishing stationarity is important as it is a fundamental assumption in most theoretical research. Indeed, the asymptotic properties of estimators in threshold models are generally established under a set of standard regularity conditions, which include the existence of finite higher order moments and the strict stationarity of the data generating process (Tsay, 1998) . Moreover, existing inference approaches assume stationarity of the data generating process (Tsay, 1998; Hansen, 1996 Hansen, , 2000 and violation of this assumption might lead to spurious non-linearity (Calza and Souza, 2005) and could invalidate the use of Hansen (1996) simulated p-values for inference. While significant progress has been made to establish conditions which ensure stationarity for the univariate threshold case (Chang and Tong, 1985; Brockwell et al., 1992; Petruccelli and Woolford, 1984; Knight and Satchell, 2011; Chen et al., 2011) to the best our knowledge very little is known about the multivariate extension. Please see Chen et al. (2011) for an extensive review about recent findings regarding the stationarity of TAR models. If one was to use the general approach from this literature to establish the stationarity of TVAR models it would require proving the convergence of an infinite sum of products of random matrices. This is clearly difficult and likely explains the absence of theoretical results for TVAR model.
In this paper we fill this gap in the existing literature and analyse the properties of the TVAR model in detail. To achieve this, we assume that the trigger variable is exogenous and that the regime process follows a Bernoulli distribution. We first derive necessary and sufficient conditions for second order stationarity, which are not present in the previous literature, when the variancecovariance matrices of the random vector and the error process are assumed to have full rank. Next, we characterize the joint conditional distribution of the data generating process when the error vector follows a multivariate normal distribution. Finally, we derive the unconditional distribution, when our model follows a random walk in one regime, and we demonstrate that in this case the distribution of the threshold model is an infinite mixture of normals. This shows that TVAR models are very general and can accommodate many of the stylized features of financial data.
As an application of our results, we consider the special case where the elements of the random vector are positively correlated and we describe a model which is explosive in one regime, but still allows for the existence of steady state distribution. A similar idea was introduced in Knight et al. (2014) in the univariate case as a so-called "locally explosive model". In particular, they study the univariate threshold autoregressive model with exogenous trigger and its application to bubble formation. We expand the notion of locally explosive models to the bivariate TVAR model. The derived conditions for the existence of the stationary distribution have simple economic intuition and are easy to interpret. In particular, our results show that in the stationary model there is a trade-off between autoregressive dependence in the regime and the probability of the regime.
Next, we conduct an empirical analysis of the locally explosive models. In the absence of explicit theoretical conditions which guarantee stationarity of the model, the previous literature suggested to establish stationarity indirectly by demonstrating using a simulation study that the estimated model does not contradict the stability assumption. To assess this procedure, we simulate the bivariate locally explosive TVAR model for different distributions of the regimes. Our results show that a simulation study aimed at arguing for stability of a particular model might give inconclusive or even wrong results. Specifically, we show that the simulation exercise may very well fail to reject stability of non-stationary TVAR models when the probability of the explosive regime is low.
Finally, we empirically document that the locally explosive TVAR model can be associated with bubble formation processes. In fact, our simulated locally explosive models appear to possess explosive and unit root behaviour while overall remaining stationary. These properties are implied by the definition of bubbles prevailing in the current literature and formally described by Evans (1991) and . Our results should encourage further research into threshold models and their use to study the formation of and existence of bubbles in financial data.
The structure of the paper is as follows: In Section 2 we derive the necessary and sufficient conditions for second order stationarity and for the existence of a stationary distribution for the TVAR model. This section also derives closed form solutions for the stationary distribution. In Section 3, we consider the so-called locally explosive models, in which the TVAR model is explosive in one regime, while overall remaining stationary. This section also presents some interesting special cases and reports the results from a simulation study. Finally, Section 4 concludes.
Throughout this paper we consider the threshold vector autoregressive model given by
where Y t is a (n × 1) random vector, Φ 1 and Φ 2 are (n × n) parameter matrices, where n is the number of time series. I() is the indicator function, X t is a random variable, which determines the regime, and t is a sequence of independent multivariate random vectors, such that E( t ) = 0 and V ar( t ) = Σ, ∀t, where Σ is positive definite with full rank. We assume that E( t |X s ) = 0 for all s ≤ t and that the sequence ( t , X t ), t ≥ 1, is iid.
The regime process is defined as
From this it follows that S t is a Bernoulli variable with S t = 0 with probability 1 − π and S t = 1 with probability π. Using S t , (1) can be rewritten
where E(B t ) = 0, ∀t, the model in (1) can be rewritten as a Random Coefficient Model (RCM) (see Nicholls and Quinn (1982) ) given by
In the following sections we examine in detail the TVAR model specified above. First we provide the necessary and sufficient conditions under which the TVAR model is second order stationary.
We also derive expressions for the moments and the stationary solution to the model given in (1).
Secondly, we derive the distribution associated with this data generating process.
Stationarity of the TVAR model
Theorem 1 provides conditions under which the TVAR model above is second order stationary, i.e. that E(Y t ) is constant and Cov(Y t , Y t+h ) depends only on the lag h.
Theorem 1. The process Y t , t = 0, 1, 2, ... defined in (1) is second order stationary with positive definite covariance matrix V = V ar(Y 0 ) if and only if:
1. the mean of the initial vector µ = E(Y 0 ) satisfies µ = Φµ,
Proof. See Appendix A.
Condition 2 of Theorem 1 provides an expression for calculating the covariance matrix of the second order stationary process Y t . Notice that after vectorization of this expression we can obtain a closed form formula for this. Remark 1 provides this formula.
Remark 1. From vectorization of the expression
We note that our sufficient conditions for the existence of moments are in fact special cases of the conditions for the stationarity of RCMs derived by Nicholls and Quinn (1981) and Feigin and Tweedie (1985) . What has been missing in the literature however are necessary conditions.
Theorem 1 provides these under the assumptions outlined following (1).
Theorem 2 provides an expression for the stationary solution to the model in (1) and the corresponding conditions for the existence of this solution. Theorem 2 also shows that this solution is unique and strictly stationary.
Theorem 2. Assume that V is positive definite with full rank. Then the TVAR model in (1) has a unique stationary solution given by
if and only if | λ |< 1, where λ is the maximum eigenvalue of the matrix
In Remark 2 we provide the restriction on the eigenvalues of the matrix Φ, which is necessary for the stationary model (1) and follows from Theorem 1 and 2. This condition is more tractable, and it is used in Section 3 to simplify the analysis of the stationary TVAR model with one explosive regime.
Remark 2. Let the process Y t , t = 0, 1, 2, ... defined in (1) be stationary with positive definite covariance matrix V . Then the maximum eigenvalue of the matrix Φ is less than 1.
The results of Theorem 1 and 2 can be extended to TVAR models with more than one lag.
Corollary 1 presents the conditions for the stationarity of the TVAR model, which contains more than one lag.
Corollary 1. Consider the following two-regime TVAR model with p lags in each regime
where the properties of X t and t are those following equation (1). This model has a unique stationary solution given by
The distinctive feature of the TVAR model is that it is a linear Vector Autoregresive Model (VAR) in each of the regimes and an interesting question therefore is how the stability of each regime contributes to the stationarity of the whole TVAR model. Knight and Satchell (2011) investigate this question in detail for the univariate TAR model and Niglio et al. (2012) provide evidence that, when the univariate TAR model is stationary in both regimes, the whole TAR model cannot explode. The most interesting situation however occurs when the model in (1) is explosive in one of the regimes.
The results of Theorem 1 and 2 can be used to analyse this particular situation, one in which the TVAR model in (1) is explosive in one of the regimes. For example, the following example
shows that the TVAR model can still be stationary in that case provided the probability to be in the explosive regime is not too large. See also Section 3 for further analysis.
Example. Consider the model in (1)
3. Since one of the eigenvalues of Φ 1 is equal to 1.01, the model is not 
and its maximum eigenvalue λ = 0.78. Thus, overall the model is stationary.
The stationary distribution
In this section we describe the stationary distribution associated with the model in (1). Throughout we assume that t ∼ N (0, Σ) are independent random vectors. Let Y t be defined by (4). Following Nicholls and Quinn (1982) and letting S n (t) = n k=1 (Φ + B t−k ), n ≥ 1, with S 0 (t) = 1, we have
From this we have that
and from the definition of S n (t) we notice that the stationary distribution of Y t is a complicated mixture of Normal distribution. Since, it is difficult to establish the distribution of Y t in general, we will derive it under the assumption that Φ 1 = 0, i.e. that regime 1 is a random walk.
From (8) we see that the characteristic function of Y t conditioned on S n (t) is given by
Notice that when Φ 1 = 0 and Φ 2 = Ψ then B t = (S t − π)Ψ and Φ = πΨ, and hence S
Given the conditional characteristic function and the distribution of S n (t) we can obtain the unconditional characteristic function and the marginal stationary distribution of Y t . The results are presented in Theorem 3.
Theorem 3. The stationary distribution of the TVAR process with Φ 1 = 0 and Φ 2 = Ψ has the following characteristic function
Moreover, the probability distribution function is given by
where N (A, B) is the multivariate normal distribution function with mean A and covariance matrix B.
We notice that the distribution function of Y t given in (12) is an infinite mixture of Normals.
This type of distribution can generate non-zero skewness and excess kurtosis. Such distributional characteristics are interesting when it comes to analysing financial markets and economic problems, since it can support the special features of this type of data. For instance, the distributions of equity returns are characterized by negative skewness and large kurtosis, and typical realized volatility processes have positive skewness and large kurtosis. Thus, the theorem shows that TVAR models can be used to study these processes.
Locally explosive TVAR models
Threshold autoregressive models where one regime is non-stationary are related to the so-called locally explosive models. 1 Knight et al. (2014) defines the locally explosive model as a model in which some regimes may be explosive, but the whole model has a stationary distribution. They study univariate threshold models and apply the idea of locally explosive models to investigate the formation of bubbles. In this section, we generalize the notion of locally explosive models to the bivariate setting. In order to do so, we need to link the stationarity of the whole model in (1) provided in Theorem 1 and 2 to the stability of the model in each particular regime.
The derived conditions for the existence of a stationary solution are simple conditions on the matrix (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 , and it is not possible to relate the eigenvalues of this matrix 1 Notice that the locally explosive models considered in this paper are models, which are state explosive. When X t = t instead the TVAR model is related to the models derived in Phillips and Yu (2009) and where the explosive behaviour is defined in the time series context. to the eigenvalues of the parameter matrices Φ 1 and Φ 2 without adding extra structure. In the following section we therefore consider the bivariate TVAR model, where the parameter matrices Φ 1 and Φ 2 have either positive entries only or are upper triangular. We first obtain the conditions on the parameter matrices under which the locally explosive TVAR model remains stationary.
We next provide a simulation study to examine the characteristics of this model and show that graphically it is very difficult to assess model stationarity using simulated data.
Special cases of the TVAR model
We consider the special case where Y t in (1) is bivariate and the parameter matrices have positive entries. We introduce the following additional notation for
The following corollary to Theorem 1 and 2 provides conditions in terms of the individual φ's above under which the TVAR model is second order stationary. These conditions do not rule out the possibility of an explosive regime, and if we assume that one regime is explosive, we derive the conditions on the coefficient matrix of the stationary regime.
Corollary 2. Let the matrices Φ 1 and Φ 2 have positive entries.
Corollary 2 shows that if the model in (1) is explosive in one regime, the persistence of the variables in this regime is restricted by the probability of the regime and the persistence of the variables in the other regime. 2 In other words, Corollary 2 states that there is a trade-off between how persistent a given regime can be and the probability of this particular regime. In addition, when the conditions of Corollary 2 hold and one of the regimes is explosive, the sum of the coefficients of the other regime's matrix is naturally bounded by one.
Corollary 2 provide sufficient conditions for stationarity of the model, even when the underlying relationship is explosive in one of the regimes. We believe that the above finding might be useful for a number of financial and macroeconomic models. In fact, the assumption of positive entries only in Φ 1 and Φ 2 is not restrictive for economic research and there are a variety of well documented cases with positive relationships between variables and their lags. For example, this is generally the case for dividend yield ratio and stock returns, asset returns and asset market illiquidity, consumption and GDP, exchange rates and the trade balance and inflation and stock volatility, among many other pairs.
When we add slightly more structure and assume that Φ 1 and Φ 2 are triangular matrices with nonnegative diagonal entries, we can derive the necessary conditions directly in terms of the eigenvalues of Φ 1 and Φ 2 . Corollary 3 summarizes these findings.
Corollary 3. Let the process Y t , t = 0, 1, 2, ... defined in (1) be stationary. Then the following conditions hold
where λ i 1 and λ i 2 are eigenvalues of the matrix Φ i , i = 1, 2.
Since the eigenvalues of a triangular matrix is its diagonal entries, Corollary 3 could equivalently be stated as follows.
Corollary 4. Let the process Y t , t = 0, 1, 2, ... defined in (1) be stationary. Then the following conditions hold
Corollary 3 and 4 illustrate explicitly that there is a trade-off between how persistent a regime in the TVAR model can be and the probability of that regime while ensuring the overall stationarity of the process. Again, it is noteworthy that the stationarity of the TVAR model does not rule out the possibility of an explosive regime, but it restricts the value of the own autoregressive coefficients.
Simulation
Second order stationarity implies that means, variances and covariances are time-invariant and finite. If stationarity is not satisfied, however, it could be that shocks to the data generating process could lead to a time series that have unbounded moments. Previously, and in the absence of explicit stationarity conditions such as the ones derived in our paper, the literature instead suggested to verify that the estimated model does not contradict stability assumptions by use of simulation studies (Hubrich and Terasvirta, 2013) . Specifically, the literature proposed to switch off the noise and simulate the estimated model for different histories. If the generated series converge to the same point, the natural conclusion would be that the simulated model is stationary. In contrast, finding at least one starting point that leads to an explosive time series would be sufficient to invalidate the stationarity assumption.
In this section we perform a graphical analysis to "test" the stationarity of the TVAR model as suggested in the existing literature for different locally explosive TVAR models. Our result show that this "test" does not allow us to draw the correct conclusion and the outcome of it is affected by the distribution of the explosive regime and the persistence of this regime. To be specific, we simulate the bivariate TVAR model in (1) The parameter values used in the simulation study are shown in Table 1 . As the table shows, regime 2 is by construction always explosive and we vary the value of π, the probability of regime 2, such that the overall TVAR model can be stationary or non-stationary. This is indicated by the maximum eigenvalue of the matrix (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 , which is reported in column six labelled λ max . In particular, we define 3 groups of models, such that models within each group have the same coefficient matrices, but the probability to be in the explosive regime 2, π, varies.
Models 1-6 are stronger related to lags in the explosive regime 2 than in regime 1. We contrast our models such that the persistence of the models in the second regime is stronger in group 2 than group 1. When the second regime is mildly explosive, like the models from group 1, it has to be in that regime very often, to make the whole TVAR model non-stationary. In contrast, model 6 is unstable even when the probability to be in the explosive regime is as low as 0.3. Thus, when Notes: This table shows the parameter values used in the simulated TVAR models. The distribution of the regimes is Bernoulli with probability to be in regime 2 equal to π. Notice that regime 2 is not stable in any of the models. In the right hand column we report the maximum eigenvalue of the matrix (
one regime is not stable, the distribution of the regimes is crucial for the stationarity of the whole TVAR model. Table 1 and the probability to be in the explosive Regime 2 is equal to π. regime 2 and they can generate huge spikes even when the probability of this regime is low (Panel a and b). Both models 4 and 5 look like unit root models, which explode, though they return to the initial level afterwards. Thus, the simulation exercise cannot reject stability of model 5, even though it is non-stationary by construction. The simulation study though does reject stability of model 6, when the probability to be in the explosive regime increases to 50% (Panel c). Thus, the results of the simulation might be misleading about non-stationary TVAR model with low probability of the explosive regime. 3 The result of the simulation of models 4-6 prevails when n = 2000 (see Figure 5 in Appendix B).
Models 7-9 describe a type of relationship, where a particular time series is stronger related with its own lag in regime 1 and with the other time series in regime 2. These models are quite persistent in regime 1, but still remain stationary in this regime. Figure 3 to the initial level later on. Thus, the results from simulating model 8 show that the conclusion from this type of simulation study may also be sensitive to the sample size used in the simulation.
We end this section by noting that Figure 1 and 2 demonstrate that the simulated paths of TVAR models 1-6 could be associated with data generating processes of financial or economic bubbles. Evans (1991) defines periodically collapsing explosive processes of bubbles such that the Figure 3 : Simulated paths from models 7-9 for different set of histories over a n = 250 period using m = 200 simulated paths. The parameters are those from Table 1 and the probability to be in the explosive Regime 2 is equal to π.
explosive behaviour of this process prevails through the whole sample, with non zero probability to collapse when it faces some threshold level. suggest a locally explosive process of bubbles, where asset prices transit from a unit root regime to an explosive regime.
They propose a novel methodology to detect the explosive roots in the NASDAQ stock market index and claim that their approach is consistent with other propagation mechanisms associated with financial market performance such as rational bubbles, exuberant responses to economic fundamentals and herd behaviour. Our simulation exercise shows how a bivariate locally explosive TVAR model can generate unit root or explosive behaviour, which is consistent with these existing definitions of bubbles.
Conclusion
This paper derives the necessary and sufficient conditions for the existence of stationary distribution of the TVAR model with two regimes, when the regime process follows the Bernoulli distribution.
These results are to the best of our knowledge unavailable in the existing literature. We further derive a closed form solution for the stationary distribution in the special case when one of the regimes is a random walk.
When the variables of interest are positively related we describe a bivariate TVAR model, which is explosive in one regime, but allows for a stationary distribution along with finite moments.
These results are related to so-called locally explosive models and our results essentially extend the notion of locally explosive univariate processes to the bivariate case. We show that such models may remain stationary and to ensure this there is a trade-off between the persistence in a given regime and the probability of this regime.
In an empirical application we simulate from various bivariate TVAR models, which are ex-plosive in one of the regimes. We show how these models can capture the unit root and explosive behaviour, usually implied by the literature on bubble formation. We also demonstrate that a simulation study may fail to reject the stability of non-stationary TVAR models, when the probability of the explosive regime is low.
A Proofs
This appendix contains the proofs of all the theorems and corollaries in the paper.
Proof. We first prove necessity. Let Y t be second order stationary such that E(Y t ) = µ. Taking expectation of (2), we have that µ = Φµ. From (2) we have that
Taking expectations on both sides of (13) and noticing that the expectation of cross products are
which can be rewritten as
Now denote by A = π(1 − π)Φ 0 µµ Φ 0 + Σ. Then
By definition V ar(B t−1 µ) = π(1 − π)Φ 0 µµ Φ 0 is positive semidefinite and Σ is a positive definite matrix of full rank, and thus A is positive define. Conlisk (1974) and Conlisk (1976) show there is a unique positive definite V if and only if the maximum of the moduli of
Thus, the conditions used in Conlisk (1974) and Conlisk (1976) transform
We now show sufficiency. Let conditions 1-3 hold. Taking expectation of equation (2) at t = 1 shows that E(Y 1 ) = E(Y 0 ) = µ. Iterating further, it is possible to show that E(Y t ) = µ, ∀t. Similarly, calculating the variance of equation (2) at t = 1 shows that V ar(Y 1 ) = ΦV Φ +
∀t. Since λ < 1 it follows from Conlisk (1974) and Conlisk (1976) that V is positive definite.
Premultiplying (2) by Y t+h and taking expectations, we have
Iterating further we have
Thus, the process Y t , t = 0, 1, 2, ... is second-order stationary.
Proof. Let Y t be stationary and defined by (4). Then, from (7) it follows that
We may rewrite this in vec form as
Since n k=0 A k ⊗ n k=0 B k = n k=0 A k ⊗B k for any matrices A k and B k whenever the matrix product exists, the later can be rewritten as
which is equivalent to
Since V and Σ are both positive definite, the maximum eigenvalue of Φ ⊗ Φ + E(B t−n ⊗ B t−n ) is less than 1 (Conlisk, 1974 (Conlisk, , 1976 . Thus, the the maximum eigenvalue of (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 , λ, is less than 1.
We now prove sufficiency. Let all the eigenvalues of the matrix (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 be less than 1. Following Nicholls and Quinn (1982) we consider
Given that the eigenvalues of the matrix (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 are less than 1, the limit W (t) of W r (t) exists in mean square and thus in probability. Moreover, W (t) = t + ∞ n=1 ( n k=1 Φ + B t−k ) t−n satisfies equation (2) and W (t) is stationary. Now, suppose U (t) is another stationary solution of (2) and define
By definition X(t) = (Φ+B t−1 )X(t−1), E(X(t)) = 0 and X(t) is stationary. Then E(X(t)X (t)) =
Φ 2 ) )vecE(X(t)X (t)) = 0. However, since the eigenvalues of (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 are less then 1, E(X(t)X (t))=0. Thus, W (t) = U (t), and W (t) is the unique solution of (2). Since, W (t)
is the same for all t it is also the strictly stationary solution of (2).
Remark 2. Let the process Y t , t = 0, 1, 2, ... in (1) be stationary with positive definite covariance matrix V . Then the maximum eigenvalue of the matrix Φ is less than 1.
Proof. Following Theorem 1 and Theorem 2, the maximum eigenvalue of
is less than 1 From Barnett and Storey (1970) it follows that the maximum eigenvalue of Φ is less than 1.
where the properties of X t and t are those following equation (1). This model has a unique
if | λ |< 1, where λ is the maximum eigenvalue of the matrix (1 − π)A 1 ⊗ A 1 + πA 2 ⊗ A 2 , and only
] and η t = [ t , 0, 0, .., 0], respectively, and D t = (S t − π)A 2 + (π − S t )A 1 .
Proof. Given the definitions of Z t , η t , and A i , i = 1, 2, we can rewrite model (5) in its companion form
Now define A = (1−π)A 1 +πA 2 . Then the model in (24) can be rewritten as a Random Coefficient
Model (Nicholls and Quinn, 1982) given by
where D t = (S t − π)A 2 + (π − S t )A 1 , such that ED t = 0. The proof of sufficient conditions are similar to the proof of Theorem 2 and it suffices to show necessity. Define Ω = varZ t and assume it exists and that it is finite. Notice that η(t) = (1, 0, 0, .., 0) ⊗ (t)=l ⊗ (t). Define H = ll . Then, following the first part of the proof of Theorem 2, we have
Following the same strategy as in the proof of Theorem 2, it is straightforward to show that
Let z = [z 1 , .....z p ] be the left eigenvector of the matrix A with corresponding eigenvalue λ and z i are n × 1 vectors. Then
(1 − λ 2 )z Ωz = z 1 Σz 1 + z ED t−n ΩD t−n z.
Since Ω is positive semidefinite, ED t−n ΩD t−n is positive semidefinite. Since Σ is positive definite, | λ |< 1 when z 1 = 0. Now let z 1 = 0. Since z is the left eigenvector of A with eigenvalue λ we have the following system of equations
and z 1 Φ p = λz p .
Since λ = 0, z p = 0. Thus, z i = 0, ∀i = 1, .., p − 1. However, since z = 0, this contradicts that z 1 = 0.
Proof. The characteristic function of Y t is
Thus, it is defined by the distribution of S n (t).
Ψ n ΣΨ n t .
Integrating the above expression, we have that the probability distribution function of Y t is a weighted average of normal distributions N (A, B) is the multivariate normal distribution with mean A and covariance matrix B.
Proof. The proof of Corollary 2 uses the Perron-Frobenius theorem, which states that for a matrix X with positive entries there is a unique maximum eigenvalue λ such that min i j
Let λ be the maximum eigenvalue of (1 − π)Φ 1 ⊗ Φ 1 + πΦ 2 ⊗ Φ 2 . Then
where F i () denotes the column sum for each row i. From the last equation we have that λ ≤
Since the condition of the Corollary holds for any i, j = 1, 2, we have that
Thus, λ < 1 and from Theorem 1 and 2 the model in (1) is stationary. Now suppose the model is explosive in regime 2 and let λ 2 be the maximum eigenvalue of matrix Φ 2 . Then, from the Perron-Frobenius theorem
From (30) and (31) it follows that 1 ≤ (max i∈{1,2} (φ 2 i1 + φ 2 i2 )) 2 < 1 π − (1−π) π max i∈{1,2} (φ 1 i1 + φ 1 i2 ) 2 and thus (φ 1 i1 + φ 1 i2 ) < 1 for any i = 1, 2.
Corollary 3. Let the process Y t , t = 0, 1, 2, ... in (1) be stationary. Then the following conditions hold 1. λ 2 1 λ 2 2 ≤ 1 π , 2. λ 1 1 λ 1 2 ≤ 1 (1−π) , 3. λ 1 1 λ 2 2 ≤ 1 (1−π)π , and 4. λ 2 1 λ 1 2 ≤ 1 (1−π)π , where λ i 1 and λ i 2 are eigenvalues of the matrix Φ i , i = 1, 2.
Proof. From Remark 2 we know that if the model is stationary, then the eigenvalues of the matrix Φ are less than 1. Let λ 1 and λ 2 are the eigenvalues of matrix Φ = (1 − π)Φ 1 + πΦ 2 where
Then λ 1 λ 2 = detΦ = (1 − π) 2 λ 1 1 λ 1 2 + π 2 λ 2 1 λ 2 2 + π(1 − π)φ 1 11 φ 2 22 + π(1 − π)φ 1 22 φ 2 11 .
Since φ i 11 and φ i 22 , i = 1, 2 are nonnegative, λ 1 λ 2 ≥ (1 − π) 2 λ 1 1 λ 1 2 + π 2 λ 2 1 λ 2 2 .
Suppose λ 2 1 λ 2 2 ≥ 1 and π ≥ 1 λ 2 1 λ 2 1 . Since Φ 1 and Φ 2 are upper triangular matrices with nonnegative diagonal entries we have that λ 1 λ 2 ≥ π 2 λ 2 1 λ 2 2 ≥ 1.
Thus, there is an eigenvalue of Φ, which is greater than 1. From Theorem 2 it follows that the process Y t , t = 0, 1, 2, ... is not stationary. Similarly, it can be shown that the process Y t is not stationary when condition 2 of Corollary 3 doesn't hold. Table 1 and the probability to be in the explosive regime 2 is equal to π. Figure 6 : Simulated paths from models 7-9 for different set of histories over a n = 2000 period using m = 200 simulated paths. The parameters are those from Table 1 and the probability to be in the explosive regime 2 is equal to π.
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