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A B S T R A C T
Nowadays, users resort to multiple online applications and services to improve their lives,
leading to the generation and processing of a large amounts of information. Simultaneously,
enterprises that provide these applications and services generate and analyze massive
amounts of both structured and unstructured data in order to increase the quality of service
to the end-user and improve the enterprises economic competitiveness. However, new
challenges emerge with the high processing and storage demands. In fact, according to IDC,
34.7 billion gigabytes of storage were sold in the second quarter of 2016. The challenges
have motivated the scientific community to focus on several research fields such as machine
learning, and analytics.
Currently, companies that want to leverage big data storage and analytics, can follow two
different options: (i) acquire and manage a private infrastructure, being also responsible for
the internal information management; (ii) resort to cloud computing services. The first option
may not be sustainable, in many cases, due to the high costs that a private infrastructure
imposes, from the equipment to the manpower necessary to maintain it. In order to
avoid such problems, companies can instead resort to cloud computing services, which
provide a elastic and pay-as-you-go model for storage and computing power. However, this
computational shift causes data control to be migrated to a third party (the cloud providers),
leading to several security and privacy vulnerabilities (e.g., The iCloud attack that revealed
the private content of its clients).
Thus, in order to solve these constraints, this dissertation main goals are to study and
develop new mechanisms that allow secure analytical processing of information. In detail,
the following contributions are presented: a state-of-the-art study of secure analytical
systems, as well as the cryptographic techniques supported by them. A new modular
and flexible platform, SafeAnalytics, that integrates SafeNoSQL, a system that allows secure
storage and processing of information in untrusted infrastructures, and Apache Spark, an
analytical processing system. And, finally, a prototype evaluation using realistic workloads
that shows that it is possible to leverage SafeAnalytics security guarantees while having a
performance impact inferior to 20% compared to current solutions that not provide data
confidentiality guarantees.
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R E S U M O
Hoje em dia e´ cada vez mais comum recorrermos a mu´ltiplas aplicac¸o˜es e servic¸os online
para gerir o nosso quotidiano, levando a` produc¸a˜o de grandes quantidades de informac¸a˜o.
Simultaneamente, as empresas que fornecem estes servic¸os geram e analisam quantidades
massivas de informac¸a˜o e metadados com o objetivo de melhorar os interesses dos seus
utilizadores e a sua competitividade econo´mica. Contudo, torna-se cada vez mais difı´cil
armazenar e processar eficientemente esta enorme quantidade informac¸a˜o. De facto, segundo
a IDC, no segundo trimestre de 2016 foram vendidos 34.7 mil milho˜es de gigabytes de
armazenamento. Este desafio tem desencadeado diversas contribuic¸o˜es em campos como
machine learning e processamento analı´tico de dados.
Atualmente, existem duas opc¸o˜es para as empresas que querem tirar partido do arma-
zenamento e processamento de dados: adquirir e administrar uma infraestrutura privada,
assumindo a gesta˜o interna da informac¸a˜o, ou recorrer a servic¸os de computac¸a˜o na nu-
vem. A primeira opc¸a˜o pode na˜o ser a ideal devido aos elevados custos de aquisic¸a˜o e
administrac¸a˜o de uma infraestrutura e servic¸os privados. De forma a evitar este tipo de
problemas, a opc¸a˜o de recorrer a servic¸os de computac¸a˜o na nuvem torna-se bastante atrativa
devido a` sua flexibilidade de armazenamento e poder computacional. Contudo, com o uso
deste tipo de servic¸os, o controlo dos dados passa para terceiros podendo levar a falhas
de seguranc¸a e de privacidade, tal como foi o caso do ataque a` iCloud em que foi revelado
conteu´do privado dos seus clientes.
Assim, de forma a resolver estas limitac¸o˜es, esta dissertac¸a˜o tem como principal objetivo
estudar e desenvolver novos mecanismos que permitam o processamento analı´tico seguro de
informac¸a˜o. Em detalhe, sa˜o apresentadas as seguintes contribuic¸o˜es: um estudo do estado
da arte dos sistemas de processamento analı´tico seguro, bem como as te´cnicas criptogra´ficas
suportadas por estes. Uma nova plataforma modular e flexı´vel de processamento analı´tico
seguro denominada SafeAnalytics. Um proto´tipo desta plataforma que integra os sistemas
SafeNoSQL, um sistema que permite armazenamento e processamento seguro de informac¸a˜o
em infraestruturas na˜o confia´veis, e Apache Spark, um sistema de processamento analı´tico. E,
por fim, uma avaliac¸a˜o do proto´tipo recorrendo a cargas de trabalho realistas que mostra
que e´ possı´vel alavancar as garantias de seguranc¸a do SafeAnalytics com um impacto no
desempenho inferior a 20%, quando comparado com soluc¸o˜es atuais que na˜o contemplam
garantias de confidencialidade de dados.
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I N T R O D U C¸ A˜ O
Com o decorrer do tempo e a evoluc¸a˜o tecnolo´gica, tornou-se mais comum recorrermos a
mu´ltiplas aplicac¸o˜es e servic¸os online para gerir o nosso quotidiano, levando a` produc¸a˜o
de grandes quantidades de informac¸a˜o. Estes dados sa˜o gerados por transac¸o˜es online,
emails, multime´dia, pesquisas, relato´rios de sau´de, interac¸o˜es em redes sociais, sensores,
dispositivos mo´veis, entre outros. Segundo a International Business Machines (IBM), todos
os dias sa˜o gerados 2.5 exabytes de dados, sendo este valor ta˜o elevado que 90% dos dados
atuais foram criados nos 2 u´ltimos anos[52].
Para muitas empresas, este crescimento exponencial dos dados torna invia´vel a aquisic¸a˜o e
manutenc¸a˜o de uma infraestrutura privada para armazenar e analisar quantidades massivas
de informac¸a˜o. Desta forma, cada vez mais os servic¸os de computac¸a˜o em nuvem sa˜o vistos
como uma soluc¸a˜o para este problema visto que os custos de aquisic¸a˜o e administrac¸a˜o
passam a ser efetuados maioritariamente por terceiros. Visto que a nuvem segue um modelo
ela´stico, flexı´vel e escala´vel, guardar os dados nesta traz va´rios benefı´cios, por exemplo,
e´ fa´cil alocar mais recursos de forma a que as aplicac¸o˜es alojadas na nuvem rapidamente
escalem para atender a um nu´mero elevado de clientes. A administrac¸a˜o, compra e renovac¸a˜o
de hardware deixa tambe´m de ser necessa´ria para os clientes, e estes so´ pagam pelos recursos
que utilizam.
1.1 problemas e objetivos
Embora a nuvem fornec¸a um servic¸o flexı´vel e escala´vel com alta disponibilidade, nem
tudo sa˜o ponto positivos, ja´ que as empresas ao moverem os dados para a nuvem deixam
de ter controlo direto sobre eles, ou seja, os fornecedores do armazenamento passam a
ter controlo dos dados, isto significa que os fornecedores desse servic¸o podem efetuar
processamento sobre estes e vender essa informac¸a˜o. Algumas dessas empresas sa˜o a
Amazon, Google, Microsoft, entre outras[36]. Ainda, esta migrac¸a˜o levanta tambe´m problemas
para o consumidor final, na medida em que a informac¸a˜o pessoal fica suscetı´vel a ataque,
tal como aconteceu em 2009 a` companhia RockYou que foi alvo de um ataque em que foram
reveladas informac¸o˜es de pelo menos 32 milho˜es de contas[27].
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Mais recentemente surgiu o escaˆndalo da Cambridge Analityca em que foram revelados
dados pessoais de mais de 87 milho˜es de utilizadores do Facebook[44]. Estima-se que estes
dados foram usados para construir perfis dos utilizadores do Facebook para fins publi-
cita´rios durante eleic¸o˜es, influenciando a opinia˜o destes a favor do polı´tico que contratou o
servic¸o[18].
Ultimamente, tem surgido cada vez mais legislac¸a˜o que se preocupa quanto a` divulgac¸a˜o
de informac¸a˜o sensı´vel, sendo a Europa pioneira neste campo com a criac¸a˜o da Regulamento
Geral de Protecc¸a˜o dos Dados (RGPD)[19]. A RGPD e´ um conjunto de regras sobre como as
empresas devem processar os dados pessoais dos utilizadores que usam os seus servic¸os.
Cabe a`s empresas assegurar a privacidade e a protec¸a˜o de dados pessoais, sendo sujeitas a
multas caso na˜o respeitem os requisitos impostos pela RGPD.
Para colmatar alguns destes problemas foram propostos diferentes sistemas de bases de
dados que fornecem soluc¸o˜es face aos problemas descritos anteriormente. Estes sistemas
permitem que interrogac¸o˜es Structured Query Language (SQL) sejam executadas sobre os
dados cifrados usando esquemas criptogra´ficos adequados. Assim sendo, os administradores
da bases de dados na˜o teˆm acesso aos dados decifrados e mesmo que os servidores sejam
comprometidos, o adversa´rio na˜o tera´ acesso aos dados dos utilizadores do servic¸o. Apesar
destes sistemas conseguirem efetuar certos tipos de computac¸a˜o, tais como igualdades e
ordenac¸a˜o de informac¸a˜o, existem poucas interrogac¸o˜es analı´ticas que caem nesta categoria,
e mesmo algumas das interrogac¸o˜es que conseguem executar implicam um impacto no
desempenho e espac¸o de armazenamento significativo.
Va´rios sistemas de processamento analı´tico seguro na˜o sa˜o flexı´veis o suficiente, quer a
nı´vel de operac¸o˜es que permitem, quer a nı´vel de requisitos de espac¸o de armazenamento,
limitando o seu uso em aplicac¸o˜es. Desta forma, esta dissertac¸a˜o tem como principal objetivo
dotar sistemas de processamento analı´tico com a capacidade de efetuar processamento sobre
dados cifrados, ou seja, oferecer a mesma interface que os sistemas atuais oferecem, mas
adicionar uma camada de seguranc¸a, que garante a privacidade dos dados dos utilizadores.
Assim, a adic¸a˜o de seguranc¸a e´ transparente para o utilizador. Este sistema devera´ ser
flexı´vel ao ponto de escolher entre diversas te´cnicas criptogra´ficas de forma a assegurar o
melhor compromisso entre funcionalidade, desempenho e seguranc¸a.
1.2 contribuic¸o˜es
Esta dissertac¸a˜o apresenta o SafeAnalytics, um sistema de processamento analı´tico seguro
flexı´vel e modular. De modo a ir de encontro com os objetivos propostos nesta dissertac¸a˜o
foram feitas as seguintes contribuic¸o˜es:
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• Um estudo de plataformas de processamento analı´tico, nomeadamente o Apache Spark,
e das diferentes te´cnicas criptogra´ficas necessa´rias para garantir a privacidade das
operac¸o˜es efetuadas por estes sistemas.
• Uma nova plataforma de processamento analı´tico seguro, denominada SafeAnalytics,
que combina diferentes te´cnicas criptogra´ficas, de forma modular, garantindo novos
compromissos relativamente ao desempenho, seguranc¸a e funcionalidade quando
comparada com as soluc¸o˜es existentes.
• Um proto´tipo da plataforma que integra os sistemas SafeNoSQL, um sistema que
permite armazenamento e processamento seguro de informac¸a˜o, e Apache Spark, uma
plataforma de processamento analı´tico.
• Avaliac¸a˜o do proto´tipo recorrendo a` plataforma de avaliac¸a˜o TPC-DS e a diferentes
modelos de instalac¸a˜o do proto´tipo com diferentes garantias de seguranc¸a e desempe-
nho.
Para ale´m destas, foram feitas algumas contribuic¸o˜es secunda´rias. De forma a asse-
gurar a correta conexa˜o entre o sistema de processamento analı´tico e a base de dados
NoSQL, foi usado um conetor (Spark-HBase), o qual foi submetido a algumas correc¸o˜es e
otimizac¸o˜es. Primeiro, foram encontrados (e resolvidos) va´rios problemas quanto a` traduc¸a˜o
das interrogac¸o˜es (interrogac¸o˜es SQL para interrogac¸o˜es Spark, gerando por sua vez re-
sultados incorretos. Segundo, foi feita uma extensa˜o do conetor para suportar o sistema
SafeNoSQL como backend de armazenamento de dados.
1.3 estrutura da dissertac¸a˜o
No capı´tulo 2 e´ feita uma revisa˜o do estado da arte, sendo descritos os sistemas de processa-
mento analı´tico, esquemas criptogra´ficos e sistemas que permitem processamento analı´tico
seguro. No capı´tulo 3 e´ apresenta a arquitetura do sistema proposto e detalha sobre o papel
de cada componente. No capı´tulo 4 e´ apresentada a implementac¸a˜o do sistema. Sa˜o tambe´m
apresentadas as contribuic¸o˜es feitas para projetos usados na dissertac¸a˜o, nomeadamente o
conetor Spark-HBase e a plataforma de avaliac¸a˜o usado para testar o sistema. No capı´tulo
5 e´ feita a avaliac¸a˜o do SafeAnalytics comparando-o com outros sistemas sem garantias de
seguranc¸a para verificar o impacto no desempenho. Por fim, no capı´tulo 6 sa˜o feitas algumas
observac¸o˜es sobre o trabalho realizado e alguns pontos que seriam interessantes de explorar
como trabalho futuro.
2
E S TA D O D A A RT E
O termo Big Data ja´ existe desde 1990, mas de´cadas mais cedo as organizac¸o˜es ja´ faziam
ana´lises sobre os dados, tipicamente analisando manualmente dados de tabelas para des-
cobrir tendeˆncias e fazer previso˜es. Com o crescimento do universo digital, a produc¸a˜o
de dados aumentou significativamente, tornando o armazenamento e a ana´lise de dados
uma tarefa difı´cil, devido a` elevada complexidade e devido a` elevada complexidade e falta
de estruturac¸a˜o da informac¸a˜o. Para combater este problema surgiram plataformas de
processamento analı´tico, visto que as soluc¸o˜es tradicionais na˜o conseguiam dar resposta a
esta evoluc¸a˜o e era necessa´rio identificar mudanc¸as nas tendeˆncias para uma organizac¸a˜o
obter vantagem competitivas. Desenvolver uma infraestrutura com a habilidade de escalar,
com bom desempenho, e que seja resiliente a problemas que surgem aquando da ana´lise
deste volume de dados na˜o e´ uma tarefa trivial. Desta forma, houve a necessidade de
desenvolver uma plataforma que conseguisse processar os dados de forma distribuı´da.
Com este propo´sito, surgiu o ecossistema Apache Hadoop, que tem como foco principal o
processamento massivo de informac¸a˜o num ambiente distribuı´do.
2.1 plataformas de processamento anali´tico
As plataformas de processamento analı´tico dividem-se em duas categorias: processamento
em batch e processamento em stream. O processamento em batch tem treˆs fases: na primeira,
os dados sa˜o recolhidos, por exemplo, de aplicac¸o˜es durante um perı´odo de tempo; na
segunda fase sa˜o processados, sendo que este processo pode demorar horas ou ate´ dias,
dependendo dos dados recolhidos na fase anterior; por fim, na terceira fase, os resultados sa˜o
apresentados ao analista. Este tipo de processamento e´ usado quando e´ necessa´rio lidar com
grandes quantidades de dados ou quando as fontes de dados na˜o sa˜o capazes de fornecer os
dados em stream. Processamento em batch e´ ideal para situac¸o˜es em que na˜o sa˜o necessa´rios
resultados em tempo real ou quando a prioridade e´ o volume de dados processados e na˜o o
tempo de processamento. Por outro lado, existe o processamento em stream que requer um
contı´nuo fornecimento de dados e processamento constante, fornecendo ana´lises em tempo
real. Este tipo de sistema e´ particularmente u´til em sistemas que operam em tempo real,
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Figura 1: Arquitetura do ecossistema Hadoop[15]
como por exemplo, sistemas de detec¸a˜o de fraude visto que conseguem detetar anomalias
em tempo real e abortar as operac¸o˜es[12].
Nesta secc¸a˜o sa˜o descritas algumas das plataformas de processamento analı´tico distribuı´do
mais usadas atualmente, Hadoop MapReduce[30] e Apache Spark[7].
2.1.1 Apache Hadoop
O Apache Hadoop e´ uma plataforma de processamento que facilita o uso de uma rede de
no´s de computac¸a˜o e armazenamento para resolver problemas que envolvam uma grande
quantidade de informac¸a˜o e computac¸a˜o. Como processamento Segue o modelo MapReduce
desenvolvido pela Google para processar informac¸a˜o de forma paralela e distribuı´da. O
Hadoop e´ composto por treˆs partes: a camada de armazenamento (HDFS), a camada de
gesta˜o de recursos (YARN) e a camada de processamento (MapReduce). Para conseguir
processar informac¸a˜o de forma paralela e distribuı´da o Hadoop parte os ficheiros em blocos e
estes sa˜o distribuı´dos pela rede de no´s. De seguida, os executa´veis sa˜o distribuı´dos pelos
no´s, que processam os dados em paralelo, tirando proveito a coalocac¸a˜o de dados, ou seja,
na˜o e´ necessa´rio transferir os dados pela rede para serem processados num u´nico no´. A
figura 1 apresenta os va´rias componentes do ecossistema Hadoop.
Estas componentes sa˜o discutidas nas secc¸o˜es abaixo. No aˆmbito desta dissertac¸a˜o,
daremos maior destaque ao MapReduce, HDFS, YARN e ao Apache Spark.
MapReduce
MapReduce e´ um modelo de computac¸a˜o usado para o processamento de grandes volumes
de dados. Esta computac¸a˜o e´ geralmente expressa por duas func¸o˜es: map e reduce, em
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Figura 2: Fluxo da uma contagem de palavras num sistema MapReduce
que a func¸a˜o map recebe um par chave-valor e produz um conjunto de pares chave-valor
interme´dios.
A func¸a˜o reduce aceita uma chave e um conjunto de valores correspondentes a essa chave
combina esses valores formando conjuntos mais pequenos. Para ale´m do map e reduce, sa˜o
tambe´m necessa´rias as func¸o˜es split e o shuffle. Shuffle e´ o processo de agrupar os dados por
chave e transferir os dados mapeados para o processo de reduc¸a˜o, sendo que este processo
de shuffling pode ser iniciado sem que o mapeamento tenha terminado. O split tem como
func¸a˜o aumentar a paralelizac¸a˜o do processamento dos dados, sendo isto atingido atrave´s
da distribuic¸a˜o dos dados por diferentes no´s de processamento, o que vai reduzir o tempo
de processamento. Na figura 2 e´ apresentado o fluxo de um exemplo em que e´ calculado
o nu´mero de vezes que cada palavra aparece num texto. Na primeira etapa os dados sa˜o
separados em va´rios blocos que sa˜o enviados para os no´s de processamento. De seguida,
cada no´ vai fazer o processamento que o utilizador definiu em paralelo com os outros no´s. O
resultado e´ enta˜o shuffled entre os no´s e enviado para os reducers, que agregam os resultados,
que sa˜o armazenados, por exemplo, no HDFS.
HDFS
O HDFS[54] e´ um sistema de ficheiros distribuı´do, inspirado no Google File System (GFS)[33],
foi desenvolvido para armazenar e processar grandes quantidades de dados. Ao contra´rio
de outros sistemas de ficheiros, o HDFS na˜o usa mecanismos de protec¸a˜o de dados, como
Redundant Array of Independent Disks (RAID) para tornar os dados dura´veis. Ao inve´s, replica
os dados entre as no´s, tendo como vantagem para ale´m da durabilidade dos dados, a
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Figura 3: Arquitetura do sistema HDFS
possibilidade de alavancar o processamento em paralelo para aplicac¸o˜es a utilizar o mesmo
e processar as va´rias co´pias em paralelo. Ainda, verso˜es mais recentes do HDFS, suportam
tambe´m redundaˆncia por erasure-coding[2].
O HDFS segue o modelo master/slave, sendo o master do sistema denominado de NameNode
e os slaves denominados de DataNodes, como apresentado na arquitetura do sistema na figura
3. Como e´ comum no modelo master/slave, o NameNode esta´ encarregue de criar tarefas e
dividi-las em va´rias para os DataNodes executarem, sendo que neste contexto, as principais
tarefas sa˜o a criac¸a˜o, escrita, leitura e a replicac¸a˜o de ficheiros.
O conteu´do dos ficheiros e´ normalmente dividido em blocos de 128 megabytes e replicado
por 3 DataNodes, sendo estes valores configura´veis pelo utilizador. Por cada re´plica de um
bloco sa˜o criados 2 ficheiros no DataNode, um que conte´m os dados e outro que conte´m
metadados referentes a checksums.
De forma a otimizar o desempenho de escritas e leituras, a largura de banda utilizada e a
garantir a confiabilidade dos dados armazenados, o HDFS utiliza diferentes polı´ticas para a
escolha dos no´s em que armazena as re´plicas. A polı´tica padra˜o oferece uma troca entre
minimizar o custo de escritas, maximizar a disponibilidade e a confiabilidade dos dados,
e minimizar o uso de largura de banda em leituras. Esta polı´tica segue o seguinte fluxo:
quando um bloco e´ criado, este e´ armazenado no DataNode em que foi criado, sendo que a
segunda e terceira re´plicas sa˜o armazenadas numa rack diferente. Caso existam mais re´plicas,
o que depende do nı´vel de replicac¸a˜o escolhido, sa˜o distribuı´das pelo resto do cluster, na˜o
sendo possı´vel armazenar mais do que 2 re´plicas na mesma rack, nem armazenar mais do
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que 1 re´plica no mesmo DataNode. Uma pra´tica comum e´ dividir os no´s por mu´ltiplas racks,
visto que na˜o e´ pra´tico conectar todos os no´s ao mesmo ponto, ou seja, para criar uma
topologia, o cluster e´ dividido em clusters mais pequenos, sendo estes denominados de racks
que sa˜o conectadas por switches.
Para monitorizar os DataNodes que esta˜o disponı´veis e obter informac¸o˜es sobre estes,
o NameNode usa heartbeats, que sa˜o sinais usados para estes comunicarem. O intervalo
normalmente usado entre heartbeats e´ de 3 segundos, sendo que se um NameNode deixar de
receber heartbeats de um DataNode durante 10 minutos, e´ considerado fora de servic¸o e e´
iniciado um novo processo de replicac¸a˜o dos blocos que estavam no DataNode que deixou
de operar. Outra utilidade dos heartbeats e´ a troca de mensagens entre o NameNode e os
DataNodes, em que o NameNode pode submeter comandos como: apagar as re´plicas de blocos,
ligar/desligar os DataNodes, replicar blocos para outros DataNode, entre outros.
De modo a interagir com o sistema de ficheiros, os clientes recorrem a`s interfaces que
o HDFS fornece, nomeadamente a interface Java native, web, terminal, entre outras. Tal
como sistemas convencionais, estas interfaces permitem submeter operac¸o˜es comuns dos
sistemas de ficheiros, como criar, ler, escrever e apagar ficheiros e diretorias. Quando uma
aplicac¸a˜o necessita de efetuar uma leitura esta processa-se da seguinte forma: a aplicac¸a˜o
pede ao NameNode uma lista de DataNodes que conteˆm blocos do ficheiro que e´ necessa´rio
ler; de seguida a aplicac¸a˜o contacta o DataNode diretamente para que o bloco seja transferido.
Quando se trata de uma escrita, a aplicac¸a˜o contacta o NameNode para que este lhe deˆ
uma lista de DataNodes disponı´veis para escrita. Quando a escrita de um bloco do ficheiro
terminar, a aplicac¸a˜o contacta de novo o NameNode para lhe fornecer uma nova lista de
DataNodes para o pro´ximo bloco. Os DataNodes esta˜o encarregues de confirmar a` aplicac¸a˜o
o sucesso da escrita dos blocos, que por sua vez notifica o NameNode, sendo que no caso
da existeˆncia de alguma falha na confirmac¸a˜o da escrita, o bloco e´ replicado para outro
DataNode.
Para garantir a escalabilidade, desempenho, disponibilidade e integridade dos dados o
HDFS impo˜e algumas limitac¸o˜es em comparac¸a˜o com os sistemas de ficheiros locais:
• IMUTABILIDADE DOS FICHEIROS: Na˜o e´ possı´vel alterar nenhuma parte de um ficheiro que ja´
esteja escrito, visto que o HDFS e´ um sistema de ficheiros append-only. A alternativa
e´ reescrever o ficheiro com as novas alterac¸o˜es e apagar o antigo, o que e´ ineficiente.
Este modo de funcionamento e´ conhecido como write-once-read-many.
• COEREˆNCIA DOS DADOS: Durante as operac¸o˜es de escrita o ficheiro na˜o fica visı´vel para os
outros clientes. Apenas quando o cliente terminar a operac¸a˜o de escrita e´ garantido
que os outros clientes tenham acesso ao ficheiro completo.
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Figura 4: Arquitetura do sistema YARN1
• NI´VEIS DE ACESSO: Nos sistemas de ficheiros Unix existem treˆs tipos de permisso˜es: escrita,
leitura e execuc¸a˜o. No HDFS a permissa˜o de execuc¸a˜o na˜o e´ utilizada visto que na˜o e´
possı´vel a execuc¸a˜o de ficheiros.
Em suma, o HDFS e´ um sistema de ficheiros que deve ser utilizado quando e´ necessa´rio
guardar uma grande quantidade de informac¸a˜o e e´ necessa´rio aceder em paralelo aos dados
nele guardado, na˜o sendo a opc¸a˜o ideal se for necessa´rio armazenar ficheiros pequenos ou
modificar dados existentes[43].
YARN
O YARN e´ um gestor de recursos de clusters. Originalmente, a gesta˜o de recursos e o
escalonamento era feito pela mesma componente que tratava do processamento de dados,
mas recentemente, com o desenvolvimento do YARN estas capacidades foram desacopladas
da componente de processamento, permitindo que o Hadoop desse suporte a outras te´cnicas
de processamento e aplicac¸o˜es.
O YARN e´ composto por treˆs componentes: o ResourceManager, o NodeManager e o
Application Master, tal como apresentado na figura 4.
1 Retirado de ”Apache Hadoop Yarn”[4]
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O Resource Manager e´ um daemon global ao sistema, principalmente responsa´vel por
escalonar os recursos no sistema entre as aplicac¸o˜es concorrentes, otimizando a utilizac¸a˜o de
recursos do sistema. Este processo gere quantos no´s e recursos esta˜o disponı´veis e coordena
a distribuic¸a˜o de recursos pelas aplicac¸o˜es submetidas pelos utilizadores. Por ter uma visa˜o
global do cluster o Resource Manager consegue tomar deciso˜es de alocac¸a˜o de recursos de
acordo com prioridades de aplicac¸o˜es, filas de espera, Access Control Lists (ACLs), localidade
dos dados, entre outros.
Quando um utilizador submete uma aplicac¸a˜o, um processo denominado Application
Master e´ iniciado para coordenar a execuc¸a˜o das tarefas da aplicac¸a˜o. Isto inclui, monitorizar
tarefas, reiniciar tarefas com falhas e calcular os recursos utilizados pela aplicac¸a˜o. Cada
aplicac¸a˜o submetida tem um Application Master responsa´vel por negociar recursos com o Re-
source Manager, sendo que os recursos alocados para um Application Master sa˜o denominados
de containers.
Por fim, o Node Manager e´ responsa´vel por lanc¸ar e gerir os containers num no´, monitori-
zando os recursos utilizados e enviando essa informac¸a˜o ao Resource Manager. Os containers
executam tarefas especificadas pelo Application Master criando um container para cada tarefa.
A execuc¸a˜o de uma aplicac¸a˜o, utilizando a figura 4 como refereˆncia, segue o seguinte fluxo:
1. O utilizador submete uma aplicac¸a˜o.
2. O Resource Manager determina o no´ em que deve criar um container para o Application
Master e inicia-o.
3. O Application Master e´ registado no Resource Manager, permitindo a` aplicac¸a˜o comunicar
diretamente com o Application Master.
4. O Application Master negoceia a alocac¸a˜o de recursos apropriados para os containers
com o Resource Manager.
5. Apo´s a alocac¸a˜o dos recursos para os containers, o Application Master lanc¸a-os seguindo
a especificac¸a˜o do Node Manager.
6. A aplicac¸a˜o e´ executada no container enviando informac¸a˜o sobre o progresso ao
Application Master.
7. Durante a execuc¸a˜o da aplicac¸a˜o, o cliente comunica diretamente com o Application
Master para obter informac¸a˜o sobre o progresso da aplicac¸a˜o.
8. Assim que a aplicac¸a˜o termina, o Application Master e´ removido da lista de aplicac¸o˜es
em execuc¸a˜o do Resource Manager e o processo termina, libertando os recursos utiliza-
dos.
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Em suma, o YARN elimina a necessidade de existir um cliente ativo, ou seja, o processo
que inicia a aplicac¸a˜o pode terminar visto que a coordenac¸a˜o e´ feita pelo YARN. Para ale´m
disto, permite a alocac¸a˜o de recursos entre diferentes plataformas que utilizam o YARN sem
que seja necessa´rio alterar configurac¸o˜es.
2.1.2 Apache Spark
De forma a colmatar alguns problemas do Hadoop MapReduce, tal como processamento em
tempo real, surgiu o Apache Spark. Esta plataforma de computac¸a˜o distribuı´da baseada
no Hadoop MapReduce estende o modelo computac¸a˜o de forma a suportar mais tipos de
operac¸o˜es, o que inclui interrogac¸o˜es interativas e processamento em stream.
O Apache Spark e´ construı´do sobre os conceitos de Resilient Distributed Dataset (RDD), que
representam uma colec¸a˜o de objetos imuta´veis distribuı´dos, divididos em partic¸o˜es lo´gicas
distribuı´das pelos diferentes no´s de um cluster, e Direct Acyclic Graph (DAG)s compostos
por ve´rtices e arestas, sendo que representam RDDs e as operac¸o˜es aplicadas sobre estes
respetivamente. Estas estruturas teˆm duas propriedades que permitem otimizac¸o˜es ao pro-
cessamento. Primeiro, sa˜o grafos acı´clicos, ou seja, uma vez que um RDD seja transformado
na˜o e´ possı´vel voltar ao estado anterior. Segundo, sa˜o grafos diretos, ou seja, todos os
no´s sa˜o ligados, criando uma sequeˆncia de operac¸o˜es sobre as estruturas de dados. Estas
estruturas, para ale´m de permitirem otimizac¸o˜es a`s interrogac¸o˜es dos clientes, oferecem
tambe´m toleraˆncia a falhas, visto que se trata de um sistema de processamento distribuı´do
sujeito a falhas nos no´s de computac¸a˜o. Caso ocorra uma falha num no´ em que esteja a
decorrer computac¸a˜o, o gestor de recursos do sistema vai verificar que o no´ na˜o concluiu
a tarefa que lhe foi atribuı´da com sucesso e esta vai ser reatribuı´da a outro no´ para que o
processamento prossiga, sem que tenha que ser reiniciado.
Um RDD e´ dividido em va´rias partic¸o˜es distribuı´das pelos no´s de um cluster. Geralmente,
um maior nu´mero de partic¸o˜es mais pequenas permite que o processamento seja distribuı´do
entre mais workers, mas um menor nu´mero de partic¸o˜es maiores permite que o processa-
mento seja concluı´do mais rapidamente visto que na˜o existe tanta penalizac¸a˜o na serializac¸a˜o
e transmissa˜o de dados atrave´s da rede. Por regra geral, o nu´mero de partic¸o˜es deve ser
pelo menos igual ao nu´mero de executors do cluster, de forma a aproveitar ao ma´ximo o
paralelismo.
Tal como alguns dos sistemas falados anteriormente, o Spark segue uma arquitetura
master/slave. A figura 5 apresenta a arquitetura do Spark com um gestor de recursos. O Driver
e´ responsa´vel pela calendarizac¸a˜o da execuc¸a˜o de tarefas, bem como negociar recursos com
o Resource Manager, uma componente do YARN. Esta componente tambe´m e´ responsa´vel
pelo armazenamento dos metadados dos RDDs e das suas partic¸o˜es, bem como a criac¸a˜o
dos grafos de execuc¸a˜o(DAGs) e do particionamento da atividade em mu´ltiplas etapas.














Figura 5: Arquitetura do sistema Apache Spark (com um gestor de cluster)
O Cluster Manager lida com a criac¸a˜o de processos para execuc¸a˜o das atividades, bem como
a gesta˜o de recursos do cluster. O Spark suporta treˆs gestores de cluster, cada um com as suas
respetivas vantagens e desvantagens, nomeadamente o Standalone Cluster Manager, Hadoop
YARN e o Apache Mesos. O Spark possui um gestor de cluster incorporado, o Standalone Cluster
Manager, que e´ ideal para executar aplicac¸o˜es simples num ambiente distribuı´do. Por padra˜o
este gestor aloca todos os recursos do sistema o que faz que na˜o seja ideal para um ambiente
em que e´ necessa´rio correr diferentes aplicac¸o˜es, assim este gestor e´ predominantemente
utilizado em ambientes de teste. Para casos em que e´ necessa´rio alocar recursos de forma
dinaˆmica existem duas opc¸o˜es: o YARN e o Mesos. A principal diferenc¸a entre estes dois
gestores de recursos do cluster esta´ na forma como atribuem recursos para os processos.
Com o Mesos, quando uma atividade e´ submetida, e´ enviado um pedido ao Mesos master
que determina os recursos disponı´veis no cluster, e faz uma oferta que pode ser aceite ou
rejeitada pelo Driver. Isto permite ao sistema alocar da melhor forma uma atividade aos
recursos disponibilizados, enquanto que no YARN a atribuic¸a˜o de atividades a recursos e´
feita por este, sem que possa ser rejeitada pelo Driver.





















Figura 6: Atividades, Etapas e Tarefas
Plano lo´gico e plano fı´sico de execuc¸a˜o
Uma das te´cnicas usadas pelo Apache Spark para ter vantagem em relac¸a˜o a outras pla-
taformas de processamento analı´tico baseia-se em DAGs. Esta estrutura e´ composta por
ve´rtices e arestas, sendo que representam RDDs e as transformac¸o˜es aplicadas sobre estes
respetivamente. Assim e´ criada uma linhagem de RDDs que da´ origem ao plano lo´gico de
execuc¸a˜o. Visto o Spark ser implementado com Scala, este rete´m algumas caracterı´sticas da
linguagem, nomeadamente a laziness. Assim, este plano lo´gico so´ e´ executado quando e´
realizada uma ac¸a˜o que necessite de dados, sendo otimizado e convertido num plano fı´sico
de execuc¸a˜o.
Um plano fı´sico de execuc¸a˜o e´ constituı´do por etapas. E´ representado por um DAG,
responsa´vel por guardar informac¸a˜o acerca das operac¸o˜es aos RDDs, que oferece a toleraˆncia
a falhas referida anteriormente, ou seja, caso falhe uma etapa esta e´ reatribuı´da a outro no´
continuar a computac¸a˜o. Por padra˜o no fim de cada etapa os dados sa˜o transmitidos para
outros no´s que necessitam destes para continuar o processamento.
Atividades, Etapas e Tarefas
Como referido anteriormente, o Spark apenas executa as transformac¸o˜es quando existir uma
ac¸a˜o que obriga os dados a serem transferidos para o Driver. Assim, e´ criada uma atividade
associada ao plano fı´sico de execuc¸a˜o, representando todas a transformac¸o˜es e ac¸o˜es a serem
feitas sobre os dados.
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Na figura 6 e´ apresentado um esquema com as relac¸o˜es entre atividades, etapas e tarefas
com RDDs. Conforme detalhado, uma atividade e´ dividida em diferentes etapas que
sa˜o constituı´das por um conjunto de tarefas. Cada tarefa e´ aplicada sobre uma partic¸a˜o
diferente, ou seja, sa˜o executadas em paralelo computando resultados parciais de cada
partic¸a˜o calculando o agregado no final da etapa se necessa´rio.
Spark SQL
De forma a agilizar a construc¸a˜o de aplicac¸o˜es sobre o Spark foram desenvolvidas va´rias
ferramentas que criam um nı´vel de abstrac¸a˜o sobre a Application Programming Interface (API)
base do Spark.
A computac¸a˜o na plataforma Hadoop MapReduce e´ dividida em mu´ltiplas iterac¸o˜es e
cada uma destas normalmente realiza leituras do HDFS, aplica as func¸o˜es map e reduce e
escreve o resultado de novo no HDFS. Visto que cada iterac¸a˜o e´ independente das outras,
torna-se impossı´vel ter conhecimento global para a otimizac¸a˜o do processamento, o que
faz com que algoritmos iterativos sejam ineficientes, visto que esta˜o a escrever e a ler
dados continuamente no HDFS. Plataformas de processamento como o Spark melhoram
a desempenho visto que consideram um plano de execuc¸a˜o global, podendo otimiza´-lo e
remover a necessidade de escrita e leitura contı´nua apo´s cada passo de execuc¸a˜o.
De forma a integrar a programac¸a˜o declarativa oferecida pelo SQL com a API de
programac¸a˜o funcional do Spark surgiu o Spark SQL[22]. Em comparac¸a˜o com os sistemas
anteriores, como o Shark[59], o Spark SQL oferece uma API declarativa que permite proces-
samento relacional, oferecendo benefı´cios como a otimizac¸a˜o automa´tica de interrogac¸o˜es
e permitir aos utilizadores combinar interrogac¸o˜es relacionais complexas e operac¸o˜es de
processamento analı´tico. Para ale´m disto o Spark SQL suporta diversas formas de interac¸a˜o
com os dados, desde a` utilizac¸a˜o de APIs disponı´veis em Scala, Java e Python, a` utilizac¸a˜o de
conetores amplamente utilizados, como Java Database Connectivity (JDBC) e Open Database
Connectivity (ODBC).
Spark Streaming
Para efetuar processamento em stream foi criado o Spark Streaming[60]. Esta componente
consome dados provenientes de fontes como o Kafka[6], Flume[3], Kinesis[1], que sa˜o siste-
mas responsa´veis por recolher, agregar e mover grandes volumes de dados, conseguindo
processar os dados recorrendo a func¸o˜es de alto nı´vel, como map, reduce, join e window. Os
resultados podem ser armazenados em sistemas de ficheiros, por exemplo no HDFS, em
bases de dados ou apresentados aos utilizadores. Internamente o Spark Streaming recebe
um stream contı´nuo de dados e divide-o em partes, que sa˜o enta˜o processadas pelo motor
referido anteriormente para gerar uma stream de resultados. O Spark Streaming oferece uma
abstrac¸a˜o para representar uma stream contı´nua de dados denominada DStream que podem
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ser criadas pelas fontes de dados referidas anteriormente ou pela aplicac¸a˜o de func¸o˜es de
alto nı´vel a outras DStreams, sendo que internamente sa˜o representadas por uma sequeˆncia
de RDDs.
MLlib
O Apache MLlib[40] e´ uma plataforma distribuı´da de machine learning construı´da sobre o
Spark Core, aproveitando a sua arquitetura baseada em memo´ria distribuı´da (RDDs) para
aumentar o seu desempenho. Esta plataforma possui uma biblioteca que inclui algoritmos
de classificac¸a˜o, regressa˜o, clustering, e outras te´cnicas de otimizac¸a˜o. Assim, visto que o
Spark foi desenhado com o objetivo de tornar computac¸a˜o iterativa mais eficiente, e´ possı´vel
implementar algoritmos de machine learning de larga escala, visto que este sa˜o tipicamente
de natureza iterativa.
GraphX
O GraphX[58] e´ a componente do Apache Spark responsa´vel pela computac¸a˜o sobre grafos.
Apresenta uma abstrac¸a˜o sobre RDDs denominada Resilient Distributed Graph (RDG)s que
simplifica a construc¸a˜o e a computac¸a˜o sobre grafos. Para ale´m disso implementam APIs,
nomeadamente para PowerGraph e Pregel, baseadas em RDGs de forma a facilitar a sua
integrac¸a˜o em sistemas existentes.
2.1.3 Discussa˜o
Tal como discutido nesta secc¸a˜o, existem va´rios sistemas de processamento analı´tico que
apresentam as suas vantagens e desvantagens. Para esta dissertac¸a˜o como plataforma de
processamento analı´tico, vai ser usado o Apache Spark visto que e´ bastante adotado por
ambas comunidades acade´micas e industriais, e tambe´m por pertencer ao ecossistema Hadoop,
facilitando a sua integrac¸a˜o com outros servic¸os pertencentes ao ecossistema. Tipicamente,
o Apache Spark recorre ao HDFS como camada de armazenamento. Contudo, atrave´s de
conetores, e´ possı´vel recorrer a outras soluc¸o˜es de armazenamento, por exemplo, HBase[5].
Como um dos objetivos da dissertac¸a˜o e´ integrar o Apache HBase no sistema desenvolvido,
vamos recorrer a um conetor desenvolvido pela Hortonworks[13], o Spark HBase Connector[37]
de forma a facilitar esta integrac¸a˜o.
2.2 esquemas criptogra´ficos
Com o decorrer dos anos, surgiram novos esquemas criptogra´ficos para responder aos
problemas de seguranc¸a, privacidade e confidencialidade nas diversas a´reas de tecnologias
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de informac¸a˜o. Recentemente, com o aumento da produc¸a˜o de dados e com a necessidade
de proteger a privacidade dos utilizadores, surgiu o paradigma de processamento seguro
que recorre a te´cnicas criptogra´ficas para proteger os dados e permite processamento sobre
estes. Neste secc¸a˜o e´ feito um levantamento dos esquemas mais utilizados nos sistemas de
processamento seguro atuais.
2.2.1 Cifras sime´tricas e assime´tricas
Os algoritmos que usam a mesma chave para cifrar uma mensagem e decifrar o criptograma
denominam-se por algoritmos de chave sime´trica. Estes algoritmos sa˜o normalmente
utilizados para garantir autenticac¸a˜o, integridade e confiabilidade dos dados, sendo que no
aˆmbito desta dissertac¸a˜o sa˜o utilizados para proteger os dados num servidor na˜o confia´vel,
em que apenas o utilizador tem acesso a` chave para os cifrar e decifrar. Os algoritmos de
chave assime´trica usam um par de chaves, uma chave pu´blica, que e´ partilhada, e uma
chave privada que apenas e´ conhecida pelo seu proprieta´rio. Neste esquema qualquer
interveniente pode cifrar mensagens usando a chave pu´blica do destinata´rio, e apenas esse
a pode decifrar, utilizando a sua chave privada. Devido ha´ complexidade na computac¸a˜o
deste algoritmo, este na˜o e´ frequentemente utilizado diretamente para proteger dados, mas
para trocas de chaves, assinaturas digitais, entre outros. Assim sendo, o foco esta´ sobre as
mais utilizadas, as cifras sime´tricas. Estas podem ser implementadas como cifras por bloco
ou cifras sequenciais.
Cifras Sequenciais
As cifras sequenciais cifram a mensagem cara´cter a cara´cter recorrendo a um gerador
de chave (interno) pseudo-aleato´rio. Para a implementac¸a˜o ser considerada segura, o
resultado do gerador pseudo-aleato´rio deve ser imprevisı´vel e o tamanho da chave usada
deve ser o maior possı´vel, visto que esta servira´ de semente para o gerador. Ainda, a chave
tambe´m nunca deve ser reutilizada, devido a` possibilidade de ataques de reconhecimento
de padro˜es[34].
Cifras por Bloco
Para ale´m das cifras sequenciais, existem tambe´m as cifras por bloco. Estas processam a
mensagem em blocos de bits de tamanho fixo (normalmente 128 ou 256 bits), dependendo do
modo de funcionamento. As mensagens passam por uma camada de partic¸a˜o, produzindo
um conjunto de blocos. Caso seja necessa´rio, e´ aplicado padding ao u´ltimo bloco. O padding
e´ um mecanismo que adiciona bits arbitra´rios a um bloco para garantir que todos os blocos
assumem sempre o mesmo tamanho. Assim, este mecanismo estende o u´ltimo bloco da
mensagem com zero-bits, sendo este esquema conhecido como padding method 2[20]. Para
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decifrar a mensagem, aplica-se o processo inverso e revertem-se os processos de partic¸a˜o e
padding, de forma a obtermos a mensagem original.
Para ale´m de garantirem autenticidade e confidencialidade, estas cifras, permitem a
construc¸a˜o de sistemas como o Message Authentication Code (MAC), que para ale´m de
garantir autenticidade, garante a integridade de uma mensagem. O MAC funciona de
forma semelhante a uma func¸a˜o de hash, dependendo o seu resultado de uma chave e da
mensagem, permitindo detetar alterac¸o˜es na mensagem.
Estas cifras utilizam va´rios modos de funcionamento, em que sa˜o oferecidos diferentes
crite´rios de seguranc¸a, eficieˆncia, de´bito, propagac¸a˜o e toleraˆncia a erros. Existem va´rios
modos de funcionamento, o Cipher Block Chaining (CBC), o Counter Mode (CTR) e o Galois
Counter Mode (GCM), entre outros, sendo os mais utilizados o CBC e o GCM[9].
O CBC e´ o modo de funcionamento mais comum. Neste modo, cada bloco da mensagem
e´ Exclusive Or (XOR)ed com o criptograma gerado pela cifragem do bloco da mensagem
anterior. Deste modo, cada bloco do criptograma depende dos blocos da mensagem
processados ate´ esse ponto. Para que cada criptograma seja u´nico, e´ usado um Initialization
Vector (IV), que e´ XORed com o primeiro bloco da mensagem. Este modo preveˆ ainda a
utilizac¸a˜o de um MAC para garantir integridade das mensagens.
Quanto a` eficieˆncia, este modo na˜o permite a paralelizac¸a˜o da cifragem, visto que para um
bloco ser cifrado necessita do bloco do criptograma anterior, o que obriga a uma execuc¸a˜o
sequencial. A operac¸a˜o de decifragem, por outro lado, e´ paraleliza´vel, visto que cada bloco
do criptograma apenas necessita do bloco do criptograma anterior. Dependendo do IV ser
ou na˜o aleato´rio, este esquema pode assumir propriedades determinı´sticas, ou seja, a mesma
mensagem cifrada va´rias vezes resulta sempre no mesmo criptograma.
O modo CTR transforma a cifra por blocos numa cifra sequencial atrave´s de um contador.
A` func¸a˜o de cifragem e´ lhe aplicado um IV, que e´ conjugado com o contador. Assim, a cada
cifragem, o contador e´ incrementado produzindo um valor diferente para cada bloco, ou
seja, seria semelhante a usar um IV u´nico para cada bloco. Quanto a` eficieˆncia, visto que
para cifragem e a decifragem na˜o existem dependeˆncias entre os blocos da mensagem e do
criptograma e´ possı´vel paralelizar estas operac¸o˜es.
O modo GCM, tal como 0 CTR e´ paraleliza´vel. A` func¸a˜o de cifragem e´ lhe passado um
contador, que e´ incrementado cada vez que e´ usado, que e´ cifrado. Este contador cifrado
e´ enta˜o XORed com a mensagem formando o criptograma. Este vai ser XORed com um
co´digo de autenticac¸a˜o de forma a produzir uma tag de autenticac¸a˜o, com a func¸a˜o de ser
usada para a verificac¸a˜o da integridade da mensagem. A mensagem cifrada conte´m o IV,
o criptograma, e o co´digo de autenticac¸a˜o. Preveˆ-se que este modo de funcionamento va´
substituir o modo CBC usado no OpenSSL[38].
Existem va´rios algoritmos que implementam cifras por bloco, sendo os mais conhecidos:
Advanced Encryption Standard (AES), Data Encryption Standard (DES), International Data En-
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cryption Algorithm (IDEA), Rivest Chiper 5 (RC5) e Blowfish[28][29][24][51][53]. O algoritmo
mais usado e´ o AES operando com blocos de 128 a 256 bits e chaves de 128, 192 ou 256
bits. De forma a uniformizar os termos usados em relac¸a˜o a`s te´cnicas criptogra´ficas, vai
ser chamada Standard Encryption a uma cifra aleato´ria (por exemplo, AES-128 CBC com
IV aleato´rio) e Deterministic Encryption a uma cifra com propriedades determinı´sticas (por
exemplo, AES-128 CBC com IV fixo).
2.2.2 Order-Preserving Encryption
Os esquemas criptogra´ficos tradicionais teˆm a limitac¸a˜o de na˜o preservarem a ordem entre
dois criptogramas, obrigando a que os dados sejam transferidos para o cliente, onde sa˜o
decifrados e comparados pelo grau de grandeza. Este processo faz com que o desempenho
do sistema diminua, tornando esta abordagem invia´vel para sistemas de processamento
analı´tico em tempo real. De forma a resolver este problema surgiu o Order-Preserving
Encryption (OPE), criado por Agrawal[21]. O OPE e´ um esquema criptogra´fico determinı´stico
que permite preservar a ordem nume´rica das mensagem quando cifradas. Dadas duas
mensagem m1 e m2 e uma chave k:
OPEEnc(k, m1) > OPEEnc(k, m2) sse m1 > m2
em que OPEEnc(k, m) e´ a operac¸a˜o de cifragem. Assim, o OPE permite realizar operac¸o˜es
de comparac¸a˜o diretamente sobre os dados cifrados, ou seja, e´ possı´vel processar interrogac¸o˜es
de igualdade, bem como as operac¸o˜es de ordem. Contudo este esquema na˜o permite
operac¸o˜es como SUM e AVG, sendo necessa´rio passar os dados para o cliente onde e´ feita
a computac¸a˜o ou usar um esquema que permita estas operac¸o˜es, por exemplo, Paillier.
Contudo, para ale´m de revelar a igualdade e a ordem dos criptogramas, em algumas
implementac¸o˜es o esquema revela parcialmente o conteu´do da mensagem original[49].
2.2.3 Searchable Encryption
A pesquisa de palavras especı´ficas numa base de dados e´ uma pra´tica comum em mu´ltiplas
aplicac¸o˜es e servic¸os. Contudo, esta tarefa na˜o e´ trivial (por vezes impossı´vel) quando
recorremos ao paradigma de processamento seguro. Para colmatar esta necessidade surgiu
o Searchable Encryption (SE)[55], que permite que sejam feitas pesquisas de palavras sobre
conteu´do cifrado. Originalmente, existem duas abordagens para este esquema, uma que
permite a pesquisa na base de dados sequencialmente, e outra que constro´i uma tabela em
que sa˜o guardadas as palavras-chave e uma lista de localizac¸o˜es destas nos documentos.
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Na primeira abordagem, para um dado documento a ser guardado no servidor, cada
palavra e´ cifrada com uma cifra determinı´stica, permitindo a igualdade entre criptogramas.
Para ser feita uma pesquisa de uma palavra, o cliente cifra a palavra que pretende procurar
com a mesma chave que foi usada para cifrar os documentos, e envia-a para o servidor.
Apo´s a recec¸a˜o desta por parte do servidor, e´ feita uma pesquisa sequencial em todos os
documentos cifrados. Quando este processo terminar sa˜o enviados todos os documentos em
que foi encontrada a palavra para o cliente, que decifra os documentos.
Na segunda proposta, para cada documento a ser armazenado, o cliente define as palavras-
chave associadas a este. O documento e´ enta˜o cifrado e enviado para o servidor e cada
palavra-chave definida guarda a sua localizac¸a˜o. Da mesma forma que a proposta anterior,
quando o cliente pesquisa uma palavra, esta e´ cifrada e enviada para o servidor. Apo´s a
recec¸a˜o desta, o servidor apenas tem que ir a` tabela construı´da com as palavras-chave que o
cliente definiu e devolver todos os documentos que a conte´m. Comparativamente a` primeira
abordagem, esta proposta admite um melhor desempenho, visto que na˜o e´ necessa´rio efetuar
uma procura sequencial. Contudo, sempre que adicionado, removido ou atualizado um
documento, ha´ uma sobrecarga para a atualizac¸a˜o da tabela.
A nı´vel de seguranc¸a, a primeira abordagem, revela a igualdade entre as palavras, visto
que cada uma destas e´ cifrada por uma cifra determinı´stica. Na segunda abordagem sa˜o
apenas reveladas as relac¸o˜es entre criptogramas, ou seja, se fosse feita a procura por uma
palavra, o atacante ganhava a informac¸a˜o que va´rios criptogramas partilhavam essa palavra.
Nesta abordagem, um atacante teria que seguir uma paradigma de criptoana´lise para
conseguir informac¸a˜o relevante sobre os criptogramas, o que na˜o e´ uma tarefa trivial.
2.2.4 Homomorphic Encryption
Esquemas criptogra´ficos de Homomorphic Encryption permitem a realizac¸a˜o de operac¸o˜es
arbitra´rias sobre os criptogramas, permitindo ao servidor processar os dados cifrados.
Estes esquemas sa˜o divididos em duas categorias: FHE(Fully-Homomorphic Encryption) e
PHE(Partial-Homomorphic Encryption). FHE suporta mu´ltiplas operac¸o˜es alge´bricas , por
exemplo, adic¸o˜es, subtrac¸o˜es, multiplicac¸o˜es, XOR[32]. Contudo, a` medida que o conjunto
de operac¸o˜es permitidas aumenta, o desempenho do esquema criptogra´fico e´ severamente
prejudicado. Por exemplo, a implementac¸a˜o de Coron[25], necessita de transferir 73TB de
informac¸a˜o cifrada para processar 4MB de mensagem. Posto isto, FHE na˜o e´ um esquema
apropriado para proteger informac¸a˜o e permitir processamento sobre criptogramas em
tempo real.
Por sua vez, Partial-Homomorphic Encryption (PHE) relaxa o modelo de computac¸a˜o em
relac¸a˜o ao Fully-Homomorphic Encryption (FHE), focando-se num conjunto mais limitado
de operac¸o˜es alge´bricas, por exemplo, adic¸o˜es, multiplicac¸o˜es ou XOR. Um exemplo deste
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esquema criptogra´fico deste tipo e´ Paillier Encryption[45] que permite algumas operac¸o˜es
sobre mensagens cifradas. Este esquema assume duas propriedades homomo´rficas, adic¸a˜o
homomo´rfica de mensagens e multiplicac¸a˜o homomo´rfica de mensagens. Dadas duas
mensagens m1 e m2 e uma chave k, este esquema assume as seguintes propriedades:
m1 = HOMDec(k, HOMEnc(k, m1))
m2 = HOMDec(k, HOMEnc(k, m2))
m1 + m2 = HOMDec(k, HOMAdd(HOMEnc(k, m1)), HOMEnc(k, m2))))
em que HOMEnc(k, m) e´ a operac¸a˜o de cifragem, HOMDec(k, m) e´ a operac¸a˜o de decifra-
gem e HOMAdd(m1, m2) e´ a operac¸a˜o de adic¸a˜o. Visto que este esquema permite algumas
operac¸o˜es alge´bricas, e´ muito adotado em sistemas de processamento analı´tico seguro[57],
sendo que alguns usam variantes deste esquema otimizadas[46].
2.2.5 Format-Preserving Encryption
Os esquemas tradicionais garantem a privacidade dos dados, cifrando os dados sensı´veis,
pore´m, estes esquemas alteram a estrutura da base de dados. Esta limitac¸a˜o impossibilita a
restric¸a˜o do tamanho e do formato do input, como e´ o caso dos inteiros.
De forma a resolver este problema foi proposto o esquema Fully-Homomorphic Encryption
(FPE) por Black[23]. A ideia por tra´s da criac¸a˜o deste esquema e´ a gerac¸a˜o de criptogramas
com o mesmo formato e domı´nio que a mensagem. Ou seja, os dados cifrados manteˆm o
formato e o comprimento do conteu´do original quando cifrados, sendo isto u´til quando
existem restric¸o˜es no comprimento ou no formato dos dados. Por exemplo, assumindo
que pretendemos proteger uma coluna de uma base de dados, relativa a um ano, o uso de
uma cifra determinı´stica, por exemplo AES-128 o criptograma tera´ obrigatoriamente blocos
de 128 bits, enquanto que o com o uso de FPE o criptograma tera´ 4 dı´gitos, preservando
tambe´m o tipo da coluna. Contudo, por permitir a preservac¸a˜o do tipo e do tamanho da
mensagem, existe um compromisso de seguranc¸a, sendo o esquema suscetı´vel a ataques de
deduc¸a˜o e forc¸a bruta.
2.2.6 Discussa˜o
Feito o levantamento dos esquemas criptogra´ficos de interesse para a construc¸a˜o de um
sistema de processamento analı´tico seguro, e´ feita uma discussa˜o em que sa˜o expostas as
operac¸o˜es que cada esquema criptogra´fico permite, bem como as fraquezas de cada um.
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Esquema Criptogra´fico Operac¸o˜es Fraquezas
Standard Nenhuma Nenhuma
Deterministic Igualdades Duplicados
Order-Preserving Ordem e Igualdade
Duplicados, ordem e




forc¸a bruta e duplicados
Searchable Pesquisa de palavras Duplicados
Tabela 1: Caracterizac¸a˜o dos esquemas criptogra´ficos em relac¸a˜o a`s operac¸o˜es permitidas e as respeti-
vas vulnerabilidades
Entende-se por fraquezas, as vulnerabilidades a ataques e fugas de informac¸a˜o que cada
esquema apresenta.
Como foi falado ao longo deste capı´tulo, existem va´rios esquemas criptogra´ficos que
permitem que processamento analı´tico seja efetuado de forma segura. Na tabela 1 sa˜o
descritas as operac¸o˜es que cada esquema permite e as suas fraquezas. As operac¸o˜es
apresentadas sa˜o a igualdade, ordem, adic¸a˜o, pesquisa entre criptogramas.
A igualdade, ordem e adic¸a˜o referem-se a` comparac¸a˜o da igualdade e ordem entre dois
criptogramas, respetivamente, enquanto que a adic¸a˜o refere-se a` adic¸a˜o de dois criptogramas.
A pesquisa, tal como foi referido anteriormente, refere-se a` procura de uma palavra ou de
prefixos/sufixos num criptograma. A fuga de informac¸a˜o sobre dados duplicados acontece
quando e´ usada a abordagem em que cada palavra e´ cifrada com uma cifra determinı´stica.
Por fim, o esquema FPE permite a verificac¸a˜o de igualdades entre criptogramas e poupar
espac¸o em comparac¸a˜o com outros esquemas. Contudo, visto que este esquema preserva
o tamanho e o tipo do criptograma, criptoana´lise e´ um modo de ataque eficiente contra
algumas implementac¸o˜es deste esquema[31].
2.3 soluc¸o˜es de processamento anali´tico seguro
Ja´ existem va´rios sistemas que permitem o processamento analı´tico seguro sobre dados
sensı´veis. Neste capı´tulo sa˜o expostos os principais sistemas, descrevendo as noc¸o˜es gerais de
cada sistema, a sua arquitetura, o tipo de operac¸o˜es que realizam e os esquemas criptogra´ficos
usados.
Para processar grandes quantidades de dados torna-se extremamente desafiante sem
recorrermos a ferramentas e´ impensa´vel processa´-los sem o uso de uma ferramenta de
processamento analı´tico. De modo a proteger os dados e permitir ao mesmo tempo o seu
processamento, foram construı´dos va´rios sistemas de processamento seguro. Para ale´m de
2 A revelac¸a˜o parcial da mensagem depende da te´cnica criptogra´fica utilizada[49]
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Figura 7: Visa˜o lo´gica das camadas de um sistemas de processamento analı´tico seguro
oferecerem uma interface que facilita o uso aos clientes, estes sistemas fazem otimizac¸o˜es
sobre as interrogac¸o˜es dos clientes. Geralmente, estes sistemas de processamento seguro
seguem uma arquitetura composta por duas entidades, a entidade confia´vel e a na˜o confia´vel.
A entidade confia´vel, corresponde ao ponto de acesso dos clientes, enquanto que a entidade
na˜o confia´vel e´ onde a maioria do processamento e´ realizado, sendo este servic¸o controlado
por terceiros. Desta forma, os dados passam a ser controlados pelos fornecedores deste
servic¸o, sendo necessa´rio assegurar a sua seguranc¸a.
Originalmente, foram criados sistemas baseado em bases de dados SQL para resolver
essas limitac¸o˜es de seguranc¸a, sendo o CryptDB[48] pioneiro. Para o paradigma Not Only
SQL (NoSQL), tambe´m foram desenvolvidos sistemas como o SafeNoSQL[39] que, tal como o
CryptDB, permitem que a computac¸a˜o seja realizada numa infraestrutura na˜o confia´vel.
Na figura 7 e´ apresentada uma visa˜o lo´gica que os sistemas de processamento analı´tico
seguro seguem. Do lado confia´vel temos a aplicac¸a˜o que necessita resultados de processa-
mento analı´tico. Esta comunica atrave´s de uma API com o sistema de processamento seguro
que cifra as interrogac¸o˜es a enviar para o servidor(1). Apo´s a recec¸a˜o da interrogac¸a˜o(2),
o servidor procede ao processamento e envia os resultados para o cliente(3). Do lado na˜o
confia´vel existe a componente de armazenamento onde esta˜o guardados os dados, podendo
ser uma base de dados, um sistemas de ficheiros, entre outros. Para ale´m desta, existe
tambe´m uma componente de processamento analı´tico que vai ser responsa´vel pela maioria
do processamento. Caso na˜o seja possı´vel processar de forma segura a informac¸a˜o, esta e´
enviada para o lado confia´vel para ser decifrada e processada.
2.3.1 Monomi
Os sistemas originais de processamento seguro como o CryptDB, embora introduzissem o
processamento seguro de uma grande conjunto de interrogac¸o˜es SQL, eram incapazes de
processar eficientemente interrogac¸o˜es mais complexas. Desta forma, de modo a possibilitar
a execuc¸a˜o eficiente de interrogac¸o˜es SQL surgiu o Monomi[57]. Este sistema faz um pre´-
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Figura 8: Arquitetura do sistema Monomi3
processamento das interrogac¸o˜es do utilizador e divide-as entre o cliente (confia´vel) e o
servidor(na˜o confia´vel), de forma a que a sua execuc¸a˜o seja o mais eficiente possı´vel(modelo
de execuc¸a˜o split client-server). Na figura 8 e´ apresentada a arquitetura do Monomi.
Contudo, existem va´rios desafios inerentes a` construc¸a˜o deste sistema. Primeiro, interrogac¸o˜es
sobre grandes volumes de dados sa˜o limitadas pelo I/O do sistema, visto que os esquemas
criptogra´ficos va˜o aumentar significativamente o tamanho dos dados, prejudicando o de-
sempenho do sistema. Para ale´m disto, a complexidade das interrogac¸o˜es faz com que a
computac¸a˜o seja ineficiente ou impossı´vel sobre o dados cifrados.
Para resolver o primeiro desafio, o Monomi segue o modelo de execuc¸a˜o split client/server,
que permite que a computac¸a˜o seja dividida entre o cliente e o servidor. Este sistema
e´ baseado no CryptDB[48], um sistema que oferece confiabilidade sobre sistemas que
utilizam bases de dados relacionais. Sa˜o introduzidas va´rias te´cnicas que melhoram o
desempenho para interrogac¸o˜es especı´ficas, tais como, pre´-processamento por linhas, te´cnicas
criptogra´ficas eficientes quanto ao espac¸o, adic¸o˜es homomo´rficas e pre´-filtragem. Para
resolver o u´ltimo desafio sa˜o introduzidos dois mo´dulos, o designer e o planner. O primeiro e´
responsa´vel pela construc¸a˜o de um esquema fı´sico otimizado, sendo este processo efetuado
na configurac¸a˜o inicial do sistema. O designer recebe o esquema fı´sico da base de dados e
uma carga de trabalho representativa das interrogac¸o˜es que o sistema vai processar. Quanto
ao planner, e´ responsa´vel por determinar a melhor divisa˜o da execuc¸a˜o das interrogac¸o˜es,
construindo um plano otimizado de execuc¸a˜o, sendo que cada interrogac¸a˜o feita pelo
utilizador passa por esta componente.
Para proteger a informac¸a˜o, o Monomi recorre a esquemas criptogra´ficos, Standard En-
cryption, Deterministic Encryption, Order-Preserving Encryption, Paillier Encryption, Searchable
Encryption, e ainda de forma a poupar espac¸o, o Monomi recorre a esquemas de Format-
Preserving Encryption.
3 Retirado do artigo ”Processing analytical queries over encrypted data”[57]
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Em comparac¸a˜o com o sistema sobre o qual e´ construı´do, o Monomi garante o mesmo nı´vel
de seguranc¸a, mas permite que sejam feitas mais interrogac¸o˜es. Em termos de desempenho,
o Monomi apresenta melhorias devido a`s otimizac¸o˜es e ao seu modelo de execuc¸a˜o.
2.3.2 Seabed
O Seabed[46], construı´do sobre o Apache Spark, surgiu para colmatar os problemas que os
esquemas criptogra´ficos usados por sistemas anteriormente propostos traziam (Monomi e
CryptDB), permitindo tambe´m processamento seguro dos dados. Os esquemas criptogra´ficos
utilizados por sistemas precedentes tem custo de computac¸a˜o elevado (por exemplo, order-
preserving encryption), tornando-os invia´veis para aplicac¸o˜es de processamento em tempo
real. Para ale´m disso, esquemas determinı´sticos sa˜o vulnera´veis a ataques de infereˆncia[42].
De forma a resolver esta vulnerabilidade e trazer otimizac¸o˜es em comparac¸a˜o com os
sistemas anteriores, o Seabed introduz dois novos esquemas criptogra´ficos, o Additively
Symmetric Homomorphic Encryption (ASHE) e o SPLayed ASHE (SPLASHE). O ASHE e´ um
esquema homomo´rfico treˆs ordens de grandeza mais ra´pido que Paillier Encryption, contudo,
este esquema na˜o cumpre um requisito tı´pico dos esquemas homomo´rficos. Este requisito
obriga a que o tamanho de um criptograma na˜o aumente com o nu´mero de operac¸o˜es
feitas sobre este. Visto que o ASHE na˜o respeita esse requisito, os criptogramas va˜o ocupar
mais espac¸o que necessa´rio, comparativamente a Paillier. A criac¸a˜o do esquema SPLASHE
foi motivada pela vulnerabilidade que os esquemas determinı´sticos apresentam face a
ataques por infereˆncia, visto que o uso de esquema determinı´sticos revelam a frequeˆncia
dos valores de forma a permitir validac¸a˜o de igualdades. Este esquema tem dois modos de
funcionamento, o ba´sico e o avanc¸ado. No modo ba´sico, o esquema opera da seguinte forma:
dada uma coluna C e um nu´mero de valores discretos d que esta pode assumir sa˜o criadas
d colunas que substituem a coluna C, sendo cada coluna denominada Cd. Quando o valor
da coluna C na linha n e´ x enta˜o o valor da coluna Cx na linha n e´ fixado a 1, por exemplo,
se C conteˆm duas ocorreˆncias de x enta˜o a coluna Cx vai conter dois valores fixados a 1
nas linhas em que x ocorre em C. Os restantes valores da coluna Cx sa˜o fixados a 0. Se as
colunas resultantes do uso deste modo de funcionamento, forem cifradas usando ASHE os
criptogramas sa˜o aleato´rios para o atacante, tornando assim o sistema seguro contra ataques
por infereˆncia. Contudo, este modo de funcionamento e´ impratica´vel quando a gama de
valores de d e´ muito grande, visto que este modo aumenta o consumo de armazenamento
num fator de d. O modo avanc¸ado tenta resolver este problema apenas criando novas
colunas para os valores mais frequentes. Para os valores que ocorrem menos que um
nu´mero determinado de vezes e´ criada uma coluna auxiliar que sera´ responsa´vel pelo
seu armazenamento. Contudo, este modo traz va´rias limitac¸o˜es: necessidade de conhecer
a interrogac¸a˜o ou a distribuic¸a˜o dos dados antes da sua execuc¸a˜o, dificuldade em gerir
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Figura 9: Arquitetura do sistema Seabed4
dados em que a distribuic¸a˜o varie rapidamente e os custos adicionais de armazenamento.
Ambos os modos de funcionamento do SPLASHE requerem mais espac¸o de armazenamento,
sendo que o uso do modo avanc¸ado em aplicac¸o˜es realistas requer 10 vezes mais espac¸o de
armazenamento.
A arquitetura do Seabed apresentada na figura 9 recorre a uma componente de planeamento
(planner, tal como o Monomi), para determinar os esquemas criptogra´ficos a usar em cada
coluna. Esta componente necessita de um esquema da base de dados e de uma carga de
trabalho representativa das interrogac¸o˜es que o sistema vai processar. Para o armazenamento
de dados estes sa˜o enviados para o mo´dulo criptogra´fico do Seabed para serem cifrados
com a cifra correta, que foi decidida no planner, sendo carregados para a componente
de armazenamento. A componente de traduc¸a˜o de interrogac¸o˜es(Query Code Translator) e´
responsa´vel por transformar as interrogac¸o˜es de forma a que sejam eficientemente executadas
sobre a informac¸a˜o cifrada no lado na˜o confia´vel. O servidor, apo´s processar a interrogac¸a˜o,
envia o resultado para o mo´dulo encarregue de decifrar os dados, sendo feito o resto do
processamento caso necessa´rio.
2.3.3 Opaque
Ao contra´rio dos sistemas anteriores, o Opaque[61] recorre a hardware seguro de forma a
proteger e efetuar a computac¸a˜o. O hardware seguro usado pelo Opaque, Intel SGX[26],
consiste num conjunto de operac¸o˜es que permitem que o co´digo dos utilizadores reserve
regio˜es privadas de memo´ria, denominadas de enclaves, contudo, isto obriga a que as
no´s suportem Intel SGX. Este sistema, construı´do sobre o Spark SQL, introduz soluc¸o˜es
para colmatar o problema de ana´lise de padro˜es que os enclaves de hardware sofrem. Esta
vulnerabilidade pode ser explorada por um sistema operativo malicioso que e´ capaz de
4 Retirado do artigo ”Big data analytics over encrypted datasets with seabed”[46]
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Figura 10: Arquitetura do sistema Opaque5
inferir informac¸a˜o sobre os dados cifrados atrave´s da monitorizac¸a˜o do acesso a` memo´ria
por parte da aplicac¸a˜o. Este sistema tambe´m introduz um mecanismo de verificac¸a˜o da
computac¸a˜o de forma detetar se um atacante corrompe o resultado do processamento.
Na arquitetura apresentada na figura 10, temos apenas uma componente do lado confia´vel,
o Catalyst Query Planner, sendo responsa´vel pela construc¸a˜o do plano de execuc¸a˜o da
interrogac¸a˜o. Esta e´ a u´nica alterac¸a˜o em relac¸a˜o a` arquitetura do Spark SQL, sendo que o
Opaque move esta componente para o lado confia´vel para evitar que um fornecedor malici-
oso do servic¸o de nuvem controle o planeador, resultando em execuc¸a˜o de interrogac¸o˜es
incorretas. O scheduler, responsa´vel por gerir as tarefas entre os no´s Spark, e´ colocado do
lado na˜o confia´vel, visto que ha´ mecanismos para verificar se a computac¸a˜o foi corrompida.
Esta componente tambe´m e´ responsa´vel pela toleraˆncia a falhas, por exemplo, caso um dos
no´s esteja lento ou tenha deixado de responder, o scheduler pode atribuir a tarefa desse no´ a
outro no´.
O Opaque tem treˆs modos de funcionamento, o encryption mode, oblivious mode e o oblivious
pad mode. Com a utilizac¸a˜o do encryption mode o Opaque oferece garantias de confidencia-
lidade e integridade, na˜o protegendo o sistema de ataques que monitorizem os acessos a`
memo´ria. O oblivious mode, para ale´m de oferecer as mesmas garantias que o encryption mode,
adicionalmente protege o sistema de ataques baseados em padro˜es de acesso aos dados.
De forma a proteger o sistema contra ataque baseados em fugas do tamanho dos dados e´
utilizado o oblivious pad mode, assegurando as garantias dos outros modos de funcionamento.
Ao recorrer a enclaves, a computac¸a˜o segura e´ efetuada no lado na˜o confia´vel.
Segundo a arquitetura descrita na figura 10, uma interrogac¸a˜o assume o seguinte fluxo:
inicialmente e´ gerado um DAG no query planner, que e´ cifrado e enviado para o lado na˜o
confia´vel (servidor). O scheduler trata enta˜o de distribuir o trabalho pelos no´s Spark. Por fim,
o resultado e´ enviado para lado confia´vel onde e´ decifrado.
De modo a garantir a privacidade e integridade dos dados, o Opaque usa AES no modo
de operac¸a˜o GCM[35]. Este modo combina o modo CTR, explicitado anteriormente, com o
5 Retirado do artigo ”Opaque: An oblivious and encrypted distributed analytics platform”[61]
2.3. Soluc¸o˜es de Processamento Analı´tico Seguro 28
modo de autenticac¸a˜o Galois, o que traz confidencialidade e verificac¸a˜o da integridade dos
dados.
Em termos de desempenho, o Opaque, utilizando o encrypted mode, apresenta resultados
que variam entre 58% de aumento de desempenho a 2.5x de perda de desempenho quando
comparado com o Spark SQL, utilizando o Big Data Benchmark[8] para realizar a comparac¸a˜o
do desempenho dos sistemas. Os ganhos no desempenho devem-se ao facto do Opaque
utilizar C++ no enclave, enquanto que o Spark SQL sofre perdas devido ao uso da Java Virtual
Machine (JVM). No modo oblivious o desempenho do Opaque e´ bastante penalizado, mais
precisamente em 1.6-62x em relac¸a˜o ao Spark SQL, o que se deve ao aumento de seguranc¸a
do sistema, protegendo-o da ana´lise de padro˜es de acesso a` memo´ria e rede.
2.3.4 PrivApprox
Numa outra abordagem, o PrivApprox[50] oferece processamento em tempo real, garan-
tindo simultaneamente a privacidade da informac¸a˜o. Ao contra´rio dos sistemas descritos
anteriores, o PrivApprox usa o conceito de computac¸a˜o aproximada. Ao inve´s de processar
completamente um conjunto de dados, e´ feito sampling, trocando a precisa˜o dos resultados
pela velocidade de processamento, o que e´ importante visto ser um sistema de proces-
samento em tempo real. Para ale´m disto, o PrivApprox na˜o usa esquemas criptogra´ficos
tradicionais para proteger os dados, ao inve´s disto, recorre a XOR-based encryption. Se
dois clientes querem trocar uma mensagem de tamanho l, comec¸am por trocar uma chave
privada Mk de tamanho l. De seguida, para cifrar a mensagem, o emissor aplica a operac¸a˜o
de XOR a` mensagem, obtendo o criptograma (Mc = M ⊕ Mk). Depois de transmitido o
criptograma (Mc), o recetor vai aplicar a chave trocada anteriormente a esse criptograma
para obter a mensagem original (M = Mc ⊕ Mk). Este esquema e´ extremamente eficiente
quando comparado com os esquemas anteriores, contudo, apo´s a troca de va´rias mensagens
e´ possı´vel descobrir a chave privada usada. Na figura 11 e´ apresentada a arquitetura do
PrivApprox.
O sistema compreende quatro componentes, o investigador, o cliente, os proxies e o aggre-
gator. O cliente guarda os dados localmente dos seus dispositivos e subscreve interrogac¸o˜es
do sistema, sendo que estas sa˜o criadas pelos investigadores. Os proxies sa˜o responsa´veis
por transmitir as interrogac¸o˜es entre os clientes e receber as suas respostas. Estas respostas
sa˜o processadas no aggregator, que descodifica as mensagens, calcula a estimac¸a˜o de erro e
retorna o resultado ao analista. Concluindo, o PrivApprox e´ um sistema de processamento
em tempo real de dados descentralizados que oferece privacidade aos clientes, contudo, se
um grande nu´mero de clientes for malicioso, os resultados podem ser comprometidos.
6 Retirado do artigo ”Privapprox: Privacy-preserving stream analytics”[50]
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Figura 11: Arquitetura do sistema PrivApprox6
2.4 discussa˜o
Tal como foi discutido anteriormente, as soluc¸o˜es de processamento analı´tico seguro for-
necem um conjunto limitado de operac¸o˜es para o processamento dos dados. Ale´m disso,
algumas dessas soluc¸o˜es sugerem abordagens com um impacto muito elevado no desempe-
nho do sistema analı´tico e aumentam o volume de dados a armazenar com o compromisso
de dar suporte a um maior nu´mero de operac¸o˜es. Para ale´m disso, estas soluc¸o˜es apre-
sentam fraca modularidade e flexibilidade na escolha de diferentes te´cnicas que permitem
suportar aplicac¸o˜es com diferentes compromissos em termos de seguranc¸a, desempenho e
funcionalidade.
3
A R Q U I T E T U R A
De forma a colmatar as falhas apresentadas anteriormente, esta dissertac¸a˜o propo˜e uma nova
plataforma denominada SafeAnalytics, um sistema de processamento analı´tico modular e
flexı´vel que permite o processamento dos dados de forma segura. Este sistema e´ configura´vel
de forma a maximizar o seu desempenho, garantindo que o processamento e´ feito sem
revelar informac¸a˜o sensı´vel dos dados processados. Ainda, denominado de SafeAnalytics,
permite que os dados sejam processados garantindo a privacidade destes, com o melhor
desempenho possı´vel. Visto que sa˜o usadas va´rias te´cnicas criptogra´ficas, que permitem
operac¸o˜es sobre os dados cifrados, e´ necessa´rio ter um compromisso configura´vel entre a
seguranc¸a, funcionalidade e o desempenho. Para ale´m disso, de forma a diminuir os recursos
necessa´rios para processar os dados de forma segura, e´ seguido o modelo split-execution que
permite partir uma interrogac¸a˜o em partes, permitindo a sua execuc¸a˜o numa infraestrutura
confia´vel e na˜o confia´vel, seguindo o conceito utilizado no Monomi.
3.1 safeanalytics
O SafeAnalytics garante a privacidade do processamento dos dados de forma transparente.
Tal como alguns dos sistemas enunciados em capı´tulos anteriores, o SafeAnalytics segue um
modelo em que o processamento e´ dividido entre uma parte confia´vel e uma na˜o confia´vel.
Na figura 12 e´ apresentada a arquitetura, composta por duas componentes: uma presente
no lado confia´vel que corresponde a uma plataforma de computac¸a˜o em que o cliente tem
confianc¸a, por exemplo, uma infraestrutura privada gerida por este, e outra no lado na˜o
confia´vel que corresponde a uma plataforma de computac¸a˜o em que o cliente na˜o tem
confianc¸a, por exemplo, servic¸os de nuvem.
Cada uma destas componentes possui um motor de processamento, responsa´vel pelo
processamento dos dados e um mo´dulo criptogra´fico responsa´vel pela seguranc¸a dos dados
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Figura 12: Arquitetura do sistema SafeAnalytics
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3.1.1 Motor de processamento e Mo´dulo criptogra´fico
Tal como referido anteriormente, a arquitetura e´ dividida em duas partes o que permite ao
utilizador diminuir os recursos utilizados da sua infraestrutura durante o processamento.
Ambas as partes do sistema sa˜o constituı´das por dois mo´dulos, o motor de processamento
e mo´dulo criptogra´fico. Na parte confia´vel do sistema, o motor de processamento e´ inici-
almente responsa´vel pelo planeamento do processamento analı´tico, utilizando o mo´dulo
criptogra´fico presente na parte confia´vel para preparar as interrogac¸o˜es. Por exemplo, uma
interrogac¸a˜o que realiza filtros de igualdade e´ executada, assim, e´ necessa´rio cifrar os campos
correspondentes utilizando te´cnicas apropriadas, neste caso determinı´stica.
O comportamento das componentes da parte na˜o confia´vel do sistema e´ semelhante.
Na parte na˜o confia´vel, o motor de processamento e´ responsa´vel por realizar parte da
interrogac¸a˜o, seguindo o planeamento realizado previamente, utilizando o modo crip-
togra´fico para operac¸o˜es que na˜o sejam possı´veis de executar diretamente sobre os dados,
por exemplo, agregac¸o˜es. O restante processamento e´ concluı´do na parte confia´vel do
SafeAnalytics, apo´s o mo´dulo criptogra´fico decifrar os dados.
A possibilidade da adic¸a˜o de novas te´cnicas criptogra´ficas aos mo´dulos torna esta arqui-
tetura modular, permitindo que o sistema evolua com a descoberta de novas te´cnicas que
permitem novas operac¸o˜es sobre dados cifrados.
3.1.2 Fluxo do processamento na plataforma
De forma a facilitar a compreensa˜o do funcionamento do SafeAnalytics e´ apresentado o
comportamento de uma aplicac¸a˜o que executa uma interrogac¸a˜o que contem filtros de
igualdade para realizar processamento analı´tico. O processo e´ iniciado quando a aplicac¸a˜o
envia a interrogac¸a˜o para o SafeAnalytics (1), sendo intercetada pelo motor de processamento
presente na parte confia´vel do sistema. A interrogac¸a˜o e´ processada, otimizada e modificada
pelo mo´dulo criptogra´fico (2) de acordo com as te´cnicas criptogra´ficas que utiliza, sendo
que neste exemplo, como sa˜o utilizados filtros de igualdade, os campos sa˜o cifrados com
uma cifra determinı´stica. Apo´s realizadas as alterac¸o˜es necessa´rias, e´ criado um plano de
execuc¸a˜o da interrogac¸a˜o.
O processamento continua na parte na˜o confia´vel (3), em que o motor de processamento
recebe a informac¸a˜o sobre o processamento que necessita de realizar, recorrendo ao mo´dulo
criptogra´fico (4) caso na˜o seja possı´vel executar algumas operac¸o˜es mais complexas, por
exemplo, agregac¸o˜es. De seguida os dados armazenados (cifrados) sa˜o lidos (5), executando
diretamente sobre estes operac¸o˜es que o sistema permita, neste caso filtros de igualdade.
Apo´s o te´rmino do processamento na parte na˜o confia´vel, os resultados processados
sa˜o enviados para a parte confia´vel (3) onde sa˜o decifrados pelo mo´dulo criptogra´fico (2).
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Dependendo das interrogac¸o˜es, o processamento pode na˜o ser completamente concluı´do na
parte na˜o confia´vel do sistema, obrigando a que seja concluı´do pelo motor de processamento
confia´vel. Por fim, os resultados sa˜o enviados para a aplicac¸a˜o (1). Concluindo, a parte
na˜o confia´vel do sistema na˜o tem acesso aos dados decifrados, e, dependendo das te´cnicas
criptogra´ficas utilizadas, na˜o consegue tirar informac¸a˜o do processamento realizado.
4
I M P L E M E N TA C¸ A˜ O D O S A F E A N A LY T I C S
A arquitetura para a plataforma de processamento analı´tico seguro, apresentada no capı´tulo
3, contempla o processamento de dados de forma seguro. Neste capı´tulo sera´ feita uma
descric¸a˜o detalhada da implementac¸a˜o do SafeAnalytics, descrevendo as deciso˜es tomadas, as
funcionalidades implementadas e algumas contribuic¸o˜es para projetos utilizados no aˆmbito
dissertac¸a˜o.
4.1 apache spark
Para a implementac¸a˜o do SafeAnalytics foi utilizado o Apache Spark como plataforma do
processamento analı´tico visto tratar-se de uma plataforma open-source amplamente utilizada.
Para ale´m de ser o maior projeto open-source na a´rea de processamento de dados[10], o
Apache Spark tem bibliotecas para processamento de grafos, machine learning, processamento
de streams e processamento estruturado de dados.
A implementac¸a˜o do SafeAnalytics focou-se no mo´dulo de processamento estruturado, o
Spark SQL, que para ale´m de oferecer os benefı´cios do processamento relacional, por exemplo,
interrogac¸o˜es declarativas aos utilizadores, permite o uso de interrogac¸o˜es analı´ticas com-
plexas, por exemplo, machine learning. A criac¸a˜o deste mo´dulo do Spark foi inspirada pelo
Shark[59], um sistema que combina interrogac¸o˜es relacionais com interrogac¸o˜es analı´ticas
complexas oferecendo toleraˆncia a falhas. Este sistema otimiza o processamento atrave´s
de te´cnicas que permitem a otimizac¸a˜o dinaˆmica das interrogac¸o˜es em run-time atrave´s
de estruturas de dados apropriadas (DAGs) e te´cnicas de armazenamento, por exemplo,
armazenamento orientado a` coluna.
A principal diferenc¸a entre os modelos de computac¸a˜o do Spark SQL e o Spark Core e´ a
plataforma relacional para interrogar e persistir dados estruturados utilizando interrogac¸o˜es
relacionais que podem ser expressas em SQL e em Domain Specific Language (DSL) que o
Spark SQL oferece.
O Spark SQL introduz uma abstrac¸a˜o de dados tabular denominada DataFrame criada para
trabalhar com dados estruturados e semi-estruturados. Esta estrutura inspirada nos RDDs
adquire algumas das suas caracterı´sticas, como a imutabilidade, computac¸a˜o em memo´ria,
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Figura 13: Diferentes fases da execuc¸a˜o de uma interrogac¸a˜o
resilieˆncia, distribuic¸a˜o e paralelizac¸a˜o, diferindo destas estruturas na utilizac¸a˜o de um
esquema para representar o tipo de dados, sendo compara´vel a uma tabela de uma base de
dados relacional com a adic¸a˜o de otimizac¸o˜es.
Tirando partido das caracterı´sticas da linguagem de programac¸a˜o utilizada na concec¸a˜o
do Spark, nomeadamente o pattern matching e quasi quotes do Scala, foi construı´da uma
componente extensı´vel, denominada de Catalyst optimizer, que permite a otimizac¸a˜o de
interrogac¸o˜es. A extensibilidade desta componente possibilita a adic¸a˜o de novas otimizac¸o˜es
e caracterı´sticas ao Spark SQL, bem como adicionar novas regras ou tipos de dados ao
Catalyst.
O Catalyst possui diferentes bibliotecas para otimizac¸a˜o das interrogac¸o˜es relacionais e
um conjuntos de regras para lidar com as diferentes fases da execuc¸a˜o das interrogac¸o˜es:
ana´lise, otimizac¸a˜o lo´gica, plano fı´sico, e gerac¸a˜o de co´digo, apresentadas na figura 13. A
primeira fase comec¸a com uma Abstract Syntax Tree (AST) devolvida pelo SQL parser ou
quando e´ uma computac¸a˜o e´ lanc¸ada sobre um Dataframe criado utilizando a API que este
fornece. Esta fase tem como propo´sito criar um plano lo´gico com dependeˆncias irresolutas,
ou seja, verificar se atributos ou relac¸o˜es coincidem com tabelas conhecidas. Apo´s a criac¸a˜o
deste esquema lo´gico sa˜o aplicada va´rias regras com o intuito de resolver tipos de dados e
atributos sem mapeamento.
A fase de otimizac¸a˜o lo´gica consiste na aplicac¸a˜o de regras ao plano lo´gico, entre as quais,
constant folding, predicate pushdown, projection pruning, null propagation, entre outros. Ale´m
disto, e´ possı´vel aplicar otimizac¸o˜es cost-based, que se resumem a` criac¸a˜o de mu´ltiplos planos
utilizando diferentes regras e calculando o seu custo.
O pro´ximo passo na otimizac¸a˜o passa por converter o plano lo´gico produzida na etapa
anterior num plano fı´sico, utilizando operadores compatı´veis com o Spark. Tal como a fase
anterior, sa˜o usadas otimizac¸o˜es baseadas em custo e regras de forma a determinar o melhor
plano de execuc¸a˜o.
Por fim, na u´ltima fase de otimizac¸a˜o da interrogac¸a˜o, gerac¸a˜o de Java bytecode, consiste
em transformar a a´rvore que representa a expressa˜o SQL em uma AST. Esta estrutura e´
enta˜o passada ao compilador de Scala gerando o bytecode, que por sua vez sera´ distribuı´do




















Figura 14: Arquitetura do sistema HBase
Apesar de uma soluc¸a˜o baseada em Apache Spark e HDFS permitir que alguma computac¸a˜o
seja feita diretamente sobre os dados, por exemplo filtragem sobre colunas, na˜o permite
que tal seja feito ao mesmo tempo que oferece protec¸a˜o sobre dados, ou seja, na˜o existe
um mecanismo que permita o processamento diretamente sobre os dados cifrados. Para
ale´m disso, muitas aplicac¸o˜es necessitam de utilizar bases de dados para armazenar e
permitir pesquisas sobre estes. Assim e´ necessa´rio utilizar uma base de dados que permita
tanto armazenar a informac¸a˜o, como realizar processamento sobre estes. Desta forma,
foi escolhido o HBase, uma base de dados na˜o relacional, apropriada para o contexto de
processamento analı´tico. Adicionalmente, existe uma soluc¸a˜o implementada sobre esta base
de dados, o SafeNoSQL, que garante a privacidade dos dados, bem como a realizac¸a˜o de
processamento seguro obre estes.
4.2 hbase
O HBase[5] e´ uma base de dados distribuı´da na˜o relacional criada para armazenar e processar
grandes volumes de dados. A sua arquitetura, representada na figura 14, segue um modelo
master/slave.
A componente responsa´vel pela coordenac¸a˜o do sistema e´ o HMaster. Este e´ responsa´vel
pela administrac¸a˜o do sistema, balanceamento de carga das va´rios Region Servers, recuperac¸a˜o
de Region Servers em caso de falhas, entre outras tarefas. Os Region Servers recebem pedidos
de leitura e escrita do cliente e atribuem essa tarefa a` regia˜o que conteˆm a respetiva
informac¸a˜o. Um Region Server pode manter ate´ 1000 regio˜es, e, cada um possui uma
blockcache com o propo´sito de diminuir a lateˆncia nas leituras de dados. Quanto aos
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FuncionarioID
Dados Pessoais Dados Profissionais
Nome Idade Designac¸a˜o Sala´rio
1 Pedro 25 Engenheiro 15 000
2 Joa˜o 29 Doutor 25 000
Tabela 2: Exemplo de uma tabela HBase
mecanismo de caching, o HBase utiliza a blockcache ao nı´vel do Region Server e memstore ao
nı´vel das regio˜es. A blockcache e´ o mecanismo principal para garantir a baixa lateˆncia de
leituras aleato´rias. Esta funciona da seguinte forma: quando e´ realizada a leitura de um
bloco do HDFS este e´ escrito para a blockcache. Assim, leituras que utilizem frequentemente
dados presentes nesse bloco, tera˜o um desempenho melhorado. O espac¸o alocado para este
mecanismo e´, por padra˜o, 40% do tamanho total da heap. Por outro lado, a memstore tem
como func¸a˜o armazenar escritas para Region Servers em memo´ria. De forma a melhorar
o desempenho de escritas, a memstore acumula dados ate´ preencher o espac¸o que lhe foi
alocado, sendo estes escritos para um HFile em disco. Assim, a memstore tem dois fins:
aumentar o tamanho dos dados escrita para disco numa so´ operac¸a˜o, e reter dados escritos
recentemente, para leituras ra´pidas subsequentes. E´ utilizado 40% do tamanho total da heap
para a memstore.
As tabelas, compostas por uma row key, column families e column qualifiers, sa˜o particionadas
horizontalmente em regio˜es, que conteˆm todas as linhas de uma tabela entre uma start e
end key. Habitualmente, os dados correspondentes a uma column family sa˜o armazenados
no mesmo HFile, podendo existir mais do que um, dependendo do tamanho dos dados.
Na tabela 2 e´ apresentado um exemplo de uma tabela HBase que compreende uma row key,
nomeadamente FuncionarioID, duas column families, Dados Pessoais e Dados Profissionais,
subdivididas em dois column qualifiers, Nome e Idade, e Designac¸a˜o e Sala´rio.
A API que o HBase disponibiliza para manipular os dados das tabelas e´ a seguinte:
• Put: Inserc¸a˜o de dados nas tabelas, em que e´ necessa´rio indicar a Row Key, Column
Family e Column Qualifiers e o valor a inserir.
• Get: Pesquisa de uma linha com uma determinada Row Key.
• Scan: Pesquisa de todas as linhas associadas a um conjunto contı´guo de Row Keys.
• Delete: Remover registos com uma determinada Row Key.
Para ale´m destas operac¸o˜es, o HBase suporta a utilizac¸a˜o de filtros, permitindo reduzir o
volume de dados a ser processado pelo cliente. Assim, e´ possı´vel retornar um subconjunto
de resultados, sem que este tenha que aplicar os filtros na sua infraestrutura. Dos filtros
existentes, e´ dado destaque aos mais importantes no aˆmbito desta dissertac¸a˜o:
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• SingleColumnValueFilter: Utilizado para filtrar dados baseando-se no valor das colunas.
• RowFilter: Utilizado para filtrar dados por row keys.
• FilterList: Utilizado para agrupar filtros.
4.3 spark hbase connector
Para utilizar o HBase seguro como sistema de armazenamento foi necessa´rio recorrer a uma
biblioteca externa que permita a comunicac¸a˜o entre os dois sistemas Spark e HBase. Apesar
do reposito´rio do HBase possuir um projeto para esse propo´sito, este tem muitas limitac¸o˜es.
Assim, recorreu-se ao uso de um reposito´rio externo para este propo´sito[37]. O Spark-HBase
Connector (SHC) suporta a utilizac¸a˜o do HBase como fonte de dados externa pelo Spark ao
nı´vel de Dataframes, sendo esta umas das vantagens de usar este reposito´rio em comparac¸a˜o
com o nativo que apenas opera a nı´vel de RDDs. Um requisito na utilizac¸a˜o do conetor e´ a
necessidade da criac¸a˜o um esquema em formato JSON, denominado de cata´logo, que mapeia
tipo de dados entre a uma tabela HBase e um Dataframe. Com o suporte de Dataframes esta
sistema consegue tirar partido das te´cnicas de otimizac¸a˜o que o Spark oferece, como data
locality, predicate pushdown, entre outros.
Data locality
Quando e´ necessa´rio ler dados do HBase, o Spark vai co-alocar um executor com os dados
para eliminar de transfereˆncia de dados pela rede.
Predicate pushdown
O HBase aplica filtros diretamente sobre dados, reduzindo a quantidade de dados lida.
Assim, e´ possı´vel integrar o Spark SQL com o HBase ao nı´vel de Dataframes usufruindo das
otimizac¸o˜es que estes oferecem.
4.4 safenosql
De forma a garantir a privacidade e seguranc¸a de dados num ambiente de computac¸a˜o em
nuvem ha´ duas possibilidades: utilizac¸a˜o de sistemas que protejam os dados e os sirvam
para serem processados numa plataforma segura, tambe´m conhecido como encryption at rest,
na˜o permitindo qualquer tipo de processamento na nuvem, ou utilizac¸a˜o de sistemas que
permitam o seu processamento seguro, mesmo que parcial, na nuvem.
Sistemas que utilizam encryption at rest para proteger os dados, como por exemplo o





























Figura 15: Arquitetura do SafeNoSQL1
estes sejam processados no provedor do servic¸o visto tratar-se de end-to-end encryption, ou
seja, os dados sa˜o cifrados e decifrados apenas pelo cliente. Outra opc¸a˜o passa por usar
sistemas que protejam os dados e ao mesmo tempo permitam que uma parte da computac¸a˜o
seja realizada nestes. Para que tal seja possı´vel e´ necessa´rio que estes sistemas utilizem
te´cnicas que permitam o processamento de dados cifrados sem que exista uma penalizac¸a˜o
de desempenho que torne a primeira opc¸a˜o mais via´vel. Assim, foi necessa´rio selecionar
um sistema que possuı´sse as caracterı´sticas referidas anteriormente e que se ajustasse ao
contexto de processamento de grandes volumes de dados. Posto isto, foi determinado o uso
do SafeNoSQL como sistema de armazenamento e processamento seguro de dados.
O SafeNoSQL e´ um sistema modular e extensı´vel que oferece de forma transparente
privacidade e seguranc¸a a bases de dados NoSQL, implementado sobre HBase. A arquitetura
deste sistema, apresentada na figura 15, e´ constituı´da por duas partes, uma parte segura
em que esta´ presente o cliente do sistema e uma parte na˜o confia´vel que representa os
prestadores de servic¸os de armazenamento na nuvem.
Esta plataforma implementada sobre Apache HBase utiliza mo´dulos criptogra´ficos, deno-
minados de CryptoBoxes, para dar suporte a mu´ltiplas te´cnicas criptogra´ficas para proteger
informac¸a˜o sensı´vel. Isto torna o sistema extensı´vel visto possibilitar a implementac¸a˜o
1 Retirado do artigo ”A Practical Framework for Privacy-Preserving NoSQL Databases”[39]
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FuncionarioID
Dados Pessoais Dados Profissionais
Nome Idade Desginac¸a˜o Sala´rio
DET STD OPE DET OPE
Tabela 3: Te´cnicas criptogra´ficas utilizadas para proteger uma tabela HBase
de CryptoBoxes com diferentes te´cnicas criptogra´ficas que permitem diferentes tipos de
operac¸o˜es sobre os dados. De momento, o SafeNoSQL suporta as seguintes CryptoBoxes:
• Standard Encryption: Utilizada para protec¸a˜o de informac¸a˜o extremamente sensı´vel,
na˜o suportando processamento direto sobre os dados.
• Deterministic Encryption: Usada em dados que necessitem de operac¸o˜es de igualdade.
• Order-Preserving Encryption: Permite filtros de ordem e igualdade sobre os dados.
• Format-Preserving Encryption: Para ale´m de preservar o formato do conteu´do, permite
operac¸o˜es de igualdade, tal como Deterministic Encryption.
Em suma, o SafeNoSQL oferece diferentes nı´veis de seguranc¸a dependendo do tipo de
operac¸o˜es a que os dados esta˜o sujeitos, assim, atrave´s de um ficheiro de configurac¸a˜o e´
possı´vel definir as te´cnicas a usadas sobre os dados armazenados, fornecendo uma troca
entre desempenho e seguranc¸a configura´vel pelo utilizador do sistema.
De forma a demonstrar como o SafeNoSQL protege a informac¸a˜o armazenada e permite
que seja realizado processamento sobre esta, e´ apresentada uma tabela 3 com os esquemas
criptogra´ficos utilizados para proteger a informac¸a˜o apresentada na tabela 2. A metodologia
seguida para a escolha das te´cnicas a utilizar baseia-se na carga de trabalho a que a tabela
vai ser sujeita, por exemplo, neste caso e´ necessa´rio efetuar pesquisas pela designac¸a˜o do
funciona´rio, bem como, utilizar filtros de ordem sobre a idade e sobre o sala´rio. Assim, de
forma a manter o melhor compromisso entre a seguranc¸a e operac¸o˜es a realizar sobre a
informac¸a˜o segura, todos os campos que na˜o sa˜o utilizados diretamente no processamento
sa˜o protegidos com Standard Encryption. Para possibilitar operac¸o˜es de igualdade, os column
qualifiers FuncionarioID e Designac¸a˜o sa˜o protegidos com Deterministic Encryption. Por fim,
de forma a possibilitar operac¸o˜es de ordem, sobre os column qualifiers Idade e Sala´rio, a
informac¸a˜o e´ protegida com Order-Preserving Encryption.
4.5 safeanalytics
O SafeAnalytics e´ resultado da integrac¸a˜o do Apache Spark, uma plataforma de processamento
analı´tico, e o SafeNoSQL, um sistema de armazenamento e processamento seguro imple-








































Figura 16: Implementac¸a˜o do sistema SafeAnalytics
e alterar algumas funcionalidades de forma a que possı´vel construir uma plataforma de
processamento analı´tico seguro. Tal como foi referido na secc¸a˜o 4.4, o SafeNoSQL utiliza
Cryptoboxes que suportam Standard Encryption, Deterministic Encryption, Order-Preserving
Encryption e Format-Preserving Encryption para garantir a seguranc¸a e privacidade dos dados,
bem como o processamento sobre estes.
Em termos de alterac¸o˜es necessa´rias aos sistemas utilizados, foram feitas alterac¸o˜es
mı´nimas ao SafeNoSQL, visto que usava uma versa˜o mais antiga do HBase e esta na˜o era
suportada pelo conetor. Assim, utilizou-se a versa˜o 1.2.6 do HBase e a versa˜o 2.2.0 do Apache
Spark. Quanto ao Spark HBase Connector foi criada uma co´pia do projeto original, que suporta
o HBase sem garantias de seguranc¸a e, foi criado com base neste, um novo projeto que
suporta o SafeNoSQL.
Assim, foi criado um proto´tipo do SafeAnalytics representado na figura 16. De modo
a explicitar o comportamento do sistema, e´ apresentado o fluxo de uma interrogac¸a˜o no
sistema. O processo e´ iniciado quando uma aplicac¸a˜o faz uma interrogac¸a˜o ao sistema
(1), esta e´ transformada e otimizada pelo Spark (2) que vai utilizar o conetor para fazer a
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leitura dos valores necessa´rios (3). De seguida, a interrogac¸a˜o e´ intercetada pelo SafeNoSQL,
nomeadamente a componente presente na parte segura do sistema, que vai cifrar valores
presentes na interrogac¸a˜o de acordo com o esquema de te´cnicas a utilizar sobre os dados.
O sistema determina em que Region Servers esta˜o os dados requeridos (4) e realiza a
leitura destes, aplicando os filtros diretamente sobre os dados (o predicate pushdown referido
anteriormente) (5). Depois de realizada a leitura os dados sa˜o enviados para parte segura
do sistema, onde sa˜o decifrados pelas Cryptoboxes respetivas (6) e realizado o restante
processamento (6)(7). Por fim, os resultados sa˜o enviados para a aplicac¸a˜o (8).
Durante a integrac¸a˜o do Spark HBase Connector no SafeAnalytics foram encontrados va´rios
problemas que prejudicavam a desempenho do sistema, bem como a exatida˜o dos resultados.
Um dos problemas iniciais baseava-se na escolha e estaticidade das chaves. Visto o conetor
apenas suporta chaves compostas de forma simplista, em que era necessa´rio que os N - 1
campos pertencentes a` chave composta tivessem tamanho fixo, onde N e´ o nu´mero total
de campos da chave composta, e visto que va´rias tabelas na˜o cumpriam este requisito, foi
criada uma alternativa em que e´ gerada uma coluna em que os elementos desta na˜o se
repetem. Esta soluc¸a˜o baseia-se no incremento de um nu´mero inteiro ate´ ao nu´mero de
linhas da tabela, sendo que levanta uma pequena penalizac¸a˜o em termos de espac¸o de
armazenamento utilizado.
Quanto a` estaticidade das chaves, foi necessa´rio criar uma estrutura, nomeadamente um
diciona´rio, no qual sa˜o guardados os nomes das tabelas e o respetivo nu´mero de linhas.
Assim, ao inve´s de utilizar as chaves esta´ticas presentes no conetor, o que criava regio˜es sem
dados visto que nenhuma das chaves se encaixava no intervalo de chaves pre´-definido, foram
utilizadas as chaves definidas no diciona´rio. Com o uso de um ficheiro de configurac¸a˜o em
que era indicado o nome e o nu´mero das tabelas era possı´vel tornar esta soluc¸a˜o ainda mais
gene´rica, na˜o obrigando o utilizador a modificar a estrutura diretamente no co´digo.
Outro problema encontrado, que influenciava diretamente a exatida˜o dos resultados,
passava pela forma como alguns filtros eram tratados. Em causa esta˜o os filtros de ≥ e de
≤ serem processados da mesma forma que os filtros de > e de <. De forma a explicitar o
comportamento do conetor, sa˜o apresentadas duas interrogac¸o˜es distintas.
SELECT c customer f irst name FROM customer WHERE c birth year ≥ 1990
SELECT c customer f irst name FROM customer WHERE c birth year > 1990
Ao contra´rio do que e´ esperado, as duas interrogac¸o˜es acima seguem o mesmo compor-
tamento. Na func¸a˜o responsa´vel pelo processamento de filtros, os filtros de ≥ e de ≤ sa˜o
convertidos em > e de <, respetivamente. Assim, foi necessa´rio adicionar dois novos casos
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de forma a suporta de forma correta os filtros, para que as interrogac¸o˜es devolvessem os
resultados esperados.
5
AVA L I A C¸ A˜ O E X P E R I M E N TA L
Apo´s a definic¸a˜o da arquitetura e a implementac¸a˜o de um proto´tipo da plataforma SafeAnaly-
tics e´ necessa´rio efetuar testes de desempenho para validar o seu impacto com a integrac¸a˜o
dos sistemas SafeNoSQL e Apache Spark. Este capı´tulo tem como objetivo a comparac¸a˜o do
desempenho de soluc¸o˜es que permitem processamento analı´tico seguro dos dados, em que
a plataforma SafeAnalytics e´ constituı´da pelo Apache Spark e pelo SafeNoSQL, com sistemas
que permitem processamento analı´tico sem garantir a seguranc¸a dos dados, nomeadamente
Apache Spark utilizando HBase. Assim, recorrendo a cargas de trabalho realistas, os sistemas
sa˜o comparados para medir a penalizac¸a˜o no desempenho que a adic¸a˜o de seguranc¸a
acarreta.
5.1 tpc-ds
O TPC-DS e´ uma plataforma de avaliac¸a˜o de sistemas de suporte a` decisa˜o que modela
os va´rios aspetos geralmente aplica´veis a um sistema deste tipo de forma realista. Esta
plataforma representa sistemas de suporte a` decisa˜o que:
• Examinam grandes volumes de dados;
• Respondem a questo˜es de nego´cio aplica´veis no quotidiano;
• Executam interrogac¸o˜es com diferentes requerimentos operacionais e complexidades;
• Sistemas caracterizados por alto consumo de CPU ou IO;
• Sistemas para soluc¸o˜es ”Big Data”, por exemplo, baseados no ecossistema Hadoop.
A carga de trabalho do sistema modela uma cadeia de fornecedores de produtos que
os vende e distribui quer por lojas fı´sicas, como por lojas virtuais. O sistema mante´m
informac¸a˜o de nego´cio relevante, tal como dados de clientes, dados dos produtos, ordens
de produtos, entre outros. A plataforma modela um sistemas de suporte a` decisa˜o em que
os utilizadores convertem os dados armazenados em business intelligence. Assim, a carga
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de trabalho pode representar qualquer indu´stria que transforme dados operacionais em
business intelligence.
De forma a abordar os diversos tipos de interrogac¸o˜es e comportamentos do utiliza-
dores encontrados num sistema de decisa˜o ao suporte, o TPC-DS utiliza um modelo de
interrogac¸o˜es generalizado. Este modelo permite que a plataforma de avaliac¸a˜o capture
aspetos importantes de interrogac¸o˜es OLAP de natureza iterativa e interativa bem como
interrogac¸o˜es mais complexas de data mining e interrogac¸o˜es com comportamento conhecido
denominadas de interrogac¸o˜es de consulta.
De modo a caracterizar as interrogac¸o˜es criadas pelos utilizadores o TPC-DS define quatro
classes de interrogac¸o˜es:
• Reporting Queries - Estas interrogac¸o˜es sa˜o executadas periodicamente para responder
a questo˜es pre´-definidas sobre a sau´de operacional e financeira do nego´cio. Neste
grupo de interrogac¸o˜es o utilizador geralmente define paraˆmetros da interrogac¸a˜o, por
exemplo, um intervalo temporal, localizac¸a˜o ou marca de um produto.
• Ad-hoc Queries - Estas interrogac¸o˜es sa˜o construı´das para responder a questo˜es es-
pecı´ficas do nego´cio. A principal diferenc¸a entre estas interrogac¸o˜es e as interrogac¸o˜es
da classe anterior e´ o conhecimento pre´vio que o administrador da base de dados
possui quando define o esquema da base de dados, ou seja, o esquema e´ construı´do
de forma a otimizar o desempenho de interrogac¸o˜es da classe reporting, que sa˜o bem
conhecidas aquando da implementac¸a˜o do esquema de base de dados.
• Iterative OLAP Queries - Este tipo de interrogac¸o˜es permitem a explorac¸a˜o e a ana´lise
dos dados para a descoberta de relac¸o˜es e tendeˆcias novas.
• Data Mining Queries - Estas interrogac¸o˜es processam grandes volumes de dados de
forma a aprender o comportamento e modas futuras dos clientes, permitindo ao
nego´cio tomar deciso˜es com base nesse conhecimento. Esta classe de interrogac¸o˜es
consiste geralmente em agregac¸o˜es e extrac¸a˜o de grandes volumes de dados.
5.1.1 Implementac¸a˜o
Das va´rias implementac¸o˜es consideradas foi selecionado o projeto open-source da IBM[14]
visto permitir a adic¸a˜o de novas funcionalidades. Com esta plataforma e´ possı´vel avaliar e
medir a desempenho do Spark SQL num ambiente realista, suportando um fator de escala
ate´ 100TB. Contudo esta plataforma apenas suporta a avaliac¸a˜o do Spark SQL sobre o sistema
de ficheiros local, ou seja, obriga a que os dados sejam movidos manualmente para o HDFS
para o testar numa configurac¸a˜o distribuı´da.
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5.1.2 Contribuic¸o˜es
De forma a dotar a plataforma de avaliac¸a˜o com capacidade para avaliar o SafeAnalytics, foi
feita uma extensa˜o ao sistema da IBM para realizar as contribuic¸o˜es necessa´rias1. Assim,
foram feitas duas contribuic¸o˜es para a plataforma.
Primeiro, a plataforma na˜o permite de forma transparente a utilizac¸a˜o do HDFS como
sistema de armazenamento de dados, assim, de modo a facilitar a avaliac¸a˜o do Apache
Spark numa configurac¸a˜o distribuı´da utilizando o HDFS foi implementado um mo´dulo para
permitir a sua utilizac¸a˜o sem a necessidade de mover dados manualmente.
Dado que foi utilizado o HBase como sistema de armazenamento de dados do SafeAnalytics,
foi necessa´rio implementar um mo´dulo para permitir a sua utilizac¸a˜o na plataforma de
avaliac¸a˜o. Tal como foi referido anteriormente, uma limitac¸a˜o do conetor obrigada a` adic¸a˜o
de uma coluna aos dados gerados pelo TPC-DS. Posto isto, como segunda contribuic¸a˜o a`
plataforma de avaliac¸a˜o, foi criada uma func¸a˜o para modificar os dados antes de serem car-
regados para o HDFS. Tal como na soluc¸a˜o anterior, e´ utilizado um ficheiro de configurac¸a˜o
para definir em que no´s sa˜o guardados dados e feito o processamento.
5.1.3 Ana´lise das interrogac¸o˜es
Devido ao elevado nu´mero de interrogac¸o˜es que a plataforma de avaliac¸a˜o[56] possui
foram escolhidas 8 representativas do total de 99 interrogac¸o˜es. Assim, foram escolhidas
duas interrogac¸o˜es de cada classe referida anteriormente (nomeadamente Reporting, Ad-hoc,
Iterative e Data Mining), usando a especificac¸a˜o da plataforma[41] e alguns estudos que
foram feitos sobre a mesma[47] como suporte.
De seguida, e´ feita uma descric¸a˜o detalhada de cada interrogac¸a˜o, sendo especificado em
que infraestrutura do sistema de processamento, confia´vel ou na˜o confia´vel, sa˜o realizadas.
Na medida em que as te´cnicas criptogra´ficas utilizadas na˜o suportam todo o tipo de
operac¸o˜es (por exemplo, agregac¸o˜es), ha´ a necessidade de processar alguns dados na
infraestrutura confia´vel.
Interrogac¸a˜o 24
Esta interrogac¸a˜o e´ composta por duas iterac¸o˜es relacionadas entre si. Na primeira iterac¸a˜o
e´ calculado o valor total de produtos de uma determinada cor nas vendas de loja num
mercado especı´fico, organizados por nome do cliente e nome da loja. Estes valores calculados
dizem respeito a clientes que na˜o vivem no paı´s do seu nascimento nem na proximidade da
loja, e apenas sa˜o listados os clientes cujos totais sejam maiores do que 5% do valor me´dio.
1 Disponı´vel no GitHub: https://github.com/RumpleZ/spark-tpc-ds-performance-test
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Na segunda iterac¸a˜o faz exatamente a mesma interrogac¸a˜o variando apenas os paraˆmetros
desta.
Ambas as iterac¸o˜es sa˜o constituı´das por 4 operac¸o˜es de agregac¸a˜o, nomeadamente 3
somato´rios e 1 me´dia. Ambos os tipos de agregac¸a˜o sa˜o executados pelo Spark, apo´s a leitura
dos dados, na infraestrutura segura do sistema. Quanto aos filtros executados diretamente
no HBase, temos dois filtro de igualdade, um sobre a cor dos produtos e outro sobre o
mercado em questa˜o.
Interrogac¸a˜o 27
Para todos os itens vendidos em lojas localizadas em seis estados durante um dado ano,
encontrar a quantidade me´dia de produtos, uma lista de prec¸os me´dios, uma lista de me´dias
de prec¸os de venda, me´dia da quantidade de cupo˜es para um dados sexo, estado civil,
educac¸a˜o e dados demogra´ficos do cliente.
O Spark vai ser responsa´vel pela execuc¸a˜o das 4 agregac¸o˜es encontradas nesta interrogac¸a˜o,
nomeadamente me´dias, na infraestrutura segura do sistema. Nesta interrogac¸a˜o existem 4
filtros de igualdade executados na infraestrutura na˜o segura, nomeadamente sobre o ano,
sexo, estado civil e educac¸a˜o dos clientes.
Interrogac¸a˜o 31
Lista de regio˜es onde a percentagem de crescimento nas vendas pela Internet e´ consistente-
mente maior quando comparada com a percentagem de crescimento nas vendas de loja nos
treˆs primeiros trimestres de um dado ano.
Na infraestrutura na˜o confia´vel do sistema apenas e´ executado 1 filtro de igualdade
referente ao ano em causa na interrogac¸a˜o. Quanto a`s operac¸o˜es relevantes executadas no
lado confia´vel, temos 2 agregac¸o˜es, nomeadamente somato´rios.
Interrogac¸a˜o 40
Computar o impacto da mudanc¸a do prec¸o de um produto nas vendas, calculando o total
de vendas para produtos num perı´odo de 30 dias antes e depois da mudanc¸a de prec¸o. Os
produtos sa˜o agrupados pela localizac¸a˜o do armaze´m do qual foram entregues.
Para ale´m de realizar o filtro de igualdade de ano na infraestrutura na˜o confia´vel, tambe´m
sa˜o executados 2 filtros de ordem correspondentes ao prec¸o do produto em questa˜o. As
operac¸o˜es de agregac¸a˜o realizadas na infraestrutura confia´vel do sistema sa˜o 2 somato´rios.
Interrogac¸a˜o 70
Calcular o ranking de lucro lı´quido de vendas por estado e regia˜o dado um ano e determinar
os 5 estados mais renta´veis.
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Esta interrogac¸a˜o possuı´ dois tipos de agregac¸o˜es diferentes, somato´rios e ranks. Visto
tratar-se de uma interrogac¸a˜o de ca´lculo de um ranking, existem 5 operac¸o˜es desse tipo. O
outro tipo de agregac¸a˜o e´ um somato´rio, utilizado em 3 ocasio˜es. Ambas as agregac¸o˜es sa˜o
realizadas do lado confia´vel do sistema. Do lado na˜o confia´vel e´ aplicado 1 filtro de ordem
sobre um perı´odo de tempo.
Interrogac¸a˜o 73
Calcular o nu´mero de clientes com potenciais de compra especı´ficos e que em treˆs anos
consecutivos fizeram compras em lojas localizadas em 4 regio˜es, e que compraram de 1
a 5 produtos numa so´ compra. Apenas as compras dos dois primeiros dias do meˆs sa˜o
consideradas.
Esta interrogac¸a˜o conte´m 2 filtros de igualdade, ambos aplicados ao potencial de compra,
e 3 filtros de ordem aplicados sobre os dias das compras. Estes sa˜o aplicados diretamente
sobre os dados cifrados na infraestrutura na˜o confia´vel. Em relac¸a˜o a`s agregac¸o˜es presentes,
existem dois tipos, ranking e contagem, aparecendo cada uma desta operac¸o˜es 1 e 4 vezes,
respetivamente. Estas agregac¸o˜es sa˜o aplicadas sobre os dados no lado seguro do sistema.
Interrogac¸a˜o 81
Encontrar os clientes e a sua informac¸a˜o pessoal que retornaram produtos comprados do
cata´logo mais do que 20% da me´dia de retornos para um dado estado num dado perı´odo de
tempo.
Existem 2 filtros de igualdade referentes ao estado e ao ano em questa˜o na interrogac¸a˜o,
ambos executados diretamente sobre o HBase na infraestrutura na˜o confia´vel do sistema.
Existem dois tipos de agregac¸o˜es, ambas executadas na infraestrutura confia´vel do sistema,
nomeadamente um somato´rio e o ca´lculo de uma me´dia.
Interrogac¸a˜o 82
Encontrar os clientes que tendem a gastar mais dinheiro em lojas virtuais do que em lojas
fı´sicas.
Ao contra´rio do resto das interrogac¸o˜es selecionadas, esta na˜o possui operac¸o˜es de
agregac¸a˜o. Assim, a maior parte da computac¸a˜o e´ realizada na infraestrutura na˜o confia´vel,
onde sa˜o efetuados 6 filtros de ordem, executados sobre prec¸os, inventa´rio disponı´vel e
datas.
A classificac¸a˜o das interrogac¸o˜es, segundo os classes definidas anteriormente e´ apresentada
na tabela 4. Para ale´m desta classificac¸a˜o, a classe Ad-hoc e´ subdividida em duas classes
que representam os recursos mais utilizados, sendo que a interrogac¸a˜o 82 e´ IO-Intensive e a
interrogac¸a˜o 70 e´ CPU-Intensive.
5.2. Metodologia 49
Classe Iterative Data Mining Reporting Ad-hoc
Interrogac¸a˜o 24 31 40 82 27 73 81 70
Tabela 4: Classificac¸a˜o das interrogac¸o˜es
5.1.4 Esquema da base de dados
Para proteger os dados e ao mesmo tempo permitir que sejam feitas operac¸o˜es sobre estes,
foi necessa´rio analisar as interrogac¸o˜es selecionadas e ver o tipo de operac¸o˜es que cada uma
realiza, como apresentado na secc¸a˜o anterior. Assim, de acordo com a ana´lise realizada, foi
criado um esquema de base de dados que maximiza a quantidade de operac¸o˜es realizadas
na infraestrutura na˜o confia´vel do sistema.
O esquema, presente em anexo nas tabelas 16, 17 e 18, apresenta algumas particularidades.
Primeiro, todas tabelas possuem um campo em texto limpo referente a` chave. A raza˜o disto
deve-se a uma limitac¸a˜o do conetor que na˜o permite que o campo referente a` chave das
tabelas seja cifrado. Contudo, isto na˜o levanta nenhuma limitac¸a˜o a nı´vel da seguranc¸a
oferecida visto se trata de uma coluna gerada aquando a inserc¸a˜o dos dados na base de
dados, que consiste num inteiro auto incremental, tornando os valores da coluna u´nicos, o
que e´ um requisito para ser a chave da tabela.
De forma a elevar as garantias de seguranc¸a dos dados decidiu-se proteger todas colunas
que na˜o sa˜o alvo de processamento direto do lado na˜o confia´vel com Standard Encryption,
assim, um atacante na˜o consegue retirar qualquer informac¸a˜o dessas colunas.
As restantes colunas sa˜o cifradas com Deterministic Encryption e Order-Preserving Encryption,
dependendo das operac¸o˜es que necessitam de suportar.
5.2 metodologia
Para avaliarmos o SafeAnalytics foram criados va´rios ambientes de teste diferentes. O
primeiro foco foi verificar as diferenc¸as de desempenho entre dois ambientes, em que no
primeiro os dados sa˜o co-alocados com as componentes responsa´veis pelo processamento,
e no segundo as componentes de execuc¸a˜o e os dados encontram-se em componentes
distintas. Esta comparac¸a˜o serve principalmente para analisar o compromisso entre explorar
a localidade de dados e utilizar mais recursos visto que as componentes de armazenamento
e de processamento esta˜o instaladas em no´s diferentes.
Assim e´ possı´vel simular dois cena´rios realistas em que os utilizadores necessitam de
processamento analı´tico seguro, sendo que cada um oferece diferentes garantias de seguranc¸a.
O primeiro proto´tipo proposto oferece garantias de seguranc¸a mais baixas, contudo garante










Figura 17: Cluster com co-alocac¸a˜o de dados com a plataforma de processamento
Neste cena´rio, apresentado na figura 17, os Region Servers sa˜o co-alocados com os executors
do Spark, o que apesar de dar melhores garantias de desempenho, obriga a que os dados em
memo´ria estejam decifrados. Ou seja, aquando de uma interrogac¸a˜o, e´ feito o processamento
sobre os dados protegidos pelo SafeNoSQL e sa˜o lidos para memo´ria onde sa˜o decifrados e e´
realizado o resto do processamento.
Foi construı´do um cluster composto por cinco no´s, em que distribuic¸a˜o de processos foi
feita da seguinte forma: o HBase Master corria num no´ e os HBase RegionServers nos restantes
no´s, sendo atribuı´dos 2GB de heap para cada um. O cluster Spark tambe´m foi distribuı´do
pelas mesmas cinco no´s, sendo que o Spark Driver foi co-alocado com o HBase Master e os
executors nos restantes no´s, isto para aproveitar a co-alocac¸a˜o dos dados.
De forma a aumentar as garantias de seguranc¸a oferecidas propo˜e-se recorrer a outro
cluster, onde o sistema de armazenamento de dados e a plataforma de processamento
analı´tico sa˜o desacoplados, apresentado na figura 18.
Este cluster requer que sejam utilizados mais recursos e, visto que desacopla o processa-
mento confia´vel do processamento na˜o confia´vel, causa um aumento na transfereˆncia de
dados transferidos pela rede, prejudicando o desempenho do sistema. Por outro lado, a
utilizac¸a˜o do modelo de split-execution permite que a computac¸a˜o seja dividida em duas
partes, sendo que uma parte e´ processada numa infraestrutura na˜o confia´vel, por exemplo,
um servic¸o de computac¸a˜o em nuvem e a outra, processada na infraestrutura privada do
utilizador.
De forma a testar o modelo de split-execution, dividindo o sistema em duas partes, confia´vel
e na˜o confia´vel, foi construı´do sobre um cluster composto por dez no´s. O HBase seguro foi
distribuı´do por cinco no´s seguindo o mesmo processo de setup anterior, em que o HBase
Master foi colocado num no´ e os Region Servers no´s restantes quatro no´s. As configurac¸o˜es
em relac¸a˜o ao setup anterior foram mantidas, em que foi atribuı´do 2GB de heap para cada
um.
Quanto ao cluster de Spark, tambe´m foi distribuı´do por cinco no´s, uma para o Spark Driver
e as restantes para os executors. Em termos de recursos utilizados, decidiu-se manter as












Figura 18: Cluster seguindo o modelo split-execution
por utilizar em prol da verificac¸a˜o do impacto de desacoplar os dados da plataforma de
processamento. Esta divisa˜o de recursos e´ apresentada na tabela 5. Assim, tal como no setup
anterior, cada executor do Spark utiliza 1 core e 2GB de memo´ria.
O cluster Spark foi distribuı´do por cinco no´s em que uma foi alocada para o Spark Driver e
mais quatro para os executors. Ao contra´rio do cluster da fase 1 o Spark e o HBase na˜o ficam
co-alocados pelas razo˜es descritas anteriormente. O cluster HBase tambe´m foi distribuı´do
por cinco no´s: um no´ alocada para o HBase Master e quatro alocadas para os Region Servers.
A distribuic¸a˜o de recursos pelos va´rios processos seguiu um processo semelhante ao da
fase anterior, como e´ apresentado na tabela 5.
De forma a otimizar o processamento foi feito um pequeno estudo para verificar quais as
configurac¸o˜es ideais para o cluster. Dos cinco no´s, quatro sa˜o utilizados para processamento,
enquanto que um e´ utilizado para submissa˜o de trabalhos e gesta˜o de recursos. Cada um
dos quatro no´s possuem um processador de quatro cores e 8GB de memo´ria. Um core de
cada no´ e´ reservado para o sistema operativo e outros processos essenciais, sendo a mesma
ideia e´ aplicada a 1GB de memo´ria. Assim sobram treˆs cores e 7GB de memo´ria por no´.
A divisa˜o destes recursos para os restantes foi feita tendo em conta a explicac¸a˜o dada no
capı´tulo do estado da arte na secc¸a˜o do YARN e do Spark, em que se chegou a` conclusa˜o
que a soluc¸a˜o o´tima e´ um meio termo entre nu´mero de executors e os recursos que cada
um destes possui. Assim sendo, foi decidida a seguinte divisa˜o dos recursos: dos restantes
treˆs cores um e´ alocado para os daemons do Hadoop e do HBase enquanto que os restantes






Core 1 2 1 4
Memo´ria 1 4 3 8
Tabela 5: Divisa˜o dos recursos pelos diferentes processos do cluster
reservados para o HBase e para os daemons Hadoop, sendo os restantes 4GB divididos entre
dois executors do Spark.
Assim, foram criadas treˆs variantes de um sistema de processamento analı´tico com o
propo´sito de ser feita uma comparac¸a˜o entre o desempenho, garantias de seguranc¸a e
recursos utilizados por cada uma:
• Spark e HDFS: Tem como propo´sito a comparac¸a˜o do desempenho do sistema, no caso
de utilizar um sistemas de ficheiros e de uma base de dados como forma de armazenar
os dados
• Spark e HBase: Serve como baseline para a comparac¸a˜o do sistema sem garantias de
seguranc¸a
• Spark e SafeNoSQL: Sistema de processamento analı´tico com garantias de seguranc¸a
De forma a avaliar as treˆs variantes implementadas procedeu-se a` execuc¸a˜o das interrogac¸o˜es,
sendo cada uma executada treˆs vezes para calcular a me´dia e o desvio padra˜o.
Posto isto, foi gerada uma carga de trabalho de 10GB pelo TPC-DS para avaliar ambos
os clusters. Utilizando o esquema de base de dados referida na secc¸a˜o 5.1.4 o sistema foi
pre´-populado.
5.2.1 Configurac¸a˜o do ambiente de testes
A avaliac¸a˜o foi feita num cluster composto por cinco no´s com duas especificac¸o˜es de hardware
diferentes. O primeiro grupo de no´s e´ equipado com um processador Intel i3-3240 com
quatro cores de 3.4GHz, 8GB de memo´ria DDR3 de 1333MHz e um disco Hard Disk Drive
(HDD) de 500GB com interface SATA III. O segundo grupo de no´s e´ equipado com um
processador Intel i3-2100 com quatro cores de 3.1GHz, 8GB de memo´ria DDR3 de 1333MHz
e um disco HDD de 250GB com interface SATA II. A ligac¸a˜o de rede entre no´s e´ efetuada
atrave´s de um switch com interface Gigabit. De modo a facilitar a distinc¸a˜o entre os tipos de
no´s ao longo deste capı´tulo, no´s com a interface SATA II sa˜o denominados no´s de primeira
gerac¸a˜o, enquanto que no´s com SATA III sa˜o denominadas no´s de segunda gerac¸a˜o.




































































































Figura 19: Tempo de execuc¸a˜o das interrogac¸o˜es
5.3 avaliac¸a˜o experimental
O impacto na fase de carregamento dos dados para o HBase sem garantias de seguranc¸a e´
de, aproximadamente, 4 vezes o tamanho dos dados originais, ou seja, 40GB e o tempo de
carregamento dos dados ronda as 8 horas. Para o SafeAnalytics o tamanho aumentou para
cerca de 50GB com um tempo de carregamento semelhante.
5.3.1 Avaliac¸a˜o do sistema com co-alocac¸a˜o dos dados com executors
Na figura 19 sa˜o apresentados os resultados obtidos para a carga de trabalho do TPC-DS
das treˆs variantes. Tal como se pode verificar, em me´dia o SafeAnalytics quando comparado
com o HBase sem seguranc¸a, apresenta um custo adicional de 14,73%, tendo como pior caso
a interrogac¸a˜o 81 em que a penalizac¸a˜o e´ de 94,91%. Esta perda de desempenho deve-se a`
forma como o HBase armazena os dados, ou seja, o problema e´ a distribuic¸a˜o desbalanceada
das tabelas pelos Region Servers na˜o permitindo a leitura em paralelo das tabelas pelos
executors. Na secc¸a˜o de discussa˜o deste capı´tulo (5.4), e´ feita uma explicac¸a˜o mais detalhada
deste problema.
Com o cluster composto por Spark e HDFS temos um sistema cerca de 39 e 47 vezes mais
ra´pido comparativamente ao sistema utilizando HBase e SafeNoSQL, respetivamente. Esta
diferenc¸a de desempenho deve-se principalmente a` forma como o Spark armazena os dados
no HDFS. A informac¸a˜o e´ comprimida utilizando o Snappy[17], um algoritmo de compressa˜o
que oferece velocidades de compressa˜o e descompressa˜o altas, garantindo um taxa de
compressa˜o razoa´vel. Para ale´m disto, a informac¸a˜o e´ armazenada utilizando um formato
de armazenamento colunar, nomeadamente Parquet[16]. Em comparac¸a˜o com o HBase, este
formato requer um menor de espac¸o de armazenamento devido a` forma com codifica a


































































































Figura 20: Tempo de execuc¸a˜o das interrogac¸o˜es
informac¸a˜o. Para ale´m disso, devido a` forma como armazena informac¸a˜o, consegue ignorar
informac¸a˜o que na˜o e´ utilizada nas interrogac¸o˜es.
5.3.2 Avaliac¸a˜o do sistema seguindo o modelo de split-execution
A figura 20 apresenta os resultados obtidos com a execuc¸a˜o das interrogac¸o˜es nas treˆs
variantes do sistema. Tal como no setup com a propriedade de co-alocac¸a˜o, o SafeNoSQL
apresenta um desempenho muito semelhante ao HBase, sendo mais ra´pido em algumas
interrogac¸o˜es. Assim, conclui-se que o sistema com garantias de seguranc¸a apresenta um
custo adicional de 20,39% em termos de tempo de execuc¸a˜o, sendo este valor correspondente
a` diferenc¸a percentual entre as me´dias do tempo de execuc¸a˜o de ambos os casos. Das
interrogac¸o˜es utilizadas, duas delas apresentam quebras de desempenho significativas,
nomeadamente a interrogac¸a˜o 40 e 81. Ao contra´rio do esperado, existem duas interrogac¸o˜es
que apresentam melhorias no tempo de execuc¸a˜o em relac¸a˜o a` sua versa˜o sem seguranc¸a.
Isto deve-se a` forma como os dados foram armazenados nas bases de dados (segura e na˜o
segura), especificamente ao mau balanceamento dos dados pelos Region Servers. Em relac¸a˜o
a` variante do sistema que utiliza o HDFS, o sistema com garantias de seguranc¸a e´, em me´dia,
27 vezes mais lento, enquanto que o sistema sem garantias de seguranc¸a e´ 21 vezes mais
lento.
Ana´lise do consumo de recursos
Para ale´m do tempo de execuc¸a˜o das interrogac¸o˜es, foi tambe´m o medido o consumo
me´dio dos recursos em todas os no´s do cluster utilizando a ferramenta da monitorizac¸a˜o
dstat[11] no mesmo momento em que as interrogac¸o˜es foram executadas. A utilizac¸a˜o dos
recursos foi medida para todas as interrogac¸o˜es. Contudo, na medida em que os resultados




#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU (%) 86.48 7.67 4.42 3.45 7.82 25.33 0.11 0.09 23.75 0.11
Memo´ria (GB) 2.81 2.88 2.47 2.75 3.35 1.50 3.03 3.04 3.06 3.02
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 0.02 ≈ 0 ≈ 0 44 592 ≈ 0
Disco - Escrita (KB/s) 0.05 0.46 0.26 0.26 0.65 0.03 0.01 0.01 0.01 0.01
Rede - Recec¸a˜o (MB/s) 0.03 4.15 2.36 2.09 4.18 0.01 ≈ 0 ≈ 0 0.12 ≈ 0
Rede - Envio (MB/s) 0.02 0.17 0.16 0.14 0.17 ≈ 0 0.03 ≈ 0 12.28 ≈ 0
Tabela 6: Resultados do dstat para a interrogac¸a˜o 70
resultados para apenas uma interrogac¸a˜o, nomeadamente a interrogac¸a˜o 70, apresentado
na tabela 6 a informac¸a˜o recolhida. Os restantes resultados sa˜o apresentados no Anexo
A. Assim, utilizando a interrogac¸a˜o 70 como exemplo, podemos verificar que os no´s 1
e 6, que representam o Spark Driver e o HBase Master respetivamente, fazem uso mais
intensivo do CPU. Mais precisamente, o no´ 1 e´ responsa´vel pela criac¸a˜o de um plano de
execuc¸a˜o, delegac¸a˜o de tarefas aos executors e apresentac¸a˜o dos resultados obtidos, o que
vai de encontro aos resultados observados. Os no´s responsa´veis pelo processamento dos
dados, apresentam uma utilizac¸a˜o de CPU abaixo do que seria de esperar visto tratar-se de
uma interrogac¸a˜o que faz uso intensivo do CPU dada a categoria em que se enquadra. A
explicac¸a˜o encontrada para este feno´meno deve-se ao tempo que o sistema passa em cada
tarefa. Depois de feitos alguns testes concluiu-se que o sistema passa cerca de 90% do tempo
de execuc¸a˜o a fazer leituras dos dados. Assim, o CPU so´ e´ utilizado intensivamente nos
restantes 10% do tempo de execuc¸a˜o.
No que diz respeito aos resultados do HBase seguro, verificou-se que um dos Region
Servers faz a leitura de quase todos os dados, sendo isto um indı´cio de algum problema com
o balanceador do HBase, visto que os dados na˜o foram distribuı´dos de forma equilibrada
pelos Region Servers.
Na secc¸a˜o seguinte sa˜o referidos problemas que foram encontrados na construc¸a˜o do Safe-
Analytics e testes que foram realizados para verificar o impacto de alterac¸o˜es na configurac¸a˜o
dos sistemas subjacentes.
5.4 discussa˜o
Nas secc¸o˜es anteriores foi feita a comparac¸a˜o entre as variantes quer no sistema com
coalocac¸a˜o dos dados com os executors, quer no sistema que segue o modelo de split-
execution. Assim, nesta secc¸a˜o e´ ser feita uma comparac¸a˜o entre os resultados obtidos entre
os dois modelos utilizados. Na tabela 7 e´ apresentado o ganho percentual da utilizac¸a˜o
do modelo de split-execution, que, como seria de esperar, a variante do sistema que utiliza
HDFS apresenta piores resultados com a utilizac¸a˜o do modelo de split-execution. A raza˜o
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Interrogac¸o˜es
24 27 31 73 40 81 82 70
HDFS 6,1 -29,39 -48,76 -48,39 -25,72 -48,28 -40,51 -33,96
HBase 27,12 11,04 19,22 4,96 36,25 36,69 25,76 51,1
SafeNoSQL 27,26 28,25 32,79 19,91 -0,05 0,86 16,51 31,5
Tabela 7: Diferenc¸a percentual no desempenho entre as duas configurac¸o˜es
de tal acontecer, passa pela eficieˆncia com que os dados sa˜o lidos, ou seja, visto que sa˜o
guardados num formato colunar e utilizam compressa˜o. Assim, a coalocac¸a˜o dos executors
com os dados e´ vantajoso, visto que o desempenho e´ limitado pela transfereˆncia de dados
pela rede.
Por outro lado, as variantes que utilizam HBase e SafeNoSQL apresentam melhores resulta-
dos no cena´rio com split-execution. Isto deve-se principalmente a` disponibilidade de recursos,
ou seja, no modelo com coalocac¸a˜o, os no´s utilizam CPU e disco na leitura dos dados, na˜o
sendo via´vel realizar o processamento nas mesmas, assim a transfereˆncia de dados para no´s
com os executors desacoplados dos dados na˜o tem um impacto ta˜o noto´rio no desempenho.
Foram tambe´m realizados va´rios testes com configurac¸o˜es distintas de modo a aumentar
o desempenho de SafeAnalytics, nomeadamente a implementac¸a˜o que oferece garantias de
seguranc¸a e segue o modelo de split-execution. Visto que a raza˜o da perda de desempenho
do sistema e´ o IO, foram feitas algumas modificac¸o˜es ao nı´vel do HBase, nomeadamente.
• Compressa˜o dos dados
• Alterac¸a˜o do tamanho da heap
• Alterac¸a˜o do tamanho da blockcache
• Desabilitac¸a˜o da blockcache
• Balanceamento manual das regio˜es pelos Region Servers
A primeira alterac¸a˜o passou pela utilizac¸a˜o de um algoritmo de compressa˜o dos dados,
utilizando o Snappy devido a` sua elevada velocidade de compressa˜o e descompressa˜o e pela
taxa de compressa˜o razoa´vel. Esta alterac¸a˜o tambe´m na˜o apresentou melhorias em termos
de desempenho, contudo diminuiu o espac¸o utilizado em cerca de 30%.
Outro teste passou pela alterac¸a˜o da heap e da blockcache do HBase. A heap do HBase e´
dividida em treˆs partes: a memstore que utiliza, por omissa˜o 40% do espac¸o de heap total,
blockcache que tambe´m utiliza 40% da heap e os restantes 20% reservados para operac¸o˜es
internas. Assim visto que no ambiente de split-execution existem recursos que na˜o sa˜o












































































Figura 21: Tempo de execuc¸a˜o das interrogac¸o˜es
que memstore e´ utilizada como mecanismo de caching de escritas para o HBase, modificou-se
a porc¸a˜o de memo´ria que utiliza para 5% (originalmente 40%). Assim, os restantes 75%
da heap foram alocados para a blockcache, o mecanismo de caching para leituras, ou seja,
3.75GB. Das 8 interrogac¸o˜es executadas, apenas a interrogac¸a˜o 81 apresentou melhorias em
relac¸a˜o ao sistema sem alterac¸o˜es, diminuindo o tempo de processamento em 30%. Como foi
descrito na secc¸a˜o 5.1.3, esta interrogac¸a˜o na˜o faz uso das tabelas de vendas, que se destacam
das restantes pela quantidade de dados que conteˆm. Assim, visto que os dados utilizados
nesta interrogac¸a˜o conseguem ser armazenados na blockcache, faz sentido o aumento de
desempenho verificado. As restantes interrogac¸o˜es perdem desempenho visto que os dados
na˜o conseguem ser armazenados na blockcache, e as pausas para garbage collection aumentam
visto que o tamanho da heap aumentou.
Assim, visto que o aumento da heap na˜o apresenta melhorias para o sistema foi reduzida
para o tamanho original (2GB). Ale´m disto a blockcache foi desativada pelos mesmos motivos.
Por fim foi feita uma otimizac¸a˜o para aumentar o paralelismo das leituras no sistema.
Esta otimizac¸a˜o consiste no balanceamento das regio˜es pelos diferentes Region Servers. Visto
que existiam va´rias tabelas com as regio˜es com tamanho desequilibrado, e mal distribuı´das
foi feito o reparticionamento destas e foram movidas entre os Region Servers de forma a
equilibrar o espac¸o utilizado por estes. As regio˜es tambe´m foram distribuı´das pelos Region
Servers para melhorar o paralelismo na leitura de dados.
De forma a verificar a viabilidade destas otimizac¸o˜es foram realizados novos testes, e
comparados com a soluc¸a˜o que seguia o modelo de split-execution, apresentados na figura
21.
Como se pode verificar, em todas as interrogac¸o˜es ha´ melhorias no tempo de execuc¸a˜o
sendo que as otimizac¸o˜es aumentaram o desempenho em cerca de 20% em relac¸a˜o a` versa˜o
sem estas.
6
C O N C L U S A˜ O
Com a realizac¸a˜o desta dissertac¸a˜o foi criado um sistema de processamento analı´tico seguro,
o SafeAnalytics. Este sistema possibilita o armazenamento e o processamento de dados em
plataformas de computac¸a˜o na nuvem oferecendo garantias de privacidade e seguranc¸a
dados e o processamento seguro sobre estes. Apo´s um estudo extenso do estado da
arte atual dos sistemas de processamento analı´tico seguro, nomeadamente, a arquitetura, a
implementac¸a˜o e as garantias de seguranc¸a e privacidade que oferecem, conclui-se que apesar
de possibilitarem o processamento analı´tico seguro dos dados, a sua fraca modularidade e a
sua a´rea de aplicabilidade reduzida, penalizam o desempenho do sistema e reduzem a sua
utilidade num contexto real.
Assim, com o conhecimento obtido, foi desenhado o sistema SafeAnalytics, que oferece
uma arquitetura modular e extensı´vel que colmata alguns dos problemas encontrados nos
estado da arte atual de sistemas de processamento analı´tico seguro. Foi implementado um
proto´tipo do SafeAnalytics sobre o Apache Spark e SafeNoSQL, que possibilita o processamento
analı´tico seguro de forma transparente. Foram utilizados quatro mo´dulos criptogra´ficos
que oferecem garantias de seguranc¸a distintas e possibilitam o processamento seguro de
informac¸a˜o sensı´vel.
Por fim, foi realizada a avaliac¸a˜o do sistema num conjunto alargado de setups, atrave´s da
ferramenta de avaliac¸a˜o realista TPC-DS. Este sistema de avaliac¸a˜o simula uma carga tı´pica
de um sistema de venda de produtos de retalho. Em termos de desempenho o SafeAnalytics
apresenta uma penalizac¸a˜o de 20% em relac¸a˜o ao sistema base, composto pelo Apache Spark
e o HBase que na˜o apresenta garantias de confidencialidade.
Esta dissertac¸a˜o demonstra a importaˆncia de adotar soluc¸o˜es que contemplam diferentes
te´cnicas criptogra´ficas de forma a corresponder aos diferentes requisitos de desempenho,
seguranc¸a e funcionalidade das diferentes aplicac¸o˜es. Baseando-se neste requisito, o trabalho
consolidado nesta dissertac¸a˜o apresenta uma primeira proposta de plataforma para sistemas
de processamento analı´tico seguro modulares, o que abre novas possibilidades em termos
de trabalho futuro relacionado.
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6.1 trabalho futuro
Para ale´m da possibilidade da adic¸a˜o de novas te´cnicas criptogra´ficas ao sistema para
permitir que sejam feitas mais operac¸o˜es sobre dados cifrados, tambe´m seria interessante
estudar novas formas de melhorar o desempenho, aumentar a quantidade de funcionalidades
que suporta o processamento seguro, e ao mesmo tempo, fortalecer os modelos de seguranc¸a
do SafeAnalytics. Por fim, um rumo interessante de seguir como trabalho futuro baseia-se na
flexibilidade que o SafeAnalytics oferece. A metodologia abordada nesta dissertac¸a˜o utiliza
o paradigma de split-execution para realizar o processamento seguro dos dados, em que a
computac¸a˜o e´ dividida em dois domı´nios, confia´vel e na˜o confia´vel. Esta abordagem, para
ale´m de ter o custos de transfereˆncias de dados, obriga a que o cliente possua poder de
processamento. Assim, seria interessante integrar novas te´cnicas que permitam maximizar a
quantidade de processamento realizado numa infraestrutura na˜o confia´vel, recorrendo, por
exemplo a tecnologias de hardware confia´vel, de modo a reduzir o poder de processamento
necessa´rio do lado do cliente.
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D E TA L H E S D O S R E S U LTA D O S
Spark HBase
Interrogac¸a˜o 24
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.72 7.45 5.00 3.71 7.32 25.25 0.09 2.86 15.11 0.22
Memo´ria (GB) 2.74 3.07 2.45 1.84 3.14 1.47 3.05 3.09 3.06 3.04
Disco - Leitura (KB/s) ≈ 0 0.03 0.10 ≈ 0 0.04 0.01 ≈ 0 718.79 44 376 ≈ 0
Disco - Escrita (KB/s) 49 610.79 428.18 277.52 577.43 30.91 6.57 7.09 6.66 6.38
Rede - Recec¸a˜o (MB/s) 0.02 3.61 2.54 1.80 3.6 0.01 ≈ 0 0.01 0.07 ≈ 0
Rede - Envio (MB/s) 0.02 0.26 0.23 0.08 0.19 ≈ 0 ≈ 0 0.69 10.17 0.02
Tabela 8: Resultados do dstat para a interrogac¸a˜o 24
Spark HBase
Interrogac¸a˜o 27
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.69 3.75 7.62 3.71 10.08 25.26 0.11 0.20 16.48 0.12
Memo´ria (GB) 2.81 2.81 2.45 1.78 2.77 25.26 3.09 3.09 3.05 3.04
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 44 698 ≈ 0
Disco - Escrita (KB/s) 45.13 297.24 618.53 303.51 662.39 31.05 6.68 6.53 6.98 6.43
Rede - Recec¸a˜o (MB/s) 0.02 2.47 5.12 2.47 6.24 0.011 ≈ 0 ≈ 0 0.072 ≈ 0
Rede - Envio (MB/s) 0.01 0.16 0.33 0.16 0.04 ≈ 0 ≈ 0 ≈ 0 15.69 0.02
Tabela 9: Resultados do dstat para a interrogac¸a˜o 27
Spark HBase
Interrogac¸a˜o 31
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 87.44 6.95 8.92 3.93 7.18 25.24 0.15 0.15 14.04 6.17
Memo´ria (GB) 2.60 2.59 2.82 2.12 2.78 1.49 3.03 3.04 3.05 3.02
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 41 762 15 906
Disco - Escrita (KB/s) 53.67 153.21 405.61 151.67 275.07 32.72 6.48 6.48 6.85 6.42
Rede - Recec¸a˜o (MB/s) 0.05 1.41 3.46 1.33 2.31 0.01 ≈ 0 ≈ 0 ≈ 0 ≈ 0
Rede - Envio (MB/s) 0.04 0.2 0.46 0.19 0.28 ≈ 0 ≈ 0 0.04 5.91 1.54





#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 87.41 1.96 4.2 4.21 7.18 25.25 0.12 0.47 14.65 0.19
Memo´ria (GB) 2.51 2.36 2.01 1.77 2.81 1.47 3.05 3.09 3.56 3.04
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 41 879 ≈ 0
Disco - Escrita (KB/s) 0.05 0.03 0.04 0.04 0.12 0.03 ≈ 0 ≈ 0 ≈ 0 0.01
Rede - Recec¸a˜o (MB/s) ≈ 0 ≈ 0 1.61 1.83 6.16 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0
Rede - Envio (MB/s) 0.01 0.02 0.03 0.03 0.06 ≈ 0 ≈ 0 0.02 9.55 0.02
Tabela 11: Resultados do dstat para a interrogac¸a˜o 73
Spark HBase
Interrogac¸a˜o 40
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.69 6.72 6.69 4.22 4.68 25.13 0.14 0.83 13.26 3.53
Memo´ria (GB) 2.79 2.72 2.86 2.26 3.01 1.49 3.01 3.03 3.04 3.001
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 0.15 ≈ 0 0.06 ≈ 0 0.55 42 114 8 858
Disco - Escrita (KB/s) 0.05 0.29 0.39 0.18 0.19 0.03 0.08 0.01 0.01 0.01
Rede - Recec¸a˜o (MB/s) 0.02 2.2 2.72 ≈ 0 1.59 0.01 ≈ 0 ≈ 0 0.05 0.09
Rede - Envio (MB/s) 0.01 0.24 0.35 0.14 0.18 ≈ 0 ≈ 0 0.21 6.16 0.86
Tabela 12: Resultados do dstat para a interrogac¸a˜o 40
Spark HBase
Interrogac¸a˜o 81
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.40 2.31 37.49 10.69 19.26 25.27 0.33 28.42 0.09 0.21
Memo´ria (GB) 2.81 3.26 3.09 2.60 3.79 1.50 3.03 3.04 3.05 3.02
Disco - Leitura (KB/s) ≈ 0 ≈ 0 0.44 ≈ 0 ≈ 0 ≈ 0 ≈ 0 9 330 ≈ 0 ≈ 0
Disco - Escrita (KB/s) 0.04 0.02 0.59 0.35 0.76 0.03 0.07 0.03 0.01 0.01
Rede - Recec¸a˜o (MB/s) 0.32 0.02 6.03 2.93 5.99 0.01 ≈ 0 0.09 ≈ 0 ≈ 0
Rede - Envio (MB/s) 0.24 0.02 0.23 0.25 0.64 ≈ 0 ≈ 0 14.19 0.24 0.86




#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.48 7.67 4.42 3.45 7.82 25.33 0.11 0.09 23.75 0.11
Memo´ria (GB) 2.81 2.88 2.47 2.75 3.35 1.50 3.03 3.04 3.06 3.02
Disco - Leitura (KB/s) ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 0.02 ≈ 0 ≈ 0 44 592 ≈ 0
Disco - Escrita (KB/s) 0.05 0.46 0.26 0.26 0.65 0.03 0.01 0.01 0.01 0.01
Rede - Recec¸a˜o (MB/s) 0.03 4.15 2.36 2.09 4.18 0.01 ≈ 0 ≈ 0 0.12 ≈ 0
Rede - Envio (MB/s) 0.02 0.17 0.16 0.14 0.17 ≈ 0 0.03 ≈ 0 12.28 ≈ 0
Tabela 14: Resultados do dstat para a interrogac¸a˜o 70
Spark HBase
Interrogac¸a˜o 82
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10
CPU(%) 86.59 8.09 5.02 3.70 3.29 25.26 21.85 0.09 9.29 0.11
Memo´ria (GB) 2.69 2.42 1.93 1.95 3.24 1.49 3.06 3.09 3.05 3.04
Disco - Leitura (KB/s) ≈ 0 0.02 ≈ 0 ≈ 0 ≈ 0 ≈ 0 22 744 ≈ 0 ≈ 0 ≈ 0
Disco - Escrita (KB/s) 0.05 0.28 0.17 0.09 0.12 0.03 ≈ 0 0.01 0.01 0.01
Rede - Recec¸a˜o (MB/s) 0.05 4.14 2.18 1.37 1.66 0.03 0.08 ≈ 0 0.04 ≈ 0
Rede - Envio (MB/s) 0.01 0.19 0.12 0.02 0.08 ≈ 0 7.71 ≈ 0 1.37 ≈ 0
Tabela 15: Resultados do dstat para a interrogac¸a˜o 82
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Tabela Coluna Seguranc¸a Tabela Coluna Seguranc¸a
key PLT key PLT
cc call center sk DET cr returned date sk DET
cc call center id DET cr returned time sk DET
cc closed date sk DET cr item sk DET
cc open date sk DET cr refunded customer sk DET
call center
default STD cr refunded cdemo sk DET
key PLT cr refunded hdemo sk DET
cp catalog page sk DET cr refunded addr sk DET
cp catalog page id DET cr returning customer sk DET
cp start date sk DET cr returning cdemo sk DET
cp end date sk DET cr returning hdemo sk DET
catalog page
default STD cr returning addr sk DET
key PLT cr call center sk DET
cs sold date sk DET cr catalog page sk DET
cs sold time sk DET cr ship mode sk DET
cs ship date sk DET cr warehouse sk DET
cs bill customer sk DET cr reason sk DET
cs bill cdemo sk DET
catalog returns
default STD
cs bill hdemo sk DET key PLT
cs bill addr sk DET d date sk DET
cs ship customer sk DET d date id DET
cs ship cdemo sk DET d date OPE
cs ship hdemo sk DET d month seq OPE
cs ship addr sk DET d year DET
cs call center sk DET d dom OPE
cs catalog page sk DET d qoy DET
cs ship mode sk DET
date dim
default STD
cs warehouse sk DET key PLT
cs item sk DET ib income band sk DET





Tabela 16: Esquema da base de dados(parte 1)
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Tabela Coluna Seguranc¸a Tabela Coluna Seguranc¸a
key PLT key PLT
c customer sk DET inv date sk DET
c customer id DET inv item sk DET
c current cdemo sk DET inv warehouse sk DET
c current hdemo sk DET inv quantity on hand OPE
c current addr sk DET
inventory
default STD
c first shipto date sk DET key PLT
c first sale date sk DET i item sk DET
c birth country DET i item id DET
customer
default STD i item current price OPE
key PLT i color DET
ca address sk DET i manufact DET
ca address id DET
item
default STD
ca state DET key PLT
ca zip DET p promo sk DET
ca country DET p promo id DET
customer address
default STD p start date sk OPE
key PLT p end date sk DET




cd marital status DET key DET
cd educational status DET r reason sk DET
customer demographics




hd demo sk DET key PLT
hd income band sk DET sm ship mode sk DET
hd buy potential OPE sm ship mode id DET




cs item sk STD
Tabela 17: Esquema da base de dados(parte 2)
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Tabela Coluna Seguranc¸a Tabela Coluna Seguranc¸a
key PLT key PLT
s store sk DET wp web page sk DET
s store id DET wp web page id DET
s closed date sk DET wp rec start date DET
s county DET wp rec end date DET
s state DET wp creation date sk DET
s zip DET wp access date sk DET





key PLT key PLT
sr returned date sk DET wr returned date sk DET
sr returned time sk DET wr returned time sk DET
sr item sk DET wr item sk DET
sr customer sk DET wr refunded customer sk DET
sr cdemo sk DET wr refunded cdemo sk DET
sr hdemo sk DET wr refunded hdemo sk DET
sr addr sk DET wr refunded addr sk DET
sr store sk DET wr returning cdemo sk DET
sr reason sk DET wr returning hdemo sk DET
sr ticket number sk DET wr returning addr sk DET
store returns




ss sold date sk DET key PLT
ss sold time sk DET ws sold date sk DET
ss item sk DET ws sold time sk DET
ss customer sk DET ws ship date sk DET
ss cdemo sk DET ws item sk DET
ss hdemo sk DET ws bill customer sk DET
ss addr sk DET ws bill cdemo sk DET
ss store sk DET ws bill hdemo DET
ss promo sk DET ws bill addr sk DET
ss ticket number DET ws ship customer sk DET
store sales
default STD ws ship cdemo sk DET
key PLT ws ship hdemo sk DET
t time sk DET ws ship addr DET
t time id DET ws web page sk DET
time dim
default STD ws web site sk DET
key PLT ws ship mode sk DET
w warehouse sk DET ws warehouse sk DET





Tabela 18: Esquema da base de dados(parte 3)
