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Perturbed iterative solution of nonlinear equations with 
applications to fluid dynamics 
S. K.  Dey  C*) 
ABSTRACT 
In this work a technique has been developed to solve a set of nonlinear equations with the as- 
sumption that a solution exists. The algorithm involves nonlinear Gauss-Seidel iterations and at 
each iteration the value of the iterate is added to a predetermined perturbation parameter which 
is computed in terms of quantities already known. This perturbation parameter has two proper- 
ties : (i) it determines the mode of convergence, that means it shows how many more computa- 
tions are required so that convergence may be achieved, and (ii) it accelerates the rate of con- 
vergence. The algorithm is computationally simple. Several nonlinear equations have been studied. 
The results eem to be encouraging. 
LIST OF SYMBOLS 
,¢ 
(x 1, x 2 .... xn)T 
x = (x 1, x 2 . . . .  xn)T 
x k 
! 
{x k } 
Ixl 
k k 
akGi or(a Gi/a xi) x 1 , x 2 .. . .  
R n 
II" II 





/~t or k 
z~x or h 
(V with a bar) For all values of 
(Subscripts are 1, 2 . . . .  n and superscript is T) Transpose of a row vector with 
components x i (small x with subscript i) 
A column vector with components x i (small x with subscript i) 
(superscript of small x is k) Value of x at k-th iteration 
(small x has a subscript i and superscript k) Value o fx  i at k-th iteration 
(x with a superscript k enclosed by curly brackets) sequence of vectors 
The vector with components Ix i l  i= 1, 2 . . . .  n. 
k G k k - l ,  x k-1 Value ofthe partial derivative of a functional G i with 
. . . .  , ,  . . . . .  
k-1 x k - l ,  
X i+l  . . . . .  n ) 
(superscript of capital g is n) real n-dimensional space 
An arbitrary norm in K n 
A mapping with domain D in g n and range in g n 
(small w with superscript k) perturbation vector 
G super hat 
Identity matrix 
(Greek rho of A) Spectral radius of a matrix A 
kronecker-deka (subscripts are i, s) 
( I~ka t) time step in seconds 
(Deka x) mesh size in ft. 
(*) Dr. S. K. Dey, Department of Mathematics, Eastern Illinois University, Charleston, Illinois 
61920, USA. 
Journal of Computational nd Applied Mathematics, volume 3, no 1, 1977. 15 
1 
(Greek nu) kinematic oefficient of viscosity 
(subscript of capital U is i and the superscript of U is n) Value of the net-velocity 
function U at x i (Subscript of x is i) and t n (subscript of t is n) 
1. INTRODUCTION 
A technique to solve systems of nonlinear equations 
to be mentioned by the name PIS (Perturbed Iterative 
Scheme) has been presented in theory and in practice. 
It is meant o be primarily an application-oriented 
method and therefore to demonstrate itseffectiveness, 
applications starting from equations with one variable 
to those with several variables were given. PIS is fully 
implicit and is derived by perturbing nonlinear Ganss- 
Seidel iterations. It is based upon the concept of 
estimating a perturbation vector wk at each iteration 
which when added to the iterate xk brings it closer 
to the solution. Thus it was conjectured that in some 
cases if nonlinear Ganss-Seidel iterations generate 
iterates outside the domain of convergence, PIS might 
converge to the solution. This was verified in severs] 
cases discussed in section 7. The algorithm of PIS is 
simple both theoretically and computationaUy and yet 
quite powerful to solve nonlinear equations. 
Perturbation techniques for the solution of nonlinear 
equations used previously [3, 4, 81 had more restricted 
applications and more complicated algorithms than 
those of PIS. 
PIS involves functional iterations and its convergence 
properties are related to the studies of contractive 
mappings. Quite extensive discussions on this topic 
were done by Ortega nd gheinboldt [7]. Some of 
these were used for the theoretical studies of PIS. It is 
found both theoretically and computationally that the 
perturbation vector w k fully conducts the mode of 
convergence of the algorithm during computations. 
Almost all functional iterations are dependent upon 
good initial approximation tothe solution. It was 
found by computer experimentations that PIS is in- 
dependent of these initial estimates. More on this is 
discussed in section 8. 
One of the primary objectives to develop PIS is to 
solve nonlinear partial differential equations by apply- 
ing implicit finite difference analogs. To provide a test 
for this, two nonlinear test examples from fluid 
dynamics were considered. They are (i) one dimen- 
sional gas dynamics equation and (ii) Burger's equa- 
tion. Subject o some specified initial-boundary condi- 
tions both equations admit analytical solutions. Com- 
putational properties of these quations were discussed 
by Ames [11, Lax [51 and goache 191. Burger's equa- 
tion was given a very special attention because of its 
position in the 'hierarchy of approximations emanat- 
ing from Navier-Stokes quations' [ 101. 
To apply PIS, a consistent implicit Finite difference 
analog in each case was formulated. The results have 
been presented in several graphs and tables to compare 
numerical nd analytical solutions. For o < 0.01 
analytical formula for the solution of Burger's equa- 
tion failed because of the slow convergence of the 
Fourier series contained in it [11. Hence an iterative 
scheme consisting of matrix factorization was applied 
to solve Burger's difference quations for v = 0.001 
and the solutions were compared with those given by 
PIS. Both techniques generated results which are 
uniformly in full agreement ot ordy for v = 0.001, 
.but also for o = 1.0, 0.1, 0.01 and for all ax and at  
(see tables I and 2). For v = 0.0001, Ames [11 presented 
the changes of velocity profiles at different times in the 
figure 2-10, obtained by a predictor-corrector f mula. 
Similar velocity profihs were also found by PIS for the 
same value of v as given in the Fig. 8 by using a time- 
step which is almost en times larger than that used 
in [11. Results did not show any appreciable change 
for li x -- 0.005 and a x = 0.01. 
We will now develop the algorithm of PIS, analyze its 
convergence properties and study its applications. 
2. FORMATION OF ALGORITHM 
The problem is to solve a system of nonlinear equa- 
~ons  : 
f i(xl, x 2 . . . .  Xn) = 0 (I) 
i=1 ,2  . . . .  n 
in a domain D which is a subspace of R n, where gn is 
the n-dimenslonal real space. If x = (Xl, x2... xn)TE D 
and F : D c R n -, R n, (1) may be expressed as : 
F (x) = 0 (2) 
where x E D 
It is assumed that (2) has a solution x* in D so that 
F(x*) = 0. 
To apply nonlinear Gauss-Seidel iterations for solution, 
(1) may be expressed as : 
x i = G i (x I, x 2 .... Xn) (3) 
i=1 ,2  .... n 
These equations may be expressed as 
= Go (4) 
where G O : D c R n -, R n. 
Since x = x ~ is the solution, 
x* = G O (x*) 
Thus x* is a fLxed point of the operator Go. 
Let xOe D be an iuitial estimate of x*, then nonlinear 
Ganss-Seidel iterations may be expressed as 
k k k k-1 
x i = G i (Xl, x2, ... Xi_l k, x i . . . .  Xn k-l) (5) 
i=  1, 2 . . . .  nandk = 1, 2 . . . .  
Assuming xke D and a mapping G : Dx D cR n x Rn-, R n 
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(5) may be expressed as : 
x k = G (x k, x k-l) (6) 
Definition : Fixed Image 
LetH:Dx  D×. . .xDcR nxR n×. . .xR  n--,R n. 
Then c e D is said to be a fixed image of H ff 
H (c, c . . . .  c) = c. In particular if H: D cRn-~ R n and 
c is a fixed image of H, it is also a fixed point of H. 
Thus from the definition of G, the solution x* is a 
fixed image of G, that is G (x*, x*) = x*. 
Now at some k th iteration aperturbed iterative 
scheme of the form : 
x k =w k + G (x k,xk-17 (77 
is defined with an initial estimate x ° e D of x*. The 
perturbation vector wk = (w k w2 k ...wnkn)Te Rnis 
yet to be computed. In the element form this scheme 
may be expressed as : 
k k k k k k-1 xk-1. 
xi =wi  +Gi(Xl 'X2 . . . .  Xi-l'Xi . . . .  n ) (87 
k Evidently this sequence of iterates {x~} is different 
from that in (6). It is assumed that w k is such that 
xke  D for aU k. 
Also G (x k, k-1 k k k k-1 xk-1) x ) i= Gi(Xl' x2 .... Xi-l' xi . . . .  n -" 
(9a) 
Let us assume that G (D x D) c_ D. Thus, if we 
denote the right side of (9a) by G k and de£me 
. . .  
then, gke D (9b) 
3. COMPUTATION OF w k 
Let us assume that the perturbation parameters q 
(i = 1, 2 . . . .  n and k = 1, 2 . . . .  7 are small such that 
the terms of the order (wik72 may be neglected. Regard- 
ing the functionals Gi we assume that for all i = 1, 2, 
. . . .  n and k = 1, 2 . . . .  
(a Gila xi) k ~ 1 (10a 7 
and 
(IS 2Gila x21) k is bounded. (10b) 
k-1 ik If (8) converges after (k-l) iterations, x i x x.~ 
Then from the property of a solution, 
k k k k xik, k-1 ..xk-1. 
x i =G i(x ,x 2 .... xi_ 1, Xi+l'" n ) 
Thus from (8) 
k G.k=G.(x.k k k k ik k-1 k-l, 
wi + x I x 'x2  .... Xi_l,W i+G ,xi+ 1 .... x n ) 
Expanding the right side of this equation by Taylor's 
series and neglecting the terms of the order (w?) 2 by 
virtue of (10b) we get : 
k Gik-_Gi(xk, xk ' k Gik, k-1 x k- l ,  wi + " "x i - l '  Xi+l .... n ) 
+wk(a k Gi). 
where 
k k Gi k, k-1 k-I kGi=(  Gi/a xi7 x ,x 2 .... xi_ r Xi+l .... Xn 
i =1,2  .. . .  n 
k= 1, 2, ... 
This gives, 
.w.k= Gi(Xl'X2 .... Xi-l' Xi+l ... .  n ) -  1 
x 1 - (a k Gi) (11)  
Thus wk's are computed in terms of quantities known 
prior to the computation ofx k. 
To represent the vector w k, w~ define an n x n diagonal 
matrix 
(Pk)i, s = ~i,s[1 - (a k Gi)] (127 
where, 
si, s= 1if  i= s 
= 0 if i . s ,  
and a mapping ~ : D x D x D c R n x R n x R n "* R n, 
such that 
k k ..k k-1 xk-1. ~(x k, gk, xk-1)i= Gi(xk ' x2 .... Xi- l '~i 'Xi+l .... n )' 
(13) 
Then (11) may be expressed as : 
w k = (pkT-1 [~ (x k, gk, xk-1) _ G (x k, xk-17]. (14 7 
From (10a) and (12 7, pk is a diagonal matrix and all 
the elements along its diagonal are nonzero. Hence 
(pk)-i exists. Also from (13), 
(x*, x*, x*)i = G i (x~, x~ .... Xn) = x* (15) 
Thus x* is a fixed image of the operator ~ in D. 
4. CONVERGENCE PROPERTIES  
By deFmition an iterative scheme is said to converge if
lira xk= x* (16) 
k"* t- 
To obtain sufficient conditions for convergence, a 
theorem similar to one given in section 13.1.4 of [71 
will be established. 
Theorem 1
Let G : D x D ¢ R n x R n-* R n satisfy on D the following 
conditions : 
]G(x, z) -G(y, z)l ~ A Ix -y l  (17a) 
IG(z,x)-G(z,y) l  ~ B Ix-y[ (17b) 
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V x, y, z e D, where A and B are isotone matrices and 
p (A) < 1 as wen as p (C 7 < 1, where C = ( I -A)- IB.  
Furthermore if
Iwkl= o (1s7 
the iterative scheme (77 converges to x* and x* is the 
unique fixed image of G in D. 
Since x* is a fixed image of G in D, x* = G (x*, x*) 
and from (7) 
Ix k -x*l  < [wkl + IG (xk, x k-l) -G  (x*, x*)l 
< I wk[ + IG (x k, x k-l) - G (x*, xk-1)l 
+ I G (x*, x k- l )  - G (x*, x*)l 
< Iwkl+ A lxk -x* l  +BIx  k - l -x* l  
which gives, 
[xk-x*[ < ( I -A)- l Jwk[ + C[x k-1 -x*[ (19) 
since p (A) < 1, by Neumann's lemma (I -A) -1 exists. 
Let 
e (k) = I x k - x* I (20a) 
and 
u (k) = (I - A) -1 Iwk[ (20b) 
then from (19) 
e (k) < C • (k-l) + u (k) < ... 
< ck e(O) +jk ck- j  u(J). (217 
Since a (C) < 1, we can choose a norm such that 
[ICU < 1. Also from (20b), Iwk[-- 0 implies that 
u(k) -- 0. Thus assuming RukB ~ • for some k • k o 
we have from (21) 
Ile(k)ll < uck e(O)fl + zj__k° o tiC k-j u(J)ll .: 
k ~ck_j u(j)H 
+ZJ=ko4- 1 
{4c[{klle(°) U+ [[ C[[ k-ko[ie(ko) g
fl C ko + 11i 
+e 
1 -Ilcll 
which shows that as k -- *-, R e (k) II -" 0. 
To prove uniqueness let us assume that G has another 






Ix* - y*l < 
Ic (x*, :,*) - c  (y*, y*)l 
[G (x*, x*) - G (x*, y*)l 
IG (z*, y*) - c (y*, y*)l 
BIx* -y* l  +AIx* -y* !  
( I -A) -1 B Ix* -y* l= C lx* -y* l .  
This gives, (I-C)[x* -y*[  < 0. Since 0(C) < 1, 
( I -  C7 -1 = r ;=  ° cP > 0. Therefore, Ix* - y*l ~ 0. 
Thus x* = y*. 
To prove that (18) is also a necessary condition for 
convergence, we will first establish the following 
theorem : 
Theorem 2
If the iterative scheme (7) converges and G satisfies 
(17a) and (17b), then for some k • k o + 1 
(i) ~G (x k, x k - l )  - G (x*, x*)lJ < e (22) 
and 
(ii) x* is the unique £Lxed image of G in D. 
Since the second part has already been established in
the theorem 1, we will prove only the First part. 
JG (x k, x k-l) -G  (x*, x*)l 
< IG (x k, x k-l) - G (x*, xk-1) I + [G (x*, xk -1) 
- G (x*, x*)[ 
< At xk -F* l+ BIx k - l -x* [ .  
Therefore 
fiG (x k, x k-l)  -G  (x*, x*)11 
< [Igll fix k-x*f l  + [[BI[ fix k - l -x* f l  
If for some k ~ k o + 1, • x k - x*{[ < • / [[AU and 
II x k-1 - x* I} < • / [i B[{, the theorem is proved. 
The above theorem establishes that as k -~ .. if {x k} 
converges to x* so does {gk) (where gk is defined in 
(9b)) and furthermore, x* is the unique limit point 
of ~k} in D. 
Now it is rather trivial to prove the following :
Theorem 3
lira I wkl = 0 is a necessary condition for convergence 
of the perturbed iterative scheme (7) to the solution x*, 
Since x* is a fLxed image of G in D, 
[lwkn < Ux k - x*l[ + fIG (x*, x*) - G (x k, xk - l )  [J 
< e/2 + e/2,(for some k ~ k o + ])= e. 
Since this is true for any norm, lira J wkl = 0. 
k~**  
At this stage we will consider the equation (14) and 
investigate the conditions which ~ must satisfy so 
that as x k ~ x*, [wkJ -* 0 is true. 
Lemmgl 
Prove that p (pk) is bounded for all k. 
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Proof 
From (127 pk is an n x n diagonal matrix consisting 
of nonzero elements alone. Also by virtue of the 
property (10a) of the functionals Gi (i= 1, 2 .... n and 
k = 1, 2 . . . .  ) the elements of pk are bounded for all k. 
Hence o (pk) is bounded. 
Thus from the equation (14) and the theorem 2, it is 
clear that as x k -- x*, Iwkl -* 0 implies : for some 
k~ko+l ,  
II~ (xk, gk, xk-1) - ~ (x*, x*, x*)ll < e (23) 
where, ~ (x*, x*, x*)= x*. Thus d is required to 
satisfy some properties such that (23) is true. 
~heoleem 4 
Let ~ : D x D x D c g n x R n x g n-" g n satisfy onD 
the following :
I~ i x ,a ,z ) -~  (y,a,z)l • L Ix -y l  
Id C a,x, z ) -C  (a,y,z)l • M lx -y l  




V x, y, z, a ~ D where L, M, N are isotone matrices 
and # (L+M) < 1 as well as #(Q) < 1 where 
Q = 1I - (L + M)F 1N. Furthermore, if x k -* x* as 
k --* - ,  then, for some k ;~ k o + 1, (23) is valid and 
x* is the unique fixed image o f~ in D. 
Proof 
I~ (x k, gk, xk-1) - ~ ix. ' x*, x*)l 
< I ~ (x k, gk, xk-1) - ~ ix. ' gk, xk-1) i 
+ I~ (x*, gk, xk-1) _~ (x*, x*, xk-1)l 
+ I~ (x*, x*, xk-1) -~ ix*, x*,~x*) I
• L Ix k - x* 1 + M I g k - x* I + NIX k-1 -x*l 
Thus, 
II~ (x k, gk, xk-1) _~ (x*, x*, x*)ll 
• Z (H x k - x* II + II gk - x* U + II x k-1 - x* U ) 
where, 
Z= max (ULU ,IIMH , U Nil). 
Since convergence is assumed, for some k ~ k o + 1, 
IIx k -  x*ll < e/3Z, IIg k -  x*U < e/3Z 
and H x k-1 - x* U < el3Z. This proves the first part. 
To prove uniqueness, let us assume that ~ has another 
Rxed image y* in D, which is distinct from x*. Then, 
Ix* - y*l = I~ (x*, x*, x*) - ~ (y*, y*, y*)l 
• L lx* -y* l  + MIx* -y* l  + NIx*-y* l  
or, Ix* -y* l  • QIx* -y*l giving (I-Q)lx*-y*l • 0. 
Since p (Q) < 1, (I-Q)-I = ~** QP > 0. Thus 
p=o 
Ix*-y*l • 0. Hence x*=y*. 
5. CONVERGENCE OF ITERATIONS 
In most iterarive schemes, convergence of iterations 
is accepted ff at some kth iterations, 
jx -- x'u-lJl <" (25) 
for all i = 1, 2 ..... n. Computarionally, regardless how 
small e is chosen, the condition (25) is merely a neces- 
sary condition for convergence. Such a condition, as 
is well known, could lead to convergence toa wrong 
solution especially when the rate of convergence is 
slow. Under the present scheme, this may be avoided, 
because convergence riterion will be imposed upon 
the values of wik and not on those of x~. In a computer 
program, the criterion is 
m.ax Iwikl <e " (26) 
1 
when in most cases e is chosen as 10 -10. Assuming 
that the functionals Gi satisfy the conditions ha 
the Theorem 1, the condition (26) is both necessary 
and sufficient for convergence. This has been com- 
putarionally verified in a large number of applications, 
some of which are discussed in the next section. 
6. AN ILLUSTRATION 
Let us consider an application of PIS to solve a system 
of equations with two variables : 
f l  (xl' x2) = 0 
f2 (xl, x2) = 0 
Let us assume that this system has a unique solution 
x 1 = x~ and x 2 --- x~ in some region D c g 2. Let the 
equations be expressed as x I = G 1 (Xl, x2), 
x 2 = G 2 (x 1, x2). Let Si= 3 Gi/a x i i=  1, 2. 
Step #1. 
Choose some (x~, x~) as initial estimates of the solu- 
tion. Then, at some kth iteration, compute : 
Step #2. 
where 
k-l, xk-1) Gkl = 131 (x 1 
and 
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Step #3. 
(i) w k = [G 2 (Xl k, G k) -Gk2l , [1 - S 2 (xkl , Gk)] 
where 
G k ,~ , k k - l ,  
= ~2~Xl, X 2 ) 
7. APPLICATIONS 
The method developed in this paper will now be ap- 
plied to several nonlinear equations. The computa- 
tional procedure for the application of PIS is rather 
simple. However, all of  the mathematical restrictions 
imposed on the mappings G and ~ may not be simple 
to verify for various nonlinear equations. Thus in some 
cases, the method could be used on a trial basis. 
step #4. 
I f  max Iwkl ~ e, the last computed values of Xl k and 
k x 2 will be the required numerical solutions. If  this 
inequality is violated, the steps #2, #3 and #4 will 
be repeated. 
This algorithm may now be extended to any system 
of nonlinear equations. I f  S i = 1 for some i, the 
method will fail. I f  for some i, Gi(x I ... Xn) is in- 
dependent of x i, S i = 0 and wi k = 0 for all k. In such 
a case the effectiveness of PIS will be reduced. 
Let us consider a simple illustration. 
Illustration 
Solve : x 1 + tan (x 1 x2) = 1 
x 2+ 2.0 s in(x 1 x2)=0 
This system has a unique solution given by x 1 = 1.0, 
x 2 = 0.0. Let Gl(Xl ,  x2) --- 1 - tan  (x 1 x2) and 
G 2 (Xl, x2) = -2 sin (x 1 x2). Then Sl(X 1, x2) = 
-x 2 sec 2 (x 1 x2) and S2(x 1, x2) =-2x  1 cos (x 1 x2). 
The criterion for convergence of iterations is given by 
(26) with • = 10 -10. If we choose (x~,x~) =(1.3,1.3) 
and write a computer program following the steps #2, 
#3, and #4, PIS converges to (1.0, 0.0) after 7 itera- 
tions. It was found that if we arbitrarily choose initial 
estimates as follows : (0.05, 0.05), (10.0, -10.0), 
(78.0, -37.9), (-689.0, 981.0),(-1000.0, -1000.0), 
(90807060.0, -90807060.0), PIS converges to the 
solution within ten iterations. More on such global 
convergence is discussed in section 8 (v). For the sake 
of comparison, nonlinear Gauss-Seidel method was 
applied (by replacing w k by 0.0 for i = 1, 2) to the 
same system with initial estimates (1.3, 1.3). The con- 
dition for convergence of iterations was given by (25) 
with • = 10 -4. The method failed to converge to the 
solution after 10000 iterations. Even when the initial 
estimates were (0.05, 0.05) and the maximum number 
of iterations was increased from 10000 to 100000, 
nonlinear Gauss-Seidel iterations failed. The values of 
x 1 and x 2 were 0.63300 and -1.90714 after 100000 
iterations. To study more on the comparison between 
PIS and nonlinear Gauss-Seidel iterations we will go to 
the next section. 
(a) Equations with one variable 
For these problems, ordinary Ganss-Seidel iteration b 
the same as Picard's method. 
Ex. I 
Solve: exp(x ) - ln (x+2)  =2 
Choose :G(x) = exp [exp(x) - 21 - 2 and x ° = 0. 
Result : Picard's method took 5 and PIS took 3 itera- 
tions to converge to x = -1.84141, which is the solu- 
tion. 
Ex. 2 
Solve: 2x - tanx=0 
Choose :G(x) =0.5tan  x and x ° =0.3  
Result : Picard's method took 19 and PIS took just 
2 iterations to converge to x = 0.0 which is the solu- 
tion. 
Ex. 3 
Solve: x -s in  x= 0. 
Choose :G(x) =sin x and x ° = 1.0 
Result : Picard's did not converge after 200 iterations 
and PIS converged to the solution x = 0.0 after 20 
iterations. 
(b) Equations with two variables 
Ex. 4 
Solve: 0.7 s inx+0.2cosy-x=0 
0.7 cosx + 0.2 sin y - y = 0 
Choose : G 1 (x, y) = 0.7 sin x + 0.2 cos y 
G 2 (x, y) = 0.7 cos x + 0.2 sin y 
and x ° = yO = 0 
Result : Nonlinear Gauss-Seidel took 56 iterations 
and PIS took 12 iterations to converge to the solution 
x = 0.44415726, y = 0.77152736. 
Ex. 5 
Solve: xy+exp(x)= l  
s inxy+ x+y=l  
Choose : G 1 (x, y) = 11- exp(x) l /y  
G2(x ,y  ) = 1 -x -s inxy  
and, x ° = 0.1, yO = 0.5 
Result : Nonlinear Gauss-Seidel iterations diverged 
after 23 iterations. PIS converged to the solution 
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x = 0.0 and y = 1.0 after 5 iterations. 
(c) Equations with three variables 
Ex. 6 
Solve: s in(x y z ) -x=0 
cos(x y z ) -y=0 
tan( x y z ) - z=0 
Choose : G 1 (x, y, z) = sin ( x y z) 
G 2 (x, y, z) = cos i x y z) 
G 3 (x, y, z) = tan (x y z) 
and, x ° = yO = z o = 2.0 
Result : Nonlinear Gauss-Seidel took 5 iterations 
and PIS took 3 iterations to converge to the solution 
x=0,  y=l ,  z=0.  
Ex. 7 
Solve: x=s inxcosycosz  
y = cos x sin y cos z 
z = sinx cosy sin z 
Choose : G 1 (x, y, z) = sin x cos y cos z 
G 2 (x, y, z) = cos x sin y cos z 
G 3 (x, y, z) : sin x cos y sin z 
and, x ° = yO = z o = 1.0 
Result : Nonlinear Gauss-Seidel did not converge 
after 386 iterations and PIS converged to the solution 
x = y = z = 0 after 14 iterations. 
(d) Equations with more than three variables 
One of the primary objectives to develop PIS is to 
solve nonlinear partial differential equations with the 
assumption that a solution exists. Two such applica- 
tions : 
(i) One-dimensional gas dynamics equation 
(ii) Burger's model on turbulence 
have been studied. Although these differential equa- 
tions are not strictly nonlinear, their implidt finite 
difference analogues form a system of  nonlinear 
algebraic equations in several variables. Subject to 
appropriate initial boundary conditions both (i) and 
(ii) have analytical solutions. Thus attempts were 
made to do a comparative study between these 
analytical solutions and the numerical solutions 
obtained by applying PIS. 
Ex. 8. One dimensional gas dynamics equation 
The equation of motion is given by : 
au + u 0u  
- -  - -  = 0 (27)  
at ax 
Subject to the following conditions :
u (  x ,0 )=x 0•x•  1 (28a) 
u(0,  t )=0 t • 0 (28b) 
The analytical solution of (27) is : 
u (x, t) = x / (1  + t) (29) 
Approximating the time -derivative by a two-point 
backward difference formula and the space derivative 
by central differences, a consistent implicit fmite- 
difference scheme corresponding to (27) is : 
(un - un -1)  / k + uni (ui+n i - un 1) /2h = 0 - (30) 
where 
k = at  = time step (31) 
h = Ax = mesh size, and 
U n = value of the net-velocity function U at x i and t n. 
with, 
x i=x  o+ih ,  (x 0=0,  i=1 ,2  . . . .  I) 
and 
t=tn+nk,  ( to -O ,  n=l ,  2 . . . .  ). 
Let 
_ U n Xi - i ' and (32a) 
C i = U n - l ,  which are known from the previous time 
step {32b~ 
The equation (30) may now be expressed as : 
X i = G i (X 1, X 2 . . . .  Xi) (33a) 
where, 
k Xi - C i (33b) Gi (Xl' X2 .... Xl) = 2-~ (Xi-1-Xi + I) 
Some comparisons between analytical and numerical 
solutions are given in Figures 1, 2, and 3. 
Computational well-posedness of PIS was thoroughly 
checked in each case. Indeed, the Figures 1, 2, and 3 
show that large changes of time steps have negligible 
effects on the numerical solutions under PIS. 
Ex. 9. Burger's model on turbulence 
The equation of motion is : 
au 8u 82u 
+ u ~ (34)  
8t ax ax 2 
Subject to the following initial-boundary conditions :
u (x, 0) = sin Ir x 0 • x • 1 (35a) 
u (  0, t) = U (1, t) = 0; t•0  (35b) 
the equation (34) admits the analytical solution given 
by : 
z :=  1 exp (-n 2 lr 2 v t) A n • n .  sin (n .x )  
u(x, t) : 2 .  u 
Z:= 0 exp (-n 2 .2  v t) A n cos (n,rx) 
(36) 
where, 
A0 = 2.1 exp [(cos Ir x - 1 ) /2 .  v] dx 
A n -- 2 f~ exp[(cos,r x -  1 ) /2 .  vl cos (n .  x) dx 
(37a) 
(37b) 
It could be noticed that for all v, (excepting u=0), the 
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integrals (37a) and (37b) are convergent for all ~. Also, 
mathematically, 
lira An = 0, 
and the rate of this convergence b comes lower as v 
becomes smaller. However, the values of these integrals 
cannot be computed analytically. Thus, the following 
simple numerical scheme was used to compute them : 
We know that, 
.fexp (px+ q) cos ax dx ePX (P c°s ax + asin ax) 
= a 2 + p2 
+ eq sin ax (38) 
a 
Thus approximating (coslrx-1)/2,rv by a linear func- 
tion of the form pi x + qi in a small interval (Xi_l,X. ~, 
A n may be approximated by : 
m 
An=2Zi= 1 fxl exp(PiX + qi) cos(nlrx)dx (39) 
Xi_l 
by using (38) where x o = 0 and x m = 1, for all v. 
The computed values of An  for v = 1.0, 0.1, 0.01 and 
0.001 were in full agreement with the mathematical 
properties of A n . 
As in the previous case, a consistent implicit finite 
difference model of (34) is : 
(U n _ un-1) /k  + un(ui+ 1 -Un_l)/2h 
n _2U n+Unl ) /h :  (40) -- u (U i+ 1 
where h, k and U n are defined in (31). To apply the 
1 
present numerical technique, (40) may now be 
expressed as : 
X i = G i (X 1, X 2 . . . .  X I) 
where 
X i = U 
G i (X I, X 2 .... X n) = 
kh  
• xi (xi-1 -x i+ 1) 
2(h 2 + 2vk) 
vk 
+ h2+2~k (X i+l+Xi -1)+Ci  
and 
C i = U n-1 = known from the previous time step. 
The figures 4, 5 and 6 show comparisons~etween 
analytical and numerical solutions for v-- 1.0, 0.1 and 
0.01, and At--0.0025, 0.005 and 0.01 s. For values of 
v smaller than 0.01, the analytical formula (36) failed 
to produce any valid resUlt because of the extremely 
slow rate ofconvergence of the two infinite series con- 
tained in it [11, Hence a numerical matrix iteratice solu- 
tion consisting of triangular decomposition which is 
usually very effective to solve systems involving triangular 
matrices, as we have in this case, was applied. Figure 7 
is an example showing comparisons between solutions 
obtained by PlS and iterative matrix factorization. 
For v = 0.0001, results obtained from PIS were pre- 
sented in the Figure 8 showing velocity profiles at 
different times. To obtain this result, h = 0.005, 0.01 ft 
and At= 0.005 s for each h were considered. Changes 
in h did not affect he solutions. This figure is quite 
similar to the figure 2-10 given in [1] for the same v 
generated by a predictor-corrector f rmula. However, 
the rime step used in the predictor-corrector f rmula 
is At= 0.0004 s which is about ten times smaller than 
that used in PIS. Both computed solutions tend to the 
asymptotic approximate solution by Cole 121. 
• Other than graphs, two tables 1 and2 were constructed 
at times t= 0.25s and t = 0.5 s and a location x= 0.5 ft 
prior to the development of a shock to show the actual 
computed values of U. n which are given by different 
schemes for solution. 1In each table Ax-- 0.01 ft and 
At= 0.0025, 0.005 and 0.01 s with v= 1.0, 0.1, 0.01 
and 0.001 ft2/s for each/it. The small variations of 
the values of the uet-velocity function U n as exhibited 
by the tables uniformly occurred throughout compu- 
ter experimentations. There was no appreciable change 
of the result when~ix=0.005 ft. For all v,/ix and/it 
it was established that PIS is computationally well- 
posed. 
8. DISCUSSIONS 
We will now study an overall analyds of PIS by discuss- 
ing its limitations, its specific rehtion with ordinary 
Ganss-Seidel iterations, its global convergence property, 
its effectiveness when combined with SOR and its com- 
parison with a few other existing techniques to sblve 
systems of nonlinear equations. 
(i) Limitations of PI$ 
Every numerical technique has its limitations and PIS 
is not an exception to this. At the very outset of this 
work existence of a solution of the given nonlinear sys- 
tem (1) has been assumed. This is indeed a very stringent 
assumption i the sense that there are nonllnear systems 
for which existence of a solution is yet to be proved. 
If in a particular no~inear system w~i s zero for some 
i, the rate of convergence slows down. And for a linear 
system since w~. = 0 for all i= 1, 2 .... n, PIS is reduced 
1 
to an ordinary linear Ganss-Seidel iteraribn. 
When PIS is applied convergence of iterates to the.solu- 
tion is guaranteed ff the restrictions imposed upon the 
operators G, ~ and pk are fulfilhd. Since in many prob- 
hms verifications of all of these properties are not pos- 
sible PIS will be applied on a trial basis and hence 
divergence of the method cannot be ruled out. 
(ii) Systems of equations with multiple roots 
A series of computer experimentations with several sys- 
tems of equations having multiple roots show that PIS 
is restricted by initial estimates in order that convergence 
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to any particular solution may be obtained. To 
demonstrate his, we will consider two examples : 
Ex.A 
Solve : x = 0.785398 tan x 
This equation has three solutions, namely, x = 0.0, 
0.785398 and -0.785398. With initial estimates 
x°= ± 0.05, 1.0, and -1.0, PIS converged respectively 
to x = 0.0, 0.785398 and -0.785398. (It may be 
worth mentioning that for the same values of x °, 
Picard's iterations converged exclusively to x = 0.07. 
However, with x°= 9999.0, 20.25, and -10,000.0, 
PIS converged to 0.0, 0.785398, and -0.785398 
respectively. 
Ex. B 
Solve : x = 0.785398 tan x + cos y sin z 
y = 1.5708 sin y + sin x sin z 
z = sin x cos y sin z 
This system of equations has nine solutions namely, 
(0.0, 0.0, 0.0), (0.785398, 0.0, 0.0), (-0.785398, 
0.0, 0.07, (0.0, 1.5708, 0.07, (0.0,-1.5708, 0.07, 
(0.785398, 1.5708, 0.07, (0.785398,-1.5708, 0.0), 
(-0.785398, 1.5708, 0.07 and (-0.785398, -1.5708, 
0.0). 
When PIS was applied to this system with the follow- 
ing initial estimates : (xO, yO, zO) = (0.099, -0.099, 
0.0999), (0.9, 0.09,-0.09), (-1.0,-0.045,-0.05), 
(0.099, 1.95, -0.0757, (0.099, -1.99, -0.097, (0.9, 
1.8, 0.05), (0.9, -1.8, 0.05), (-0.8, 1.98, 0.05) and 
(-0.9, -1.98, -0.05) it converged to the solutions 
arranged in the order as above. It is needless to say 
that for a/l these initial estimates nonlinear Gauss- 
Seidel iterations converged either to (0.0, 1.5708, 0.0) 
or to (0.0, -1.5708, 0.0). 
The example A together with the table 3 for the 
example B show that PIS cou/d converge to all the 
solutions of a system of equations having multiple 
roots, starting from initial estimates selected arbitrarily. 
However, such convergence is yet to be justified 
mathematically. At present we win simply conclude 
that PIS is not quite effective to solve systems of non- 
linear equations having multiple roots. 
(iii) Comparison with nonlinear Gauss-Seidet iterations 
If (P)i, i = Pi, i' PIS may be expressed as : 
k 1 G.k x. = (1 -~)  





where ,  
G,  k k k .~k k-I k-l, 
itXl, x 2 .... xi_1, ~i ,xi+ 1 .... x n ) 
G.k Gi(xkl k k k-I xk-l. , X2," , . . .  , "'Xi-l' xi n )" 
If 1/p k i is replaced by zero, PIS will become an 
ordinary nonlinear Gauss-Seidel iteration. Thus it is 
apparent that the iterates {xk} generated by PIS are 
entirely different from those generated by an ordinary 
nonlinear Gauss-Seidel iteration. ~It is easy to prove 
that ff both schemes generate {x k ) such that x k e D 
for all k and G satisfies the conditions (17a 7, (17b) 
then ordinary Ganss-Seidel will converge to the solution 
x* and if furthermore, w satisfies (18), PIS will also con- 
verge to x*. But sincein general, nonlinear Ganss-Seidel 
will generate x k e D o where D o c R n and D o ¢ D 
simultaneous convergence of both schemes may not 
Occur. Thus it is clear that while nonlinear Gauss-Seidel 
iterations failed in the examples 3, 5, and 7, PIS con- 
verged to the solution. For Burger's difference qua- 
tion, Gauss-Seidel scheme failed to converge after 
2000 iterations. Out of the vast number of problems 
solved, it was never found that PIS diverged, whereas 
nonlinear Gauss-Seidel iterations converged. 
It was systematically observed that whenever both 
schemes converged to the solution PIS took less number 
of iterations. Such an acceleration of convergence is 
defmitely caused by the introduction of the pert.urba- 
tion vector w k. 
(iv) Rate of converooence 
In a large number of applications it was consistently 
found that PIS has a better rate of convergence in 
comparison with nonlinear Gauss-Seidel iterations. 
We will now investigate the probable cause for that. 
Since we did not assume that a Gi/axj exists for i ~ j, 
let us assume that : 
k k k k-1 k-l, ~ '  * x* 
Gi(x I ..... Xi_l, gi, xi+1 ..... x n )-~i[Xl ..... n ) 
Gi(x k~ .... k k k-1 k-l. _ . .  • k-1 
'Xi-l' gi' Xi+l ..... Xn )-~i(Xl ..... xi'xi+l ..... 
+ G i(x~, • k-1 k-1 * x* .... xi' Xi+l ..... Xn ) - Gi(Xl ..... n ) 
i-1 k k • k ,k  *, 1 k k x*,2 
= j~ l  aij(xj -xJ 7 + siitgi -xi) + 2-T tii(gi - i) 
n ~k-1  k -1  , 
+ ~ . .  ( 
j=i+l 13 -x] 7 (417 
where, 
k (a Gila sii = xj) k k k k-1 k-1 
Xl ..... Xi-l' gi' Xi÷l ..... Xn 
(42a7 
t. k. = (a2ci/a z27 
n i k k k _, k • k-1 k-1 
x I ..... Xi_l,g i -v tg i -xi),xi+ 1 ..... x n 
(42b) 
0<o<1 
and the quantities a. k. and o.k.-1 are real and depend on 
13 Ij 
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the functionals Gi and the iterates xk and x k-1. 
These quantities may be defined such that the equa- 
tion (41) will become the contractive property of the 
operator G as given by (17a7 and (17b 7. 
From (87 we may get : 
k k-1 k-1 
xi 1 "'Xi-l'Xi ..... Xn ) -  1 
(43) 
8" • ~ i  • ~ race x i = oi t xl ..... Xn) , applying the contractive 
property of G on (43) we get : 
k-1 
j=l  U J J j=i ux J  - *xjl 
(44) 
where aij and bij are respectively elements of A 1.and 
B given in (17a 7 and (17b). Now, ffwe replace w 1 
in (43) by its value given by (11) and make use of the 
equation (41) we get : 
, I +j~l  laij, [k -x~l  
+.z  la I I (45) 
J=i J 
where, 
[#iki-l[ oxik-1-x;[ = [siki [ Ixik-x;I (46a7 
and 
lk  
v i = mkax I-~-tiit (46b 7 
Evidently, lakl and I#k-ll are elements of two isotone 
matrices. Hence in keeping with the inequalities (17a 7 
and (17b 7 we may define, (without any loss of gene- 
ralityT, 
max la~jl = aij (47a) 
k 
max I#kl = b.. (47b) 
k U 
Thus, from (45), 
Ixik-x;J • v i l~-x ;12  + i~l'a.. Ixk_x*l 
j= IU  J J 
n x. k - I  - x.* + ~ b. . I  j l (48) 
j= l  U J 
Thus we have derived two inequalities (44) and (48) 
from the same equation (43). To derive (44) we have 
simply used the contractive property of G, and to 
derive (48) we have used the contractive property of G 
as well as the value of w~i. Since by (10b) v i is bounded 
for all i= 1, 2 .... n, consistent with the assumption 
imposed upon the elements of the perturbation vector 
w k, we may conclude that, near the solution (where 
Igk-x~l < 1), Iwkl is proportionalto I~-x* l  2. 
This has been systematically verified by computer 
experimentations as follows : After solutions are 
/ 
found, the values ofGD X-- =a 
WMAX = ml~lwkl were recorded at each k. 
Generally, for equations with unique solutions it was 
found that the values of GDMAX decreased uniformly 
and whenever it became less than 1, WMAX converged 
'to zero at a quadratic speed giving thereby the required 
solution. For equations with multiple roots, the values 
of GDMAX did not decrease uniformly although in- 
variably the same pattern of quadratic rate of con- 
vergence was found. This point may be clarifind by 
virtue of the following data : 
In the examph B of this section, the system has 
multiple roots. With (xO, yO, zO 7 = (56.8, -99.0, -987.0) 
the following results were found : 
No. of iterations GDMAX WMAX 
1 2.426167 40.43097 
7 2.402970 0.05135 
9 2.602755 0.40527 
11 0.180142 0.11894 
At the 16th iteration PIS converged to the solution 
(0.7854, 1.5708, 0.07 . 
From the algorithm of PIS it is clear that whenever 
convergence takes place, x k approaches x* as fast as 
w k approaches zero. In the absence of perturbation, 
~ 's  are nonlinear iterates. Gauss-Seidel 
Since, near the solution [w.kl's are small, we may 
1 
conclude that, in general, the convergence rate of PIS 
is quadratic in comparison with the rate of convergence 
of nonlinear Gauss-Seidel iterations. 
(v) Global convergence 
By virtue of computer experimentations fora large 
number of nonlinear systems of equation it was con- 
sistendy observed that PIS converged to the solution 
regardless of the values of initial estimates. In the case 
of the ex. 3 of the previous ection, for the initial 
estimates x°=-50.0,  85.0, 0.00013, -0.0069,-302.0 
and 0.05, chosen arbitrarily, PIS converged to the solu- 
tion x = 0.0. In the case of the ex. 4, the initial values 
of (xO, yO 7 were chosen as : (-104.25, 15.387, (86.25, 
-39.657, (0.0023, -589.32), (45.2, -65,1)  and (88.12, 
97.32) arbitrarily. PIS converged, in each case, to the 
correct solution. In the ex. 7, convergence to the solu- 
tion was obtained when the initial (xO, yO, zO 7 were 
arbitrarily chosen as : (-8.12, 5.01, 0.02), (0.02, 4.35, 
-1.06), (2.35, 7.14, 0.017, (4.0, 5.0, 0.87 and (5.0, 
-2.25, 1.237. Such global convergence ofeach example 
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mentioned in this work was thoroughly checked. 
In the case of one-dimensional gas dynamics and 
Burger's difference quations, global convergence of
pIS was studied as follows : The equation of motion 
(27) for the one-dimensional flow of gas subject o 
the conditions (28a, 28b) admit solutions which are 
all positive not exceeding 1. In the computational 
procedure, for solution at the nth time step, the initial 
estimates are U n-1 which are all positive not exceed- 
ing 1. Thus in order to check global convergence 
properties initial estimates at each time step for two 
different computer runs were multiplied respectively 
by 2.654 and -1.203. In each case, PIS converged to 
the solution but the number of iterations was drasti- 
cally increased. 
In the case of Burger's equation, the values of the net- 
veloci-~ function UP were all t~ositive, not exceedin~ 1 
" I  1. t -  ~ " 
In the computational procedure, the initial estimates 
at each time step were positive not exceeding 1. Thus 
two computer runs were taken to check global con- 
vergence. In one case the initial estimates were multi- 
plied arbitrarily by 2.05 at each time step and in the 
other case, they were multiplied by -45 at each time 
step. As before, the number of iterations was drastical- 
ly increased, but PIS converged to the appropriate solu- 
tion. 
(vi) SOR-PIS combination 
Although the computational time for the PIS with 
regard to the solution of gas dynamics equation or 
Burger's equation was quite small in the CDC CYBEK 
7214 computer system an investigation was under-. 
taken to see whether the computational time could 
be further educed by combining PIS with a successive 
over/under relaxation technique. Values of relaxation 
parameters were chosen arbitrarily, ranging from 
0.0032 to 1.9. It was found that neither the number 
of iterations for convergence nor the numerical solu- 
tions were appreciably affected. Further mathematical 
studies are necessary to compute an optimised relaxa- 
tion parameter to obtain the fastest rate of conver- 
gence. 
of PIS could make it more useful when a limited 
accessibility to computer's memory storage is avail- 
able or numerical solutions of nonlinear partial dif- 
ferential equations consisting of several dependent 
variables are needed. However, PIS is yet to be applied 
to these equations to study its effectiveness. 
The superiority of PIS over explicit methods was 
clearly demonstrated through the solutions of both 
gas dynamics and Burger's difference quations. For 
smaller time steps explicit schemes were effective but 
when time steps were large they failed because of the 
fact that the stability criteria were violated. Justifica- 
tion of computational stability of PlS is at present 
under theoretical investigation. 
9. CONCLUSION 
PIS is fully implicit. It accelerates the rate of con- 
vergence of a nonlinear Gauss-~eidel iteration scheme 
and its perturbation vector ecords the mode of con- 
vergence. It is computationally simple, independent 
of initial estimates of the solution and requires less 
computer's memory storage and computational time. 
Results obtained so far in various cases are encouraging. 
Researchers in nonlinear systems of equations might 
find it interesting and useful to seek more applications 
of PIS. 
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BURGER'S EQUATION 
Tab/e I. Values of  L~. computed by analytical, matrix factorization (MF) 
p 






for different o and At. 
and PIS at x i = 0:5 ft and t n = 0.05 s 
Analytical MF PIS MF PIS MF PlS 
At = 0.0025 At = 0.0025 At = 0.005 At = 0.005 At = 0.01 At = 0.01 
0.60902 0.61233 0.61287 0.61629 0.61650 0.62334 0.62347 
0.94229 0.94214 0.94219 0.94198 0.94202 0.94174 0.94170 
0.98337 0.98285 0.98286 0.98237 0.98237 0.98144 0.98144 
Failed 0.98701 0.98700 0.98648 0.98648 0.98548 0.98548 
Tab/e 2. 
v 





Values of  L~i computed by analytical, matrix factorization (MF) and the present scheme PIS at 
x i = 0.5 ft and t n = 0.25 s for different v and At. 
Analytical MF PIS MF PIS MF 
At = 0.0025 At = 0.0025 At = 0.005 At = 0.005 At = 0.01 
0.08453 0.08678 0.08781 0.08959 0.09038 0 .09476 
0.69994 0.70056 0.70072 0.70126 0.70138 0.70282 
0.79675 0.79706 0.79707 0.79733 0.79733 0.79788 
Failed 0.80559 0.80550 0.80577 0.80573 0.80623 
PIS 






Solve : x = 0.785398 tan x + cos y sin z 
y = 1.5708 sin y + dn x sin z 
z =dnx  cosy  dnz  
INITIAL ESTIMATES soLUTION 
x o yO z ° x* y* z* 
-987654.0 - 89765.0 -876954.0 0.0 0.0 0.0 
796959.0 796959.0 796959.0 0.7854 0.0 0.0 
38789.0 -908976.0 9090987.0 -0.7854 0.0 0.0 
-9K765.0 -897960.0 -78590.0 0.0 1.5708 0.0 
546439.0 5478905.0 -9812345.0 0.0 -1.5708 0.0 
414141.0 616161.0 ,919191.0 0.7854 1.5708 0.0 
88888.0 55555.0 77777.0 0.7854 -1.5708 0.0 
-555555.0 -888888.0 -999999.0 -0.7854 1.5708 0.0 
394979.0 796995.0 908432.0 -0.7854 -1.5708 0.0 
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Fig. 1. Comparison of the values of U n at t = 0.01 s 
obtained by analytical method and by PlS 








[] PISAt =0,0025 S 
Q PlSAt =0.005 S 























0,0 0.2 0.q 0.6 0.8 1.0 
X FT 
Fig. 2. Comparison of the values of U n at t = 0.25 s 
obtained analytical]y and by PIS for various 
time steps. 
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[] PIS At=0~0025 S
C) PIS At=0.005 S 















0.2 0.4 0,6 0,8 .I,0 
X~ 
Fig. 3. Comparison of the values of U n at t = 1.0 s 









r,l PIS At -0.0025 S 
O PIS A~-0.005 S 




0,0 0,2 0,4 0,6 0,8 1,0 
X FT 
Comparison of the values of U n at t = 0 .05  s 
and v = 1.0 ft2/s obt~ned by analytical 
method and by PIS for various time steps. 
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[] PlSAt=0,0025 S 
O PlSAt=0,005 S 

















0,0 0,2 0,4 0.6 0,8 1.0 
X FT 
Fig. 5. Comparison of the values of U n at t = 0.25 s 
and v = 0.1 ft2/s obtained analytically and 









O PIS At=.005 S 




















0,0 0,2 0.4 0,6 0.8 1.0 
X F 
Comparison of the values of U n at t = 0.5 s 
and u = 0.01 ft2/s obtained by analytical 
and by PIS for various time steps. 
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o mTRIX t " 0,25 S 
PIS t " 0,2S S 
A mTRIX t " 1.0 !; 
V PIS t " 1,0 S 
PROPASATIOfl OF 
DI STUII~iC.ES 
0.o 0.2 0.4 0,6 0,8 1,o 
x FT 
Fig. 7. Comparison between the values of U n at 
t=0.25s and t= 1.0s obtained by Iterative 












X-  1,0 
Fig. 8. Velocity profiles at different times drawn 
up to points close to which disturbances 
are found. 
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