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RESUMO 
O presente artigo tem por objetivo fazer uma discussão sobre os estimadores da esperança e da variância, 
respectivamente denotados por X e S2, na amostragem aleatória simples. As propriedades, tais como 
esperança e variância, dos estimadores X e S2 são apresentadas no contexto da amostragem com e sem 
reposição, sendo que a contribuição deste artigo encontra-se na obtenção, de uma maneira alternativa, da 
variância do estimador S2 na amostragem sem reposição. 
Unitermos: estimadores da esperança e da variância, amostragem aleatória simples. 
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O - INTRODUÇÃO 
Aqui neste trabalho nos concentraremos na amostragem aleatória simples, dando-se ênfase aos esti-
madores da esperança e da variância populacionais. O artigo divide-se em duas partes fundamentais: a 
primeira tratando da amostragem com reposição e a segunda da amostragem sem reposição. Na amostragem 
sem reposição faremos a dedução para a fórmula da variância do estimador não tendencioso S'l = 
NNt 11 ~ 1 2:7=1(Xi- X)2 da variância populacional 0'2, onde (Xt, .. ·, X") é uma amostra aleatória de 
tamanho n de uma população de dimensão N e X = ~ 2:~=1 Xi é o estimador não tendencioso da es-
perança populacional J.L · O método aqui empregado para deduzir a variância de S2 é mais "natural" quando 
comparado, por exemplo, com o método de Sukhatme (5), isto é, neste artigo utilizaremos apenas os conceitos 
de momentos amostrais e populacionais, que são bastante conhecidos. 
Cabe ainda salientar que o fato deste artigo tratar especificamente da amostragem aleatória simples 
não implica que esta deva ser preterivelmente escolhida para realizar um levantamento estatístico. Sabe-se 
que a amostragem aleatória simples apresenta algumas desvantagens com relação a outras técnicas, como 
por exemplo, a amostragem estratificada e a por conglomerados. A principal desvantagem da amostragem 
aleatória simples é quando a variabilidade da população, em relação a urna variável X, for grande. Então, 
neste caso, recomenda-se um processo de amostragem estratificada (ver Cochran [1)). 
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1 - O PROCESSO DE AMOSTRAGEM COM REPOSIÇÃO 
Seja uma amostra aleatória (X 1, • • • , X n) de uma população com esperança E( X i) :: J.L e variância 
V ar( X I) :: u2 > O. A expressão "amostra aleatória" por convenção significa que as variáveis aleatórias 
(X1, · · · , X11 ) são identicamente distribuídas e independentes (no caso da amostragem sem reposição). Note 
que a denominação "amostra aleatória" é utiHzada em Inferência Estatística exatamente com este significado. 
Aqui, nesta seção, diremos apenas "amostra aleatória" para nos referirmos ao processo de amostragem 
aleatória simples com reposição. 
As demostrações d~ fórmulas que a seguir são apresentad~ podem ser obtidas nas referências [1] e [8], 
por exemplo. 
O estimador não tendencioso da esperança JL é dado por X = ~ E~=l Xi, e sabe-se que 
(1.1) 
além de 
(1.2) - (i2 Var(X) = - . 
n 
Para a variância populacional u2 é fato conhecido que 52 = n_:l L:~=l (X i - X)~ é o respectivo estimador 
não tendencioso. Aém disso, 
n 
= LE(Xi - Jtfl - nE(X - E(XW~ = n (u2 - Var(X)), 
i=l 
pois por ( 1.1 ), E( X) = Jt.' Como (X 11 • • • , X.) são independentes, por ( 1.3) temos que 
E(S2) = -- ncr2 - n- = (7 7, 1 ( (]2) 
n- 1 n 
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Falta-nos ainda obter a fórmula da variância de 52• Para tal, denotemos: 
Em particular, J.t~ = E(Xt) = J.t e /t'J = E ((X1 - tt?) = u2• Notando que S2 = ( ": 1 ) S2, sendo S2 = 
~ l:~=1 (Xi - X)2, então faremos primeiro a obtenção de Var(S2). Lembrando que Var(S2) = E ((s2r~) -
(E(S2)f, comecemos pelo cálculo de E(S2). Uma vez que 
\\n x'J 
S- 2 _ L...t j -1 i x-·) _ ~ .1 • ( ,.r')'l 
- - - Jv. 2 - lYll I 
n 
então 
Mas E(X 2) = Var(X) + (E(X))2 = "n1 + Jt 2• Logo, 
Agora, procedendo no cálculo de E ((s2r1), observemos que 
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onde usamos o fato de E( X? XJ) = E(X{)E(XJ) pela independência de (X1, · • ·, Xn)· 
1 ( I (n) I :l (n) I (n) I 2) 
= n3 nJ.L• + 2 (tt2) + 4 2 f.L31' + 6 3 IL2f' 
Obtendo E (X 4): 
E (X') = n\ E ( (t.(X;- Jt) + n1•) ') 
= :, (E ( (t.(X;- J•)) ') + (n~)' +6(n~)'E ( (t.(X; -J•)) ') 
t4n~E ( (t.(X;- Jt)) ') + (n1•J' E (t.(X; -J•)) ) . 
Como, ver Murteira (3] · pág. 58, 
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E ( (t.(X; -~)n = np3; 
E ( (t.(X;- ~))') = np3; 
e((t.(X;-p))) = O, 
então E(X 4) = n 4 + flt+a(n-l)g- 1 t 611'go' t i4l! 
,... AJ n "J • 
Sem perda de generalidade, podemos supor que Jl = O. Assim, 
I I 2 E ((M~f~) = IL4 + (n: l)(Jl2) i 
E (M~x:~) = Jl~ + (n n~ l )(Jl;)2 ; 




No caso em que Jl ":f O, 
(1.4) Var(S ) = - Jl-l - --q . ~ 1 ( n - 3 4) 
n n - 1 
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2 - O PROCESSO DE AMOSTRAGEM SEM REPOSIÇÃO 
No processo de amostragem sem reposição não dispomos da propriedade de independência das variáveis 
aleatórias, e por isso, os cálculos de valores esperados são mais complicados. 
Para a amostragem sem reposição, o estimado r não tendencioso de E( Xt) = p, é X = ~ 2::'::1 X i. 
Analogamente ao caso com reposição, prova-se que E(X) = JL· Por outro lado, para calcularmos Var(X) 
iremos supor que N, denotando o tamanho da população, seja finito. Como na amostragem sem reposição 
Cov(Xi, Xj) :f O, para V i< j, então teremos de calcular a covaJiância. Mas como 
então agora procederemos na obtenção de E(XiXj)· Sendo {x1, ... ,xN} as unidades populacionais, e 
relembrando que JL = ~ 2:~ 1 Xi e u2 = ~ 2:~ 1 (xi- lt)2, então 
E(XiXj) = (~) (XtX2 + XtX3 + .. . + XN- tXN) = N(~- 1) (2XtX2 + 2XtX3 + ... + 2XN-tXN) 
1 
= N(N _ l) (XtX2 t X2X1 t • · • t XN-tXN t XNXN - t) 
= 
1 ((x1 + .. ·-r-XN)2 -(xf+ .. ·+x~)) N(N -1) 
- 1 2 2 2 - lv JJ 1 2 
( 
N ) H2 2 
- N(N - 1) N JL - r;xi -N(N - 1) - N - 1 E(Xd. 
Daí, Cov(Xi, Xj) = - N(fj_1)u2. Uma vez que as variáveis aleatórias são identicamente distribuídas, 
Cov(Xi, Xj ) é a mesma para qualquer i< j. Assim, por (1.2), 
(2.1) - 1 ( 2 (n) ( N 2)) N - n q 2 Var(X)=n2 nu +2 2 - N(N-1( = N-1-:;;· 
Note que em (2.1 ), ~=~ · é denominada de fator de correção para populações finitas. Quando N ..... oo, ~=~ 
tende a 1. Isto implica que não haverá diferença significativa nas variâncias dos processos de amostragem 
com e sem reposição, para N grande. 
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O estimador não tendencioso da variância populacional é S2 = NN! n:l S2, sendo S2 = ~ l:;~1 (Xi­
X)2 • De fato, como 
(2.2) 2 2 (N-nu2 2) N n-1 2 =O' +J.t - ---+J.t = ----0', N-ln N - 1 n 
então E(S2) = u2• 
No cálculo de V ar( S2) utilizaremos o mesmo raciocínio do processo com reposição, isto é, iremos 




Obtendo E ((M~)2): 
Mas uma vez que E( X? XJ) é a mesma para i 'f j = 1, · · · 1 n (pelo fato das v'as. serem identicamente 
distribuídas) então basta obter E( X f X i). Sendo assim 
(2.5) = 
( 
I )'J I N I''J - IL4 
N - 1 
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Portanto, 
Uma vez que 
= :3 (nE(Xt )+2C)E(xfxi)t 2(;) (E(XrX:~)+E(XtXi)) 
+2 (;) (E(X;X:~X3) + E(XtX~X3) + E(X1X2Xl))) . 
E(XfX2) + E(XtXi) = ('~) (xfx2 + xfx3 + .. · + x~_ 1 XN) + ( ~) (x1x~ + x1x; + .. · + XN- txt) 
( xy t X~ t • · • t X~)( X! t X2 t • • • t X N ) - ( xt t X~ t ' · · t xt) 
= (~} 
3 '\'N . 3 \'N . 2 3 \'N . 2 \'N 4 2xl LJi:l X, 2x2 L., i : ! x, X N l.Jí: l X, L., i:! Xí 
=-- +-- + .. ·+ -- --=~ N - 1 N N - 1 N N - 1 N N - 1 N 
'>N '\'N . '\'N 3 '\'N ~ 
_ -~- wi:l X, Li: ! Xi _ _ 2 _ Li: I Xj 




E(XtX:~X3) t E(XtXiXs) t E(X1X2X;) = (~) (x?x2x3 t x?x2x4 t · · · t x~-'JXN1 XN) 
(2.7) 
então 
Obtendo E (X 4): 
1 ( 2 2 2 ) t (~) XtX2X3tXtX2X4t"•tXN-'JXN1 XN 
= N(N _ 1
6)(N _ 2) ((xf t "· t X~) (XtX'J t "· t XN-lXN) 
- (x~ + · · · + x~) (xt + · · · + XN) + (xt + · · · + xJ,)) 
6 (E~l xr) (E~l Xj) 6 L:~l xf 
- N(N - l)(N - 2) + N(N - l )(N- 2) 
) ( 'J 2 I ( I )'J I I ) (n - l)(n- 2 N JL 112 - N JL2 - 2Ntt3p. + 2Jt4 
+ . 
n2(N- l)(N- 2) 
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.· 
= :4 (nE(Xt)+6G)E(x;x;)+4G) (E(x~x2)+E(XtXi)) 
+12 (;) (E( X? X2X3) t E(XtXiXJ) t E(X1X2X;)) + 24 (:) E(X1X2X3X4)) . 
Observando que por (2.5), (2.6) e (2.7) já tem-se E(XrX?), E(XrX2) t E(X1Xi) e E(X?X2X3) 
+E(XtX?X3) +E(X1X2Xg), respectivamente, resta ainda calcular E(X1X2X3X4). Sendo assjm, 
Logo, 
12 
( 2 2 ' ' 2 ' ' ) 6(n - l)(n - 2) N tL JL2 - N(Jt~) - 2NJt3Jt + 2JL4 
+ n3(N - l)(N - 2) 
(n - 1)( n - 2)( n - 3) ( 3N(JL~)2 + ~N JL;JL t N3 JL4 - 6N2 JL;Jt2 - 6Jt~) 
+ n3(N - l)(N - 2)(N - 3) . 
Para obter E ( ( S2)2) podemos novamente supor, sem perda de generalidade, que JL = O. Assim, 
E ((M')2) = JL~(N - n) + (Jt~)2(n- l)N, 
2 n(N - 1) 1 
( 
,_) 1/ (n - l)(N(JL;)'2 -3,u~) (n - l)(. n - 2)(2JL~ - N(,u;)2 ) E M X2 = ....i+ t · 2 
n2· n2(N - 1) n2(N -l)(N - 2) ' 
E X~ _ JL~ (n - 1) (3N(JL;)2 - 7Jt~) 6(n - l)(n - 2) (2JL~- N(JL;yl) 
( ) - n3 + n3(N - 1) + n3(N - l)(N - 2) 
(n - l)(n - 2)(n - 3) (3N(JL~)2 - 6tt~) 
+ . 
n3(N- l)(N - 2)(N- 3) 
Mas 
e utilizando (2.2), (2.3) e (2.4) chega-se, após algumas simplificações, a 
Var(S 2) = Jt~(N -:- 'l)((N - 2)(N - 3)(n- 1)- (N- l)(n - 2)(n - 3)) 
n(n- l)N(N - 2)(N- 3) 
+ (JL' )2(N _ 1) ((n2 - 2n + 3)(N - 2)(N - 3) + (n- 2)(n - 3)(2N- 3) __ 1_ ). :~ n(n- l)N(N - 2)(N - 3) N- 1 
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De uma maneira geral, 
(2.8) 
Var(S2) = Jl4(N -1 ) ((N - 2)(N - 3)(n - 1) - (N - l)(n - 2)(n - 3)) 
n(n - l)N(N - 2)(N- 3) 
4(N ) ((n2 - 2n + 3)(N- 2)(N - 3) + (n- 2)(n - 3)(2N - 3) 1 ) 
+O' - 1 n(n - l)N(N - 2)(N - 3) - N- 1 . 
Em (2.8), limN-oo Var(S2) = ~ (JL4 - ~ =~0'4 ) , e comparando com (1.4) vemos que para populações 
infinitas (ou suficientemente grandes) a variância do estimador S'J é equivalente àquela no processo com 
reposição. Dessas considerações concluímos que mesmo quando o processo sem reposição é utilizado na 
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