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The nonlinear branching process with immigration is constructed as the pathwise
unique solution of a stochastic integral equation driven by Poisson random measures.
Some criteria for the regularity, recurrence, ergodicity and strong ergodicity of the process
are then established.
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1 Introduction
Markov branching processes are models for the evolution of populations of particles. Those
processes constitute one of the most important subclasses of continuous-time Markov
chains. Standard references on those processes are [9] and [2]. The basic property of
an ordinary linear branching process is that different particles act independently when
giving birth or death. In most realistic situations, however, this property is unlikely to be
appropriate. In particular, when the number of particles becomes large or the particles
move with high speed, the particles may interact and, as a result, the birth and death
rates can either increase or decrease. Those considerations have motivated the study of
nonlinear branching processes. On the other hand, a branching process describes a popu-
lation evolving randomly in an isolated environment. A useful and realistic modification
of the model is the addition of new particles from outside sources. This consideration
has provided the stimulation for the study of branching models with immigration and/or
resurrection.
Let {ri : i ≥ 0} be a sequence of nonnegative constants with r0 = 0 and {bi : i ≥ 0}
a discrete probability distribution on N := {0, 1, . . .} with b1 = 0. A continuous-time
Markov chain is called a nonlinear branching process if it has density matrix R = (rij)
given by
rij =


ribj−i+1 j ≥ i+ 1, i ≥ 1,
−ri j = i ≥ 1,
rib0 j = i− 1, i ≥ 1,
0 otherwise.
(1.1)
A typical special case is where ri = αi
θ for α ≥ 0 and θ > 0, which reduces to the ordinary
linear branching process when ri = αi. Let γ ≥ 0 and let {ai : i ≥ 0} be another discrete
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probability distribution on N satisfying a0 = 0. A continuous-time Markov chain is called
a nonlinear branching process with resurrection if its density matrix is given by
ρij =


ribj−i+1 j ≥ i+ 1, i ≥ 1,
−ri j = i ≥ 1,
rib0 j = i− 1, i ≥ 1,
γaj j > i = 0,
−γ j = i = 0,
0 otherwise.
(1.2)
Here the resurrection means that at each time when the process gets extinct, some im-
migrants come into the population at rate γ according to the distribution {ai}. By a
nonlinear branching process with immigration we mean a Markov chain with density
matrix Q = (qij) given by
qij =


ribj−i+1 + γaj−i j ≥ i+ 1, i ≥ 0,
−ri − γ j = i ≥ 0,
rib0 j = i− 1, i ≥ 1,
0 otherwise.
(1.3)
In this model, the immigrants come at rate γ according to the distribution {ai} indepen-
dently of the inner population.
The purpose of this paper is to investigate the construction and basic properties of
the nonlinear branching process with immigration defined by (1.3). Let
m =
∞∑
j=0
jaj , M =
∞∑
j=0
jbj ,
which represent the birth mean and immigration mean of the process, respectively. More-
over, we introduce the functions
F (s) =
∞∑
i=0
ais
i, A(s) = γ(1− F (s)), G(s) =
∞∑
i=0
bis
i, B(s) = G(s)− s, s ∈ [0, 1].
Let q be the smaller root of the equation G(s) = s in [0, 1]. We sometimes denote ri by
r(i) for notational convenience.
Suppose that (Ω,F ,Ft, P ) is a probability space satisfying the usual hypotheses.
Denotem(i) = bi and n(i) = ai for each i ∈ N. Let {p(t)} and {q(t)} be (Ft)-Poisson point
processes with characteristic measures dum(dz) and γn(dz), respectively. We assume
{p(t)} and {q(t)} are independent of each other. Let Np(ds, du, dz) and Nq(ds, dz) be
the Poisson random measures associated with {p(t)} and {q(t)}, respectively. Given
an N-valued F0-measurable random variable X0, let us consider the stochastic integral
equation
Xt = X0 +
∫ t
0
∫ r(Xs−)
0
∫
N
(z − 1)Np(ds, du, dz) +
∫ t
0
∫
N
zNq(ds, dz). (1.4)
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Let ζ = limk→∞ τk, where τk = inf{t ≥ 0 : Xt ≥ k}. The above equation only makes sense
for 0 ≤ t < ζ. We call ζ the explosion time of {Xt} and make the convention Xt =∞ for
t ≥ ζ. We say the solution is non-explosive if ζ = ∞. As a special case of (1.4) we also
consider the equation
Xt = X0 +
∫ t
0
∫ r(Xs−)
0
∫
N
(z − 1)Np(ds, du, dz). (1.5)
We now state the main results of the paper.
Theorem 1.1 There exists a pathwise unique solution to (1.4). Moreover, if the solution
to (1.5) is non-explosive, then so is the solution to (1.4).
Theorem 1.2 Let {Xt} be the solution to (1.4) and let Qij(t) = P (Xt = j|X0 = i).
Then Qij(t) solves the Kolmogorov forward equation of Q.
Theorem 1.3 The solution to (1.4) is the minimal process of Q and the solution to (1.5)
is the minimal process of R.
Theorem 1.4 The density matrix R is regular if and only if Q is regular.
Theorem 1.5 (1) If M ≤ 1, then Q is regular.
(2) Suppose that
∑∞
i=1 r
−1
i <∞. Then Q is regular if and only if M ≤ 1.
(3) Suppose that 1 < M ≤ ∞ and ri = αi
θ for α > 0 and θ > 0. Then Q is regular if
and only if for some ε ∈ (q, 1), we have
∫ 1
ε
1
B(s)
(
ln
1
s
)θ−1
ds = −∞.
In the following three theorems, we assume γrib0 > 0 for every i ≥ 1, so the matrix Q
is irreducible.
Theorem 1.6 (1) Suppose that m <∞, M < 1 and limi→∞ ri =∞. Then the nonlinear
branching process with immigration is recurrence.
(2) Suppose that ri is increasing and there exist constants α > 0 and N > 0 such that
ri/i ≥ α holds for each i > N . Then the nonlinear branching process with immigration
is recurrent if M ≤ 1 and
J :=
∫ 1
0
1
αB(y)
· exp
[
−
∫ y
0
A(x)
αB(x)
dx
]
dy =∞.
(3) Suppose that M > 1. Then the nonlinear branching process with immigration is
transient.
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(4) Suppose that ri is increasing and there exist constants α > 0 and N > 0 such that
ri/i ≤ α holds for each i > N . Then the nonlinear branching process with immigration
is transient if M ≤ 1 and
J :=
∫ 1
0
1
αB(y)
· exp
[
−
∫ y
0
A(x)
αB(x)
dx
]
dy <∞.
Theorem 1.7 (1) If m < ∞, M ≤ 1, ri is increasing and
∑∞
i=1 r
−1
i < ∞, then the
nonlinear branching process with immigration is ergodic.
(2) Suppose that ri = αi
θ for α > 0 and θ ≥ 1. Then the recurrent nonlinear branching
process with immigration is ergodic if and only if
∫ 1
0
A(s)
αB(s)
(
ln
1
s
)θ−1
ds <∞. (1.6)
(3) If m <∞,M < 1 and lim inf i→∞ ri/i > 0, then the nonlinear branching process with
immigration is exponentially ergodic.
Theorem 1.8 (1) Ifm <∞,M < 1, ri is increasing and
∑∞
i=1 r
−1
i <∞, then the process
is strongly ergodic.
(2) Suppose that ri = αi
θ for α > 0 and θ > 1. Then the nonlinear branching process
with immigration is strongly ergodic if and only if
∫ 1
0
1
αB(s)
(
ln
1
s
)θ−1
ds <∞. (1.7)
(3) If
∑∞
i=1 r
−1
i = ∞, then the nonlinear branching process with immigration is not
strongly ergodic.
The nonlinear branching process with resurrection defined above was introduced by
[8], who studied the problems of uniqueness, recurrence and ergodicity of the process. The
model has attracted the attention of a number of authors. In particular, [16] gave criteria
for strong ergodicity of the process. [4] and [14] established some criteria for their regular-
ity and uniqueness. [3] studied some interesting differential-integral equations associated
with a special class of nonlinear branching processes and gave some characterizations of
their mean extinction times. [5] established a Harris regularity criterion for such pro-
cesses. The existence and uniqueness of linear branching processes with instantaneous
resurrection were studied in [6]. However, most of the study of models with immigration
have been focused on linear branching structures. The branching process with immigra-
tion was studied in [11], who gave a characterization of the one-dimensional marginal
distributions of the process starting from zero. An ergodicity criterion for the process was
given in [15]. [12] established some recurrence criteria for linear branching processes with
immigration and resurrection.
The first three theorems above give constructions of nonlinear branching processes
with and without immigration. These provide convenient formulations of the processes.
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In particular, the result of Theorem 1.4 is derived as an immediate consequence of (1.4)
and (1.5). We hope the equations can also be useful in some other similar situations. The
proof of Theorem 1.5 is based on Theorem 1.4 and the results of [8] and [5].
The study of recurrence of the immigration model is more delicate since the problem
cannot be reduced to the extinction problem of the original nonlinear branching process
as in the case of a resurrection model. Theorem 1.6 was proved by using the results of the
minimal nonnegative solutions as developed in [7] and comparing the process with some
linear branching processes which was studied by [12].
The proofs of the ergodicities in Theorems 1.7 and 1.8 are based on comparisons of
the process with some suitably designed birth-death process and estimates of the mean
extinction time.
2 Stochastic integral equations
Stochastic integral equations with jumps have been playing increasingly important roles
in the study of Markov processes. In this section, we give a construction of the solution to
(1.4) and prove the solution is a minimal nonlinear branching process with immigration.
This result is then used to study the regularity of the density matrix Q. We refer to [10]
for the general theory of stochastic equations with jumps.
Proposition 2.1 The pathwise uniqueness of solutions holds for the equation (1.4).
Proof. Let {Xt} and {X
′
t} be any two solutions of equation (1.4) with X0 = X
′
0. By
passing to the conditional probability P (·|F0), we may and do assume X0 = X
′
0 is deter-
ministic. Let τm = inf
{
t ≥ 0 : Xt ≥ m
}
, τ ′m = inf
{
t ≥ 0 : X ′t ≥ m
}
and σm = τm ∧ τ
′
m.
It is sufficient to show that τm = τ
′
m = σm and Xt = X
′
t for all t ≤ σm (m = 1, 2, . . .).
Then
Xt∧σm −X
′
t∧σm =
∫ t∧σm
0
∫ ∞
0
∫
Nm+1
(z − 1)[1{0<u≤r(Xs−)}
− 1{0<u≤r(X′(s−))}]Np(ds, du, dz),
where Nm = {0, 1, 2, . . . , m}. Taking the expectation, we get
E[|Xt∧σm −X
′
t∧σm |]
≤ E
{∫ t∧σm
0
∫ ∞
0
∫
Nm+1
|(z − 1)[1{0<u≤r(Xs−)} − 1{0<u≤r(X′s−)}]|Np(ds, du, dz)
}
≤ E
{∫ t∧σm
0
∫ ∞
0
∫
Nm+1
(z + 1)|1{0<u≤r(Xs−)} − 1{0<u≤r(X′s−)}|dsdum(dz)
}
≤ (Mm+1 + 1)E
{∫ t∧σm
0
|r(Xs−)− r(X
′
s−)|ds
}
≤ (Mm+1 + 1)
∫ t
0
E[|r(Xs∧σm−)− r(X
′
s∧σm−)|]ds,
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where Mm :=
∫
Nm
zm(dz). By taking m ≥ X0, we have Xs− ∨X
′
s− ≤ m for 0 < s ≤ σm.
Denote dm = sup{|(r(i)− r(j))/(i− j)| : i 6= j, 0 ≤ i, j ≤ m}. Then we have
E[|Xt∧σm −X
′
t∧σm |]
≤ (Mm+1 + 1)dm
∫ t
0
E[|Xs∧σm− −X
′
s∧σm−|]ds. (2.1)
Since Xs∧σm and X
′
s∧σm only have countably many discontinuous points, we can also use
Xs∧σm and X
′
s∧σm instead of Xs∧σm− and X
′
s∧σm− in the right hand side of (2.1). Using
Gronwall’s inequality we have E[|Xs∧σm − X
′
s∧σm |] = 0. Thus we can conclude that
Xt = X
′
t for all t ∈ [0, σm) a.s. This clearly implies that τm = τ
′
m = σm a.s. and the
pathwise uniqueness of solutions of (1.4) is proven.
Theorem 2.2 For any N-valued F0-measurable random variable X0, there is a pathwise
unique solution to (1.5).
Proof. Without loss of generality, we assume X0 is deterministic. Let D1 = {s : p(s) ∈
(0, r(X0)]× N}. Since
E[Np((0, t]× (0, r(X0)]× N)] =
∫ t
0
ds
∫ r(X0)
0
du
∫
N
m(dz) = tr(X0) <∞,
the set D1 is discrete in (0,∞). Let σ1 be the minimal element in D1 and p(σ1) = (u1, z1).
Then set
Xt =
{
X0, t ∈ [0, σ1)
X0 + (z1 − 1), t = σ1.
The process {Xt : 0 < t ≤ σ1} is clearly the solution of (1.5). Set D2 = {s : p(s + σ1) ∈
[0, r(X(σ1))] × N}, σ2 be the minimal element in D2 and p(σ1 + σ2) = (u2, z2). Define
{Xt : σ1 < t ≤ σ1 + σ2} by
Xt =
{
x(σ1), t ∈ (σ1, σ1 + σ2)
x(σ1) + (z2 − 1), t = σ1 + σ2.
It is easy to see that {Xt : 0 < t ≤ σ1 + σ2} is the unique solution of (1.5). Continuing
this process successively, we get a process {Xt : 0 ≤ t < τ}, where τ =
∑∞
i=1 σi. Next, we
show τ = ζ := limk→∞ τk, where τk = inf{t ≥ 0 : Xt ≥ k}. Clearly, for each n ≥ 0 we
have Xt < ∞ for t ∈ [0,
∑n
i=0 σi]. Then
∑n
i=0 σi < ζ holds for each n ≥ 0, and so τ ≤ ζ.
On the other hand, since
E
[ ∫ t∧τm
0
∫ r(Xs−)
0
∫
N
Np(ds, du, dz)
]
≤ t max
0≤k≤m
r(k) <∞,
the process {Xt} has finitely many jumps before t ∧ τm, therefore t ∧ τm < τ, since t ≥ 0
and m ≥ 1 can be arbitrary, we get ζ ≤ τ. Then we have τ = ζ. Hence Xt is determined
in the time interval [0, ζ); the uniqueness is clear from Proposition 2.1. 
6
Proof of Theorem 1.1. Let {X0t } denote the solution to (1.5). Let {vk : k = 1, 2, . . .} be
the set of jump times of the Poisson process
t 7−→
∫ t
0
∫
N
Nq(ds, dz).
We have clearly vk −→∞ as k −→ ∞. For 0 ≤ t < v1 set Xt = X
0
t . Suppose that Xt has
been defined for 0 ≤ t < vk and let
ξ = Xvk− +
∫
{vk}
∫
N
zNq(ds, dz).
Here and in the sequel we make the convention ∞+ · · · =∞. By the assumption there is
also a solution {Xkt } to
Xt = ξ +
∫ t
0
∫ r(Xs−)
0
∫
N
(z − 1)Np(vk + ds, du, dz).
Let ηk be the explosion time of {X
k
t }. If vk + ηk > vk+1, we define Xt = X
k
t−vk
for
vk ≤ t < vk+1. If vk + ηk ≤ vk+1, we set Xt = X
k
t−vk
for vk ≤ t < vk + ηk and Xt = ∞
for vk + ηk ≤ t < vk+1. By induction that defines a process {Xt}, which is clearly the
pathwise unique solution to (1.4). Obviously, if the solution of (1.5) is non-explosive for
each deterministic initial state X0 = i ∈ N, we have ηk =∞ for all k ∈ N, and so {Xt} is
non-explosive. 
Proof of Theorem 1.2. Let N˜p(ds, du, dz) = Np(ds, du, dz)−dsdum(dz) and N˜q(ds, dz) =
N˜q(ds, du, dz)− dsdun(dz). For any bounded function f on N we have,
f(Xt∧τm) = f(X0) +
∫ t∧τm
0
∫ r(Xs−)
0
∫
N
[f(Xs− + z − 1)− f(Xs−)]Np(ds, du, dz)
+
∫ t∧τm
0
∫
N
[f(Xs− + z)− f(Xs−)]Nq(ds, dz)
= f(X0) +
∫ t∧τm
0
∫ r(Xs−)
0
∫
N
[f(Xs− + z − 1)− f(Xs−)]dsdum(dz)
+
∫ t∧τm
0
∫
N
[f(Xs− + z)− f(Xs−)]γdsn(dz) +Mt(f), (2.2)
where
Mt(f) :=
∫ t∧τm
0
∫ r(Xs−)
0
∫
N
[f(Xs− + z − 1)− f(Xs−)]N˜p(ds, du, dz)
+
∫ t∧τm
0
∫
N
[f(Xs− + z)− f(Xs−)]N˜q(ds, dz)
is a martingale. Since Xs 6= Xs− for at most countably many s ≥ 0, we can also use Xs
instead of Xs− in the right hand side of (2.2). In particular, for f = 1{j} we have
1{Xt∧τm=j} = 1{X0=j} +
∞∑
k=0
bk
∫ t∧τm
0
r(Xs)[1{Xs+k−1=j} − 1{Xs=j}]ds
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+
∞∑
k=1
γak
∫ t∧τm
0
[1{Xs+k=j} − 1{Xs=j}]ds+Mt(1{j}).
Write Ei = E(·|X0 = i) for i ∈ N. Taking the expectation in both sides of the above
equation and letting m −→∞ we get
Ei(1{Xt∧ζ=j}) = Ei(1{X0=j}) +
∞∑
k=0
bkEi
(∫ t∧ζ
0
r(Xs)[1{Xs+k−1=j} − 1{Xs=j}]ds
)
+
∞∑
k=1
γakEi
(∫ t∧ζ
0
[1{Xs+k=j} − 1{Xs=j}]ds
)
.
Obviously, here we can remove the truncation “∧ζ” and obtain
Qij(t) = δij +
j∑
k=0
bk
∫ t
0
[rj−k+1Qi,j−k+1(s)− rjQij(s)]ds
+
j∑
k=1
∫ t
0
γak[Qi,j−k(s)−Qij(s)]ds
= δij +
∫ t
0
( j+1∑
k=1
Qik(s)rkbj−k+1 −Qij(s)rj
)
ds
+
∫ t
0
( j−1∑
k=0
Qik(s)γaj−k − γQij(s)
)
ds.
Differentiating both sides we get
Q′ij(t) =
j+1∑
k=1
Qik(t)rkbj−k+1 −Qij(t)rj
+
j−1∑
k=0
Qik(t)γaj−k − γQij(t)
=
∞∑
k=0
Qik(t)qkj.
This is just the Kolmogorov forward equation of Q. 
Proof of Theorem 1.3. By Theorem 1.1, the solution {Xt} to (1.4) is a time homogeneous
Markov process with state space N¯ := {0, 1, 2, . . . ,∞}. Suppose that σ1 and z1 are given
in the proof of Theorem 2.2. Let q(v1) = y1. By the properties of Poisson point process,
we can see that P (σ1 > t) = e
−r(X0)t, P (z1 = i) = m({i}) = bi, P (v1 > t) = e
−γt,
P (y1 = i) = n({i}) = ai and σ1, z1, v1, y1 are mutually independent. Write Pi(·) =
P (·|X0 = i) for i ∈ N. Let ξt = max{n +m :
∑n
i=0 σi,
∑m
i=0 vi ≤ t}. Obviously we have
Pi[Xt = j, ξt = 0] = δij . By the Markov property of {Xt},
Pi
{
Xt = j, ξt = m+ 1
}
= Pi
{
1{σ1∧v1<t}PXσ1∧v1
[
Xt−σ1∧v1 = j, ξt−σ1∧v1 = m
]}
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= Pi
{
1{σ1<t}1{v1≥σ1}PXσ1
[
Xt−σ1 = j, ξt−σ1 = m
]}
+Pi
{
1{v1<t}1{v1<σ1}PXv1
[
Xt−v1 = j, ξt−v1 = m
]}
= Pi
{∫ t
0
rie
−ri(t−s)e−γ(t−s)PXt−s[Xs = j, ξs = m]ds
}
+Pi
{∫ t
0
γe−γ(t−s)e−ri(t−s)PXt−s[Xs = j, ξs = m]ds
}
= Pi
{∫ t
0
rie
−(ri+γ)(t−s)
∞∑
k=i−1
P (z1 = k − i+ 1)Pk[Xs = j, ξs = m]ds
}
+Pi
{∫ t
0
γe−(ri+γ)(t−s)
∞∑
k=i+1
P (y1 = k − i)Pk[Xs = j, ξs = m]ds
}
=
∑
k 6=i
∫ t
0
e−(ri+γ)(t−s)qikPk[Xs = j, ξs = m]ds.
Notice that
Pi[Xt = j] =
∞∑
m=0
Pi[Xt = j, ξt = m].
From the theory of Markov chains we know Pij(t) := Pi[Xt = j] is the minimal solution
to the Kolmogorov equation of the density matrix Q, see Chen (2004, p.78). Then {Xt}
is the minimal process of the density matrix Q. 
Proof of Theorem 1.4. Suppose that R is regular. Then the minimal solution of its
Kolmogorov backward equation is honest i.e. the minimal process of R is non-explosive.
Applying Theorems 1.1 and 1.3 we know the minimal process of Q is non-explosive. Thus
Q is regular. Conversely, suppose that R is not regular. Then by Theorem 2.7 (3) in [1]
there exists a non-trivial solution (u∗i ) to
ui ≤
∑
k 6=i
rik
2γ + ri
uk, 0 ≤ ui ≤ 1.
Since rik ≤ qik, we see (u
∗
i ) is also a solution to
ui ≤
∑
k 6=i
qik
γ + qi
uk.
Using Theorem 2.7 (3) in [1] again, we see Q is not regular. 
Proof of Theorem 1.5. By Theorem 1.4 we derive the results from Theorem 1.2 of [8] and
Theorem 2.3 of [5]. 
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3 Recurrence
Proof of Theorem 1.6. (1) Under the assumption, there exists a constant N ≥ 1 such
that ri ≥ γm/(1−M) holds for each i ≥ N . Take xi = i for i ≥ 0. For i ≥ N we have
∞∑
j=0
qijxj = rib0(i− 1) +
∞∑
j=1
(ribj+1 + γaj)(i+ j)
= (ri + γ)i+ ri(M − 1) + γm ≤ (ri + γ)i = −qiixi.
Let (piij) be the embedded chain of (qij). The above calculations imply that (xi) is a finite
solution of
∞∑
j=0
piijxj ≤ xi, i ≥ N.
Then Q is recurrent by Theorem 4.24 in [7].
(2) Suppose that M ≤ 1 and J = ∞. We shall prove the process is recurrent by
comparison arguments. Let Q¯ = (q¯ij) be the density matrix defined by
q¯ij =


αibj−i+1 + γaj−i j ≥ i+ 1
−αi− γ j = i
αib0 j = i− 1
0 otherwise,
which corresponds to a linear branching process with immigration. It was proved in [12]
that this process is recurrent. Next, we define the density matrix Q∗ = (q∗ij) by
q∗ij =


ribj−i+1 + γaj−iri/αi j ≥ i+ 1
−ri − γri/αi j = i
rib0 j = i− 1
qij i < N
0 otherwise.
Let (p¯iij) and (pi
∗
ij) denote the embedded chains of (q¯ij) and (q
∗
ij), respectively. It is
easy to see that p¯iij = pi
∗
ij for i ≥ N and j ≥ 0. Then Q
∗ is also recurrent. For l ≥ i > N
we have
∞∑
j=i
qij = −rib0 ≤
∞∑
j=i
q∗lj .
Moreover, we have
∞∑
j=k
qij =
∞∑
j=k
q∗lj = 0, k ≤ i− 1
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and
∞∑
j=k
qij ≤
∞∑
j=k
q∗ij ≤
∞∑
j=k
q∗lj, k ≥ l + 1.
Then Q and Q∗ are stochastically comparable, so we can construct a Q-process (Xt) and
a Q∗-process (X∗t ) on some probability space in such a way that X0 = X
∗
0 and Xt ≤ X
∗
t
for all t ≥ 0; see Example 5.51 in [7]. Now the recurrence of (Xt) follows from that of
(X∗t ).
(3) Since M > 1, there exists a s ∈ (0, 1) such that B(s) < 0, i.e.
∑∞
i=0 bis
i−1 < 1.
Take H = {0} and xi = 1− s
i. For i ≥ 1 we have
∞∑
k=0
piikxk = pii,i−1xi−1 +
∞∑
k=1
pii,i+kxi+k
=
rib0
ri + γ
xi−1 +
∞∑
k=1
ribk+1 + γak
ri + γ
xi+k
=
1
ri + γ
[
rib0(1− s
i−1) +
∞∑
k=1
γak(1− s
i+k) +
∞∑
k=1
ribk+1(1− s
i+k)
]
= 1−
si
ri + γ
[
ri
∞∑
k=0
bks
k−1 + γ
∞∑
k=1
aks
k
]
≥ 1− si = xi.
Then the process is transient by Theorem 8.0.2 in [13].
(4) Since the proof is similar to that of (2), we omit it. 
4 Mean extinction time
In this section, we assume ri = αi
θ for α > 0 and θ ≥ 1. Let (Xt) be a realization of the
nonlinear branching process with immigration. Its jump times are given successively by
τ0 = 0 and τn = inf{t : t > τn−1, Xt 6= Xτn−1}. We also define σk = inf{t ≥ τ1 : Xt = k}.
In order to prove the criterion for the ergodicity of (Xt), let us consider the absorbing
process X˜t := Xt∧σ0 . The density matrix of this process is given by:
q˜ij =
{
qij i 6= 0
0 i = 0.
For this process, we define τ˜0 = 0, τ˜n = inf{t : t > τ˜n−1, X˜(t) 6= X˜(τ˜n−1)} and σ˜k =
inf{t ≥ τ1 : X˜t = k}. It is easy to see that
Eiσ0 = Eiσ˜0. (4.1)
Let (p˜ij(t)) and (φ˜ij(λ)) denote the transition function and the resolvent of (X˜t), respec-
tively.
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Lemma 4.1 For any i ≥ 0 and s ∈ [0, 1), we have
∞∑
j=0
p˜′ij(t)s
j = αB(s)
∞∑
j=1
p˜ij(t)j
θsj−1 − A(s)
∞∑
j=1
p˜ij(t)s
j , t ≥ 0, (4.2)
and
λ
∞∑
j=0
φ˜ij(λ)s
j − si = αB(s)
∞∑
j=1
φ˜ij(λ)j
θsj−1 −A(s)
∞∑
j=1
φ˜ij(λ)s
j, λ > 0. (4.3)
Proof. From the Kolmogorov forward equation of the transition function we obtain that
p˜′ij(t) =
j−1∑
k=1
p˜ik(t)(rkbj−k+1 + γaj−k)− p˜ij(t)(rj + γ) + p˜i,j+1(t)rj+1b0.
Multiplying sj on both sides of the above equality and then summing over j, we have
∞∑
j=0
p˜′ij(t)s
j =
∞∑
j=0
j−1∑
k=1
p˜ik(t)rkbj−k+1s
j + γ
∞∑
j=0
j−1∑
k=1
p˜ik(t)aj−ks
j
+
∞∑
j=0
p˜i,j+1(t)rj+1s
jb0 −
∞∑
j=1
p˜ij(t)rjs
j − γ
∞∑
j=0
p˜ij(t)s
j ,
Then we can interchange the order of summation to see
∞∑
j=0
j−1∑
k=0
p˜ik(t)rkbj−k+1s
j =
∑
k 6=l
p˜ik(t)rks
k−1
∞∑
j=k+1
bj−k+1s
j−k+1
and
γ
∞∑
j=0
j−1∑
k=0
p˜ik(t)aj−ks
j = γ
∑
k 6=l
p˜ik(t)s
k
∞∑
j=k+1
aj−ks
j−k.
It follows that
∞∑
j=0
p˜′ij(t)s
j =
∞∑
j=1
p˜ij(t)rjs
j−1αB(s)−
∞∑
j=0
p˜ij(t)s
jA(s).
That proves (4.2) and (4.3) is just the Laplace transform of (4.2). 
Lemma 4.2 For any i, k ≥ 1, we have
∫∞
0
p˜ik(t)dt <∞ and limt→∞ p˜ik(t) = 0. Further-
more, for i ≥ 1 and s ∈ [0, 1), we have
∞∑
k=1
( ∫ ∞
0
p˜ik(t)dt
)
sk <∞. (4.4)
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Proof. Fixing an i ≥ 1, we can use the Kolmogorov forward equation to see
p˜i0(t) = b0α
∫ t
0
p˜i1(u)du,
which means that ∫ ∞
0
p˜i1(t)dt ≤ b
−1
0 α
−1 <∞.
Suppose that
∫∞
0
p˜ik(t)dt < ∞ for k ≤ j. By the Kolmogorov forward equations we can
see for j ≥ 1,
p˜ij(t)− δij =
j−1∑
k=1
(αkθbj−k+1 + γaj−k)
∫ t
0
p˜ik(u)du− (αj
θ + γ)
∫ t
0
p˜ij(u)du
+α(j + 1)θb0
∫ t
0
p˜ij+1(u)du.
Letting t→∞, we have ∫ ∞
0
p˜ij+1(t)dt <∞.
Then
∫∞
0
p˜ik(t)dt < ∞ by induction. Since the limit limt→∞ p˜ik(t) always exists, we see
limt→∞ p˜ik(t) = 0 immediately.
We next tend to prove (4.4). Since M ≤ 1, we have B(s) > 0 for a fixed s ∈ [0, 1).
Then there exists a k ≥ 1 so that kαB(s)− sA(s) > 0. Using (4.2), we have
∞∑
j=0
p˜′ij(u)s
j = αB(s)
∞∑
j=1
p˜ij(u)j
θsj−1 − A(s)
∞∑
j=1
p˜ij(u)s
j
≥ αB(s)
∞∑
j=k+1
p˜ij(u)j
θsj−1 − A(s)
∞∑
j=1
p˜ij(u)s
j
≥ [kαB(s)− sA(s)]
∞∑
j=k+1
p˜ij(u)s
j−1 − A(s)
k∑
j=1
p˜ij(u)s
j. (4.5)
Let ‖A‖ = maxs∈[0,1] |A(s)| and ‖B‖ = maxs∈[0,1] |αB(s)|. Then for each s ∈ [0, 1),
∫ t
0
∞∑
j=0
|p˜′ij(u)s
j|du ≤ ‖B‖
∫ t
0
∞∑
j=1
p˜ij(u)j
θsj−1du+ ‖A‖
∫ t
0
∞∑
j=1
p˜ij(u)s
jdu
≤ t‖B‖
∞∑
j=1
jθsj−1 + t‖A‖
∞∑
j=1
sj <∞.
Then we use Fubini’s theorem to see
∫ t
0
∞∑
j=0
p˜′ij(u)s
jdu =
∞∑
j=0
∫ t
0
p˜′ij(u)s
jdu.
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Integrating both sides of (4.5),
∞∑
j=0
p˜ij(t)s
j − si ≥ [kαB(s)− sA(s)] ·
∞∑
j=k+1
(∫ t
0
p˜ij(u)du
)
sj−1
−A(s) ·
k∑
j=1
(∫ t
0
p˜ij(u)du
)
sj .
Letting t→∞ and using the fact that
∫∞
0
p˜ik(t)dt <∞, we have
∞∑
j=k+1
(∫ ∞
0
p˜ij(u)du
)
sj−1 <∞,
which implies (4.4). 
Proposition 4.3 Suppose that the nonlinear branching process with immigration is re-
current and (1.6) holds. Then for i ≥ 1 we have
Ei(σ0) ≤
1
Γ(θ)
∫ 1
0
1− yi
αB(y)
(
ln
1
y
)θ−1
dy · exp
[ 1
Γ(θ)
∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy
]
. (4.6)
and
Ei(σ0) ≥
∫ 1
0
1− yi
αB(y)
(
ln
1
y
)θ−1
dy. (4.7)
Proof. Multiplying (4.3) by (ln(s/y))θ−1, dividing by αB(s) and integrating both sides
we have
∫ s
0
∞∑
j=1
φ˜ijj
θyj−1(ln
s
y
)θ−1dy =
∫ s
0
(λ+ A(y))
∑∞
j=1 φ˜ij(λ)y
j − yi + λφ˜i0(λ)
αB(y)
(
ln
s
y
)θ−1
dy.
Letting y = se−
x
j in the left hand side of the above equation we get
∫ s
0
∞∑
j=1
φ˜ijj
θyj−1(ln
s
y
)θ−1dy =
∫ ∞
0
∞∑
j=1
φ˜ij(λ)s
jxθ−1e−xdx = Γ(θ)
∞∑
j=1
φ˜ij(λ)s
j.
Using the above two equations we obtain
∞∑
j=1
φ˜ij(λ)s
j =
1
Γ(θ)
∫ s
0
(λ+ A(y))
∑∞
j=1 φ˜ij(λ)y
j − yi + λφ˜i0(λ)
αB(y)
(
ln
s
y
)θ−1
dy. (4.8)
For i ≥ 1, λ > 0 and s ∈ [0, 1] let
ψi(λ, s) =
∞∑
j=1
φ˜ij(λ)s
j.
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Note that
λφ˜i0(λ) =
∫ ∞
0
e−tpi0
( t
λ
)
dt ≤
∫ ∞
0
e−tdt = 1.
Then, by (4.8),
ψi(λ, s) ≤
1
Γ(θ)
∫ 1
0
1− yi
αB(y)
(
ln
1
y
)θ−1
dy
+
1
Γ(θ)
∫ s
0
(λ+ A(y))ψi(λ, y)
αB(y)
(
ln
1
y
)θ−1
dy. (4.9)
By Lemma 4.2,
lim
λ→0
λ
∞∑
j=1
φ˜ij(λ) = lim
λ→0
∞∑
j=1
∫ ∞
0
e−tp˜ij(
t
λ
)dt = 0.
It follows that, for s ∈ [0, 1],
lim
λ→0
λψi(λ, s) ≤ lim
λ→0
λ
∞∑
j=1
φ˜ij(λ) = 0. (4.10)
Denote
Ci :=
1
Γ(θ)
∫ 1
0
1− yi
αB(y)
(
ln
1
y
)θ−1
dy
≤
1
Γ(θ)
∫ 1
0
1− y
αB(y)
(
ln
1
y
)θ−1
dy
≤
1
Γ(θ)
∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy <∞.
By (4.4) we have
ψi(0, s) =
∞∑
k=1
(∫ ∞
0
pik(t)dt
)
sk <∞
for each 0 ≤ s < 1. Letting λ→ 0 in (4.9), we have
ψi(0, s) ≤ Ci +
1
Γ(θ)
∫ s
0
A(y)ψi(0, y)
αB(y)
(
ln
1
y
)θ−1
dy.
Using the Gronwall’s inequality, we have
ψi(0, s) ≤ Ci exp
[ 1
Γ(θ)
∫ s
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy
]
. (4.11)
Letting s ↑ 1 we see
lim
s↑1
ψi(0, s) = lim
s↑1
∞∑
j=1
∫ ∞
0
p˜ij(t)s
jdt =
∫ ∞
0
(1− p˜i0(t))dt = Ei(σ˜0).
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Hence (4.6) follows from (4.1) and (4.11).
Similarly, by (4.8) we have
ψi(λ, s) ≥
1
Γ(θ)
∫ s
0
λφ˜i0(λ)− y
i
αB(y)
( ln
s
y
)θ−1dy.
Letting λ→ 0 and then letting s→ 1, we obtain (4.7). 
5 Ergodicity and strong ergodicity
One of the main steps to prove Theorems 1.7 and 1.8 is to compare our nonlinear branching
process with immigration with a suitably designed birth-death process, which we now
introduce. A similar birth-death process was used by [8] in her study of the regularity of
the nonlinear branching process with resurrection. Let
L =M + b0 − 1 =
∞∑
k=1
kbk+1
and let (Xˆt) be a birth-death process with birth rate di = riL + γm and death rate
ci = rib0. We denote the density matrix of (Xˆt) by (qˆij). Let T0 := inf{t ≥ 0 : Xˆt = 0}.
Lemma 5.1 (1) Suppose that m <∞, M < 1, ri is increasing and
∑∞
i=1 r
−1
i <∞. Then
the birth-death process (Xˆt) is strongly ergodic.
(2) Suppose that m < ∞, M ≤ 1, ri is non-decreasing and
∑∞
i=1 r
−1
i < ∞. Then the
birth-death process (Xˆt) is ergodic.
Proof. (1) It is easy to check that the birth-death process is regular. Fix an ε > 0
satisfying L + ε < b0. Then there exists an N such that di ≤ γi(L + ε) for each i > N .
Let
S =
∞∑
n=1
( 1
cn+1
+
n∑
k=1
dk · · ·dn
ck · · · cn+1
)
. (5.1)
It is obvious that
∑∞
n=1 c
−1
n+1 <∞. Notice that for each n > N we have
n∑
k=1
dk · · · dn
ck · · · cn+1
≤ max
1≤k≤N
dk · · · dN
ck · · · cN
·N ·
dN+1 · · · dn
cN+1 · · · cn+1
+
n−N∑
k=1
dN+k · · · dn
cN+k · · · cn+1
≤ Nρn−N max
1≤k≤N
dk · · · dN
ck · · · cN
+
n−N∑
k=1
ρn−N−k+1
cn+1
,
where ρ = b−10 (L+ ε) < 1. Then S <∞. By Corollary 2.4 of [16], we conclude that (Xˆt)
is strongly ergodic.
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(2) Since L ≤ b0, we have
R :=
∞∑
n=1
d0 · · · dn−1
c1 · · · cn
≤ d0
∞∑
n=1
(c1 + γm)(c2 + γm) · · · (cn−1 + γm)
c1c2 · · · cn
.
Taking logarithm on the right-hand side we get
ln
((c1 + γm)(c2 + γm) · · · (cn−1 + γm)
c1c2 · · · cn
)
=
n−1∑
i=1
ln
(
1 +
γm
rib0
)
+ ln
( 1
cn
)
.
Since limi→∞ ri =∞, we have ln (1 +
γm
rib0
) ∼ γm
rib0
as i→∞. Then there exists a constant
C ≥ 0 such that for sufficiently large n,
ln
((c1 + γm)(c2 + γm) · · · (cn−1 + γm)
c1c2 · · · cn
)
≤ C
∞∑
i=1
1
ri
+ ln
( 1
cn
)
,
and hence
(c1 + γm)(c2 + γm) · · · (cn−1 + γm)
c1c2 · · · cn
≤
T
cn
for another constant T ≥ 0. That implies R <∞. By Theorem 4.55 in [7] the birth-death
process is ergodic. 
Lemma 5.2 If the nonlinear branching process with immigration has a stationary dis-
tribution µ = (µj), then the generating function f(s) :=
∑∞
j=0 µjs
j satisfies the following
equation:
Γ(θ)f(s) = Γ(θ)µ0 +
∫ s
0
A(y)
αB(y)
(
ln
s
y
)θ−1
f(y)dy, s ∈ [0, 1]. (5.2)
Proof. The stationary distribution (µj) satisfies µQ = 0. In view of (1.3), we have
µj(γ + αj
θ) =
j−1∑
i=0
µiγaj−i +
j+1∑
i=0
µiαi
θbj−i+1. (5.3)
Multiplying sj on both sides of the above equality and then summing over j, we have
γ
∞∑
j=1
µjs
j + αs
∞∑
j=1
µjj
θsj−1 = γ
∞∑
j=1
j−1∑
i=0
µiaj−is
j + α
∞∑
j=1
j+1∑
i=1
µii
θbj−i+1s
j. (5.4)
Interchanging the order of summation,
l.h.s. of (5.4) = γ
∞∑
i=0
µis
i
∞∑
j=i+1
aj−is
j−i − αµ1b0
+α
∞∑
i=1
µii
θsi−1
∞∑
j=i−1
bj−i+1s
j−i+1
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= γ
∞∑
i=0
µis
iF (s)− αµ1b0 + α
∞∑
i=1
µii
θsi−1G(s). (5.5)
Letting j = 0 in (5.3), we see µ0γ = αµ1b0. Therefore, from (5.4) it follows that
∞∑
j=1
µjj
θsj−1 =
f(s)A(s)
αB(s)
.
Multiplying the above equation by (ln s
y
)θ−1 and integrating the both sides, we have
∫ s
0
∞∑
j=1
µjj
θyj−1
(
ln
s
y
)θ−1
dy =
∫ s
0
A(y)
αB(y)
(
ln
s
y
)θ−1
f(y)dy. (5.6)
Letting y = se−
x
j we get
l.h.s. of (5.6) = −
∫ ∞
0
∞∑
j=1
µjj
θ(se−
x
j )j−1
(x
j
)θ−1(
−
s
j
e−
x
j
)
dx
=
∫ ∞
0
∞∑
j=1
µjs
jxθ−1e−xdx = Γ(θ)[f(s)− µ0].
Then f(s) is a solution to the differential equation (5.2). 
Proof of Theorem 1.7. (1) By Lemma 5.1 the birth-death process (Xˆt) is ergodic. Thus
by Theorem 4.45 in [7], the equation
u0 = 0, di(ui+1 − ui) + ci(ui−1 − ui) + 1 = 0, i 6= 0 (5.7)
has a finite nonnegative solution (ui). By Remark 2.5 of [16], we have
u0 = 0, ui =
i−1∑
k=0
( 1
ck+1
+
∞∑
j=k+1
dk+1 · · · dj
ck+1 · · · cj+1
)
. (5.8)
It is apparent that ui ≤ ui+1. Moreover, we have
ui+1 − ui =
1
ci+1
+
∞∑
j=i+1
di+1 · · · dj
ci+1 · · · cj+1
, ui − ui−1 =
1
ci
+
∞∑
j=i
di · · · dj
ci · · · cj+1
.
Since di+1/ci+1 < di/ci and 1/ci+1 < 1/ci, it is not hard to show that ui+1 − ui is non-
increasing in i ≥ 0. Coming back to the matrix Q, for i ≥ 1,
∞∑
j=0
qijuj =
∞∑
j=0
qij(uj − ui)
= ci(ui−1 − ui) + ri
∞∑
k=1
bk+1
k∑
l=1
(ui+l − ui+l−1)
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+∞∑
k=1
γak
k∑
l=1
(ui+l − ui+l−1)
≤ ci(ui−1 − ui) + ri
∞∑
k=1
kbk+1(ui+1 − ui) + γ
∞∑
k=1
kak(ui+1 − ui)
= ci(ui−1 − ui) + (riL+ γm)(ui+1 − ui)
= ci(ui−1 − ui) + di(ui+1 − ui) = −1. (5.9)
and
∞∑
j=1
q0juj =
∞∑
j=1
q0j(uj − u1) =
∞∑
j=1
q0j
j∑
i=1
(ui − ui−1) <
∞∑
j=1
q0jju1 ≤ γmu1 <∞. (5.10)
Then (ui) is a nonnegative bounded solution to the following equation
∞∑
j=1
q0juj <∞,
∞∑
j=0
qijuj ≤ −1, i ≥ 1.
By Theorem 4.45 in [7] we know the process is positive recurrent.
(2) Suppose that the process is ergodic. Then letting s = 1 in (5.2) we get
∞ > Γ(θ)
∞∑
j=1
µj ≥
∫ 1
0
∑∞
j=0 µjy
jA(y)
αB(y)
(
ln
1
y
)θ−1
dy ≥
∫ 1
0
µ0A(y)
αB(y)
(
ln
1
y
)θ−1
dy.
Since µ0 > 0, we have (1.6). Conversely, suppose that (1.6) holds. By the strong Markov
property, we have
E0(σ0) = E0(τ1) + E0[EXτ1 (σ0)] =
1
q0
+
∞∑
i=1
q0i
q0
Ei(σ0) =
1
γ
+
∞∑
i=1
aiEi(σ0).
Using (4.6) we have
E0(σ0) ≤
1
γ
+
1
γΓ(θ)
[ ∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy
]
· exp
[ 1
Γ(θ)
∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy
]
.
By (1.6), the right-hand side is finite. Thus the process is ergodic.
(3) By the assumption, there exists C > 0 such that ri ≥
C
b0−Γ
i for large enough i.
Therefore
∞∑
j=0
jqij =
∞∑
k=1
(i+ k)ribk+1 +
∞∑
k=1
(i+ k)γak + (i− 1)rib0 − (γ + ri)i
≤ m− ri(b0 − Γ) ≤ m− Ci.
Applying Corollary 4.49 in [7], we know the process is exponentially ergodic. 
Proof of Theorem 1.8. (1) Using Lemma 5.1, we see the birth-death process (Xˆt) is
strongly ergodic. Let ui := Ei(T0) for i ≥ 0. Applying Theorem 4.44 and Lemma 4.48
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in [7], we find that (ui) is a bounded non-negative solution to equation (5.7). By (5.9)
and (5.10), (ui) is also a non-negative bounded solution to the following equation
∞∑
j=1
q0juj <∞,
∞∑
j=0
qijuj ≤ −1, i ≥ 1.
By Theorem 4.45 in [7], we know the process is strongly ergodic.
(2) Suppose that (1.7) holds. Then
∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy ≤ γ
∫ 1
0
1
αB(y)
(
ln
1
y
)θ−1
dy <∞.
Letting i→∞ in (4.6), we get
sup
i
Ei(σ0) ≤
1
Γ(θ)
[ ∫ 1
0
1
αB(y)
(
ln
1
y
)θ−1
dy
]
· exp
[ 1
Γ(θ)
∫ 1
0
A(y)
αB(y)
(
ln
1
y
)θ−1
dy
]
<∞.
Then by Theorem 4.44 in [7] the process is strongly ergodic.
Conversely, suppose that Xt is strongly ergodic. By Theorem 4.44 in [7] and (4.7), we
know (1.7) holds.
(3) By the strong Markov property, for i ≥ 1 we have Eiσ0 =
∑i
k=1Ekσk−1. Notice
that
Ekσk−1 ≥ Ek[time spent at k until the next jump] =
1
rk + γ
.
Thus Eiσ0 ≥
∑i
k=1(rk+γ)
−1. By the assumption
∑∞
i=1 r
−1
i =∞, we have supiEiσ0 =∞.
Applying Theorem 4.44 in [7], we know the process is not strongly ergodic.

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