also has polynomial-time algorithm. As it turns out, our information-based complexity estimation is a natural setting in which to study the power of randomized or probabilistic algorithms. Applying to decision problems, our result provides a strong evidence that
INTRODUCTION
This paper addresses the following questions: How much information is contained in a function? Or more specifically, given a measurable function and a random input   X f : X x  , how much information is needed to specify the exact output ? Further, given a Turing reduction from given search problem to another search problem In fact, the same idea has been used by Shannon (1949) to analyze the practical secrecy of cryptosystem. Using functional notation, assume the enciphering function to be least in theory, by merely trying each possible key ( K ) until the most possible solution ( x ) is obtained. The complexity of the system can be measured by the expected number of trials to carry out the solution. Suppose that the entropy of key space is given by , which is the average amount of information associated with the choice of keys. If each trial has S equally possible results then the expected number of trials will be ) (K H S K H log ) ( . However, if the key space has very different probabilities, then only a small amount of information is obtained from testing a single key in complete trial and error.
Further, Shannon (1949) pointed out that the time complexity of decoding a cryptosystem is similar to the coin weighing problem (see also Erdos and Renyi 1963) . A typical example is the following: if one coin in 27 is slightly lighter than the rest, what is the least number of weighings required to isolate it using a chemist's balance? The correct answer is 3 , obtained by first dividing the coin into three groups of 9 each. The set of coins corresponds to the set of keys, the counterfeit coin to the correct key, and the weighing procedure to a trial or test. The original uncertainty is bits, and each trial yields bits of information; thus, at least 27 log 3 log 3 3 27  log log trials are required.
The situations of our questions are essentially the same. But the question we now face is how to measure the amount of information contained in given function (see Shah and Sharma 2000 for similar idea).
To this end, the concept of Shannon entropy of random variables was extended to measurable functions in general, and to simple functions with finite values in particular (see Patrick Billingsley 1995 
by a simple function with finite values, which is obtained by partitioning the range of in the same way as computing its Lebesgue integral (see Patrick Billingsley 1995) . As a result, these values, coupled with the probabilities of occurrence of their preimages, form a random variable in itself (see Fig. 1 and section 2 for details). So, it is natural to approximate the entropy of the given function by the entropy of the resulting random variable. 
) (x f
Consequently, the entropy of is defined to be . If the measure
itself becomes into a random variable, and our definition of entropy coincides with that of Shannon (1948) .
However, for cryptographic purposes, especially in Public-key cryptography, the given cipher text may convey some information about the corresponding preimage(s). As such, it may be possible that one can decrypt one cipher text without inverting the enciphering function directly.
Intuitively, decrypting one cipher text may not be computationally equivalent to inverting the enciphering function
, which means decrypting all cipher texts.
To overcome this logical difficulty, we have to make good use of the information conveyed by the given search problem
. In some idea cases, the information hidden in the function
and the information about the value may enable us to reduce the search problem to another search problem 
, and then its derivative must satisfy . By using Fermat's theorem, the local extremum of is found by solving an equation . As a result, the information
of differentiability enables us to reduce the optimization problem to another search problem (see Fig. 2 and section 3.4 for details).
Formally, assume there is a reduction from given search problem to another search problem
(see Papadimitriou 1994) 
Intuitively, mutual information measures the information that and share.
Given a Turing reduction from given search problem
can be solved by querying the solutions of
(see Goldreich 2008) . Further, if each query can be done in polynomial time, then to roughly estimate the time complexity of solving we just need to estimate the expected number of queries.
Now that the self-information associated with
, and the amount of information about
provided by each query is exactly equal to the average mutual information ) ; ( g f  , the least number of queries needed to solve
In theory,
gives an upper bound to the time complexity of solving . ) (x f y k  On average, the expected number of querying needed to solve for randomly chosen value is
is polynomial in the maximal size of inputs and the problem can be solved in polynomial time, then the problem
also has polynomial-time algorithm.
As it turns out, our information-based complexity estimation is a natural setting in which to study the power of randomized or probabilistic algorithms. Applying to decision problems, our result provides a strong evidence that
The main contributions of this paper can be summarized as follows.
-The concept of Shannon entropy of random variables was generalized to measurable functions. -It is shown that the information measure of functions is related to the time complexity of solving search problems concerning functions. -Our information-based complexity estimation provides a strong evidence that
MEASURABLE FUNCTIONS
We begin with some definitions and lemmas. Those who are familiar with Shannon information theory (see Thomas M. Cover, Joy A. Thomas 2006) and measure theory (see Patrick Billingsley 1995) can skip directly to section 3.
Random Variables
A random variable is a measurable function
 defined on the sample space X , endowed with probability measure, that is, 1 ) (  X  . Generally, randomness means uncertainty. In theory, the degree of uncertainty about given random variable may be characterized by its entropy (see Shannon 1948) . Shannon entropy plays a central role in information theory as measure of information, choice, and uncertainty. Since Shannon entropy measures the average amount of information contained in given random variable, it provides an absolute limit on the best possible expected number of choices of specifying a value of given random variable, assuming that each choice requires one unit of information.
In his 1948 paper "A Mathematical Theory of Communication", Shannon classified random variables into the discrete case and the continuous case. If
 is a discrete random variable with probabilities , then its entropy is defined to be
Note that the choice of a logarithmic base corresponds to the choice of a unit for measuring information. Typically, the base is taken to be and will be dropped if the context makes it clear.
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As for the continuous case, to a considerable extent it can be obtained through a limiting process from the discrete case by dividing its range into a large but finite number of small regions and calculating the entropy involved on a discrete basis. As the size of the regions is decreased the entropy in general approaches as limits the proper entropy for the continuous case. However, the theory of entropy can be formulated in a completely axiomatic and rigorous manner which includes both the discrete and continuous cases. Formally, given a random variable
 with probability density function , its
Shannon entropy
where  is the Lebesgue measure if  is continuous, and  is the counting measure in case  is discrete.
However, since arbitrary function may not be integrable in the sense of Riemann-Stieltjes, we have to define entropy for measurable functions on the basis of Lebesgue integral.
Measurable Functions

Let
) , (  X be a measurable space. A real-valued function is said to be measurable in case
is by definition a random variable. In this case, X amounts to the sample space.
It is well known that every Lebesgue measurable function is nearly continuous, as being stated by the famous Lusin's theorem (see Patrick Billingsley 1995) . On the other hand, most functions of interest in combinatorial optimization and cryptography are discrete. But we can unify both the discrete and continuous cases by invoking simple functions (see Patrick Billingsley 1995 
to be non-negative. 
and . For each
Consequently, define the sequence of increasing simple functions
Then it is easy to see that Fig. 1 ). 
INFORMATION MEASURE
Following the technical route of Shannon (1948) , we shall measure the average amount of information contained in a measurable function in terms of entropy.
Entropy
First of all, there is a natural way to obtain random variables from given measurable function. The key idea is that each measurable function can be approximated by a simple function with finite number of values (see Patrick Billingsley 1995) . As a result, these values, coupled with the probability measure of their preimages, forms a random variable in itself. So, it is natural to approximate the entropy of the given function by the entropy of the resulting random variable. 
conducts the following steps. 
, which stands for the probability that the output of a randomly chosen input x takes the value . 
As a natural generalization of the Shannon entropy of random variables, the entropy of measurable functions posses well-behaved properties. To simplify notations, in the following we assume that
itself is a simple function taking values with probabilities , respectively, and denote its entropy by .
, with equality if and only if all the values are equally likely, i.e., Source: Shannon, Bell System Technical Journal, 27, 1948. CONTINUITY.
The entropy is continuous, so that changing the values of the probabilities by a very small amount should only change the entropy by a small amount. Specially, adding or removing a value with probability zero does not contribute to the entropy, that is, . 
, and hence . Thus the entropy of the Dirichlet function is
Example 3.2 (Modular arithmetic).
Modular arithmetic is one of the foundations of number theory, and is widely used in cryptography. The modular function is defined by
, where the modulus is a positive integer number.
take integers between 0 and 1  m .
(2) For each integer
Since every integer belongs to one and only one residue class modulo m , the corresponding probability of a random input to fall into is
(3) The entropy of the modular arithmetic is
It is worth emphasis that the entropy of a function is an attribute of this function. As such, the value of the entropy conveys important information of given function. On the other hand, the computation of the entropy may also need some important information about this function. The following two examples will illustrate this.
First we shall show that calculating the entropy of a Boolean function must be at least as hard as the Boolean satisfiability problem (SAT) problem. It is well known that the SAT problem is the first problem that was proven to be NPcomplete, independently by Cook (1971) and Levin (1973) . Recall that each propositional logic formula can be expressed as a Boolean function (see Shannon 1938 Shannon , 1949b .
Example 3.3 (Boolean function).
Boolean functions play a fundamental role in questions of computational complexity theory. Formally, a Boolean function is a function . 
. To be precise, is the probability of a random input to satisfy
It is worth emphasis that to calculate the probability we have to count the number of satisfying assignments of given Boolean formula. This means that we have to solve the problem, which must be at least as hard as the SAT problem in the worst case (see Goldreich 2008) .
To see why, note that to solve the SAT problem, we are just asked to decide whether there is some input satisfying
. Even in the functional SAT problem, only one satisfying assignment is needed to be found, rather than finding out all. 
Example 3.4 (Euler's Totient Function). In number theory, Euler's totient function
) (x  counts the positive integers up to a given number x that are relatively prime to x . Formally, ) (x  is defined as the number of integers for which the greatest common divisor
(1) Approximate the domain of 
It is easy to see that the counting measure of equals the multiplicity of the totient number k .
, which is the probability of a random integer
The difficulty in computing the entropy of Euler's totient function lies in the fact that the behavior of the multiplicity of totient numbers is not clear (see Ford 1999) . Indeed, there is a famous unsolved problems concerning the multiplicity of totient numbers, namely, Carmichael's Conjecture. In 1907, Carmichael Conjectured that for every k , the equation k x  ) (  has either no solutions or at least two solutions. In other words, no totient can have multiplicity 1. In our 
Information Amount
The entropy of a function characterizes the uncertainty about the image of random input ) (x f x . In other words, the entropy of a function is the average amount of information needed for specifying the value of a random input . 
. The total amount of information contained in the function with values is defined to be the sum
The integer factorization problem requires inverting the integer multiplication function. Formally, the integer multiplication function is a binary operation on the set of natural numbers defined by , where 
. It is easy to see that the counting measure of equals the number of ways that the integer can be written as a product of two integers. In number theory, the number of divisors of an integer k is usually denoted as , the divisor function. That is,
Summing over all divisor function, we get the divisor summatory function . In big-O notation, 
, which is the probability of a random integer pair below the hyperbola to satisfy .
The difficulty in estimating the self-information associated with factoring n is that the behavior of the divisor function is irregular (see Hua Lo-keng 1982). In the extreme case, if is a semiprime with only two prime factors, then and the self-information associated with factoring n is
However, a lower bound can be obtained by invoking the following property of the divisor function: for all 0   , the divisor function satisfies the inequality (see Hua 1982) . As a result, a lower bound of the self-information associated with factoring is given by .
Conditional Entropy
To solve the search problem 
Information Measure as Computational Complexity
In terms of the subset sum function, the subset sum problem amounts to the existence of some such that
implies that the components of x can not be all positive. As such, the search space may be dramatically narrowed down. However, due to lack of information about the distribution of the conditional probabilities under the condition 0  SUM , it seems difficult to analysis the conditional entropy in detail theoretically (see Yao 1982 for discussions).
In theory, the information conveyed by the given value enables us to reduce a search problem to the corresponding decision problem (see Rich 2007; Goldreich 2008 
, then its derivative must satisfy
. By using Fermat's theorem, the local extremum of is found by solving an equation . As a result, the information of differentiability enable us to reduce the optimization problem to another search problem (see Fig. 2 ).
In some idea cases, the information hidden in the function may enable us to transform the search problem Shannon 1948) .
To this end, approximate given function 
Secondly, the condition entropy
is the weighted sum of for each possible value of
Example 3 
0
. It is worth emphasis that  must be independent of the input to the algorithm.
It is clear that the class RP lies somewhere between P and (see Papadimitriou 1993). One of the most famous problems that was known to be in NP RP is the problem of determining whether a given number is (not) a prime number. However, Agrawal, Kayal and Saxena (2004) have shown that Primality test turns out to be in P (see section 4.2 for details). Indeed, Now it is widely conjectured, but unproven, that RP (see Papadimitriou 1993).
Traditionally, the fundamental paradigm in derandomization is to trade hardness for randomness (see Yao 1982) . Based on the hardness-randomness tradeoffs, it is widely conjectured that efficient probabilistic algorithm can be transformed into an efficient deterministic algorithm without a significant increase in the running time (see Yao 1982) .
However, since randomness means uncertainty, it turns out that our definition of entropy is a natural setting in which to study randomization. To see this, take a language as fixed and consider its characteristic function
be the probability of acceptance, and
be the probability of rejection.
Then the entropy of the given languge L equals ) log log ( (
On the other hand, the definition of the class RP gives rise to a function from to the set , with probabilities and . So the entropy of is
in the class L RP yields the following conditional probabilities
.
It is easy to see that
Mutual Information
Now, assume that there is a Turing reduction from the search problem to another search problem
(see Karp 1972 for examples). Generally, this reduction is enabled by the information hidden in the function .
As such, to estimate of the complexity of solving 
To this end, define the pointwise mutual information to be
Then the mutual information of and is by definition equal to the expected value of these pointwise mutual information, that is 
Assume that the objective function has 
1 As for and , we have
) Pr( Pr( , Pr( 
Information Measure as Computational Complexity
As a result, the mutual information of and is by definition equal to
Specially, if then is the only global extremum of . In this case the mutual information of and becomes into
(24) 
TIME COMPLEXITY
Each algorithm uses a sequence of elementary operations to complete the desired work, no matter how complex the algorithm is. With regards to a Turing machine, an elementary operation can be defined as one move of its tape (see Turing 1948) . Indeed, in his 1948 essay Turing wrote that: "…However, the tape can be moved back and forth through the machine, this being one of the elementary operations of the machine". The time complexity of an algorithm is a measure of how many times the tape moves when the machine is started on some input. On the other hand, the amount of information associated with one elementary operation is equal to the additional amount of information required to specify the state of the tape after one move of it. If we assume that one elementary operation yields one unit of information on a Turing machine, then the time complexity coincides with the total amount of information to be obtained (see Shah and Sharma 2000 for similar idea).
In fact, the same idea has been used by Shannon (1949) to analyze the practical secrecy of cryptosystem. Further, Shannon (1949) pointed out that the time complexity of breaking a cryptosystem is similar to the coin weighing problem (see also Erdos and Renyi 1963) . Essentially, the time complexity of decoding a cryptosystem is analogous to the work done against the gravitational force. To raise an object of mass m upward a vertical height h , the work done against the gravitational force can not be less than mgh , where g is the gravitational acceleration (see Feynman et al. 2013) .
In view of this, the question of time complexity is to measure the amount of information contained in given function ) (x f y  . As such, the time complexity of solving a search problem
can be measured in terms of the amount of information associated with the function in question.
Worst-case Complexity
To be precise, assume there is a Turing reduction from given search problem to another search problem Goldreich 2008) . Then the search problem can be solved by querying the solutions of .
Further, if each query can be done in polynomial time, then to estimate the worst-case complexity of solving
we just need to estimate the expected number of queries. Obviously, to achieve the best performance, any algorithm for solving must consider the tradeoff between the number of queries and the complexity of each query. 
gives an upper bound to the time complexity of solving .
On average, the expected number of queries needed to solve for randomly chosen value is 
. In some idea cases, there may be a Turing reduction from given search problem to another search problem
is polynomial in the maximal size of inputs. In this case if the search problem can be solved in polynomial time, then so is the search problem .
As it turns out, our information-based complexity theory is a natural setting in which to study the power of randomized or probabilistic algorithms of decision problems. To justify the usefulness of our framework, we shall consider the complexity of the class BPP , consisting of decision problems that have  with the probability of acceptance and the probability of rejection . Then the entropy of the given language equals
means that there are two kinds of error: to accept words that should be rejected ( to 1), or to reject words that should be accepted (1 to ).
This gives rise to a {0,1}-valued function on ,with probabilities and . So the entropy of the function is
We shall calculate the average mutual information via .
To do this, we need to compute the conditional entropy , which in turn needs the following conditional probabilities
As a result, the mutual information of L  and
Note that the mutual information is completely determined by the acceptance probability , which is an attribute the language, and the false probability
 , which is an attribute of the probabilistic Turing machine. As a sesult, is a constant for a given language
By the CONTINUITY properties of the entropy measure, we have . Consequently, given language  with the probability of acceptance and the probability of rejection . Then the entropy of the given language equals
PP L 
gives rise to a function from to the set with probabilities
So the entropy of the function is
The language yields the following conditional probabilities
Now that , the mutual information of
In such a case, each query of reveals nearly no information about the language. This means that in the worst case an exponential number of repetitions of the probabilistic algorithm may be required in order to determine the correct answer with reasonable confidence (see Papadimitriou 1994).
  L
To see this, note that
. Consequently, it is routine to check that 
Consequently, we obtain an approximation of the average mutual information
To get the desired result, assume that 
(39)
Average-case Complexity
Some -complete problems are easy on average with respect to a natural probability distribution on inputs. In this case, the average-case complexity of a problem is a more significant measure than its worst-case complexity (see Levin NP 1986) . For example, in cryptographic applications we want a guarantee that the average-case complexity of every algorithm which "breaks" the cryptographic scheme is inefficient.
Interestingly, within our framework it is easy to give a condition for inverting a candidate one-way function ) (x f y  to be difficult in the average-case. To do this, consider any Turing reduction from given search problem to any other search problem
. Then the expected number of querying needed to solve is Note that b is a primitive root modulo n implies that contains only one element for each value k (see Hua 1982) . Consequently, the probability of a random input to satisfy is 
Example 4.4 (Rabin Function) . The Rabin function is defined by squaring modulo , where and are distinct odd prime numbers. Formally,
. It is well known that inverting the Rabin function is computationally equivalent to integer factorization in the sense of polynomialtime reduction (see Rabin 1979) . (2) For each quadratic residue , define the set .
Since is a semiprime, exactly has elements (see Hua 1982) .
Consequently, the corresponding probability is Rivest, Shamir, and Adleman 1978) .
(1) It suffices to restrict the domain of to a reduced residue system modulo . So the counting measure of the domain of equals
The range of consists of all e -th power residue modulo n , and hence the measure of the range equals
(2) For each e -th residue , define the set . Since is relatively prime to 
But, the RSA cryptosystem would be broken if the number n could be factored or if ) (n  could be computed without factoring n . Indeed, the RSA function is widely conjectured to be trapdoor one-way (see Diffie and Hellman 1976 
INFORMATION MEASURE OF EQUATIONS
In this section, we roughly discuss the amount of information contained in an equation. Further studies of this topic will be one direction of future researches.
Since the information of solutions of given equation must be contained in the equation itself, the information measure of equations may also be related with other important problems. 1995) . In this case, the entropy of the derivative is well-defined and can be calculated by partitioning the range of in the same way as computing its
Lebesgue integral (see section 3.1). In turn, the entropy of the derivative contains important information about the antiderivative .
On the other hand, Liouville's theorem states that the antiderivatives of certain elementary functions cannot themselves be expressed as elementary functions. A typical example is when . Within our framework, it seems that this phenomenon may be attributed to the amount of information contained in the antiderivative in that being an elementary function places an important restriction on the amount of informatin contained in it. 

The fundamental theorem of algebra states that every polynomial equation of degree n has exactly n roots, counted with multiplicity. On the other hand, the celebrated Abel-Ruffini theorem states that, for there is no algebraic solution to polynomial equations with arbitrary coefficients. Galois independently proved the theorem by establishing a connection between field theory and group theory (see Jacobson 1974) .
 n
Within our framework, it seems that the Abel-Ruffini-Galois impossibility theorem may have connection with the amount of information contained in a given equation. Intuitively, a polynomial function with higher degree usually behaves in a more complex way, which in turn means that their zero points distribute in a more random way. As a result, polynomial equations with higher degree usually contain more information.
To illustrate, consider a quadratic equation The use of elliptic curves in cryptography was suggested independently by Neal Koblitz (1987) and Miller (1985) . The amount of information contained in an elliptic curve may be important to Elliptic curve cryptography.
CONCLUSIONS
The concept of Shannon entropy of random variables was generalized to measurable functions in general, and to simple functions with finite values in particular. The key point is to approximate a measurable function by a simple function with finite values, which is obtained by partitioning its range in the same way as computing the Lebesgue integral of it. As a result, these values, coupled with the probability measure of their preimages, forms a random variable in itself. So, it is natural to approximate the entropy of the given function by the entropy of the resulting random variable. Being an attribute of given function, the entropy conveys important information of this function. On the other hand, the computation of the entropy may also need some important information about the function in question. For example, it is shown that calculating the entropy of a Boolean function must be at least as hard as the Boolean satisfiability problem (SAT) problem.
It turns out that the information measure of measurable functions is related to the time complexity of search problems. Formally, given a Turing reduction from a search problem In the idea case, if It is shown that our information-based complexity estimation is a natural setting in which to study the power of randomized or probabilistic algorithms. Applying to decision problems, our result provides a strong evidence that
-The concept of Shannon entropy of random variables was generalized to measurable functions. -It is shown that the information measure of functions is related to the time complexity of solving search problems concerning functions. -Our information-based complexity estimation provides a strong evidence that BPP RP P   .
