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Entanglement entropy in quantum spin chains with
finite range interaction∗
A. R. Its, F. Mezzadri and M. Y. Mo
Abstract
We study the entropy of entanglement of the ground state in a wide family of one-
dimensional quantum spin chains whose interaction is of finite range and translation
invariant. Such systems can be thought of as generalizations of the XY model. The
chain is divided in two parts: one containing the first consecutive L spins; the second
the remaining ones. In this setting the entropy of entanglement is the von Neumann
entropy of either part. At the core of our computation is the explicit evaluation of
the leading order term as L→∞ of the determinant of a block-Toeplitz matrix with
symbol
Φ(z) =
(
iλ g(z)
g−1(z) iλ
)
,
where g(z) is the square root of a rational function and g(1/z) = g−1(z). The
asymptotics of such determinant is computed in terms of multi-dimensional theta-
functions associated to a hyperelliptic curve L of genus g ≥ 1, which enter into
the solution of a Riemann-Hilbert problem. Phase transitions for these systems
are characterized by the branch points of L approaching the unit circle. In these
circumstances the entropy diverges logarithmically. We also recover, as particular
cases, the formulae for the entropy discovered by Jin and Korepin [14] for the XX
model and Its, Jin and Korepin [12, 13] for the XY model.
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1 Introduction
One dimensional quantum spin chains were introduced by Lieb et. al. [17] in 1961 as a
model to study the magnetic properties of solids. Usually such systems depend on some
parameter, e.g. the magnetic field. One of their most important features is that at zero
temperature, when the system is in the ground state, as the number of spins tend to infinity
they undergo a phase transition for a critical value of the parameter. As a consequence,
the rate of the decay of correlation lengths changes suddenly from exponential to algebraic
at the critical point. Furthermore, many examples of such chains are exactly solvable.
Because of these reasons over the years the statistical mechanical properties of quantum
spin chains have been investigated in great detail.
More recently, Osterloh et al. [20], and Osborne and Nielsen [22] realized that the
existence of non-local physical correlations at a phase transition is a manifestation of the
entanglement among the constituent parts of the chain. Entangled quantum states are
characterized by non-local correlations that cannot be described by classical mechanics.
Such correlations play an important role in the transmission of quantum information. It
is therefore essential to be able to quantify entanglement. In its full generality this is still
an open problem. However, when a physical system is in a pure state and is bipartite,
i.e. is made of two separate parts, say A and B, a suitable measure of the entanglement
shared between the two constituents is the von Neumann entropy of either part [2]. In this
situation the Hilbert space of the whole system is HAB = HA⊗HB, where HA and HB are
the Hilbert spaces associated to A and B respectively. Now, if ρAB is the density matrix
of the composite system, then the reduced density matrices of A and B are
ρA = trB ρAB and ρB = trA ρAB, (1.1)
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where trA and trB are partial traces over the degrees of freedom A and B respectively. The
entropy of the entanglement of formation is
S(ρA) = −trρA log ρA = S(ρB) = −trρB log ρB (1.2)
In this paper we compute the entropy of entanglement of the ground state of a vast class
of spin chains whose interaction among the constituent spins is non-local and translation
invariant. These systems can be mapped into quadratic chains of fermionic operators by
a suitable transformation and are generalizations of the XY model. We study the ground
state of such systems, divide the chain in two halves and compute the von Neumann entropy
in the thermodynamic limit of one of the two parts. If the ground state is not degenerate,
then ρAB = |Ψg〉〈Ψg|. At the core of our derivation of the entropy of entanglement is the
computation of determinants of Toeplitz matrices for a wide class of 2×2 matrix symbols.
The explicit expressions for such determinants were not available in the literature. The
appearance of Toeplitz matrices and their invariants in the study of lattice models is a
simple consequence of the translation invariance of the interaction among the spins. Thus,
Toeplitz determinants appear in the computations of many other physical quantities like
spin-spin correlations or the probability of the emptiness of formation, not only the entropy
of entanglement. Therefore, our results have consequences that go beyond the application
to the study of bipartite entanglement that we discuss.
Vidal et. al. [23] were the first to investigate the entanglement of formation of the
ground state of spin chains by dividing them in two parts. The models they considered
were the XX, XY and XXZ model. They computed numerically the von Neumann entropy
of one half of the chain and discovered that at a phase transition it grows logarithmically
with its length L. Jin and Korepin [14] computed the von Neumann entropy of the ground
state of the XX model using the Fisher-Hartwig formula for Toeplitz determinants. They
showed that at the phase transition the entropy grows like 1
3
logL, which is in agreement
with the numerical observations of Vidal et.al. For lattice systems that have a conformal
field theory associated to it the logarithmic growth of the entropy was first discovered by
Holzhey et. al. [10] in 1994. This approach was later developed by Korepin [15], and by
Calabrese and Cardy [4]. Its, Jin and Korepin [12, 13] determined the entropy for the
XY model by computing an explicit formula for the asymptotics of the determinant of a
block-Toeplitz matrix. They expressed the entropy of entanglement in terms of an integral
of Jacobi theta functions.
Consider a p× p matrix-valued function on the unit circle Ξ:
ϕ(z) =
∞∑
k=−∞
ϕkz
k, |z| = 1.
A block-Toeplitz matrix with symbol ϕ is defined by
TL[ϕ] = (ϕj−k)0≤j,k≤L−1.
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Furthermore, we shall denote its determinant by DL = det TL[ϕ]. The main ingredient
of the computation of Its, Jin and Korepin was to use the Riemann-Hilbert approach to
derive an asymptotic formula for the Fredholm determinant
DL(λ) = det TL[ϕ] = det (I −KL) , (1.3)
where KL is an appropriate integral operator on L
2(Ξ,C2). The symbol of the Toeplitz
matrix TL[ϕ] was
ϕ
(
eiθ
)
=
(
iλ g(θ)
−g−1(θ) iλ
)
, (1.4)
where
g(θ) =
α cos θ − 1− iγα sin θ
|α cos θ − 1− iγα sin θ| .
Keating and Mezzadri [18, 19] introduced families of spin chains that are characterized
by the symmetries of the spin-spin interaction. The entropy of entanglement of the ground
state of these systems, as well as other thermodynamical quantities like the spin-spin
correlation function, can be determined by computing averages over the classical compact
groups, which in turn means computing determinants of Toeplitz matrices or of sums of
Hankel matrices. These models are solvable and can be mapped into a quadratic chain of
Fermi operators via the Jordan-Wigner transformations. One of the main features of these
families is that symmetries of the interaction can be put in one to one correspondence with
the structure of the invariant measure of the group to be averaged over. If the Hamiltonian
is translation invariant and the interaction is isotropic, then the relevant group over is U(N)
equipped with Haar measure. In turn such averages are equivalent to Toeplitz determinants
with a scalar symbol. These systems are generalizations of the XX model.
In this paper we consider spin chains whose interaction is translation invariant but the
Hamiltonian is not isotropic. These are generalization of the XY model. The Fredholm
determinant that we need to compute has the same structure as (1.3), but now the 2 × 2
matrix symbol is
Φ(z) :=
(
iλ g(z)
−g−1(z) iλ
)
, (1.5)
where function g(z) is defined by
g(z) :=
√
p(z)
z2np(1/z)
(1.6)
and p(z) is a polynomial of degree 2n. We recover the XY model if we set
p(z) =
α(1− γ)
2
z2 − z + α(1 + γ)
2
. (1.7)
In the above equation α = 2/h, where h magnetic field, and γ measures the anisotropy of
the Hamiltonian in the XY plane.
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λ-plane
Re(λ)
Im(λ)
Γ(ǫ)
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Γ′
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Figure 1: The contour Γ(ǫ) of the integral in equation (2.1). The bold lines (−∞,−1− ǫ)
and (1+ ǫ,∞) are the cuts of the integrand e(1 + ǫ, λ). The zeros of DL(λ) are located on
the bold line (−1, 1).
2 Statement of results
Following [14] and [13], we will identify the limiting von Neumann entropy for the systems
that we study with the double limit
S(ρA) = lim
ǫ→0+
[
lim
L→∞
1
4πi
∮
Γ(ǫ)
e(1 + ǫ, λ)
d
dλ
log
(
DL(λ)(λ
2 − 1)−L) dλ] . (2.1)
In the above formula Γ(ǫ) is the contour in figure 1, DL(λ) is the determinant of the
block-Toeplitz matrix TL[Φ] with symbol (1.5) and
e(x, ν) := −x+ ν
2
log
(
x+ ν
2
)
− x− ν
2
log
(
x− ν
2
)
. (2.2)
The explicit Hamiltonians for the family of spin systems that we consider and their con-
nection to formula (2.1) will be discussed in detail in sections 3 and 4.
One of the main objectives of this paper is to compute the double limit (2.1), which, as
we shall see, can be expressed as an integral of multi-dimensional theta functions defined
on Riemann surfaces. Thus, in order to state our main results, we need to introduce some
definitions and notation.
Let us rewrite the function (1.6) as
g2(z) =
2n∏
j=1
z − zj
1− zjz , (2.3)
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where the zj’s are the 2n roots of the polynomial p(z). This representation of g(z) will be
used throughout the paper. We fix the branch of g(z) by requiring that g(∞) > 0 on the
real axis. The function g(z) have jump discontinuities on the complex z-plane. In order to
define its branch cuts we need to introduce an ordering of the roots zj. Let
{λ1, λ2, . . . , λ4n} = {z1, . . . , z2n, z−11 , . . . , z−12n } (2.4)
where the above is merely an equality between sets, and we do not necessarily have, for
example, λi = zi. We order the λi’s such that
Re(λi) ≤ Re(λj), i < j
Im(λi) ≤ Im(λj), i < j, |λi|, |λj| < 1, Re(λi) = Re(λj) (2.5)
Im(λi) ≤ Im(λj), i > j, |λi|, |λj| > 1, Re(λi) = Re(λj).
This ordering need not coincide with the ordering zj ’s. If necessary, we can always assume
that one of the z−1j has the smallest real part and set λ1 = z
−1
j . This choice is equivalent
to taking the transpose of TL[Φ]. The branch cuts for g(z) are defined by the intervals Σi
joining λ2i−1 and λ2i:
Σi = [λ2i−1, λ2i], i = 1, . . . , 2n. (2.6)
Therefore, g(z) has the following jump discontinuities:
g+(z) = −g−(z), z ∈ Σi, (2.7)
where g±(z) are the boundary values of g(z) on the left/right hand side of the branch cut.
Now, let L be the hyperelliptic curve
L : w2 =
4n∏
i=1
(z − λi). (2.8)
The genus of L is g = 2n− 1. We now choose a canonical basis for the cycles {ai, bi} on L
as shown in figure 2, and define dωi to be 1-forms dual to this basis, i.e.∫
ai
dωj = δij ,
∫
bi
dωj = Πij . (2.9)
Furthermore, let us define the g × g matrix Π by setting (Π)ij = Πij . The theta function
θ : Cg −→ C associated to L is defined by
θ(−→s ) :=
∑
−→n ∈Zg
eiπ
−→n ·Π−→n +2iπ−→s ·−→n . (2.10)
while the theta function with characteristics −→ǫ and −→δ is defined by
θ
[−→ǫ−→
δ
]
(−→s ) := exp
(
2iπ
(−→ǫ · Π · −→ǫ
8
+
1
2
−→ǫ · −→s + 1
4
−→ǫ · −→δ
))
θ
(
−→s +
−→
δ
2
+ Π
−→ǫ
2
)
(2.11)
where −→ǫ and −→δ are g-dimensional complex vectors.
Our main results are summarised by the following two theorems.
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λ1 λ2
λ3 λ4
λ2n−1
λ2n
. . .
λ2n+2
λ2n+1
b1 a1
|z| = 1
. . .
Figure 2: The choice of cycles on the hyperelliptic curve L. The arrows denote the orien-
tations of the cycles and branch cuts. Note that we have λ1 = z
−1
1 .
Theorem 1. Let Hα be the Hamiltonian of the one-dimensional quantum spin system
defined in equation (3.11). Let A be the subsystem made of the first L spins and B the one
formed by the remaining M − L. We also assume that the system is in a non-degenerate
ground state |Ψg〉 and that the thermodynamic limit, i.e. M →∞, has been already taken.
Then, the limiting (as L→∞) von Neumann entropy (2.1) is
S(ρA) =
1
2
∫ ∞
1
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) dλ, (2.12)
where −→e is a 2n− 1 vector whose last n entries are 1 and the first n− 1 entries are 0.
The parameter τ in the argument of θ is introduced in section 6 and is defined in
equation (6.11), while the expression of β(λ) is
β(λ) :=
1
2πi
log
λ+ 1
λ− 1 . (2.13)
Theorem 1 generalizes the result by Its et al. [12, 13] for the XY model. In that case
the genus of the of L is one, and the theta function in the integral reduces to the Jacobi
theta function θ3. However, for the XY model the integral (2.12) can be expressed in term
of the infinite series
S(ρA) =
∞∑
m=−∞
(1 + µm) log
2
1 + µm
= 2
∞∑
m=0
e(1, µm), (2.14)
where the numbers µm are the solutions of the equation
θ3
(
β(λ) +
στ
2
)
= 0 (2.15)
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and σ is 0 or 1 depending on the strength of the magnetic field. The zeros of the one
dimensional theta function are all known, so that the numbers µm can be described by the
explicit formula
µm = −i tan
(
m+
1− σ
2
)
πτ.
Moreover, as it was shown by Peschel [21] (who also suggested an alternative heuristic
derivation of equation (2.14) based on the work of Calabrese and Cardy [3]), the series
(2.14) can be summed up to an elementary function of the complete elliptic integrals
corresponding to the modular parameter τ .
It is an open problem whether an analogous representation of the integral (2.12) exists
for g > 1.
The next step consists of understanding what happens to formula (2.12) when we
approach a phase transition. The hyperelliptic curve L, and hence all the parameters in
the integral (2.12), are determined by the roots of the polynomial p(z) which defines the
symbol (1.5). In section 3 we discuss how the coefficients of p(z) are related to the the
Hamiltonians of the spin chains. In the case of the XY model p(z) is given by equation (1.7);
since the degree of p(z) is two the roots λj can be easily determined as a function of
the parameters α and γ. It was shown by Calabrese and Cardy [4] that when α = 1
— or the magnetic field h = 2 — the XY model undergoes a phase transition and the
entropy diverges. Jin and Korepin [14] showed that when γ approaches 0, i.e. the XY
model approaches the XX model, and α ≤ 1, then the entanglement entropy diverges
logarithmically. Its et. al. [12, 13] discovered that the divergence of the entropy for the
XY and XX model corresponds to the roots (2.4) of (2.8) approaching the unit circle.
This phenomenon extends to the family of systems that we study. In other words,
a phase transition manifests itself when pairs of roots of (2.8) approach the unit circle;
one root in each pair is inside the unit circle, the other outside. As we shall see, in these
circumstances the entropy of entanglement diverges logarithmically. From (2.4) we see that
if λj is a root of (2.8) so is λ
−1
j . Moreover, since (2.8) is a polynomial with real coefficients,
if λj is complex then λj and λ
−1
j will be roots of (2.8) too (see figure 3). Now, suppose that
λj approaches the unit circle and |λj| < 1, then
∣∣λj∣∣−1 > 1 and λ−1j will also be approaching
the unit circle with
λj − λ−1j → 0.
At a phase transition the behavior of the entropy of entanglement is captured by
Theorem 2. Let the m pairs of roots λj, λ
−1
j , j = 1, . . . , m, approach together towards
the unit circle such that the limiting values of λj, λ
−1
j are distinct from those of λk, λ
−1
k if
j 6= k, then the entanglement entropy is asymptotic to
S(ρA) = −1
6
m∑
j=1
log
∣∣∣λj − λ−1j ∣∣∣+O(1), λj → λ−1j , j = 1, . . . , m. (2.16)
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λj
1/λj
λj
1/λj
Figure 3: The location of one of the roots (2.4), say λj determines the positions of other
three: λj, 1/λj and 1/λj
From the integral (2.1) it is evident that in order to prove theorems 1 and 2 we need an
explicit asymptotic formula for the determinant DL(λ). Indeed, the following proposition
gives us an asymptotic representation for the determinants of block-Toeplitz matrices whose
symbols belong to the family defined in equations (1.5) and (1.6).
Proposition 1. Let Ωǫ be the set
Ωǫ := {λ ∈ R : |λ| ≥ 1 + ǫ}. (2.17)
Then the Toeplitz determinant DL(λ) admits the following asymptotic representation, which
is uniform in λ ∈ Ωǫ:
DL(λ) = (1− λ2)L
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) (1 +O (ρ−L)), L→∞, (2.18)
Here ρ is any real number satisfying the inequality
1 < ρ < min{|λj| : |λj | > 1}.
Remark 1. The first factor in the right hand side of equation (2.18) corresponds to the
“trivial” factor, G[Φ] of the general Widom’s formula (5.1), which we discuss in detail in
section 5, while the ratio of the theta functions provides an explicit expression of the most
interesting part of the formula — Widom’s pre-factor E[Φ] ≡ det (T∞[Φ]T∞[Φ−1]), which
is given in formula (5.2).
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Remark 2. The Asymptotic representation (2.18) is actually valid in a much wider domain
of the complex plane λ. Indeed, it is true everywhere away from the zeros of the right hand
side, which, unfortunately, in the case of the genus g > 1 is very difficult to express in a
simple closed form — one faces a very transcendental object, i.e. the theta-divisor. This
constitutes an important difference between the general case and that one with g = 1 studied
in [12] and [13], where the zeros of equation (2.15) can be easily evaluated.
3 Quantum spin chains with anisotropic Hamiltoni-
ans
The XY model is a spin-1/2 ferromagnetic chain with an exchange coupling α in a constant
transversal magnetic field h. The Hamiltonian is H = hHα with Hα given by
Hα = −α
2
M−1∑
j=0
[
(1 + γ)σxj σ
x
j+1 + (1− γ)σyjσyj+1
]− M−1∑
j=0
σzj , (3.1)
where {σx, σy, σz} are the Pauli matrices. The parameter γ lies in the interval [0, 1] and
measures the anisotropy of Hα. When γ = 0 (3.1) becomes the Hamiltonian of the XX
model. In the limit M →∞ the XY model undergoes a phase transition at αc = 1.
It is well known that the Hamiltonian (3.1) can be mapped into a quadratic form of
Fermi operators and then diagonalized. To this purpose, we introduce the Jordan-Wigner
transformations. Let us define
m2l+1 =
(
l−1∏
j=0
σzj
)
σxl and m2l =
(
l−1∏
j=0
σzj
)
σyl . (3.2)
The inverse relations are
σzl = im2lm2l+1,
σxl =
(
l−1∏
j=0
im2jm2j+1
)
m2l+1,
σyl =
(
l−1∏
j=0
im2jm2j+1
)
m2l (3.3)
These operators obey the commutation relations {mj , mk} = 2δjk but are not quite Fermi
operator since they are Hermitian. Thus, we define
bl = (m2l+1 − im2l)/2 and b†l = (m2l+1 + im2l)/2,
which are proper Fermi operator as
{bj , bk} = 0 and {bj, b†k} = δjk.
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In terms of the operators bj ’s the Hamiltonian (3.1) becomes
1
Hα =
α
2
M−1∑
j=0
[
b†jbj+1 + b
†
j+1bj + γ
(
b†jb
†
j+1 − bjbj+1
)]
− 2
M−1∑
j=0
b†jbj . (3.4)
It turns out that the expectation values of the operators (3.2) with respect to the ground
state |Ψg〉 are
〈Ψg|mk |Ψg〉 = 0, (3.5)
〈Ψg|mjmk |Ψg〉 = δjk + i(CM)jk, (3.6)
where the correlation matrix CM has the block structure
CM =


C11 C12 · · · C1M
C21 C22 · · · C2M
· · · · · · · · · · · ·
CM1 CM2 · · · CMM

 (3.7)
with
Cjk =
(
0 gj−k
−gk−j 0
)
.
For large M , the real numbers gl are the Fourier coefficients of
g(θ) =
α cos θ − 1− iγα sin θ
|α cos θ − 1− iγα sin θ| .
In other words, CM is a block-Toeplitz matrix with symbol
ϕ(θ) =
(
0 g(θ)
−g−1(θ) 0
)
. (3.8)
(We outline the derivations of formulae (3.5) and (3.6) for the family of systems (3.10) that
we study in the appendices B and C.)
Equation (3.5) is a straightforward consequence of the invariance of Hα under the map
bj 7→ −bj ; for the same reason the expectation value of the product of an odd number of
mj ’s must be zero. Formula (3.6) was derived for the first time by Lieb et al. [17]. The
expectation values of the product of an even number of the mj ’s can be computed using
Wick’s theorem:
〈Ψg|mj1mj2 · · · mj2n |Ψg〉 =
∑
all pairings
(−1)p
∏
all pairs
(contraction of the pair) , (3.9)
1This is strictly true only for open-end Hamiltonians. If we impose periodic boundary conditions, then
the term b†M−1b0 in (3.4) should be replaced by
[∏M−1
j=0
(
2b†jbj − 1
)]
b†M−1b0. However, because we are
interested in the limit M →∞, the extra factor in front of b†M−1b0 can be neglected.
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where a contraction of a pair is defined by 〈Ψg|mjlmjm |Ψg〉 and p is the signature of the
permutation, for a given pairing, necessary to bring operators of the same pair next to
one other from the original order. Many important physical quantities, including the von
Neuamnn entropy and the spin-spin correlation functions, are expressed in terms of the
expectation values (3.9).
In this paper we study generalizations of the Hamiltonian (3.4) that are quadratic in
the Fermi operators and translation invariant. More explicitly, we consider the family of
systems
Hα = α
[
M−1∑
j,k=0
b†jAjkbk +
γ
2
(
b†jBjkb
†
k − bjBjkbk
)]
− 2
M−1∑
j=0
b†jbj (3.10)
with cyclic boundary conditions. In terms of Pauli operators this Hamiltonian becomes
Hα = −α
2
∑
0≤j≤k≤M−1
[
(Ajk + γBjk)σ
x
j σ
x
k
(
k−1∏
l=j+1
σzl
)
+(Ajk − γBjk)σyj σyk
(
k−1∏
l=j+1
σzl
)]
−
M−1∑
j=0
σzj . (3.11)
The translation invariance of the interaction implies that Ajk = Aj−k and Bjk = Bj−k,
and the cyclic boundary conditions force A and B to be circulant matrices. Furthermore,
since Hα is a Hermitian operator, the matrices A and B must be symmetric and anti-
symmetric respectively. Now, let us introduce two real functions,
a : Z/MZ −→ R and b : Z/MZ −→ R,
such that
a(j − k) = αAj−k − 2δjk and b(j − k) = αBj−k, j, k ∈ Z/MZ. (3.12)
Since A is symmetric and B anti-symmetric, we must have
a(−j) = a(j) and b(−j) = −b(j).
We shall consider systems with finite range interaction, which implies that there exists a
fixed n < M such that
a(j) = b(j) = 0 for j > n. (3.13)
In the appendices B and C we derive the expectation values in the ground state of
the Jordan-Wigner operators mj’ s. They have the same structure as the expectation
values (3.5) and (3.6), but now in the limit as M →∞ the symbol (3.8) of the correlation
matrix CM is replaced by
Φ(z) =
(
0 g(z)
−g−1(z) 0
)
, |z| = 1, (3.14)
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where
g(z) =
√
q(z)
q(1/z)
=
√
p(z)
z2np(1/z)
(3.15)
q(z) =
n∑
j=−n
(a(j)− γb(j)) zj (3.16)
p(z) = znq(z). (3.17)
4 The von Neumann entropy and block-Toeplitz de-
terminants
We now concentrate our attention to study the entanglement of formation of the ground
state |Ψg〉 of the family of Hamiltonians (3.10). Since the ground state is not degenerate,
the density matrix is simply the projection operator |Ψg〉〈Ψg|. We then divide the system
into two subchains: the first one A containing L spins; the second one B, made of the
remaining M − L. We shall further assume that 1 ≪ L ≪ M . This division creates a
bipartite system. The Hilbert space of the whole system is the direct product HAB =
HA ⊗HB, where HA and HB are spanned by the vectors
L−1∏
j=0
(b†j)
rj |Ψvac〉 and
M−L∏
j=L
(b†j)
rj |Ψvac〉 , rj = 0, 1,
respectively. The vector |Ψvac〉 is the vacuum state, which is defined by
bj |Ψvac〉 = 0, j = 0, . . . ,M − 1.
Our goal is to determine the asymptotic behavior for large L, with L = o(M), of the von
Neumann entropy
S(ρA) = −trρA log ρA, (4.1)
where ρA = trBρAB and ρAB = |Ψg〉〈Ψg|.
It turns out that after computing the partial trace of ρAB over the degrees of freedom of
B, the reduced density matrix ρA can be expressed in terms of first L Fermi operators that
generate a basis spanning HA. As a consequence, only the submatrix CL formed by the first
2L rows and columns of the correlation matrix (3.7) will be relevant in the computation of
the entropy (4.1). Now, CL is even dimensional and skew-symmetric. Furthermore, since
g
(
e−iθ
)
= g (eiθ)
its Fourier coefficients are real, therefore there exists an orthogonal matrix V that block-
diagonalizes CL:
V CLV
t =
L−1⊕
j=0
νj
(
0 1
−1 0
)
, (4.2)
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where the±iνjs are imaginary numbers and are the eigenvalues of the block-Toeplitz matrix
CL = TL[ϕ], where ϕ is the symbol (3.14).
Let us introduce the operators
cj = (d2j+1 − id2j)/2, j = 0, . . . , L− 1, (4.3)
where
dj =
2L−1∑
k=0
Vjkmk. (4.4)
Since V is orthogonal {dj, dk} = 2δj and the cjs are Fermi operators. Combining equa-
tions (4.2), (4.3) and (4.4), we obtain the expectation values
〈Ψg| cj |Ψg〉 = 〈Ψg| cj ck |Ψg〉 = 0, (4.5)
〈Ψg| c†j ck |Ψg〉 = δjk
1− νj
2
. (4.6)
The reduced density matrix ρA can be computed directly from these expectation values.
We report this computation in appendix A. We have
ρA =
L−1∏
j=0
(
1− νj
2
c†j cj +
1 + νj
2
cj c
†
j
)
. (4.7)
In other words, as equations (4.5) and (4.6) already suggest, these fermionic modes are in
a product of uncorrelated states, therefore the density matrix is the direct product
ρA =
L−1⊗
j=0
ρj with ρj =
1− νj
2
c†j cj +
1 + νj
2
cj c
†
j . (4.8)
Since (1 + νj)/2 and (1 − νj)/2 are eigenvalues of density matrices they must lie in the
interval (0, 1), therefore,
−1 < νj < 1, j = 0, . . . , L− 1.
At this point the entropy of the entanglement between the two subsystems can be easily
derived from equation (4.1):
S(ρA) =
L−1∑
j=0
e(1, νj), (4.9)
where e(x, ν) is defined in equation (2.2). Using the residue theorem, formula (4.9) can be
rewritten as
S(ρA) = lim
ǫ→0+
1
4πi
∮
Γ(ǫ)
(
(−1)L
L−1∑
j=0
2λ
λ2 − ν2j
)
e(1 + ǫ, λ)dλ
= lim
ǫ→0+
1
4πi
∮
Γ(ǫ)
e(1 + ǫ, λ)
d logDL(λ)
dλ
dλ (4.10)
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where Γ(ǫ) is the contour in figure 1 and
DL(λ) = (−1)L
L−1∏
j=0
(λ2 − ν2j ) (4.11)
is the determinant of the block-Toeplitz matrix TL[Φ](λ) with symbol (1.5).
The integral (4.10) was introduced for the first time by Jin and Korepin [14] to com-
pute the entropy of entanglement in the XX model. In this case g−1(θ) = g(θ) and DL(λ)
becomes the determinant of a Toeplitz matrix with a scalar symbol. Keating and Mez-
zadri [18, 19] generalized it to lattice models where DL(λ) becomes an average over one
of the classical compact groups. Its et al. [12, 13] computed the same integral for the XY
model, for which DL(λ) is the determinant of a block-Toeplitz matrix with symbol (1.4).
Following the same approach of Its et al., in this paper we express DL(λ) as a Fredholm
determinant of an integrable operator on L2(Ξ,C2) and solve the Riemann-Hilbert problem
associated to it. This will give an explicit formula for DL(λ), which can then be used to
compute the integral (4.10).
5 The Asymptotics of Block Toeplitz Determinants.
Widom’s Theorem
A generalization of the strong Szego˝’s theorem to determinants of block-Toeplitz matrices
was first discovered by Widom [24, 25]. Consider a p×p matrix symbol ϕ and assume that
||ϕ|| =
∞∑
k=−∞
||ϕk||+
(
∞∑
k=−∞
|k| ||ϕk||2
)1/2
<∞.
The norm that appear in the right-hand side of this equation is the Hilbert-Schmidt norm
of the p× p matrices that occur. In addition, we shall require that
detϕ(z) 6= 0 and ∆||z|=1 arg detϕ(z) = 0.
Widom showed that if one defines
G[ϕ] := exp
(
1
2πi
∫
Ξ
log detϕ(z)
dz
z
)
(5.1)
then
E[ϕ] := lim
L→∞
DL[ϕ]
G[ϕ]L+1
= det
(
T∞[ϕ]T∞[ϕ
−1]
)
, (5.2)
where T∞[ϕ] is a semi-infinite Toeplitz matrix acting on the Hilbert space of semi-infinite
sequence of p-vectors:
l2 =
{
{vk}∞k=0
∣∣∣∣∣vk ∈ Cp,
∞∑
k=0
||vk||2 <∞
}
.
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Formulae (5.1) and (5.2) reduce to Szego˝’s strong limit theorem when p = 1. Although
this beautiful formula is very general, it is difficult to extract information from the right-
hand side of equation (5.2) and determine formulae that can be used in the applications.
The advantage of our approach is precisely to derive explicit formula for the leading order
term of the asymptotics of block-Toeplitz determinants whose symbols Φ(z) belong to the
one-parameter family defined in (1.5).
A starting point of our analysis is the asymptotic representation of the logarithmic
derivative (with respect to the parameter λ) of the determinant DL(λ) = det TL[Φ](λ)
in terms of 2 × 2 matrix-valued functions, denoted by U±(z) and V±(z), which solve the
following Wiener-Hopf factorization problem:
Φ(z) = U+(z)U−(z) = V−(z)V+(z), (5.3)
U−(z) and V−(z) (U+(z) and V+(z)) are analytic outside (inside)
the unit circle Ξ, (5.4)
U−(∞) = V−(∞) = I. (5.5)
Now, let us fix ǫ > 0 and define the set
Ωǫ := {λ ∈ R : |λ| ≥ 1 + ǫ}. (5.6)
In the next section we will show that for every λ ∈ Ωǫ the solution of the above
Wiener-Hopf factorization problem exists, and the corresponding matrix functions, U±(z)
and V±(z) satisfy the following uniform estimate:∣∣∣∣1λU+(z)
∣∣∣∣ ,
∣∣∣∣1λV+(z)
∣∣∣∣ , |U−(z)|, |V−(z)| < Cǫ, ∀z ∈ D±, ∀λ ∈ Ωǫ, (5.7)
where the notationD+ (D−) is used for the interior (exterior) of the unit circle Ξ. Moreover,
generalizing the approach of [12, 13] we will obtain the multidimensional theta function
explicit formulae for the functions U±(z) and V±(z).
The asymptotic representation of the logarithmic derivative d logDL(λ)/dλ is given by
the following theorem:
Theorem 3. Let λ ∈ Ωǫ, and fix a positive number R > 0. Then, we have the follow-
ing asymptotic representation for the logarithmic derivative of the determinant DL(λ) =
det TL[Φ]:
d
dλ
logDL(λ) = − 2λ
1− λ2L
+
1
2π
∫
Ξ
tr
[(
U ′+(z)U
−1
+ (z) + V
−1
+ (z)V
′
+(z)
)
Φ−1(z)
]
dz
+rL(λ), (5.8)
where (′) means the derivative with respect to z, the error term rL(λ) satisfies the estimate
|rL(λ)| ≤ Cρ−L, λ ∈ Ωǫ ∩ {|λ| ≤ R}, L ≥ 1, (5.9)
and ρ is any real number such that 1 < ρ < min{|λj| : |λj| > 1}.
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This theorem, without the error term estimate is a specification of one of the classical
results of H. Widom [24] for the case of the matrix generators Φ(z) whose dependence on
the extra parameter λ is given by the equation
Φ(z) ≡ Φ(z;λ) = iλI + Φ(z; 0).
The estimate (5.9) of the error term as well as an alternative proof of the theorem itself
in the case of curves of genus one is given in [12] and [13]. The method of [12] and [13]
is based on the Riemann-Hilbert approach to the Toeplitz determinants [5] and on the
theory of the integrable Fredholm operators [11, 9]; its extension to symbols (1.5), where
the polynomial p(z) entering in (1.6) is of arbitrary degree, is straightforward. Indeed, the
following generalization of theorem 3 follows directly from the analytic considerations of
[13].
Theorem 4. Suppose that the matrix generator Φ(z) is analytic in the annulus,
Dδ = {1− δ < |z| < 1 + δ}.
Suppose also that Φ(z) depends analytically on an extra parameter µ and that it admits a
Wiener-Hopf factorisation for all µ from a certain set M. Finally, we shall assume that
the matrix functions
Φ(z), Φ−1(z),
∂Φ(z)
∂µ
, U±(z), and V±(z)
are uniformly bounded for all µ ∈M and all z from the respective domains, i.e. Dδ in the
case of Φ(z), Φ−1(z), and ∂Φ(z)/∂µ, and D± in the case of U±(z) and V±(z). Then, the
logarithmic derivative of the determinant DL(µ) = det TL[Φ] has the following asymptotic
representation:
d
dµ
logDL(µ) =
L
2πi
∫
Ξ
tr
(
Φ−1(z)
∂Φ(z)
∂µ
)
dz
z
+
1
2πi
∫
Ξ
tr
(
(Φ−1)′(z)
∂Φ(z)
∂µ
)
dz
z
+
1
2πi
∫
Ξ
tr
(
U ′+(z)U
−1
+ (z)
∂Φ(z)
∂µ
Φ−1(z) + V −1+ (z)V
′
+(z)Φ
−1(z)
∂Φ(z)
∂µ
)
dz
+rL(µ), (5.10)
where the error term rL(µ) satisfies the uniform estimate
|rL(µ)| ≤ Cρ−L, µ ∈M, L ≥ 1, (5.11)
and ρ is any positive number such that 1 < ρ < 1 + δ.
This theorem, without the estimate of the error term and with much weaker assumptions
on the generator Φ(z), is exactly the classical result of Widom from [24].
Entanglement entropy in quantum spin chains 19
Remark 3. Denote
u±(z) = V
−1
± (z), and v±(z) = U
−1
± (z),
so that
Φ−1(z) = u+(z)u−(z) = v−(z)v+(z).
Then, equation (5.10) can be re-written in a more compact way:
d
dµ
logDL(µ) =
L
2πi
∫
Ξ
tr
(
Φ−1(z)
∂Φ(z)
∂µ
)
dz
z
+
i
2π
∫
Ξ
tr
(
(u′+(z)u−(z)− v′−(z)v+(z))
∂Φ(z)
∂µ
)
dz
+rL(µ). (5.12)
This form in which this result is formulated in [24].
Theorem 4 can be used to strengthen the statement of theorem 3 by removing the
dependence of the constant C on R in the estimate (5.9). This leads to the following
extension of theorem 3:
Theorem 5. Let Ωǫ be the set defined in (5.6) and let Φ(z) be the symbol defined in (1.5).
Then we have the following asymptotic representation of the logarithmic derivative of the
determinant DL(λ) = det TL[Φ] for all λ ∈ Ωǫ:
d
dλ
logDL(λ) = − 2λ
1 − λ2L+
1
2π
∫
Ξ
tr
[(
U ′+(z)U
−1
+ (z) + V
−1
+ (z)V
′
+(z)
)
Φ−1(z)
]
dz
+rL(λ), (5.13)
where (′) means the derivative with respect to z, the error term rL(λ) satisfies the uniform
estimate
|rL(λ)| ≤ C|λ|3ρ
−L, λ ∈ Ωǫ, L ≥ 1 (5.14)
and ρ is any real number such that 1 < ρ < min{|λj| : |λj| > 1}.
Proof. Let R > 1+ ǫ and denote C1 the constant C from estimate (5.9). Take now λ ∈ Ωǫ,
|λ| ≥ R and set
µ =
1
λ
∈M ≡
{
µ ∈ R : |µ| ≤ 1
R
<
1
1 + ǫ
}
.
By trivial algebra, we arrive at
detDL(λ) = (−λ2)L det D˜L(µ),
where D˜L(µ) ≡ det TL[Φ˜] and
Φ˜(z) ≡ 1
iλ
Φ(z) = I − iµΦ(z; 0) ≡
(
1 −iµg(z)
iµg−1(z) 1
)
. (5.15)
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From this relation it also follows that
d
dλ
log detDL(λ) =
2L
λ
− 1
λ2
d
dµ
log det D˜L(µ), (5.16)
and hence the asymptotic analysis of the logarithmic derivative d log detDL(λ)/dλ for
|λ| ≥ R is reduced to that one of the logarithmic derivative d log det D˜L(µ)/dµ for µ ∈
M ≡ {µ ∈ R : |µ| ≤ 1
R
< 1
1+ǫ
}
.
Firstly, we notice that for all µ ∈ M and z ∈ Dδ the functions Φ˜(z), Φ˜−1(z) and
∂Φ˜(z)/∂µ are uniformly bounded. Secondly, we have that
Φ˜(z) =
1
iλ
Φ(z) =
1
iλ
U+(z)U−(z) =
1
iλ
V−(z)V+(z),
and hence the matrix valued functions U˜±(z) and V˜±(z) defined by the relations
U˜+(z) =
1
iλ
U+(z), V˜+(z) =
1
iλ
V+(z), U˜−(z) = U−(z), V˜−(z) = V−(z)
provide the Wiener-Hopf factorization of the generator Φ˜(z). Moreover, because of the
estimates (5.7), the functions U˜±(z) and V˜±(z) are uniformly bounded for all µ ∈ M and
z ∈ D±. Hence, all the conditions of theorem 4 are met, and we can claim the uniform
asymptotic representation (5.10) of the logarithmic derivative of the determinant D˜L(µ)
with the symbols Φ, U , and V replaced by Φ˜, U˜ and V˜ respectively. We shall also use the
notation r˜L(µ) and C2 for the error term and constant C from the corresponding estimate
(5.11) respectively.
The specific form (5.15) of dependence of the generator Φ˜(z) on the parameter µ implies
that
Φ˜−1(z)
∂Φ˜(z)
∂µ
=
1
1− µ2
( −µ −ig(z)
ig−1(z) −µ
)
, (5.17)
and
(Φ˜−1)′(z)
∂Φ˜(z)
∂µ
=
1
1− µ2
(−µg−1(z)g′(z) 0
0 µg−1(z)g′(z)
)
. (5.18)
Hence
tr
(
Φ˜−1(z)
∂Φ˜(z)
∂µ
)
= − 2µ
1 − µ2 =
2λ
1− λ2
tr
(
(Φ˜−1)′(z)
∂Φ˜(z)
∂µ
)
= 0
and equation (5.10) for the determinant D˜L(µ) becomes
d
dµ
log D˜L(µ) =
2λ
1− λ2L
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+
1
2πi
∫
Ξ
tr
(
U˜ ′+(z)U˜
−1
+ (z)
∂Φ˜(z)
∂µ
Φ˜−1(z) + V˜ −1+ (z)V˜
′
+(z)Φ˜
−1(z)
∂Φ˜(z)
∂µ
)
dz
+r˜L(µ), (5.19)
with
|r˜L(µ)| ≤ C2ρ−L, µ ∈M, L ≥ 1. (5.20)
Observe now that equation (5.17) can be rewritten as
Φ˜−1(z)
∂Φ˜(z)
∂µ
=
∂Φ˜(z)
∂µ
Φ˜−1(z) =
(
λI − iλ2Φ−1(z)) .
This relation, together with the obvious fact that
U˜ ′+(z)U˜
−1
+ (z) = U
′
+(z)U
−1
+ (z) and V˜
−1
+ (z)V˜
′
+(z) = V
−1
+ (z)V
′
+(z),
allows to transform (5.19) into the asymptotic formula
d
dµ
log D˜L(µ) =
2λ
1− λ2L
−λ
2
2π
∫
Ξ
tr
[(
U ′+(z)U
−1
+ (z) + V
−1
+ (z)V
′
+(z)
)
Φ−1(z)
]
dz
+r˜L(µ). (5.21)
The substitution of this relation into the right hand side of equation (5.16) yields the
following asymptotic formula — which is complementary to the equation (5.8) —
d
dλ
logDL(λ) = − 2λ
1− λ2L
+
1
2π
∫
Ξ
tr
[(
U ′+(z)U
−1
+ (z) + V
−1
+ (z)V
′
+(z)
)
Φ−1(z)
]
dz
+rL(λ), (5.22)
with the error term rL(λ) satisfying the estimate
|rL(λ)| ≤ C2|λ|2ρ
−L, λ ∈ Ωǫ ∩ {|λ| ≥ R}, L ≥ 1. (5.23)
Choosing
C = max {C1R,C2},
we arrive at the statement of the theorem, but with a better estimate for the error term
rL(λ) than that one in (5.14).
In order to improve the estimate (5.23), we notice that since Φ˜(z) becomes the identity
matrix as µ → 0, the Wiener-Hopf factorization of Φ˜(z) exists for all µ from the small
complex neighbourhood
M0 ≡ {µ ∈ C : |µ| < ǫ0 ≤ 1
R
}
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of the point µ = 0. In particular, this implies that the Wiener-Hopf factors, U˜±(z) and
V˜±(z), admit an analytic continuation to the discM0 and that the validity of the formulae
(5.19) and (5.20) can be extended to the set
M0 ∪M.
Moreover, from equation (5.19) it follows that r˜L(µ) is analytic in the disc M0 and that
r˜L(0) = 0. In order to see that the latter equality is true, one has to take into account that
U˜±(z) = V˜±(z) = I for all z and µ = 0 and the evenness of D˜L(µ) as a function of µ. Now,
define
rˆL(µ) =
r˜L(µ)
µ
.
The function rˆL(µ) is analytic in the disc M0 and satisfies the estimate (5.20) uniformly
for µ ∈ Cǫ′ ≡ {|µ| = ǫ′} and for any 0 < ǫ′ < ǫ0. With the help of the Cauchy formula,
rˆL(µ) =
1
2πi
∮
|µ′|=ǫ0/2
rˆL(µ
′)
µ′ − µdµ
′,
we conclude that
|rˆL(µ)| < CρL, |µ| ≤ ǫ0/3, L > 1
or
|r˜L(µ)| < C|µ|ρL, |µ| ≤ ǫ0/3, L > 1.
The last inequality combined with (5.20) allows to replace it by the estimate
|r˜L(µ)| < C|µ|ρL, µ ∈M, L > 1,
which, in turn, transforms estimate (5.23) into the estimate
|rL(λ)| ≤ C2|λ|3ρ
−L, λ ∈ Ωǫ ∩ {|λ| ≥ R}, L ≥ 1, (5.24)
and hence yields the correction term as announced in (5.14). This completes the proof of
the theorem.
6 The Wiener-Hopf factorization of Φ(z)
In this section we will compute the Wiener-Hopf factorization of Φ(z). We will express the
solution in terms of theta functions on a hyperelliptic curve L.
From the equality
(1− λ2)σ3Φ−1(z)σ3 = Φ(z), σ3 =
(
1 0
0 −1
)
,
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we can express V in terms of U as follows:
V−(z) = σ3U
−1
− σ3
V+(z) = σ3U
−1
+ (z)σ3(1− λ2), λ 6= ±1. (6.1)
Therefore, we only need to compute U(z). To do so, first note that Φ(z) can be diagonalized
by the matrix
Q(z) =
(
g(z) −g(z)
i i
)
. (6.2)
Indeed, it is straightforward to see that
Φ(z) = Q(z)ΛQ−1(z),
Λ = i
(
λ+ 1 0
0 λ− 1
)
.
The function Q(z) has the following jump discontinuities on the z-plane:
Q+(z) = Q−(z)σ1, z ∈ Σi,
σ1 =
(
0 1
1 0
)
,
where the branch cuts Σi are defined in (2.4), (2.5) and (2.6) and Q±(z) are the boundary
values of Q(z) to the left/right of Σi. It also has square-root singularities at each branch
point with the following behavior:
Q(z) = Q±i(z)
(
(z − z±1i )±
1
2 0
0 1
)(
1 −1
1 1
)
, z → z±i ,
where Q±i(z) are functions that are holomorphic and invertible at z
±
i .
Let us define
S(z) = U−(z)Q(z)Λ
−1, |z| ≥ 1,
S(z) = U+(z)
−1Q(z), |z| ≤ 1. (6.3)
By direct computation we see S(z) is the unique solution of the following Riemann-Hilbert
problem:
S+(z) = S−(z)σ1, z ∈ Σi, i = 1, . . . , n
S+(z) = S−(z)Λσ1Λ
−1, z ∈ Σi, i = n+ 1, . . . , 2n (6.4)
lim
z→∞
S(z) = Q(∞)Λ−1,
where, as before, S±(z) denotes the boundary values of S(z) to the left/right of the branch
cuts. The matrix function S(z) is holomorphic and invertible everywhere, except on the
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cuts Σj , where it has the jump discontinuities given in (6.4), and in proximity of the branch
points, where it behaves like
S(z) = S±i(z)
(
(z − z±1i )±
1
2 0
0 1
)(
1 −1
1 1
)
, z → z±i , |zi| < 1, (6.5)
S(z) = S±i(z)
(
(z − z±1i )±
1
2 0
0 1
)(
1 −1
1 1
)
Λ−1, z → z±i , |zi| > 1.
where S±i(z) are holomorphic and invertible at z
±
i .
The Riemann-Hilbert problem (6.4) can be solved in terms of the multi-dimensional
theta functions (2.10). However, before we compute explicitly S(z), we need to introduce
further notions and properties of θ.
Throughout the rest of this section we shall use the definitions (2.8) of the hyperelliptic
curve L and (2.10) of the theta function associated to L. Furthermore, recall that the
choice of the canonical basis for the cycles is described in figure 2 and that the normalized
1-forms dual to this basis are defined in equation (2.9). Let us introduce some basic
properties of the theta functions. The proofs of such properties can be found in many
standard textbooks in Riemann surfaces like, for example, [6].
Proposition 2. The theta function is quasi-periodic with the following properties:
θ(−→s +−→M) = θ(−→s ), (6.6)
θ(−→s +Π−→M) = exp
[
2πi
(
−
〈−→
M,−→s
〉
−
〈−→
M,
Π
2
−→
M
〉)]
θ(−→s ), (6.7)
where 〈·, ·〉 denotes the usual inner product in Cg.
A divisor D of degree m on a hyperelliptic curve L is a formal sum of m points on L,
i.e.
D :=
m∑
i=1
di, di ∈ L.
Let us introduce the Abel map ω : L −→ Cg by setting
ω(p) :=
(∫ p
p0
dω1, . . . ,
∫ p
p0
dωg
)
,
where p0 is a chosen base point on L and ωi are the normalized 1-forms given in (2.9). In
what follows we shall set p0 = z1 = λ1. The composition of the theta function with the
Abel map has g zeros on Σ. The following lemma tells us where the zeros are.
Lemma 1. Let D =
∑g
i=1 di be a divisor of degree g on L, then the multivalued function
θ(ω(p)− ω(D)−K)
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has precisely g zeros located at the points di, i = 1, . . . , g. The vector K = (K1, . . . , Kg) is
the Riemann constant
Kj =
2πi+Πjj
2
− 1
2πi
∑
l 6=j
∫
al
(dωl(p)
∫ p
z1
dωj).
The hyperelliptic curve L can be thought of as a branched cover of the Riemann sphere
C ∪ {∞}. Indeed, a point p ∈ L can be identified by two complex variables, p = (z, w),
where w and z are related by equation (2.8). We shall denote by C1 the the Riemann
sheet where g(∞) > 0 on the real axis, and by C2 the other Riemann sheet in L. Thus, a
function f on L can be thought of as a function in two complex variables:
f(p) = f(z, w).
Consider the map
T : C/ ∪2ni=1 Σi −→ L
T (z) = (z, w),
where the branch of w is chosen such that (z, w) is on C1. A function f on L then defines
the function f ◦ T on C/ ∪2ni=1 Σi by
f ◦ T (z) = f(z, w).
For the sake of simplicity, and when there is no ambiguity, we shall write f(z) instead of
f ◦ T (z) and f(p) instead of f(z, w).
Abelian integrals on L can be represented as integrals on the Riemann sheet with jump
discontinuities. To do so, let us first define a Jordan arc Σ as in figure 4. Let f(z, w) be a
function on L and f(z) = f ◦ T (z). Then an Abelian integral on L,
I(p) =
∫ p
λ1
f(p′)dp′,
defines the following integral on C:
I(z) =
∫ z
λ1
f ◦ T (z′)dz′,
where the path of the integration does not intersect Σ/{λ1}. Such integral will in general
have jump discontinuities along Σ, and its value on the left hand side of Σ will be denoted
by I(z)+, while its value on the right hand side of Σ will be denoted by I(z)−.
Let ρ be the hyperelliptic involution that interchanges the two sheets of L, i.e.
ρ(z, w) = (z,−w).
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The action of ρ on f(z) is given by
ρ(f)(z) = f(z,−w) (6.8)
i.e it is the function evaluated on C2. Similarly, the action of ρ on an integral I(z) is
defined by
ρ(I)(z) =
∫ z
λ1
ρ(f)(z′)dz′ (6.9)
........
Σ1
Σ˜g
λ4n
λ2λ1
Σ
λ4n−1
Figure 4: The Jordan arc Σ connects all the branch points and extends to infinity on the
left hand side of λ1 and on the right hand side of λ4n. All branch cuts belong to Σ and are
denoted by Σi, while the intervals between the branch cuts are denoted by Σ˜i.
From proposition 2 we see that the composition of the Abel map ω with θ has the
following jump discontinuities when considered as a function on C:
Lemma 2. Let z be a point on C, and let Σ be a Jordan arc joining all the branch cuts as
in figure 4, then the quotient of theta functions has the following jump discontinuities on
Σ (
θ(ω(z) + A)
θ(ω(z) +B)
)
+
=
(
θ(ω(z) + A)
θ(ω(z) +B)
)
−
, z ∈ Σ˜j(
θ(ω(z) + A)
θ(ω(z) +B)
)
+
=
(
θ(−ω(z) + A)
θ(−ω(z) +B)
)
−
e−2πi(Aj−1−Bj−1), z ∈ Σj
where A and B are arbitrary 2n− 1 vectors and A0 = B0 = 0.
Proof. The holomorphic differentials dωj are given by
dωi =
Pi(z)
w(z)
dz,
for some polynomial Pi(z) of degree less than 2n − 1 in z. This means that, under the
action of ρ, dωi becomes −dωi. In particular, we have
ρ(ω)(z) = −ω(z) (6.10)
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where the action of ρ on ω is given by (6.8) and (6.9).
We first consider the jumps across the gaps Σ˜j . Take two distinct paths from λ1 to a
point z ∈ Σ˜j . Assume also that both curves do not intersect Σ and that one extends to
the left of Σ, while the other to its right. The union of these paths lifts to a loop γ˜ on L.
Moreover, γ˜ is a linear combinations of a-cycles, i.e.
γ˜ =
g∑
i=1
Niai,
where the Ni’s are non-negative integers.
Therefore, we have(
θ(ω(z) + ℵ+ A)
θ(ω(z) + ℵ+B)
)
+
=
(
θ(ω(z) + A)
θ(ω(z) +B)
)
+
=
(
θ(ω(z) + A)
θ(ω(z) +B)
)
−
, z ∈ Σ˜j
ℵ =
g∑
i=1
NiEi
where Ei is the column vector with 1 in the i
th entry and zero elsewhere.
Now consider the jumps on the branch cuts Σj . Let z ∈ Σj , then take a loop γ on L
consisting of two distinct curves joining λ1 to z, , both non-intersecting Σ; one on the left
of the cut in C1, the other on the right of the cut in C2. This closed loop γ is homologic
to the b-cycle bj . Therefore,(
θ(ω(z) + ℑ+ A)
θ(ω(z) + ℑ+B)
)
−
=
(
θ(ω(z) + A)
θ(ω(z) +B)
)
−
e−2πi(Aj−1−Bj−1)
=
(
θ(−ω(z) + A)
θ(−ω(z) +B)
)
+
, z ∈ Σj
ℑk = Πki.
This proves the lemma.
We can now solve the Riemann-Hilbert problem (6.4), (6.5). Let us define
τ
2
:= −
2n∑
i=2
ω(z−1i )−K, (6.11)
∆(z) :=
∫ z
+∞
d∆,
where d∆ is the normalized differential of third type with simple poles at∞± and residues
±1
2
respectively. In addition, we write
κ :=
(
1
2πi
∫
b1
d∆, . . . ,
1
2πi
∫
bg
d∆
)
.
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Proposition 3. Let ∞± be the points on L that projects to ∞ on C1. The unique solution
of the Riemann-Hilbert problem (6.4), (6.5) is given by
S(z) = Q(∞)Λ−1Θ−1(∞)Θ(z), (6.12)
where entries of Θ(z) are given by
Θ11(z) =
√
z − λ1e−∆(z)
θ
(
ω(z) + β(λ)−→e − κ+ τ
2
)
θ
(
ω(z) + τ
2
) ,
Θ12(z) = −
√
z − λ1e∆(z)
θ
(
ω(z)− β(λ)−→e + κ− τ
2
)
θ
(
ω(z)− τ
2
) ,
Θ21(z) = −
√
z − λ1e∆(z)
θ
(
ω(z) + β(λ)−→e + κ− τ
2
)
θ
(
ω(z)− τ
2
) , (6.13)
Θ22(z) =
√
z − λ1e−∆(z)
θ
(
ω(z)− β(λ)−→e − κ + τ
2
)
θ
(
ω(z) + τ
2
) ,
where and −→e is a 2n− 1 dimensional vector whose last n entries are 1 and the first n− 1
entries are 0. The branch cut of
√
z − λ1 is defined to be Σ/Σ˜0.
Proof. By using lemma 2, we see that Θ(z) has the following jump discontinuities
(Θ11(z))+ = (Θ12(z))− , z ∈ Σi, i = 1, . . . , n
(Θ12(z))+ = (Θ11(z))− , z ∈ Σi, i = 1, . . . , n
(Θ21(z))+ = (Θ22(z))− , z ∈ Σi, i = 1, . . . , n
(Θ22(z))+ = (Θ21(z))− , z ∈ Σi, i = 1, . . . , n
(Θ11(z))+ =
λ− 1
λ+ 1
(Θ12(z))− , z ∈ Σi, i = n + 1, . . . , 2n
(Θ12(z))+ =
λ+ 1
λ− 1 (Θ11(z))− , z ∈ Σi, i = n + 1, . . . , 2n
(Θ21(z))+ =
λ− 1
λ+ 1
(Θ22(z))− , z ∈ Σi, i = n + 1, . . . , 2n
(Θ22(z))+ =
λ+ 1
λ− 1 (Θ21(z))− , z ∈ Σi, i = n + 1, . . . , 2n
This means that Θ(z) has the same jump discontinuities as in (6.4).
To see that Θ(z) has the singularity structure given by (6.5), note that the function
U˜+ = Q(z)Θ
−1(z), |z| < 1
U˜− = Θ(z)ΛQ
−1(z), |z| > 1
has no jump discontinuities across the branch cuts Σj . It can at only have singularities
of order less than or equal to 1
2
at the points z±1j . This means that, if it was singular
Entanglement entropy in quantum spin chains 29
at z±1j , then it would have jump discontinuities across Σj due to the branch point type
singularities. Therefore it is holomorphic at the points z±1j . Hence, the function Θ(z) must
have the singularity structure of the form (6.5).
To show that S(z) has the correct asymptotic behavior at z = ∞, we only need to
prove that Θ(z) is invertible at z =∞. The asymptotic behavior of Θ(z) is given by
Θ11(∞) = θ
(
ω(∞)− κ+ β(λ)−→e + τ
2
)
e−∆0
Θ22(∞) = θ
(
ω(∞)− κ− β(λ)−→e + τ
2
)
e−∆0
Θ12(∞) = Θ21(∞) = 0
where ∆0 = limz→∞∆(z)− 12 log(z − λ1).
We will now show that ω(∞) = κ. Let η be a third type differential with simple poles
at the points xi ∈ L and η˜ be a holomorphic differential. Let Πi and Π˜i be their periods∫
ai
η = Πi,
∫
bi
η = Πi+g∫
ai
η˜ = Π˜i,
∫
bi
η˜ = Π˜i+g
Now, by the Riemann bilinear relation [16] we have
g∑
i=1
ΠiΠ˜i+g − Πg+iΠ˜i = 2πi
∑
xi
Resxi(η)
∫ xi
p0
η˜,
where p0 is an arbitrary point on L. By substituting η = d∆ and η˜ = dωj for j = 1, . . . , g,
we see that
κj =
1
2
(
ωj(∞+)− ωj(∞−)
)
= ωj(∞),
where the last equality follows from (6.10). Therefore, we obtain
Θ11(∞) = θ
(
β(λ)−→e + τ
2
)
e−∆0
Θ22(∞) = θ
(
−β(λ)−→e + τ
2
)
e−∆0 (6.14)
Θ12(∞) = Θ21(∞) = 0
Therefore Θ(z) is invertible at ∞ as long as
θ
(
β(λ)−→e + τ
2
)
θ
(
−β(λ)−→e + τ
2
)
6= 0. (6.15)
Thus, S(z) is the unique solution of the Riemann-Hilbert problem (6.4).
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Remark 4. In appendix F, we will show that the Wiener-Hopf factorization is solvable for
β(λ) ∈ iR, i.e. the Riemann-Hilbert problem (6.4) is solvable for these β(λ). This in turn
implies that (6.15) is true for all β(λ) ∈ iR. Define (cf. (5.6))
Ωǫ = {λ ∈ R : |λ| ≥ 1 + ǫ}.
The function λ → β(λ) maps Ωǫ onto the bounded subset N ≡ {α ∈ iR : 0 < |α| ≤
1
2π
log(2ǫ−1 + 1). By continuity, the inequality (6.15) is valid for all α from the closure
of N . This fact, together with the explicit formulae (6.12), (6.3) and (6.1) implies the
uniform estimates which have been stated in (5.7) and used in the proof of theorem 5.
7 The asymptotics of d logDL(λ)/dλ and DL(λ)
We are now ready to compute the derivative of the determinant DL(λ). First we notice
that in virtue of (6.1), equation (5.8) can be re-written as
d
dλ
logDL(λ) = − 2λ
1− λ2L
+
1
2π
∫
|z|=1
tr
[
U ′+(z)U
−1
+ (z)
(
Φ−1(z)− σ3Φ−1(z)σ3
)]
dz
+rL(λ). (7.1)
Define
Ψ(z) := Φ−1(z)− σ3Φ−1(z)σ3 = 2
1− λ2
(
0 −g(z)
g−1(z) 0
)
.
From equations (6.3) and (6.12) we have
U−1+ (z) = AΘ(z)Q
−1(z), U ′+(z) = Q
′(z)Θ−1(z)A−1 +Q(z)(Θ−1)′(z)A−1,
where we denote A = Q(∞)Λ−1Θ−1(∞). Furthermore, from equation (6.2) we obtain
Q−1(z) =
1
2
(
g−1(z) −i
−g−1(z) −i
)
.
Therefore, formula (7.1) transforms into the relation
d
dλ
logDL(λ) = − 2λ
1− λ2L
+
i
π(1− λ2)
∫
Ξ
tr
[
Θ−1
d
dz
Θ(z)σ3
]
dz
+rL(λ). (7.2)
We will now prove the following:
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Theorem 6. Let s(λ) be given by
s(λ) =
i
π(1− λ2)
∫
|z|=1
α(z)dz, (7.3)
α(z) = tr
[
Θ−1
d
dz
Θ(z)σ3
]
where the entries of the 2× 2 matrix Θ(z) are given by (6.13).
Then s(λ) can be written as
s(λ) = − i
π(1− λ2)
d
dβ
log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
Proof. To begin with, we would like to treat α(z)dz as a 1-form on the hyperelliptic curve
L. We will show that it is, in fact, the holomorphic 1-form
α(z)dz =
2n−1∑
i=1
∂i log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
dωi
where dωi are the normalized holomorphic differentials on L and ∂i is the partial derivative
with respect to the ith argument.
Suppose this is true, then by deforming the contour of the integral (7.3), we see that it
can be written as
s(λ)
π(1− λ2)
i
= −
2n−1∑
k=n
∫
ak
α(z)dz
= −
2n−1∑
k=n
∫
ak
2n−1∑
j=1
∂j log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
dωj
= −
2n−1∑
k=n
∂j log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
= − d
dβ
log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
To see that α(z)dz is given by the corresponding 1-form, let us first compute α(z)dz. We
have
α(z)dz = (detΘ(z))−1
(
Θ22(z)Θ
′
11(z)−Θ11(z)Θ′22(z)
−Θ12(z)Θ′21(z) + Θ21(z)Θ′12(z)
)
dz, (7.4)
where the prime denotes the derivative with respect to z.
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We can simplify equation (7.4) by observing that
Θ11(z) = h1(z)θ
(
ω(z) + β(λ)−→e − κ + τ
2
)
Θ22(z) = h1(z)θ
(
ω(z)− β(λ)−→e − κ+ τ
2
)
Θ12(z) = h2(z)θ
(
ω(z)− β(λ)−→e + κ− τ
2
)
Θ21(z) = h2(z)θ
(
ω(z) + β(λ)−→e + κ− τ
2
)
h1(z) =
√
z − λ1 e
−∆(z)
θ
(
ω(z) + τ
2
)
h2(z) = −
√
z − λ1 e
∆(z)
θ
(
ω(z)− τ
2
) .
Therefore, we have
Θ22(z)Θ
′
11(z)−Θ11(z)Θ′22(z) = (h1(z))2 (θ2θ′1 − θ1θ′2)
Θ12(z)Θ
′
21(z)−Θ21(z)Θ′12(z) = (h2(z))2 (θ3θ′4 − θ4θ′3) ,
where the θi’s are given by
θ1 = θ
(
ω(z) + β(λ)−→e − κ + τ
2
)
θ2 = θ
(
ω(z)− β(λ)−→e − κ+ τ
2
)
θ3 = θ
(
ω(z)− β(λ)−→e + κ− τ
2
)
θ4 = θ
(
ω(z) + β(λ)−→e + κ− τ
2
)
.
Now, the θ′i’s are just
θ′idz =
2n−1∑
k=1
(∂kθi) dωk.
By substituting the right hand side of this equation into (7.4) we obtain
α(z)dz = detΘ(z)−1
2n−1∑
k=1
dωk
(
(h1(z))
2G1k(z)− (h2(z))2G2k(z)
)
G1k(z) = θ2∂kθ1 − θ1∂kθ2
G2k(z) = θ3∂kθ4 − θ4∂kθ3.
We would like to show that the expression
detΘ(z)−1
(
(h1(z))
2G1k(z)− (h2(z))2G2k(z)
)
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is a constant. First note that, by considering the jump and singularity structure of det Θ(z),
we have
detΘ(z) = g(z) detΘ(∞)g(∞)−1,
where g(z) is given by (2.3).
Since the Θij(z)’s have square root singularities at the n points z = z
−1
j , the functions
(h1(z))
2G1k(z)− (h2(z))2G2k(z)
can have at most simple poles at the points (zj)
±1, j = 1, . . . , 2n. Near each of these points,
they behave like
(h1(z))
2G1k(z)− (h2(z))2G2k(z) = Aj0 + Aj1(z − zj)
1
2 +O(z − zj), z → zj
(h1(z))
2G1k(z)− (h2(z))2G2k(z) = Bj0(z − z−1j )−1 +Bj1(z − z−1j )−
1
2 +O(1), z → z−1j
Since ρ(∆)(z) = −∆(z), ρ(ω)(z) = −ω(z) and ρ(z − λ1) = z − λ1, we have
ρ(h21)(z) = h
2
2(z), ρ(θ1)(z) = θ3(z), ρ(θ2)(z) = θ4(z)
and
(h1(z))
2G1k(z)− (h2(z))2G2k(z) = (h1(z))2G1k(z)− ρ((h1)2G1k)(z). (7.5)
Since the action of ρ on a Laurent series near a branch point λj is given by
ρ
(
∞∑
k=−∞
Xk(z − λj) k2
)
=
∞∑
k=−∞
Xk(−(z − λj)) k2 ,
by (7.5) we obtain Aj0 = B
j
0 = 0 for all j. Hence, the function
detΘ(z)−1
(
(h1(z))
2G1k(z)− (h2(z))2G2k(z)
)
(7.6)
does not have any pole on L. To see that it does not have jumps too, let us consider
(h1(z))
2G1k(z) = (h1(z))
2 (θ2∂kθ1 − θ1∂kθ2) .
The periodicity of the term inside the brackets is given by proposition 2:
θ1∂kθ2(z + aj) = θ1∂kθ2
θ1∂kθ2(z + bj) = θ1∂kθ2e
−2πi(2ωj (z)−2κj+τj+Πjj)
− θ1θ2(2πiδjk)e−2πi(2ωj(z)−2κj+τj+Πjj)
θ2∂kθ1(z + aj) = θ1∂kθ2
θ2∂kθ1(z + bj) = θ2∂kθ1e
−2πi(2ωj (z)−2κj+τj+Πjj)
− θ2θ1(2πiδjk)e−2πi(2ωj(z)−2κj+τj+Πjj),
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where ωj(z) =
∫ z
λ1
dωj is the j
th component of the vector ω(z). Hence the multiplicative
factor picked up by G1k(z) after going around a b-cycle cancels exactly with the factor
picked up by (h1(z))
2. It follows that the function (7.6) does not have jumps on L too.
Hence, they are holomorphic functions on L without any pole and must be constants.
These constants can be computed by taking z = ∞. In other words, they are given by
(6.14). We therefore have
detΘ(z)−1
(
(h1(z))
2G1k(z)− (h2(z))2G2k(z)
)
= ∂k log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
This proves the theorem.
Theorem 6, in its turn, yields our main asymptotic result.
Theorem 7. Let Ωǫ be the domain of solvability (5.6). Then the logarithmic derivative
of Toeplitz determinant DL(λ) admits the following asymptotic representation, which is
uniform in λ ∈ Ωǫ.
d
dλ
logDL(λ) = − 2λ
1 − λ2L+
d
dλ
log
[
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)]
+O
(
ρ−L
λ2
)
, L→∞. (7.7)
Here ρ is any real number satisfying the inequality
1 < ρ < min{|λj| : |λj | > 1}.
The uniformity of the estimate (7.7) with respect to λ ∈ Ωǫ allows its integration over
Ωǫ, which yields the equation
log
(
DL(λ)(1− λ2)−L
)− lim
s→∞
log
(
DL(s)(1− s2)−L
)
= log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
)
+r(L),
where r(L) = O
(
ρ−L
)
as L→∞. Taking into account (4.11), the second term in the left
hand side is zero. This proves Proposition 1.
8 The limiting entropy
Observe that equation (4.10) can also be rewritten as
SL(ρA) = lim
ǫ→0+
1
4πi
∮
Γ(ǫ)
e(1 + ǫ, λ)
d
dλ
log
(
DL(λ)(λ
2 − 1)−L) dλ. (8.1)
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The right hand side of this equation follows from
lim
ǫ→0+
∮
Γ(ǫ)
e(1 + ǫ, λ)
d
dλ
log(λ2 − 1)−Ldλ = L lim
ǫ→0+
∮
Γ(ǫ)
e(1 + ǫ, λ)
2λ
1− λ2dλ
= 2πiL lim
ǫ→0+
[
resλ=1
(
e(1 + ǫ, λ)
2λ
1− λ2
)
+ resλ=−1
(
e(1 + ǫ, λ)
2λ
1− λ2
)]
= 2πiL lim
ǫ→0+
(
(2 + ǫ) log
2 + ǫ
2
+ ǫ log
ǫ
2
)
= 0.
We identify the limiting entropy S(ρA) as the following double limit (cf.[13]),
S(ρA) = lim
ǫ→0+
[
lim
L→∞
1
4πi
∮
Γ(ǫ)
e(1 + ǫ, λ)
d
dλ
log
(
DL(λ)(λ
2 − 1)−L)] dλ. (8.2)
We now want to apply theorem 7 and evaluate the large L limit in the right hand side of
this equation. To this end we need first to replace the integration along the contour Γ(ǫ)
by the integration along a subset of the set Ωǫ where we can use the uniform asymptotic
formula (7.7).
Let us define
δ(λ) :=
d
dλ
log
(
DL(λ)(λ
2 − 1)−L) .
The function δ(λ) satisfies the following properties.
1. δ(λ) is analytic outside of the interval [−1, 1].
2. δ(−λ) = −δ(λ).
3. δ(λ) = O (λ−3) , λ→∞.
4. δ(λ) = O (log |1− λ2|) , λ→ ±1.
Consider the identity∮
Γ(ǫ)
e(1 + ǫ, λ)
d
dλ
log
(
DL(λ)(λ
2 − 1)−L) dλ ≡ ∮
Γ(ǫ)
e(1 + ǫ, λ)δ(λ)dλ.
Property 1 allows us to replace the contour of integration Γ(ǫ) by the large contour Γ′ as
depicted in figure 1, so that∮
Γ(ǫ)
e(1 + ǫ, λ)δ(λ)dλ =
∮
Γ′
e(1 + ǫ, λ)δ(λ)dλ.
Simultaneously, property 3 allows to push R→∞ in the right hand side of the last formula
and hence re-write it as the relation,∮
Γ(ǫ)
e(1+ǫ, λ)δ(λ)dλ =
∫ −1−ǫ
−∞
δ(λ)
[
−1 + ǫ+ λ
2
(
log+
(
1 + ǫ+ λ
2
)
− log−
(
1 + ǫ+ λ
2
))]
dλ
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+
∫ ∞
1+ǫ
δ(λ)
[
−1 + ǫ− λ
2
(
log+
(
1 + ǫ− λ
2
)
− log−
(
1 + ǫ− λ
2
))]
dλ. (8.3)
Here log+
(
1+ǫ±λ
2
)
and log−
(
1+ǫ±λ
2
)
denote, respectively, the upper and lower boundary
values of the functions log
(
1+ǫ±λ
2
)
on the real axis. We note that
log+
(
1 + ǫ+ λ
2
)
− log−
(
1 + ǫ+ λ
2
)
= 2πi, for all λ < −1− ǫ,
and
log+
(
1 + ǫ− λ
2
)
− log−
(
1 + ǫ− λ
2
)
= −2πi, for all λ > 1 + ǫ.
Therefore, equation (8.3) becomes∮
Γ(ǫ)
e(1 + ǫ, λ)δ(λ)dλ = −πi
∫ −1−ǫ
−∞
(1 + ǫ+ λ)δ(λ)dλ+ πi
∫ ∞
1+ǫ
(1 + ǫ− λ)δ(λ)dλ
= 2πi
∫ ∞
1+ǫ
(1 + ǫ− λ)δ(λ)dλ, (8.4)
where we have also taken into account the oddness of the function δ(λ), i.e. property 2.
Recalling the definition of the function δ(λ), we arrive at∮
Γ(ǫ)
e(1+ǫ, λ)
d
dλ
log
(
DL(λ)(λ
2 − 1)−L) dλ = 2πi ∫ ∞
1+ǫ
(1+ǫ−λ) d
dλ
log
(
DL(λ)(λ
2 − 1)−L) dλ.
(8.5)
The estimate (7.7) can be used in the right hand side of formula (8.5). This enables us
to perform an explicit evaluation of the large L limit in (8.2) so that the formula for the
entropy S(ρA) becomes
S(ρA) =
1
2
lim
ǫ→0+
[∫ ∞
1+ǫ
(1 + ǫ− λ) d
dλ
log
(
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
))
dλ
]
=
1
2
lim
ǫ→0+
∫ ∞
1+ǫ
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) dλ. (8.6)
To complete the evaluation of the entropy, we need to prove the existence of this limit.
9 Integrability at ±1. The final formula for the en-
tropy
We will now proof the integrability of the function
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
)
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at ±1.
First let us denote the real and imaginary parts of the period matrix Π by ReΠ and
ImΠ. Since the ImΠ is non-singular, there exist a real vector −→v such that
−→e = ImΠ−→v
We now can write
i−→e = (Π− ReΠ)−→v .
Let Q be a large real number, and let −→m be an integer vector such that
Q−→v = −→m +−→q , (9.1)
where the entries of −→q are between 0 and 1.
In particular, we have
−→m = Q (ImΠ)−1−→e −−→q .
Then, from the periodicity of the theta function (6.6), we see that
θ (iQ−→e +−→c 0) = θ
(
(−→m +−→q )T (Π− ReΠ) +−→c 0
)
= exp
(
Q2π
[
i
〈−→e , (ImΠ)−1ReΠ (ImΠ)−1−→e 〉
+
〈−→e , (ImΠ)−1−→e 〉 ]
−2iπQ [〈−→e , (ImΠ)−1ReΠ−→q 〉+ 〈−→e , (ImΠ)−1−→c 0〉+ 〈2i−→e ,−→q 〉]
+iπ [〈−→q ,Π−→q 〉+ 2 〈−→q ,−→c 0〉]
)
×θ (−(−→m +−→q )TReΠ +−→c 0 +−→q TΠ) (9.2)
for some bounded constant −→c 0.
Note that there exists an integer vector
−→
l and real vector −→r with entries between 0
and 1 such that
(−→m +−→q )TReΠ = −→l +−→r .
Therefore, we have
θ
(−(−→m +−→q )TReΠ +−→c 0 +−→q TΠ) = θ (−−→r +−→c 0 +−→q TΠ) .
If log θ (iQ−→e +−→c 0) is non-zero for all Q, then from (9.2) we see that
log θ (iQ−→e +−→c 0) = Q2π
[
i
〈−→e , (ImΠ)−1ReΠ (ImΠ)−1−→e 〉
+
〈−→e , (ImΠ)−1−→e 〉+ 2iN(Q, c0)
Q2
+O(Q−1)
]
, Q→∞,
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where N(Q, c0) is an integer that depends on the branch of the logarithm. It may depend
on Q and −→c 0. This term arises because in the integral expression of the entropy,
1
2
∫ ∞
1+ǫ
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) dλ, (9.3)
the branch of the logarithm must be chosen so that the integrand is continuous in λ. We
shall determine the asymptotic behavior of N(Q, c0) as Q→∞.
Due to theorem 9, the inequality (6.15) is true when β(λ) ∈ iR. Therefore, we can
apply the above result to compute the asymptotic behavior of the integrand in (9.3):
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) = −2β(λ)2π[ 〈−→e , (ImΠ)−1−→e 〉
+i
〈−→e , (ImΠ)−1ReΠ (ImΠ)−1−→e 〉
−2iN(β(λ),
τ
2
) +N(β(λ),− τ
2
)
β(λ)2
+O(β(λ)−1)
]
(9.4)
Since DL(λ) in (4.11) is real and positive for λ ∈ (1,∞), and that logDL(λ)(λ2− 1)−L has
to be zero at λ =∞ (which is needed to deform the contour to obtain (8.6)), we see that
logDL(λ) has to be real for λ ∈ (1,∞). Therefore, the imaginary part of the leading order
term in (9.4) must be zero. In particular, this means that
〈−→e , (ImΠ)−1ReΠ (ImΠ)−1−→e 〉− 2N(β(λ), τ2 ) +N(β(λ),− τ2 )
β(λ)2
= O(β(λ)−1).
Thus, the asymptotic behavior of the integrand in (9.3) is
log
θ
(
β(λ) + τ
2
)
θ
(
β(λ)− τ
2
)
θ2
(
τ
2
) = −2πβ(λ)2 (〈−→e , (ImΠ)−1−→e 〉+O(β(λ)−1)) , λ→ 1+.(9.5)
The left hand side of this equation is therefore integrable at λ = 1+ and we can take the
limit ǫ→ 0 in (8.6) to obtain our final result for the entropy:
S(ρA) =
1
2
∫ ∞
1
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) dλ. (9.6)
10 Critical behavior as roots of g(z) approaches the
unit circle
The purpose of this section is to prove theorem 2. We shall study the critical behavior of
the entropy of entanglement as some pairs of the roots (2.4) approach the unit circle. As
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we discussed in section 2, in each pair one root lies inside the unit circle, while the other
outside. In this limit the entropy becomes singular. We shall study all the possible cases
of such degeneracy, namely the following three:
1. the limit of two real roots approaching 1;
2. the limit of 2r pairs of complex roots approaching the unit circle;
3. the limit of 2r pairs of complex roots approaching the unit circle together with one
pair of real roots approaching 1.
When pairs of roots in (2.4) approach the unit circle, the period matrix Π in the
definition of the theta function (2.10) becomes degenerate and some of its entries tend
to zero. This will lead to a divergence in the sum (2.10) and hence a divergence in the
entropy. It is very difficult to study such divergence directly from the sum (2.10). In
order to compute such limits, we need to perform modular transformations to the theta
functions. In particular, the following theorem from [7] will be used throughout the whole
section.
Theorem 8. If the canonical bases of cycles (A˜ B˜) and (A B) are related by(
A˜
B˜
)
= Z
(
A
B
)
=
(
Z11 Z12
Z21 Z22
) (
A
B
)
,
where the matrix Z is symplectic i.e.
ZT
(
0 −I2n−1
I2n−1 0
)
Z =
(
0 −I2n−1
I2n−1 0
)
,
Z−1 =
(
ZT22 −ZT12
−ZT21 ZT11
)
,
then we have the following relations between the theta functions with different period ma-
trices:
θ
[ ε
ε′
]
(ξ,Π) = ς exp
[
−πiξ˜T (−ZT12Π˜ + ZT22)−1ZT12ξ˜
]
θ
[
ε˜
ε˜′
]
(ξ˜, Π˜), (10.1)
where
ξ˜ =
(
(−ZT12Π˜ + ZT22)T
)
ξ (10.2)
and ς is a constant. The characteristics of the theta functions are related by
ε = ZT22ε˜+ Z
T
12ε˜
′ − diag (ZT12Z22)
ε′ = ZT21ε˜+ Z
T
11ε˜
′ − diag (ZT11Z21) ,
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where diag(CDT ) is a column vector whose entries are the diagonal elements of CDT . The
new period matrix is given by
Π˜ = (Z22Π+ Z21) (Z12Π + Z11)
−1 (10.3)
and the normalized one forms are related by
dΩ˜ =
(
(−ZT12Π˜ + ZT22)T
)
dΩ (10.4)
dΩ˜T = (dω˜1, . . . , dω˜2n−1)
T , dΩT = (dω1, . . . , dω2n−1)
T ,
which is the same transformation as in (10.2).
Our aim is to find a good choice of basis ( A˜ B˜ ) such that θ(ξ˜, Π˜) remains finite while
some entries of Π˜ tend to infinity as certain pairs of roots λj approach the unit circle. This
would confine the divergence of the entropy within the exponential factor in (10.1), which
can be computed.
10.1 The limit of two real roots approaching 1
In this section the choice of the basis (A˜ B˜) described in theorem 8 is the one shown in
figure 5. In the notation of theorem 8, the new basis (A˜ B˜) and the old one (A B) are
λ2
λ3 ...........
λ1
a˜2
b˜3
a˜1
b˜2
b˜1
Figure 5: The choice of cycles on the hyperelliptic curve L. The arrows denote the orien-
tations of the cycles and branch cuts.
related by (
A˜
B˜
)
= Z
(
A
B
)
Z =
(
Z11 Z12
Z21 Z22
)
=
(
0 −C2
C1 0
)
A˜T = (a˜1, . . . , a˜2n−1)
T , B˜T = (b˜1, . . . , b˜2n−1)
T
AT = (a1, . . . , a2n−1)
T , BT = (b1, . . . , b2n−1)
T
(C1)ij = 1, j ≥ i, (C1)ij = 0, j < i (10.5)
(C2)ii = 1, , (C2)i,i−1 = −1, (C2)ij = 0, j 6= i, i− 1
C1 =
(
C−12
)T
.
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The relation between the two period matrices can be found using (10.3)
Π˜ = −C1Π−1C−12 . (10.6)
To study the behavior of the entropy as the real roots λ2n → λ−12n , we need to know the
behavior of the period matrix Π˜ in this limit. Now, we have
w0 = lim
λ2n→λ
−1
2n
√√√√ 4n∏
i=1
(z − λi) = (z − 1)
√√√√ 4n∏
i 6=2n,2n+1
(z − λi). (10.7)
Furthermore, as λ2n → λ−12n the integration around a˜n tends the residue at z = 1; the
hyperelliptic curve L becomes a singular hyperelliptic curve L0 of genus 2n− 2; the tilded
basis of canonical cycles on this curve reduces to
A˜T0 = (a˜1, . . . , a˜n−1, a˜n+1, . . . , a˜2n−1)
T ,
B˜T0 = (b˜1, . . . , b˜n−1, b˜n+1, . . . , b˜2n−1)
T . (10.8)
The holomorphic 1-forms dω˜j tend to the following limit [1]:
b˜n
a˜n
Figure 6: As λ2n → λ−12n , integration around a˜n becomes a residue integral around z = 1.
d˜ω
0
j =
ϕj(z)
w0
dz,
where ϕj(λ) are degree 2n− 2 polynomials determined by the normalization conditions∫
a˜j
dω˜0k = δkj, j 6= n
2πiResz=1,w=w0(1)dω˜
0
k = δkn.
Therefore, the 1-forms dω˜0k, k 6= n, become the holomorphic 1-forms that are dual to the
basis A˜0 on L0. Furthermore, d˜ω0n becomes a normalized meromorphic 1-form with simple
poles at the points above z = 1 on L0.
As in [1], we see that the entries of the period matrix Π˜ tend to the following limits:
lim
λ2n→λ
−1
2n
Π˜jk = Π˜
0
jk, i, j 6= n, n
Π˜nn = 2
n∑
j=1
∫ λ2j
λ2j−1
dω˜n
=
1
πi
log |λ−12n − λ2n|+O(1), λ2n → λ−12n ,
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where Π˜0ij is finite for i, j 6= n, n.
Let us adopt the notation of theorem 8 and denote the argument of the theta function
in the entropy (9.6) by ξ, that is
ξ = β(λ)−→e ± τ
2
. (10.9)
We will now compute the behavior of the argument ξ˜ in (10.1) with ξ given by (10.9).
We have
Lemma 3. Let ξ be given by (10.9) and ξ˜ be
ξ˜ =
(
(−ZT12Π˜ + ZT22)T
)
ξ,
where Zij are given by (10.5). Then as λ2n → λ−12n we have
ξ˜i = β(λ)Π˜in ± ηi, i = 1, . . . , 2n− 1, (10.10)
where ηi remains finite as λ2n → λ−12n .
Proof. To begin with, we will need to express τ
2
in terms of the Abel map.
Recall that the term τ
2
in (2.12) is given by
τ
2
= −
2n∑
j=2
ω(z−1j )−K,
where K is the Riemann constant. As in [6] (see also appendix D), the Riemann constant
can be expressed as a sum of images of branch points under the Abel map. In particular,
we have
K = −
2n∑
j=2
ω(λ2j−1).
Therefore we have
τ
2
= −
2n∑
j=2
ω(z−1j ) +
2n∑
j=2
ω(λ2j−1)
Now by substituting (10.5) into (10.2) and make use of (10.4) and (10.6), we see that the
argument ξ˜ in θ(ξ˜, Π˜) can be expressed as follows
ξ˜i = β(λ)Π˜in ±
(
2n∑
j=2
ω˜i(z
−1
j )−
2n∑
j=1
ω˜i(λ2j−1)
)
, i = 1, . . . , 2n− 1, (10.11)
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where ω˜ is the Abel map with dω replaced by dω˜ and ω˜i is the i
th component of the map.
We would like to show that the term
2n∑
j=2
ω˜i(z
−1
j )−
2n∑
j=1
ω˜i(λ2j−1)
in (10.11) remains finite as λ2n → λ−12n .
To see this, note that the set of points {z−1j } must contain either one of the points λ2n
or λ−12n , but not both, while {λ2i−1} contains λ−12n only. As λ2n → λ−12n , the terms ω˜n(λ2n)
and ω˜n(λ
−1
2n ) in the sum in equation (10.11) will tend to −∞. However, since they appear
in the sum with opposite signs, these contributions cancel and the quantity
2n∑
j=2
ω˜n(z
−1
j )−
2n∑
j=1
ω˜n(λ2j−1)
remains finite as λ2n → λ−12n .
We can therefore write ξ˜ as
ξ˜i = β(λ)Π˜in ± ηi, i = 1, . . . , 2n− 1
where ηi remains finite as λ2n → λ−12n .
We are now ready to apply theorem 8 to compute the theta function as λ2n → λ−12n .
Lemma 4. In the limit λ2n → λ−12n the theta function θ(ξ,Π) behaves like
θ(ξ,Π) = exp
(
log |λ2n − λ−12n |β2(λ) +O(1)
)
, (10.12)
where ξ is given by (10.9).
Proof. Firstly, let us use (10.1) and (10.6) to express θ(ξ,Π) in terms of θ(ξ˜, Π˜), we have
θ(ξ,Π) = ς exp
[
πiξ˜T Π˜−1ξ˜
]
θ
(
ξ˜, Π˜
)
. (10.13)
Let us now use (10.10) to compute the asymptotic of the exponential term in (10.13). We
obtain
ξ˜T Π˜−1ξ˜ =
∑
i,j
(
Π˜−1
)
ij
ξ˜iξ˜j.
The behavior of the entries in Π˜−1 can be calculated by computing the determinant and
the minors. We have(
Π˜−1
)
ij
= O(1), λ2n → λ−12n , i, j 6= n(
Π˜−1
)
nj
= O
(
log−1 |λ2n − λ−12n |
)
, λ2n → λ−12n , j 6= n(
Π˜−1
)
nn
= πi log−1 |λ2n − λ−12n |+O
(
log−2 |λ2n − λ−12n |
)
, λ2n → λ−12n .
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Therefore, equation (10.14) becomes
πi
∑
i,j
(
Π˜−1
)
ij
ξ˜iξ˜j = log |λ2n − λ−12n |β2(λ) +O(1), λ2n → λ−12n . (10.14)
Next, we will use the definition (2.10) of the theta function to compute its limit as λ2n →
λ−12n . We have,
θ(ξ˜, Π˜) =
∑
−→m∈Z2n−1
exp
[
πi
∑
jk 6=nn
Π˜jkmjmk + 2πi
∑
j 6=n
(
β(λ)Π˜jn ± ηj
)
mj
+2πiΠ˜nn
(
m2n + 2β(λ)mn
)± 2ηnmn
]
. (10.15)
Since
lim
λ2n→λ
−1
2n
Re(2πiΠ˜nn) = −∞
and β(λ) is purely imaginary, we see that in the limit only the terms withmn = 0 contribute
to the sum. Therefore, equation (10.15) reduces to
lim
λ2n→λ
−1
2n
θ(ξ˜, Π˜) = θ
(
ξ˜0, Π˜0
)
(10.16)
ξ˜0 = (ξ˜1, . . . ,
ˆ˜ξn, . . . , ξ˜2n−1)
T ,
where the
ˆ˜
ξn in the above equation means that the n
th entry of the vector is removed. The
period matrix Π˜0 is an (2n− 2)× (2n− 2) matrix obtained by removing the nth row and
nth column of the period matrix Π˜. Thus, the theta function θ
(
ξ˜0, Π˜0
)
remains finite as
λ2n → λ−12n . This fact, together with (10.14), shows that θ(ξ,Π) behaves like
θ(ξ,Π) = ς exp
(
log |λ2n − λ−12n |β2(λ) +O(1)
)
θ
(
ξ˜0, Π˜0
)
, λ2n → λ−12n .
Since θ
(
ξ˜0, Π˜0
)
and ς remain finite as λ2n → λ−12n , the above equation becomes (10.12).
This proves the lemma.
Finally, by substituting (10.12) into (9.6), we have
S(ρA) =
1
2
∫ ∞
1
log
θ
(
β(λ)−→e + τ
2
)
θ
(
β(λ)−→e − τ
2
)
θ2
(
τ
2
) dλ
=
∫ ∞
1
(
log |λ2n − λ−12n |β2(λ) +O(1)
)
dλ
Since ∫ ∞
1
β2(λ)dλ = −1
6
,
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λ2(j+1) λ2n λ2n+1 λ2(2n−j)−1
λ2j+1 λ2n−1 λ2n+2 λ2(2n−j)
. . .
. . .
. . .
. . .
Figure 7: Two pairs of roots, labelled according to the ordering (2.5), approaching the unit
circle in the critical limit. We have λ2(j+1) → λ2(2n−j)−1, λ2n → λ2n+1 and λ2j+1 → λ2(2n−j)
respectively.
we arrive at the following expression for the entropy of entanglement
S(ρA) = −1
6
log |λ2n − λ−12n |+O(1), λ2n → λ−12n .
10.2 The limit of complex roots approaching the unit circle
We will now study the case when 2r pairs of complex roots approach each other towards
the unit circle. Let λ2j+1 be a complex root with n − r ≤ j ≤ n − 1. As we discussed in
section 2, λ2j+1, 1/λ2j+1 and 1/λ2j+1 are roots too. The ordering (2.5) implies (see figure 7)
λ2(j+1) = λ2j+1 λ2(2n−j)−1 = λ2(2n−j)
λ2(2n−j) = 1/λ2(j+1) λ2(2n−j)−1 = 1/λ2j+1. (10.17)
The critical limit occurs as λ2(j+1) → λ2(2n−j)−1. From the relations (10.17) this implies
λ2j+1 → λ2(2n−j). Thus, in what follows we shall mainly discuss the limit λ2(j+1) →
λ2(2n−j)−1.
10.2.1 Case 1: r < n
We now choose the tilded canonical basis of the cycles (A˜ B˜) as in figure 8. Namely, we
have
a˜j = aj, j < n− r, j > n + r − 1
b˜j = bj , j < n− r, j > n+ r − 1
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a˜n−k = bn−k − bn+k−1 +
n+k−2∑
j=n−k+1
aj, , k = 1, . . . , r (10.18)
a˜n+k = bn+k − bn−k−1 +
n+k∑
j=n−k−1
aj, , k = 0, . . . , r − 1
b˜n−k = bn−k −
n+k−2∑
j=n−k
aj −
n−k−1∑
j=n−r
(−1)n−k−j (aj − 2bj) , , k = 1, . . . , r
b˜n+k = bn+k +
n−k−2∑
j=n−r
(−1)n−k−j (aj − 2bj) , k = 0, . . . , r − 1.
b˜n−1
b˜n
b˜n−2
b˜n+1
a˜n−2
a˜n−1
a˜n
a˜n+1
Figure 8: The choice of cycles on the hyperelliptic curve L. The arrows denote the orien-
tations of the cycles and branch cuts.
We will show in appendix E that this is indeed a canonical basis of cycles. We can
partition this basis as follows:
( A˜ ) =

 a˜Ia˜II
a˜III


a˜Ij = a˜j, 1 ≤ k ≤ n− r − 1
a˜IIj = a˜n−r+j−1, 1 ≤ k ≤ 2r
a˜IIIj = a˜j, n+ r ≤ k ≤ 2n− 1.
The relations among the b-cycles and the untilded basis are analogous.
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If we write this relation in matrix form as in theorem 8, then the corresponding trans-
formation matrix is given by(
A˜
B˜
)
= Z
(
A
B
)
=
(
Z11 Z12
Z21 Z22
) (
A
B
)
,
where the blocks Zij can be written as
Zij =

 δijIn−r−1 0 00 Cij 0
0 0 δijIn−r

 ,
where In−r−1 is the identity matrix of dimension n− r − 1 and the Cij ’s are the following
2r × 2r matrices:
(C11)kl =
{
1 k + 1 ≤ l ≤ 2r − k,
0 otherwise,
1 ≤ k ≤ r
(C11)kl =
{
1 k ≤ l ≤ 2r − k + 1,
0 otherwise,
r + 1 ≤ k ≤ 2r
(C12)kl = δkl − δl,2r−k+1 1 ≤ k, l ≤ 2r
(C21)kl =


(−1)k−l+1, 1 ≤ l ≤ k − 1;
−1 k ≤ l ≤ 2r − k,
0 2r − k + 1 ≤ l,
, 1 ≤ k ≤ r
(C21)kl =
{
(−1)k+l 1 ≤ l ≤ 2r − k,
0 otherwise,
r + 1 ≤ k ≤ 2r
(C22)kl = δkl +
{
2(−1)k−l 1 ≤ l ≤ k − 1,
0 otherwise,
1 ≤ k ≤ r
(C22)kl = δkl − 2 (C21)kl , r + 1 ≤ k ≤ 2r
These are matrices of the form
C11 =


0 1 1 . . . . . . 1 1 0
0 0 1 . . . . . . 1 0 0
...
...
...
...
...
...
...
0 0 . . . 1 1 . . . 0 0
0 0 . . . 0 0 . . . 0 0
0 . . . 0 1 1 0 . . . 0
...
...
...
...
. . .
...
...
1 1 1 . . . . . . 1 1 1


C12 = I2r − J2r
Jr =


0 . . . . . . 1
0 . . . 1 0
...
...
...
...
1 0 . . . 0

 (10.19)
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C21 =


−1 −1 −1 . . . . . . −1 −1 −1 −1 0
1 −1 −1 . . . . . . . . . −1 −1 0 0
−1 1 −1 −1 . . . . . . −1 0 0 0
...
. . .
. . .
. . .
...
...
...
...
...
. . . . . . −1 1 −1 0 . . . . . . . . . 0
. . . 1 −1 1 0 . . . . . . . . . 0 0
...
...
...
...
...
...
...
...
...
...
−1 1 0 . . . . . . . . . . . . . . . 0 0
1 0 0 . . . . . . . . . . . . . . . 0 0 0
0 0 0 . . . . . . . . . . . . 0 0 0


C22 =


1 0 0 . . . 0 0 0
−2 1 0 . . . 0 0 0
...
. . .
. . .
. . .
...
...
...
. . . 2 −2 1 . . . 0 0
. . . 2 −2 0 1 . . . 0
...
...
...
...
...
...
...
−2 0 0 . . . 0 1 0
0 0 0 . . . 0 0 1


As in section 10, some holomorphic 1-forms dω˜j will become meromorphic as the roots
approach the unit circle.
In this case, the holomorphic 1-form dω˜j , n−r ≤ k ≤ n+r−1 becomes a meromorphic
1-form with a simple pole at λ2(j+1). All the other holomorphic 1-forms become normalized
holomorphic 1-forms in the resulting surface.
In particular, we have the following:
Lemma 5. The entries of the period matrix Π˜ behave like
lim
λ2(j+1)→λ2(2n−j)−1
Π˜ij = Π˜
0
ij , i 6= j
lim
λ2(j+1)→λ2(2n−j)−1
Π˜jj = Π˜
0
jj, j > n+ r − 1, j < n− r
lim
λ2(j+1)→λ2(2n−j)−1
Π˜jj = γj + Π˜
0
jj, n− r ≤ j ≤ n + r − 1
γj =
1
πi
log
∣∣λ2(j+1) → λ2(2n−j)−1∣∣ , (10.20)
where Π˜0ij are finite.
Let us now consider the behavior of the terms ξ˜ in (10.1).
Lemma 6. Let ξ be given by (10.9) and ξ˜ be
ξ˜ =
(
(−ZT12Π˜ + ZT22)T
)
ξ,
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where Zij are given by (10.19). Then in the limit λ2(j+1) → λ2(2n−j)−1 we have
ξ˜i = η
±
i , i > n + r − 1, i < n− r
ξ˜i = ǫiβ(λ)γi + η
±
i , n− r ≤ i ≤ n + r − 1, (10.21)
ǫi = 1, i < n
ǫi = −1. i ≥ n
where η±i remains finite as λ2(j+1) → λ2(2n−j)−1.
Proof. Let
ZT12Π˜− ZT22 =

 0 0 00 (I2r − J2r)Dr 0
0 0 0

 +W
Dr = diag(γn−r, γn−r+1, . . . , γn−r+1, γn−r), (10.22)
where W is a matrix that remains finite as λ2(j+1) → λ2(2n−j)−1 . Then from (10.2) and
(10.4), we see that ξ˜ is given by
ξ˜i = β(λ)
n−1∑
j=1
Wn+j,i ± τ˜i
2
, i > n+ r − 1, i < n− r
ξ˜i = ǫiβ(λ)γi + β(λ)
n−1∑
j=1
Wn+j,i ± τ˜i
2
, n− r ≤ i ≤ n+ r − 1, (10.23)
where
ǫi = 1, i < n
ǫi = −1, i ≥ n
τ˜i
2
=
2n∑
j=1
ω˜i(z
−1
j )−
2n∑
j=1
ω˜i(λ2j−1).
Let λ2(j+1), λ2(2n−j)−1 and λ2j+1, λ2(2n−j), n − r ≤ j ≤ n − 1 be the pairs of points that
approach each other. From their ordering we have λ2(j+1) = λ
−1
2(2n−j) and λ2j+1 = λ
−1
2(2n−j)−1.
For each fixed j, the point λ2j+1 is a pole of dω˜2n−j−1, while λ2(2n−j)−1 is a pole of dω˜j.
Therefore, the Riemann constant behaves like
2n∑
j=1
ω˜i(λ2j−1) =
1
2
γi +O(1), λ2(j+1) → λ2(2n−j)−1 n− r ≤ i ≤ n+ r − 1.
Moreover, among these 4 points there are exactly two points of the form z−1k for some k.
However, since zk are the roots of a polynomial with real coefficients, if λj = z
−1
k for some
k, then its complex conjugate λj is also of the form z
−1
k′ for some k
′. This means that either
of the following is true:
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1. Both λ2(j+1) and λ2j+1 are of the form z
−1
k ,
2. Both λ2(2n−j) and λ2(2n−j)−1 are of the form z
−1
k ,
Either way, we have
2n∑
j=1
ω˜i(z
−1
j ) =
1
2
γi +O(1), n− r ≤ i ≤ n+ r − 1.
Therefore, we can rewrite (10.23) as
ξ˜i = η
±
i , i > n+ r − 1, i < n− r
ξ˜i = ǫiβ(λ)γi + η
±
i , n− r ≤ i ≤ n+ r − 1,
where η±i remains finite as λ2(j+1) → λ2(2n−j)−1.
We now compute the behavior of the theta function θ(ξ,Π) in this limit.
Lemma 7. In the limit λ2(j+1) → λ2(2n−j)−1, n − r ≤ j ≤ n + r − 1, the theta function
θ(ξ,Π) behaves like
θ(ξ,Π) = exp
(
2πiβ2(λ)
n−1∑
j=n−r
γj +O(1)
)
, (10.24)
where ξ is given by (10.9) and γj by (10.20).
Proof. From (10.1) we see that
θ(ξ,Π) = ς exp
(
πiξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜
)
θ
[ ε
ε′
]
(ξ˜, Π˜), (10.25)
where the characteristics on the right hand side are obtained by solving the linear equations
diag
(
ZT12Z22
)
= ZT22ε+ Z
T
12ε
′
diag
(
ZT11Z21
)
= ZT21ε+ Z
T
11ε
′.
The solution of this system is
εj = 0 mod 2, j = 1, . . . , 2n− 1
ε′j =
{
1 mod 2, n− r ≤ j ≤ n− 1;
0 mod 2, otherwise.
(10.26)
Note that, from (2.11) and the periodicity properties of the theta function proposition 2,
characteristics that differ by an even integer vector give the same theta function. That is
θ
[ ε
ε′
]
(ξ,Π) = θ
[
ε+ 2
−→
N
ε′ + 2
−→
M
]
(ξ,Π),
−→
N ,
−→
M ∈ Z2n−1
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We will now compute the exponential term of (10.25). By performing rows and columns
operations on ZT12Π˜− ZT22, we can transform its determinant into the form
det
(
ZT12Π˜− ZT22
)
= det



 0n−r−1 0 00 SDr 0
0 0 0n−r

 +W ′


Sij =
{
0, 1 ≤ i ≤ r,
δij , r + 1 ≤ i ≤ 2r,
for some matrix W ′ that remains finite as λ2(j+1) → λ2(2n−1)−1.
This means that the leading order term of the determinant is of the order of
∏n−1
k=n−r γk.
That is
det
(
ZT12Π˜− ZT22
)
= Dr +O(γr−1i ), λ2(j+1) → λ2(2n−j)−1,
Dr = W ′
n−1∏
k=n−r
γk,
where the notation O(γr−1i ) means
O(γr−1i ) = O
(∏
i
γαii
)
,
∑
i
αi ≤ r − 1, (10.27)
Furthermore, W ′ is the determinant of the (2n − r − 1) × (2n − r − 1) matrix formed by
removing the (n− r)th up to the (n− 1)th rows and columns in W ′.
Similarly, we see that the minors of ZT12Π˜− ZT22 cannot contain more than r factors of
γ. In particular, this means that the inverse matrix
(
ZT12Π˜− ZT22
)−1
is finite as λ2(j+1) →
λ2(2n−j)−1.
Therefore the inverse matrix
(
ZT12Π˜− ZT22
)−1
behaves like
(
ZT12Π˜− ZT22
)−1
= X0 +X−1 +O(γ−2i ), λ2(j+1) → λ2(2n−j)−1, (10.28)
where X−1 is a term of order −1 in γi and X0 is a finite matrix.
From (10.28) and (10.22), we see that the leading order term of(
ZT12Π˜− ZT22
)−1 (
ZT12Π˜− ZT22
)
= I2n−1 (10.29)
gives the following
X0

 0 0 00 (I2r − J2r)Dr 0
0 0 0

 = 0,
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while the leading order term of
(
ZT12Π˜− ZT22
)(
ZT12Π˜− ZT22
)−1
= I2n−1
gives 
 0 0 00 (I2r − J2r)Dr 0
0 0 0

X0 = 0.
This implies that
X0i,j = X
0
i,2n−j−1, 1 ≤ i ≤ 2n− 1, n− r ≤ j ≤ n+ r − 1
X0i,j = X
0
2n−i−1,j , n− r ≤ i ≤ n+ r − 1, 1 ≤ j ≤ 2n− 1. (10.30)
The leading order term of the bilinear product in (10.25) then becomes
ξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ = β
2(λ)ǫTDnX
−1

 0 0 00 (I2r − J2r) 0
0 0 0

 Dnǫ
+O(1), λ2(j+1) → λ2(2n−j)−1,
ǫi = 0, i < n− r, i > n+ r − 1, (10.31)
ǫi = 1, n− r ≤ i < n,
ǫi = −1, n ≤ i < n + r − 1
Dn =

 0n−r−1 0 00 Dr 0
0 0 0n−r

 .
Let us denote P by
P = X−1

 0 0 00 (I2r − J2r) 0
0 0 0

Dn,
Then constant term of (10.29) gives the following
X−1

 0 0 00 (I2r − J2r) 0
0 0 0

 Dn +X0W = I2n−1.
By applying (10.30) to the above, we see that the entries of P are related by
Pl,j = P2n−l−1,j + δl,j + δ2n−l−1,j, n− r ≤ l ≤ n− 1, n− r ≤ j ≤ n + r − 1.
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By substituting this back into (10.31), we see that the the exponential factor in (10.25)
behaves like
ξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ = 2β
2(λ)
n−1∑
j=n−r
γj +O(1). (10.32)
We will now show that the limit of the theta function with characteristics remains finite.
By using the definition (2.10), we have
θ
[ ε
ε′
]
(ξ˜, Π˜) =
∑
mj∈Z
exp
[
πi
n−1∑
j=n−r
γj
((
mj +
εj
2
)(
2β(λ) +mj
+
εj
2
)
+
(
m2n−j−1 +
ε2n−j−1
2
)
×
(
− 2β(λ) +m2n−j−1 + ε2n−j−1
2
)
+O(1)
]
, λ2(j+1) → λ2(2n−j)−1.
As before, since β(λ) is purely imaginary, only terms such that(
mj +
εj
2
)2
+
(
m2n−j−1 +
ε2n−j−1
2
)2
= 0, n− r ≤ j ≤ n− 1,
contribute. Recall that from (10.26) we have εj = ε2n−j−1 = 0, therefore
mj = m2n−j−1 = 0, n− r ≤ j ≤ n− 1.
Thus, as before, the theta function with characteristics reduces to a 2n−2r−1 dimensional
theta function
lim
λ2(j+1)→λ2(2n−j)−1
θ
[ ε
ε′
]
(ξ˜, Π˜) = θ(ξ˜0, Π˜0), (10.33)
where the arguments on the right hand side are obtained from removing the (n− r)th up
to the (n+ r − 1)th entries and that θ(ξ˜0, Π˜0) is finite in the limit.
By combining (10.32) and (10.33), we see that the theta function θ(ξ,Π) behaves like
θ(ξ,Π) = ς exp
(
2πiβ2(λ)
n−1∑
j=n−r
γj +O(1)
)
θ(ξ˜0, Π˜0)
This concludes the proof of the lemma.
Finally, from lemma 7 we see that the entropy (9.6) behaves like
S(ρA) = −1
3
n−1∑
j=n−r
log
∣∣λ2(j+1) − λ2(2n−j)−1∣∣ +O(1), λ2(j+1) → λ2(2n−j)−1.
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10.2.2 Case 2: r=n
We will now consider the case when r = n. That is, all roots are complex and they all
approach each other pairwise. The canonical basis will be chosen as in (10.18) but with
r = n− 1, (not n) while the last elements in the basis are given by
a˜2n−1 = b2n−1, b˜2n−1 = −a2n−1.
In other words, we have
a˜n−k = bn−k − bn+k−1 +
n+k−2∑
j=n−k+1
aj, , k = 1, . . . , n− 1
a˜n+k = bn+k − bn−k−1 +
n+k∑
j=n−k−1
aj, , k = 0, . . . , n− 2 (10.34)
b˜n−k = bn−k −
n+k−2∑
j=n−k
aj −
n−k−1∑
j=1
(−1)n−k−j (aj − 2bj) , , k = 1, . . . , n− 1
b˜n+k = bn+k +
n−k−2∑
j=1
(−1)n−k−j (aj − 2bj) , k = 0, . . . , n− 2
a˜2n−1 = b2n−1, b˜2n−1 = −a2n−1. (10.35)
As before, we can partition the basis as follows:
( A˜ ) =
(
a˜I
a˜II
)
a˜Ij = a˜j , 1 ≤ k ≤ n− r − 1 (10.36)
a˜II1 = a˜2n−1.
Furthermore, the b-cycles and the untilded basis are connected by analogous relations.
In the notation of theorem 8 we have(
A˜
B˜
)
= Z
(
A
B
)
=
(
Z11 Z12
Z21 Z22
) (
A
B
)
,
where the transformation matrix Z can be written in block form according to the partition
(10.36):
Zij =
(
Cij 0
0 Eij
)
, (10.37)
where Cij are 2(n− 2)× 2(n− 2) matrices defined as in (10.19), and E is given by
Eij = 0, i = j
E12 = 1, E21 = −1.
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By deformation of the contours, we see that the cycles a˜j become close loops around λ2(j+1)
in the critical limit.
Let a˜0 be the closed curve that becomes a loop around λ2 as λ2 → λ4n−1 (see figure 9).
We have
a˜0 = −b2n−1 +
2n−2∑
j=1
aj
a˜0 = −a˜2n−1 +
n−1∑
j=1
(−1)j+1a˜j +
2n−2∑
j=n
(−1)j a˜j
In particular, this means that in the limit, the 1-form ω˜j will have a simple pole at λ2(j+1)
a˜0
a˜2n−1
λ2
λ4n−1
λ4n
λ1
. . . . . .
Figure 9: The curve going around λ2.
with residue 1
2πi
and a simple pole at λ2 with residue (−1)j+1 12πi for 1 ≤ j ≤ n−1, (−1)j 12πi
for n ≤ j ≤ 2n− 2 and − 1
2πi
for j = 2n− 1. Thus, we arrive at the following
Lemma 8. The entries of the period matrix behave like
lim
λ2(j+1)→λ2(2n−j)−1
Π˜ij = Π˜
0
ij , i 6= j, i, j 6= 2n− 1
lim
λ2(j+1)→λ2(2n−j)−1
Π˜jj = γj + Π˜
0
jj, 1 ≤ j ≤ 2n− 2
lim
λ2(j+1)→λ2(2n−j)−1
Π˜2n−1,2n−1 = 2γ2n−1 + Π˜
0
2n−1,2n−1
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lim
λ2(j+1)→λ2(2n−j)−1
Π˜j,2n−1 = (−1)jγ2n−1 + Π˜0j,2n−1, 1 ≤ j ≤ n− 1
lim
λ2(j+1)→λ2(2n−j)−1
Π˜j,2n−1 = (−1)j+1γ2n−1 + Π˜0j,2n−1, n ≤ j ≤ 2n− 2
Π˜2n−1,j = Π˜j,2n−1
γj =
1
πi
log
∣∣λ2(j+1) − λ2(2n−j)−1∣∣ ,
where Π˜0ij are finite in the limit λ2(j+1) → λ2(2n−j)−1.
In this case, the argument ξ˜ in (10.1) behaves as follows.
Lemma 9. Let ξ be given by (10.9) and ξ˜ be
ξ˜ =
(
(−ZT12Π˜ + ZT22)T
)
ξ,
where Zij are given by (10.37). Then in the limit λ2(j+1) → λ2(2n−j)−1 we have
ξ˜i = σiβ(λ)γi + η
±
i , 1 ≤ i ≤ 2n− 1, (10.38)
σi = (1 + (−1)i+1), 1 ≤ i ≤ n− 1
σi = −(1 + (−1)i+1). n ≤ i ≤ 2n− 1
where η±i remains finite as λ2(j+1) → λ2(2n−j)−1.
Proof. In this case the matrix ZT12Π˜− ZT22 takes the form
ZT12Π˜− ZT22 =
(
(I2r − J2r)Dn−1 0−→
Dn−1 2γ2n−1
)
+W
Dn−1 = diag(γ1, γ2, . . . , γ2, γ1) (10.39)−→
Dn−1 = (−γ1, γ2, . . . , γ2,−γ1),
where W is a finite matrix as λ2(j+1) → λ2(2n−j)−1.
Therefore, ξ˜ behaves like
ξ˜i = σiβ(λ)γi + β(λ)
n−1∑
j=1
Wn+j,i ± τ˜i
2
, 1 ≤ i ≤ 2n− 1
σi = (1 + (−1)i+1), 1 ≤ i ≤ n− 1
σi = −(1 + (−1)i+1), n ≤ i ≤ 2n− 1
τ˜i
2
=
2n∑
j=1
ω˜i(z
−1
j )−
2n∑
j=1
ω˜i(λ2j−1).
As in section 10.2.1, the leading order terms of τ˜i
2
are zero. We can therefore rewrite ξ˜ as
ξ˜i = σiβ(λ)γi + η
±
i , 1 ≤ i ≤ 2n− 1,
where η±i are finite in the limit.
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The behavior of the theta function for this case is given by
Lemma 10. In the limit λ2(j+1) → λ2(2n−j)−1, 1 ≤ j ≤ 2n − 1, the theta function θ(ξ,Π)
behaves like
θ(ξ,Π) = exp
(
2πiβ2(λ)
n−1∑
j=1
γj +O(1)
)
, (10.40)
where ξ is given by (10.9) and γj by lemma 8.
Proof. As in section 10.2.1, from (10.1) we have,
θ(ξ,Π) = ς exp
(
πiξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜
)
θ
[ ε
ε′
]
(ξ˜, Π˜), (10.41)
where the characteristics on the right hand side are given by the same formula as before,
with r replaced by n− 1:
εj = 0 mod 2, j = 1, . . . , 2n− 1
ε′j =
{
1 mod 2, 1 ≤ j ≤ n− 1;
0 mod 2, otherwise.
Since there is no non-zero matrix X0 that is independent of γj such that the leading order
term of (
ZT12Π˜− ZT22
)
X0
is zero, we can write the inverse matrix
(
ZT12Π˜− ZT22
)−1
as
(
ZT12Π˜− ZT22
)−1
= X−1 +O(γ−2i ), λ2(j+1) → λ2(2n−j)−1.
where X−1 is a term that is of order −1 in the γj.
Then, the leading order term of the bilinear product in (10.41) is
ξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ = β
2(λ)σTDnX
−1
(
(I2n−2 − J2n−2) 0
0 1
)
Dnσ
+O(1), λ2(j+1) → λ2(2n−j)−1,
σi = (1 + (−1)i+1), 1 ≤ i ≤ n− 1
σi = −(1 + (−1)i+1), n ≤ i ≤ 2n− 1 (10.42)
Dn = diag(γ1, γ2, . . . , γ2, γ1, 2γ2n−1).
Let Π˜1 be the leading order term of Π˜:
Π˜1 =
(
Dn−1
−→
D
T
n−1−→
Dn−1 2γ2n−1
)
.
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Equation (10.42) can now be rewritten as
ξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ = β
2(λ)ǫT Π˜1X−1
(
(I2n−2 − J2n−2) 0
0 1
)
Π˜1ǫ
+O(1), λ2(j+1) → λ2(2n−j)−1
ǫi = 1, 1 ≤ i ≤ n− 1 (10.43)
ǫi = −1, n ≤ i ≤ 2n− 1
The constant term of
(
ZT12Π˜− ZT22
)−1 (
ZT12Π˜− ZT22
)
= I2n−1
now gives
X−1
(
I2n−2 − J2n−2 0
0 1
)
Π˜1 = I2n−1.
By substituting this back into (10.43), we obtain
πiξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ =
2n−1∑
j=1
log
∣∣λ2(j+1) − λ2(2n−j)−1∣∣+O(1).
To complete the proof, note that in this case, the theta function in the right hand side
of (10.41) becomes 1:
lim
λ2(j+1)→λ2(2n−j)−1
θ
[ ε
ε′
]
(ξ˜, Π˜) = 1.
Therefore, we have
θ (ξ,Π) = ς exp
(
πi
2n−1∑
j=1
γj +O(1)
)
, λ2(j+1) → λ2(2n−j)−1.
This completes the proof of the lemma.
Finally, by substituting (10.40) into (9.6), we find that the entropy behaves like
S(ρA) = −1
3
2n−1∑
j=1
log
∣∣λ2(j+1) − λ2(2n−j)−1∣∣ +O(1), λ2(j+1) → λ2(2n−j)−1.
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10.3 Pairs of complex roots approaching the unit circle together
with one pair of real roots approaching 1
The canonical basis used in this section is shown in figure 10:
a˜k = −bk + bk−1, k < n− r, k > n + r b0 = 0
b˜k =
2n−1∑
j=k
aj −
n+r−1∑
j=n−r
aj , k < n− r
a˜n−k = bn−k − bn+k−1 +
n+k−2∑
j=n−k+1
aj , k = 1, . . . , r
a˜n+k = bn+k − bn−k−1 +
n+k∑
j=n−k−1
aj , k = 0, . . . , r − 1
b˜n−k = bn−k + (−1)r−k
2n−1∑
j=n+r
aj −
n+k−2∑
j=n−k
aj −
n−k−1∑
j=n−r
(−1)n−k−j (aj − 2bj) , k = 1, . . . , r
b˜n+k = bn+k + (−1)r−k
2n−1∑
j=n+r
aj +
n−k−2∑
j=n−r
(−1)n−k−j (aj − 2bj) , k = 0, . . . , r − 1
a˜n+r = bn−r−1 − bn+r +
r−1∑
j=0
(−1)r−j−1 (2bn+j + an+j − 2bn−j−1 + an−j−1)
b˜k =
2n−1∑
j=k
aj, k ≥ n+ r.
In the notation of theorem 8, the two bases are related by(
A˜
B˜
)
= Z
(
A
B
)
=
(
Z11 Z12
Z21 Z22
) (
A
B
)
Z11 =

 0 0 00 C11 0
0 T 32 0


Z12 =

−Cn−r−12 0 00 C12 0
V31 V32 −Cn−r−12

 (10.44)
Z21 =

Cn−r−11 0 U130 C21 U23
0 0 Cn−r−11


Z22 =

 0 0 00 C22 0
0 0 0

 ,
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b˜n+1
b˜n−2
a˜n−2
b˜n
b˜n−1 a˜n−1
a˜n
a˜n+1
b˜n+2
a˜n+2
Figure 10: The choice of cycles on the hyperelliptic curve L. The arrows denote the
orientations of the cycles and branch cuts.
where Cij are defined in (10.19) and C
k
i are k × k matrix with entries defined as in (10.5).
All the entries of the matrices U13 are 1, while the entries of V31, V32 and U23 are defined
in
T 32ij = δi1(−1)j+1, T 32i,2r−j+1 = T 32ij , 1 ≤ j ≤ r,
V31ij = δi1δj,n−r−1
V32ij = 2(−1)jδi1
U23ij = (−1)i+1.
Performing the same analysis as in section 10.2.1 we arrive at
Lemma 11. The entries of the period matrix Π˜ behave like
lim
λ2(j+1)→λ2(2n−j)−1
Π˜ij = Π˜
0
ij, i 6= j
lim
λ2(j+1)→λ2(2n−j)−1
Π˜jj = Π˜
0
jj, j > n + r, j < n− r
lim
λ2(j+1)→λ2(2n−j)−1
Π˜jj = γj + Π˜
0
jj, n− r ≤ j ≤ n+ r
γj =
1
πi
log
∣∣λ2(j+1) → λ2(2n−j)−1∣∣ , (10.45)
where Π˜0ij are finite.
In this case, the argument ξ˜ is given by the following
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Lemma 12. Let ξ be given by (10.9) and ξ˜ be
ξ˜ =
(
(−ZT12Π˜ + ZT22)T
)
ξ,
where Zij are given by (10.44). Then in the limit λ2(j+1) → λ2(2n−j)−1 we have
ξ˜i = η
±
i , i > n+ r, i < n− r
ξ˜i = ǫiβ(λ)γi + η
±
i , n− r ≤ i ≤ n+ r − 1 (10.46)
ξ˜n+r = β(λ)γn+r + η
±
n+r
ǫi = 1, i < n, ǫi = −1, i > n− 1,
where η±i remains finite as λ2(j+1) → λ2(2n−j)−1, n− r ≤ j ≤ n+ r.
The proof of this lemma follows from exactly the same type of argument as in section
10.2.1.
We will now compute the limit of the theta function.
Lemma 13. In the limit λ2(j+1) → λ2(2n−j)−1, n−r ≤ j ≤ n+r, the theta function θ(ξ,Π)
behaves like
θ(ξ,Π) = exp
(
2πiβ2(λ)
n−1∑
j=1
γj + β
2(λ)γn+r +O(1)
)
, (10.47)
where ξ is given by (10.9) and γj by (10.45).
Proof. The characteristics in the theta function in (10.1) are once more given by (10.26).
The matrix ZT12Π˜− ZT22 can now be written as
ZT12Π˜− ZT22 =


0n−r−1 0 0 0
0 (I2r − J2r)Dr 0 0
0 0 γn+r 0
0 0 0 0n−r−1

 +W
Dr = diag(γn−r, γn−r+1, . . . , γn−r+1, γn−r),
where W is finite in the limit and 0n−r−1 is the zero matrix of dimension n− r − 1.
As in section 10.2.1, by performing rows and columns operations on the matrix ZT12Π˜−
ZT22, we see that the determinants has the following asymptotic behavior:
det
(
ZT12Π˜− ZT22
)
= γn+rDr +O(γri ), λ2(j+1) → λ2(2n−j)−1,
Dr = W ′
n−1∏
k=n−r
γk,
where the notation O(γri ) was defined in equation (10.27) and W ′ is some constant.
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The inverse matrix
(
ZT12Π˜− ZT22
)−1
can now be written as in (10.28):
(
ZT12Π˜− ZT22
)−1
= X0 +X−1 +O(γ−2i ), λ2(j+1) → λ2(2n−j)−1,
where the entries of the 2r dimensional matrix X0 satisfy (10.30) with (X0)n+r,n+r = 0,
and X−1 is a matrix of order −1 in the γj with (X−1)n+r,n+r = γ−1n+r.
Following exactly the same analysis in section 10.2, we see that the leading order term
in the exponential factor in (10.25) is
ξ˜T
(
ZT12Π˜− ZT22
)−1
ZT12ξ˜ = β
2(λ)
(
2
n−1∑
j=n−r
γj + γn+r
)
+O(1).
We now look at the term θ
(
ξ˜, Π˜
)
in (10.1). As in section 10.2.1, we see that the theta
function becomes 2n− 2r − 2 dimensional:
lim
λ2(j+1)→λ2(2n−j)−1
θ
[ ε
ε′
]
(ξ˜, Π˜) = θ(ξ˜0, Π˜0),
where the arguments on the right hand side are obtained from removing the (n− r)th up
to the (n+ r − 1)th entries.
Therefore the theta function θ (ξ,Π) behaves like
θ (ξ,Π) = ς exp
(
2πiβ2(λ)
(
2
n−1∑
j=n−r
γj + γn+r
)
+O(1)
)
θ(ξ˜0, Π˜0).
This completes the proof of the lemma.
By substituting (10.47) into (9.6), we see that the entropy is asymptotic to
S(ρA) = −1
3
n−1∑
j=n−r
log
∣∣λ2(j+1) − λ2(2n−j)−1∣∣− 1
6
log
∣∣λ2(n−r) − λ2(n+r)+1∣∣
+O(1), λ2(j+1) → λ2(2n−j)−1.
This concludes the proof of theorem 2.
Appendix A. The density matrix of a subchain
Let {|ψj〉} be a basis of the Hilbert space H of a system composed of two parts, A and B,
so that H = HA⊗HB. The density matrix of a statistical ensemble expressed in the basis
{|ψj〉} is a positive Hermitian matrix given by
ρAB =
∑
jk
cjk |ψj〉〈ψk| ,
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with the condition trABρAB = 1. Let us introduce the operators S(j, k) and S(j, k) defined
by the relations
S(j, k) = |ψj〉〈ψk|
S(j, k)S(k, l) = δjl |ψj〉〈ψj | and S(j, k)S(k, l) = δjl |ψj〉〈ψj | .
(In this formula repeated indices are not summed over.) Clearly, we have
cjk = trAB
[
ρAB S(k, j)
]
.
Let us now suppose that the Hamiltonian of our physical system is (3.10) and that
the subsystem P is composed of the first L oscillators. Then a set of operators S(j, k)
for the subchain P can be generated by products of the type
∏L
j=1Gj , where Gj can be
any of the operators {cj, c†j , c†jcj, cjc†j} and the cjs are Fermi operators that span HA; it is
straightforward to check that S(k, j) =
(∏L
j=1Gj
)†
. We then have
ρA =
∑
All the S(l,k)
trP

ρA
(
L∏
j=1
Gj
)† L∏
j=1
Gj
=
∑
All the S(l,k)
trP

trB (ρAB)
(
L∏
j=1
Gj
)† L∏
j=1
Gj
=
∑
All the S(l,k)
trPQ

ρAB
(
L∏
j=1
Gj
)† L∏
j=1
Gj .
Since ρAB = |Ψg〉〈Ψg|, this expression simply reduces to
ρA =
∑
All the S(l,k)
〈Ψg|
(
L∏
j=1
Gj
)†
|Ψg〉
L∏
j=1
Gj.
The correlation functions in the above sum can be computed using Wick’s theorem (3.9).
Finally, if the correlations of the cjs are given by (4.5) and (4.6), we immediately obtain
formula (4.7).
Appendix B. The correlation matrix CM
The purpose of this appendix is to provide an explicit derivation of the expectation values
〈Ψg|mjmk |Ψg〉 (B.1)
when the dynamics is determined by the Hamiltonian (3.10).
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First, we need to diagonalize Hα, which is achieved by finding a linear transformation
of the operators bj of the form
ηk =
M−1∑
j=0
(
gkjbj + hkjb
†
j
)
, (B.2)
such that the Hamiltonian (3.10) becomes
Hα =
M−1∑
k=0
|Λk| η†kηk + C, (B.3)
where the coefficients gkj and hkj are real, the ηks are Fermi operators and C is a constant.
The quadratic form (3.10) can be transformed into (B.3) by (B.2) if the system of equations
[ηk, Hα]− |Λk| ηk = 0, k = 0, . . . ,M − 1 (B.4)
has a solution. Substituting (3.10) and (B.2) into (B.4) we obtain the eigenvalue equations
|Λk| gkj =
M−1∑
l=0
(
gklAlj − hklBlj
)
,
|Λk|hkj =
M−1∑
l=0
(
gklBlj − hklAlj
)
, (B.5)
where A = αA− 2I and B = αγB. These equations can be simplified by setting
φkj = gkj + hkj
ψkj = gkj − hkj, (B.6)
in terms of which the equations (B.5) become
(A+B)φk = |Λk|ψk (B.7)
(A−B)ψk = |Λk|φk. (B.8)
Combining these two expressions, we obtain
(A− B)(A+B)φk = |Λk|2φk (B.9)
(A+B)(A− B)ψk = |Λk|2ψk. (B.10)
When Λk 6= 0, φk and |Λk| can be determined by solving the eigenvalue equation (B.9),
then ψk can be computed using (B.7). Alternatively, one can solve equation (B.10) and
then obtain φk from (B.8). When Λk = 0, φk and ψk differ at most by a sign and can be
deduced directly either from (B.7) and (B.8)or from (B.9) and (B.10).
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Since A and B are real, the matrices (A−B)(A+B) and (A+B)(A−B) are symmetric
and positive, which guarantees that all of their eigenvalues are positive. Furthermore, the
φks and ψks can be chosen to be real and orthonormal. As a consequence the coefficients
gkj and hkj obey the constraints
M−1∑
k=0
(gkjgkl + hkjhkl) = δjl, (B.11)
M−1∑
k=0
(gkjhkl + hkjgkl) = 0, (B.12)
which are necessary and sufficient conditions for the ηks to be Fermi operators.
The constant in equation (B.3) can be computed by taking the trace of Hα using the
two expressions (3.10) and (B.3):
trHα = 2
M−1
M−1∑
k=0
(αAkk − 2) = 2M−1
M−1∑
k=0
|Λk|+ 2MC.
Therefore, we have
C =
1
2
M−1∑
k=0
(αAkk − 2− |Λk|) .
We are now in a position to compute the contraction pair (B.1). Substituting (B.6)
into (B.2) we have
ηk =
1
2
M−1∑
j=0
(φkjm2j+1 − iψkjm2j) . (B.13)
Since the φk’s and ψk’s are two sets of real and orthogonal vectors, (B.13) can be inverted
to give
m2j = i
M−1∑
k=0
ψkj
(
ηk − η†k
)
(B.14)
m2j+1 =
M−1∑
k=0
φkj
(
ηk + η
†
k
)
. (B.15)
Since the vacuum state of the operators ηk coincides with |Ψg〉, the expectation values (B.1)
are easily computed from the expressions (B.14) and (B.15). We have
〈Ψg|m2jm2k |Ψg〉 =
M−1∑
l=0
ψljψlk = δjk, (B.16)
〈Ψg|m2j+1m2k+1 |Ψg〉 =
M−1∑
l=0
φljφlk = δjk (B.17)
66 A. R. Its, F. Mezzadri and M. Y. Mo
and
〈Ψg|m2jm2k+1 |Ψg〉 = i
M−1∑
l=0
ψljφlk, (B.18)
〈Ψg|m2j+1m2k |Ψg〉 = −i
M−1∑
l=0
ψlkφlj. (B.19)
Finally, by introducing the real M ×M matrix
(TM)jk =
M−1∑
l=0
ψljφlk, j, k = 0, . . . ,M − 1 (B.20)
and combining the expressions (B.16), (B.17), (B.18) and (B.19) we obtain
〈Ψg|mjmk |Ψg〉 = δjk + i(CM)jk, (B.21)
where the matrix CM has the block structure
CM =


C11 C12 · · · C1M
C21 C22 · · · C2M
· · · · · · · · · · · ·
CM1 CM2 · · · CMM

 (B.22)
with
Cjk =
(
0 (TM)jk
−(TM)kj 0.
)
(B.23)
We call CM the correlation matrix. It is worth noting that because of the definition (B.20),
the matrix TM contains all of the physical information relating to the ground state of Hα.
Appendix C. Thermodynamic limit of the correlation
matrix CM
In this appendix we prove the following
Lemma 14. Let Hα be the Hamiltonian (3.10) and consider the correlation matrix (B.22)
associated to Hα. We have
lim
M→∞
CM = T∞[Φ], (C.1)
where T∞[Φ] is the semi-infinite block-Toeplitz matrix with symbol
Φ =
(
0 g
(
eiθ
)
−g−1 (eiθ) 0
)
,
where the function g(z) is defined in (3.15).
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Proof. From the definitions (3.15) and (3.16) we have that
g
(
e−iθ
)
= g (eiθ) = g−1
(
eiθ
)
.
Thus, from equation (B.23) it suffices to show that
lim
M→∞
(TM)jk =
1
2π
∫ 2π
0
g
(
eiθ
)
e−i(j−k)θdθ, (C.2)
where g(z) is defined in (3.15).
The first step consists in determining the vectors φk and ψk, and the numbers Λk via
the eigenvalue equations (B.7), (B.8), (B.9) and (B.10). If we use the definitions (3.12),
we can write
(A+B)jk = a(j − k) + γb(j − k) and (A− B)jk = a(j − k)− γb(j − k).
Two arbitrary circulant matrices commute and a common set of normalised eigenvectors
is given by
ψkj =
exp
(
2πijk
M
)
√
M
, j, k = 0, . . . ,M − 1, (C.3)
where the index j labels the component of the k-th eigenvector. As a consequence, the ψk
are a set of common eigenvectors of both (A+ B)(A− B) and (A− B). Now, combining
equations (B.8) and (B.10) we can write
M−1∑
l=0
[a(j − l)− γb(j − l)]ψkl = Λkψkj = |Λ′k|φkj, (C.4)
with φk = ψkΛ
′
k/ |Λk|. Because both φk and ψk are normalized, Λ′k/ |Λk| must be a
complex number with modulo one and we can set Λ′k = Λk. The eigenvalues Λk can be
computed by directly substituting the eigenvectors (C.3) into the left-hand side of (C.4)
and using the parity properties of the functions a(j) and b(j). We obtain
Λk =
{ ∑(M−1)/2
j=−(M−1)/2 (a(j)− γb(j)) eikj if M is odd∑M/2−1
j=−M/2−1 (a(j)− γb(j)) eikj + (−1)la(M/2) if M is even,
(C.5)
where k does not denote an integer but the wave number
k =
2πl
M
, l = 0, . . . ,M − 1.
We now define the matrix
(TM )jk =
M−1∑
l=0
ψljφlk. (C.6)
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Note that for convenience we have used the complex eigenvectors (C.3), while the ma-
trix (B.20) is defined in terms of the real eigenvectors of (A−B)(A+B) and (A+B)(A−B).
However, these are related by the transformations
φk 7→ Uφk and ψk 7→ Uψk
with the same unitary matrix U . This mapping leaves the right-hand side of equation (C.6)
unchanged. Therefore, the two matrices (B.20) and (C.6) coincide.
The matrix (C.6) now becomes
(TM)jl =
1
2π
2π(1−1/M)∑
k=0
Λk
|Λk|e
−ik(j−l)∆k. (C.7)
For M large enough there exists an integer n < M such that
a(j) = b(j) = 0 for j > n.
Therefore,
lim
M→∞
Λk(M) = q
(
eiθ
)
=
n∑
j=−n
(a(j)− γb(j)) eijθ.
By taking the limit as M →∞ of the left-hand side of equation (C.7) we obtain (C.2).
Appendix D. The Riemann constant K
In this appendix we will show that the Riemann constant K is given by
K = −
2n∑
j=2
ω(λ2i−1).
As in [6], let Q1, . . . , Q2n−1 be the zeros of the theta function θ(ω(z)). Then the function
θ(ω(z)−
∑
j=1
ω(Qj)−K)
has the same zeros as θ(ω(z)). Therefore, the quotient of these two functions can be written
as an Abelian integral of a holomorphic 1-form ν:
θ(ω(z)−∑j=1 ω(Qj)−K)
θ(ω(z))
=
∫ z
ν.
Moreover, all the a-periods of ν must vanish. Thus, the right hand side of the above
equation is in fact a constant C:
θ(ω(z)−∑j=1 ω(Qj)−K)
θ(ω(z))
= C.
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Therefore, we have
∑
j=1
ω(Qj) = −K.
We will now compute the values of ω(λi) in the basis a1, . . . , a2n−1, b1, . . . , b2n−1 and show
that the 2n− 1 points λ3, . . . , λ4n−1 are the zeros of θ(ω(z)). We have
ωj(λ2k+1) =
1
2
Πj,k, 0 < j < k ≤ 2n− 1
ωj(λ2k+1) = −1
2
+
1
2
Πj,k, 0 < k ≤ j ≤ 2n− 1
ωj(λ2k) =
1
2
Πj,k−1, 0 < j < k ≤ 2n
ωj(λ2k) = −1
2
+
1
2
Πj,k−1, 1 < k ≤ j ≤ 2n.
If we write ω(λi) as
ω(λi) =
1
2
Ni +
1
2
ΠMi,
then, from the periodicity (6.6) of the theta function, we have
θ(ω(λi)) = exp (−πi 〈Ni,Mi〉) θ(−ω(λi)).
Since 〈N2i+1,M2i+1〉 are odd for 1 ≤ i ≤ 2n− 1, we see that θ(ω(λ2i+1)) = 0 and hence the
g zeros of θ(ω(z)) are the points λ3, . . . , λ4n−1. Therefore, we have
K = −
2n∑
j=2
ω(λ2j−1).
Appendix E. The cycle basis (10.18)
In this appendix we will show that the basis defined in (10.18) are canonical. First note
that, by direct computation, it is easy to check that the intersections between the a-cycles
are zero
a˜n−j−1 · a˜n+l = 0, 0 ≤ j, l ≤ r − 1.
We will now compute the other intersection numbers by induction.
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First let us compute the intersection numbers between the tilded basis and the untilded
basis. We have
an−k−1 · a˜n−j−1 = δk,j (E.1)
an−k−1 · a˜n+j = −δk,j (E.2)
an+k · a˜n−j−1 = −δk,j (E.3)
an+k · a˜n+j = δk,j (E.4)
an−k−1 · b˜n−j−1 =


1, k = j;
2(−1)k−j, j + 1 ≤ k;
0, 0 ≤ k ≤ j − 1.
(E.5)
an−k−1 · b˜n+j =
{
0, 0 ≤ k ≤ j;
2(−1)k−j, j + 1 ≤ k. (E.6)
an+k · b˜n−j−1 = 0 (E.7)
an+k · b˜n+j = δk,j (E.8)
bn+k · a˜n−j−1 =
{ −1, 0 ≤ k ≤ j − 1;
0, j ≤ k. (E.9)
bn−k−1 · a˜n−j−1 =
{ −1, 0 ≤ k ≤ j − 1;
0, j ≤ k. (E.10)
bn+k · a˜n+j =
{ −1, 0 ≤ k ≤ j;
0, j + 1 ≤ k. (E.11)
bn−k−1 · a˜n+j =
{ −1, 0 ≤ k ≤ j;
0, j + 1 ≤ k. (E.12)
bn+k · b˜n−j−1 =
{
1, 0 ≤ k ≤ j − 1;
0, j ≤ k. (E.13)
bn−k−1 · b˜n−j−1 =
{
1, 0 ≤ k ≤ j;
(−1)k−j, j + 1 ≤ k. (E.14)
bn−k−1 · b˜n+j =
{
0, 0 ≤ k ≤ j;
(−1)k−j, j + 1 ≤ k. (E.15)
bn+k · b˜n+j = 0 (E.16)
where j, k range from 0 to r − 1.
Now, we have
b˜n+r−1 = bn+r−1.
Then from (E.9)-(E.16), we obtain the following intersection numbers:
b˜n+r−1 · a˜j = δn+r−1,j, b˜n+r−1 · b˜j = 0.
Next, from (10.18) we have
b˜n+k + b˜n+k−1 = bn+k + bn+k−1 + an−k−1 − 2bn−k−1. k = 1, . . . , r − 1
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From this relation and equation (E.1)-(E.16), we obtain(
b˜n+k + b˜n+k−1
)
· a˜j = −δj,n+k − δj,n+k−1(
b˜n+k + b˜n+k−1
)
· b˜j = 0. j = 1, . . . , 2n− 1
Therefore, if we assume that b˜n+k has the intersection numbers
b˜n+k · a˜j = −δj,n+k
b˜n+k · b˜j = 0, j = 1, . . . , 2n− 1,
then b˜n+k−1 will have the intersection numbers
b˜n+k−1 · a˜j = −δj,n+k−1
b˜n+k−1 · b˜j = 0, j = 1, . . . , 2n− 1. 1 ≤ k
Therefore, by induction we see that
b˜n+k · a˜j = −δj,n+k
b˜n+k · b˜j = 0, j = 1, . . . , 2n− 1, k = 0, . . . , r − 1. (E.17)
We can now compute the intersection numbers of the b˜n−k−1. We have
b˜n−k−1 − b˜n+k = −a˜n+k + an+k. k = 0, . . . , r − 1
Therefore, by using (E.1)-(E.17) we obtain(
b˜n+k − b˜n−k−1
)
· a˜j = −δj,n+k + δj,n−k−1(
b˜n+k − b˜n−k−1
)
· b˜j = 0, j = 1, . . . , 2n− 1
From (E.17), we see that the intersection numbers for the b˜n−k−1 are indeed given by
b˜n−k−1 · a˜j = −δj,n−k−1
b˜n−k−1 · b˜j = 0, j = 1, . . . , 2n− 1, k = 0, . . . , r − 1.
Appendix F. Solvability of the Wiener-Hopf factoriza-
tion problem
We now show that the Wiener-Hopf factorization problem (5.3) is solvable when β(λ) is
purely imaginary.
In other words, we have
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Theorem 9. The following Riemann-Hilbert problem
T+(z) = Φ(z)T−(z), |z| = 1
Φ(z) =
(
iλ g(z)
−g−1(z) iλ
)
(F.1)
where T+(z) is holomorphic for |z| < 1 and T−(z) is holomorphic for |z| > 1 with T−(∞) =
1 is solvable when β(λ) ∈ iR.
Proof. We will use the vanishing lemma to proof this theorem. As in [8], we need to show
that a certain singular integral operator is a bijection.
The solvability of the Riemann-Hilbert problem is related to the bijectivity of a singular
integral operator. Let C be the Cauchy operator
C(f)(z) =
1
2πi
∫
Ξ
f(s)
s− zds, f ∈ L
2(Ξ)
and let C+, C− be its limit on the positive and negative side of the real axis
C±(f)(z) = lim
ǫ→0
C(f)(z ± iǫ), z ∈ Ξ.
Now, define the singular integral operator CΦ as in [8].
CΦ(f) = C+
(
f(I − Φ−1)) (F.2)
Suppose that I − CΦ is invertible in L2(Ξ), and let µ = (I − CΦ)−1C+(I − Φ−1): then the
function
Tˆ (z) = I + C
(
(I + µ)(I − Φ−1))
is a solution to the Riemann-Hilbert problem (F.1). In fact, we have
Tˆ+(z) = I + C+(I − Φ−1) + CΦµ = I + µ(z)
Tˆ−(z) = Tˆ+(z)− I − µ(z) + Φ−1(z)(I + µ(z)) = Φ−1(z)Tˆ+(z), |z| = 1,
where the second equation follows from the identity C+ − C− = I.
Therefore, in order to show that (F.1) is solvable when β(λ) ∈ iΞ, we need to show
that I − CΦ is invertible in L2(Ξ).
Using standard analysis (see, e.g.,[8]), we can show that the operator CΦ is Fredholm
and has index zero. Therefore we only need to show that its kernel is {0}.
Suppose that the kernel is non-trivial and let (I − CΦ)µ0 = 0. Then the function
Tˆ0(z) = C
[
µ0(I − Φ−1)
]
will solve the Riemann-Hilbert problem (F.1), but its asymptotic behavior will be
Tˆ0(z) = O(z
−1), z →∞.
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This means that the function R(z) = Tˆ †0 (z
−1)Tˆ0(z), where A
† is the Hermitian conjugate of
A, is analytic outside the unit circle and behaves like O(z−2) at infinity. Thus, by Cauchy’s
theorem, we have ∫
Ξ
R−(z)dz = 0.
By making use of the jump conditions, we obtain∫
Ξ
R−(z)dz =
∫
Ξ
(
Tˆ †0 (z)
)
+
(
Tˆ0(z)
)
−
dz
=
∫
Ξ
(
Tˆ †0 (z)
)
−
Φ†(z)
(
Tˆ0(z)
)
−
dz = 0 (F.3)
From (6.2), we see that the eigenvalues of Φ(z) are i(λ + 1) and i(λ − 1). Therefore the
matrix iΦ†(z) Hermitian and is either positive definite or negative definite for β(λ) ∈ iR.
This means that the boundary value of
(
Tˆ0(z)
)
−
on the unit circle is zero. In particular,
it implies that Tˆ0(z) = 0 and hence the kernel of the singular integral operator I − CΦ is
trivial. This concludes the proof of the theorem.
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