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Abstract—RoboCup Middle Size League (RoboCup MSL)
provides a standardized testbed for research on mobile robot
navigation, multi-robot cooperation, communication and inte-
gration via robot soccer competition in which the environment
is highly dynamic and adversarial. One of important research
topic in such area is kinodynamic motion planning that plan
the trajectory of the robot while avoiding obstacles and obeying
its dynamics. Kinodynamic motion planning for omnidirectional
robot based on kinodynamic-RRT* method is presented in
this work. Trajectory tracking control to execute the planned
trajectory is also considered in this work. Robot motion planning
in translational and rotational direction are decoupled. Then we
implemented kinodynamic-RRT* with double integrator model
to plan the translational trajectory. The rotational trajectory is
generated using minimum-time trajectory generator satisfying
velocity and acceleration constraints. The planned trajectory is
then tracked using PI-Control. To address changing environment,
we developed concurrent sofware module for motion planning
and trajectory tracking. The resulting system were applied
and tested using RoboCup simulation system based on Robot
Operating System (ROS). The simulation results that the motion
planning system are able to generate collision-free trajectory and
the trajectory tracking system are able to follow the generated
trajectory. It is also shown that in highly dynamic environment
the online scheme are able to re-plan the trajectory.
Index Terms—Kinodynamic Motion Planning, Omnidirectional
Mobile Robot, Dynamic Environment, Trajectory Tracking, On-
line Planning
I. INTRODUCTION
RoboCup is an international robot competition that attempt-
ing to foster AI and intelligent robotics research [1]. By
providing common problem and evaluation where a wide range
of technologies need to be integrated, it includes multiple areas
of robotic research and AI, such as multi-agent collaboration,
real-time reasoning and planning, intelligent robotics and
sensor fusion. RoboCup Middle-Size League (RoboCup MSL)
is a robot soccer competition of two teams with 50x50x80-
cm sized robots playing with each other [2]. Where the robots
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are fully autonomous and required sensors and power are on-
board. Such competition settings leads to a very dynamic and
adversarial environment [2]. In case of soccer robot, it is also
desirable for the robot to be able move safely from one point
to another while colliding with obstacles, hence, it is necessary
to solve the motion planning problem. Furthermore, in such
dynamic environment where the obstacles are obviously not
a static object, it is preferred to anticipate the movement of
the obstacles while solving the planning problem. In addition,
when the robot moving in high speed, it becomes necessary
to address the dynamics of the robot. Therefore, this work
aimed to resolve the kinodynamic motion planning problem
for omnidirectional mobile robot with moving obstacles in
robot soccer context.
In [3], Manalu developed movement planning in case of
passing and kicking the ball using Double Target Potential
Field while assuming the obstacles as static object. Afakh et.
al. implemented fuzzy logic controller to optimize bicycle path
planning on omnidirectional mobile robot [4]. In [5], Albab
et. al. generate paths for omnidirectional robot soccer that
avoid some static obstacles using genetic algorithm that will
generate random via points and encode the paths as gene. It
is reported that the system is able to avoid obstacles in static
environment, and it is also tested on dynamic environment
by updating the path every time the environment changing
but still assuming static obstacles. Dikairono et. al. presented
motion planning simulator and implemented A* path planning
algorithm for obstacle avoidance while treating the obstacles
as a static object [6]. The simulator is based only on robot’s
kinematics. The experiments shows that the robot successfully
create a path that avoid the obstacles. However, it is unclear
whether the proposed system are successfully avoid moving
obstacles. In this work, we also considered the dynamics of
the robot and explicitly model the movement of the obstacles.
The remainder of this paper is organized as follows. In
section II, we discuss the kinematic model of omnidirectional
robot, environment model, and double integrator dynamics.
In section III, we discuss the proposed motion planning
and trajectory tracking system. In section IV, we report our
numerical and dynamic simulation. Finally, we conclude in
section V.
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II. ROBOT AND ENVIRONMENT MODEL
A. Kinematics of Omnidirectional Robot
An omnidirectional robot belongs to holonomic robot fam-
ily. It can move in translational and rotational space simul-
taneously and independently. The kinematic equation of the
robot is given by 2-dimensional coordinate transformation in
from the body frame to the world frame :uv
r
 =
 cosω(t) sinω(t) 0− sinω(t) cosω(t) 0
0 0 1
x˙y˙
ω˙
 (1)
where x˙ and y˙ are the translational velocity in x and y
direction of the robot in the world frame, respectively. While
u and v are the translational velocity of the robot in x and
y direction of the robot in the body frame, respectively. It
should be noted that from the transformation matrix above,
the rotational velocity in the world frame, ω˙, equals to the
rotational velocity in the robot’s body frame, r. Moreover, we
could maps the velocity in the world frame to velocity in the
body frame by inverting the transformation matrix which is
invertible for every ω values.
B. Geometry Simplification of Robot and Obstacles
In this subsection, we describe our strategy for simplyfing
the geomoetry of the robot and obstacles. In order to simplify
the collision checking algorithm needed by kinodynamic-
RRT*, we simplify the robot as a point and the obstacles as
circular objects.
Fig. 1: Geometry Simplification of the robot and Obstacles
Figure 1 shows the illustration of this simplification. In the
figure, the robot is shown as a yellow point with dashed line
in red and yellow represent its orientation in the world frame
which is shown as blue point. The obstacles are depicted
in gray circles with its center point position and radius are
ilustrated with p0 and ρ, respectively. By simplifying the
robot’s geometry as a point, the rotational motion of the robot
does not contribute to the collision checking.
C. Dynamic Model of the Robot
Having a simplified geometric model of the robot, we
discussed the dynamic model of the robot in this section.
In this work, we considered the NuBot robot model from
Yu et al. in [7]. The robot is treated as point-mass object
obeying Newton’s Law of Motion. Since the robot are able to
move in any translational and rotational simultaneusly, we also
decoupled the robot’s motion in translational and rotational
direction. We also assume a frictionless ground plane for
the purpose of motion planning. The motion in x and y
direction as well as rotational direction, ω, are assumed to
be independent from each other, so that :
x¨ =
1
m
fx, y¨ =
1
m
fy, ω¨ =
1
m
fω (2)
where fx and fy, are the force acting in each direction. While
fω is the torque.
D. Dynamic Environment with Moving Obstacles
This work considered the environment which robot operate
is a dynamic environment with soccer robot competition
setting. To be able plan effectively in the presence of moving
obstacles, it is desirable to take the motion of the obstacles
while planning the motion. In this Work, we used 3D time-
space representation, as defined by Ardiyanto and Miura in [8].
The position of the moving obstacles, at time t, with constant
velocity could be expressed as :
D
′
x(t) = D
′
x(0) + vDxt (3)
D
′
y(t) = D
′
y(0) + vDy t (4)
where D
′
x(t) and D
′
y(t) represents the predicted position of
the obstacles at time t in x and y axis of world frame,
respectively, while D
′
x(0) and D
′
y(0) are the current position
of the obstacles and vDx and vDy are the velocity of the
obstacles.
E. Fixed-Final-State Free-Final-Time Control for Double In-
tegrator
This subsection describe the derivation of fixed-state free-
final-time controller to solve the trajectory between two states
obeying double integrator dynamics. We derive the controller
from fixed-final-state free-final-time for general system de-
scribed in [9]. The state-space equation for double integrator
model is given by:
x˙ =
[
0 I
0 0
]
x +
[
0
I
]
u (5)
where,
x =
[
p v
]T
,u = a,
p =
[
px py
]T
,v =
[
vx vy
]T
,a =
[
ax ay
]T
where px, py, vx, vy, ax, and ay are the position, velocity, and
acceleration of the robot in the x, and y direction in the world
frame, respectively. The trajectory of the robot is defined by
a tuple pi = (x[],u[], τ). The cost of a trajectory pi is defined
as :
c(pi) =
∫ τ
0
(1 + u(t)TRu(t))dt, R = rI (6)
where r is the input weighting constant.
As proposed in [9], to solve the optimal trajectory, it is
required to solve the weighted controllability Gramian and
the optimal cost of the double integrator model. The weighted
controllability Gramian for double integrator dynamics id
defined as :
G(t) =

t3
3r 0
t2
2r 0
0 t
3
3r 0
t2
2r
t2
2r 0
t
r 0
0 t
2
2r 0
t
r
 (7)
and the cost for double integrator dynamics :
c(τ) = τ + {xf − x¯(τ)xi}T G−1(τ) {xf − x¯(τ)xi} (8)
where
x¯(t) = eAtxi (9)
d(τ) = G−1(τ) {xf − x¯(τ)xi} , (10)
Webb et al. suggest that the optimal arrival time, τ∗, for the
trajectory is at the time when the derivative of (8) equals zero
[9]. The derivative of (8) is given by :
c˙(τ) = 1− 2
{[
0 I
0 0
]
xf
}T
d(τ)− d(τ)T
[
0 0
0 R−1
]
d(τ),
(11)
in this work, to find the root of (11), we use secant method
[10]. Furthermore, since the time is needed to be positive
value, we simply restart the search of the root if it finds
negative value. Finally, the optimal trajectory is given by:
[
x(t)
y(t)
]
=

I A1 A2 A3
0 I A4 A5
0 0 I 0
0 0 A6 I
[ xfd(τ∗)
]
(12)
where
u(t) = R−1BTy(t) (13)
A1 =
[
t− τ 0
0 t− τ
]
, A2 =
[
(−t+τ)(t−τ)2
6r 0
0 (−t+τ)(t−τ)
2
6r
]
A3 =
[
(t−τ)2
2r 0
0 (t−τ)
2
2r
]
, A6 =
[−t+ τ 0
0 −t+ τ
]
A5 =
[
t−τ
r 0
0 t−τr
]
, A4 =
[
(−t+τ)(t−τ)
2r 0
0 (−t+τ)(t−τ)2r
]
Equation (12) above solves the trajectory connecting initial
state xi to final stat xf satisfying double integrator dynamics.
This trajectory solver is used by the following Kinodynamic
RRT* algorithm to determine the connection between state.
III. KINODYNAMIC MOTION PLANNING AND TRAJECTORY
TRACKING FOR OMNIDIRECTIONAL ROBOT
A. Motion Planning Strategy
The main idea of the strategy is to decouple the trajectory
planning for translational motion and rotational motion, taking
advantages of the holonomic property of the omnidirectional
mobile robot to simplify the collision checking by model the
robot as point mass with double integrator dynamics. This
simplification leads to simpler algorithm since only transla-
tional motion contribute to the collision while the rotational
motion can be solved afterwards. Trajectory planning for the
translational motion is done by the kinodynamic-RRT*, and
the trajectory planning for the rotational motion is done by
minimum-time trajectory generator with velocity and acceler-
ation constraints [11].
B. Kinodynamic-RRT* for Double Integrator Model in Dy-
namic Environment
We implemented kinodynamic-RRT* algorithm, as pro-
posed by Webb and Berg in [9], with double integrator
model to deal with dynamic environment. Algorithm 1 shows
the implemented kinodynamic-RRT* algorithm. Furthermore,
we also apply stochastic decision to directly sampling the
goal state as proposed in [12], to improve the quality and
consistency of solution trajectory.
The algorithm takes initial state, qstart, goal state, q,
probability of direct sampling, p, and maximum number of
iteration niter. Unlike the original kinodynamic-RRT*, we
restrict the number of iteration to niter, instead of infinitely
growing the tree.
The optimal control policy, pi∗, in line 5 and 9 imple-
ments the fixed-final-state free-final-time control for double
integrator model from (12). The cost of the optimal control
policy, c∗, needed in line 6 and 12, is calculated using the
cost of optimal control for double integrator model in (8). We
implement collision-checking algorithm, needed by TRAJEC-
TORYCOLLISIONCHECK procedure in line 5 and line 6, by
approximating the trajectory as sequence of lines and moving
obstacles as collection of circles and check the collision by
performing collision check for line and circle [13]. Line 6 of
the algorithm select the neighboring states of the sampled state
that has lower cost among the other.
After the tree is grown, the solution trajectory, qsolution[] is
returned by backtracking the goal state to initial state in line
17 to 20. In this work, we use KD-Tree representation from
[14].
C. Trajectory Planning for Rotational Motion
We implemented a minimum-time trajectory generation
algorithm, as proposed by Purwin et al. in [11], for our
rotational trajectory planning. The algorithm generate a 1-
dimensional optimal trajectory that minimize the travel time
subject to velocity and acceleration limit. The algorithm works
by computing control effort, terminal state, and arrival time by
applying different case depending on the initial position and
Algorithm 1 Implemented Kinodynamic-RRT* Algorithm
1: function DOUBLEINTKINODYNAMIC-
RRT*(qstart, qgoal, p, niter)
2: T ← {qstart}
3: for i ∈ [1, niter] do
4: qi ← Sample(qgoal)
5: qneighbor ← T | c∗(q, qi) < r ∧
not TRAJECTORYCOLLISION(pi∗(q, qi))
6: q ← argmin ({q ∈ qneighbor} (c∗(q, qi))
7: parent(qi)← q
8: cost(qi)← cost(q) + c∗(q, qi)
9: qneighbor ← T ∪ {qgoal} | c∗(qi, q) < r
∧not TRAJECTORYCOLLISION(pi∗(qi, q))
10: for q ∈ qneighbor do
11: if cost(qi) + c∗(qi, q) < cost(q) then
12: parent(q)← qi
13: cost(q)← cost(qi) + c∗(qi, q)
14: end if
15: end for
16: if parent(qi) then
17: T ← T ∪ qi
18: end if
19: end for
20: qsolution[]← ∅
21: q ← qgoal
22: while parent(q) do
23: insert pi∗(parent(q), q) to qsolution[]
24: q ← parent(q)
25: end while
26: return qsolution[]
27: end function
velocity, as well as final state and constraints of the system.
We refer the readers to [11] for more detailed description.
D. Trajectory Tracking for Omnidirectional Mobile Robot
In this subsection, we discuss the implemented trajectory
tracking for omnidirectional mobile robot. In this work, we
use ’outer-loop’ Trajectory Tracking as proposed in [15] to
control the robot to follow the planned trajectory as reference.
Unlike the original trajectory tracking as proposed in [15], we
do not use pseudo-differentiator to approximate the derivative
of the desired trajectory since the outputted trajectory from
motion planning module obeying the robots dynamic.
The error of trajectory is defined as :
e =
[
x(t) y(t) ω(t)
]T − [xd(t) yd(t) ωd(t)]T
where [x(t), y(t), ω(t)]T is the position of the robot at time
t, while [xd(t), yd(t), ωd(t)]T is the position of the desired
trajectory at time t.
In [15], to stabilize the tracking error, a proportional-integral
(PI) feedback control is proposed:
[
u˜ v˜ r˜
]T
= −KP e−KI
∫
e dt (14)
where KP is a constant for proportional term and KI is a
constant for integral term.
KI = −B−11 diag(−aI1,−aI2,−aI3) (15)
KP = −B−11 (A1 − diag(−aP1,−aP2,−aP3)) (16)
where
A1(t) =
0 0 −ud(t)sin(ωd(t))− vd(t)cos(ωd(t))0 0 ud(t)cos(ωd(t))− vd(t)sin(ωd(t))
0 0 0

(17)
B1(t) =
cos(ωd(t)) −sin(ωd(t)) 0sin(ωd(t)) cos(ωd(t)) 0
0 0 1
 (18)
Finally, the commanded velocity in the body frame is given
by :[
ucom vcom rcom
]T
=
[
ud vd rd
]T
+
[
u˜ v˜ r˜
]T
(19)
Fig. 2: Online Computation of Motion Planning and Trajectory
Tracking
E. Online Computation of Motion Planning and Trajectory
Tracking
We tackle the problem of changing environment by execut-
ing motion planning and trajectory tracking module in online
fashion. Figure 2 illustrates our online computation approach.
With this approach, we could compute motion plan and track
the trajectory separately at different rate.
In figure 2, each ellipses illustrate different processes that
are executed concurrently and each box represents data that
are in the form of ROS messages, with f sim, f plan,
and f control represents the loop rate of simulator, mo-
tion planning, and trajectory tracking loop, respectively. The
simulator process, in this experiment, is the Gazebo simulator
from standard ROS distribution.
IV. EXPERIMENT RESULT
We performed several experiment to verify the proposed
kinodynamic motion planning system for omnidirectional mo-
bile robot. These Experiment were executed on Laptop PC
with Intel Core i3 2.0 GHz processor, 4 GB memory and
Ubuntu 16.04 Operating System.
A. Dynamic Constraints Consideration
We performed numerical simulation to verify the fixed-state
free-final-time control. We compared the trajectories of the
model across different value of input weight, r, from similar
value initial and final state. We also compared the maximum
control input among the trajectories of the double integrator
model from the initial state xi = [2.3,−2.3, 1.0,−1.0]T to the
final state xf = [0.0, 0.0, 0.0, 0.0]T on different input weight,
r, with r = 1.5, r = 1.0, and r = 0.5. Figure 3 shows the
numerical experiment results of translational trajectories of the
double integrator model.
Figure 3a shows the numerical experiment results of the
position of the model in xy-plane versus time, the position
was measured in meters while the time was measured in
seconds. Figure 3b shows the numerical experiment results
of the velocity of the model in xy-plane versus time, the
position was measured in m/s while the time was measured
in seconds. Figure 3c shows the numerical experiment results
of the position of the model in xy-plane versus time, the
position was measured in m/s2 while the time was measured
in seconds.
TABLE I: Arrival Time and Maximum Control Input of
Translational Trajectory for Several Input Weight
r arrival time (s) maximum ‖u‖
1.5 6.9187936337 1.2253000912634624
1.0 6.05276367644 1.467295152420136
0.5 4.84707681233 1.997746119057331
Table I shows the arrival time and the maximum control
input for each input weights, where ‖u‖ =
√
u2x + u
2
y . It could
be noted that penalizing more control input results on lower
maximum acceleration and longer arrival time. Input weight,
r, provides a ’soft’ constraint for the translational trajectory.
Figure 4a shows the numerical experiment results of the
heading angle of the angular trajectory versus time, the angle
was measured in radians while the time was measured in
seconds. Figure 4b shows the numerical experiment results
of the angular velocity of the angular trajectory versus time,
the angle was measured in rad/s while the time was measured
in seconds. Figure 4c shows the numerical experiment results
of the angular acceleration of the angular trajectory versus
time, the angle was measured in rad/s2 while the time was
measured in seconds.
TABLE II: Arrival Time and Maximum Acceleration of Ro-
tational Trajectory for Several Constraints
Constraints [ω˙max ω¨max] arrival time (s) max acceleration
[0.5 rad/s; 0.5 rad/s2] 4.6 0.5 rad/s2
[1.0 rad/s; 1.0 rad/s2] 2.8 1.0 rad/s2
[1.5 rad/s; 1.5 rad/s2] 2.089 1.5 rad/s2
We evaluated our numerical experiment on minimum-time
trajectory for rotational motion of omnidirectional robot. We
performed our numerical experiment on three cases with
different constraint but with same initial and final state,
ωi = −2.3 rad, ω˙i = 1.0 rad/s, and ωf = 0.0 rad. Figure
(a) Comparison of position vs. time with different input
weight
(b) Comparison of velocity vs. time with different input
weight
(c) Comparison of acceleration vs. time with different
input weight
Fig. 3: Comparison of Double Integrator Trajectory with
different input weight
(a) Comparison of heading angle vs. time with different
constraint
(b) Comparison of angular velocity vs. time with differ-
ent constraint
(c) Comparison of angular acceleration vs. time with
different constraint
Fig. 4: Comparison of Angular Trajectory with different Con-
straints
4 show the numerical experiment results of the constrained
angular trajectory.
Table II shows the arrival time for each experiments. It could
be noted that the maximum acceleration of rotational motion
satisfying ’hard’ constraint of the motion.
Fig. 5: The Computation Time to grow the Tree
Fig. 6: The Solution Cost of the Tree
B. Performance Analysis
1) Computation Time: We compare the computation time
of the motion planner to find a solution. The comparison was
done on different size of node grown and different direct
sampling parameter. Figure 5 shows the comparison of the
mean computation time needed to grow the tree to a certain
node size.
It is shown that the computation time grows exponentially
as the node size increases. It is also shown that by directly
sampling the goal state, the computation time also increases.
While this effect is small on lower number of nodes, it
becomes more evident on larger number of nodes.
On lower number of nodes, the difference of computation
time between different direct sampling is relatively small
compared to that with larger number of nodes. This is mainly
because the planner too frequently tries to connect the goal
(a) Solution Cost without Direct Sampling
(b) Solution Cost without Direct Sampling with p = 0.1
Fig. 7: Comparison of Solution Cost with and without Direct
Sampling
state and less exploring the other possible state. This effect
could be caused by the inserted goal state already has the
lowest possible cost but the sampler keeps returning the goal
state, hence much of computation time wasted while it could
not grow the tree.
2) Solution Cost: Figure 6 shows the comparison of the
mean solution cost of the growth tree across several node size.
It is shown that by directly sampling the goal state reduce the
cost of the solution trajectory. While it greatly reduce the cost
on lower number of nodes, it should also be noted that more
frequent direct sampling does not further reduce the cost on
higher number of nodes.
Figure 7 shows the data of solution costs from 100 times of
experiment with and without direct sampling. Figure 7a shows
the solution cost without directly sampling the goal state and
figure 7b shows the distribution of the solution cost with direct
sampling to the goal with 0.1 probability.
Without direct sampling to goal state, the median of solution
costs becomes smaller as the number of node increases, while
with direct sampling to the goal state, the median of the costs is
already on the lower range of solution costs even with smaller
number of nodes and further increase the number of nodes
does not reduces the median of solution costs. On both cases,
however, increasing the number of nodes tends to reduce the
range of maximum costs.
C. Dynamic Simulation Experiment
We performed dynamic simulation using ROS-based
RoboCup MSL simulation framework as proposed in [16].
Table III shows the configuration for the experiment. In this
experiment, the controlled robot is commanded to move from
one corner of the field to another corner without colliding
with another robots. While another robots act as obstacles
ignoring other robots’ motions. Our implementation of the
motion planning and trajectory tracking system is available
at https://github.com/alifahrri/robosoccer_
motion_planning. Video demonstration of this experi-
ment is available at https://youtu.be/jYTKOSrrcoY.
TABLE III: Experiment Settings
Parameter Value
target tree size 75
direct sampling probability, p 0.1
input weight, r 0.5
angular trajectory constraint, [ω˙max, ω¨max]T [0.75, 0.75]T
aI = [aI1, aI2, aI3]
T [5.0, 5.0, 5.0]T
aP = [aP1, aP2, aP3]
T [3.0, 3.0, 3.0]T
f sim 60 Hz
f plan 3 Hz
f control 60 Hz
Figure 9 shows the snapshots of the online motion plan-
ning experiment on Gazebo simulator. The controlled robot
is marked with white bounding box. Figure 10 shows the
snapshots of the 3D visualization of kinodynamic-RRT* algo-
rithm in RViz. In the figure, blue lines represent the planned
trajectory in time-space with z-direction illustrate the arrival
time, while yellow lines are the projections of the planned
trajectory in xy-plane, and green lines illustrate the explored
trajectory. The obstacles are visualized with black circles. Both
of these snapshots are also taken with 1.4 s interval.
Figure 8 shows the planned and realized trajectory of the
controlled robot. Figure 8a shows the robot pose over time
with the realized poses are shown with solid lines while
planned poses are shown with dashed lines. Figure 8b shows
the robot’s velocity over time with the realized velocities are
shown in solid lines and planned velocities are shown in
dashed lines. It is shown that the trajectory tracker is able
to closely follows the planned pose from the motion planner,
while the body rate roughly follows the planned velocity to
track the reference trajectory.
By taking the obstacles motion into account, the system
could anticipate its movement in short time span resulting
more reliable trajectory plan even if the motion planning loop
rate is far lower than the simulator and trajectory tracking loop
rate.
V. CONCLUSIONS AND FUTURE WORKS
Kinodynamic motion planning for omnidirectional mobile
robot was presented in this work. Obstacles’ motion and
(a) Planned and Realized Robot Pose versus Time
(b) Planned and Realized Robot Velocity versus Time
Fig. 8: Planned and Realized Trajectory
robot’s dynamic was taken into account while planning the
collision-free trajectory. Dynamic constraints for translational
motion was addressed by ’soft’ constraint via input control
weight while ’hard’ constraints for rotational motion was sat-
isfied by setting maximum allowed velocity and acceleration.
The presented sampling strategy was able to reduce solution
cost. Online planning & tracking scheme was presented. Dy-
namic simulation shows the scheme was successfully applied
to the simulated robot and environment.
There are several other problems that emerge during this
work that should be tackled in the future research. For ex-
ample, synchronizing the motion in translation and rotation by
taking the robot’s motion in body frame into account. The tra-
jectory tracking controller only considers the current reference
pose to compute the control input, while the subsequent pose
is already known. Hence, we suggest future works should take
this subsequent reference pose into account, e.g. using Model
Predictive Controller. The proposed motion planning strategy
assuming that the robot’s and obstacles’ states are perfectly
known and accurate, while in real world this may be partially
known and uncertain. So, we suggest to take this uncertainty
into account while solving the trajectory, e.g. motion planning
under uncertainty. To increase the quality of solution trajectory
as well as computation efficiency it is recommended to develop
and implement heuristic for the sampling procedure.
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