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Introduzione
Questa tesi e` incentrata sul processore hardware Fast Tracker, sviluppato all’INFN
di Pisa per la ricostruzione on-line delle traiettorie di particelle cariche , e sulla sua
possibile applicazione nel sistema di trigger di ATLAS per estenderne gli obiettivi di
fisica.
ATLAS e` un importante esperimento di fisica delle alte energie che operera` ad LHC,
il collider adronico di nuova generazione in costruzione al CERN di Ginevra.
In una prima parte della tesi vengono brevemente illustrati quegli aspetti teorici e
sperimentali della moderna fisica delle alte energie a cui molti degli argomenti di questa
esposizione sono legati. In particolare viene introdotto schematicamente il Modello
Standard con il limitato scopo di evidenziare come all’interno della teoria non siano
previste correnti neutre che cambiano il sapore (FCNC). Questo fatto comporta che
alcuni decadimenti, come il Bs → µ+µ− esaminato nella parte finale di questa tesi,
siano estremamente soppressi e rappresentino quindi uno strumento sensibile per la
verifica della teoria e per la ricerca di sue possibili estensioni.
Viene inoltre descritto l’esperimento ATLAS, prestando particolare attenzione ai
rilevatori al silicio dell’Inner Detector, la parte del rilevatore utilizzata da Fast Tracker
per la ricostruzione della traiettoria delle particelle cariche. Viene data anche una
breve descrizione dell’esperimento CDF al collider Tevatron di Chicago, il quale utilizza
SVT, un processore hardware per la ricostruzione delle traiettorie che costituisce un
precursore di Fast Tracker.
E` poi mostrato come la selezione in tempo reale degli eventi sia critica per gli
esperimenti ai collider adronici e di come questa selezione sia effettuata ad ATLAS
attraverso tre distinti livelli corrispondenti ad algoritmi di diversa raffinatezza e velocita`
di esecuzione. Viene illustrato come questa selezione, in particolare quella effettuata
al secondo livello, possa ampiamente beneficiare della conoscenza delle traiettorie di
particelle cariche ricostruite con ottima definizione spaziale.
L’impatto che sulla fisica accessibile ha una selezione basata anche sulle traietto-
rie delle particelle cariche viene illustrato attraverso alcuni importanti esempi in tre
diversi ambiti: la selezione del decadimento raro Bs → µ+µ−, poi analizzata piu` det-
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tagliatamente nell’ultima parte della tesi, la selezione di eventi Z → bb attraverso il
riconoscimento dei b-jet ed infine la selezione di decadimenti adronici del leptone τ .
Con questi tre esempi vengono illustrate alcune strategie di selezione di secondo li-
vello accessibli grazie alle traiettorie ricostruite, ben applicabili anche ad altri canali
interessanti di fisica.
Nella successiva parte della tesi viene quindi descritto il processore hardware Fast
Tracker in grado di fornire le traiettorie ricostruite ad alta definizione e su tutto il vo-
lume di tracciatura al secondo livello di trigger; questo e` un compito particolarmente
difficile in quanto la ricostruzione delle traiettorie e` una operazione computazionalmente
molto lenta con algoritmi tradizionali e viene tendenzialmente relegata al terzo livello.
Viene mostrato come Fast Tracker sia in grado di eseguire molto velocemente la rico-
struzione delle traiettorie grazie ad un sofisticato algoritmo che suddivide il problema
in una ricerca di traiettorie a bassa definizione, eseguito con un algoritmo di pattern
recognition fortemente parallelo, ed un successivo raffinamento per ottenere traiettorie
ad alta definizione attraverso un veloce fit lineare.
Oltre alla descrizione dell’hardware e` introdotto e illustrato nel dettaglio un software
di simulazione a livello algoritmico del sistema Fast Tracker, ftksim, al cui sviluppo il
candidato ha largamente contribuito. Attraverso l’uso del software sviluppato vengono
indagate le prestazioni e le caratteristiche di Fast Tracker sfruttando la simulazione
dell’esperimento ATLAS fornita nel framework software Athena. In particolare vengono
determinati alcuni parametri di fondamentale interesse per lo sviluppo del processore
hardware Fast Tracker.
Nell’ultima parte della tesi viene esaminata, sempre utilizzando ftksim per simulare
Fast Tracker ed Athena per simulare ATLAS, una proposta di selezione di secondo
livello per il decadimento raro Bs → µ+µ−. Viene studiata sia l’efficienza di selezione
sul segnale che la reiezione su un campione significativo di fondo. Lo studio presentato
rappresenta solo un’analisi preliminare, ma e` gia` in grado di dimostrare come l’uso
delle traiettorie ricostruite permetta una selezione con buona efficienza per il segnale e
discrete reiezione del fondo, aprendo ottime prospettive di sviluppo.
Capitolo 1
Modello Standard
Il Modello Standard e` l’attuale teoria che descrive le interazioni elettrodeboli e forti.
La teoria e` stata sottoposta a numerose verifiche sperimentali ed ha sempre riprodotto
in maniera soddisfacente i risultati degli esperimenti tanto da guadagnarsi l’appellativo
di “standard”.
Una delle piu` importanti previsioni del Modello Standard non ancora verificate spe-
rimentalmente e` l’esistenza del bosone di Higgs, ingrediente fondamentale della teoria.
La ricerca di evidenze della produzione e decadimento di tale bosone e` sicuramente uno
degli obiettivi principali degli esperimenti di fisica delle alte energie, presenti e futuri.
Il bosone di Higgs non e` certo pero` l’unico argomento di interesse della contempo-
ranea fisica delle alte energie: nel corso degli anni sono state proposte molte estensioni
e migliorie alla teoria originale, come ad esempio le teorie supersimmetriche, ed e` quin-
di di grande interesse eseguire misure che possano indicare la presenza di fisica oltre
l’attuale Modello Standard.
Una delle caratteristiche del Modello Standard, come vedremo, e` l’assenza di pro-
cessi di corrente neutra che non conservino il sapore (flavour changing neutral currents
o FCNC) a livello di diagrammi ad albero. Tali processi posso avvenire solo con dia-
grammi di ordine superiore e quindi molto soppressi. Estensioni al Modello Standard
prevedono processi FCNC ulteriori o diversi, rendendo tali processi un canale molto
sensibile alla presenza di nuova fisica.
1.1 Modello Standard
Come accennato il Modello Standard e` la moderna teoria fisica che incorpora i risultati
del modello unificato elettrodebole e della cromodinamica quantistica.
In questo senso si parla del Modello Standard come una teoria di gauge SUC(3) ×
SUL(2)×UY (1) con tre generazioni di quark e leptoni. Vi e` inoltre la rottura spontanea
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della simmetria SUL(2)× UY (1)→ Uem(1) diventando SUC(3)× Uem(1) dove i suffissi
indicano le simmetrie esatte di colore e carica effettivamente osservate negli esperimenti.
Il settore che descrive le interazioni forti e` descritto dalla simmetria di colore SUC(3),
QCD, i cui dettagli non sono di fondamentale interesse per questa tesi. Una descrizione
introduttiva alla teoria della cromodinamica quantistica si puo` trovare in [49, 16].
Il settore elettrodebole e` descritto dalla simmetria SUL(2)×UY (1). Questa struttura
deriva storicamente dall’unificazione della teoria che descriveva le interazioni deboli
cariche con quelle elettromagnetiche.
Seguendo l’esposizione presentata in [16] del modello elettrodebole partiamo intro-
ducendo le interazioni deboli cariche, che hanno violazione massima di parita`.
Vengono introdotti i campi di fermioni destri e sinistri, definiti
ψL =
1
2
(1− γ5)ψ ψR = 1
2
(1 + γ5)ψ
Poi si procede costruendo una simmetria di gauge SU(2) applicata ai soli campi
fermionici sinistri. La quantita` conservata in questa simmetria e` l’isospin debole TL.
Inoltre, per incorporare le interazioni elettromagnetiche, si introduce una ulteriore
simmetria di gauge indipendente, UY (1), la cui quantita` conservata e` l’ipercarica debole
Y legata alla carica elettrica Q e alla terza componente dell’isospin debole T3 secondo
la formula Q = T3 +
1
2
Y .
Abbiamo quindi i seguenti campi di gauge: l’isotripletto Wµ per SUL(2) e il singo-
letto Bµ per UY (1). La Langrangiana e`:
L = −1
4
WµνWµν − 1
4
BµνBµν + ψiγ
µDµψ
Dove Wµν e Bµν sono i commutatori delle derivate covarianti e dei campi di gauge
prima introdotti e Dµ = ∂µ + igWµ ·T + ig′ 12BµY .
Per ritrovare le interazioni elettromagnetiche, il termine ieAµQ della derivata cova-
riante nella lagrangiana dell’interazione elettromagnetica (L = −1
4
F µνFµν +ψiγ
µ(Dµ−
m)ψ dove Dµ = ∂µ + ieAµQ, Aµ e` il quadripotenziale del campo elettromagnetico,
Fµν = ∂µAν − ∂νAµ il tensore di campo e Q l’operatore di carica) deve essere contenu-
to nel termine neutro i (gW3µT3 + g
′BµY ) della derivata covariante appena introdotta.
Troviamo quindi che W3 e B sono combinazioni lineari del campo elettromagnetico A
e di un ulteriore campo neutro Z.

 W3
B

 =

 cos θW sin θW
− sin θW cos θW



 Z
A


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La previsione delle interazioni deboli di corrente neutra, scoperte per la prima volta
nell’esperimento Gargamelle al CERN, e` stato uno dei primi importanti risultati del
Modello Standard.
Fino a questo punto la simmetria SUL(2) × UY (1) e` considerata come esatta e
questo comporta che tutti i bosoni di gauge ed i fermioni siano massless, quando questo
non e` evidentemente il caso sperimentale. Per poter dare massa ai bosoni di gauge e
fermioni e` necessario adottare qualche meccanismo che rompa la simmetria preservando
le caratteristiche di rinormalizzabilita` della teoria.
Questo meccanismo di rottura spontanea e` detto meccanismo di Higgs e prevede
l’introduzione di almeno un’ulteriore campo scalare SU(2) e l’esistenza di un bosone
scalare, bosone di Higgs, la cui esistenza e` una previsione del Modello Standard an-
cora non confermata sperimentalmente e su cui molti dei nuovi esperimenti, ATLAS
compreso, si stanno concentrando.
Attraverso il meccanismo di Higgs e` possibile dare massa ai bosoni di gauge (il fotone
rimane massless per imposizione) ai leptoni e ai quarks.
Nel settore dei quarks in particolare abbiamo che andando a calcolare la matrice
di massa si scopre che gli autostati dell’interazione debole u1, u2, u3 e d1, d2, d3 sono in
generale combinazioni lineari degli autostati di massa dei quarks u, c, t e d, s, b attraverso
relazioni distinte per la parte destra e parte sinistra.


u1
u2
u3


L,R
= UL,R


u
c
t


L,R


d1
d2
d3


L,R
= DL,R


d
s
b


L,R
Da questo fatto deriva che per le interazioni deboli cariche, che accoppiano gli
stati up con gli stati down del doppietto di isospin debole, si avranno termini tipo
uiLγ
µdiL (i = 1..3) la cui somma e` rappresentabile nei seguenti termini:
(u1, u2, u3)Lγµ


d1
d2
d3


L
= (u, c, t)LU
†
LDLγµ


d
s
b


L
Quindi per le interazioni deboli cariche si puo` avere mixing tra le varie generazioni
di quark.
Convenzionalmente il mixing viene descritto associandolo unicamente agli stati T3 =
−1
2
definendo una matrice di trasformazione unitaria V = U †LDL:
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

d′
s′
b′


L
= V


d
s
b


L
Questa matrice complessa 3x3 e` detta matrice di Cabibbo Kobayashi Maskawa
(CKM) e suoi elementi vengono usualmente chiamati indicando il sapore dei quark
coinvolti.


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


Si puo` dimostrare, sfruttando l’unitarieta` della matrice, che puo` essere descritta da
4 parametri.
Esistono svariate parametrizzazioni di questa matrice, tra le piu` comuni abbiamo
quella di Kobayashi Maskawa:


c1 −s2c3 −s1s3
s1c2 c1c2c3 − s2s3eiδ c1c2c3 + s2c3eiδ
s1s3 c1c2c3 + c2s3e
iδ c1c2c3 − c2c3eiδ


Dove ci ≡ cos θi e si ≡ sin θi ed e` stata messa in evidenza la fase complessa δ che da
luogo alla violazione di CP.
Considerando invece le interazioni di corrente neutra notiamo che analogamente a
quanto detto sopra si ha
(u1, u2, u3)Lγµ


u1
u2
u3


L
= (u, c, t)LU
†
LULγµ


u
c
t


L
Ma essendo le matrici UL,R unitarie si ha U
†
LUL = 1 e quindi assenza di mixing.
Questo fatto comporta l’assenza di processi Flavour Changing Neutral Currents attra-
verso diagrammi del prim’ordine, una caratteristica del Modello Standard fin ora ben
verificata sperimentalmente.
L’assenza di processi FCNC comporta che decadimenti come il Bs → µ+µ− debbano
necessariamente avvenire attraverso diagrammi di ordine superiore e quindi essere par-
ticolarmente soppressi. Questi decadimenti rari, le cui caratteristiche sono ben chiare
all’interno del Modello Standard, offrono un’ottimo banco di prova sperimentale per il
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modello. Inoltre le estensioni supersimmetriche del Modello Standard che prevedono,
tra le altre cose, un gran numero di nuove particelle comportano un aumento dei dia-
grammi possibili per questi decadimenti rari e un conseguente aumento del branching
ratio.
E` quindi evidente come processi rari come il Bs → µ+µ− siano anche un’ottimo
veicolo per la scoperta di nuova fisica.
Capitolo 2
Apparati sperimentali
In questo capitolo verra` presentata una breve descrizione degli apparati sperimentali in
cui il processore hardware Fast Tracker si inserisce.
Verra` descritto il collider adronico LHC in costruzione al CERN e l’esperimento
ATLAS in esso ospitato, facendo una particolare attenzione a quelle caratteristiche su
cui si poggia l’idea e la necessita` di un processore hardware per la ricostruzione delle
tracce di particelle cariche.
Sara` inoltre data una breve descrizione del collider adronico Tevatron e il relativo
esperimento CDF, il quale utilizza il processore SVT di cui Fast Tracker e` l’evoluzione.
2.1 Large Hadron Collider (LHC)
Il Large Hadron Collider, LHC, attualmente in costruzione al CERN di Ginevra e` un
collider protone-protone e ione pesante-ione pesante (ad esempio nuclei di piombo) che
rappresenta una delle sfide piu` ambiziose della fisica sperimentale contemporanea.
Costruito sullo stesso anello da 27 km dell’esperimento LEP si prevede che LHC
riesca a raggiungere 14TeV nel centro di massa per le collisioni protone-protone. Inoltre
la luminosita` prevista e` di 1033 cm−2s−1 nei primi tre anni di attivita` (run a bassa
luminosita`) e di 1034 cm−2s−1 negli anni seguenti (run ad alta luminosita`).
Dato che la sezione d’urto protone-protone prevista a 14TeV e` di ∼ 80mb il rate di
eventi nel run ad alta luminosita` sara` dell’ordine di R = σ ·L = 80mb · 1034 cm−2s−1 ≃
109 s−1.
Con queste caratteristiche molto al di sopra degli attuali esperimenti (una energia nel
centro di massa 10 volte superiore al Tevatron del Fermilab e un rate 50 volte superiore
sempre rispetto al Tevaron) ci si aspetta che LHC possa dare un grande stimolo ad
i campi ancora aperti della fisica delle interazioni fondamentali, come ad esempio la
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ricerca del bosone di Higgs o prove dirette o indirette dell’esistenza di nuova fisica oltre
il Modello Standard.
E` previsto che LHC ospiti 4 esperimenti: ALICE[35], per lo studio delle collisioni
tra ioni pesanti, LHCb[43], per lo studio della fisica del mesone B, che saranno posizio-
nati nel punto di iniezione dei fasci, mentre nei punti di intersezione dei fasci saranno
posizionati i due esperimenti general purpose CMS[54] ed ATLAS[9] per lo studio delle
collisioni p− p.
2.1.1 ATLAS: A Toroidal LHC ApparatuS
La collaborazione ATLAS si avvale del lavoro di circa 1800 fisici da 146 istituti situati
in diverse parti del mondo; una collaborazione tanto estesa ben si paragona con le
imponenti dimensioni dell’esperimento (46m di lunghezza per 22m di altezza) e con
l’altrettanto imponente ambizione di costruire un esperimento general purpose in grado
di sfruttare a pieno sia la fase a bassa che quella ad alta luminosita`.
L’esperimento ATLAS si compone schematicamente delle seguenti parti[62] (figura
2.1):
• Detector interno (Inner Detector) - misura l’impulso e la traiettoria di ogni par-
ticella carica
• Calorimetro - misura l’energia rilasciata dalle particelle che lo attraversano
• Spettrometro per muoni - identifica e misura l’energia dei muoni
• Sistema di magneti - produce il campo magnetico necessario per la misura del-
l’impulso delle particelle cariche
Il sistema di magneti e` la parte che caratterizza fin dal nome l’intero apparato: si
tratta infatti di un magnete toroidale superconduttore esterno a forma di barilotto
(barrel), terminato da altri due magneti toroidali superconduttori (end caps), mentre
all’interno di questa struttura c’e` un magnete solenoidale superconduttore che avvolge
l’Inner Detector.
Con questa disposizione si riesce ad ottenere un campo magnetico da 2 Tesla nel-
la zona dell’Inner Detector, ottimale per la ricostruzione dell’impulso, minimizzando
inoltre la quantita` di materiale presente prima del calorimetro. Il magnete solenoidale
risulta infatti avere uno spessore di appena 0.67 lunghezze di radiazione.
All’esterno dei calorimetri, invece, il magnete toroidale fornisce il campo magnetico
necessario per la ricostruzione indipendente dell’impulso da parte dello spettrometro per
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muoni, il quale trae grande vantaggio dalla struttura geometrica del magnete esterno
(air core) riuscendo ad ottenere un’ottima risoluzione in impulso su tutto l’angolo solido.
Il calorimetro infine e` suddiviso in calorimetro elettromagnetico e calorimetro adro-
nico.
Il calorimetro elettromagnetico utilizza una tecnologia ad argon liquido, intrinsi-
camente resistente alla radiazione, una caratteristica molto importante data l’elevata
luminosita` di LHC e si compone di tre parti: il barrel, a forma di fisarmonica, il cui
criostato ospita anche il magnete solenoidale di cui sopra e due sezioni frontali in modo
da coprire la regione di pseudorapidita`1 |η| < 3.2. Vi e` inoltre un presampler che copre
la regione |η| < 1.8 in modo da applicare le opportune correzioni nel caso la cascata di
particelle abbia origine nell’Inner Detector.
Il calorimetro adronico si compone di due sezioni frontali, che coprono la regione
1.5 < |η| < 3.2 utilizzando la stessa tecnologia ad argon liquido del calorimetro elettro-
magnetico e la regione 3.1 < |η| < 4.9 con una matrice di metalli pesanti inframezzati da
tubi riempiti di argon liquido, e di un barrel che utilizza la tecnologia ferro/scintillatori.
2.1.1.1 Inner Detector
Vista l’importanza che questa parte dell’apparato di ATLAS riveste per un trigger
hardware basato sulla ricostruzione delle traiettorie e` necessario prestare una maggiore
attenzione nella sua descrizione.
L’Inner Detector, come e` gia` stato accennato, ha la funzione di ricostruire l’impulso
delle particelle cariche che lo attraversano e di rivelarne il vertice di decadimento, oltre
che fornire una selezione per gli elettroni.
Il rivelatore si puo` dividere in due parti: una parte interna che utilizza tecnologia
Pixel ed SCT (silicon microstrip) ad alta definizione ed una parte esterna che utiliz-
za rivelatori straw-tube TRT. Tipicamente una particella che attraversa il rivelatore
colpisce due strati Pixel ed otto SCT (corrispondenti a quattro punti spaziali), succes-
sivamente attraversa il TRT che rivela mediamente ulteriori 36 punti, anche se ad una
definizione inferiore. Si puo` quindi facilmente intuire che la ricostruzione del vertice
di decadimento verra` sostanzialmente effettuata con i dati provenienti dai rivelatori a
semiconduttore, in quanto una buona definizione spaziale e` fondamentale.
Il numero limitato di strati di tipo Pixel ed SCT e` dettato da due ragioni fon-
damentali: l’elevato costo di ogni singolo strato e il relativamente elevato spessore in
lunghezze di radiazione di ogni strato. Il rivelatore TRT, al contrario dei rivelatori a
semiconduttore, ha un costo relativamente basso ed una lungezza di radiazione molto
CAPITOLO 2. APPARATI SPERIMENTALI 13
Figura 2.1: Vista generale dell’esperimento ATLAS
Rivelatore Posizione Area in m2 Risoluzione in µm Canali 106 copertura in η
Pixel Barrel rimovibile (B-layer) x 1 0.2 Rφ = 12z = 66 16 ±2.5
Pixel Barrel x 2 1.4 Rφ = 12,z = 66 81 ±1.7
Pixel Dischi di end-cap x 5, su ogni lato 0.7 Rφ = 12,z = 77 43 1.7− 2.5
SCT Barrel x 4 34.4 Rφ = 16,z = 580 3.2 ±1.4
SCT Ruote di end cap x 9, su ogni lato 26.7 Rφ = 16,z = 580 3.0 1.4− 2.5
TRT Barrel con straw-tube assiali 170 per straw-tube 0.1 0.7
TRT End cap con straw-tube radiali 170 per straw-tube 0.32 0.7− 2.5
Tabella 2.2: Parametri dei componenti dell’Inner Detector[21]
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Figura 2.2: Disegno tecnico dei moduli SCT. Vista del piano x-y.
piccola.
I rivelatori di tipo Pixel sono situati su tre barrel di raggio medio 4 cm, 10 cm e 13 cm,
oltre a cinque dischi per lato con raggio tra 11 cm e 12 cm perpendicolari alla direzione
dei fasci in maniera tale da coprire tutto lo spazio attorno al punto di intersezione
dei fasci. Il barrel centrale, a 10 cm, che non era previsto essere montato per l’inizio
dell’esperimento non e` stato scelto tra i layer possibili in questo lavoro di tesi, per questo
nel seguito della descrizione di Fast Tracker e la sua simulazione si parlera` solamente di
due layer di Pixel. Il sistema e` stato pensato per essere molto modulare, infatti i circa
1500 moduli della zona barrel ed i 700 moduli dei dischi sono identici tra di loro: ogni
singolo modulo e` 62.4x21.4mm e contiene 61440 elementi pixel letti da 16 chip (ogni
chip legge una array di 24x160 pixel) con una risoluzione di ∼ 12µm in R−φ e ∼ 70µm
in z. I moduli sono lievemente sovrapposti sulla superfice di ogni layer in modo tale
da assicurare una copertura completa, una illustrazione di questo overlap tra i moduli
e` visibile in figura 2.2 per quanto riguarda i moduli SCT, per i Pixel la disposizione e`
del tutto analoga.
1La pseudorapidita` si definisce come − log tan θ
2
dove θe` l’angolo polare del riferimento in coordinate
cilindriche avente come asse z l’asse dei fasci e come origine il punto di collisione dei fasci.
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I rivelatori di tipo SCT sono situati in quattro cilindri in fibra di carbonio, com-
pleti di sistema di raffreddamento, a formare il barrel, mentre gli end caps sono for-
mati da nove ruote composte di al massimo tre anelli. I cilindri hanno raggio 30 cm,
37.3 cm, 44.7 cm e 52.0 cm mentre le ruote che formano gli end caps sono assemblate
con l’opportuno numero di anelli e moduli per coprire la zona angolare |η| < 2.5.
Il barrel e` formato da otto layer di rivelatori a microstrip: ogni rivelatore e` 6.36x6.40 cm2
con 768 strisce di 80µm di passo. Un modulo e` formato da quattro di questi rivelatori
raggruppati a coppie in modo tale da formare due strisce da 12.8 cm che poi vengono
collegate back-to-back a formare un angolo di 40mrad. La risoluzione media nella re-
gione di pseudorapidita` coperta e` di 23µm (17µm solo nel barrel) in R − φ e 580µm
in z.
Il rivelatore TRT invece e` formato da circa 50000 straw-tubes nel barrel mentre
gli end caps ospitano 320000 straw-tubes. Ogni straw-tube e` 4mm di diametro con
un filo di W-Re placcato oro dello spessore di 30µm e riempito con una miscela non
infiammabile composta da 70% Xe, 20% CO2 e 10% CF4; la lunghezza massima di
questi tubi e` di 144 cm.
Il sistema e` in grado di fornire una risoluzione spaziale di 170µm per ogni canale
nonche` due soglie indipendenti in modo tale da distinguere tra gli hit della particella e
quelli dovuti alla radiazione di transizione.
2.2 Tevatron
L’acceleratore Tevatron[48] e` un acceleratore p−p (protone - antiprotone) situato presso
i laboratori Fermi National Accelerator Laboratory di Batavia (Chicago, Illinois) ed e`
il piu` potente attualmente in funzione. Una visione schematica delle sue componenti e`
esposta in figura 2.3.
E` attivo dal 1988 ed ospita due importanti esperimenti general purpose in due punti
di intersezione dei fasci del suo anello da 6.2 km, CDF[11] e D0[36].
Acceleratore ed esperimenti sono sottoposti a continui upgrade, ma si possono evi-
denziare tre principali periodi per la loro storia: il Run 0, Run I e Run II. Il Run 0 e`
il nome dato al periodo dal 1988 al 1989. Dal 1992 al 1996 e` stato il Run I con una
energia nel centro di massa di 1.8TeV e una luminosita` massima di 1.5× 1031 cm−2s−1
durante il quale sono state effettuate moltissime importanti scoperte e misure, tra le
quali va sicuramente citata la scoperta del quark top nel 1995[30]. Il Run II, iniziato
nel 2001, dura ancora oggi ed e` previsto terminare le sue operazioni nel 2009. Il prin-
cipale miglioramento nei parametri dell’acceleratore e` stato quello di portare l’energia
nel centro di massa a 1.96TeV e la luminosita` di picco a 2× 1032 cm−2s−1.
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Figura 2.3: Schema del complesso di acceleratori del Tevatron, Run II
2.2.1 CDF
CDF, Collider Detector at Fermilab, e` uno dei due esperimenti ospitati al Tevatron ed
e` di interesse per questa tesi in quanto utilizza nel proprio trigger il processore SVT, di
cui Fast Tracker e` l’evoluzione.
Il processore SVT e` stato uno dei principali upgrade dell’esperimento effettuati per
il suo funzionamento nel Run II, proprio per far fronte alle richieste di trigger sempre
piu` sofisticati dovuti all’aumento di luminosita`.
L’esperimento, come mostrato in figura 2.4, presenta la tipica struttura a “cipolla”
degli esperimenti ai collider. All’interno del magnete solenoidale da 1.4 T vi sono i
rivelatori dedicati alla tracciatura delle particelle cariche, all’esterno invece il sistema
di calorimetri, che fornisce la misura dell’energia per fotoni, elettroni e jet adronici.
Esternamente ai calorimetri, dopo una schermatura di acciaio, ci sono le camere per il
rilevamento dei muoni[29].
Il sistema di tracciatura interno, le cui informazioni sono quelle elaborate da SVT, e` a
sua volta composto dal Central Outer Tracker, camere a drift, che copre la regione |η| <
1 e dai rivelatori al silicio: SVX II, ISL e L00. Il rivelatore L00, montato direttamente
sulla beam pipe per fornire la piu` accurata misura del parametro d’impatto, e ISL,
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Figura 2.4: Vista laterale dei vari rivelatori dell’esperimento CDF (Run II)
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che fornisce due aggiuntivi piani di misura per estendere il tracking oltre il limite di
coperture della COT fino ad |η| < 2, non sono utilizzati da SVT.
SVX II e` invece utilizzato ed e` strutturato in 12 volumi trapezioidali sul piano x-y
(wedges), ognuno di questi volumi contiene 5 piani di rivelatori a microstrip doppia
faccia.
2.3 Trigger
Per la riuscita della ricerca di fisica che si propone di realizzare ai collider adronici un
ruolo importante tanto quanto le varie caratteristiche dei rivelatori che compongono
l’esperimento lo gioca il sistema di acquisizione dati ed in particolare il sistema di
selezione online, il trigger.
L’intero apparato sperimentale ATLAS fornisce circa 107 canali di dati distinti pro-
venienti dalle diverse parti del rivelatore, il quale viene esposto a circa 109 eventi al se-
condo; non e` quindi pensabile registrare tutti questi dati su di un qualsivoglia supporto
non-volatile per analizzarli oﬄine, deve essere effettuata una selezione che individui gli
eventi di fisica rara che ATLAS si prefigge di analizzare e scarti i numerosi eventi di
background non interessanti.
Per ottenere questo traguardo ATLAS suddivide la strategia di trigger (selezione
degli eventi interessanti) su tre livelli, in rosso in figura 2.5:
• LVL 1: riceve i dati al rate del bunch crossing, 40 MHz, e riduce questo rate al
limite della capacita` del sistema di front-end, 75 kHz (puo` essere aggiornato a 100
kHz)
A questo livello vengono utilizzati esclusivamente calorimetri e sistema di muoni,
identificando eventi contenenti elettroni/fotoni, jet di particelle, muoni, energia
mancante o eccedente.
• LVL 2: riceve i dati al rate del LVL 1 e deve ridurli di un fattore 100, ottenendo
una banda in uscita di 1 kHz
A questo livello sono previsti fondamentalmente algoritmi piu` sofisticati e precisi
di quelli utilizzati al primo livello per ricostruire le stesse informazioni. Sono inol-
tre stati proposti algoritmi per la ricostruzione delle tracce in particolari regioni
del rivelatore individuate dal primo livello (Region of Interest).
• EF (Event Filter): riceve i dati a 1 kHz dal LVL2 e li riduce di un fattore 10, al
rate di 100 Hz cui e` possibile scrivere su di un supporto fisso
A questo livello tutte le informazioni ricostruite da tutti i rilevatori dell’esperimen-
to vengono utilizzate, in larga parte gli algoritmi utilizzati a questo livello sono
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Figura 2.5: Livelli di trigger ad ATLAS, sono evidenziate le latenze di ogni livello, cos`ı
come i rate di input ed output.
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identici, come qualita` di ricostruzione e proprio come software, a quelli utilizzati
per la successiva analisi off line.
Le selezioni applicate e quindi il rate relativo tra LVL 2 ed EF e` ancora oggetto di
studio, cos`ı come il rate di output finale di tutto il trigger, quindi i valori riportati
devono essere presi solo come indicativi.
In ATLAS si pensa di effettuare la selezione a livello 1 attraverso hardware dedi-
cato, mentre i due livelli successivi, collettivamente detti High Level Trigger (HLT),
dovrebbero essere affidati a software su farm di computer.
Nell’esperimento CDF si presenta un sistema di trigger similmente strutturato su
tre livelli, ma solo il terzo livello viene effettuato da software, mentre i primi due sono
su hardware dedicato. Da notare che a CDF le tracce ricostruite di particelle cariche
sono utilizzate sia al primo (XFT, tracce ricostruite nella COT e poi estrapolate tramite
XTRP ai calorimetri e camere per muoni) che al secondo (SVT che utilizza le tracce di
XFT piu` la lettura di SVX II) livello di trigger.
Capitolo 3
Fast Tracker
Come si e` visto nel capitolo precedente in un collider adronico la selezione degli eventi
gioca un ruolo di primo piano nella riuscita dell’esperimento: l’altissimo rate delle
interazioni e la presenza dei grossi fondi di QCD (con sezioni d’urto dell’oridine dei mb)
rispetto al segnale di fisica interessante (dai nb ai fb) rende assolutamente necessario
un trigger particolarmente sofisticato, rapido ed efficiente.
L’utilizzo delle informazioni provenienti dal tracker, come ha dimostrato CDF, puo`
essere estremamente importante per il sistema di trigger sia al primo[19] che al secondo
livello[15].
Il lavoro di questa tesi riguarda una proposta per un trigger di secondo livello in
grado di ricostruire i parametri delle traiettorie di particelle cariche con qualita` off-
line. Utilizzando le informazioni sulle tracce e` noto, dall’esperienza di SVT in CDF,
come sia possibile costruire potenti strategie di trigger: in CDF il metodo e` stato usato
con successo per estrarre grossi campioni di eventi contenenti mesoni D e B e per la
selezione di decadimenti adronici tipo Z → bb.
Infatti, dato che il cammino caratteristico (cτ) del b e` di circa 500µm, una selezione
sul parametro di impatto con la risoluzione adeguata per selezionare in una finestra
di qualche centinaio di µm permetterebbe di identificare i jet provenienti dal bottom,
ovvero i b-jet, o mesoni B di basso impulso, realizzando quello che comunemente si chia-
ma b-tagging. Algortimi di b-tagging basati sul parametro d’impatto hanno l’efficienza
fortemente dipendente dalla qualita` della ricostruzione dei parametri delle tracce. In
figura 3.1 e` mostrata la significativa differenza tra l’efficienza dello stesso algoritmo con
tracce ricostruite a qualita` oﬄine, come quelle che e` in grado di fornire FTK, e quelle
ricostruite da un convenzionale algoritmo di secondo livello[14]. La possibilita` di fare
b-tagging al secondo livello puo` essere molto efficace, quando non indispensabile, per
alcuni studi di fisica che coinvolgono b-jet.
In generale l’utilizzo delle tracce al secondo livello di trigger comporta la possibilita`
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Figura 3.1: Reiezione Ru dei jet da quark u in funzione dell’efficienza ǫb di un algoritmo
di b-tagging basato sul parametro d’impatto descritto in [14]. Il grafico e` calcolato
su eventi di H → bb/uu con mH = 100GeV. E` evidenziata la differenza dello stesso
algortimo con tracce di qualita` oﬄine, come quelle che FTK sarebbe in grado di produrre
al secondo livello.
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di operare con soglie piu` basse al primo livello di trigger: infatti senza le tracce il secondo
livello di trigger non ha molti altri strumenti a disposizione per ridurre il rate di alcune
selezioni di primo livello, ad esempio jet o muoni maggiori di un certo PT , che non siano
ripetere le stesse selezioni aumentando e raffinando la selezione in PT . Spesso accade
che soglie gia` molto alte vengano imposte direttamente al primo livello, per risparmiare
banda passante, dato che la selezione di secondo livello non porterebbe nessuna selezione
qualitativamente diversa. Con l’utilizzo delle tracce di particelle cariche invece si ha
a disposizione ulteriori informazioni con cui effettuare la selezione degli eventi. Si puo`
quindi pensare di lavorare con soglie di primo livello piu` basse, recuperando canali di
fisica interessanti, applicando poi una forte selezione al secondo livello basata non solo
sulle soglie in PT , ma anche su tutte le informazioni delle traiettorie delle particelle
cariche.
Riportero` alcuni risultati interessanti riguardo a due studi che sono in uno stadio
piu` avanzato di altri: il primo riguarda per l’appunto il canale Bs → µ+µ− che piu`
specificamente e` oggetto della mia tesi e mostra come FTK sia particolarmente impor-
tante per la fisica di basso PT del mesone B e per la ricerca di fisica oltre il modello
standard; il secondo mostra invece come FTK puo` avere un ruolo importante anche per
la fisica dell’alto PT e riguarda la fattibilita` della misura del picco dello Z → bb. Questa
misura e` importante soprattutto perche` permette di calibrare e studiare i jets da quark
b in una regione di energia che potrebbe essere importante per la scoperta dello Higgs
del modello standard. Inoltre questa calibrazione puo` ridurre l’incertezza sulla misura
della massa del top. Infine riportero` anche riguardo alla possibilita` di selezionare in
modo efficiente i decadimenti adronici del τ a livello 2 con un chiaro vantaggio sia per
la ricerca dell’Higgs del modello standard che supersimmetrico.
3.0.1 Trigger per il canale Bs → µ+µ−
Come prima stima dell’impatto di FTK sul canale Bs → µ+µ− possiamo partire con
l’idea di utilizzare l’opzione del trigger di primo livello di ATLAS per un singolo muone
con Pt > 6GeV e |η| < 2.5, la cui frequenza e` prevista essere di 23.2 kHz[25], come
riassunto in tabella 3.1. Questa voce del menu` di trigger di livello uno era stata scartata
per la fisica del B al momento della stesura del Technical Design Report per il trigger
di alto livello[24], tenendo conto del nuovo obiettivo di luminosita` di picco per il run
iniziale (2×1033 cm−2s−1) e di eventuali problemi finanziari. Studi piu` recenti[39] hanno
rivalutato questa selezione di primo livello, prevedendo la possibilita` di utilizzarla nei
periodi del ciclo giornaliero in cui la luminosita` si abbassa di circa un fattore due. E`
quindi ragionevole usare questa selezione di primo livello per uno studio preliminare
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Processo Barrel EndCap Barrel+EndCap
π/K 7.0 9.8 16.8
b 1.9 2.1 4
c 1.1 1.3 2.4
W 0.004 0.005 0.009
totale 10.0 13.2 23.2
Tabella 3.1: Rate di livello uno in kHz previsti per il trigger MU6 (un candidato muone
con Pt > 6GeV e |η| < 2.5) alla luminosita` 1 × 1033cm−2s−1 [25]. La tabella mostra i
contributi dei diversi rocessi fisici e dalle diverse sezioni del sistema dei muoni.
dell’impatto di FTK.
Il fondo principale, vediamo in tabella 3.1, e` dovuto al decadimento in volo di mesoni
leggeri (π e K) il quale viene fortemente ridotto al secondo livello sia dal raffinamen-
to della selezione in PT dei muoni che soprattutto dalla corrispondenza con le tracce
nell’Inner Detector[24].
Il fondo da combattere a livello 2 e` quindi in buona parte costituito da quark b reali,
con decadimenti tipo bb→ µµ+X [47].
Pertanto ho messo a punto un algoritmo di livello 2 che permettesse di avere una
stima iniziale delle prestazioni ottenibili. Chiaramente puo` essere migliorato e ottimiz-
zato, ma e` gia` in grado di mostrare i vantaggi dell’uso di FTK. La selezione di livello 2
prevede le seguenti richieste:
1. La presenza di un secondo µ oltre quello gia` trovato dal livello 1 e la richiesta di
un PT > 3GeV per questo secondo leptone.
2. Un parametro d’impatto di almeno 100GeV per ciascuno dei candidati muoni.
3. Si ricostruisce il quadrimpulso del Bs e si richiede che la traccia del Bs punti al
fascio nel piano trasverso.
4. Si calcola la massa della coppia di µ e si scartano gli eventi con massa invariante
diversa da quella attesa.
Il capitolo 5 confronta l’effetto di questa selezione nel caso che si richiedano a livello
2 due muoni di PT > 6GeV, con quello in cui si richiede uno dei due muoni molto
piu` soffice, cioe` con PT > 3GeV. L’efficienza della selezione passa da ∼ 5% a ∼ 15%,
aumentando di un fattore 3.
Se l’algoritmo di secondo livello fosse eseguito esclusivamente da CPU commerciali,
non si potrebbe sostenere la frequenza del trigger di primo livello per singoli muoni con
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PT > 6GeV. Al contrario l’uso di FTK permette di analizzare facilmente tutti i dati
alla frequenza prevista
3.0.2 Trigger per il canale Z → bb
Come esempio dell’importanza del b-tagging per la fisica a basso PT prendiamo il deca-
dimento adronico Z → bb. Questo canale e` utile per studiare e migliorare la calibrazione
della scala di energia per i b-jet, in modo da ottenere una migliore risoluzione in massa.
In CDF questo tipo di correzioni di scala veniva fatto tramite simulazione, ma la neces-
sita` di misurare con grande precisione la massa del top ha spinto CDF a collezionare un
campione Z → bb tramite l’uso di SVT. La possibilita` di studiare una risonanza nota -
lo Z - direttamente dai dati sarebbe di grande importanza ad ATLAS.
Rispetto ad altri eventi di interesse lo Z → bb ha una sezione d’urto relativamente
alta quindi anche questo canale si presta per la partenza di LHC quando la luminosita`
sara` bassa. Le selezioni di primo livello adatte per questo canale hanno rate eccessi-
vamente alti, dato che, avendo lo Z una massa di 90GeV, occorrerebbe richiedere due
jets relativamente soffici. Senza b-tagging per di piu` non si riesce ad abbassare il rate
al secondo livello. Il b-tagging invece permetterebbe una forte reiezione del fondo di jet
non b riducendo il rate entro i valori consentiti dal secondo livello.
Un esempio di strategia di trigger per selezionare eventi Z → bb lo possiamo trovare
in [34]. In questo caso sono necessari almeno due bjet con ET non grande (soft jets)
inclusi nella finestra di accettanza geometrica del tracker (|η| < 2.5), ma una richiesta al
primo livello di selezionare eventi con jet di basso PT porterebbe rate eccessivamente alti.
Viene quindi richiesta anche la presenza di un muone di basso impulso per abbassare
questo rate.
Vediamo quindi che con la richiesta di un muone con PT > 6GeV ed |η| < 2.5, un jet
con PT > 25GeV ed |η| < 2.5 e infine un altro jet con PT > 10GeV e |η| < 2.5 abbiamo
un rate finale a livello 1 di 2.6GeV per il run a bassa luminosita` (L = 2×1033 cm−2s−1).
Il rate, cos`ı come riportato nell’articolo, non tiene conto del turn-on della soglia di
trigger per i muoni ed i jet, quindi dobbiamo considerarlo sottostimato, questo pero`
non rappresenta un grosso problema perche` con FTK e` possibile abbassare comunque
questo rate a livello due dell’ordine dei 100Hz.
Richiedendo al secondo livello la presenza di due b-jet ed imponendo un taglio
sulla massa invariante Mbb > 50GeV si arriva ad un rate in output dal livello due di
165Hz, supponendo una efficienza e probabilita` di mistagging realistiche: ǫb = 0.6,
ǫc = 0.1 ed ǫu,d = 0.01. Questo rate e` ancora troppo alto per essere scritto e deve essere
ulteriormente abbassato dal terzo livello di trigger. In linea di principio puo` essere pre-
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scalato, abbiamo infatti per 20 fb−1 di luminosita` integrata una significanza del segnale
di 6 nella finestra 80− 100GeV utilizzando un fattore 100 di prescale.
Questo tipo di strategia, seppur utile come per calibrare i b-jet con decadimento
leptonico e come esempio di applicazione di FTK, risulta pero` avere un bias dovuto
alla richiesta del muone, che non permette di calibrare gli eventi puramente adronici
selezionando un particolare campione degli eventi Z → bb. Per questo sono state
studiate[4] anche altre strategie con richieste esclusivamente sui jet.
Una prima strategia presa sotto esame prevede l’utilizzo di una richiesta di primo
livello di due jet, ma dato che per effettuare la ricostruzione del picco dello Z e` necessaria
una tecnica di sottrazione del fondo stimato su bande laterali (come nell’esperimento
UA2[8]), il rate di output del primo livello impone soglie in PT eccessivamente alte per i
due jet, quindi in un deterioramento della banda inferiore su cui stimare il background.
Sono stati osservati miglioramenti facendo richieste sulla Mjj invece che sul PT dei
singoli jet, ma in generale la strada della richiesta di una certa massa di-jet a livello
uno sembra non essere possibile per mancanza di tempo di calcolo al primo livello.
Invece e` stato visto che la richiesta di tre jet, uno leading con PT > 80GeV e due
soft con PT > 25GeV, riduce il rate di uscita del primo livello fino a 2.6 kHz. A questo
punto e` possibile una selezione molto forte al secondo livello richiedendo che il leading
jet sia non-b e i due soft invece siano b-jet. In questo modo vengono per altro tagliati
buona parte gli eventi di fondo da produzione diretta tipo gg(qq) → bb lasciando un
fondo di eventi di massa Mbb molto piu` piccola essendo eventi di gluon splitting g → bb.
In questo modo la spalla del fondo a basse masse e` disponibile e l’estrazione del segnale
e` fattibile con la precisione voluta[4]. Questo tipo di selezione, molto efficace, e` appunto
possibile supponendo che sia disponibile il b-tagging a livello 2, cosa possibile attraverso
le tracce di alta qualita` fornite da FTK.
3.0.3 Trigger per i τ adronici
La ricostruzione delle tracce al secondo livello non e` utile solamente per il b-tagging,
anche la selezione di eventi di τ adronici ne trarrebbe grande vantaggio, dato che e`
possibile fare τ -tagging efficiente con richieste sul numero ed isolamento delle tracce in
un jet.
Un ottimo esempio dell’utilizzo delle tracce per la selezione dei τ -jet e` presentato
nello studio di CMS in [58], le cui idee potrebbero essere facilmente applicate anche ad
ATLAS. In questo studio vengono presentati tre algoritmi, uno puramente calorimetrico
e due basati sulla ricostruzione delle tracce cariche.
L’idea dell’algoritmo calorimetrico si basa sul fatto che il decadimento adronico del τ
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Figura 3.2: Schema del funzionamento dell’algoritmo di τ -tagging basato sulle tracce,
da [58].
(∼ 65%) produce dei jet molto stretti in φ− η (il 90% dell’energia del jet e` tipicamente
contenuta in un cono di raggio ∆R =
√
∆φ2 +∆η2 ≃ 0.15 − 0.20, e per un τ -jet
con ET > 50GeV il 98% dell’energia trasversa e` in un cono di ∆R ≃ 0.4). Si richiede
quindi un taglio sull’isolamento del jet, definito come Pisol =
∑
∆R<0.4ET −
∑
∆R<0.13ET
considerando i coni centrati sul candidato τ -jet restituito dal trigger di primo livello, e
si identificano come τ -jet quei jet che hanno Pisol < P
cut
isol.
Gli algoritmi basati sulle tracce delle particelle cariche sono ugualmente basati sul
concetto di isolamento. L’algoritmo procede secondo i seguenti passaggi, schematizzati
anche in figura 3.2:
1. Si cercano tutte le tracce cariche oltre un certo PT in un cono di raggio Rm
centrato lungo l’asse dei candidati τ -jet forniti dal primo livello di trigger
2. Si estrae la traccia carica con PT piu` alto e la si considera come traccia di
riferimento del decadimento del τ .
3. Si ricercano tutte le tracce con vertice consistente con quello della traccia di
riferimento in un cono di raggio Rs attorno alla traccia di riferimento
4. Si estraggono tutte le tracce sopra un certo P iT in un cono di raggio Ri > Rs e
consistenti con il vertice della traccia di riferimento
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5. Se tutte le tracce trovate in Ri sono contenute anche in Rs il criterio di isolamento
e` soddisfatto e il τ -jet e` identificato
I due algoritmi proposti differiscono fondamentalmente per il rivelatore utilizzato per la
ricostruzione delle tracce, che in un caso utilizza solamente le informazioni provenienti
dai pixel, mentre nell’altro utilizza tutti i rivelatori del tracking ricostruendo pero` le
tracce solo nella regione di interesse per questioni di tempo di CPU dell’algoritmo.
Viene inoltre mostrato che a parita` di efficienza sul segnale gli algoritmi basati
sulle tracce hanno un fattore di reiezione del fondo molto migliore dell’algoritmo calo-
rimetrico. La principale limitazione nel loro utilizzo viene dal tempo di CPU necessa-
rio per effettuare la ricostruzione delle tracce, quindi le applicazioni proposte vedono
sempre l’algoritmo basato sulle tracce venire dopo una selezione basata sull’algoritmo
calorimetrico in modo da diminuire il rate di eventi da ricostruire.
Si puo` ben capire che l’utilizzo del processore FTK, che fornisce tracce ricostruite
ad alta qualita` su tutta la regione di tracking in tempo reale rispetto al secondo livello
di trigger, permetterebbe di utilizzare da subito direttamente l’algoritmo basato sulle
tracce. Avendo quindi una maggiore riduzione del fondo si puo` aumentare l’efficienza
della selezione mantendosi nei limiti di rate richiesti.
Avere un algoritmo di τ -tagging efficiente al secondo livello di trigger puo` risultare
un ingrediente fondamentale per lo studio di importanti canali di fisica, come ad esempio
la produzione di Higgs (Modello Standard) per Vector Boson Fusion che poi decade in
due τ . La segnatura di questo tipo di evento sarebbe di quattro jet, due molto in avanti
e due τ -jet e la possibilita` di fare τ -tagging efficiente gia` al secondo livello di trigger
permetterebbe soglie sui τ -jet di primo livello piu` basse.
3.1 Fast Tracker
Il sistema hardware dedicato Fast Tracker (FTK)[7] e` una evoluzione del sistema SVT[15]
attualmente in uso nell’esperimento CDF al Fermilab. Il suo scopo e` quello di ricostrui-
re le tracce delle particelle cariche con impulso trasverso maggiore di qualche GeV, in
real time e con una definizione paragonabile a quella dell’analisi off line. Per traspor-
tare l’esperienza di SVT nell’ambiente di LHC e` stato necessario uno sforzo di ricerca
e sviluppo molto superiore alla banale duplicazione ed espansione di quanto presente a
CDF. Il sistema e` stato interamente riprogettato, introducendo numerose migliorie in
tutte le sue caratteristiche (densita` delle memorie, dimensioni dei bus, etc) ed addirit-
tura architetture diverse e migliori (maggiore parallelismo, capacita` di processare piu`
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eventi simultaneamente), il tutto con le ultime tecnologie disponibili sul mercato. Si
puo` quindi parlare effettivamente di una nuova generazione rispetto ad SVT.
L’algoritmo di ricostruzione delle tracce si suddivide in due stadi: una prima parte
associa tra loro i segnali provenienti dai vari canali del rivelatore (hits) in tracce a
bassa definizione spaziale (roads); la seconda parte si occupa del fit di tracce ad alta
definizione all’interno delle roads. La prima parte dell’algoritmo viene eseguita da
hardware dedicato, mentre la seconda parte puo` essere eseguita sia da CPU commerciali
che da hardware dedicato.
La seconda parte dell’algoritmo riduce il problema del fit, che normalmente e` una
parte computazionalmente complessa se si usano algoritmi di ricostruzione tipo oﬄine,
ad un fit lineare su un numero limitato di combinazioni di hits all’interno di ogni road,
mentre la ricerca delle roads stesse e` affidata ad un algoritmo parallelo estremamente
veloce. In questo modo la ricostruzione puo` avvenire al rate necessario per l’utilizzo in
un trigger di secondo livello, pur mantenendo una qualita` di ricostruzione paragonabile
all’off line.
La ricerca delle roads, le tracce a bassa definizione, parte con la costruzione degli
hits a bassa definizione a partire da quelli ad alta definizione. Ogni piano del rivelatore
e` suddiviso in un certo numero di canali (bin) che colpiti rappresentano gli hit ad alta
definizione; i bin vengono poi raggruppati in super bin, ovvero gruppi di un certo numero
di bin adiacenti. Eseguendo un OR logico dei bin contenuti in un super bin otteniamo
per ogni evento dagli hit ad alta risoluzione gli hit a bassa definizione. Questi hit a
bassa definizione vengono poi confrontati con delle combinazioni precalcolate di super
bin ed estratte quelle combinazioni contenute nell’insieme degli hit a bassa definizione
dell’evento. Questi passaggi sono illustrati in figura 3.6 e 3.7.
Le combinazioni precalcolate sono generate analizzando un campione opportuno di
tracce, provenienti da simulazione o da dati veri con basso fondo, quindi le combinazioni
estratte nell’operazione di confronto sono le tracce a bassa definizione cercate, le roads.
Ovviamente l’efficienza nel trovare una certa traccia a bassa definizione dipende dal fatto
che la combinazione di super bin corrispondente sia presente nella collezione che viene
utilizzata per fare il confronto. Dato che la collezione di combinazioni e` necessariamente
finita non si avra` mai piena efficienza, ma variando opportunamente le dimensioni
dei super bin e` possibile raggiungere la soglia di efficienza desiderata con un numero
di combinazioni sufficientemente piccolo da essere contenuto nell’hardware. Questo
concetto verra` meglio illustrato in sezione 4.3.3.
Questa operazione di ricerca delle tracce a bassa definizione viene eseguita sfruttando
un forte parallelismo nella struttura interna di FTK, riuscendo quindi a trovare le
roads corrispondenti ai super bin ricevuti pressoche` contemporaneamente alla lettura
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Figura 3.3: Schema di una board AM rispetto al flusso dati in input
del rilevatore ed al flusso dei super bin stessi al processore. Gli hits ad alta definizione
corrispondenti alle road individuate vengono poi recuperati per eseguire l’opportuno fit
lineare dei parametri della traccia.
L’intero sistema e` stato studiato per lavorare con i dati provenienti al rate di eventi
in uscita dal primo livello di trigger, fino a 50-100 kHz, e quindi di ricostruire le tracce
con qualita` oﬄine. La sua posizione rispetto al data flow del Data Aquisition (DAQ) e`
rappresentata nello schema in figura 3.3. Come si puo` vedere dalla figura la sua posizione
e` a fianco del front end e si configura come un’estensione di questo, infatti FTK spia
i dati del front end che sono gia` previsti essere duplicati per questioni di diagnostica,
quindi il suo inserimento non e` invasivo nella struttura del DAQ e puo` essere effettuato
anche in un secondo momento rispetto alla partenza dell’esperimento. In questo senso
FTK non e` parte del trigger, ma piuttosto parte dell’elettronica di front end che riduce
il noise del campione, dove per noise s’intendono quelle combinazioni di hit spuri o
provenienti da tracce a PT inferiore di una certa soglia. Le tracce ricostruite o roads
piu` gli hits ad alta definizione trovate da FTK saranno quindi immagazzinate in banche
di memoria equivalenti a quelle di altri rivelatori da cui potranno essere facilmente rese
disponibili ad alto rate alle CPUs di livello 2, dove si trovano gli algoritmi di trigger
veri e propri.
Il cuore di FTK, composto da hardware dedicato che si occupa del pattern recogni-
tion, si divide a sua volta in due parti (figura 3.4): il Data Organizer (DO) e la pipeline
di Associative Memory (AM).
Sia il DO che la pipeline di AM sono state realizzate attraverso logica program-
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Figura 3.4: Struttura interna di Fast Tracker
mabile (FPGA e CPLD di Xilinx[41]) in quanto questo tipo di tecnologia offre ottime
prestazioni a prezzi relativamente contenuti, ma soprattutto la possibilita` di riprogram-
mare i chip permette correzioni e modifiche veloci ed economiche. Questa caratteristica
e` cruciale in un progetto di R&D, ma e` anche estremamente utile durante l’esperimento
in quanto da` grande flessibilita` all’algoritmo.
3.2 Data Organizer
Il Data Organizer (DO) [6] e` l’interfaccia tra il DAQ e la pipeline di memorie associative
ed e` schematicamente rappresentato in figura 3.5.
La sua funzione e` quella di ricevere gli hits dal DAQ, costruire i super bin ed in-
viare gli hit a bassa definizione generati alla pipeline di AM. Inoltre deve ricevere dalla
pipeline di AM le roads trovate, recuperare gli hits corrispondenti ed inviare queste
informazioni al fitter per eseguire il fit ad alta risoluzione oppure le roads trovate con i
loro hits associati saranno immagazzinate nei buffers di memoria per essere poi passate
per il fit alle CPUs del secondo livello.
La costruzione dei super bin avviene eseguendo un OR logico (figura 3.6) di un certo
numero di bin adiacenti e tutti gli hits associati ad ogni super bin vengono registrati
in un database strutturato per il successivo recupero. Questo database strutturato e`
costituito da un set di 16 buffers chiamati Event Storage Unit (ESU, in figura 3.5),
ognuno in grado di immagazzinare hits ad alta definizione di uno specifico evento in
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Figura 3.5: Data Organizer
attesa che le roads trovate dalle memorie associative escano dalla pipeline; in totale e`
possibile gestire fino a 16 eventi contemporaneamente.
Ogni board del DO e` in grado di processare uno o due layer dell’Inner Detector in
maniera indipendente dalle altre board; opportune parole di start event ed end event
vengono inserite nel flusso dati per permettere la sincronia nelle board di AM e negli
stadi successivi.
I super bin colpiti vengono quindi inviati alle board di AM che eseguono l’algoritmo
di pattern matching e che restituiscono le roads (pattern di super bin) trovate. Queste
roads trovate vengono quindi registrate in un buffer FIFO in input al DO e per ognuna
di esse vengono recuperati dalla giusta ESU gli hits a massima risoluzione corrispondenti
ai super bin che la compongono come e` schematicamente mostrato in figura 3.7.
Le informazioni di roads+hits vengono poi mandate al Ghost Buster che ricompone
l’intera road con i singoli pezzi spediti dai vari DO ( si ricorda infatti che ogni DO
gestisce al massimo 2 layers). Quindi le roads+hits complete verranno mandate al
track fitter oppure registrate in una memoria esterna accessibile dalle CPUs di secondo
livello.
Il DO e` stato progettato per funzionare fino a 100 kHz di eventi in input da parte del
primo livello di trigger e rappresenta l’evoluzione dell’Hit Buffer[17], la componente di
SVT che svolgeva analoga funzione. Rispetto all’HB il DO e` in grado di gestire fino a 16
eventi, con un miglioramento della velocita` di lavoro da 25 MHz a 40 MHz, ed inoltre
di processare due eventi contemporaneamente: la fase di ricezione degli hits e store
di un certo evento nel database strutturato puo` essere eseguita contemporanemente al
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(a) 4 layer suddivisi in bin (b) alcuni bin sono accesi (hit)
(c) i bin vengono raggruppati in super bin (d) OR logico nei super bin
Figura 3.6: Esempio schematico con 4 layer: ogni layer e` suddiviso in bin ed in un certo
eventono vengono colpiti alcuni di questi bin (hit ad alta definizione, in verde). Bin
adiacenti vengono raggruppati in super bin, per ognuno dei quali viene eseguito un OR
logico dei bin contenuti. Vengono cos`ı individuati gli hit a bassa definizione (in rosso).
(a) una road individuata (b) hits as-
sociati alla
road
Figura 3.7: Esempio schematico con 4 layer, per ogni road individuata (in giallo) dagli
hits a bassa definizione (in rosso) vengono estratti gli hits ad alta definizione (in verde)
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Figura 3.8: I pattern vengono trovati eseguendo una ricerca parallela analoga la gioco
della tombola
recupero degli hits ed output delle roads dell’evento precedente. Inoltre l’HB gestiva
da solo l’intero flusso di hit, mentre i DO sono strutturati per gestire ognuno uno o due
layer del rivelatore e lavorare quindi in parallelo, incrementando ulteriormente il rate
di eventi gestibili.
3.3 Associative Memory
Il compito che viene chiesto di svolgere all’AM e` quello di associare al flusso di su-
per bin provenienti dal DO le possibili tracce a bassa definizione, le roads, che sono
rappresentate come pattern di super bin.
Come e` stato detto questa associazione viene eseguita attraverso un confronto dei
super bin ricevuti con delle roads precalcolate. Il confronto e` eseguito in maniera
concettualmente molto simile al gioco della tombola: come in una sala da bingo vi e` chi
legge ad alta voce i numeri estratti e contemporaneamente ogni giocatore controlla la
corrispondenza tra i numeri estratti e quelli scritti sulle proprie cartelle, cos`ı all’interno
di ogni board AM ci sono molte piccole unita` di memoria che confrontano parallelamente
i super bin ricevuti con le roads memorizzate.
Inoltre le board AM sono montate in pipeline, i flussi dati (super bin e roads trovate)
uscenti da una board AM vengono mandati alla successiva, in modo tale da rendere
l’intero sistema scalabile.
Per comodita` di gestione e di progettazione le board di AM sono costruite secondo
una struttura modulare: ogni board e` suddivisa in quattro LAMB, Local AM Bank, ed
ogni LAMB contiene 32 Programmable Associative Memory (PAM) chip [5].
Dato che i dati provenienti dal rivelatore vengono processati come detto dalle board
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Figura 3.9: Schema di una board AM rispetto al flusso dati in input
DO in maniera asincrona tra board e board, i dati devono essere sincronizzati all’input
di ogni board AM: una profonda FIFO per ogni bus e` implementata su ogni scheda e
speciali parole di start event e stop event separano hit e roads appartenenti ad eventi
differenti. Inoltre e` presente un segnale di HOLD che segnala alla board precedente lo
stato di quasi riempimento della FIFO e quindi la necessita` di interruzione del flusso
dati. In questa maniera si e` sicuri di non perdere dati lungo la pipeline.
Quando la board AM inizia ad analizzare un evento il flusso degli hit viene estrat-
to dalla FIFO, copiato attraverso un fanout e mandato contemporaneamente ad ogni
LAMB, come si vede in figura 3.9. All’interno della LAMB il flusso dati viene ulte-
riormente copiato attraverso 12 chip di fanout chiamati INput DIstributors (INDI) e
distribuito ai chip di memoria associativa (AMchip, 4 per INDI chip) ottenendo quin-
di un parallelismo completo. Le roads individuate da ogni AMchip, invece, sono lette
attraverso quattro pipeline da 8 chip ciascuna, 4 per lato della board, e multiplexate
in un unico flusso dati. Questo flusso uscente da ogni LAMB viene ulteriormente mul-
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Figura 3.10: Esempio di pattern matching con quattro layer
tiplexato in un unico flusso dati con quello proveniente dalla board AM precedente e
passato alla AM board successiva o, al termine della pipeline, al DO.
All’interno di ogni catena di AMchip la ricerca viene effettuata utilizzando ancora il
massimo parallelismo: il chip e` composto da moduli identici, i pattern module, ognuno
dei quali contiene una particolare road candidata da confrontare con i dati e la logica
per eseguire il confronto. Il flusso dei super bin viene mandato in parallelo a tutti
i pattern module, i quali restituiscono il proprio indirizzo se il proprio pattern viene
riconosciuto nei super bin passati. Questi indirizzi vengono portati all’esterno del chip
da una macchina a stati finiti che multiplexa questi con il flusso dei risultati provenienti
dagli altri AMchip nella pipeline.
Il pattern module e` a sua volta pensato per avere una struttura modulare in modo
da rendere scalabile il sistema a seconda delle esigenze. Un esempio schematico del suo
funzionamento in un ambiente a quattro layer puo` essere visto in figura 3.10: il flusso
degli hits a bassa definizione (super bin) fornisce un hit per layer in parallelo a tutti
i patterns affacciati al bus e viene confrontato per ogni roads con i super bin che la
compongono. Ogni volta che e` trovato un riscontro un flip flop cambia stato, quando
tutti e quattro i flip flop di un particolare pattern sono attivi la road viene estratta e
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mandata nel flusso dati in output.
Nell’esempio riportato in figura il pattern viene riconosciuto se su tutti i layer c’e`
un match, questa richiesta abbassa eccessivamente l’efficienza dell’algoritmo, quindi nel
AMchip vi e` un apposito modulo (majority module) che esegue il match con condizioni
piu` rilassate. Il match e` dichiarato solo se almeno un certo numero di layer prefissato
corrispondono. Ad esempio, in un ambiente con 6 layer si puo` richiedere che un pattern
risulti individuato se 5/6 layer hanno il super bin giusto scattato. Questo tipo di logica
di match, majority logic, recupera efficienza introducendo pero` un nuovo problema: le
tracce ghost.
Per spiegare questo fenomeno e` conveniente fare un esempio. Supponiamo di essere
in un ambiente con 6 layer ed avere come richiesta di match almeno 5/6 layer corri-
spondenti. Immaginiamo ora un evento costituito da una singola traccia reale che viene
rilevata da tutti e sei i layer. Trascurando l’efficienza della banca dei pattern abbiamo
che sicuramente viene individuato il pattern corrispondente ai sei super bin, uno per
layer; pero` vengono trovati anche tutti i pattern che differiscono dal pattern che ha 6/6
per un solo layer. Dalla board AM escono quindi molte piu` di una road e passate al
fitter daranno un certo numero di tracce, tutte molto simili. Lo stesso tipo di problema
si presenta anche nel caso la nostra traccia reale non sia stata rilevata da tutti e sei i
layer, anche se in misura minore; avremmo infatti tutti i pattern 5/6 che differiscono
solo per il layer mancante.
Ovviamente e` possibile individuare se necessario queste tracce doppione, dette ghost,
con algoritmi di match sui parametri delle tracce dopo lo stadio di fit (in SVT questo
compito viene svolto da una apposita board detta Ghost Buster), ma in linea generale
queste road doppione potrebbero rappresentare un problema di carico di lavoro, e quindi
di rate di esecuzione, per la parte di fit.
Per questo si pensa di implementare all’interno dell’AM board stessa un algoritmo
in grado di individuare alcune di queste tracce doppione prima ancora di eseguire il fit:
il Road Warrior.
Il principio di funzionamento del RoadWarrior e` piuttosto semplice e la sua validita` e`
testimoniata dall’analoga board in SVT[3]: tutte le road trovate dall’AM board vengono
raggruppate prima dell’output delle schede classificandole in base all’informazione reale
contenuta (i layer effettivamente colpiti), poi solo un elemento per ognuna di queste
classi viene mandato in output. Ad esempio tutti i pattern 5/6 che differiscono solo per il
valore nel layer mancante ricadrebbero nella stessa classe e solo uno verrebbe mandato in
output dall’AM board, oppure nel caso di presenza di un pattern 6/6 tutti i pattern 5/6
derivati verrebbero scartati. Questo algoritmo gia` funziona in SVT ed e` implementato
in un singolo FPGA non molto moderno, per cui sara` facile inserirlo su ciascuna scheda
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Figura 3.11: Il fit lineare avviene utilizzando gli hits ad alta risoluzione all’interno della
road trovata: per ogni combinazione di hit, uno per layer, vengono calcolati i parametri
della traiettoria e il χ2 del fit
AM della pipeline per una cancellazione progressiva che eviti l’ingrossarsi inutile del
flusso di roads verso le board DO.
3.4 Track Fitter
La parte di fit e` quella che si occupa di ricostruire i parametri della traccia ad alta
definizione, qualita` off line, a partire dagli hits contenuti nelle roads in output dai 6
Data Organizer.
Il fit viene eseguito con un particolare algoritmo basato sull’analisi delle componenti
principali e l’approssimazione lineare identico a quello utilizzato in SVT (una descrizione
si puo` trovare in [10]). Una differenza importante rispetto ad SVT e` costituita dalla
natura delle tracce che in FTK sono 3D mentre in SVT sono 2D, quindi i parametri
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estratti in SVT sono quelli della proiezione della traccia sul piano r−φ mentre in FTK
vengono ricostruiti tutti i parametri 3D.
Per una breve spiegazione del funzionamento del fit lineare vanno prima introdotti
i parametri che vogliamo rilevare dal fit: la traiettoria di una particella carica in un
campo magnetico uniforme e` descritta dall’equazione di un’elica, che dipende da cinque
parametri. In FTK si e` scelto come parametri, considerando la direzione dell’elica
nel punto di minima distanza dall’origine degli assi, la distanza d dall’origine (ovvero il
parametro d’impatto della traccia), l’angolo φ0 tangente alla proiezione della traiettoria
sul piano r − φ, la cotangente dell’angolo θ rispetto all’asse z, la posizione z0 sull’asse
z e il semiraggio di curvatura c.
A questo punto possiamo scrivere le relazioni tra le coordinate degli hits rivelati
dall’apparato ed i parametri delle tracce:
xi = xi(d, φ, cot θ, z0, c)
Eliminando i parametri delle tracce abbiamo quindi un set di n−5 equazioni di con-
straints dove n sono le coordinate misurate dal rivelatore. Dato che stiamo effettuando
una ricostruzione 3D dei parametri della traccia richiediamo per ogni hits di avere le
informazioni bidimensionali x e y sul layer, quindi n = 2L dove L e` il numero dei layer
utilizzati, nel caso specifico di questa tesi sono scelti 6 layers per un totale di 12 coordi-
nate. In SVT veniva utilizzata esclusivamente la coordinata x per la ricostruzione 2D
(parametri d, φ e c).
Questi vincoli devono essere rispettati da ogni traccia reale e quindi possiamo vederli
come la definizione di una ipersuperficie 5 dimensionale in uno spazio n dimensionale
a cui ogni set di n coordinate di una traccia reale deve appartenere. Chiameremo
ipersuperfice vincolare questa ipersuperfice 5D.
Espandendo linearmente le equazioni vincolari nelle coordinate abbiamo
fk(x) = vk · x+ ck =
n∑
i=1
vkixi + ck
Dove x e` il vettore delle coordinate, mentre vk e ck = −vk · 〈x〉 sono entrambe
costanti che dipendono esclusivamente dalla geometria del rivelatore.
L’insieme di queste equazioni definisce un iperpiano 5D tangente all’ipersuperficie
vincolare, della quale costituisce una buona approssimazione in un intorno del punto
di tangenza, cioe` per tracce ”vicine” ad una certa traccia di riferimento. Chiameremo
iperpiano vincolare questo iperpiano 5D.
A causa delle fluttuazioni di misura, pero`, nella zona di approssimazione i vettori x
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degli hits generati dal passaggio di particelle reali si discostano casualmente dall’iper-
piano vincolare ben oltre i limiti dovuti all’approssimazione lineare. Naturalmente sono
presenti delle correlazioni tra le fluttuazioni delle diverse componenti xn di una stessa
traiettoria; basti pensare per esempio all’effetto dello scattering multiplo che modifica
coerentemente tutti gli hit successivi all’interazione della particella con il materiale del
rivelatore. La matrice di covarianza σxixj delle componenti xn puo` essere determinata
tramite montecarlo o, meglio ancora, direttamente da un campione reale di tracce con
basso fondo. Determinata la matrice simmetrica di covarianza σxixj , e` sempre possibile
diagonalizzarla con una semplice rotazione nello spazio delle coordinate xn: X = Rx,
dove R e` la matrice di rotazione e X e` il vettore delle nuove coordinate. Le direzioni
dei nuovi assi coordinati non sono altro che quelle degli autovettori della matrice di
covarianza, mentre i loro autovalori λk costituiscono le varianze delle nuove coordinate
tra loro scorrelate. Se Xk, con k = 1...n−5, sono le nuove coordinate con assi ortogonali
all’iperpiano vincolare, risulta dunque evidente che nel limite di fluttuazioni gaussiane
la seguente variabile ha la distribuzione di un χ2 a n-5 gradi di liberta`:
χ2 =
n−5∑
k=1
(Xk − 〈Xk〉)2
λk
Questa variabile, ottenibile come semplice somma di prodotti, rappresenta proprio la
distanza quadratica del vettore x dall’iperpiano vincolare misurata nella metrica indotta
dalla matrice di covarianza σxixk e puo` quindi essere rapidamente ed efficacemente usata
come discriminante per accettare o rigettare un set di coordinate come appartenenti ad
una traccia reale.
Analogamente a quanto detto sin ora, espandendo linearmente le relazioni tra i
parametri e le coordinate e otteniamo
pj = wj · x+ qj
Dove pj e` il vettore dei parametri della traccia e wj e qj sono costanti. Queste
costanti possono essere determinate invertendo la relazione scritta e studiando un ap-
posito campione di tracce generate con un Monte Carlo o prese da un campione di dati
con basso fondo.
Tutti questi parametri costanti trovati, che dipendono solo dalla geometria e dal
campo magnetico, vengono chiamate costanti geometriche e sono calcolate al momento
del training (vedi sezione 4.3.2).
La validita` delle approssimazioni lineari dipende fondamentalmente dalla scelta della
regione geometrica del rivelatore in cui eseguire la ricerca delle costanti geometriche. In
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linea di principio, suddividendo il rivelatore in un gran numero di regioni sufficientemen-
te piccole, si puo` raggiungere la precisione di qualsiasi algoritmo off-line ottimizzato.
In SVT questa scelta era naturalmente guidata dalla suddivisione in dodici settori azi-
mutali del rivelatore di vertice (wedges) ed e` di fatto risultato sufficiente un insieme
di costanti geometriche per ciascun settore azimutale. Per FTK la scelta di queste re-
gioni, che chiameremo settori, e` molto piu` delicata. Fra i principali motivi di questa
difficolta` aggiuntiva c’e` la presenza di discontinuita` geometriche tra i moduli adiacenti
del tracciatore di ATLAS (e` presente un certo overlap tra i moduli, sia in φ che in z)
che peggiora le approssimazioni lineari quando queste discontinuita` sono incluse nel-
le regioni di linearizzazione. Per semplicita` abbiamo individuato i settori dallo stesso
campione di training da cui vengono ricavate le costanti ed i pattern.
L’algoritmo di fit, come detto, puo` essere eseguito sia da CPU commerciali, che
garantirebbero una certa flessibilita` e costi contenuti, che da un ulteriore hardware
dedicato, con un maggior controllo sulle performance e comunque con costi non eccessivi
grazie alla possibilita` di utilizzare FPGA.
In SVT questo compito e` affidato ad un hardware dedicato, il Track Fitter (TF++)
[46].
3.5 L’esperienza SVT
Essendo FTK l’evoluzione di SVT a CDF e` utile riportare qualche risultato di SVT per
dare un’idea della potenza dell’approccio di FTK.
SVT funziona in maniera del tutto analoga a quanto descritto per FTK ed e` in
utilizzo a CDF run II fin dai test preliminari dell’ottobre del 2000[10]. SVT e` organizzato
in 12 sistemi identici e paralleli che processano separatamente i 12 settori sul piano r−φ
(wedges) in cui e` suddiviso SVX II, il vertex tracker con rivelatori al silicio di CDF.
Il trigger utilizza l’informazione proveniente dai cinque layer di SVX II piu` un sesto
layer logico dell’AM in cui sono combinati i parametri φ e c ricostruiti dal trigger di
primo livello XFT nella drift chamber centrale COT di CDF. Abbiamo quindi, seguendo
la terminologia definita nella sezione 3.4, uno spazio 6-dimensionale (5 coordinate da
SVX II e 1 da COT) e vengono ricostruiti i parametri 2D φ, d e c.
Per quanto riguarda il pattern recognition le roads sono definite come pattern di 6
super bin, cinque di essi ottenuti dai punti di SVX II impostando una risoluzione di
250µm ed il sesto dall’angolo azimutale dato da XFT con una risoluzione di 5◦. Viene
utilizzata una majority logic di 4 su 5 per il silicio mentre il sesto layer, quello dato
dalla COT, deve scattare necessariamente perche` la traccia sia considerata esistente.
E` inoltre possibile utilizzare SVT con solo l’informazione di SVX II (“silicon only”)
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Figura 3.12: Parametro d’impatto ricostruito da SVT e dall’off line. Simulazione
effettuata con i dati di Run I di CDF. [10]
ignorando quella della COT e questo sarebbe importante nelle regioni in avanti dove la
copertura geometrica della COT e` mancante. L’eliminazione delle tracce ghost avviene
sia a livello di roads con il Road Warrior che a livello di match sui parametri con il
Ghost Buster che seleziona la migliore traccia di SVT tra quelle che corrispondono ad
una traccia dell’XFT.
In figura 3.13 e` mostrata la risoluzione sul parametro d’impatto, σ ≃ 48µm, ottenuta
dai primi dati di CDF II, mentre la figura 3.12 mostra come la qualita` del parametro
d’impatto sia assolutamente paragonabile a quella dell’off line.
A CDF SVT viene utilizzato in molti dei trigger per studiare la fisica del bottom,
sia a basso che ad alto impulso, ma anche per la fisica del charm. Infatti uno dei primi
risultati pubblicati di CDF Run II, la misura della differenza di massa del mesone D+ e
D+∗ [32], ha fatto uso di SVT per selezionare mediante il taglio sul parametro d’impatto
d0 > 100µm delle tracce prodotte dal decadimento.
In particolare l’uso di SVT ha permesso la raccolta di grossi campioni di decadimenti
adronici del mesone B. Il caso piu` spettacolare e` l’osservazione del picco B → hh[26]
in figura 3.15, impensabile senza SVT a causa dell’enorme fondo di QCD. Anche il piu`
recente, al momento della stesura di questa tesi, dei risultati di CDF, la misura delle
oscillazioni del Bs−Bs e la misura di |Vtd||Vts| [27], e` stata ottenuta selezionando il campione
con un trigger basato su SVT.
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Figura 3.13: Parametro d’impatto ricostruito da SVT. σ ≃ 48µm [37]
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Figura 3.14: Spettro in massa di D+ e D+∗ [37].
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Figura 3.15: Picco B → hh ottenuto con un trigger basato su SVT richiedendo un
taglio sul parametro d’impatto, distanza del vertice secondario e isolamento[26].
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Il canale Bs → µ+µ− non e` attualmente selezionato a CDF con un trigger basato
su SVT, ma lo sara` probabilmente in futuro dato che l’aumento previsto di luminosita`
mette a regime di prescale l’attuale trigger dedicato per la fisica dei decadimenti rari
del B[1] ed una strategia analoga a quella esposta in questa tesi, basata su SVT invece
che FTK, sarebbe una alternativa possibile per la selezione di quel canale.
Capitolo 4
Ftksim
In questo capitolo verra` illustrato il programma di simulazione di FastTrack utilizzato
per gli studi in questa tesi: FTKsim.
Il programma e` stato sviluppato pensando non solo a costruire uno strumento per
verificare l’algoritmo, ma anche il funzionamento del processore. In questo senso la
simulazione e` stata scritta utilizzando strutture dati e algoritmi che imitassero l’im-
plementazione hardware, in modo da poter avere pieno controllo dei flussi dati e ti-
ming associati. La descrizione si sviluppa ad un livello intermedio tra la simulazione
troppo dettagliata dell’elettronica e l’astrazione eccessivamente sintentica dell’algoritmo
concettuale.
Il codice e` basato su una versione di SVTSIM[56], il software di simulazione del
trigger SVT e di generazione di banche di pattern e costanti geometriche, di cui man-
tiene l’impostazione generale e molti degli algoritmi principali. La quasi totalita` delle
strutture dati e` invece stata riscritta per adattarsi all’ambiente di ATLAS e l’output
fornito da ATHENA[23, 12], il framework software dell’esperimento ATLAS che contie-
ne anche gli strumenti per effettuare l’intera catena di simulazione MonteCarlo, dalla
generazione degli eventi alla simulazione della risposta del rivelatore alle analisi di fisica;
inoltre molti programmi di manipolazione dei dati sono stati scritti ex-novo.
Il software e` scritto in C per tutte le parti principali ed in C++ per quanto riguarda
le funzioni di output di file ROOT[38] (un framework di analisi dati specializzato per
la fisica delle alte energie).
Questo programma e` costituito di due parti principali che corrispondono ai due
algoritmi e processori che lavorano in pipeline: la memoria associativa ed il Track Fitter.
La seconda parte e` composta dal programma di creazione delle costanti geometriche
(corrgen) e dalle funzioni di libreria per la loro gestione[60]. Io mi sono occupato
principalmente della prima parte, in particolare della creazione e gestione dei pattern
(pattgen) e la simulazione vera e propria (ftksim).
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4.1 Motivazioni
Sono due i principali motivi che hanno spinto alla realizzazione di FTKsim.
Il primo motivo e` quello di avere uno strumento con cui eseguire le simulazioni
per studiare il timing del sistema, il dimensionamento della banca di pattern per varie
possibili dimensioni della road, la suddivisione del carico del lavoro fra i due stadi della
pipeline, tutti studi necessari per definire lo sviluppo R&D dell’hardware e lo studio
degli algoritmi senza portarsi dietro la pesantezza di una simulazione troppo dettagliata
a livello di gate logici.
La seconda motivazione e` dovuta invece allo sviluppo della strategia di trigger ba-
sata sull’utilizzo del processore FTK. Per ottenre l’approvazione di FTK da parte del-
l’esperimento e` necessario dimostrare che sia possibile arricchire i campioni acquisiti e
guadagnare o arricchire importanti canali di fisica. Abbiamo quindi selezionato un certo
numero di casi di fisica particolari da studiare (ad esempio i casi esposti nei capitoli
3 e 5). Per ciascuno di questi abbiamo suggerito una nuova selezione, e per ciascuna
proposta e` importante non solo lo studio dell’efficienza sul segnale che interessa, ma
anche e forse in misura maggiore lo studio della riduzione del fondo.
In termini operativi questo significa simulare grosse quantita` di segnale, ma soprat-
tutto di fondo per poi applicare la selezione di trigger e studiare l’efficienza sul segnale
ed il rate del fondo. Dovendo realizzare grandissimi fattori di riduzione e` necessario si-
mulare un grande numero di eventi di fondo, tipicamente molti piu` di quelli di segnale,
in modo da avere comunque qualche evento alla fine della selezione per effettuare una
stima realistica del fattore di riduzione.
Usualmente si dovrebbe simulare tutti questi eventi seguendo la catena completa
di simulazione offerta da ATHENA: generazione degli eventi, simulazione completa del
rivelatore (interazione delle particelle generate con la materia del rivelatore), digitiz-
zazione dei segnali (simulazione della risposta dell’elettronica), ricostruzione (questo
passaggio include la simulazione del DAQ e degli algoritmi di trigger) ed analisi off line.
Questo approccio, detto Full Simulation, e` pero` decisamente troppo lento (∼ 5min per
evento) per generare le quantita` richieste di fondo per ogni caso di fisica.
Esiste pero` un’altro metodo di simulazione, AtlFast[13], con una catena di simulazio-
ne molto ridotta che passa direttamente dalla generazione all’analisi oﬄine utilizzando
una semplice (e veloce) parametrizzazione della risposta del rivelatore.
Si puo` quindi studiare il segnale utilizzando la Full Simulation, mentre per il fondo
si utilizza AtlFast, riducendo i tempi di generazione e rendendo lo studio del caso di
fisica possibile.
Si deve quindi disporre di una parametrizzazione del funzionamento di FTK, in
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Figura 4.1: Schema della catena di simulazione nel caso di Full Simulation e AtlFast.
[13]
Figura 4.2: Rappresentazione schematica della posizione di FTKsim rispetto alla Full
Simulation. Da notare che l’output di FTKsim e` stato lasciato in formato ASCII in
modo da essere trasformato nel formato di analisi piu` conveniente (AOD, CBNT o altro)
in seguito.
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termini di efficienze e qualita` delle tracce ricostruite. Saranno parametrizzati anche i
risultati di particolari ricostruzioni basate sull’utilizzo delle tracce. Esempi importanti
sono l’algoritmo di b-tagging, cioe` l’identificazione di un jet come generato da un b-
quark, o l’algoritmo di τ -tagging, ovvero l’identificazione di un jet come generato da
un leptone τ . Per questi algoritmi si studia sia l’efficienza su jet di b-quark e τ veri
che la probabilita` di sbagliare, mistagging, ovvero di ricostruire come jet provenienti da
τ o b-quark jet che non lo sono. Questo viene fatto con la Full Simulation, usando le
tracce ricostruite da FTK, poi i risultati sono parametrizzati come efficienza studiata in
funzione del mistagging ed infine immessi in AtlFast. FTKsim e` appunto utilizzato per
studiare su eventi di Full Simulation la risposta del sistema FTK e fornire i parametri
da inserire in AtlFast per gli studi di fisica successivi. La figura 4.2 mostra la relazione
tra i vari pacchetti di ATHENA ed FTKsim.
4.2 Struttura generale
La suite di simulazione si suddivide in tre programmi: corrgen, pattgen e ftksim (vedi
figura 4.4).
Corrgen e pattgen non sono parte della simulazione, anche se usano le stesse funzioni
della simulazione, ma servono a creare i dati (costanti geometriche e banche di pattern
rispettivamente) con cui caricare ftksim. Questi file di dati sono ottenuti analizzando
con questi due programmi un particolare campione di eventi simulati con ATHENA,
descritto in sezione 4.3.1.
Assieme alle banche di pattern e alle costanti geometriche, ftksim viene inizializzato
con alcuni file ausiliari che contengono la struttura geometrica del rivelatore e la suddi-
visione logica di questo in regioni geometriche che permettono di parallelizzare il lavoro
delle memorie associative. La divisione in regioni e` necessaria in quanto i dati prove-
nienti dal rivelatore sarebbero troppi per portarli a tutti i pattern di una unica memoria
associativa con un rate di eventi di 100 kHz. Suddividendo il rivelatore in N regioni
analizzate da piu` memorie associative in parallelo si moltiplica per N la banda passante
della singola memoria associativa (6 bus di 18bit ciascuno ad un rate di 40MHz ovvero
≃ 4Gbit/s). Le regioni geometriche devono essere in una qualche misura sovrapposte,
la zona di overlap, in modo da eliminare eventuali inefficienze sul bordo delle regioni.
Ad esempio una traccia che attraversa il bordo, senza overlap, non verrebbe individuata
perche` una parte degli hit sono mandati ad una memoria associativa ed una parte ad
un altra; gli hits di una regione di overlap sono invece mandati ad entrambe le memorie
associative che analizzano le due regioni contigue. Abbiamo scelto di lavorare con 8
regioni, ciascuna larga 90◦ in modo da avere un grosso overlap di 45◦ fra due regioni
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contigue (vedi figura 4.3). Questo approccio e` sicuramente conservativo e sara` possibile
ottimizzare in un secondo momento la dimensione della regione di overlap.
Dopo la fase di inizializzazione ftksim riceve in input un file di hit organizzati per
eventi, prodotto dall’apposito modulo di ATHENA FastTrackSimWrap[59], ed evento
per evento esegue il loop di analisi:
1. Gli hit vengono ordinati per layer colpito.
2. Vengono suddivisi per regione geometrica di appartenenza e clonati se apparten-
gono ad una zona di overlap tra due regioni e assegnati ad entrambe.
3. Gli hit vengono indirizzati alla memoria associativa che si occupa della regione
cui appartengono.
Da questo punto il lavoro e` completamente parallelizzato ed ogni banco di me-
moria associativa analizza la propria regione indipendentemente dalle altre. Per
questo motivo faro` riferimento a quanto accade nelle singole banche di memoria
associativa, senza specificare che questo accade parallelamente in tutte le altre.
4. Per ogni hit viene calcolato il superbin a bassa definizione e viene popolata una
struttura che associa ad ogni superbin trovato tutti gli hit che contiene.
Questi primi 4 punti simulano il lavoro del Data Organizer (3.2).
5. Con i superbin trovati viene popolata la memoria associativa, accendendo una
flag per ogni pattern colpito, per ogni pattern nella banca.
6. Viene svuotata la memoria associativa estraendo i pattern colpiti su 6 o 5 layers:
le roads. Per ogni road trovata viene fornita anche la bitmap, una parola di 6 bit
che dice quali layers sono stati colpiti (un layer colpito corrisponde ad un bit ad
1).
I punti 5 e 6 simulano il lavoro delle board di memora associativa (3.3).
7. L’elenco delle road trovate viene filtrato escludendo tutte quelle roads all’interno
dello stesso settore con lo stesse superstrip colpite (ad esempio di due road con
5/6 layer colpiti se differiscono solo per la superstrip sul piano non colpito solo
una delle due viene tenuta). Con questo passaggio vengono eliminate le tracce
fantasma (ghosts) piu` ovvie, riducendo i tempi successivi di fitting.
Questo passaggio simula la board RoadWarrior (3.3).
8. Per ogni road trovata vengono estratti gli hit associati ed il set di costanti geo-
metriche relativo per eseguire il fit di ogni traccia in essa contenuta.
Nel caso un layer sia mancante (5 layer colpiti) vengono calcolati i punti medi
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mancanti attraverso le costanti geometriche.
Questo passaggio simula il track fitter (3.4).
(a) Per ogni combinazione di hit all’interno della road viene eseguito il fit lineare
ed estratta la traccia-candidato.
(b) Se la traccia-candidato soddisfa il taglio imposto in χ2 viene scritta in output.
Gli algoritmi usati per l’ordinamento degli hit, la loro distribuzione alle memorie associa-
tive, il match dei pattern e la loro estrazione sono stati studiati per simulare fedelmente
quelli implementati in hardware.
4.3 Training
Come accennato in precedenza, due dei tre programmi principali che compongono la
suite di simulazione non sono direttamente coinvolti nella simulazione, ma servono per
preparare i dati con cui inizializzarla.
Questi dati sono: le costanti geometriche con cui eseguire il fit lineare e le banche
di pattern precalcolati con cui fare il match.
Per generare questi dati e` stato simulato con ATHENA un particolare campione
di eventi, che chiamero` campione di training. Questo campione e` costituito da ∼ 100
milioni di eventi contenenti un singolo muone con parametri descritti in sezione 4.3.1;
la propagazione di tutte le particelle secondarie ed il noise dell’elettronica sono state
disattivati, inoltre sono stati salvati evento per evento i parametri veri della traccia
(chiamati montecarlo truth) ed i parametri ricostruiti dall’algoritmo di ricostruzione off
line iPatRec[42].
L’algoritmo iPatRec utilizza una strategia del tutto differente da FTK per ricostruire
le tracce[44]: la ricerca parte da un seme esterno, in una certa zona del rivelatore definita
dalle coordinate del seme e dal suo tipo (varia se l’informazione viene dalle camere a
µ o dai calorimetri, ad esempio); vengono calcolate tutte le combinazioni di pochi hit
nei rivelatori a silicio Pixel ed SCT ed eseguito un fit al seme esterno, quindi vengono
estratte le tracce-candidato migliori (nel senso del minimo χ2) e vengono confrontate
con le tracce estratte dalla TRT attraverso una tecnica basata su istogrammi, quindi le
tracce candidato sopravvissute alla selezione vengono rifittate con tutte le informazioni
dei silici e TRT. L’algoritmo rappresenta quindi un buon candidato di algoritmo off line
per un confronto con le performance di FTK.
Analizzando il campione di training con corrgen e pattgen sono stati generati i file
desiderati nei seguenti passaggi, illustrati anche in figura 4.4:
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Figura 4.3: Una visione schematica della proiezione dell’Inner Detector sul piano r−φ.
Le distanze tra i layer sono arbitrarie e costanti, mentre l’angolo coperto dai moduli e`
ricavato dalla geometria reale.
Sono evidenziate due regioni adiacenti, in verde chiaro, e la regione di overlap tra di
esse, in blu chiaro. E` evidenziato anche un settore, in celeste.
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Figura 4.4: Rappresentazione schematica del rapporto tra i tre programmi principali
pattgen, corrgen ed ftksim. In rosso sono evidenziati i parametri ottenibili ad ogni
passaggio.
1. Vengono cercati i volumi geometrici per cui calcolare le costanti geometriche, co-
me descritto in 3.4. Questi volumi devono essere sufficientemente limitati, in φ
e z, da garantire la linearita` del fit. Inoltre c’e` il problema che il rivelatore di
silicio e` fatto in modo che i moduli contigui sullo stesso layer siano sovrapposti in
φ a “tegole”, in modo da formare una zona di overlap, mentre in z, anche se solo
nell’SCT, siano livemente staggherati. Queste discontinuita` fanno s`ı che non si
possa estendere la linearita` oltre le dimensioni modulo mantenendo la risoluzione
desiderata. E` stata quindi assunta come dimensione quella naturalmente offerta
dalle dimensioni dei moduli dell’Inner Detector. La ricerca di questi volumi geo-
metrici e` concettualmente equivalente alla ricerca di pattern con la definizione di
un singolo modulo.
Quindi i primi 10 milioni di eventi sono stati analizzati da pattgen, il program-
ma per la generazione delle banche di pattern, impostando come dimensioni del
superbin le dimensioni del singolo modulo Pixel o SCT. In questa maniera sono
state trovate tutte le combinazioni di 6 moduli, uno per layer, attraversate da una
traccia.
Queste combinazioni sono chiamate settori. Il rivelatore risulta cosi suddiviso in
una serie di volumi tubolari di cui i moduli, uno per layer, costituiscono le sezio-
ni (16.4mm × 60.8mm per i moduli del Pixel e 64mm × 128mm per i moduli
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dell’SCT).
2. Dati i settori viene fatto girare corrgen, il programma per il calcolo delle costanti
geometriche, su tutto il campione e vengono trovate le costanti geometriche asso-
ciate a ciascun settore. Alcuni settori non danno costanti geometriche in quanto
non riescono a raccogliere una statistica sufficiente di tracce e vengono scartati
come settori “poco probabili”.
Da questo passo viene quindi generata una nuova lista di settori, filtrando la pre-
cedente in base al numero di tracce raccolte nel settore, e le costanti geometriche
ad essi associate.
3. A questo punto viene fatto girare pattgen su tutto il campione, impostando le
dimensioni del superbin desiderato (5mm Pixel e 10mm SCT in questa tesi),
e popolando quindi la banca dei pattern. Vengono registrati nella banca solo
quei pattern che appartengono ad un settore dato dal passaggio precedente e
l’informazione sul settore di appartenenza viene registrata nella banca assieme al
pattern.
Da questo passaggio abbiamo quindi la banca dei pattern.
Il terzo passaggio puo` essere parallelizzato in modo da generare separatamente i pattern
appartenenti alle diverse regioni geometriche del rivelatore, ottenendo quindi una banca
per ogni regione.
Corrgen fornisce durante la creazione delle costanti geometriche anche l’informazione
sulla risoluzione ottenuta dal fit lineare, mentre pattgen calcola l’efficienza1 delle banche
di pattern generate. Allo scopo di queste verifiche sono stati generati ulteriori 50000
eventi singolo muone e 100000 eventi singolo pione.
Passiamo ora ad analizzare piu` nel dettaglio le caratteristiche del campione di
training e la risposta ottenuta con pattgen e corrgen.
4.3.1 Campione muoni singoli
Il campione di training, come gia` accennato, e` stato generato simulando eventi con un
singolo muone, disattivando noise e propagazione di delta rays.
L’obiettivo era ottenere un campione di eventi con una sola traccia e solo gli hit ad
essa correlati, nella situazione ideale di un hit per piano per un totale di sei hit.
1Per efficienza s’intende la probabilita` che una traccia simulata attraversi un pattern (settore)
presente nella banca. Viene calcolata generando un certo numero di pattern (settori) da una quantita`
fissata di tracce e facendo il rapporto tra quelli presenti nella banca ed il totale.
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I muoni sono stati generati con particolari distribuzioni dei parametri ottimizzate
per la determinazione delle costanti di ricostruzione e il controllo della risoluzione sui
parametri spaziali. Come illustrato in figura 4.5 il campione e` stato generato con una
distribuzione piatta in curvatura (∝ 1
PT
) tra 10−6GeV−1 e 10−3GeV−1, piatta in para-
metro d’impatto tra −2mm e 2mm, piatta in φ su tutto l’angolo giro, piatta in η tra
−1 ed 1, gaussiana in z con σ = 50mm.
Per generare il campione si e` utilizzata la versione 10.0.1 (10.0.6 da quando la 10.0.1
e` diventata non piu` utilizzabile per problemi di database) del software Athena con una
versione modificata di iPatRec ed una serie di script awk[59] per estrarre gli SpacePoint,
le informazioni di truth montecarlo e i parametri ricostruiti da iPatRec e salvarli in un
formato ASCII utilizzabile da ftksim.
Il campione e` stato generato in parte al CERN (lxb) ed in parte a Chicago (UC
Tier2)[61].
4.3.2 Corrgen
Corrgen e` il programma che dato il campione di training calcola le costanti geometriche
associate ad ogni settore.
Per eseguire questa operazione il programma analizza il campione di training sele-
zionando quegli eventi che hanno un hit in ogni piano (sei hit di totale). Dall’indice dei
moduli colpiti per piano viene ricavato il settore attraversato dalla traccia e quindi le
tracce vengono registrate in un database utilizzando il settore come chiave.
Classificati tutti gli eventi per settore di appartenenza il programma procede cal-
colando le costanti geometriche settore per settore. Quei settori in cui non sono state
raccolte almeno 15 tracce vengono scartati in quanto e` necessaria una minima statistica
di tracce per assicurare la bonta` delle costanti geometriche.
Calcolate le costanti geometriche il programma provvede a calcolare le risoluzioni
ottenute con il fit lineare riprocessando l’intero campione e confrontando i parametri
ricostruiti con il fit lineare con i vaolri veri forniti dal Monte Carlo ed i parametri
ricostruiti da iPatRec per quello stesso evento. I risultati di questa verifica sono illustrati
in figura 4.6,4.7 e 4.8. I grafici mostrano le risoluzioni per ciascun parametro, ovvero la
differenza fra il valore misurato (sia da iPatRec che da FTK) ed il valore vero Monte
Carlo. Come si puo` notare le risoluzioni ottenute da FTK sono compatibili con quelle
della ricostruzione off line, confermando la validita` del fit lineare nei settori.
Viene inoltre verificato anche il funzionamento della majority logic, eliminando per
ogni traccia un piano alla volta e ricalcolando le risoluzioni su dei fit che usano un
punto mediato al posto della misura vera mancante. Sono riportate in ogni grafico le
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Figura 4.5: Distribuzioni in curvatura, parametro d’impatto, φ, cot θ e z del campione
di training composto da singoli muoni.
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Figura 4.6: Risoluzioni ottenute con il fit lineare (rosso) a confronto con quelle ottenute
da iPatRec (blu). Parametri d e φ. [55]
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Figura 4.7: Risoluzioni ottenute con il fit lineare (rosso) a confronto con quelle ottenute
da iPatRec (blu). Parametri z e cot θ. [55]
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Figura 4.8: Risoluzione in curvatura ottenute con il fit lineare (rosso) a confronto con
quelle ottenute da iPatRec (blu). E` messa in evidenza la dipendenza della risoluzione
dalla curvatura. [55]
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differenze tra il valore vero Monte Carlo e il parametro ricostruito da FTK con e senza
un particolare layer.
Da notare come ci sia un peggioramento apprezzabile quando a mancare e` il primo
layer, il piu` interno e quindi il piu` importante per le misure di precisione, soprattutto
per quanto riguarda il parametro d’impatto (figura 4.10). Questo e` dovuto anche al
fatto che nella scelta dei 6 layers usati abbiamo escluso il piano intermedo dei Pixel
(pixel layer 1 nella notazione di ATLAS), quindi quando manca il primo layer di Pixel
il seguente punto piu` vicino al fascio disponibile e` quello del terzo layer di Pixel, ben
piu` lontano. I layer successivi sembrano essere meno importanti: non si notano peg-
gioramenti significativi per il parametro d’impatto, la curvatura (figura 4.9) e φ (figura
4.11), mentre per z e cot θ (figure 4.13 e 4.12) si nota un peggioramento quando a
mancare sono i layer esterni (primo layer del Pixel ed ultimi layer dell’SCT), in quanto
viene a ridursi la lunghezza del segmento misurato. Ovviamente la scelta dei layers da
utilizzare potra` essere ottimizzata alla luce di questi risultati.
4.3.3 Pattgen
Pattgen e` il programma che estrae i pattern di superbin dal campione di training e
popola le banche dei pattern.
Si definisce pattern la combinazione di sei superbin, uno per layer, generata dai sei
hit di un evento di training.
I parametri fondamentali per la definizione della banca sono le dimensioni desiderate
del superbin per ogni layer e l’eventuale suddivisione in regioni.
In questa tesi e` stata utilizzata una suddivisione del rivelatore centrale, barrel, in otto
regioni, descritte come spicchi cilindrici di rivelatore sul piano r−φ, lunghe tutto z. Ogni
regione e` stata scelta per essere approssimativamente grande 1
4
di rivelatore e sono state
disposte in modo che ogni regione sia coperta per meta` dalla regione adiacente, come
evidenziato in figura 4.3. L’overlap tra regioni e` necessario per non perdere i pattern
che attraversano le regioni di bordo. Questa scelta di overlap e` piuttosto conservativa
e sicuramente si potrebbero utilizzare overlap minori mantenendo la stessa efficienza.
Le regioni sono state definite come range di indice φ dei moduli per ogni layer, la
definizione di questa suddivisione e` riassunta in tabella 4.1.
La scelta del numero di regioni influisce sul numero di memorie associative fun-
zionanti in parallelo che si vuole simulare, quindi sul numero di pattern per memoria
associativa. Dato pero` che i pattern interamente contenuti nella regione di overlap sono
assegnati ad una sola della due memorie associative contigue (secondo la regola arbi-
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Figura 4.9: Risoluzione in curvatura ottenuta con un layer mancante (nero) a confronto
con quella ottenuta con tutti i layer (rosso) sullo stesso evento. [55]
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Figura 4.10: Risoluzione in parametro d’impatto ottenuta con un layer mancante (nero)
a confronto con quella ottenuta con tutti i layer (rosso) sullo stesso evento. [55]
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Figura 4.11: Risoluzione in phi ottenuta con un layer mancante (nero) a confronto con
quella ottenuta con tutti i layer (rosso) sullo stesso evento. [55]
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Figura 4.12: Risoluzione in z ottenuta con un layer mancante (nero) a confronto con
quella ottenuta con tutti i layer (rosso) sullo stesso evento. [55]
CAPITOLO 4. FTKSIM 65
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 0 missing
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 1 missing
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 2 missing
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 3 missing
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 4 missing
-0.01 -0.008 -0.006 -0.004 -0.002 0 0.002 0.004 0.006 0.008 0.010
200
400
600
800
1000
1200
1400
)θCtg(
all layers
layer 5 missing
Figura 4.13: Risoluzione in cot θ ottenuta con un layer mancante (nero) a confronto
con quella ottenuta con tutti i layer (rosso) sullo stesso evento. [55]
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Regione
Layer
0 1 2 3 4 5 6 7
0 18/1 0/4 2/7 4/9 7/12 10/15 13/18 16/21
1 44/5 0/12 6/18 12/24 18/30 25/37 32/44 39/51
2 27/3 0/7 4/11 8/15 12/19 16/23 20/27 24/31
3 34/4 0/9 5/14 10/19 15/24 20/29 25/34 30/39
4 41/5 0/11 6/17 12/23 18/29 24/35 30/41 36/47
5 48/6 0/13 7/20 14/27 21/34 28/41 35/48 42/55
Tabella 4.1: Range dell’indice φ dei moduli per ogni layer compresi in ogni regione. Gli
indici in φ corrispondono a quelli della notazione di ATLAS mentre il numero del layer
e` quello di ftksim (0,1 sono il primo e terzo layer di Pixel, 2,3,4 e 5 sono i quattro layer
di SCT, del barrel). Nella prima regione il range e` da intendersi attraversando lo zero
(ad esempio sul primo layer ha come indici 18,19,20,21,0,1).
traria di assegnarlo a quella di indice minore) il numero totale dei pattern contenuti in
tutte le memorie associative non e` dipendente dalla suddivisione2.
L’altra informazione necessaria al funzionamento di pattgen e` la dimensione del
superbin per ogni layer.
Nella generazione dei settori viene di fatto impostata come dimensione la dimensione
del singolo modulo di Pixel o SCT, andando a leggere direttamente l’indice del modulo
dell’hit invece che la sua coordinata. Con questa scelta, dopo aver passato il filtro
dei settori che hanno un set di costanti geometriche associato, si ottiene una banca di
157901 settori al 98.6% di efficienza.
Per la generazione delle banche di pattern e` invece necessario impostare i coefficenti
della trasformazione che porta l’hit (reale) in superbin (intero) per ogni layer: se x e`
la coordinata lungo φ, IDz e` l’ID intero del modulo lungo z (i superbin vengono presi
convenzionalmente lunghi tutto il modulo in z) ed IDφ l’ID intero del modulo lungo φ
il superbin e` dato da floor(ax+ b · IDφ) · 1000 + IDz. I coefficenti a e b determinano
le dimensioni del superbin lungo φ.
Sono state studiate diverse dimensioni di superbin (coefficenti in tabella 4.2) e l’an-
damento dell’efficienza in funzione del numero di tracce analizzate e dimensioni della
banca (numero dei pattern registrati) e` riassunto in figura 4.14.
Tenendo conto dell’efficienza massima raggiunta con il campione di training per le
varie dimensioni e considerando inoltre che le dimensioni del superbin non influiscono
sulle efficienze di ricostruzione di FTKsim, ma solo sulle dimensioni della banca e sul
combinatorio di hit da passare al fit lineare, e` stato scelto 5mm per il Pixel e 10mm
2In verita` sussiste una dipendenza nel senso che viene comunque richiesto al pattern di essere
contenuto in una regione, una cattiva scelta delle regioni porterebbe all’eliminazione di pattern. Nel
caso pero` che le regioni siano ben definite il numero totale e` indipendente dal numero di regioni.
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Figura 4.14: Andamento dell’efficienza in funzione del numero di tracce analizzate e
delle dimensioni della banca, nella regione 0. L’andamento nelle altre regioni e` del
tutto analogo.
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dimensioni 0 1 2 3 4 5
Pixel 5mm a = 26.0 a = 30.9 a = 38.3 a = 45.6 a = 53.0 a = 53.0
SCT 10mm b = 6.7 b = 12.5 b = 12.5 b = 12.5 b = 12.5 b = 12.5
Pixel 2mm a = 64.8 a = 61.7 a = 76.6 a = 91.2 a = 106.0 a = 106.0
SCT 5mm b = 16.7 b = 25 b = 25 b = 25 b = 25 b = 25
Pixel 1mm a = 129.7 a = 98.7 a = 122.5 a = 146.0 a = 169.6 a = 169.6
SCT 3mm b = 35 b = 42 b = 42 b = 42 b = 42 b = 42
Tabella 4.2: Coefficenti di conversione hit→superbin per varie scelte di dimensioni del
superbin per ogni layer.
I layer sono stati numerati nella maniera convenzionale di FTKsim: 0 e 1 sono il layer
0 e 2 del Pixel in ATHENA e 2, 3, 4 e 5 sono i layer 0, 1, 2, 3 dell’SCT in ATHENA.
Le dimensioni sono date in mm lungo il modulo, ma internamente FTKsim utilizza la
coordinata φ dell’hit.
banca patterns efficienza muoni efficienza pioni
0 1053348 95.8± 0.4 95.9± 0.2
1 983741 95.7± 0.3 95.8± 0.2
2 1017193 96.0± 0.3 95.5± 0.2
3 1026228 96.1± 0.4 95.3± 0.2
4 1019529 95.8± 0.4 95.2± 0.2
5 1029316 96.1± 0.3 95.7± 0.2
6 1044599 96.4± 0.3 95.6± 0.2
8 1008758 96.7± 0.3 95.2± 0.2
Tabella 4.3: Efficienze percentuali delle banche di pattern.
per l’SCT. Eventualmente per ottimizzare i tempi di esecuzione potremmo in futuro
scegliere roads piu` sottili.
Con questa scelta si ottengono 8 banche di pattern (una per regione) di dimensione ∼
106 patterns (ciascuna quindi contenibile in 2 schede di AM come quelle attualmente in
uso a SVT), con dimensioni ed efficienze riassunte in tabella 4.3. Le efficienze sono state
calcolate su due campioni singola traccia statisticamente indipendenti dal campione di
training, uno di muoni e l’altro di pioni, con le stesse distribuzioni di parametri descritte
nella sezione 4.3.1.
4.4 Le prestazioni su eventi Bs → µ+µ−
Calcolate come descritto le banche di pattern per le otto regioni scelte e le costanti
geometriche per i settori trovati si puo` passare a calcolare l’efficienza di FTKsim su
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eventi di segnale.
A questo scopo sono stati simulati 19770 eventi di Bs → µ+µ− utilizzando la
Full Simulation di ATHENA. Il passaggio di generazione e` stato effettuato utilizzando
PythiaB[45], una versione del programma di simulazione di eventi di fisica delle alte
energie Pythia[53, 50] specializzata per la fisica del B. Il resto della catena di Full
Simulation e` lo stesso utilizzato per il campione di training.
Il campione e` stato generato utilizzando la jobOption di esempio fornita con Py-
thiaB, forzando il solo decadimento Bs → µ+µ− ed applicando un taglio di primo
livello3 sui due muoni in modo tale che PT > 6GeV ed |η| < 2.5. Una descrizione piu`
dettagliata dei parametri di generazione si puo` trovare in sezione 5.2.
FTKsim e` stato fatto girare prima senza la majority logic, richiedendo quindi un
match di 6/6 layer, ed i risultati sono evidenziati in figura 4.15.
Si nota che l’andamento dell’efficienza di ricostruzione delle tracce in funzione dei
parametri dell’elica non e` molto dissimile da quello di iPatRec, specialmente in funzione
della particella che ha fatto la traccia, ma la richiesta 6/6 appare decisamente troppo
poco efficiente.
Introducendo invece la majority logic si hanno i risultati in figura 4.16; risulta eviden-
te il grosso guadagno in efficienza che ora e` del tutto paragonabile, anche se lievemente
inferiore, a quella ottenuta dall’algoritmo off line iPatRec.
Come verifica finale sono state calcolate le risoluzioni sui parametri sempre a con-
fronto con quelle di iPatRec sulle stesse tracce. I risultati sono evidenziati in figura 4.17.
Da notare che solo la ricostruzione del parametro z mostra un peggioramento, comun-
que accettabile allo scopo dei nostri studi, possibilmente spiegabile con la particolare
scelta gaussiana della distribuzione in z del campione di training.
In conclusione i risultati ottenuti durante la fase di training e quest’ultimo test
effettuato con un campione di eventi di Bs → µ+µ− mostrano come sia il programma
che i dati ausiliari che sono stati definiti e generati (suddivisione in regioni, settori e
banche di pattern) siano ad un buon livello di maturita`. Il programma e` infatti in
grado di simulare il funzionamento di FTK partendo dai dati prodotti da Athena e le
tracce cariche vengono ricostruite con prestazioni del tutto paragonabili all’algoritmo
online scelto come riferimento, iPatRec. Le prestazioni sono state misurate sia con il
campione artificiale di tracce singole, sia con un campione di eventi realistici, mostrando
la robustezza dell’algoritmo di FTK.
3Si tratta di una emulazione ideale al momento della generazione degli eventi, non di una simulazione
dettagliata del primo livello di trigger. La differenza sostanziale sta nel fatto che si ha un taglio esatto
a 6GeV, mentre nel caso reale l’efficienza in funzione del PT varia cresce continuita` dal valore minimo
al valore massimo.
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Figura 4.15: Efficienza senza majority logic. E` messa in evidenza la dipendenza dai
vari parametri della traccia e dal tipo di particella. In blu e` iPatRec mentre FTKsim e`
in rosso.
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Figura 4.16: Efficienza con majority logic. E` messa in evidenza la dipendenza dai vari
parametri della traccia e dal tipo di particella. In blu e` iPatRec mentre FTKsim e` in
rosso.
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Figura 4.17: Risoluzione sui parametri ricostruiti. Solo il parametro z mostra differenze
apprezzabili dalla ricostruzione di iPatRec. In blu e` iPatRec mentre FTKsim e` in rosso.
CAPITOLO 4. FTKSIM 73
E` quindi ragionevole utilizzare il programma sviluppato per condurre una prima
analisi di una strategia di trigger per il canale Bs → µ+µ−.
Capitolo 5
Trigger di secondo livello per
Bs → µ+µ−
In questo capitolo e` esposta una possibile strategia di trigger per la rivelazione del
decadimento raro Bs → µ+µ−, un canale di fisica molto interessante come verifica del
Modello Standard e come veicolo di scoperta di nuova fisica. Studi su questo canale sono
stati effettuati da CDF e D0 al Tevatron e saranno brevemente illustrati nella sezione
5.1.1. Nella sezione 5.1 vengono descritte le caratteristiche di questo decadimento che
avendo branching ratio particolarmente basso (∼ 10−9) trova in LHC un ambiente
favorevole al suo studio, dato l’alto rate di produzione di mesoni Bs (∼ 106 s−1). In
questo senso sono gia` stati fatti studi da parte della collaborazione ATLAS, descritti
nella sezione 5.1.2.
In sezione 5.2 verra` mostrato come sia possibile eseguire un algoritmo di trigger
basato sulla ricostruzione delle tracce di particelle cariche al secondo livello di trigger e
di come questo algoritmo abbia prestazioni analoghe all’equivalente effettuato off line.
L’importanza di FTK e` evidenziata dal fatto che si e` potuti partire da una selezione
di primo livello basata su un singolo muone, contro l’usuale richiesta di due muoni:
infatti il rate di eventi uscenti dal primo livello puo` rappresentare un problema per gli
algoritmi di ricostruzione esclusivamente software, mentre e` ben gestibile da FTK.
5.1 Bs → µ+µ−
Il decadimento raro Bs → µ+µ− e` nel Modello Standard un processo di Flavour Chan-
ging Neutral Current e come visto nel capitolo 5 risulta particolarmente soppresso in
quanto non puo` avvenire a livello di diagrammi di primo ordine (albero).
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Figura 5.1: Box e penguin diagram per il decadimento Bs → µ+µ− nel Modello
Standard
Puo` avvenire invece attraverso diagrammi di ordine superiore, i box-diagram e pen-
guin diagram in figura 5.1, ed e` previsto avere una branching ratio BR(Bs → µ+µ−) =
3.5± 0.9× 10−9[20].
In molti modelli di supersimmetrie invece questo branching ratio e` incrementato da
uno a tre ordini di grandezza. Lo studio di questo canale diventa quindi molto sensibile
per la ricerca di fisica oltre il modello standard: dalla misura del branching ratio o
comunque dalla stima del suo limite superiore e` possibile selezionare particolari regioni
nello spazio dei parametri di queste estensioni supersimmetriche, da confrontare con i
risultati ottenuti in altri ambiti della fisica come la materia oscura, la cosmologia o le
oscillazioni dei neutrini.
Oltre che come canale sensibile a nuova fisica, lo studio di questo decadimento raro e`
nel contesto del Modello Standard uno strumento per eseguire una misura dell’elemento
della matrice CKM |Vts|.
5.1.1 Risultati sperimentali ottenuti al Tevatron
Ad oggi esistono solamente dei limiti superiori per il branching ratio del decadimento
Bs → µ+µ−, forniti dai due esperimenti al Tevatron, D0 e CDF.
Il limite piu` stringente e` fornito dalla recente analisi fatta a CDF con 780 pb−1 di
dati[28] e riporta il limite superiore BR(Bs → µ+µ−) < 1.0 × 10−7 (95% confidence
level). I risultati di altri esperimenti e risultati precedenti di CDF sono riportati in
tabella 5.1.
L’analsi eseguita da CDF utilizza i dati selezionati da due diversi trigger con richiesta
di due muoni: un trigger richiede due muoni con PT > 2GeV nella zona coperta dal
rivelatore a camere a drift planari CMU (|η| < 0.6), l’altro richiede due muoni con
PT > 2.2GeV uno individuato dal CMU mentre l’altro individuato dal rivelatore a
tubi drift conici CMX (0.6 < |η| < 1). Viene inoltre fatta la richiesta che la somma
dei momenti trasversi dei due muoni sia P µµT > 4GeV . L’utilizzo di un trigger basato
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Esperimento Risultato
CDF Run II (2005)[31] BR(Bs → µ+µ−) < 2.0× 10−7@95% CL
D0 Run II (2005)[33] BR(Bs → µ+µ−) < 3.7× 10−7 @ 95% CL
D0 Run II (2004)[2] BR(Bs → µ+µ−) < 5.0× 10−7 @ 95% CL
CDF Run II (2004)[22] BR(Bs → µ+µ−) < 7.5× 10−7 @ 95% CL
Tabella 5.1: Limiti superiori di BR(Bs → µ+µ−) misurati da D0 e CDF.
esclusivamente sul sistema dei muoni piuttosto che su SVT e` principalmente motivato
dalle inefficienze di SVT che avrebbero reso questo canale cos`ı raro non studiabile
efficacemente con il rate di eventi di Tevatron.
In futuro, quando la luminosita` del Tevatron verra` aumentata, questo menu` di
trigger non sara` piu` utilizzabile a causa dell’alto rate[1]. E` possibile pensare, anche a
CDF, strategie di trigger alternative che utilizzino SVT, analoghe a quella presentata
in questa tesi per ATLAS con FTK.
Il risultato sperimentale sul limite superiore del branching ratio e` ancora due ordini
di grandezza maggiore del valore predetto dal Modello Standard ed inoltre non esclude
molte delle sue estensioni supersimmetriche. E` quindi piu` che giustificato l’interesse su
questo canale, sia dagli esperimenti correnti che da LHC. A CDF infatti si prospetta di
raggiungere gia` il limite di BR < 4 × 10−8 o la scoperta a 5σ se BR = 8 × 10−8 con
4 fb−1 di dati raccolti. Mentre con 8 fb−1, che sarebbe il target di luminosita` integrata
da raggiungere prima della fine dell’esperimento, si prevede di raggiungere il limite
BR < 2× 10−8 o la scoperta a 5σ per BR = 5× 10−8[40]. Come e` illustrato in sezione
5.1.2 ad ATLAS ci si aspetta di raggiungere 6.4× 10−8 gia` con i primi 100 pb−1 di dati
raccolti e di essere in grado di misurare il branching ratio del modello standard a 4.3σ
dopo 3 anni a bassa luminosita` piu` uno ad alta.
5.1.2 Bs → µ+µ− ad ATLAS
Il decadimento raro Bs → µ+µ− e` stato preso in considerazione come canale di fisica
da studiare ad ATLAS fin dal primo Technical Design Report del 1999[21], anche se
la presenza ad LHC di un esperimento interamente dedicato alla fisica del mesone B,
LHCb[43], lo rendeva indubbiamente un canale di secondario interesse.
I recenti incoraggianti risultati ottenuti da CDF e D0 al Tevatron, uniti con il
fatto che i collider adronici come Tevatron ed LHC hanno qualche vantaggio rispetto
alle B-Factories (BaBar e Belle, esperimenti dedicati alla fisica del bottom situati a
collider leptonici) producendo naturalmente un copioso numero di Bs (assieme pero` ad
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un imponente fondo!), hanno fortemente ravvivato l’interesse nello studio della fisica
del mesone B anche ad ATLAS, soprattutto nella fase iniziale a bassa luminosita`.
Nel TDR[21, volume II p. 606] veniva ipotizzato l’utilizzo di una selezione di trigger
di un singolo muone PT > 6GeV ed |η| < 2.5 al primo livello di trigger e, a livelli
superiori o off-line, la richiesta di un secondo muone PT > 6GeV ed |η| < 2.5, per cui
veniva supposta un’efficienza di ricostruzione dei muoni dell’85% e 95% rispettivamente.
I successivi tagli, off line, erano sulla lunghezza di decadimento del Bs, il puntamento al
vertice (angolo tra il vettore impulso del Bs e il vettore congiungente il vertice primario
al vertice secondario del decadimento del Bs) ed isolamento blando delle tracce dei
muoni (assenza di tracce cariche oltre la soglia PT > 0.8GeV in un certo cono attorno
alle tracce dei muoni).
Complessivamente veniva stimato possibile raccogliere, supponendo per il branching
ratio del Bs → µ+µ− quello predetto dal Modello Standard, nei primi 3 anni di funziona-
mento a bassa luminosita` (30 fb−1) 27 eventi di segnale e 93 eventi di fondo, ottenendo
una significativita` di 2.8σ. Estendendo la raccolta di segnale al run ad alta luminosita`
per un anno (100 fb−1) erano supposti raccolti ulteriori 92 eventi di segnale e 660 eventi
di fondo per una significativita` di 4.3σ combinando i due run ad alta e bassa luminosita`.
Studi piu` recenti[18, 52], concentrati sui primi tre anni di run a bassa luminosita`,
hanno tenuto conto del fatto che il layout del rivelatore e` cambiato rispetto al TDR
del 1999, soprattutto per quanto riguarda il trigger di primo livello per la fisica del B,
passato da singolo muone a due muoni, e le differenti configurazioni dell’Inner Detector
(numero di piani di pixel, risoluzioni, miglioramenti nella simulazione).
I tagli utilizzati per l’analisi del segnale in questi studi sono fondamentalmente basati
su una selezione di trigger di primo livello a due muoni seguita dalle selezioni dell’HLT
(secondo e terzo livello di trigger) ed off line basate sulle tracce di particelle cariche. In
particolare vengono presi in considerazione tagli sul vertice (qualita` del fit, lunghezza
di decadimento, puntamento al vertice, parametro d’impatto), sulla massa invariante
del candidato Bs e sull’isolamento delle tracce dei muoni.
Sono riportati in tabella 5.2 i risultati aspettati, ottenuti simulando un campione
di 5000 Bs → µ+µ− con taglio di generazione di due muoni con PT > 6GeV per
quanto riguarda il segnale (nella notazione di ATLAS Bs → µ6µ6) e 23k eventi di
fondo bb → µ6µ6X con l’ulteriore taglio di M(µµ) ∼ M(Bs) e 23k eventi bb → µ4µ4.
Questi studi evidenziano come fin dai primissimi dati raccolti (100 pb−1) sia possibile
ottenere un limite sulla branching ratio piu` stringente dell’attuale miglior limite di CDF,
a conferma di quanto questo canale sia interessante per ATLAS nelle fasi iniziali della
presa dati.
Quello che e` sicuramente interessante notare di tutti questi studi e` che i tagli pro-
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Luminosita` integrata Segnale Fondo Limite superiore su BR (90%CL)
100pb−1 ∼ 0 ∼ 0.2 6.4× 10−8
10fb−1 ∼ 7 ∼ 20 7.0× 10−9
30fb−1 ∼ 21 ∼ 60 6.6× 10−9
Tabella 5.2: Eventi aspettati per il canale Bs → µ+µ− secondo gli studi in [52, 47].
Il limite superiore sulla branching ratio e` stato calcolato utilizzando la stessa tecnica
statistica degli studi di CDF[28].
posti, fondamentalmente basati sulle tracce delle particelle cariche, potrebbero essere
posti al secondo livello di trigger supponendo di utilizzare FTK. Inoltre la capacita` di
FTK di ricostruire le tracce di particelle cariche in tutta la regione di tracking al rate
massimo di uscita del primo livello lascia la liberta` di indagare scelte di trigger di primo
livello diverse dalla richiesta di due muoni presentata in questi studi, rivalutando la scel-
ta del singolo muone, specialmente nelle fasi giornaliere in cui la luminosita` istantanea,
sempre nei primi tre anni, si abbassa di un fattore circa due.
5.2 Bs → µ+µ− ad ATLAS con FTK
In questa sezione viene presentato uno studio preliminare sull’impatto di FTK in una
strategia di trigger di secondo livello basata sulla ricostruzione delle tracce di particelle
cariche.
Per effettuare questo studio e` stato utilizzato il framework Athena 10.0.6 per la
generazione degli eventi e la simulazione della risposta del rivelatore, mentre per la
simulazione di FTK e` stato utilizzato ftksim, illustrato nel capitolo 4.
La strategia con cui viene proposto l’inserimento ad ATLAS di FTK e` quella di
partire con un piccolo e semplice prototipo del sistema, in grado di ricostruire le tracce
utilizzando 6 layer solo nel barrel (|η| < 1), da inserire nelle prime fasi di vita del-
l’esperimento durante il run a bassa luminosita`. Il programma ftksim simula questo
prototipo.
Poi, una volta compreso ed illustrato le potenzialita` di FTK all’interno del sistema di
trigger potremmo pensare ad una sequenza di potenziamenti successivi che porterebbero
FTK al sistema completo, in grado di utilizzare fino a 12 layer sia barrel che endcap
(|η| < 2.5) ed in grado di far fronte a tutte le inefficienze notate durante lo sviluppo
del prototipo (ad esempio si puo` pensare di allentare ulteriormente la majority logic
descritta in 3.3, richiedendo fino a 9/12 layer accesi per pattern, per incrementare
ulteriormente l’efficienza di ricostruzione). FTK ha una architettura scalabile che si
presta perfettamente a questo inserimento graduale.
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In quest’ottica di partenza, con un prototipo per il run a bassa luminosita`, e` ragio-
nevole basare lo studio del canale Bs → µ+µ− su una selezione di trigger di primo livello
con un singolo muone. Come detto in 4.4 questa selezione e` gia` stata considerata come
possibile trigger di primo livello per lo studio di questo canale di fisica, poi scartata a
favore di una selezione con due muoni, fondamentalmente per questioni di capacita` di
riduzione del rate al secondo livello. Rappresenta quindi un’ottima base di partenza per
dimostrare come con l’utilizzo di FTK si possa costruire una forte selezione al secondo
livello utilizzando le tracce cariche fornite in tempo reale. Inoltre serve a dimostrare
che le prestazioni ottenute con FTK sono paragonabili a quelle fornite dagli algoritmi
off line, rendendo accessibili al secondo livello di trigger eventuali sofisticate strategie
pensate per l’Event Filter o l’analisi off line.
Come mostrato nella tabella 3.1 il fondo principale che passa il livello 1 e` costituito
da decadimenti in volo di π/K. Tuttavia la selezione di secondo livello elimina in
modo molto efficace questo fondo, attraverso un raffinamento della ricostruzione in PT
nel sistema dei muoni ed il match con le tracce cariche nell’Inner Detector, e quindi
resta da combattere il fondo proveniente dal decadimento dei b, eventualmente anche
accoppiato ad un solo decadimento di π o K. Il fondo utilizzato in questo studio e`, in
linea con quanto effettuato in [52, 47], bbX → µµ(X), ovvero si genera QCD generica
ma si selezionano solo gli eventi con almeno un b quark.
5.2.1 Studio del segnale
Il campione di segnale Bs → µ+µ− per questa analisi e` stato generato utilizzando
una procedura analoga a quanto fatto nella sezione 4.4. Si e` utilizzata la catena di
Full Simulation di Athena 10.0.6. Per la fase di generazione e` stato utilizzato PythiaB,
mentre per simulazione e digitizzazione le jobOptions standard fornite da Athena. Nella
fase di ricostruzione infine sono stati utilizzati i moduli e script appositamente sviluppati
per estrarre i dati utili ad ftksim.
In fase di generazione con PythiaB sono state impostate le opzioni di generazione in
tabella 5.3 oltre che alle opzioni standard fornite con il pacchetto PythiaB di chiusura
di tutti i canali di decadimento, per forzare un canale specifico, e le opzioni di tuning
dei decadimenti dei mesoni B. In particolare e` stato eseguito un taglio in P̂T > 3GeV
per l’interazione dura 2 → 2 tra partoni ed |η| < 3.5 per i partoni uscenti. E` presente
un taglio di generazione anche per il quark b, con PT > 3GeV ed |η| < 2.5. Tutti i
canali di decadimento ad esclusione del Bs → µ+µ− sono stati chiusi.
E` inoltre stato effettuato, sempre a livello di generazione, un taglio con una richiesta
analoga a quella di un trigger su muoni di primo livello, richiedendo di generare esclusi-
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Opzioni Pythia
Cinematica
Significato
pysubs ckin 3 3. P̂T > 3GeV dell’interazione 2→ 2 tra i partoni
pysubs ckin 9 -3.5 η > −3.5 del partone uscente di η maggiore
pysubs ckin 10 3.5 η < 3.5 del partone uscente di η maggiore
pysubs ckin 11 -3.5 η > −3.5 del partone uscente di η minore
pysubs ckin 12 3.5 η < 3.5 del partone uscente di η minore
Opzioni Pythia Processo Significato
pydat3 mdme 977 1 1
pydat3 kfdp 977 1 13
pydat kfdp 977 2 -13
Richiede la presenza di un Bs e ne forza il
decadimento Bs → µ+µ−
Opzioni PythiaB Significato
cutbq [0. 102.5 and 3.
2.5]
PT > 3GeV ed |η| < 2.5 per il quark b
lvl1cut [1. 2. 2.5] Richiesta di un µ con PT > 2GeV ed |η| < 2.5
Tabella 5.3: Opzioni di generazione PythiaB del campione di segnale Bs → µ+µ−.
vamente eventi con almeno un muone di PT > 2GeV ed |η| < 2.5. Il range richiesto in
η e` stato scelto per effettuare sia l’analisi con ftksim nella regione |η| < 1, coperta dal
prototipo iniziale di FTK, che estendere i risultati alla regione |η| < 2.5 in cui operera`
FTK completo. Sono stati generati 8092 eventi di questo tipo.
La sezione d’urto calcolata da PythiaB, su 2000 eventi, di produzione del Bs molti-
plicata per l’accettanza dei tagli richiesti alla generazione e` di 75.44µb.
Il campione cos`ı generato e` stato analizzato con ftksim ricostruendo le tracce cariche
nella regione del barrel ed eseguendo un match di queste con l’informazione montecarlo
e con le tracce ricostruite dall’algoritmo oﬄine iPatRec per un confronto diretto delle
capacita` di FTK con quelle di iPatRec.
Il match con l’informazione montecarlo ha il duplice scopo di eliminare le tracce
ghost - viene selezionata la migliore traccia che ha un match con una traccia del monte-
carlo - e di emulare il sistema dei muoni, conoscendo dal montecarlo il tipo di particella
associato ad ogni particolare traccia. E` come se si fosse supposto un sistema di iden-
tificazione dei muoni con efficienza 1 e probabilita` di misidentificazione 0. Ovviamente
per una analisi piu` approfondita sarebbe necessario simulare il sistema dei muoni ed
eseguire un match analogo a quello effettuato con le tracce montecarlo con le tracce for-
nite dal sistema dei muoni. La stima fatta non e` del tutto irrealistica: in [57] e` studiato
un trigger di secondo livello che seleziona due muoni con PT > 2.5GeV e PT > 4GeV
rispettivamente, ottenendo il 77% di efficienza rispetto al primo livello.
A questo punto e` stata effettuata una selezione analoga a quella di un primo livello
di trigger, selezionando tutti gli eventi con almeno un muone di PT > 6GeV ed |η| < 1
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reali, ovvero controllati con le informazioni montecarlo. Il taglio in η e` dovuto al fatto
che per ora ftksim e` in grado di ricostruire le tracce esclusivamente nel barrel come
farebbe la primissima versione prototipale di FTK. A regime invece FTK utilizzera`
anche le informazione dei dischi negli end cap estendendo la regione di tracking ad
|η| < 2.5. Tutte le efficienze della strategia di trigger proposta saranno rapportati agli
eventi passanti questa selezione, che raccoglie circa il 15% degli eventi generati. In
realta` questa selezione e` solo approssimativamente simile al primo livello di trigger, in
quanto non tiene conto del turn on dell’efficienza del trigger. Comunque essendo un µ
di 6 GeV richiesto subito a livello 2, ed essendo il taglio di livello 2 realmente sharp,
l’effetto del turn on del livello 1 e` cancellato dalla selezione di livello 2. Quindi il taglio
netto a 6GeV effettuato permette di indagare efficacemente l’impatto di FTK, sapendo
pero` che per un analisi piu` precisa sara` necessario simulare anche la risposta del trigger
di primo livello.
La prima richiesta di secondo livello e` la presenza di almeno un secondo muone
nella regione |η| < 1, il 43% circa degli eventi passa questa selezione. A questo punto
si controlla che ftksim abbia ricostruito delle tracce cariche per questi muoni e questo
avviene in circa l’88% dei casi, ottenendo un’efficienza del 38%. Da questo punto in poi
i parametri delle tracce usati saranno quelli ricostruiti da ftksim.
Selezionati gli eventi con almeno due muoni vengono estratti dall’evento i due muoni
con PT maggiore, nella terminologia utilizzata leading e second leading. Le distribuzioni
in impulso e parametro d’impatto di questi due muoni sono illustrate in figura 5.2.
In figura 5.3 e` mostrata l’apertura dei due muoni in η ed in φ: in η e` ben visibile
il taglio imposto sia in generazione che in selezione degli eventi, mentre in φ si nota
che i due muoni tendono ad essere piuttosto aperti, con relativamente pochi eventi con
muoni in direzioni opposte o muoni molto chiusti. Questo e` dato dal taglio scelto per
il quark b, un taglio con soglia in PT piu` alta avrebbe favorito muoni chiusi in φ. Data
la distribuzione non particolarmente piccata per ∆φ non si notano strutture particolari
sul piano ∆φ∆η mostrato in figura 5.4.
Dai due muoni viene ricostruito il vertice secondario del candidato Bs sul piano x-y
ed anche il suo quadrimpulso, somma dei quadrimpulsi dei due muoni. Viene quindi
calcolato il parametro d’impatto, mostrato in figura 5.5, e la massa del candidato Bs,
in figura 5.6.
A questo punto vengono effettuati i seguenti tagli:
• Parametro d’impatto dei due muoni σ(µ) > 100µm
• Parametro d’impatto del candidato Bs σ(Bs) < 100µm
• Massa invariante del candidato Bs compresa in 4.8GeV < M(µµ) < 6GeV
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Figura 5.2: Distribuzioni in PT e parametro d’impatto dei due muoni (segnale)
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Figura 5.4: Apertura dei muoni vista sul piano ∆φ∆η (segnale)
• Impulso trasverso del secondo muone maggiore di diverse possibili soglie PT >
2, 3, 4, 5, 6 GeV
Il risultato di queste selezioni, espresso in funzione dell’ultimo taglio, e` mostrato in
figura 5.7. Il dettaglio del contributo di ogni singolo taglio e` riassunto in tabella 5.4.
Si nota un notevole guadagno in efficienza, circa un fattore tre, passando da 6 a 3
GeV di soglia per il taglio sul secondo muone. Questo guadagno va corretto pero` dal
fatto che il sistema dei muoni non e` pienamente efficiente sotto 5-6 GeV (in [57] viene
mostrata un’efficienza dell’80% gia` per i muoni da 3 GeV) e quindi per valutare bene
questo guadagno occorre usare l’informazione di µ ricostruiti al posto dell’informazione
montecarlo. Resta comunque evidente che la possibilita` di eseguire un taglio con soglie
piu` basse del trigger esclusivamente basato sul sistema di muoni con la richiesta di
due muoni da 6 GeV risulta in un guadagno considerevole in efficienza sul segnale.
E` evidente che per affrontare questa strategia di tagli ad alti rate (soglie basse) sia
particolarmente vincolante la capacita` di avere le tracce delle particelle cariche ad alta
qualita` gia` al secondo livello di trigger.
L’altro risultato notevole ottenuto da questa analisi e` che, come e` ben visibile in
figura 5.7, le prestazioni di FTK sono del tutto paragonabili a quelle di iPatRec. Que-
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Figura 5.5: Angolo tra il vettore congiungente il vertice primario ed il vertice secondario
e l’impulso del candidato Bs ricostruito dai due muoni. Il secondo grafico mostra invece
la distribuzione del parametro d’impatto del Bs (segnale)
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Figura 5.6: Distribuzioni in massa del candidato Bs ricostruito dai due muoni (segnale)
Taglio in PT sul secondo µ 2 GeV 3 GeV 4 GeV 5 GeV 6 GeV
2 µ FTK in |η| < 1 0.385
σ(µ) > 100µm 0.295
σ(Bs) < 100µm 0.360
4.8GeV < M(µµ) < 6GeV 0.353
PCUTT secondo muone 0.344 0.228 0.170 0.116 0.081
Efficienza rispetto al LVL1 0.234 0.150 0.107 0.074 0.053
Efficienza totale 0.041 0.029 0.020 0.013 0.009
Tabella 5.4: Efficienze dei tagli sul segnale, rispetto al primo livello per ogni taglio e
complessivamente. E` riportanta anche l’efficienza totale rispetto ai tagli di generazione.
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Figura 5.7: Efficienze della selezione in funzione della soglia in PT sul secondo muone.
Le efficienze sono calcolate rispetto alla selezione di primo livello di un muone con
PT > 6GeV |η| < 1.
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Eventi attesi per
varie luminosita`
integrate
PCUT2T >
6GeV
|η| < 2.5
ǫ = 2.2%
PCUT2T >
3GeV
|η| < 2.5
ǫ = 6.2%
PCUT2T >
6GeV
|η| < 1
ǫ = 0.9%
PCUT2T >
3GeV
|η| < 1
ǫ = 2.0%
100pb−1 ∼ 0.5 ∼ 1.7 ∼ 0.2 ∼ 0.5
10fb−1 ∼ 58 ∼ 166 ∼ 23 ∼ 52
30fb−1 ∼ 174 ∼ 499 ∼ 70 ∼ 156
Tabella 5.5: Eventi aspettati per la selezione di segnale proposta utilizzando FTK
sto risultato e` sicuramente incoraggiante e suggerisce che, al di la` della strategia qui
proposta, molte delle strategie di selezione off line che facciano uso di tracce di particelle
cariche ricostruite con un certa qualita` sono in linea di principio trasportabili anche al
secondo livello, grazie alla capacita` di FTK di fornire le tracce cariche ricostruite con
efficienze del tutto simili.
Il fatto che i risultati ottenuti da FTK siano fondamentalmente simili a quelli di
iPatRec permette di avere una previsione dell’efficienza della selezione proposta sca-
valcando l’attuale limitazione di ftksim, che simula il prototipo iniziale di FTK, di
ricostruire le tracce solo nella zona del barrel. Si puo` infatti supporre che le prestazioni
di FTK siano analoghe a quelle di iPatRec anche nella regione 1 < |η| < 2.5 ed utilizzare
iPatRec per eseguire ricostruzione e calcolo di efficienze.
Aumentare la copertura in η aumenta ovviamente la percentuale di eventi generati
che passa il primo livello, dal 15% al 33%, ma aumenta soprattutto l’efficienza della
selezione di due muoni nella regione, che diventa il 54%. L’efficienza dei singoli tagli
rimane pressoche` invariata, in quanto nessuno dei tagli e` esplicitamente dipendente da
η, ed il miglioramento globale della selezione visibile in figura 5.8 e` fondamentalmente
dovuto alla maggiore copertura della richiesta di due muoni.
Con questa impostazione, utilizzando cioe` iPatRec al posto di ftksim per estendere la
regione di ricostruzione fino ad |η| < 2.5, possiamo calcolare l’efficienza rispetto a tutti
gli eventi generati e quindi il numero di eventi di segnale aspettati alle varie luminosita`
integrate di riferimento del run iniziale. I risultati sono esposti in tabella 5.5.
5.2.2 Studio del fondo
Il fondo e` stato generato utilizzando esattamente la stessa catena utilizzata per il segna-
le, cambiando solo le opzioni di generazione di PythiaB. In particolare e` stato richiesto
di generare eventi generici bb → µµ(X) con i due muoni di PT > 2GeV e |η| < 2.5.
Le opzioni specifiche di Pythia e PythiaB sono riassunte in tabella 5.6. La sezione
CAPITOLO 5. TRIGGER DI SECONDO LIVELLO PER BS → µ+µ− 89
 Pt cut [GeV]µSecond 
1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5
ef
fic
ie
nc
y
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
FTK
iPatRec
Truth
µ6 GeV Pt cut on first 
Figura 5.8: Efficienze della selezione in funzione della soglia in PT sul secondo muone.
Le efficienze sono calcolate rispetto alla selezione di primo livello di un muone con
PT > 6GeV |η| < 2.5.
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Opzioni Pythia Cinematica Significato
pysubs ckin 3 3. P̂T > 3GeV dell’interazione 2→ 2 tra i partoni
Opzioni PythiaB Significato
cutbq [7. 4.5 and 7. 4.5] PT > 3GeV ed |η| < 4.5 per il quark b
lvl1cut [1. 2. 2.5] Richiesta di due µ con PT > 2GeV ed |η| < 2.5
lvl2cut [1. 13. 2. 2.5]
Tabella 5.6: Opzioni di generazione PythiaB del campione di fondo bb→ µµ(X).
d’urto riportata da Pythia per questo processo, moltiplicata l’accettanza dei tagli di
generazione, e` di 3.57µb.
Sono stati generati 19104 eventi, indubbiamente troppo pochi per avere una stati-
stica accurata della risposta a questa o piu` sofisticate selezioni, ma comunque in grado
di evidenziare il funzionamento dell’intero sistema. Per uno studio accurato sara` ne-
cessario simulare un campione di fondo statisticamente maggiore oltre che simulare il
sistema dei muoni.
Il campione cos`ı generato e` stato ricostruito utilizzando esattamente la stessa catena
di analisi utilizzata per il segnale, dando i risultati in figure 5.9, 5.10, 5.11, 5.12 e 5.13.
Si puo` notare che i muoni hanno spettro in PT piccato a bassi impulsi ed una distri-
buzione in parametro d’impatto simile a quella per il segnale. Anche la distribuzione
del parametro d’impatto del candidato Bs non e` eccessivamente dissimile da quella del
segnale: la maggior parte degli eventi sono comunque entro 100µm.
L’apertura dei muoni in φ mostra la seguente caratteristica: si nota un certo numero
di muoni prodotti relativamente chiusti (∆φ < 1) ed un altro gruppo, minore, prodotti
con angoli molto larghi. Questo risultato e` interpretabile considerando i metodi di pro-
duzione del quark b, dove gluon splitting favorisce muoni chiusi, mentre la produzione
diretta favorisce muoni in direzioni opposte. La distribuzione in η e` invece ovviamente
vincolata sia dai tagli imposti in generazione che dalla selezione di eventi ricostruibili
nell’Inner Detector. Sul piano ∆φ∆η si riproduce la struttura a due gruppi vista nella
distribuzione di ∆φ.
Anche lo spettro in massa evidenzia due diversi modi di produzione dei b quark. Vi
e` un picco a basse masse, dovuto alla produzione attraverso gluon splitting, mentre il
fondo a masse piu` alte e` dominato dalla produzione diretta. La spalla visibile anche ad
occhio attorno a 5 GeV e` probabilmente dovuta ai tagli cinematici imposti al quark b.
Dato che la spalla e` perlopiu` sotto la regione in cui viene effettuata la nostra selezione in
massa, il bias e` piccolo. Comunque questo taglio sul PT del quark b andra` sicuramente
rivisto in studi piu` dettagliati, onde evitare anche questo piccolo bias.
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Figura 5.9: Distribuzioni in PT e parametro d’impatto dei due muoni (fondo)
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Figura 5.10: Apertura in φ ed η della coppia di µ (fondo)
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Figura 5.11: Apertura dei muoni vista sul piano ∆φ∆η (fondo)
Il taglio di primo livello ha un’efficienza del 13% (|η| < 1), molto simile all’efficienza
sul segnale (15%). Le efficienze degli altri tagli sono espresse in tabella 5.7 e figura 5.14.
Si puo` subito notare che il taglio piu` importante e` dato dal taglio in massa, mentre
i tagli sul parametro d’impatto dei muoni e del Bs ricostruito non sono altrettanto
efficaci, del resto il risultato e` comprensibile in quanto i muoni vengono realmente dal
decadimento di b-quark ed hanno distribuzioni molto simili a quelle del segnale (vedere
figura 5.2 rispetto a 5.9 e figura 5.5 rispetto a 5.12).
Non e` stata raccolta una statistica sufficiente per fornire una stima accurata del rate
di uscita, vediamo comunque che la selezione con PT > 6GeV per il primo muone e
PT > 3GeV per il secondo muone porta un’efficienza dell’ordine di qualche permille,
che applicato al rate di questo campione (3.57µb×1033cm−2s−1 ∼ 3.5 kHz) darebbe un
rate dell’ordine di una decina Hz. L’errore statistico dovuto ai pochi eventi che hanno
passato la selezione impedisce una stima piu` accurata, ma questo e` senza dubbio un
risultato promettene, in quanto rate di qull’ordine sono piu` che accettabili come output
del secondo livello. Comunque, se studi piu` accurati rivelassero rate maggiori o si volesse
ridurre ancora questo rate al secondo livello e` possibile utilizzare tecniche ancora piu`
raffinate come l’isolamento dei muoni e la ricostruzione 3D del vertice secondario e
primario.
CAPITOLO 5. TRIGGER DI SECONDO LIVELLO PER BS → µ+µ− 94
’ [rad]φ∆
0 0.5 1 1.5 2 2.5 30
100
200
300
400
500
Angle between vertex and sum impulse vector
mµ
0 20 40 60 80 100 120 140 160 180 200
10
20
30
40
50
60
70
80
 impact parameterµµ
Bs impact parameter cut
Figura 5.12: Angolo tra il vettore congiungente il vertice primario ed il vertice secon-
dario e l’impulso del candidato Bs ricostruito dai due muoni. Il secondo grafico mostra
invece la distribuzione del parametro d’impatto del Bs (fondo)
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Figura 5.13: Distribuzioni in massa del candidato Bs ricostruito dai due muoni (fondo)
Taglio in PT sul secondo µ 2 GeV 3 GeV 4 GeV 5 GeV 6 GeV
2 µ FTK in |η| < 1 0.508
σ(µ) > 100µm 0.375
σ(Bs) < 100µm 0.266
4.8GeV < M(µµ) < 6GeV 0.014
PCUTT secondo muone 0.491 0.312 0.174 0.100 0.045
Efficienza rispetto a LVL1 5.25× 10−3 2.82× 10−3 8.08× 10−4 0 0
Efficienza totale 6.80× 10−4 3.66× 10−4 1.04× 10−4 0 0
Tabella 5.7: Efficienze dei tagli sul fondo, rispetto al primo livello per ogni taglio e
complessivamente. E` riportanta anche l’efficienza totale rispetto ai tagli di generazione.
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Figura 5.14: Efficienze della selezione in funzione della soglia in PT sul secondo muone.
Le efficienze sono calcolate rispetto alla selezione di primo livello di un muone con
PT > 6GeV |η| < 1. (fondo)
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Proposte di selezione utilizzando queste tecniche e alcuni risultati incoraggianti si
trovano negli studi effettuati su questo canale per l’Event Filter[51] e l’analisi off line[47].
Con l’utilizzo di FTK per la ricostruzione delle tracce sarebbe possibile utilizzare questi
tagli gia` al secondo livello.
L’isolamento consiste nel definire un cono di un opportuno raggio R attorno alla
traccia di ogni muone entro il quale si chiede l’assenza di tracce di particelle cariche
oltre una certa soglia in PT . Aggiustando opportunamente le dimensioni del cono e la
soglia in PT e` possibile arricchire il campione di muoni provenienti dal decadimento del
Bs → µ+µ−.
La ricostruzione del vertice 3D fornisce ulteriori parametri su cui effettuare tagli.
Innanzi tutto, mentre nella proiezione trasversa due rette hanno sempre un punto di
intersezione (a meno che non siano parallele) nello spazio tridimensionale questa in-
tersezione generalmente non c’e`. Si puo` quindi misurare la bonta` di ricostruzione del
vertice dalla distanza di massimo avvicinamento delle due tracce. Conoscendo anche il
vertice primario poi e` possibile eseguire un puntamento al vertice piu` selettivo di quello
sul piano trasverso ed inoltre eseguire un taglio sulla lunghezza di decadimento.
5.2.3 Conclusioni
Questo studio propone l’uso di FTK per una selezione al secondo livello di trigger di
eventi Bs → µ+µ− e ne ha dimostrata la potenza.
E` evidenziato come le efficienze ottenute con FTK siano paragonabili a quelle otte-
nute con iPatRec il che suggerisce come sia possibile trasportare molti degli studi fatti
per l’Event Filter e l’off line al secondo livello di trigger aspettandosi efficienze del tutto
paragonabili.
Inoltre l’analisi e` stata condotta supponendo una selezione di primo livello con ri-
chiesta di un singolo muone, menu` di trigger che potrebbe essere utilizzato nelle fasi
iniziali durante i momenti di minore luminosita`, ed FTK e` indubbiamente in grado di ri-
costruire le tracce di particelle cariche entro tutta la regione coperta dall’Inner Detector
al rate di uscita di questa particolare selezione.
Si e` inoltre dimostrato come sia possibile ottenere un forte guadagno (un fattore 3)
sull’efficienza sul segnale riducendo la soglia in PT sul secondo muone. Per effettuare
questa selezione sul secondo muone al secondo livello di trigger e` necessario ricostruire
le tracce al rate di uscita del primo livello di trigger a singolo muone, cosa senza dubbio
possibile con FTK ma che potrebbe rappresentare un problema per gli algoritmi di
ricostruzione software. Inoltre non e` possibile effettuare questa richiesta sul secondo
muone al primo livello di trigger in quanto la soglia minima richiedibile e` di 5-6 GeV[24].
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Resta ovviamente da eseguire uno studio piu` dettagliato, includendo il sistema dei
muoni. Inoltre e` necessario uno studio piu` accurato del fondo, con maggiore statistica
e implementando tagli piu` sofisticati come l’isolamento e la ricostruzione 3D dei vertici
primari e secondari.
Capitolo 6
Conclusioni
Volendo riassumere in poche parole quanto esposto in questa tesi bisogna certamente
partire dal nodo centrale della selezione degli eventi ai moderni esperimenti ai collider
adronici. E` stato mostrato come, a causa dell’enorme fondo fisico presente a queste
macchine, sia assolutamente necessario sviluppare una strategia di selezione, o trigger,
sofisticata ed efficiente per accedere con profitto ai numerosi canali di fisica che si
vogliono studiare.
Nel contesto specifico del sistema di trigger dell’esperimento ATLAS e` stato illu-
strato come la disponibilita` alle traiettorie ricostruite delle particelle cariche ad alta
definizione al secondo livello di trigger possa essere un ingrediente importante per l’ac-
cesso a numerosi dei canali di fisica d’interesse. Quindi e` stato descritto il processore
hardware Fast Tracker, in grado di ricostruire le traiettorie delle particelle cariche che
hanno attraversato il volume dell’Inner Detector con impulso sufficiente per il loro uti-
lizzo al secondo livello di trigger indipendentemente dalla specifica selezione di primo
livello.
Non solo e` stato descritto nel dettaglio il funzionamento del processore Fast Tracker
e riportata l’esperienza positiva del suo precursore SVT a CDF, ma e` stato sviluppato
un software in grado di simularlo a livello di algoritmo.
Attraverso questo software, al cui sviluppo ho contribuito personalmente, e` stato
possibile analizzare le prestazioni di Fast Tracker direttamente nel contesto del fra-
mework software di ATLAS. I risultati ottenuti hanno confermato le ottime prestazioni
del processore, in grado di ricostruire le traiettorie con prestazioni paragonabili agli
algoritmi off-line, permettendo di stimare molti parametri necessari allo sviluppo del-
l’hardware. Rispetto agli studi precedentemente effettuati si e` riusciti a studiare con
precisione il rapporto tra il rivelatore vero e proprio, simulato, e l’astrazione necessaria
per il funzionamento di Fast Tracker. E` stata individuata una maniera operativa per
la suddivisione in regioni del rivelatore e sono state calcolate le dimensioni ed efficienze
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delle banche di pattern per ogni regione in funzione della risoluzione delle tracce a bassa
definizione. E` stato inoltre affrontato il problema della suddivisione in settori per il fit
lineare, un punto di rilevante differenza rispetto all’esperienza di SVT. E` stata trovata
una soluzione soddisfacente in termini di una procedura dinamica per la determinazione
dei settori, utilizzabile anche in studi futuri.
Il software sviluppato apre la strada a tutti gli studi concreti di casi di fisica in cui
sia necessario utilizzare le tracce ricostruite da Fast Tracker per la selezione di trigger,
fornendo una rappresentazione realistica del funzionamento del processore hardware
nel contesto della simulazione completa di ATLAS. Sara` inoltre fondamentale per la
parametrizzazione delle prestazioni di FTK e di alcune strategie di selezione basate su
di esso, in modo usare veloci simulazione parametriche del rivelatore come ATLFAST.
In particolare, nella parte finale di questa tesi il software di simulazione di Fast
Tracker e` stato utilizzato assieme al resto del software di simulazione di ATLAS per
effettuare uno studio su una possibile selezione per eventi di Bs → µ+µ−. I risulta-
ti ottenuti, anche se indubbiamente approssimativi, sono molto incoraggianti: hanno
dimostrato come attraverso le traiettorie ricostruite da Fast Tracker si sia in grado di
selezionare efficacemente il segnale ed effettuare una buona regezione del fondo. E` sta-
to anche mostrato come con Fast Tracker sia possibile effettuare selezioni altrimenti
inaccessibili che portano un rilevante incremento all’efficienza sul segnale.
Per ottenere stime quantitativamente accurate dell’efficienza sul segnale e sul fondo
della selezione proposta o possibili evoluzioni di essa andrebbe sicuramente effettuata
un’analisi piu` accurata di quella preliminare qui presentata, ma i risultati ottenuti
dimostrano comunque come l’impatto delle traiettorie ricostruite di particelle cariche
al secondo livello di trigger possa portare grandi benefici ai canali di fisica studiati ai
collider adronici, in particolare allo studio del decadimento raro Bs → µ+µ−.
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