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In this paper we establish several results involving comparison of the solu- 
tions of nonlinear second-order differential equations and inequalities, for the 
most part of the form 
Y” + 4)f(Y) s 0. (1) 
In part 1 the linear comparison theorem of Levin [l] is partially extended to 
nonlinear equation and inequalities of the form (1). Part 2 is devoted to a 
comparison theorem for equations or inequalities of the related form 
Ye + PO> Y) Y’ + id4 Y> Y s 0, 
for suitable p, g. Finally, in part 3 we establish an oscillation theorem by 
comparing the nonlinear Eq. (1) with a suitable linear equation. 
1. LEVIN-TYPE COMPARISON THEOREMS 
We consider the differential inequality 
U” + @).I+) 6 0 
and the differential equation 
(2) 
59” + a(t)f(v) = 0 (3) 
on an interval [CU, /I). Under the basic assumption thatf’ is positive and RO+ 
decreasing for positive arguments, Theorems 1 and 2 compare the distance 
to the first zero of a suitable solution of (2) with the distance to the first zero 
of a suitable solution of (3). Theorem 3 is the extension of Levin’s comparison 
theorem for the linear case [l, 23 to the nonlinear case posed by (2), (3) under 
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the basic assumption that j’ is positive and nonincreasing for positive argu- 
ments. Examination of Theorems 1 and 3 will show that the different mono- 
tonicity assumptions on j’ result in quite different comparison theorems. 
LEMMA. Suppose that 
H, . j E Cl(O, cc) n CIO, co), j(u) > 0 and j’(u) > 0 for u > 0, j(0) = 0, 
j’ nondecreasing for positive arguments; 
H 2 . a, A E C[a, /3] with A(t) > a(t) 3 0 on [01, /3). 
Let u, v  satiqying (2), (3) respectively on [01, /3) be such that u(a) > V(U) > 0, 
u > 0 on [OI, /I), v’(a) f  0, and 
u’b) VW -- f 04”)) >-f%a* 
0 = $Pp : u(t) B v(t) on [oi, s]}. 
Then v  does not vanish on [OL, u) and, in fact, 
u’(t) v’(t) -- 
fW) > - f@w (a d t < u). (4 
Proof. Consider the maximal interval [a, y), 01 < y < u, on which v > 0; 
such an interval certainly exists since V(U) > 0. We show first that (4) holds 
in this interval. By supposition, (4) holds for t = ol; suppose the first point to 
the right of 01 at which the strict inequality (4) fails to hold is t = t < y. 
Dividing (2) by j(u(t)), (3) by j(v(t)), and integrating from (Y to t, we get 
since j’ is increasing and u > v > 0 on [01,6]. From (2), (3) it follows that 
u’ < 0, v’ < 0 on (OL, t), so we have there by (4) that 
Hence the integral in (5) is positive, providing a contradiction. Thus (4) holds 
on [a, y). If y < a, then v’(y) < 0, v(y) = 0 implies that the right side of (4) 
becomes unbounded as t -+ y -, contradicting the boundedness of the left 
side. Hence y = u, as was to be shown. 
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This lemma can be extended somewhat (cf. [2]), but the present form is 
adequate for our purposes. 
THEOREM 1. Let HI , Hz hold and let u, v satisfy (2), (3) respectively on 
[a, /3) and be such that u(a) > v(a) > 0, u > 0 on [a, p), v’(a) < 0, and 
u’(a) -- 
f(44 (4) 
+4 -------a -fa+ jla(s)ds. 
f(v(ff)) (6) 
Then v does not vanish on [CY, p), 
Proof. If v > u on [a, @), we are done. Otherwise let, as in the lemma, 
u > OL be the smallest t such that u(t) = v(t) and u(t + h) < v(t + h) for all 
sufficiently small h > 0; according to the lemma, v does not vanish on [a, u). 
If u = /3, we are done. If u < @, we show that v(t) 2 u(t) :> 0 on [a, #?). 
Indeed, if this were not the case there would exist 7 E (a, p) such that 
v(t) > u(t) on [a, 71, V(T) = u(r), and ~(7 + h) < ~(7 + h) for small h > 0. 
From the monotonicity off we then have 
U”(T + h) < - A(T + h) f (u(T + h)) < - a(~ f h) f  (v(T + h)) = ~“(7 + h); 
thus, on integration U’(T) = v’(7) implies that U(T + h) < v(T + h), a con- 
tradiction. Hence v’(T) < U’(T). From (2), (3) we have 
whence 
w < 44, ~‘(4 > v’(a) - f(v(4) j’ 4s) ds, 
a 
U’(T) - V’(T) < U’(a) 44 
f  (v(4) 
- - + j” a(s) ds < 0. 
’ f  (v(4) f  (v(4) a 
From this follows U’(T) < V’(T), a contradiction. This proves the theorem. 
Remark. Condition (6) will be satisfied if, in addition to (4) 
- U’(a) i&y - f(u(a)) l P-O 1 s a(s) ds. a 
THEOREM 2. Let H, hold with /3 = + 03, and let a > 0 be continuous on 
[LY, a). Suppose also solutions of the initial-value problem for (3) exist on [a, co) 
for arbitrary data of the form v(a) = w > 0, v’(a) = 0. Then for any y > a: 
satisfying 
( lim inf m) J b-o+ b (y - s) a(s) ds < 1, (7) 
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there is a solution v of (3) satisjying w(a) > 0, V’(E) = 0 and such that v does 
not vanish on [01, r). 
Proof. We construct a suitable positive solution u of 
U” -I- a(t) j(u(a)) = 0, 44 = 0 (8) 
satisfying U(OI) > 0, u’(a) < 0. Clearly, U’(U) < 0 implies that u’(t) < 0 if 
$01) > 0, whence u(D.) > u(t) > 0 for t E (a, r). This and the monotonicity 
of j for positive arguments guarantee that u will also satisfy the inequality 
u”(t) + a(t) f(u(t>) < 0 on [a, yl. 
By integration of (8), we get 
u(t) = u(m) + u’(a) (t - LX) -f (u(a)) It (t - s) u(s) ds, 
oi 
whence the condition u(y) = 0 can be written 
(y - s) a(s) ds - 11 . 
By (7), we may choose u(a) > 0 small enough that the expression in braces 
is negative; with such a choice of u(a), U’(W) < 0. Since j(b) + 0 as b + 0 +, 
we may choose w > 0 small enough that 
then the solution of (3) satisfying v(a) = w, V’(OI) = 0 does not vanish on 
[a,~) by Theorem 1. 
Note that (7) is valid for all y > 01 provided lim inf,,,, j(b)/b = 0. In this 
case Nehari [3] established Theorem 2 for the equation 
yM + yqy2, t) = 0 
provided y-‘F(y, t) > x-<F(x, t) for 0 < x < y < co and some fixed E > 0. 
For equations which are simultaneously of the form (3) and of the form 
considered by Nehari and such that j’ exists, our hypotheses are weaker. 
We now establish a Levin-type comparison theorem for (2), (3) under the 
assumption 
H,‘. j E C’(0, co) n CIO, co), j(u) > 0 and j’(u) > 0 for u > 0, j(0) = 0, 
f’ nonincreasing for positive arguments. 
THEOREM 3. Let H,’ hold and let u, ZJ satisfy (2), (3) respectiwely on [01, /3), 
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where A, a E C[a, j3]. Suppose further that v(a) > u(a) > 0, u :r 0 on [cx, p), 
and 
Then v  does not vanish on [01, /I) and, in fact, 
v(t) > u(t), u’(t) > v’(t) - ___ - f(W I I f (v(t)> (a ,< t < 8). (10) 
The proof is similar to Levin’s proof [I, 21 and the proof of Theorem 1, 
and will therefore be omitted. It is not difficult to establish an analogous 
result with the strict inequalities (9), (10) replaced with weak inequalities. 
2. ANOTHER COMPARISON THEOREM 
In this section we consider the differential inequality 
uv + p(t, 4 u’ + g(4 u) u 3 0 
and the differential equation 
(11) 
7.Y + p(t, v) v’ + g(t, v) v  = 0. (12) 
THEOREM 4. Let p, g be continuous and nonnegative on [a, is] x [0, co); 
let p(t, u) be nondecreasing in u and g(t, u) nonincreasing in u for nonnegative u. 
Let u, v  satisfying (1 l), (12) on [a, /3] be such that u(01) 3 v(a) > 0, u > 0 on 
[ol, /3), V’(N) ,< 0, and U’(U) V(E) 3 v’(a) u(a). If the inequality in (11) is not 
strict on [a, ,8), suppose further that the initial-value problem for (12) has unique 
solutions. Then u(t) > v(t) to the right of 01 in [OL, p] as far as v(t) > 0. 
Proof. We suppose first that the inequality (11) is strict. Suppose v(t) > 0 
for t E [a, ~1 C [a, ,6]; we show that u(t) > v(t) holds on [a, ~1. If u(a) > v(a), 
then u(t) > v(t) on [01, 01 + c) for some E > 0. If u(01) = V(E), u’(z) > v’(a), 
then u(t) > v(t) on (OL, 01 + 6) for some E > 0. Finally, if u(a) = v(a), 
U’(N) = v’(a), then from (1 l), (12), ~“(a) > V”(U), so again u(t) > v(t) imme- 
diately to the right of 01. Hence if we let u be the largest number in [a, 71 such 
that u(t) > v(t) holds on [OL, u], we have o‘ > 01 and U(U) = v(o), 
u(u + E) < v(u + E) for sufficiently small E > 0 (unless u == y = 8, in 
which case we are done). From the latter we have u’(u) ~2 v’(u); but 
U’(U) = w’(u) implies, from (ll), (12) that U”(U) > v”(u), whence 
u(u + c) > v(u + c) for small E > 0. This contradiction shows that we must 
have u(u) = v(u), u’(u) < n’(u). 
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To show that (T = y we suppose, to the contrary, that u < y. Multi- 
plying (11) by u and subtracting u times (12) yields 
w,(t) + p(t, u) u”u - p(t, fJ> w’u + [g(t, u) - g(4 VII w7.J I=- 0, 
where W = U’V - uw’. Writing (12) in the form 
(13) 
[ex~ [ jk, V(S)) ds] v’(t)]’ + exp [ jt ~6, V(S)) ds] g(t, w(t)) v(r) = 0, 
a o! 
the fact that w > 0 on [a, u) implies that exp[Jip(s, w(s)) ds] w’(t) is non- 
increasing there. But since p > 0 the exponential is nondecreasing, so w’(t) 
must be nonincreasing and hence nonpositive on [01, u). Since u 2 w on 
[a, u), p(t, U) > p(t, w) there, so (13) yields 
w,(t) + p(t, 4 W(t) > L&9 4 - &, 41 uw > 0, 
because g is nonincreasing. Multiplication by the integrating factor and 
integration from 01 to a yields 
exp [ jk, 4s)) ds] W(u) - W(4 > 0. 
a 
But W(a) = U(U) [~‘(a) - w’(u)] < 0, W(a) > 0, a contradiction. Thus 
u = y, as was to be shown. 
Suppose now that weak inequality holds in (11). Since u > 0 on [a, /I), u 
satisfies 
on [a, /3) for any positive integer n. Instead of (12) consider the equation 
WG + 2% U(t)) WV?,’ + [gk u(t)> + ;J w, = 0; 
for n sufficiently large solutions of this equation with initial conditions 
W,(a) = w(a), W%‘(a) = w’(o) exist on [LX, /3] and Wm(t) --+ w(t) uniformly as 
n -+ co [4, Chap. 2, Theorem 4.11. By what has already been shown, 
u(t) > Wn(t) to the right of 01 as far as WJt) > 0. Therefore u(t) > w(t) 
as far to the right of OL as v(t) > 0, thus as far to the right as w(t) >, 0. 
COROLLARY. In addition to the hypotheses of the theorem, su.se u(B) = 0. 
Then v  has a zero in [a, /3]. 
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Remark. Theorem 4 holds verbatim if we replace equations (1 l), (12) 
with 
u” + p(t, u) 24’ + g(t, u) u = 0, (11’) 
TJ” + p(t, v) v’ + g(t, v) tJ < 0, (127 
respectively, as is easily seen. Combining this remark with the theorem, we 
see that Theorem 4 also holds verbatim if we just replace (12) with (12’) 
therein. 
If p(t, U) = k(t) in (ll), (12), we get the following somewhat stronger 
theorem, which extends results of Das [5] and Grimmer and Waltman [6]. 
THEOREM 5. Let k be continuous on [LU, fl], and let g be continuolu. on 
[OL, /3] X [0, co) with g(t, u) nonincreasing in u for nonnegative u. Let 24, v 
satisfying (ll), (12) (with p = k) on [ar, /3] be suck that u(a) 3 v(a) > 0, 
u > 0 on (LY, 8), and u’(a) v(a) 2 v’(a) u(a). If the inequality in (11) is not 
strict on [a, fl), suppose further that the initial-value problem fm (12) has unique 
solutions. Then u(t) 3 w(t) to the right of a in [a, ,8] us fur us v(t) > 0. 
The proof is a straightforward simplification of the proof of Theorem 4, 
since w’ + k(t) W > 0 now follows directly from (13). The Remark above 
also continues to hold. 
COROLLARY 1. Let k and g be as in Theorem 5 with B = co, and consider 
solutions of (12) (with p = k) satisfying V(CY) = A > 0 OY else v(a) = 0, 
v’(a) > 0. Then the time of thejrst zero to the right of 01 is a monotone increasing 
function of the slope at 01. 
The following corollary is stated by Grimmer and Waltman [6] but does 
not follow from their theorem, which is limited to u’(a) > v’(a) > 0. 
COROLLARY 2. Let k, g be as above, and suppose the initial value problem 
for (12) has unique solutions. Then there exists at most one positive solution to 
the boundary-value problem 
v” + k(t) v’ + g(t, v) v = 0, 
~(4 = A r(B) = B, A 3 0, B > 0. 
3. AN OSCILLATION THEOREM 
A solution of a second-order differential equation is said to be oscillatory 
if it has arbitrarily large zeros; otherwise, it is nonoscillatory. We shall 
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establish conditions under which the oscillatory or nonoscillatory nature of 
solutions of 
24” + a(t)f(u) = 0 (14) 
is guaranteed by the oscillatory or nonoscillatory nature of solutions of 
VW + h(t) v = 0. (15) 
For this we need as a lemma the following result of Wong [7]. 
LEMMA. Let a be continuous and ultimately positive; let f be continuous and 
satisfy uf(u) > 0 f or u # 0. Then a necessary and su@cient condition that (14) 
have a bounded nonoscillatory solution is that 
s t ta(t) dt < co. 
THEOREM 6. Assume that 
(i) a E C[O, co), a ultimately positive, and 
s t sa(s) ds + + co as t++co; 0 
(ii) f  E C( - co, oo), uf (u) > 0 for u f  0; 
(iii) there exist M > 0, T > 0 such that t >/ T, / x j > M imply that 
(w 4 [a(t)f (4 - k(t) 4 3 0; (16) 
(iv) Eq. (15) possesses urz oscillatory solution. 
Then every solution of (14) extendable to [a, 00) for some 01 is oscillatory. 
Proof. Assume, on the contrary, that u is a nonoscillatory solution of (14). 
We may assume u > 0 on [to, co) for t, large enough that a > 0 on [to , cc), 
since a similar argument holds if u < 0. We show first that u’ > 0 on [t, , CO). 
Indeed, suppose u’(t) < 0 for t E [to, co); from (14) we have u”(t) < 0, so 
u’(t) < u’(t + 1) < 0 on [t f 1, co), which contradicts u > 0. Thus u is 
monotone increasing on [to , co) and, therefore, unbounded by the lemma. 
Let t, > t, be so large that tl > T and u(t) > M for t E [t, , cc), so that (16) 
holds there. 
Let (v) be a solution of (15) with consecutive zeros at s1 , ss E [tl , CO); we 
can assume v > 0 on (sl , s.J. Multiply (14) by v(t), (15) by u(t), and subtract 
to get 
f@Yt) + Mt)f(W) - k(t) u(t)) v(t) = 0, 
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where W = u’v - uv’. Integration from s, to ss yields 
W(s,) - W(s,) = - 1” {a(t)f(u(t)) - k(t) u(t)> v(t) dt < 0. 
3 
But since v’(sJ > 0, v’(sJ < 0, we have W(s,) > 0, W(s,) < 0, a contra- 
diction. This proves the theorem. 
Remarks. (I) Related results have been obtained by Siiec [8]. 
(2) In the case lim inf,,, If(y)/y’+” 1 > 0 for some p > 0, all solutions 
of (14) are oscillatory under just the hypotheses (i), (ii), of Wong [7]. Our 
theorem applies, however, even when the weaker condition 
m du s- --co du oi f(u) < coy s- --II f(u) < c0 
for each a > 0 fails; for example, our result applies when f(s) behaves like 
x log 1 x 1 for large 1 x / . 
(3) Utz [9] and Waltman [IO] have established oscillation criteria of the 
form: Every solution of (14) . is oscillatory provided every solution of 
v” + &z(t) v = 0 
is oscillatory for 0 < 6 < 6, for some S, . Such a result does not enable one 
to apply to the nonlinear equation (14) the most sensitive oscillation criteria 
of the linear theory. This is not the case with the present result, and we have, 
for example, 
COROLLARY 1. Suppose 
f(x) hgmizf - 
I I 
>s>o 
X 
and hypotheses (i), (ii) of Theorem 6 hold. Then every extendable solution of (14) 
is oscillatory provided 
co 
lim inf t 
t-tm s t 
a(s) ds > -& . 
Proof. Clearly hypothesis (iii) of Theorem 6 holds with k(t) = &z(t); 
all solutions of u” + &z(t) u = 0 are oscillatory by a theorem of Hille [ll]. 
COROLLARY 2. Suppose limlrl+ 1 f(x)/x / = + co, and let hypotheses 
(i), (ii) of Theorem 6 hold. Then every extendable solution of (14) is oscillatory 
provided 
lim&f t  Jm + u(s) ds > 0. 
t  
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