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1Department of Computer Science and 2School of Engineering, University of Vermont, Burlington, VermontABSTRACT To counter future uncertainty, cells can stochastically express stress response mechanisms to diversify their pop-
ulation and hedge against stress. This approach allows a small subset of the population to survive without the prohibitive cost of
constantly expressing resistance machinery at the population level. However, expression of multiple genes in concert is often
needed to ensure survival, requiring coordination of infrequent events across many downstream targets. This raises the ques-
tion of how cells orchestrate the timing of multiple rare events without adding cost. To investigate this, we used a stochastic
model to study regulation of downstream target genes by a transcription factor. We compared several upstream regulator pro-
files, including constant expression, pulsatile dynamics, and noisy expression. We found that pulsatile dynamics and noise are
sufficient to coordinate expression of multiple downstream genes. Notably, this is true even when fluctuations in the upstream
regulator are far below the dissociation constants of the regulated genes, as with infrequently activated genes. As an example,
we simulated the dynamics of the multiple antibiotic resistance activator (MarA) and 40 diverse downstream genes it regulates,
determining that low-level dynamics in MarA are sufficient to coordinate expression of resistance mechanisms. We also demon-
strated that noise can play a similar coordinating role. Importantly, we found that these benefits are present without a corre-
sponding increase in the population-level cost. Therefore, our model suggests that low-level dynamics or noise in a
transcription factor can coordinate expression of multiple stress response mechanisms by engaging them simultaneously
without adding to the overall cost.INTRODUCTIONCells can use stochastic gene expression (noise) and dy-
namics to diversify isogenic populations to hedge against
stress (1). For example, in bacterial persistence, a small frac-
tion of cells stochastically enters a dormant, drug-resistant
state, allowing the population to insure against the sudden
appearance of an antibiotic (2,3). An excitable gene circuit
in Bacillus subtilis drives the temporary transition to compe-
tence under nutrient limitation (4,5). These are infrequent
events: <1% of Pseudomonas aeruginosa, Staphylococcus
aureus, and Escherichia coli cells are in the persistence state,
and 3% of B. subtilis cells initiate competence under nutrient
limitation (4–6). However, stress responsemechanisms often
require expression of many genes simultaneously, and single
regulators may control many downstream targets. These ob-
servations raise the question of how multiple rare events are
coordinated. A key principle of bet hedging is that the cost to
the overall population is low, because only a small subset of
cells initiates a response. We extended this idea by asking
whether coordinated expression of downstream genes could
further mitigate overall cost.
Single-cell resolution measurements have revealed that
cellular processes involved in stress response and environ-Submitted August 12, 2014, and accepted for publication November 10,
2014.
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0006-3495/15/01/0184/10 $2.00mental change have high levels of phenotypic variability.
For example, systematic noise measurements across the
Saccharomyces cerevisiae proteome have demonstrated
that noise levels are high for proteins involved in stress
response, amino acid synthesis, and heat shock (7). TATA-
box-containing genes associated with stress response in
S. cerevisiae exhibit fluctuations that protect against future
environmental changes (8). Variability can come from noise
sources that are intrinsic or extrinsic, where intrinsic noise is
unique to individual genes and variability is produced by
random events in transcription, translation, and degradation.
Extrinsic noise is produced by variability in processes that
affect many genes in the same way; for instance, differences
in growth or numbers of ribosomes in a cell can produce
correlated expression of many genes (9–12). Diversity can
also be driven by dynamic changes in gene expression as
a result of the regulatory architecture. For instance, regula-
tory proteins can exhibit repetitive pulses in expression even
in the absence of external inputs that drive this behavior
(13,14). Examples of pulsing include the yeast regulator
Msn2 under glucose, osmotic, and oxidative stress (15,16);
Crz1 in response to calcium stress (17); and KatG in Myco-
bacterium to control persistence (18). Specific networks,
such as coherent feed-forward loops, have been shown to
increase population heterogeneity, enhancing drug resis-
tance (19). Phenotypic diversity of stress-response mecha-
nisms, derived from stochastic gene expression or otherhttp://dx.doi.org/10.1016/j.bpj.2014.11.048
Coordinated Multicomponent Bet Hedging 185dynamics, plays an important role in protecting against
future uncertainty.
Interestingly, many stress response mechanisms are mem-
bers of single-input or multi-input modules, where one or a
few regulatory proteins control the expression of many
downstream genes (20). This regulatory motif is overrepre-
sented in genetic networks that respond to exogenous condi-
tions such as diauxic shift and DNA damage (21). In
response to stress, Msn2 from S. cerevisiae regulates hun-
dreds of target genes (15). Crz1 exhibits pulses that activate
>40 genes (17). The alternative sigma factor sB in
B. subtilis exhibits noise-driven pulses, regulating >100
genes (22). The multiple antibiotic resistance activator
MarA in E. coli controls >40 downstream genes involved
in resistance to antibiotics (23,24). Therefore, understand-
ing how noise or dynamics in an upstream regulator influ-
ences expression of diverse downstream genes is of great
interest in understanding stress response. An upstream regu-
lator could potentially achieve the concentration necessary
to activate the simultaneous expression of multiple down-
stream genes. However, achieving infrequent coordination
in a small subset of the total population would require com-
plex regulation or long-term memory. The alternative strat-
egy presented here is to rely on low-level fluctuations in the
activator to coordinate multiple rare events.
Whether a signal is propagated depends upon whether the
downstream promoter can decode the variability in the tran-
scription factor, as determined by the promoter and the prop-
erties of the signal (15,25–28). If the dynamics of the
downstreampromoter are fast, that is, the binding andunbind-
ing rates are faster than degradation, cell division, and
changes in the upstream input, then the output will follow
the input (25). If they are slow, then most of the input dy-
namics will be filtered (16). For example, input pulses that
are high in amplitude or duration will activate the promoter
(16), but small pulses andnoise that do notmeet these require-
ments will rarely activate downstream promoters. Although
activation is infrequent, the downstream genes will still be
activated a small fraction of the time due to the stochastic na-
ture of gene expression; these rare events produce long tails in
the mRNA and protein distributions (29–31).
There is a cost associated with the expression of stress-
response genes. In general, cells allocate their resources to
optimize growth, but the expression of genes not immedi-
ately related to growth can provide a potential benefit if
the environment changes. This cost-benefit relationship
has been observed in vivo: for lactose intake, populations
of E. coli are able to grow fastest in the presence of lactose
if the lac operon is expressed moderately, but not if expres-
sion is high (32). For antibiotic resistance, cells are able to
grow in higher concentrations of antibiotic if themar operon
is moderately induced (33,34). Therefore, there is a tradeoff
between the burden imposed by the expression of these
genes and the benefits they can provide in an uncertain
environment.To understand how noise and dynamics in a stress
response regulator are propagated to downstream target
genes, we performed stochastic simulations using three
types of inputs: constant expression, pulsatile dynamics,
and intrinsic/extrinsic noise. The regulators control the
expression of several downstream genes, creating a single-
input module similar to those observed in natural networks.
We found that downstream genes regulated by all types of
inputs have noisy expression profiles; however, fluctuating
inputs (due to pulsatile dynamics or intrinsic/extrinsic
noise) can coordinate the temporal pattern of downstream
gene expression. This effect becomes pronounced when
there are several downstream genes, because the probability
of multiple genes being coordinated is higher when a dy-
namic input can orchestrate the response. The fidelity with
which the input is propagated to the downstream genes de-
pends upon the characteristics of the downstream promoter
and the input signal. Notably, even low-level fluctuations in
an upstream regulator can serve to hedge against stressors
without adding to the overall cost. Coordination of down-
stream genes may allow cells to hedge against future uncer-
tainty in the environment without an excessive burden to the
population.MATERIALS AND METHODS
Stochastic model
All downstream genes in all simulations are subject to intrinsic noise. To
simulate this, we used a stochastic model based on the processes described
below, for which the reaction rates are given in Table S1 in the Supporting
Material and shown in Fig. S1. Exact stochastic simulations were conducted
using the Gillespie algorithm (35).
Binding and unbinding of the regulator to the promoter of the down-
stream gene are modeled by
Pþ A/
KON
P0
P0/Pþ A;
KOFF
where P represents the promoter in the unbound state, A is a transcription
factor, and P0 is the promoter in the bound state.
Transcription and translation are modeled using
P/
a
PþM
P0/P0 þM
a0
M/M þ D;
b
where M is the mRNA for the downstream gene and D is the protein en-
coded by the downstream gene. Presence of the transcription factor in-creases the transcription rate (a0 > a). The translation rate, b, includes
both translation and folding events.
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where the rates lM and lD model mRNA and protein degradation and dilu-
tion due to cell growth.
We considered constant and pulsing inputs for the transcription factor
profiles. For the constant case, the activator level is set to 250 molecules
for all time. To define the activator levels, the pulsing input case uses the
function
A ¼
8<
:
500

1þ sin
 t
6p
 p
2

; 0<t%120
0; 120<t<240
:
The signal is repeated every 240 min, creating periodic pulses of the regu-
lator. The mean of the pulsing signal is 250 molecules, identical to the mean
of the constant activator. We used an arbitrary periodic waveform repre-
sented by a sine wave followed by a period with no activator, so that signal
properties including amplitude, pulse duration, and frequency could be
adjusted explicitly.Cross correlation
The cross correlation measures the correlation between two time series, f(t)
and g(t), when a lag, t, is applied to one of the two signals. We used the
unbiased estimate of the cross correlation:
Rf ;gðtÞ ¼
8><
>:
1
N  jtj
XNjtj1
t¼ 0
f ðt þ tÞgðtÞ; tR0
Rg;f ðtÞ; t<0
:
Here, f(t) and g(t) are the time series for the transcriptional regulator and a
downstream protein. Both signals are mean subtracted and normalized by
dividing by the standard deviation. N is the number of time points.Amplitude response plots
For three different dissociation constant (KD) values (100, 1000, and 10,000
molecules), we varied the amplitude of the pulses from 102 KD to 10
2 KD,
and ran a simulation keeping all other parameters constant. The resulting
time series for the protein levels of the activator and downstream genes
were used to calculate the maximum cross correlation.Cost functions
We developed functions describing the cost and benefit of expressing a
downstream gene. The cost term has two parts: a term c1 that quantifies
the burden of expressing proteins that are not needed for growth under base-
line, nonstressed conditions, and a second term, c2, which quantifies how
cells are impacted in an environment with a stressor present. The total
cost is assumed to be Bliss-independent (36) and is given by
cðD; SÞ ¼ c1 þ c2  c1  c2;
where the cost is a function of the downstream protein levels, D, and the
stressor, S.Biophysical Journal 108(1) 184–193The burden of protein expression is modeled as in Dekel and Alon (32):
c1ðDÞ ¼ n0D
1 D
M
;
where M is the maximal capacity for nonessential proteins, D is
the concentration of the downstream protein, and n0 is a normalization
constant.
The impact of a stressor is modeled as in studies byWood and Cluzel (33)
and Greco et al. (37):
c2

Seff
 ¼ Sneff
kn þ Sneff
;
where Seff is the effective concentration of the stressor, k is the half-inhibi-
tion constant, and n is the Hill coefficient.
Following the formulation from Wood and Cluzel (33), the benefit is
measured as a decrease in c2. By decreasing the intracellular concentration
of toxic compound, the relation between the extracellular concentration of
the stressor, S, and the effective concentration, Seff, is
Seff ¼ S
1þ B;
where B is the benefit of expressing the stress response machinery, given by
BðDÞ ¼ bmaxD
kb þ D:
Here, bmax is the maximum benefit of expressing the machinery and kb is the
concentration of protein that gives the half-maximal response.
We used the following parameter values in the cost and benefit equations:
M ¼ 15,000 molecules, n0 ¼ 1  105, k ¼ 1 mM, n ¼ 2, bmax ¼ 10, and
kb ¼ 15,000 molecules. M and n0 were set such that c1(D) falls between
0 and 1. k sets the maximum concentration of stressor that the cells
can survive when no resistance mechanisms are expressed, and n deter-
mines the steepness of c2(Seff), whereas bmax and kb together set the
maximum concentration that cells can survive when the resistance mecha-
nisms are present. The results are not specific to the values used. We
also tested another cost function, which depends linearly on the levels
of D, c1ðDÞ ¼ D=M (Fig. S2), and observed similar benefits with
coordination.Maximum survivable concentration of stressor
and cost without stressor
To quantify the maximum concentration of stressor that a population of
cells can survive, we calculated the cost for each cell with the stressor
(recall that the benefit of expressing resistance genes reduces the cost)
and determined which cells survived. To determine survival, we imposed
an arbitrary threshold of 0.95. Cells that exceed this threshold are dead
and those with costs below it survive. We increased the concentration of
the stressor until only 0.1% of cells in a simulated population of 106 cells
survived. We define the concentration at which this occurs as the maximum
survivable concentration. Our findings are not sensitive to the exact
threshold values selected.
We performed these calculations by simulating long time courses
(107 min) to generate distributions of downstream protein levels. Using
this distribution, we calculated the cost for each point in the distribution.
We verified that distributions of downstream protein levels generated using
this approach are equivalent to those generated by running many shorter
simulations and extracting data associated with the final time point (see
Supporting Materials and Methods and Fig. S3).
Coordinated Multicomponent Bet Hedging 187The cost of growing without a stressor was calculated as the average of
the costs for each of 107 cells in the simulation.Multiple antibiotic resistance operon in E. coli
We simulated expression of genes in the mar operon, as in Garcia-Bernardo
and Dunlop (38), using the Gillespie algorithm to obtain values of MarA as
a function of time. Experimental data is available for the KD values of nine
downstream genes (39). We simulated 40 downstream genes by including
multiple instances of each of the known values. The specific KD values,
assuming a cell volume of 1015 L, are 7,830 (4), 10,239 (4), 15,058 (8),
18,069 (20), and 24,092 (4) molecules, where the number of instances of
each gene included is shown in parentheses.2000
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To model extrinsic noise, we allowed KON to vary with time (as in Shahre-
zaei et al. (40)) in the activator and downstream genes. We used an exact
numerical solution of an Ornstein-Uhlenbeck process. Extrinsic noise was
simulated using the method of Gillespie (41), with code from http://www.
mathworks.se/matlabcentral/fileexchange/
30184-exact-numerical-simulation-of-the-ornstein-uhlenbeck-process. The
code generates a time series for a source of extrinsic noise ε(t), with zero
mean and standard deviation equal to
s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  T
2
r
:
The relaxation time, T, was set to 40 min (42), and the diffusion constant, c,
was set to 0.006 (low noise), 0.02 (medium noise), 0.05 (high noise), where
the parameters used in Shahrezaei et al. (40) fall between our medium and
high noise cases. Following methods of Shahrezaei et al. (40) and Fox et al.
(43), we replaced the parameter KON with
KON  e
eðtÞ
heeðtÞi;
which generates a lognormal distribution, suitable to model fluctuations due
to extrinsic noise (26,40,42).
We modeled intrinsic noise in the activator using the Gillespie algorithm
(35). Reactions and rates are the same as those for the downstream genes
given in Table S1, with the following modifications: KOFF ¼ 0.1 min1,
KON ¼ 1 (molecules min)1, a0 ¼ 1 min1, lM ¼ 0.1 min1, b ¼
1 min1, and lD ¼ 0.02 min1.
Although mean activator expression is identical for the three noise levels,
the mean of the downstream gene will depend upon the noise levels. To
correct for this, we adjusted KON for the downstream genes, as indicated
in Table S2.
Based on the method of Shahrezaei et al. (40), we handled time-depen-
dent propensities, a(t), in the Gillespie algorithm by approximatingR tþt
t aðtÞdt with aðtÞt. This approximating is valid when changes in a(t)
are slow compared with the reaction times (i.e., the difference between
a(t) and a(t þ t) is small), as is the case in this study.10 10 10 10 10 10 10
Activator (molecules)
0
D
FIGURE 1 Input dynamics for a downstream gene. Activation curve for a
downstream gene with a dissociation constant (KD) of 10,000 molecules.
The range of three activator dynamics is displayed above the figure: con-
stant, pulsing, and intrinsic/extrinsic noise. In each case, the mean of the
activator signal (gray dashed line) is identical. To see this figure in color,
go online.Coordination of n downstream genes
To calculate the fraction of cells in a population with n downstream genes
expressed in a coordinated fashion we ran simulations of n downstream
genes for 107 minutes, each using the same activator profile as input. For
each time point, we checked how many cells had all downstream genes co-
ordinated simultaneously. To measure this, we set a threshold of 1000 mol-
ecules and counted the number of downstream genes that exceeded thethreshold. The fraction of cells with coordination in n genes is determined
by dividing the number of cells where all n downstream genes exceeded the
threshold by the number of cells where this was not achieved. Our results
are not sensitive to the exact threshold values selected.RESULTS AND DISCUSSION
Input dynamics can coordinate rare events
To study how expression of multiple downstream genes is
impacted by the dynamics of a single input, we developed
a stochastic model in which the promoter of a downstream
gene can be in one of two states (44–46). In the active pro-
moter state, a transcriptional activator is bound, leading to
elevated levels of transcription relative to the inactive state,
where the activator is not bound. The model includes reac-
tions for transcription, translation, and degradation of
mRNA and proteins (Methods). Many transcriptional regu-
lators are expressed at basal levels and activated in the pres-
ence of stress, such as heat, nutrient limitation, or other
environmental factors. Under unstressed conditions, having
a small subset of the population express these genes can act
as an insurance policy against future uncertainty. Further-
more, transcription factors operate on diverse downstream
genes with a range of dissociation constants (KD). This in-
cludes transcription factors with KD values well above the
physiological levels of the activator (see examples in the
literature (16,39,47,48)). This allows a single transcription
factor to differentially activate each of its downstream target
genes. Therefore, we focused on downstream target genes
with promoters that have KD values well above the mean
of the input (Fig. 1). By doing this, we are looking at rare
events, as would be expected in bet hedging.
Initially, we compared two alternative upstream regulator
dynamics and their impact on the expression of downstream
genes. In the first case, the activator is held constant. In the
second case, we considered a transcription factor that ex-
hibits pulsatile expression, with a pulse followed by aBiophysical Journal 108(1) 184–193
188 Garcia-Bernardo and Dunlopconstant off state. We use the term pulsing here to describe
time-varying signals, ranging from periodic oscillations to
stochastic fluctuations in protein levels (13). For simplicity
of analysis, we initially used a periodic input signal with
uniform pulses followed by periods of low activator levels
(Materials and Methods). However, as discussed later, our
results do not require that the expression of the transcription
factor be periodic or the pulse sizes uniform. We set the
mean expression of the two transcription factors (constant
and pulsing) to be identical to allow for a controlled compar-
ison between the two types of input dynamics.
Even with a constant input, intrinsic noise due to stochas-
tic events causes noise in expression of downstream genes
(Fig. 2 A). Similar dynamics were observed in the pulsing
case, but the transcription events are associated with the
input pulse (Fig. 2 B). Because the fluctuations in the input
are low compared with the KD of the downstream gene, the
transcription factor only intermittently turns on downstream
gene expression and most variation is due to intrinsic noise.
Although not every pulse in the input initiates expression of
the output, when transcription is initiated, it is coordinated
with the input pulse. When averaged over many downstream
genes, fluctuations from the constant-input case average out,
whereas fluctuations from the pulsed-input case follow the
input (Fig. 2, A and B). Importantly, the distributions of
downstream proteins are very similar for constant and puls-
ing inputs and have similar tails (Fig. 2 C), indicating that
the frequency with which the downstream genes are in an0 2 4 6 8 10 12 14 16
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FIGURE 2 Pulsing-coordinates expression of downstream genes. (A and B) D
Protein levels for five representative downstream genes (gray) are shown, along w
expression for constant and pulsing activator dynamics. (Inset) Same data as in
relation between the activator signal and downstream protein as a function of K
(E) Maximum cross correlation between a pulsing activator and three downstream
the KD ratio. The ratio used in the simulations in A–C is indicated with an arro
Biophysical Journal 108(1) 184–193elevated state of expression is similar for genes under both
types of control. These results suggest that it is important
to consider the timing of when genes are expressed and
not just static expression data.
We next asked how propagation of input dynamics de-
pends on the dissociation constant of the promoter for the
downstream gene. We calculated cross correlations between
the input signal and the downstream proteins. The cross cor-
relation measures the similarity of two signals as a function
of time (Materials and Methods). Because expression of the
downstream gene follows the input pulse, there is a lag in
the cross correlation, with the maximum cross correlation
indicating how well the two signals are correlated after
the signal is transmitted. As expected given the lack of input
dynamics, there is no correlation between the input and
downstream protein levels in the constant case, regardless
of KD (Fig. 2 D). In contrast, the pulsing input produces cor-
relations between the input signal and the downstream pro-
tein. The highest correlations are from cases where the KD is
near or below the mean of the input, as expected, since it is
easy to activate expression of downstream genes whose pro-
moter has high affinity for the activator. As the KD increases,
the correlation goes down. Notably, the correlation persists
for KD values two orders of magnitude above the mean of
the activator. Therefore, even infrequent activation events
show correlation with the input signals, despite being far
from the dynamic range of the downstream gene. This result
is important because it suggests that even genes that appear0 2 4 6 8 10 12 14 16
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Coordinated Multicomponent Bet Hedging 189not to be activated in population studies may be initiated
rarely but in a coordinated fashion, providing an organized
response, as might be necessary for bet hedging.
We also asked what impact the amplitude of the pulsing
input has on the maximum cross correlation. When normal-
ized by the KD, the maximum cross-correlation curves are
equivalent for all amplitudes (Fig. 2 E). Therefore, the
important quantity is the ratio of the pulse amplitude to
the KD, with fluctuations well below the KD still resulting
in measurable levels of correlation between input and output
signals. These results are consistent with those of previous
studies showing that pulses in gene expression can be prop-
agated: in Msn2 in yeast (15), NF-kB in mice (49,50), and
the stress sigma factor sB in B. subtilis (22), pulses in the
input are highly correlated with pulses in their respective
downstream genes.
To test the generality of our results, we examined a sys-
tem with fast promoter binding dynamics. In this case, tran-
scription-factor binding and unbinding at the promoter is
rapid, such that expression of the downstream gene is initi-
ated more frequently, but the duration of each burst of
expression is shorter (Supporting Materials and Methods).
Again, we observed correlation between the pulsed input
and the downstream output for KD values well above the
mean of the pulsed input (Fig. S4 A). We also asked whether
our results were resistant to the inclusion of explicit cellular
growth and partitioning and found that those processes have
only minor contributions to the correlation observed be-
tween activator and downstream gene, as well as between
two downstream genes (Supporting Materials and Methods
and Fig. S5).Coordination is achieved without added cost
We next asked what role the correlation between pulses in
the input and initiation of expression of the downstream
genes had on the regulation of multiple genes. As a model
for a single input module, we simulated expression of 10
downstream genes, all regulated by a single transcription
factor. We conducted numerical experiments with
increasing concentrations of stressor, quantifying the
maximum concentration of stressor that a population can
survive (Materials and Methods). In addition, we calculated
the population-level cost of expressing stress resistance
genes using a cost function that we derived from previously
published studies (Materials and Methods). When the input
regulates a single downstream gene, both the maximum con-
centration of stressor that the population can survive and the
population-level cost are similar for constant and pulsing in-
puts (Fig. 3 A). This result is expected, since the distribution
of downstream proteins is equivalent for the two types of
input (Fig. 2 C). However, when multiple genes are regu-
lated together, populations with pulsing inputs are able to
coordinate their response and survive higher concentrations
of a toxic compound while maintaining equal costs (Fig. 3B). Even modest benefits can provide a selective advantage,
because they come with no added cost. Results for fast pro-
moter binding dynamics (Fig. S4, B and C) and an alterna-
tive cost function (Fig. S2) are similar. Our results are
consistent over a broad range of conditions, cost functions,
and model parameters, indicating the generality of our find-
ings. By coordinating downstream genes so that multiple
stress-response mechanisms are engaged simultaneously, a
pulsing input can achieve higher stress tolerance without
added cost.
We note that the downstream genes modeled here all have
high dissociation constants. This represents a conservative
scenario; genes with lower KD values or a mixture of down-
stream genes will exhibit greater benefits from coordination.
We verified that downstream genes with higher affinity for
the activator (lower KD) achieve benefits from coordination
(Fig. S6). In this case, the cost associated with input dy-
namics is lower due to the nonlinear nature of the activation
curve. Therefore, input dynamics provide two benefits:
frequently activated genes can enhance stress tolerance
and also maintain a lower overall cost.Nonperiodic pulsatile dynamics and extrinsic
noise can coordinate downstream genes
Although we initially examined well-defined pulsatile sig-
nals to carefully control for pulse properties, we next asked
whether our results could be generalized to other types of
time-varying input. To test this, we used a model of the
E. colimultiple antibiotic resistance activator (MarA) devel-
oped previously by our group (38). The multiple antibiotic
resistance network is involved in protection against many
stresses, including antibiotics, solvents, and other antimicro-
bial compounds (39,51). In this network, genes for the acti-
vator MarA and the repressor MarR are encoded in a single
operon, which is regulated by both MarA and MarR, result-
ing in both positive and negative feedback controlling
expression of the operon. Rapid increases in the level of
MarA, followed by delayed inhibition by MarR may cause
stochastic pulses in the expression of MarA (38). Once ex-
pressed, the regulator MarA activates over 40 genes with
diverse KD values, all of which exceed the mean concentra-
tion of the activator by at least an order of magnitude
(39,52). We used this signal as an input to 40 representative
downstream genes, selecting genes with a range of dissoci-
ation constants to match those measured in the literature
(39) (Materials and Methods). We measured the maximum
survivable concentration of an antibiotic stressor for a single
gene and the suite of diverse downstream genes (Fig. 3, C
and D). In each case, we compared the results to a model
with a constant MarA input with a mean identical to that
in the dynamic case. Consistent with our results using a
well-defined pulse as an input, we found that stochastic
pulses enable survival in higher concentrations of antibiotic
stressors while maintaining similar or lower cost profiles.Biophysical Journal 108(1) 184–193
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constant and fluctuating MarA dynamics for one downstream gene with KD ¼ 18,069 molecules (C) and 40 downstream genes with experimentally derived
dissociation constants (D) (see Materials and Methods). (E and F) Maximum survivable stressor and cost were measured for constant and fluctuating dy-
namics for different levels of noise in the activator and/or downstream genes for one downstream gene (E) and 10 downstream genes (F) with KD ¼
10,000 molecules. Dark green bars show results with extrinsic and intrinsic noise in the activator and all downstream genes (cases with hext ¼ 0, 0.11,
0.20, and 0.27 for the activator are shown). Light green bars show the contributions from extrinsic noise alone. For these simulations, there is no upstream
activator, and downstream genes all have unique intrinsic noise and identical extrinsic noise signals. In all plots, values from the fluctuating dynamics are
normalized to the constant input case. Error bars show standard deviations over three simulations. To see this figure in color, go online.
190 Garcia-Bernardo and DunlopThese results suggest that our findings on pulsatile inputs
can be generalized to other dynamic regulators that control
many downstream genes.
Noise in an upstream regulator has the potential to play a
coordinating role if it is propagated to or affects all down-
stream genes in the same way (26,27). We considered
both intrinsic and extrinsic noise sources in the input, where
all genes are affected by unique intrinsic noise and identical
extrinsic noise signals (12,26). We modeled extrinsic noise
using an Ornstein-Uhlenbeck process and introduced fluctu-
ations in the transcription-factor binding rate for all genes
simultaneously, as in Shahrezaei et al. (40) (Materials and
Methods). We calculated the maximum survivable stressor
and the associated cost under increasing extrinsic noise.
For regulation of a single downstream gene, adding extrinsic
noise does not increase the maximum survivable stressor
concentration (Fig. 3 E). However, when extrinsic noise af-
fects multiple downstream genes, the coordination effect is
visible (Fig. 3 F). In all cases, the cost is not highly
impacted, so these gains are effectively free. Since extrinsic
noise affects all genes simultaneously, it serves as a coordi-
nating factor, which is combined with the noise dynamics
introduced by the common upstream regulator; both
contribute to the coordination of downstream genes (Fig. 3
F). This finding is consistent with experimental data on co-
ordination in the yeast stress-responsive transcription fac-Biophysical Journal 108(1) 184–193tors Msn2/4 (11). Fluctuations in an upstream regulator
provide a tunable mechanism to control coordinated stress
response, and noise sources extrinsic to the stress-response
pathway can add to this effect.
The timescale over which downstream genes remain co-
ordinated is also important, as it determines whether benefi-
cial effects will be passed on to daughter cells (53). To test
this, we calculated the cross correlation between expression
of downstream genes and found positive correlations that
persisted well beyond the length of the cell cycle
(Fig. S7). This timescale is sufficient for the activation of
other resistance mechanisms that rely on sensing of the envi-
ronment. Thus, input fluctuations can produce correlated
expression of downstream genes over a timescale sufficient
to produce resistant populations.Dynamic inputs always outperform constant
inputs in achieving coordination
We next asked what impact the number of stress response
genes has on survival in the context of bet hedging. In cases
where stress-response mechanisms are composed of several
genes that work together to protect the cell, if these mecha-
nisms are initiated by random events, then as the number of
resistance genes goes up, the chances that they are coordi-
nated at any given time goes down. We measured the
Coordinated Multicomponent Bet Hedging 191fraction of cells in a fixed size population that exhibit coor-
dinated expression of downstream genes given different
types of input (Fig. 4). For a single downstream gene, con-
stant, pulsing, and noisy inputs are equally good, because
there is no coordinating effect, but as the number of down-
stream genes increases, the benefit of input dynamics
becomes apparent. Dynamics in the input play a coordi-
nating role when there are multiple downstream genes, lead-
ing to a larger fraction of the population that can survive the
sudden appearance of a stressor. If the promoters for down-
stream genes have higher affinity for the activator (lower
KD), a pulse in the input will frequently activate expression,
resulting in cells with many coordinated downstream genes
(Fig. S6 D). Therefore, the results for the high-KD case
shown in Fig. 4 are a conservative example of the benefits
of input dynamics. Our findings are further supported by a
simple mathematical model of input dynamics (Supporting
Material).CONCLUSIONS
The analysis presented here reveals an important role for
noise and dynamics in inputs that control several infre-
quently activated downstream targets. Initiating expression
of suites of stress-response genes in response to environ-
mental signals might be too slow to deal with sudden
catastrophic events. Diversifying phenotypes within a popu-
lation before the crisis strikes can help ensure survival of a
subset of the population (54). Such an approach is advanta-
geous when the appearance of a stressor is rare and expres-
sion of stress-response machinery is costly.
Here, we asked about the scenario where stress response
requires the coordinated action of several genes expressed
simultaneously in a small fraction of the population. Exam-1 2 3 4 5 6 7 8 9 10
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FIGURE 4 Fraction of cells with all downstream genes coordinated as a
function of the number of downstream genes, n. The benefits of coordina-
tion from fluctuating input dynamics are more pronounced as the number of
downstream genes increases. Note that in all cases, input dynamics provide
higher levels of coordination than does a constant input. Increases in
extrinsic noise increase coordination. Conditions show a different
maximum number of coordinated genes because not all input cases are suf-
ficient to ensure coordination within a set size of simulated population. To
see this figure in color, go online.ples where multiple mechanisms work in concert are
common. Using a stochastic computational model, we exam-
ined the single-input-module regulatory motif, where one
transcription factor regulates several downstream targets.
In all cases, intrinsic noise in expression of the downstream
genes leads to diversity within the population. However, if
the upstream regulator is dynamic, for example, due to pul-
satile expression or noise, it can drive coordination of diverse
downstream target genes. Importantly, we found that even
minor fluctuations in a transcription factor that regulates
several target genes are sufficient to orchestrate coordination
within a small subset of the population. Even for KD values
two orders of magnitude above the mean of the input, there
is a measurable correlation with the dynamic input. We
found that the overall cost with dynamic inputs is the same
as or lower than that with constant inputs, and the maximum
survivable concentration of stressor is the same or higher.
Therefore, the benefits of coordination are in effect free.
Because our findings test for rare events, only a small num-
ber of cells need to achieve coordination.
In contrast to strategies where two subpopulations of cells
exist, as with bacterial persistence, coordination can allow
for a graded response within the population. Because the
activation of downstream gene expression is stochastic,
there will be a distribution of stress-response phenotypes
within the population, as opposed to an all-or-none
response. In the future, it will be interesting to contrast the
conditions under which distinct subpopulations and distri-
butions each perform well and to compare these effects to
sensory responses without stochastic effects (55).
The coordination of multiple downstream genes repre-
sents an alternative view on bet hedging to counter future
environmental uncertainty. When the mean of the input is
well below the dissociation constant of downstream genes,
these genes are activated rarely. Most changes in input are
filtered, but dynamic inputs ensure that when a downstream
gene does turn on, it does so at a time when other genes may
also be on. Here, we considered rare events, but we note that
when the mean of the input is close to the dissociation con-
stant of a downstream gene, fluctuations in the input are
likely to be transmitted, resulting in well-coordinated out-
puts. Therefore, our simulations represent a conservative
scenario for coordination. Regulators that control diverse
suites of downstream genes will see benefits from coordina-
tion of multiple types of downstream genes. Overall, we
found that dynamic and noise-driven coordination can
play a bet-hedging role when multiple genes or stress-
response mechanisms need to be coordinated without add-
ing to the overall cost.SUPPORTING MATERIAL
Supporting Materials and Methods, Supporting Results, seven figures, and
two tables are available at http://www.biophysj.org/biophysj/supplemental/
S0006-3495(14)01233-8.Biophysical Journal 108(1) 184–193
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