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ABSTRACT 
The class of real matrices which are both monotone (inverse positive) and positive 
stable is investigated. Such matrices, called N-matrices, have the well-known class of 
nonsingular M-matrices as a proper subset. Relationships between the classes of 
N-matrices, M-matrices, nonsingular totally nonnegative matrices, and oscillatory 
matrices are developed. Conditions are given for some classes of matrices, including 
tricliagonal and some Toeplitz matrices, to be N-matrices. 
1. INTRODUCTION 
In this study we work with the set Rnx” of real n X n matrices, and 
consider two subsets, namely inverse positive matrices and positive stable 
matrices. We make these ideas precise by the following definitions. 
DEFINITION 1. A is inverse positive (monotone) if A- ’ exists, and each 
entry in A-’ is nonnegative (i.e. A- ’ 2 0). 
DEFINITION 2. A is positive stable if the real part of each eigenvalue of A 
is positive. 
Our interest is in finding classes of matrices which are both inverse 
positive and positive stable; we call such matrices N-matrices, and denote the 
entire class by a. One important class of matrices belonging to GJt is the class 
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of nonsingular M-matrices; we adopt the following definition, which is given 
in the book by Berman and Plemmons [5]. 
DEFINITION 3. A is a nonsingular M-matrix if A can be written as 
A = sZ - B, for some nonnegative B E Rnx”, and some scalar s greater than 
the spectral radius of B. Here Z is the identity matrix in Rnx”. 
If A E 2, the set of all n X n real matrices with all off-diagonal elements 
nonpositive, then Berman and Plemmons give fifty conditions which are 
equivalent to the statement that A is a nonsingular M-matrix. In particular, if 
A E 2, then each of the following conditions is equivalent to A being a 
nonsingular M-matrix: 
(i) A is inverse positive; 
(ii) A is positive stable; 
(iii) A is an N-matrix. 
M-matrices appear frequently in mathematics, for example, in the conver- 
gence of iterative methods, stability analysis, and bounds for eigenvalues; they 
also arise in applications to economics and biology. See a recent paper by 
Neumann and Plemmons [19] and a book by Siljak [24] for references to these 
application areas. In particular, Siljak [24, Chapter 51 addresses the central 
problem of complexity versus stability in population ecology, by considering 
the linearization of an n-species Lotka-Volterra model. Our work is related to 
this, and also to the difficult problem of D-stability of a matrix. 
We are interested in dropping the assumption that A E 2, and focusing 
attention on the sets of inverse positive and positive stable matrices; the 
importance of these two properties is emphasized in [ 191. With regard to 
inverse positivity, a recent paper by Johnson et al. [13] is complementary to 
our work in that it identifies sign patterns which are not possible for matrices 
with inverses entrywise positive. More generally, Berman and Plemmons [5] 
consider several aspects of the theory of nonnegative matrices. Note that if A 
is positive stable, then it must be nonsingular, and A- ’ is also positive stable. 
Thus in terms of A- ’ we consider a subset of the important class of 
nonnegative matrices which frequently arise in economics and in discrete 
population models. 
In Section 2 we study relationships between the classes of N-matrices and 
M-matrices, with our main result being a characterization of tridiagonal 
N-matrices. In Section 3, the overall relationships between N-matrices, M- 
matrices, oscillatory matrices, and nonsingular totally nonnegative matrices 
are studied. In Section 4 conditions are given for some particular classes of 
matrices in R”x” to be N-matrices. We conclude with some open questions 
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and an appendix containing an alternative proof of a known eigenvalue result 
and some results concerning determinants. 
2. SOME RELATIONS BETWEEN N-MATRICES AND M-MATRICES 
In this section we examine the relationship between the class of all 
N-matrices and the class !X, of all M-matrices. That % is a proper subset of % 
is illustrated by the matrix 
1 7 
[ 
-3.9 0.8 
-0.9 , A=n Ii t.8 1 1 1 1 0.1 withA-‘= 2 1 I I , 2 1 4 
considered by Takeuchi and Adachi [25] in their study of ecosystems of 
generalized Volterra type. However, it is easily shown that for n = 2, the 
classes Gilt and $7Z are identical. Another instance in which ?JR and ?X are 
identical is given in Theorem 1 below. 
We adopt the following notation. The principal minor of a matrix A from 
rows and columns i, i + 1 ,...,jis denoted by d!(A). If j< i, then d{(A) is set 
equal to one. 
Let n > 2, and let H, denote the n x n real, nonsingular tridiagonal matrix 
H, = 
bl Cl 
a1 b2 c2 0 
a2 b3 c3 
. . . 
. . . 
0 * : . . cn_1 
a n-1 bn 
0) 
The following three lemmas are easily verified; Lemma 2 follows by induc- 
tion, and Lemma 3 follows from the adjoint form of the inverse. 
LEMMA 1. Fur2<i<n, 
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andforl<i<n-1, 
Cq(H”) = b&+,(H,)-a,c&+,(H,). 
LEMMA2. h?‘l<i<?l-1, 
LEMMA 3. Let g$,7) denote the i, j element of H; ‘. Then 
g!P) = d:-l(H,)d;+,,(H,) tt det H, for 1 
<i<n; 
g<yj= (-l)iijC,Ci+, . . .Cj-Idl-‘(H,)dlni1(H,) 
‘J det H, 
for 1 ~ i < j< n 
1 ; 
g<yj= (-l)i+jujaj+l . ..ui-.di-‘(H,)d~+,,(H,) 
‘I det H, 
for lGj<i<n. 
Recursive formulas for computing the inverses of tridiagonal matrices have 
been given by several people, for example, Yamamoto and Ikebe [29] and 
Haley [lo]. We also note that Barrett [3] gives a complementary result, 
expressing the elements of H, in terms of those of H, ‘. The following lemma 
uses our explicit expressions from Lemma 3 and identifies an important 
property of a subset of irreducible, inverse positive, tridiagonal matrices. 
LEMMA 4. Zf a matrix H,, with u,c,*O, l<ifn-1, has detH,>O 
andH~~‘~O,thenaici>OfoT1~i<n-l. 
Proof. We assume that a i ci -C 0 and obtain a contradiction. The inequali- 
ties 
gf:‘,l = - cidiF’(Hn)dF+~(Hn) ,o 
det H, ’ 
and 
gig’, i = - uidi-‘(Hn)dr+,(Hn) , 0 
det H, ’ 
imply that d:-‘(H,)dr+‘,,(H,)= 0. 
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We first consider the case that di - ‘(H,) = 0. (For this case, 2 < i Q n - 1.) 
By Lemma 2, 
and consequently di ~ 2( H,)d,?, 1( H,) * 0. Thus, as 
(n) gi-l,i = - 
ci-ldip2(Hn)d,?+1(Hn) ,o 
det H, 
and 
g!“?_ 1 = - 
1,s 
ui-ldiF2(Hn)d,Tt1(Hn) , o 
det H,, 
we obtain a i _ ici _ i > 0. Using Lemma 2 again, 
det H, = d:( H,,)dr+l( H,,)- aicidi-‘( H,)dr+2( H,) > 0 
and consequently di( H,)d y+ I( H,) * 0. Thus 
g’“? _ 
n.1 1 - 
&?+1 
ai_laid~-2(H~) , o 
di(K,) 
and 
(N 
gi_l,n= 
g%, n 
ci-,cid;-2(H,,) > o 
d:(HJ ’ 
which imply that ui _ rui /( ci _ rci ) > 0. Since a, _ l~i _ 1 > 0, this contradicts 
the assumption that a,c, < 0. 
To complete the proof, we consider the case that d y+,( H,) = 0 (with 
16 i < n - 2). Lemma 2 may be used to show that di( H,)dr+,( H,) * 0, from 
which we obtain gi:)i i+2 > 0 and g$y2 i+ i > 0, which in turn imply that 
ui+lci+l > 0. Now the’contradiction to uici < 0 is obtained from glf]+,/gir) 
> 0 and gi;‘,,,/g$;)> 0, which imply that c,ci+r/(uiui+i)> 0. n 
We next introduce a term analogous to “leading principal submatrix.” A 
submatrix obtained by taking the elements from the last k rows and k columns 
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of an rr X n matrix (1 f k < n) is called a “trailing” principal submatrix. We 
now state the main result of this section. 
THEOREM 1. Every tridiagonul N-matrix is also an M-matrix. 
Proof. Let H, denote an arbitrary n X n tridiagonal N-matrix. By Lemma 
4, if aici * 0 for 1~ i < n - 1, then in fact aici > 0, and in this case it is well 
known that all rr eigenvalues of H, are real and distinct, and that the 
eigenvalues of any two leading principal submatrices Hi and Hi + I of H, are 
real, distinct, and interlacing. Therefore, as all eigenvalues of H, must be 
positive, the eigenvalues of each of the leading principal submatrices of H, 
must also be positive, which implies that d[( H,) > 0, 1~ i < n. An identical 
argument using the trailing principal submatrices of H, instead of the leading 
principal submatrices implies that dr( H,) > 0, 1~ i < n. Thus, using Lemma 
3, for 1 $ i < n - 1 
g$:), 1 = - cd-‘(H,)d;+‘,,(H,) > o
det H, 
and 
gig’, i = - aidi-‘(H,)4’+dHn) , o 
det H,, 
from which it follows that ai < 0 and ci < 0, and consequently H, is an 
M-matrix. 
If a,c, = 0 for some i (i.e. H, is reducible), then partition H, into a block 
tridiagonal matrix with square diagonal blocks which either are a 1 X 1 
submatrix or are tridiagonal with all subdiagonal and superdiagonal elements 
nonzero. If H, is an N-matrix, then each of its block diagonal submatrices 
must be an N-matrix, so that we obtain ai < 0 and c, -C 0 whenever a,c, * 0. 
That ai < 0 and ci < 0 when aici = 0 can be seen as follows. As shown in the 
first part of this proof, the determinant of each leading and trailing principal 
submatrix of each block diagonal submatrix of H, is positive. Thus d i( H,, ) > 0 
and dl( H,) > 0, 1~ i < n, as these minors of H, are products of the minors 
of the block diagonal submatrices. Now, using Lemma 3, for 1 f i < n - 1, 
g(n2+l = - cidi-‘(Hn)di’+,(Hn) , o 
det H, ’ 
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and 
gi;), i = - aidi-‘(Hn)d~+Z,(Hn) ,o 
detH,, ’ ’ 
which imply that ai < 0 and ci < 0. n 
This theorem characterizes an important class of N-matrices with several 
applications. For example, the linearization of an n-species chain Lotka- 
Volterra model gives a tridiagonal matrix (see e.g. Siljak [24], and Takeuchi et 
al. [26]). 
We conclude this section with two results concerning products of N- 
matrices. It is easily shown that the product of two N-matrices is not 
necessarily an N-matrix. However, the following theorem concerning powers 
of N-matrices is clear. 
THEOREM 2. Let A be an N-matrix. Then Ak is an N-matrix for all 
positive integers k if and only if A has only real eigenvalues. 
In contrast, a product of M-matrices is an M-matrix if and only if all 
off-diagonal elements of the product are nonpositive. Combining this result 
with Theorems 1 and 2, we obtain the following interesting relationship 
between M-matrices and N-matrices. 
THEOREM 3. For n > 3, let H, be a real tridiagonul N-matrix as in (1) 
andsupposethateithera,ai~,~Oorcici+,~Oforatleastonei,1~i~n-1. 
Then H,” is an N-matrix but is not an M-matrix for all positive integers k 2 2. 
(Note that by Theorem 1, H,, is also an M-matrix.) 
Proof. The result follows because all of the eigenvalues of H,, are real 
(see the proof of Theorem 1) and H,” has a positive off-diagonal element for all 
k > 2. n 
3. RELATIONSHIPS BETWEEN N-MATRICES AND OTHER CLASSES 
We begin with some results concerning totally nonnegative matrices 
which are attributed to Gantmacher and Krein [7]. 
DEFINITION 4. A matrix A in Rnxn 1s totally nonnegative (totally posi- 
tive) if all of its minors are nonnegative (positive). 
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Following Lorenz and Mackens [14], we write A > ‘0 to denote a totally 
nonnegative matrix. Clearly a totally nonnegative matrix is nonnegative. That 
a relation between N-matrices and nonsingular totally nonnegative matrices 
exists follows from the fact that all eigenvalues of a totally nonnegative matrix 
are nonnegative [7, p. 3581. Thus the following result is clear. 
THEOREM 4. 7%e inverse of a nonsingular totally nonnegative matrix is 
an N-matrix. 
We now consider a subset of the totally nonnegative matrices. 
DEFINITION 5. A matrix A in Rnx” is oscillatory if A >, ‘0 and if there 
exists a positive integer 4 such that A” is totally positive. 
For applications (see also Price [20]) an important property of an oscilla- 
tory matrix is that all its eigenvalues are positive and distinct. The next 
theorem, which specifies two conditions on a totally nonnegative matrix 
which insure that it is oscillatory, is of use in identifying oscillatory matrices. 
THEOREM 5 [Gantmacher and Krein]. If A > ‘0, then A is oscillatory if 
and only if A is nonsingular and aij > 0 when Ii - jl< 1. 
We now proceed with a specification of the relations between the class % 
and its subsets 92. and 3 - ‘, the class of matrices which are inverses of 
nonsingular totally nonnegative matrices. The class 0 - ’ of matrices which are 
inverses of oscillatory matrices is also included. The set-inclusion relationships 
between these four classes of matrices are depicted by a Venn diagram in 
Figurel.Since~CGSLand8-‘~~~‘C~,matricesA,throughAs,listed 
in Table 1, validate these relationships. 
Similar set-inclusion relations hold between the classes of matrices which 
are inverses to those considered. The class ?JR- i of matrices which are 
inverses of nonsingular M-matrices has been discussed by Markham [15] and 
Willoughby [28]. In Section 4, we specify some classes of Toeplitz N-matrices 
and categorize them with regard to the sets in Figure 1. 
We conclude this section with some comments concerning other classes of 
matrices which have been studied in recent papers. In [18], Moylan defines a 
quasidominant matrix and shows that a matrix A with aii > 0, 1~ i =S n, is 
quasidominant if and only if the matrix A is an M-matrix, where 
Bij= 
i 
ai,, i = j, 
- laijJ, i f j. 
MONOTONE POSITIVE STABLE MATRICES 389 
Our matrix A, below illustrates that an N-matrix need not be quasidominant, 
since all elements of Ai1 are nonpositive. Similarly, a quasidominant matrix 
need not be an N-matrix. 
Finally, we note that there appears to be no relation between N-matrices 
and the w- and r-matrices of Engel and Schneider [6]. N-matrices do not 
necessarily have eigenvalue monotonicity and do not necessarily satisfy the 
Hadamard-Fischer inequality. 
4. SOME CLASSES OF N-MATRICES 
We now consider several examples and specify conditions which insure 
that every matrix of order n in a certain class is an N-matrix. In addition, these 
matrices are categorized with respect to the sets depicted in Figure 1. Our 
Fl IG. 1. Relationships between classes of N-matrices. 
*s *6 
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TABLE 1 
N-MA~ICESU~EDF~RFIGURE 1 
*i 
1 1 -2 
-2 2 -1 
1 -1 2 
2 -1 0 
0 2 -1 
-1 0 2 
1 0 0 
-1 1 0 
0 -1 2 
2 -1 0 
-1 2 -1 
0 -1 2 
2 -1 0 
-2 3 -1 
1 -2 1 
1 0 0 
-1 1 0 
1 -1 1 
A;’ 
3 0 3 
3 4 5 
0 2 4 
4 2 1 
1 4 2 
2 1 4 
2 0 0 
2 2 0 
1 1 1 
3 2 1 
2 4 2 
1 2 3 
1 1 1 
1 2 2 
1 3 4 
1 0 0 
1 1 0 
0 1 1 
- 
1 
1 
 
1 
1 
 
Set Set 
Containing Not Containing 
*i *i 
examples are from the much-studied family of Toeplitz matrices (see, e.g., 
PI)* 
EXAMPLE 1. We consider first the class of n X rt symmetric Toeplitz 
matrices of band width five with first row [ 1, a, b, 0,. . . , 01, which we denote 
by T,(a, b). In terms of the Lotka-Volterra system, the form of our matrix 
T,,(u, b) means that all l-cycles are self-regulating. The inverse of TJu, b) has 
been studied recently by Meek [16], Hoskins and McMaster [ll], and Mentz 
[17]. Our results are valid for all n > 1, with 
T,(a,b)=[l] and T,(u,b)= i f . [ 1 
Meek showed that each entry of T,- ‘(a, b) is positive if (a, b), b > 0, is 
contained in a specified region of the parameter plane. We describe Meek’s 
region, with reference to Figure 2, as the region bounded by XPOX, not 
including the boundary PO = {(u,O) : - 4 < a < O}. Note that when describing 
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regions we include boundaries, unless explicitly stating otherwise. The follow- 
ing lemma extends Meek’s region to include nonpositive b. 
LEMMAS. Zfa,<O,bgO,anda+b~-~,thenT,-‘(a,b)~O. 
Proof. Following Trench [27], the matrix T,; :(u, b) may be partitioned 
as 
- w:, 
I t,,T,-‘(a, b)+ w”w:, ’ 
where& =l-u~T,-l(u,b)u,,w,=T,-l(u,b)u,,andu, = [u,b,O,O ,..., Olt. 
It further follows from a result of Trench that for T,(u, b) nonsingular 
t = detT,+,h b) 
” detT,(u, b) ’ 
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That t, > 0, for a < 0, b < 0, and a + b > - 4, follows from the fact that 
T,,(a, b) is irreducibly diagonally dominant, and thus det T,(a, b) > 0. As 
each entry in u, is nonpositive, it follows by induction on n that Tnw ‘(a, b) > 0 
when (a, b) lies in the triangle OPSO in Figure 2. n 
Combining this result, which deals with M-matrices, with that of Meek, 
we have as a sufficient condition for T,( a, b) to be inverse positive that (a, b) 
lies in the region bounded by XPSOX (Figure 2). This requirement imposes a 
severe constraint on the values of the parameters (a, b); Goh [8] notes this 
restriction for the Lotka-Volterra model. 
A result of Allgower [l, p. 1591 provides necessary and sufficient condi- 
tions for T,(a, b) to be positive stable. Let C denote the region bounded by 
XPSQYRX in Figure 2, described by the set of (a, b) such that 
12 21aJ-2b eitherif b<O orif b>O and lal>4b, 
and 
a2 
1>2b+4b if b>O and lalf4b. 
Note that the line b = - a/4 intersects the line b = - a - & at the point 
X=(-$,&)ontheellipsea2+8b2-4b=O. 
LEMMA 6 (Allgower). T,,(a, b) is positive stable for all positive integers n 
ifandonlyif(a,b)EC. 
In an appendix we outline an alternative proof of Lemma 6 which is based 
on a result contained in the book by Grenander and Szegij [9] concerning the 
minimum eigenvalue of a real symmetric Toeplitz matrix. Allgower’s proof 
exploits the positive definiteness of T,(a, b). [We note that as T,,(a, b) is real 
and symmetric, it is positive stable if and only if it is positive definite. Thus 
for all pairs (a, b) in C with a < 0 and b < 0, T,,(a, b) is a Stieltjes matrix for 
all positive n.] 
The above results can be sharpened so as to obtain necessary and 
sufficient conditions for T,(a, b) E 5% 
THEOREM 6. Tn(a, b) is an N-matrix for all positive integers n if and 
only if (a, b) lies in the region bounded by XPSOX. 
Proof. Assuming (a, b) belongs to this bounded region, we have that 
Tn(a, b) is inverse positive by Meek’s result and Lemma 5. Also T,( a, b) is 
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positive stable as the region bounded by XPSOX is a subset of region C of 
Lemma 6. Conversely, if (a, b) is outside C, then T,(a, b) is not positive 
stable. If a > 0, then the explicit form of Z’.. ‘(a, b) shows that T3(a, b) is not 
inverse positive. Finally consider the interior of the ellipse u2 + 8b2 - 4b = 0 
(we make no restriction on the sign of a, although we only require a G 0); by 
Lemma 6, T,,(u, b) is nonsingular here. Following Meek’s [16] method, the 
first row of T,- ‘(a, b) is found by solving a difference equation with solution 
depending on the zeros of the polynomial 
bx4 + ax3 +x2 + ax + b 
a+ u2+8b2-4b 
2b 
+1 x2+x I[ a- uZ+8b2-4h 2b +1 . 1 
Let the four roots of this quartic be denoted by re”, (l/r)e - ie, (l/r)e”‘, and 
re - ie, where 0 < r * 1 and 0 < 8 < V, as all four roots are nonreal and 
distinct when u2 +8b2 -4b < 0. On letting d,, 1~ p Q n, denote the pth 
entry in the first row of T,- ‘(a, b), it can be shown that 
hm d,= e 
ip0 _ e - ip0 sin pe 
ll’M bp+l(eiO_e-iO) = bP+lsine’ 
For our range of 8, sin8 > 0, and we have b > 0. Thus from the geometry of 
the sin pt9 curve, for any given 8, there exists a p sufficiently large such that 
d, < 0, and so for n sufficiently large, T,(a, b) is not inverse positive, and 
thus T,(u, b)ti?i %. n 
On categorizing the N-matrices of Theorem 6 in terms of Figure 1, three 
distinct subsets of % are involved, depending on the parameter b. If b > 0 
(i.e., the region XPOX in Figure 2, excluding the boundary PO), T,(a, b) is in 
0 - ’ (but not in a). If b = 0 and -0.5 < a < 0, T,(u, b) is tridiagonal and 
lies in OR n 8 - ‘. For a < 0, b < 0, and a + b > - 0.5, T,,(u, b) is in G3n (but 
not in ‘3 _ ’ ). Th e verification of these results involves Theorem 1 and Lemma 
1 of Lorenz and Mackens [14], results of Meek [16] concerning the zeros of 
the polynomial bx4 + ax3 + x2 + ax + b, Theorem 5, and the Hadamard- 
Fischer inequality for totally nonnegative matrices (see, e.g., Engel and 
Schneider [S]). 
EXAMPLE 2. Let C,(u, b) denote the symmetric circulant matrix of order 
n>,5withfirstrow[l,u,b,O ,..., 0, b, a]. From a we&known expression (see, 
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e.g., Rutherford [23]), the eigenvalues of C,(a, b) are explicitly given by 
2kr 
h(kn)= 1+2acos-- 
n 
l<k<n. 
By considering several regions in the (a, b) plane, it follows that tic) > 0 for 
all n > 5 and for all k if and only if (a, b) lies in the interior of the region C 
bounded by XPSQYRX in Figure 2. 
Meek [16] has shown that C,- ‘(a, b) has only positive elements if (a, b) 
lies in the interior of the region XPOX. Since it is clear that C,,(u, b) is a 
nonsingular M-matrix if a < 0, b < 0, and 2u +2b > - 1, we obtain the 
following result. 
THEOREM 7. C,,(u, b) is un N-matrix for all n >, 5 if (a, b) lies in the 
interior of the region XPSOX or on the boundary OS (excluding the point S) 
in Figure 2. 
The N-matrices C,(u, b) of Theorem 7 he in two distinct sets in Figure 1 
depending upon the parameter b. Lemma l(i) of Lorenz and Mackens [14] 
shows that C,(u, b) is an N-matrix not contained in % U 5 - ’ if (a, b) lies in 
the interior of the region XPOX of Figure 2, and C,(u, b) lies in ?JR (but not 
in~T-‘)ifu~0,b~0,and2u+2b>-1. 
EXAMPLE 3. A condition for the class of n X n real symmetric Toephtz 
matrices R,(u) with first row [l, a, u2,. . . , an- ‘1 to be in % is derived. Unlike 
Theorems 6 and 7, this result is necessary and sufficient for each n. 
THEOREM 8. Let n > 2. Then R,(u) is an N-m&%x if and only if 
-l<u<O. 
Proof. R; ‘(a) is the tridiagonal matrix 
[l -a 
1 -a 1+u2 --a 
R,‘(u) = -J-- 
-U 1+u2 . 
l-u2 
I 0 
(see [4]). Clearly R;‘(u) 2 0 if and only if 1 <a ~0. However, by 
0 
. 1+u2 -a 
-U 1 
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Gerschgorin’s theorem the eigenvalues of R; ‘(a ) [and therefore of R J a)] are 
positive if ]a) < 1, proving the result. n 
For -1<a<Oandn>2,thematricesR,(a)arein~-’(butnotin%) 
by Theorem 5. 
EXAMPLE 4. We now consider the class of n X n real symmetric Toephtz 
band matrices S,,(u,, ,..., a,) with first row [a,,~, ,..., u,,O,O ,..., 01, 1 <r Q 
n - 1, and a, * 0, a, > 0. Lorenz and Mackens [ 141 proved that if the 
polynomial 
p2r(Z)=u,32~+ua,_,z2’-‘+ .*- +uOzr+u,xr-‘+ ..* +a, (2) 
has zeros zj=pjei@l with pi>0 and ]~~]<r/(n+2r), l<j,<2r, then 
%(a a ,..., a,) is nonsingular and S,-‘(a, ,..., u,)>,‘O. We note that, as 
S,(l,u, b)= T,(u, b), the results of [14] generalize those of Meek [16]. 
Furthermore, the results of Lorenz and Mackens are stated for arbitrary 
nonsymmetric Toephtz band matrices. 
The following result concerning the minimum eigenvalue hc”) of 
%(a a,. . . , a,) is contained in Grenander and Szegij [9, Section 9.21. 
THEOREM 9 (Grenander and Szego). As n increases, (A(“)) is a rwnin- 
creasing sequence ad 
I 
lim tin)= glb Ref(z), where f(.z) = a, +2 c ukzk. 
n-M lzl<l k=l 
Sincef(z) is analytic in If;] -C 1, Ref(z) is harmonic in ]z( < 1. As Ref(z) is 
not constant there, the glb is attained on the boundary ]z] = 1, and so 
lim Xc”)= min a,+2 i u,coskb’ 
n--to0 o<L91277 k-l 
(3) 
By combining this with the above result of Lorenz and Mackens, we obtain a 
sufficient condition for S,(uo,. . . ,a,) E 9L. 
THEOREM 10. Let n > 2 and 1 Q r < n - 1. Zf all zeros of the polynomial 
p2,( x) in (2) are positive and if z = 1 is not a zero of pz,( z), then $(a,, . . . , a,) 
is an N-matrix. 
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TABLE 2 
A SUMMARY OF THE CATEGORIZATION OF THE N-MATRICES 
OF EXAMPLES l-5 WITH RESPECT TO FIGURE 1 
Matrix 
Restrictions on 
Matrix Parameters 
Set set 
Containing Not Containing 
Matrix Matrix 
Tn(a,O) -&<U<O 
S”(%, al) See Theorem 10 I 9knO-1 
T,,(a, b), b’ 0 See Theorem 6 
R,(u) -l<u<O;n12 
S,(u e, . . . , a,), r > 2 See Theorem 10 1 
~~1 9k 
L,(u, b) See Example 5 
T-1 
9LUV1 
T,(a, b), b < 0 See Theorem 6 
C,(u, b), b < 0 See Theorem 7; % Gj -1 
also exclude a = b = 0 
C,,(a, b), b > 0 See Theorem 7 97_. 9RUS-’ 
Proof. As it follows from [14] that S,- ‘(a,, . . . ,a,) >, ‘0, it remains only 
to show that all eigenvalues of S,,( a,, . . . , a,) are positive. Using the fact that 
zk + zpk = 2coskf3 if IzI = 1, and writing 
we obtain 
e ~i’ep,,(e’B) = a, +2 c a,cosk9. (4) 
k=l 
As all zeros of ps,( x) are positive and p,,(l) * 0, the right side of (4) is of 
constant sign for 0 6 19 < 27~. That it is positive follows by considering 8 = 7r: 
a, + 2X;= i( - l)ku k > 0, since a necessary condition for all zeros of a poly- 
nomial to be positive is that its coefficients alternate in sign. Thus, by (3) 
Iim,,,X(“)> 0. n 
Clearly the N-matrices S,,( a a,. . . , a ,) of Theorem 10 are in 9 - ‘. Indeed, 
they can be shown to be in 8 ~ ’ by the following argument. If A >, tO and 
nonsingular with alnun > 0, then it can be shown that A is oscillatory. The 
result follows on using Theorem 1 of Lorenz and Mackens [14] to show that 
the (1, n) and (n,l) elements of S,‘(u,,...,u,) are positive. Thus the 
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N-matrices S,( a,, . . . , a,)liein9Rn0-1ifr=1,andinO-‘(butnotin91Z,) 
if r >, 2. 
EXAMPLE 5. Our final example also follows from a result of Lorenz and 
Mackens [14]. Their Lemma 2 states that for n >, 3, if &,(a, b) denotes the 
lower triangular Toeplitz matrix with first column [ 1, a, b, 0,. . . ,O], then 
L,‘(u,~)>~O if p>O and O<$g?r/n, where pe*‘* are the zeros of 
z2 + a.z + b. Clearly these conditions are sufficient for &(a, b) to be an 
N-matrix. With regard to Figure 1, we note that such N-matrices are in !? - ‘, 
but not in 0 - i (by Theorem 5) or Gx (as the conditions imply that b > 0). 
5. OPEN QUESTIONS 
Theorem 6.2.3 of Berman and Plemmons [5] gives fifty equivalent condi- 
tions for a matrix with nonpositive off-diagonal elements to be an M-matrix. 
Clearly their conditions lettered B, D, G, I, L, N, 0, P, and Q hold for any 
N-matrix. We know that conditions A, C, E, H, J, and M do not hold for all 
N-matrices: for example, consider 
Ql. Which other characterizations of M-matrices are properties of N- 
matrices? 
The matrix A, shows that not all N-matrices he in the class P,f of matrices 
having all principal minors nonnegative with at least one of each order 
positive. It is well known that a necessary condition for a matrix to be 
D-stable is that it is in the class PC. 
Q2. Does there exist a characterization of &table N-matrices? 
43. For what other classes of matrices can necessary and sufficient 
conditions be given so that they are N-matrices? For example, can the 
conditions of Theorem 7 be shown necessary for C,(u, b) to be an N-matrix? 
What non-Toeplitz classes can be identified in Figure l? 
NOTE ADDED. Theorem 1 of Section 2 can be combined with a result of 
M. Lewin [Totally nonnegative, M- and Jacobi matrices, SZAM J. AZg. Disc. 
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Meth. 1:419-421 (1980), Corollary l] to give the following. If A is an 
N-matrix, then A E Gilt n 5 - ’ if and only if A is tridiagonal, and A E % f’ 
0 -’ if and only if A is tridiagonal with all super- and subdiagonal elements 
negative. 
APPENDIX. AN ALTERNATIVE PROOF OF LEMMA 6 
If ti”) denotes the minimum eigenvalue of T,(a, b), then it is clear from 
Theorem 9 and Equation (3) that 
where g( 0) = 1-t 2acos 8 + 2bcos28. The proof is based on the following. 
LEMMA 7. Let tin) be the minimum eigenvalue of T,(a, b). Then 
hrn x’“‘= - a2+8b2-4b 
4b if n+m I I 
2 ~1 and b>O; 
otherwise 
brn A’“‘= 
1+2(a+b) if a<O, 
tl+OO 1+2(b-a) if a<O. 
Proof. Setting the derivative of g(B) equal to zero implies that either 
cos 8 = - a/(4b) or sin8 = 0. So (5) and elementary calculus prove the 
result. n 
We also require an expression for the determinant of T,,(a, b), when 
b * 0, which we now develop using some results of Rutherford [23]. For any 
fixed n >, 2, denote the elements of T,(a, b) by tii and define Q,,(a, b) = [yij] 
where qij = tij, except that qll = t,, - b, qnn = t,, - b, b * 0. Firstly, using 
the addition theorem for determinants and defining det T, = det Q0 = 0, 
det Q1 = l -2b, we have 
detT,(u,b)= t (n-m+l)b”-“detQ,(a,b). (6) 
m=O 
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But Q,(a, b) can be written as the product of two symmetric tridiagonal 
Toephtz matrices: Q,(a, b) = bP,(x)P,(y), where P,(x) has first row 
[x,1,0,..., 01, and x, y are solutions of the quadratic z? - (a/b)2 + ( - 2 + 
l/b) = 0. The determinant of P,(r) is well known (see, e.g., Rutherford [23]), 
and evaluating the product for m > 2 gives 
detQ,,(a,h)=2”fi (i-ucos*+bcoss). 
m+l (7) k=l 
Substituting into (6) gives a formula for det T,,(u, b) when b * 0. 
At the point X = ( - $, $), we have x = y = - 2 and det Q, = (m + l)‘/Sm. 
The particular matrix T,( - $,i) has been considered by Hoskins and Ponzo 
[12] and AUgower [2] in their studies of band matrices. Their explicit formulas 
confirm that T,( - $, Q) is inverse positive, and give the determinant of this 
matrix as f(n + l)(n +2)2(n +3)/6”+‘, a result which can also be obtained 
from (6). Finally note that by using the result of Trench [27] contained in the 
proof of our Lemma 5, we have 
n-1 
detZ”(u, b) = n [(l,l) element of Tj;:(u, b)]-‘, 
j=l 
when T,,( a, b) is nonsingular, which is a result given by Robin [21]. 
Proof of Lemma 6. We first show that if (a, b) E C, then T,,(u, b) is 
positive stable. Lemma 7 gives values for the nonincreasing sequence (8”)) in 
each of three regions in parameter space. Examination of each shows 
lim n _ m h’“) > 0 for each point interior to C. A zero eigenvalue on PS and SQ 
is not possible, as TJu, b) is irreducibly diagonally dominant on these 
boundaries. By Meek’s [16] result, a zero eigenvalue cannot occur on the 
boundary XP [as T,(u, b) is nonsingular there]. To eliminate the possibility of 
a zero eigenvahre on the other parts of the boundary of C, we use the 
expression (6). On XRY, the upper part of the ellipse u2 + 8b2 - 4b = 0, 
Equation (7) shows that for m > 2, det Q,(u, b) > 0, with equality iff 
cos_-__+ wl-2Y2 kr U 
m+l 4b - 2 ’ 
l<k,<m. 
Hence, since det Q,,(u, b) > 0 and det Qr(u, b) a 0, it follows from (6) that 
det Tn(u, b) > 0 for all finite n; and SO zero is not an eigenvahre on this section 
of the boundary of C. Finally, consider QY where a = b + t, 0 < b Q 8. On 
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where 
h,(b)=+b-(b++os; klr +2bcos2- 
m+l’ 
Clearly hk(0) > 0, and since the zeros of the quadratic function 2bf12 
-(b++)/3+$-b are greater than or equal to 1 for 0 < b < 2, we have 
hk( b) > 0 on QY. This implies det T,( a, b) > 0 on this line, and completes the 
boundary of C. 
The proof of Lemma 6 is completed by showing that if (a, b) @ C, then 
there exists n > 2 for which T’(a, b) has a nonpositive eigenvalue. This 
follows from Lemma 7 and by noting that for (a, b) exterior to C, 
lim n ~ m xc”) < 0. n 
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