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In this paper two discontinuous Galerkin isogeometric analysis methods are developed and 
applied to the ﬁrst-order form of the neutron transport equation with a discrete ordinate 
(SN ) angular discretisation. The discontinuous Galerkin projection approach was taken on 
both an element level and the patch level for a given Non-Uniform Rational B-Spline 
(NURBS) patch. This paper describes the detailed dispersion analysis that has been used to 
analyse the numerical stability of both of these schemes. The convergence of the schemes 
for both smooth and non-smooth solutions was also investigated using the method of 
manufactured solutions (MMS) for multidimensional problems and a 1D semi-analytical 
benchmark whose solution contains a strongly discontinuous ﬁrst derivative. This paper 
also investigates the challenges posed by strongly curved boundaries at both the NURBS 
element and patch level with several algorithms developed to deal with such cases. Finally 
numerical results are presented both for a simple pincell test problem as well as the 
C5G7 quarter core MOX/UOX small Light Water Reactor (LWR) benchmark problem. These 
numerical results produced by the isogeometric analysis (IGA) methods are compared and 
contrasted against linear and quadratic discontinuous Galerkin ﬁnite element (DGFEM) SN
based methods.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Solving the neutron transport equation numerically over heterogeneous PWR models remains a challenge to the reactor 
physics community. This is due in large part to the seven-dimensional phase space of the problem, with solution ﬁdelity re-
quired in energy, direction and space, as well as time in transient problems. Traditional techniques for solving the transport 
equation involve homogenisation [1,2] of the complex spatial features into cartesian grids, on which either the diffusion 
equation can be solved or diamond differencing methods [3] can be used.
If the geometric features are to be modelled directly, DGFEM is a commonly used approach. DGFEM is a now standard 
numerical discretisation technique that has been applied to a diverse variety of physical phenomena from radiation transport 
[4,5] and heat transfer to ﬂuid dynamics [6]. DGFEM was originally developed and applied to the discretisation of the 
ﬁrst-order form of the neutron transport equation with a discrete ordinate angular discretisation [5]. The solutions of the 
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(≥ C0 continuous). Although DGFEM can exhibit oscillatory solutions in some extreme regimes, such as material interfaces 
with optically thick cells, these oscillations are bounded [6].
One of the principal advantages of the ﬁnite element method is that it can model a wide range of complex geometries 
using basic geometric primitives such as triangles and quadrilaterals in two dimensions and pyramids, prisms, hexahedra 
and tetrahedra in three dimensions [7]. Finite element based technologies rely upon the use of automatic mesh generation 
software that take underlying computer aided design (CAD) descriptions, such as NURBS, that describe the surfaces bound-
ing solid objects, and discretise them into the aforementioned basic geometric primitives [7]. However, there are several 
issues and problems that arise through the use of automatic mesh generators. One of the major issues is that the under-
lying geometry is often not exactly reproduced when it is discretised into basic geometric primitives such as triangles or 
tetrahedra as these usually are linear elements with straight or planar sides [7]. Another issue is that NURBS patches will 
often have gaps between them which require an automatic CAD repair programme that will generate a NURBS description 
suitable for use by automatic mesh generators [8]. The preservation of geometry is of critical importance when dealing 
with reactor physics problems as the polygonal approximations to the geometry produced by ﬁnite element meshes must 
preserve the ﬁssile mass or the criticality solutions will be inaccurate [9,10]. Usually this is remedied by locally modify-
ing the mesh to preserve the ﬁssile mass but this can be problematic for very complex geometries. The use of polyhedra 
with straight or planar surfaces means that the NURBS surfaces are not exactly represented in the resulting mesh. Even 
higher-order spectral elements cannot represent all NURBS surfaces exactly and there are also many issues associated with 
generating higher-order ﬁnite element meshes [11].
Recently, a new numerical discretisation technique has been developed which makes use of the underlying NURBS rep-
resentation typically found in CAD software packages. This numerical discretisation method is called isogeometric analysis. 
IGA is similar in form to the ﬁnite element method (FEM) [6] and spectral element method [12] in that a discretisation of 
the weak form of a partial differential equation is used to form a matrix system of equations. However, instead of using 
standard Lagrange or spectral basis functions for the shape and test functions used to discretise the weak form of the PDE, 
the underlying NURBS basis functions are used instead [13]. The advantages of this approach are manifold and include; 
improved continuity (≥ C0 continuous), exact representation of the underlying NURBS geometry on the coarsest level of 
discretisation, as well as exact representation of the geometry as the mesh is reﬁned [13].
So far IGA has been applied to a wide variety of different physical phenomena, including computational solid dynamics 
problems [13], computational ﬂuid dynamics [13] and coupled solid–ﬂuid interaction problems [14]. A variety of different 
IGA discretisations have been developed. Initially these were restricted to Bubnov–Galerkin type IGA discretisations for 
elliptic systems [13]. However, for the advection–diffusion problems, associated with solving the Navier–Stokes equations, 
variational multiscale IGA discretisations have been developed [13]. More recently, discontinuous IGA methods have been 
developed for elliptic systems of equations [15].
As yet, no discontinuous IGA methods have been developed for hyperbolic systems of equations. While this paper focuses 
on neutron transport problems, the spatial discretisations presented are equally applicable to other hyperbolic systems, 
particularly those that already use DGFEM. Examples of such systems include the Euler equations of gas dynamics [16], the 
compressible Navier–Stokes equations [17] and radiative heat transfer [6].
Following on from Hall et al.’s work using IGA with the diffusion equation [18], this work investigates the application 
of this spatial discretisation to the ﬁrst order form of the discrete ordinates equations. The remainder of this paper is 
organised as follows. Section 2 explains the underlying concepts of isogeometric analysis methods and the NURBS basis 
functions the method uses. Section 3 derives the discrete ordinate equations from the neutron transport equation as well 
as the weak form of the equation that is to be spatially discretized using the IGA method. The two different shape and 
test function spaces over which the discontinuous Galerkin isogeometric method discretises the weak form of the angularly 
discretised neutron transport equation are also described in this section. Section 4 contains the theory behind the dispersion 
and diffusion analysis of both schemes for a simple one-dimensional homogeneous problem. Section 5 contains the graph 
theory analysis that is required in order to select the correct sweep ordering for the elements in the sweep based solution 
algorithm. It also explains two approaches for dealing with cycles as well as the behaviour of the schemes when an average 
normal vector is used on element boundaries. Section 6 presents numerical results of applying the resulting discontinuous 
Galerkin isogeometric analysis method to a variety of veriﬁcation test cases.
2. Isogeometric analysis
Isogeometric analysis was originally introduced as a means of developing discretisation methods that were closely related 
to the underlying geometrical representation within the CAD software [13]. The objective of the development of IGA is to 
seamlessly link the geometrical description and analysis of engineering problems in order to reduce the time required in the 
design and analysis cycle. The largest proportion of the design and analysis cycle is usually taken up by developing analysis 
suitable NURBS representations that are free of gaps which can then be meshed using ﬁnite element mesh generators. 
This is particularly true if the solution method requires adaptivity in the spatial mesh. If there are curved boundaries in 
the geometry, the CAD model may have to be revisited every time the mesh changes to generate a new one, or if the 
solution domain varies in time for the same reason. The mesh generation process itself is also very challenging for complex 
domains. In addition, the resulting mesh often does not exactly represent the underlying NURBS geometry. This can cause 
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solution [9].
IGA closes the gap between the geometrical description and analysis of engineering problems by utilising the NURBS 
representation found in CAD software in the discretisation of the weak form of the governing equations for the physical 
phenomena being modelled. As IGA utilises NURBS, the method can represent a wide variety of geometrical shapes exactly, 
such as circles and ellipses in two dimensions; and spheres, cylinders and other quadric surfaces in three dimensions [19]. 
These are all geometric primitives that are typically found in reactor physics and shielding problems. Even higher-order ﬁnite 
element representations and spectral elements have issues representing the wide variety of shapes that can be described 
using NURBS [7,11]. Another important advantage of IGA is that it does not depend upon an ancillary mesh generator as long 
as an analysis suitable NURBS representation of the geometry is given. IGA also exactly represents the underlying geometry 
at the coarsest level of discretisation, which is unlike FEM that requires further reﬁnement of the mesh to represent the 
geometry more accurately. However, it is important to note that creating solid NURBS objects from the surface NURBS 
descriptions generated by CAD programs is still an active area of research. Finally, another important advantage of IGA is 
that parameterisation of the physical space from the parametric space does not change under h or p reﬁnement, allowing 
local adaptive reﬁnement to be performed more easily [13].
2.1. B-Splines
B-Spline curves are completely deﬁned by 3 properties [19]:
1. A polynomial order p. Here we will follow the convention in Ref. [13] that order and degree are synonymous, as in the 
ﬁnite element literature.
2. A set of n control points {Bi : i = 1, . . . , n}, where n is the number of basis functions deﬁning the B-Spline curve.
3. A knot vector , which is simply a sequence of non-decreasing real numbers. The length of a knot vector is deﬁned to 
be the number of values, including repeats, in . Open knot vectors will be used in the remainder of this paper. For 
open knot vectors the ﬁrst and last knot value are repeated p + 1 times. In this case, the knot vector will be of length 
n + p + 1,  = (ξ1, ξ2, . . . , ξn+p+1).
Together these properties deﬁne a one-dimensional B-Spline patch. A knot vector is said to be uniform when the knot 
points are equally spaced, and non-uniform otherwise [19]. The basis functions in parametric space are completely deﬁned 
by their polynomial order and knot vector. The knots in the knot vector partition the B-Spline patch into knot spans. The 
knot spans of the knot vector are similar in concept to traditional “elements” in FEM, in that they are points of reduced 
continuity. If a knot point appears only once in a knot vector then it is called a simple knot and the continuity of the 
B-Spline basis functions is C p−1 at this point. If a knot point occurs m times where m > 1 then the knot point is a called 
a multiple knot of multiplicity m. Every additional knot point inserted at a pre-existing knot point reduces the degree of 
continuity at that repeated knot value by one; therefore the continuity of the B-Spline basis functions at a given knot point 
becomes C p−m [19]. If basis function i of polynomial order p is denoted by Ni,p(ξ), then the basis functions are given by 
the following Cox–de Boor recursion formula [20,21] for p = 0:
Ni,0(ξ) =
{
1 if ξi ≤ ξ < ξi+1.
0 otherwise
(1)
and for p ≥ 1
Ni,p(ξ) = ξ − ξi
ξi+p − ξi Ni,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1 Ni+1,p−1(ξ) (2)
These basis functions form a partition of unity at all values of ξ within the knot vector [19], that is:
n∑
i=1
Ni,p(ξ) = 1 ∀ξ ∈ [ξ1, ξn+p+1] (3)
They also have compact support, with each basis function spanning at most p + 1 elements. In addition, the basis 
functions are interpolatory at the end points of the knot vector, such that Ni,p(ξ1) = δi,1 and Ni,p(ξn+p+1) = δi,n . The basis 
functions are also pointwise non-negative, which means that every term in a mass matrix is also non-negative, which can 
be useful for mass lumping schemes [22].
Fig. 1 shows a graph of the quadratic B-Spline basis functions formed from a prescribed knot vector. The graph illustrates 
that B-Spline basis functions typically have support over multiple knot spans, i.e. the support of Ni,p(ξ) is the interval 
[ξi, ξi+p+1]. The B-Spline basis functions are always C∞ continuous within knot spans. However, as stated above the internal 
knot points can be repeated in order to reduce the continuity of the basis function at the repeated knot point in parametric 
space to C p−m . Fig. 2 shows an example of quadratic B-Spline basis functions with a prescribed knot vector which has 
a repeated internal knot point at ξ = 0.4. If the multiplicity of the knot point m = p, the B-Spline basis functions are C0
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Fig. 2. Quadratic B-Splines with reduced continuity at ξ = 0.4. The continuity could be C0, with  = (0, 0, 0, 0.4, 0.4, 1, 1, 1), representing a continuous 
solution at  = 0.4 (this is the basis function numbering used in the legend). Alternatively, the continuity could be C−1, in which case there will be 
two separate patches, with knot vectors  = (0, 0, 0, 0.4, 0.4, 0.4) and  = (0.4, 0.4, 0.4, 1, 1, 1) respectively. In this case the numerical solution would be 
upwinded across the boundary ξ = 0.4 depending on the direction of neutron travel.
continuous at that knot point. If the multiplicity of the knot point is m = p +1 the B-Spline basis functions are discontinuous 
at that knot point and as a result two separate B-Splines patches are formed.
The derivatives of B-Splines can also be represented in terms of lower order B-Splines due to the recursive nature of 
their construction as follows [19]:
d
dξ
Ni,p(ξ) = p
ξi+p − ξi Ni,p−1(ξ) −
p
ξi+p+1 − ξi+1 Ni+1,p−1(ξ) (4)
Equations (2) and (4) can give rise to terms of the form 0/0, in which case the term is deﬁned to be zero.
B-Spline curves in real space are then deﬁned by giving each basis function a corresponding control point and summing 
the products of the two as follows:
C(ξ) =
n∑
i=1
Ni,p(ξ)Bi (5)
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dimensions, polynomial orders p and q, knot vectors  = (ξ1, ξ2, . . . , ξn+p+1) and H = (η1, η2, . . . , ηm+q+1) and a control 
net {Bi, j : i = 1, . . .n and j = 1, . . . , m} are used to construct B-Spline surfaces as follows:
S(ξ,η) =
n∑
i=1
m∑
j=1
Ni,p(ξ)M j,q(η)Bi, j (6)
where the Ni,p are as above and the M j,q are deﬁned in the same way using polynomial order q and knot vector H . In three 
dimensions, we add another parametric direction with polynomial order r, knot vector Z = (ζ1, ζ2, . . . , ζl+r+1) and changing 
to a control lattice {Bi, j,k : i = 1, . . . , n, j = 1, . . . , m and k = 1, . . . , l} to get the volume:
V(ξ,η, ζ ) =
n∑
i=1
m∑
j=1
l∑
k=1
Ni,p(ξ)M j,q(η)Lk,r(ζ )Bi, j,k (7)
The partition of unity, compact support and pointwise positivity of the basis functions extends into two and three 
dimensions as a direct result of the one dimensional case combined with the tensor product structure of the two and three 
dimensional basis functions.
2.2. NURBS
NURBS are constructed from B-Splines by associating a weight with each control point, denoted by wi , wi, j and wi, j,k
in one, two or three dimensions respectively. One dimensional NURBS basis functions of order p are then deﬁned by [19]:
Rpi (ξ) =
Ni,p(ξ)wi∑n
iˆ=1 Niˆ,p(ξ)wiˆ
(8)
with NURBS curves given by:
C(ξ) =
n∑
i=1
Rpi (ξ)Bi (9)
The rational part of the name NURBS comes from the division by B-Splines. Two and three dimensional basis functions 
are then deﬁned as follows, with the surfaces and solids constructed from them derived analogously to equation (9):
Rp,qi, j (ξ,η) =
Ni,p(ξ)M j,q(η)wi, j∑n
iˆ=1
∑m
jˆ=1 Niˆ,p(ξ)M jˆ,q(η)wiˆ, jˆ
(10a)
Rp,q,li, j,k (ξ,η, ζ ) =
Ni,p(ξ)M j,q(η)Lk,r(ζ )wi, j,k∑n
iˆ=1
∑m
jˆ=1
∑l
kˆ=1 Niˆ,p(ξ)M jˆ,q(η)Lkˆ,r(ζ )wiˆ, jˆ,kˆ
(10b)
2.3. Physical, parametric and parent spaces
For analysis purposes, numerical integration must be performed over knot spans, which are equivalent to elements 
in FEA. As in FEA, these elements in parametric space are mapped from a canonical reference element, which in IGA is 
a [−1, 1]d line, square or cube in d dimensions [13]. This reference element is then mapped to the parametric elements, 
formed by the tensor products of the knot spans in each parametric dimension. These parametric elements are then mapped 
to the physical space, forming the mesh for analysis purposes as demonstrated in Fig. 3. Gaussian quadrature rules using 
p + 1, q + 1 and r + 1 abscissae are used in each parametric direction to construct local mass matrices and other similar 
objects. If the weights deﬁning the NURBS are all equal then within each element the basis functions will be polynomials 
and this quadrature will integrate them exactly. If the functions are rational then this quadrature will not be integrating 
the basis functions exactly. However, the denominator from equations (8), (10a) and (10b) does not change under mesh 
reﬁnement or order elevation. The Jacobian of the mapping from parametric space to real space is also invariant with 
regard to mesh reﬁnement or order elevation. Therefore as the mesh is reﬁned, the rational basis functions are better 
approximated by non-rational polynomials, and the errors introduced by this inexact integration rapidly become negligible 
[23].
3. Discrete ordinates & weak form
The steady state neutron transport equation with multiplication factor keff and isotropic scattering and ﬁssion sources is 
given by [24]:
 · ∇ψ(r,, E) + t(r, E)ψ(r,, E) = Q (r, E) (11)
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where r is a point in the physical domain V ,  is the direction of neutron ﬂight given by a vector on the unit sphere, E is 
energy, ψ is the angular neutron ﬂux and t is the macroscopic absorption cross-section.
The source term Q (r, E) is given by:
Q (r, E) =
∞∫
0
dE ′s(r, E ′ → E)φ(r, E ′) + χ(E)
keff
∞∫
0
dE ′ν(E ′) f (r, E ′)φ(r, E ′) (12)
where s(r, E ′ → E) is the macroscopic scattering cross-section from energy E ′ to energy E , χ(E) is the neutron emission 
spectrum due to ﬁssion, ν(E) is the average number of neutrons emitted per ﬁssion at energy E and  f (r, E) is the 
macroscopic ﬁssion cross-section.
The energy dependence of the equation is dealt with by the multigroup method in which the energy dependence in 
equations (11) and (12) is split into discrete energy groups. The multigroup equations can then be written as:
 · ∇ψ g + gt ψ g =
G∑
g′=1

g′→g
s φ
g′ + χg
keff
G∑
g′=1
ν g
′

g′
f φ
g′ for g = 1, . . . ,G (13a)
φg(r) =
∫
4π
dψ g(r,) (13b)
where φg , gt , 
g′→g
s , χg , ν
g and gf are now all purely functions of space r, while ψ
g is a function of space and angle . 
The discrete ordinates angular discretisation then splits the angular dependence of the multigroup equations into directions 
k , along which equation (13a) is solved for the ψ
g
k (r) = ψ g(r, k), with k ranging from 1 to N . Each ordinate also has 
a corresponding quadrature weight wk for performing angular integrals, which gives an approximation to the group scalar 
ﬂux:
φg(r) ≈
N∑
k=1
wkψ
g
k (r) (14)
As the projection and solution methods are analogous, the weak form of the one group discrete ordinates equations will 
be derived here. Dropping the g superscripts, these are given by:
k · ∇ψk(r) + t(r)ψk(r) = s(r)4π φ(r) +
1
keff
ν(r) f (r)
4π
φ(r) (15)
for k = 1, . . . , N . Two different discontinuous Galerkin spatial discretisations were then applied to these equations. In the 
ﬁrst, the basis functions were discontinuous between every element in the mesh, similar to a DGFEM approach. This method 
will be referred to as the Fully-Discontinuous Galerkin or FDG approach. In the second, the basis functions are continuous 
within each patch, and discontinuous only on patch boundaries. This method will be referred to as the Patch-Discontinuous 
Galerkin or PDG approach. See Fig. 4 for a graphical representation of the difference. The rationale behind this discretisation 
is that one of the causes of spurious numerical artefacts in spatial discretisations of the discrete ordinates equations is the 
presence of adjacent materials that have signiﬁcant differences in material properties e.g. scattering materials adjacent to 
highly absorbing materials. Therefore, allowing the solution to be discontinuous at these points could provide improved 
numerical robustness and reduce the magnitude of these spurious numerical artefacts. In the following discussion, element 
will be used to refer to an element in the FDG method and a patch in the PDG method.
As with traditional DGFEM, equation (15) is multiplied by a test function v(r) ∈ H1(Ve) and then integrated over a 
subset of the spatial domain Ve . In the PDG scheme, Ve is the entire patch. This patch may have had knot insertions so 
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functions are discontinuous across the red lines, while dashed black lines represent knot insertions across which the solution is still continuous. (For 
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
that it contains multiple elements, but the solution is at least C0 everywhere in Ve . In the FDG scheme Ve is an individual 
element in which the solution is C∞ everywhere, as with DGFEM. For brevity Ve will be referred to as an element for the 
remainder of the section.
∫
Ve
drvk · ∇ψk +
∫
Ve
drtψkv = 14π
⎛
⎜⎝∫
Ve
drsφv + 1
keff
∫
Ve
drν f φv
⎞
⎟⎠ (16)
The divergence theorem is then applied to the ﬁrst term of equation (16), yielding:∫
Ve
drvk · ∇ψk =
∫
e
dSvψkk · n−
∫
Ve
drψkk · ∇v (17)
where e is the boundary of element Ve , and n is the outward pointing unit normal to this boundary. Deﬁning the two 
inner products (u, v) := ∫Ve dru(r)v(r) and 〈u, v〉 := ∫e dSu(s)v(s), combining this notation with equation (16), substituting 
in (17) and utilising the fact that the cross-sections and external source term are constant within an element, we get:
−k · (ψk,∇v) + t(ψk, v) +k · 〈ψk, vn〉 = 14π
[
s(φ, v) + 1
keff
ν f (φ, v)
]
(18)
To deal with the boundary integral term, it is necessary to split the element boundary e into inﬂow and outﬂow 
portions; the inﬂow boundary, where k · n < 0 is denoted by −e , while the outﬂow boundary where k · n > 0 is denoted 
by +e . By deﬁning two additional inner products 〈u, v〉+ =
∫
+e dSu(s)v(s) and 〈u, v〉− =
∫
−e dSu(s)v(s), the boundary 
integral term can be rewritten as:
k · 〈ψk, vn〉 =k · 〈ψk, vn〉+ +k · 〈ψk, vn〉− (19)
As in traditional DGFEM SN [4], the outﬂow integral over +e is performed using the ﬂux from within the element in 
the FDG scheme or patch in the PDG scheme. The inﬂow integral over −e is fully upwinded using the ﬂux ψadj from the 
adjacent element in the FDG scheme or patch in the PDG scheme. If −e is on the physical domain boundary, ψadj is instead 
determined by the appropriate boundary condition. Equation (18) can then be rewritten as:
−k · (ψk,∇v) + t(ψk, v) +k · 〈ψk, vn〉+ = 14π
(
s(φ, v) + 1
keff
ν f (φ, v)
)
−k · 〈ψadj, vn〉− (20)
In traditional DGFEM, element faces are either planar, or a lumped normal vector is used so that they can be treated as 
such, in which case ±e will be the union of whole faces of the element. The strongly curved element boundaries in IGA 
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employed to deal with integration over these partial element faces is explained in Section 5.
A solution ψk ∈ H1(Ve) is then sought such that equation (20) holds ∀v ∈ H1(Ve). The isoparametric concept is followed, 
in which the solution representation uses the basis functions that represent the geometry. A Galerkin projection is then 
performed within the element, such that:
v(r) = RA(r) for A = 1, . . . ,nnp (21a)
ψk(r) =
nnp∑
B=1
ψ Bk RB(r) (21b)
φ(r) =
nnp∑
B=1
φB RB(r) where (21c)
φB =
N∑
k=1
wiψ
B
k (21d)
where there are nnp basis functions within the element. The weight functions R A and the trial functions RB are taken from 
the same space, the NURBS used to describe the geometry. Deﬁning mass, streaming and boundary matrices such that:
M{A,B} = (RB , RA) (22a)
Sx{A,B} =
(
RB ,
∂RA
∂x
)
(22b)
S y{A,B}
=
(
RB ,
∂RA
∂ y
)
(22c)
Pk{A,B} =k · 〈RB , RAn〉
+ (22d)
and deﬁning solution vectors ψk and φ in the obvious way from equations (21b) and (21c) respectively, equation (20) can 
be written in the compact form:[
−μk Sx − ηk S y + tM + Pk
]
ψk =
1
4π
(
s + ν f
keff
)
Mφ −ψadj (23)
where k = (μk, ηk) in two spatial dimensions and ψadj{A} =k · 〈ψadj, RAn〉− . Deﬁning:
L : = −μk Sx − ηk S y + tM + Pk (24a)
=⇒ Lψk =
1
4π
(
s + ν f
keff
)
Mφ −ψadj (24b)
This matrix equation can then be solved for each element in the FDG scheme or patch in the PDG scheme.
4. Dispersion and diffusion analysis
A key question when assessing the stability of a spatial discretisation is the ability of that scheme to propagate a travel-
ling wave solution. In the highly heterogeneous geometries found in reactor physics it is diﬃcult to perform such analysis. 
However the spatial discretisations presented in this paper could be readily applied to problems where this is not the case, 
such as the Euler equations of gas dynamics [16] and so the analysis is included here. Differences from the true solution 
appear in two forms:
• Dispersive errors, in which the numerical speed of the wave differs from the true solution.
• Diffusive errors, in which the wave becomes “smeared” over the spatial domain as it is propagated.
A common method for analysing the properties of a spatial discretisation within this context is Eigensolution Analysis 
(ESA). In this method, the wavenumber k can be shown to behave like a modiﬁed wavenumber k∗ under the discretisation. 
Dispersive errors are then related to the difference between the real part of k and k∗ , while diffusive errors are attributed to 
the magnitude of the imaginary part of k∗ (which is zero for k) [25]. The analysis, based on that in [26] and [27], proceeds 
as follows.
Consider a one group, homogeneous, pure absorber problem in one spatial dimension with periodic boundary conditions, 
that has been angularly discretised using the discrete ordinates method:
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v
∂ψk(x, t)
∂t
+ μk ∂ψk(x, t)
∂x
+ tψk(x, t) = 0 for k = 1, . . . ,N (25)
where N is the number of ordinates being considered. As these equations are uncoupled, it is suﬃcient to consider just one 
of them. Without loss of generality, let μk > 0. The analytical dispersion relation is obtained by seeking wavelike solutions 
of the form ψk = ei(kx−ωt) and calculating ω as a function of k. In this case (and dropping the k subscripts), this yields:
− iω
v
+ iμk + t = 0 (26)
=⇒ ω = v (μk − it) (27)
Now consider a Galerkin projection onto one element of a discontinuous scheme (which is a patch in a PDG scheme, 
and a single element in a FDG scheme). Denoting the solution in that element by ψe and the test function by w(x) we get:
1
v
∫
Ve
dx
∂ψe
∂t
w + μ
∫
Ve
dx
∂ψe
∂x
w + t
∫
Ve
dxψew = 0 (28)
where the integrals are performed over the physical element Ve . Applying integration by parts to the second term, and fully 
upwinding with μ > 0 we obtain:
1
v
∫
Ve
dx
∂ψe
∂t
w − μ
∫
Ve
dxψe
∂w
∂x
+ t
∫
Ve
dxψew + μ
(
ψe(V
+
e )w(V
+
e ) − ψL(V+L )w(V−e )
)= 0 (29)
where the L subscript denotes the element to the left of the one being considered. The Bubnov–Galerkin approach is now 
taken in space, so that the basis function coeﬃcients are now functions of time rather than constants:
ψe =
nnp∑
B=1
ceB(t)RB(x) (30a)
w = RA(x) (30b)
As NURBS are interpolatory at the end points of their domain of deﬁnition and a partition of unity, by the numbering 
convention used, this implies that:
RB(V
+
e ) = δB,nnp (31a)
RB(V
−
e ) = δB,1 (31b)
=⇒ ψe(V+e ) = cennp (31c)
=⇒ ψL(V+e ) = cLnnp (31d)
=⇒ w(V +e ) = δA,nnp (31e)
=⇒ w(V −e ) = δA,1 (31f)
Combining these terms gives:
1
v
nnp∑
B=1
dceB
dt
∫
Ve
dxRB R A − μ
nnp∑
B=1
ceB
∫
Ve
dxRB
dR A
dx
+ t
nnp∑
B=1
ceB
∫
Ve
dxRB R A + μ(δA,nnpcennp − δA,1cLnnp) = 0 (32)
for A = 1, . . . , nnp. Deﬁning the width of Ve to be h, and a parent element V P = [−1, 1] over which integration will be 
performed, we can recast the integrals over this new interval:
∫
Ve
dxRB(x)RA(x) = h
2
1∫
−1
RB(ξ)RA(ξ)dξ =: h
2
M{A,B} (33a)
∫
Ve
dxRB(x)
dR A(x)
dx
=
1∫
−1
RB(ξ)
dR A(ξ)
dξ
=: S{A,B} (33b)
These integrals deﬁne the mass and streaming matrices respectively. If we additionally deﬁne the solution vectors in the 
elements to be:
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cL = {cLB}B=1,...,nnp (34b)
Substituting all of these deﬁnitions into (32), the system can be compactly expressed in matrix vector form as:
h
2v
M
dce
dt
− μSce + ht
2
Mce + μ(Rce − LcL) = 0 (35)
The R and L matrices represent the outgoing and incoming ﬂux from the cell respectively, which are deﬁned as follows:
R
i, j
= δi,nnp × δ j,nnp (36a)
L
i, j
= δi,1 × δ j,1 (36b)
Following the ESA framework, we seek solutions of the form:
ψ = ei(kx−ωt) (37)
To be precise, we seek solutions in which the expansion coeﬃcients ce are related to this solution through projection:
ceB(t) =
1∫
−1
ψ
(
xe + ξh
2
, t
)
RB(x)dξ (38a)
= ei(kxe−ωt)
1∫
−1
e
ikξh
2 RB(ξ)dξ (38b)
=: ei(kxe−ωt)αB (38c)
where xe is the centre point of element e. As xL = xe − h, this implies that:
ce = ei(kxe−ωt)α (39a)
cL = ei(k(xe−h)−ωt)α (39b)
= e−ikhce (39c)
These deﬁnitions can now be substituted into equation (35) to get:
h
2v
M
dce
dt
+ ht
2
Mce = μ(Sce − Rce + e−ikh Lce) (40)
=⇒ h
2μv
(t v − iω)Mα =
(
S + e−ikhL − R
)
α (41)
Deﬁning A = 2M−1
(
S + e−ikh L − R
)
gives the eigenvalue problem:
Aα = h
μv
(t v − iω)α (42)
where A has nnp eigenvalues λ j such that:
λ j = h
μv
(t v − iω j) (43)
The analytic dispersion relation was given by equation (27). We must now ﬁnd a modiﬁed wavenumber k∗j such that:
ω j = vμk∗j − ivt (44)
Substituting this into equation (43) we get:
λ j = h
μv
(t v − ivμk∗j − t v) = −ihk∗j (45)
Once the eigenvalues of the matrix A have been found, the real and imaginary parts of k∗j can be calculated as follows:
Real(k∗j ) = −
Imag(λ j)
h
(46a)
Imag(k∗) = Real(λ j) (46b)j h
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This system has three important features:
1. The matrix A, and therefore its eigenvalues λ j have no dependence on t . Therefore the dispersive and diffusive errors 
will be the same whatever the total cross section is, and it is suﬃcient to consider the case t = 0.
2. The matrix A also has no dependence on the ordinate μ under consideration except for the fact that it is assumed to 
be positive. As the system will be symmetric under reﬂection in the x-direction, this means that all calculations apply 
to any ordinate.
3. This system will have nnp eigenvalues, while the analytic system has just one possible wavenumber for each frequency.
5. Sweep ordering and normal averaging
As with any discontinuous Galerkin projection of the discrete ordinates equations, an order must be chosen in which to 
sweep the elements to calculate the updated solution at each iteration. This can be done using the directed graph, or digraph 
associated with the mesh for each direction k in the discrete ordinates angular quadrature set. For a particular direction, 
each vertex in the digraph represents an element in the FDG scheme or a patch in the PDG scheme. For the remainder 
of the section, both will be referred to as elements for brevity. There is an edge from vertex i to vertex j if information 
can propagate from element i to element j in the mesh. More precisely, deﬁning the boundary between element i and 
element j to be i, j , and the outward unit normal (with respect to element i) on i, j to be n, then there is an edge from 
vertex i to vertex j if k · n > 0 at any point on i, j .
A digraph G is said to contain a cycle if there exists a vertex v such that by traversing the edges of G , v can be returned 
to, whilst visiting at least one other vertex inbetween. Cycles are problematic in sweep ordering, as it becomes unclear 
which element should be solved for ﬁrst for a given ordinate if information can propagate from element i to element j and 
vice versa. This also reduces the eﬃciency of the scheme, as the solution for a direction cannot be obtained by solving for 
each element once.
Typically with straight sided ﬁnite elements in two dimensions, the resulting digraph is acyclic provided the elements 
are not too skewed (e.g. have a high aspect ratio), and so a perfect sweep ordering can be found so that the entire mesh 
can be solved completely in one transport sweep (this is not the case in three dimensions). This is not generally the case 
even in two dimensions with IGA, due to the strongly curved element boundaries, as demonstrated in Fig. 5. In DGFEM 
when curved boundaries are encountered, lumped normal vectors are typically used so that it can be treated like a straight 
sided problem [4]. However, due to the highly curved nature of the elements in IGA (particularly in the PDG scheme) this 
approach does not seem appropriate.
Cycles are the cause of the existence of Strongly Connected Components (SCCs) in the graph. An SCC is deﬁned to be 
a set of vertices {v1, v2, . . . , vn} such that there is a path from vi to v j and vice versa for all i, j ∈ {1, 2, . . . , n}. It can be 
seen in Fig. 5 that vertex 1 is one SCC, vertices 2, 3 and 4 are another SCC and vertex 5 is the ﬁnal SCC. The partitioning 
of vertices into SCCs is unique, as these sets of vertices cannot overlap. The condensation of a digraph G is formed by 
collapsing all the vertices in an SCC into a single new vertex, with edges in the condensation between these new vertices if 
there were any edges between any of the vertices in the original graph G . The condensation digraph is then acyclic, and so 
a perfect ordering of these is possible [28]. The natural question then arises of how to solve for the elements within an SCC 
before moving on to the next one.
In [4] these cycles were broken by approximating one or more face ﬂux values with those from the previous iteration. 
This requires storing the previous iteration’s angular ﬂux on reentrant faces. However even on deliberately skewed meshes 
with high angular quadrature orders, this was less than 4% of faces in their examples, and so represented little storage 
overhead. With the highly curved element boundaries present in the IGA meshes the reentrant face percentage will be 
much higher, particularly with the PDG scheme. This would require the storage of a large percentage of the angular ﬂux 
from the previous iteration, increasing memory requirements substantially.
One alternative option is to solve each SCC completely before moving on to the next one. This can be done by iterating 
over the elements within the SCC until the angular ﬂux for this direction has converged, keeping the source term constant 
and updating only the incoming ﬂux values from the neighbouring elements within the SCC. A second option is to simply 
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per direction.
In both cases an order to solve the elements within the SCC must be picked so that either the iteration to convergence is 
as eﬃcient as possible, or the outer scatter iteration is as eﬃcient as possible if each element is only being solved for once. 
To this end, the digraph for an individual SCC can be formed, simply by restricting the original digraph G to the vertices 
contained in the SCC. This will necessarily contain cycles, and so the problem becomes how to delete edges in the graph to 
remove the cycles so that a sweep can be performed. To this end, each edge in this graph is assigned a weight. The edge 
connecting vertex i to vertex j is then assigned the weight wi, j as follows:
wi, j =
∫
+i, j
k · ndS (47)
where +i, j is deﬁned to be the portion of i, j where k · n is positive. This is then a measure of how “outgoing” the 
direction  is on this boundary. The edges to be deleted are then chosen as follows. Where there is both an edge from 
vertex i to vertex j and an edge from vertex j to vertex i, the edge with the lowest weight is deleted. It can be shown 
that this is equivalent to using an average normal for i, j as follows. Deﬁning 
−
i, j to be the portion of i, j where k · n is 
negative, we have:
wi, j − w j,i =
∫
+i, j
k · ndS −
∫
+j,i
k · ndS =
∫
+i, j
k · ndS +
∫
−i, j
k · ndS (48)
=
∫
i, j
k · ndS =k ·
∫
i, j
ndS =k · n¯
Therefore wi, j > w j,i is equivalent to k · n¯ > 0 and vice versa. This makes the method analogous to a sweep ordering 
for straight sided ﬁnite elements. Therefore the resulting graph is expected to be acyclic. It is worth noting that this is not 
guaranteed by the graph theory, and so checks must be performed, although no meshes have been found for which the 
method does not work.
An associated issue is whether or not an average normal vector to an element boundary can be used, or whether normal 
vectors at each quadrature point must be used to perform element boundary integration. If an average normal vector can be 
used without a signiﬁcant loss in solution accuracy, this would greatly reduce the amount of time spent during the sweeps 
evaluating boundary integrals, and so would make the whole scheme more eﬃcient. The effect of using an average normal 
vector will be demonstrated in Section 6.3.
Tied in with this is the question of how to perform the integrals over +i, j and 
−
i, j without incurring a signiﬁcant loss 
in accuracy of the solution. As integration in ﬁnite element schemes is usually performed over the entire boundary, it is 
not immediately obvious how to perform integrals over only segments of element boundaries. In [29] this was achieved 
by splitting elements in two at the point where the direction k was tangent to the element boundary. A Discontinuous 
Galerkin method was then used separately on each of these two elements and the resulting solutions projected back onto 
the original element. However this was not found to improve accuracy over using an average normal vector in [9].
The method chosen here was to treat the integral over a partial boundary, say +i, j , as an integral over the whole 
boundary i, j in which the integrand vanishes where k · n < 0. I.e.∫
+i, j
f (S)k · ndS =
∫
i, j
g(S)k · ndS where (49a)
g(s) =
{
f (S) for k · n≥ 0
0 for k · n< 0 (49b)
As the integrand is therefore not a polynomial even in the B-Spline case, the Gaussian quadrature points used are not 
guaranteed to provide an accurate evaluation of the integral. However, as the number of quadrature points used is increased, 
it is expected that the accuracy of these partial boundary integrals will be improved as this is equivalent to approximating 
the non-polynomial integrand with a higher order polynomial.
6. Numerical results
6.1. Dispersion and diffusion analysis
The real and imaginary parts of the numerical wavespeeds k∗j are compared to the actual wavenumber k. As only the 
product kh appears in the equation for A, only this product needs to be considered. Intuitively, this corresponds to the fact 
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Fig. 7. Imaginary parts of the three eigenvalues associated with a fully discontinuous quadratic formulation, representing the diffusive behaviour of the 
scheme.
that if the wavespeed doubles but the mesh width halves, the numerical dispersion and diffusion are unaffected. The axes 
are also normalised by 1DOFs , the inverse of the number of degrees of freedom in the system. This is so that the eigenvalues 
are periodic with period 2π on this scale.
This is demonstrated in Figs. 6 and 7, where the real and imaginary parts of k∗j have been plotted for a fully discontinuous 
quadratic scheme. The “primary” mode (i.e. the one that recovers k∗j = 0 at k = 0) represents the wavenumber that is trying 
to be approximated by the scheme. The secondary modes in both the dispersive and diffusive aspects are numerical artefacts 
created by the spatial discretisation as a result of the polynomial basis functions employed being unable to exactly represent 
a single Fourier component initial condition [27], and are simply shifted versions of the primary mode. As such, all of the 
information about the secondary modes is encapsulated in the primary mode, and so only the primary mode will be 
considered from now on.
For a spatial discretisation to accurately propagate a wave, it needs to exhibit both low dispersion and diffusive behaviour. 
For dispersion, this corresponds to |k − Real(k∗j )| being small, while for diffusion it corresponds to |Imag(k∗j )| being small.
In Fig. 8 it can be observed that as the polynomial order is increased with a fully discontinuous scheme, the ability 
of k∗j to propagate the wavenumber k accurately (i.e. less dispersively) improves. In Fig. 9, it can also be seen that as the 
polynomial order is increased, the spatial discretisation becomes less diffusive, and the difference is a lot more pronounced 
for the diffusive than for the dispersive behaviour.
In Fig. 11, it can be observed that as a patch is h-reﬁned, the numerical diffusion decreases, although nowhere near as 
drastically as when the order is elevated. However, Fig. 10 shows more interesting behaviour. As more knots are inserted, 
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Fig. 9. The imaginary parts of the primary modes for fully discontinuous schemes with varying polynomial orders p.
Fig. 10. The real parts of the primary modes for a cubic patch discontinuous scheme with varying numbers of knot insertions (K.I.).
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Fig. 12. The maximum value of |kh| for which the error in the numerical wavenumber is less than 1% in both the real and imaginary parts per unit h¯, for 
various polynomial orders and numbers of knot insertions.
the dispersive behaviour initially seems to get better, but then dips below the k∗j = k line, and so it is unclear which 
discretisation is performing the best here.
A rigorous deﬁnition is needed to deﬁne which spatial discretisation is the “best” at propagating a wave. If we deﬁne 
h¯ = hDOFs , the “length” of one degree of freedom within a patch, then one such possible deﬁnition is to ﬁnd the maximum 
value of kh such that both the dispersive and diffusive errors introduced by the spatial scheme are less than 1% per h¯.
Fig. 12 clearly demonstrates that the ability of the spatial discretisations to model a travelling wave is monotonically 
improving both as the polynomial order is increased, and as the number of knot insertions is increased. However many of 
these schemes will have the same number of degrees of freedom (and therefore, roughly, the same diﬃculty to solve). For 
example, a quadratic patch with no knot insertions has 3 basis functions, as does a linear patch with 1 knot insertion.
Fig. 13 shows how various spatial schemes compare when the number of basis functions in a patch is kept constant. 
There is a general trend that increasing the polynomial order has a more positive impact than knot reﬁning the patches, 
particularly when moving from linears to quadratics. This trend is not monotonic. However, the highest order polynomial 
(i.e. with zero knot insertions, representing a FDG) scheme is consistently the best choice no matter how many degrees of 
freedom are analysed.
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Fig. 14. An invalid mesh where two boundaries of an element have crossed over, where the Jacobian determinant is positive in the red (upper right) region 
and negative in the blue (lower left) region. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version 
of this article.)
6.2. Strongly connected component convergence
In order to test the effect of fully converging the SCC’s versus solving each element only once for a given element, 
a variant of the problem from Section 6.5 was used with the randomised meshes. However, the straight sided elements 
from these meshes do not give rise to any SCC’s, and so the boundaries must be forced to be curved in order to compare 
the two solution methods. This was achieved as follows. The parameter α from Section III of [30] was allowed to vary 
between 0 and 0.3. The linear elements in this resulting randomised mesh were then order elevated to quadratic elements, 
introducing a new control point in the centre of each boundary of each element. This control point was then perturbed 
along the normal direction to the boundary it is on. The ﬁnal position of the control point CF was then calculated from its 
initial position CI by the following formula:
CF = CI + βrn (50)
where r is a random number between −1 and 1, and β is a new parameter, which was allowed to vary between 0 and 
0.5. This curves the boundary, creating SCC’s. The following results were obtained using the FDG scheme with quadratic 
elements.
By developing the mesh in this way, it is possible that some of the element boundaries could cross, as demonstrated 
in Fig. 14. A mesh that is invalid in this respect will have a Jacobian whose determinant changes sign within the element. 
These meshes were guarded against by checking that the determinant of the Jacobian did not change sign at any of the 162
quadrature points used in each element, and discarded if the determinant did change sign. This occurred for relatively few 
(α, β) pairs.
Three different metrics of mesh complexity were used, presented in Figs. 15, 16 and 17. Fig. 15 shows that the average 
size of a non-trivial SCC did not vary strongly as α and β were varied. Note that for β = 0 all of the elements have straight 
sides and therefore there are no non-trivial SCCs. However Figs. 16 and 17 demonstrate that the largest SCC in the mesh 
over all directions and the average value of the largest SCC for each direction both vary strongly with β , as well as weakly 
with α.
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Fig. 16. The change in size of the largest number of elements in an SCC over all directions as α and β vary.
Fig. 17. The change in size of the average number of elements in the largest SCC for each direction as α and β vary.
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each SCC was converged fully.
Fig. 19. The solution time as α and β vary, with 1S and CS deﬁned as in Fig. 18.
An SCC was considered to be converged if the average change in the solution was an order of magnitude lower than the 
tolerance for the scalar ﬂux in the source iteration. Fig. 18 shows that the number of matrix solves required to converge the 
system when the SCCs were converged was considerably higher than the number required when each element was solved 
only once. It can also be seen that as the number and size of the SCCs increases (i.e. as β increases), this disparity increases.
However, as the LU decomposition of the matrix for each element in an SCC was stored while this SCC was being solved, 
the average time for each matrix solve was lower when fully converging the SCCs than when each element was only being 
solved once. Fig. 19 shows that the disparity between fully converged SCCs and a single solve per element does indeed 
decrease as the mesh complexity increases. However, this is not enough to make the scheme even comparably eﬃcient.
6.3. Normal averaging
In order to test the impact of using an average normal vector on element boundaries, a variant of the problem solved in 
Section 6.2 was used. In this case, α was ﬁxed at 0, as this has no impact on the curvature of the elements, while β was 
varied from 0 to 0.3, increasing the curvature of the element boundaries. Fig. 20 shows the L2 error in the solution when 3 
and 16 quadrature points were used to integrate along the boundary, along with when an average normal vector was used 
for the β = 0 case. As all the elements have straight sides in this case, the average normal vector on an element boundary 
is exact along that boundary, and so no error is introduced in using an average normal vector.
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Fig. 21. The convergence under mesh reﬁnement when the boundary integrals are performed using 1, 3 and 16 quadrature points (QP) for β = 0.1.
Figs. 21, 22 and 23 show the same results as β is increased from 0.1 to 0.3. It can be seen that there is a negligible 
difference in the solution accuracy when using 3 or 16 quadrature points on the boundary. As the method of mesh creation 
for this problem involves only B-Splines and not NURBS, the basis functions evaluated on the boundary are polynomials. The 
integrals being performed along the boundary are of the form 
∫
i, j
R A(ξ)RB(ξ)n(ξ)dS , where RA and RB are polynomials 
of order p in ξ , while the components of the normal vector n are sums of derivatives of these basis functions, and so are 
polynomials of order p − 1. Therefore overall the integrand is a polynomial of order p + p + (p − 1) = 3p − 1. To integrate 
this exactly requires n Gaussian quadrature points, where 2n − 1 ≥ 3p − 1 =⇒ n = 3p2 when p is even or 3(p+1)2 when p
is odd. In this case p = 2, so 3 Gaussian quadrature points are required to perform the integral exactly. These integrals 
will only be exact when ±i, j = i, j . Therefore there will only be a difference between the integrals calculated with 3 or 16 
quadrature points on element boundaries where ±i, j = i, j and this appears to make a negligible difference to the solution 
accuracy.
However when an average normal vector is used (denoted by 1 QP in the ﬁgure legends), a minimum drop in accuracy 
of an order of magnitude is observed, along with a reduction in the convergence rate of the scheme. Fig. 24 shows that 
the schemes where 3 quadrature points are used for boundary integrals obtain approximately 3rd order convergence as 
expected, whereas the schemes using averaged normal vectors obtains only approximately 1st order convergence.
Fig. 25 shows the convergence of the maximum error in the angle between the average normal on an element boundary 
and the actual normals at the quadrature points that it is trying to approximate. It can be seen that for all values of β , this 
error converges only at ﬁrst order. It is hypothesised that this is causing the loss of accuracy in the schemes utilising an 
average normal vector, and that this is not a viable method.
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Fig. 23. The convergence under mesh reﬁnement when the boundary integrals are performed using 1, 3 and 16 quadrature points for β = 0.3.
Fig. 24. The convergence under mesh reﬁnement for β = 0.1, 0.2 and 0.3 when 3 quadrature points are used compared to when an average normal is used, 
along with lines demonstrating 1st and 3rd order convergence.
A.R. Owens et al. / Journal of Computational Physics 315 (2016) 501–535 521Fig. 25. The convergence under mesh reﬁnement of the maximum error in the angle between the average normal and the actual normal on an element 
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Table 1
The cross section data for the Reed Cell problem.
Material Domain t s Source
1. Fuel 0 cm–2 cm 50.0 0.0 50.0
2. Can 2 cm–3 cm 5.0 0.0 0.0
3. Void 3 cm–5 cm 0.0 0.0 0.0
4. Moderator 5 cm–6 cm 1.0 0.9 1.0
5. Moderator 6 cm–8 cm 1.0 0.9 0.0
6.4. Analytical SN comparisons in 1D
One method to test the convergence of a spatial discretisation is by computing the error between the numerical solution 
and the analytical one. Unfortunately, these are in general diﬃcult to calculate, especially in multiple dimensions. One prob-
lem for which it is possible to compute the analytical solution is the discrete ordinates equations applied to the Reed Cell in 
one spatial dimension [31]. This is a one group ﬁxed source problem designed to test the stability of spatial discretisations 
as it has highly discontinuous t values in adjacent regions.
The geometry and cross sections for the problem are given in Table 1. There is a reﬂective boundary at x = 0 cm and a 
vacuum boundary at x = 8 cm.
Using these values and a given angular quadrature set, the discrete ordinates equations can then be solved exactly using 
a symbolic algebra program. For Gaussian quadrature using 8 angles, the scalar ﬂux is given in the Appendix of [31] in terms 
of exponential and hyperbolic functions. One important point to note is that the analytical solution has a discontinuous ﬁrst 
derivative (for example at x = 3.0 cm). The scalar ﬂux solution to this problem is plotted in Fig. 26.
For a given mesh, every element was the same width. The numerical solution is then evaluated at 16 points in each 
element and a trapezoidal rule used to integrate the expression given in equation (51) to calculate the L2 error 2.
2 =
⎛
⎝ 8∫
0
(
φanalytical(x) − φnumerical(x)
)2
dx
⎞
⎠
1
2
(51)
The calculated L2 errors for both patch and fully discontinuous schemes are given in Fig. 27 at various polynomial orders 
as the mesh is reﬁned. The same errors are also plotted in Fig. 28 but on a degree of freedom basis.
Fig. 27 shows that for both schemes as either the polynomial order is increased or the mesh is reﬁned the numerical 
solution converges to the analytical solution. For polynomial orders higher than linears, the fully discontinuous scheme ex-
hibits more rapid convergence on an element width basis than the patch discontinuous scheme, and this difference becomes 
more pronounced as the polynomial order is increased. As the analytical solution has a discontinuous ﬁrst derivative at sev-
eral points in the problem domain where there are material boundaries, a full order of convergence cannot be expected 
from either of the schemes. An approximate order of convergence of each scheme is given in Table 2.
While Table 2 shows that no scheme is attaining the maximum possible order of convergence, there is a general trend 
that as the polynomial order is increased within one of the schemes the order of convergence increases. It also demonstrates 
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Fig. 27. L2 error convergence for both schemes at various polynomial orders as the mesh is reﬁned.
Table 2
Approximate orders of convergence for each scheme. These were calculated using 
the penultimate two points for each scheme from Fig. 27.
Polynomial order PDG FDG
1 2.01 1.85
2 2.86 2.86
3 3.37 3.72
4 3.47 4.33
9 5.13 5.23
that for cubic polynomials and higher, the order of convergence is greater for the fully discontinuous scheme than for the 
patch discontinuous.
However, this is not a completely fair comparison as the number of basis functions in the spatial discretisation increases 
much more rapidly as the mesh is reﬁned with the fully discontinuous scheme than for the patch discontinuous version. 
Fig. 28 shows the same error convergence as Fig. 27 but on a degree of freedom basis.
Using this metric, the patch discontinuous scheme converges much more rapidly than the fully discontinuous scheme for 
a given polynomial order. It is diﬃcult to directly compare the eﬃciency of the two schemes using either of these metrics. 
While the solution of both schemes involves sweeping through the mesh in the direction of neutron travel, the FDG scheme 
involves the solution of many small, dense linear systems, while the PDG scheme involves the solution of a few, much larger 
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and sparser linear systems. An eﬃcient method of solving these “patch matrices” has yet to be developed and so a direct 
comparison of eﬃciency cannot yet be performed. One possible method would be to take advantage of the banded nature 
of the matrices, as all of the non-zero entries lie in a ﬁnite number of bands of ﬁxed width for a given polynomial order.
6.5. Method of manufactured solutions in 2D
In multiple dimensions, it is usually more practical to use the Method of Manufactured Solutions (MMS) to assess the 
convergence properties of a spatial discretisation. This has several advantages over comparisons to analytical solutions. 
An exact solution to the transport problem does not need to be calculated, which is frequently intractable in multiple 
dimensions. Also, the desired level of smoothness of the solution can be chosen, allowing full convergence rates to be 
achieved. Frequently realistic transport problems exhibit discontinuous ﬁrst derivatives, throttling the attainable convergence 
rate of any scheme [32].
For a full treatment of MMS, see [33]. Here, a modiﬁed version of the manufactured solution presented in [30] was used 
in order to verify the order of convergence of the two different spatial schemes. Note that the manufactured solution chosen 
is for the discrete ordinates equations, not the full transport equation, and as such can be used to test only the effect of the 
spatial discretisations. The spatial domain is given by the unit square [0, 1] × [0, 1]. If the discrete ordinates equations are 
solved with N ordinates, such that the solution ψk corresponds to direction k and weighting wk , with k = (μk, ηk), then 
the manufactured solution chosen is given by:
ψk(x, y) = x2 y2(1− x2)(1− y2)(1+ μ2k + η2k ) (52a)
φ0(x, y) =
N∑
k=1
wkψk (52b)
This manufactured solution has several useful properties. Firstly, it is inﬁnitely differentiable, and therefore a spatial 
scheme can exhibit its full convergence rate. Secondly, it is equal to zero on the domain boundaries, and so a natural vacuum 
boundary condition can be used. The source term (which is now anisotropic) can then be calculated in each direction as 
follows:
Qk(x, y) = 4π(k · ∇ψk(x, y) + tψk(x, y)) − sφ0(x, y) (53)
Cross section values were chosen as in [30], so that t = 1 and s = 0.5. For a given spatial discretisation, once the 
numerical scalar ﬂux solution φnum had been calculated, the L2 error 2 was calculated by numerically integrating expression 
(54) using 162 Gaussian quadrature points per element.
2 =
⎛
⎝ 1∫
0
1∫
0
(φnum − φ0)2 dxdy
⎞
⎠
1
2
(54)
The convergence rates of the scheme were calculated on 3 different types of mesh: orthogonal grids, “randomized” grids 
and pincell-like grids.
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Fig. 30. Convergence plots for the linear hybrid schemes with varying numbers of knot insertions for the MMS problem on orthogonal grids.
The ﬁrst mesh types considered were simple orthogonal grids. The original geometry was split into 2k elements in each 
direction, for k = 3, . . .8, and the L2 error calculated for each mesh, for polynomial orders p = 1, 2 and 3. Convergence plots 
for quartic splines (and higher orders) are not presented on these grids, as they are capable of exactly representing the 
solution, and thus give an error only due to machine precision, which was veriﬁed to be the case.
The results for the pure PDG and FDG schemes are shown in Fig. 29. In this case, the PDG scheme reduces to a continuous 
Galerkin approach. Fig. 29 shows that the FDG schemes attain order p +1 convergence. The PDG scheme on the other hand, 
exhibits only order p convergence rates as the mesh is reﬁned.
A third scheme, which is a hybrid of the PDG and FDG schemes has also been implemented. In this hybrid scheme, the 
spatial domain is ﬁrst discontinuously subdivided into patches ﬁrst. These patches are then h-reﬁned with the same number 
of knot insertions in each parametric direction, maintaining C p−1 continuity at the reﬁnement positions. In this case, h was 
considered to be the distance between discontinuities in the mesh.
Figs. 30, 31 and 32 show the convergence plots for the hybrid schemes for linear, quadratic and cubic basis functions 
respectively. In all cases it can be seen that while h-reﬁning a patch does increase the accuracy of a scheme, it does not 
change the order of convergence, which is p + 1 in all cases. This suggests that for a given number of basis functions per 
element, order elevating is likely to be more beneﬁcial for accuracy than knot insertion. Fig. 33 shows the results of a 
comparison performed on this basis.
Fig. 33 demonstrates that in this case, for the same number of basis functions per patch, and therefore a comparable 
amount of computation in solving each patch, order elevation does indeed provide more accurate solutions than knot 
reﬁnement.
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Fig. 32. Convergence plots for the cubic hybrid schemes with varying numbers of knot insertions for the MMS problem on orthogonal grids.
As orthogonal grids do not accurately represent the meshes the method is to be used on, a more stringent test of the 
convergence rates of the schemes is given by a perturbed grid. An identical procedure as that used in [30] was implemented 
to generate these grids, examples of which are shown in Fig. 34.
Fig. 35 shows the convergence rates of the FDG schemes on both the orthogonal and randomised grids. It can be seen 
that identical convergence rates are obtained on the randomised grids as were obtained on the orthogonal grids, although 
for a given mesh sizing the randomised grids are slightly less accurate. The p = 4 case has also been included, as on the 
randomised grids, the basis functions are no longer capable of representing the solution exactly. They are observed to give 
5th order convergence. Plots similar to Figs. 30, 31 and 32 on randomised grids have been omitted for brevity, as they 
exhibit the same behaviour as on the orthogonal grids.
A yet more stringent test of the methods is to use a pincell-like mesh as shown in Fig. 36, incorporating both rational 
basis functions and curved boundaries. The radius of the circle was taken to be 1√
5π
, so that each patch has the same area 
and therefore the average element size is identical in all patches. The measure of h was then taken to be 1√
E
, where E is 
the number of elements in the mesh.
Fig. 37 shows the convergence plots for the PDG and FDG schemes as the mesh is reﬁned for various polynomial orders. 
All of the schemes achieved the same order of accuracy as on both the orthogonal and randomised grids. The L2 error of 
the schemes was limited to ≈ 10−12 due to a combination of the machine precision used and the condition number of the 
system.
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problem on orthogonal grids.
Fig. 34. A coarse (k = 3) and more reﬁned (k = 4) randomised mesh for the MMS problem on randomised grids with α = 0.2.
Fig. 35. Convergence plots for the FDG scheme of varying polynomial orders for the MMS problem on both orthogonal and randomised grids.
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Fig. 37. Convergence plots for the PDG and FDG schemes of varying polynomial orders for the MMS problem on the pincell meshes.
6.6. KAIST pincell
The solution used in Section 6.5 is inﬁnitely differentiable, and therefore unrepresentative of typical transport solutions. 
The theoretically achievable convergence rate on topologically regular triangular meshes is given by [32]:
‖φh − φexact‖L2 ≤ Chmin(p+1,r) (55)
where C is an arbitrary constant, h is a measure of the mesh size, p is the polynomial order of the basis functions employed 
and r is the regularity of the solution. With piecewise constant cross-sections r is at most 32 , and in the presence of voids 
or pure absorbers the exact transport solution can be discontinuous, giving r = 12 [32]. This lowers the order of convergence 
attainable with the higher order schemes for realistic problems. To test this, an individual 3.3% enriched Uranium Oxide 
pincell from the KAIST 2B Benchmark problem was used [34]. This problem features a fuel pin, an extremely thin gas gap, 
cladding and moderator, shown in Fig. 38, with seven groups. The problem was solved with an S16 level symmetric angular 
quadrature set [35], and a highly reﬁned reference solution was calculated using the FDG scheme with 50688 elements and 
5th order basis functions. In all cases the power iteration exit criteria for both the eigenvalue and scalar ﬂux were set to 
10−11.
The L2 error g for each group was then calculated using 162 Gaussian quadrature points per element on the ﬁne mesh, 
as the shape functions are now NURBS, and therefore cannot be integrated exactly with Gaussian quadrature. A total L2
error 2 was then calculated from these group values by the formula:
2 =
√√√√√ 7∑
g=1
2g (56)
The error in keff was also calculated from the eigenvalue obtained using the highly reﬁned 5th order mesh.
Fig. 39 shows how the 2 schemes converge as the mesh is reﬁned for quadratic, cubic and quartic NURBS. In contrast to 
the MMS plots, the order of convergence of the schemes does not vary signiﬁcantly as the polynomial order is increased. If 
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Fig. 39. The L2 error of the 2 schemes for various polynomial orders as the mesh is reﬁned for the KAIST pincell problem.
the measure of h is taken to be proportional to 1√
E
where E is the number of elements as in Section 6.5, the convergence 
rate is ≈ 0.7 for all of the schemes. The PDG schemes all behave very similarly, with little beneﬁt seen from increasing the 
polynomial order. The FDG schemes display a much larger gain in accuracy from increasing the polynomial order, but the 
rate of convergence does not really change. While the gradients of the lines seem to be different by the last 2 points, it is 
unclear if this is an actual difference in the rate of convergence, or an artefact of the reﬁned reference solution only having 
4 times as many elements as those that are being compared to it. Fig. 40 shows that the error in the eigenvalue exhibits 
very similar behaviour to the L2 errors.
Comparisons like Figs. 39 and 40 are not entirely fair, as there are (p + 1)2 basis functions per element in the FDG 
scheme, and therefore larger dense matrices must be solved for with higher polynomial orders than lower ones. A fairer 
comparison is the time taken for one iteration, deﬁned here to be one transport sweep for each direction and for each 
group, as this will be approximately proportional to the solution time. Timing comparisons will not be made here for the 
PDG scheme as the solution with this method requires solving fewer, much larger sparse matrices, for which an eﬃcient 
algorithm has not yet been implemented.
Fig. 41 shows the results of this comparison. It does not clearly show any particular polynomial order to be the most 
eﬃcient for this problem, although it would appear that the 4th order scheme is becoming the most eﬃcient at the highest 
reﬁnement levels. However these reﬁnement levels are far above what would realistically be used in a reactor physics 
problem, particularly for these higher order elements.
6.7. Solution of the C5G7 quarter core benchmark
The C5G7 is a quarter-core OECD transport benchmark, designed to test multigroup deterministic transport codes [36]. 
It consists of four fuel assemblies of MOX and UOX fuel, each containing a lattice of 17 × 17 fuel pins and guide tubes. 
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Fig. 41. The L2 error of various polynomial orders with the FDG scheme versus the time taken to perform a single iteration for the KAIST pincell problem.
Each pincell contains a circle of radius 0.54 cm inside a square of moderator with cell pitch 1.26 cm. These assemblies 
are surrounded on two sides by a water reﬂector, and symmetry conditions are imposed on the other two boundaries 
to simulate the presence of the rest of the core (see Fig. 42). The problem has seven groups, and two separate angular 
quadrature sets were used. In order to perform spatial convergence studies and DGFEM comparisons, an S8 level symmetric 
quadrature set was used [35]. The IGA spatial meshes used in the pins are shown in Fig. 43, while straight sided DGFEM 
meshes that were as similar as possible were also used. In the DGFEM case, the ﬁssile mass was preserved in each of the 
pins, as large errors are introduced if this is not the case. While this is trivial in 2D with circles, it is worth noting that ﬁssile 
mass preservation is automatic with IGA, which could be a potential advantage in other problems or in three dimensions. In 
the reﬂector, elements were kept square to facilitate the comparison between the IGA and DGFEM methods. These meshes 
were then compared to a reference solution calculated using quadratic IGA, utilising 1,152 elements per pincell, which 
equates to 2,164,032 elements in the whole geometry. Calculations were performed using only the FDG scheme, as the 
results from the previous sections suggest that the PDG scheme does not converge as quickly as the FDG scheme.
In all cases the power iteration exit criteria for both the eigenvalue and scalar ﬂux were set to 10−11. The reference 
calculation quantities of interest, after normalisation as in [36], are shown in Table 3.
The errors in various quantities of interest are plotted against the number of elements in the mesh in Figs. 44–47. In all 
cases once the mesh is reasonably reﬁned there is very little difference between the quadratic IGA and the quadratic FEM. 
This is to be expected, as the ﬁner the spatial mesh the closer the two schemes become as the geometry approximation 
in the FEM gets better and better. Surprisingly the exact geometry of the IGA scheme seems to have little impact from the 
third spatial mesh onwards, with signiﬁcant differences in errors only observed on the coarsest two meshes.
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Fig. 43. The 6 meshes used to study the spatial convergence of the IGA scheme on this problem. DGFEM meshes were formed that were as similar as 
possible to these for comparison purposes.
Table 3
The quantities of interest calculated using an S8 level sym-
metric quadrature set with 1,152 quadratic IGA elements per 
pincell, which equates to 2,164,032 elements in the whole ge-
ometry.
Reference result
keff 1.183960
Max pin power 2.518297
Min pin power 0.2315063
UO2-1 power 495.5315
MOX power 210.5186
UO2-2 power 139.4312
Conversely, for the same spatial mesh the linear FEM converges much more slowly to the reference solution in all 
quantities of interest. On the coarser meshes it is approximately an order of magnitude less accurate, dropping to half an 
order of magnitude on the most reﬁned meshes. Both Figs. 44 and 45 contain an anomalously accurate result on the second 
and third most reﬁned meshes respectively. In both cases this is due to a change in sign of the error, such that at some 
point the Linear FEM numerical solution crosses the reference solution in both of these quantities of interest.
An S44 triangular-Chebyshev quadrature set (1012 directions) was then used in order to get as close to the PDT calculated 
reference solution [37] as possible. Initially comparisons were performed to the MCNP reference solution [36]. However the 
maximum error in the pin powers plateaued around 0.8% as both angular and spatial ﬁdelity was increased. A much closer 
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anomalously good result with the penultimate mesh as the quadratic schemes converge monotonically to the reference solution, while the linear FEM error 
changes in sign at that point.
Fig. 45. Maximum pin power convergence as the spatial mesh is reﬁned for the C5G7 benchmark using an S8 level symmetric quadrature set. As in Fig. 44, 
the linear FEM has one anomalously good result where the sign of the error changes.
agreement was obtained with the PDT reference solution. A likely cause for the disparity between these solutions is too 
high a variance in the individual pin powers in the MCNP solution for a comparison at this level. These calculations were 
performed using the FDG scheme on the ﬁrst 2 meshes from Fig. 43, as well as the third with 1 extra knot insertion in the 
moderator patches to try and reduce the spatial error further.
These results are presented in Table 4, along with Fig. 48 for the assembly power errors. The deﬁnitions of the average 
error (AE), root mean square error (RMS) and mean relative error (MRE) are taken from the original benchmark description 
[36]. The power iteration exit criteria were set at 10−8 for both the eigenvalue and scalar ﬂux convergence.
A signiﬁcant drop in the errors in all of the measured parameters is seen between the coarse and the intermediate 
meshes in Table 4. However there is very little difference in the results between the intermediate and ﬁne meshes solutions, 
and so this mesh seems to be spatially converged for these quantities of interest for this angular quadrature set. This error 
convergence can also be seen in the pin power error maps in Fig. 49.
These results indicate that for realistic reactor physics calculations, in which the eigenvalue is required to be accurate to 
within tens of pcm and the pin power errors must be around 1%, the intermediate spatial mesh from this study would be 
suitable, and possibly even the coarsest mesh.
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Fig. 47. The average pin power error as the mesh is reﬁned for the C5G7 benchmark using an S8 level symmetric quadrature set.
Table 4
Quantities of interest with comparisons to the PDT reference solution [37] for an S44 triangular-Chebyshev angular quadrature 
set and quadratic IGA spatial discretisation.
Mesh level Coarse Intermediate Fine
Elements 7,225 37,281 149,124
Elements per pincell 5 21 84
K-effective 1.18670 1.18632 1.18630
PCM error 21 −11 −13
Maximum pin power 2.4906 2.4995 2.4995
% error −0.33 0.028 0.029
Minimum pin power 0.2323 0.2317 0.2317
% error 0.235 −0.019 −0.020
Largest pin error (%) 0.491 0.0436 0.0450
AE 0.203 0.0172 0.0180
RMS 0.235 0.0200 0.0210
MRE 0.203 0.0168 0.0176
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quadrature set.
Fig. 49. The pin power error distribution over the four assemblies for the coarsest to ﬁnest mesh from left to right for the C5G7 benchmark using an S44
triangular-Chebyshev quadrature set.
7. Conclusion
In this paper discontinuous Galerkin isogeometric analysis methods have been developed and applied within the ﬁeld 
of neutron transport; although the method is generally applicable to all hyperbolic systems of equations. The discontinuous 
Galerkin numerical discretisation schemes for IGA were developed on both the patch level (PDG) and element level (FDG). 
The numerical dispersive and diffusive properties of both schemes were compared to the dispersion relationship for a time-
dependent one-dimensional analytical hyperbolic wave equation with an absorption term and periodic boundary conditions. 
It was found that the FDG scheme exhibited lower dispersive and diffusive numerical errors than the PDG scheme on an 
equivalent mesh.
The convergence of both schemes were compared using an analytical solution to the one-dimensional Reed Cell problem, 
which is a demanding transport dominated test case. The numerical results of applying the PDG and FDG schemes to the 
Reed cell problem indicated that for basis functions that are cubic order and higher the FDG scheme exhibited a higher-order 
convergence than the equivalent PDG scheme on an element level basis. It is also important to note that the PDG scheme 
has an improved order of convergence if this comparison is performed on a degree of freedom basis. However, this then 
requires the solution of large sparse matrices.
Further analysis of the both the FDG and PDG schemes in multi-dimensions was performed using the method of manu-
factured solutions. The method of manufactured solutions, applied to both schemes using an inﬁnitely differentiable solution, 
demonstrated that the PDG scheme of polynomial order p achieved a convergence rate of p. However, the FDG scheme with 
the same polynomial order achieved a convergence rate of p + 1. For both the FDG and PDG schemes the overall accuracy 
achieved was only marginally lower when using non-orthogonal compared to orthogonal (or Cartesian) meshes. On meshes 
where elements form cycles for some or all discrete ordinate directions, solving these strongly connected components has 
been found to be ineﬃcient compared to sweeping through the mesh once in each direction.
Curved boundaries are very common in IGA meshes and the analysis of both the PDG and FDG schemes indicate that 
using an average normal vector for the surfaces of bounding NURBS volumes reduces the computational time required 
to perform the sweeps. However, using an average normal vector also reduces the order of accuracy of both schemes to 
ﬁrst-order regardless of the polynomial order of the NURBS basis functions used in the schemes. This is caused by the ﬁrst 
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of surface integration of the ﬂuxes.
Finally, two realistic reactor physics veriﬁcation benchmarks were investigated using both the PDG and FDG schemes. 
The ﬁrst veriﬁcation problem was taken from the KAIST2B reactor physics benchmark suite and consisted of a single 3.3% 
enriched uranium fuel pin from this benchmark. This problem is challenging as it consists of the fuel pin, a very thin gas 
gap and surrounding cladding and moderator. The problem was solved using an S16 level symmetric angular quadrature 
set. A highly reﬁned reference solution was calculated for the problem using the FDG scheme. The numerical results from 
applying the PDG and FDG schemes to this veriﬁcation test case indicated that both the PDG and FDG yield the same 
order of accuracy for all NURBS basis functions regardless of polynomial order. This is due to the underlying regularity of 
the transport solution in this case. However, it is important to note that the errors observed in the FDG solutions of the 
KAIST2B pincell problem are consistently lower than the corresponding PDG solutions.
The second veriﬁcation test case was the OECD quarter core C5G7 reactor physics benchmark which consists of two 
MOX fuel assemblies and two UOX fuel assemblies in a colour-set conﬁguration with a water reﬂector. Comparisons of 
the convergence rates of the FDG scheme using quadratic NURBS with linear and quadratic discontinuous Galerkin ﬁnite 
elements were performed for this veriﬁcation test case. The DGFEM meshes were locally modiﬁed to ensure that the ﬁssile 
mass of the pincells and the volumes of the moderator regions were preserved. The quadratic IGA and DGFEM schemes 
converge more rapidly for all quantities of interest, such as keff and reaction rates, than the linear DGFEM scheme, as one 
would expect. However, no discernible difference was observed in the convergence rates between the quadratic IGA and 
DGFEM solutions once more than sixty elements were used per pincell. Even on the coarser meshes the differences in 
the spatial errors between the quadratic IGA and DGFEM schemes is relatively small. However, reactor physics problems 
usually require levels of accuracy on approximately this scale. Therefore, further numerical investigations are required to 
fully ascertain the most eﬃcient scheme to reduce the numerical errors to acceptable levels for typical industrial reactor 
physics applications.
The PDG and FDG schemes for the IGA methods hold great potential for the future in that the methods can be applied 
to a wide variety of advection dominated phenomena whilst exactly modelling the underlying geometry provided by CAD 
software. The initial application of the schemes were for the neutron transport equation with application to reactor physics 
and shielding problems. However, as the neutron transport equation is essentially a hyperbolic equation, the same schemes 
could be applied to other related ﬁelds such as the Euler equations of gas dynamics [16].
The DGFEM comparisons presented here suggest that there is little to be gained in accuracy by using discontinuous IGA of 
the same polynomial order for these problems. It is suspected a cancellation of errors in the DGFEM scheme is contributing 
to this similarity, and that a greater difference would be observed in problems that are less forgiving of DGFEM’s inexact 
geometry. However the fact that IGA meshes are exact from the coarsest level of reﬁnement naturally lends itself to Adaptive 
Mesh Reﬁnement (AMR) schemes. When the elements used in a DGFEM scheme cannot exactly represent the geometry, 
AMR schemes must revisit the CAD description to reﬁne the mesh. Otherwise there is no improvement in the geometrical 
representation, which may dominate the errors in the solution. IGA does not face this restriction, and so future work will 
focus on AMR for discontinuous IGA.
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