Mond–Weir type second-order symmetric duality in multiobjective programming over cones  by Gulati, T.R. & Geeta, 
Applied Mathematics Letters 23 (2010) 466–471
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Mond–Weir type second-order symmetric duality in multiobjective
programming over cones
T.R. Gulati ∗, Geeta
Department of Mathematics, Indian Institute of Technology, Roorkee-247 667, India
a r t i c l e i n f o
Article history:
Received 13 March 2009
Received in revised form 2 December 2009
Accepted 4 December 2009
Keywords:
Nonlinear programming
Multiobjective programming
Symmetric duality
Cones
Efficient solutions
a b s t r a c t
A pair of Mond–Weir type second-order symmetric dual multiobjective programs over
arbitrary cones is formulated. Weak, strong and converse duality theorems are established
under pseudoinvexity/K–F-convexity assumptions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Dorn [1] introduced the concept of symmetric duality (in which dual of the dual is primal) in quadratic programming.
Subsequently, his results were extended to general nonlinear programs by Dantzig et al. [2] and Mond [3] for a real valued
function f (x, y), under convexity/concavity assumptions. Mond and Weir [4] proved duality relations for another pair of
symmetric dual nonlinear programsunderweaker convexity assumptions. Later,Weir andMond [5] aswell asGulati et al. [6]
generalized single objective symmetric duality to multiobjective case.
Chandra and Kumar [7] studiedMond–Weir type symmetric duality with cone constraints. The work in [7] was extended
by Khurana [8] wherein the objective function has been optimized with respect to a closed convex cone. Symmetric dual
programs have applications in the theory of games.
Mangasarian [9] introduced the concept of second-order duality for nonlinear programs. This motivated several
authors [10–19] in this field. Recently, Gulati et al. [20] studiedWolfe andMond–Weir type second-order symmetric duality
over arbitrary cones and proved duality results under η-bonvexity/η-pseudobonvexity assumptions. The study of second-
order duality is significant due to the computational advantage over first-order duality as it provides tighter bounds for the
value of the objective function. For details, one can see Mangasarian [9] and Mond [15].
In this paper, we consider Mond–Weir type second-order multiobjective symmetric dual programs over arbitrary cones
and prove duality results under generalized convexity/invexity assumptions. These results generalize the work in [7,6,8,5].
2. Preliminaries
We consider the following multiobjective programming problem:
(P) K -Minimize f (x)
subject to − g(x) ∈ Q , x ∈ S,
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where S ⊆ Rn is open, f : S → Rk, g : S → Rm, K and Q are closed convex pointed cones with nonempty interiors in Rk
and Rm, respectively. All vectors shall be considered as column vectors. Let ∇xf (∇yf ) denote the n × k (m × k) matrix of
first-order partial derivatives and ∇xyfi denote the n×mmatrix of second-order partial derivatives.
Let X◦ = {x ∈ S : −g(x) ∈ Q } be the set of all feasible solutions of (P) and f be differentiable on S.
Definition 2.1 ([8]). A point x¯ ∈ X◦ is an efficient solution of (P) if there exists no x ∈ X◦ such that f (x¯)− f (x) ∈ K \ {0}.
Definition 2.2 ([21]). The function f is pseudoinvex at u ∈ S with respect to η : S × S → Rn if for any x ∈ S,
ηT (x, u)∇f (u) = 0⇒ f (x) = f (u).
Definition 2.3. Let F : S × S × Rn → R be a sublinear functional. The function f is K–F-convex at u ∈ S if for any x ∈ S,
(f1(x)− f1(u)− Fx,u(∇xf1(u)), . . . , fk(x)− fk(u)− Fx,u(∇xfk(u))) ∈ K .
For K = R1+, the above definition reduces to F-convex functions introduced by Hanson and Mond [22].
Definition 2.4 ([23]). Let C be a closed convex cone in Rn with nonempty interior. The positive polar cone C∗ of C is defined
by
C∗ = {z ∈ Rn : xT z = 0 for all x ∈ C}.
3. Mond–Weir type symmetric duality
We consider the following pair of Mond–Weir type second-order multiobjective symmetric dual problems and establish
weak, strong and converse duality theorems:
Primal (MP):
K -minimize f (x, y)
subject to −(∇y(λT f )(x, y)+∇yy(wTg)(x, y)p) ∈ C∗2 , (1)
yT (∇y(λT f )(x, y)+∇yy(wTg)(x, y)p) = 0, (2)
λ ∈ int K ∗, x ∈ C1, (3)
Dual (MD):
K -maximize f (u, v)
subject to ∇x(λT f )(u, v)+∇xx(wTg)(u, v)r ∈ C∗1 , (4)
uT (∇x(λT f )(u, v)+∇xx(wTg)(u, v)r) 5 0, (5)
λ ∈ int K ∗, v ∈ C2, (6)
where
(i) S1 ⊆ Rn, S2 ⊆ Rm are open sets,
(ii) f : S1 × S2 → Rk is a twice differentiable function of x and y,
(iii) g : S1 × S2 → Rq is a thrice differentiable function of x and y,
(iv) λ ∈ Rk, w ∈ Rq, p ∈ Rm, r ∈ Rn,
(v) for i = 1, 2, Ci ⊂ Si is a closed convex cone with nonempty interior and C∗i is its positive polar cone.
Theorem 3.1 (Weak Duality). Let (x, y, λ,w, p) be feasible for (MP) and (u, v, λ,w, r) be feasible for (MD). Let
(i) (λT f )(., v) be pseudoinvex at u with respect to η1 for fixed v,
(ii) −(λT f )(x, .) be pseudoinvex at y with respect to η2 for fixed x,
(iii) η1(x, u)+ u ∈ C1, η2(v, y)+ y ∈ C2, and
(iv)
(
r 0
0 p
)T (∇xx(wT g)(u, v) 0
0 −∇yy(wT g)(x, y)
) (
η1(x, u)
η2(v, y)
)
5 0.
Then
f (u, v)− f (x, y) 6∈ K \ {0}.
Proof. Suppose, to the contrary, that
f (u, v)− f (x, y) ∈ K \ {0}.
Since λ ∈ int K ∗, we obtain
λT (f (x, y)− f (u, v)) < 0. (7)
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From the dual constraint (4) and hypothesis (iii),
(η1(x, u)+ u)T (∇x(λT f )(u, v)+∇xx(wTg)(u, v)r) = 0.
Using hypothesis (iv) and constraint (5) in the above inequality, we have
ηT1 (x, u)∇x(λT f )(u, v) = 0
which by pseudoinvexity of (λT f )(., v) implies
(λT f )(x, v) = (λT f )(u, v). (8)
Similarly, by hypotheses (iii), (iv), constraints (1) and (2),
ηT2 (v, y)∇y(λT f )(x, y) 5 0
and thus by pseudoinvexity of−(λT f )(x, .), it implies
(λT f )(x, y) = (λT f )(x, v). (9)
Finally, inequalities (8) and (9) yield
λT (f (x, y)− f (u, v)) = 0,
which contradicts (7). Hence the result. 
Theorem 3.2 (Weak Duality). Let (x, y, λ,w, p) be feasible for (MP) and (u, v, λ,w, r) be feasible for (MD). Suppose there
exist sublinear functionals F : S1 × S1 × Rn → R and H : S2 × S2 × Rm → R such that:
(i) f (., v) is K–F-convex at u for fixed v,
(ii) −f (x, .) is K–H-convex at y for fixed x,
(iii) Fx,u(a)+ uTa = 0 for all a ∈ C∗1 ,Hv,y(b)+ yTb = 0 for all b ∈ C∗2 ,
(iv) Fx,u(∇xx(wTg)(u, v)r) 5 0 and Hv,y(−∇yy(wTg)(x, y)p) 5 0.
Then
f (u, v)− f (x, y) 6∈ K \ {0}.
Proof. Suppose, to the contrary, that
f (u, v)− f (x, y) ∈ K \ {0}.
Since λ ∈ int K ∗, we obtain
k∑
i=1
λi(fi(x, y)− fi(u, v)) < 0. (10)
Now, by K–F-convexity of f (., v) at u for fixed v, we have
(f1(x, v)− f1(u, v)− Fx,u(∇xf1(u, v)), . . . , fk(x, v)− fk(u, v)− Fx,u(∇xfk(u, v))) ∈ K .
Using λ ∈ int K ∗ and the sublinearity of F , we get
k∑
i=1
λi(fi(x, v)− fi(u, v)) = Fx,u
(
k∑
i=1
∇x(λifi(u, v))
)
.
By hypothesis (iii) and dual constraints (4) and (5),
Fx,u(∇x(λT f )(u, v)+∇xx(wTg)(u, v)r) = −uT (∇x(λT f )(u, v)+∇xx(wTg)(u, v)r)
= 0.
Since F is a sublinear functional,
Fx,u(∇x(λT f )(u, v))+ Fx,u(∇xx(wTg)(u, v)r) = Fx,u(∇x(λT f )(u, v)+∇xx(wTg)(u, v)r) = 0,
or, using hypothesis (iv),
Fx,u(∇x(λT f )(u, v)) = −Fx,u(∇xx(wTg)(u, v)r) = 0.
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Therefore
k∑
i=1
λi(fi(x, v)− fi(u, v)) = 0. (11)
Similarly, by K–H-convexity of −f (x, .) at y, primal constraints (1), (2), hypotheses (iii), (iv) and the sublinearity of H , we
obtain
k∑
i=1
λi(fi(x, y)− fi(x, v)) = 0. (12)
Inequalities (11) and (12), yield
k∑
i=1
λi(fi(x, y)− fi(u, v)) = 0
which contradicts (10). Hence the result. 
In the following theorems (MP)λ¯ and (MD)λ¯, respectively denote the problems (MP) and (MD) when λ is fixed to be λ¯.
Theorem 3.3 (Strong Duality). Let (x¯, y¯, λ¯, w¯, p¯) be an efficient solution for (MP). Let
(i) ∇yy(w¯Tg)(x¯, y¯) be nonsingular,
(ii) the set {∇yfi(x¯, y¯), i = 1, . . . , k} be linearly independent, and
(iii) ∇yy(w¯Tg)(x¯, y¯)p¯ 6∈ span{∇yf1(x¯, y¯), . . . ,∇yfk(x¯, y¯)} \ {0}.
Then, (x¯, y¯, w¯, r¯ = 0) is feasible for (MD)λ¯, and the objective function values of (MP) and (MD)λ¯ are equal. Also, if the hypotheses
of a weak duality theorem are satisfied for all feasible solutions of (MP)λ¯ and (MD)λ¯, then (x¯, y¯, w¯, r¯ = 0) is an efficient solution
for (MD)λ¯.
Proof. Since (x¯, y¯, λ¯, w¯, p¯) is an efficient solution for (MP), by the Fritz John necessary optimality conditions of Suneja et al.
([23], Lemma 1), there exist α ∈ K ∗, β ∈ C2, γ ∈ R+, such that the following conditions are satisfied at (x¯, y¯, λ¯, w¯, p¯):
(x− x¯)T [∇x(αT f )+ (∇yx(λ¯T f )+∇x(∇yy(w¯Tg)p¯))T (β − γ y¯)] = 0 for all x ∈ C1, (13)
(y− y¯)T [(∇yf )(α − γ λ¯)+ (∇yy(λ¯T f )+∇y(∇yy(w¯Tg)p¯))T (β − γ y¯)− γ∇yy(w¯Tg)p¯] = 0 for all y ∈ Rm, (14)[
(β − γ y¯)T∇yf
]
(λ− λ¯) = 0 for all λ ∈ int K ∗, (15)
(β − γ y¯)T (∇w(∇yy(w¯Tg)p¯)) = 0, (16)
(β − γ y¯)T∇yy(w¯Tg) = 0, (17)
βT (∇y(λ¯T f )+∇yy(w¯Tg)p¯) = 0, (18)
γ y¯T (∇y(λ¯T f )+∇yy(w¯Tg)p¯) = 0, (19)
(α, β, γ ) 6= 0. (20)
Inequalities (14) and (15) yield the equations
(∇yf )(α − γ λ¯)+ (∇yy(λ¯T f )+∇y(∇yy(w¯Tg)p¯))T (β − γ y¯)− γ∇yy(w¯Tg)p¯ = 0 (21)
and
(β − γ y¯)T∇yf = 0. (22)
By hypothesis (i) and Eq. (17), we have
β = γ y¯. (23)
Now, we claim that γ > 0. Indeed, if γ = 0, then (23) gives β = 0. Therefore (21) and (23) yield
(∇yf )α = 0,
which by hypothesis (ii) gives α = 0, and thus contradicts (α, β, γ ) 6= 0. Hence
γ > 0. (24)
This together with (23) implies y¯ ∈ C2.
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Substituting for β from (23) in (21), we have
(∇yf )(α − γ λ¯) = γ∇yy(w¯Tg)p¯. (25)
Using hypothesis (iii), the above relation implies γ∇yy(w¯Tg)p¯ = 0,which in view of hypothesis (i) and (24) yields
p¯ = 0.
And thus (25) gives (∇yf )(α − γ λ¯) = 0. By hypothesis (ii), the set {∇yfi, i = 1, . . . , k} is linearly independent. Therefore
α = γ λ¯. (26)
Further, using (23), (24) and (26) in (13), we get
(x− x¯)T∇x(λ¯T f ) = 0 for all x ∈ C1. (27)
Let x ∈ C1. Then x¯+ x ∈ C1 and so (27) implies
xT∇x(λ¯T f ) = 0 for all x ∈ C1.
Therefore ∇x(λ¯T f ) ∈ C∗1 .
Letting x = 0 in (27), we obtain x¯T∇x(λ¯T f ) 5 0.
Hence (x¯, y¯, w¯, r¯ = 0) satisfies the constraints of (MD)λ¯, that is, it is feasible for the dual problem (MD)λ¯ and thus (MP)
and (MD)λ¯ have equal objective function value.
Now, suppose (x¯, y¯, w¯, r¯ = 0) is not an efficient solution for (MD)λ¯, then there exists (u, v, w, r) feasible for (MD)λ¯, such
that f (u, v)− f (x¯, y¯) ∈ K \{0}, which contradicts weak duality. Hence (x¯, y¯, w¯, r¯ = 0) is an efficient solution for (MD)λ¯. 
Theorem 3.4 (Converse Duality). Let (u¯, v¯, λ¯, w¯, r¯) be an efficient solution for (MD). Let
(i) ∇xx(w¯Tg)(u¯, v¯) be nonsingular,
(ii) the set {∇xfi(u¯, v¯), i = 1, . . . , k} be linearly independent, and
(iii) ∇xx(w¯Tg)(u¯, v¯)r¯ 6∈ span{∇xf1(u¯, v¯), . . . ,∇xfk(u¯, v¯)} \ {0}.
Then, (u¯, v¯, w¯, p¯ = 0) is feasible for (MP)λ¯, and the objective function values of (MP)λ¯ and (MD) are equal. Also, if the hypotheses
of a weak duality theorem are satisfied for all feasible solutions of (MP)λ¯ and (MD)λ¯, then (u¯, v¯, w¯, p¯ = 0) is an efficient solution
for (MP)λ¯.
Proof. Follows on the lines of Theorem 3.3. 
4. Special cases
For g(x, y) to be a linear function, we obtain the following special cases.
(i) (MP) and (MD) are reduced to the programs studied in Khurana [8]. In addition, if C1 = Rn+, C2 = Rm+ and K = Rk+, then
we get the programs considered in Weir and Mond [5] and Gulati et al. [6].
(ii) If k = 1, K = R+ and λ = 1 ∈ int R+, then our programs reduce to that of Chandra and Kumar [7]. Also, if C1 = Rn+ and
C2 = Rm+, then the programs studied in Mond and Weir [4] are obtained.
Acknowledgements
The authors are thankful to the reviewers for their comments. The second author is also thankful to the University Grants
Commission, New Delhi (India) for providing financial support.
References
[1] W.S. Dorn, A symmetric dual theorem for quadratic programs, J. Oper. Res. Soc. Japan 2 (1960) 93–97.
[2] G.B. Dantzig, E. Eisenberg, R.W. Cottle, Symmetric dual nonlinear programs, Pacific J. Math. 15 (1965) 809–812.
[3] B. Mond, A symmetric dual theorem for nonlinear programs, Quart. Appl. Math. 23 (1965) 265–269.
[4] B. Mond, T. Weir, Generalized concavity and duality, in: S. Schaible, W.T. Ziemba (Eds.), Generalized Concavity in Optimization and Economics,
Academic Press, New York, 1981, pp. 263–280.
[5] T. Weir, B. Mond, Symmetric and self duality in multiple objective programming, Asia–Pac. J. Oper. Res. 5 (1988) 124–133.
[6] T.R. Gulati, I. Husain, A. Ahmed, Multiobjective symmetric duality with invexity, Bull. Austral. Math. Soc. 56 (1997) 25–36.
[7] S. Chandra, V. Kumar, A note on pseudo-invexity and symmetric duality, European J. Oper. Res. 105 (1998) 626–629.
[8] S. Khurana, Symmetric duality inmultiobjective programming involving generalized cone-invex functions, European J. Oper. Res. 165 (2005) 592–597.
[9] O.L. Mangasarian, Second- and higher-order duality in nonlinear programming, J. Math. Anal. Appl. 51 (1975) 607–620 (Computer Science, Technical
Report 159, University of Wisconsin, 1972).
[10] I. Ahmad, Z. Husain, Nondifferentiable second order symmetric duality in multiobjective programming, Appl. Math. Lett. 18 (2005) 721–728.
[11] G. Devi, Symmetric duality for nonlinear programming problem involving η-bonvex functions, European J. Oper. Res. 104 (1998) 615–621.
[12] M.A. Hanson, Second-order invexity and duality in mathematical programming, Opsearch 30 (1993) 313–320.
[13] S.H. Hou, X.M. Yang, On second-order symmetric duality in nondifferentiable programming, J. Math. Anal. Appl. 255 (2001) 491–498.
T.R. Gulati, Geeta / Applied Mathematics Letters 23 (2010) 466–471 471
[14] D.S. Kim, Y.B. Yun, H. Kuk, Second-order symmetric and self duality in multiobjective programming, Appl. Math. Lett. 10 (1997) 17–22.
[15] B. Mond, Second-order duality for nonlinear programs, Opsearch 11 (1974) 90–99.
[16] S.K. Suneja, C.S. Lalitha, Seema Khurana, Second-order symmetric duality in multiobjective programming, European J. Oper. Res. 144 (2003) 492–500.
[17] X.M. Yang, S.H. Hou, Second-order symmetric duality in multiobjective programming, Appl. Math. Lett. 14 (2001) 587–592.
[18] X.M. Yang, X.Q. Yang, K.L. Teo, S.H. Hou, Second-order symmetric duality in non-differentiable multiobjective programming with F-convexity,
European J. Oper. Res. 164 (2005) 406–416.
[19] X.M. Yang, X.Q. Yang, K.L. Teo, S.H. Hou, Multiobjective second-order symmetric duality with F-convexity, European J. Oper. Res. 165 (2005) 585–591.
[20] T.R. Gulati, S.K. Gupta, I. Ahmad, Second-order symmetric duality with cone constraints, J. Comput. Appl. Math. 220 (2008) 347–354.
[21] A. Ben-Israel, B. Mond, What is invexity? J. Austral. Math. Soc. Ser. B 28 (1986) 1–9.
[22] M.A. Hanson, B. Mond, Further generalizations of convexity in mathematical programming, J. Inf. Optim. Sci. 3 (1982) 25–32.
[23] S.K. Suneja, S. Aggarwal, S. Davar, Multiobjective symmetric duality involving cones, European J. Oper. Res. 141 (2002) 471–479.
