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Abstract 
Reactive power optimization problem is typical non-linear problem with characteristics of multi-objective, 
uncertainty and multi-restriction. Classical mathematical techniques are inadequate and insufficient to the optimal 
operation of power systems due to the inherent complexity. This paper studied on PSO algorithm and reactive power 
optimization, and made some new ideas into PSO algorithm to improve its optimization ability. Adaptive particle 
swarm particle swarm algorithm was proposed for solving the problem of large-scale search failed, and presented a 
method of adjustment parameters for adaptive PSO algorithm according to the optimization speed. In meeting the 
conditions for convergence, the algorithm enabled the speed of particles in accordance with the ideal adjustment of 
the parameters of adaptive search. On this basis, to overcome the disadvantage that PSO maybe get in local 
optimization solution, an improved PSO was developed. The algorithm used statistical laws of particle fitness to 
classify particles, and took different evolutionary models for different kinds of particles. Finally, IEEE-6 node 
standard test system was computed for reactive power optimization, compared with standard PSO, the proposed PSO 
algorithm had more higher search efficiency and better ability of global optimization 
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1. Introduction 
Reactive power optimization of power system security is an important aspect of economic operation. 
Over the years, many domestic and foreign experts and scholars on the reactive power optimization 
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problem a lot of research, and various methods used in this field, has achieved many results. But the 
traditional method for optimizing the initial conditions are particularly dependent on, greatly limited the 
application of these algorithms. For this problem, people gradually to the use of modern heuristic 
optimization algorithm to the field of reactive power optimization, including genetic algorithms (GA), 
simulated annealing (SA), Tabu search algorithm (TS), particle swarm optimization (PSO) and so on. 
Particularly in the PSO algorithm, and achieved significant results, the reactive power optimization 
problems in applications to obtain a large number of research results. However, because of its own 
limitations of the classical PSO algorithm, it limits the optimization of reactive power optimization in the 
areas of research. 
To solve the problem, the paper introduces a adaptive PSO, which adjusts the parameters to ensure that 
the flight speed of the particle swarm, and to maintain a greater value in the early iterations of time longer. 
It is easy to get rid of the latter bound into local optimal point, and  it also presents a species thought to 
improve the classification using the statistical laws of particle fitness on the classification of particles. 
Finally, a standard IEEE-6 node system calculation of reactive power optimization case is presented, the 
classical PSO and the proposed algorithm are simulated for comparing, and the improved algorithm is 
more precise and better stability. 
2. Adaptive Group PSO 
2.1. PSO Algorithm 
The development of PSO’s idea was based on simulation of social behavior of animals such as a flock 
of birds, a school of fish or a group of people who pursue a common goal in their lives. 
PSO algorithm of the foraging birds from research. Like other stochastic searching techniques, the 
PSO is initialized with generating a population of random solutions, which is called a swarm. Each 
individual is refereed to as a particle and presents a candidate solution to the optimization problem. A 
particle in PSO, like any living object has a memory in which retains the best experience, which is gained 
in the meanwhile of searching solution area. 
Each particle in the PSO algorithm can be regarded as one of the solution in space. if the particle 
swarm size is m, the position of particle i can be expressed as a vector ( )1 2, , , Ti i i inX x x x= "" , its speed 
can be expressed as a vector ( )1 2, , , Ti i i inV v v v= "" , its individual optimum value is ( )1 2, , Ti i i inP p p p= "" , its global best value is ( )1 2, , Tg g g gnP p p p= "" , particle i will update it’s own 
pace and position according to the following formula：
( ) ( ) ( ) ( )( )
( ) ( )( )
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Where n is the dimension of solution space, namely, the number of variables: d is the dimension, t is 
the evolutionary algebra, 1,2,i m= "" , m  is the population size. ω  is inertia weight, 1r and 2r  are 
Random Numbers distributed in [0,1], 1c  and 2c  are constant, usually called learning factor. When the 
particles continuously adjust their position, they set the maximum speed as maxV ,when iV  exceed the 
maxV , iV  is equal to maxV .
2.2. the Improvement of classical PSO 
All tables should be numbered with Arabic numerals. Headings should be placed above tables, left 
justified. Leave one line space between the heading and the table. Only horizontal lines should be used 
within a table, to distinguish the column headings from the body of the table, and immediately above and 
below the table. Tables must be embedded into the text and not supplied separately. Below is an example 
which authors may find useful. 
Particle swarm optimization for search or failure and the relationship between average particle group 
proposed an improved method, particle swarm search particle flight velocity greatly benefit global search, 
fast convergence, but difficult to obtain exact solutions; speed Little help local search, to get a more 
accurate solution, but slow convergence. This search feature is not difficult to find by the order for the 
search algorithm has good ability of particles to maintain flying speed is greater early in the iteration time 
should be longer, less iteration to maintain the value of late time should be longer , so as to meet the faster 
pace began to search. Some of the later phase of slower demand, and thus can avoid premature failure and 
non-convergence of the search problem. To this end, this paper proposes a particle velocity to the average 
absolute change in the ideal cosine law of search speed, such as the type (2) as follows:  
             
1 cos( / )
2
t end
rleal start
pt T
V V
+=                                                      (2) 
Where, Iteration t for the particle velocity times the ideal time;  Ideal for the particle velocity and initial 
velocity max minstartV X X= − ； maxX , minX , respectively upper and lower limits for the decision variables; 
T end to the ideal rate of change in phase of the cosine law of the number of iterations, usually set to T 
ma x of 90%, T max is the maximum number of iterations. The average absolute value of particle group 
velocity can be expressed as:  
                
1 1
1 n dt t
ave ij
i j
V V
nd = =
= ∑ ∑                                                          (3)  
Where, PSO iteration t is the time when the average absolute speed taveV . In the algorithm, if the current 
group average absolute speed of the particles larger than the ideal speed, the switch to smaller values of W;
if the current average absolute velocity of particles less than ideal speed, the W switch to higher value, 
namely:  
1 1
1 min
1 1
max
max{ , },
min{ , },
t t t
t ave rleal
t t t
ave rleal
w w w V V
w
w w w V V
+ +
+
+ +
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                             (4)  
750  Pian Zhaoyu et al. / Procedia Engineering 23 (2011) 747 – 7534 Pian Zhaoyu, Li Shengzhu, Zhang Nan/ Procedia Engineering 0  (2011) 000–000 
Where, t+1 iteration is the particle when the ideal speed 1trlealV
+ ; W t is the iteration t times the inertia 
weight; W max is the maximum value of inertia weight; W min is the minimum value of inertia weight; 
$W is the inertia weight step.  
2.3. Optimization Process 
First use of the fitness of the second particle origin moment of E (F 2) as the cutoff value to classify 
the particles, if 2( )iF L E F− < ，Then the fitness value smaller particles, the optimal solution from the 
more recent, evolutionary strategies can be used to make particles within their own clinical cognitive 
model of careful search; if 2( )iF L E F− >  Larger particle fitness at this time, relatively far from the 
optimal solutions, evolutionary strategies using social model, that the purpose is to enable poor 
performance of these particles speed up the convergence; if 2 2( ) ( )iE F F L E F− < − < ， Then the fitness 
value of particle moderate, evolutionary strategy using the full model, and dynamic adjustment of C1 and
C2 of the method. In the initial stage of evolution, should be set higher C1 and C2 value is smaller, so that 
particles can set carefully in the initial stage of evolution in their own clinical area search, to prevent the 
particles rush to the local pool and miss the optimal solution within its global clinical optimal solution; 
evolutionary stage, should be set smaller and larger C1 and C2 values, this could make particles more 
quickly and accurately converge to the global optimal solution. Therefore, the learning factor C1 structure 
into the evolution of the monotonically decreasing as a function of the learning factor C2 of evolution and 
structure into a monotone increasing function, and by reference to previous learning factor set in a fixed 
value, through a large number simulation, the parameters C1 and C2 is expressed as a mathematical 
expression:                                     
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 Through the above analysis, the speed of PSO algorithm formula changed to update the following 
form:  
2
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Where, ( )1 /W e l= − , C=2, E(F2) for the origin of species to adapt to the value of second-order moment, 
The maximum number of iterations, e for the current iteration 
3. Improved PSO Algorithm for Reactive Power Optimization 
3.1. The Mathematical Model of Reactive Optimization 
Mathematically speaking, the reactive power optimization problem is a dynamic, multi-objective, 
multi-constraints, uncertainties of nonlinear mixed integer programming problem. The objective function 
can be written as: 
1 2min ( , )f x x                                                                    (7)
Where: 1 2( , )f x x  the objective function Namely the system active power loss; control variables 
1 [ , , ]G T Cx V K Q=   , 1 nx R∈ , N is the total number of constrained optimization variables;  Posed for the 
generator terminal voltage vector GV ; Capacity for the reactive power compensation CQ ; For the 
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adjustable transformer turns ratio; state variables 2 2[ , , ],
n
L G refx V Q P x R= ∈ , N number of nodes in the 
system; Posed for the load voltage vector LV ;  Reactive power for the generator GQ .
Reactive power optimization for distribution network based on mathematical programming as the basic 
model, so capacity constraints are very strong. Reactive power optimization constraints are two types of 
equality and inequality constraints, equality and inequality constraints:  
(1) Equality constraints:  
Power balance equation:                    
1 2( , ) 0g x x =                                                                  (8)  
(2) Inequality constraints:  
Therefore, the reactive power optimization is seeking to meet the minimum under the constraint 
equations f value. Comprehensive consideration of the objective function and constraints to the objective 
of minimizing loss, using the extended objective function is:  
min max min max min max min max min max, , , ,G G G T T T C C C L L L G G GV V V K K K Q Q Q V V V Q Q Q≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤       (9)
3.2. Particle Swarm Optimization Algorithm for the process of reactive  
Using improved particle swarm algorithm for reactive power optimization process is as follows:  
Step 1: Enter the system data, initialize the particle swarm. First of all input data and control structure 
of the system parameters, including the upper and lower node voltage generator, capacitor, etc. constitute 
the minimum and maximum capacity to understand the feasible region. Second, determine the particle 
dimension D (ie a set of control variables in the number of variables), the D-dimensional random m-
feasible domain particles, as the initial swarm. Thus, the location of each particle in the system is 
corresponding to a set of control variables values. Randomly initialize at the same time the flight speed of 
the particles.  
Step 2: Calculate the objective function value. Each particle of the groups, respectively flow 
calculation, are each under the control variable values of power loss.  
Step 3: Record 2 Extreme. First record of an individual particle it's current extreme ( )best iP  And 
objective function value ( )( )best iF P ，From ( )best iP  In determining the overall extremum ， And record 
bestG  The objective function value ( )bestF G .
Step 4: Update k = k + l. Particles according to equation (1) update the flight speed, so that the 
particles i get a definite trend ( )best iP  and  bestG  Flight speed. According to equation (1), update the 
location of particles in the solution space.  
Step 5: re-calculate each particle's objective function value at this time, to determine whether the 
update And  .  
1) For particle i, compare the k+lth iteration by the function value ( , 1)F i k + and ( )( )best iF P , If 
( )( , 1) ( )best iF i k F P+ <  , Then ( )( ) ( , 1)best iF P F i k= + , and the corresponding ( )best iP  update; Or not updated.  
2 ） Update all the particles of the individual value, then i ( )min{ ( )} ( )best i bestF P F G<  Then 
( )( ) min{ ( )}best best iF G F P= ， and the corresponding update bestG  Otherwise, no update.  
Step 6: Determine whether the convergence, when the following conditions is satisfied, stop iteration; 
global best position of a row or reach a predetermined number of no change in the maximum number of 
iterations; otherwise turn to step 4.  
Step 7: Output Problems. 
Table 1. An example of a table 
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4. .Experiment and Analysis
Table 1 shown that the optimized, significantly lower loss, and the results of the improved PSO 
algorithm is better than PSO algorithm, but the improved PSO spent a little time than PSO, that because 
the proposed algorithm required adaptive parameters, and had a more iterative times. 
From the Fig. 1,, classical PSO premature convergence to a local minimum, while the improved PSO 
is to better target search. Improved PSO with the introduction of the average absolute rate of speed and 
good comparison, adaptive particle swarm optimization algorithm to adjust the parameters to ensure that 
the flight speed of the particle swarm to maintain a greater value in the early iterations of the time longer, 
late in the iteration less time to maintain the value of longer, so start the search speed to meet the faster, 
later slower speed search request through the adaptive adjustment, effectively enhancing the PSO's ability 
to jump out of local optimal solution, out of the late falling into local optimal point restraints. Clearly, the 
improved PSO improved the accuracy of convergence, convergence rate and the global optimum capacity.  
        
(a)                                                                                                         (b) 
Fig. 1. (a) Convergence of the standard PSO algorithm; (b) Convergence of improved PSO algorithm 
Index 
Active power 
loss 
Drop 
loss 
Minimum 
voltage 
The maximum 
voltage 
Voltage passing 
rate 
Optimization 
time 
The more limited 
circumstances 
Before
optimization 
0.9455  --- --- 0.88  1.11  84.11%  --- --- The more limited voltage
PSO 0.8681  8.18  0.97  1.05 100%  31.8s   
Improved PSO 0.8363  11.55  0.99 1.05 100%  38.3s  No 
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5.  Conclusion 
For the classical PSO algorithm is easy to fall into local minima, the paper proposed a new adaptive 
PSO algorithm population algorithm for power reactive optimization problem. A particle velocity of the 
average absolute change in the ideal cosine law of the speed of search methods to improve the iterative 
particle; In addition, the analysis of PSO particle properties on the basis of evolution, species 
classification model is proposed to further prevent the algorithm into Council excellent. The simulation 
analysis shown that the proposed algorithm had the better convergence and stability 
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