Abstract. Orthogonal polynomials on quadratic curves in the plane are studied. These include orthogonal polynomials on ellipses, parabolas, hyperbolas, and two lines. For an integral with respect to an appropriate weight function defined on any quadratic curve, an explicit basis of orthogonal polynomials is constructed in terms of two families of orthogonal polynomials in one variable. Convergence of the Fourier orthogonal expansions is also studied in each case. As an application, we see that the resulting bases can be used to interpolate functions on the real line with singularities of the form |x|, √ x 2 + 2 , or 1/x, with exponential convergence.
Introduction
The purpose of this work is to study orthogonal polynomials of two variables defined on a quadratic curve in the plane. Every quadratic curve in the plane satisfies an equation of the form γ(x, y) := a 1,1 x 2 + 2a 1,2 xy + a 2,2 y 2 + 2a 1,3 x + 2a 2,3 y + a 3,3 = 0 for some constants a i,k . Let Ω = Ω γ := {(x, y) : γ(x, y) = 0} ⊂ R 2 be the trace of the curve in the plane. Let (x, y) be a nonnegative weight function defined on Ω and satisfying Ω (x, y)dσ(x, y) > 0, where dσ is the Lebesgue measure on the boundary Ω. We consider the bilinear form defined by (1.1) f, g = Ω f (x, y)g(x, y) (x, y)dσ(x, y).
Since the bilinear form f, g = 0 if either f or g belongs to the polynomial ideal γ , it is an inner product only on the space R[x, y]/ γ ; that is, polynomials modulo the ideal γ . When γ(x, y) = 1 − x 2 − y 2 , so that Ω is the unit circle, the orthogonal structure is well-understood. In particular, when (x, y) = 1, the orthogonal polynomials are spherical harmonics, which are homogeneous polynomials of two variables , their restriction on the circle are cos(nθ) and sin(nθ) where x = cos θ and y = sin θ, and the corresponding Fourier orthogonal expansions are the usual Fourier series. This case has served as the model for our recent study [8] of orthogonal polynomials on a wedge, defined as two line segments that share a common endpoint. In this paper we shall construct orthogonal polynomials for other quadratic curves.
Under an affine change of variables, quadratic curves in the plane are classified into five classes; three non-degenerate cases: ellipses, parabolas, and hyperbolas; and two degenerate cases: two intersecting real lines, and two parallel real lines. Since an affine change of variables does not change the degree of a polynomial in two variables, we only need to study orthogonal polynomials on a standard quadratic curve for each class of quadratic curves. Our choice of standard quadratic curves are the following:
(i) ellipse: x 2 + y 2 = 1; (ii) parabola: y = x 2 ; (iii) hyperbola: x 2 − y 2 = 1; (iv) two intersection lines: x = 0 and y = 0; (v) parallel lines: y = −1 and y = 1. As in the known cases of orthogonal polynomials on the unit circle and on a wedge, the space of orthogonal polynomials of degree n has dimension 2 when n ≥ 1 for each quadratic curve. Assuming that satisfies certain symmetry properties, the twodimensional space of orthogonal polynomials on each quadratic curve can be expressed in terms of two different families of orthogonal polynomials in one variable, whose structure is well-understood. Furthermore, we shall relate the Fourier orthogonal expansions on the quadratic curve to those on the real line so that the convergence of the former can be deduced from the latter. Our approach will follow closely the development in [8] and relies heavily on symmetry of the domain and the weight function.
As an application, we explore interpolation of functions on the real line with singularities of the form |x|, √ x 2 + 2 , and 1/x. For example, we consider functions on the interval [−1, 1] of the form
where f (x, y), defined on the hyperbola x 2 = y 2 + 2 , is entire in x and y. We will see that we can calculate the two-variable polynomial interpolant of f (x, y) using orthogonal polynomials via a suitably constructed quadrature rule. The resulting approximation converges super-exponentially fast, at a rate that is uniformly bounded as → 0. This is in contrast to using only univariate orthogonal polynomials (e.g. an interpolant at Chebyshev points) whose convergence degenerates to algebraic as → 0, as the convergence rate is dictated by the size of the Bernstein ellipse in the complex plane in which f (x) is analytic.
The paper is organized as follows. The next section is preliminary, where we fix notations and lay down the groundwork. Orthogonal structure on the quadratic curves will be discussed in the next five sections, from Section 3 to Section 7, each standard quadratic curve is treated in its own section, in the order of (i) - (v) . In Section 8 we show that interpolation with this basis is feasible via suitably constructed quadrature rules. Application of the results to interpolating functions with singularities on the real line is investigated in Section 9.
Preliminary
Any second degree curve in the plane satisfies an equation of the form γ(x, y) := a 1,1 x 2 + 2a 1,2 xy + a 2,2 y 2 + 2a 1,3 x + 2a 2,3 y + a 3,3 = 0.
Let A = (a i,j ) 3 i,j=1 with a j,i := a i,j . The curve is called non-degenerate if det(A) = 0 and degenerate if det(A) = 0. Let ∆ := a 1,1 a 2,2 − a 2 1,2 . In the non-degenerate case, there are three classes of curves, ellipse (∆ > 0), parabola (∆ = 0), and hyperbola (∆ < 0). In the degenerate case, there are two classes, two intersecting real lines (∆ > 0) and two parallel lines (∆ = 0). In the last case, we assume that the two parallel lines are distinct. If the two lines coincide, then an appropriate rotation and translation reduces the problem to the real line. Orthogonal polynomials on the real line have been studied extensively and are well-understood.
Let Π 2 n denote the space of polynomials of degree at most n in two real variables. Let γ be a quadratic curve. With respect to the bilinear form (1.1) defined on γ, a polynomial P ∈ Π 2 n is called an orthogonal polynomial on the quadratic curve γ if P, Q = 0 for all polynomials Q ∈ Π 2 m with m < n and P, P > 0. Let H n = H n ( ) ⊂ Π 2 n be the space of orthogonal polynomials of degree n on the quadratic curve.
As mentioned in the introduction, we only need to consider a standard quadratic curve for each class. For each quadratic curve γ in (i) -(v), the bilinear form (1.1) defined on Ω γ is an inner product on the space R[x, y]/ γ of polynomials modulo the ideal γ . Using the explicit formula of γ for each standard form, it is easy to see that the following proposition holds.
Proposition 2.1. The space H n has dimension dim H 0 = 1 and dim H n = 2 for n ≥ 1.
An explicit basis for the space H n will be constructed for each class of quadratic curves in Sections 3-7. Let {Y n,1 , Y n,2 } be an orthogonal basis of H n . Then these two polynomials are orthogonal to all polynomials of lower degrees and they are orthogonal to each other. Let L 2 ( , Ω) be the L 2 space of Lebesgue integral functions with finite
where
The partial sum operator S n f is defined by
We shall study the convergence of the Fourier orthogonal series on quadratic curves. Our construction of orthogonal polynomials on the quadratic curves will use heavily orthogonal polynomials on the real line. Let w be a nonnegative weight function on R. We let p n (w) denote an orthogonal polynomial of degree n with respect to w and let h n (w) denote the norm square of p n (w); more precisely,
The Parseval identity implies that
The n-th partial sum of the Fourier orthogonal series with respect to w is defined as
Our study of the Fourier orthogonal series on a quadratic curve consists of reducing the problem to that of the Fourier orthogonal series on R.
Orthogonal polynomials on an ellipse
Each ellipse can be transformed to the unit circle under an affine transform. Hence, we only need to consider the circle Ω = {(x, y) :
Orthogonal polynomials on circles are well studied. However, it should be point out that we are considering them as real polynomials in two variables, which are distinct from the thoroughly studied Orthogonal Polynomials on the Unit Circle (OPUC) [9] . The latter are analytic polynomials in a complex z variable and orthogonal with respect to an inner product defined on the unit circle on the complex plane. In our results, they are restrictions of homogeneous polynomials of two variables on the unit circle in R 2 . The result below is well-known, we include it here for completeness and also as an opening to our study for other quadratic curves.
Let w be an even nonnegative weight function defined on [−1, 1]. We consider the bilinear form defined by
which defines an inner product on the space R[x, y]/ x 2 + y 2 − 1 . Let P n denote the space of homogeneous polynomials in two variables. Let H n ( ) denote the space of orthogonal polynomials of degree n with respect to this inner product. 
are homogeneous polynomials of degree n in (x, y) and they form an orthogonal basis of H n ( ) for all n ≥ 1. Furthermore,
) and Y n,2 , Y n,2 = 2h n−1 (w 1 2 ).
Proof. This result is known; see, for example, [1, Section 4.2] . We give an outline of the proof for completeness. Since w(t) is even, the polynomial p n (w; t) is an even polynomial if n is even and an odd polynomial if n is odd. Consequently, it is easy to see that both Y n,1 and Y n,2 are homogeneous polynomials of degree n in (x, y). Since sin θ is odd, it follows readily that Y n,1 , Y m,2 = 0 for all n ≥ 0 and m ≥ 1. Moreover,
and, similarly, Y n,2 , Y n,2 = 2h n−1 (w 1   2 ).
The most well-known example are the spherical harmonics, for which w(t) = 1. The orthogonal polynomials are
where T n (t) and U n (t) are the Chebyshev polynomials of the first and the second kind, respectively. The restrictions of Y n,1 and Y n,2 to the circle are the eigenfunctions of d 2 /dθ 2 (which is the Laplace-Beltrami operator on the circle) in the sense that they satisfy u (θ) = −nu(θ).
Another family of examples are h-harmonics associated with the dihedral group I k of k-regular polygons in the plane (cf. [1, Section 7.6]). For k = 1, 2, . . ., the weight function in (3.1) is defined by
For each k, the corresponding polynomials Y n,1 and Y n,2 are the eigenfunctions of a second order differential-difference operator on the circle [1, Section 7.6].
A third family of examples are orthogonal polynomials with respect to uniform weight on the arc x > h, which reduce . These arose in the context of the Fourier extension problem [5, 6] .
We can connect the Fourier orthogonal series on the circle to the Fourier orthogonal series in terms of w − 
; f e , x) + ys n−1 (w 1
2
; f o , x). ; f e , x) → f e (x) and s n−1 (w 1
; cos θ)w(cos θ)dθ
Similarly, by the expression of Y n,2 in (3.2),
Consequently, by (3.3), we obtain
in the notation of (2.3). Hence, (3.4) follows readily from the definition of the partial sum operators in (2.2).
Consequently, the convergence of S n f follows form that of s n (w −
; f e ) and s n−1 (w 1
Then the last displayed identity shows that
where we have used the fact that the integral of sin θF (cos θ)G(cos θ) is zero in the second step. This gives (3.5) and completes the proof.
This theorem is also known but probably not stated in this precise form. When f is chosen as f (x, y) = g(cos θ), then the Fourier orthogonal series of f becomes the Fourier orthogonal series of g in L 2 (w; [−1, 1]). For the classical Fourier series, it is the familiar fact that the Fourier series of f (cos θ) is the Fourier cosine series of f (t). We choose to give a complete proof here since it is the harbinger of what will come for other quadratic curves.
Orthogonal polynomials on a parabola
Under an affine transform, we only need to consider the parabola defined by
and consider even weights (x, y) = (−x, y). We can express the bilinear form with such weights in terms of a single nonnegative weight function w on R + = [0, +∞):
which defines an inner product on the space R[x, y]/ y − x 2 .
4.1. Orthogonal polynomials. Let H n ( ) denote the space of orthogonal polynomials of degree n with respect to the inner product (4.1). 
form an orthogonal basis of H n ( ) for n ≥ 1. Furthermore,
Proof. For n ≥ 0 and m ≥ 0,
Similarly, for n, m ∈ N,
Since it is evident that Y n,1 and Y n,2 are polynomials of degree n in two variables, we see that they form an orthogonal basis for H n ( ).
We consider two examples of classical orthogonal polynomials. Let L α n denote the Laguerre polynomials, which are orthogonal with respect to x α e −x on R + .
Proposition 4.2.
For the inner product with respect to the Hermite weight
and n ≥ 1, an orthogonal basis of H n is given by the polynomials
n (y) and Y n,2 (x, y) = xL 1 2 n−1 (y).
Furthermore, they are the eigenfunctions of a second order differential operator; more precisely, Y n,1 and Y n,2 satisfy the equation
We only need to verify the differential equations. The Laguerre polynomial v(y) = L α n (y) satisfies the equation
For u = Y n,1 , we have ∂ x u = 0 and it is easy to see that (4.4) becomes the differential
This completes the proof.
Let P (α,β) n denote the Jacobi polynomials, which are orthogonal with respect to the weight function ( 
Proposition 4.3. For the inner product with respect to the Gegenbauer weight
It is known that the Jacobi polynomial v(t) = P (α,β) n (2t − 1) satisfies the differential equation
However, since the eigenvalues are quadratic in n, we are not able to deduce a second order differential operator that has Y n,1 and Y n,2 as eigenfunctions with the same eigenvalue.
For f ∈ L 2 ( , Ω), we consider the Fourier orthogonal series with respect to the basis (4.2) as defined in (2.1).
Proof. The proof is similar to that of Theorem 3.2. We shall be brief. By the expression of
Similarly, by the expression of Y n,2 in (4.2), we can derive
Consequently, by (4.3), we obtain
in the notation of (2.3), from which (4.5) follows. The rest of the proof follows from f (x, x 2 ) = f e (x) + xf o (x), which shows that
and its two terms in the right-hand side have different parity, since both f o and f e are even functions.
Orthogonal polynomials on a hyperbola curve
Under an affine transform, we only need to consider the hyperbola defined by
The resulted quadratic curves has two branches. We consider two cases.
5.1. Ω with two branches. We consider the bilinear form defined for both branches of the hyperbola x 2 = y 2 + 1 and consider
For weights satisfying (x, y) = (−x, y), we denote the bilinear form in terms of a weight function w on R:
which is an inner product on R[x, y]/ x 2 − y 2 − 1 . Again let H n ( ) be the space of orthogonal polynomials of degree n with respect to the inner product ·, · .
Theorem 5.1. Let w be a weight function on R and let w 1 (t) := (1 + t 2 )w(t). Then the polynomials
Proof. For n ≥ 0 and m ≥ 1, we have
and, for n, m ∈ N,
w. This completes the proof.
If w is an even function on R, the orthogonal polynomial p n−1 (w 1 ; ·) can be constructed explicitly as shown in the following proposition.
Proposition 5.2. Letw(t) := w(t 2 ) be an even weight function on R. We further define w − 1 2
Proof. Changing variables t = s 2 , we obtain
from which it is easy to see that
; t 2 ) and p 2n+1 (w 1 ; t) = tp n ((1 + {·})w 1
2
; t 2 ).
The orthogonal polynomials for (1 + t)w − 
We consider the Fourier orthogonal expansions as defined in (2.1).
Theorem 5.3. Let f be a function defined on Ω. Define
Then the partial sum operator for the Fourier series with respect to (5.1) satisfies
In particular, if s n (w; f e , x) → f e (x) and s n (
Proof. The proof is again similar to that of Theorem 3.2. We shall be brief. Since
Similarly, by the expression of Y n,2 in (5.2),
Consequently, by (5.3), we obtain
from which (5.4) follows. The rest of the proof follows as that of Theorem 3.2.
Ω with one branch.
Here we consider only one brach of the hyperbola and we define Ω = {(x, y) :
Comparing with (5.1), we can define the bilinear form on Ω as
In order to construct an orthogonal basis, we parametrize the integral in the x variable instead of the y variable. A change of variable shows that
Accordingly, for a weight function w 0 defined on [1, ∞), we define the bilinear from
For n, m ∈ N 0 , we have
since w 1 = ({·} 2 − 1)w 0 . This completes the proof.
Corollary 5.5. Let w be and even weight function on R and let
Then the polynomials in (5.8) form an orthogonal basis of H n ( ) with respect to the inner product (5.6).
We consider the Fourier orthogonal expansions as in (2.1).
Theorem 5.6. Let f be a function defined on Ω. Define
Then the partial sum operator for the Fourier series with respect to (5.7) satisfies
In particular, if s n (w 0 ; f e , x) → f e (x) and s n (
The proof is similar to that of Theorem 5.3 and we skip it.
Two intersecting lines
Two intersecting lines can be transformed to the two coordinate axes by an affine transform. As a result, we consider Ω = {(x, y) : x = 0 or y = 0} Let w 1 and w 2 be two weight functions defined on the real line. Define a bilinear form
which is an inner product for R[x, y]/ xy . We will make use of the results in [8] , which studies orthogonal polynomials on a wedge, defined as two line segments sharing a common end point. The standard wedge chosen in [8] is
and the bilinear form there is defined as
A simple transform (x, y) → (1 − x, 1 − y) shows that we could consider the wedge as {(x, 0) : 0 ≤ x ≤ 1} ∪ {(0, y) : 0 ≤ y ≤ 1}. The corresponding bilinear form is then a special case of (6.1) with respect to weight functions w 1 and w 2 that have support set on [0, 1]. More generally, orthogonal polynomials on a wedge can be considered as a special case of orthogonal polynomials on two intersecting lines.
6.1. Orthogonal structure when w 1 = w 2 . Let w be a weight function defined on R. We assume w 1 = w 2 = w and define
In this case, the study in [8] can be adopted with little change.
Theorem 6.1. Let w be a weight function on R and let w 1 (x) := x 2 w(x). Define Y n,1 (x, y) = p n (w; x) + p n (w; y) − p n (w; 0), n = 0, 1, 2, . . . , Y n,2 (x, y) = xp n−1 (w 1 ; x) − yp n−1 (w 1 ; y), n = 1, 2, . . . .
(6.3)
Then {Y n,1 , Y n,2 } are two polynomials in H n ( ) and they are mutually orthogonal. Furthermore,
The proof is identical to that of [8, Theorem 2.2]. Furthermore, the Fourier orthogonal expansions on the wedge is studied in [8] , which can be entirely adopted to the current setting. Let
Theorem 6.2. Let f be a function defined on Ω. Define
Then S n f (x, 0) = s n (w; f e , x) + xs n−1 (w 1 ; f o , x), (6.4) S n f (0, y) = s n (w; f e , y) − ys n−1 (w 1 ; f o , y). (6.5)
This theorem is equivalent to [8, Theorem 2.4] and its corollary.
6.2. Orthogonal structure for Jacobi weight functions. We consider the case when w 1 = w 2 . Our primary example is when both w 1 and w 2 are Jacobi weight functions. First, however, we show that orthogonal structure on two intersecting lines can be derived from orthogonal structure on a wedge. Let w 1 and w 2 be even functions on R, which we write as
so that the inner product (6.1) becomes
Let H n ( ) be the space of orthogonal polynomials of degree n with respect to this inner product. A basis in H n ( ) can be derived from orthogonal polynomials on the wedge with respect to the inner product
We denote an orthogonal basis for H to emphases the dependence on the weight functions, as different weight functions will be used below. Theorem 6.3. Let u 1 and u 2 be weight functions defined on R + . For i = 1, 2, define φu i (t) = t − 1 2 u i (t) and ψu i (t) = t 1 2 u i (t). For n = 1, 2, . . . , the polynomials
form an orthogonal basis for H 2n (w 1 , w 2 ) and the polynomials
(6.9) form an orthogonal basis for H 2n+1 (w 1 , w 2 ).
Proof. For i, j = 1, 2, changing variables s = x 2 and t = y 2 gives
which verifies the statement for even polynomials. Since Y 2n+1,i (x, 0) and Y 2n+1,i (0, y) are odd polynomials in x and in y, respectively, the parity of the polynomials shows that Y 2n+1,i , Y 2m,j w1,w2 = 0. Furthermore, for i = 1, 2,
, where we have made the change of variables s = x 2 and t = y 2 again in the last step. This completes the proof.
Let s u1,u2 n f denote the n-th partial sum of the Fourier orthogonal expansions with respect to (6.7) on the wedge. Furthermore, let Φ(x, y) := ( √ x, √ y). Then the partial sum operator for the Fourier orthogonal series with respect to (6.6) satisfies
Proof. Following the proof of the previous theorem, we see that on the wedge, respectively. The relation on the partial sums then follows from (6.8) and (6.9).
As an example, we consider the case that w 1 and w 2 are given by
For α, β, γ > −1, we renormalize the the inner product (6.7) on the wedge as 
and
Then Y n,1 , Y n,2 form a basis in H n (w 1 , w 2 ) and
Proof. With our notation w 1 (t) = u 1 (t 2 ) and w 2 (t) = u 2 (t 2 ), we have
With these weight functions, we renormalize the inner product (6.7) as f, g wdg := c α,
where c α,γ = c α,γ+ 1 2 is the normalization constant of t γ (1 − t) α . Orthogonal polynomials for this inner product (6.7) on the wedge {(x, 0) : 0 ≤ x ≤ 1} ∪ {(0, y) : 0 ≤ y ≤ 1} are given in [8, Theorem 3.2] up to a simple change of variables (x, y) → (1 − x, 1 − y) , since the wedge considered in [8] 
from the results in [8] by considering γ → γ + 1 2 . In this case, however, a shift in the index is necessary because of the normalization of the constants. Indeed, in order to reduce the orthogonality of Y 2n+1,2 with respect to ·, · α,β,γ from the orthogonality with respect to ·, · wdg , we have incorporated the constant
in the constant in front of xP
2 ) in its expression, and the similar change is made on the second term of its expression.
The convergence of the Fourier orthogonal expansions with respect to the Jacobi weight functions in L 2 (u 1 , u 2 ) on the wedge is established in [8, Theorem 3.4] , from which we can derive the convergence of the Fourier orthogonal expansions for the Jacobi weight functions in L 2 (w 1 , w 2 , Ω) from that Theorem 6.4. The derivation is straightforward but the statement is somewhat complicated. We leave it to interested readers.
Two parallel lines
Two parallel lines can be transformed to the lines y = 1 and y = −1 by an affine transform. We then consider Ω = {(x, y) : y = 1 and y = −1} Let w be a weight functions defined on the real line. Define a bilinear form
which is an inner product for R[x, y]/ y 2 − 1 .
Theorem 7.1. Let w be a weight function on R and let w 1 (x) := x 2 w(x). Define
Then {Y n,1 , Y n,2 } are two polynomials in H n ( ) and they are mutually orthogonal.
Proof. It is evident that Y n,1 , Y m,2 = 0 since there is only one y. Furthermore, Y n,1 , Y m,1 = 2h n (w 0 )δ n,m and Y n,2 , Y m,2 = 2h n−1 (w 0 )δ n,m by the orthogonality of p n (w 0 ).
For the Hermite and Laguerre weights, we note that the resulting orthogonal polynomials are eigenfunctions of simple partial differential operators. Proposition 7.2. For the Hermite weight function w(x) = e −x 2 , the orthogonal polynomials in (7.2) are the eigenfunctions of a second order differential operator; more precisely, the polynomials H n (x) and yH n−1 (x) satisfy the equation
Proof. The Hermite polynomial v = H n satisfies the equation
The verification of (7.3) for u(x, y) = H n (x) follows immediately since ∂ y u = 0 and also for u(x, y) = yH n−1 (x) since y∂ y u = u.
Proposition 7.3. For the Laguerre weight function w(x) = e −x , the orthogonal polynomials in (7.2) are the eigenfunctions of a second order differential operator; more precisely, the polynomials L α n (x) and yL α n−1 (x) satisfy the equation
where V is the interpolation matrix
However, solving this system requires O(m 3 ) operation for m interpolation points, and we have no guarantees the system is invertible.
Instead, we will determine these coefficients via a quadrature rule that preserves orthogonality. In the following, φ n will be a carefully chosen ordering of Y n,1 and Y n,2 .
Proposition 8.1. Suppose we have a discrete inner product for a basis {φ j } M −1 j=0 of the form
satisfying φ m , φ n M = 0 for m = n and φ n , φ n M = 0. Then the function
Proof. Define the evaluation matrix
The definition of f M n can be written in matrix form
The hypotheses show that P E = I, i.e., EP = I and therefore P gives the coefficients of the interpolation.
Thus our aim is to construct a quadrature rule that preserves the orthogonality properties. We do so for each of the cases: 
Similarly, for any n, m ≤ ν − 1, we have (if two endpoints are fixed). Indeed, when w(x) = 1 these variants give different versions of the real-valued discrete Fourier transform.
A similar construction readily translates to each of the other cases. We omit the proofs as they are essentially the same as the circle case. 
where x j = t j and y j = t 
where x j = t j and y j = t 2 j + 1. 
Interpolation of functions with singularities
We now consider an application of orthogonal polynomials on hyperbolic curves: approximation of (nearly-)singular functions via interpolation. We consider the following three cases:
where f (x, y) is a function smooth in x and y, defined on the quadratic curves y = x 2 , y 2 = x 2 + 2 or xy = 1, respectively. Thus instead of attempting to approximate the (nearly-)singular function f (x) on the real line, we will approximate the non-singular function f (x, y) on the appropriate quadratic curve by interpolating by orthogonal polynomials in two variables, as in the preceding section. This leads to faster convergence than conventional polynomial interpolation.
9.1. Example 1: square-root singularity. Consider functions of the form f (t) = f (t, √ t 2 + 2 ), for example f (t) = sin(10t + 20 t 2 + 2 )
on the interval −1 ≤ t ≤ 1. We project f (t) to the standard hyperbola using f (x, y) = f ( y) = sin(10 y + 20 x) on the one-branch hyperbola x 2 = y 2 + 1, x > 1 and y ∈ [− −1 , −1 ]. By Theorem 5.4, we can represent orthogonal polynomials in terms of univariate orthogonal polynomials. For concreteness, we choose: w 0 (t) = 1 and hence w 1 (t) = t 2 − 1, where 1 ≤ t ≤ L for L = 1 + 1/ 2 . Here w 0 (t) is the Legendre weight, hence we have
On the other hand, w 1 (t) is not a classical weight but we can construct its orthogonal polynomials numerically via the Stieltjes procedure [2, Section 2.2.3]; indeed, because the weight itself is polynomial, the procedure is exact provided a sufficient number of quadrature points are used to discretize the inner product. This step needs to be repeated for each as the interval length depends on .
Following the previous section, we find the coefficients of the polynomial f M (x, y)
that interpolates f (x, y) at the points (x j , ±y j ), where y j = x 2 j − 1 and x j are the Gauss-Legendre points on the interval [1, L] . It follows that
interpolates f (t) at the points ± y j .
In Figure 1 we plot the interpolant for M = 20 and M = 40 interpolation points, for = 0.01.n Figure 2 we plot the pointwise error. We include the Chebyshev interpolant for comparison: the approximation built from orthogonal polynomials on the hyperbola converges rapidly, despite the almost-singularity inside the domain, whereas the Chebyshev interpolant requires significantly more points to achieve the same accuracy.
In Figure 3 we plot the coefficients of the interpolating polynomial for decreasing values of . We include = 0: this may appear to be a degenerate limit as L → ∞, but under an affine change of variables we see that the weights tend to the intersecting lines case with w(t) = 1 for 0 ≤ t ≤ 1 in a continuous fashion, hence we can employ the construction in Corollary 8.6. We observe super-exponential convergence for each value of , with a rate uniformly bounded as → 0. This compares favourably with polynomial interpolation at Chebyshev points, which degenerates to slow algebraic convergence as → 0. 9.2. Example 2: pole singularity. We now consider a function that is smooth in t and 1/t, for example, f (t) = sin(t + 2/t) on the real line. We project f to the two-branch hyperbola x 2 = y 2 + 1 as
where we use the fact that if t = x − y then t −1 = x + y. We repeat the procedure used in the previous example, this time with the Hermite weight:
(1) Construct Y n,1 (x, y) using Hermite polynomials, orthogonal with respect to w(t) = e (2) Construct Y n,2 (x, y) using polynomials orthogonal with respect to w(t) = (1 + t 2 )e −t
2 . This construction is performed numerically using the Stieltjes procedure, with Gauss-Hermite quadrature to discretize the inner product 1 High precision arithmetic is required here due to underflow caused by the Gaussian weight. This calculation is made fairly easy using the Julia programming language, using the BigFloat type in the Golub-Welsch algorithm [3] . The eigenvalues of the resulting symmetric tridiagonal matrix can be calculated using the implementation of the symmetric tridiagonal QR algorithm with Wilkinson shifts found in Noack's LinearAlgebra.jl package [7] . interpolates f (t) at the M points {±x j − y j } ν j=1 . In Figure 4 , we plot the decay in the coefficients of the interpolating polynomial of sin(x+2/x) calculated via the proposed quadrature rule, showing an exponential decay rate. We also plot the pointwise convergence of the interpolant, showing exponentially fast uniform convergence in compact sets bounded away from the singularity t = 0. Note the convergence is uniform everywhere (including at the singularity) in a weighted sense.
Future work
We have explored orthogonal polynomials on quadratic curves, and shown for weights satisfying certain symmetry properties that they can be constructed explicitly using orthogonal polynomials in one variable. We have used these orthogonal polynomials as a basis to interpolate functions with singularities of the form |x|, √ x 2 + 2 , and 1/x, where the coefficients of the interpolant are determined via quadrature rules. Exponential or super-exponential convergence was observed in each case. Further applications of this work are to function approximation and quadrature rules for other quadratic singularities, for example, functions that are smooth in x and √ x on [0, 1]. Such functions arise naturally in numerical methods for half-order Riemann-Liouville and Caputo fractional differential equations [4] . Orthogonal polynomials on a half-parabola-that is y 2 = x, 0 < x < 1-would form a natural and convenient basis for approximating such functions. However, we are left with the task of constructing orthogonal polynomials for a weight that does not satisfy the requisite symmetry properties that allowed for reduction to univariate orthogonal polynomials.
A natural question that arises is the structure of orthogonal polynomials on general (higher than quadratic) algebraic curves and surfaces. A closely related question is the structure of orthogonal polynomials inside algebraic curves and surfaces. Understanding this structure could lead to numerous applications in function approximation and numerical methods for partial differential equations.
