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Resumo
Neste trabalho propomos uma medida de emaranhamento baseada em relações entre os
coeficientes da função de onda. Desenvolvemos primeiramente a ideia para sistemas puros
com duas part́ıculas e dois estados. Fazemos comparações entre essa proposta e outras,
numérica e analiticamente. Em seguida, generalizamos a medida para sistemas puros de
quaisquer dimensões, fazemos novas comparações e mostramos que a proposta atende aos
requisitos básicos esperados de uma medida de emaranhamento. O trabalho prossegue
demonstrando que para sistemas de N part́ıculas, cada uma com acesso a dois estados,
nossa proposta é idêntica ao Emaranhamento Global, de Meyer e Wallach. É discutida a
relação entre o Emaranhamento Global e a Entropia Linear, demonstrada por Brennen.
Nós demonstramos que a mesma relação é válida para a nossa proposta, lembrando que
essa se estende a casos de qualquer dimensão. Por fim, trabalhamos com uma visualização




In this work we propose an entanglement measure based on relations between the
wave function’s coefficients. At first, we develop the idea for pure systems constituted of
two particles, each with access to two states. We compare this proposal with other mea-
sures, numerically and analytically. Following, we generalize this measure to pure systems
with any dimensions, make new comparisons and show that this proposal has the basic
requisites required by entanglement measures. The work follows with the demonstration
that for systems with N particles, each with access to two states, our proposal is identical
to the Global Entanglement, proposed by Meyer and Wallach. The relation between the
Global Entanglement and the Linear Entropy, demonstrated by Brennen, is discussed. We
show that the same relation holds for our proposal, despite the fact that it covers systems
with any dimension. Finally, we work out a geometric visualization of the entanglement,
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3.1.2 Comparação Anaĺıtica . . . . . . . . . . . . . . . . . . . . . . . . . 21
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Até o ińıcio do século XX, a visão predominante da ciência a respeito do mundo era
a do “universo mecânico”. Suas leis eram plenamente compreendidas e todo o futuro
poderia ser previsto a partir das condições iniciais. Chegou-se a dizer que “não havia
nada mais a ser descoberto na f́ısica, apenas restava fazer medidas mais e mais precisas”.
Essa concepção caiu com o surgimento de duas teorias: a Mecânica Quântica e a Teoria
da Relatividade de Einstein.
A Mecânica Quântica se desenvolveu com os trabalhos de Einstein, Planck, Bohr,
Schrödinger, Heinsenberg e outros. Ela envolve conceitos estranhos à nossa intuição.
As caracteŕısticas de um objeto passam a ser indeterminadas até que as mesmas sejam
medidas. Um dos efeitos disso é a perda da noção de trajetória, essencial à f́ısica clássica.
Essa indeterminação também faz com que probabilidades apareçam como inerentes às
leis f́ısicas, e não apenas como fruto de limites experimentais. Nosso conhecimento sobre
sistemas f́ısicos passa a ser limitado, como evidencia o Prinćıpio da Incerteza, que nos diz
que à medida que soubermos com maior precisão o momento de um objeto, maior será
nossa incerteza sobre sua posição, e vice-versa. O modo como problemas de muitos corpos
são descritos também difere fundamentalmente do modo como o são na fisica clássica, o
que faz com que surjam correlações não-locais inimagináveis em um universo clássico [1],
[2].
Quem primeiro notou que correlações não-locais surgiam com a Mecânica Quântica
foram Einstein, Podolski e Rosen [3]. Eles associavam a esse tipo de correlação a impossi-
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bilidade da Mecânica Quântica como uma descrição completa da realidade. Shrödinger [4]
respondeu em favor da Mecânica Quântica e dessas correlações, dando a elas o nome de
emaranhamento. A disputa ficou em aberto até Bell [5] propor um experimento que resol-
veria o problema e deixaria claro se essas correlações existiam ou não, estando a questão
sujeita à violação de uma desigualdade, hoje conhecida como desigualdade de Bell. Esse
experimento foi realizado pela primeira vez por Aspect et al. [6], sendo que depois foram
feitos diversos outros experimentos confirmando esse resultado [7], [8], [9], [10], [11]. Os
resultados foram todos favoráveis à posição já adotada por Schrödinger, e com respaldo
experimental, a disputa terminou em favor do emaranhamento e do universo quântico.
Por vezes, embora possamos descrever um dado sistema quântico composto, não po-
demos descrever seus subsistemas individualmente. Para casos assim, medidas feitas em
um dos subsistemas afetam todos os outros, instantaneamente, mesmo que eles estejam
separados espacialmente. Essa correlação não-local é o que chamamos de emaranhamento.
As possibilidades abertas com o emaranhamento são diversas. Como podemos ver
em Horodecki et al. [12], a teoria de emaranhamento é fundamental em descobertas
como criptografia quântica [13], “quantum dense coding” [14] e teleporte quântico [15],
efeitos esses todos demonstrados experimentalmente [16], [17], [18], [19], [20], [21], [22],
[23]. O emaranhamento é também fundamental na Computação Quântica, disciplina que
estuda algoritimos fact́ıveis apenas com recursos quânticos, onde estados emaranhados
desempenham papel fundamental [24].
Acerca do emaranhamento, podemos propor outro problema: sua quantificação. Dado
que um estado seja emaranhado, quão emaranhado ele é? Como posso afirmar se um
estado é mais emaranhado do que outro? Essas perguntas deram ińıcio a todo um novo
campo de pesquisas, campo no qual essa dissertação se inclui.
Trataremos aqui de medidas de emaranhamento. Será feita uma proposta de medida
matematicamente simples, que será analisada e comparada com outros procedimentos
presentes na literatura.
No caṕıtulo 2, retomaremos os conceitos básicos da Mecânica Quântica e do fenô-
meno de emaranhamento, conceitos esses necessários para o entendimento dos caṕıtulos
seguintes.
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No terceiro caṕıtulo, trabalharemos com sistemas puros de duas part́ıculas e dois
ńıveis. Analisaremos uma expressão simples que nos diz se um estado desse tipo é ou não
emaranhado. Essa expressão será utilizada para estimar o emaranhamento de sistemas
quânticos. Faremos uma comparação entre esse modo de medir emaranhamento e outros
estabelecidos na literatura, numérica e analiticamente.
No quarto caṕıtulo, estenderemos a idéia desenvolvida no terceiro caṕıtulo, propondo
uma expressão para medir o emaranhamento de sistemas puros com quaisquer dimensões.
Também faremos comparações com outros procedimentos de medida. Ao final do caṕı-
tulo, demonstraremos que a medida proposta atende aos requisitos exigidos para que ela
configure uma medida de emaranhamento válida.
No quinto caṕıtulo, veremos que para casos de N part́ıculas com dois ńıveis de energia
cada, essa proposta torna-se idêntica a uma outra existente na literatura, o Emaranha-
mento Global, proposto por Meyer e Wallach [25]. Será explorado o resultado de Brennen
[26] que conecta essa medida com outra, a entropia linear. Em seguida, mostraremos
como nossa proposta também se conecta à entropia linear.
No sexto caṕıtulo, exploraremos uma visão geométrica do emaranhamento, visuali-
zando a distribuição do mesmo em um espaço tridimensional. Por fim, serão feitas as
considerações finais acerca dos resultados obtidos.
Capı́tulo 2
Conceitos Fundamentais
2.1 Experimento Dupla Fenda
O Experimento da Dupla Fenda é um dos mais famosos na história da f́ısica. Sua
simplicidade e a forma como coloca em evidência as discrepâncias entre a f́ısica clássica e
quântica o tornam ideal como introdução aos conceitos desta. Ele será aqui descrito de
maneira similar à que aparece no livro de Audretsch [27]. A montagem do experimento
consiste em três partes: um aparato que ejete part́ıculas, uma após a outra, um anteparo
onde essas part́ıculas serão detectadas e duas fendas paralelas entre o ejetor e o anteparo,
que denominaremos “fenda 1” e “fenda 2”. A esquematização do experimento pode ser
vista na figura (2.1).
Primeiro descreveremos o que acontece no caso clássico, ou seja, caso as part́ıculas
ejetadas obedeçam às leis da fisica clássica. Nosso aparato ejeta part́ıculas sob três situ-
ações: fenda 1 aberta e fenda 2 fechada, fenda 1 fechada e fenda 2 aberta, e ambas as
fendas abertas. Com um número suficiente de part́ıculas ejetadas, obteremos um padrão
com a distribuição estat́ıstica do local de choque das mesmas no anteparo, P (x). Caso
mantenhamos uma das fendas abertas e a outra fechada, obtemos o resultado mostrado
na figura (2.2). Caso a fenda aberta seja a número 2, o resultado é o mesmo, porém
centrado nessa fenda. Para as duas fendas abertas, obtemos o esperado, padrões idênticos
aos anteriores, sob ambas as fendas (propriamente normalizados com um fator 1/2). O
resultado é o que esperamos intuitivamente: a distribuição de probabilidades com as duas
4
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Figura 2.1: Esquematização do Experimento de Dupla Fenda.
Fonte: http://www.blacklightpower.com/theory-2/theory/double-slit/
Figura 2.2: Esquematização do experimento de Dupla Fenda realizado com part́ıculas
clássicas e com uma fenda fechada. P (x) representa a distribuição estat́ıstica do local de
choque das part́ıculas. Fonte: Entangled Systems [27], p.24
fendas abertas é a soma das distribuições com cada uma delas aberta separadamente.
Vamos analisar o que acontece se, ao invés de lançarmos objetos macroscópicos, lan-
çarmos objetos quânticos, átomos, por exemplo. O experimento é montado de tal maneira
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que, não fosse a dupla fenda, os impactos se distribuiriam aleatoriamente pelo anteparo
de detecção. Com apenas uma das fendas abertas, obtemos o padrão mostrado na figura
(2.3), com o máximo diretamente posicionado sob a abertura da fenda.
Caso a fenda 2 seja aberta e a 1 fechada, o resultado é idêntico, com a curva posici-
onada sob ela. Quando abrimos as duas fendas, porém, obtemos algo não esperado. O
padrão formado pode ser visto na figura (2.4).
Figura 2.3: Esquematização do experimento de Dupla Fenda realizado com part́ıculas
quânticas e com uma fenda fechada. P (x) representa a distribuição estat́ıstica do local de
choque das part́ıculas. Fonte: Entangled Systems [27], p.24
Observamos uma distribuição que não é a soma das distribuições de probabilidades
dos casos individuais, mas semelhante a um padrão de interferência, como o presente no
experimento quando ele é feito com luz. Um padrão desses é imposśıvel se associarmos uma
trajetória individual clássica a cada uma das part́ıculas lançadas, e portanto, podemos
presumir que a descrição das mesmas se dará de modo análogo à descrição de ondas e
suas interferências por superposição. Nós não podemos dizer se um átomo passou pela
fenda 1 ou pela 2, e assim perdemos a noção de trajetória clássica para os mesmos.
Com esses resultados em mente, vamos tentar descobrir, incrementando esse experi-
mento, por qual das fendas um determinado átomo passa. Isso pode ser feito da seguinte
maneira: lasers são posicionados atrás de cada uma das fendas, de modo que, quando um
átomo passa por ela, espalha a luz para depois chocar-se com o anteparo detector. Dessa
forma, saberemos por onde o átomo afinal passou, e onde ele chegou após isso. Realizando
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Figura 2.4: Esquematização do experimento de Dupla Fenda realizado com part́ıculas
quânticas e com as duas fendas abertas. P (x) representa a distribuição estat́ıstica do
local de choque das part́ıculas. Fonte: Entangled Systems [27], p.25
esse experimento, obtemos como distribuição de impacto curvas como as apresentadas na
figura (2.3) sob cada uma das fendas, ou seja, o resultado será a soma das distribuições
para o caso de apenas uma das fendas abertas. Isso deixa claro que o próprio ato de
medida modifica o nosso sistema em mecânica quântica.
2.2 Os Postulados da Mecânica Quântica
Apresentaremos nesta seção os postulados que sustentam a Mecânica Quântica. Eles
descrevem os objetos básicos dessa teoria e as relações entre eles. Os postulados são aqui
apresentados da maneira como o são por Nielsen e Chuang [24].
Postulado 1
A qualquer sistema f́ısico isolado existe associado um espaço vetorial complexo com
produto interno (ou seja, um espaço de Hilbert), conhecido como espaço de estados do
sistema. O sistema é completamente descrito pelo seu vetor de estado, um vetor unitário
no espaço de estados.
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Esse postulado nos diz como descrever objetos quaisquer em mecânica quântica, como
os átomos no experimento de dupla fenda.
Postulado 2
A evolução de um sistema quântico fechado é descrita por uma transformação unitá-
ria. Ou seja, o estado |Ψ〉 de um sistema em um tempo t1 está relacionado ao estado |Ψ′〉
do sistema em t2 por um operador unirário U que depende somente de t1 e t2: |Ψ′〉 = U |Ψ〉.
Aqui é descrita a dinâmica dos objetos quânticos. Em nosso experimento, seria a
descrição do que acontece com o átomo entre a ejeção e seu choque com o anteparo.
Postulado 3
As medidas quânticas são descritas por determinados operadores de medida {Mm}.
Esses operadores atuam sobre o espaço de estados do sistema. O ı́ndice m se refere aos
posśıveis resultados da medida. Se o estado de um sistema quântico for |Ψ〉, imediatamente
antes da medida, a probabilidade de um resultado m ocorrer é dada por:
p(m) = 〈Ψ|M †mMm|Ψ〉, (2.1)




Os operadores de medida satisfazem a relação de completude:
∑
m
M †mMm = I. (2.3)
Aqui são descritas as medidas e seus efeitos nos sistemas. Nesse postulado aparece
o caráter probabiĺıstico da teoria quântica e o conceito de colapso da função de onda, a
saber, o fato de instantaneamente após a medida o sistema assumir a forma (2.2). Em
nosso experimento, medidas acontecem quando as part́ıculas se chocam com o anteparo
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ou espalham o laser posicionado atrás das fendas. Esse postulado justifica os resultados
diferentes do experimento se feito com ou sem o laser.
Postulado 4
O espaço de estados de um sistema f́ısico composto é o produto tensorial dos espaços
de estados de sistemas f́ısicos individuais. Se os sistemas forem enumerados de 1 até n, e
o sistema i for preparado no estado |Ψi〉, decorre que o estado do sistema composto será
|Ψ1〉 ⊗ |Ψ2〉 ⊗ . . .⊗ |Ψn〉.
O quarto postulado diz como devemos tratar problemas com mais de um objeto. O
fato de muitos objetos serem descritos pelo produto tensorial de seus espaços de estados
está no cerne do fenômeno de emaranhamento, aspecto quântico recorrente nessa disser-
tação.
2.3 Operador Densidade
Por vezes nos deparamos com situações em que nosso sistema quântico não é plena-
mente conhecido. Voltemos ao experimento da dupla fenda, descrito na seção (2). Em
nossa última configuração desse experimento, um laser era posicionado atrás de cada
fenda, emitindo um flash quando a part́ıcula passava por ele. Vamos dizer que quando
uma part́ıcula passa pela fenda 1, acionando o respectivo laser, ela assume o estado |Ψ1〉, e
quando aciona o laser posicionado na fenda 2, o estado |Ψ2〉. Agora, imaginemos que esse
experimento passe a ser o nosso aparato de ejeção de part́ıculas. As particulas espalham
o laser e depois são utilizadas em algum novo esperimento. Em que estado saem essas
part́ıculas? É óbvio que não podemos associar um estado único a todas elas. Há 50% de
chance de estarem no estado |Ψ1〉 e 50% de estarem no estado |Ψ2〉. Como resolver esse
problema? O operador densidade surge para descrever esse tipo de situação.
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onde pi é a probabilidade de o sistema estar no estado |Ψi〉.
O operador densidade deve satisfazer as seguintes caracteŕısticas:
Tr[ρ] = 1, (2.5)
e
〈Ψ|ρ|Ψ〉 ≥ 0, (2.6)
com |Ψ〉 sendo um estado qualquer.
Podemos reformular os postulados apresentados na seção (2.2), utilizando operadores
densidade no lugar de vetores de estado. Abaixo, apresentamos os postulados revistos,
novamente como apresentados por Nielsen e Chuang [24].
Postulado 1
Associado a qualquer sistema f́ısico existe um espaço vetorial complexo com produto
interno, um espaço de Hilbert, conhecido como espaço de estados do sistema. O sistema
é completamente descrito pelo seu operador densidade, que é um operador positivo com
traço 1 atuando no espaço de estados. Se o sistema está no estado ρi com probabilidade




A evolução de um sistema quântico fechado é descrita por transformações unitárias.
Isto é, o estado ρ do sistema em um instante t1 está relacionado ao estado ρ
′
em um





Medidas quânticas são descritas por uma coleção de operadores de medidas {Mm}.
Esses operadores atuam sobre o espaço de estados do sistema sendo medido. O ı́ndice m
refere-se a um resultado posśıvel da medida. Se o estado do sistema imediatamente antes
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da medida for ρ, a probabilidade de o resultado m ocorrer será
p(m) = tr(M †mMmρ), (2.7)






Os operadores de medida satisfazem a seguinte equação de completude
∑
m
M †mMm = I. (2.9)
Postulado 4
O espaço de estados de um sistema f́ısico composto é o produto tensorial dos espaços
de estados de suas componentes. Além disso, se tivermos sistemas numerados de 1 a n, e
o i-ésimo sistema for preparado em ρi, o estado do sistema composto será ρ1⊗ρ2⊗. . .⊗ρn.
Esses postulados são equivalentes aos anteriores, e se tornam extremamente úteis ao
se trabalhar com sistemas cujos estados não são completamente conhecidos. Vale notar
outra propriedade do operador densidade, a saber
tr[ρ2] ≤ 1, (2.10)
sendo a igualdade alcançada apenas para estados puros.
2.4 Operador Densidade Reduzido
Neste trabalho tratamos de sistemas puros, assim, por que trazer à tona a teoria de
sistemas mistos? Isso se deve ao operador densidade reduzido. Esse operador descreve
subsistemas de sistemas quânticos compostos, e é fundamental no estudo dos mesmos.
Dado um sistema composto ρAB, dizemos que o operador densidade reduzido em relação
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ao subsistema A é:
ρA ≡ trB[ρAB], (2.11)
sendo trB o traço parcial sobre B, definido como
trB[[a1〉〈a2| ⊗ |b1〉〈b2|] ≡ |a1〉〈a2|tr [|b1〉〈b2|] . (2.12)
O operador densidade reduzido é importante por oferecer a estat́ıstica para as medidas
realizadas sobre o subsistema em questão. Vamos aplicá-lo a dois casos e ver o que
obtemos. Primeiro, tomemos ρAB = ρ⊗ σ. Para ρA, temos
ρA = trB[ρ⊗ σ] = ρ tr[σ] = ρ. (2.13)
Como esperado, para um sistema composto de subsistemas separáveis, obtivemos um
dos subsistemas como operador densidade reduzido. Vamos agora efetuar procedimento
semelhante para um estado puro, no caso, um dos chamados estados de Bell,
|ΨBell〉 = 1√
2
(|01〉 ⊗ |02〉+ |11〉 ⊗ |12〉). (2.14)
Seu operador densidade é dado por
ρ =




e seu operador densidade reduzido




















A propriedade apresentada na equação (2.10) nos diz que, caso o traço do quadrado
de um operador densidade seja menor do que 1, esse operador representa um estado misto.
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Portanto, é posśıvel que estados puros sejam formados por subsistemas em estados mistos.
Embora conheçamos completamente nosso sistema, nos é vedado o conhecimento total de
cada um dos subsistemas. Esse aspecto é intimamente ligado ao emaranhamento.
2.5 Emaranhamento
Imaginemos que possúımos duas part́ıculas preparadas no estado descrito em (2.14).
Podemos colocar uma dessas particulas em um laboratório A, e a outra em um laboratório
B, de modo que possam ser feitas medidas em cada uma delas nos respectivos laboratórios
onde se encontram. Caso seja medido o estado da particula localizada no laboratorio
A e obtenha-se |0〉 como resultado, sabemos que o estado da part́ıcula no laboratório
B imediatamente colapsará em |0〉 também. A medida feita no laboratório A afeta a
part́ıcula do laboratório B, mesmo as part́ıculas estando distantes. A essa correlação
não-local damos o nome de emaranhamento.
Caracterizar o emaranhamento de um sistema puro pode ser encarado como um pro-
blema de separabilidade. Dizemos que um sistema de N part́ıculas não é emaranhado se
podemos decompor sua função de onda no produto tensorial das funções de onda de cada
part́ıcula.
|Ψ〉 = |Ψ1〉 ⊗ |Ψ2〉 ⊗ · · · ⊗ |ΨN〉, (2.18)
onde |Ψi〉 refere-se à função de onda da part́ıcula i. Caso seja imposśıvel colocar o sistema
na forma descrita pela eq. (2.18), dizemos que tal sistema é emaranhado.
Para explorar e entender melhor essa condição,vamos aplicá-la a um caso simples, um
sistema de duas part́ıculas, cada uma com acesso a dois ńıveis de energia. Vamos tomar
uma função de onda expĺıcita e verificar se ela é ou não emaranhada. A função será
|Ψ〉 = 1
2
|01〉 ⊗ |02〉+ 1
2
|11〉 ⊗ |02〉+ 1
2
|01〉 ⊗ |12〉+ 1
2
|11〉 ⊗ |12〉. (2.19)





























Esse resultado nos diz que a função de onda apresentada em (2.19) não é emaranhada.
Podemos fazer outro teste com essa função. Na seção anterior foi visto como se calcula
o operador densidade reduzido de um subsistema. Foi dito também que esse operador
descreve o subsistema, sendo que em um caso analisado, obtivemos um subsistema misto
para um estado puro, deixando claro que embora tivessemos informação completa sobre o
estado, o mesmo não era verdade para um de seus subsistemas. Vamos calcular o operador
densidade reduzido para a part́ıcula 1 da função de onda (2.19) e ver o que obtemos.
ρ1 = tr2[|Ψ〉〈Ψ|] = tr2[|Ψ1〉〈Ψ1| ⊗ |Ψ2〉〈Ψ2|]
= |Ψ1〉〈Ψ1|tr[|Ψ2〉〈Ψ2|] = |Ψ1〉〈Ψ1|. (2.22)
O operador densidade reduzido obtido representa um estado puro. Isso nos diz que
assim como nosso conhecimento sobre o sistema é total, também o é sobre o subsistema.
Esse resultado era esperado, dado que, com a decomposição (2.20) conseguimos separar a
função de onda de cada um dos subsistemas (nesse caso, cada part́ıcula constituindo um
subsistema), ou seja, conhecemos completamente cada um deles. Para a função de onda
definida na equação (2.14), é imposśıvel realizar uma separação em termos das funções
de onda individuais dos subsistemas. Esse estado é emaranhado, o que condiz com o fato
de seus subsistemas serem mistos. Como notado anteriormente, chamamos esse estado
de estado de Bell. Há quatro estados de Bell: |Ψ1〉 = 1√2(|01〉 ⊗ |02〉 + |11〉 ⊗ |12〉),
|Ψ2〉 = 1√2(|01〉⊗ |02〉− |11〉⊗ |12〉), |Ψ3〉 = 1√2(|01〉⊗ |12〉+ |11〉⊗ |02〉) e |Ψ4〉 = 1√2(|01〉⊗
|12〉 − |11〉 ⊗ |02〉). Esses estados são importantes pois, como veremos adiante, é posśıvel
medir o emaranhamento de sistemas f́ısicos, e os quatro estados apontados são os mais
emaranhados para sistemas com duas part́ıculas e dois ńıveis.
Reunindo esses resultados, vemos que o emaranhamento está ligado à separabilidade
do sistema e a incompleteza da informação sobre os subsistemas. Não podemos analisar
cada um dos subsistemas sem fazer referência a todos os outros.
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2.6 Medidas de Emaranhamento
Como vimos na seção anterior, o problema de verificar se há emaranhamento em um
estado puro é bem definido. Sendo posśıvel uma separação do sistema nos termos da
equação (2.18), o sistema não é, outrossim, é. Podemos, entretanto, fazer outra pergunta.
Dado que um sistema é emaranhado, quão emaranhado ele é?
Há diversas propostas na literatura, tanto para estados puros quanto para estados
mistos [12]. Há também discussão, em aberto, sobre quais critérios uma medida deve
obedecer [28], [29], sendo que há medidas que obedecem uns e não outros. Os critérios
realmente necessários, no entanto, para estados puros, são dois: que o valor da medida
seja nulo para, e somente para, estados separáveis e que a mudança de base de uma das
part́ıculas do sistema não altere a medida [12]. Durante a dissertação, diversas medidas
serão enunciadas e explicadas, conforme necessário.
Capı́tulo 3
A Proposta C para sistemas 2x2
Como vimos no caṕıtulo anterior, caracterizar o emaranhamento de um sistema puro
pode ser encarado como um problema de separabilidade. Analisamos um sistema 2x2
(2.19) e chegamos à conclusão de que ele era não emaranhado, devido à possibilidade de
escrevê-lo como uma multiplicação tensorial das funções de onda individuais dos subsis-
temas (2.20). Vamos analisar agora o caso geral para sistemas puros 2x2, em busca dos
requisitos que um sistema desse tipo deva possuir para que seja separável.
Assumindo que um estado |Φ〉 seja não emaranhado, podemos escrevê-lo na forma
(2.18). Definimos:
|Φ1〉 = a0|01〉+ a1|11〉 e |Φ2〉 = b0|02〉+ b1|12〉. (3.1)
Efetuando a multiplicação tensorial,
|Φ〉 = a0b0|00〉+ a1b0|10〉+ a0b1|01〉+ a1b1|11〉, (3.2)
sendo que foi utilizada a seguinte notação: |ij〉 = |i1〉 ⊗ |j2〉.
Agora, vamos escrever um estado 2x2, |Ψ〉, da maneira mais geral posśıvel, sem res-
trições sobre sua separabilidade.
|Ψ〉 = c00|00〉+ c10|10〉+ c01|01〉+ c11|11〉. (3.3)
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Esse estado será separável caso seus coeficientes possam ser escritos como em (3.2),
ou seja, cij = aibj. Podemos notar que, caso os coeficientes da função de onda tenham
essa forma, as razões c00/c10 e c01/c11 serão iguais a a0/a1, assim como c11/c10 e c01/c00
serão iguais a b1/b0. Isso nos leva à seguinte relação satisfeita por estados separáveis:
c00c11 − c10c01 = 0. (3.4)
Caso o estado seja separável, satisfará à relação acima. Porém, podemos afirmar que
caso a relação (3.4) seja satisfeita, o estado é necessariamente separável? Isso pode ser
verificado com o seguinte expediente. Dados c00, c11, c10 quaisquer, podemos escrever
c00 = a0b0 c11 = a1b1 c10 = a1b0, (3.5)
com a0, b0, a1, b1 convenientes. Assumindo a forma (3.5) e impondo a condição (3.4),
obtemos c01 = a0b1, e dessa forma, nos é garantido que o sistema é separável.
Portanto, para um estado puro 2x2, o critério para saber se tal estado é ou não
emaranhado é simples, basta verificar se a equação (3.4) é obedecida. Caso sim, o estado
é não emaranhado.
Caso a equação (3.4) não seja obedecida, sabemos que o sistema é emaranhado. Mas
quão emaranhado? Vamos dizer que o lado esquerdo da equação (3.4) seja uma quanti-
dade. Quando essa quantidade é igual a zero, o estado é não emaranhado, necessariamente.
Intuitivamente, quanto mais essa quantidade se afastar de 0, mais emaranhado será o sis-
tema. Porém, c00c11 − c10c01 é tipicamente complexo. Para uma medida, precisamos de
um número real maior ou igual a zero. Assim, definimos:
C = |c00c11 − c10c01|2, (3.6)
e dizemos que C mede o emaranhamento para um sistema 2x2.
Podemos rapidamente encontrar quais são os estados mais emaranhados de acordo com
C. Para isso, temos que achar o máximo da eq. (3.6) tendo como vinculo a normalização:
|c00|2 + |c10|2 + |c01|2 + |c11|2 = 1. (3.7)
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Podemos eliminar a subtração existente em C, igualando c10 e c01 a zero (o mesmo
pode ser feito com c00 e c11). Dessa forma, obtemos possibilidades de C’s maiores. Ficamos
com o problema de maximizar C sob as seguintes condições:
C = |c00c11|2
|c00|2 + |c11|2 = 1 . (3.8)
A solução para esse problema é c11 = c00, com



















(|10〉 − |01〉) .
Esses são os estados de Bell. O resultado era o esperado, pois, como dito, esses estados
são os mais emaranhados para sistemas 2x2. Podemos normalizar C, de modo que seu
valor máximo seja 1:
C = 4|c00c11 − c10c01|2. (3.10)
3.1 Comparações
Definido C, ao menos para o caso 2x2, podemos compará-lo com outras medidas
estabelecidas. Utilizaremos para a comparação as seguintes: Entropia de von Neumann,
Concorrência e Distância. Abaixo, elas são descritas.
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Entropia de von Neumann
Essa seja talvez a medida mais utilizada para sistemas bipartidos. Foi introduzida
por Bennet et al. [30] e mede nossa falta de informação sobre o subsistema em questão.
Origina-se da entropia de Shannon, conceito proveniente da Teoria da Informação. Sua
expressão é:
S (ρ) = −tr [ρA log2 ρA] , (3.11)
sendo ρA ≡ trB [ρ] o operador densidade reduzido do sistema.
A entropia de von Neumann pode ser calculada realizando o seguinte somatório:
S (ρ) =
∑
−λ log2 λ, (3.12)
onde λ são os auto-valores da matriz do operador densidade reduzido.
Concorrência
A concorrência é uma medida de emaranhamento definida por Hill e Wooters [31] e





1− tr [(ρA)2]). (3.13)
Distância
A seguinte medida baseada na distância entre estados é definida por Wei e Goldbart





‖ci − di‖2 . (3.14)
Para um estado |Ψ〉 qualquer, podemos medir seu emaranhamento encontrando o
estado |Φ〉 não emaranhado que minimize essa distância. A idéia é que quanto mais
distante um estado esteja de um não emaranhado, mais emaranhado ele é. Desse modo,
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a medida de emaranhamento é dada por:
DE (Ψ) = Dmin (Ψ,Φ) . (3.15)
3.1.1 Comparação Numérica
Definidas as medidas que compararemos, podemos aplicá-las às mesmas funções de
onda e comparar os resultados. Foram geradas mil funções de onda aleatórias (reais).
Calculamos C para cada uma das funções e as ordenamos de acordo com essa medida.
Chamamos de |Ψ1〉 o estado com menor C, |Ψ2〉 o estado com segundo menor C, e assim
sucessivamente, até |Ψ1000〉, o estado com maior C. Em seguida, os outros três métodos
foram aplicados aos mesmo estados, com as funções na ordem obtida através de seus valo-
res de C. Com exceção da Distância, todos os métodos consistem em manipulação direta
dos coeficientes da função de onda. Para a Distância, utilizamos o resultado apresentado
no Apêndice A, a saber, que o estado não emaranhado mais próximo de um estado real
é, por sua vez, um estado real também.
Com os valores de cada uma das medidas calculados para cada |Ψj〉, podemos construir
um gráfico que nos mostre o comportamento das medidas quando aplicadas aos mesmo
estados. Basicamente, queremos ver se as medidas apresentam a mesma tendência de
crescimento que C. Em busca disso, fizemos um gráfico da seguinte maneira: no eixo
horizontal distribúımos os indices j de cada função de onda |Ψj〉, de 1 a 1000. No eixo
vertical, são colocados os valores de cada medida para cada função de onda. A figura 3.1
apresenta o resultado obtido com esse procedimento.
O gráfico acima nos permite observar se as medidas apresentam o mesmo ordenamento.
Dizemos que duas medidas possuem o mesmo ordenamento quando, se para uma medida
temos ε(|Ψi〉) ≥ ε(|Ψj〉), para outra também teremos ε′(|Ψi〉) ≥ ε′(|Ψj〉), onde ε designa o
valor do emaranhamento.
A curva para C é necessariamente crescente, dado que foi com essa medida que or-
denamos as funções de onda. O fato de todas as outras curvas apresentarem o mesmo
padrão crescente indica que as medidas produzem o mesmo ordenamento.
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Figura 3.1: Medidas C, Concorrência, Entropia de von Neumann e Distância aplicadas a
mil estados puros 2x2. Os estados são numerados de um a mil, de acordo com seu valor
crescente de C, e esses ı́ndices são distribúıdos no eixo horizontal. Cada medida é aplicada
a cada um dos estados, e seu valor apresentado na vertical do ı́ndice do respectivo estado.
3.1.2 Comparação Anaĺıtica
Vamos agora tratar essa equivalência de ordenamento analiticamente, demonstrando
que, no caso 2x2, a Entropia de von Neumann, Concorrência e Distância são funções
crescentes de C.
Entropia de von Neumann
Um sistema descrito pela função de onda:
|Ψ〉 = c00 |00〉+ c10 |10〉+ c01 |01〉+ c11 |11〉 , (3.16)
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i′j′ |ij〉 〈i′j′| . (3.17)
Calculando o operador densidade reduzido, em relação a qualquer uma das duas par-
ticulas, obtemos:

























































Dado que a entropia de von Neumann pode ser calculada a partir dos autovalores
dessa matriz, precisamos diagonalizá-la:∣∣∣∣∣ c00c∗00 + c01c∗01 − λ c10c∗00 + c11c∗01c00c∗10 + c01c∗11 c10c∗10 + c11c∗11 − λ
∣∣∣∣∣ = 0. (3.21)
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Resolvendo o determinante, obtemos:
λ2 − λ+ c00c11c∗00c∗11 + c10c01c∗10c∗01 − c00c11c∗10c∗01 − c10c01c∗00c∗11 = 0. (3.22)
Equação essa que pode ser escrita como
λ2 − λ+ (c00c11 − c10c01) (c∗00c∗11 − c∗10c∗01) = 0. (3.23)
Introduzindo o C definido em (3.10), a equação transcedental fica da seguinte forma:
λ2 − λ+ C
4
= 0. (3.24)










Agora, podemos calcular a entropia de von Neumann:
























Assim, temos S = S (C), com S(0) = 0 e S(1) = 1, ou seja, os extremos das medidas
são correspondentes. Agora, precisamos mostrar que S(C) é crescente para 0 < C < 1.
Com esse objetivo, façamos a seguinte troca de variável:




A entropia, em função de x, é:
S(x) = 1− 1
2












Em seguida, descobre-se em que intervalo S(x) é decrescente.
dS
dx
≤ 0 → log(2− x) ≤ log x
x ≥ 1. (3.30)
Para 0 ≤ C ≤ 1, temos 1 ≤ x ≤ 2, e nesse intervalo, como vemos na eq. (3.30), S(x)
é decrescente em x.






1− C . (3.31)
Como podemos ver acima, para 0 ≤ C ≤ 1, x é decrescente. Portanto, dado que, no
intervalo de interesse, x é descrescente em |C|, e S(x) é decrescente em x, S(x(|C|)) é
crescente. Assim, demonstrado que S(C) é crescente para 0 ≤ C ≤ 1, temos que os dois
métodos possuem o mesmo ordenamento para sistemas 2x2.
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Concorrência
Precisamos calcular o traço de ρ2A. Utilizando a equação (3.20), podemos calcular os
elementos a11 e a22 da matriz ρ
2
A
tr[ρ2A] = |c00|4 + |c01|4 + |c10|4 + |c11|4 + 2|c00|2|c01|2










Utilizando a seguinte igualdade,
(|c00|2 + c210 + |c01|2 + c11|2)2 = |c00|4 + |c10|4 + |c01|4 + |c11|4
+2|c00|2|c10|2 + 2|c00|2|c01|2 + 2|c00|2|c11|2
+2|c01|2c210|+ 2|c10|2|c11|2 + 2|c01|2|c11|2,
(3.33)
podemos escrever a eq. (3.32) como
tr[ρ2A] =










= 1− 2 (c00c11 − c10c01) (c∗00c∗11 − c∗10c∗01) . (3.34)
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Essa relação para a concorrência já havia sido identificada por [34].
3.1.3 Distância
Dados dois estados reais de sistemas 2x2, |Ψ〉 =∑ij cij|ij〉 e |Φ〉 =∑ij dij|ij〉, pode-
mos chamar de T a distância entre eles, definida em (3.14):
T = (d00 − c00)2 + (d10 − c10)2 + (d01 − c01)2 + (d11 − c11)2. (3.36)
Queremos encontrar o estado |Φ〉 não emaranhado mais próximo de |Ψ〉. Para isso,







11 = 1 (3.37)
d00d11 − d10d01 = 0. (3.38)
Para tal, utilizaremos os multiplicadores de Lagrange. Eles serão rapidamente intro-
duzidos abaixo.
Multiplicadores de Lagrange
Encaremos o problema de encontrar os extremos de uma função f(x, y) sujeita a um
vinculo g(x, y) = c. Primeiro criamos a função auxiliar:
Λ(x, y, λ) = f(x, y) + λ · (g(x, y)− c) . (3.39)
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Após, resolvemos
∇x,y,λΛ(x, y, λ) = 0, (3.40)
que nos dará os pontos (x, y) extremos. Para mais variáveis ou v́ınculos, o processo é
similar.
Voltando ao nosso problema, contrúımos a seguinte função auxiliar:
Tμ,υ = T + μ(d00d11 − d10d01) + υ(d200 + d210 + d201 + d211 − 1). (3.41)
Derivando sobre os d’s e as variáveis dos vinculos, obtemos o seguinte conjunto de
equações:
2(d00 − c00) + 2υd00 + μd11 = 0, (3.42)
2(d11 − c11) + 2υd11 + μd00 = 0, (3.43)
2(d01 − c01) + 2υd01 + μd10 = 0, (3.44)







11 = 1, (3.46)
d00d11 − d10d01 = 0, (3.47)






as equações (3.42), (3.43), (3.44) e (3.45) tornam-se:
(1 + υ)d00 + γd11 = c00, (3.49)
(1 + υ)d11 + γd00 = c11, (3.50)
(1 + υ)d01 + γd10 = c01, (3.51)
(1 + υ)d10 + γd01 = c10. (3.52)
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Precisamos resolver esse sistema. Somando (3.49)2 +(3.50)2 +(3.51)2 +(3.52)2, obte-
mos:
(1 + υ)2 + γ2 = 1. (3.53)
Podemos também fazer (3.49) · (3.50)− (3.51) · (3.52), obtendo:
(1 + υ)γ = c00c11 − c10c01
= c,
(3.54)
com c = c00c11 − c10c01.
Além disso, rearranjando as equações (3.49), (3.50), (3.51) e (3.52) no seguinte for-
mato:
(d00 − c00) = −υd00 − γd11, (3.55)
(d11 − c11) = −υd11 − γd00, (3.56)
(d01 − c01) = −υd01 + γd10, (3.57)
(d10 − c10) = −υd10 + γd01, (3.58)
e somando os quadrados dessas equações, obtemos:
T = υ2 + γ2. (3.59)
Assim, precisamos encontrar os valores de υ e γ, e nosso problema está resolvido.
Para isso, podemos resolver o sistema de equações formado por (3.53) e (3.54). Isolando
γ em (3.54) e substituindo em (3.53), ficamos com a seguinte equação:
(1 + υ)2 − (1 + υ)2 + c2 = 0, (3.60)







Porém, dado que quando c = 0 temos T = 0, precisamos que, caso c seja nulo, υ
também o seja. Notemos também que o c aqui definido relaciona-se com C de (3.10)
como C = 4c2. Dessa forma, temos:







Agora, de (3.53) temos que:
υ2 + γ2 = −2υ, (3.63)






Sendo essa a relação entre a medida C e a Distância.
Capı́tulo 4
A Proposta C para sistemas de quaisquer
dimensões
4.1 Sistemas com mais part́ıculas e ńıveis
O problema de duas part́ıculas e dois ńıveis é simples no seguinte aspecto: apenas
uma combinação entre os coeficientes da função de onda já define se o estado é ou não
emaranhado (3.10).
Assim, voltando à grandeza que, caso nula, garante o não emaranhamento de um
sistema 2x2, temos,
C = c00c11 − c10c01
= a0b0a1b1 − a1b0a0b1. (4.1)
Observando a eq. (4.1), percebemos que C é simplemente a subtração do produto
de duplas de coeficientes da função de onda que, caso decompostos na forma cij = aibj,
apresentam os mesmos fatores, mas em ordens diferentes.
Para um sistema 2x2, há apenas uma subtração com essa propriedade. Para sistemas
separáveis com mais part́ıculas e mais dimensões, haverá mais permutações posśıveis entre
30
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= ai1 . . . aiNai′1
. . . ai′N
, (4.2)
e consequentemente, mais quantidades do tipo cXcY −cZcT que serão nulas caso o sistema
seja separável. Vamos chamar essas quantidades de coeficientes de emaranhamento.
Como encontrar esses coeficientes de emaranhamento, quais escolher e como somá-los
é o que trataremos a seguir.
4.1.1 Contando Coeficientes de Emaranhamento
Temos de encontrar todos coeficientes de emaranhamento do tipo descritos na seção
anterior para o caso deN part́ıculas. Para um estado separável |Φ〉 =∑ aibj . . . zk|i j . . . k〉,
os coeficientes terão o formato:
aibj . . . zk × ai′ bj′ . . . zk′ − aibj′ . . . zk′ × ai′ bj . . . zk = 0, (4.3)
ou seja,
ci j...k × ci′ j′ ...k′ − ci j′ ...k′ × ci′ j...k = 0. (4.4)
Como podemos ver, o ı́ndice referente a uma das part́ıculas se mantém fixo, e o de
todas as outras trocam-se entre si, da primeira para a segunda multiplicação. No caso
acima, o ı́ndice da primeira é fixado em i e i
′
, sendo que os ı́ndices (j . . . k) acompanham
o ı́ndice i e os (j
′




na primeira multiplicação, e o inverso ocorre na segunda.




− cK′1iK′2cK1i′K2 , (4.5)
onde K1 e K2 são conjuntos de ı́ndices, com a soma do número de ı́ndices de K1 + K2
igual a N − 1, sendo N o número de part́ıculas. Além disso, i = i′ e, tomados na ordem,
K1K2 = K ′1K ′2. Identificada a forma geral dos coeficientes, para encontrar todos devemos







) e, finalmente, variar a posição do ı́ndice que se mantém fixo (isso é, a
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posição de i e i
′
no conjunto de ı́ndices).
Para facilitar nosso trabalho, e mesmo a visualização do problema, vamos escrever
de um jeito diferente os coeficientes da função de onda. Para um coeficiente qualquer,
escreveremos gij ,K , onde i e j são números, e K pode ser um conjunto de números k1...kn.
A transcrição para o formato tradicional do coeficiente se dá da seguinte forma, os ı́ndices
k’s são escritos normalmente, até que se chega à j-ésima posição. Nela, é inserido o ı́ndice
i, e após, terminam-se os k’s. Ou seja,
gij ,K=k1k2...kn = ck1...i kj ...kn . (4.6)
Por exemplo, temos:
g12,0000 = c01000. (4.7)
Definido isso, podemos descrever todos os coeficientes de emaranhamento da seguinte
maneira:
Dj,i,i′ ,K,K′ = gij ,Kgi′j ,K
′ − gij ,K′gi′j ,K , (4.8)
onde i = i′ e K = K ′ . O número de ı́ndices de K será N − 1, sendo N o número de
part́ıculas. O ı́ndice i pode variar por todos os ńıveis permitidos para a j-ésima particula.
Ao percorrermos todas as combinações possiveis de i e i
′
, de K e K
′
, e variarmos j de 1
a N , teremos encontrado todos os coeficientes de emaranhamento posśıveis.
Podemos notar também as seguintes simetrias:
Dj,i,i′ ,K,K′ = −Dj,i′ ,i,K,K′ , (4.9)
e
Dj,i,i′ ,K,K′ = −Dj,i,i′ ,K′ ,K . (4.10)
As simetrias descritas acima nos livram de calcular Dj,i,i′ ,K′ ,K ou Dj,i,i′ ,K′ ,K caso já
tenhamos calculado Dj,i,i′ ,K,K′ .
Por fim, encontrados os coeficientes de emaranhamento (4.8), propomos a soma de
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|gij ,Kgi′j ,K′ − gij ,K′gi′j ,K |
2, (4.11)
onde a soma é efetuada com j indo de 1 a N (número de particulas), e sobre todas as com-




). A é uma constante de normalização.
Devemos atentar também que, calculado o termo para (K,K
′
), é desnecessário contabi-
lizar o termo com (K
′
, K), já que pela simetria apontada, isso apenas acrescentaria um





Há, entretanto, um questão não citada aqui. Se supusermos um estado separável,
todos esses coeficientes de emaranhamento são nulos. Porém, para esse caso, eles não são
independentes. Eles podem ser escritos uns em função dos outros, de modo que a nulidade
de alguns implica na nulidade dos demais. Sendo assim, será que apenas um grupo menor
de coeficientes de emaranhamento já não traria a informação de quão emaranhado é o
sistema, sem a necessidade do cálculo de todos? Isso será discutido adiante, por enquanto,
vamos ver como fica a aplicação desse método a um sistema de duas particulas com três
ńıveis de energia cada.
4.1.2 Sistemas 2x3
Um sistema 2x3 geral é dado por
|Ψ〉 = c00|00〉+ c10|10〉+ c20|20〉+ c01|01〉+ c11|11〉
+c21|21〉+ c02|02〉+ c12|12〉+ c22|22〉, (4.12)
Utilizaremos agora a eq.(4.8) para calcular os coeficientes de emaranhamento neces-
sários para o cálculo da medida:
D1,0,1,0,1 = c00c11 − c01c10, (4.13)
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D1,0,1,0,2 = c00c12 − c02c10, (4.14)
D1,0,1,1,2 = c01c12 − c02c11, (4.15)
D1,0,2,0,1 = c00c21 − c01c20, (4.16)
D1,0,2,0,2 = c00c22 − c02c20, (4.17)
D1,0,2,1,2 = c01c22 − c02c21, (4.18)
D1,1,2,0,1 = c10c21 − c11c20, (4.19)
D1,1,2,0,2 = c10c22 − c12c20, (4.20)
D1,1,2,1,2 = c11c22 − c12c21. (4.21)
O próximo passo seria mudar j de 1 para 2. Porém, por termos apenas duas part́ıculas,
e ambas tendo o mesmo número de ńıveis dispońıveis, teremos D2,i,i′ ,K,K′ = D1,K,K′ ,i,i′ ,
bastando considerar j = 1. Calculados os coeficientes, podemos aplicar a eq. (4.11) para
encontrar o emaranhamento.
Vamos novamente fazer uma comparação numérica entre C, Entropia de von Neu-
mann, Concorrência e Distância. Utilizaremos o mesmo método que o utilizado para
construir o gráfico (3.1) na seção 3.1 Geramos mil funções de onda (reais) aleatorias, cal-
culamos C para cada uma delas e as reordenamos de acordo com o valor crescente dessa
medida. Em seguida, aplicamos as outras medidas às funções nessa ordem. No eixo ho-
rizontal estão os ı́ndices das funções de onda (obtidos a partir de seu ordenamento pelo
valor de C) e no vertical as medidas de emaranhamento. O resultado pode ser visto na
figura (4.1).
Para a normalização de C, utilizamos um fator 3, de modo que as curvas ficassem
de tamanho comparáveis. Como podemos ver, nem a entropia de von Neumann e nem a
Distância obedecem o ordenamento de C, enquanto a Concorrência obedece. Na litera-
tura, é verificado que medidas diferentes, quando aplicadas a sistemas mais complexos do
que um 2x2, produzem ordenamentos diferentes [35]. Também podemos observar que a
entropia de von Neumann destoa mais do que a distância, que só começa a oscilar consi-
deravelmente no final. O ordenamento com a Concorrência é interessante, e uma ligação
entre as duas medidas aparecerá adiante.
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Figura 4.1: Medidas C, Concorrência, Entropia de von Neumann e Distância aplicadas a
mil estados puros 2x3. Os estados são numerados de um a mil, de acordo com seu valor
crescente de C, e esses ı́ndices são distribúıdos no eixo horizontal. Cada medida é aplicada
a cada um dos estados, e seu valor apresentado na vertical do ı́ndice do respectivo estado.
Tentativa de medir emaranhamento com um número mı́nimo de coeficientes
de emaranhamento
Agora que temos um problema com muitos coeficientes de emaranhamento, podemos
voltar à questão: precisamos de todos eles? Se com um número menor de coeficientes
de emaranhamento pudéssemos estimar eficientemente o emaranhamento de um sistema,
o trabalho matemático seria reduzido, já que precisaŕıamos calcular apenas alguns dos
coeficientes de emaranhamento, e não todos. Como podemos ver acima, temos nove coe-
ficientes de emaranhamento. Caso o estado seja separável, todos serão nulos. Entretanto,
verificando se alguns deles são nulos, já sabeŕıamos que todos o são. São necessários
quatro coeficientes de emaranhamento para tal, e isso se dá pelo fato de que, escolhendo
quatro desses coeficientes, pode-se escrever os outros cinco a partir daqueles. Abaixo, isso
ficará evidente.
Imaginemos um estado separável. Nesse caso, as equações de (4.13) a (4.21) terão
D = 0. Vamos reescrevê-las da seguinte maneira:
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c00c11 = c01c10, (4.22)
c00c12 = c02c10, (4.23)
c01c12 = c02c11, (4.24)
c00c21 = c01c20, (4.25)
c00c22 = c02c20, (4.26)
c01c22 = c02c21, (4.27)
c10c21 = c11c20, (4.28)
c10c22 = c12c20, (4.29)
c11c22 = c12c21. (4.30)
Utilizarei como equações mı́nimas para escrever todas as outras as equações (4.22),














→ c00c21 = c20c01 → eq.(4.25). (4.32)
Multiplicando (4.26)·(4.22)·(4.28), obtemos
c11c20c10c01c00c22 = c00c11c02c20c10c21 → c01c22 = c02c21 → eq.(4.27). (4.33)
Multiplicando (4.22·(4.26)·(4.24),
c02c11c00c22c10c01 = c00c11c02c20c01c12 → c22c10 = c12c20 → eq.(4.29). (4.34)
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Multiplicando (4.28)·(4.26)·(4.24),
c02c11c00c22c11c20 = c10c21c02c20c12c01 → c11c22 = c12c21 → eq.(4.30). (4.35)
E portanto, as outras cinco equações podem ser descritas a partir de (4.22), (4.24),
(4.26) e (4.28). Isso significa que, caso os coeficientes (4.13), (4.15),(4.17) e (4.19) sejam
nulos, sabemos que os outros também o serão. Podemos ver que esse é o mı́nimo pelo fato
de que, em cada equação, aparece um termo da função de onda que está ausente em todas
as outras, e portanto, ela não pode ser escrita em função delas. Será que podemos usar
apenas esses quatro para medir o emaranhamento do sistemal? Vamos testar essa idéia.
Supondo que os quatro coeficientes apontados dêem uma medida do emaranhamento
de um sistema 2x3, vamos definir:
Cmin = |D1,0,1,0,1|2 + |D1,0,1,1,2|2 + |D1,0,2,0,2|2 + |D1,1,2,0,1|2
= |c00c11 − c01c10|2 + |c01c12 − c02c11|2 + |c00c22 − c02c20|2 + |c10c21 − c11c20|2.
(4.36)
Para uma comparação numérica, utilizaremos a mesma tática usada anteriormente.
Mil estados aleatórios são gerados, Cmin é aplicado a todos eles, que por sua vez são
ordenados de acordo com seu valor crescente de Cmin. Em seguida, as outras medidas são
aplicadas aos estados nessa ordem. Constrúımos um gráfico com os ı́ndices que identificam
as funções de onda na horizontal e os valores de emaranhamento na vertical. Os resultados
são apresentados na figura (4.2), onde, para Cmin, usamos um fator 5 na normalização,
para melhor visualização dos resultados.
Como podemos ver, a correlação é quase totalmente perdida. Ao serem ordenados a
partir de Cmin , os resultados das outras medidas ficam esparços pelo gráfico. Antes de
interpretarmos esse resultado, vamos observar outra abordagem.
Embora o conjunto de equações (4.22), (4.24), (4.26) e (4.28) garanta a separabilidade
de um sistema, ele não é o único. É posśıvel verificar que outros conjuntos desempenham
a mesma função. Seguindo procedimento análogo ao já feito, é posśıvel demonstrar que
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Figura 4.2: Cmin, Concorrência, Entropia de von Neumann e Distância aplicadas a mil
estados puros 2x3. Os estados são numerados de um a mil, de acordo com seu valor
crescente de C, e esses ı́ndices são distribúıdos no eixo horizontal. Cada medida é aplicada
a cada um dos estados, e seu valor apresentado na vertical do ı́ndice do respectivo estado.
outros conjuntos de equações podem servir como equações mı́nimas. Como exemplo,
temos (4.22), (4.24), (4.25) e (4.26). A partir dessas quatro equações também podemos




min = |D1,0,1,0,1|2 + |D1,0,1,1,2|2 + |D1,0,2,0,1|2 + |D1,0,2,0,2|2
= |c00c11 − c01c10|2 + |c01c12 − c02c11|2 + |c00c21 − c01c20|2 + |c00c22 − c02c20|2.
(4.37)
Temos duas medidas baseadas nos mesmos prinćıpios, ou seja, termos mı́nimos que,
quando nulos, garantem a nulidade de todas. Vamos aplicá-las a dois sistemas, sendo




(|20〉+ |01〉) |Φ〉 = 1√
2
(|21〉+ |10〉) . (4.38)
Os estados são análogos. Se eu disser que o ńıvel 1 se chama 0, e 0 se chama 1, os
estados intercambiam-se. Portanto, devem possuir o mesmo emaranhamento. Aplicando
Cmin e C
′
min aos dois estados, obtemos:







min(|Φ〉) = 0. (4.39)
Como podemos ver, os resultados são absurdos. Uma medida diz que |Ψ〉 é mais
emaranhado do que |Φ〉, mas ao trocarmos o conjunto de equações mı́nimas, obtemos
que |Φ〉 é mais emaranhado de |Ψ〉, e isso tudo sendo que o emaranhamento dos estados
deveria ser igual. Fica claro que é imposśıvel utilizar um conjunto mı́nimo de equações
nesses moldes para estimar o emaranhamento de um estado. Dependendo do conjunto
escolhido, certas correlações do sistema serão levadas mais em conta do que outras, que
podem inclusive nem serem contabilizadas. É necessário o uso de todos os coeficientes,
para abarcar todas essas correlações sem gerar um desequiĺıbrio para uma ou outra.
4.1.3 Sistemas 3x2
Na seção anterior, fugimos do sistema mais simples, 2x2, mantendo o número de par-
t́ıculas e aumentando o número de dimensões dispońıveis para cada uma. Agora faremos
o oposto, manteremos o número de dimensões em 2, mas aumentaremos o de part́ıculas
para 3. A função de onda geral de um sistema 3x2 é dada por:
|Ψ〉 = c000|000〉+ c100|100〉+ c010|010〉+ c001|001〉
+c110|110〉+ c101|101〉+ c011|011〉+ c111|111〉. (4.40)
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Vale notar que, para calcular os coeficientes Dj,i,i′ ,K,K′ , dado que i está restrito em 0
e 1, podemos desde o ińıcio fixar i = 0 e i
′
= 1, simplificando a notação. Caso alguma
part́ıcula tivesse acesso a três ńıveis, como anteriormente, esse procedimento não seria
posśıvel. Resumindo, para os coeficientes de emaranhamento, escreveremos:
Dj,i,i′ ,K,K′ = Dj,0,1,K,K′ = Dj,K,K′ . (4.41)
Agora, vamos calculá-los, primeiro os com j = 1:
D1,00,01 = c000c101 − c001c100 D1,00,10 = c000c110 − c010c100,
D1,00,11 = c000c111 − c011c100 D1,01,10 = c001c110 − c010c101,
D1,01,11 = c001c111 − c011c101 D1,10,11 = c010c111 − c011c110. (4.42)
Para j = 2,
D2,00,01 = c000c011 − c001c010 D2,00,10 = c000c110 − c100c010,
D2,00,11 = c000c111 − c101c010 D2,01,10 = c001c110 − c100c011,
D2,01,11 = c001c111 − c101c011 D2,10,11 = c100c111 − c101c110.
(4.43)
4.1. Sistemas com mais part́ıculas e ńıveis 41
Por fim, para j = 3,
D3,00,01 = c000c011 − c010c001 D3,00,10 = c000c101 − c100c001,
D3,00,11 = c000c111 − c110c001 D3,01,10 = c010c101 − c100c011,
D3,01,11 = c010c111 − c110c011 D3,10,11 = c100c111 − c110c101.
(4.44)
Com esses coeficientes em mãos, temos tudo o que precisamos para calcular a medida
C de um sistema 3x2.
Novamente fizemos uma comparação numérica, mas como a Concorrência e a Entropia
de von Neumann se aplicam a sistemas de duas part́ıculas, comparamos nosso resultado
apenas com a distância. O método é novamente o já utilizado. Mil estados aleatórios
são gerados, C é aplicado a todos eles, que por sua vez são ordenados de acordo com seu
valor crescente de C. Em seguida, a Distância e calculada para os estados nessa ordem.
Constrúımos um gráfico com os ı́ndices que identificam as funções de onda na horizontal
e os valores de emaranhamento na vertical. O resultado pode ser visto na figura (4.3).
Podemos observar novamente uma discordância entre a medida do emaranhamento
a partir da Distância e a partir de C. Também podemos comparar essa imagem com a
figura (4.1), e observar que a dispersão da medida da distância é ainda maior, mesmo o
número de coeficientes que a formam sendo menor nesse caso (8 contra 9, no caso 2x3).
Pode-se supor que isso ocorra pelo fato de que um sistema com três part́ıculas ter menor
simetria do que um de duas. Quando se mede o emaranhamento de um sistema puro
de duas part́ıculas, invariavelmente se mede o emaranhamento entre uma part́ıcula e o
resto do sistema, nesse caso, a outra part́ıcula. Já em um sistema com três, o número de
subsistemas é maior e as correlações não são mais tão simples. A simetria do problema
é menor e métodos diferentes de medida de emaranhamento, dando prominência para
diferentes caracteŕısticas do sistema, devem discordar mais entre si.
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Figura 4.3: C e Distância aplicadas a mil estados puros 3x2. Os estados são numerados
de um a mil, de acordo com seu valor crescente de C, e esses ı́ndices são distribúıdos no
eixo horizontal. Cada medida é aplicada a cada um dos estados, e seu valor apresentado
na vertical do ı́ndice do respectivo estado.
4.2 Propriedades Básicas
Definimos uma medida e a comparamos com algumas outras, numérica e analitica-
mente. Os resultados sugerem que essa medida é funcional. Entretanto, falta fazer algo
important́ıssimo: verificar que C respeita as propriedades apontadas na seção (2.6). A
primeira dessas propriedades diz que uma medida deve ser nula se, e somente se, o sistema
é separável. A segunda exige que uma mudança de base feita em uma das part́ıculas do
sistema não altere o valor da medida.
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4.2.1 Primeira Propriedade
Dizemos até agora que, sempre que o sistema é separável, C é nula. Porém, precisamos
demonstrar uma condição mais forte: que caso tenhamos C(Ψ) = 0, nosso sistema será
necessariamente separável. Novamente, temos um sistema Ψ =
∑
ci1...iN |i1 . . . iN〉 com
N part́ıculas. A dimensão do espaço de Hilbert de cada part́ıcula é dada por dj, com
1 ≤ ij ≤ dj.
Comecemos notando que para C = 0, todos os Dj serão igualmente nulos. Para j = 1,
as equações serão da forma:
gi1,K gi′1,K
′ − gi1,K′ gi′1,K = 0, (4.45)
onde K mapeia os ı́ndices i2 . . . iN , com 1 ≤ K ≤
∏N
j=2 dj.
Vamos agora analisar a equação (4.45) com i1 = 1, i2 = 2, K = 1 e K
′
= 2.
Substituindo os ı́ndices, temos:
g1, 1 g2, 2 − g1, 2 g2, 1 = 0, (4.46)
onde omitimos, por clareza da equação, o ı́ndice 1 de gi1,K .
Para três das incógnitas, podemos escrever g1, 1 = a1P1, g2, 2 = a2P2 e g1, 2 = a1P2.
Esse procedimento é independente da equação (4.46) e pode ser feito para quaisquer três
números. Substituindo essas formas na citada equação, obtemos
a1P1a2P2 − a1P2 g2, 1 = 0, (4.47)
e portanto g2, 1 = a2P1.
Agora, mantemos i = 1 e i
′
= 2, e utilizamos K = 1 e K
′
= 3. Para esses ı́ndices, a
equação (4.45) nos diz:
g1, 1 g2, 3 − g1, 3 g2, 1 = 0. (4.48)
Podemos escrever g2, 3 = a2P3. Substituindo na equação (4.48), obtemos g1, 3 = a1P3.




j=2 dj, obtemos que podemos escrever g1,K =
a1PK e g2,K = a2PK , para quaisquer K.
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Feito isso, repetimos o processo realizado para i = 1 e i
′
= 2 para combinações com
i = 1 e 2 < i
′ ≤ d1. Com isso, obtemos enfim que gi1,K = aiPK , para quaisquer K e i.
Ou seja, podemos escrever ci1 i2...iN = ai1Pi2...iN .
Em seguida, analisemos as equações da forma D2 = 0. Elas nos dizem:





− ci′1 i2...i′N ci1 i′2...iN = 0. (4.49)
Utilizando o resultado obtido anteriormente, isto é, que podemos escrever ci1 i2...iN =
ai1Pi2...iN , nossa equação torna-se:
ai1 ai′1





− Pi2 i′3...i′N Pi′2 i3...iN ) = 0. (4.50)
Como o produto ai1ai′1
não pode ser nulo para todas as combinações de i1 e i
′
1, dado
que nessa caso a função de onda seria nula, temos





− Pi2 i′3...i′N Pi′2 i3...iN = 0, (4.51)
sendo que a equação acima é valida para todas as combinações posśıveis (não idênticas)
entre i2 e i
′
2 e entre (i3 . . . iN) e (i
′
3 . . . i
′
N). Esse caso é idêntico ao que acabamos de
resolver, porém com uma part́ıcula a menos. Realizando processo idêntico ao feito para
j = 1, obteremos Pi2 i3...iN = bi2P
′
i3...iN

























Repetindo o processo, adicionando 1 ao j a cada passo até j = N , obteremos:
ci1 i2...iN = ai1bi2 . . . ziN , (4.53)
expressão essa que nos garante a separabilidade do sistema. Assim, dado que C(Ψ) = 0,
o sistema é separável.
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4.2.2 Segunda Propriedade
Precisamos demonstrar que caso mudemos a base de apenas umas das part́ıculas, o
valor de C permanece inalterado. Comecemos com uma função de onda para um sistema




cb1...bN |b1 . . . bN〉. (4.54)









b′ p = δb b′ . (4.55)
Para demonstrar a invariância de C com uma mudança de base como descrita na
equação (4.55), vamos aplicar tal tranformação à função de onda (4.54), calcular C a
partir da função nessa base e mostrar que é igual ao valor de C se calculado na base
anterior. Mudando a base da primeira part́ıcula de nossa função de onda, a base do
sistema completo será alterada como abaixo:
|b1 b2 . . . bN〉 =
∑
p
αb1 p|p b2 . . . bN〉. (4.56)



















|p b2 . . . bN〉. (4.57)
Na equação acima fica clara a forma que adquirem os coeficientes dos estados na nova
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|Dj,i,i′ ,K,K′ |2. (4.59)
A variável j percorre o ı́ndice associado a cada uma das part́ıculas, e isso nos leva a
dois casos a analisar: j sendo o ı́ndice da part́ıcula cuja base foi alterada e j sendo o ı́ndice
de uma das outras part́ıculas. Vamos primeiro ao caso j = 1, supondo essa a part́ıcula
cuja base foi alterada.
j = 1




, ficando j fixo





∣∣∣c′pKc′p′ K′ − c′pK′c′p′ K∣∣∣2 , (4.60)
onde c
′
indica o fato de o coeficiente ser da base |p b2 . . . bN〉. K representa os ı́ndices
b2 . . . bN .
Utilizando a equação (4.58), podemos representar esses termos em função dos coefici-














































αi p αj p′ ciK cj K′ −
∑
i,j
αi p αj p′ ciK′ cj K . (4.63)
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Agora dividimos cada somatório em dois, trocando i com j no segundo deles. O lado




















αj p αi p′ cj K′ ciK , (4.64)
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, (4.65)
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. (4.66)


































× (ciKcj K′ − ciK′cj K) (c∗i′ Kc∗j′ K′ − c∗i′ K′c∗j′ K) . (4.67)
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(δi i′δj j′ − δi j′δj i′ )
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∣∣ciKcj K′ − ciK′cj K∣∣2 . (4.73)
O resultado obtido acima é idêntico a D1 calculado na base |b1 b2 . . . bN〉, e portanto,
a mudança de base de uma das part́ıculas não altera o seu valor.
j = 1
Vamos efetuar procedimento semelhante ao anterior, porém calcularemos D2. O pro-
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αi p αj p′ (ci b2 K cj b′2K
′ − cj b2 K′ci b′2K). (4.75)
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′−c∗j b2 K′c∗i b′2K).
(4.76)
Vamos separar o somatório acima em duas somas feitas sob ı́ndices distintos, de modo
que levando em conta as duas, obtemos o somatório original. Primeiro, faremos a soma
com p = p′ , e portanto, com K e K ′ podendo assumir quaisquer configurações. Após,
calcularemos os casos com p = p
′
, onde necessariamente K = K ′ .
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′ − c∗j b2 K′c∗i b′2K).
(4.77)
O somatório em p, p
′
é idêntico ao que aparece na equação (4.69). Efetuando-o,


























j′p(ci b2 K cj b′2K







′ − c∗j b2 K′c∗i b′2K).
(4.78)
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′ − c∗j b2 K′c∗i b′2K).
(4.79)
A expressão acima é idêntica ao segundo termo de (4.78), exceto pela restriçãoK = K ′
e pelo sinal. Dessa forma, somando as duas, ficamos com o somatório sendo realizado em
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K = K
′

















j′p(ci b2 K cj b′2K







− c∗j b2 Kc∗i b′2K).
(4.80)
Podemos explorar a simetria dessa expressão para mostrar que ela é nula. Dividindo-
a em duas partes, e na segunda trocando i
′ ↔ j ′ , o somatório permanece idêntico, mas
muda de sinal. Portanto, somando as metades, obtemos zero.












|ci b2 K cj b′2K′ − cj b2 K′ ci b′2K |
2. (4.81)
Que é idêntico ao que obteŕıamos calculando a partir da base |b1 b2 . . . bN〉.
Capı́tulo 5
Emaranhamento Global, Entropia Linear e C
5.1 Emaranhamento Global
Em artigo publicado em 2002, Meyer e Wallach [25] definiram uma medida para
sistemas puros, com N part́ıculas, cada uma com acesso a dois estados. A essa medida
foi dado o nome de Emaranhamento Global. Abaixo, ela é descrita.
O espaço de Hilbert (C2)⊗N de N qubits (bits quânticos) possui uma base com 2N
vetores, cada um sendo identificado por uma sequência de N bits: |b1 . . . bN〉, com bj ∈
{0, 1}. Para b ∈ {0, 1}, definimos:
ij(b)|b1 . . . bN〉 = δbbj |b1 . . . b̂j . . . bN〉, (5.1)
onde ̂ denota ausência. Podemos notar que ij é um mapa C2 ⊗ (C2)⊗N → (C2)⊗N−1.






onde x e y representam sequências de (N − 1) bits, com 0 ≤ x, y ≤ 2N−1.
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|uxvy − uyvx|2. (5.3)






D (ij(0)Ψ, ij(1)Ψ) , (5.4)
onde 4/N é um fator de normalização.
5.2 Equivalência entre o Emaranhamento Global e C
Para sistemas com N qubits, a medida C e o Emaranhamento Global são idênticos, a




cb1...bN |b1 . . . bN〉, (5.5)
onde b ∈ {0, 1}.
Aplicando em |Ψ〉 o operador ij(b) definido em (5.1), obtemos:
ij(0)|Ψ〉 =
∑
cb1...bj−10bj+1...bN |b1 . . . bj−1 bj+1 . . . bN〉, (5.6)
ij(1)|Ψ〉 =
∑
cb1...bj−11bj+1...bN |b1 . . . bj−1 bj+1 . . . bN〉. (5.7)
Identificando o conjunto de (N − 1) ı́ndices com X (Y ), e utilizando a notação apre-
sentada em (4.6), podemos escrever:
cb1...bj−1 1 bj+1...bN = g1j , X , (5.8)
com X = b1 . . . bj−1bj+1 . . . bN .
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Dessa forma, ficamos com:
ij(0)|Ψ〉 =
∑
g0j , X |X〉 (5.9)
ij(1)|Ψ〉 =
∑
g1j , Y |Y 〉 (5.10)
.
Portanto, calculando a partir de (5.3),
D (ij(0)|Ψ〉, ij(1)|Ψ〉) =
∑
X<Y
|g0j , Xg1j , Y − g0j , Y g1j , X |2, (5.11)





|g0j , Xg1j , Y − g0j , Y g1j , X |2. (5.12)
Podemos notar que a equação acima, a menos da constante de normalização, é idêntica
à eq. (4.11), com i = 0 e i
′
= 1. O fato de se usar X < Y simplesmente diz que os ı́ndices









Na eq. (4.11) também notamos esse fato para as combinações (K, K ′).
Dessa forma, as medidas são idênticas para sistemas Nx2, a menos da normalização.
5.3 C, Emaranhamento Global e Entropia Linear
Na seção anterior vimos a identidade, em casos Nx2, entre C e o Emaranhamento
Global. Agora, vamos nos aprofundar na conexão entre o E.G. (Emaranhamento Global)
e a Entropia Linear.
5.3.1 Entropia Linear
A Entropia Linear entre dois sistemas assemelha-se à Concorrência. Foi sugerida
como medida de informação para estados globais puros por Fano [36] e subsequentemente
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aplicada por outros autores [37], [38], [39]. Sua definição é:
SL(ρA) = 1− tr[ρ2A], (5.13)
onde ρA é o operador densidade reduzido entre a parte A do sistema e o restante.
5.3.2 A Relação entre E.G. e a Entropia Linear
Brennen [26] encontrou a seguinte relação entre o Emaranhamento Global e a Entropia
Linear:









A relação acima é válida para sistemas de N part́ıculas, cada uma com acesso a
dois ńıveis. Como podemos ver, a medida Q de Meyer e Wallach (E.G.) aparece como
uma média da entropia linear entre cada qubit e o resto do sistema. Assim, fica claro o
significado f́ısico de Q. Dado um sistema de N qubits, podemos sempre medir a entropia
linear entre um de seus elementos, k, e o resto do sistema. Isso nos dirá quão emaranhado
ele está com o resto do sistema. Fazendo isso sobre todos os qubits e dividindo pelo
número de elementos, temos Q.
Essa expressão elucida o significado f́ısico do Emaranhamento Global como uma média
do emaranhamento de cada qubit com o resto do sistema [26]. A demonstração dessa
relação pode ser vista no apêndice B.
5.4 Escrevendo C em termos de E.G.
Entendida a medida E.G., sua conexão com a Entropia Linear e a interpretação f́ısica
que dáı surge, podemos tentar estender tal interpretação a C. Vamos escrever C em termos
de E.G., como uma generalização do mesmo. Isso, unido à conexão entre E.G. e a Entropia
Linear, pode nos esclarecer qual a interpretação f́ısica de C.
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5.4.1 Proposta
Como dito, vamos definir C de acordo com a notação de E.G.. Comecemos com uma
função de onda de qualquer dimensão:
|Ψ〉 =
∑
cb1...bn |b1 . . . bn〉, (5.15)
com bj ∈ {0, . . . , dj − 1}, sendo dj a dimensionalidade da part́ıcula j.
A definição do operador i segue idêntica:
ij(b)|b1 . . . bn〉 = δbbj |b1 . . . b̂j . . . bn〉, (5.16)
porém, agora é um mapa com a seguinte propriedade dimensional:
Cdj ⊗ (Cd1 ⊗ . . .⊗ Cdj)→ Cd1 ⊗ . . .⊗ Cdj−1 ⊗ Cdj+1 ⊗ . . .⊗ Cdn . (5.17)
Escrevemos para u, v ∈ Cd1 ⊗ . . .⊗ Cdj−1 ⊗ Cdj+1 ⊗ . . .⊗ Cdn
u =
∑
ux|X〉 (5.18) v =
∑
vy|Y 〉, (5.19)
onde X e Y representam sequências de (n− 1) ı́ndices, com
0 ≤ x, y ≤ d1 . . . dj−1.dj+1 . . . dn.




|uxvy − uyvx|2 . (5.20)
Por fim, para Q, ao invés de fazermos uma soma apenas no coeficiente j, que designa
as part́ıculas, faremos também em outros dois, que designarão as combinações posśıveis
dos ı́ndices da part́ıcula j. Antes isso não era necessário, dado que apenas dois ı́ndices









5.4. Escrevendo C em termos de E.G. 56
com N como constante de normalização. O somatório é realizado entre as combinações
de l e l
′
, com l = {0, . . . , dj − 1}.
Em seguida, vamos demonstrar que essa formalização de C é compat́ıvel com a ante-
riormente apresentada.
Demonstração










cb1...bj−1 l′ bj+1...bn |b1 . . . bj−1 bj+1 . . . bn〉, (5.23)
Identificando o conjunto de (n− 1) ı́ndices com X(Y), e utilizando a notação apresen-
tada em (4.6), escrevemos:
cb1...bj−1 l bj+1...bn = glj ,X , (5.24)
com X = b1 . . . bj−1 bj+1 . . . bn. Assim,
ij(l)|Ψ〉 =
∑














∣∣∣glj ,X .gl′j ,Y − glj ,Y .gl′j ,X∣∣∣2 . (5.27)




∣∣∣glj ,X .gl′j ,Y − glj ,Y .gl′j ,X∣∣∣2 , (5.28)
que, comparada à eq. (4.11), deixa clara a equivalência entre os dois formalismos.
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5.5 C e a Entropia Linear
A diferença básica entre C e o E.G. é o fato de aquela se estender sobre quaisquer
dimensões finitas, enquanto esta trata de sistemas de n qubits. Como vimos, Brennen [26]
demonstra a equivalência entre a média da entropia linear do sistema e o E.G.. Feito isso,
era óbvio o salto de utilizar essa média para quaisquer outros sistemas, e não apenas qubits.
Isso foi proposto por Scott [40], que propôs também fazer-se a média entre subsistemas
maiores do que uma part́ıcula e o resto do sistema.
Porém, podemos nos fazer a seguinte pergunta: será que C se mantém igual a média
de entropia linear para qualquer dimensão, ou são equivalentes apenas para sistemas Nx2,
quando C é idêntico ao E.G.? A resposta para isso é sim, não importa a dimensionalidade
do sistema, calcular C é equivalente a fazer a média da entropia linear do sistema. Vamos
demonstrar tal relação.
Para a seguinte função de onda:
|Ψ〉 =
∑
ck1 k2...kN |k1 . . . kN〉. (5.29)










|k1 . . . kN〉〈k′1 . . . k
′
N |. (5.30)
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Podemos observar que os três primeiros termos do lado direito das equações (5.35) e
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∣∣gkj , Xgpj , Y − gkj , Y gpj , X∣∣2 . (5.39)



























∣∣gkj , Xgpj , Y − gkj , Y gpj , X∣∣2 . (5.40)
Assim, está demonstrada a equivalência entre C e a média da entropia linear para
sistemas de quaisquer dimensões, desde que tomemos a constante de normalização de
C como 1/N . Se fizermos o somatório sobre combinações entre (X, Y ) e (k, p), sem
contabilizar termos com alteração apenas da ordem, o familiar fator 4 aparecerá.
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Esse resultado deixa claro que, assim como o Emaranhamento Global, C também
pode ser interpretado como a média da entropia linear entre cada part́ıcula e o resto do
sistema.
Capı́tulo 6
Uma Análise Geométrica do Emaranhamento
Tratamentos geométricos a sistemas anaĺıticos costumam ser interessantes. Diversas
abordagens nesse ramo podem ser vistas no livro de Bengtsson e Zyczkowski [41]. A vi-
sualização espacial de um conjunto de equações pode fornecer interpretações dificilmente
assimiláveis apenas a partir da álgebra. Assim, faremos aqui algo nesse sentido: visua-
lizar geometricamente as equações de medida de emaranhamento. Nos restringiremos a
sistemas 2x2, por motivos adiante explicados. A medida de emaranhamento utilizada será
C, que para esses sistemas corresponde ao Emaranhamento Global. Sua forma simples
ajudará na tarefa.
Para visualizarmos algo geometricamente precisamos colocá-lo em um espaço, no má-
ximo, tridimensional. Sistemas 2x2 serão convenientes para esse objetivo. Sistemas quân-
ticos desse tipo são constitúıdos por quatro coeficientes. Esse coeficientes podem ser
complexos, porém, como veremos adiante, com algumas restrições, podemos represen-
tar esses estados em um espaço tridimensional, e assim, visualizar como se distribuem
geometricamente estados com o mesmo valor de emaranhamento.
6.1 Elaboração do Problema
Representemos a função de onda de nosso sistema da seguinte maneira:
|Ψ〉 = c00|00〉+ c10|10〉+ c01|01〉+ c11|11〉. (6.1)
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Esse sistema respeita a normalização, e portanto,
|c00|2 + |c10|2 + |c01|2 + |c11|2 = 1. (6.2)
O emaranhamento do sistema, como podemos ver na equação (4.11), é dado por:
C(|Ψ〉) = 4 |c00c11 − c10c01|2 . (6.3)
Podemos fazer a seguinte substituição de variáveis:
c10 ≡ x eiφx , c01 ≡ y eiφy , c00 ≡ z eiφz , c11 ≡ t eiφt , d2 ≡ C
4
, (6.4)
com x, y, z, t, φx, φy, φz eφt reais.
Aplicadas essas definições, ficamos com o seguinte sistema para resolver:
Normalização : x2 + y2 + z2 + t2 = 1, (6.5)
Emaranhamento :
∣∣xy ei(φx+φy) − zt ei(φz+φt)∣∣2 = d2. (6.6)
Agora será explicado como será feita a representação dos estados em um espaço tri-
dimensional. A restrição imposta será a seguinte: as fases serão todas fixas. Assim,
definido um valor para C, e portanto para d, e para as fases, podemos encontrar todos
os valores de (x, y, z, t) que sejam soluções para as equações (6.5) e (6.6). Conhecendo
x, y, e z podemos calcular, via normalização, o módulo de t. Feito isso, podemos associar
as soluções (x, y, z, t) e (x, y, z, −t) a um ponto (x, y, z) de um espaço tridimensional.
Dessa forma, para um dado sinal de t, a relação se torna uńıvoca e cada ponto do espaço
representará um estado espećıfico.
A equação (6.9) pode ser trabalhada de forma a assumir o seguinte aspecto:
x2y2 − 2xyzt cosφ+ z2t2 = d2, (6.7)
com φ ≡ φz + φt − φx − φy.
A análise neste trabalho se restringirá a coeficientes reais, e portanto, cosφ = 1. A
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análise seria idêntica para estados com fases φx, φy, φz eφt tais que φ = 2nπ. Para esse
caso, ficamos com o seguinte sistema a resolver:
x2 + y2 + z2 + t2 = 1, (6.8)
(xy − zt)2 = d2. (6.9)
Caso cosφ = 1 a análise seguiria o mesmo caminho da que será feita daqui em frente,
mas o sistema seria constitúıdo das equações (6.8) e (6.7).
Há diversos modos de atacar esse problema. Um deles é supor uma das variáveis fixa,
resolver o sistema com essa restrição, e depois, por iteração dessa variável fixa, encontrar
todas as soluções. Seguindo esse procedimento, vamos supor t fixo. Além disso, usaremos
a seguinte definição:
R2 ≡ 1− t2. (6.10)
Com isso, as equações (6.8) e (6.9) ficam:







Como podemos ver em (6.11), para cada valor de t, os valores de (x, y, z) distribuem-
se sobre uma esfera de raio R. Assim, dado um valor de t, para encontrarmos os estados
que possuem emaranhamento definido por d, precisamos encontrar os pontos que estão
sobre essa esfera e satisfaçam (6.12).
Entendido e enunciado o problema, e definida a estratégia de solução, podemos atacá-
lo. Começaremos devagar, resolvendo o caso mais simples de t constante: t = 0. Esse
exemplo, embora simples, tornará claro o procedimento que é aplicado a frente, de modo
mais complicado, ao caso geral.
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6.2 t = 0
Para t = 0, temos R = 1. Assim, as equações (6.11) e (6.12) ficam:
x2 + y2 + z2 = 1, (6.13)
x2y2 = d2. (6.14)
Utilizaremos a seguinde substituição:
r2 = 1− z2. (6.15)
Com isso, as equações (6.13) e (6.14) tornam-se:
x2 + y2 = r2, (6.16)
x2y2 = d2. (6.17)
Agora, consideremos z, e portanto também r, fixo. A solução para a eq.(6.16) será
uma circunferência. Para a eq.(6.17) uma curva semelhante a de 1/x. No plano xy,
teremos:
As intersecções das curvas, marcadas em preto, são os pontos procurados.
Para que haja ao menos uma intersecção em cada quadrante, é necessário que r ≥ l.
Vamos então encontrar essa relação em função de d. Para isso, calculemos l em função
dos dados do problema. Sabemos que no caso extremo, onde haja apenas uma intersecção
em cada quadrante, temos simetria de |x| = |y|, e r = l. Chamemos esse ponto de (a, a).
A equação (6.17) fica:
a2 = d. (6.18)
Além disso, a partir da eq. (6.16)
l2 = a2 + a2
= 2a2. (6.19)
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Figura 6.1: Intersecção entre as curvas das soluções para as equações (6.16), em azul, e
(6.17), em vermelho.








Analisando a figura (6.2), podemos notar que os trechos i+ e i− contém soluções do
tipo xy = d, e os trechos ii+ e ii− do tipo xy = −d.
Sabendo onde se encontram as soluções, que limites respeitam e os sinais que devem
apresentar, vamos obter suas expressões. Primeiro, analisemos o caso d = 0.
d = 0
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Com d = 0, as equações (6.16) e (6.17) tornam-se extremamente simples:
x2 + y2 + z2 = 1, (6.22)
xy = 0. (6.23)
As soluções da eq. (6.23) são x = 0 ou y = 0.
Para x = 0, temos
y2 + z2 = 1, (6.24)
com soluções (0, ±r, z).
Para y = 0 acontece semelhante, e teremos soluções (±r, 0, z). Em ambas as soluções,
z está sujeito ao intervalo 0 ≤ z ≤ 1.
d = 0






x4 − r2x2 + d2 = 0. (6.25)
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sendo y+ solução para x+ e y− solução para x−.
Deste modo, para os pontos marcados na figura (6.2), temos as seguintes soluções:
i+ ⇒ (x+, y+) e (x−, y−) i− ⇒ (−x+,−y+) e (−x−,−y−)
ii+ ⇒ (x+,−y+) e (x−,−y−) ii− ⇒ (−x+, y+) e (−x−, y−) .
(6.29)
Essas soluções respeitam a condição (6.21). Vamos agora colocar a referida equação
em termos de z.
r2 ≥ 2d
1− z2 ≥ 2d
z2 ≤ 1− 2d,
e portanto,





Munidos das soluções (x, y) e dos limites de z para os quais elas são válidas, podemos
variar z de seu mı́nimo ao seu máximo, obtendo as soluções ao longo do caminho, e
observar o contorno que as soluções (x, y, z) apresentam. Abaixo, algumas dessas curvas.
A primeira está sobreposta a uma esfera de raio 1. As outras soluções também estendem-
se por essa superf́ıcie, mas não colocamos a esfera, de modo que a curva inteira fique
viśıvel. Ao analisar as imagens, lembremos que t é um dos coeficientes da função de onda,
e d está relacionado de forma crescente ao emaranhamento do sistema.
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Figura 6.2: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0 e d = 0, apresen-
tadas sobre uma esfera.
Figura 6.3: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0 e d = 0.1.
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Figura 6.4: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0 e d = 0.2.
Figura 6.5: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0 e d = 0.4.
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Nas figuras podemos observar as simetrias contidas nas equações (6.13) e (6.14). Os
quatro quadrantes apresentam mesma solução, dado que as equações são invariantes pelas
trocas x → −x ou y → −y (ou ambas). Além disso, também é fácil ver que a simetria no
eixo z, que se dá pela invariância da equação (6.13) com a troca z → −z.
Lembremos que o caso analisado aqui, t = 0, corresponde a funções de onda com a seguinte
configuração:
|Ψ〉 = x|10〉+ y|01〉+ z|00〉. (6.32)
Observando a figura (6.2), vemos duas circunferências que circundam a esfera. Fica
evidente que, quando o emaranhamento é nulo em um sistema do tipo definido em (6.32),
ou x ou y tem de ser nulos. Conforme o emaranhamento aumenta, formam-se curvas
fechadas, cada vez mais estreitas e distantes do extremo em z da esfera. Na figura (6.6),
sobrepusemos as curvas apresentadas da figura (6.2) a (6.5), com a curva azul represen-
tando soluções para d = 0, a curva roxa as soluções para d = 0.1, a amarela para d = 0.2
e a verde para d = 0.4. O ponto em preto representa um estado de Bell. Fica claro que,
com o aumento do emaranhamento, cada vez menores são os valores posśıveis de z, e mais
próximos entre si são os de x e y. As curvas afastam-se dos estados não emaranhados,
tornando-se menores com o aumento do emaranhamento e circundando o ponto desta-
cado, até que convergem, com d = 0.5, para z = 0 e x = y, e o sistema apresentado na






6.3 t > 0
Tratado o caso mais simples, vamos ao problema em que t = 0. Com isso, o sistema
perde muito de sua simetria, surgem condições a serem analisadas e o problema se torna
mais complicado. O trabalho algébrico completo pode ser visto no Anexo C, enquanto
aqui indicaremos os caminhos e resultados.
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Figura 6.6: Soluções (x, y, z) para as equações (6.8) e (6.9) são apresentadas sobre uma
esfera, para diversos valores de d. A curva azul representa soluções para d = 0, a curva
roxa as soluções para d = 0.1, a amarela para d = 0.2 e a verde para d = 0.4. O ponto
em preto representa um estado de Bell.
e
r2 = R2 − z2. (6.35)
Substitundo essas novas variáveis nas equações (6.11) e (6.12), ficamos com:
x2 + y2 = r2, (6.36)
(xy − f)2 = d2, (6.37)
Vamos procurar quais as soluções para t constante. Dado t contante, R consequente-
mente também o é. Fixando também a variável z, f e r fixam-se. Considerando esse caso,
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analisemos a equação (6.37) Para f = 0 (f = 0 foi resolvido na seção anterior) temos:
xy − f = ±d, (6.38)
o que leva a duas possibilidades:
xy = d+ f (6.39) xy = −d+ f. (6.40)
Temos agora algumas possibilidades, de acordo com a relação entre d e f . Vamos
analisá-las:
d > f
A equação (6.39) é análoga à xy = d, mas com d → d + f . Portanto, a curva será
idêntica à do caso f = 0, com l =
√
2(d+ f). De (6.40), temos xy = −d + f , que leva a
xy = −(d− f), que é análoga a xy = −d, com d → d− f , e portanto, l =√2(d− f).
No plano xy, as curvas se apresentam como mostrado na figura (6.7), sendo,
l+ =
√
2(d+ f) e l− =
√
2(d− f). (6.41)
Como podemos observar, embora a estrutura geral seja a mesma do caso t = 0, agora
os quadrantes ı́mpares possuem l diferente dos pares.
Segundo Caso: d < f
A equação (6.39) recai no caso f = 0 se fizermos l =
√
2(d+ f). Já a equação (6.40)
torna-se:
xy = (f − d). (6.42)
com (f − d) > 0. Logo, a curva assemelha-se à de i±, ou seja, corre sobre os quadrantes
ı́mpares. As curvas resultantes podem ser conferidas na figura (6.8).
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Figura 6.7: Intersecção entre as curvas das soluções das equações (6.36), em azul, e (6.37),
em vermelho, para o caso d > f
Terceiro Caso: d = f
Só temos solução para o trecho i, dado que (6.40) se torna xy = 0. A equação (6.39),
porém, adquire a seguinte forma:





Podemos visualizar o resultado no plano na figura (6.9)
Soluções e Limites de Existência
Vamos fazer para o caso t > 0 o mesmo que para o caso t = 0. Encontram-se as
soluções (x, y) em função de z, e o intervalo de z em que existem soluções. Os cálculos
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Figura 6.8: Intersecção entre as curvas das soluções das equações (6.36), em azul, e (6.37),
em vermelho, para o caso d < f
podem ser conferidos no Apêndice C, sendo aqui expostos os resultados:
Trechos i+ e i−
Para os trechos i+ e i− encontramos as seguintes soluções:
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Figura 6.9: Intersecção entre as curvas das soluções das equações (6.36), em azul, e (6.37),









Essas soluções existem para zmin ≤ z ≤ zmax com
zmin = Max
[√
1−R2 −√1 + 2d, −√1−R2 −√1− 2d] ,
zmax = −
√
1−R2 +√1− 2d. (6.47)
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Trechos ii+ e ii−
Para os trechos ii+ e ii− as soluções são:

































O intervalo de z que possui solução agora possui alguns condicionais. Teremos
zmin ≤ z ≤ zmax, (6.51)
onde zmax e zmin dependem da relação entre f e d e de alguns condicionantes. Temos:
f < d
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Para situações com f > d, temos a seguinte condição de existência:
R
√




1−R2 zmax = −
√
1−R2 +√1 + 2d. (6.55)




Com isso em mãos, podemos efetuar o mesmo procedimento que o feito para t = 0
e obter curvas que representam os estados que possuam um certo emaranhamento e um
certo valor de t. Abaixo, mostramos alguns desses resultados.
Primeiro, vamos ver curvas com t = 0.6 e emaranhamento aumentando progressiva-
mente. A primeira curva é sobreposta a uma esfera de raio R, para deixar evidente o fato
de as soluções se estenderem por essa esfera.
Figura 6.10: Soluções (x, y, z) para as equações (6.8) e (6.9) apresentadas sobre uma
esfera, com t = 0.6 e d = 0.
6.3. t > 0 78
Figura 6.11: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.6 e d = 0.1.
Figura 6.12: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.6 e d = 0.3.
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Figura 6.13: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.6 e d = 0.45.
Figura 6.14: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.6 e d = 0.48.
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Figura 6.15: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.6 e d = 0.49.
A primeira diferença que notamos nessas imagens em relação às figuras para t = 0
é a quebra de simetria. Não temos mais simetria no eixo z e tampouco entre os quatro
quadrantes do plano xy. Em acordo com as equações (6.36) e (6.37) e com as figuras de
(6.7) à (6.9), observamos uma simetria entre quadrantes pares e ı́mpares. Isso fica evidente
no fato de que fazendo (x, y) → (−x, −y) não alteramos as equações. Além disso, há
outra simetria que pode ser observada nas imagens. Se pegarmos uma das curvas, girá-la
de 90◦ e a invertermos no eixo z, obtemos a outra metade da solução. Isso também pode
ser observado nas equações (6.36) e (6.37), que são invariantes pelas seguintes trocas:
(x, y, z) → (−x, y, −z) ou (x, y, z) → (x, −y, −z).
Pode-se notar também que, novamente, estados muito emaranhados tendem a x = y,
porém agora não são estados de Bell, dado que um coeficiente, t, é fixo e diferente de 0.
Nas figuras (6.16), (6.17), (6.18), (6.19), (6.20) e (6.21) podemos ver outra série de
representações de estados com o mesmo emaranhamento, porém com t = 0.2.
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Figura 6.16: Soluções (x, y, z) para as equações (6.8) e (6.9) apresentadas sobre uma
esfera, com t = 0.2 e d = 0.
Figura 6.17: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.2 e d = 0.1.
6.3. t > 0 82
Figura 6.18: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.2 e d = 0.2.
Figura 6.19: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.2 e d = 0.3.
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Figura 6.20: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.2 e d = 0.45.
Figura 6.21: Soluções (x, y, z) para as equações (6.8) e (6.9), com t = 0.2 e d = 0.48.
Podemos ver as mesmas simetrias que no caso t = 0.6, porém a dinâmica da mudança
com o emaranhamento é um pouco diferente. O “laço” que observamos na figura (6.14)
se forma mais cedo, e é consideravelmente maior (tanto mais levando em conta que a
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esfera aqui utilizada possui maior raio). Novamente, para emaranhamento alto, os valores
tendem a x = y.
6.4 Análise para t < 0
As análises foram todas feitas supondo-se 0 ≤ t ≤ 1. Vamos analisar a situação para
t negativo. Neste caso, teremos:















= −z, as equações (6.56) assumem a forma:













x2 + y2 = r2,
(xy − f)2 = d2. (6.59)
Essas equações são idênticas a (6.36) e (6.37). Assim, todos os resultados obtidos ate aqui
aplicam-se para t < 0, sendo os resultados idênticos aos de t, com z− > −z.
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6.5 Figuras de Emaranhamento
Com todas as curvas para todos os valores posśıveis de t em mãos, podemos fazer
t variar de tmin a tmax, com um certo Δt e soprepor todas essas curvas em um mesmo
espaço. Isso nos dará uma ideia de como se distribuem espacialmente estados com o
mesmo emaranhamento. É importante que nos lembremos de destacar quando t ≥ 0 e
quando t ≤ 0, para que possamos associar a cada ponto um estado especifico. Vamos
também retomar as variáveis originais, isto é, c10 ≡ x, c01 ≡ y, c00 ≡ z, c11 ≡ t, d2 ≡ C4 .
Alguns resultados para c11 ≥ 0 podem ser vistos nas figuras (6.22), (6.23), (6.24) e (6.25).
Figura 6.22: Representação de todos os estados 2x2 (reais) com C = 0. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo c11 ≥ 0 e determinado por normalização.
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Figura 6.23: Representação de todos os estados 2x2 (reais) com C = 0.2. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo c11 ≥ 0 e determinado por normalização.
Figura 6.24: Representação de todos os estados 2x2 (reais) com C = 0.5. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo c11 ≥ 0 e determinado por normalização.
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Figura 6.25: Representação de todos os estados 2x2 (reais) com C = 0.8. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo c11 ≥ 0 e determinado por normalização.
As figuras todas apresentam as simetrias já observadas em soluções para t particulares.
Podemos ver que de C = 0.2 em diante, as figuras apresentam um aspecto de segmento
de toro, como um cilindo derformado.
Para uma visualização mais completa, vamos mostrar agora os resultados incluindo
também c11 ≤ 0. As curvas azuis representam estados com c11 ≥ 0, e as curvas roxas
estados com c11 ≤ 0. As figuras (6.26), (6.27) e (6.28) apresentam as imagens obtidas.
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Figura 6.26: Representação de todos os estados 2x2 (reais) com C = 0. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo os estados com c11 ≥ 0 representados em azul e os estados com c11 ≤ 0
representados em roxo.
Figura 6.27: Representação de todos os estados 2x2 (reais) com C = 0.2. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo os estados com c11 ≥ 0 representados em azul e os estados com c11 ≤ 0
representados em roxo.
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Figura 6.28: Representação de todos os estados 2x2 (reais) com C = 0.5. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo os estados com c11 ≥ 0 representados em azul e os estados com c11 ≤ 0
representados em roxo.
Figura 6.29: Representação de todos os estados 2x2 (reais) com C = 0.8. Os estados,
escritos como |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉, são representados pelos pontos
(c10, c01, c00), sendo os estados com c11 ≥ 0 representados em azul e os estados com c11 ≤ 0
representados em roxo.
Para deixar mais claro o que acontece, apresentaremos apenas um trecho da figura
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(6.29) na figura (6.30). Podemos observar nessa figura que os segmentos de toro se inter-
ceptam, formando uma superficie cont́ınua.
Figura 6.30: Representação de estados 2x2 (reais) com C = 0.8. Apenas um trecho
da solução é apresentado, para clareza da imagem. Os estados, escritos como |Ψ〉 =
c00|00〉+ c10|10〉+ c01|01〉+ c11|11〉, são representados pelos pontos (c10, c01, c00), sendo os
estados com c11 ≥ 0 representados em azul e os estados com c11 ≤ 0 representados em
roxo.
Como dito, precisamos definir o sinal de c11 para associarmos um ponto a um estado.
Disso decorre que as figuras de emaranhamento geradas para determinado sinal de c11
nunca podem se tocar, já que o mesmo estado não pode possuir dois valores diferentes
de emaranhamento. A figura (6.31) apresenta trechos da representação de estados com
emaranhamento C = 0.2 e C = 0.8. Todos os estados possuem c11 ≥ 0. Podemos ver que
o segmento de toro em roxo, representando estados com C = 0.8, posiciona-se dentro do
segmento de todo com C = 0.2, representado em azul.
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Figura 6.31: Representação de estados 2x2 (reais) com C = 0.2, em azul, e com C = 0.8,
em roxo. Apenas um trecho da solução é apresentado para cada valor de emaranhamento,
para clareza da imagem. Os estados, escritos como |Ψ〉 = c00|00〉+c10|10〉+c01|01〉+c11|11〉,
são representados pelos pontos (c10, c01, c00). Os estados apresentados aqui possuem
c11 ≥ 0
Figuras geradas considerando diferentes sinais de c11 podem se interceptar. Analisando
as equações (6.1) e (6.2), e assumindo todos os coeficientes reais, vemos, como já notado,
que o ponto (c10, c01, c00) pode representar tanto o estado (c10, c01, c00, c11) quanto o
estado (c10, c01, c00, −c11). Esses estados, a prinćıpio, tem emaranhamento diferente um
do outro. Dessa maneira, o mesmo ponto (c10, c01, c00) pode aparecer em duas figuras
representando estados com emaranhamento diferentes. A figura (6.31) apresenta trechos
da representação de estados com emaranhamento C = 0.2 e c11 ≥ 0 em azul, e estados
com emaranhamento C = 0.8 e c11 ≤ 0 em roxo. Como vemos, os segmentos de toros se
interceptam. A intersecção é formada por pontos (c10, c01, c00) que respeitam as condições:
(c10c01 − c00c11)2 = 0.2 e (c10c01 + c00c11)2 = 0.8.
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Figura 6.32: Representação de estados 2x2 (reais) descritos por |Ψ〉 = c00|00〉+ c10|10〉+
c01|01〉 + c11|11〉. Os estados são representados pelos pontos (c10, c01, c00). Estados com
C = 0.2 e c11 ≥ 0 são representados em azul, e estados com C = 0.8 e c11 ≤ 0 são
representados em roxo. Apenas um trecho das soluções é apresentado para cada valor de
emaranhamento, para clareza da imagem.
6.5.1 Distância Geométrica e Distância de Emaranhamento
Dado um estado 2x2 descrito por (6.1), com coeficientes todos reais, podemos calcular
rapidamente seu valor de C. Com esse valor em mãos, é fácil achar sua medida de ema-
ranhamento a partir da distância, medida descrita na seção (3.1). Como visto na mesma
seção, dado que um estado possua emaranhamento C, sua Distância de Emaranhamento




1− C. Podemos nos perguntar se essa Distância de Ema-
ranhamento tem alguma correspondência com a distância geométrica entre os pontos que
utilizamos para representar estados em um espaço tridimensional.
A Distância de Emaranhamento, para |Ψ〉 = c00|00〉 + c10|10〉 + c01|01〉 + c11|11〉 , é
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dada pela minimização da função
DE(|Ψ〉, |Φ〉) = |c00 − d00|2 + |c10 − d10|2 + |c01 − d01|2 + |c11 − d11|2, (6.60)
onde (d00, d10, d01, d11) descreve um estado não emaranhado |Φ〉 = d00|00〉 + d10|10〉 +
d01|01〉+ d11|11〉.
Definimos aqui a Distância Geométrica como a minimização da distância, no espaço
tridimensional, entre um ponto que represente o estado |Ψ〉 e o ponto que represente
o estado |Φ〉 não emaranhado mais próximo. Essa é a distância que podemos medir
entre os pontos de nossas figuras de emaranhamento. Mantemos c11 como o coeficiente
que não aparece e é determinado a partir dos outros três via normalização. Lembramos
também que precisamos conhecer seu sinal para associar corretamente estados a pontos.
Utilizando os mesmos |Ψ〉 e |Φ〉 definidos há pouco, a Distância Geométrica será dada
pela minimização da função
DG(|Ψ〉, |Φ〉) = |c00 − d00|2 + |c10 − d10|2 + |c01 − d01|2. (6.61)
A figura (6.25) representa todos os estados com C = 0.8 e c11 ≥ 0. A Distância de
Emaranhamento é a mesma para todos os estados representados nessa figura, e dada por
DE(|Ψ〉) = 0.3. A distância, tal como definida em (6.60), entre cada um dos estados e o
estado não emaranhado mais próximo será essa. O objetivo aqui é observar se o mesmo
ocorre com a Distância Geométrica. Estados com mesmo emaranhamento apresentarão a
mesma Distância Geométrica até estados não emaranhados? Um modo de observar isso
é colocar em um mesmo espaço tridimensional duas figuras de emaranhamento: uma de
estados emaranhados e uma de estados não emaranhados. Feito isso, podemos observar a
distância entre elas. A figura (6.33) apresenta as figuras de emaranhamento para C = 0.8,
formada por curvas azuis, e C = 0, a superficie verde. As duas figuras são feitas para
estados com c11 ≥ 0.
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Figura 6.33: Representação de estados 2x2 (reais) descritos por |Ψ〉 = c00|00〉+ c10|10〉+
c01|01〉 + c11|11〉. Os estados são representados pelos pontos (c10, c01, c00). Estados reais
com C = 0 são representados pela superf́ıcie verde, e estados com C = 0.8, pelas curvas
em azul. Em ambos os casos temos c11 ≥ 0
Podemos observar que a parte superior, próxima a (x, y) = (0, 0), do segmento de
toro que representa estados com C = 0.8 está mais próxima da superficie que representa
estados não emaranhados do que a parte inferior, apontando incompatibilidade entre a
Distância de Emaranhamento e a Distância Geométrica.
Ao sobrepor uma figura de emaranhamento com c11 ≤ 0 e uma com c11 ≥ 0, a
incompatibilidade entre a Distância de Emaranhamento e a Distância Geométrica fica
ainda mais evidente. A figura (6.34) apresenta novamente as figuras de emaranhamento
para C = 0.8, representada por curvas azuis, e C = 0, representada pela superf́ıcie verde.
Agora porém, os estados com C = 0.8 possuem c11 ≥ 0 e os estados com C = 0 possuem
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c11 ≤ 0.
Figura 6.34: Representação de estados 2x2 (reais) descritos por |Ψ〉 = c00|00〉+ c10|10〉+
c01|01〉 + c11|11〉. Os estados são representados pelos pontos (c10, c01, c00). Estados reais
com C = 0 são representados pela superf́ıcie verde e possuem c11 ≤ 0. Estados com
C = 0.8 são representados pelas curvas em azul e possuem c11 ≥ 0
Como já observado anteriormente, superf́ıcies formadas por estados com os coeficientes
c11 de sinais opostos cruzam-se (Figura 6.32). Assim, embora todos os pontos pertencentes
às curvas azuis possuam a mesma Distância de Emaranhamento, a Distância Geométrica
até o estado não emaranhado mais próximo chega a zero para alguns estados. Dessa
forma, fica claro que embora a Distância de Emaranhamento seja uma boa medida de
emaranhamento, o mesmo não ocorre para a Distância Geométrica.
Capı́tulo 7
Conclusão
Começamos nosso trabalho notando uma relação, constrúıda a partir dos coeficien-
tes da função de onda, que garante que estados 2x2 sejam separáveis. Propusemos, a
partir dessa relação, uma grandeza que mede o emaranhamento de estados não separá-
veis. Nomeamos essa grandeza como C e a comparamos, numérica e analiticamente, com
a Concorrência, Entropia de von Neumann e uma medida baseada na distância de um
estado emaranhado até o não emaranhado mais próximo.
Em seguida, a partir desse caso simples, ampliamos C para estados puros de qual-
quer dimensionalidade. Comparamos novamente sua relação com as citadas medidas e
demonstramos que C atende aos requisitos básicos que se espera de uma medida de ema-
ranhamento: C(|Ψ〉) = 0 apenas para estados separáveis e uma mudança de base em um
dos subsistemas não altera C.
Dando prosseguimento, verificamos que para sistemas de n qubits, a medida proposta,
C, é idêntica ao Emaranhamento Global, proposto por Meyer e Wallach [25]. Essa equi-
valência foi demonstrada, e também nos utilizamos da elegante notação utilizada por eles
para reformular C em seus termos. Dessa forma, ficou claro C como uma espécie de
generalização do Emaranhamento Global para dimensões maiores.
Trabalhamos a relação descoberta por Brennen [26], que conecta o Emaranhamento
Global à média da Entropia Linear entre cada part́ıcula e o resto do sistema. Demonstra-
mos que a relação permanecia válida para dimensões maiores do que a de sistemas de n
qubits. Isso elucidou a interpretação fisica de C: assim como o Emaranhamento Global,
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C é uma média do emaranhamento de cada um dos subsistemas com o resto do sistema.
Por último, fizemos um trabalho geométrico. Podemos associar um estado descrito
pela função de onda |Ψ〉 = c00|00〉+ c10|10〉+ c01|01〉+ c11|11〉, com todos os coeficientes
reais, a um ponto do espaço tridimensional. Para isso, basta sabermos o sinal de c11, e
assim, constrúımos uma relação uńıvoca entre os pontos (c10, c01, c00) e um determinado
estado quântico. Associando cada ponto de um espaço tridimensional a um estado, fo-
mos atrás das curvas que possúıam estados com mesmo emaranhamento, para com elas
formar estruturas tridimensionais representando esses estados. Em busca disso, analisa-
mos a equação que define C para estados 2x2 e a equação de normalização, abrindo-as e
estudando suas diversas ramificações. Obtivemos com isso curvas onde pod́ıamos notar
o que acontecia com estados para diversos valores de emaranhamento. Na figura (6.6),
por exemplo, vemos os estados estreitando-se ao redor de um estado de Bell. Calculando
essas curvas para diversos parâmetros e as agrupando, obtivemos as estruturas que re-
presentavam todos os estados (de coeficientes reais) com determinado emaranhamento.
Observamos que as figuras, para determinado sinal de c11, são formadas por segmentos de
toro (exceto para emaranhamento nulo). Com o sinal oposto de c11 obtém-se as mesmas
imagems, mas espelhadas no plano (c10, c01). Unindo as duas, forma-se uma superf́ıcie
cont́ınua. Constatamos que figuras com o mesmo sinal de c11 nunca se interceptam, em-
bora o mesmo não aconteça para figuras com sinais opostos de c11. Constatamos também
que embora a medida de Distância de Emaranhamento descrita no terceiro caṕıtulo seja
uma boa medida, uma medida geométrica tridimensional, baseada na distância entre os
pontos que representam estados em nossa visualização geométrica, não é funcional.
Uma possibilidade de trabalho futuro é aplicar processo similar ao utilizado na pri-
meira parte da dissertação (Caṕıtulos 3 e 4) a estados mistos, em busca de relações entre
os coeficientes do operador densidade que, ao menos para casos espećıficos, garanta a
separabilidade do operador em matrizes dos sistemas individuais. Outra possibilidade
é o aprofundamento do estudo dessas representação geométricas. Pode-se buscar meios
para entender melhor as caracteŕısticas das superf́ıcies formadas por estados de mesmo
emaranhamento, investigar se elas possuem uma forma geral e se essas estruturas já são
catalogadas na matemática.
Apêndice A
Distância de um Estado Real a um Não
Emaranhado
A.1 Sistemas 2x2
Suponhamos |Φ〉 não emaranhado:
|Φ〉 = c00eiφ00 |00〉+ c10eiφ10 |10〉+ c01eiφ01 |01〉+ c11eiφ11 |11〉. (A.1)






que pode ser quebrada em
c00c11 = c10c01 e φ00 + φ11 = φ10 + φ01 + 2nπ. (A.3)
Assim, se soubermos que um estado |Φ〉 é não emaranhado, o estado |Ψ〉 dado por:
|Φ〉 = c00|00〉+ c10|10〉+ c01|01〉+ c11|11〉, (A.4)
também o será, já que ele é idêntico ao estado |Φ〉, porém com φ00 = φ10 = φ01 = φ11 = 0.
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A distância entre um estado qualquer, |ζ〉, com coeficientes reais, e |Φ〉 é dada por:
D(|Φ〉, |ζ〉) =
∑∣∣dij − cijeiφij ∣∣ i, j = 0, 1 cij, dij ∈ . (A.5)
Agora, vamos analisar o termo da soma.
∣∣d− ceiφ∣∣2 = (d− ceiφ) (d− ce−iφ)
= d2 − dce−iφ − dceiφ + c2
= d2 − 2dc cosφ+ c2
≥ d2 − 2dc+ c2
≥ |d− c|2 . (A.6)
O termo que aparece ao final é o que apareceria se tivéssemos feito o cálculo com
φ = 0, ou seja, houvéssemos calculado a distância entre |ζ〉 e |Ψ〉. Assim, retomando |Φ〉
e |Ψ〉 definidas anteriormente, temos que a distância de uma função de onda real qualquer
para ela respeita o seguinte:
D(|Ψ〉, |ζ〉) ≤ D(|Φ〉, |ζ〉). (A.7)
Portanto, dada uma função de onda |ζ〉 com coeficientes reais, a função de onda não
emaranhada mais próxima também terá apenas coeficientes reais. Para sistemas de maior
dimensão, a análise e idêntica.
Apêndice B
Relação entre Emaranhamento Global e a
Entropia Linear
Vamos demonstrar aqui a relação entre a Entropia Linear e o Emaranhamento Glo-
bal, de Meyer e Wallach. Para isso, abriremos os cálculos indicados por Brennen [26].
Começemos utilizando as mesmas definições que Brennen utiliza. Para a Medida Q (??),
temos:





(|ũk〉, |ṽk〉) , (B.1)
com |ũk〉 e |ṽk〉 vetores em C2N−2 não normalizados e obtidos via a seguinte projeção no
k − simo qbit:
|Ψ〉 = |0k〉 ⊗ |ũk〉+ |1k〉 ⊗ |ṽk〉. (B.2)
A função D
(|ũk〉, |ṽk〉), como visto, mede uma forma de distância entre os vetores




||ũki ṽkj − ũkj ũki ||2. (B.3)
Q(|Ψ〉) é invariante sob transformações unitárias locais [25], portanto, podemos mudar
a base de |Ψ〉 sem que Q se altere. Vamos fazer a decomposição de Schmidt sobre a divisão
do estado entre o qubit k e o resto do sistema. Essa decomposição sempre pode ser feita
sobre estados puros e consiste em escrever um estado puro de um sistema consitúıdo pelos
100
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subsistemas A e B na forma |Ψ〉 =∑i λi|iA〉|iB〉, sendo |iA〉 e |iB〉 estados ortonormais e∑
i λ
2
i = 1 [42], [43]. Fazendo a decomposição, obtemos:
|Ψ〉 = |0̄k〉 ⊗ |x̃k〉+ |1̄k〉 ⊗ |ỹk〉. (B.4)
Como foi feita a decomposição de Schmidt, sabemos que 〈x̃k|ỹk〉 = 0, e {|0̄k〉, |1̄k〉}
é relacionado a {|0k〉, |1k〉} por uma tranformação unitária Uk. Vamos calcular tr[ρ2k], a
pureza do qubit k. A partir da equação (B.4), temos:
ρ = |0̄k〉〈0̄k| ⊗ |x̃k〉〈x̃k|+ |0̄k〉〈1̄k| ⊗ |x̃k〉〈ỹk|
+|1̄k〉〈0̄k| ⊗ |ỹk〉〈x̃k|+ |1̄k〉〈1̄k| ⊗ |ỹk〉〈ỹk|. (B.5)
Tirando o traço parcial, obtemos:
ρk = trk[ρ] = |x̃k〉〈x̃k|+ |ỹk〉〈ỹk|, (B.6)
ρ2k = ρk. (B.7)
E por fim:
tr[ρ2k] = 〈x̃k|x̃k〉2 + 〈ỹk|ỹk〉2. (B.8)
Vamos guardar esse resultado e ir por outro caminho. Pela invariância de D sob
transformações unitárias [25], temos:
D
(|ũk〉, |ṽk〉) = D (|x̃k〉, |ỹk〉) . (B.9)
Dando prosseguimento, definimos o seguinte tensor antissimétrico:
Mk = |x̃k〉〈ỹ∗k| − |ỹk〉〈x̃∗k|. (B.10)





















j − x̃kj ỹki . (B.13)
Analogamente, para (M †k)ji obtemos:








k)ji = |x̃ki ỹkj − x̃kj ỹki |2, (B.15)
e estendendo a soma a todos os ı́ndices, ficamos com
D




















Temos duas matrizes, A e B, ambas nxn. Temos de mostrar que:
∑
i,j
ai,jbj,i = tr (AB) . (B.18)






















Mk = |x̃k〉〈ỹ∗k| − |ỹk〉〈x̃∗k|, (B.22)
M †k = |ỹ∗k〉〈x̃k| − |x̃∗k〉〈ỹk|, (B.23)
e portanto,
M †kMk =
(|ỹ∗k〉〈x̃k| − |x̃∗k〉〈ỹk|) (|x̃k〉〈ỹ∗k| − |ỹk〉〈x̃∗k|)









































1− 〈x̃k|x̃k〉2 − 〈ỹk|ỹk〉2) . (B.27)
Agora, sabemos que 〈x̃k|x̃k〉+ 〈ỹk|ỹk〉 = 1 e seu quadrado também. Assim,
(〈x̃k|x̃k〉+ 〈ỹk|ỹk〉)2 = 1, (B.28)





1− 〈x̃k|x̃k〉2 − 〈ỹk|ỹk〉2) . (B.30)
Portanto, recuperando todos os passos, temos:
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Sendo assim demonstrada a relação desejada.
Apêndice C
Soluções e Limites para t > 0
Vamos demonstrar aqui como se chegam às soluções (x, y, z) e seus limites de exis-
tência para t > 0. A primeira condição que podemos notar, já nas figuras (6.7), (6.8) e
(6.9) é que para que exista interssecção entre (6.36) e (6.37), é necessário:
r ≥
√
2(f + d) soluções ii e i,
r ≥
√
2|f − d| solução ii. (C.1)
Notado isso, vamos para as soluções.
C.1 Soluções
Partindo de (6.37), temos:
(xy − f) = ±d,













Agora, de (6.36), temos:





x4 − x2r2 + (f ± d)2 = 0.
E assim, para x temos:





























































O primeiro + do ı́ndice, como vemos em (6.37 ), indica se em nossa solução aparece
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Podemos agora destacar a solução de cada trecho:
i+ ⇒ (x++, y++) e (x+−, y+−),
i− ⇒ (−x++,−y++) e (−x+−,−y+−),
ii+ ⇒ (x−+, y−+) e (x−−, y−−),
ii− ⇒ (−x−+,−y−+) e (−x−−,−y−−).
(C.6)
C.2 Determinação da variação de z
Vamos determinar, para cada t, o intervalo de variação de z que possua soluções.
Lembro aqui que a análise está sendo feita para 0 ≤ t ≤ 1. Dado que t é fixo, R também







r2 ≥ 2(f + d),




f(z) = z2 + 2
√
1−R2z − (R2 − 2d) , (C.7)
a condição de existência de solução é
f(z) ≤ 0. (C.8)
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f(z) é uma parábola, com raizes
z± = −
√
1−R2 ±√1− 2d. (C.9)
Dessa maneira, soluções para i existem no intervalo:
−
√
1−R2 −√1− 2d ≤ z ≤ −
√






r2 ≥ 2|f − d|,
R2 − z2 ≥ 2|f − d|. (C.11)
Consequentemente, hé dois casos possiveis:
b-I •f < d
Nesse caso, temos:
R2 − z2 ≥ 2d− 2f,




f(z) = z2 − 2
√
1−R2z − (R2 − 2d), (C.12)
precisamos de f(z) ≤ 0.
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Novamente, calculamos as raizes e encontramos:
f(z) = 0 → z2 − 2
√
1−R2z − (R2 − 2d),
z± =
√
1−R2 ±√1− 2d, (C.13)
ou seja, √
1−R2 −√1− 2d ≤ z ≤
√
1−R2 +√1− 2d. (C.14)












1−R2 −√1− 2d z+ =
√
1−R2 +√1− 2d,
podemos fazer uma análise de sinais, vista pictoricamente na figura (C.1).
Figura C.1: Intervalo de Solução
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1−R2 > 2− 2R2,
−(1− 2d) + 2√1− 2d
√
1−R2 > (1−R2)−R2,












∣∣∣√1− 2d−√1−R2∣∣∣ . (C.16)
Com isso, chegamos a dois casos a serem analisados (para que z0 > z−)
•R2 > 2d








1−R2 > √1− 2d,
R2 + 1−R2 + 2R
√
1−R2 > 1− 2d,
R
√
1−R2 > −d. (C.17)
A inequação (C.17) é sempre satisfeita, portanto, se R2 > 2d é válido, z0 > z− também
o será, e haverá soluções.
•R2 < 2d










R2 + (1− 2d) + 2R√1− 2d > 1−R2,
R2 +
√
1− 2dR− d > 0. (C.18)
Novamente cáımos em uma desigualdade de segundo grau. Definimos:
f(R) = R2 +
√
1− 2dR− d. (C.19)





−√1− 2d±√1 + 2d
)
. (C.20)
Assim, para f(R) > 0, podemos visualizar o intervalo de soluções como mostrado na
figura (C.2).
Figura C.2: Intervalo de Solução
Porém, R− < 0, e como estamos assumindo R > 0, esta parte da solução é jogada





1 + 2d−√1− 2d
)
. (C.21)
Assim, para que tenhamos z0 > z−, no caso R2 < 2d, temos que ter (C.21). Sendo







1 + 2d−√1− 2d
))2
,
o caso R2 > 2d também é coberto com essa condição.





1 + 2d−√1− 2d
)
,
com z possuindo os seguintes limites:
z− ≤ z < z0 se z0 ≤ z+,
z− ≤ z ≤ z+ se z0 > z+. (C.22)
b-II •f > d
Agora, de (C.11), temos:





1−R2z − (R2 + 2d) ≤ 0. (C.23)
Para
f(z) = z2 + 2
√
1−R2z − (R2 + 2d) , (C.24)





1−R2 ±√1 + 2d. (C.25)
Logo, z obedece os seguintes limites:
−
√
1−R2 −√1 + 2d ≤ z ≤ −
√
1−R2 +√1 + 2d. (C.26)
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podemos analisar o intervalo de soluções, que pode ser visto na figura (C.3).
Figura C.3: Intervalo de Solução









1−R2 < √1 + 2d,
d2
1−R2 + 2d+ 1−R
2 < 1 + 2d,
∴ R
√
1−R2 > d. (C.29)
Portanto, com (C.29) satisfeita, temos garantia de que há soluções do tipo b-II. Como
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z− < z0, teremos z delimitado por
z0 < z ≤ z+. (C.30)
C.3 Limites de z a partir da normalização
Os limites de (C.10) provém da condição r ≥ √2(f + d). Porém, isso não limita o
crescimento de z para além do que a normalização e o valor de emaranhamento permitem.
z possue também um limite mais natural, proveniente destas equações:
x2 + y2 + z2 = 1− t2,
(xy − zt)2 = d2. (C.31)
Da segunda equação, decorre
zt− xy = ±d. (C.32)
Queremos encontrar qual o zmax e zmin para as equações acima, dado que t e d sejam
fixos. Observando (C.32), podemos ver que quanto maior o valor de |xy|, maior (menor)
poderá ser o valor de z. x e y não são livres, mas vinculados pela normalização. Para
x2+y2 = cte, o máximo de |xy| acontece em |x| = |y|. Dessa maneira, teremos zmax como
uma solução do sistema: ⎧⎪⎪⎨⎪⎪⎩
z2 + 2x2 = 1− t2





1 + 2d− t. (C.34)
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Para zmin temos de resolver o seguinte sistema:⎧⎪⎪⎨⎪⎪⎩
z2 + 2x2 = 1− t2





1 + 2d. (C.36)
Assim, o valor máximo para z será o mı́nimo entre o máximo calculado na seção C.2 e
o calculado aqui, assim como o mı́nimo será o maior valor entre o calculado naquela seção
e o calculado aqui.
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[42] E. Schmidt. Zur Theorie der linearen und nichtlinearen Integralgleichungen. I. Teil:
Entwicklung willkurlicher Funktionen nach Systemen vorgeschriebener. Mathematis-
che Annalen 63, 433–476 (1907). URL http://eudml.org/doc/158296.
[43] A. Ekert e P. L. Knight. Entangled quantum systems and the Schmidt decomposition.
American Journal of Physics 63, 415–423 (1995). doi: 10.1119/1.17904.
