Abstract. It was found that traditional predicting models of coupons could only process small-scale data, thus were unable to precisely predict whether consumers would use new digital coupons in the future. By introducing the feature engineering and the machine learning algorithm of Extreme Gradient Boosting (XGBoost), a novel Digital Coupon Use Prediction Model (DCUPM) was established to deal with vast amount of historical data and to provide high-precision prediction of the future digital coupons use of consumers. In this paper, an example of this DCUPM was then presented and analyzed based on the data provided by Alibaba Cloud. The result shows the Area under the Curve (AUC) is calculated to be 0.896, which demonstrates the reliability of the proposed DCUPM. And features with higher scores can be used to achieve targeted delivery of digital coupons for businesses.
Introduction
In recent years, the use of digital coupons has exploded. A survey conducted by e-Marketer, a leading global market research institute, showed that in 2015, a total of 121.3 million people redeemed e-coupons in the U.S. grocery retail industry, an increase of 7.6% over the same period last year [1] . Since digital coupons are recordable, a large amount of use data will generate in real time when consumers purchase. And the data contains valuable information about consumer behavior which can be used to identify consumers who are more likely to be attracted to discounts. If companies directly distribute digital coupons to this group of consumers, they can not only effectively reduce the delivery cost, but also avoid the damage of brand reputation, resulting from excessive delivery. Therefore, it is important to predict whether consumers will use digital coupons in the future. In reality, Didi, a mobile app for taxi, and Alipay are typical cases.
However, it is not easy to handle large-scale data and extract features of consumers, companies, digital coupons and so forth. Large amount of data and complexity of behavior analysis make traditional methods in Econometrics ineffective. Fortunately, the rising and development of data science in recent years provides a solution to this problem. Machine learning is a new way to analyze data and performs well in prediction [2] . In this paper, the XGBoost algorithm in machine learning is used to establish a novel Digital Coupon Use Prediction Model.
Since the primary challenges in digital coupon use prediction is the lack of information between current moment and predictive moment, we solve this problem by selecting part of historical data as test data set based on the time sequence, which is not used at the beginning. Then, the prediction results will be compared with the test set data to verify the model.
As training set, the remaining historical data is used for feature extraction. The raw data can be transformed into consumer feature, company feature, digital coupon feature, and their interactive feature as the input to train the XGBoost model. The trained model is utilized to predict whether consumers appearing in the test set will use digital coupons in the next month. Meanwhile, feature scores will be given by model.
Literature Review
Previous studies have shown that companies always exceed competitors by understanding consumers demand, and consumers demand is also reflected in the use of coupons. However, very few studies were conducted from the perspective of coupons before, if any, they seldom analyzed behavioral features of consumers through data. The published studies on coupons can roughly be divided into two types: (1) one holds that demographic and psychological characteristics affect the use of coupons, and (2) the other holds that attributes of coupons affect consumers' use of coupons. Among which, demographic characteristics include gender, age, education level, employment, income and other factors [3, 4] . And consumers psychological characteristics include satisfaction, motivation, perception, intention and other factors [5, 6] . For example, Kitchen use factor analysis to prove that consumers' income, education level will affect coupon usage [7] . Dickinger and Kleijnen used structural equations to verify that consumers' perceptions and attitudes have a significant impact on coupon use [8] . Lee and Yeu used structural equations to analyze the impact of coupon discount and expiration dates on the use of coupons [9] .
With the increasing size of digital coupons data, traditional methods in Econometrics doesn't work. Therefore, new models and algorithms are urgently needed for highly-efficient mining and analysis of coupon data as well as feature extraction. The XGBoost algorithm is one of the new achievements in machine learning that runs more than ten times faster on a single computer than other solutions [10] . In practice, XGBoost is widely used in various data-driven classification and prediction such as bankruptcy prediction [11] , telemarketing success rate prediction [12] and etc. Therefore, XGBoost is suitable for analyzing digital coupons data.
Digital Coupon Use Prediction Model
The Digital Coupon Use Prediction Model (DUPM) was designed to predict whether consumers would use given digital coupons in the next month. To obtain the short-term prediction for each consumers appearing in test set, the following steps are required: first step is to extract features according to the participants in the use of digital coupon. Second step is to import features into the XGBoost for model training, in which exact greedy algorithm and approximate Algorithm are applied to find optimal value. Last step is to output the feature score.
Feature Engineering
Feature engineering is the process of transforming raw data into features which can better represent the prediction model, thereby increasing the accuracy of the model for invisible data [13] . After transformation, each feature is evaluated for validity. If the feature is highly correlated with the predicted result, the feature is regarded as more important. A feature can be assessed by the accuracy with which the prediction result is improved. This paper focuses on the issue of digital coupons and conducts feature engineering through digital coupons use data from January 1st to July 31st, in 2016. Since digital coupon data is difficult to obtain as corporate privacy, we can only use public data provided by Alibaba Cloud.
First, the raw data is divided into several training sets and test sets. Then the prediction interval is used for label extraction, and the feature interval is used for feature extraction. According to the participants in the use of digital coupons, the features are divided into four types as the input: features of digital coupons, features of consumers, features of companies, interactive features of consumers and companies.
After training the model, the feature scores are obtained, and then the original features can be appropriately added, removed and combined according to the feature scores until the prediction accuracy reaches expected value.
Model of XGBoost
XGBoost is an efficient implementation of the Gradient Boosting algorithm. The base learner in XGBoost can be both linear booster and tree booster. When training data, XGBoost can construct boosting trees in parallel with all the CPU cores, and use distributed computing to train very large models. In general, the XGBoost algorithm is more than 10 times faster than similar algorithms [10] .
Previous studies mainly used interpretive statistical techniques to build models, while the need to apply predictive analytics to marketing research has been increasing. In this article, XGBoost is used to study the variables that affect the use of digital coupons. The key advantages of the XGBoost are high prediction accuracy, fast computation. XGBoost provides a Python interface that means a technical guarantee of predictive implementation.
Regularized Learning Objective
In order to obtain the best parameters of the training dataset, we define an objective function Obj in XGBoost that contains training loss l and regularization Ω to measure the performance of the model. The training loss represents the degree to which the model fits the data and the regularization controls the complexity of the model. XGBoost is known as 'regularized boosting' technology [10] .
Where,
, y is the dependent variable , T is the number of leaf nodes , w is the weight of leaf nodes and  indicates regularization parameters. After the Taylor expansion of the Obj, the first derivative 
Eq.3
Gradient Tree Boosting
Although XGBoost has both tree and linear boosters, the tree booster performs far better than a linear booster [14] .Therefore, the tree booster is used in this paper. The solution of XGBoost is to find the optimal tree structure. In a tree structure, there are many potential splitting points, and whether the nodes split depends on whether the objective function is better. XGBoost uses a structure score to evaluate the structure of a tree. The lower the score, the better the tree structure. The algorithm constantly enumerates different tree structures evaluated by structure scores until it finds an optimal one.
Let L I and R I be the left and right nodes of the split sample set. Supposed, if the node is split, the gain is:
In formula (4), the left item, the middle item and the right item refer to the score of the left subtree, the score of the right subtree and the score in the case of no splitting respectively. And γ is the cost of complexity after adding the new leaf node.
In this study, the maximum depth of the tree is set as 5, and the XGBoost is applied to train model repeatedly. The algorithm gets the weights of the new features directly after each boost calculation. XGBoost allows cross-validation in each round of boosting iterations.
Empirical Analysis
In this paper, the algorithm of XGBoost is implemented with Python 3.6 with the package of XGBoost. Feature Engineering is used to transform the data into four types of feature: feature of digital coupon, feature of consumer, feature of company, and interactive feature. These extracted features are then imported into XGBoost to verify the correctness of the prediction result.
Dataset
The data in this paper is from Alibaba Cloud which records shopping information of consumers from 2016/01/01~2016/07/31 shown as table 1. It should be noticed that Alibaba does not provide some specific information of goods for corporate privacy protection. The public data from Alibaba Cloud contains a total of 1754884 records, involving 539438 consumers, 8415 merchandise and 1053282 kinds of coupons.
Using sliding window method to get multiple training sets. Three 
Extracted Features
According to the participants in the coupon usage process, the features are divided into four types: feature of digital coupon, feature of company, interactive feature of consumer and company. The data in the feature interval is transformed into four types of features and imported into the XGBoost model for repeated training. After completing the training, the data of test set is imported into the model for verification. XGBoost provides feature scores. Those features with low scores are suggested to be removed, combined or changed. According to experience, active consumers are more likely to use coupons, and coupons issued by active companies are also more likely to be used. Therefore, in the process of feature extraction, more attention is paid to the frequency of consumption, the number of digital coupons received or used as indicators of consumer activity. The four types of features covered in this article have been adjusted many times. The final results of feature engineering in this study are shown in the table 2, and detailed feature scores are shown in the next section. The day in the month when digital coupons are used F5
The number of the same digital coupon being received F6
The historical number of the same digital coupon being used
Features of consumers

F7
The number of digital coupons consumers receive F8
The number of coupons consumers receive and use F9
The using rate of digital coupons after receiving F10
Mean discount rate of used coupons
F11
The number of companies with coupons being used/The total number of companies F12
The number of used coupons/the total number of digital coupons
Features of companies
F13
The number of received companies' digital coupons F14
The number of sales F15
The number of used companies' digital coupons F16
The using rate of companies digital coupons after received F17
Mean discount rate of used companies' digital coupons F18
The mean consumer-company distance with used digital coupons Interactive features of companies and digital coupons
F19
The number of times consumers receive companies' digital coupons F20
The number of times consumers receive companies' digital coupons but not use F21
The number of times consumers receive companies' digital coupons and use F22
The rate of digital coupons being received and used The core purpose of this paper is to give an approach to predict whether consumers will use a new digital coupons in the next month based on their own historical behavior. For convenience, during the experiment, 1 means that consumers use digital coupons and 0 means not use. Therefore, the digital coupon use prediction has actually been converted into a dichotomous issue.
The diagnostic ability of a binary classifier system is commonly illustrated by Area under the Curve (AUC) of Receiver Operating Characteristic (ROC) [15] . The abscissa of the ROC curve is false positive rate (FPR), and the ordinate is true positive rate (TPR) as shown in Fig 1. And AUC value is calculated by the area under ROC curve. Generally, AUC is applied to evaluate the accuracy of classification because the ROC curve does not clearly indicate which classifier works better. While as a numerical value, AUC can obviously represent the effect of classifier. Since the ROC curve is generally above the line y=x (FPR=TPR, a random classifier with AUC=0.5), the AUC value ranges between 0.5 and 1. The closer the AUC is to 1, the higher the classification accuracy is.
Result and Discussion
The features extracted above will be assessed by the prediction accuracy of model which is expressed as AUC. In order to verify the proposed DCUPM model, two additional algorithms of Gradient Boosting Decision Tree (GBDT) and Random Forest (RF) are also applied for comparison.
As shown in Fig 2, the AUC of XGBoost is 0.896 after 4000 times of iteration, which indicates that the presented prediction model in this paper is of high precision and reliability. However, GBDT and RF are not performing as well as XGBoost with AUC of 0.861 and 0.857 respectively. This satisfactory result of prediction benefits from both the advantageous machine learning algorithm of XGBoost and the rational selection of features. According to the ranking of scores, it is clear that the top 10 predictors are more related to the features of digital coupons, followed by the features of companies. Among them, the variable F16 in the feature of companies is the most important predictor which means the using rate of companies digital coupons after received with the highest score 46. That is, digital coupons issued by active businesses are more likely to be used by consumers. Similarly, F14 measures the activity of companies from the total sales. The digital coupons involved in the experiment are conditional with the threshold of lowest consumption. According to statistics, the average minimum consumption denoted by F1-1 is 88.12 yuan with a maximum of 300 yuan and a minimum of 5 yuan, as shown in table 3. The average discount for digital coupons denoted by F1-0 is 11 yuan, of which the maximum discount is 50 yuan and the minimum is 1 yuan. F17 means that consumers are more likely to use digital coupons with higher discount rates. And the mean discount rate of digital coupons used by consumers is about 13% off. Surprisingly, the average number of digital coupons received by a consumer is 5,837.32.
Finally, if the distance between the offline companies and consumers exceeds 1.43km, it will be difficult to attract consumers. These results are very useful for companies when they are trying to attract consumers with digital coupons. 
Conclusion
The popularization of smart terminals has promoted the rapid change of digital coupons. However, traditional methods in Econometrics are difficult to deal with large-scale digital coupons data. This paper uses XGBoost algorithm in machine learning with feature engineering to conduct Digital Coupon Use Prediction Model which has been confirmed reliable during the experiment, due to its high accuracy. The features with high scores should be firstly considered when companies decide to issue digital coupons. The features with the highest scores should be firstly considered when companies decide to issue digital coupons. This study provides decision-making basis for companies to achieve accurate marketing.
