I. INTRODUCTION
Due to the explosive growth of the Internet, Internet core routers need to forward packets as fast as possible to keep up with the ever-increasing optical transmission rates. This requires more efficient implementations of packet processing functions. At the same time, CIDR (Classless Inter-Domain Routing) was widely adopted to prolong the life of IPv4 (Internet Protocol version 4) [1] . CIDR requires Internet routers to search variable-length address prefixes in order to find the longest matching prefix of the IP destination address and retrieve the corresponding forwarding information for each packet traversing the router. These operations are commonly referred as IP lookup, which is regarded as a bottleneck in improving the performance of Internet core routers.
Longest prefix matching techniques have drawn extensive attention from IT researchers all over the world in the past ten years. This is due to the fundamental role it plays in the performance of IP lookups. Generally, longest prefix matching operations need to determine the next hop information for incoming packets. It is determined by first performing a longest prefix match of the destination IP address of incoming packets against a set of prefixes stored in a prefix table. If a match is found, the next hop information associated with the matched prefix is retrieved. For IPv4 addresses, the prefix table can typically have a few hundred thousand prefixes. The lengths of these prefixes vary from 8 to 32 bits. For IPv6 addresses, the prefix lengths vary from 16 to 64 bits.
Nowadays, designers of commercial routers tend to use TCAM (Ternary Content Addressable Memory) devices for IP lookups in order to keep pace with optical link speeds despite their larger size, cost, and power consumption relative to SRAM (Static Random Access Memory) devices [2, 3] . Generally, the performance bottleneck in longest prefix matching algorithms employing RAM (Random Access Memory) is the number of dependent memory accesses required to complete the IP lookups. Dependent memory accesses must be performed sequentially, whereas independent memory accesses may be performed in parallel. Therefore, some algorithms allow dependent memory accesses to be masked via pipelining, with each stage accessing an independent memory bank or port. However, this quickly becomes an expensive option.
In this paper, we focus on improving the time efficiency of IP lookups. Our study is based on Bloom filters which are typically used for efficient exact match searches. The main contribution of this paper is to propose a time efficient algorithm based on Bloom filters to solve the problem of longest prefix matching in IP lookups. Different from the existing algorithms based on Bloom filters for IP lookups, the proposed algorithm supports update of the route tables by adopting the counting Bloom filter. Moreover, a table of {FirstByte, PrefixLength} is used to reduce the number of Bloom filters without increasing the size of hash tables. As a result, the time efficiency of IP lookups is improved by the proposed algorithm.
Rest of this paper is organized as follows. Section II discusses the related works. Section III discusses the principles of IP lookups based on Bloom filters. Section IV presents a time efficient algorithm based on Bloom filters for longest prefix matching in IP lookups. Section V describes the experiments on the proposed algorithm and analyzes the experimental results. Section VI concludes this paper.
II. RELATED WORKS
IP lookup is a well-researched topic because of its essential role in Internet core routers. Nowadays, challenges in implementing IP lookup operations are in accommodating large table sizes, achieving the 150 million or more lookups per second needed for the new 100Gbps interfaces while keeping memory, power consumption and board footprint low [4, 5] . Although TCAM devices are employed in most high-performance routers to perform lookups at optical link speeds, their high power dissipation and large footprint are major disadvantages. Moreover, it has long been argued that the brute-force way of searching prefixes in TCAM leads to very inefficient storage and uses too many bits per prefix.
On the contrary, algorithmic approaches for IP lookups can achieve high rates with compact storage needs. Compact storage permits the use of fast memories such as SRAMs economically and also the effective use of onchip memory to achieve high throughputs.
Currently, the existing IP lookup algorithms can be classified into 4 groups. Respectively, they are multibranch trie-based algorithms, binary search on address prefix length, prefix range search and TCAM lookup. The key in designing multi-branch trie-based algorithms is to find a compromise scheme between lookup speed and storage space [6] . This is due to a contradiction for such algorithms in time complexity and space complexity [7] . Algorithms based on binary search on address prefix length are time efficient, but update of these algorithms is difficult [8, 9] . Algorithms based on prefix range search have good scalability to various prefix lengths, but they do not support update of routing tables [10] . TCAM lookup can implement fast routing table lookups, but it brings significant disadvantages in terms of cost and power consumption [11, 12] .
In recent years, applications of Bloom filters in IP lookups have attracted wide attention. In the process of IP lookups, algorithms based on Bloom filters can predict the prefix lengths of the IP addresses to be looked up, and accomplish one memory access for one lookup. Dharmapurikar et.al. proposed to store the prefixes with different lengths in different Bloom filters [7] . The IP address to be processed is put into all Bloom filters in parallel and then the hash tables with different prefix lengths are looked up to determine the next hop information of the IP address. It is pointed out in [7] that both the number of Bloom filters and the time to search the hash tables have great influence on the performance of the IP lookups by algorithms based on Bloom filters.
Lijun adopts a method of prefix expanding to reduce the number of Bloom filters used in IP lookups. By this method, the number of hash table access is reduced effectively [13] . However, prefix expanding increases the size of hash tables, which increases the time to search hash tables.
Song et.al. [4] adopt a type of improved Bloom filter in their method and implement it in hardware. Yet, this method has a complex structure, and different lengths of IP prefixes need different hash functions to complete Bloom filter storage. Moreover it is difficult to find so many independent hash functions.
We draw inspiration from the related works that reduce the number of Bloom filters or the time to search the hash tables may be a possible way to improve IP lookups based on Bloom filters. Our algorithm to be discussed in this paper is designed based on this understanding.
Ⅲ. PRINCIPLES OF IP LOOKUPS BASED ON BLOOM FILTERS
The Bloom filter is a data structure used for representing a set of elements succinctly. A filter is first "programmed" with each element in a set, and then queried to determine the membership of a particular element [2] . It was formulated by Burton H. Bloom in 1970 [14] , and is widely used for different purposes such as web caching, intrusion detection, and content based routing [15, 16] . For the convenience of the readers, we explain the theory behind Bloom filters in this section.
A. Basic Bloom Filters
A basic Bloom filter includes a m-bits vector V and a group of hash functions [17, 18] . For a set of n elements, for example X={x 1 , x 2 , …, x n }, the typical operations of a basic Bloom filter are inserting the elements to the Bloom filter and querying the Bloom filter for element membership. k hash functions, h 1 (x), h 2 (x), …, h k (x), are used to complete both operations. Fig.1 illustrates the working flow of the basic Bloom filter and further explanation of it is described as follows. (ii) Check the corresponding bits in array V. Rules for confirmation of element membership of y in X are as follows.
, the membership of y in X is confirmed. Else, y is considered being not included in X. In an element membership query, a positive false may happen when the membership of y in X is confirmed while it doesn't belong to X [20] .
B. Counting Bloom Filters
For a basic Bloom filter, deleting a particular entry requires the corresponding k hashed bits in the bit vector V be set to zero. This could disturb other elements which are hashed to any of these bits. Therefore, it is impossible to delete an entry stored in a basic Bloom filter. In order to solve this problem, the idea of the counting Bloom filters was proposed by L. Fan et.al. [21] . Counting Bloom filters provide a way to implement a "delete" operation for a basic Bloom filter without recreating the filter afresh. A counting Bloom filter maintains a vector of counters corresponding to each bit in the bit vector V. Whenever an element is added to or deleted from the filter, the counters corresponding to the k hash values are incremented or decremented, respectively. Especially, the corresponding bit in the bit vector V is set to "1" when a counter changes from zero to one. Similarly, the corresponding bit in the bit-vector is set to zero when a counter changes from one to zero.
C. IP Lookups Based on Bloom Filters
The key operation for IP lookup algorithms based on Bloom filters is to store the routing entries in different hash tables according to the prefix lengths of the destination IP addresses. If a packet needs forwarding, its destination IP address is firstly sent to the Bloom filters in a parallel mode. Then, a matching vector is got. Based on this matching vector, the IP lookup algorithm probes the corresponding hash tables, and obtains the next hop information. Fig.2 gives the general steps of IP lookup algorithms based on Bloom filters.
Ⅳ. THE PROPOSED ALGORITHM
As we have mentioned in Section III, positive false may disturb the element membership query when Bloom filters are used to determine whether an element belongs to a specific set. Therefore, it is a key problem in designing an IP lookup algorithm based on Bloom filters to decrease the number of positive false. We hope to solve this problem by decreasing the number of Bloom filters. Taking this into consideration, we propose to add a first-byte indexing table before querying the Bloom filter. This table is indexed by the first bytes of all the IP addresses in the route table, and the data structure of its entries is designed as {FirstByte, PrefixLength 1, PrefixLength 2, … , PrefixLength n}. Besides, we propose to associate a counter with each bit in the bit vector of each basic Bloom filter so that update of the routing table is supported in our proposed algorithm. This inspiration comes from the counting Bloom filters. 
A. Searching Operations
As we know, the IPv4 address is 32 bits long. However, the distribution of different prefix lengths is not uniform. This conclusion can be supported by the data supplied in http://bgp.potaroo.net/as2.0/bgp-active.html. We illustrate these data in Fig.3 . As we can see from this figure, IP addresses with the prefix length of less than 8 bits or greater than 30 bits do not exist or take a very small percentage of the total routing table entries. This forms the basis of our algorithm to reduce the number of Bloom filters.
In our proposed algorithm, we employ 12 Bloom filters and adopt two 12-bits vector (denoted by V 1 and V 2 ) to indicate respectively the querying results on the first-byte indexing table and the matching results on each of the 12 Bloom filters. For example, the IP addresses with the prefix length of 8~14 bits are stored in a Bloom filter which is represented by the first bit in V 1 (V 2 ); the IP addresses with the prefix length of 25~30 bits are stored in a Bloom filter which is represented by the last bit in V 1 (V 2 ); and IP addresses with the prefix length of 15~24 bits are stored respectively in 10 Bloom filters which are represented by the rest 10 bits in V 1 (V 2 ). Corresponding to each Bloom filter, there is a hash table which contains the next hop information of various prefixes and the data structure of which is designed as {Prefix, NextHop}. The searching operations are carried out as follows. Firstly, the first byte of the input IP address is extracted. Then, the extracted byte is searched in the first-byte indexing table. If no matching items are found in this table, the IP packet is sent to the default port. Otherwise, all possible prefix lengths corresponding to the first byte of the IP address are extracted and the corresponding bits of V 1 are set to "1". Then, the IP address to be queried is sent to those Bloom filters of which the corresponding bits in V 1 are set to "1". After querying the Bloom filters, the matching result forms the bit vector V 2 where a bit is set as "1" if the prefix of the IP address is matched by the corresponding Bloom filter. If V 2 =0, the IP packet is sent to the default port. Otherwise, the hash tables are probed based on V 2 according to the longest matching principle. If the probe is successful, the next hop information is obtained and the IP packet is sent to the corresponding port. Otherwise, the IP packet is sent to the default port. Fig.4 gives the working flow of the searching operations. 
B. Update Operations
Based on the assumption that update of the routing table is infrequent, IP lookup algorithms based on Bloom filters seldom support adding or deleting entries from the routing tables. In the proposed algorithm, update of routing tables is supported by associating a counter with each bit in the bit vectors of the Bloom filters. Since the space occupied by the counter is large and the update operations are relatively infrequent, counters of the Bloom filters are put in the off-chip memory and controlled by independent controllers.
The operation of adding a new prefix is done as follows. Firstly, the proposed algorithm will add it to the basic Bloom filter according to its length. Then, the associated counters will be increased by 1. If the value of the counters is one, the corresponding bit in the bit vector is set to 1. If the counter is already nonzero before the addition, nothing will be done to the bit vector of the Bloom filter. Finally, the proposed algorithm will add the right {Prefix, NextHop} entry to the corresponding hash table, and update the first-byte indexing table at the same time.
The operation of deleting a prefix is contrary to the adding operation. Firstly, the proposed algorithm will delete the {Prefix, NextHop} entry from the corresponding hash table, and update the first-byte indexing table at the same time. Then, the associated counters will be decreased by 1. If the value of the corresponding counter is zero, the corresponding bit of its associated bit vector is set to zero. If the associated counter is nonzero, nothing will be done to the bit vector of the Bloom filter.
C. Performance Analysis
Usually, two performance indexes are used to compare performance of different IP lookups algorithms based on Bloom filters. Respectively, they are time complexity and space complexity. Due to the development of computer technologies, influence of space complexity on IP lookup algorithms is decreasing [22] . Researchers pay more attention on improving the performance of IP lookup algorithms by reducing their time complexity. For the proposed algorithm in this paper, there are two factors that influence the time complexity of the algorithm. Respectively, they are the number of times to probe the hash tables and the size of the hash tables. Here, we take an IPv4 address lookup as an example to analyze the time complexity of the proposed algorithm.
For the proposed algorithm, the number of times to probe the hash tables is determined by two vectors, that is, V 1 and V 2 . Assume: (i) the number of Bloom filters corresponding to V 1 is B; (ii) all Bloom filters share the same positive false probability f; (iii) the number of Bloom filters for the prefixes longer than l in the vector V 2 is B l . Then, the average number of times to probe the hash tables when matching a prefix of length l is
In the worst case, the value of E l which is represented by E l-max can be computed as
Here, E l-max is used to estimate the maximum number of times to probe the hash tables for each IP lookup. Since the computation of E l-max takes the positive false into consideration, the upper bound of the average number of times to probe the hash table for each IP lookup of all the input IP addresses can be estimated as
In expression (3), the number "1" stands for the probe at the matching prefix length. Besides, it is possible that an IP address creates false matches in all the Bloom filters. In this case, the number of times to probe the hash tables can be estimated as
Let: (i) f i be the positive false probability of the i [19] , k i can be computed as follows:
Let: (i) M be the embedded memory available for the Bloom filters; (ii) N be the number of prefixes supported by the IP lookup system. Then, the positive false probability of the i th Bloom filter can be estimated as
The size of hash tables is also a factor that affects the time complexity of the proposed algorithm. Let the size of hash table be N H and the time of each hash probe be t. Then, t is in direct proportion to N H , which means the smaller the hash table is, the lower the time complexity of the proposed algorithm is.
V. EXPERIMENTAL RESULTS AND ANALYSIS
Firstly, experiments based on Matlab are carried out to illustrate results of the performance analysis on the proposed algorithm. Figure 4 gives the experimental results. Figure 4 Illustration of the performance analysis on the proposed algorithm
As we can see, 1) The average number of times to probe the hash tables for each IP lookup is greater than one, which is consistent with the expression (3).
2) The average number of times to probe the hash tables for each IP lookup decreases with the increasing of size of the embedded memory used by the routing system.
3) The average number of times to probe the hash tables for each IP lookup is close to 1 when the embedded memory is increased to 4M bits. This means the positive false probability f is close to zero.
Secondly, several real route tables from China Unicom, China Telecom and China Mobile are used to validate the efficiency of the proposed algorithm. The total number of entries in these routing tables is more than 250,000. Size of the embedded memory for Bloom filters is configured to be 4Mbits. The number of hash functions for each Bloom filter is configured to be 6. The proposed algorithm is implemented based on the Eclipse integrated development environment and Java. Table I compares the experimental results and the theoretical results estimated by the expression (3) and Equation (6) on the averaged number of times to probe the hash tables for each IP lookup.
Finally, we show the relationship between the size of hash tables and the time needed to complete a hash table probe by averaging the results of ten experiments of which 100000 hash table probes were carried out. The results are shown in Table II . As we can see from it, the larger the hash table is, the longer the time needed to complete a hash table probe is. This is consistent with the analysis result described in Section IV. 
Ⅵ. CONCLUSIONS
In this paper, a time efficient algorithm based on Bloom filters is proposed to solve the problem of longest prefix matching in IP lookups. Different from the existing algorithms based on Bloom filters for IP lookups, the proposed algorithm set a first-byte indexing table before querying the Bloom filter, so that the number of Bloom filters is reduced without increasing the size of hash tables. Moreover, the proposed algorithm supports update of the route tables by associating a counter with each bit in the bit vectors of the Bloom filters. As a result, the time efficiency of IP lookups by the proposed algorithm is improved. In the future, we plan to make further improvement and optimization on the proposed algorithm and employ it in IP lookups for IPv6 addresses. 
