





























特征集合 M={M1, M2, ⋯ , Mm}, 图像特征集合 I={I1, I2, ⋯ , In}。每
一种建筑物目标识别方法
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摘 要: 论文提出了一种在复杂场景图像中识别建筑物目标的方法。提取图像的短线段特征 , 将目标识别转化为最大后
验概率估计问题 , 并利用贝叶斯理论将先验知识引入到识别过程中。利用概率分布表示模板特征在匹配过程的不确定
性 , 反映了目标在被遮挡条件下 , 不匹配的模板特征分布聚集的现象。利用高斯分布表示图像特征的不确定性。最终给出
一个评判分数判断图像中存在建筑物目标的区域。实验表明 : 给出的评判分数能在一定程度上排除图像中虚假目标 , 识
别出真正目标。
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Abstract: This paper presents a new approach to recognize object of building in complex scenes.It extracts a set of
line segments, and turns object recognition into maximum a posteriori estimation.The prior knowledge can be
incorporated into target identification process by using Bayesian theory.A distribution is proposed to model the
uncertainty of model features, which captures phenomena such as the fact that the unmatched features due to partial
occlusion are generally spatially correlated rather than independent.Fluctuations of matched image features are modeled
by Gauss distribution.Finally, a score is proposed to evaluate the region of image, where buildings may exist.Experiments
on the natural image sets demonstrated that the proposed score to a certain extent can differentiate between the true
object and the false object in complex scenes.
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由于噪声 , 遮挡的影响 , 建筑物的一段墙体、门、窗等直线
结构对应到短线段特征图中 , 不一定对应着一段完整的线段 ,
往往出现线段断裂、缺损等情况 , 然而短线段的角度一般变化
不大。因此 , 本文利用短线段的角度给出了短线段特征匹配的
定义。对模板特征 Mi, 坐标变换到短线段特征图像后 , 在它给
定邻域内可能存在 p 个图像特征。如果 p 个特征和 Mi 组成的




板匹配算法从给定图像中 , 搜寻目标实例 , 并给出实例在图像
中位置。
文献[6]将目标模板在图 像 中 一 次 匹 配 表 示 为 集 合{S, L}。
S={S1, S2, ⋯ , Sm}是布尔数集合 , Si=1 表示模板特征 Mi 和图像特
征相匹配; Si=0 表示模板特征 Mi 和图像特征不匹配。L 是变换
空间参数。f( Mi, L) 表示模板特征 Mi 变换到图像中的结果。由
于坐标变换类型不同 , f( Mi, L) 的取值也不相同。常见的坐标变
换有相似变换、仿射变换等。
由最大后验概率估计方法 , 目标识别方法转化为式( 1) :
{S*, L*}=arg max
S, L




[p( I|S, L)·p( S, L) ] ( 2)
假设随机变量 S, L 相互独立 , 并且 L 服从均衡分布 , 则
{S*, L*}=arg max
S, L
[p( I|S, L)·p( S) ] ( 3)




#"i·( Si- 1) -
{i, j}
##{i, j}·δ( Si≠Sj% &) ( 4)

















式子中 , k 是小于 p 的正整数 , 排除了噪声干扰形成的块。因为
很多块是由噪声引起的 , 而噪声在图像中是随机分布的 , 很少
出现分布比较集中的情况。
对同一个模板来说 , 块的大小对应着聚合程度 , 块的大小
越大 , 不匹配模板特征相互聚合的程度就越明显 ; 对不同模板
来说 , 块的大小占整个模板特征个数的比例表征不匹配模板特
征的聚合程度 , 块的大小所占模板特征个数的比例越大 , 不匹
配模板特征的聚合程度越大 , 因此 , X 可作为衡量不匹配特征
聚合程度的度量。
接下来给出随机变量 S 的分布 :
P( S) ∝exp
i∈M
#%i·( Si- 1) -
{i, j}
#&{i, j}·δ( Si≠Sj) +’·% &X ( 6)
式子中 , %i, &{i, j}, ’ 是影响因子。
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( H 是图像 高 度 ( 单 位 : 象 素 ) , W 是 图 像 宽 度
( 单位 : 象素) ) ; 满足 Ij∈Io 条件时 , p( Ij|S, L) 一般不满足均衡分
布。文献[7]中实验表明 : 高斯分布能更好地反映图像特征的不
确定性 , 因此 , 满足 Ij∈Io 条件时 , 定义图像特征 Ij 和相应的模
板特征 Mi′夹角 Z 满足高斯分布 , 则
p( Ij|S, L) =(%,)( Z) ( 7)
式子中 , (%,) ( x) = 1
) 2π)
exp ( -
( x- %) 2
2·)2
) , Z 是图像特征 Ij 和
Mi′夹角 , Mi′=f( Mi, L) 。
假设给定 S, L 条件下 , 图像特征集合的分量相互独立 , 则








*(%,)( Z) ( 8)
2.5 估计目标和模板匹配程度的评判分数
考虑图像中不存在目标 , 所有图像特征都是背景特征的情
况。此时 , 图像特征集合是 I(, 模板特征匹配标志集合 S=S(=0;
衡量模板特征聚合程度的评判分数 X0 是一个常数。显然 , 图像
中不存在目标时 , I=I(=Iu, 则




, p( S() =exp(
i∈M
#%i) +’·X0 ( 9)
假设随机变量 S, L 相互独立 , 并且 L 服从均衡分布 , 则
L( S, L) = P
( S, L|I)·p( S)
















将式( 10) 取自然对数 , 则 In L( S, L) 等于:
I j∈I o




##{i, j}·δ(Si≠Sj)+’·(X- X0% &)
最终 , 给出一个评判分数 Score( h) 等于
I j∈I u




##{i, j}·δ(Si≠Sj)+’·(X- X0% &)
δ·|I|
式子中 , %i, #{i, j}, ’, δ是影响因子。
对每个候选目标计算 Score( h) , 当评判分数取最小值时 ,





候选目标 H |IO| Score( h)
候选目标 1 95 0.418
候选目标 2 44 0.156







条件下 , 并且建筑物的比例也不相同。对每个建筑物的图片 , 利
用一幅图片建立建筑物目标模板 , 在其他图片中找到模板特征
和图像特征对应关系 , 计算夹角 Z( 单位 : 度) , 从而得到模板特
征和图像特征夹角的集合。计算得到夹角集合的样本均值和样
本方差 , 作为夹角集 合 的 期 望 和 方 差 , 最 终 , 得 到 夹 角 Z 服 从






利 用 建 筑 物 目 标 外 轮 廓 特 征 , 在 边 缘 图 像 中 运 行
Hausdorff 距离匹配算法 [8]进行粗匹配 , 在给定图像中寻找经过
平移变换的模板实例。得到候选目标集合后 , 利用面积 , 纹理等
特 征 进 行 简 单 后 处 理 排 除 一 些 不 可 能 是 目 标 的 候 选 目 标 , 最
终 , 得到如图 2 所示的三个候选目标 , 用白线标示。目标 1 是真
正的目标 , 目标 2, 3 是虚假目标。
得到候选目标集合后 , 利用本文给出的评判分数对每个候
选目标进行打分。实验中 , !=#=1, $=10, δ=2, k=3, &0=30°。各个
候选目标评判分数的取值情况 , 如表 1 所示。从表 1 看出: 虚假




变换的目标模板实例) , 得到候选目标集合 , 然后对每个候选目
标分别计算评判分数的值 , 排除图像中虚假目标 , 识别出真正
目标; 常用的以边缘为特征的模板匹配方法是直接在图像中寻
找经过平移和比例变换的模板实例 ( 实验中采用 Hausdorff 距
离匹配算法[8]) 。利用测试集图像对两种方法进行了对比实验 ,
表 2 是两种方法的平均运行时间的比较。实验环境是 P4 处理
器 , 主频是 3.0 GHz, 1 GB 内存。
从表 2 看到: 与边缘特征作为图像特征的模板匹配方法相
比 , 本文提出的识别方法 , 在时间性能上有了较大的提高。
4 结论和进一步的工作






进一步的工作中 , 我们打算利用建筑物目标的其它特征 , 更好
地表示模板特征和图像特征在匹配过程的不确定性。
( 收稿日期 : 2006 年 9 月)
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