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In this thesis we investigate theoretically two distinct systems of dipole-coupled atoms. In
Part I we investigate light scattering from a system of N ultracold atoms, with laser induced
electric dipole interactions. We derive the equations of motion in the Heisenberg picture for
the atomic operators, for an arbitrary dipole transition. Then we take the specific case of a
jl = 0 → ju = 1 transition and derive the second and third-order inter-atomic correlations.
We solve the resulting set of linear equations for two and three atoms exactly, with particular
focus on the exact two-atom system. We find a steady-state analytic solution for the two
atoms in a specific geometric configuration, and use this to derive explicit expressions for the
spatial and coherence properties of the far-field scattered light intensity, valid for the full range
of system parameters. A comprehensive survey of the scattering behaviour is given, with key
features precisely characterised, including subradiant scattering. We examine in detail a
decorrelation approximation that has potential applications for larger systems of atoms that
are intractable in a full quantum treatment. We introduce the concept of an effective driving
field and show that it can provide a direct and intuitive physical interpretation of key aspects
of the system behaviour, including subradiant scattering. Finally, we show that this effective
field interpretation, and the decorrelation approximation, is readily extended to a three atom
system.
In Part II of this thesis we present our investigation of the quantum many-body dynamics
of a large ensemble of bosonic S = 3 chromium atoms in a three-dimensional lattice. We
implement an extended Bose-Hubbard model which includes the tunnelling, onsite spinor in-
teractions and dipole-dipole interactions (giving interactions between atoms on neighbouring
sites). We study the dynamics of the population of the different Zeeman levels as a function
of lattice depth following a sudden spin rotation, and provide comparison to experimental res-
ults. We are able to identify two distinct regimes: At low lattice depths, where atoms are in
the superfluid regime, we observe the spin dynamics are strongly determined by the competi-
tion between particle transport, onsite interactions and external magnetic field gradients. On
the contrary, at high lattice depths, transport is largely frozen out and the spin populations
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The study of ultra-cold atoms, cooled to within a few nanoKelvin of absolute zero, has
developed into a major field in contemporary physics. The ability to form systems where the
thermal fluctuations are suppressed and quantum fluctuations dominate gives new states of
matter (e.g. Bose-Einstein condensates and Mott Insulators) with remarkable characteristics
such as superfluidity, which are not found in classical systems. In these systems quantum
correlations between atoms play a key role in the system behaviour. In this chapter we will
introduce some of the key properties that highlight the similarities and differences of the two
projects that make up this thesis, before giving an overview in Section 1.3 of the specific
systems we investigate.
1.1 Optical Traps
The ability to cool, trap and manipulate atoms is crucial to the study of ultra-cold atoms.
This can be achieved with optical-dipole traps, utilising the interactions between the atoms
and far detuned light. The light induces a shift in the atom’s energy levels proportional
to the intensity of the light, known as an AC stark shift [31]. The interaction between
the light and the atom exerts a dipole-optical force that can be used to trap the atom at
the maxima or minima of the field and cool them to microKelvin temperatures or below
[3, 31, 27]. Different trap geometries give rise to different atomic density distributions with
unique physical properties. For example a harmonic trap, as shown in Fig. 1.1 (a), gives
rise to an approximately elliptical atomic cloud with maximum density at the centre. By
controlling the number of atoms and the tightness of the trap, samples of various density and
spatial extent can be created allowing for the precise control of atom-atom interactions.
Another type of optical trap of current interest is an optical lattice, shown in Fig. 1.1
(b), which can be one, two or three dimensional. These arise from the interference of,
for example, counter propagating lasers, producing a standing wave intensity pattern with
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Figure 1.1: Examples of optical traps and corresponding ground state atom filling.
periodicity of half the wavelength of the light [27]. These are typically used in conjunction
with an overarching harmonic trap (e.g. due to an additional optical trap or the focused
nature of the light beams used to make the lattice), as shown in Fig. 1.1 (c). Optical lattice
traps can confine one or more atoms to each lattice site, creating a regular crystal-like array
which can mimic solid state systems, while also being highly tunable. The atoms experience
interactions with other atoms on the same lattice site, and have the ability to tunnel to other
sites. These systems have been studied extensively, both experimentally and theoretically,
for both fermionic and bosonic atoms. Optical lattice systems have the potential to produce
highly correlated and entangled states, which have applications in quantum information
processing and quantum computing [49] and optical lattice clocks [69], although this is not
considered in this thesis.
1.2 Dipole-Dipole Interactions
For neutral atoms the longest range interactions permissible are dipole-dipole interactions
(DDIs), though most cold atom systems interact via short range contact interactions. DDIs
can be realised in atoms with electric or magnetic dipole moments, which may be permanent
or induced. Here we outline two such systems.
1.2.1 Light Scattering
Collective near resonant light scattering from a coherently driven ensemble of atoms has been
much studied, but remains a problem of current interest. In such a gaseous system the laser
probe induces an oscillating electric dipole in the atoms, and the properties of the radiated
light, such as the spatial or temporal intensity distribution, depend on the properties of the
system. In a system with interatomic distances on the order of a wavelength or smaller, atom-
atom correlations become significant. These correlations arise through DDIs, mediated by
12
Figure 1.2: Representation of the spin-1
2
Bloch vector eiφ [cos(θ)|+〉+ sin(θ)|−〉] (shown in
green) on a Bloch sphere. Orange arrows indicate the Ŝx, Ŝy and Ŝz operator transformations.
the atoms’ interaction with the scattered field from the other atoms in the cloud. Of current
interest are very dense atom systems (e.g. [67, 81]), where these effects are particularly large
and must be accounted for to correctly derive the properties of the cloud.
1.2.2 Spinor Systems
An additional property that ultra-cold atoms may possess is spin. The simplest spinor
particle is spin 1
2
, which has two sublevels, m = ±1
2
represented by the states |±〉. This is
often visualised on a Bloch sphere which illustrates the superposition of these two substates
as a point of a sphere, as shown in Fig. 1.2. The spin operators, Ŝx, Ŝy and Ŝz project
the spin vector onto the x, y and z axis respectively, as shown in orange in Fig. 1.2. More
generally, magnetic atoms have spin-S where S is a positive integer or half integer, with
integer S indicating the atom is a boson and therefore able to form condensates, while half
integer S indicates the atom is a fermion. A spin-S atom has 2S + 1 sublevels labelled
m = −S,−S + 1, ..., S and a permanent dipole of magnitude γS, where γ = gµB/~, g is the
g-factor and µB is the Bohr Magneton. Similar to the DDIs seen in atoms with light induced
electric dipoles, DDIs can be realised by the magnetic dipole moment of the ground state
atoms, providing a new tool in the cold atom toolbox. The theoretical formalism for studying
spinor systems is laid out in the comprehensive review by Kawaguchi and Ueda [47].
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1.3 This Work
This thesis is split into two parts, which relate to two separate projects. While there are
parallels between the two projects, in that they both involve long range dipole-dipole inter-
actions, they are presented separately and as such each part can be read independently. Here
we provide a brief overview of the systems studied in each part. For the convenience of the
reader, a Glossary summarising the important parameter definitions is provided on page 173.
1.3.1 Part I: Electric Dipole Interactions and Light Scattering
In Part I of this thesis we investigate light scattering by a laser driven system of two or three
dipole coupled atoms. We derive the Heisenberg equations of motion for the atomic operators,
as well as the second- and third-order atom-atom correlations. While the formalism to
investigate second-order atom-atom correlations has been developed by the likes of Dicke [18]
and Lehmberg [51], these results do not include the internal level structure of the atoms, and
furthermore we are not aware of any other treatment of third-order correlations. The resulting
set of equations is solved at steady state and the scattered light field is studied. By choosing
to investigate a small number of atoms we are able to obtain precise numerical and analytic
solutions without any restrictions on the laser intensity or other system parameters. From
these solutions we give a comprehensive overview of the effects of the interactions, and gain
a clear picture of the physics underlying our results. We also investigate an approximation
which decouples the atoms and would allow for larger systems to be considered without the
low laser intensity restriction typically applied. We find that the validity of this decoupling
approximation is broad, and that it leads to a simple physical interpretation of the system
in terms of the total field driving each atom.
1.3.2 Part II: Magnetic Dipole Interactions in an Optical Lattice
In Part II we outline a theory we developed to model experiments performed with spinor
dipolar atoms in an optical lattice. In these experiments spin polarised 52Cr atoms were
prepared in a 3D optical lattice in the presence of a B-field gradient. A spin rotation was
applied and the magnetic sublevel populations subsequently monitored. It was found that
these populations evolved, indicating that the atomic spins were undergoing dynamics beyond
simple precession. Experiments monitored the nature of the dynamics as the lattice depth
increased and the initial state underwent the superfluid to Mott insulator transition. These
results present a rich many-body system to study theoretically.
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1.3.4 Manuscripts Arising from this Research
Two manuscripts have resulted from the work in this thesis:
(i) Analytic solutions for the spatial character and coherence properties of light scattered from
two dipole-coupled atoms [22], is based on the two-atom system presented in Chapter 5
and is currently under review.
(ii) Dynamics of an itinerant spin-3 atomic dipolar gas in an optical lattice [23], is based on










In Section 1.3.1 we gave a synopsis of the work carried out in Part I of this thesis, and we now
give an overview of how this work is set out in Section 2.1. In this chapter we also discuss
some of the existing literature to give the context and motivation for this project, including a
brief overview of the current methods used to explore collective light scattering by ultra-cold
atoms. In Section 2.2, we discuss classical scattering by an oscillating dipole, to remind the
reader of the well-known spatial distribution of the radiation pattern and some important
terminology associated with it. In Section 2.3 scattering by a single atom is considered. Here
the system is no longer classical, and quantum correlations between the atomic energy levels,
as well as between the atom and the light, play a role in the scattered field. We then consider
systems of more than one atom, where the general problem grows rapidly with the number
of atoms N and quickly becomes computationally intractable. Current solution methods
either restrict the probe intensity to be within the linear response regime (e.g. [67, 4, 9]) or
limit the system to a small number of atoms (e.g. [70, 24]). We provide a brief overview of
the significant literature in both these limits. First we discuss a small two-atom system in
Section 2.4, where the system can be characterised by the collective Dicke states. In Section
2.5 we discuss systems with larger N in the linear response limit. From these two sections
we see that although this is a historic problem it is still of current interest with many new
areas to explore, as well as a need to improve on current computational limitations.
2.1 Outline
We begin in Chapter 3 by introducing our system Hamiltonian using the Power-Zienau and
Wooley formalism and deriving the equations of motion for the electronic operators, which
are solved using the Markov approximation. This derivation has previously been carried out
by Morice et al. [62], however they did not show the details of their calculations1. We have
1Subsequent to submitting this thesis I was alerted to Morice’s thesis [61], which is in French.
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carried out the necessary derivations to obtain the equations of motion in a more general
form than Morice and present them here. In Chapter 4 we derive the equations of motion
for the atomic operators for a general dipole transition jl → ju, where l is the lower level
and u is the upper level of the transition. We then restrict this to a jl = 0 → ju = 1
transition and obtain the equations of motion for the second-order correlations, which were
derived for a two-state atom by Lehmberg [51], and the third-order correlations, which to our
knowledge have not been presented before. We present our original results in Chapter 5 for
two atoms and Chapter 6 for three atoms. We show that by particular choice of geometry,
only two of the four atomic states participate. We investigate the dependence of the scattered
intensity distribution on the interatomic distance and orientation, and the laser’s intensity
and detuning from the atom. We also discuss in detail an approximation to decorrelate the
atoms. We identify the validity regime of this approximation and discuss the potential for
studying larger systems with arbitrary laser intensity. This also leads to a new and intuitive
physical interpretation of our analytic results in terms of the total field driving each atom,
and Mollow’s results for scattering from a single atom [59]. Finally we summarise our findings
in Chapter 7.
2.2 Classical Scattering
Consider a classical dipole oscillating at angular frequency ω = kc, where k is the wavenum-
ber, with electric dipole moment d =
∫
d3rp(r)r, where p(r) is the charge density and r is








(r̂× d)× r̂ + 1− ikr
(kr)3
(3r̂(r̂ · d)− d)
]
, (2.1)
where r = |r| and ε0 is the vacuum permittivity. This field can be separated into two
parts. The first term, called the far field, takes on a typical form for radiation with outgoing
spherical waves that fall off as r−1 [39]. As the name suggests, the far field dominates
E(r, t) at distances much larger than a wavelength from the dipole. The second term, which
includes the r−3 and r−2 components, is known as the near field and dominates E(r, t) within
a wavelength of the dipole. Given that limkr→0 eikr(1− ikr) = 1, the near field takes the form
of a static electric dipole, oscillating with e−iωt but otherwise static in nature [39]. In some
texts the term scattered field is used to refer to the far-field only, while in others it refers
to the total field, including the near field contribution. In this thesis we will use the latter
definition.
In Fig. 2.1(a-d) we show the radial distribution of the intensity of the electric field. We
consider d ∝ ẑ, and as the field is cylindrically symmetric in the x− y plane, we show only
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Figure 2.1: (a-d) Radial distribution of intensity at distance r from a dipole with polarisation
d ∝ ẑ. (e-h) Corresponding real component of the polarisation vector.
the polar plot in the x− z plane. Figure 2.1(d), where kr  1, shows the well known result
with scattering forbidden parallel to the dipole. Conversely, when kr  1, as shown in Fig.
2.1(a), scattering is dominant in the z direction. Figures 2.1(b,c) show the intermediate
regime. Figures 2.1(e-h) show the corresponding polarisation of the field. The far field (i.e.
kr = 10) is polarised perpendicular to r, which is also the direction of propagation. In the
near field other polarisations that are not perpendicular to r appear.
2.3 Mollow Results for a Single Atom
The study of quantum mechanical light scattering is a historic problem, with early single-
atom treatments first arising in Weisskopf’s 1933 work [77], which made use of a second order
perturbation approximation. In 1954 Heitler [36] provided a non-perturbative treatment,
but restricted the system to weak incoherent driving fields. Following this Mollow [59] used
statistical methods paired with a master equation approach, for the case of two-state atoms.
Later Mollow [60] gave the first rigorous quantum statistical treatment of the incident laser
as well as the atom, again using a master equation approach. He showed the results using
this formalism agreed exactly with his earlier 1969 paper [59], and we will summarise those
findings in this section. A comprehensive treatment of the master equation approach is also
laid out in Cohen-Tannoudji et al. [13]. An alternative method is to derive the equations
of motion of the atomic operators in the Heisenberg picture. The first arbitrary intensity
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Heisenberg model was given by Milonni and Knight [58] and shortly thereafter by Kimble
and Mandel [48]. A unified treatment is also found in Cohen-Tannoudji et al. [13]. Both the
master equation approach and Heisenberg picture are now commonly employed, and in this
thesis we use the later.
Mollow derives the master equation for a two-state stationary atom with excited state
|u〉, ground state |l〉 and spontaneous decay rate γ. The laser is characterised by the Rabi
frequency ΩL and detuning ∆ = ωL−ωA where ωL is the frequency of the laser and ωA is the
transition frequency of the atom. Mollow analytically solved for the density matrix elements
〈nu(t)〉 and 〈d±(t)〉 at steady state, where nu = |u〉〈u|, d− = |l〉〈u| and d+ = (d−)† = |u〉〈l|.





























where ωt + φ is the phase of the laser field at the atom. The scattered field at position r





E+(r, t) + E−(r, t)
]
, (2.4)
where E+ is the positive frequency term, and is found to be
E+(r, t) = Φ(r)d−(t−
r
c
) + E+f (r, t), (2.5)
with E−(r, t) = (E+(r, t))†. Here E+f (r, t) is the free field noise term, which accounts for
the vacuum fluctuations and averages to zero when the expectation value is taken with the
vacuum radiation state. The spatial distribution Φ(r) can be separated into the near and far
field, as in classical scattering. Mollow gives the far field expression only, but the full form







(r̂× d̂)× r̂ + 1− ikr
(kr)3
(
3r̂(r̂ · d̂)− d̂
)]
, (2.6)
which is equivalent to the corresponding factor in Eq.(2.1). The mean scattered intensity is
given by the upper state population with
I(r) = 2ε0c〈E−(r) · E+(r)〉 = 2ε0c|Φ(r)|2〈nu〉M . (2.7)
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+ ∆2, the Ω2L term on the denominator can be neglected and 〈d−〉M ∝ ΩL. In this regime
we also find 〈nu〉M ≈ |〈d−〉M |2  〈d−〉M which allows for a drastic simplification of the






+ ∆2 the system becomes saturated, with 〈nu〉M ≈ 1/2 and 〈d−〉M ≈ 0. In
this limit fcoh ≈ 0 and the scattering is completely incoherent.
2.4 Collective Effects in Two-Atom Systems
Mollow’s results for a single atom leads to the question of how the system will change if
atom-atom interactions are introduced. If two or more atoms are positioned within a few
wavelengths of one another, they can interact via the scattered radiation. The separation of
the scattered field into the near and far field (see Section 2.2) leads to different classifications
of atom-atom interactions. So called dipole-dipole interactions occur when atoms interact
via the near field. The far field is what we typically measure on a detector, but can also
create interactions and coherences across the atom cloud. Often, when working with gases
of atoms, we can ignore the near field, as the interatomic distances are such that atoms only
experience the far field of their neighbours. However in dense samples, where some of the
atoms are within a wavelength of their neighbours, both the near and far field scattering must
be considered. In this section we outline some key foundational literature that investigates
these interactions in a simple system of two two-state atoms.
Of particular importance in understanding the effects of cooperative interactions in atomic
systems is the pioneering work by Dicke [18]. Dicke showed that the interactions can lead
to a modification of the decay rate and detuning of the collective states of the system. For
example, a simple two-state, two-atom system can be characterised by the states |l, l〉, |l, u〉,
|u, l〉 and |u, u〉 where the first entry corresponds to the first atom and the second entry to
the second. However the system can also be expressed in terms of the collective states,
|e〉 ≡ |u, u〉, |g〉 ≡ |l, l〉, |±〉 ≡ |u, l〉 ± |l, u〉√
2
(2.9)
which are called Dicke states [32] and form the eigenbasis of the atom-atom interaction
Hamiltonian. Of particular interest are the symmetric (|+〉) and antisymmetric (|−〉) states.
Using this basis there is an effective detuning of ∆eff ≡ ∆ ± Gr(R) for the |±〉 states and
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effective decay rate of γeff ≡ γ ± 2Gi(R), where G(R) = Gr(R) + iGi(R) is the interaction
strength between the atoms (which will be defined in Eq. 5.1) and R is the separation of
the atoms. In the limit of small R, Gr(R) → ∞ and therefore the atoms experience a
large resonance shift, with a new resonance at ∆ = ∓Gr(R). Also in the limit of small
R, Gi(R) → γ/2 and the symmetric and antisymmetric states become superradiant and
subradiant respectively [32]. This property is evident in the transient regime, for example
Cohen-Tannoudji [13] shows that for a system initially in the |u, l〉 = (|+〉+ |−〉) /
√
2 state,
with no incident laser field, the symmetric state rapidly decays leaving the antisymmetric
state which remains excited on timescales on the order of R−3.
Early studies, such as Dicke’s 1954 paper [18], assumed that atoms were confined within
less than a wavelength of one another. This is beneficial as both atoms can be considered to be
in spatially equivalent positions such that the antisymmetric states do not interact with the
driving laser, reducing the number of equations from 15 to 9. In a seminal paper Lehmberg
[51] considered a cloud of N driven atoms with this spatial confinement restriction removed.
Lehmberg investigated the two-atom case in an accompanying paper [52], calculating the
radiation pattern from an undriven system, while others (e.g. [24, 70]) have used Lehmberg’s
formalism to investigate a driven system.
Casting the system in terms of the Dicke states has proven a powerful interpretational
tool, and has since been used extensively. For example Rudolf et al. [70] used Lehmberg’s
formalism in a theoretical paper to verify Dicke’s interpretation in a continuously driven pair
of atoms. The atoms were subject to different driving fields such that the antisymmetric
states participated in the system dynamics. Rudolf et al. were able to show the expected
shifted resonance predicted by Dicke. Experimental confirmation of the superradiant and
subradiant systems has also been obtained, with the first observation in a two-ion system in
1996 [17]. Dicke state analysis is also readily extended to larger systems. For example, large
subradiant systems, which are difficult to prepare due to their sensitivity to the decoherence
processes, have only been experimentally observed recently [33] (an earlier 1985 experiment
[66] showed indirect evidence for subradiance in a many-body sample). Another recent study
showed that the effective decay rate in a cloud of many atoms can oscillate with time, meaning
the system changes between subradiant and superradiant [5].
2.5 Many-Body Systems
The two-atom studies discussed in the previous section showed that the dipole-dipole coupling
has significant effects on the systems properties, motivating the investigation of larger systems
of atoms. Understanding the properties of these interacting systems is crucial both to gain an
understanding of their role in fundamental physics and also to enable a range of new quantum
technologies, such as quantum computers or optical lattice clocks [9]. Another motivation
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is the desire to improve upon the absorption imaging method commonly used to measure
the number of atoms in a cloud [11]. For this method the attenuation of a laser incident on
the cloud is measured, and in the absence of dipole-dipole interactions a linear relationship
between atom number and intensity is expected, based on the Beer-Lambert law. However
this neglects multiple scattering, and in dense samples where atom-atom interactions arise,
a more complex dependence is expected, as shown theoretically by Chomaz et al. [11] and
experimentally by Pellegrino et al. [67].
Solving a problem of N atoms requires solving for up to N th order correlations. For two
or three atoms this is possible, but for larger systems the exponential growth of the Hilbert
space makes exact calculations impossible. Therefore it is standard for large systems to be
studied within the linear regime, which improves the scaling of the problem and makes large
numbers of atoms computationally obtainable. In Section 2.3 we showed that the linear





+ ∆2 and therefore 〈nu〉 ≈ 0. To be
within the linear regime in a multi-body system a similar approximation to the correlations
is also required e.g. 〈d(1)− n
(2)
u 〉 ≈ 0, where the superscripts (1) and (2) indicate the atoms the
operators act on. This approximation is exact when there is at most one excitation in the





+ ∆2 condition is met.
Due to the random position of the atoms the scattered field in the transverse directions
(i.e r ⊥ kL, where kL is the wavevector of the laser) from each atom has random phase,
and constructive interference occurs predominantly in the forward direction (r‖kL) [9]. Even
in an uncoupled (i.e. with no atom-atom interactions) system, this creates a forward cone
of coherent light with enhanced intensity compared to the predominantly incoherent light
scattered in the transverse direction. Typically we must decide in which directions r to
measure the intensity, for example Rudolf et al. [70] chooses a few characteristic directions
to investigate, while Lehmberg [52] shows the whole radiation pattern as a function of angle
to kL. These studies show that collective effects play a role in the spatial distribution of the
scattered light, beyond the uncoupled scaling expected due to the interference of each atom’s
scattered field.
Pellegrino et al. [67] considered collective scattering by a dense sample of atoms, with laser
intensity within the linear regime. Bromley et al. [9] considered a similar system to Pellegrino
et al. [67], but with densities on the order of one hundred times lower. Both Pellegrino et al.
and Bromley et al. provide a theoretical model including dipole-dipole interactions to explain
their experimental findings, with each atom treated as a discrete radiating dipole frozen at
a stochastically selected position in space. Bromley et al. also provided some consideration
of the effects of motion, which is further explored in their subsequent theoretical paper
[81]. Motion introduces a random Doppler shift to the frequency of the scattered light for
each atom and leads to inhomogeneous broadening. For the case of very low temperature
samples the inhomogeneous linewidth is negligible compared to the atomic linewidth and the
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effects of homogenous broadening dominate [67]. In this thesis we assume that the atoms are




In this chapter we outline the relevant theoretical foundations for Part I of this thesis. We
follow Cohen-Tannoudji’s [12] approach using the Power-Zienau-Woolley formalism, which is
outlined in Section 3.1. We introduce the Hamiltonian for the general system in Section 3.2
and the formalism we will use for the dipole operator in Section 3.3. Finally in Section 3.4
we use the Hamiltonian to calculate the Heisenberg equations of motion for the electric field
operators, which we solve using the Markov approximation. This provides the theoretical
foundation to evaluate the equations of motion for the atomic operators in the following
chapter. We note that the Hamiltonian and electric field operators have been previously
presented by Morice et al. [62] for the case of jl = 0→ ju = 1. However they omitted most
of the details of their calculation, which are non trivial, and therefore we have presented
them here.
3.1 QED Formalism for Atomic Systems
The fundamental formalism for Quantum Electrodynamics in atomic systems has been de-
veloped over many years, and in the usual minimal coupling formulation, the interaction
between charged particles consists of the Coulomb potential as well as terms proportional
to p · A and A2 (where p is the particle momentum and A is the vector potential) [12].
However this formulation is inconvenient for atomic physics, particularly when dealing with
more than one atom, as the interactions between separated atoms involve both the quantised
field A and the (non-quantised) Coulomb interaction, and their treatment becomes complex
[68]. A more convenient (and rigorously equivalent) formulation has been provided by Power
and Zienau, and also Woolley, in which the standard minimal coupling Hamiltonian is trans-
formed so that the interaction additional to the longitudinal (Coulomb) electric potential is
expressed in terms of the electric (displacement) and magnetic fields and the polarisation
and magnetisation densities of the particles. The gross structure of a single atom is calcu-
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lated as before, using the (non-quantised) Coulomb potential, while the transverse part of
the displacement field and the magnetic field are quantised1 and are used in (part of) the
calculation of fine and hyperfine corrections to atomic levels, as well as in the interactions
with external and internally generated fields. The formulation offers a number of important
advantages including: (i) the non-Coulomb interactions are expressed directly in terms of the
electric and magnetic fields2; (ii) the atomic part of these interactions can be systematically
expressed in terms of electric and magnetic multipole moments; (iii) the interaction between
well separated atoms is entirely due to the quantised fields and rigorously includes no Cou-
lomb contribution. A comprehensive treatment of both fundamental QED for atomic systems
and also the Power Zienau and Woolley (PZW) formulation is given by Cohen-Tannoudji et
al. [12]. Morice et al. in their study of the refractive index of a Bose-Einstein condensate [62]
presented a convenient form of the Hamiltonian in the dipole approximation, appropriate for
a gas of identical atoms with a j = 0↔ j = 1 electric dipole transition. They considered the
case where the atoms are driven by an external linearly polarised single mode laser field and
obtained the Heisenberg equations of motion for the electric field and the atomic operators.
Following the standard procedure in the quantum Langevin approach (e.g. [13]), of formally
integrating the field equations and substituting them into the atomic operator equations,
they obtained the damping and shifts due to the vacuum radiation field, and a convenient
formal operator expression for the source field that gives rise to light scattering.
3.2 The Hamiltonian
The system of interest for Part I of this thesis consists of N identical atoms each with an
optical dipole transition between a lower level l and upper level u of angular momenta jl and
ju respectively. The transition has a “bare” frequency of ω0A (in the Power-Zienau-Wooley
formulation) and interacts with the vacuum radiation field and an external monochromatic
laser field of frequency ωL. For the case where λL  a (with λL the wavelength of the light and
a a characteristic size of the atom) the expansion of the polarisation density of an individual
atom in multipole moments can be truncated at the dipole terms. With this approximation,











































di · djδ (ri − rj) ,
1For neutral systems, the longitudinal displacement field is identically zero.
2There is also a “contact” collisional term arising from the polarisation of the atoms.
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where rj,pj, and dj are the centre of mass position, centre of mass momentum operator, and
the dipole operator of the jth atom respectively. In our case Dext (rj), the external electric
displacement vector, represents the laser field (see Section 3.2.1). An explanation of the
remaining terms will be given in the following paragraphs.
In the first term on the RHS of Eq.(3.1), p2j/2m is the centre of mass kinetic energy of
the jth atom, which does not enter our equations as we assume our atoms are stationary,
such that pj = 0 for all j. We define 1
(j)
u , the unit operator in the upper level subspace, and













In this expression dul is the reduced dipole matrix element for the transition, (ju||d||jl), which
we can assume is real [20]. When Eq.(3.2) is evaluated for a jl = 0←→ ju = 1 transition we
find δω0 = −d2ulk3M/27ε0π2~, which corrects the corresponding expression obtained by Morice
et al. with a factor of −1/~. We shall later find in Appendix B.2.3 that in the derivation
of the quantum Langevin equation for the optical dipole operator, a term arises that cancels
the shift δω0.
In the PZW formulation, the quantised radiation field is the transverse electric displace-
ment vector, D⊥ (r) = ε0E⊥ (r) + P⊥ (r) where E⊥ (r) is the transverse electric field and
P⊥ (r) is the transverse component of the polarisation density. The operator D⊥ (r) can be
decomposed into modes labelled by (k, ε) where k is the wave vector and ε is the polarisation
vector,

















ε is over two polarisation vectors
3 orthogonal to k, and akε and a†kε are the





= δεε′δ (k− k′) . (3.4)
In the Heisenberg picture, the commutation relations hold for the operators at equal time.






which can be interpreted as the electric field of one photon. The second term on the RHS of
Eq.(3.1) is the free Hamiltonian for the displacement field, and the integral has a cutoff at
3Following Cohen-Tannoudji et al. [12], we will assume the two orthogonal polarisation vectors are real.
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kM which is required for self consistency in a nonrelativistic treatment of the atoms [12].
Morice et al. write the field D (r) /ε0 as E (r) and call it the “electric displacement vector,
up to a factor of ε0”, but we note that D(r)/ε0 is strictly equal to the electric field only in
vacuum (i.e. away from the atoms). We shall henceforth follow their practise, and define
E⊥ (r) ≡ D⊥ (r) /ε0, (3.6)
EL (r) ≡ Dext (r) /ε0. (3.7)
The third term in Eq.(3.1) represents the dipole interaction of the atoms with the quantised




dj · [EL (rj) + E⊥ (rj)] . (3.8)
The final term in Eq.(3.1) represents contact interaction between atoms, which we will hence-
forth ignore, assuming that the atoms are always well separated.
3.2.1 The External Field
We shall consider the case where the external field is a single mode laser. In the standard
quantum optical model, the field is produced by a prescribed external current, and as has
been shown by others (e.g. Mollow [59] and Cohen-Tannoudji et al [12]), this allows us
to replace the term EL (rj) in Eq.(3.8) by a classical function of time, and set the initial










where εL is the polarisation of the laser, and without loss of generality we have chosen EL,
the amplitude of the field, to be real. We emphasise that this provides a quantum treatment
of the laser field, with the vacuum fluctuations retained for the mode.
3.3 The Dipole Operator





where sjα is the relative coordinate of atom j’s αth electron, and q is the electron charge.
Restricting our attention to a single dipole transition for this atom, we can express this
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operator in terms of the angular momentum states |jlml〉(j) and |jumu〉(j) of the lower and
upper levels respectively of the transition. Due to the rotational properties of these states,
it is convenient to expand dj, a vector operator, in terms of spherical basis vectors. These
are conventionally defined as ê0 = ẑ and ê±1 = 1√2 (∓x̂− iŷ) [21]. The dipole vector can be




















where the raising operators act on states in the lower manifold to produce states in the
upper manifold (and vice versa for the lowering operators) as illustrated in Fig. 3.1. These








T 1q (lu) (3.14)
where

















= (−1)∆j+qT k−q(ul), (3.16)
with ∆j = ju − jl. As a requirement of hermiticity of the observables, the reduced dipole
matrix elements are related by [21]
dul = (−1)∆j dlu (3.17)







(−1)∆j T 1q (lu)(j) + T 1q (ul)(j)
)
ê∗q (3.18)
where T kq (ab)(j) is the irreducible tensor defined in Eq.(3.15) for the jth atom internal state
space.
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Figure 3.1: Atomic transitions corresponding to each component of the dipole operator, for
the case of a jl = 0←→ ju = 1 transition. Indicated in red is the polarisation of light which
drives each transition.
3.3.1 Dipole Selection Rules
The key selection rules for an optical dipole transition can be obtained from the Wigner-
Eckart theorem, which provides a simplification of matrix elements of an irreducible spherical
tensor operator between angular momentum states [21]







where (ja||T k||jb) is the reduced matrix element of the tensor operator4 and the matrix-like
object is called a 3j symbol. Due to the 3j symbol in Eq.(3.19) a dipole (k = 1) matrix element
can only be non-zero between levels satisfying jl = ju or jl = ju± 1, while jl = 0↔ ju = 0 is
forbidden. This means that the atom must have a minimum of four states. However many
studies approximate the internal level structure to be two-state, for example [52, 25, 24].
Exceptions include [78] which considers a two atom system with a jl = 1/2 → ju = 1/2
transition and the several N atom, linear regime studies that consider a jl = 0 → ju = 1
[62, 81, 9] or jl = 1→ ju = 2 [67, 42] transition.
The magnetic quantum number selection rule obtained from the 3j symbol
ma = mb + q (3.20)
shows, for example, that d+1 acting on the state |jlml〉 creates a state proportional to |juml+1〉.
4For the tensor operator defined in Eq.(3.15), (ja||T k||jb) =
√
k + 1 .
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This transition, corresponding to the absorption of a photon5, is illustrated in Fig.(3.1), along
with all of the other raising and lowering dipole operators. We can associate a polarisation
for each of the photons involved in these transitions, by first inserting the mode expansion
for the electric field Eq.(3.3) into the atom-radiation interaction term HI (Eq. (3.8)) to give














Then, noting that in the dipole approximation the interaction geometry is independent of
















q(ε · ê−q). (3.22)
If we also neglect the non-energy-conserving terms by making the rotating wave approxima-
tion6, Eq.(3.21) becomes














We see immediately that d±0 transitions are associated with ε0 polarisation, i.e. light linearly
polarised along the z direction (and which can be propagating in any direction in the x, y
plane). In atomic physics this is also called π polarisation (and correspondingly m ↔ m
transitions are called π transitions). Similarly, d+1 transitions are associated with the absorp-
tion or emission of ε−1 polarised light, which is called σ+ polarised in atomic physics. Light
of this polarisation must travel parallel (or antiparallel) to the z axis, and the polarisation
vector rotates clockwise when viewed from the positive z direction looking towards the origin.
When the light travels in the positive z direction it is called left circular polarised in optics,
and has positive helicity. We note for completeness that the upper and lower states in an
optical dipole transition must also have opposite parity.
3.4 The Electric Field
Using the Hamiltonian given in Eq.(3.1) and the commutation relation Eq.(3.4), along with
Eq.(3.23), the Heisenberg equation of motion for the field annihilation mode operator is found
5This is true within the rotating wave approximation, which is made in Section B.2.2.
6Note we only make this approximation to provide a physical picture of the level coupling, and in our















e−ikL·ridi (t) · ε. (3.24)
Formally integrating Eq.(3.24) from t0 to t, and performing the sum over modes (see Eq.(3.3)),




⊥ (r, t) = E
(a)
n (r, t) + E
(a)
scatt (r, t) , (3.25)
where the free field (noise) part is





εeik·re−iωk(t−t0)akε (t0) , (3.26)
and the scattered field7 part is
E
(a)













εeik·(r−rj)dj (t− s) · ε. (3.27)
The corresponding part of the field containing the creation operators, E(c) (r, t), is obtained
by taking the Hermitian conjugate of Eq.(3.25), and the full field is
E⊥ (r, t) = E
(a)
⊥ (r, t) + E
(c)
⊥ (r, t) . (3.28)
3.4.1 Markov Approximation
We now evaluate the integrals in Eq.(3.27) (and the corresponding expression for E(c)scatt (r, t))
in order to obtain a tractable form of the scattered field. Some details of the calculations are
provided in Appendix A.1. The general approach we use has been established in a number of
earlier Heisenberg treatments, including the seminal work of Lehmberg [51] who considered
the case of superfluorescence from an assembly of atoms, and by Gross and Haroche [32]
in their comprehensive review of superradiance. A detailed pedagogical treatment for the
case of scattering from a single atom is given in the textbook of Cohen-Tannoudji et al.
[13] and provides a clear exposition of the overall framework. However, some modification
of the latter approach is required as Milonni and Knight [58] showed that in treating the
resonant interaction between two atoms, it is essential that the full dipole interaction is re-
tained (i.e. including the non-energy-conserving terms that are neglected in a rotating wave
approximation), in order that the correct atomic shifts and retardation times are obtained.
7We note that in [12] E(a)scatt is labelled the source-field.
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We therefore follow the particular method sketched very briefly by Morice et al. [62], who
evaluate the integrals to calculate the mean scattered field for the case of multi-atom scatter-
ing, without making a rotating wave approximation. This proves to be necessary to obtain
a mean scattered field in agreement with the classical retarded result. We will generalise the
treatment of Morice et al., who consider the jl = 0 → ju = 1 transition, by calculating the
quantum operator for the scattered field, and considering atoms with a dipole transition of
arbitrary jl → ju.








dΩk in Eq.(3.27), where kM is the cutoff for the
mode integral, we then choose the polarisations orthogonal to k to be real and linear, and








for clarity8. Expanding the vectors on a spherical basis
{êµ}, we can write the full scattered field, E(a)scatt (r, t) + E
(c)
scatt (r, t) as







dsG(Rj, s)dj(t− s), (3.29)
























contains the integral over the angle of k. Note that including both E(c)scatt and E
(a)
scatt results
in the usual modal space integration
∫ kM
0
dk being extended to
∫ kM
−kM
dk in Eq.(3.30). This
integration over k-space produces a very sharply peaked function of time centred about
s = Rj/c and of width 2π/ckM (see Appendix A.1). The value s = Rj/c is easily recognised
as the propagation time (or retarded time) for radiation from a dipole at rj reaching r. The
next step for the Markov approximation is to identify slowly varying atomic operators that
can be taken outside the time integral
∫
ds. Given that the driving electric field Eq.(3.9) has
the form Ee−iωLt + c.c. , we define
d̃+j (t) ≡ d+j (t) e−iωLt (3.32)
and









, k̂} forms a right-handed orthogonal triad.
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and assume the operators d̃±j are slowly varying in time on a time scale ∼ 1/ckM . We
note that this slowly varying envelope approximation is not a rotating wave approximation
(RWA), which is discussed below. Substituting Eqs.(3.32,3.33) into Eq.(3.29) we obtain































where we have also assumed that the size of the cloud is small compared to the scales over
which d̃±j (t) varies, such that d̃
±






















where in the final line we have reverted to the k integration over the usual k-space (i.e.∫ kM
0
dk) using the fact that Gαβ(R,k) is even in the magnitude k, and the factor d2ul/3ε0~ is
chosen as it simplifies the final equations. Now that the dipole operators have been moved
outside the integrals, the remaining
∫
ds is easy to perform, and we will carry this out first.
It is also useful to define
Escatt (r, t) = E
+
scatt (r, t) + E
−
scatt (r, t) , (3.36)
where







j (t) , (3.37)
and similarly for E−scatt (r, t). Note that the quantities E
±
scatt (r, t) come from splitting into the
parts associated with e±iωLt, and are not to be confused with E(a,c)scatt (r, t) where we split the
electric field according to the creation and annihilation operators. Within the RWA, which
assumes the annihilation operator is driven by the raising dipole operator only, the definition
of E±scatt and E
(a,c)
scatt would be equivalent. Within our equations the RWA would neglect
the rapidly rotating exp [i(ωL + kc)s] term in Eq.(3.35). However, as discussed above, it is
important to retain this term and instead the RWA will be made at a later stage in relation
to the equations of motion for the atomic operators. Physically, the absence of RWA, means
that the annihilation operator part of the scattered electric field is driven by the full dipole
operator, as seen in Eq.(3.27). Similarly, the creation operator part of the scattered electric
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field is driven by the full dipole operator.
3.4.2 Calculating the Dipole-Dipole Interaction term
In order to move the slowly varying operators d±j outside the integral
∫ t−t0
0
ds to arrive at
Eq.(3.34), we have assumed that the time interval [0, t− t0] is larger than ∼ 1/ckM , and
that it includes all the values s = Rj/c. In other words the interval is sufficiently long that
the radiation from all dipoles can reach r. The integrals
∫ t−t0
0
dsei(ωL±kc)s in gαβ(R) can be
evaluated explicitly, but we note that the Markov approximation has effectively made 1/ckM
the smallest time of interest, and thus by extending the upper limit of the time integral to
∞ we find expressions which are effectively equivalent to the exact integrals but simpler to
use formally. Extending the upper limit of the time integral in Eq.(3.35) to ∞ and using a











ωL + kc+ iη
− 1












ω2L − η2 + 2iωLη
(ωL − ck + iη)(ωL + ck + iη)
]
Gαβ(R,k). (3.38)
The details of this integration, which are performed separately for the cases R 6= 0 and
R = 0, are provided in Appendix A.2. Note that while this calculation is for the total
scattered field Escatt (r, t), in Appendix A.2.3 we also provide the corresponding calculations
for the two separate parts of the scattered field, E(a)scatt (r, t) and E
(c)
scatt (r, t), which prove to be
useful quantities when we change to the normal ordering of the atomic equations of motion
in Chapter 4.
3.4.2.1 Scattered field a distance from the atom















) ≡ δ⊥αβ(R), (3.39)
where we have used Eq.(A.7), and then recognised the transverse delta function [12]. We
then drop the δ(R) term, as we have defined R 6= 0. The second term in the square brackets











































is the Einstein A coefficient and we have used kL ≈ kA. Equation (3.40) agrees with Morice
et al.9 [62], and when the classical average is taken, provides the classical scattering result
in Jackson Eq. 9.18 [39], which we have given in Eq.(2.1).
3.4.2.2 Scattered field at the site of an atom
Now consider R = 0. In the typical treatment of light scattering from a single atom, the
interest is in the far field, and we ignore questions about the field at the dipole. However, the
atom’s self field contributes to radiative damping, which we will derive in the next chapter.
Furthermore, in multi-atom scattering, the total field at the position of a given dipole is an
important quantity. We evaluate the scattered field at the site of an atom, by returning to
Eq.(3.38) and setting R = 0 (see Appendix A.2.2) to give













































We shall see later, in the equations for the atomic operators, that the imaginary part con-
tributes to the radiative damping. We shall also find that the k3M term is a shift that cancels
the dipole self energy found earlier Eq.(3.2) [62].






Atomic Equations of Motion
In this chapter we derive the Heisenberg equations of motion for the atomic operators in a
system of N 2-level atoms, driven by a laser. First, in Section 4.1 we derive the first order
equations for an arbitrary dipole transition. We see that these depend on the second-order
correlations (which in turn depend on third-order correlations and so forth, up until N th
order). We then restrict to the jl = 0 → ju = 1 transition (see Section 4.2), as in Morice
et al. [62]. If desired we can further reduce to a two-state system (e.g. by choosing the
geometry and polarisation such that only the q = 0 upper state is populated). In Section 4.3
we calculate the Heisenberg equations of motion for the second and third-order atom-atom
correlations, with a jl = 0 → ju = 1 transition. An expression for the scattered intensity,
which is our observable of interest, is then given in Section 4.4. Finally in Section 4.5 we
give an overview of the computational limitations of this problem.
4.1 Atomic Operators
The atomic system operators are expressed in terms of the irreducible tensor operators, as
defined in Section 3.3. For each atom there are 4(ju + jl + 1)2 operators, from (2ju + 1)2 for
T kq (uu), (2jl + 1)2 for T kq (ll) and (2ju + 1)(2jl + 1) for both T kq (ul) and T kq (lu) . This can be
reduced by one using the normalisation condition. We calculate the equation of motion for









where the Hamiltonian is given by Eq.(3.1), noting that the atomic operators commute with































−dulT 1q′(ul)(i)T kq (ll)(i) + dluT kq (ll)(i)T 1q′(lu)(i)
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(i) − dluT 1q′(lu)(i)T kq (uu)(i)
)






= (−1)∆j+qT k−q(ul). We expand E⊥(r) = En(r) + Escatt(r) in Eqs.(4.2-4.5)
with












(i) + (−1)∆jg∗βα(Ri)T 1β (ul)(i)
]
ê∗α, (4.6)
which has been obtained by substituting Eqs.(3.13,3.14) into Eq.(3.34). We then evaluate
the resulting triple products of atomic operators. The free field (noise term) is split into its
raising and lowering components so that we can change our equations to normal ordering.
This allow us to drop the noise terms when we take the expectation value with the initial
vacuum state. We then change to slowly-varying tensor operators
T̃ kq (lu)
(i) ≡ e−iωLtT kq (lu)(i), T̃ kq (ul)(i) ≡ eiωLtT kq (ul)(i) (4.7)
and make rotating wave approximation, assuming all terms with e±2iωLt oscillate so rapidly
they average out and can be set to zero. From now on we drop the tilde from the T̃ operators
and all incidences of T kq (lu)(i) and T kq (ul)(i) will be the slowly-varying quantities as defined
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by Eq.(4.7). The details of this calculation are given in Appendix B. We change all electric
fields into Rabi frequencies with E =
√
3~/dulΩ, where the vector Ω contains a collection of
the individual Rabi frequencies for each transition. We define the separation of two atoms as





























q′q (βα, p) = (−1)jβ+jα+q
′√































































































































































































































































































4.2 Restricting to jl = 0→ ju = 1 Transition
In this section we reduce the equations of motion derived in Section 4.1 to the jl = 0→ ju = 1
transition (see Section 4.5 for the reasoning behind this choice). Substituting jl = 0 and
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ju = 1 into Eq.(3.15) we find
T 1q (lu)
(i) = −(−1)q|jl0〉(i)(i)〈ju − q|, (4.14)
T 1q (ul)
(i) = |juq〉(i)(i)〈jl0|, (4.15)
T 00 (ll)
















It will be convenient to define a new set of operators, which are similar but not equivalent
to the irreducible tensor operators, though the irreducible tensor operators can easily be
obtained from them. We define
d
(i)
























(i) = |juq1〉(i)(i)〈juq2|, (4.21)





















































































































































≡ ΩL (ε∗L)q e
−ikL·ri , (4.28)































F a(n(i)q1q2) = e
iωLt(−1)q2d(i)+,q1(Ω
(a)




n (ri))q1 , (4.31)
and







The initial state (which does not evolve in the Heisenberg picture) is chosen to be the vacuum
state. Taking the expectation value with the vacuum state removes the noise terms from our
equations of motion. We will also set the positions of the atoms, allowing us to bring the




























































































for i 6= j, and similarly for third-order equations with i 6= j 6= k. As in the derivation for the

































where σ = a, c and σ̄ 6= σ, to change to normal ordering. The interaction terms g(a)(R) and
g(c)(R) are defined in Eq.(A.35), with g(R) = g(a)(R) + g(c)(R)1. We then take the expect-
ation value of the normally ordered equations and make the rotating wave approximation.
4.3.1 Second-Order Equations
There are six distinct second-order correlation functions which arise from the different com-





2. However we only present






+,α〉 can be obtained by taking the






−,α〉 respectively. The equations for the second-






















. With these properties we find we are able to remove
all instances of g(a,c)αβ (R) from the final equations of motion and only the total gαβ(R) terms remain.


























































































































































































































































































































































































































































The second-order noise terms, which are lost when the expectation value is taken, are given
as a function of the first order noise terms, with
F c(A(i)B(j)) = F c(A(i))B(j) + F c(B(j))A(i), (4.45)
and
F a(A(i)B(j)) = A(j)F a(B(i)) +B(i)F a(A(j)). (4.46)
4.3.2 Third-Order Equations












































































































































































































































































































































































































































































































































































































































































































































































Fourth-order components, which have not been shown in the above equations, must be added









given above, where Clα(〈A(i)B(j)C(k)〉) for each correlation is given in Algorithm 4.1. While
we won’t be including any calculations with fourth-order correlations in this thesis, due to
computational limitations, we include them here for completeness.
4.4 Scattered Intensity
The scattered intensity can be defined in terms of the scattered field, with
I (r, t) =2ε0c〈E+scatt (r, t) · E−scatt (r, t)〉 = P0
16k2L
9γ2
〈Ω+scatt (r, t) ·Ω−scatt (r, t)〉, (4.63)
where P0 = 3γ~ωL/8π. Taking the scattered field from Eq. (4.6) we find














〈T 1−β′(ul)(j)T 1β (lu)(i)〉. (4.64)
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As measurements will be made by a detector at a distance r  max(ri, λL) from the cloud, the
r−1 terms will dominate in Eq. (3.40) and we can expand Ri =
√







































With the new definition for our operators it is also convenient to write Eq.(4.6) as







−,βêα + h.c. (4.67)
4.5 Computational Considerations
We choose to limit our second and third-order correlation equations to the jl = 0 → ju = 1
transition, in part to reduce the complexity of the equations when deriving these functions.
However we also note, that while we could write the form of the equation for general trans-
itions, we would be very limited in our ability to solve them. For a general transition, each
atom has a local Hilbert space of dimension
Y1 = 4(ju + jl + 1)
2 − 1 (4.68)
where 2 (ju + jl + 1) is the number of internal states of the atom. For a system of N atoms
we then have a total Hilbert space of dimension Y N1 . Due to this exponential scaling it is
crucial that Y1 is small, and therefore we choose jl = 0 → ju = 1 which gives the minimum
value3 of Y1 = 15. Alternatively, one can use the linear approximation, which restricts the
system to low laser intensities such that there is at most one excitation in the cloud and
n
(i)
αβ → 0 [67, 5]. In the resulting equations 〈d
(i)
q 〉 is linear in ΩL (see Section 2.3), and the
scaling of the Hilbert space dimension is reduced to (2ju + 1)(2jl + 1)N . Another option,
which we discuss in Section 5.3, is to neglect all second-order and higher correlations, which
3A smaller value of Y1 = 3 is found in a two-state atom, however this does not represent a true dipole
transition and is instead achieved by orientating the system such that only two of the four atomic states are
involved in the interactions.
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Linear
1st Order 2nd Order 3rd Order No Cutoff
Regime
2 state (Y1 = 3) 3.5× 105 105 418 43 9
4 state (Y1 = 15) 105 2× 104 56 9 4
Table 4.1: Maximum number of atoms allowed, due to limits in computational memory,
for the full four-state configuration and the reduced two-state configuration and different
correlation cutoffs. The number of atoms is based on a maximum Hilbert space dimension of
3.5× 105, as this requires a matrix with ∼ 1011 elements which is the approximate limit with
one terabyte of memory. We note that when we introduce a correlation cutoff the system of
equations becomes non-linear making calculations more difficult than a similarly-sized exact
problem.
gives a Hilbert space dimension of Y1N , or to neglect third-order and higher correlations,
which gives a dimension of Y1N +Y 21 N(N −1)/2. The maximum number of atoms with each
of these cutoffs, given 1TB of memory, is shown in Table 4.1. This shows that even with our
choice of transition we are limited to solving for only four atoms exactly, and therefore it is




In this chapter we consider a pair of atoms probed by a linearly polarised laser and provide
an in-depth analysis on the effect of light mediated atom-atom interactions on the intensity
and spatial distribution of the scattered light. We position atom 1 at the origin and atom
2 at R, orientating the laser field with EL ∝ ẑ and k̂L = x̂, as shown in Fig. 5.1. With
this configuration the laser field couples to the q = 0 upper state of each atom, while the
scattered light can potentially couple to all three upper states, depending on the orientation
of the atoms. If R is in the x − y plane, or R̂ = ẑ, we find gα0(R) = δα0g00(R) which
results in the field from atom 1 that drives atom 2 having polarisation aligned with the laser
polarisation, i.e. in the ẑ direction (and vice versa). Therefore in these configurations the
scattered light only couples to the q = 0 upper state and the internal state of the atom can
be reduced to an effective two-state system. This gives the reduced equation of motion given





























To investigate the resulting two-state system we choose three characteristic configurations
for R̂, which we have named the perpendicular, parallel and axis configurations, as shown in
Fig. 5.1.
This two-state system is the main focus of this chapter, as it simplifies the physics to the
key essentials and allows for deeper analysis. In Section 5.1 we present the formal expression
for the scattered intensity and spatial distribution and show that the 3D interference fringes
can be characterised by three parameters: the forward scattered intensity, the visibility, and
the phase of the dipole correlation. In Section 5.2 we explore the perpendicular configura-
tion, for which we are able to solve the steady state equations analytically, and use this to
1For detailed analysis showing the equivalence of Algorithm 5.1 to the Dicke state interpretation and
Lehmberg’s equations [52], see Appendix C.
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Figure 5.1: Two-atom system configuration. The coloured arrows indicate the three config-
urations investigated and grey indicates all other R for which the two-state simplification
holds (i.e. atoms in the x− y plane).
investigate both the total and incoherent scattered intensity. Next, in Section 5.3 we intro-
duce an approximation which decorrelates the two atoms, and show that it has a large (and
specified) validity regime. This has potential for scaling up to an N atom problem without
the small driving field limitation of the linear approximation. This also leads to a simple
physical interpretation of our analytic results, presented in Section 5.4, in terms of the total
field driving each atom and Mollow’s results for a single atom [59]. We then consider two
other two-state configurations, the axis and parallel configurations, in Section 5.5. Finally in
Section 5.6 we will consider an arbitrary orientation to highlight some differences that arise
when all four atomic states are involved.
5.1 Scattered Intensity


















where <(x) is the function that takes the real part of x. For convenience in what follows, we
present results in terms of the dimensionless intensity defined by















































































































































































































                             =
M
















































































































                             +
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From Eq.(5.2) we can see that much of the spatial dependency is accounted for by the single
atom result, with the term in square brackets in Eq.(5.2) matching the single atom intensity












The only spatial dependency unaccounted for by the single atom result is from the e−ikLr̂·R
term. This distribution can therefore be completely characterised by three parameters: the
intensity in the forward direction





















〈n(1)u 〉+ 〈n(2)u 〉
. (5.7)








1 + V cos (φ+ (kL − kLr̂) ·R)
1 + V cos(φ)
)
Ifwd. (5.8)
When the intensity is written in this form the physical interpretation of φ and V becomes
clear. We see that φ determines the position of the maximum intensity, which is in the
forward direction if φ = 0. When R ≥ λL/2, and therefore cos (φ+ (kL − kLr̂) ·R) covers
the full range from −1 to 1, V is equal to the visibility
V ≡ Imax − Imin
Imax + Imin
, (5.9)
in the x − y plane. Henceforth we will refer to V as the visibility, even though it loses
this physical meaning when R < λL/2. We also note that when 〈n(1)u 〉 = 〈n(2)u 〉 (i.e. in the
perpendicular or axis configurations, see Section 5.2), V is equivalent to the g(1) correlation













To determine the effect of the atom-atom interactions on our system, we wish to compare
the three parameters given by Eqs.(5.5-5.7) to a system of two uncoupled (or non-interacting)
atoms, found by setting the interaction term G(R) = 0. Solving the uncoupled set of
equations leads to Mollow’s single atom results, with 〈d(1)+ d
(2)




− 〉M and 〈n
(i)
u 〉 →
〈n(i)u 〉M . With Eqs.(2.2) and (2.3) we find
Iucfwd = 4Ω2L
4∆2 + Ω2L + γ
2
(4∆2 + 2Ω2L + γ
2)
2 , (5.11)
φuc = 0 and V uc = fMcoh, where fMcoh is the single atom coherent fraction given in Eq.(2.8).
5.2 Perpendicular Configuration
In the case of perpendicular (or axis) configurations the factors eikL·ri , eikL·R → 1 which
simplifies the equations of motion, allowing the following novel steady state solution to be
obtained:
〈d(1)− 〉 = 〈d
(2)





2Ω2L + (2∆ + iγ) (2∆− iγ + 2G∗(R))
]
, (5.12)
〈n(1)u 〉 = 〈n(2)u 〉 =
Ω2L
A
(4∆2 + 2Ω2 + γ2), (5.13)
〈d(1)− d
(2)













− 〉 = 〈n(2)u d
(1)









(2∆− iγ)(2∆− iγ + 2G∗(R)), (5.16)
and









(2Gi(R) + γ)2 + 4(Gr(R) + ∆)2 + 4Ω2L
]
+ 4Ω4L. (5.18)
Examples of the scattered intensity pattern I (r̂) given by these solutions in the x− y plane
are shown as polar plots in Fig. 5.2. Here the development of fringes for R ≥ 0.5λL is clearly
evident, as well as the expected forward-backward symmetry. The incoherent component of
the scattering, indicated in red, will be discussed further in Section 5.2.2.
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Figure 5.2: Polar plot of the intensity I (r̂) (blue solid line) in the x − y plane for (a)
R = 0.25λL; (b) R = 0.5λL; (c) R = 0.75λL. Other parameters are ∆ = 0 and ΩL = 0.5γ.
The red dotted line is the incoherent component of the intensity.
5.2.1 Forward Scattered Intensity
From our analytic solution we find that φ = 0 and V = fMcoh, as in the uncoupled result.
Therefore, of the three parameters defined in Section 5.1, the atom-atom interaction only
impacts the forward intensity, with
Ifwd = 4Ω2L




The behaviour of I fwd is displayed as a function of R, ΩL and ∆ in Fig. 5.3. In Fig. 5.3(a)
where Ifwd is plotted against R and ΩL for the case ∆ = 0, two key features are evident.
The first is that for R . Rnf ≡ (kL)−1 (i.e. the interatomic separation where the near field
terms dominate G(R)) the scattering is suppressed. This is the well-known phenomenon of
subradiant scattering although we note that for sufficiently large ΩL (outside the range of
this plot) scattering will occur at small R. The second feature is that for R > Rnf , Ifwd
oscillates with R, but with decreasing amplitude as either R or ΩL increase. In Fig. 5.3(b),
which is a cross section of Fig. 5.3(a) at the value ΩL = 0.1γ, we see that Ifwd oscillates
about the uncoupled result (see Eq.(5.11)), with Ifwd → Iucfwd as R→∞. The regime where
Ifwd is greater than the uncoupled result could be termed superradiant scattering. However,
note this is a steady state feature and traditionally superradiance is the term given to the
transient feature in the Dicke model where an excited undriven system decays more rapidly
than the equivalent non-interacting system.
Other plots (not shown here) confirm that in the region satisfying both ΩL & γ and
R > Rnf , Ifwd ' Iucfwd, which is discussed in more detail below.
Figure 5.3(c) shows Ifwd plotted against R and ΩL but now for the case ∆ = 3γ. Once
again we observe the suppression of scattering at small R, while throughout the region
R > Rnf there is little dependence on R with Ifwd ' Iucfwd. The key feature of this graph
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is the sharp peak of intensity at R = 0.1λL, which is very prominently seen in Fig. 5.3(d)
which is a cross section of Fig. 5.3(c) at the value ΩL = 0.5γ. We note, without presenting
plots, that for ∆ < 0, while suppression of scattering still occurs for R . Rnf , there are no
sharp peaks such as seen in Fig. 5.3(c), and for R > Rnf , Ifwd ' Iucfwd. In Fig. 5.3(e) we plot
Ifwd against ∆ and R for the case ΩL = 3γ, and see that there are two sharp intensity peaks,
one which is at ∆ = 0 for all R, and the other which is at ∆ ' 24γ when R = 0.05λL and
moves steadily towards ∆ = 0 as R increases towards R ' Rnf . Figure 5.3(f) which is a cross
section of Fig. 5.3(e) at R = 0.07λL, shows that the peak in I fwd at ∆ = 0 is significantly
smaller than the (single) peak in Iucfwd. Eventually, at larger ΩL, the peak in I fwd will grow
to match the uncoupled result Iucfwd.




2 + Ω2L + γ
2)
(γ2 + 4∆2) [(2Gi(R) + γ)2 + 4(Gr(R) + ∆)2 + 4Ω2L] + 4Ω4L
. (5.20)
First, for large R, as noted earlier, G(R)→ 0 and I fwd → Iucfwd. In practice if the magnitude
of G(R) is sufficiently small compared to max(Ω2L/γ, |∆|, γ) we can approximate I fwd ' Iucfwd.
The denominator of Eq.(5.20) holds the key to behaviour of I fwd with ∆ at small R. Two
resonances are apparent; the factor (γ2 + 4∆2) gives rise to a resonance at ∆ = 0 of width
∼ γ, and the term in square brackets produces a resonance at ∆ = −Gr(R) with width
∼ γ + 2Gi(R). We define
∆d ≡ −Gr(R) (5.21)













where the real part of Eq.(5.22), for which I fwd is most sensitive, is very accurate for R < Rnf .
As Gr(R) is negative, the resonance peak from the factor (Gr(R) + ∆) only occurs for ∆ > 0.
Using Eq.(5.22) in Eq.(5.21) we find the atomic separation Rd which shifts the atoms into










Subradiant scattering is the well known phenomenon where




Figure 5.3: Forward scattered intensity as a function of R, ΩL and ∆, for the perpendicular
configuration. The intensity is scaled as in Eq.(5.3). Dashed red line indicates the uncoupled
result.
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and we can obtain a simple quantitative expression for the regime of subradiant scattering
by inserting Eqs.(5.20,5.11) into Eq.(5.24). We find that η  1 provided










where we have used Eq.(5.22) since subradiant scattering only occurs at small R. Equation
5.25 defines the regime of subradiant scattering. For ∆ = 0 and Ω < γ, this is satisfied by




























This shows the on-resonance subradiant result I fwd|∆=0  Iucfwd|∆=0, and in the regime of
ΩL . γ we get the simple form
I fwd|∆=0 ' Ω2L/∆2d = Iucfwd|∆=∆d . (5.30)
5.2.2 Incoherent Intensity
In Fig. 5.2 the incoherent component of the scattered intensity displays spatial interference



















In Eq.(5.31), the spatial dependence in the horizontal plane arises from χd, the incoherent
component of the dipole correlation, which has the relatively simple form
χd ≡ 〈d(1)+ d
(2)




− 〉 = −
8Ω4 (γ2 + 4∆2) (Gi(R)γ + 2Gr(R)∆)
A2
. (5.32)
Equation (5.32) shows clearly that it is the dipole coupling that causes χd to be non-zero.
The visibility of the incoherent fringes is directly dependent on χd, and is given by
Vinc =
|χd|




4 |Gi(R)γ + 2Gr(R)∆| (γ2 + 4∆2)
4|G(R)|2(γ2 + 4∆2) + (γ2 + 4∆2 + 2Ω2)2
. (5.33)
From Eq.(5.33) we find that incoherent fringes are visible only in a narrow regime, with
ΩL . γ, ∆ . γ, and |G(R)| ≈ γ (i.e. R ≈ λL).
The behaviour of the incoherent fraction of the forward scattering, ffwd,inc, is displayed in
Fig. 5.4 for the same parameters as in Fig. 5.3, and we see that ffwd,inc broadly follows Ifwd,
apart from the region R → 0. At ∆ = 0 in the subradiant regime (see Eq.(5.25)), Ifwd → 0
while Fig. 5.4(b) shows ffwd,inc = 0 for R ≈ λL/4 then increases with ffwd,inc → fucfwd,inc as
R → 0. As expected, we also find ffwd,inc → fucfwd,inc in the regime of large R. A physical
interpretation of this behaviour will be given in terms of the effective field interpretation in
Section 5.4.
5.3 Decorrelation Approximation
The analytic solution given in Section 5.2 provides a comprehensive description of the steady-
state behaviour of the driven two-atom system over a full range of ΩL, ∆ and R. It is a
formidable challenge however to obtain a comparably detailed description for a larger atomic
ensemble because the number of required equations scales exponentially with the number of
atoms N . In this section we present an approximate solution method for a system of dipole
coupled atoms, which has a more favourable scaling with atom number, and has the potential
for solving the behaviour of larger systems. The method, which is based on a decorrelation
approach, is analysed in detail below for the two-atom system, and shown to be accurate
over a wide range of parameters. We will see that it also provides additional physical insight
into the behaviour of the two-atom system.
5.3.1 Decorrelated Equations
We begin by defining an effective driving field for atom i which is the sum of two fields
arriving at atom i, namely the laser field and the field scattered from the other atom j. For
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Figure 5.4: Incoherent fraction of forward scattered intensity as a function of R, ΩL and ∆,
for the perpendicular configuration. Dashed red line indicates fucfwd,inc.
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Writing the equations of motion in this form highlights that the potential validity of decor-
relating the two atoms may be larger than initially anticipated. Decorrelating the two atoms
typically requires
〈d(i)± n(j)u 〉 → 〈d
(i)









where i 6= j, which is valid in the low laser intensity regime only. However decorrelating
Eqs.(5.35,5.36) requires for example 〈Ω(i)effd
(i)




+ 〉, giving a different validity regime.
This decorrelation is valid when the effective field is predominately coherent. At low laser
intensities both the laser and the scattered field are coherent, and therefore the effective
field, which is the sum of these two fields, is also coherent and the decorrelation is valid. At
high laser intensities the coherent laser part ΩL will dominate over the incoherent part of




− and again the effective field is coherent. In the region of
moderate laser intensities, where the scattered field is comparable in magnitude to the laser
intensity and partially incoherent, the decorrelation approximation will fail. This failure





− . We will obtain a quantitative expression for this validity
regime in Section 5.3.2.
Decorrelating Eqs.(5.35) (and its conjugate) and (5.36) leaves us with a set of three
































and the conjugate of Eq.(5.38). In these equations the subscript D indicates that these are
the decorrelated expectation values. We note that while the number of system equations has
been reduced (and scales as 3N for N atoms), they are now nonlinear due to the effective
field’s dependence on 〈dj−〉D. They also have the same form as the original Mollow equations
[59] for a single driven atom, but with the substitution ΩL → 〈Ω(1)eff 〉D. The solutions to
Eqs.(5.38,5.39) can therefore be written formally by substituting ΩL → 〈Ω(1)eff 〉D into Eqs.(2.2-
2.3). This is of formal rather than practical value, as 〈Ω(1)eff 〉D must of course be found as part
of the solution, which here is carried out numerically.
In Fig. 5.5 we compare the forward scattered intensity obtained from the decorrelated
equations, Ifwd,D, with the true forward scattered intensity for the case of ∆ = 0. We also
include a comparison to the commonly employed linear approximation (e.g. [81, 67]), which
is obtained by setting n(i)u = 0 in Eq.(5.35). We see from Figs. 5.5(a) and (b) that at
∆ = 0, the decorrelation approximation provides a good solution for all R for the values of
ΩL shown. We also see that the linear approximation is accurate at ΩL = 0.1γ but fails badly
by ΩL = 0.5γ. Figures 5.5(c,d), where I fwd is plotted against ΩL in the challenging regime of
small R, show that the decorrelation solution provides an accurate representation in both the
low and high intensity regimes, but is less accurate in the transition region around ΩL = γ.
Once again, as expected, the linear approximation is shown to be poor for ΩL ? 0.5γ.
5.3.2 Validity Regime





The quantity EI is plotted for a wide range of R and ΩL in the top row of Fig. 5.6 for
representative detunings (a) ∆ = 0 and (b) ∆ = 10. In this plot, we see that the region
of significant error (e.g. EI > 0.01) is essentially confined to a triangular area in logR and
log ΩL, with the particulars of the area dependent on the value of ∆. For ∆ > 0, an additional
thin ‘tail’ emerges in the low ΩL region at the value R = Rd, as seen in 5.6(b). In this tail
region the atoms have been pulled into resonance with the driving field, and the effective
field is large.
The relative error of the mean dipole due to the decorrelation approximation is given by
Ed ≡
∣∣∣∣∣〈d(1)− 〉 − 〈d(1)− 〉D〈d(1)− 〉
∣∣∣∣∣ (5.41)
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Figure 5.5: Comparison of Ifwd,D (dashed red line) and Ifwd (solid line) for the case of
∆ = 0. The dotted line is the solution for the forward intensity obtained using the linear
approximation and the grey line is the uncoupled solution.
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and this quantity is plotted in the second row of Fig. 5.6. We see that Ed is significant only
within the same region as EI . Corresponding plots (not shown here) for the relative error
of 〈n(1)u 〉D or 〈Ω(1)eff 〉D are very similar to the plot of EI . Using this fact we can find a useful
analytic expression for the validity range of the decorrelation approximation. Noting first
that





(see discussion following Eq.(5.39)), we make the approximation 〈Ω(1)eff 〉D → 〈Ω
(1)
eff 〉 in the RHS
of Eq.(5.42), then evaluate 〈Ω(1)eff 〉 using Eq.(5.12), to give an analytic expression for EI that
is valid in the region where EI is small. Further simplification can be obtained by replacing
G(R) by its approximate form Eq.(5.22), which is valid wherever EI is significant. We find
the lower boundary of the validity range by noting that in this region, when R < Rnf , then







|3γ2 + 4(Ω2L − 5∆2)|
γ2 + 4∆2 + Ω2L
. (5.44)
Eq.(5.43) describes horizontal lines in the (logR, log ΩL) plane, of defined value of relative
error. The quantity Θ is bounded by the value 5, but for most of parameter space it is
much less, and we find that setting Θ = 1 gives good agreement with our numerical results.
Two example contours (Ω2L/ (γ2 + 4∆2) = 0.01; Ω2L/ (γ2 + 4∆2) = 0.1) are plotted on the
subfigures in Fig. 5.6 and are seen to accurately capture the small ΩL boundary of the
validity range of the decorrelation approximation out to R ' Rnf , apart from the resonance
tail. At the upper boundary, in the region R < Rnf , we have |G(R)|,ΩL  γ, |∆| . Assuming







Eq.(5.45) describes diagonal lines in the (logR, log ΩL) plane, of defined value of relative
error. Two example contours from this equation are shown in Fig. 5.6 and are seen to give
excellent agreement with the large ΩL boundary of the decorrelation approximation out to
R ' Rnf . While Eqs.(5.43) and (5.45) are only strictly valid in the range R < Rnf , we
have extended the lines to where they meet at R ≈ λL outlining a triangle which defines a
practical validity regime for the decorrelation approximation, apart from the resonance tail,
which occurs at R = Rd.
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Figure 5.6: Relative errors arising from the decorrelation approximation. (a), (b) EI ; (c),(d)
Ed . Yellow regions: 0.01 < E < 0.05. Orange regions: 0.05 < E < 0.1. Red regions:
0.1 < E . The black solid (dashed) lines give the boundary of the E > 0.1 (0.01) regions as
approximated by Eqs. (5.43,5.45).
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Figure 5.7: Effective field (black line) for two-atoms in the perpendicular configuration, as
a function of interatomic distance R. For reference, ΩL is indicated by the horizontal grey
line. Parameters same as Fig.5.3(b).
5.4 Effective Driving Field
The mean value of the effective field is the coherent part of the total field driving each
atom, and in the region where the decorrelation approximation is valid, Ifwd can be obtained
by replacing the laser field in Iucfwd with the effective field. In Fig. 5.7 the magnitude of the
effective field is plotted against R for the same parameters as Fig. 5.3(b), and two key features
emerge: (i) the magnitude of the effective field goes to 0 for small R; (ii) the effective field
oscillates with R for R & λL/2. Comparison with Fig. 5.3(b) illustrates that the scattered
field Ifwd broadly follows the magnitude of the effective field. A similar interpretation can
be provided for ffwd,inc within the decorrelation validity regime by taking fMinc, which at
low laser intensities has fMinc ∝ Ω2L, and substituting ΩL → 〈Ω
(i)
eff〉. Comparison with Fig.
5.4(b) illustrates that for R & λL/2 the incoherent fraction follows |〈Ω(i)eff〉|2. However, for
R < λL/2 the decorrelation approximation is no longer valid, as the effective field can no
longer be considered coherent (see Section 5.3.1). As the field driving each atom, Ω(i)eff , is
partially incoherent, the scattered field will have a non-zero incoherent fraction even when
|〈Ω(i)eff〉| → 0, as seen in Fig. 5.4(b) for R→ 0.
The oscillation in the effective field with R is due to interference between its two constitu-
ents, the laser field and the scattered field. Equation (5.34) shows that at atom 1 the phase
of the scattered field relative to the laser field arises from 〈d(2)− 〉 and G(R). In the regime
R & λL/2 the phase of G(R) is primarily determined by the factor eikLR (see Eq.(5.1)). The
phase of 〈d(2)− 〉 consists of the phase of the laser field at atom 2, plus an additional shift,
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which on resonance and in the regime R & λL/2 is near π/2 (see Eq.(5.12)). Thus in the
perpendicular configuration the net phase difference between the two constituent fields is
close to kLR+ π/2, leading to a modulation of the effective field seen in Fig. 5.7, which has
a period of approximately λL. The effective field concept also allows us to understand subra-
diant scattering as the suppression of the effective field due to the near complete destructive
interference between the laser field and the scattered field from the other atom, which occurs
as R → 0. An analytic expression for the behaviour of the effective field at small R can be
obtained by evaluating Eq.(5.34) in the subradiant regime to give
〈Ω(1,2)eff 〉R→0 ≈




Furthermore, in Fig. 5.3(f) we saw that when the driving field is sufficiently large, scattering
may be observed on resonance for R < Rnf . In the effective field interpretation we can
understand this as occurring when the laser field is sufficiently large that the scattered field
is unable to completely annihilate it.
This effective field interpretation is alternative to the super and subradiant interpretation
Dicke provides, and in Appendix C we show that our equations of motion are also consistent
with this established formalism.
5.5 Other Two-State Configurations
We now briefly explore two other characteristic two-state atom configurations, the axis and
parallel configurations, contrasting them to the perpendicular configuration. Note that unless
otherwise specified all results in the remainder of this thesis are obtained using the full set
of equations, without the decorrelation approximation.
5.5.1 Axis Configuration
The forward scattered intensity versus R in the axis configuration is shown by the green
dashed line in Fig. 5.8(a). Similarly to the perpendicular configuration (shown by the red
dotted line) we see subradiant scattering for small R, and oscillations for larger R. The
oscillations have the same period as the perpendicular orientation, but smaller amplitude.
The physical interpretation of the axis configuration is simple, given the previous discussion
of the perpendicular configuration, as the same analytic solutions given by Eqs.(5.12-5.17)
hold. The only difference between the two orientations is the size of the interaction, G(R).
As far-field scattering is forbidden along the direction parallel to the polarisation, interactions
in the axis configuration will arise from near-field scattering only. Therefore, below Rnf we
observe similar subradiant scattering for both configurations. However above Rnf G(R) is
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significantly reduced in the axis configuration compared to the perpendicular configuration
due to the absence of the far-field term, which results in the observed reduction in the
amplitude of the oscillations. Note that φ and V are not shown for the axis configuration
in Fig. 5.8(b,c) as they are identical to the uncoupled solution, as in the perpendicular
configuration.
In Fig. 5.9 we show the change in forward intensity with detuning for two laser intensities.
The axis configuration has a shifted resonant peak, as in the perpendicular configuration. As
the magnitude and sign of Gr(R) differ for the two configurations (Gr(0.05λLx̂) = −23.1γ
and Gr(0.05λLẑ) = 50.7γ) the peaks, which are positioned at ∆d = −Gr(R), are not aligned.
The width of the peaks are given by 2Gi(R) + γ ≈ 2γ (see discussion below Eq.(5.20), with
Eq.(5.22)) which is twice the width of the uncoupled solution, shown in yellow.
The validity regime of the decorrelation approximation compared to the full set of equa-
tions was explored for the axis configuration, as well as for the parallel configuration covered
in the following subsection. These validity regimes were found to be very similar to that of
the perpendicular configuration shown in Fig. 5.6.
5.5.2 Parallel Configuration
In the parallel configuration, where R ‖ kL, the atoms are no longer symmetric with respect to
the laser, and for example 〈d(1)− 〉 6= 〈d
(2)
− 〉. A numerically calculated example of the scattered
far-field intensity pattern I (r̂) in the x − y plane is shown as a polar plot in Fig. 5.10, for
the same parameters as in Fig. 5.2(c). The salient difference between these two figures is
that in the parallel configuration the scattering develops a forward asymmetry, due to phase
matching. We also find V and φ differ from the uncoupled result (see Fig. 5.8(b,c)). We will
now consider the three parameters, Ifwd, V and φ, in the parallel configuration, and interpret
them in terms of the effective driving field, shown in Figs. 5.8(d,e).
The forward scattered intensity Ifwd is plotted against R in Fig. 5.8(a), along with the
corresponding result from the perpendicular configuration. Both configurations show subra-
diance as R→ 0, but the oscillations in Ifwd for the parallel configuration are approximately
half the magnitude and twice the frequency of the perpendicular configuration. This dif-
ference is explained by the asymmetry between the effective fields of the two atoms in the
parallel configuration, which is evident in Fig. 5.8(d). The scattered field incident on atom 1
from atom 2 has phase kLR relative to dipole 2, which itself has a phase kLR+ π/2 relative
to the laser field at atom 1. The net phase difference of 2kLR + π/2 leads to a modulation
period of λL/2 for the effective field at atom 1. However at atom 2, the scattered field and the
laser field have travelled the same additional path length from atom 1, so the phase difference
is mainly due to the π/2 advance from the resonantly driven atom 1. This means that for
R & λL/2 the effective field driving atom 2 is only weakly modulated as R changes, and the
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Figure 5.8: (a) Forward intensity (b) Visibility and (c) correlation phase versus interatomic
distance for three configurations with ∆ = 0 and ΩL = 0.1γ. Grey vertical lines and (b)
shaded region are discussed in the text. (d,e) Corresponding effective driving field in the
parallel configuration.
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Figure 5.9: Change in forward intensity with detuning for (a) ΩL = 0.1γ and (b) ΩL = γ
when R = 0.05λL.
Figure 5.10: Polar plot of the intensity I (r̂) (solid line) in the x − y plane from two atoms
in the parallel configuration. Interatomic distance R = 0.75λL, ∆ = 0 and ΩL = 0.5γ. The
dotted line is the incoherent component of the intensity.
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oscillations in Ifwd shown in Fig. 5.8(a) are half the amplitude of those for the perpendicular
configuration because only atom 1 contributes to them.
The visibility in the parallel configuration is shown in Fig.5.8(b). When R > λL/2 this
is a measure of the degree to which the fields from each atom cancel at the minima of the
interference pattern in the x − y plane (the region of R < λL/2 has been shaded grey to
indicate where this interpretation no longer holds). For the two fields to cancel we require
two conditions to be met: the scattered light must be coherent, and the fields scattered by
each atom must be equal in amplitude. When the intensity of the laser is increased the
coherent fraction decreases, which decreases the visibility in all orientations, including the
uncoupled case, due to the first condition. In the perpendicular and axis configurations,
due to the symmetry of the system the field that each atom scatters always has the same
amplitude, so there is no change in visibility due to the second condition, and the visibility
is equal to the uncoupled solution. In the parallel case however, the two atoms experience a
different amplitude effective driving field (see Fig. 5.8(d)), and therefore each atom produces
a scattered field of different amplitude. This means that the coherent components of scattered
field are not able to give complete destructive interference, and the visibility is reduced. We
can see that the minima in the visibility in Fig. 5.8(b) correspond to the points with the
largest difference in effective field at each atom (one such minima is highlighted by a dashed
vertical line) and therefore occur when the amplitude of the field scattered by each atom
differs significantly. Conversely the maximum visibility occurs when the effective field is the
same at each atom (two such points are also highlighted by solid vertical lines).
For the perpendicular and axis configurations we find φ = 0 for all R and ΩL. This is
because the field scattered by each atom has the same phase, so constructive interference
occurs in the forward direction, where the path length from each atom is the same. However
in the parallel configuration the fields scattered from each atom can be different due to their
different effective driving fields, so the direction of maximum intensity is not necessarily in
the forward direction and φ may be non-zero, as shown in Fig. 5.8(c). By comparing Fig.
5.8(c) to Fig. 5.8(e) we see that when the phase of the effective field is the same at each
atom (two such points are highlighted by solid vertical lines) we find φ = 0.
In Fig. 5.9 we consider the forward intensity with detuning for two Rabi frequencies.
The results for the parallel configuration show the same peak at ∆d = −Gr(R) as in the
perpendicular configuration, as both configurations have the same interaction strength G(R).
However an additional narrow peak appears in the parallel configuration at ∆ = Gr(R). This
occurs due to the asymmetry of the atoms with respect to the laser field. As R→ 0 we expect
〈n(1)u 〉 → 〈n(2)u 〉 as symmetry is restored. However, because of this symmetry breaking, the
phase of the two dipoles can differ. While we find 〈d(1)− 〉 → 〈d
(2)
− 〉 as R → 0 for most
∆, including at ∆ = −Gr(R), at ∆ = Gr(R) the dipoles become exactly out of phase,
with 〈d(1)− 〉 → −〈d
(2)
− 〉. In this limit we can solve the steady state equations analytically, and
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Figure 5.11: Two atom orientation in the y − z plane.
obtain a set of equations similar to those in Section 5.2 with the substitutionG(R)→ −G(R).
Carrying out an analogous analysis to that below Eq.(5.20) with this change of sign we find
a resonance at ∆ = Gr(R) with width of γ − 2Gi(R) which goes to zero as R→ 0.
5.6 General System Geometry
Finally, we consider some examples of system geometry where the model cannot be reduced
to an effective two-state system. As before, the laser field is linearly polarised and without
loss of generality we choose this to be along ẑ, which couples to the q = 0 states. However
the scattered field may couple to all three excited states. In the full two-level (i.e. four-state)
system the intensity distribution given by Eq.(4.66) does not reduce to three simple para-
meters, as in the two-state case, so instead we choose to look at the upper state populations.
This will indicate the degree to which the interactions are accessing the q = ±1 states, and
therefore the degree to which the system differs from the two-state system. We choose to
place the atoms in the y − z plane, with R = R[0, cos(θ), sin(θ)], as shown in Fig. 5.11, so
that the phase of the laser is the same for each atom and is constant with θ. This choice
exemplifies the relevant features found in the arbitrary geometry system, while simplifying
the analysis as the atoms are symmetric and therefore have the same internal state.
In Fig. 5.12(a) we show the upper state populations as a function of interatomic distance
for θ = π/4 (which we will later refer to as orientation A, see inset in Fig. 5.11). When R > λL
(and therefore the dipole-dipole coupling is small) we find 〈n(1,2)00 〉  〈n
(1,2)
±1±1〉 and the system
approaches a two-state system. Further, when R λL the system approaches the uncoupled
regime, with the q = 0 upper state populations given by Eq.(2.2), i.e. 〈n(1,2)00 〉 = 0.5 when
ΩL  γ and 〈n(1,2)00 〉 ∝ Ω2L when ΩL  γ. When R  λL the system enters the subradiant
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Figure 5.12: Upper state populations vs. interatomic distance for ∆ = 0 and (a) a range of
ΩL and (b,c) ΩL = 10−2γ. (a,b) Orientation A has RA = R[0, 1, 1]/
√
2 and (c) Orientation




3. (b,c) Approx. refers to the linear approximation given by
Eq.(5.48).
regime as observed in the two-state system, with all three upper state populations suppressed.
An interesting feature appears when R < 10−1λL and ΩL < γ, where the population in the
q = ±1 excited states become larger than the population in the q = 0 state.
In order to gain an analytic expression for subradiant scattering in the four-state sys-





















It is then straightforward to find an analytic expression for 〈d(i)−,q〉 at steady state for two-
atoms, for example by using Mathematica. We use this to calculate the upper state pop-


















for i = 1, 2. The sin(2θ) term gives 〈n(i)±1,±1〉 = 0 when θ = nπ/2 (i.e. in the perpendicular
and axis configurations) as expected. The R6 scaling agrees with the growth seen in Fig.
5.12(a). This expression also confirms our observation that the q = 0 state can have a
smaller population than the q = ±1 states, despite being the state driven by the laser.




) ≈ 0.304π) the population in the
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q = 0 state is significantly suppressed, with the trend changed from R6 to R10. To further
investigate this scaling we consider two particular orientations. For orientation A we choose
RA = R[0, 1, 1]/
√








































In Fig. 5.12(b,c) we compare this analytic solution to the numerical results for the two
orientations, with ΩL = 10−2γ. With this choice of Rabi frequency we expect the system to
be well within the linear regime, and for orientation A (Fig. 5.12(b)) the true results and
the linear approximation are indistinguishable. In orientation B (Fig. 5.12(c)) the q = 0
population has the expected R10 trend for R & 10−1λL, but for smaller R the R6 trend is
recovered. To understand this deviation, consider Eq.(4.33) at steady state for the third-

























In the linear regime we approximate
〈d(1)−,q〉  〈n
(1)
0q 〉, gβα(R)〈n(1)αq d
(2)
−,β〉. (5.51)
In Table 5.1 the scaling of the different terms given by the linear response regime is presented.
We can see that in orientation A, if we choose a Rabi frequency such that Eq.(5.51) holds
for one value of R, Eq.(5.51) holds for all R. However in orientation B, 〈d(1)−,0〉 scales like
R5, and therefore in the limit of R → 0 will become smaller than gβα(R)〈n(1)αq d(2)−,β〉 which
scales like R3. Therefore Eq.(5.51) will no longer hold and the linear approximation is not
valid. This conclusion indicates that in specific configurations, the validity regime of the
linear approximation cannot be defined purely by ΩL and ∆, as R must also be considered.
5.7 Summary
We have used a rigorous formalism to describe the collective scattering behaviour of two
stationary jl = 0 ↔ ju = 1 atoms driven by a monochromatic laser, and interacting via the
scattered field. With a suitable choice of system geometry and laser polarisation, the atoms
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Orientation A Orientation B
〈d(1)−,1〉 R3 R3
〈d(1)−,0〉 R3 R5
〈n(1)α,β〉 R6 R6 to R10
〈n(1)αq d(2)−,β〉 R6 R6 to R10
gβα(R)〈n(1)αq d(2)−,β〉 R3 R3 to R7
Table 5.1: Scaling of atomic terms given by the linear response regime in the R→ 0 limit.
reduce to effectively two-state and the spatial fringes of the scattered intensity distribution
are characterised by three parameters. A further restriction to the perpendicular or axis
configuration enabled an analytic solution to be found for the steady-state mean atomic
values and second-order correlations for this system, and hence for the spatial behaviour of
the steady-state far-field scattered intensity. These analytic solutions are valid over a full
range of the parameters ΩL,∆ and R, and have facilitated a unified and comprehensive survey
of the steady-state scattering behaviour. Key features have been identified and quantified,
including the two resonance peaks for the forward scattered intensity at ∆ = 0 and ∆ =
∆d. The incoherent component of the scattering was shown to exhibit spatial fringes in a
defined regime, underscoring the fact that at small atomic separation, spontaneous photons
are emitted from the joint two-atom system, rather than independently from each atom.
By comparing the expression for the collective scattered intensity with the corresponding
intensity from two uncoupled atoms, a precise specification has been given of the regime where
the dipole-dipole coupling has significant effect. In particular a simple analytic expression
for the regime of subradiant scattering and the magnitude of radiation suppression has been
derived.
It is unlikely that a useful analytic solution can be obtained for the case of more than
two atoms, because of the unfavourable scaling of the number of system equations with
the number of atoms. Therefore, with the aim of finding a solution method with potential
application to a large number of atoms, we have explored an approximation scheme which
has much more favourable scaling. We have shown, with a detailed analysis on the two-atom
system, that our decorrelation approximation provides an accurate solution for a wide range
of the parameters ΩL,∆ and R, and we have given an analytic description of the validity
regime.
From the decorrelation approximation the concept of the effective driving field has been
shown to provide a direct physical interpretation of key aspects of the system behaviour,
which is an alternative to the usual interpretation involving Dicke eigenstates [18] (and also
see for example [70]). For example, subradiant scattering can now be understood as due
to the complete cancellation of the laser field driving an atom by the coherent part of the
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scattered field arriving from the other atom.
We contrast the three scattered intensity parameters for three characteristic two-level
configurations and show their similarities and differences are readily explained by the effective
field interpretation. For example the frequency of the Ifwd oscillations which occur when
R > Rnf were explained through the difference in path length between the laser and scattered
field. In both the axis and perpendicular configurations φ and V take on the uncoupled
values, while in the parallel case they differ and we show this is explained by asymmetry of
the effective field for each atom in this configuration. Finally we identify some interesting






In this chapter we extend our two-atom analysis to three atoms, which requires third-order
atom-atom correlations to be included. To the best of our knowledge this work is the first
to include these third-order correlations, and therefore provides the first exact analysis of
a 3 atom system. We will briefly explore this three atom system, bringing out some key
findings, and will determine the validity of the decorrelation approximation in a system of
more than two atoms. In a three-atom system the same reduction from four to two atomic
states can be achieved, by either placing the atoms in a line along the z axis or in the x− y
plane. We first consider this two-state geometry in Section 6.1, where we investigate how
the subradiant state seen in the two-atom system changes when a third atom is added. In
the previous chapter we found that the second-order decorrelation approximation worked
well for a wide range of R and ΩL. In Section 6.2 we investigate the validity regime of
two decorrelation approximations in a three-atom system. Based on the result of these two
sections we determine that the system with the most significant third-order interactions will
occur where the interatomic distances between all atoms are small and approximately equal.
6.1 Subradiant Scattering
In the two-atom system we found that the scattered intensity was significantly suppressed
when the interatomic distance R satisfies Eq.(5.25). For the case of ∆ = 0 and ΩL = 0.1γ
this can be achieved with R . 0.1λL. We now consider the effect of adding a third atom to
this subradiant system, solving the full set of Eqs. (4.33,4.34,4.37-4.40,4.47-4.52). We extend
the perpendicular geometry (see Fig. 5.1) to three atoms, placing atom 1 at the origin, atom
2 at r2 = 0.01λLŷ and atom 3 at r3 = Rŷ where we scan R from 0 to 0.1λL. Therefore
all interatomic distances are within the two-atom subradiant scattering limit. Although
these very small interatomic distances appear to be experimentally unfeasible with current
technologies, a theoretical understanding is nevertheless desirable. The forward intensity
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scattered from the system of 3 atoms with R is shown in Fig. 6.1(a). We see that subradiant
scattering only occurs when the spacing of the three atoms is comparable, i.e. when R ≈
0.005λL (atom 3 is midway between atoms 1 and 2) or when R ≈ 0.02λL (atom 2 is midway
between atoms 1 and 3). When the interatomic distance between two atoms is much smaller
than the distance to the third (i.e. R ≈ 0, R ≈ 0.01λL or R > 0.04λL) the system radiates
with the intensity of a single atom (shown in grey).
To further investigate this result we consider the upper-state population of each atom,
shown in Fig.6.1(b). We observe that when the interatomic distance between two atoms is
much smaller than the distance to the third, the pair becomes subradiant and invisible to
the third, even if the third is positioned within R . 0.1λL. The third atom then behaves
as an uncoupled atom, giving the single atom scattering result. For example, in the limit
R→ 0, the interatomic distance between atoms 1 and 3 is much smaller than that to atom 2.
Therefore atoms 1 and 3 become subradiant, with negligible upper-state population, while the
upper-state population in atom 2 is equal to the uncoupled value. Therefore the scattering
seen in Fig.6.1(a) as R → 0 originates entirely from atom 2. Similarly when R ≈ 0.01λL,
atoms 2 and 3 form the subradiant pair and atom 1 becomes the radiating atom, and when
R > 0.04λL atom 3 radiates. We note that if R is extended beyond 0.1λL, for example if
we choose R ≈ 0.75λL, which showed enhanced scattering in the two-atom system (see Fig.
5.3(b)), the subradiant pair of atoms remains hidden from atom 3 and the intensity remains
that of a single atom.
In Fig. 6.1(c) we present the effective field driving each atom, given by Eq.(5.34). We see
that it is an accurate predictor for the upper-state populations and forward intensity. This
allows us to obtain a physical picture as to why the system may not be subradiant even if all
interatomic spacings are within R . 0.1λL. To do this we solve our set of equations in the
linear regime (see Eq.(5.47)) to obtain an analytic solution for 〈d(i)− 〉 at steady state, which
we then simplify by setting ∆ = 0 and using the small R approximation of G(R) given in
Eq.(5.22). In the system in Fig. 6.1 when R & 0.06λL we find (kLR13)
6 , (kLR23)
6  (kLR12)3















With this result we can determine each atom’s contribution to the effective field. The con-
tribution to the effective field at atom 3 from atom 1 is









A similar argument can be made for the contribution to the effective field at atom 3 from
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Figure 6.1: Subradiant scattering in a three-atom system. (a) Forward intensity; (b) upper
state population; (c) effective field vs R, where atoms are positioned at r1 = 0, r2 = 0.01λLŷ
and r3 = Rŷ. The system is probed by a laser with ΩL = 0.1γẑ and ∆ = 0. Grey horizontal
line indicates the single atom result.
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atom 2. Therefore atom 3 does not experience any significant radiation from atom 1 or atom
2, and it behaves as an uncoupled atom with Ω(3)eff ≈ ΩL. Conversely, atom 3’s contribution
to the effective field at atom 1 is






The first term in Eq.(6.3) cancels the laser field at atom 1, while the large second term is
cancelled by the contribution from atom 2, G(R12)〈d(2)− 〉, giving a total of Ω
(1)
eff ≈ 0. This
indicates that although atom 1 does not have a significant impact on atom 3, atom 3 does
play a role in atoms 1’s state. On the other hand, if we assume the interatomic distances are































and we find all dipoles are on the order of R3 and the scattering from all three atoms is
suppressed.
6.2 Decorrelation Approximation
The results from the previous section suggest that third-order correlations will only be sig-
nificant when the interatomic distances between three atoms are small and comparable. In
a dense cloud with stochastically selected positions the interatomic distances may be small
due to the random position of the atoms. However it will be rare that one atom has two
others at a small and comparable distance. This suggests that second-order correlations are
the dominant atom-atom correlation. In Section 5.3 we demonstrated that for a two-atom
system, the validity regime of the second-order decorrelation approximation was broad, and
well characterised by Eqs.(5.43,5.45). Our hypothesis is that this validity regime will hold
for N > 2, allowing for larger systems to be studied without the low intensity linear regime
restriction. To confirm this, we repeat the same validity regime calculations as in the two-
atom system but now with three atoms. Although we expect that it is rare that we will
stochastically choose two atoms to be within a small and comparable interatomic distance,
we choose to space the three atoms evenly, with r1 = Rŷ, r2 = 0 and r3 = −Rŷ, as this rep-
resents the worse case scenario within the perpendicular orientation for neglecting third-order
correlations. We will also extend this analysis to a third-order decorrelation approximation,
as discussed below.
In Fig. 6.2 we present the forward scattered intensity for the three-atom system for the
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same parameters as the two-atom calculation in Fig. 5.5. In Fig. 6.2(a,b), which shows the
forward intensity versus R, the exact calculations show similar features to the two-atom case,
with subradiant scattering at small R and oscillations at large R. The oscillations have a
period of λL, as well as a smaller feature at λL/2 due to the 2R spacing between atom 1 and
atom 3. As anticipated, the linear regime works well when ΩL = 0.1γ, but fails for larger
ΩL = 0.5γ. Figure 6.2(c,d) presents the forward scattered intensity with ΩL, and we see
that the full three-atom solution agrees with the linear approximation result for significantly
higher ΩL compared to the equivalent two-atom solution in Fig. 5.5(c,d).
We now consider the second-order decorrelation results, Ifwd,D, found by solving Eqs.(5.35,5.36)
at steady state. This set of equation is obtained by decorrelating all pairs of atoms, for ex-
ample by taking 〈n(1)u d(2)− 〉 → 〈n
(1)
u 〉〈d(2)− 〉. This removes all second-order correlations from
the first-order equations, and as we no longer need to solve the second-order equations,
third-order correlations also no longer enter. The red dashed line in Fig. 6.2(a,b) shows
Ifwd,D ≈ Ifwd, in the three-atom system, with only a slight decrease of the amplitude of
the oscillations with R, similar to that seen in the two-atom system. We also observe in
Fig. 6.2(c,d) that the validity of the second-order decorrelation approximation with ΩL is
broader than the the two-atom case. In the two-atom case (Fig.5.5(c,d)) Ifwd,D jumps from
the linear approximation to the uncoupled result around ΩL = γ. In the three-atom system
(Fig. 6.2(c,d)) the deviation occurs at much higher ΩL, and does not include a sharp jump,
but rather Ifwd,D approximately follows the curve of the full solution. The inset in Fig.
6.2(d) shows the same error plotted on a linear scale to better highlight the region where the
decorrelation approximation fails.
To further characterise the validity regime of the second-order decorrelation approxima-
tion we calculate the relative error EI = (Ifwd − Ifwd,D)/Ifwd, which is shown Fig. 6.3(a) for
the same parameter range as the two-atom error shown in Fig. 5.6(a,b). We have also added
the two-atom analytic boundaries defined in Eqs.(5.43,5.45). Comparing Fig. 6.3(a) to Fig.
5.6(a,b) demonstrates that the second-order decorrelation approximation has a wider validity
regime with three atoms than two. In particular there is a much wider validity range when R
is small for the three atom system. However when ΩL is very large the error is slightly larger
with three atoms than two. This indicates great potential for extending the second-order
decorrelation approximation to larger atom systems.
Finally, we consider the validity of a third-order decorrelation approximation, where
second-order terms are retained and third order terms are replaced by
〈A(1)B(2)C(3)〉 → 〈A(1)〉〈B(2)C(3)〉+ 〈B(2)〉〈A(1)C(3)〉+ 〈C(3)〉〈A(1)B(2)〉. (6.5)
The forward scattering given by the third-order decorrelation approximation Ifwd,3D, is shown
by the green dashed line in Fig. 6.2(a,b) and is very similar to Ifwd,D. In some regimes Ifwd,D
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Figure 6.2: Comparison of Ifwd (solid line) to Ifwd,D (red-dashed line) and Ifwd,3D (green
dashed line) in a three atom system. The atoms are positioned at r1 = Rŷ, r2 = 0 and
r3 = −Rŷ, with ΩL = 0.1γẑ and ∆ = 0. (d) Inset highlights the error region on a linear
scale.
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Figure 6.3: Relative error EI in the forward scattered intensity from a 3-atom system. (a,b)
Second-order decorrelation approximation and (c,d) third-order decorrelation approximation,
with ∆ = 0, 10γ. The atoms are orientated in the perpendicular geometry with r1 = Rŷ,
r2 = 0 and r3 = −Rŷ.
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is slightly closer to the full simulation result than Ifwd,3D. However when we plot Ifwd,3D with
ΩL, in Fig. 5.5(c,d), we see that the third-order decorrelation approximation performs better
than the second-order decorrelation approximation at most laser intensities, as one would
expect. The relative error (Ifwd − Ifwd,3D)/Ifwd is given in Fig. 6.3(b), and we see that for
most parameters the error is slightly improved compared to the second-order decorrelation
approximation. However this improvement comes with an increased computational cost, as
the number of equations in the second-order decorrelation approximation scales like N , while
in the third-order decorrelation approximation it scales like N2 (see Section 4.5). As the
improvement in the error is minimal compared to the increase in computational cost, our
results suggest that second-order decorrelation is the preferred method to solve for large
systems of atoms outside the linear regime.
6.3 Conclusion
In summary, we have shown that a system of three atoms exhibits subradiant scattering
only if the interatomic distances between the atoms are small and comparable. If one atom
is further separated from the other two, the remaining pair becomes subradiant while the
separated atom radiates independently. We showed that the same effective field interpretation
applies to the three-atom system as was used in the two-atom system, and similar features
such as the oscillations with interatomic distance appear. In particular, the effective field
interpretation gives insight into how a pair of atoms can become subradiant, leaving the third
atom to radiate. We then showed that the second-order decorrelation approximation has a
wider validity regime in the three-atom system compared to the two-atom system, suggesting
the decorrelation approximation can be extended to larger systems. Using a third-order
decorrelation approximation slightly improves the relative error, but due to the computational






In summary, we have derived the Heisenberg equations of motion for the atomic operators
in a system of N interacting atoms with an electric dipole transition of arbitrary angular
momentum jl and ju. We further derived the equations of motion for the second and third-
order inter-atomic correlations for the jl = 0 → ju = 1 transition. We then solved these
equations at steady state with arbitrary laser intensity for the case of two and three atoms.
In the two-atom system we found the atoms to reduce to two-state in certain configura-
tions, with most of the relevant physics captured by this simplified system. In configurations
where the atoms are also in equivalent positions in the electric field, we found a novel analytic
solution for the system, providing new insights into the effects of the interactions. We con-
sidered the scattered intensity in the forward direction and showed subradiant scattering at
small interatomic distances, and oscillations at larger R. We then proposed a decorrelation
method for solving the equations of motion which reduces the size of the problem, at the
cost of the equations becoming non-linear. We gave an analytic expression of the validity
regime of this approximation, indicating how this could be used to investigate larger sys-
tems without the low-intensity restriction of the linear regime. Finally we showed how the
decorrelation approximation leads to a simple effective field interpretation, which provides a
physical picture of the system behaviour.
In Chapter 6 we considered a system of three driven atoms. We confirmed the validity
of the second-order decorrelation approximation in a three-atom system, and showed that
the effective field interpretation can also be applied to give an intuitive understanding of the
systems behaviour. The third-order correlations, which are neglected in the second-order
decorrelation, are shown to be most significant when the atoms have small and comparable
interatomic distances. We consider a third-order decorrelation approximation for the case
where the atoms are equally spaced and find the improvement in the relative error to be
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minimal compared to the second order decorrealtion. Therefore we suggest the second-order
decorrelation approximation is adequate in most cases.
7.2 Future Work
Our model lays the groundwork for a number of simulations not considered in this thesis.
For example, we have shown that our second-order decorrelation approximation has a wide
validity regime in two and three atom systems. We suggest this could be extrapolated to
larger systems, in order to investigate a large number of atoms with arbitrary driving intensity.
We also have shown that our effective field interpretation provides a new physical picture
of the atoms behaviour, and could be applied to understand other light-scattering atomic
systems. Finally, the major limitation of this model is that atomic motion is not allowed.
In the future this work could be extended to include the effects of atomic motion and the
mechanical effects of light scattering on the atoms.
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Part II






In Part II of this thesis we present our study of spin-3 chromium atoms in an optical lattice.
In this chapter we provide an overview of the background literature on spinor systems, both
in experiment and theory, highlighting the benefits of working with chromium due to its large
spinor and dipole-dipole interactions. We then look at how both scalar and spinor bosonic
gases behave in optical lattices. Finally in Section 8.3 we give an overview of how our work
in Part II is set out.
8.1 Spinor Condensates
Spinor condensates have been studied since their first experimental realisation [74] and the
development of theoretical formalism [63, 37] in 1998. Initial studies focused on the ground
state properties, which exhibit novel spin (i.e. magnetic) order. The subject of spinor
work has mostly focused on the spin-1 systems of 87Rb and 23Na condensates, due to their
favourable properties. Here the spin-1 character arises from the lowest energy (F = 1)
hyperfine manifold of these atoms. They also have an excited (F = 2) manifold, which
allows spin-2 to be studied (e.g. see [28, 75]) but due to the finite lifetime of this manifold
it is not suitable for many types of experiments. For this reason (and the lack of other
ultracold atoms with suitable atomic properties) theory has been quite active in predicting
novel properties of spin-2 condensates (e.g. novel non-abelian vortices [44]), but experimental
studies have been mostly limited to short-time dynamics [10]. For the case of spin-3, 52Cr
has emerged as a suitable candidate, being first Bose condensed in 2005 [30]. Chromium-52
has no nuclear spin (i.e. no hyperfine structure) but has a total electronic spin of 3. It also
has significant long-range dipole-dipole interactions (DDIs), discussed below.
Beyond ground state properties, there is a keen interest in the dynamics of spinor con-
densates. One intriguing direction is spin-mixing dynamics where interatomic interactions
drive the coherent transfer of atoms between magnetic sublevels (e.g. see [6]). This has more
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Dipole Moment, µ Dipolar length, add
87Rb 1.0µB 0.7a0
52Cr 6.0µB 16a0
Table 8.1: Magnetic dipole moment and dipolar length for Rubidium and Chromium [50]
recently led to the study of spin squeezing in spin-1 BECs [34, 10, 55]. In spatially extended
systems, there has been studies of symmetry breaking and magnetic domain formation (e.g.
see [71]).
8.1.1 Chromium
As a spin-3 system, 52Cr has a rich spinor Hamiltonian with 4 coupling constants for the
local interactions (i.e. density interaction, spin-density interaction and two higher order
tensorial interactions). This presents a rich playground for studying the predicted complex
ground states of the spin-3 system [56, 46]. However another major feature of this system
is the emergence of long range DDIs due to the significant magnetic moment of Chromium
(≈ 6µB). We note that experiments with Rubidium spinor condensates have demonstrated
that DDIs can drive dynamical evolution [76]. While the dipole moment of Rb is small (≈ µB)
this effect can be measured in some cases because the spin-dependent interaction (giving rise
to magnetic ordering) is also small. The DDI in 52Cr is much larger, since it scales as the
magnetic moment squared. To put the DDI in context, it can be assigned an interaction
length, add = µ0µ2/12π~2, which can be directly compared to the s-wave scattering to assess
the relative importance of the interactions. We give the add values for Rb and Cr in Table 8.1.
For comparison, typical s-wave scattering lengths, e.g. characterising the density dependent
interaction Rb and Cr, are ∼ 100a0 [50] which reveals that the DDI is small (≈ 1% of the
contact interaction) for Rubidium, but considerably more important (≈ 16%) for Chromium.
This allows interesting DDI effects to come into play [54, 53] and makes 52Cr a great candidate
to study the effects of long range DDIs. For example [64, 65] show a significant DDI effect
in systems with small magnetic fields, which causes the cloud to spontaneously depolarise.
8.2 Optical Lattices
There has long been interest in the equilibrium and dynamical properties of atoms confined in
optical lattices, which provides a controllable system to explore the superfluid (SF) to Mott
insulator (MI) transition, which occurs as the lattice depth changes. Fundamentally, optical
lattices allow atomic gases to enter the strongly correlated regime, whereby the properties of
individual atoms (or few atoms) at each lattice site are important.
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Typically a Bose-Hubbard model is used to investigate gases in optical lattices, which
defines the field operators in terms of a tight binding description with an operator for each
lattice site (and will be further outlined in Section 9.3). This formalism highlights the
competition between local interactions and tunnelling to neighbouring sites. A seminal the-
oretical paper by Jaksch et al. [40] showed how the Bose-Hubbard model (in the absence of
spin) could predict a reversible transition from the SF to MI state. The SF phase occurs
at low lattice depths, where tunnelling dominates, and the MI state occurs at high lattice
depths where tunnelling is exponentially suppressed and hence interactions dominate. In a
subsequent 2002 landmark experiment Greiner et al. [29] verified these predictions. Since
then numerous theoretical and experimental studies have been performed with scalar gases
in optical lattices, e.g. [80, 41, 19].
The spin degrees of freedom and associated spinor interactions introduce new features to
the correlated states of matter that can be produced in an optical lattice. Early theory [38, 16]
predicted a novel singlet insulating phase (pairs of atoms entangled into a total spin 0 singlet
at each lattice site). The SF to MI transition has recently been observed experimentally
in a spin-1 system of antiferromagnetic sodium atoms and gave evidence for observing the
singlet transition [43]. While this phase transition is second-order in scalar systems, in a
spinor system both first and second-order phase transitions appear depending on the size of
the quadratic Zeeman term q and spin interaction U1.
Atoms with a magnetic moment introduce a long range DDI to the Bose-Hubbard model,
and the augmented model including these is generally known as the extended Bose-Hubbard
model (eBHM). The long range interactions have been extensively studied theoretically, re-
vealing new insulating phases with density ordering, e.g. the checkerboard phase where there
is a regular pattern of unoccupied sites [50]. The first experiments implementing the (scalar)
eBHM have been realised with Er atoms (µ ∼ 7µB) [2].
In the case of chromium it is possible to realise an optical lattice system with both long
range interactions (in practice the chromium DDI only has appreciable nearest neighbour
interactions in typical lattices) and spin degrees of freedom. Work with this system has been
undertaken by the Laburthe-Tolra group in Paris, with the first experimental realisation in
2013 [15]. In this paper they observed spinor dynamics from inter-site interactions, and
showed the system mapped onto a t-J model, which is a well known model of magnetism [1].
This was followed by another experimental paper [14] which studied the MI to SF transition,
and later [54] which combined experimental insights with in depth theoretical analysis, which
we will outline in Section 9.1.1.
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8.3 Outline
We begin in Chapter 9 by outlining the experimental system we will study and introducing
the extended Bose-Hubbard Hamiltonian that forms the basis for our theoretical model. We
develop this Hamiltonian in detail in Chapter 10, where we also outline the Gutzwiller, exact
and super exchange models which we implement. In Chapter 11 we present results from
these three theoretical models, considering both a spin-3 and a spin-1 system, with different
lattice fillings. We consider when the Gutzwiller model is valid, and identify the optimal
cutoffs to balance computational time and accuracy. The results of this chapter direct the
experimental comparisons made in Chapter 12, where we first calculate the microscopic
parameters appearing in the extended Bose-Hubbard model, making approximations where
necessary. We then compare our simulations to experimental results, and identify the role of




In this chapter we outline the experimental system, and summarise the theoretical and exper-
imental progress that has already been made by our collaborators to understand its dynamics.
We present their recent findings and the subsequent questions that motivate this work. Then
we provide the basis for our theoretical model, first introducing the general Hamiltonian for
a spinor condensate in an optical lattice in Section 9.2. Then in Section 9.3 we give the
Bose-Hubbard Hamiltonian and Gutzwiller ansatz in their usual scalar form and outline how
we generalise this to the spinor system.
9.1 Experimental System
The goal of this project is to give a theoretical understanding of the experimental results
of the Laburthe-Tolra group in Paris. Their experiment uses spin-3 52Cr which can be
condensed and has a large ground state magnetic moment of 6µB (see Section 8.1.1). A
simple schematic of the system is shown in Fig. 9.1, indicating the key system components:
an optical lattice trap, a harmonic trap and a magnetic gradient (in reality the lattice is 3D1).
The atomic spins interact via local spinor interactions and long range DDIs, and can also
tunnel to neighbouring sites in all three dimensions. While the contact interactions occur
locally (i.e. onsite), the DDIs are long range and may even extend beyond nearest neighbour
sites. The atoms are initially prepared spin polarised in them = −3 sublevel and in the many
body ground state of the optical lattice. A sudden π/2 spin rotation is applied to take the
system out of equilibrium, with dynamics driven by the magnetic field gradient that tends
to spatially separate the spin components, and the evolution of the 7 substate populations is
subsequently measured.
1Specific details of the geometry will be given in Section 10.1.
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Figure 9.1: System diagram indicating the lattice and harmonic traps, along with the mag-
netic gradient (not drawn to scale; typically the lattice is the largest energy scale).
9.1.1 Prior Work
The collaboration between the Rey theoretical group at JILA and Laburthe-Tolra experi-
mental group existed prior to my involvement in the project presented in this thesis. First
they explored spin mixing in a condensate of 52Cr atoms contained in a harmonic trap, rather
than an optical lattice [53]. As in this project, the atoms were initialised in the m = −3
state, and a θ = π/2 rotation was applied. The system was modelled using Gross Pitaeveski
simulations, and the evolution of the seven fractional populations were explored. They found
that the initial ferromagnetic character of the system was preserved locally, due to the large
spin-dependent contact interactions. The dependence of the angle θ that the initial state is
tilted was also investigated. They observed that DDIs can trigger dynamics when θ 6= π/2,
but when θ = π/2 a magnetic gradient is necessarily to initiate the dynamics.
In a subsequent paper the same system was considered, but in a deep optical lattice [54].
The lattice was loaded with unit filling in the Mott Insulator regime, and the dependence of
the dynamics on θ was investigated. Using a numerical quantum phase space method (the
generalised discrete Truncated Wigner Approximation, or GDTWA) they showed that the
largest quantum correlations develop when θ = π/2. They also validate the use of GDTWA
in many-body systems with large spins. The study in this thesis follows on from this research,
focusing on the case of θ = π/2 rotations (to obtain the maximum quantum correlations),
but considering the effects at lower lattice depths, where the system crosses over between the
superfluid and insulating phases.
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Figure 9.2: Experimental results for the substate populations with time [23].
9.1.2 Experimental Results and Research Questions
The experimental results for the evolution of the 7 substate populations at a selection of
lattice depths, V0, are shown in Fig. 9.2. The lattice depth is given in units of the recoil





where M is the mass of the atom and λL is the wavelength of the laser [19]. Figure 9.2
indicates a subtle change with lattice depth. At low lattice depths the populations oscillate
with significant V0 dependence, while at high lattice depths the m = 0,±1 populations decay,
with very little variation between V0 = 9Er and V0 = 15Er. We wish to understand what
causes this evolution of the substate populations and why this depends on lattice depth. In
particular, we will investigate what is the role of the various local and non-local interactions,
such as tunnelling/transport, contact interactions, the field gradient and DDIs.
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9.2 Spinor Hamiltonian
We start with the general Hamiltonian of our system in terms of the creation and destruction














− γŜ ·B + V̂dd + V̂sr. (9.2)












is the harmonic trap potential. The magnetic moment of the atom is given by γS with
γ = gµB/~, where g is the g-factor and µB is the Bohr Magneton. We choose to orientate
the spin matricies so Sz is along uQ = B̂, the direction of the magnetic gradient. Therefore
the magnetic gradient term is given by









where the magnetic field at position r is given by B(r) = B(r)uQ. In this formalism the spin












(S −m+ 1)(S +m)δm−1,n +
√







(S −m+ 1)(S +m)δm−1,n −
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Szmn = mδmn, (9.8)
are the spin-S matrices. The last two terms in Eq.(9.2) describe the dipolar and contact
interactions, which are discussed in the following sections.
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9.2.1 Dipole-Dipole Interaction
The DDI between two point dipoles, d1 and d2, separated by r is given by Eq.(401) in Ref.
[47] as
Vdd(r) = cdd





















d̂j and r̂ represent unit operators and Q(r) is the dipole kernel. The bias field is large (56
mG) and causes the magnetic dipoles to process with a Larmor precession on the order of 100
kHz. This is fast compared to the system dynamics and the dipole kernel Q(r) can therefore




1− 3 (r̂ · uQ)2
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(δαβ − 3δαzδβz) . (9.11)
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(δαβ − 3δαzδβz) . (9.12)
In a spinor BEC Eq.(9.9) is replaced by the second-quantised form with d̂j replaced by the












αβ(r− r′)Ŝβ(r′) :, (9.13)
where :: indicates the normal ordering of the operators is taken. Using Eq.(9.5) we can



















This rotationally averaged form of the DDI is what we will use in this work.
9.2.2 Contact Interaction
Collisions between two distinguishable spin-3 atoms can be mapped onto 7 channels, one
for each possible value of total angular momentum ST = S1 + S2, with 7 corresponding
scattering lengths (related to the scattering cross section). However for two identical bosons
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all odd terms are forbidden by the required exchange symmetry, leaving four channels ST =
{0, 2, 4, 6} with corresponding scattering lengths a0, a2, a4 and a6. These are reformulated




















11a2 − 18a4 + 7a6
11
. (9.15)
A further convenient linear combination of these terms
c̃0 = c0 −
c3
7
, c̃1 = c1 −
5c3
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The c̃0 interaction is the usual density-density term (see Eq.(9.21)), c̃1 is associated with the
S · S term and c̃2,3 are associated with higher order spin interactions. Defining





































9.3.1 Scalar Bose-Hubbard Model
When simulating a system of atoms in an optical lattice the Bose-Hubbard Hamiltonian,
which defines each operator in terms of operators on individual lattice sites, is typically used.
For example the field operator which removes an atom at position r is written in terms of





where w(r− ri) is a localised ground band orbital for an atom at lattice site ri, known as the
Wannier function (or tight binding orbital). Note that Eq.(9.20) could be extended to include
a sum over the higher energy bands. However it is typical to approximate a tight binding
model, which assumes atoms are cold and interactions are small compared to the band gap.
Therefore all atoms are in the lowest energy band and only the lowest energy Wannier state
is required [41]. This formulation separates the spatial orbital at a single lattice site, which
is given by the Wannier state, from the operator for the site. This creates a discrete Hilbert
space of dimension h = hnsi where hi is the local dimension at each lattice site and ns is the
number of lattice sites. We are also able to take advantage of the separation of the atoms at
different lattice sites, for example by only including tunnelling between nearest neighbours,
or using the Gutzwiller ansatz as outlined in Section 9.3.2.










The first term in this Hamiltonian accounts for the onsite interactions, where U is the in-
teraction strength and N̂i = â†i âi is the number operator for site i. The sum over 〈i, j〉
in the second term accounts for the tunnelling between nearest neighbour sites i and j, as
tunnelling between sites with larger separations is negligible. Tunnelling arises because the
Wannier states are not eigenstates of the Hamiltonian ~2∇2/2M − Vlat(r), which hence can










where u is the lattice vector. A useful basis for the Bose-Hubbard model are the Fock states,
where |N〉i represents the state with N atoms at site i. In practise it is appropriate to
impose a cutoff N ≤ Nmax, since for U > 0 the onsite interactions suppress large occupations
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occurring at any site.
9.3.2 Scalar Gutzwiller Ansatz
To represent the entire system exactly, including all correlations between sites, the Hilbert
space of the system has dimension hnsi where hi = Nmax + 1. This rapidly becomes compu-
tationally intractable. One alternative option is to use the Gross Pitaveski Equation (GPE)
which is a mean field model in which we set âi → ci, where ci is a complex number. This
drastically reduces the size of the problem, however it cannot model atom-atom correlations
or quantum fluctuations. Therefore an intermediate model is needed, that takes advantage
of the fact that often the largest correlations are between atoms on the same site. This
approximation, known as the Gutzwiller ansatz, treats each lattice site exactly while using a
















This is achieved by assuming that the wavefunction is factorisable, such that
|Ψ〉 = Πi|ψ〉i (9.24)
where |ψ〉i is the wavefunction at site i. This improves the scaling of the Hilbert space with
the size of the lattice from hnsi to hins. Furthermore, if the problem is identical at every site
(e.g. no harmonic trap) the size of the problem is further reduced to hi as |ψ〉i is identical
for all i.
In optical lattices there exists a well-known phase transition that occurs as the lattice
depth is changed. As V0 increases the trap tightens, increasing U , the onsite interaction
strength, and decreasing J , the rate of tunnelling between nearest neighbour sites. Due
to the interplay of these two terms, a transition occurs from the superfluid to Mott insu-
lator state at a lattice depth of approximately 12ER for a 3D cubic lattice with unit filling
(i.e. approximately 1 atom per site) [15]. In the superfluid regime, where the tunnelling





N |N〉i where f iN is the amplitude of each state, thus there is appreciable num-
ber fluctuations at each site. In the Mott insulator state, where the tunnelling is suppressed,
a single Fock state is occupied, i.e. |ψ〉i = |N〉i for a set number N , thus number fluctuations
are suppressed. As well as having interesting physical properties, this quantum phase trans-
ition gives insight into the validity of the Gutzwiller ansatz, which works qualitatively well in
both shallow and deep lattices but fails to capture the quantum fluctuations between lattice
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site. In a very deep lattice (i.e. the Mott insulator regime), if there is more than one atom
per site the Gutzwiller ansatz may perform well, as the large onsite interactions dominate
the dynamics. However if the system is limited to one atom per site (known as singlons),
the dynamics are mediated by the quantum fluctuations that allow atoms to tunnel to a
neighbouring site, interact, and then return to their original site. As these fluctuations are
not captured by the Gutzwiller ansatz, which instead forbids tunnelling in the Mott insulator
state, the Gutzwiller model will predict the system is static, even when the exact solution
exhibits dynamics.
9.3.3 Spinor System
In our system of interest, the spin degree of freedom is encoded in the Zeeman sublevels of
the S = 3 ground state of the 52Cr atoms. To include the spin degree of freedom, the field





where m indicates the spin state of the atoms each operator acts on. Note the optical lattice
potential is independent of the sublevel index m for far-detuned light, so the Wannier state
is independent of m. These operators then have the property [ân,i, â†m,j] = δijδmn and form
the model of our system of dipolar atoms, generalising Eq.(9.20) to include the atom spin.
In the spinor system the Fock states must also be adapted to account for the spin degrees
of freedom. We define the Fock state at site i as |N〉i, where the number of atoms in each
magnetic sublevel is given by N = (N3, N2, N1, N0, N−1, N−2, N−3) and the total number of
atoms in the Fock state is given by N =
∑
mNm. We introduce a cutoff N ≤ Nmax, with
the Fock states that meet this condition making up the local Hilbert space (i.e. the Hilbert
space to describe a single lattice site), which has dimension
hi =




36 Nmax = 2, S = 3
120 Nmax = 3, S = 3
330 Nmax = 4, S = 3
(9.26)
where 2S + 1 is the number of spin substates for a spin-S atom. In Section 10.2 the spinor
Bose-Hubbard Hamiltonian will be developed from the general Hamiltonian given in Eq.(9.2)
using this formalism.
In the standard Bose-Hubbard Hamiltonian atoms are only able to interact if they are on
the same lattice site. When using dipolar atoms the DDIs couple atoms at different sites (see
Section 9.2.1). Therefore the Hamiltonian becomes an extended Bose-Hubbard Hamiltonian.
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As DDIs allow for interactions between sites even in the absence of tunnelling, unlike the
scalar model, the Gutzwiller ansatz in a spin system may be able to describe dynamics in




In this chapter we begin by outlining the experimental geometry in more detail. In Section
10.2 we convert the standard Hamiltonian for a spinor system into the Bose-Hubbard form-
alism. Then in Section 10.3 we outline the Gutzwiller model which is the primary model
used in this study, as well as three other methods used to understand the system. Finally
in Section 10.4 the computational methods we used for these simulations are outlined, for
the benefit of those performing similar calculations. Note that a summary of the parameters
introduced here is given in the Glossary on page 173.
10.1 Experiment Geometry
The system we are investigating, shown schematically in Fig. 10.1, consists of a non-










where λL = 532 nm and {x̂, ŷ, ẑ} are the usual unit vectors. The lattice geometry is very
close to being rectangular cuboid with the non-separability arising from the nature of the
interfering lasers used to produce the potential. Lattice site i is characterised by (iX , iY , iZ)
where ri = iXuX + iY uY + iZuZ is the position of the site. The lattice spacing, and therefore
the tunnelling amplitude and magnitude of the inter-site DDIs, differs along all three vectors.
The initial state is prepared with all atoms in the spin down m = −3 state, with a propor-
tion of the atoms in both doubly and singly-occupied sites, by loading the atoms adiabatically
into the lattice by slowly raising the lattice up to some desired depth V0 (discussed further
in Chapter 12). A π/2 pulse is applied to this equilibrium state to rotate the spin vector,
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Figure 10.1: System diagram indicating the 3D lattice geometry of the optical lattice. The
lattice axes are at approximate (but not exact) right angles and the magnetic field is in the
uX −uY plane at an angle of 19.5◦ from the uX axis. All included interactions are indicated,
including atom-atom interactions (green), tunnelling (red) and magnetic field gradient (or-
ange). Each atom is a spin-3 Chromium atom, with sublevels shifted by a quadratic Zeeman
term. The dashed arrows emphasize that spin mixing processes can allow transitions between
the Zeeman sublevels.
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creating a system that is out of equilibrium. At this angle DDIs alone can’t drive the dy-
namics [53], so a gradient on the magnetic field B is also included to initiate dynamics. The
magnetic field is in the ûQ = x̂ direction, and the gradient predominantly in the uZ direction,
i.e. γB(ri) ≈ γbaZiZ where γb = 29 MHz/m and aZ = 269 nm is the lattice spacing in the uZ
direction. Because of this, the most significant spatial variation in the system occurs along
the uZ direction, as highlighted by the blue pencil-shaped subsystem in Fig. 10.1 (later this
pencil-shaped subsystem will form the key part we simulate). A bias field (linear Zeeman
term) pŜz also appears, where p = γB0 and B0 is the bias field. However conservation of
〈Ŝz〉 means that this term can be removed by a unitary transformation e−ipmtψm → ψm.
After the π/2 rotation the system is then allowed to evolve for 10 ms, and the fractional
population in each substate is measured using Stern-Gerlach imaging (i.e. time of flight
expansion imaging with a field gradient used to separate the Zeeman levels). During this
evolution in the lattice the atoms also experience an effective quadratic Zeeman energy shift q,
as indicated in the upper inset of Fig. 10.1, which arises from tensor light shifts of the atomic
levels. It is expected to vary with lattice depth, and while its precise value is not known ab
initio, experimental evidence [53] suggests that its magnitude is bounded by |q/h| ≤ 6 Hz in
the range of lattice depths considered.
10.2 Bose-Hubbard Hamiltonian
To transform from the general Hamiltonian given in Eq.(9.2) to the Bose-Hubbard Hamilto-
nian, we assume atoms only occupy the ground band and substitute Eq.(9.25). This allows
us to make some simplifications based on the small overlap of the Wannier functions at dif-
ferent lattice sites. For example the contact interactions only involve atoms on the same
site, as the Wannier states are considered sufficiently localised on each site that interactions
between neighbouring sites are negligible. Similarly the harmonic trap, quadratic Zeeman
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m′,j ân′,j ân,i Dipole-Dipole Interactions (10.2)
where N̂mj = â†m,j âm,j and N̂j =
∑
m N̂mj. The magnetic gradient, B(ri), is assumed to be
linear, which allows it to be pulled out of the integral of Eq.(9.4) due to the symmetry of the
Wannier function. The harmonic trap term given by Eq.(9.3) has become
V itrap =
∫
d3rw∗(r− ri)Vtrap(r)w(r− ri) ≈ Vtrap(ri). (10.3)
The sum over 〈i, j〉α indicates the sum over nearest neighbour sites i and j in the α dimension
with tunnelling amplitude Jα given by Eq.(9.22) with u→ uα where uα is the lattice vector





























where Un = c̃n
∫













































where we have used F to denote the Fourier transform and F−1 to denote its inverse. This
DDI term couples atoms at different lattice sites, as can be seen by the sum over i, j in
Eq.(10.2), making our model an extended Bose-Hubbard model.
10.2.1 Ground State and Evolution
To determine the initial equilibrium state of the system (i.e. that the experiment produces







µ is the chemical potential and λ is the magnetic potential. These two Lagrange multipliers
ensure the desired number of atoms and z-component of magnetisation is achieved. We choose
λ to be large, such that all atoms are in the m = −3 state (or m = −1 in the equivalent
spin-1 model), and µ is adjusted until the desired filling is reached. To initiate dynamics the
initial state is rotated in spin-space by θ = π/2 by taking
|ψ(t = 0)〉 = R(θ)|ψ0〉, (10.8)
where the rotation operator R(θ) = Πie−iθŜy,i is a product of the rotation operator on


















|ψ(t)〉 = Ĥ|ψ(t)〉. (10.9)
We now discuss several ways in which we can study this evolution.
10.3 Solution Methods
The total Hilbert space for our system grows exponentially with the number of lattice sites.
For a lattice with ns sites the dimension of the global Hilbert space is given h = hnsi , where hi
is given by Eq.(9.26). Therefore some approximations must be implemented. To improve this
scaling, we will primarily use the Gutzwiller ansatz (see Section 10.3.3) but also introduce
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some alternative methods to benchmark the Gutzwiller model and give analytic insight to
the system evolution.
10.3.1 Exact Solution
The most rigorous computational method we consider is the exact solution. Beyond the
Nmax cutoff to each lattice site, there is no further approximations, and the total Hilbert
space has size h = (hi)
ns . This method is therefore computationally restricted to very small
systems (e.g. 2 sites) but is useful to determine the validity of our other methods, as will
be shown in Section 11.2. The wavefunction for this method is characterised by coefficients









fN1,N2,...Nns (t)|N1,N2, . . . ,Nns〉. (10.10)
10.3.2 Short-Time Perturbative Expansion
To gain an analytic understanding of the effect of each term in the Hamiltonian, we perform
a short time1 expansion on the exact model in the Heisenberg picture. The expectation value
of operator A at time t can be found using time-dependent perturbation theory [35], which





〈[[[A,H], H], H]〉t3+ 1
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〈[[[[A,H], H], H], H]〉t4,
(10.11)
where 〈. . .〉 is the expectation on the initial state after the spin rotation (i.e. Eq.(10.8)).
10.3.3 Gutzwiller Ansatz
The primary model we will employ is the Gutzwiller model. The system wavefunction in the
Gutzwiller ansatz is approximated as
|ψ(t)〉G = Πi|ψ(t)〉i, (10.12)





1The period that can be considered “short-time” varies depending on the size of the largest energy terms
in the system.
112
This approximation decouples the sites and reduces the scaling of the Hilbert space to h =
nshi. In the Gutzwiller model we define the single site mean field Hamiltonian



































where Ĥi is the exact onsite Hamiltonian



























|ψ(t)〉i = Ĥ iMF |ψ(t)〉i. (10.16)
Note that in Eq.(10.14) the coupling to other sites i 6= j is via the mean of the operators



























which removes quantum correlations beyond the mean between sites.
10.3.4 Super Exchange
The Gutzwiller ansatz performs qualitatively well at all lattice depths, however it neglects to
capture the inter-site quantum fluctuations that can drive the dynamics in deep lattices. An
alternative model is the super exchange model, where an atom tunnels to a neighbouring site,
interacts with the atom there, then returns to its original site. In this model the number of
atoms per sites is fixed, with the fluctuations accounted for in a correction to the Hamiltonian.








where Ĥ00 is the part of the Hamiltonian that corresponds to the desired Fock states with
exactly NSE atoms per site, Ĥ11 corresponds to the Fock states with Ni 6= NSE, and T̂10 and
T̂01 couple the two Hilbert spaces. Expanding to second-order in the tunnelling term (i.e. the
T̂01 and T̂10 matricies), then limiting the Hamiltonian to desired Ni = NSE subspace [57, 13],
gives the effective Hamiltonian
HSE = H00 + T01(E +H11)
−1T10. (10.20)
The local Hilbert space is smaller in the super exchange model than the Gutzwiller ansatz





7 NSE = 1, S = 328 NSE = 2, S = 3 (10.21)
The size of the total Hilbert space scales exponentially with the number of lattice sites, as in
the exact model, with h =
(
hSEi
)ns. Although not shown in this thesis, analytic expressions
for the super exchange Hamiltonian can be derived, for example see Eq.(14) of Imambekov
et al. [38] for the simpler spin-1 case. Imambekov shows that the tunnelling appears in
the super exchange model at second order (i.e. J2) as the atom must tunnel twice: to a
neighbouring lattice site then back to its original site.
10.4 Computational Methods
In this section we outline the computational methods used to implement these models for
the benefit of anyone working on a similar problem. First we outline the setup of the Hilbert
space and operators, and then show how each model is implemented. Note all of the following
code is written in MATLAB version R2014b.
10.4.1 Setup
In order to write our Hamiltonian we begin by defining the Hilbert space with the following
code, which works for arbitrary S and Nmax. We enumerate and order the local Hilbert basis
|NS, NS−1, . . . , N−S〉 with the matrix N_m. The first index enumerates our state, while the
second index indicates the magnetic sublevel. For example N_m(k,S+1-m) gives the number
of atoms in the m sublevel for the kth Fock state (note we index with S + 1−m so that as
m : S → −S the index goes from 1→ 2S + 1) .
spin =3; %spin of the atom
Nmax =3; %maximum number of atoms per site
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num_m =2* spin +1; %Number of spin states
localsize=factorial(Nmax+num_m)/( factorial(num_m)*factorial(Nmax)); %size
of the Hilbert space on one lattice site
N_m=zeros(localsize ,num_m);
%state with 0 atoms
k=1; %index where the Fock state is stored
%N_m(k,:) does not need to be changed
%states with one atom
for m=1: num_m %loop through each atom state
k=k+1; %index of this Fock state
N_m(k,m)=1; %add the atom to N_m
end
%states with two atoms
if Nmax >=2
for m1=1: num_m %atom 1 state
for m2=m1:num_m %atom 2 state
k=k+1; %index of this Fock state
N_m(k,m1)=1; %add the first atom to N_m




%states with three atoms
if Nmax >=3
for m1=1: num_m %atom 1 state
for m2=m1:num_m %atom 2 state
for m3=m2:num_m %atom 3 state
k=k+1; %index of this Fock state
N_m(k,m1)=1; %add the first atom to N_m
N_m(k,m2)=N_m(k,m2)+1; %add the second atom to N_m





%continue pattern to Nmax as required
From the Hilbert state definition the ladder operators, number operators and spin operat-
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ors are easily defined. For example âm and â†m are stored at am{S+1-m} and adm{S+1-m}






Number_m=N_m(:,m); %number in m state
states_m=find(Number_m ~=0); %find where m state is populated
for ind =1: length(states_m)











10.4.2 Implementing the Different Models
The formalism presented above provides the basis for writing the Hamiltonian in all three of
the numerical models we consider. In the Gutzwiller model we write the onsite Hamiltonian
in terms of the onsite operators and state{i}, the state at site i. The expectation values
of the operators are evaluated to give the mean field parts. For example the tunnelling
component of the Hamiltonian, H_J, for a one dimensional lattice with tunnelling amplitude
J, is given by the following code:
% Calculate the mean field part







H_J=cell(1,numsites); %H_J{j} gives the Hamiltonian for site j
Id=speye(localsize); %Identity
for site =1: numsites %Evaluate the Hamiltonian for each site
for m=1: num_m
if site+1<= numsites % check that a site to the right exists
H_J{site} = H_J{site}- J*mean_am(site+1,m)*(adm{m} -0.5* conj(
mean_am(site ,m))*Id); %Add it to the Hamiltonian
end
if site -1>=1 % check that a site to the left exists
H_J{site} = H_J{site}- J*mean_am(site -1,m)*(adm{m} -0.5* conj(




For the exact model, we take the tensor products of the single site operators Asingle to
produce the multi site operators Amult where Amult{i} is the operator that acts on site i.
For the case of a system with two lattice sites the multisite operators are given by:
Id=speye(size(Asingle)); %Identity
Amult {1}= kron(Asingle ,Id);
Amult {2}= kron(Id,Asingle);
If larger numbers of lattice sites are required, the kron operator is applied multiple times.
However care must be taken to not overload the computer’s memory, as this creates a matrix
with (
(Nmax + 2S + 1)!
(2S + 1)!Nmax!
)2ns
entries. For Nmax = 3 the simulations are typically limited to three sites when S = 1 and
two sites when S = 3.
From the exact Hamiltonian, H_ex, the super exchange Hamiltonian can easily be pro-
duced using Eq.(10.20). For example, for two sites the following code is used:
%Calculate the energy of the initial state in the Exact model
E=init_state '*H_ex*init_state;
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%First reduce the Hilbert space to only include Fock states where the





%Find all the states with exactly persite at each site.
n1=diag(n{1}); %number of atoms at site 1
n2=diag(n{2}); %number of atoms at site 2
A=intersect(find(n1== persite),find(n2== persite)); % states to be kept in
the Super Exchange Hamiltonian
B=unique ([find(n1~= persite);find(n2~= persite)]); %all other states





HSE=H00+T01*inv(E*eye(length(B))-H11)*T10; %Super Exchange Hamiltonian
This method requires the size of the system to be small enough that we can first create
the exact Hamiltonian. This appears counterproductive as the motivation for the super
exchange model is to expand to larger system sizes not achievable with the more accurate
exact simulations. This numerical method is therefore convenient when benchmarking the
accuracy of the super exchange model against the exact model. If we wish to use the super
exchange model in larger systems analytic methods must be used (see [38]).
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Chapter 11
Comparison of Theoretical Models
In this chapter we explore the different theoretical models introduced in the previous chapter,
focusing primarily on their prediction of the populations in each of the magnetic substates
following the spin rotation. We start in Section 11.1 by considering the simplest case of a
single lattice site in order to investigate the effect of onsite interactions. In Section 11.2 a
double well is considered, to compare the exact, super exchange and Gutzwiller models and
explore their validity. Finally in Section 11.3 we explore larger (one-dimensional) lattices, for
which only the Gutzwiller model is computationally tractable. While a few features of the
Gutzwiller simulations are illustrated, the primary purpose of this final section is to identify
the appropriate cutoff values, chosen to balance both accuracy and computational time, to
use in our simulations of the experimental system which will be presented in the following
chapter.
For this chapter we simplify the system, choosing U2 = U3 = 0 (as the effect of these
terms, defined in Eq.(10.4), is smaller than that of U0 and U1), turning off the harmonic
trap (which is replaced with a hard wall), and unless otherwise stated only including onsite
DDIs. Both a spin-3 and a spin-1 system are explored. All remaining parameters are given
in units of the density contact interaction U0. We use the Chromium case of U1 = 0.07U0 for
all spin-3 simulations (see Section 12.1.2). In our spin-1 model U1 is replaced by 32U1 which
scales the interaction to approximately the same size as the spin-3 model. Unless otherwise
stated we take Udd(0) = 0.04U0, q = 0.002U0, Nmax = 3 and B = 0.003U0 where the magnetic
gradient is defined by
B = γ (B(u)−B(0)) , (11.1)
where u is the separation of the sites. We will refer to these values as our default values.
The default value for the tunnelling amplitude is different in each section. In Section 11.2 we
use a small tunnelling rate of J = 0.05U0 (corresponding to a deep optical lattice), as we are
exploring the super exchange model and this is where we anticipate it is valid. Conversely
in Section 11.3, where we aim to identify an appropriate Nmax cutoff, we use a larger rate
119
of J = 0.5U0 (which corresponds to a shallow lattice). This is because in the shallow lattice
regime the atoms become superfluid, and a larger range of Fock states are occupied. Therefore
a higher Nmax cutoff will be required. By focusing on J = 0.5U0 we are therefore able to
identify a cutoff that is suitable for all lattice depths.
11.1 Single Site
We begin by investigating a very simple system: a single site with two atoms. Note that
the exact, Gutzwiller and super exchange models all treat the single site system exactly,
and will therefore return the same result. The Hamiltonian of the single site system, with



































The initial state is prepared with both atoms spin down, and therefore the pair of atoms is
in the spin-6 manifold. The rotation is applied and the system is allowed to evolve. In Fig.
11.1(a) we investigate how the quadratic Zeeman and onsite DDIs affect the dynamics of
the substate populations. When both terms are turned off (top row) there are no dynamics
in the populations1, while turning on either q (second row) or Udd(0) (third row) initiates
dynamics in the spin substate. Note that q = 0.02U0 used here is 10× larger than the default
value, as the default value gives negligible dynamics.
We also investigate if the atoms remain in the spin-6 manifold throughout the dynamics,
as this would allow the pair of atoms to be treated as a single spin-6 atom, reducing the
Hilbert space of the problem. The projection operator for each spin manifold is constructed
from the eigenstates of the Hamiltonian with q and Udd(0) set to zero, as shown below.
[State ,~]= eigs(Ham ,localsize ,'SA'); %Find the eigenstates of the
Hamiltonian




S2=Sx{1}*Sx{1}+Sy{1}*Sy{1}+Sz{1}*Sz{1}; %create S^2 operator
opts =[0 ,6 ,20 ,42]; %Value of S(S+1) for the [0,2,4,6] manifold
















































































































Figure 11.2: Magnitude of dynamics during an evolution of length t = 50~U−10 , indicated by
the minimum value for the population p(t) of the m = 0 substate and the S = 6 manifold,
compared to the initial value. In (a) Udd(0) = 0 and in (b) q = 0.
for iter =1: localsize %iterate through each eigenstate
Num=round(State(:,iter)'*n{1}* State(:,iter)); %number of atoms
Sval=State(:,iter)'*S2*State(:,iter); %manifold
if Num==2 % only include the states with two atoms per site
index=find(opts=Sval); %determine the manifold of the state
S{index}=S{index }+State(:,iter)*State(:,iter)'; %Add the
eigenstate to the corresponding projection operator
end
end
The result of this calculation is shown in Fig. 11.1(b), with the energy eigenstates shown in
Fig. 11.1(c,d). We see dynamics in the manifold populations when q and/or Udd(0) are non-
zero, which corresponds to a shift in the eigenenergies to decrease the energy gap between
the manifolds. In Fig. 11.2 the magnitude of q and Udd(0) are scanned, and compared to
the magnitude of the dynamics in both the spin substate and manifold populations. This
indicates that the dynamics increase when q or Udd(0) are increased, by approximately the
same amount for each parameter. The size of the dynamics in the manifold population is
comparable to the size as the dynamics in the substate population. Therefore when we
observe significant dynamics in the substate populations, we can expect to have significant
dynamics in the manifold populations.
11.2 Double Well
In order to compare the exact, Gutzwiller and super exchange models we now consider a
double well with sites separated by u. We consider a system with a total of two atoms
(an average of one per site) and four atoms (an average of two per site), for both spin-1
122
Figure 11.3: Total m = 0 population with time for a double well with parameters as defined
in text. (a,b) shows the spin-1 model, and (c,d) the spin-3, with (a,c) 1 atom per site and
(b,d) 2 atoms per site.
and spin-3 atoms. A typical result is shown in Figure 11.3. This indicates good agreement
between the super exchange and exact models, with the largest features of the exact model
being well reproduced by the super exchange model. The super exchange model does not
perform as well for the spin-3 system as in the spin-1 system, due to the added complexity
of the additional spin sublevels. When a single atom per site is considered, the Gutzwiller
model predicts no population dynamics, while in the two atom per site system some of the
oscillations due to the onsite interactions are captured. This is because in the absence of
nearest neighbour DDIs, only onsite interactions exist, and with J = 0.05U0 the system is in
the Mott insulator state. Inter-site interactions still occur in the exact and super exchange
models, which account for quantum fluctuations, but in the Gutzwiller model the atoms
are unable to tunnel when in the MI state and therefore there the inter-site dynamics are
suppressed. We also note that the dynamics are larger for all models in the two atom per
site systems than the single atom per site, due to the increased onsite interactions.
Now we investigate how the system changes with the system parameters, and how we can
identify this dependence analytically from the short-time expansion. Note that this two-site
system will be revisited later in Section 12.3, using the experimental parameters.
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11.2.1 Dependence on System Parameters
The most significant parameter for the validity of both the super exchange and Gutzwiller
model is the lattice depth, which is related to the tunnelling rate. Therefore we first scan
over J . In Fig. 11.4 (solid lines) we investigate how the m = 0 population at t = 25~U−10
changes with J . First we note that for J . 0.15U0, the 2-atom Gutzwiller model displays
no dynamics as the atoms are unable to tunnel, as outlined above. Conversely in the four
atom system when J > 0.2U0, the Gutzwiller model over estimates the dynamics. In general
the Gutzwiller model performs better in systems with higher filling (i.e. the 4-atom system
rather than the 2-atom system) as this increases the number of doubly occupied sites which
dominate the dynamics and are captured exactly by the Gutzwiller model. We also note that
in Fig 11.4(b), there appears to be poor agreement between the super exchange and exact
results for J > 0.05U0, while in Fig. 11.3 the results appear to be very similar. This difference
appears to occur due to a slight difference in period of the oscillations in the two models.
Therefore we have also included the dashed lines indicating the maximum and minimum
values for the m = 0 population during the period t ∈ [0, 50~U−10 ]. This gives a comparison
of the size of the dynamics produced by each method. We find that for the spin-1 system
(Fig 11.4(a,b)) the super exchange model holds for J < 0.2U0 and for the spin-3 system (Fig
11.4(c,d)) it holds for J < 0.1U0. This breakdown at larger tunnelling amplitudes occurs
due to the variable number of atoms per site, which are not captured by the super exchange
model. In this regime the oscillations in the N0 population predicted by the super exchange
model become very rapid when compared to the exact model.
In Fig. 11.5 we scan over the magnetic gradient, quadratic Zeeman and DDIs. Changing
the magnetic gradient (Fig. 11.5(a)) has very little effect on the results. However this may be
because this is a two-site system, where the gradient causes some oscillations between sites.
In an extended system where the gradient can cause the sublevel components to spatially
separate it is reasonable to expect the gradient dependence will be more significant. The
Gutzwiller model is able to capture the changes with the onsite DDIs well (Fig. 11.5(c)).
The changes with nearest neighbour DDIs and quadratic Zeeman (Fig. 11.5(b,d)) are approx-
imately captured in the 4 atom systems, but not in the two atom case. The super exchange
model indicates good agreement with the exact model over all parameters.
11.2.2 Short-Time Expansion
The evolution of the system is complex, as it contains contributions for single particle dy-
namics (tunnelling terms), as well as on-site (contact and on-site dipolar) interactions, and
long-range dipolar interactions. In order to have a better grasp of the contributions of the
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Figure 11.4: Total m = 0 population at t = 25~U−10 , for a range of tunnelling amplitudes J ,
with dashed lines indicating the maximum and minimum populations during t ∈ [0, 50~U−10 ].
Grey vertical line indicates our default value of J = 0.05U0
125
Figure 11.5: Total m = 0 population at t = 25~U−10 scanned over the (a) magnetic gradient,
(b) quadratic Zeeman, (c) onsite DDIs and (d) nearest neighbour DDIs, with the default
values indicated by grey vertical lines.
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various terms in the Hamiltonian we consider the dynamics of the system in the short-time
limit, using Eq.(10.11). We model a spin-3, two-site system with an initial state of Ntot = 2
at O(t2) and O(t4). We note that at O(t2) one can extend the results to a many-body system
by simply summing over the pairs of particles, thus extending the expressions below from

























where p1 is the amplitude of the state with one atom per site and p2 =
√
1− p21 is the
amplitude of the state with two atoms on one site and zero on the other, both of which are
chosen to be real. The fm coefficients specify the different spin amplitudes after the rotation,












, and f±3 = 18 . Unlike the previous sections, in
this section nearest neighbour DDIs are included, with Udd(u) = 8 × 10−3U0, which allows
short-time dynamics when p1 = 1.
11.2.2.1 Second-Order
To second-order in t (Eq.(10.11)) we find the evolution of the substate populations is given





where we have used Nm,{1,1} and Nm,{2,0} to indicate the expectation value of N̂m for pairs of




























where we have abbreviated the notation with U0dd = Udd(0) and U1dd = Udd(u). The second-
order terms provide valuable insight into the short-time dynamics of the system. First, we
note in the absence of the DDIs and the quadratic Zeeman term there will be no dynamics.
Second, we note that for shallower lattice depths, where most of the occupied sites form
doublons, the short-time dynamics is largely restricted to onsite interactions, as given by
Eq.(11.6). Third, for deep lattices, where large on-site repulsion forces the system to be
largely comprised of singlons, we recover the short-time dynamics (Eq.(11.5)) of the spin-
model in Ref. [54]. Finally, we note that tunnelling and the field gradient play no role
in initiating short-time dynamics. A comparison of the perturbative treatment to the full
numerical evolution is shown in Fig. 11.6(a), indicating excellent agreement in the deep
lattice regime (J = 0) up to t = 5~U−10 , but for a much shorter time interval in the shallow
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Extending to O(t4) (see Eq.(10.11)) allows us to understand the role of tunnelling and the
field-gradient in the dynamics of our system. We find that at this order: (i) the gradient
enters at second-order, provided p1 6= 0 and (ii) tunnelling terms arise at second-order for all
initial states and at first order only if p1, p2 6= 0. We define

















where Am1 , Am2 , and Am12 are the terms due to the state with only singlons, only doublons, and



















































































Figure 11.6: (a) Comparison of short-time dynamics of the m = 0 population to the exact
results in a double well with two atoms. We choose J = 5U0, 0.5U0 and 0, which give
p21 = 0.53, 0.78 and 1 respectively. We set Udd(u) = 8×10−3U0, which allows for dynamics in


















































)2)− 3 (U0 + 13U1 + 4 (U0dd − U1dd)) (U1dd)2 ].
The fourth-order terms are included in Fig. 11.6(a), and we see they rapidly diverge from
the exact solution, due a combination of the higher order DDI and quadratic Zeeman terms.
Therefore we do not find it beneficial to include the fourth-order terms, and instead second-
order is preferable. However for completeness we also provide our results for the remaining












































The remaining terms are then given by A±2n = −12A
0
n andA±3n = −A±1n .
11.2.3 Spin Length
We finally consider the spin length of the two-atom system, calculating both the local spin
length at site i
Si =
√
〈Six〉2 + 〈Siy〉2 + 〈Siz〉2, (11.20)













The collective spin length, shown in Fig. 11.6(b), provides direct information of the spin
coherence and it is experimentally accessible in a Ramsey sequence [79, 53] performed by ap-
plying a π/2 pulse after the free evolution before measuring the population. While generically,
interactions and inhomogeneties both can lead to magnetization decay, the spin dependent
interactions proportional to U1 in Eq.(10.2) counterintuitively can favour spin alignment for
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weakly interacting atoms. This is because these interactions open a gap in the energy spec-
tra that can suppress dephasing processes as experimentally demonstrated in recent work
[73, 53]. This gap protection can be observed in the two-site predictions for lattices with
large J in Fig. 11.6(b). The protection is present when there is more than one atom per
lattice site and when the U1 term can lock the spins favouring alignment.
Two leading processes are expected to generate magnetization decay: the field gradient
and the interactions. To second-order we find


































where r1 = 0 and r2 = u. Our short-time Si solution is compared to the exact solution in
Fig. 11.6(b) which indicates good agreement when J = 0, as in the substate population.
Note that while we have only shown Si in Fig. 11.6(b), in the two-site system Stot ≈ S1 +S2,
as the gradient term is small. In a larger lattice, larger values of (γB(ri))2 enter and the
decay of Stot becomes faster than
∑
i S
i. The spin length in a larger lattice will be considered
later in Section 12.3.2.
11.3 Many Sites
In this section a larger one-dimensional system of ns sites is simulated. Due to the large
Hilbert space of the many-site system, the exact and super exchange models are not com-
putationally tractable, and only the Gutzwiller model is used. In particular we investigate
the cutoffs to the number of lattice sites, maximum number of atoms per site, and extent of
the DDIs, which are required to make the simulations computationally feasible. In Section
11.3.2 a scan over the tunnelling amplitude is presented to give a preliminary indication of
the effect of the lattice depth on the dynamics.
11.3.1 Computational Cutoffs
We simulate both the spin-1 (Fig. 11.7(a)) and spin-3 (Fig. 11.7(b)) system for two to nine
lattice sites. We observe that the dynamics are suppressed in very small systems, where only
small amplitude oscillations occur, while larger dynamics begin to appear around ns = 7. In
Fig. 11.7(c,d) the number of lattice sites is further increased from 10 to 100. At large ns
the results begin to converge, with at least 60 lattice sites required to approximate the large
lattice limit. Therefore it is clear it will be not be possible to approximate a large system
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Figure 11.7: Evolution of spin substate populations, with an average of one atom per site
(i.e. Ntot = ns), for a range of ns.
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Figure 11.8: Evolution of m = 0 population in a 30 lattice site system for different Nmax
cutoff values. Note we require Nmax ≥ Ntot/30 in order to achieve the desired Ntot, hence
no results are shown for Nmax = 2 when Ntot = 90. Due to limitations in computational
memory, we limit the spin-3 calculations to Nmax = 4, while for spin-1 we are able to extend
calculations to Nmax = 6.
with a small number of sites. Note that if a trap is present, as in the experiment we will be
simulating in Chapter 12, the required number of lattice sites to accommodate the full width
of the trap is less than 60.
Next we explore the effect of the Nmax cutoff on the evolution, with Fig. 11.8 showing the
evolution for 30 sites with three different Ntot values. We see that a cutoff of Nmax = Ntotns + 1
is acceptable (i.e one more atom than the per site average), though Nmax = Ntotns + 2 is
preferable.
All earlier results have been for onsite DDIs only. We now explore the extended Bose-
Hubbard model by including the long range DDIs. We define Dcut as the number of lattice
sites that the DDIs extend over, i.e. only onsite DDI’s are included if Dcut = 0 and nearest
neighbours interactions are added if Dcut = 1. As the magnitude of the DDIs decrease with
the separation of the lattice sites, we expect that beyond a particular cutoff the interactions
will be negligible. Including long range DDIs couples more sites and will slow down simula-
tions (see Fig. 11.10) and therefore we wish to identify the minimum Dcut that will capture
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Figure 11.9: Evolution of m = 0 population for different DDI cutoff values, in a 30 lattice
site system with Ntot = 30.
the dynamics of the system. If the direction of the magnetic field is aligned with the lattice






where a = |u| is the lattice spacing. Choosing cdd/a3 = 4 × 10−3U0, we have Udd(u) =
8× 10−3U0/13, Udd(2u) = 8× 10−3U0/23, Udd(3u) = 8× 10−3U0/33 and so forth. Figure 11.9
indicates that including onsite and nearest neighbour interactions only is sufficient, though
in the spin-3 model Dcut = 2 would be preferable.
Increasing ns, Nmax and Dcut all come at the price of computational efficiency, with
rapid growth in the computational time with each parameter, as shown by Fig. 11.10.
Therefore care must be taken to choose the appropriate value that gives the best results
within computational limitations. This is particularly important in the following chapter
where the experimental system is considered as the computational time is further increased
due to the three-dimensional model, and additional U2 and U3 terms. For example, in this
simplified model a spin-3 system of 30 sites with Dcut = 1 and Nmax = 3 takes 30 minutes
to run, while the experimental simulations take 3 hours. When Nmax = 4 this is further
increased to 48 hours.
11.3.2 Changes with Lattice Depth
Finally we wish to gain a preliminary indication of what happens when we change J/U0,
which is equivalent to scanning over the lattice depth. Figure 11.11 shows the evolution of
the m = 0 substate population, in a system with an average of one atom per site and no
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Figure 11.10: Computational time vs (a) lattice size, (b) Nmax and (c) DDI cutoff. All
simulations are for J = 0.5U0, and unless otherwise specified, Nmax = 3, Dcut = 0, Ntot = ns
and ns = 30. Computational times are based on local Macintosh computer, with 3.2 GHz
Intel Core processor and 16 GB of memory.
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Figure 11.11: Evolution of N0/Ntot for a range of J in a system with ns = 30, Ntot = 30,
Nmax = 3 and no DDIs.
DDIs. We see that for larger J (and therefore shallower lattices) the evolution is faster than
in deeper lattices. For very small J , since there is only one atom per site, all dynamics are
driven by quantum fluctuations between lattice sites. Since these fluctuations are neglected
in the mean field Gutzwiller approach the m = 0 population does not change.
11.4 Conclusion
In this chapter we have given an overview of the key physics, validity regimes and appropriate
cutoffs for the numerical models set out in Chapter 10. We first explore the single site system,
showing that for a pair of atoms there is significant decay from the spin-6 manifold whenever
there is also significant decay of the m = 0 population.
In a double well we found the super exchange model to perform well over all parameters,
while the Gutzwiller model performed better with doubly-occupied sites. This is because
the Gutzwiller model neglects the quantum fluctuations that drive tunnelling dynamics in
the deep lattice system. The Gutzwiller model was able to capture the effects of the DDIs
and quadratic Zeeman terms. We also saw that in the shallow lattice regime the contact
interactions protect the total spin length, while in the deep lattice limit the spin length
decays. The second-order expansion of both the m = 0 population and the spin length works
well in the deep lattice regime, when there is exactly one atom per site, but not in the shallow
lattice where doublons occur. Including the fourth-order corrections is not necessary, as they
were found to rapidly deviate from the exact result. This is because higher energy terms
enter at third-order, which diverge more rapidly than the lower energy second-order terms.
Finally we explored the many-site system with the Gutzwiller model and found the cutoff
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values Dcut = 1, Nmax = Ntotns + 1 and ns = 60 to be appropriate to approximate an infinite
lattice (with translationally invariant initial state), though ns < 60 will be appropriate when





In this chapter we use our model to directly compare to the experimental results by the
Laburthe-Tolra group. The experimental geometry and parameters are introduced in Sec-
tion 12.1, where we also explain some approximations we must make due to computational
limitations. This is followed by the results in Section 12.2 which, most importantly, gives
the comparison of the theory simulations to experiment, as shown in Fig. 12.5. The the-
oretical results are analysed in the following subsections, with a breakdown of the different
interactions and their effect on the system presented in Subsection 12.2.1 and the spatial
and momentum distribution of the atoms (which were not measured in the experiment), con-
sidered in Subsection 12.2.2. In Subsection 12.2.3 we use an approximate treatment of the
loss of the atoms. Finally, in Section 12.3 we discuss the validity of the Gutzwiller model
within the context of the experiment and the SF to MI transition. Note that all results in
this chapter are for spin-3 atoms, so as to be directly comparable to the experimental system.
12.1 Experimental Parameters and Theoretical Implement-
ation
In this section we calculate the parameters for our model based on our knowledge of the
experimental system. We also introduce some additional approximations that must be made
because the full 3D experimental system is too large to simulate completely on our compu-
tational resources.
12.1.1 Theoretical Implementation
The problem we are studying is 3D and even with the Gutzwiller ansatz we cannot model a
system this large. However one benefit of the Gutzwiller model is that, due to the uncoupling
of the lattice sites, if every site is identical the 3D problem only requires the solution at one
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site, with this solution representing every site. Mathematically speaking, if the wavefunction




N(t)|N〉i, and every site is identical, f iN(t) = fN(t) for all lattice
sites i. Therefore instead of solving for nshi coefficients, the Hilbert space of the problem is
that of a single site, hs.
The magnetic gradient in our problem, which is essential to initiate the dynamics, creates
a difference between the lattice sites along the uZ direction. Therefore the problem cannot
be reduced to a single site. However the only variation in the uX and uY directions is the
Harmonic trap, which we anticipate to be less significant to the dynamics. Therefore if we
neglect the harmonic trap in the uX and uY dimensions, and instead assume that the lattice
extends to infinity, then site (iX , iY , iZ) is identical to site (0, 0, iZ). Effectively this reduces
the system to an infinite grid of identical coupled pencil-shaped one-dimensional lattices, with
the pencil as highlighted in pale blue in Fig. 10.1. This reduces the number of sites required
to solve to one dimension, while the model retains the 3D long range DDIs and tunnelling,
as well as the spatial variation due to the gradient along each pencil. With the harmonic
trap frequency along the pencil (see Eq.(12.3)) 30 lattice sites is sufficient to capture the full
width of the trap. Based on the accuracy and computational times shown in Section 11.3,
we choose Nmax = 3 and Dcut = 1 (which includes DDIs for nearest neighbours and diagonal
nearest neighbours) to achieve results within a reasonable computational time.
12.1.2 Experimental Parameters
The optical lattice is produced by the interference of multiple lasers of equal power, character-
ised by the lattice depth V0, describing the depth of any pair of beams. The depth parameter
is measured in units of the single photon recoil energy Er. In practice the lattice properties
are experimentally characterised, e.g. using a short lattice pulse to determine Raman-Nath
scattering to higher momentum states. From such measurements the experimentalists give us
lattice properties at each depth (laser power), in particular the harmonic frequencies at each
site minimum. For example, at V0 = 30Er the individual lattice sites can be approximated as
a tight harmonic trap with frequency (150, 50, 120) kHz along (x, y, z) respectively. Here we
approximate the Wannier functions using a Gaussian (i.e. ground-state harmonic oscillator).
We use the scaling






(150, 50, 120)× 103Hz (12.1)














V0 5Er 10Er 15Er 20Er 25Er 30Er
JX/~ 422 77.7 18.6 5.35 1.72 0.610
JY /~ 1.51 2.77× 10−2 1.11× 10−3 7.36× 10−5 6.40× 10−6 6.90× 10−7
JZ/~ 802 237 82.3 32.1 13.6 6.17
Experiment ∼ 30 ∼ 6
Table 12.1: Calculated values of the tunnelling amplitude, in Hz, along with values provided
by our experimental collaborators for JZ .
The overall harmonic confinement from the optical dipole trap and focused lattice beams
determines the spatial extent of the cloud. For our theory we only require details of this







giving the trap potential V itrap = Mπ(ftrap,ZiZ)2/~.
Substituting Eq.(12.2) into in Eq.(9.22) gives the tunnelling in the Z direction, in units




























The calculation of JX and JY are more complicated, as the axes of the trap at the lattice site is
aligned with the lab frame, not the lattice vectors, and therefore the Gaussian approximation
is not allowed. Instead we calculate the tunnelling from the band structure (a model for this
was developed by the experimental group). Some values for Jα are given in Table 12.1,
alongside the experimentally verified values. This indicates that the tunnelling is primarily
along the uZ direction, which is in the same direction as the magnetic gradient. This indicates
that transport will be most significant along the direction where our model allows for spatial
variation.
From Lepoutre et. al. [53] the coefficients for the contact interactions are given by
c0 = 71gcaB, c1 = 3gcaB, c2 = −15gcaB, and c3 = −46gcaB where gc = 4π~2/M and aB is
the Bohr radius. With Eq.(9.16) this gives c̃0 = 77.6gcaB, c̃1 = 5.74gcaB, c̃2 = 61.7gcaB and
c̃3 = −0.365gcaB. From the Gaussian approximation of the Wannier state, Eq.(12.2), the
integral in Un = c̃n
∫
dr|w(r)|4 becomes∫
dr|w(r)|4 = √αxαyαz. (12.5)
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V0 5Er 10Er 15Er 30Er 100Er Point Dipole
Udd(0)/~ −10.2 −17.2 −22.1 −39.2 −96.7
Udd(±uX)/~ 2.95 3.04 3.07 3.13 3.19 3.25
Udd(±uY )/~ −0.176 −0.175 −0.175 −0.174 −0.173 −0.172
Udd(±uZ)/~ −2.57 −2.60 −2.61 −2.63 −2.66 −2.70
Udd(± (uX + uZ))/~ 0.600 0.607 0.610 0.615 0.620 0.626
Udd(± (uX − uZ))/~ 0.221 0.223 0.224 0.225 0.226 0.228
Udd(± (uX + uY + uZ))/~ 0.0689 0.0657 0.0644 0.0623 0.0602 0.0577
Table 12.2: Examples of calculated values of the DDI strength, in Hertz
The DDIs are calculated in momentum space, substituting Eq.(12.2) into Eq.(10.6), with
cdd = µ0(gµB)
2/4π = 5.23 × 10−20 Hz m3 where µB is the Bohr Magneton and the g-factor
g = 2.007. Some values for the DDIs are given in Table 12.2. We check our calculations by





3(ûQ · R̂)2 − 1
]
, (12.6)
which is valid in the deep lattice limit.
In order to relate the experimental simulations to the model exploration in Chapter 11, we
compare the experimental values to the default values chosen in Chapter 11. Firstly, in the
last chapter we used U1 = 0.07U0 which is close to the experimental value of U1 = 0.0740U0.
In Fig. 12.1 the experimental parameters are plotted versus lattice depth in blue, with the
black line indicating the default value in Chapter 11, and the grey shaded area indicating
the range that was scanned over. We use U0 as a computational unit and therefore a change
is observed in the experimental simulation length and B in Fig. 12.1, although in S.I. units
they do not change with lattice depth. Furthermore q may change with depth (see Section
12.1.3.2) but we do not know its exact experimental value and therefore a range is indicated.
12.1.3 Uncertain Parameters and Sources of Error
There are several possible sources of error in our model. We are not accounting for the full
three-dimensional nature of the harmonic trap, we are using the Gaussian approximation
of the Wannier functions, and the Gutzwiller ansatz uses a mean field approach for inter-
site interactions. However these issues can not be resolved without a significant increase in
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Figure 12.1: Comparison of experimental parameters to default values selected in Chapter 11.
Grey areas indicate values over which the parameters were scanned in Figures 11.4 and 11.5.
As the exact experimental value for the quadratic Zeeman is unknown, a range is shown,
representing −5Hz ≤ q ≤ 5Hz. Two default lines are given for the tunnelling amplitude J ,
as 0.05U0 is used in Section 11.2 and 0.5U0 in Section 11.3. Similarly the nearest neighbour
interactions Cdd(uX) has a default value of 0 for most of the Chapter 11 simulations, except
when the effect of DDIs is explored with 2× 10−3U0.
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computational power available. There are also two parameters which are not fully determined.
In this section we will run some preliminary simulations to make the best choice for these
parameters. Note that while some comparisons to experiment are shown here, these are
preliminary results, and more detailed comparison of the experiment and theory will come
in Section 12.2 where we give the simulations with our optimised final parameter choices.
12.1.3.1 Number of Atoms
We choose the chemical potential µ that gives the desired atom filling, though the number of
atoms to load into our lattice is a point of ambiguity. In a deep lattice, the experiment initially
finds approximately 60% of the atoms in doubly-occupied sites, which we find requires 37
atoms in each 1D pencil shaped cloud. The total number of atoms is approximately constant
for all lattice depths (see Fig. 12.2(a) at t = 0) and we therefore choose Ntot = 37 for all
lattice depths, as shown by the solid lines in Fig. 12.3. However the experiment measures loss
of over half the atoms during the 10 ms evolution, as shown in Fig. 12.2(a), which appears
to have some spin dependence, as shown by the difference in the +m and −m populations in
Fig. 12.2(b). We attribute this loss to the large inelastic interactions, which leads to rapid
loss of doublons. As loss is not included in our model, we also include simulations in Fig.
12.3 with Ntot = 18 (dashed lines) to indicate the dynamics for a system with closer to the
mean number of atoms the experiment has. When V0 = 6Er (Fig. 12.3(b)) and t < 5 ms the
simulation with Ntot = 37 shows better agreement with the experimental values. However for
all other lattice depths, and for V0 = 6Er when t > 5 ms, the 18-atom simulation gives better
agreement. In particular, in Fig. 12.3(a,b) a peak occurs in the m = 3 population at around
7 ms. While both simulations overestimate the size of this peak, the 18-atom simulation is
closer to the experimental values, and also better approximates the position of the peak. Due
to these results we choose Ntot = 18 for our experimental comparisons.
12.1.3.2 Quadratic Zeeman
The quadratic Zeeman energy, q, is introduced to account for a tensorial light shift of the
atoms. However its value for 52Cr is unknown ab initio and it cannot be directly measured
in experiment. Therefore all our knowledge of the quadratic Zeeman’s value comes from
using it as a fitting parameter in theoretical models. Previous collaborations between the
Rey theory group and Laburhte-Tolra experimental group indicates the magnitude is on
the order of 5 or 6 Hz with unknown sign. As this is an effective quadratic Zeeman shift
produced by a tensorial light shift from the lattice trap itself, it can also potentially change
with lattice depth. To compare with experiment we therefore run a range of simulations
with Ntot = 18, and various q values. We find that the best quadratic Zeeman value can
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(a) Total number of atoms measured experimentally after the θ = π/2
rotation, for a range of lattice depths. Mean value for all lattice depths
(black line) and fitted decay (dashed line) are also shown.
(b) Experimental measurement of the total population in each spin state after the θ = π/2 rotation,
for a range of lattice depths.
Figure 12.2: Experimental results for the number of atoms over time.
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Figure 12.3: Simulation with Ntot = 37 (solid line) and Ntot = 18 (dashed line), for a range
of lattice depths and q = 2 Hz. For Ntot = 37, Nmax = 4 is used, while for the Ntot = 18
simulations we use Nmax = 3.
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Figure 12.4: Fitted quadratic Zeeman value, which will be used for all results in following
section. Also indicated is the fitted q value for the GDTWA model also presented in [23] (see
Section 12.3).
be chosen by fitting the first few data points of the time evolution of the spin populations,
and therefore only run these simulations for 3.1 ms1. The best-fit quadratic Zeeman values
for each lattice depth are plotted in Fig. 12.4. For V0 ≤ 8Er our choice is within the
expected magnitude. However for larger V0 a much larger q is required to achieve dynamics
of a similar magnitude of that observed experimentally. This is because the system is in a
Mott Insulator state with a single atom per site, and the only dynamics in the Gutzwiller
model occur via the nearest neighbour DDIs. The quadratic Zeeman term enhances this DDI
effect, which can account for the quantum fluctuations which are absent from the Gutzwiller
model. This reasoning is confirmed by the alternative Generalised Discrete Truncated Wigner
Approximation (GDTWA) model by Zhu [23], which will be outlined in Section 12.3.1. This
model includes the quantum fluctuations neglected by the Gutzwiller model meaning atoms
can still tunnel to neighbouring sites and contact interactions are reintroduced. Zhu finds an
optimal q-value of q/~ = 2 Hz gives good agreement between theory and experiment in the
deep lattice limit.
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Figure 12.5: Comparison of fractional populations predicted by simulation to experimental
results, for a range of lattice depths. Markers indicate experimental values, with pale markers
indicating the negative m substates.
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12.2 Results
In Fig. 12.5 we present the results of our simulations as outlined in Section 12.1 and compare
them to the experimental dynamics. This shows qualitative agreement between the theory
and experiment, especially when t ≤ 5ms. The most significant quantitative deviation occurs
around V0 = 6Er where the theory shows an amplification of the peak in the m = ±3
population compared to the experimental results. These results are further explored in
the following subsections. In Section 12.2.1 we will consider the importance of each of the
interactions on this result, and in Section 12.2.2 we look at the spatial and momentum
distribution of the atoms. In Section 12.2.3 we use an approximate treatment of the loss of
the atoms to see if this will improve the agreement between theory and experiment.
12.2.1 Impact of Interactions
First we examine the effect that the different interactions have on the evolution of the system.
In Fig. 12.6(a) we compare the full result (dotted line) to the results where spin-dependent
contact interactions (i.e. U1, U2 and U3) are turned off (solid line) and DDIs are turned off
(dashed line). At low lattice depths the effect of the DDIs is insignificant, with the contact
interactions dominating the dynamics. At high lattice depths the DDIs become significant
with the effect of the contact interactions disappearing. This is because the system enters
the Mott Insulator state with one atom per site, and all dynamics arise from the nearest
neighbour DDIs. To further break down the effect of the various spin contact interactions
they are turned off individually, as shown in Fig. 12.6(b). This demonstrates that U1 has a
large contribution to the dynamics of the system, while the effect from U2 and U3 is much
less significant. This is consistent with our choice in Chapter 11 to only include U1.
12.2.2 Distribution of Substates
In this section we investigate the microscopic dynamics which are not accessible in the current
experiment, by considering the distribution and dynamics of the atoms in both position
space and momentum space. Figure 12.7(a) shows the distribution of each substate across
the lattice, driven by the Stern Gerlach force of the gradient field. At low lattice depths
(V0 = 3Er) the substates separate across the lattice. This is inhibited at high lattice depths
(V0 = 15Er) as transport is restricted by the small tunnelling amplitude and the effects of
reduced superfluidity.
Figure 12.8 indicates the position space evolution of each substate, with the solid white
line indicating the centre of mass. This clearly shows the importance of transport in the
1This is consistent with our findings in Subsection 11.2.2, which shows that the quadratic Zeeman is one
of the dominant terms in the short-time evolution.
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(a) Comparison of full simulations (dotted line) to those without spin-dependent contact interactions (solid
line) and DDIs (dashed line).
(b) Evolution without individual spin-dependent contact interactions (solid line) compared to the full simu-
lation (dotted line), for V0 = 6Er.
Figure 12.6: Contribution of different spin-dependent interaction terms to full system evolu-
tion.
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Figure 12.7: Distribution of magnetic substate populations across the lattice after 5 ms for
(a) the full simulation and (b) the simulation with no DDIs and spin dependent contact
interactions.
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population dynamics, as for V0 = 3Er and 6Er the total m = ±3 populations grow when they
are maximally displaced from the centre of the cloud. The dashed line indicates the centre of
the trap for each substate, cm(V0) ∝ m, which is offset due to the magnetic gradient. We find
cm(V0) to be less than one lattice site for all parameters. As the initial state is prepared in
the m = −3 state, the initial cloud is centered around c−3(V0). When V0 = 3Er and 6Er the
short-time dynamics of each substate shows the expected oscillation around the centre of the
trap, with amplitude dictated by the initial offset (i.e. the m = −3 cloud is stationary, the
m = 0 cloud has oscillations around 0 with amplitude of c−3(V0) and m = 3 has oscillations
around c3(V0) with amplitude 2c−3(V0)). However these oscillations are short lived, and after
half a period the behaviour diverges, with the m = ±3 and ±2 clouds displaced significantly
further from the centre of the trap. We will now investigate why this separation occurs.
To understand the transport of the atoms in the lattice, we simplify our model to include
only the U0 onsite density interactions, tunnelling, the harmonic trap and the gradient,
notably turning off all spin exchange interactions so the total population in each substate
cannot change. In Figure 12.7(b) we show this simple model produces a similar splitting of
the substates across the lattice as the full model, indicating that the splitting occurs due to a
combination of these remaining terms. In Figure 12.9(a) we also see that the centre of mass
movement at V0 = 3Er is very similar to the full model in Fig. 12.8(a). In Figure 12.9(b,c)
the gradient is turned off after the initial state is prepared, meaning the trap is identical
for each substate, and we see uniform oscillations around the centre of the trap as expected.
When U0 is turned on (Fig. 12.9(c)) the shape of the wave packet does not change, and
when it is turned off (Fig. 12.9(b)) some breathing motion occurs. From these results it is
clear that the separation in 12.9(a) requires the breaking of symmetry that occurs due to the
magnetic field gradient.
We propose that the separation occurs not only due to the breaking of symmetry due to
the magnetic gradient but also how this interplays with the contact term U0. In the short-
time dynamics there is a very small separation of the clouds, of less than a single lattice site,
due to the different trap centres they each experience. This means that there is a slightly
higher density of the m = 0 atoms at the centre of the trap, which through the U0 interaction
is able to push out the neighbouring m = ±1 spin states. These in turn push the m = ±2
states and so forth, causing a much larger separation. This hypothesis motivated us to run
the simulation shown in Fig. 12.9(d), which has U0 turned off and the gradient on. However
this gives a distribution very similar to Fig. 12.9(a). This is because it is impossible to
turn the contact interactions off, as we have a imposed a cutoff to the maximum number of
atoms per site. This cutoff acts as an effective contact interaction which has the form of a
step function with zero energy when N ≤ Nmax and infinite energy when N > Nmax. This















































































































































































































12.2.3 Including Atom Loss
In this subsection we attempt to improve the agreement of our simulations to experiment by
including a simple approximation of the atom loss by adding a term
Ĥloss = Ĥ − iγN̂ (12.7)
to our Hamiltonian. We note that this is an approximate method of incorporating loss, as it
does not account for the details of the physical loss processes, and any backaction. However
it provides a simple indication of how the simulations will change with the number of atoms.
Because of this additional loss term, our Hamiltonian is non-Hermitian and therefore the
norm of the state is not conserved during the evolution. Physically, this occurs because we
are reducing the coefficients for the Fock states that contain atoms but we are not making
the corresponding increase to f i0, the coefficient of the empty |0〉i Fock state. To counteract
this the equations are evolved using Matlab’s ordinary differential equation function ode45
for short 0.05 ms time steps, with the amplitude of f i0 increased at the end of each step to
renormalise the result at each site.
In this simulation we will start with 37 atoms (see Section 12.1.3.1) which gives, in the
deep lattice, approximately 60% of the atoms in doubly-occupied sites. We fit the loss rate
to the experimental results (see Fig. 12.2(a)) and find γ ≈ 2π× 100 Hz for all lattice depths.
With this loss the lower filling of Ntot = 18, used in Fig 12.5, will be reached at around 7 ms.
We use Nmax = 4 and the same quadratic Zeeman as given in Fig. 12.5. Although these q
values were chosen to best fit the Ntot = 18 results, we expect the same choice to be relevant
here, as q drives the initial direction of the dynamics, and Fig. 12.3 suggests that the initial
dynamics is independent of the number of atoms.
The substate populations for our simulations with loss are given in Fig. 12.10(b), with
Fig. 12.10(a) showing the change in the number of atoms. We see that the loss rate fits well
with the experimental change in atom number, and in the shallow lattice regime (V0 ≤ 9Er)
the substate populations are slightly improved, though this is not seen at other lattice depths.
In particular, the V0 = 3Er results are significantly improved at t = 10 ms. In order to better
model this loss a detailed microscopic model for the losses is needed. In our simple method
the loss is the same for all atoms, meaning atoms in doubly and singly-occupied states and all
magnetic sublevels are equally likely to be lost. This is unlikely to be correct, both because
doubly-occupied sites are more likely to be lost and because Fig. 12.2(b) indicates that the
substates with m > 0 have lower population than m < 0, suggesting a spin dependent loss
rate. From here on we only consider cases without loss, and revert to simply using Ntot = 18.
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(a) Change in total number of atoms with time.
(b) Comparison of fractional populations predicted by simulation with loss to experimental results, for a
range of lattice depths. Dotted line indicates the results from the lossless simulation shown in Fig. 12.5 for
comparison.
Figure 12.10: Simulations including loss.
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12.3 Validity of the Gutzwiller Ansatz
The fitted quadratic Zeeman values in Fig. 12.4 suggest a transition around V0 = 8Er,
beyond which an unphysically large quadratic Zeeman is required to produce dynamics in
the Gutzwiller model. To further investigate this, we repeat the two-site exact, short-time and
Gutzwiller calculations, as in Fig. 11.6, this time using the experimental values and doubling
JZ and Udd(uZ) to account for the reduced number of nearest neighbours in the two-site
model. In Fig. 12.11(a) we plot the proportion of doubly-occupied sites (doublons) in the
initial states. This shows that the Gutzwiller approximation predicts that the sites become
singly-occupied for V0 & 8Er, indicating the existence of a superfluid to Mott-insulator
transition at V0 ≈ 8Er. In contrast, the exact two-site result shows that the doublon fraction
varies smoothly with lattice depth. Nevertheless, the range of lattice depths where doubly-
occupied sites are dominant is qualitatively similar to the Gutzwiller model.
The panels (b)-(f) compare the perturbative, exact and the Gutzwiller dynamics for the
m = 0 population. As a meanfield method the Gutzwiller approach is not expected to
provide an accurate description of a two-particle system, however the comparison reveals
that Gutzwiller results are qualitatively correct for V0 . 8Er. In this shallow lattice regime
the populations tend to oscillate, a behaviour which is not described by the perturbative
result. Furthermore, we note that we have not included the role of doubly-occupied sites in
the second-order expansion, and instead set p1 = 1 for all lattice depths. We find that by in-
cluding the doublon sites, the solution matches the initial curvature of the exact solution (see
the inset of Fig. 12.11(b)). However this leads to a divergence between the two approaches
for longer times. The slower dynamics of singly-occupied sites follow the exact solution for
a longer time as shown throughout the panels. For V0 > 8Er, where the system is in the
insulating regime and doublons are negligible, the N0 population tends to decay, and is well
described by the perturbative result. On the contrary, the Gutzwiller model in this regime
shows suppressed population dynamics. This reveals the failure of the method to account for
the necessary quantum fluctuations that mainly drive the dynamics in the frozen atom limit.
To quantify the validity of the different methods, in panel (g) we plot the difference in
the m = 0 population, compared to the exact solution, at a fixed time versus lattice depth.
It explicitly shows that while the Gutzwiller gives a better description at low lattice depths,
the perturbative formula describes well the short-time dynamics in the Mott regime.
12.3.1 Generalised Discrete Truncated Wigner Approximation
The failure of the Gutzwiller model in the deep lattice limit sparked a collaboration with Dr.
Zhu, who has developed an alternative GDTWA model. This model uses the knowledge that
the onsite interactions do not change the total spin and therefore in the deep lattice limit
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Figure 12.11: Comparison of predictions for the N0 population dynamics in the double-well
system, using the exact model, Gutzwiller model and short-time perturbative expansions
at second-order. (a) Doublon fraction of the two-particle initial state and (b)-(f) N0 as a
function of time for five different lattice depths. The simulation’s parameters are equal to the
experimental parameters, with the tunnelling and nearest neighbour DDIs doubled to account
for the reduced number of nearest neighbour interactions in the two-site system and q/h = 2
Hz. Second-order results are given for p1 = 1 only, as the inset in (b), which includes the
effect of doublons, demonstrates that they give rise to rapid short-time dynamics captured
in the exact solution, but limit the applicability of the perturbative result to short times. (g)
Difference between the exact population and the Gutzwiller and second-order populations at
4 ms, as a function of lattice depth.
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(when tunnelling is not important) manifold population is preserved. This allows an effective

































The quantum noise of the initial state is sampled from the Wigner distribution for the
initial state and then each of these samples is evolved according to the classical equation of
motion for a spin in an effective magnetic field. Averaging over these trajectories provides
the symmetrically ordered (or Weyl-ordered) average of quantum expectations, and explicitly
includes the leading order effect of quantum fluctuations on the dynamics [72].
This model has a fixed number of atoms per site, either a single spin-3 atom or a pair
of atoms treated as a single spin-6 atom, meaning the model is not valid in the low lattice
depth regime where tunnelling is significant. However by sampling the initial quantum noise
the quantum fluctuations between atoms at neighbouring sites is captured, and thus Zhu’s
model produces good agreement in the V0 > 8Er limit, as shown in Fig. 12.12, with fitted
q within the experimental range (see Fig. 12.4). With both the Gutzwiller and GDTWA
models we are able to cover the full range of lattice depths, and model both the shallow and
deep lattice experiments, respectively
12.3.2 Spin Length
To further characterise this transition we consider the total spin length of the system, as given
in Eq.(11.21). In Fig. 12.13 we find similar results for the Gutzwiller model and short-time
expansion where we have summed Eq.(11.23) over all pairs of atoms to approximate the full
3D system. This agreement occurs because the total spin length is dominated by the rotation
at each site due to the magnetic field (see the second term in Eq.(11.23)) which is captured
well by both the Gutzwiller and second-order model.
When V0 ≤ 6Er, the exact two-site model shows spin protection, as discussed in Section
11.2.3, while the Gutzwiller model for the full system shows that oscillations occur. Below
each plot of the spin length in Fig. 12.13 we plot the mean position of the m = 3 substates.
This shows that the oscillations are produced by the transport of the atoms, with the minima
of the oscillations occurring when the m = 3 substate is maximally separated from the centre
of the trap. This is consistent with our understanding of the spin operators. The
∑
i〈Siz〉 term
in Eq.(11.21) always adds to zero due to our initial state, as the z component of magnetisation
is conserved. Therefore the spin length is given by the x and y terms. As the 〈Sx〉 and 〈Sy〉
terms are a linear combination of 〈â†mâm±1〉 they require a local superposition of m and m+1
substates in order to be non-zero. This means when the spin states are well separated 〈Six,y〉 is
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Figure 12.12: Comparison of Gutzwiller simulations (V0 < 8Er) and GDTWA simulations
(V0 > 8Er) to experimental populations (markers). In the transition region (V0 = 8Er) the
GDTWA simulation is shown in colour and the Gutzwiller simulation in grey.
160
Figure 12.13: (a) Total spin length vs. time, as defined by Eq.(11.21). The full Gutzwiller
experimental simulation is indicated in blue. The green dashed line gives the short-time
second-order expansion, found by summing Eq.(11.23) over all pairs of atoms and the two-
site exact solution is shown in red. (b) Corresponding spatial distribution of the m = 3
substate, with white line indicating the centre of mass.
161
reduced, as seen in Fig. 12.13. On the other hand, in the Mott regime (V0 ≥ 8Er) transport is
suppressed and interactions and magnetic field gradient cooperate, leading to a fast decay of
the spin length. The relatively sharp transition between oscillatory to overdamped behavior
across the SF to MI transition may be overestimated in the Gutzwiller approximation but
might survive in the full quantum system. Experimental measurements of the spin length
will be needed to test if this is the case.
12.4 Conclusion
In this chapter we have presented a model that makes the 3D experimental system com-
putationally tractable: We use the Gutzwiller ansatz and an array of identical coupled 1D
pencils to simulate the full system dynamics. We have calculated the experimental para-
meters for the system where possible, have taken experimentally determined parameters and
have used the total number of atoms and the quadratic Zeeman as fitting parameters. Our
resulting simulations show qualitative agreement between the Gutzwiller theory model and
experimental results, particularly at lattice depths below 8Er, with the key features being
reproduced by our model. We have identified multiple possible sources of error that mean
quantitative agreement is not achieved. For example there is significant loss in the experi-
ment, but we need more information on the nature of the loss in order to capture its effect
on the system.
We also looked closely at each parameters contribution to the system dynamics, and
showed that the contact interactions are important in the shallow lattice regime (though U2
and U3 can be neglected) and DDIs are important in the deep lattice regime. We showed that
the transport of the substates across the lattice is significant and appears to play a role in the
total population dynamics. This occurs due to the interplay of the magnetic gradient and
the density contact interaction. From our theoretical model we have calculated the total spin
length, a parameter which is not measured in the current experiments, but could be accessed
in future studies. We show that the spin length can be understood from the two-site solution,
which shows spin protection in the shallow lattice and decay in the deep lattice case, and
the atom transport, which gives the oscillations seen at low lattice depths. Finally we see
a clear transition occurs around V0 = 8Er indicated through multiple observables, below
which the Gutzwiller model is valid and above which an unphysically large q is required to
produce qualitative agreement between the Gutzwiller and experimental results. However a
second GDTWA model implemented by our collaborator is valid in this deep lattice regime.
Though not described here (see [23] for details), this model allows us to furnish a complete




The ability to describe the out-of-equilibrium dynamics of quantum many-body systems is
central to understanding the dynamics of entanglement, quantum correlations, and thermaliz-
ation or its absence as a result of interactions. Quantum simulators of complex Hamiltonians
featuring the interplay of interactions and single particle effects are an essential tool in de-
veloping accurate descriptions of these dynamics. In Part II of this thesis we have presented
extensive theoretical investigation of the dynamics of spin-3 chromium atoms in a 3D optical
lattice, with the aim to reproduce experimental results and gain insight into the effects of
the complex spinor interactions. The microscopic Bose-Hubbard Hamiltonian governing the
dynamics of the system features single particle motion, as well as contact, and long-range
dipolar interactions. Hence any exact modelling of the experimental dynamics exceeds the
capabilities of classical computation. Therefore we primarily use the Gutzwiller ansatz, but
also provide comparisons in a two-site system to the exact and super exchange models, as
well as the short-time expansion.
By exploring the effect of each interaction we are able to show that at low lattice depths
the effect of the DDIs is minor with the spin population dynamics dominated by the U2
term. Conversely, at large depths the nearest neighbour DDI interactions are essential for
dynamics, as the small tunnelling prohibits onsite interactions in a system of singlons. We see
the dynamics grow with the number of lattice sites, which is consistent with our conclusion
that transport plays a significant role in the both the population and total spin dynamics at
low lattice depths. We provide a physical picture for this transport of the atoms across the
lattice through the interplay of the gradient and the U0 contact interaction.
We explore the validity of the Gutzwiller model, both by comparing the exact and super
exchange model in a two-site system and by considering the fitted quadratic Zeeman choice
in the larger experimental system. This indicates a superfluid to Mott insulator transition
around V0 = 8Er, below which a significant portion of the sites are doubly-occupied and the
Gutzwiller model is valid. In the full simulation we observed qualitative agreement between
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the experimental results and the Gutzwiller model below the transition. We link the lack
of quantitative results to the many unknowns of the problem, in particular the atom losses,
which are significant and are currently poorly characterised. For example we do not know
what is the dominant loss process, or how this depends on the lattice depth and atom spin
states1. Above the transition the quadratic Zeeman value must be significantly enhanced in
order to compensate for the quantum fluctuations, so that the Gutzwiller model produces
dynamics on the scale of the experiment. In this regime the GDTWA model implemented by
our collaborator is valid, and reproduces the dynamics well. In the experimental population
dynamics this transition is barely visible, and we suggest the spin length, which could be
readily measured experimentally, as a more pronounced signature of the transition. We
propose future experimental work measures the spin length, as well as the spin component
distributions to reveal transport, which we found to be significant in our theoretical model.
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In this Glossary we provide a summary of some important parameters for the reader’s con-
venience. These are split into the two parts corresponding to Part I and Part II of the
thesis.
Part I
The notation definitions we have made are given in Table 13.1 and a list of acronyms used
in Part I of this thesis is given in Table 13.2. Here we also summarise some of the relevant
definitions for the dipole operators and upper and lower state population operators. The
dipole operator d for atom i is defined in terms of the tensor operators, with






(−1)∆j T 1q (lu)(i) + T 1q (ul)(i)
)
ê∗q. (13.1)
In Section 4.1 the tensor operators are changed to the slowly varying values
T̃ kq (lu)
(i) ≡ e−iωLtT kq (lu)(i), T̃ kq (ul)(i) ≡ eiωLtT kq (ul)(i), (13.2)
and the tilde is dropped from the subsequent chapters. In Section 4.2, with the substitution
of jl = 0 and ju = 1, we define
d
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(i) = |juq1〉(i)(i)〈juq2|, (13.6)









γ Einstein A coefficient
λL Wavelength of the laser
ΩL Rabi frequency of the laser
N Number of atoms
ωL Angular frequency of the laser
ω0 Bare resonance frequency of atom
δω0 Correction to ωA due to radiative damping
ωA Resonant frequency of the atomic transition
∆ Detuning, ∆ ≡ ωL − ωA
∆d Shifted resonance due to the dipole-dipole coupling
Ri Distance to atom i
Rij Separation of atoms i and j.
g(r) Interaction term
G(r) ≡ g00(r)
Rnf Interatomic separation where the near field terms dominate
dlu, dul Reduced dipole matrix elements
d Dipole operator
jl (ju) Lower (upper) state angular momentum
∆j ≡ ju − jl
Ifwd Intensity of the scattered field in the forward direction
Iucfwd Ifwd in an uncoupled system
P0 ≡ 3γ~ωL/8π
I Intensity scaled by r2/P0
V Visibility
φ Phase of the dipole-dipole correlation




RWA Rotating wave approximation
Table 13.2: Acronym definitions made in Part I
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Part II
The notation definitions made in Part II of this thesis are given in Table 13.3, and a list of
acronyms is given in Table 13.4.
Symbol Definition
V0 Lattice depth
Er Recoil Energy of the lattice
uα Lattice vectors in the α dimension
αα Lattice trapping frequency in the α dimension (within a scaling factor)
w(r− ri) Wannier state for atom positioned at ri
Un Onsite contact interactions
Udd(R) DDI strength for atoms at sites separated by R
U0dd (U1dd) Abbreviation for Udd(0) (Udd(u))
cdd ≡ µ0(gµB)2/4π
Jα Tunnelling in the α dimension
q Quadratic Zeeman
ftrap,Z Harmonic trap frequency in Z direction
γb Magnetic field gradient
S Atom spin
Nmax Maximum number of atoms per site
Nm Total number of atoms in the m substate
Ntot Total number of atoms
ns Number of lattice sites
Dcut Extent of DDI
Si Local spin length
Stot Global spin length
M Atom mass
p1 (p2) Probability of atom being in a singlon (doublon) state







eBHM Extended Bose-Hubbard model
GDTWA Generalised discrete truncated Wigner approximation




In this appendix we provide some details of the integration of the formal expression Eq.
(3.27) (and its Hermitian conjugate) for the scattered field.
A.1 The Markov Approximation
The time kernel in Eq.(3.27) involves an integral over k-space, and we begin by analysing the









dΩk, we first carry out the integration over the directions of k.
For convenience, we will expand the mode polarisation vectors ε (k, λ) on a set of spherical














which leads to Eq.(3.29) For the reader’s convenience we reproduce that equation here







dsG(Rj, s)dj(t− s), (A.2)

























The angular integration is conveniently carried out in a frame O′ (with Cartesian basis vectors









is perpendicular to the plane. In the O′ frame the polarisation





























































= δµν − κ′µκ′ν (A.7)

















ik·R (δµν − κ′µκ′ν) . (A.8)
Noting that in the O′ reference frame k·R = kR cos θ′ and κ′x′ = sin θ′ cosφ′, κ′y′ = sin θ′ sinφ′














(sin(kR)− kR cos(kR)) + δµz′
(




The factor δµν in Eq.(A.10) simplifies the sum
∑
















































A.1.2 Temporal Behaviour of k Integral
The k integral in Eq.(A.3) gives rise to a very narrow function of time, centred about s = R/c






























where we have defined the quantities
F (kR) ≡ kR cos(kR)− sin(kR) (A.15)
G (kR) ≡ (kR)2 sin(kR). (A.16)
If the limits of the k integrals are extended to ±∞, the integrals become Fourier transforms,
and it is easy to see that the integral of F (kR) will produce terms proportional to δ (sc±R)
and δ′ (sc±R) while the G (kR) integral will give terms proportional to δ′′ (sc±R). Since
the time interval in Eq.(A.2) allows only s > 0, we can neglect the singular terms with
argument (sc+R), and the remaining delta functions and their derivatives represent very
narrow functions about s = R/c.
It is instructive also to perform the k integrals with the kM limits, which removes the




dke−ikcsF (kR) gives rise to a pure imaginary function of s that oscillates in
time with an approximate period 2π/kMc, within an envelope that has a maximum of order
k2MRc occurring near s = R/c. The function is approximately odd about s = R/c, (in




dke−ikcsG (kR) similarly gives rise to a function of s that oscillates in time with
an approximate period 2π/kMc, within an envelope that has a maximum of order k3MR2c
occurring near s = R/c. The function is approximately even about s = R/c, in the range
[0, 2R/c] and the width of the envelope is of order of the period 2π/kMc. Thus the integrals
of both F and G give very narrow functions in s.
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A.2 Evaluation of the Scattered Field
As discussed in Section 3.4, introducing the slowly-varying dipole operators defined in Eq.(3.32,3.33)
leads to
































fact that Gαβ(R,k) is even in the magnitude k. Extending the upper limit of the time integral
in Eq.(A.18) to ∞, which is allowed due to the functions narrow character in s, and using a











ωL + kc+ iη
− 1












ω2L − η2 + 2iωLη
(ωL − ck + iη)(ωL + ck + iη)
]
Gαβ(R,k). (A.19)
We will now evaluate the integral over k-space in g(R) both for the field away from the atom
(R 6= 0) and for the field at the atom (R = 0).
A.2.1 Scattered Field a Distance from the Atom




































































For the second term in the square brackets, which we will denote I2,
I2 ≡ −2 lim
η→0
(






(ωL − ck + iη)(ωL + ck + iη)
Gαβ(R,k), (A.23)
we use Eq.(A.13) for Gαβ(R,k), where we have already performed the angular integral. Since
Gαβ(R,k) is even in k, we can extend the integral in Eq.(A.23) to
∫ kM
−kM
dk while replacing in
































Avoiding the singularity at R = 0 allows us to set kM = ∞, and use the convenience of















































































where we have dropped the δ(R) term in Eq.(3.40) as we have defined R 6= 0.
A.2.2 Scattered Field at the Site of an Atom





where we have used ∫


















ωL + ck + iη
− 1




































as given in Section 3.4.2.2.
A.2.3 Separating the Creation and Annihilation Operators
In Appendix B.2 we will find it necessary to split Escatt (r, t) into Escatt (r, t) = E
(a)
scatt (r, t) +
E
(c)
scatt (r, t) where E
(a)
scatt (r, t) is given in Eq.(3.27). This corresponds to the positive and
negative part of the integral over k in Eq.(A.3)
E
(a,c)






















Now considering the definition of Gαβ(R, s) in Eq.(A.14) we see that by splitting into the
creation and annihilation parts, we no longer have the Fourier transform, but the integral



























where ∗ indicates the convolution and u(k) is the step function
u(k) =
1 k ≥ 00 k < 0 . (A.34)
As the Fourier transforms of both F (kR) and G (kR) are sharply peaked around s = R/c,
and F(u(k)) = 1
isc
+ πδ(sc) is also sharply peaked, the convolution will also be sharply


















































For R = 0 however we will find evaluating the integrals to be necessary. With Eq.(A.26),
g
(a,c)
αβ (0) = δαβg
(a,c)












































































































0 . As g
(c)









In this Appendix we will expand and simplify the Heisenberg equations of motion for the
atomic tensor operators. First, in Section B.1 we outline some useful definitions for the tensor
operators. Then in Section B.2 we show the steps taken to get from Equations (4.2)-(4.5) to
arrive at Equations (4.10)-(4.13).
B.1 Irreducible Tensor Operators
Irreducible tensor operators are defined by their transformation properties under rotation,
and extensive discussions of their properties are provided in the classic references [21, 8], and
some useful expressions are also provided by Blum [7]. The symmetry properties of these
operators, particularly in matrix elements of angular momentum states, has made them
convenient in a number of atomic physics contexts. An explicit form for an irreducible tensor
operator for the internal states of the ith atom is given in Eq.(3.15), which for the reader’s















In this section we provide some expressions and equations for these operators that are useful in
the derivation of the evolution equations for the atomic operators, where various commutators
of the operators must be evaluated. We will assume throughout that the multipole index k
and ja − jb are integers. We note that tensor operators for different atoms always commute,
as they operate in different atomic subspaces, hence we need only calculate commutators for
operators that act on the same atom.























where the quantity in braces is a 6j symbol. The interaction of the atoms with the trans-
verse radiation field is mediated by the optical dipole operators, which can be expanded in
irreducible tensors as shown in Eq.(3.18). Thus four distinct tensor products initially arise






















































where a and b represent either of the labels u and l (but a 6= b), and following Ducloy we
have defined the symbol
Gk
′k
q′q (ab, p) = (−1)ja+jb+q
′√









From this some useful commutators can be defined,
[TKq1 (cc)

































where, again, a 6= b.
The 3j and 6j symbols that appear in the products of tensor operators have some useful
186
identities (see [21]) which allow us to dramatically simplify the sums of products of three
tensor operators as they appear in our equations of motion. For a 6= b we have
∑
q2





























































B.2 Equations of Motion


































(EL(ri, t) + E⊥(ri))−q′ , (B.16)
which gives the equations of motion Eq.(4.2)-Eq.(4.5). In this section we now expand and
simplify these equations making a number of approximations. First we take the electric field




































where Rij = ri − rj.
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B.2.1 Normal Ordering of Free Field






If we write our equations with normal ordering, we will find that we drop all instances of
the noise term when we take the expectation value, as E(a)n (t)|vac〉 = 0 and 〈vac|E(c)n (t) = 0.







As the atomic tensor operators commute with the total field, we then find
[T kq (ab)
(i),E(c)n (t, ri)] =− [T kq (ab)(i),E
(c)
scatt(t, ri)]. (B.20)
With Eq.(A.35) this gives
[T kq (ab)






















This result is products of three tensor operators, for example in Eq.(4.2) we wish to normally
order









(i)] + [T kq (lu)
(i)T 1q′(ul)
(i) − T 1q′(lu)(i)T kq (lu)(i), (E(c)n (ri))−q′ ]






+ T kq (lu)
(i)[T 1q′(ul)
(i), (E(c)n (ri))−q′ ] + [T
k
q (lu)




− T 1q′(ul)(i)[T kq (lu)(i), (E(c)n (ri))−q′ ]− [T 1q′(ul)(i), (E(c)n (ri))−q′ ]T kq (lu)(i)














































































































































where we have dropped the δ(jujlk) term that arises, and we will know to restrict k to the
























































































































































































































B.2.2 Rotating Wave Approximation
By comparing the definition of the slowly varying dipole operators given in Eqs.(3.32,3.33) to
Eq.(3.13) and Eq.(3.14) we see we must also be able to define slowly-varying tensor operators
T kq (lu)
(i) = eiωLtT̃ kq (lu)
(i), T kq (ul)
(i) = e−iωLtT̃ kq (ul)
(i), (B.27)
which have the equations of motion
d
dt

















(i) − iωLT̃ kq (ul)(i). (B.29)
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Substituting this, and Eq. (3.9), into our equations of motion gives some terms that oscillate
with twice the frequency of the laser. As T̃ kq (lu)(i) is slowly varying, the rotating wave
approximation allows us to say that these terms rotate too quickly to have an effect, and


























































































































































































































































































































We now wish to simplify the g(a,c)0 terms appearing in Eqs.(B.30-B.33). With Eq.(A.39) and








































































∆ = ωL − ωA, (B.37)





























In this appendix we will show that our equations are formally equivalent to the Dicke equa-
tions by transforming into the Dicke basis. With the Dicke states given in Eq.(2.9) we have
16 operators D̂αβ = |α〉〈β| with expectation values Dαβ = 〈D̂αβ〉. Note that from the norm-
alisation this is reduced to 15 equations, with Dgg = 1−D++ +D−−−Dee. The relationship
between the Dicke State quantities and our atomic operators is given in Algorithm C.1 where
we transform the equation of motion given in Algorithm 5.1 into the Dicke basis. In the
undriven case (Ω+L = Ω
−
L = 0), this set of equations is equivalent to the equations derived





= 2ΩL, and the 15 equations can be decoupled into two separate sets of
equations, as shown in Algorithm C.3 [25, 24]. The set of six equations (which includes all
Dαβ where α or β = −) is not driven by the laser. Interestingly D−− is grouped with the set
of nine equations, not the six equations that relate to all other correlations with |−〉. From
the diagonal terms in Algorithm C.2 we see the ∆eff ≡ ∆ ± Gr(R) and γeff ≡ γ ± Gi(R)
shifts associated with the |±〉 states respectively, as introduced in Section 2.4. This correctly
identifies the shifted resonance peak in Fig. 5.3(e), and the small on-resonance peak due to
coupling to the |e〉 state,.
Cohen-Tannoudji et al. [12] show that for an undriven system with the initial state
|ψ〉 = |l〉(1)|u〉(2) = 1√
2
(|−〉+ |+〉), the probability of finding one of the atoms excited after a
long time is 1
2
. In the undriven system Algorithm C.3 only gives four non-zero correlations.













· −1 + 3i
2(kLR)3
· ·





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(a) Time evolution for a driven and undriven sys-
tem, with R = λL/500. For the driven system
ΩL = γ, ∆ = 0 and the atoms are in the perpen-
dicular orientation. Grey horizontal line indicates
when the excited population is 1/2.
(b) Decay time with interatomic spacing for the un-
driven system.
Figure C.1: Time evolution of the probability of measuring one atom in the excited state
with initial state |ψ〉 = 1√
2
(|−〉+ |+〉).
D++ decays at four times the single atom rate, and D−− decays very slowly. This means
that for γ  t  γ(kLR)−2 the system is in the state |ψ(t)〉 = 1√2 (|−〉+ |g〉), giving
D−− ≈ D−−(t = 0) = 12 as shown by Cohen-Tannoudji. However if evolved for t γ(kLR)
−2
D−− will eventually also decay and the |ψ(t)〉 = |g〉 steady state is reached. Our time
dependent numerical calculations agree with this analytic result, both in the driven and
undriven systems, as shown in Fig. C.1(a). In Fig. C.1(b) we show numerical agreement for
the R2 decay rate calculated in Eq.(C.2) for the anti-symmetric state in the limit of small R.
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