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ABSTRACT
We use cosmological hydrodynamic zoom-in simulations to study early structure for-
mation in two dark matter (DM) cosmologies, the standard CDM model, and a thermal
warm DM (WDM) model with a particle mass of mχc
2 = 3 keV. We focus on DM
haloes with virial masses M ∼ 1010 M. We find that the first star formation activity
is delayed by ∼ 200 Myr in the WDM model, with similar delays for metal enrichment
and the formation of the second generation of stars. However, the differences between
the two models in globally-averaged properties, such as star formation rate density and
mean metallicity, decrease towards lower redshifts (z . 10). Metal enrichment in the
WDM cosmology is restricted to dense environments, while low-density gas can also be
significantly enriched in the CDM case. The free-free contribution from early structure
formation at redshifts z > 6 to the cosmic radio background (CRB) is 3+13−1.5% (8
+33
−3.5%)
of the total signal inferred from radio experiments such as ARCADE 2, in the WDM
(CDM) model. The direct detection of the H2 emission from early structure formation
(z & 7.2), originating from the low-mass haloes explored here, will be challenging even
with the next generation of far-infrared space telescopes, unless the signal is magnified
by at least a factor of 10 via gravitational lensing or shocks. However, more massive
haloes with M & 1012 M may be observable for z & 10, even without magnification,
provided that our extrapolation from the scale of our simulated haloes is valid.
Key words: cosmology: observations – radio continuum: general – cosmology: theory
– dark matter
1 INTRODUCTION
In the standard cold dark matter (CDM) model, based
on weakly interacting massive particles (e.g. Jedamzik &
Pospelov 2009), the first stars are predicted to form at red-
shifts z ∼ 20 − 30 (100 − 200 Myr after the Big Bang) in
minihaloes with masses M ∼ 106 M, and the first galaxies
at redshifts z ∼ 10− 15 (cosmic times of 300− 500 Myr) in
atomic cooling haloes of masses M & 108 M (for reviews,
see Bromm et al. 2009; Bromm & Yoshida 2011; Dayal &
Ferrara 2018). The first stars and galaxies provide powerful
diagnostics for early structure formation, through their radi-
ation fields and metal enrichment, as well as their impact on
the thermal history of the intergalactic medium (IGM). Al-
though the direct observation of the first stars and galaxies
is still challenging in the upcoming era of the James Webb
Space Telescope (JWST), we can infer their properties from
their chemical, thermal and radiative footprints, such as
the abundance patterns of low-mass, metal-poor stars (e.g.
Karlsson et al. 2013; Ji et al. 2015), and the absorption and
emission of 21-cm radiation in the early IGM (reviewed in
Barkana 2016).
? E-mail: boyuan@utexas.edu
Recently, the Experiment to Detect the Global Epoch
of Reionization Signature (EDGES) measured an absorption
feature at 78 MHz, which is attributed to the 21-cm absorp-
tion signal from primordial neutral hydrogen, illuminated
by the Lyman-α (Lyα) photons from first star formation
(Bowman et al. 2018a). Whether this is a true detection
of the 21-cm absorption signal from the early Universe is
still uncertain with concerns regarding the foreground model
(Hills et al. 2018; Bowman et al. 2018b). If this signal is
real, with its large absorption depth and flat profile, it can-
not be explained in the framework of the standard CDM
model (Witte et al. 2018). Recalling the failure of the CDM
model in predicting observed features in small-scale struc-
tures, such as the missing satellite, cusp-core, and too-big-
to-fail problems (e.g. Strigari et al. 2007; Spekkens et al.
2005; Boylan-Kolchin et al. 2011), we should seriously ex-
plore alternative dark matter (DM) models, including self-
interacting DM (e.g. Carlson et al. 1992; Rocha et al. 2013),
fuzzy DM (e.g. Hu et al. 2000; Woo & Chiueh 2009), and
warm DM (WDM, e.g. Gelmini et al. 2010; Maccio` et al.
2012). Indeed, Barkana (2018) has argued that the stronger
EDGES absorption signal implies a cooler IGM at redshift
z ∼ 17 than current theoretical predictions, which could
be achieved by non-gravitational scattering between baryons
c© 2019 The Authors
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and DM particles, e.g. with millicharged atomic DM (Cline
et al. 2012). An alternative interpretation posits a possible
early radio background, in addition to the cosmic microwave
background (CMB) (Feng & Holder 2018).
This unique absorption feature can also place con-
straints on the global properties of the first stars and galax-
ies, such as the UV luminosity function (UVLF), UV lu-
minosity density, average star formation efficiency, and star
formation rate density (SFRD). For instance, Mirocha &
Furlanetto (2019) found that the EDGES detection implies a
constant star formation efficiency for DM haloes with masses
M . 1010 M, resulting in a steepening of the UVLF at
high redshifts. Based on the required Lyα photon field that
couples the spin and gas temperatures, Madau (2018) in-
ferred that the high-redshift UV luminosity density is con-
sistent with an extrapolation of UV measurements at lower
redshifts. The timing of the EDGES signal can also place
constraints on the mass of WDM particles (Sitwell et al.
2014; Safarzadeh et al. 2018; Schneider 2018). These studies
represent efforts to bridge observation and theory of early
structure formation within idealized semi-analytical models.
Although valuable insights can be obtained in this way, the
inferred models are largely phenomenological, and need fur-
ther validation from fundamental ab initio physics, which
can be implemented in state-of-the-art cosmological hydro-
dynamic simulations. For example, Jaacks et al. (2018a) sim-
ulated early structure formation in CDM cosmology with
legacy star formation and feedback prescriptions for Popu-
lation III (Pop III) and Population II (Pop II) stars, deriv-
ing an SFRD evolution consistent with that in Mirocha &
Furlanetto (2019).
It is also interesting to study how early structure for-
mation contributes to other observables, such as the cos-
mic radio background (CRB) and H2 emission in mid- and
far-infrared (IR) bands, especially for different DM models.
For the former, the ARCADE 2 experiment has measured
the absolute temperature of the sky at frequencies 3, 8, 10,
30, and 90 GHz, using an open-aperture cryogenic instru-
ment at balloon altitudes. This mission discovered an ex-
cess of 54 ± 6 mK at 3.3 GHz, in addition to the CMB
(Fixsen et al. 2011), which is confirmed by more recent
measurements with the Long Wavelength Array (Dowell &
Taylor 2018). The observed CRB brightness temperature,
above the CMB baseline contribution, can be modeled as
Texcess [mK] = (24100 ± 2100)(νobs/310 MHz)−2.599±0.036
(Fixsen et al. 2011). The signal is dominated by synchrotron
emission, but there could exist a non-negligible free-free
component (Kogut et al. 2011). Besides, the average bright-
ness (zeroth-moment) of the CRB cannot be explained by
CMB spectral distortions or known radio sources (Seiffert
et al. 2011; Singal et al. 2010), and the unusual smoothness
of the CRB further indicates that it is unlikely to come from
sources at z . 5 (Holder 2013). Therefore, currently unde-
tectable high-redshift sources may contribute most of the
unresolved CRB.
The H2 emission from Pop III star formation was cal-
culated with 1-D models by Mizusawa et al. (2004, 2005).
Their predicted signal is unlikely to be observable even with
the next generation of infrared space telescopes, such as the
SPace Infrared telescope for Cosmology and Astrophysics
(SPICA)1 and the Origins Space Telescope (OST)2, as de-
tection would require an extremely high Pop III star for-
mation rate (SFR) of ∼ 103 − 104 M yr−1. However, it is
only via 3-D simulations within a realistic cosmological con-
text that one can obtain more robust predictions for the H2
emission from both Pop III and Pop II stars during early
structure formation. In light of this, we carry out cosmo-
logical hydrodynamic zoom-in simulations with the gizmo
code to study the radiation signature of high-redshift DM
haloes with virial masses M ∼ 1010 M. Considering stan-
dard CDM and a (thermal) WDM model with a particle
mass of mχc
2 = 3 keV, we here specifically focus on the
free-free and H2 emissions.
The paper is structured as follows. In Section 2 we
describe the numerical methods and tools used in simula-
tions and post-processing. In Section 3, we assess the differ-
ence between the CDM and WDM models, in terms of the
physical processes during early structure formation, such as
ionization and heating/cooling, star formation, feedback ef-
fects, as well as metal enrichment. In Section 4, we derive
the global radiation signature of the simulated DM haloes,
specifically their free-free and H2 emissions. Finally, Sec-
tion 5 contains a summary of our findings and a discussion
of the overall implications.
2 NUMERICAL METHODS
We use the gizmo code (Hopkins 2015) for our simulations,
which adopts a Lagrangian meshless finite-mass (MFM)
method to solve hydrodynamics equations, addressing many
numerical problems encountered in previous methods, e.g.
smoothed particle hydrodynamics (SPH) and adaptive mesh
refinement (AMR). We start with the version of Jaacks et al.
(2018b), which includes the primordial chemistry and cool-
ing model from Johnson & Bromm (2006). This model iden-
tifies H2 and HD as the main molecular coolants in pri-
mordial gas in the low temperature regime (T . 103 K),
while another molecular coolant, LiH, has long been sus-
pected to play an important role as well (e.g. Bovino et al.
2011; Galli & Palla 2013), due to its high cooling effi-
ciency per molecule. We have verified that the effect of LiH
on the cooling of primordial gas is negligible because the
abundance of LiH remains extremely low throughout, i.e.
[LiH/H] ∼ 10−19 − 10−15 (Liu & Bromm 2018). Therefore,
we do not further enlarge the chemical network and coolant
set of Jaacks et al. (2018b).
For the initial conditions and zoom-in procedure, we
employ the music code (Hahn & Abel 2011) to generate ini-
tial conditions for the CDM and WDM simulations, for the
latter assuming a particle mass of mχc
2 = 3 keV (labeled
‘CDM’ and ‘WDM 3 keV’, respectively). We use the param-
eterization of the WDM power spectrum by Bode et al.
(2001) for thermal-relic WDM. We perform post process-
ing with the yt (Turk et al. 2010) and caesar3 software
packages to identify DM haloes. In a second step, we trace
the simulation particles in the pre-selected refinement zones
back to their initial distributions, defining the Lagrangian
1 http://www.ir.isas.jaxa.jp/SPICA/SPICA_HP/
2 https://asd.gsfc.nasa.gov/firs/
3 http://caesar.readthedocs.io/en/latest/index.html
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Table 1. Simulation parameters used in this paper. In the first part (a), the co-moving size of a simulation box is shown in the form
lx × ly × lz , where lk is the length in a given dimension (k = x, y, z); Np is the number of gas and dark matter particles, which is not
determined in advance for zoom-in simulations (thus labeled as ‘-’); mDM and mgas are the DM and gas (simulation) particle masses;
grv is the co-moving gravitational softening length. Part (b) shows the initial abundances (with respect to the reference nuclei) for select
species, at the initial redshift zi = 99, from Galli & Palla (2013).
(a) Run Box size [h−1Mpc] Np (DM, gas) mDM [M] mgas [M] grv [h−1kpc] SF scheme
Fiducial 4× 4× 4 2× 1283 3.3× 106 6.0× 105 1.25 -
Z Nsfdbk 1.5× 1.4× 1.6 - 5.22× 104 9.34× 103 0.2 SINK
Z sfdbk 1.5× 1.4× 1.6 - 5.22× 104 9.34× 103 0.2 P3L+P2L
(b) [Species/reference] [H+/H] [H−/H] [H2/H] [H+2 /H] [D/H] [HD/H]
Abundance 2.8× 10−4 1× 10−13 5× 10−8 2× 10−15 4.3× 10−5 1× 10−11
regions as the smallest Cartesian boxes that enclose all se-
lected particles. We also use music to generate the refined
initial conditions for our zoom-in simulations, in which the
spatial (mass) resolution in the Lagrangian regions of inter-
est is enhanced by a factor of 22 (82).
The low-resolution fiducial simulation operates in a box
of co-moving size 4 h−1Mpc, containing 1283 particles in
both gas and DM, and employing Planck cosmological pa-
rameters (Planck Collaboration et al. 2016): Ωm = 0.315,
Ωb = 0.048, σ8 = 0.829, ns = 0.966, and h = 0.6774. Both
the fiducial and zoom-in simulations start from the same ini-
tial redshift zi = 99, at which the primordial chemical net-
work is initialized according to the values in Galli & Palla
(2013). In Table 1, we provide a summary of the simula-
tion parameters. We run two sets of zoom-in simulations,
Z Nsfdbk and Z sfdbk, employing different prescriptions for
star formation (SF), resulting in correspondingly modified
emission physics, as described below.
In Z Nsfdbk, the SF process is modeled with sink parti-
cles, which only interact gravitationally and do NOT gener-
ate any stellar feedback. Therefore, only the collisional ion-
ization and heating of primordial gas by structure formation
shocks are captured. The main purpose of using sink par-
ticles is to avoid simulating high-density regions, which is
computationally expensive. When a gas particle has a local
hydrogen number density above nth = 100 cm
−3, all gas par-
ticles within the accretion radius racc = 0.029 kpc will form
a sink particle, if the condition ∇ · v < 0 is also satisfied.
Subsequently, gas particles within racc around any sink will
be accreted onto it. If a gas particle is close to more than
one sink, it will be accreted by the one to which it is most
tightly bound. At each timestep, only the densest gas parti-
cle that meets the above requirements will be allowed to seed
a new sink. Here the accretion radius is chosen to include
the resolved mass, mres = Nngbmgas ≈ 3 × 105 M, at the
threshold number density of n = nth, with Nngb = 32 being
the number of nearest neighbours used for the hydrodynam-
ical update. The choice of nth = 100 cm
−3 is consistent with
the star formation criteria in Jaacks et al. (2018b), to en-
sure that the gas has reached a density such that cooling via
molecular processes is efficient.
Throughout our simulations, the initial masses of sink
particles are mostly above mres ≈ 3×105 M, and accretion
events are quite rare. This implies that our sink creation
scheme is very aggressive, such that most of the dense gas
around newly-engendered sink particles is removed from the
gas phase, and subsequent accretion will be unimportant.
We can regard each sink particle as representing a single
stellar population together with its associated interstellar
medium (ISM), but the total mass of star forming gas may
thus be overestimated. Note that this is a highly simplified
model of star formation, aimed at testing our algorithms at
intermediate densities, where computational cost is not yet
prohibitive.
The second scheme, Z sfdbk, provides improved phys-
ical realism, based on the legacy models for Pop III and
Pop II star formation and feedback (P3L and P2L), devel-
oped previously (Jaacks et al. 2018a; Jaacks et al. 2018b).
Within this model, a gas particle is turned into a stellar
particle when a threshold density of nth = 100 cm
−3 is
reached, while the temperature remains at T < 103 K. The
particle will be assigned a Pop III or Pop II stellar popula-
tion according to its metallicity Z. Specifically, Pop II stars
are formed when the metallicity exceeds a critical value,
Z > Zcrit = 10
−4 Z (Safranek-Shrader et al. 2010; Schnei-
der et al. 2011). Each stellar population is modeled with
individual star formation efficiencies, PopIII = 0.05 and
PopII = 0.1, as well as separate choices for the initial mass
function (IMF). The corresponding thermal, chemical and
radiative feedback is ‘painted’ onto nearby gas particles, and
the SF activity is reflected in global radiation fields.
Locally, photo-ionization heating from Pop III (Pop II)
stars is applied on-the-fly to the gas particles within the ion-
ization front with Rion = 2 (0.24) kpc around each newly-
formed stellar particle for 3 (10) Myr. Whenever a stel-
lar population comes to the end of its lifetime, instanta-
neous thermal energy injection is applied to each gas particle
within Rion, and the metals produced by supernovae (SNe)
are equally distributed to the gas particles within the termi-
nal radius rfinal of shell expansion, which depends on the to-
tal energy released by SN events Etot. Globally, the Lyman-
Werner (LW) background is derived from the combined
Pop III and Pop II SFRD, and the UV background is mod-
eled separately by the redshift-dependent photo-ionization
rate ζ(z) from Faucher-Giguere et al. (2009). Note that the
resolution of our zoom-in simulations is the same as in Jaacks
et al. (2018a), so that our results are directly comparable to
that earlier study.
In the following, we mainly present the results from
Z sfdbk, for one sample zoom-in region, in which a domi-
nant DM halo forms (the target halo, henceforth), reaching
a virial mass of 1.13 × 1010 M (1.06 × 1010 M) at red-
MNRAS 000, 1–20 (2019)
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Figure 1. Cosmic web, in terms of projected distribution of simulation particles, at redshift z = 8.8, for a WDM cosmology with a
particle mass of mχc2 = 3 keV. The thickness of the slice is 4 h−1 Mpc. Green circles denote DM haloes identified with the friends-
of-friends (FOF) methodology, whose sizes scale with the corresponding virial masses. Colour corresponds to the number of simulation
particles in each pixel. The zoom-in region is shaded. The structures in the top-left corner of the shaded area do not reside in the 3-D
zoom-in region, and appear only in projection.
shift z = 8.5, for WDM (CDM) cosmology4. For illustration,
Fig. 1 shows the initial extent of the zoom-in region with an
initial co-moving volume of VZ,c = 1.5×1.4×1.6 h−3Mpc3 ≈
11 Mpc3, with respect to the cosmic web of the parent WDM
simulation. Below, we will also discuss select results from
Z Nsfdbk for comparison.
3 EARLY STRUCTURE FORMATION
The early structure formation in WDM models has been
studied with semi-analytic models and numerical simula-
tions (e.g. Yoshida et al. 2003a; O’Shea & Norman 2006; Gao
& Theuns 2007; Bose et al. 2016; Dayal et al. 2017; Lovell
et al. 2018, 2019). In cosmological hydrodynamic simulations
for a WDM cosmology with a particle mass ofmχc
2 = 3 keV,
Yoshida et al. (2003a) found that the formation of star form-
ing clouds is delayed by∼ 60 Myr, and suppressed in number
by about two orders of magnitude, which leads to much less
efficient early ionization of the IGM, compared with that in
the CDM model calibrated to the initial WMAP data re-
lease. On the other hand, Dayal et al. (2017) illustrated in
a semi-analytical framework that despite of the delay in the
start of reionization, WDM models (with mχc
2 = 1.5, 3,
and 5 keV) can produce plausible ending redshifts (z ' 5.5)
with higher escape fractions and gas accretion rates. Simi-
larly, Bose et al. (2016) found that the build-up of ionizing
sources is faster in sterile neutrino WDM cosmologies, as
they are formed in more massive haloes compared with the
CDM case. The same trend is also seen in the simulation of
Lovell et al. (2018) for an effective WDM model under the
ETHOS framework (Cyr-Racine et al. 2016; Vogelsberger
et al. 2016). These studies show that current observations of
4 In our zoom-in simulations, the structure formation histories
and radiation properties of other DM haloes in the mass range
109 − 1010 M are similar to those of the target halo, and thus,
not shown.
the electron scattering optical depth and UVLF (e.g. Planck
Collaboration et al. 2016; Finkelstein et al. 2015; McLeod
et al. 2016; Livermore et al. 2017) are equally compatible
with CDM and WDM models.
Based on simulations of a WDM model with mχc
2 =
3 keV, Gao & Theuns (2007) argued that the first stars
in WDM cosmologies, in the absence of small-scale pertur-
bations, will form in filaments of masses ∼ 107 M, where
fragmentation occurs at high densities. As a result, fragmen-
tation of such dense filaments can cause bursts of star forma-
tion and produce stellar mass functions quite different from
that in the CDM case. A recent study by Lovell et al. (2019)
also found that star formation, although delayed, tends to be
more rapid and violent in more gas-rich filaments (see their
Fig. 9), for a ETHOS model with a power spectrum similar
to that of the thermal WDM model with mχc
2 = 3 keV. In
general, all these studies have shown that early structure for-
mation and the concomitant processes (e.g. star formation
and ionization) in WDM models are delayed and shifted to
more massive, and thus luminous, objects. Here, we focus
on the thermal, star formation and metal enrichment histo-
ries during early structure formation, comparing WDM and
CDM cosmologies. In this section, we evaluate the physics
that drives these histories, while deferring the discussion of
the resulting radiation signature to the next section.
3.1 Thermal evolution
It is instructive to first consider the distribution of gas par-
ticles in the temperature-density (T -n) phase diagram, in-
vestigating in particular how stellar feedback changes the
thermal evolution of gas in different DM models.
We start with the simple case of Z Nsfdbk to evaluate
the performance of the primordial cooling model and SF
criteria. Fig. 2 shows the distribution of all gas particles (in
the sample zoom-in region) in T -n phase space for WDM
and CDM cosmologies, for a sequence of redshifts. For refer-
ence, we reproduce predictions from idealized one-zone mod-
MNRAS 000, 1–20 (2019)
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Figure 2. Thermal phase diagrams of the sample zoom-in region in the no-feedback case (Z Nsfdbk), at redshifts z =15.8 (top), 12.8
(middle), and 7.7 (bottom), for WDM (left) and CDM (right) cosmologies. Here, color indicates the number count of gas particles in each
bin. Throughout, we show the CMB temperature TCMB = 2.73(1 + z) K (dotted line) for comparison. In the bottom panel, we also show
the evolutionary tracks from the one-zone model (Liu & Bromm 2018) for free-fall collapsing primordial gas in minihaloes (solid) and for
shocked primordial gas under isobaric conditions (dashed). It is evident that the development of both collapse modes is delayed in the
WDM model at early stages, while at late stages (z . 10) the overall phase-space distributions for the different DM models are similar.
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(b) CDM, z = 8.5
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Figure 3. T -n phase diagrams of the sample zoom-in region at z = 8.5, with stellar feedback included (Z sfdbk). (a) WDM model. (b)
CDM model. Color again indicates the number of gas particles in each bin (N). Compared with the no-feedback case (Z Nsfdbk), there
is a new hot dense component at T & 104 K and 1 . n [cm−3] . 104, corresponding to the H ii regions around newly-formed stars. In
addition, there is a hot diffuse component at T & 3× 104 K and 10−4 . n [cm−3] . 10−2 in the CDM cosmology, which does not appear
in the WDM model. This component is caused by heating and ionization of the low-density circum-galactic medium (CGM) in low-mass
subhaloes by stellar feedback.
els (Liu & Bromm 2018) for primordial gas collapsing into
minihaloes and experiencing shocks under isobaric condi-
tions, at redshift z = 7.7. The one-zone models are initialized
at density n0 = 0.3[(1 + z)/21]
3 cm−3 = 0.021 cm−3, which
is the average density of baryons in DM haloes at the point
of virialization (Clarke & Bromm 2003). The free-fall col-
lapsing primordial gas in minihaloes evolves from an initial
temperature T0 = 200 K and ionization fraction xe = 10
−4,
while the initial values for the shocked primordial gas are
T0 = 6.7 × 104 K (' Tvir) and xe = 0.1. Here, Tvir is the
virial temperature of the target halo, estimated as
Tvir =
GMµmH
5kBRvir
= 9.8× 104 K
·
(
∆Ωm
200 · 0.315
)1/3(
1 + z
10
)(
M
1010 M
)2/3
, (1)
where Rvir = [3M/(4piρcrit,0Ωm∆)]
1/3 a is the (physical)
virial radius, a = 1/(1 + z) the scale factor, ρcrit,0 =
(8piG/3)−1H20 the present-day critical density, ∆ = 200 the
virial overdensity, and µ = 0.63 the mean molecular weight
of primordial gas with fully ionized hydrogen.
In general, in DM haloes such as the target system with
virial masses above the threshold for the onset of atomic-
hydrogen cooling, Mth ∼ 108 M, there are two modes of
accretion, leading to different evolutionary paths for the pri-
mordial gas (Greif et al. 2008). For hot accretion, the gas is
first heated to temperatures T & 104 K by structure forma-
tion shocks, at which point cooling by atomic hydrogen be-
comes efficient. Then, the gas quickly cools and enters a cold
dense phase (n & 1 cm−3, T . 103 K), which enables frag-
mentation and subsequent star formation. The second mode
is cold accretion, where gas is accreted along filaments, so
that it remains cold and dense without being shocked. The
one-zone model for isobaric post-shock evolution represents
the idealized behavior during hot accretion, while that for
free-fall collapse exemplifies gas during cold accretion.
As can be seen, both modes of accretion are delayed in
the WDM model at early stages (z & 10). For instance, the
(star-forming) cold dense component occurs in CDM cos-
mology at redshift z ∼ 20, whereas for WDM, the initial
heating during hot accretion just starts at z ∼ 16, and the
gas enters its cold dense phase after z ∼ 12. However, at
late stages, after virialization (z . 10)5, the thermal phase
space behaviour in the two cosmologies becomes quite sim-
ilar. A small difference exists in the region with T . 200 K
and n & 102 cm−3, where the amount of cold dense gas
is smaller in the WDM cosmology, implying that cold ac-
cretion is suppressed. These results are consistent with the
trend found in Hirano et al. (2017) for FDM that the on-
set of Pop III star formation is delayed, and shifted to more
massive host structures, while the late-stage thermal prop-
erties of primordial gas remain asymptotically the same. We
note that the slope of the idealised one-zone isobaric track
(T ∝ n−1) is steeper than what is seen in the simulations.
This indicates that pressure is actually increasing during
post-shock evolution, due to the gas falling deeper into the
gravitational potential well6.
For the Z sfdbk runs, we are only interested in the late-
stage (z . 10) properties, from which we can better appre-
ciate the effects of stellar feedback. As presented in Fig. 3,
which shows the situation at z = 8.5, a common feature
5 In Z Nsfdbk, the distribution of gas particles in T -n phase space
remains nearly unchanged at z . 10, implying that the central
object has reached a dynamical equilibrium. We thus conclude
that the target halo virializes at z ∼ 10.
6 The hot dense component at T ∼ 104 K and n & 1 cm−3 is
unphysical in the case of no feedback, caused by artificial virial
heating around sink particles.
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in the T -n phase diagrams with stellar feedback for both
DM models is a hot dense component at T & 104 K and
1 . n [cm−3] . 104, which corresponds to the H ii regions
around newly-formed stellar populations7. This phase pro-
duces the majority of free-free emission (& 99%). However,
the densest part in this component (with n & 103 cm−3) is
unphysical due to the legacy nature of our feedback model.
Actually, the P2L model for Pop II stellar feedback in Jaacks
et al. (2018a) tends to over-predict the volumes of com-
pact H ii regions, as it uses a fixed ionization front radius
Rion ∝ n−2/3 for ionization heating, based on a typical den-
sity n = 1 cm−3, which is not valid in dense environments
with n 1 cm−3, e.g. at centres of subhaloes. We have rerun
the simulations under the same condition with a modified
P2L model of adaptive ionization radii Rion ∝ n−2/3, and
find that the highest density of hot gas drops to ∼ 103 cm−3.
As a result, we expect that the free-free signal to be strongly
overestimated if this unphysical hot dense gas is taken into
account. Therefore, we place an upper bound to gas density
when calculating the free-free emission in Section 4.1.
Another less important common feature in the T -n
phase diagrams from Z sfdbk is the heating of the diffuse
IGM (n . 10−4 cm−3) by the UV background. For cold gas
with T . 200 K, most of it resides in the low-density region
(n . 1 cm−3) for the WDM cosmology, while a significant
amount of dense gas (n & 1 cm−3) is found in the CDM
case. This results from the absence of small-scale structures
and weaker stellar feedback (due to delayed Pop II star for-
mation, see the next subsection) in the WDM cosmology.
Interestingly, in the CDM cosmology, there is an ad-
ditional hot diffuse component with T & 3 × 104 K and
10−4 . n [cm−3] . 10−2, which is also found in other sim-
ulations of atomic cooling haloes for standard CDM (e.g.
see fig. 10 in Jeon et al. 2015). Since this component only
emerges in CDM cosmology, it must be associated with star
formation in small-scale structures, such as minihaloes. A
possible scenario is that stellar feedback heats and ionizes
the low-density circum-galactic medium (CGM) in low-mass
subhaloes, whose gravity is not strong enough to contract
and compress the heated gas, so that the CGM density re-
mains low. This results in insufficient cooling and high tem-
peratures, in particular when the gas is affected by multiple
star formation events.
3.2 Star formation history
Fig. 4 shows the (co-moving) star formation rate density
(SFRD) and stellar mass density ρ? (of young stellar popu-
lations with strong stellar feedback) as functions of redshift,
from Z sfdbk8, in comparison with the results from Jaacks
et al. (2018a) for the standard CDM model. It turns out that
star formation first occurs at redshift z ∼ 23 in the CDM
7 Gas in this component has a typical temperature T ∼ 1.5 ×
104 K, emerging from the balance between photo-ionization heat-
ing and atomic cooling Γpi = Λ. For the dense gas close to LTE
(n & 102 cm2), both Γpi and Λ are proportional to n, such that
the equilibrium temperature is independent of density.
8 In general, the stellar mass density estimated from Z Nsfdbk
(with a SF efficiency  = 0.05) is higher than that from Z sfdbk
by one order of magnitude. The result in Z Nsfdbk is unphysical
due to the absence of stellar feedback.
cosmology, while at redshift z ∼ 12.5 in the WDM cosmol-
ogy, which implies a delay of∼ 200 Myr. Note that the 21-cm
absorption signal detected by EDGES is centered at z ∼ 17.
If this signal is confirmed, the WDM model simulated here
with a DM particle mass of 3 keV will be disfavoured, be-
cause there is no star formation before z ∼ 17 to generate the
Lyα radiation field that couples the 21-cm spin temperature
with the kinetic temperature of the IGM to produce the ab-
sorption signal. This is consistent with the result in Schnei-
der (2018) based on the timing of the EDGES signal that the
mass of thermal WDM is limited to mχc
2 > 6.1 keV, while
previous studies obtained lower minimum WDM masses of
2−3 keV (Sitwell et al. 2014; Safarzadeh et al. 2018), apply-
ing a similar analysis but making different approximations
for the WDM transfer function and astrophysical parame-
ters (such as star formation efficiency). It is necessary to
point out that none of these semi-analytical studies, as well
as this work considers the relative velocities between DM
and baryons (i.e. the streaming motion), in the presence of
which haloes have to be heavier than what they would be
if no velocity effect was present to form stars. As a result,
high-redshift star formation will be delayed/suppressed (e.g.
Greif et al. 2011; Stacy et al. 2011; Naoz et al. 2012, 2013;
Schauer et al. 2019a). The recent study by Schauer et al.
(2019b) takes into account these velocities and shows that
sufficient Pop III star formation in small-scale structures at
z & 20 is indispensable to produce the 21-cm signal, which,
however, is suppressed in WDM models. In light of this, we
suspect that the constraint on WDM mass would be further
tightened with the streaming motion between baryons and
DM, and the model with mχc
2 = 3 keV would be ruled out
if the EDGES signal is real.
For both DM models, Pop II star formation dominates
the overall SFRD once it occurs. In the CDM cosmology,
Pop II star formation commences at redshift z ∼ 20.8, which
is ∼ 22.6 Myr after the initial Pop III activity, whereas for
WDM, the initial Pop II stellar population is formed at red-
shift z ∼ 12.26, shortly (7.5 Myr) after the appearance of
Pop III stars.
Interestingly, the Pop III SFRD in the WDM model is
similar to the CDM case for z . 10, although the num-
ber density of minihaloes (with M ∼ 106 M·) is lower
by one order of magnitude9. This shows that formation of
Pop III stars in dense filaments within WDM (Gao & The-
uns 2007; Lovell et al. 2019) is as efficient as that in mini-
haloes within CDM. However, the Pop II SFRD in the WDM
model is significantly lower than the CDM counterpart even
at z ∼ 7.2, but the difference decreases toward lower red-
shifts. For 7.2 . z . 12.5, the Pop II stellar mass density in
the CDM cosmology is always higher than for WDM by at
least a factor of 4, while the Pop III stellar mass densities
are almost identical in the two DM models at z ∼ 7.2. This
9 Our zoom-in simulation for the WDM model actually over-
predicts the abundance of low-mass (M . 5 × 106 M) haloes
by up to a factor of 5. This is caused by spurious numerical frag-
mentation, which is a common outcome of simulations with a
power spectrum cut-off (e.g. Wang & White 2007; Angulo et al.
2013). However, the abundance of low-mass haloes in the WDM
model is still much lower compared with the CDM case. So this
will not affect our results of star formation histories and radiation
signature.
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Figure 4. Evolution of (a) SFRD and (b) stellar mass density with redshift, measured in the sample zoom-in region with a co-moving
volume VZ,c ' 11 Mpc3, from Z sfdbk. The results for Pop III and Pop II stars are shown with solid and dashed curves, for the WDM
(thick lines) and CDM (normal lines) models. In panel (a), we also plot the CDM results from Jaacks et al. (2018a) with thin curves.
Furthermore, we show the redshift range around z ∼ 17 of the 21-cm absorption signal detected by EDGES (Bowman et al. 2018a) as
the shaded region. If the EDGES signal were confirmed, the WDM model simulated here would be ruled out, since it cannot form stars
before z ∼ 17.
is explained by the suppression of star formation in small-
scale structures for the WDM cosmology, which leads to less
efficient metal enrichment, especially in terms of the volume
filling fraction of enriched gas that can host Pop II stellar
populations, as shown below. For the CDM cosmology, our
results are consistent with those in Jaacks et al. (2018a),
acknowledging the fact that our sample zoom-in region has
a much smaller volume (5.28%) than that of the simulation
box in their work. Note that our zoom-in region represents
an overdense region, and is thus more efficient in creating
massive DM haloes (with M & 108 M). As a result, it
is reasonable that the Pop II SFRD in the sample zoom-in
region is higher than that from Jaacks et al. (2018a). On
the other hand, the Pop III SFRD predicted by our simu-
lations is identical to that from Jaacks et al. (2018a), since
the volume of the sample zoom-in region is large enough to
produce a cosmic-mean number density of small-scale struc-
tures, such as minihaloes, where Pop III stars are formed.
3.3 Metal enrichment
Fig. 5 illustrates the metal enrichment histories in the sam-
ple zoom-in region, in terms of the (mass-weighted) average
metallicity 〈Z〉 and volume filling fraction FV of gas with
Z > Zcrit = 10
−4 Z (Pop II gas, henceforth), for metals
produced by both Pop III and Pop II stars, from the Z sfdbk
runs. On average, metal enrichment in the WDM cosmology
is delayed by ∼ 200 Myr compared to the CDM case, which
reflects the delay in the initial Pop III activity and the rise
of Pop II star formation. The volume fraction of Pop II gas
in the CDM cosmology is always much higher (by a factor
of 102 − 104) than for WDM. This indicates that significant
metal enrichment tends to occur only in dense environments
in the WDM model, affecting a small volume, while in the
CDM model, star formation in small-scale structures can en-
rich a large volume of gas with low densities in addition to
the dense regions.
This trend is confirmed by the distribution of enriched
gas in the metallicity-density (Z-n) phase diagram, as shown
in Fig. 6. Actually, the difference in FV between the two DM
models for Pop II produced metals is about two orders of
magnitude and does not change much with redshift, while
that for Pop III produced metals decreases towards lower
redshifts. Finally, for CDM cosmology, our simulations pre-
dict slightly higher 〈Z〉 ∼ 10−3Z and FV ∼ 10−3 at late
stages (z ∼ 7.5), compared with the results in Jaacks et al.
(2018a) and Pallottini et al. (2014), with much larger vol-
umes (43 h−3 Mpc3 and 103 h−3 Mpc3, respectively). The
reason again is that our zoom-in simulations are targeted at
overdense parts of the Universe, with corresponding metal
production efficiency higher than the cosmic average.
4 RADIATION SIGNATURE
In this section, we present the radiation signature of the tar-
get halo derived from the zoom-in simulations. The radiative
transfer calculation is only performed for the cubic central
box with a co-moving volume of 5003 h−3kpc3 ∼ (10Rvir,c)3
in the sample zoom-in region, to include all the emission
associated with the formation of the target halo, while ex-
cluding the contribution from other DM haloes that also
form in this zoom-in region. Here Rvir,c ∼ 50 h−1kpc is the
co-moving virial radius of the target halo at redshift z = 8.8.
Note that the sample zoom-in region is defined as the small-
est box that enclose the initial distribution of particles from
the target halo, which has a fixed co-moving volume. In this
way, it also includes some particles that will not belong to
the target halo at late stages, and these particles can form
DM haloes other than the target halo in the zoom-in region.
Actually, the target halo only occupies the central part of
MNRAS 000, 1–20 (2019)
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Figure 5. Redshift evolution of the (a) average metallicity and (b) volume filling fraction, FV , of gas with Z > Zcrit = 10−4 Z,
measured in the sample zoom-in region. Results for Pop III, Pop II and total metals are shown with circles, triangles and no marker,
respectively, for WDM (solid lines) and CDM (dashed lines). Evidently, the volume filling fraction of Pop II gas in the CDM cosmology
is always much higher than for WDM, indicating that significant metal enrichment tends to occur only in dense environments in the
WDM model, affecting a small volume, while in the CDM model, star formation in small-scale structures can enrich a large volume of
gas with low densities in addition to the dense regions.
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Figure 6. Environment for metal enrichment. Metallicity-density (Z-n) phase diagrams of the sample zoom-in region, at z = 8.5, from
Z sfdbk, in (a) WDM and (b) CDM cosmologies, where color indicates the number count of enriched gas particles in each bin (N). For
WDM, metal enrichment mostly affects the densest gas, while for CDM, enrichment is much more widespread, also reaching gas with
lower densities, due to star formation in small-scale structures.
the sample zoom-in region at z . 12, when the radiation is
built up.
4.1 Free-free emission
To calculate the free-free emission from the sample zoom-in
region, we first (i) map the Bremsstrahlung emissivities of
individual gas particles (with T ≥ 104 K and n ≤ 500 cm−3)
onto a 3-D grid of 100× 100× 100 cells, covering the central
zone, with the standard clouds-in-cells (CIC) method. We
have verified that the contribution from gas with T < 104 K
is negligible. The upper limit of density 500 cm−3 is chosen
to include the gas in typical H ii regions, and meanwhile ex-
clude the unphysical hot dense gas produced by our legacy
feedback model (see Section 3.1 for details). We then (ii)
perform radiative transfer along the direction of the z axis,
chosen to be the line-of-sight direction. Based on the emis-
sivity and mass-weighted average gas temperature on the
grid, we integrate the radiative transfer equation
dIν
dz
= kνIν + jν , (2)
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Figure 7. Rest-frame specific intensity maps of free-free emission at rest-frame frequency ν = 0.1 GHz and redshift z = 8.5, in (a) WDM
and (b) CDM cosmologies, for the feedback simulations (Z sfdbk). Significantly fewer sources are found in the WDM run, compared with
the CDM case, caused by suppression of small-scale structure formation.
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Figure 8. Specific luminosity of free-free emission as a function
of rest-frame frequency, at redshift z = 8.5, from Z sfdbk.
for each 2-D cell in the upper surface of the cubic cen-
tral zone, which is a rectangular area Ac, defined by
1750 < x < 2250 h−1kpc and 1750 < y < 2250 h−1kpc
in the xy plane, at z = 2250 h−1kpc. Here Iν is the
(rest-frame) specific intensity, and the boundary condition
is Iν(z = 1750 h
−1kpc) ≡ 0. For each 3-D cell for a
volume Vcell, the emission coefficient is approximated as
jν =
∑
p wpVpff,p exp[−hν/(kBT )]gff(ν, T )/(4piVcell), while
the absorption coefficient kν is obtained from Kirchhoff’s
law under the assumption of local thermodynamic equilib-
rium (LTE). Here, the index p goes over all gas particles that
overlap with the cell, whose mass-weighted average temper-
ature is T =
∑
p wpTp, where wp and Vp = mp/ρp are the
CIC (mass-)weight and effective volume for particle p. Fi-
nally, ff = 0neniT
−1/2 is the Bremsstrahlung emissivity,
and gff(ν, T ) the Gaunt factor (Rybicki & Lightman 2008),
where 0 = 6.84× 10−38 in c.g.s. units.
We can thus obtain the specific intensity map Iν on
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Figure 9. Evolution of the integrated free-free emission luminos-
ity with redshift, in Z sfdbk. Results for gas particles are marked
with triangles, while those for unresolved gas in newly-formed
stellar particles with squares. The signal for the WDM cosmol-
ogy is weaker than that for CDM by a factor of 10 (5) at redshift
z ∼ 11.5 (9.5), but catches up at z . 8.5.
Ac for any rest-frame frequency ν, from which the (simu-
lated) rest-frame specific luminosity can be derived by in-
tegrating the intensity across the projected area as LSν =
4pi
∫
Ac
Iνdxdy. For instance, Fig. 7 shows the specific in-
tensity map at ν = 0.1 GHz for both DM models, and
Fig. 8 the luminosity as a function of rest-frame frequency,
at redshift z = 8.5, for the Z sfdbk runs. The spectra are
almost flat in the frequency range 0.1 − 106 GHz. Accord-
ing to standard Bremsstrahlung theory, the higher-frequency
cut-off arises from the exponential term exp[−hν/(kBT )] as
νmax = kBT/h ∼ 106 GHz for T ∼ 2 × 104 K, and the
lower cut-off is due to optical depth effects. It is straightfor-
ward to show that for a uniform isothermal sphere of radius
R, with a temperature T , an ionization fraction xe and a
MNRAS 000, 1–20 (2019)
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hydrogen number density of nH, assuming LTE conditions,
the optical depth of free-free emission exceeds unity, when
ν < νmin ' 2GHz · (R/100 pc)1/2(xenH/103 cm−3)[T/(2 ×
104 K)]−4/3. For the H ii regions around Pop II stellar pop-
ulations that produce the majority of free-free emission,
R ∼ Rion ∼ 100 pc, xenH ∼ 50 cm−3, and T ∼ 2 × 104 K,
such that νmin ∼ 0.1 GHz. We also plot the evolution of the
integrated luminosity Lff =
∫
LSνdν with redshift in Fig. 9,
again for Z sfdbk. To estimate the contribution from the un-
resolved high-density gas that is locked up in sink particles,
we assume that the ISM inside is fully ionized and heated
to T = 2× 104 K by OB stars for 10 Myr, and that it has a
number density of ∼ 100 cm−3. It turns out that the lumi-
nosity from such unresolved sources is close to that from gas
particles at late stages (z . 12), implying that our choices
for the temperature and density thresholds are reasonable
to describe the gas in H ii regions.
In our simulations, the free-free signal for the WDM
model is weaker than for CDM by a factor of 10 (5) at
z ∼ 11.5 (9.5), which is due to the delayed structure forma-
tion, as reflected in the star formation histories (see Fig. 4).
The difference becomes smaller towards lower redshifts, and
converges to a factor of 2.5 for z . 8.5. Interestingly, the dif-
ference in SFRD also converges to a factor of 2.5 at lower red-
shifts (see Fig. 4), implying that free-free emission is strongly
correlated with star formation rate (SFR).
With stellar feedback included, the free-free emission
luminosity is ∼ 103−4 times larger, compared with the pre-
diction from Z Nsfdbk (not shown). This indicates that free-
free emission is mostly powered by stellar feedback. Inter-
estingly, at z = 7.7 in the no-feedback case (Z Nsfdbk), we
find Lff ∼ 1037 − 1038 erg s−1, while the virial luminosity is
Lvir ∼ 1041 erg s−1, calculated from
Lvir =
3GM2
5Rvirtff
= 2.7× 1041 erg s−1
·
(
∆Ωm
200 · 0.315
)5/6(
1 + z
10
)5/2(
M
1010 M
)5/3
, (3)
where tff = [3pi/(32Gρcrit,0Ωm∆)]
1/2 a3/2 is the free-fall
timescale. Therefore, only ∼ 10−4 − 10−3 of the gravita-
tional potential energy during collapse is carried away by
free-free emission10. The majority of gravitational energy is
converted into atomic hydrogen and H2 line emissions.
4.2 Contribution to the cosmic radio background
4.2.1 General formalism
Based on the above calculations, we can infer the contri-
bution of free-free emission from early structure formation
to the cosmic radio background (CRB). This complements
studies of the cosmic background radiation in the near-
infrared (e.g. Helgason et al. 2016) and the far-infrared/sub-
10 In Z Nsfdbk, we have neglected free-free emission from the
dense gas incorporated by sink particles. Extrapolating the prop-
erties of the unresolved gas, we assume an average temperature
of T¯ = 1000 K, a number density of n¯ = nth = 100 cm
−3, and
an average degree of ionization of x¯e = 10−4. We thus estimate
that the unresolved gas would only contribute ∼0.1% of the total
emission.
millimeter band (De Rossi & Bromm 2017), which are repos-
itories for reprocessed starlight at z & 7. In general, the ob-
served background intensity Jνobs(> z) from sources beyond
redshift zend is calculated by integrating the cosmic radiative
transfer equation
Jνobs(> zend) =
∫ tH (zend)
0
jν
(1 + z)3
cdt , (4)
where ν = νobs(1+z) is the rest-frame frequency, jν ≡ jν(z)
the cosmic-average emission coefficient, and tH(zend) the age
of the Universe at redshift zend.
In evaluating this integral, we for simplicity only con-
sider the emission from DM haloes, even though shocks in
the IGM can also produce free-free emission. Later, we will
show that the IGM contribution is negligible. We divide jν
into contributions from DM haloes of different masses as
jν =
∫ Mmax
Mmin
djν
dM
dM , (5)
djν
dM
=
1
4pi
Lνt? max
[
0,
dN
dt
(z)
]
(1 + z)3 . (6)
Here Lν ≡ Lν(M, z) and t? ≡ t?(M, z) are the typical
(specific) luminosity and timescale of free-free emission for
DM haloes with a virial mass M at redshift z, whereas
N = dnh/dM is the halo mass function (the number of DM
haloes per unit co-moving volume per unit mass). Equa-
tion (6) implies that the radiation energy from individual
newly-born DM haloes is distributed across space and time
to produce an effective emission coefficient, describing the
time- and spatially-averaged state of radiation. Note that
we neglect the effect of accretion and mergers on shaping
the halo mass function to obtain Equ. (6), where we assume
that
∂N
∂t
=
dN
dt
− M˙ ∂N
∂M
' max
[
0,
dN
dt
]
.
We can rewrite the cosmic radiative transfer equation
(Equ. 4) in the form
Jνobs(> z) =
∫ zend
∞
dz
∫ Mmax
Mmin
dM
Lνt?c
4pi
·max
[
0,
dN
dt
]
dt
dz
=
∫ ∞
zend
dz
∫ Mmax
Mmin
dM
Lνt?c
4pi
max
[
0,−dN
dz
]
, (7)
where the time evolution of the halo mass function dN/dz
is evaluated with the python package hmf (Murray et al.
2013), given the default fitting model from Tinker et al.
(2008) and WDM model from Bode et al. (2001); Viel
et al. (2005). The minus sign in the second line comes from
dt/dz < 0.
Now our task is to derive Lν(M, z) and t?(M, z), and
to determine the mass range (Mmin and Mmax), which
may vary with z. From our zoom-in simulations, we ob-
tain the free-free luminosity LSν of the target halo with a
virial mass Mref ' 1010 M, formed at redshift z ∼ 10
(see Fig. 8 for an example at z = 8.5). The free-free lumi-
nosity reaches and stays at a high level in the snapshots
with 7.22 ≤ z ≤ 10.24. Therefore, we choose the time-
averaged luminosity of the target halo in this redshift range
as the reference luminosity Lrefν = η
∫ tH (z=7.22)
tH (z=10.24)
LSνdt/t?,ref ,
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where t?,ref = [tH(z = 7.22)− tH(z = 10.24)] = 272 Myr
is the reference timescale, and η = 2 a boosting factor to
take into account the emission from unresolved sources (see
Fig. 9). For simplicity, we obtain the free-free luminosity
and timescale for atomic cooling haloes from these refer-
ence values with simple power-law scalings (see below). We
further assume that this normalization is independent of
formation redshift, such that Lν(M = Mref , z) = L
ref
ν and
t?(M = Mref , z) = t?,ref .
In the next three subsections, we construct Lν(M, z)
and t?(M, z) for three groups of DM haloes, utilizing existing
results in the literature, as well as our reference luminosity
Lrefν and timescale t?,ref .
4.2.2 Minihaloes
In minihaloes, free-free emission originates in the H ii regions
around Pop III stars, which can expand into the diffuse IGM
and cool rapidly to a temperature T ' 103 K (Greif et al.
2009). The corresponding free-free luminosity is
Lminiν = 4pi0neniVH iiT
−1/2 ' 4pi0n2bgVH iiT−1/2
= 4pi0NionnbgT
−1/2 . (8)
Here nbg = ρcrit,0a
−3/(µmH) is the background (IGM) num-
ber density of baryons (µ = 1.22 for neutral gas), VH ii '
Nion/nbg the H ii region volume, Nion ∝ M? = ?M the
number of ionizing photons produced by Pop III stars in the
minihalo, M? the stellar mass, and ? the star formation effi-
ciency. For simplicity, we assume that the star formation effi-
ciency is a constant in minihaloes, so that Nion ∝M . Then,
calibrating to the results of Greif et al. (2009), such that
Nion ' 2× 1064 for M ' 2× 106 M, assuming T ' 103 K,
the expression above can be rewritten as
Lminiν (z,M) =2.8× 1022 erg s−1 Hz−1
×
(
M
106 M
)(
1 + z
10
)3
. (9)
Note that this expression is only valid for minihaloes in the
mass range M1 ≤ M ≤ M2, where (e.g. Barkana & Loeb
2001; Yoshida et al. 2003b; Trenti & Stiavelli 2009)
M1 ≡M1(z) ' 106 M
(
1 + z
10
)−2
, (10)
M2 ≡M2(z) ' 2.5× 107 M
(
1 + z
10
)−3/2
, (11)
as it assumes that the H ii regions are produced by Pop III
stars and can expand into the diffuse IGM. In more massive
DM haloes with stronger gravity and higher virial tempera-
tures, star formation is dominated by Pop II stars and the
H ii regions can be confined to have much higher electron/ion
densities (see the T -n phase diagrams in Fig. 3). As a result,
formula (9) will generally underestimate the free-free lumi-
nosity for DM haloes with M > M2. We further impose an
exponential cut-off
Lν(z,M) = L
mini
ν (z,M) exp[−hν/(kBT )] , (12)
to model the high-frequency truncation for T = 103 K. The
timescale for free-free emission in minihaloes is the recom-
bination time in the associated H ii regions:
t?(z,M) = trec(z) =
1
αBnbg
= 92 Myr ·
(
1 + z
10
)−3
, (13)
where αB = 2.6×10−13 cm3 s−1 is the case B recombination
coefficient for hydrogen (Greif et al. 2009).
In our simulations, the number density of minihaloes
in the WDM model is lower than that for CDM by a fac-
tor of 10 − 100. However, it turns out that minihaloes only
contribute ∼ 0.5% (1%) of the total free-free signal in the
WDM (CDM) model for zend = 6. Thus, the huge difference
in small-scale structures is not reflected in the CRB.
4.2.3 Low-mass atomic cooling haloes
We define DM haloes with M2 < M ≤ 1010 M as low-mass
atomic cooling haloes. As mentioned above, minihaloes and
haloes with M ∼ 1010 M, simulated here, behave rather
differently, due to the different conditions in their H ii re-
gions. In the former case, H ii regions are unconfined, while
in the latter case they remain confined, and the transition
between them can be complex. For simplicity, we model
this transition with power-law expressions, such that for
M2 < M ≤ 1010 M, we have
Lν(M, z) = L
ref
ν ·
(
M
Mref
)βM
· exp[−hν/(kBT )] , (14)
t?(M, z) = t?,ref ·
(
M
Mref
)βt
. (15)
Here, T = max{103 K·Tvir(M, z)/Tvir[M2(z), z], 2×104 K} is
the estimated electron temperature, with the upper bound,
2 × 104 K, given by the typical temperature of H ii re-
gions in our zoom-in simulations. The power-law indexes
βM ≡ βM (z) and βt ≡ βt(z) are determined by continuity
of Lν(z,M) and t?(M, z) as functions of M at M = M2,
evaluated at ν = 100 GHz, such that
Lrefν=100 GHz ·
[
M2(z)
Mref
]βM (z)
= Lminiν [M = M2(z), z] ,
t?,ref ·
[
M2(z)
Mref
]βt(z)
= trec(z) . (16)
4.2.4 Massive haloes
For more massive haloes, with virial masses M > 1010 M,
we expect the free-free luminosity to be higher, but the spec-
trum will also be shifted to higher frequencies. For instance,
the free-free emission from galaxy clusters takes the form
of X-rays. Given that the evolution of Lff closely mirrors
that of the SFRD (see Fig. 4 and 9), we assume that the
free-free luminosity of these massive haloes (M > 1010 M)
is proportional to the SFR M˙?. We again normalize to the
reference spectrum Lrefν at M = Mref = 10
10 M. Mirocha
& Furlanetto (2019) argue that the SFR in the mass range
1010 − 1012 M satisfies M˙? ∝M5/3. We then have
Lν(z,M) =
L
ref
ν ·
(
1010 M
Mref
)5/3
, ν ≥ νmin
Lν=νmin ·
(
ν
νmin
)−2
, ν < νmin ,
(17)
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Figure 10. Typical free-free luminosity from star-forming haloes
as a function of virial mass at z = 6, for ν = 100 GHz, in the
WDM (solid) and CDM (dashed) models. The respective refer-
ence luminosities are shown with a triangle and a square. The
extrapolated minihalo and SFR-based luminosities (Equ. 9 and
19) are also plotted with dotted and dashed-dotted lines, respec-
tively.
valid for haloes with M > 1010 M. Here we have trun-
cated the spectrum at low frequencies to model the spectral
shift. Below the truncation frequency νmin ≡ νmin(M) =
νmin,ref [Rvir(M)/Rvir(Mref)]
1/2 = νmin,ref (M/Mref)
1/6, the
system is optically thick, and the spectrum approaches the
black-body form, with ∝ ν−2 under the Rayleigh-Jeans ap-
proximation. Specifically, νmin,ref ' 0.1 GHz is the trun-
cation frequency for the reference spectrum Lrefν . The ex-
pression for νmin(M) derives from the fact that νmin ∝
R1/2T−4/3(neni)1/2 (Rybicki & Lightman 2008), where R
is the characteristic size of the system, which in our case is
assumed to be proportional to the virial radius of the DM
halo. We here further assume that the H ii region proper-
ties (their T , ne and ni) are approximately the same for
these massive haloes. Since the free-free emission is pre-
dominantly powered by stellar feedback, we can estimate
its timescale with the star formation timescale, such that
t? = ?Mbaryon/M˙? = ?(Ωb/Ωm)M/M˙?. According to
Mirocha & Furlanetto (2019), for DM haloes in the range
1010 − 1012 M, ? ∝M2/3 and M˙? ∝M5/3, so that t? is a
constant. Therefore, we set
t?(M, z) = t?(M = 10
10 M, z) , M > 10
10 M . (18)
Actually, under the above assumptions and approximations,
the final Jνobs result is not sensitive to Mmax, as long as it is
sufficiently large, since massive haloes are rare in the early
Universe. For definiteness, we choose Mmax = 10
12 M, and
have verified that the contribution from more massive haloes
(M > 1012 M) is indeed negligible (< 4%) for zend = 6.
4.2.5 Comparison with other models
Finally, we obtain the typical luminosity of free-free emis-
sion Lν(M, z) by combining formulae (12), (14) and (17),
as well as the typical timescale t?(M, z) from formulae (13),
(15) and (18). An example of Lν(M, z) is shown in Fig. 10
for z = 6, in comparison with an extrapolation of the mini-
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Figure 11. Contribution of free-free emission from structure for-
mation to the CRB brightness temperature at νobs = 310 MHz,
as a function of the termination redshift of Pop II star formation,
from Z sfdbk. The shaded region denotes the post-reionization
epoch.
halo luminosity Lminiν , and a model for present-day galaxies,
based on the relation between radio luminosity and SFR.
Assuming solar metallicity and continuous star formation,
this relation is (Murphy et al. 2011):
LSFRν =2.2× 1027 erg s−1 Hz−1
·
(
T
104 K
)0.45 ( ν
1 GHz
)−0.1( SFR
M yr−1
)
, (19)
where SFR = f(M, z), and T is the electron temperature
(see Subsection 4.2.3). For the SFR, we here adopt the result
from Mirocha & Furlanetto (2019) based on the EDGES
signal (see their Fig. 4):
SFR =
3× 10
−3 · ( 1+z
11
)3/2 ( M
108M
)
, M ≤ 1010M
0.3 · ( 1+z
11
)3/2 ( M
1010M
)5/3
, 1010 < M
M ≤ 10
12 ,
(20)
given in units of M yr−1. The SFR-based model (Equ. 19)
generally underestimates the free-free luminosity, compared
with our model at z = 6, by about an order of magnitude,
implying that high-redshift (z & 6) galaxies are more effi-
cient at producing free-free emission than present-day galax-
ies.
4.2.6 Results
In practice, we carry out the integration (Equ. 7) over the
redshift range zend ≤ z ≤ 30, and evaluate the overall con-
tribution from the sources considered above in terms of the
enhancement in the background brightness temperature
〈δT 〉(> zend) = c
2
2kBν2obs
Jνobs(> zend) . (21)
The total brightness temperature is dominated by the cos-
mic microwave background (CMB) and the Galactic/total
synchrotron component Tsky [mK] = 2725 ± 1 + (24100 ±
2100)(νobs/310 MHz)
−2.599±0.036, measured by experiments
such as ARCADE 2 (Fixsen et al. 2011). We fit the
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Figure 12. Contribution of free-free emission from early structure formation to the CRB brightness temperature (thin solid and dashed
lines for the WDM and CDM model, respectively). Our Z sfdbk results for zend = 6 are compared with contributions from minihaloes and
the diffuse IGM after reionization (dashed-dotted and dotted, respectively). In panel (a), we show the low-frequency range, and in (b) the
high-frequency one. The thick dashed curves represent the 10σ SKA detection limit for a 1000 h integration and a bandwidth of ∆νobs =
1 MHz. The darker shaded regions denote the ±1σ range of the CRB free-free component, TGff [mK] = (1180 ± 952)(νobs/310 MHz)−2,
inferred from the data in Fixsen et al. (2011). The curve for 21-cm line emission from relic H ii regions around first stars in minihaloes
is not meaningful in the post-reionization epoch (lighter shaded), as gas in minihaloes will be evaporated by ionizing photons. The
contribution from early structure formation dominates among the radio sources considered here. The free-free signal from early structure
formation equals 3+13−1.5% (8
+33
−3.5%) of the free-free component in the CRB, within the WDM (CDM) model.
same dataset (with 14 data points) and covariance ma-
trix from Fixsen et al. (2011) with a new model including
the contribution of free-free emission from high-z sources
as TGff ∝ ν−2obs, which leads to T ′sky [mK] = 2725.3 ±
0.1 + (21737 ± 2809)(νobs/310 MHz)−2.642±0.037 + (1180 ±
952)(νobs/310 MHz)
−2, roughly consistent with the result
TGff (310 MHz) = 600± 60 mK in Kogut et al. (2011)11. The
errors denote the range of values for which the χ2dof = χ
2/dof
is within one σ(χ2dof) =
√
2/dof from the (smallest) χ2dof
of the best fit. However, for this new model with free-free
emission, the best-fit χ2dof = 16.87/(14 − 4) = 1.687 ∼
1 + 1.54σ(χ2dof), while for the original model without a free-
free component, the best-fit χ2dof = 17.4/(14− 3) = 1.582 ∼
1+1.36σ(χ2dof), which implies that the fitting becomes worse
when free-free emission is considered. Therefore, it is neces-
sary to point out that the free-free component in the CRB
inferred from current observational data is highly uncertain
(with a relative uncertainty of at least 80%).
Note that our estimation of 〈δT 〉 = 〈δT 〉(> zend) is
sensitive to the lower integration limit, zend, as shown in
Fig. 11. For νobs = 310 MHz, the signal becomes 〈δT 〉 '
1885 (763) mK at zend ' 0, within the CDM (WDM) cos-
mology, which is of the same order of magnitude with the
observed best-fit CRB free-free signal of 1180 mK. We find
that the difference between the dark models decreases from
11 Kogut et al. (2011) found that free-free emission contributes
0.10 ± 0.01 of the total signal in the lowest ARCADE 2 band
at 3.15 GHz, while the total signal at 3.15 GHz is 58.2 mK
in terms of brightness temperature (Fixsen et al. 2011). There-
fore, the measured free-free emission is TGff [mK] = (5.82 ±
0.582)(νobs/3.15 GHz)
−2 = (600± 60)(νobs/310 MHz)−2.
above two orders of magnitude at zend & 20 to less than
a factor of 10 for zend . 13, with an almost constant ra-
tio '2.5 at zend . 7. The reason is that such global ra-
diation signature is dominated by massive structures with
M > 108 M, where deviations between WDM and CDM
become less important. Thus the difference can only be sig-
nificant at early epochs, when small-scale structures start to
form in the CDM cosmology, while haloes have not yet col-
lapsed in the WDM model. Henceforth, we assume zend = 6,
approximating the redshift below which reionization will sig-
nificantly suppress star formation in the low-mass haloes
considered here12.
We compare our results with the contributions of free-
free and 21-cm line emissions from (relic) H ii regions around
the first stars, with a mass of M? ' 100 M, formed in
minihaloes (Greif et al. 2009). In addition, we consider the
free-free emission from the diffuse, ionized IGM after reion-
ization (z < 6). Note that our calculation of this latter con-
tribution assumes that the IGM is uniform and isothermal
with a temperature TIGM = 2×104 K, and that reionization
is instantaneous at z = 6, which renders it a rough estima-
tion. According to the detailed calculations from Cooray &
Furlanetto (2004) at νobs = 2 GHz, our results are lower by
up to a factor of 10. We note that among the radio sources
considered here, the contribution from early structure for-
mation is the dominant one.
In Fig. 12, we display the results from Z sfdbk for
zend = 6, together with the 10σ SKA detection limit for
an integration time of 1000 h and a bandwidth ∆νobs =
12 This suppression is not directly captured in our simulations,
as we do not self-consistently model the reionization process.
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Figure 13. Overall H2 flux as a function of redshift for Z sfdbk.
The overall flux in the WDM cosmology is lower than that in
the CDM model by at least one order of magnitude for z & 12,
but reaches almost the same level at late stages (z . 8). For
both models, the overall flux is FH2 ∼ 10−23 W m−2 at redshifts
7.2 . z . 8, below the projected 5σ 10-h sensitivity for 10m-class,
cooled telescopes, Fth ' 10−22 W m−2, currently under develop-
ment (see the text for further discussion).
1 MHz, assuming that the foreground signal, Tsky, domi-
nates the antenna temperature, for (a) the low-frequency
range (50 − 1000 MHz), and (b) the high-frequency range
(1−90 GHz). Generally speaking, all the signals that we con-
sider can be detected by SKA, except for the free-free emis-
sion from H ii regions around the first-stars in minihaloes,
which can only be marginally detected at νobs ∼ 400 MHz.
However, it is not trivial to separate them, especially for
the signals from structure formation and the diffuse ionized
IGM, given their similar spectra. In the CDM model with
zend = 6, the predicted signal from early structure forma-
tion, 〈δT 〉(310 MHz) = 93.7 mK, accounts for 8+33−3.5% of the
observationally inferred signal of TGff (310 MHz). For WDM,
on the other hand, we find 〈δT 〉(310 MHz) = 36.5 mk, cor-
responding to ∼ 3+13−1.5% of the measured value, lower by a
factor of 2.5 in comparison to the CDM case.
4.3 Molecular hydrogen emission
For H2 emission, we only take into account the cold
molecule-rich component with [H2/H] > 10
−5 and T <
104 K, as hotter gas usually resides in the H ii regions, where
H2 will be photo-dissociated by photons from nearby stars.
Since this local photo-dissociation effect is not explicitly in-
cluded in our simulations, we indirectly model it by impos-
ing the selection criterion T < 104 K for gas to contribute
to the H2 emission. Note that this prescription is only im-
portant for Z sfdbk, where H ii regions are generated around
newly-born stellar populations (see the T -n diagrams in Sec-
tion 3.1).
We infer the luminosities of different H2 lines from their
respective cooling rates. For transition (line) k, the cooling
rate per H2 molecule at temperature T and neutral hydrogen
(collider) number density nH can be written in the form
Wk(T, nH) =
gk exp(−βEk)
Z(T )(1 + ncr,k/nH)
Ak∆Ek , (22)
where Ek and gk are the energy and degeneracy of the up-
per level, ∆Ek = hc/λk the energy change, Ak the Ein-
stein spontaneous emission coefficient, Z(T ) the partition
function, ncr,k the critical density for transition k, and
β = 1/(kBT ). As an approximation, we assume that
ncr,k ≡ ncr,k(T ) = Ak
σT vT
, (23)
where σT and vT are the average cross section and relative
velocity for collision of H2 molecules and neutral hydrogen
atoms, which only depend on temperature. The total cooling
rate is simply the sum over different lines as W =
∑
kWk.
When the density is low, nH → 0, we define
w(T ) = lim
nH→0
W
nH
=
∑
k
gk exp(−βEk)
Z(T )ncr,k
Ak∆Ek
= σT vT
∑
k
gk exp(−βEk)
Z(T )
∆Ek , (24)
where in the last line we have used the assumption in
Equ. (23). Once w(T ) is known, one can easily solve for
σT vT , and obtain ncr,k for any line k with Equ. (23). Here,
we adopt the fitting formula from Galli & Palla (1998) (in
c.g.s. units) as
logw(T ) =− 103.0 + 97.59 log T − 48.05(log T )2
+ 10.8(log T )3 − 0.9032(log T )4 . (25)
We apply the above formalism to 42 lines13, includ-
ing the pure rotational lines 0-0 S(j), j = 0, 1, ..., 15, and
the ro-vibrational lines with energies of the upper level
Ek/kB . 2 × 104 K, e.g. 1-0 Q(1), 1-0 O(3) and 1-0 O(5).
The properties of select lines are summarized in Table 2.
We compare the overall cooling rate calculated in this way
with the one used in Liu & Bromm (2018), finding that any
deviation is within a factor of 1.5, in the temperature range
30 K − 104 K and nH . 100 cm−3. We have assumed op-
tically thin conditions for the H2 emission, as only diffuse
gas (n . 100 cm−3) is considered here. Then, for each gas
particle p, the temperature T p, H2 number density n
p
H2
, and
that of neutral hydrogen atoms npH are known from the sim-
ulation, with which the cooling rate for any line k is derived
by formulae (22)-(25) as W pk = Wk(T
p, npH), and the corre-
sponding luminosity is Lpk = W
p
k n
p
H2
Vp, where Vp = mp/ρp
is the physical volume associated with particle p. Finally, for
each line, we sum up the luminosities from all gas particles
to obtain the total luminosity and flux. The overall H2 lu-
minosity (flux) is just the summation of those from the 42
lines. We also calculate the overall HD emission with similar
methods, and find that LH2 ∼ 103 − 104LHD.
Fig. 13 shows the evolution of overall H2 flux in Z sfdbk,
13 The first part of the notation used here for molecular lines
denotes the vibrational transition, e.g. ‘1-0’ indicates from v = 1
to v = 0, while the second part denotes the rotational quantum
number after transition, which is presented in the bracket, and
the change of rotational quantum number ∆J . O, P, Q, R and S
correspond to ∆J = 2, 1, 0, −1 and −2, respectively.
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Figure 14. Evolution of H2 fluxes from diffuse gas with redshift, for pure rotational lines 0-0 S(1) (solid circles), 0-0 S(3) (triangles)
and 0-0 S(5) (stars), in (a) Z sfdbk and (b) Z Nsfdbk. Compared with Fig. 13, the fluxes of these pure rotational lines are much lower
(by at least a factor of 10) than the overall flux in Z sfdbk, and remain two orders of magnitude below the detection limit at z = 7.2,
indicating that they are not likely to be detected at such high redshifts, unless some extreme events (e.g. starbursts in major mergers)
occur. Whereas for Z Nsfdbk, the flux of the strongest line 0-0 S(1) reaches FH2 [0-0 S(1)] ∼ 10−23 W m−2 at z = 7.2, which may be
detectable by gravitational lensing or shocks with more than a factor of 10 enhancement.
where we also include the contribution from collapsing star-
forming cores in newly-created stellar particles, whose over-
all H2 luminosity is estimated with a star formation effi-
ciency  = 0.05, a typical core mass M? = 10 M, a duration
of the core collapse ∆tcore = 0.1 Myr, and a time-averaged
luminosity Lcore = 5×1033 erg s−1 per core (Mizusawa et al.
2005). The overall H2 flux in the WDM cosmology is lower
than that in the CDM case by at least one order of magni-
tude for z & 12, but reaches almost the same level at late
stages (z . 8).
Fig. 14 shows the evolution of H2 fluxes for the pure ro-
tational lines 0-0 S(1), 0-0 S(3) and 0-0 S(5), from diffuse gas,
in (a) the Z sfdbk, and (b) the Z Nsfdbk models. With stel-
lar feedback included (Z sfdbk), 0-0 S(1) contributes 4.3%
(2.1%) of the overall flux, 0-0 S(3) 7.5% (4.7%), and 0-
0 S(5) 6.7% (5.2%), at redshift z = 7.7, in the WDM
(CDM) cosmology. For the Z Nsfdbk case, 0-0 S(1) con-
tributes 25.6% (24.0%) of the overall flux, 0-0 S(3) 16.8%
(15.1%), and 0-0 S(5) 5.6% (6.1%), for the WDM (CDM)
cosmology. As shown in Table 2, the distribution of H2 lumi-
nosity among different lines in Z Nsfdbk implies that most
of the luminosity originates from the gas in the tempera-
ture range T ∼ 1000− 2000 K, which represents the typical
condition before runaway collapse (see Fig. 2). For Z sfdbk,
on the other hand, the overall luminosity shows a signifi-
cant contribution from H2 molecules at higher temperatures
(T ∼ 2000− 5000 K). This indicates that the state of H2 is
regulated by the stellar UV and LW radiation fields. In the
presence of this radiation, the H2 molecules become gener-
ally hotter, implying higher cooling rates, but meanwhile the
amount of molecule-rich gas will be reduced due to photo-
and collisional dissociation in H ii regions. In our simulations
these two competing effects roughly cancel each other out,
in terms of the overall H2 emission. However, with stellar
feedback, a larger fraction of radiation energy is carried by
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Figure 15. Extrapolated fluxes of the pure rotational lines 0-0
S(1) (solid circles), 0-0 S(3) (triangles) and 0-0 S(5) (stars) at
z = 7.2, in Z sfdbk, for a halo mass of 3× 1012 M. The dashed-
dotted line shows the projected 5σ 10-h sensitivity for future 10m-
class, cooled telescopes, where Fth ' 2 × 10−22 W m−2. For
illustration, the wavelengths of lines in the CDM cosmology are
shifted by 10 µm. In both the WDM (solid) and CDM (dashed)
models, these lines are marginally detectable in FIR bands.
higher-frequency (mid-IR) photons from ro-vibrational tran-
sitions, so that the far-IR (FIR) emission from (low-energy)
pure rotational lines 0-0 S(1), 0-0 S(3) and 0-0 S(5) will be
reduced.
To summarize, for Z sfdbk, in both the WDM and CDM
models, the overall H2 flux is FH2 ∼ 10−23 W m−2 at
redshifts 7.2 . z . 8, below the expected 5σ 10-h sen-
sitivity for projected 10m-class, cooled FIR telescopes of
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Figure 16. Flux estimates for the strongest H2 line at z ∼ 7 as
a function of halo mass M (left axis, shaded region), and number
of (star-forming) haloes with masses above M and ages less than
100 Myr at z ∼ 7, formed over the entire sky (right axis, dashed
curve). The dashed-dotted line shows again the expected 5σ 10-
h sensitivity for a future 10m-class FIR telescope in space. An
upper limit for the flux is also plotted, with boosting from lensing
or shocks by a factor of 10 (right axis, solid curve).
Fth ' 10−22 W m−2, such as the OST14. The signal from
Z Nsfdbk without stellar feedback is larger by a factor of 3,
but still below the detection limit. In the Z sfdbk simulation,
the fluxes for the pure rotational lines 0-0 S(1), 0-0 S(3) and
0-0 S(5) are much lower (by at least a factor of 10) than the
overall flux, and remain two orders of magnitude below the
detection limit at z = 7.2, indicating that their detection
at such high redshifts will be challenging, requiring some
unusual event, such as a starburst in a major merger. For
Z Nsfdbk, on the other hand, the flux of the strongest line
0-0 S(1) reaches FH2 [0-0 S(1)] ∼ 10−23 W m−2 at z = 7.2,
which is possible to detect with a factor of 10 enhancement
from (strong) gravitational lensing (Appleton et al. 2010) or
shocks, as observed in Stephan’s Quintet (Appleton et al.
2017). Note that the simulated haloes with M ∼ 1010 M
are not the most massive ones at z ∼ 7. There are more mas-
sive haloes with correspondingly stronger signals. Assuming
that the properties of star forming clouds are roughly inde-
pendent of halo mass, we extrapolate the H2 flux to higher
halo masses by simply assuming FH2 ∝M . We find that the
pure rotational lines 0-0 S(1), 0-0 S(3) and 0-0 S(5) become
marginally detectable for M = 3×1012 M at z = 7.2, even
for Z sfdbk, as shown in Fig. 15.
As mentioned in Section 3.1, the Pop II feedback model
used in our simulations may over-predict the effect of ion-
ization. As a result, the strength of H2 pure rotational lines
may be underestimated in Z sfdbk15. While stellar feedback
14 https://asd.gsfc.nasa.gov/firs/science/history.html
15 We have rerun the simulations under the same condition with a
modified P2L model of adaptive ionization radii and weaker feed-
back, from which we find that the overall flux of H2 is enhanced
by one order of magnitude, while the fluxes of pure rotation lines
0-0 S(3) and 0-0 S(5) are increased by up to a factor of 5, com-
pared with the results shown here for the P2L model in Jaacks
et al. (2018a).
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Figure 17. Luminosities from the target halo as functions of
redshift, in the WDM (solid) and CDM (dashed) models, from
Z sfdbk. The total luminosity Ltot is marked with stars, the H2
luminosity from diffuse gas LDH2 with squares, the H2 luminosity
from proto-stellar cores LCH2 with dots, the free-free luminosity
Lff with triangles, and the virial luminosity Lvir with crosses.
The Eddington limit LEdd is also plotted to provide a strong
upper limit (thick curves).
certainly will destroy and heat up the H2 molecules in H ii
regions, lowering the luminosity of pure rotational lines that
comes mainly from cold/warm gas, so that Z Nsfdbk may
overestimate the luminosity of pure rotational lines. Gener-
ally speaking, we can regard the results from Z sfdbk and
those from Z Nsfdbk as lower bounds and upper bounds,
respectively. In light of this, we estimate the luminosity of
the strongest H2 line from massive DM haloes as LˆH2 ∼
1039−40 erg s−1 (M/1010 M), based on our simulations.
We plot the corresponding flux at z ∼ 7 as a function of
halo mass in Fig. 16, together with the number of (star-
forming) haloes, with masses above a given threshold and
ages less than 100 Myr, corresponding to the z = 7 − 7.7
range16. In Fig. 16, we also show an upper flux limit, as-
suming boosting from lensing or shocks by a factor of 10.
As can be seen, even with the most conservative assump-
tions, massive haloes with M & 1012 M are detectable
without boosts at z ∼ 7, and there are ∼ 105 such mas-
sive haloes with ages less than 100 Myr over the entire sky.
Therefore, a few massive star-forming haloes are expected
to be detected via H2 emission in a survey area of a few
square degrees. Furthermore, with lens and shock boosting,
haloes with M & 1010 M become detectable at z ∼ 7,
and there are roughly 109 such sources in the entire sky, in-
dicating that observation of such lower-mass haloes is also
feasible. However, at higher redshifts z & 12, even with lens-
ing and shock boosting, there are only . 104 (star-forming)
haloes that are massive enough (M & 6 × 1010 M) to be
detectable, making observation of their H2 lines challenging.
Finally, in Fig. 17 we show the general radiation sig-
nature of the target halo (assuming optically thin condi-
tions), in terms of total (integrated) luminosity Ltot, overall
16 This is the timescale in which H2 emission is maintained at a
high level in our simulations, as shown in Fig. 13.
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Table 2. Properties of select H2 lines. The first section (a) lists the physical properties of these lines, including the wavelength λ =
hc/∆Ek, Einstein spontaneous emission coefficient Ak, energy and degree of degeneracy of the upper level Ek and gk (from http:
//www.astronomy.ohio-state.edu/~depoy/research/observing/molhyd.htm). In section (b), fractions of the luminosity from these lines
are summarized for different temperatures at nH = 100 cm
−3, followed by the line strengths implied by our simulations at z = 7.7.
(a) Physical properties 0-0 S(0) 0-0 S(1) 0-0 S(2) 0-0 S(3) 0-0 S(4) 0-0 S(5) 1-0 Q(1) 1-0 O(3) 1-0 O(5)
λ [µm] 28.221 17.035, 12.279 9.6649 8.0258 6.9091 2.4066 2.8025 3.235
Ak [s
−1] 2.94e-11 4.76e-10 2.76e-9 9.84e-9 2.64e-8 5.88e-8 4.29e-7 4.23e-7 2.09e-7
Ek/kB [K] 510 1015 1682 2504 3474 4586 6149 6149 6956
gk 5 21 9 33 13 45 9 9 21
(b) Temperature/DM model 0-0 S(0) 0-0 S(1) 0-0 S(2) 0-0 S(3) 0-0 S(4) 0-0 S(5) 1-0 Q(1) 1-0 O(3) 1-0 O(5)
500 K 0.1012 0.6685 0.1148 0.1048 0.0072 0.0031 ∼ 10−5 ∼ 10−5 ∼ 10−5
1000 K 0.0087 0.2903 0.1424 0.3208 0.0591 0.0789 0.0095 0.0082 0.0074
1500 K 0.0014 0.0804 0.0734 0.2499 0.0664 0.1302 0.0268 0.0230 0.0271
2000 K 0.0003 0.0244 0.0329 0.1505 0.0498 0.1201 0.0326 0.0280 0.0376
3500 K 10−5 0.0020 0.0047 0.0389 0.0201 0.0687 0.0286 0.0246 0.0386
5000 K 10−6 0.0005 0.0013 0.0146 0.0101 0.0433 0.0237 0.0204 0.0334
WDM 3 keV (Z Nsfdbk) 0.0171 0.2562 0.0902 0.1677 0.0313 0.0561 0.0145 0.0124 0.0176
CDM (Z Nsfdbk) 0.0267 0.2402 0.0746 0.1514 0.0320 0.0614 0.0159 0.0137 0.0192
WDM 3 keV (Z sfdbk) 0.0052 0.0425 0.0213 0.0749 0.0247 0.0665 0.0232 0.0200 0.0312
CDM (Z sfdbk) 0.0019 0.0211 0.0122 0.0471 0.0173 0.0520 0.0216 0.0186 0.0302
H2 luminosity from diffuse gas and protostellar cores, L
D
H2
and LCH2 , free-free luminosity Lff , virial luminosity Lvir from
Equ. (3), and the Eddington luminosity as an extreme upper
limit
LEdd = 3.2× 104
(
Mb
M
)
L , (26)
where Mb = (Ωb/Ωm)Mvir is the total baryon mass in
the target halo. The luminosity from star-forming cores is
negligible (lower by 3 − 4 orders of magnitude), compared
with that from diffuse gas, so that the total H2 luminosity
LH2 ≈ LDH2 . We find that H2 emission contributes only 1% of
the total luminosity at z . 12 (17) in WDM (CDM) cosmol-
ogy, although it dominates in the early era before the first
star formation event. The luminosity of free-free emission
counts for about 10% of the total luminosity in late stages
(z . 12), when most radiation comes from atomic hydrogen
emission. The total luminosity is far below (∼ 10−5) the Ed-
dington limit, but above the virial luminosity by a factor of
10, for z . 12, showing that radiation is mostly powered by
stellar feedback.
5 SUMMARY AND DISCUSSION
We have carried out a series of cosmological hydrodynamic
zoom-in simulations of DM haloes with virial masses M ∼
1010 M, for two DM models, a standard CDM cosmology
and a WDM model with a particle mass of mχc
2 = 3 keV.
We investigate how the nature of DM correlates with high-
redshift (z & 7) structure formation and the correspond-
ing radiation signature. The simulations include primordial
chemistry and cooling, and adopt two idealized schemes
for star formation, a simple one without stellar feedback
(Z Nsfdbk), and another one with the model for Pop III
and Pop II star formation and feedback from Jaacks et al.
(2018a); Jaacks et al. (2018b) (Z sfdbk). Free-free and H2
(HD) emissions are calculated by post-processing radiative
transfer. We summarize the main findings for Z sfdbk below,
which is the physically more realistic case.
We find different early structure formation histories in
the two DM models, consistent with the trend found in pre-
vious work (e.g. Yoshida et al. 2003b; Gao & Theuns 2007;
Dayal et al. 2017; Hirano et al. 2017; Lovell et al. 2019):
• The initial Pop III star formation event is delayed by
∼ 200 Myr in the WDM cosmology, compared to the CDM
case. However, Pop III star formation in the WDM cosmol-
ogy quickly reaches the same level as for CDM, once it occurs
at z ∼ 12.
• Metal enrichment and Pop II star formation are also de-
layed by ∼ 200 Myr in the WDM cosmology. The difference
between the (mass-weighted) average metallicities in the two
DM models decreases at lower redshifts (z . 10), but still
does not vanish by z ∼ 7.2.
• Significant metal enrichment (Z > Zcrit = 10−4 Z)
tends to be restricted in dense environments in the WDM
model, affecting a small volume, while in the CDM model,
metals can also break out of low-mass haloes to enrich a
large volume of low-density gas.
These results can be interpreted as follows. For early struc-
ture formation before reionization, when neutral gas is abun-
dant, metal enrichment and Pop II star formation tend to
enhance each other. Higher metallicities lead to more effi-
cient cooling, thus facilitating Pop II star formation, while
an abundance of newly-formed massive stars will enrich the
ISM more strongly with metals, when they die in SN events.
This establishes a positive feedback cycle, turned on initially
by Pop III star formation. Since formation of small-scale
structures is suppressed in the WDM cosmology, the initial
Pop III stellar population is formed at lower redshifts, in
more massive DM haloes. The onset of this feedback cycle is
thus also delayed. However, when initiated in the more mas-
sive structures encountered in the WDM cosmology, star
formation and metal enrichment are more efficient in the
MNRAS 000, 1–20 (2019)
Radiation from early structure formation 19
more vigorous gravitational collapse, such that the differ-
ence between CDM and WDM models in terms of mass-
weighted average metallicity will be reduced when the DM
halo evolves to lower redshifts. Besides, massive structures
only occupy a small volume and can more easily confine the
metals generated within, while in the CDM model, star for-
mation and the relevant feedback in small-scale structures
can enrich a large volume of gas with lower densities.
For the corresponding free-free and H2 emissions orig-
inating from high-z structure formation, we identify these
trends:
• The free-free signal, derived from our simulations of
early structure formation at z > 6, is 3+13−1.5% (8
+33
−3.5%) of the
free-free component in the cosmic radio background (CRB),
measured by radio experiments such as ARCADE 2 (Fixsen
et al. 2011), in the WDM (CDM) model.
• The overall H2 flux from individual DM haloes with
virial masses M ∼ 1010 M is typically below the detec-
tion limit of the next generation of FIR space telescopes,
Fth ∼ 10−22 W m−2, for both DM models at z & 7.2. Di-
rect detection of the H2 emission, especially for individual
lines, from non-lensed high-redshift galaxies is only possi-
ble for more massive haloes with M & 1012 M. With fur-
ther boosting by a factor of 10 from gravitational lensing or
shocks, M ∼ 1010 M haloes may also be observable.
Note that the free-free component in the CRB, inferred from
observational data, is highly uncertain (with a relative un-
certainty of at least 80%). Moreover, our theoretical calcu-
lations are based on a single simulated halo, with multiple
approximations and assumptions, such as the redshift when
Pop II star formation terminates (zend = 6), and how the
free-free luminosity and timescale correlate with halo virial
mass and formation redshift. These uncertainties imply that
our results should be considered as first explorations, to be
followed-up with improved, more complete studies. Never-
theless, extrapolation of our calculations to lower redshifts
produces total CRB signals quite close to (within 0.7σ) the
free-free component inferred from observation. Specifically,
we find that early structure formation only contributes a
small fraction (<10%) of the total free-free component in
the CRB. The difference between the two DM models is
not significant (similar within a factor of 2.5) in terms of
the global (background) free-free signal, comparable to the
halo-halo scatter of free-free luminosity. We expect the dif-
ference in the global free-free signal between the two models
to be even smaller, when a statistically representative halo
sample is used for such calculations. The reason is that mas-
sive (atomic cooling) haloes (M & 108 M) contribute the
majority (> 95%) of the emission, and the abundance of
these haloes is almost the same in the two models. For in-
stance, in an extreme case where the free-free luminosity
model Lν(z,M) is identical in the WDM and CDM models,
the difference in the global free-free signal is only ∼ 10% for
zend = 6, and drops to ∼ 1% for zend ∼ 0. Therefore, the
global free-free signal may not be a good diagnostic of the
underlying DM model.
Actually, synchrotron emission dominates the CRB in
the low-frequency range (νobs . 700 MHz), which cannot
be fully understood in terms of known radio sources (Singal
et al. 2010). It would be interesting to study the synchrotron
emission from early structure formation, to assess its contri-
bution to the CRB. Our simulations are not suitable for
such an investigation, as they do not include the relevant
relativistic magneto-hydrodynamics (MHD).
For determining the H2 emission, our feedback model
is likely to be too aggressive, thus underestimating the sig-
nals of the FIR pure rotational lines. Note that the haloes
simulated here, with virial masses ∼ 1010 M, are rather
low-mass and abundant at z . 10. It may be possible to ob-
serve their H2 emission in FIR bands with gravitational lens-
ing, extending what has already been done in radio bands
for molecular lines from lensed, dusty star forming galaxies
(Spilker et al. 2018). Furthermore, we estimate the luminos-
ity of the strongest H2 line from more massive DM haloes
(M & 1010 M) as LˆH2 ∼ 1039−40 erg s−1 (M/1010 M) by
linear extrapolation from the signals of the M ∼ 1010 M
haloes simulated here. This implies that the more massive
haloes, with M & 1012 M, are detectable even without
lensing at z ∼ 7, and there are ∼ 105 such massive haloes
with ages less than 100 Myr over the entire sky. In general,
it is possible to observe a few massive star-forming haloes
via H2 emission per square degree with the next generation
of FIR space telescopes for z . 10. With the boosting pro-
vided by lensing or shocks, haloes with M & 1010 M may
also be detectable at z ∼ 7, and there are roughly 109 such
haloes over the entire sky, suggesting that FIR observation
of lower-mass haloes is feasible, as well.
This work presents an exploratory step in the direction
of probing the nature of DM with the first stars and galax-
ies in early structure formation. Hopefully, more precise and
complete future radio surveys can significantly reduce the
uncertainty in the measurement of the free-free component
in the CRB. On the theory side, it is important to run
similar simulations for different DM cosmologies, such as
models with non-gravitational DM-baryon interactions. We
need larger simulation boxes, while still maintaining high
resolution, with more realistic feedback models (e.g. Wise
et al. 2014; Sarmento et al. 2018 for CDM cosmology). It
is also interesting to study the correlations among the ra-
dio (H2) luminosity and other properties of the DM halo,
such as mass, concentration and formation time, given a
large sample of haloes. The confluence of ever more realistic
simulations with the upcoming suite of frontier observations
promises unprecedented insight into the formative era of star
and galaxy formation, in the process providing us with novel
hints on the elusive nature of dark matter.
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