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Chapter 1
Introduction
From childhood, we know that integral calculus is more difficult than differential calculus,
moreover a multiple integral can be a hard nut to crack. Multifold integrals appear
ubiquitously in science and technology, for example, to understand high order quantum
interactions, we have to deal with multi-loop Feynman integrals. For precision LHC
physics, next-to-next-to-leading order (NNLO) and even next-to-next-to-leading order
(N3LO) contribution should be calculated, to be compared with the experimental data.
This implies we have to compute two-loop or three-loop, non-supersymmetric, frequently
massive Feynman integrals. It is a tough task.
Recall that in college, when we get a complicated integral, usually we do not compute
it directly by brute force. Instead, we may first:
• Reduce the integrand. For example, given a univariate rational function integral,
we use partial fraction to split the integrand into a sum of fractions, each of which
contains only one pole.
• Convert the integral to residue computations. For an analytic univariate integrand,
sometimes we can deform the contour of integral and make it a residue computation.
The latter is often much easier than the original integral.
• Rewrite the integral by integration-by-parts (IBP).
All these basic techniques are used every day in high energy physics, and in all other
branches of physics. For example, Ossola, Papadopoulos and Pittau (OPP) [OPP07,
OPP08] developed a systematic one-loop integrand reduction method, in the fashion of
partial fraction. This method reduces one-loop Feynman integrals to one-loop master
integrals, whose coefficients can be automatically extracted from tree diagrams by uni-
tarity analysis. Nowadays, OPP method becomes a standard programmable algorithm
for computing next-to-leading order (NLO) contributions.
However, for two-loop and higher-loop Feynman integrals, these basic techniques for
simplifying integrals often become insufficient. For example,
• For multi-loop orders, a Feynman integrand is still a rational function, however,
in multiple variables. In this case, it is not easy to carry out partial fraction or
general integrand reduction. This new issue is the monomial order, the order of
variables. Naive reduction results may be too complicated for next steps, integral
computation or unitarity analysis.
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• For multi-loop generalized unitarity, sometimes we have residues not from one com-
plex variable, but from multiple complex variables. It is well-known that the anal-
ysis of several complex variables is much harder than univariate complex analysis.
For example,
(Hartog) Let f(z1, . . . , zn) be an analytic function in U\{P}, where U is
an open set of Cn (n > 1) and P is a point in U . Then f(z1, . . . , zn) is
analytic in U .
Hartog’s theorem implies that any isolated singular point of a multivariate analytic
function is removable. Hence, non-trivial singular points of multivariate analytic
function have a much more complicated geometric structure than those in univariate
cases. Besides, multivariate Cauchy’s theorem does not apply for the case when
analytic functions have zero Jacobian at the pole. That makes residue computation
difficult. For instance,∮ ∮
around (0,0)
dz1dz2
(az31 + z
2
1 + z
2
2)(z
3
1 + z1z2 − z22)
= ? (1.1)
• For multi-loop integrals, the number of IBP relations becomes huge. We may need
to list a large set of IBP relations, and then use linear algebra to eliminate unwanted
terms to get useful IBPs. However, the linear system can be very large and Gauss
elimination (especially in analytic computations) may exhaust computer RAM.
Is there a way to list only useful IBPs, by adding constraints on differential forms?
The answer is “yes”, but these constraints are subtle. These are linear equations
which only allow polynomial solutions [GKK11]. 1 How do we solve them efficiently?
Most Feynman integral simplification procedures in multi-loop orders, suffer from the
complicated structure of multiple variables. Note that, usually our targets are just poly-
nomials or rational functions. However, multivariate polynomial problems can be ex-
tremely difficult. (One famous example is Jacobian conjecture, which stands unsolved
today.)
The modern branch of mathematics dealing with multivariate polynomials and ratio-
nal functions is algebraic geometry. Classically, algebraic geometry studies the geometric
sets defined by zeros of polynomials. Polynomial problems are translated to geometry
problems, and vice versa. Note that since only polynomials are allowed, algebraic geom-
etry is more “rigid” than differential geometry. Classical algebraic geometry culminates
at the classification theorem of algebraic surfaces by the Italian school in 19th century.
Modern algebraic geometry is rigorous, much more general and abstract. The classical
geometric objects are replaced by the abstract concept scheme, and powerful techniques
like homological algebra and cohomology are introduced in algebraic geometry thanks to
Alexander Grothendieck and contemporary mathematicians [GD71,Gro61,Gro63,Gro64,
Gro65,Gro66,Gro67, Har77]. Modern algebraic geometry shows its power in the proof
1As an analogy, consider the equation 6x+9y = 15 in x, y. If x, y are allowed to be rational numbers,
it is a simple linear equation. However, if only integer values for x, y are allowed, it is a less-trivial
Diophantine equation in number theory. Here we have polynomial-valued Diophantine equations.
7of Fermat’s last theorem by Andrew Wiles. Now algebraic geometry applies on number
theory, representation theory, complex geometry and theoretical physics.
Back to our cases, there are numerous polynomial/rational function problems. Clearly,
they are not as sophisticated as Fermat’s last theorem or Riemann hypothesis. Apparently
they resemble classical algebraic geometry problems. However, beyond the classification
of curves or surfaces, we need computational power to solve polynomial-form equations,
to compute multivariate residues in the real world. The computational aspect of algebraic
geometry, was neglected for a long time.
When I was a graduate student, I was lucky taking a class by Professor Michael Still-
man. One fascinating thing in the class was that many times after learning an important
theorem, Michael turned on the computer and ran a program called “Macaulay2” [GS].
He typed in number fields, polynomials, and geometric objects in the study. Then vari-
ous commands in the program can automatically generate the dimension, the genus and
various maps between objects. He taught us one essential tool behind the program was
the so-called Gro¨bner basis, which is the crucial concept in the new subject computational
algebraic geometry (CAG) [CLO15,CLO98]. It was my first time hearing about CAG and
soon found it useful.
CAG aims at multivariate polynomial and rational function problems in the real
world. It began with Buchberger’s algorithm in 1970s, which obtained the Gro¨bner basis
for a polynomial ideal. Buchberger’s algorithm for polynomials is similar to Gaussian
Elimination for linear algebra: the latter finds a linear basis of a subspace while the
former finds a “good” generating set for an ideal. With Gro¨bner basis, one can carry
out multivariate polynomial division and simplify rational functions; one can eliminate
variables from a polynomial system; one can apply polynomial constraints without solving
them... Then CAG developed quickly and now it is so all-purpose that people use it
outside mathematics, like in robotics, cryptography and game theory. I believe that
CAG is crucial for the deep understanding of multi-loop scattering amplitudes.
Hence, the purpose of these lecture notes is to introduce a fast-developing research
field: applied algebraic geometry in multi-loop scattering amplitudes. I would like to
show CAG methods by examples,
• Multi-loop integrand reduction via Gro¨bner basis. This generalizes one-loop OPP
integrand reduction method to all loop orders. In this section, I will introduce basic
notations of polynomial ring, rudiments of algebraic geometry and the Gro¨bner basis
method.
• Multivariate residue computation, in generalized unitarity analysis. A flavor of
several complex variables will be provided in the section. Then I present the defini-
tion of multivariate residues and CAG based algorithms for computing multivariate
residues. Finally I show that they are very useful in high-loop unitarity analysis.
• Multi-loop IBP with polynomial constraints. These constraints form a syzygy sys-
tem, which can be solved by Gro¨bner basis [GKK11] techniques. We show that
we can combine this with unitarity cuts and the Baikov representation [Bai96] to
further improve the efficiency.
I will illustrate mathematical concepts and methods by practical examples and exercises,
even beyond mathematics/physics, like the game Sudoku. The proof of many mathemat-
8 CHAPTER 1. INTRODUCTION
ical theorems will be skipped or just roughly sketched. These notes do not cover other
important topics in amplitudes studies, like Symbol, differential equation, Grassmannian
or bootstrap. We refer to the beautiful online articles, for instance, [DDH12, DGR12,
AHBC+16, Hen15] for these topics. I will not cover all the technical details of the re-
search frontier from integral reduction, since I believe it is more important for readers to
get the idea of basic algebraic geometry and find its applications in their own research
fields.
Chapter 2
Integrand reduction and Gro¨bner
basis
2.1 Basic physical objects
In these notes we mainly focus on scattering amplitudes in perturbative quantum field
theory and (super-)gravity. To make the reduction methods general, we aim at non-
supersymmetric amplitudes. These methods definitely work with supersymmetric theo-
ries, however, it is more efficient to combine them with specific shortcuts in supersym-
metric theories.
Referring to an L-loop Feynman diagram, we mean a connected diagram with n ex-
ternal lines, P propagators, and L fundamental cycles 1. We further require that each
external line is connected to some fundamental cycle. Define V as the number of vertices
in this diagram, then the graph theory relation holds,
L = P − V + 1. (2.1)
Note that this relation is not Euler’s famous formula, since this relation holds for both
planar and nonplanar graphs in graph theory, but Euler characteristic does not enter this
relation. (Of course, for a planar graph, by embedding fundamental cycles into a plane
as face boundaries, it becomes Euler’s formula for planar graphs.)
For gauge theories, we have color-ordered Feynman diagrams such that the external
color particles must be drawn from infinity in a given cyclic order, and the Feynman rules
would differ from the unordered ones. Sometimes, with these constraints, we cannot draw
a Feynman diagram on a plane without crossing lines. We call such a Feynman diagram
a nonplanar diagram in the sense of color ordering. Note that this definition is different
from nonplanar diagram in the sense of graph theory, since by lifting the color order
constraint, a colored-ordered nonplanar diagram may be embedded into a plane without
crossing lines. See an example in Fig.2.1.
Sometimes, for an L-loop diagram with L > 1, two fundamental cycles do not share a
1We need some graph theory concepts here: for a graph G, a spanning tree T is a tree subgraph which
contains all vertices of G. Given any edge e in G which is not in T , we define a fundamental cycle Ce as
the simple cycle which consists of e and a subset of T . The number of fundamental cycles is independent
of the choice of T .
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(a) a nonplanar diagram with color ordering (b) Redraw Fig.2.1a by neglecting external line
color ordering
Figure 2.1: A nonplanar diagram in color ordering, may be a planar diagram in the sense
of graph theory.
common edge. In this case the diagram is factorable, i.e., factorized into two diagram. We
consider a factorable diagram as two lower loop-order diagrams, instead of an “authentic”
L-loop diagram. See an example in Figure 2.2a. For a n-point L-loop diagram, if two
external lines attach to one vertex, we consider this diagram as an n− 1 point diagram.
See an example in Figure 2.2b.
(a) a factorable diagram. (b) This diagram is considered as a 4-point dia-
gram instead of a 5-point diagram.
Figure 2.2: Diagrams to be simplified
A Feynman diagram has the associated Feynman integral,
I =
∫
dDl1
iπD/2
. . .
dDlL
iπD/2
N(l1, . . . lL)
D1 . . .DP
. (2.2)
For each fundamental cycle, we assign an internal momenta li. Here the denominators of
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Feynman propagator have the form, Di = (α1l1+. . . αllL+β1k1+. . . βnkn)
2−m2i . k1 . . . kn
are the external momenta. α’s must be ±1. For fermion propagators, we complete the
denominator squares to get this form. N(l1, . . . lL) is the numerator, which depends
on Feynman rules and the symmetry factor. Here we hide the dependence of external
momenta/polarizations in N(l1, . . . lL). The spacetime dimension D may take the value
4 − 2ǫ in the dimensional regularization scheme (DimReg). Sometimes we also discuss
the case D = 4 or some other fixed integer, for studying leading singularity and maximal
unitarity cut.
2.2 Integrand reduction at one loop
Consider the problem of reducing the integrand in (2.2) before integration. Schematically
integrand reduction, as a generalization of partial fractions, is to express the numerator
N as,
N = ∆+
P∑
j=1
hjDj , (2.3)
where ∆ and hj’s are polynomials in loop momenta components. The term hjDj cancels
a denominator Di and provides a Feynman integral with fewer propagators. Then this
term merges with other Feynman integrals in the scattering amplitude. ∆ remains for
this diagram. If ∆ is “significantly simpler” than N , this integrand reduction is useful.
2.2.1 Box diagram
To make our discussion solid, we first introduce the classical OPP reduction method
[OPP07,OPP08] at one loop order. It is well known that if D = 4, all one-loop Feynman
integrals with more than 4 distinct propagators can be reduced to Feynman integrals with
at most 4 distinct propagators, while if D = 4 − 2ǫ, one-loop Feynman integrals with
more than 5 distinct propagators are reduced to Feynman integrals with at most 5 distinct
propagators, at the integrand level. These statements can be proven by tensor calculations
[Mel65]. Later in this section, we re-prove these by a straightforward algebraic geometry
argument.
For simple D = 4 cases, we only need to start from the box diagram. For instance,
consider D = 4 four-point massless box, with denominators in propagators,
D1 = l
2, D2 = (l − k1)2, D3 = (l − k1 − k2)2, D4 = (l + k4)2. (2.4)
The Mandelstam variables are s = (k1 + k2)
2 and t = (k1 + k4)
2. It is useful to re-
parameterize the loop momentum l instead of using its Lorentz components. There are
several parametrization methods: (1) van Neerven-Vermaseren parameterization [vNV84]
(2) spinor-helicity parameterization (3) Baikov parametrization. Here we use the straight-
forward van Neerven-Vermaseren parameterization, and postpone applications of other
parameterizations later.
Note that by energy-momentum conservation, only external momenta k1, k2 and k4 are
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Figure 2.3: One-loop massless box diagram
independent. To make a 4D basis, we introduce an auxiliary vector ωµ ≡ 2is ǫµνρσkν1kρ2kσ4 2
ω2 = −t(s + t)
s
. (2.5)
Then the basis {e1, e2 . . . e4} ≡ {k1, k2, k4, ω}. The Gram matrix of this basis is,
G =

0 s
2
t
2
0
s
2
0 −s−t
2
0
t
2
−s−t
2
0 0
0 0 0 − t(s+t)
s
 , Gij = ei · ej . (2.6)
Note that for any well-defined basis, Gram matrix should be non-degenerate. For any
4D momentum p, define van Neerven-Vermaseren variables as,
xi(p) ≡ p · ei, i = 1, . . . , 4 . (2.7)
Then for any two 4D momenta, a scalar product translates to van Neerven-Vermaseren
form, by linear algebra
p1 · p2 = x(p1)T (G−1)x(p2) , (2.8)
where the bold x(p) denotes the column 4-vector, (x1, x2, x3, x4)
T . Back to our one-loop
box, define xi ≡ xi(l). Hence a Lorentz-invariant numerator Nbox in (2.2) has the form,
Nbox =
∑
m1
∑
m2
∑
m3
∑
m4
cm1m2m3m4x
m1
1 x
m2
2 x
m3
3 x
m4
4 , (2.9)
For a renormalizable theory, there is a bound on the sum, m1 +m2 +m3 +m4 ≤ 4. The
2The normalization is from the convention of spinor helicity formalism. So ω is a pure imaginary
vector, and later on the unitarity solutions appear to be real in van Neerven-Vermaseren variables.
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goal in integrand reduction is to expand
Nbox = ∆box + h1D1 + . . . h4D4 , (2.10)
such that the remainder polynomial ∆box is as simple as possible.
Following [OPP07], the simplest ∆box can be obtained by a direct analysis. Note that
x1 = l · k1 = 1
2
(D1 −D2),
x2 = l · k2 = 1
2
(D2 −D3) + s
2
,
x3 = l · k4 = 1
2
(D4 −D1), (2.11)
hence x1 and x3 can be written as combinations of Di’s, while x2 is equivalent to the
constant s/2 up to combinations of Di’s. A scalar product which equals combinations
of denominators and constants is called a reducible scalar product (RSP). In this cases,
x1, x2, x3 are RSPs. The remainder ∆box shall not depend on RSPs, hence,
∆box =
∑
m4
cm4x
m4
4 . (2.12)
x4 is called a irreducible scalar product (ISP). Furthermore, using the expansion of l
2 and
(2.11),
D1 = l
2
1 =
1
4st(s+ t)
(− 4s2x24 + s2t2 + 4D1s2t− 2D2s2t− 2D4s2t +D22s2 +D24s2
− 2D2D4s2 + 2D1st2 − 2D3st2 + 2D1D2st− 4D1D3st + 2D2D3st + 2D1D4st
− 4D2D4st+ 2D3D4st+D21t2 +D23t2 − 2D1D3t2
)
, (2.13)
which means
x24 =
t2
4
+O(Di). (2.14)
Hence quadratic and higher-degree monomials in x4 should be removed from the box
integrand, and
∆box = c0 + c1(l · ω). (2.15)
This is the integrand basis for the 4D box, which contains only 2 terms. Note that by
Lorentz symmetry, ∫
dDl
l · ω
D1D2D3D4
= 0, (2.16)
for any value ofD. So c1 should not appear in the final expression of scattering amplitude.
We call such a term a spurious term. But it is important for integrand reduction, as we
will see soon.
There are two ways of using the integrand basis (2.15),
1. Direct integrand reduction (IR-D). If the numerator N is known, for instance from
Feynman rules, we can use (2.11) and (2.13) to reduce N explicitly to get c0 and
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c1. h1D1 + . . . h4D4 is kept for further triangle, bubble ... computations.
2. Integrand reduction with unitarity (IR-U). Sometimes, it is more efficient to fit the
coefficients c0 and c1 from tree amplitudes, by unitarity. Here c0 and c1 correspond
to the remaining information at the quadruple cut,
D1 = D2 = D3 = D4 = 0. (2.17)
From (2.11) and (2.14), there are two solutions for l, namely l(1) and l(2), charac-
terized by,
(1) x1 = 0, x2 =
s
2
, x3 = 0, x4 =
t
2
, (2.18)
(2) x1 = 0, x2 =
s
2
, x3 = 0, x4 = − t
2
. (2.19)
On this cut, the box diagram becomes four tree diagrams, summed over different
on-shell massless internal states.
S
(i)
box =
∑
h1
∑
h2
∑
h3
∑
h4
A(k1, l
(i) − k1,−l(i); s1, h2,−h1)×
A(k2, l
(i) − k1 − k2, k1 − l(i); s2, h3,−h2)A(k3, l(i) + k4, k1 + k2 − l(i); s3, h4,−h3)
×A(k4, l(i),−k4 − l(i); s4, h1,−h4) , (2.20)
where si’s stand for external particles helicities, while hi’s stand for internal particles
helicities and should be summed. Unitarity implies that,{
c0 +
t
2
c1 = S
(1)
box
c0 − t2c1 = S(2)box
. (2.21)
Generically, there is a unique solution for (c0, c1). Here we see the importance
of the box integrand basis (2.15). If there are fewer than 2 terms in the basis
(oversimplified), then the integrand cannot be fitted from unitarity. If there are
more than 2 terms in the basis (redundant), then the integrand will contain free
parameters which mess up the amplitude computation for following steps.
2.2.2 Triangle diagram
After the box integrand reduction is done, we proceed to the triangle cases. Note that
there are more than one triangle diagrams, in a 4-point scattering process, by pinching
one internal line. Consider this one,
I =
∫
d4l
iπ2
Ntri
D1D2D3
, (2.22)
where external lines 3 and 4 are combined. The kinematics is much simpler than that of
2.2. INTEGRAND REDUCTION AT ONE LOOP 15
Figure 2.4: One-loop triangle diagram
the box case. Besides ω, we introduce another imaginary auxiliary vector,
ω˜ = i
(
− s+ t
t
k1 +
t
s
k2 − k4
)
. (2.23)
Then,
ω˜ · k1 = 0, ω˜ · k2 = 0, ω · ω˜ = 0, (ω˜)2 = ω2 = −t(s + t)
s
. (2.24)
Note that the momentum k4 does not appear in propagators of this triangle diagram, so
we would better replace the variable x3 = l · k4 by a new variable y3 ≡ l · ω˜,
x3 = −s + t
s
x1 +
t
s
x2 + iy3 . (2.25)
The integrand reduction for triangle reads Ntri = ∆tri + h1D1 + h2D2 + h3D3. Gener-
ically,
Ntri =
∑
m1
∑
m2
∑
m3
∑
m4
dm1m2m3m4x
m1
1 x
m2
2 y
m3
3 x
m4
4 , (2.26)
with the renormalization constraint that m1 + m2 + m3 + m4 ≤ 3 [OPP07]. Here we
already replaced x3. Again,
x1 = l · p1 = 1
2
(D1 −D2) ,
x2 = l · p2 = 1
2
(D2 −D3) + s
2
. (2.27)
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we have 2 RSPs, x1, x2 and 2 ISPs, y3, x4. Again, from D1 = l
2, we have
y23 + x
2
4 = O(Di) , (2.28)
which means we can trade y23 for x
2
4. Hence with the renormalization condition,
∆tri = d
′
0 + d
′
1y3 + d
′
2x4 + d
′
3y3x4 + d
′
4x
2
4 + d
′
5y3x
2
4 + d
′
6x
3
4 . (2.29)
which contains 7 terms. By Lorentz symmetry,∫
dDl
ym3 x
n
4
D1D2D3
= 0 , (2.30)
as long as m is odd or n is odd. It seems that x24 term survives the integration. To further
simplify the integral, we redefine the integrand basis,
∆tri = d0 + d1y3 + d2x4 + d3y3x4 + d4(x
2
4 − y23) + d5y3x24 + d6x34 . (2.31)
By the symmetry between ω˜ and ω, the term proportional to d4 integrates to zero. Hence,
the integrand basis of triangle contains 1 scalar integral and 6 spurious terms.3
To use this basis, again, there are two manners as in the previous section.
1. (IR-D). Suppose that the box integrand reduction is finished and the triangle di-
agram integrand is obtained, say from Feynman rules. We combine the triangle
integrand and the term proportional to D4 in (2.10), and carry out the reduction
process in this section explicitly. Finally, we get coefficients d0, . . . , d6.
2. (IR-U). The goal is to determine d0, . . . , d6 from unitarity. We need the triple cut,
D0 = D1 = D3 = 0 , (2.32)
There are two branches of solutions,
(1) x1 = 0, x2 =
s
2
, y3 = iz, x4 = z , (2.33)
(2) x1 = 0, x2 =
s
2
, y3 = −iz, x4 = z , (2.34)
where for each branch z is a free parameter. On this cut, the numerator becomes a sum
of products of tree amplitudes,
S
(i)
tri (z) =
∑
h1
∑
h2
∑
h3
A(k1, l
(i) − k1,−l(i); s1, h2,−h1)(z)×
A(k2, l
(i)− k1− k2, k1 − l(i); s2, h3,−h2)(z)A(k3, k4, l(i), k1 + k2− l(i); s3, s4, h1,−h3)(z) .
(2.35)
for i = 1, 2. We try to fit coefficients in ∆tri with S
(i)
tri (z). However, the new issue is that
3We use the massless case as an illustrative example. Actually for a triangle diagram with two massless
external lines, the scalar integral itself can be further reduced to bubble integrals, via IBPs.
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∆tri on either branch, is a polynomial of z. S
(i)
tri (z) in general is not a polynomial of z,
since the last tree amplitude may have a pole when (l + p4)
2 = 0. On the cut,
1
(l + p4)2
=
1
t + 2iy3
, (2.36)
which becomes a fraction in z for each branch. Note that this pole is from quadruple cut,
hence we have to subtract the box integrand basis to avoid the double counting. The
correct unitarity relation is,
∆tri
(
l(i)(z)
)
= S
(i)
tri (z)−
c0 + c1
(
l(i)(z) · ω)(
l(i)(z) + p4
)2 , i = 1, 2 . (2.37)
If c0 and c1 are known from box integrand reduction, then both sides of the equation are
polynomials in z and Tylor expansions determine coefficients d0, . . . , d6.
4
The further reduction for bubbles is similar.
2.2.3 D-dimensional one-loop integrand reduction
Dimensional regularization is a standard way for QFT renormalization. Here we briefly
introduce OPP integrand reduction [OPP08,GKM08,EKMZ11] in D-dimension for one-
loop diagrams.
Again, consider the four-point massless box integral in D = 4− 2ǫ,
IDbox[N ] =
∫
dDl
iπD/2
NDbox
D1D2D3D4
, (2.38)
with the same definition of Di’s. The loop momentum l contains two parts l = l
[4] + l⊥,
where l[4] is the four-dimensional part and l⊥ is the component in the extra dimension.
l2 = (l[4])2 + (l⊥)2 = (l[4])2 − µ11 . (2.39)
Here we introduce a variable µ11 = −(l⊥)2. We use the scheme such that all external
particles are in 4D, hence,
(l⊥) · ki = 0, i = 1, . . . , 4 (2.40)
and similar orthogonal conditions hold between l⊥ and external polarization vectors hold.
This implies l⊥ appears in the integrand only in the form of µ11. l[4] is parameterized by
the same van Neerven-Vermaseren variables x1, . . . x4, as before. Therefore,
NDbox =
∑
m1
∑
m2
∑
m3
∑
m4
∑
m
cm1m2m3m4mx
m1
1 x
m2
2 x
m3
3 x
m4
4 µ
m
11 , (2.41)
with the renormalization condition m1+m2+m3+m4+2m ≤ 4. (µ11 contains 2 powers
4Note that in general, for a massive triangle diagram, the two cut branches may merge into one. In
this case, a Laurent expansion over z is needed and (2.37) again remove the redundant pole.
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of l.) Again, as in the 4D case,
x1 =
1
2
(D1 −D2), x2 = 1
2
(D2 −D3) + s
2
, x3 =
1
2
(D4 −D1), (2.42)
so x1, x2 and x3 are RSPs which do not appear in the integrand basis. The ISPs are x4
and µ11. From the relation D1 = (l
[4])2 − µ11, we get,
x24 =
t2
4
− (s+ t)t
s
µ11 +O(Di) , (2.43)
Hence we can trade x24 for µ11 in the integrand basis,
∆Dbox = c0 + c1x4 + c2µ11 + c3µ11x4 + c4µ
2
11 , (2.44)
which contains 5 terms. The terms proportional to x4 are again spurious, i.e., integrated
to zero.
The coefficients c0, . . . c4 can either be calculated from explicit reduction (IR-D) or
unitarity (IR-U). For the latter, the quadruple cut D1 = D2 = D3 = D4 = 0 is applied.
There is one family of solutions which is one-dimensional,
x1 = 0, x2 =
s
2
, x3 = 0, x4 = z, µ11 =
s(t2 − 4z2)
4t(s+ t)
. (2.45)
Amazingly, the 4D quadruple cut contains two zero-dimensional solutions while D-dim
quadruple cut has only one family of solution. The two roots in 4D are connected by a
cut-solution curve, in DimReg. The Taylor series in z fits coefficients c0, . . . c4.
If only ǫ → 0 limit of the amplitudes is needed, (2.44) can be further simplified by
dimension shift identities,∫
dD
iπD/2
µ11
D1D2D3D4
=
D − 4
2
ID+2box [1] (2.46)∫
dD
iπD/2
µ211
D1D2D3D4
=
(D − 4)(D − 2)
4
ID+4box [1] (2.47)
These identities can be proven via Baikov parameterization (Chapter 4) . It is well known
that the 6D scalar box integral is finite and the 8D scalar box is UV divergent such that,
lim
D→4
D − 4
2
ID+2box [1] = 0, (2.48)
lim
D→4
(D − 4)(D − 2)
4
ID+4box [1] = −
1
3
. (2.49)
Hence the integrand basis after integration becomes,
lim
D→4
∫
dDl
iπD/2
∆Dbox
D1D2D3D4
= c0I
D
box[1]−
1
3
c4 (2.50)
in the ǫ→ 0 limit. The second term is called a rational term, which cannot be obtained
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Figure 2.5: two-loop double box diagram
from the 4D quadruple cut.
It seems that D-dimensional integrand reduction is more complicated than the 4D
case, with more variables and more integrals in the basis. However, it provides the com-
plete amplitude for a general renormalizable QFT, and mathematically, its cut solution
has simpler structure.
OPP method is programmable and highly efficient for automatic one-loop amplitude
computation [OPP08,BBU11,CGH+11,HFF+11].
2.3 Issues at higher loop orders
Since OPP method is very convenient for one-loop cases, the natural question is: is it
possible to generalize OPP method for higher loop orders?
Of course, higher loop diagrams contain more loop momenta and usually more propa-
gators. Is it a straightforward generalization? The answer is “no”. For example, consider
the 4D 4-point massless double box diagram (see Fig. 2.5), associated with the integral,
Idbox[N ] =
∫
d4l1
iπ2
d4l2
iπ2
N
D1D2D3D4D5D6D7
. (2.51)
The denominators of propagators are,
D1 = l
2
1, D2 = (l1 − k1)2, D3 = (l1 − k1 − k2)2, D4 = (l2 + k1 + k2)2,
D5 = (l2 − k4)2, D6 = l22, D7 = (l1 + l2)2 . (2.52)
The goal of reduction is to express,
Ndbox = ∆dbox + h1D1 + . . .+ h7D7 (2.53)
such that ∆dbox is the “simplest”. (In the sense that all its coefficients in ∆dbox can be
uniquely fixed from unitarity, as in the box case.)
We use van Neerven-Vermaseren basis as before, {e1, e2, e3, e4} = {k1, k2, k4, ω}. De-
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fine
xi = l1 · ei, yi = l2 · ei, i = 1, . . . 4. (2.54)
Then we try to determine ∆dbox in these variables like one-loop OPP method.
x1 =
1
2
(D1 −D2) ,
x2 =
1
2
(D2 −D3) + s
2
,
y2 =
1
2
(D4 −D6)− y1 − s
2
,
y3 =
1
2
(D6 −D5) , (2.55)
Hence we can remove RSPs: x1, x2, y2 and y3 in ∆dbox. (We trade y2 for y1, by symmetry
consideration: under the left-right flip symmetry of double box, x3 ↔ y1. ) There are 4
ISPs, x3, y1, x4 and y4.
Then following the one-loop OPP approach, the quadratic terms in (li · ω) can be
removed from the integrand basis, since,
x24 = x
2
3 − tx3 +
t2
4
+O(Di) ,
y24 = y
2
1 − ty1 +
t2
4
+O(Di) ,
x4y4 =
s + 2t
s
x3y1 +
t
2
x3 +
t
2
y1 − t
2
4
+O(Di) . (2.56)
Then the trial version of integrand basis has the form,
∆dbox =
∑
m
∑
n
∑
α
∑
β
cm,n,α,βx
m
3 y
n
1x
α
4 y
β
4 , (2.57)
where (α, β) ∈ {(0, 0), (1, 0), (0, 1)}. The renormalization condition is,
m+ α ≤ 4, n+ β ≤ 4, m+ n+ α + β ≤ 6 . (2.58)
By counting, there are 56 terms in the basis. Is this basis correct?
Have a look at the unitarity solution. The heptacutD1 = . . .D7 = 0 has a complicated
solution structure [KL12]. (See table. 2.1). There are 6 branches of solutions, each of
which is parameterized by a free parameter zi. Solutions (5) and (6) contain poles in zi,
hence we need Laurent series for tree products,
S(i) =
4∑
k=−4
d
(i)
k z
k
i , i = 5, 6 . (2.59)
The bounds are from renormalization conditions, so there are 9 nonzero coefficients for
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x1 x2 x3 x4 y1 y2 y3 y4
(1) 0 s
2
z1 z1 − t2 0 − s2 0 t2
(2) 0 s
2
z2 −z2 + t2 0 − s2 0 − t2
(3) 0 s
2
0 t
2
z3 −z3 − s2 0 z3 − t2
(4) 0 s
2
0 - t
2
z4 −z4 − s2 0 −z4 + t2
(5) 0 s
2
z5−s
2
z5−s−t
2
s(s+t−z5)
2z5
−s(s+t)
2z5
0 (s+t)(s−z5)
2z5
(6) 0 s
2
z6−s
2
−z6+s+t
2
s(s+t−z6)
2z6
−s(s+t)
2z6
0 − (s+t)(s−z6)
2z6
Table 2.1: solutions of the 4D double box heptacut.
each case. Solutions (1), (2), (3), (4) are relatively simpler,
S(i) =
4∑
k=0
d
(i)
k z
k
i , i = 1, 2, 3, 4 . (2.60)
So there are 5 nonzero coefficients for each case. These solutions are not completely
indenpendent, for example, solution (1) at z1 = s and solution (6) at z6 = t/2 correspond
to the same loop momenta. Therefore,
S(1)(z1 → s) = S(6)(z6 → t/2) . (2.61)
There are 6 such intersections, namely between solutions (1) and (6), (1) and (4), (2)
and (3), (2) and (5), (3) and (6), (4) and (5). Hence, there are 9 × 2 + 5 × 4 − 6 = 32
independent d
(i)
k ’s.
Now the big problem emerges,
56 > 32 . (2.62)
There are more terms in the integrand basis than those determined from unitarity cut.
That means this integrand basis is redundant. However, it seems that we already used
all algebraic constraints in (2.55) and (2.56). Which constraint is missing?
We need to reconsider (2.53), especially the meaning of “simplest” integrand basis.
For simple example like massless double box diagram, it is possible to use the detailed
structures like symmetries and Gram determinant constraints, to get a proper integrand
basis [MO11, BFZ12b]. However, in general, we need an automatic reduction method,
without looking at the details. So we refer to a new mathematical approach, computa-
tional algebraic geometry.
2.4 Elementary computational algebraic geometry meth-
ods
2.4.1 Basic facts of algebraic geometry in affine space I
In order to apply the new method, we need to list some basic concepts and facts on
algebraic geometry [Har77].
We start from a polynomial ring R = F[z1, . . . zn] which is the collection of all poly-
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nomials in n variables z1, . . . zn with coefficients in the field F. For example, F can be Q,
the rational numbers, C, the complex numbers, Z/pZ, the finite field of integers mod-
ulo a prime number p, or C(c1, c2, . . . ck), the complex rational functions of parameters
c1, . . . , ck.
Recall that the right hand side of (2.53) contains the sum h1D1+. . .+h7D7 where Di’s
are known polynomials and hi’s are arbitrary polynomials. What are general properties
of such a sum? That leads to the concept of ideal.
Definition 2.1. An ideal I in the polynomial ring R = F[z1, . . . zn] is a subset of R such
that,
• 0 ∈ I. For any two f1, f2 ∈ I, f1 + f2 ∈ I. For any f ∈ I, −f ∈ I.
• For ∀f ∈ I and ∀h ∈ R, hf ∈ I.
The ideal in the polynomial ring R = F[z1, . . . zn] generated by a subset S of R is the
collection of all such polynomials,∑
i
hifi, hi ∈ R, fi ∈ S. (2.63)
This ideal is denoted as 〈S〉. In particular, 〈1〉 = R, which is an ideal which contains all
polynomials. Note that even if S is an infinite set, the sum in (2.63) is always restricted
to a sum of a finite number of terms. S is called the generating set of this ideal.
Example 2.2. Let I = 〈x2 + y2 + z2 − 1, z〉 in Q[x, y, z]. By definition,
I = {h1(x2 + y2 + z2 − 1) + h2 · z, ∀h1, h2 ∈ R} , (2.64)
Pick up h1 = 1, h2 = −z, and we see x2 + y2 − 1 ∈ I. Furthermore,
x2 + y2 + z2 − 1 = (x2 + y2 − 1) + z · z . (2.65)
Hence I = 〈x2 + y2 − 1, z〉. We see that, in general, the generating set of an ideal is not
unique.
Our integrand reduction problem can be rephrased as: given N and the ideal I =
〈D1, . . . , D7〉, how many terms in N are in I? To answer this, we need to study properties
of ideals.
Theorem 2.3 (Noether). The generating set of an ideal I of R = F[z1, . . . zn] can always
be chosen to be finite.
Proof. See Zariski, Samuel [ZS75a].
This theorem implies that we only need to consider ideals generated by finite sets in
the polynomial ring R.
Definition 2.4. Let I be an ideal of R, we define an equivalence relation,
f ∼ g, if and only if f − g ∈ I . (2.66)
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We define an equivalence class, [f ] as the set of all g ∈ R such that g ∼ f . The quotient
ring R/I is set of equivalence classes,
R/I = {[f ]|f ∈ R} . (2.67)
with multiplication [f1][f2] ≡ [f1f2]. (Check this multiplication is well-defined.)
To study the structure of an ideal, it is very useful to consider the algebra-geometry
relation.
Definition 2.5. Let K be a field, F ⊂ K. The n-dimensional K-affine space AnK is the
set of all n-tuple of K. Given a subset S of the polynomial ring F[z1, . . . , zn], its algebraic
set over K is,
ZK(S) = {p ∈ AnK|f(p) = 0, for every f ∈ S}. (2.68)
If K = F, we drop the subscript K in AnK and ZK(S).
So the algebraic set Z(S) consists of all common solutions of polynomials in S. Note
that to solve polynomials in S is equivalent to solve all polynomials simultaneously in
the ideal generated by S,
Z(S) = Z(〈S〉), (2.69)
since if p ∈ Z(S), then f(p) = 0, ∀f ∈ S. Hence,
h1(p)f1(p) + . . .+ hk(p)fk(p) = 0, ∀hi ∈ R, ∀fi ∈ S. (2.70)
So we always consider the algebraic set of an ideal.
For example, Z(〈1〉) = ∅ (empty set) since 1 6= 0. For the ideal I = 〈x2+y2+z2−1, z〉
in example 2.2, Z(I) is the unit circle on the plane z = 0.
We want to learn the structure of an ideal from its algebraic set. First, for the empty
algebraic set,
Theorem 2.6 (Hilbert’s weak Nullstellensatz). Let I be an ideal of F[z1, . . . zn] and K
be an algebraically closed field 5 , F ⊂ K. If ZK(I) = ∅, then I = 〈1〉.
Proof. See Zariski and Samuel, [ZS75b, Chapter 7].
Remark. The field extension K must be algebraically closed. Otherwise, say, K = F = Q,
the ideal 〈x2−2〉 has empty algebraic set in Q. (The solutions are not rational). However,
〈x2 − 2〉 6= 〈1〉. On the other hand, F need not be algebraically closed. I = 〈1〉 means,
1 = h1f1 + . . .+ hkfk, fi ∈ I, hi ∈ F[z1, . . . zn] . (2.71)
where hi’s coefficients are in F, instead of an algebraic extension of F.
Example 2.7. We prove that, generally, the 4D pentagon diagrams are reduced to di-
agrams with fewer than 5 propagators, D-dimensional hexagon diagram are reduced to
diagrams with fewer than 6 propagators, in the integrand level.
5A field K is algebraically closed, if any non-constant polynomial in K[x] has a solution in K. Q is
not algebraically closed, the set of all algebraic numbers Q¯ and C are algebraically closed.
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For the 4D pentagon case, there are 5 denominators from propagators, namelyD1, . . .D5.
There are 4 Van Neerven-Vermaseren variables for the loop momenta, namely x1, x2, x3
and x4. SoDi’s are polynomials in x1, . . . , x4 with coefficients in F = Q(s12, s23, s34, s45, s15).
Define I = 〈D1, . . .D5, 〉. Generally 5 equations in 4 variables,
D1 = D2 = D3 = D4 = D5 = 0 , (2.72)
have no solution (even with algebraic extensions). Hence by Hilbert’s weak Nullstellensatz,
I = 〈1〉. Explicitly, there exist 5 polynomials fi’s in F[x1, x2, x3, x4] such that
f1D1 + f2D2 + f3D3 + f4D4 + f5D5 = 1 . (2.73)
Therefore,∫
d4l
1
D1D2D3D4D5
=
∫
d4l
f1
D2D3D4D5
+
∫
d4l
f2
D1D3D4D5
+
∫
d4l
f3
D1D2D4D5∫
d4l
f4
D1D2D3D5
+
∫
d4l
f5
D1D2D3D4
, (2.74)
where each term in the r.h.s is a box integral (or simpler). Note that fi’s are in F[x1, x2, x3, x4],
so the coefficients of these polynomials are rational functions of Mandelstam variables
s12, s23, s34, s45, s15. Weak Nullstellensatz theorem does not provide an algorithm for find-
ing such fi’s. The algorithm will be given by the Gro¨bner basis method in next subsection,
or by the resultant method [CLO98].
Notice that in the DimReg case, we have one more variable µ11 = −(l⊥)2. The same
argument using Weak Nullstellensatz leads to the result.
For a general algebraic set, we have the important theorem:
Theorem 2.8 (Hilbert’s Nullstellensatz). Let F be an algebraically closed field and R =
F[z1, . . . zn]. Let I be an ideal of R. If f ∈ R and,
f(p) = 0, ∀p ∈ Z(I), (2.75)
then there exists a positive integer k such that fk ∈ I.
Proof. See Zariski and Samuel, [ZS75b, Chapter 7].
Hilbert’s Nullstellensatz characterizes all polynomials vanishing on Z(I), they are
“not far away” from elements in I. For example, I = 〈(x − 1)2〉 and Z(I) = {1}. The
polynomial f(x) = (x− 1) does not belong to I but f 2 ∈ I.
Definition 2.9. Let I be an ideal in R, define the radical ideal of I as,
√
I = {f ∈ R|∃k ∈ Z+, fk ∈ I} . (2.76)
For any subset V of An, define the ideal of V as
I(V ) = {f ∈ R|f(p) = 0, ∀p ∈ V } . (2.77)
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Then Hilbert’s Nullstellensatz reads, over an algebraically closed field,
I(Z(I)) =
√
I . (2.78)
An ideal I is called radical, if
√
I = I.
If two ideals I1 and I2 have the same algebraic set Z(I1) = Z(I2), then they have the
same radical ideals
√
I1 =
√
I2. On the other hand, if two sets in An have the same ideal,
what could we say about them? To answer this question, we need to define topology of
An:
Definition 2.10 (Zariski topology). Define Zariski topology of AnF by setting all algebraic
set to be topologically closed. (Here F need not be algebraic closed.)
Remark. The intersection of any number of Zariski closed sets is closed since,⋂
i
Z(Ii) = Z(
⋃
i
Ii). (2.79)
The union of two closed sets is closed since,
Z(I1)
⋃
Z(I2) = Z(I1I2) = Z(I1 ∩ I2). (2.80)
AnF and ∅ are both closed because AnF = Z({0}), ∅ = Z(〈1〉). That means Zariski topology
is well-defined. We leave the proof of (2.79) and (2.80) as an exercise.
Note that Zariski topology is different from the usual topology defined by Euclidean
distance, for F = Q,R,C. For example, over C, the “open” unit disc defined by D =
{z||z| < 1} is not Zariski open in A1C. The reason is that C − D = {z||z| ≥ 1} is not
Zariski closed, i.e. C−D cannot be the solution set of one or several complex polynomials
in z.
Zariski topology is the foundation of affine algebraic geometry. With this topology,
the dictionary between algebra and geometry can be established.
Proposition 2.11. (Here F need not be algebraic closed.)
1. If I1 ⊂ I2 are ideals of F[z1, . . . zn], Z(I1) ⊃ Z(I2)
2. If V1 ⊂ V2 are subsets of AnF, I(V1) ⊃ I(V2)
3. For any subset V in AnF, Z(I(V )) = V , the Zariksi closure of V .
Proof. The first two statements follow directly from the definitions. For the third one,
V ⊂ Z(I(V )). Since the latter is Zariski closed, V ⊂ Z(I(V )). On the other hand,
for any Zariski closed set X containing V , X = Z(I). I ⊂ I(V ). From statement 1,
X = Z(I) ⊃ Z(I(V )). As a closed set, Z(I(V )) is contained in any closed set which
contains V , hence Z(I(V )) = V .
In the case F is algebraic closed, the above proposition and Hilbert’s Nullstellensatz
established the one-to-one correspondence between radical ideals in F[z1, . . . zn] and closed
sets in AnF. We will study geometric properties like reducibility, dimension, singularity
later in these lecture notes. Before this, we turn to the computational aspect of affine
algebraic geometry, to see how to explicitly compute objects like I1 ∩ I2 and Z(I).
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2.4.2 Gro¨bner basis
One-variable case
We see that ideal is the central concept for the algebraic side of classical algebraic ge-
ometry. An ideal can be generated by different generating sets, some may be redundant
or complicated. In linear algebra, given a linear subspace V = span{v1 . . . vk} we may
use Gaussian elimination to find the linearly-independent basis of V or Gram-Schmidt
process to find an orthonormal basis. For ideals, a “good basis” can also dramatically
simplify algebraic geometry problems.
Example 2.12. As a toy model, consider some univariate cases.
• For example, I = 〈x3−x−1〉 in R = Q[x]. Clearly, I consists of all polynomials in
x proportional to x3 − x− 1, and every nonzero element in I has the degree higher
or equal than 3. So we say B(I) = {x3 − x − 1} is a “good basis” for I. B(I) is
useful: for any polynomial F (x) in Q[x], polynomial division determines,
F (x) = q(x)(x3 − x− 1) + r(x), q(x), r(x) ∈ Q[x], deg r(x) < 3 (2.81)
Hence F (x) is in I if and only if the remainder r is zero. It also implies that
R/I = spanQ{[1], [x], [x2]}.
• Consider J = 〈x3−x2+3x−3, x2−3x+2〉. Is the naive choice B(J) = {f1, f2} =
{x3−x2+3x−3, x2−3x+2} a good basis? For instance, f = f1−xf2 = 2x2+x−3
is in I but it is proportional to neither f1 nor f2. Polynomial division over this basis
is not useful, since f ’s degree is lower than f1, the only division reads,
f = 2f2 + (7x− 7) . (2.82)
The remainder does not tell us the membership of f in I. Hence B(J) does not
characterize I or R/I, and it is not “good”. Note that Q[x] is a principal ideal
domain (PID), any ideal can be generated by one polynomial. Therefore, use Eu-
clidean algorithm (Algorithm 1) to find the greatest common factor of f1 and f2,
(x− 1) = 1
7
f1(x)− x+ 2
7
f2(x), (x− 1)|f1(x), (x− 1)|f2(x) (2.83)
Hence J = 〈x−1〉. We can check that B˜(J) = {x−1} is a “good” basis in the sense
that Euclidean division over B˜(J) solves membership questions of J and determined
R/J = spanQ{[1]}.
Recall that in (2.53), given inverse propagators D1, . . . , D7, we need to solve the
membership problem of I = 〈D1 . . .D7〉 and compute R/I. However, in general, a set
like {D1 . . .D7} is not a “good basis”, in the sense that the polynomial division over this
basis does not solve the membership problem or give a correct integrand basis (as we see
previously). Since it is a multivariate problem, the polynomial ring R is not a PID and
we cannot use Euclidean algorithm to find a “good basis”.
Look at Example 2.12 again. For the univariate case, there is a natural monomial
order ≺ from the degree,
1 ≺ x ≺ x2 ≺ x3 ≺ x4 ≺ . . . , (2.84)
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Algorithm 1 Euclidean division for greatest common divisor
1: Input: f1, f2, deg f1 ≥ deg f2
2: while f2 6 |f1 do
3: polynomial division f1 = qf2 + r
4: f1 := f2
5: f2 := r
6: end while
7: return f2 (gcd)
and all monomials are sorted. For any polynomial F , define the leading term, LT(F ) to
be the highest monomial in F by this order (with the coefficient). For multivariate cases,
the degree criterion is not fine enough to sort all monomials, so we need more general
monomial orders.
Definition 2.13. Let M be the set of all monomials with coefficients 1, in the ring
R = F[z1, . . . zn]. A monomial order ≺ of R is an ordering on M such that,
1. ≺ is a total ordering, which means any two different monomials are sorted by ≺.
2. ≺ respects monomial products, i.e., if u ≺ v then for any w ∈M , uw ≺ vw.
3. 1 ≺ u, if u ∈M and u is not constant.
There are several important monomial orders. For the ring F[z1, . . . zn], we use the
convention 1 ≺ zn ≺ zn−1 ≺ . . . ≺ z1 for all monomial orders. Given two monomials,
g1 = z
α1
1 . . . z
αn
n and g2 = z
β1
1 . . . z
βn
n , consider the following orders:
• Lexicographic order (lex). First compare α1 and β1. If α1 < β1, then g1 ≺ g2. If
α1 = α2, we compare α2 and β2. Repeat this process until for certain αi and βi the
tie is broken.
• Degree lexicographic order (grlex). First compare the total degrees. If ∑ni=1 αi <∑n
i=1 βi, then g1 ≺ g2. If total degrees are equal, we compare (α1, β1), (α2, β2) ...
until the tie is broken, like lex.
• Degree reversed lexicographic order (grevlex). First compare the total degrees. If∑n
i=1 αi <
∑n
i=1 βi, then g1 ≺ g2. If total degrees are equal, we compare αn and βn.
If αn < βn, then g1 ≻ g2 (reversed!). If αn = βn, then we further compare (αn−1,
βn−1), (αn−2, βn−2) ... until the tie is broken, and use the reversed result.
• Block order. This is the combination of lex and other orders. We separate the
variables into k blocks, say,
{z1, z2, . . . zn} = {z1, . . . zs1} ∪ {zs1+1, . . . zs2} . . . ∪ {zsk−1+1, . . . zn} . (2.85)
Furthermore, define the monomial order for variables in each block. To compare g1
and g2, first we compare the first block by the given monomial order. If it is a tie,
we compare the second block... until the tie is broken.
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Example 2.14. Consider Q[x, y, z], z ≺ y ≺ x. We sort all monomials up to degree 2
in lex, grlex, grevlex and the block order [x] ≻ [y, z] with grevlex in each block. This can
be done be the following Mathematica code:
F = 1 + x+ x2 + y + xy + y2 + z + xz + yz + z2;
MonomialList[F, {x, y, z},Lexicographic]
MonomialList[F, {x, y, z},DegreeLexicographic]
MonomialList[F, {x, y, z},DegreeReverseLexicographic]
MonomialList[F, {x, y, z}, {{1, 0, 0}, {0, 1, 1}, {0, 0,−1}}]
and the output is,
{x2, xy, xz, x, y2, yz, y, z2, z, 1}
{x2, xy, xz, y2, yz, z2, x, y, z, 1}
{x2, xy, y2, xz, yz, z2, x, y, z, 1}
{x2, xy, xz, x, y2, yz, z2, y, z, 1}
Note that for lex, x ≻ y2, y ≻ z2 since we first compare the power of x and the y.
The total degree is not respected in this order. On the other hand, grlex and grevlex both
consider the total degree first. The difference between grlex and grevlex is that, xz ≻grlex y2
while xz ≺grevlex y2. So grevlex tends to set monomials with more variables, lower, in the
list of monomials with a fixed degree. This property is useful for computational algebraic
geometry. Finally, for this block order, x ≻ y2 since x’s degrees are compared first. But
y ≺ z2, since [y, z] block is in grevlex.
With a monomial order, we define the leading term as the highest monomial (with coef-
ficient) of a polynomial in this order. Back to the second part of Example 2.12,
LT(f1) = x
3 LT(f2) = x
2, LT(x− 1) = x (2.86)
The key observation is that although x − 1 ∈ J , its leading term is not divisible by the
leading term of either f1 or f2. This makes polynomial division unusable and {f1, f2} is
not a “ good basis”. This leads to the concept of Gro¨bner basis.
Gro¨bner basis
Definition 2.15. For an ideal I in F[z1, . . . zn] with a monomial order, a Gro¨bner basis
G(I) = {g1, . . . gm} is a generating set for I such that for each f ∈ I, there always exists
gi ∈ G(I) such that,
LT(gi)|LT(f) . (2.87)
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We can check that for the ideal J in Example 2.12, {f1, f2} is not a Gro¨bner basis
with respect to the natural order, while {x− 1} is.
Multivariate polynomial division
To harness the power of Gro¨bner basis we need the multivariate division algorithm, which
is a generalization of univariate Euclidean algorithm (Algorithm 2). The basic procedure
is that: given a polynomial F and a list of k polynomials fi’s, if LT(F ) is divisible by some
LT(fi), then remove LT(F ) by subtracting a multiplier of fi. Otherwise move LT(F ) to
the remainder r. The output will be
F = q1f1 + . . . qkfk + r , (2.88)
where r consists of monomials cannot be divided by any LT (fi). Let B = {f1, . . . fk}, we
denote F
B
as the remainder r. Recall that the one-loop OPP integrand reduction and
Algorithm 2 Multivariate division algorithm
1: Input: F , f1 . . . fk, ≻
2: q1 := . . . := qk = 0, r := 0
3: while F 6= 0 do
4: reductionstatus := 0
5: for i = 1 to k do
6: if LT(fi)|LT(F ) then
7: qi := qi +
LT(F )
LT(fi)
8: F := F − LT(F )
LT(fi)
fi
9: reductionstatus := 1
10: break
11: end if
12: end for
13: if reductionstatus = 0 then
14: r := r + LT(F )
15: F := F − LT(F )
16: end if
17: end while
18: return q1 . . . qk, r
the naive trial of two-loop integrand reduction are very similar to this algorithm.
Note that for a general list of polynomials, the algorithm has two drawbacks: (1)
the remainder r depends on the order of the list, {f1, . . . fn} (2) if F ∈ 〈f1 . . . fn〉, the
algorithm may not give a zero remainder r. These made the previous two-loop integrand
reduction unsuccessful. Gro¨bner basis eliminates these problems.
Proposition 2.16. Let G = {g1, . . . gm} be a Gro¨bner basis in F[z1, . . . zn] with the
monomial order ≻. Let r be the remainder of the division of F by G, from Algorithm 2.
1. r does not depend on the order of g1, . . . gm.
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2. If F ∈ I = 〈g1, . . . gm〉, then r = 0.
Proof. If the division with different orders of g1, . . . gn provides two remainder r1 and r2.
If r1 6= r2, then r1 − r2 contains monomials which are not divisible by any LT(gi). But
r1 − r2 ∈ I, this is a contradiction to the definition of Gro¨bner basis.
If F ∈ I, then r ∈ I. Again by the definition of Gro¨bner basis, if r 6= 0, LT(r) is
divisible by some LT(gi). This is a contradiction to multivariate division algorithm.
Then the question is: given an ideal I = 〈f1 . . . fk〉 in F[z1, . . . zn] and a monomial order
≻, does the Gro¨bner basis exist and how do we find it? This is answered by Buchberger’s
Algorithm, which was presented in 1970s and marked the beginning of computational
algebraic geometry.
Buchberger’s Algorithm
Recall that for one-variable case, Euclidean algorithm (Algorithm 1) computes the gcd of
two polynomials hence the Gro¨bner basis is given. The key step is to cancel leading terms
of two polynomials. That inspires the concept of S-polynomial in multivariate cases.
Definition 2.17. Given a monomial order ≻ in R = F[z1, . . . zn], the S-polynomial of
two polynomials fi and fj in R is,
S(fi, fj) =
LT(fj)
gcd
(
LT(fi),LT(fj)
)fi − LT(fi)
gcd
(
LT(fi),LT(fj)
)fj. (2.89)
Note that the leading terms of the two terms on the r.h.s cancel.
Theorem 2.18 (Buchberger). Given a monomial order ≻ in R = F[z1, . . . zn], Gro¨bner
basis with respect to ≻ exists and can be found by Buchberger’s Algorithm (Algorithm 3).
Proof. See Cox, Little, O’Shea [CLO15].
Algorithm 3 Buchberger algorithm
1: Input: B = {f1 . . . fn} and a monomial order ≻
2: queue := all subsets of B with exactly two elements
3: while queue! = ∅ do
4: {f, g} := head of queue
5: r := S(f, g)
B
6: if r 6= 0 then
7: B := B ∪ r
8: queue << {{B1, r}, . . . {last of B, r}}
9: end if
10: delete head of queue
11: end while
12: return B (Gro¨bner basis)
The uniqueness of Gro¨bner basis is given via reduced Gro¨bner basis.
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Definition 2.19. For R = F[z1, . . . zn] with a monomial order ≻, a reduced Gro¨bner
basis is a Gro¨bner basis G = {g1, . . . gk} with respect to ≻, such that
1. Every LT(gi) has the coefficient 1, i = 1, . . . , k.
2. Every monomial in gi is not divisible by LT(gj), if j 6= i.
Proposition 2.20. For R = F[z1, . . . zn] with a monomial order ≻, I is an ideal. The
reduced Gro¨bner basis of I with respect to ≻, G = {g1, . . . gm}, is unique up to the order
of the list {g1, . . . gm}. It is independent of the choice of the generating set of I.
Proof. See Cox, Little, O’Shea [CLO15, Chapter 2]. Note that given a Gro¨bner basis
B = {h1 . . . hm}, the reduced Gro¨bner basis G can be obtained as follows,
1. For any hi ∈ B, if LT(hj)|LT(hi), j 6= i, then remove hi. Repeat this process, and
finally we get the minimal basis G′ ⊂ B.
2. For every f ∈ G′, divide f towards G′ − {f}. Then replace f by the remainder of
the division. Finally, normalize the resulting set such that every polynomial has
leading coefficient 1, and we get the reduced Gro¨bner basis G.
Note that Buchberger’s Algorithm reduces only one polynomial pair every time, more
recent algorithms attempt to (1) reduce many polynomial pairs at once (2) identify the
“unless” polynomial pairs a priori. Currently, the most efficient algorithms are Faugere’s
F4 and F5 algorithms [Fau99,Fau02].
Usually we compute Gro¨bner basis by programs, for example,
• Mathematica The embedded GroebnerBasis computes Gro¨bner basis by Buch-
berger’s Algorithm. The relation between Gro¨bner basis and the original generating
set is not given. Usually, Gro¨bner basis computation in Mathematica is not very
fast.
• Maple Maple computes Gro¨bner basis by either Buchberger’s Algorithm or highly
efficient F4 algorithm.
• Singular is a powerful computer algebraic system [DGPS15] developed in Uni-
versity of Kaiserslautern. Singular uses either Buchberger’s Algorithm or F4
algorithm to computer Gro¨bner basis.
• Macaulay2 is a sophisticated algebraic geometry program [GS], which orients to
research mathematical problems in algebraic geometry. It contains Buchberger’s
Algorithm and experimental codes of F4 algorithm.
• Fgb package [Fau10]. This is a highly efficient package of F4 and F5 algorithms by
Jean-Charles Fauge´re. It has both Maple and C++ interfaces. Usually, it is
faster than the F4 implement in Maple. Currently, coefficients of polynomials are
restricted to Q or Z/p, in this package.
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Example 2.21. Consider f1 = x
3−2xy, f2 = x2y−2y2+x. Compute the Gro¨bner basis
of I = 〈f1, f2〉 with grevlex and x ≻ y [CLO15].
We use Buchberger’s Algorithm.
1. In the beginning, the list is B := {h1, h2} and the pair set P := {(h1, h2)}, where
h1 = f1, h2 = f2,
S(h1, h2) = −x2, h3 := S(h1, h2)B = −x2 , (2.90)
with the relation h3 = yh1 − xh2.
2. Now B := {h1, h2, h3} and P := {(h1, h3), (h2, h3)}. Consider the pair (h1, h3),
S(h1, h3) = 2xy, h4 := S(h1, h3)
B
= 2xy , (2.91)
with the relation h4 = −h1 − xh3.
3. B := {h1, h2, h3, h4} and P := {(h2, h3), (h1, h4), (h2, h4), (h3, h4)}. For the pair
(h2, h3),
S(h2, h3) = −x+ 2y2, h5 := S(h2, h3)B = −x+ 2y2 , (2.92)
The new relation is h5 = −h2 − yh3.
4. B := {h1, h2, h3, h4, h5} and
P := {(h1, h4), (h2, h4), (h3, h4), (h1, h5), (h2, h5), (h3, h5), (h4, h5)}. (2.93)
For the pair (h1, h4),
S(h1, h4) = −4xy2, S(h1, h4)B = 0 (2.94)
Hence this pair does not add information to Gro¨bner basis. Similarly, all the rests
pairs are useless.
Hence the Groebner basis is
B = {h1, . . . h5} = {x3 − 2xy, x2y + x− 2y2,−x2, 2xy, 2y2 − x}. (2.95)
Consider all the relations in intermediate steps, we determine the conversion between the
old basis {f1, f2} and B,
h1 = f1, h2 = f2, h3 = f1y − f2x
h4 = −f1(1 + xy) + f2x2, h5 = −f1y2 + (xy − 1)f2 (2.96)
Then we determine the reduced Gro¨bner basis. Note that LT(h3)|LT(h1), LT(h4)|LT(h2),
so h1 and h2 are removed. The minimal Gro¨bner basis is G
′ = {h3, h4, h5}. Furthermore,
h3
{h4,h5}
= h3, h4
{h3,h5}
= h4, h5
{h3,h4}
= h5 (2.97)
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so {h3, h4, h5} cannot be reduced further. The reduced Gro¨bner basis is
G = {g1, g2, g3} = {−h3, 1
2
h4,
1
2
h5} = {x2, xy, y2 − 1
2
x}. (2.98)
The conversion relation is,
g1 = −yf1 + xf2, g2 = −(1 + xy)
2
f1 +
1
2
x2f2, g3 = −1
2
y2f1 +
1
2
(xy − 1)f2. (2.99)
Mathematica finds G directly via GroebnerBasis[{x3 − 2xy, x2y − 2y2 + x}, {x, y},
MonomialOrder→ DegreeReverseLexicographic]. However, it does not provide the con-
version (2.99). This can be found by Maple or Macaulay2.
As a first application of Gro¨bner basis , we can see some fractions can be easily
simplified (like integrand reduction),
x2
(x3 − 2xy)(x2y − 2y2 + x) =
−yf1 + xf2
f1f2
= − y
f2
+
x
f1
xy
(x3 − 2xy)(x2y − 2y2 + x) =
−(1 + xy)f1/2 + x2f2/2
f1f2
= −1 + xy
2f2
+
x2
2f1
y2
(x3 − 2xy)(x2y − 2y2 + x) =
h5 + x/2
f1f2
=
x
2f1f2
− y
2
2f2
+
xy − 1
2f1
(2.100)
In first two lines, we reduce a fraction with two denominators to fractions with only one
denominator. In the last line, a fraction with two denominators is reduced to a fraction
with two denominators but lower numerator degree (y2 → x). Higher-degree numerators
can be reduced in the same way. Hence we conclude that all fractions N(x, y)/(f1f2) can
be reduced to,
1
f1f2
,
x
f1f2
,
y
f1f2
(2.101)
and fractions with fewer denominators. Note that even with this simple example, one-
variable partial fraction method does not help the reduction.
We have some comments on Gro¨bner basis:
1. For F[z1, . . . zn], the computation of polynomial division and Buchberger’s Algo-
rithm only used addition, multiplication and division in F. No algebraic extension
is needed. Let F ⊂ K be a field extension. If B = {f1, . . . , fk} ⊂ F[z1, . . . zn], then
the Gro¨bner basis computation of B in K[x1, . . . , xn] produces a Gro¨bner basis
which is still in F[z1, . . . zn], irrelevant of the algebraic extension.
2. The form of a Gro¨bner basis and computation time dramatically depend on the
monomial order. Usually, grevlex is the fastest choice while lex is the slowest.
However, in some cases, Gro¨bner basis with lex is preferred. In these cases, we may
instead consider some “midway” monomial order the like block order, or convert a
known grevlex basis to lex basis [FGLM93].
3. If all input polynomials are linear, then the reduced Gro¨bner basis is the echelon
form in linear algebra.
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2.4.3 Application of Gro¨bner basis
Gro¨bner basis is such a powerful tool that once it is computed, most computational
problems on ideals are solved.
Ideal membership and fraction reduction
A Gro¨bner basis immediately solves the ideal membership problem. Given an F ∈ R =
F[z1, . . . zn], and I = 〈f1, . . . fk〉. Let G be a Gro¨bner basis of I with a monomial order ≻.
F ∈ I if and only if FG = 0, i.e., the division of F towards G generates zero remainder
(Proposition 2.16).
G also determined the structure of the quotient ring R/I (Definition 2.4). f ∼ g if
and only if f − g ∈ I. The division of f1 − f2 towards G detects equivalent relations. In
particular,
Proposition 2.22. Let M be the set of all monic monomials in R which are not divisible
by any leading term in G. Then the set,
V = {[p]|p ∈ M} (2.102)
is an F-linear basis of R/I.
Proof. For any F ∈ R, FG consists of monomials which are not divisible by any leading
term in G. Hence [F ] is a linear combination of finite elements in V .
Suppose that
∑
j cj[pj ] = 0 and each pj ’s are monic monomials which are not divisible
by leading terms of G . Then
∑
j cjpj ∈ I, but by the Algorithm 2.
∑
j cjpj
G
=
∑
j cjpj .
So
∑
j cjpj = 0 in R and cj ’s are all zero.
As an application, consider fraction reduction for N/(f1 . . . fk), where N is polynomial
in R,
N
f1 . . . fk
=
r
f1 . . . fk
+
k∑
j=1
si
f1 . . . fˆj . . . fk
. (2.103)
The goal is to make r simplest, i.e., r should not contain any term which belongs to
I = 〈f1, . . . fk〉. We compute the Gro¨bner basis of I, G = {g1, . . . gl} and record the
conversion relations gi =
∑k
j=1 fjaji from the computation.
Polynomial division of N towards G gives,
N = r +
l∑
i=1
qigi (2.104)
where r is the remainder. The result,
N
f1 . . . fk
=
r
f1 . . . fk
+
k∑
j=1
(∑l
i=1 ajiqi
)
f1 . . . fˆj . . . fk
, (2.105)
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gives the complete reduction since by the properties of G, no term in r belongs to I.
(2.105) solves integrand reduction problem for multi-loop diagrams. In practice, there
are shortcuts to compute numerators like
(∑l
i=1 ajiqi
)
.
Solve polynomial equations with Gro¨bner basis
In general, it is very difficult to solve multivariate polynomial equations since variables
are entangled. Gro¨bner basis characterizes the solution set and can also remove variable
entanglements.
Theorem 2.23. Let f1 . . . fk be polynomials in R = F[x1, . . . xn] and I = 〈f1 . . . fk〉. Let
F¯ be the algebraic closure of F. The solution set in F¯, ZF¯(I) is finite, if and only if R/I
is a finite dimensional F-linear space. In this case, the number of solutions in F¯, counted
with multiplicity, equals dimF(R/I).
Proof. See Cox, Little, O’Shea [CLO98]. The rigorous definition of multiplicity is given
in the next chapter, Definition 3.22.
Note that again, we distinguish F and its algebraic closure F¯, since we do not need
computations in F¯ to count total number of solutions in F¯. dimF(R/I) can be obtained
by counting all monomials not divisible by LT(G(I)), leading terms of the Gro¨bner basis.
Explicitly, dimF(R/I) is computed by vdim of Singular.
Example 2.24. Consider f1 = −x2 + x + y2 + 2, f2 = x3 − xy2 − 1. Determine the
number of solutions f1 = f2 = 0 in C2.
Compute the Gro¨bner basis for {f1, f2} in grevlexwith x ≻ y, we get,
G = {y2 + 3x+ 1, x2 + 2x− 1}. (2.106)
Then LT(G)={y2, x2}. Then M in Proposition 2.22 is clearly {1, x, y, xy}. The linear
basis for Q[x, y]/〈f1, f2〉 is {[1], [x], [y], [xy]}. Therefore there are 4 solutions in C2. Note
that Be´zout’s theorem would give the number 2× 3 = 6. However, we are considering the
solutions in affine space, so there are 6−4 = 2 solutions at infinity. Another observation is
that the second polynomial in G contains only x, so the variable entanglement disappears
and we can first solve for x and then us x-solutions to solve y. This idea will be developed
in the next topic, elimination theory.
Example 2.25 (Sudoku). Sudoku is a popular puzzle with 9×9 spaces. The goal is to fill
in digits from 1, 2, . . . , 9, such that each row, each column and each 3× 3 sub-box contain
digits 1 to 9. See two Sudoku problems in Figure 2.6.
Typically people solve Sudoku with backtracking algorithm: try to fill in as many digits
as possible, and if there is no way to proceed then go one step back. It can be easily
implemented in computer codes, and usually it is very efficient. Here we introduce solving
Sudoku by Gro¨bner basis. This method is not the most efficient way, however, besides
finding a solution, it illustrates the global structure of solutions.
We convert this puzzle to an algebraic problem. Name the digit on i-th row and j-th
column as xij. xij must be in {1, . . . 9}. Let,
F (x) = (x− 1)(x− 2) . . . (x− 9). (2.107)
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8 4
9 6 5
6 5 2 1
7 4 3
3 1 9
1 2 9
1 9 6 7
7 6 8
4 9
5 3 7
6 1 5
9 8 6
8 3
4 8 3 1
7 2 6
6 2 8
4 1 9 5
8 7 9
Figure 2.6: two Sudoku puzzles
So there are 81 equations, F (xij) = 0. Two spaces in the same row, or in the same column,
or in the same sub-box, cannot contain the same digit. For example, x11 6= x12. Note this
is not an equality, how do we write an algebraic equation to describe this constraint?
The standard trick to “differentiate” polynomials. Consider F (y)−F (x), where x and
y refer to two boxes that cannot contain the same digit. F (y)−F (x) must be proportional
to y − x.
F (y)− F (x)
y − x = g(x, y). (2.108)
where g(x, y) is a polynomial. It is clearly that when y 6= x, g(x, y) = 0. On the other
hand, from the Taylor series,
F (y)− F (x) = (y − x)
(
F ′(x) +
1
2
(y − x)F ′′(x) + . . .
)
= (y − x)g(x, y). (2.109)
If g(x, y) = 0 but y = x, then F ′(x) = 0. However F (x) has no multiple root, that means
F (x) and F ′(x) cannot be both zero. So if g(x, y) = 0 then y 6= x. There are 810 such
equations like g(x11, x12) = 0. Then with the known input information in Sukodu, we
have a polynomial equation system.
For the first Sudoku, there are 81 + 810 + 27 = 918 equations. It is really a large
system with high degree polynomials. Amazingly, we can still solve it by Gro¨bner basis.
Using slimgb command in Singular, and the number field Z/11, this sudoku is solved on
a laptop computer with in about 4.9 seconds. The output Gro¨bner basis is linear and gives
the unique solution of the Sudoku (Figure 2.7). For Sudoku 2, there are 919 equations.
Singular takes about 5.1 seconds on a laptop to get Gro¨bner basis ,
G = {x258 − 4, x11 − 5, x12 − 3, x13 − 4, x14 − 6, x15 − 7, x16 − 8, x17 − 9, x18 − 1, x19 − 2,
x21 − 6, x22 − 7, x23 − 2, x24 − 1, x25 − 9, x26 − 5, x27 − 3, x28 − 4, x29 − 8, x31 − 1, x32 − 9,
x33 − 8, x34 − 3, x35 − 4, x36 − 2, x37 − 5, x38 − 6, x39 − 7, x41 − 8, x42 + 9x58 − 9,
x43 + 9x58 − 2, x44 − 7, x45 + 3x58 − 11, x46 − 1, x47 − 4, x48 + x58 − 11, x49 − 3, x51 − 4,
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1 3 7 5 9 8 6 2 4
8 9 4 1 2 6 7 5 3
6 5 2 7 4 3 1 9 8
7 6 9 8 5 4 2 3 1
2 4 8 3 1 9 5 7 6
5 1 3 2 6 7 8 4 9
3 2 1 4 8 5 9 6 7
9 7 5 6 3 1 4 8 2
4 8 6 9 7 2 3 1 5
Figure 2.7: Sudoku with unique solution, which is determined by Gro¨bner basis.
x52 + 2x58 − 9, x53 + 2x58 − 2, x54 − 8, x55 + 8x58 − 11, x56 − 3, x57 − 7, x59 − 1, x61 − 7,
x62 − 1, x63 − 3, x64 − 9, x65 − 2, x66 − 4, x67 − 8, x68 − 5, x69 − 6, x71 − 9, x72 − 6, x73 − 1,
x74 − 5, x75 − 3, x76 − 7, x77 − 2, x78 − 8, x79 − 4, x81 − 2, x82 − 8, x83 − 7, x84 − 4, x85 − 1,
x86 − 9, x87 − 6, x88 − 3, x89 − 5, x91 − 3, x92 − 4, x93 − 5, x94 − 2,
x95 − 8, x96 − 6, x97 − 1, x98 − 7, x99 − 9} . (2.110)
Note that the new feature is that G contains a quadratic polynomial, which means the
solution for this sudoku is not unique. From leading term counting, there are 2 solutions.
Explicitly, solve the first equation
x258 = 4 mod 11 , (2.111)
and we get two solutions, x58 = 2 or x58 = 9. Afterwards, we get two complete solutions
(Figure 2.8).
Elimination theory
We already see that Gro¨bner basis can remove variable entanglement, here we study this
property via elimination theory,
Theorem 2.26. Let R = F[y1, . . . ym, z1, . . . zn] be a polynomial ring and I be an ideal
in R. Then J = I ∩ F[z1, . . . zn], the elimination ideal, is an ideal of F[z1, . . . zn]. J is
generated by G(I) ∩ F[z1, . . . zn], where G(I) is the Gro¨bner basis of I in lex order with
y1 ≻ y2 . . . ≻ ym ≻ z1 ≻ z2 . . . ≻ zn.
Proof. See Cox, Little and O’Shea [CLO15].
Note that elimination ideal J tells the relations between z1 . . . zn, without the in-
terference with yi’s. In this sense, yi’s are “eliminated”. It is very useful for studying
polynomial equation system. In practice, Gro¨bner basis in lex may involve heavy compu-
tations. So frequently, we use block order instead, [y1, . . . ym] ≻ [z1, . . . zn] while in each
block grevlex can be applied.
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5 3 4 6 7 8 9 1 2
6 7 2 1 9 5 3 4 8
1 9 8 3 4 2 5 6 7
8 2 6 7 5 1 4 9 3
4 5 9 8 6 3 7 2 1
7 1 3 9 2 4 8 5 6
9 6 1 5 3 7 2 8 4
2 8 7 4 1 9 6 3 5
3 4 5 2 8 6 1 7 9
5 3 4 6 7 8 9 1 2
6 7 2 1 9 5 3 4 8
1 9 8 3 4 2 5 6 7
8 5 9 7 6 1 4 2 3
4 2 6 8 5 3 7 9 1
7 1 3 9 2 4 8 5 6
9 6 1 5 3 7 2 8 4
2 8 7 4 1 9 6 3 5
3 4 5 2 8 6 1 7 9
Figure 2.8: Sudoku with multiple solutions, determined by Gro¨bner basis.
Eliminate theory applies in many scientific directions, for example, it transfers tree-
level scattering equations (CHY formalism) [CHY14c,CHY14b,CHY14a,CHY15a,CHY15b]
with n particles, in (n− 3) variables, to a univariate polynomial equation [DG15]. Here
we give a simple example in IMO,
Example 2.27 (International Mathematical Olympiad, 1961/1).
Problem Solve the system of equations:
x+ y + z = a
x2 + y2 + z2 = b2
xy = z2 (2.112)
where a and b are constants. Give the conditions that a and b must satisfy so that x, y, z
(the solutions of the system) are distinct positive numbers.
Solution The tricky part is the condition for positive distinct x, y, z. Now with Gro¨bner
basis this problem can be solved automatically.
First, eliminate x, y by Gro¨bner basis in lex with x ≻ y ≻ z. For example, in Math-
ematica
GroebnerBasis[{−a + x+ y + z,−b2 + x2 + y2 + z2, xy − z2}, {x, y, z},
MonomialOrder→ Lexicographic,CoefficientDomain→ RationalFunctions]
and the resulting Gro¨bner basis is,
G =
{
a2− 2az− b2,−a4 + y (2a3+ 2ab2)+ 2a2b2 − 4a2y2 − b4, a2 − 2ax− 2ay + b2} .
(2.113)
The first element is in Q(a, b)[z], hence it generates the elimination ideal. Solve this
equation, we get,
z =
a2 − b2
2a
. (2.114)
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Then eliminate y, z by Gro¨bner basis in lex with z ≻ y ≻ x. We get the equation,
a4 + x(−2a3 − 2ab2)− 2a2b2 + 4a2x2 + b4 = 0 . (2.115)
To make sure x is real we need the discriminant,
−4a2(a2 − 3b2)(3a2 − b2) ≥ 0 . (2.116)
Similarly, to eliminate x, z, we use lex with z ≻ x ≻ y and get
a4 + y(−2a3 − 2ab2)− 2a2b2 + 4a2y2 + b4 = 0 , (2.117)
and the same real condition as (2.116). Note that x and y are both positive, if and only
if x, y are real, x+ y > 0 and xy. Hence positivity for x, y, z means,
z =
a2 − b2
2a
> 0
x+ y = a− z = a− a
2 − b2
2a
> 0 (2.118)
−4a2(a2 − 3b2)(3a2 − b2) ≥ 0. (2.119)
which implies that,
a > 0, b2 < a2 ≤ 3b2. (2.120)
To ensure that x, y and z are distinct, we consider the ideal in Q[a, b, x, y, z].
J = {−a+ x+ y + z,−b2 + x2 + y2 + z2, xy − z2, (x− y)(y − z)(z − x)}. (2.121)
Note that to study the a, b dependence, we consider a and b as variables. Eliminate x, y, z,
we have,
g(a, b) = (a− b)(a + b)(a2 − 3b2)2(3a2 − b2) ∈ J. (2.122)
If all the four generators in J are zero for some value of (a, b, x, y, z), then g(a, b) = 0.
Hence, if g(a, b) 6= 0, x, y and z are distinct in the solution. So it is clear that inside the
region defined by (2.120), the subset set
a > 0, b2 < a2 < 3b2. (2.123)
satisfies the requirement of the problem. On the other hand, if a2 = 3b2, explicitly we
can check that x, y and z are not distinct in all solutions. Hence x, y, z in a solution are
positive and distinct, if and only if a > 0 and b2 < a2 < 3b2. With (2.114) and (2.115),
it is trivial to obtain the solutions.
Intersection of ideals
In general, given two ideals I1 and I2 in R = F[z1, . . . zn], it is very easy to get the
generating sets for I1 + I2 and I1I2. However, it is difficult to compute I1 ∩ I2. Hence
again we refer to Gro¨bner basis especially to elimination theory.
Proposition 2.28. Let I1 and I2 be two ideals in R = F[z1, . . . zn]. Define J as the ideal
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generated by {tf |f ∈ I1} ∪ {(1− t)g|g ∈ I2} in F[t, z1, . . . zn]. Then I1 ∩ I2 = J ∩R, and
the latter can be computed by elimination theory.
Proof. If f ∈ I1 and f ∈ I2, then f = tf +(1− t)f ∈ J . So I1∩ I2 ∈ J ∩R. On the other
hand, if F ∈ J ∩ R, then
F (t, z1, . . . , zn) = a(t, z1, . . . , zn)tf(z1, . . . , zn) + b(t, z1, . . . , zn)(1− t)g(z1, . . . , zn) ,
(2.124)
where f ∈ I1, g ∈ I2. Since F ∈ R, F is t independent. Plug in t = 1 and t = 0, we get,
F = a(1, z1, . . . , zn)f(z1, . . . , zn), F = b(0, z1, . . . , zn)g(z1, . . . , zn) . (2.125)
Hence F ∈ I1 ∩ I2, J ∩R ⊂ I1 ∩ I2.
In practice, terms like tf and (1 − t)g increase degrees by 1, hence this elimination
method may not be efficient. More efficient method is given by syzygy computation
[CLO98, Chapter 5].
2.4.4 Basic facts of algebraic geometry in affine space II
In this subsection, we look closer at properties of algebraic sets and ideals. Consider
I = {x2− y2, x3+ y3− z2} in C[x, y, z]. From naive counting, Z(I) is a curve since there
are 2 equations in 3 variables. However, the plot of Z(I) (Figure 2.9) looks like a line and
a cusp curve. So Z(I) is reducible, in the sense that it can be decomposed into smaller
algebraic sets. So we need the concept of primary decomposition.
Figure 2.9: A reducible algebraic set (in blue), defined by Z({x2 − y2, x3 + y3 − z2}).
Definition 2.29. An ideal I in a ring R is called prime, if ∀ab ∈ I (a, b ∈ R) then a ∈ I
or b ∈ I. An ideal I in R is called primary is if ab ∈ I (a, b ∈ R) then a ∈ I or bn ∈ I,
for some positive integer n.
A prime ideal must be a primary ideal. On the other hand,
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Proposition 2.30. If I is a primary ideal, then the radical of I,
√
I is a prime ideal.
Proof. See Zariski and Samuel [ZS75a, Chapter 3].
Note that I = {x2 − y2, x3 + y3 − z2} is not a prime ideal or primary ideal. Define
a = x−y, b = x+y, clearly ab ∈ I, but a 6∈ I and bn 6∈ I for any positive integer n. (The
point P = (2, 2, 4) ∈ Z(I). If (x+ y)n ∈ I then (x+ y)n|P = 0. It is a contradiction.)
For another example, J = 〈(x− 1)2〉 in C[x] is primary but not prime. Z(J) contains
only one point {1} with the multiplicity 2. (x− 1)(x− 1) ∈ J but (x− 1) 6∈ J . For there
examples, we see primary condition implies that the corresponding algebraic set cannot
be decomposed to smaller algebraic sets, while prime condition further requires that the
multiplicity is 1.
Theorem 2.31 (Lasker-Noether). For an ideal I in F[z1, . . . zn], I has the primary de-
composition,
I = I1 ∩ . . . ∩ Im , (2.126)
such that,
• Each Ii is a primary ideal in F[z1, . . . zn],
• Ii 6⊃ ∩j 6=iIj,
• √I i 6=
√
Ij, if i 6= j.
Although primary decomposition may not be unique, the radicals
√
Ii’s are uniquely de-
termined by I up to orders.
Proof. See Zariski, Samuel [ZS75a, Chapter 4].
Note that unlike Gro¨bner basis, primary decomposition is very sensitive to the number
field. For an ideal I ⊂ F[z1, . . . zn], F ⊂ K, the primary decomposition results of I in
F[z1, . . . zn] and K[z1, . . . , zn] can be different. Primary decomposition can be computed
by Macaulay2 or Singular. However, the computation is heavy in general.
Primary decomposition was also used for studying string theory vacua [MHH12].
Example 2.32. Consider I = {x2 − y2, x3 + y3 − z2}. Use Macaulay2 or Singular,
we find that, I = I1 ∩ I2, where,
I1 = 〈z2, x+ y〉, I2 = 〈2y3 − z2, x− y〉 (2.127)
Then
√
I1 = 〈z, x+ y〉 is a prime ideal, where I2 itself is prime.
When I ⊂ F[z1, . . . zn] has a primary decomposition I = I1 ∩ . . . ∩ Im, m > 1, then
ZF(I) = ZF(I1) ∪ . . . ∪ ZF(Im). Then algebraic set decomposed to the union of sub
algebraic sets. We switch the study of reducibility to the geometric side.
Definition 2.33. Let V be a nonempty closed set in AF in Zariski topology, V is irre-
ducible, if V cannot be a union of two closed proper subsets of V .
42 CHAPTER 2. INTEGRAND REDUCTION AND GRO¨BNER BASIS
Proposition 2.34. Let K be an algebraic closed field. There is a one-to-one correspon-
dence:
prime ideals in K[z1, . . . zn] irreducible algebraic sets in AK
I −→ ZK(I)
I(V ) ←− V
(2.128)
Proof. (Sketch) This follows from Hilbert Nullstellensatz (2.78).
We call an irreducible Zariski closed set “affine variety”. Similar to primary decom-
position of ideals, algebraic set has the following decomposition,
Theorem 2.35. Let V be an algebraic set. V uniquely decomposes as the union of affine
varieties, V = V1 ∪ . . . ∪ Vm, such that Vi 6⊃ Vj if i 6= j.
Proof. Let I = I(V ). The primary decomposition determines that I = I1 ∩ . . . ∩ Im.
Since I is a radical ideal, all Ii’s are prime. Then V = Z(I) = ∩mi=1Z(Ii). Each Z(Ii) is
an affine variety. If Z(Ii) ⊃ Z(Ij), then Ii ⊂ Ij which is a violation of radical uniqueness
of Lasker-Noether theorem.
If there are two decompositions, V = V1 ∪ . . .∪ Vm = W1 ∪ . . .∪Wl. V1 = V1 ∩ (W1 ∪
. . . ∪Wl) = (V1 ∩W1) ∪ . . . (V1 ∩Wl). Since V1 is irreducible, V1 equals some V1 ∩Wj ,
without loss of generality, say j = 1. Then V1 ⊂ W1. By the same analysis W1 ⊂ Vi for
some i. Hence V1 ⊂ Vi and so i = 1. We proved W1 = V1. Repeat this process, we see
that the two decompositions are the same.
Example 2.36. As an application, we use primary decomposition to find cut solutions
of 4D double box in Table 2.1. It is quite messy to derive all unitarity solutions by brute
force computation. In this situation, primary decomposition is very helpful.
Use van Neerven-Vermaseren variables, the ideal I = 〈D1, . . .D7〉 decomposes as I =
I1 ∩ I2 ∩ I3 ∩ I4 ∩ I5 ∩ I6.
I1 = {2y4 − t, s+ 2y2,−t + 2x3 − 2x4, y3, s
2
+ y1 + y2, x2 − s
2
, x1} ,
I2 = {t+ 2y4, s+ 2y2,−t+ 2x3 + 2x4, y3, s
2
+ y1 + y2, x2 − s
2
, x1} ,
I3 = {s+ t+ 2y2 + 2y4, 2x4 − t, x3, y3, s
2
+ y1 + y2, x2 − s
2
, x1} ,
I4 = {s+ t+ 2y2 − 2y4, t+ 2x4, x3, y3, s
2
+ y1 + y2, x2 − s
2
, x1} ,
I5 = {s+ t+ 2y2 + 2y4, x4(2s+ 2t) + y4(2s+ 2t) + st+ t2 + 4x4y4,
−t + 2x3 − 2x4, y3, s
2
+ y1 + y2, x2 − s
2
, x1} ,
I6 = {s+ t+ 2y2 − 2y4, x4(−2s− 2t) + y4(−2s− 2t) + st + t2 + 4x4y4,
−t + 2x3 + 2x4, y3, s
2
+ y1 + y2, x2 − s
2
, x1} . (2.129)
Each Ii is prime and corresponds to a solution in Table 2.1. Singular computes this
primary decomposition in about 3.6 seconds on a laptop. In practice, the computation can
be sped up if we first eliminate all RSPs.
Hence the unitarity solution set Z(I) consists of six irreducible solution sets Z(Ii),
i = 1 . . . 6. Each one can be parametrized by a free parameter.
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Algebra Geometry
Ideal I in F[z1, . . . zn] algebraic set Z(I)
I1 ∩ I2 Z(I1 ∩ I2) = Z(I1) ∪ Z(I2)
I1 + I2 Z(I1 + I2) = Z(I1) ∩ Z(I2)
I1 ⊂ I2 ⇒ Z(I1) ⊃ Z(I2)
prime ideal I ⇒ Z(I) (irreducible) variety
maximal ideal I ⇒ Z(I) is a point
Krull dimension of dimF[z1, . . . zn]/I = dimZ(I)
Table 2.2: algebraic geometry dictionary
For a variety V , we want to define its dimension. Intuitively, we may test if V contains
a point, a curve, a surface...? So the dimension of V is defined as the length of variety
sequence in V ,
Definition 2.37. The dimension of a variety V , dimV , is the largest number n in all
sequences ∅ 6= W0 ⊂W1 . . . ⊂Wn ⊂ V , where Wi’s are distinct varieties.
On the algebraic side, let V = Z(I), where I is an ideal in R = F[z1, . . . zn]. Consider
the quotient ring R/I. Roughly speaking, the remaining “degree of freedom” of R/I
should be the same as dim V . Krull dimension counts “the degree of freedom”,
Definition 2.38 (Krull dimension). The Krull dimension of a ring S, is the largest
number n in all sequences p0 ⊂ p1 . . . ⊂ pn, where pi’s are distinct prime ideals in S.
If for a prime ideal I, R/I is has Krull dimension zero then I is a maximal ideal. A
maximal ideal I in R is an ideal which such that for any proper ideal J ⊃ I, J = I. I
is a maximal idea, if and only if R/I is a field. (R itself is not a maximal idea of R).
When F is algebraically closed, then any maximal ideal I in R = F[z1, . . . zn] has the
form [CLO15],
I = 〈z1 − c1, . . . zn − cn〉, ci ∈ F. (2.130)
Note that the point (c1, . . . , cn) is zero-dimensional, and R/I = F has Krull dimension 0.
More generally,
Proposition 2.39. If F is algebraically closed and I a prime proper ideal of R =
F[z1, . . . zn]. Then the Krull dimension of R/I equals dimZ(I).
Proof. See Hartshorne [Har77, Chapter 1]. Note that Krull dimension of R/I is different
from the linear dimension dimFR/I.
In summary, we has the algebra-geometry dictionary (Table 2.2), where the last two
rows hold if F is algebraic closed.
We conclude this section by an example which applies Gro¨bner basis, primary decom-
position and dimension theory.
Example 2.40. (Galois theory) Galois theory studies the symmetry of a field extension,
F ⊂ K by the Galois group Aut(K/F). Historically, Galois group of a polynomial is defined
to be the permutation group of roots, such that algebraic relations are preserved. Galois
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completely determined if a polynomial equation can be solved by radicals. In practice, given
a polynomial to find its Galois group may be difficult. Here we introduce an automatic
method of computing Galois group.
For example, consider the polynomial f(x) = x4 + 3x + 3 in Q[x]. It is irreducible
over Q[x] and contains no multiple root in C. We denote the four distant roots as x1,
x2, x3, x4. To ensure that these variables are distant, we use a classic trick in algebraic
geometry: auxiliary variable. Introduce a new variable w, define that
I = 〈f(x1), f(x2), f(x3), f(x4), w(x1−x2)(x1−x3)(x1−x4)(x2−x3)(x2−x4)(x3−x4)−1〉 .
(2.131)
It is clear that in C[x1, x2, x3, x4, w], Z(I) is a finite set (for example via Gro¨bner basis
computation.) The four variables must be distinct on the solution set, because of the
last generator in (2.131). Back to Q[x1, x2, x3, x4, w], we want to find more algebraic
relations over Q which are “consistent” with I. That is to find a maximal ideal J in
Q[x1, x2, x3, x4, w], I ⊂ J . In practice, we use primary decomposition and find that in
Q[x1, x2, x3, x4, w],
I = I1 ∩ I2 ∩ I3 , (2.132)
where explicitly each Ii is prime. Since dimQ(Q[x1, x2, x3, x4, w]/I) is finite,
dimQ(Q[x1, x2, x3, x4, w]/I1) <∞ . (2.133)
I1 is prime hence Q[x1, x2, x3, x4, w]/I1 has no zero divisor. A finite-dimensional Q-
algebra with no zero divisor must be a field. Hence I1 is a maximal ideal of Q[x1, x2, x3, x4, w].
Compute the Groebner basis of I1 with the block order [w] ≻ [x1, x2, x3, x4], we have
G(I1) = {x1 + x2 + x3 + x4, 2x24 + 2x2x4 + 2x3x4 + x2 + x3 − 3, 2x3x2 + x2 + x3 + 3,
x22− x2 + x23− x3, 4x34− 2x24 + 6x4 + 5x2 + 5x3 + 9, 2x4x23 + x23 + 2x24x3− 3x3 + x24− 3x4− 3,
4x33− 2x23 + x3− 5x2 + 9, 315w− 2x23 − 4x4x3 − 2x24 + 3} (2.134)
Except the last one, polynomials in G(I1) provides all the algebraic relations over Q of
the four roots. Note that some relations are trivial like x1+x2+x3+x4 = 0 which comes
from coefficients of f(x). Some relations like 2x3x2 + x2 + x3 + 3 = 0, are nontrivial.
Consider all 24 permutations of (x1, x2, x3, x4), we find the 8 of them preserves alge-
braic relations in G(I1), explicitly,
(x1, x2, x3, x4), (x1, x3, x2, x4), (x2, x1, x4, x3), (x3, x1, x4, x2),
(x2, x4, x1, x3), (x3, x4, x1, x2), (x4, x2, x3, x1), (x4, x3, x2, x1) . (2.135)
Hence Galois group of the x4 + 3x + 3 is the dihedral group D4. Clearly, this process
applies to all irreducible polynomials without multiple root.
Note that Q[x1, x2, x3, x4, w]/I1 actually is the splitting field of this polynomial.
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2.5 Multi-loop integrand reduction via Gro¨bner ba-
sis
With the knowledge of basic algebraic geometry, now multi-loop integrand reduction is
almost a piece of cake. We apply Gro¨bner basis method [Zha12,MMOP12].
Consider the algorithm of direct integrand reduction (IR-D). Suppose that all terms
with denominator set D, {D1, . . .Dk} $ D are already reduced, then,
1. Collect all integrand terms with inverse propagators D1, . . .Dk, which include terms
from Feynman rules and also terms from the integrand reduction of parent diagrams.
Denote the sum as N/(D1, . . .Dk).
2. Define I = 〈D1, . . . , Dk〉. Compute the Gro¨bner basis of I in grevlex, G(I) =
{g1, g2, . . . , gm}.
3. Polynomial division N = a1g1 + . . . amgm + ∆. Use Gro¨bner basis convention
relation, rewrite the division as N = q1D1 + . . . qkDk +∆.
4. Add ∆/(D1 . . .Dk) to the final result. Keep terms
q1
Dˆ1D2 . . .Dk
+
q2
D1Dˆ2 . . .Dk
+ . . .
qk
D1D2 . . . Dˆk
, (2.136)
for child diagrams.
Repeat this process, until all terms left are integrated to zero (like massless tadpoles,
integral without loop momenta dependences).
Integrand reduction (IR-U) is more subtle. Again, Suppose that all diagrams with
denominator set D, {D1, . . .Dk} $ D are reduced, then,
1. Define I = 〈D1, . . .Dk〉. Compute the Gro¨bner basis of I in grevlex with numeric
kinematics, G(I) = {g1, g2, . . . , gm}.
2. Identify all degree-one polynomials in G(I), and solve them linearly. The dependent
variables are RSPs. Define J as the ideal obtained by eliminate all RSPs in I.
3. Make a numerator ansatz N in ISPs, with the power counting restriction from renor-
malization conditions. Divide N toward G(J), the remainder ∆ is the integrand
basis.
4. Cut all propagators by D1 = . . . = Dk = 0. Classify all solutions by the primary
decomposition of J and get n irreducible solutions.
5. On the cut, compute the tree products summed over internal spins/helicities. Sub-
tract all known parent diagrams on this cut. The result should be a list of n
functions Si, defined on each cut solution.
6. Fit coefficients of ∆ from Si’s.
We have some comments here:
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• To make an integrand basis with undetermined coefficients, we only need Gro¨bner
basis with numeric kinematic conditions.
• RSPs can be automatically found, because any degree-one polynomial in I should
be a linear combination of degree-one polynomials in G(I), via Algorithm 2. Hence
linear algebra computation determines RSPs.
• Integrand basis should not contain RSPs. Furthermore, it is helpful to eliminate
RSPs before the primary decomposition.
• If the cut solution is complicated, primary decomposition helps finding all of so-
lutions. And in general, solution sets cannot be parameterized rationally before
primary decomposition.
The key idea of these algorithms is that polynomial division via Gro¨bner basis provides
the simplest integrand, in the sense that the resulting numerator does not contain any
term which are divisible by denominators.
Back to our double box examples, we use algebraic geometry methods to automate
most of the computations. Given 7 propagators in Van Neerven-Vermaseren variables,
we use number field F = Q(s, t), define the ideal I = 〈D1, D2, . . .D7〉.
First, we determine the RSPs. Compute G(I) in grevlex, with numeric kinematics,
t→ −3, s→ 1. We find that G(I) contains 4 linear polynomials,
{y3, 1
2
+ y1 + y2, x2 − 1
2
, x1} ⊂ G(I) . (2.137)
This allow us to define RSPs: we have 4 linear polynomials and 5 variables, pick up y1
to be the free variable. And then we determined x1, x2, y2, y3 are RSPs. (If needed, the
full RSP relations can be obtained from Groebner basis conversion.)
x1 =
D1 −D2
2
, x2 =
D2 −D3
2
+
s
2
,
y2 =
D4 −D6
2
− s
2
− y1, y3 = −D6 +D7
2
. (2.138)
Then, we consider to eliminate RSPs. Define J to be an ideal in F[x3, y1, x4, y4], which
is the ideal after RSP elimination. With numeric kinematics, the Gro¨bner basis of J in
grevlex and y4 ≻ x4 ≻ y1 ≻ x3 is,
G(J) = {−4x23 − 12x3 + 4x24 − 9, 20x3y1 + 4x4y4 + 6x3 + 6y1 + 9,−4y21 − 12y1 + 4y24 − 9,
4x23y4 + 20x4x3y1 + 12x3y4 + 6x4y1 + 6x4x3 + 9x4 + 9y4,
4x4y
2
1 + 12x4y1 + 20x3y4y1 + 6x3y4 + 9x4 + 6y4y1 + 9y4, 4x
2
3y
2
1 + 2x
2
3y1 + 2x3y
2
1 + 3x3y1,
80x23y1y4 + 16x
2
3y4 + 40x3y1y4 + 18x3y4 − 6x4y1 + 24x4x3 − 9x4 − 9y4}. (2.139)
Note that the first 3 polynomials are just equations in (2.56). However, the rest algebra
relations in (2.139) are not obtained by the naive generalization of OPP method. So
previously we got a redundant basis.
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Consider the numerator in ISPs only,
Ndbox =
∑
m
∑
n
∑
α
∑
β
c′mnαβx
m
3 y
n
1x
α
4 y
β
4 , (2.140)
where c′mnαβ are indeterminate coefficients. By renormalization condition, there 160 such
c’s. Divide Ndbox by G(I), we get the remainder,
∆dbox =
∑
(m,n,α,β)∈S
cmnαβx
m
3 y
n
1x
α
4 y
β
4 , (2.141)
where the index set S contains 32 elements,
(0, 0, 0, 0), (1, 0, 0, 0), (2, 0, 0, 0), (3, 0, 0, 0), (4, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (2, 1, 0, 0),
(3, 1, 0, 0), (4, 1, 0, 0), (0, 2, 0, 0), (1, 2, 0, 0), (0, 3, 0, 0), (1, 3, 0, 0), (0, 4, 0, 0), (1, 4, 0, 0),
(0, 0, 1, 0), (1, 0, 1, 0), (2, 0, 1, 0), (3, 0, 1, 0), (0, 1, 1, 0), (0, 0, 0, 1), (1, 0, 0, 1), (2, 0, 0, 1),
(3, 0, 0, 1), (4, 0, 0, 1), (0, 1, 0, 1), (1, 1, 0, 1), (0, 2, 0, 1), (1, 2, 0, 1), (0, 3, 0, 1), (1, 3, 0, 1).
(2.142)
Note that the number of terms in ∆dbox matches the number of independent relations
from unitarity cuts. (2.142) is the integrand basis of the 4D double box. Of these 32
terms, the last 16 terms integrated to zero by Lorentz symmetry, so they are spurious
terms.
In Example 2.36, we already used primary decomposition to find all unitarity-cut
solutions. Note that there is shortcut” it is enough to consider the primary decomposition
of J . On a laptop computer, it takes only 0.22 seconds to finish. Using (2.142) and 4D
tree amplitudes, we can easily determine the double box integrand for (super)-Yang-Mills
theory [BFZ12b,Zha12].
For D = 4− 2ǫ, we need to introduce µ variables,
li = l
[4]
i + l
⊥
i , i = 1, . . . , L,
µij = −l⊥i · l⊥j , 1 ≤ i ≤ j ≤ L. (2.143)
In this case, we have further simplification: I = 〈D1, . . .Dk〉 must be a prime ideal, hence
it is not necessary to consider the primary decomposition of I [Zha12,BFZ13].
Example 2.41. Consider two-loop five-gluon pure Yang-Mills planar amplitude, with
helicity (+ + + + +). Note that tree-level all-plus-helicity 5-gluon amplitude in Yang-
Mills theory is zero, while the one-loop-level is finite. The two-loop amplitude is much
more challenging. We used algebraic geometry method to compute this amplitude.
For the integrand, we use both IR-D and IR-U methods [BFZ13]. Note that this am-
plitude is well-define only with D = 4−2ǫ. Repeat the integrand reduction process, we get
all the diagrams with non-vanishing integrands in Figure 2.10 (and their permutations).
For example, the box-pentagon diagram for this amplitude has a simple integrand,
∆431(1
+, 2+, 3+, 4+, 5+) =
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− i s12s23s45 F1(Ds, µ11, µ22, µ12)〈12〉〈23〉〈34〉〈45〉〈51〉 tr5
(
tr+(1345)(l1 + k5)
2 + s15s34s45
)
(2.144)
where
F1(Ds, µ11, µ22, µ12) = (Ds − 2) (µ11µ22 + µ11µ33 + µ22µ33) + 16
(
µ212 − µ11µ22
)
, (2.145)
and µ33 = µ11 + µ22 + 2µ12 and Ds is the dimension for internal states. [BFZ13].
tr5 = tr(γ5k/1k/2k/3k/4) = [12]〈23〉[34]〈41〉 − 〈12〉[23]〈34〉[41].
tr±(abcd) =
1
2
tr
(
(1± γ5)k/ak/bk/ck/d
)
, (2.146)
Results from IR-D and IR-U match each other. After getting these simple integrand, the
complete integrals and final analytic result for this amplitude was obtained by differential
equation method [GHLP16].
All-plus two-loop five-gluon non-planar integrand and all-plus two-loop six-gluon inte-
grand were also obtained by integrand reduction method [BMOO15,BMP16].
Figure 2.10: Nonzero diagrams from the integrand reduction, for (+ + + + +)-helicity
two-loop five-gluon planar amplitude.
See [FH13,MMOP13,MPP16] for more example of CAG based integrand reductions.
2.6 Exercises
Exercise 2.1. Derive the integrand basis of a box diagram with k21 = k
2
2 = k
2
3 = k
2
4 = m
2
and inverse propagators D1 = l
2
1, D2 = (l1−k1)2, D3 = (l1−k1−k2)2 and D4 = (l1+k4)2,
via OPP approach [OPP07,OPP08].
Exercise 2.2 (Basic operations of ideals). I and J are two ideals in F[z1, . . . zn]. Define
I+J = {f + g|f ∈ I, g ∈ J} and IJ as the ideal generated by the set {fg|f ∈ I, g ∈ J}.
1. Prove that
√
I, I + J , I ∩ J are ideals.
2. Prove that IJ ⊂ I ∩ J and √I ∩ J = √IJ .
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3. Let I = 〈y(y − x2)〉, J = 〈xy〉 in Q[x, y], determine ZC(I + J), ZC(I ∩ J) and
ZC(IJ). Compute generating sets of I + J , I ∩ J and IJ . Is IJ the same as I ∩ J
in this case? Compute generating sets of
√
I ∩ J and √IJ .
Exercise 2.3 (Hilbert’s weak Nullstellensatz). Let f1(x) = 2x − 4x2 + x3 and f2(x) =
x2 − 1. Prove that as an ideal in Q[x], 〈f1, f2〉 = 〈1〉. Explicitly find two polynomials
h1(x) and h2(x) in Q[x] such that,
h1(x)f1(x) + h2(x)f2(x) = 1 . (2.147)
(Hint: use Euclid’s algorithm, Algorithm 1.)
Exercise 2.4 (Zariski topology). Prove (2.79) and (2.80).⋂
i
Z(Ii) = Z(
⋃
i
Ii) .
Z(I1)
⋃
Z(I2) = Z(I1I2) = Z(I1 ∩ I2) . (2.148)
Exercise 2.5 (Elimination theory).
1. Use computer software like Mathematica, Maple, Singular or Macaulay2,
to eliminate y and z from
I = 〈−x3 − xz + y2 − 1, x2 + xz + y2, xy + xz + y〉 , (2.149)
to get a equation in x only. How many common zeros are there for the three poly-
nomials over C?
2. Use computer software to find the projection of the curve C,
C : x2 + xy + z2 = x2 − zy − z3 + 1 = 0 , (2.150)
on x-y plane.
Exercise 2.6 (Polynomial division via Gro¨bner basis). Let f1 = y
2 − x3 − 1, f2 =
xy + y2 + 1 and f3 = y
2 + x − y. Use Maple or Macaulay to find the Gro¨bner basis
G = {g1, . . . , gm} and the conversion,
gj =
3∑
i=1
fiaij . (2.151)
Reduce the fraction 1/(f1f2f3) as,
1
f1f2f3
=
q1
f2f3
+
q2
f1f3
+
q3
f1f2
(2.152)
where q1, q2 and q3 are polynomials in x and y.
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Exercise 2.7 (Primary decomposition). Use Macaulay or Singular to find the pri-
mary decomposition of I = 〈xz − y2, x3 − yz〉. Then parameterize each irreducible closed
set.
Exercise 2.8 (Galois group and primary decomposition). Use the method in Example
2.40, to determine the Galois group of x4 − 10x2 + 1.
Exercise 2.9 (Integrand basis via Gro¨bner basis). Massless crossed box diagram is the
two-loop diagram with k21 = k
2
2 = k
2
3 = k
2
4 = 0 and inverse propagators D1 = l
2
1, D2 =
(l1 − k1)2, D3 = (l1 − k1 − k2)2, D4 = l22, D5 = (l2 − k4)2, D6 = (l1 + l2 − k1 − k2 − k4)2,
D7 = (l1 + l2)
2. Find the 4D integrand basis via Gro¨bner basis.
Figure 2.11: crossed box diagram
Exercise 2.10 (Fit integrand basis from unitarity cuts). Use the 4D double box integrand
basis (2.142) to determine the double box integrand form of the 4D (−−++) and (−+−+)
helicity color-ordered amplitude in pure-Yang-Mills theory. (Hint: see [BFZ12b].)
Chapter 3
Unitarity Cuts and Several Complex
Variables
3.1 Maximal unitarity
Besides integrand reduction method for loop amplitudes, we can also consider (general-
ized) unitarity with residue approach [BDDK94,BDDK95,BM96,BCF05,BCFW05]
AL-loopn =
∑
i
ciIi + rational terms . (3.1)
The set {Ik} is the master integral (MI) basis, i.e., minimal linear basis of Feynman
integrals. For example, for one-loop order, we have scalar box, triangle, bubble (and
tadpole) integrals . The MI basis is usually a proper subset of the integrand basis like
(2.15), since spurious terms are removed and integration-by-parts (IBP) identities are
used.
Maximal unitarity method gets coefficients ci’s for a scattering process, from contour
integrals. (Usually contour integrals are simpler than Euclidean Feynman integrals. ) Let
k be the largest number of propagators for all integrals in MI basis. Suppose that there
are d(k) diagrams with exactly k propagators in the master integral list, D1, . . . ,Dd(k).
Maximal unitarity method first separate (3.1) as,
AL-loopn =
d(k)∑
α=1
∑
j
cα,jIα,j +
(
simpler integrals
)
+ rational terms (3.2)
where for fixed α, Iα,j’s stand for all master integrals associated with the diagram Dα.
“Simpler integrals” stands for integrals with fewer-than-k propagators.
The coefficients cα,j’s can be obtained by maximal unitarity as follows: Let the prop-
agators of Dα be D1, . . . , Dk. For simplicity, we drop the index α. The cut equation is,
D1 = . . . = Dk = 0 (3.3)
which has m independent solutions. In algebraic geometry language, the ideal I =
51
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〈D1 . . .Dk〉 has the primary decomposition,
I = I1 ∩ . . . ∩ Im . (3.4)
Each independent solution is an (irreducible) variety, Vi = Z(Ii). For an integer value of
the spacetime dimension D, we replace a generic Feynman integral as a contour integral,∫
dDl1
iπD/2
. . .
dDlL
iπD/2
N(l1, . . . lL)
D1 . . .Dk
→
∮
dDl1
(2πi)D
. . .
dDlL
(2πi)D
N(l1, . . . lL)
D1 . . .Dk
=
m∑
i=1
∑
b
w
(i)
b
∮
C(i)
b
Ω(i)(N) . (3.5)
In the first line, we have a DL-fold contour integral. Part of the contour integrals serve
as “holomorphic” Dirac delta functions in D1, . . . , Dk, and the original integral becomes
(dimVi)-fold contour integrals on each Vi. C[i]b ’s are non-trivial contours on Vi for this
integrand, which consists of poles in the integrand and fundamental cycles of Vi On each
cut solution, the original numerator N(l1, . . . , lL) becomes,
N(l1, . . . , lL)
∣∣
Vi
= S(i). (3.6)
where S(i) is the sum of products of tree amplitudes obtained from the maximal cut. In
general, there may be several nontrivial contours on Vi, so for each one we set up a weight
w
(i)
b to be determined later.
We demand that if the original integral is zero, or can be reduce to integrals with
fewer propagators by IBPs, the corresponding contour integral is zero. If∫
dDl1
iπD/2
. . .
dDlL
iπD/2
F (l1, . . . lL)
D1 . . .Dk
= 0 , (F is spurious), (3.7)
or ∫
dDl1
iπD/2
. . .
dDlL
iπD/2
F (l1, . . . lL)
D1 . . .Dk
= (simpler integrals) , (IBP relation), (3.8)
Then
m∑
i=1
∑
b
w
(i)
b
∮
C(i)
b
Ω(i)(F ) = 0 . (3.9)
Spurious terms and IBPs fix w
(i)
b ’s up to the normalization of master integrals. To
extract the coefficients ci’s in (3.1), we can find a special set of weights w
(i)
b,j such that,
cj =
m∑
i=1
∑
b
w
(i)
b,j
∮
C(i)
b
Ω(i)(S(i)). (3.10)
After getting all k-propagator master integrals’ coefficients, we repeat this process for
(k−1) propagator integrals. We need spurious terms , IBPs and parent integral exclusion
conditions, to fix the contour weights.
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For example, consider the 4D massless four-point amplitude. (3.2) reads.
A1-loop4 = cboxIbox + . . . . (3.11)
From (2.18), D1 = D2 = D3 = D4 = 0 has two solutions. Change the original integral to
contour integrals,∫
d4l1
iπ2
1
D1D2D3D4
→ 2
t(s+ t)
∮
dx1dx2dx3dx4
(2πi)4
1
D1D2D3D4
=
{
1
4st
on V1
− 1
4st
on V2
(3.12)
and ∫
d4l1
iπ2
l · ω
D1D2D3D4
→ 2
t(s+ t)
∮
dx1dx2dx3dx4
(2πi)4
x4
D1D2D3D4
=
{
1
8s
on V1
1
8s
on V2
(3.13)
We have two weights ω(1) and ω(2). From the contour integral of spurious term (3.13),
ω(1)
1
8s
+ ω(2)
1
8s
= 0 . (3.14)
Hence ω(2) = −ω(1). Normalize the weights for the scalar box integral,
ω(1) = 2st, ω(2) = −2st . (3.15)
Hence
cbox = 2st · 2
t(s + t)
( ∮
V1
dx1dx2dx3dx4
(2πi)4
N
D1D2D3D4
−
∮
V2
dx1dx2dx3dx4
(2πi)4
N
D1D2D3D4
)
=
1
2
S(1) +
1
2
S(2) . (3.16)
which is the same as (2.21).
Two-loop maximal unitarity method was first invented in [KL12] for the 4D massless
double box diagram, in an elegant way of determining all contours and corresponding
contour weights. Afterwards, this method was generalized for double box diagram with
external massive legs [JKL12,JKL13b,JKL13a,CHL12].
In general, for multi-loop cases, the contour integrals are multivariate, and can be
complicated in some cases. There are complicated issues with (3.5).
1. The solution set Vi is not a rational variety. For example, Vi can be an elliptic
curve or a hyper-elliptic curve. Then contour integrals are then not only residue
computation, but also integrals over the fundamental cycles. Some of these cases
are treated by maximal unitarity with complete elliptic integrals or hyper-ellitpic
integrals [SZ15,GZ15]. There is a rich algebraic geometry structure in this direction
and these integrals are important for LHC physics. But we are not going to cover
this direction in these notes, since the background knowledge of algebraic curves
need to be introduced.
2. The residue is multivariate and Cauchy’s formula does not work since the Jacobian
at the pole is zero. For example, the 4D slashed box diagram and the 4D triple box
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Figure 3.1: Three loop triple box diagram
diagram both have complicated multivariate residues. We discuss this direction in
the rest of this chapter.
Note that, in a different context, [Hen13, Hen15, CHH14, RT16, PT16, Mey16] con-
tour integrals like (3.5) from Feynman integrals are also important for determining the
canonical MI basis, for which the differential equation makes simple.
3.1.1 A multivariate residue example
Consider 4D three-loop massless triple box diagram (Figure. 3.1). There are 10 inverse
propagators ,
D1 = l
2
1 , D2 = l
2
2 , D3 = l
2
3 , D4 = (l1 + k1)
2 ,
D5 = (l1 − k2)2 , D6 = (l2 + k3)2 , D7 = (l2 − k4)2 , D8 = (l3 + k1 + k2)2 ,
D9 = (l1 − l3 − k2)2 , D10 = (l3 − l2 − k3)2 . (3.17)
with k21 = k
2
2 = k
2
3 = k
2
4 = 0. We parameterize loop momenta with spinor helicity
formalism [Dix96],
ℓ1(α1, . . . , α4) = α1k1 + α2k2 + α3
〈23〉
〈13〉12˜ + α4
〈13〉
〈23〉21˜ ,
ℓ2(β1, . . . , β4) = β1k3 + β2k4 + β3
〈14〉
〈13〉34˜ + β4
〈13〉
〈14〉43˜ .
ℓ3(γ1, . . . , γ4) = γ1k2 + γ2k3 + γ3
〈34〉
〈24〉23˜ + γ4
〈24〉
〈34〉32˜ , (3.18)
The cut solution for D1 = D2 = . . .D10 = 0 can be found by primary decomposition
[BFZ12a,SZ13],
I = I1 ∩ . . . ∩ I14. (3.19)
There are 14 independent solutions, each of which can be parameterized rationally. For
example, on V1 = Z(I1) the triple box Feynman integral with numerator N(l1, l2, l3)
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becomes a contour integral,
1
(2πi)2t2s8
∮
dz1 ∧ dz2N(l1, l2, l3)|V1
(1 + z1)(1 + z2)(1 + z1 − χz2) . (3.20)
where the denominators come from the Jacobian of evaluating holomorphic delat func-
tions in D1, . . .D10. z1, z2 are free variables parametrizing this solution. The difficulty is
that on this cut solution, loop momenta li are not polynomials in z1 and z2, but rational
functions in z1 and z2 [SZ13]. Hence we get contour integrals like,
1
(2πi)2
∮
dz1 ∧ dz2P (z1, z2)
(1 + z1)(1 + z2)(1 + z1 − tsz2)z2
. (3.21)
where P (z1, z2) is a polynomial in z1 and z2. (z1, z2)→ (−1, 0) is a multivariate residue.
Note that at this point, 3 factors in denominators vanish,
1 + z1, z2 1 + z1 − t
s
z2 . (3.22)
Hence, the Jacobian of denominators must be vanishing at (−1, 0), so the residue cannot
be calculated by inverse Jacobian (Cauchy’s theorem). Note that we cannot directly
use polynomial division to simplify the integrand, since I = 〈1 + z1, z2, 1 + z1 − tsz2〉 =〈1 + z1, z2〉 6= 〈1〉. So Hilbert’s weak Nullstellensatz (Theorem 2.6) cannot be used here
to reduce the number of denominators.
Difficult multivariate residues also arises from the maximal cut of integrals with dou-
bled propagators from two-loop integrals. In the rest of this chapter, we use algebraic
geometry techniques to compute these residues efficiently.
3.2 Basic facts of several complex variables
3.2.1 Multivariate holomorphic functions
We first review some properties of several complex variables [GH94,Ho¨r90,Sch05].
Definition 3.1. Complex variables for Cn are zi = xi + iyi and the basis for the tangent
space is
∂
∂zi
=
1
2
( ∂
∂xi
− i ∂
∂yi
)
,
∂
∂z¯i
=
1
2
( ∂
∂xi
+ i
∂
∂yi
)
. (3.23)
For a point ξ = (ξ1, . . . ξn) in Cn, the (open) polydisc with radius r is
∆(ξ, r) = {(z1, . . . zn)
∣∣|zi − ξi| < r, i = 1, . . . n} (3.24)
Definition 3.2. A differentiable function f on U , an open set of Cn, is holomorphic if,
∂f
∂z¯i
= 0, i = 1, . . . n. (3.25)
Theorem 3.3 (Cauchy’s formula). Let f a function holomorphic in ∆(ξ, r) and contin-
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uous on ∆¯(ξ, r). Then for z ∈ ∆(ξ, r),
f(z) =
1
(2πi)n
∫
|w1−ξ1|=r
. . .
∫
|wn−ξn|=r
f(w1, . . . , wn)dw1 . . . dwn
(w1 − z1) . . . (wn − zn) . (3.26)
Proof. Apply one-variable Cauchy’s formula n times [Ho¨r90].
From the Taylor expansion of 1/(wi − zi) in (zi − ξi), f(z) has a multivariate Taylor
expansion in ∆¯(ξ, r). Hence like univariate case, a holomorphic function is an analytic
function. Similarly, for two holomorphic functions f and g on a connected open set
U ⊂ Cn, if f = g on an open subset of U then f = g on U .
However, the pole structure of a multivariate function is very different from that in
the univariate case.
Theorem 3.4 (Hartog’s extension). Let U be an open set of Cn, n > 1. K is a compact
subset of U and U −K is connected. Then any holomorphic function on U −K extends
to a holomorphic function of U .
Proof. See Ho¨rmander [Ho¨r90, Chapter 2].
Example 3.5. Consider n = 2, U is the polydisc ∆(0, r) and K = O = {(0, 0)} in
Theorem 3.4. Suppose that f(z1, z2) is holomorphic in U −K. Define the function
g(z1, z2) =
1
2πi
∫
|w2|=r′
f(z1, w2)dw2
w2 − z2 , (3.27)
where 0 < r′ < r. Clearly g is well defined in the smaller polydisc ∆(0, r′). g is
holomorphic in both z1 and z2. If z1 6= 0, then by one-variable Cauchy’s formula,
g(z1, z2) = f(z1, z2). f = g in ∆(0, r
′) ∩ {z|z1 6= 0}, hence f = g in ∆(0, r′) − O.
Define a new function
F (z) =
{
g(z) z ∈ ∆(0, r′)
f(z) z 6∈ ∆(0, r′) but z ∈ ∆(0, r) (3.28)
Clearly F is holomorphic in U and F = f in U −K, so F is the extension.
Hartog’s extension means the pole of a multivariate holomorphic f has complicated
structure, say, cannot be a point. It also implies that we should not study the space of
holomorphic functions on an open set like U −K in Theorem 3.4, since these functions
can always be extended.
Laurent expansion of a multivariate holomorphic function is also subtle.
Definition 3.6. A subset Ω of Cn is called Reinhardt domain, if Ω is open, connected
and for any (z1, . . . zn) ∈ Ω, (eiθ1z1, . . . , eiθnzn) ∈ Ω, ∀θ1 ∈ R, . . . , θn ∈ R. This is a
generalization of an annulus on complex plane.
Proposition 3.7. Let f be a holomorphic function on a Reinhardt domain Ω. Then
there exists a Laurent series, ∑
(α1,...,αn)∈Zn
cα1...αnz
a1
1 . . . z
an
n , (3.29)
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which is uniformly convergent to f on any compact subset of Ω.
Proof. See Scheidemann [Sch05].
A multivariate function f may be defined over a domain which is not a Reinhardt do-
main. For a simple example, the function f = 1/(z1− z2) is defined on U = {(z1, z2)|z1 6=
z2, (z1, z2) ∈ C2}, where U is not a Reinhardt domain. It is hard to define Laurent
series for f in U . Instead, consider Ω = {(z1, z2)||z1| > |z2|, (z1, z2) ∈ C2}. Then Ω is a
Reinhardt domain, and on Ω,
1
z1 − z2 =
∞∑
n=0
zn2 z
−n−1
1 , (z1, z2) ∈ Ω (3.30)
This Laurent series does not converge outside Ω.
We turn to complex manifolds.
Definition 3.8. A complex manifold M is a differentiable manifold, with an open cover
{Uα} and coordinate maps φα : Uα → Cn, such that all φαφ−1β ’s components are holomor-
phic on φβ(Uα ∩ Uβ) for Uα ∩ Uβ 6= ∅.
Example 3.9 (Complex projective space). Define CPn as the quotient space Cn+1 −
{0, . . . 0} over
(Z0, . . . , Zn) ∼ (λZ0, . . . λZn), λ ∈ C∗ (3.31)
The equivalence class of (Z0, . . . , Zn) in CP
n is denoted as [Z0, . . . , Zn], which is the
homogeneous coordinate. Define an open cover of CPn, {U0, U1, . . . , Un}, where,
Ui = {[Z0, . . . , Zn]|Zi 6= 0}, i = 0, . . . , n (3.32)
For each Ui, the coordinate map φi : Ui → Cn is
φi([Z0, . . . , Zn]) = (
Z0
Zi
, . . . ,
Ẑi
Zi
, . . . ,
Zn
Zi
) ≡ (z(i)0 , . . . , ẑ(i)i . . . z(i)n ). (3.33)
Hence, for i < j,
φiφ
−1
j (z
(j)
0 , . . . , ẑ
(j)
j . . . z
(j)
n ) = (
z
(j)
0
z
(j)
i
, . . . ,
ẑ
(j)
i
z
(j)
i
. . . ,
1
z
(j)
i
, . . .
z
(j)
n
z
(j)
i
), (3.34)
Since on φj(Ui ∩ Uj), z(j)i 6= 0, the transformation (3.34) is holomorphic. Hence CPn is
a compact complex space. In particular, we may identify U0 as Cn.
For a homogeneous polynomial F (Z0, . . . Zn), the equation F (Z0, . . . Zn) = 0 is well
defined, since the rescaling (3.31) does not affects the value 0.
Like real manifold case, we can also study sub-manifolds of a manifold. In particular,
the codimension-1 case is very important for our discussion of residues in this chapter.
Definition 3.10. An analytic hypersurface V of a complex manifold M is a subset of M
such that ∀p ∈ V , there exists a neighborhood of p in M , such that locally V is the set of
zeros of a holomorphic function f , defined in this neighborhood.
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Like the algebraic variety case (Theorem 2.35), any analytic hypersurface uniquely
decomposes as the union of irreducible analytic hypersurfaces. [GH94].
Definition 3.11. For a complex manifold M , a divisor D is a locally finite formal linear
combination,
D =
∑
i
ciVi, (3.35)
where each Vi is an irreducible analytic hypersurface in M .
3.2.2 Multivariate residues
Recall the for one-variable case, the residue of a meromorphic function h(z)/f(z) at the
point ξ, is defined as,
Res ξ
(
h(z)
f(z)
dz
)
=
1
2πi
∮
|z−ξ|=ǫ
h(z)dz
f(z)
. (3.36)
where f and h are holomorphic near ξ.
To define a multivariate residue in Cn, we need n vanishing denominators f1, . . . fn
such that f1(z) = . . . = fn(z) = 0 defines isolated points.
Definition 3.12. Let U be a ball in Cn centered at ξ, i.e. ||z − ξ|| < ǫ for z ∈ U .
f1(z), . . . , fn(z) are holomorphic function in U , and have only one isolated common zero,
ξ in U . Let h(z) be a holomorphic function in a neighborhood of U¯ . Then for the
differential form,
ω =
h(z)dz1 ∧ · · · ∧ dzn
f1(z) · · · fn(z) , (3.37)
the (Grothendieck) residue at ξ is defined to be [GH94] ,
Res {f1,...,fn},ξ(ω) =
(
1
2πi
)n ∮
Γ
h(z)dz1 ∧ · · · ∧ dzn
f1(z) · · · fn(z) , (3.38)
where the contour Γ is define by the real n-cycle Γ = {z : z ∈U, |fi(z)| = ǫ} with the
orientation specified by d(arg f1) ∧ · · · ∧ d(arg fn).
Note that Γ in this definition ensures that fi’s are nonzero for this contour integral.
A naive contour choice Γ′ = {z : z ∈U, |zi − ξi| = ǫ, ∀i} in general does not work. For
instance,
1
(2πi)2
∮
Γ′
dz1 ∧ dz2
(z1 + z2)(z1 − z2) , (3.39)
with Γ′ = {z : z ∈U, |z1| = ǫ, |z2| = ǫ} is ill-defined. On this contour, both (z1 + z2) and
(z1 − z2) has zeros.
Note that if we permute functions {f1, . . . , fn}, the differential form is invariant but
the contour orientation will be reversed if the permutation is odd. This is a new feature
of multivariate residue, hence in Definition 3.12, we keep {f1, . . . , fn} in the subscript.
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Clearly, if f1(z) = f1(z1), . . . , fn(z) = fn(zn), then,
Res {f1,...,fn},ξ(ω) =
(
1
2πi
)n ∮
dz1
fz1
∮
dz2
fz2
. . .
∮
h(z)dzn
fzn
, (3.40)
the multivariate residue becomes iterated univariate residues.
Definition 3.13. In Definition 3.12, if the Jacobian of f1, . . . , fn in z1, . . . zn at ξ is
nonzero, we call this residue non-degenerate. Otherwise it is called degenerate.
Proposition 3.14 (Cauchy). If the residue in Definition 3.12 is non-degenerate, then
Res {f1,...,fn},ξ(ω) =
h(ξ)
J(ξ)
. (3.41)
where J(ξ) is the Jacobian of f1, . . . , fn in z1, . . . zn at ξ .
Proof. In this case, we can use implicit function theorem to treat fi’s as coordinates and
compute the residue directly [GH94].
Proposition 3.15. If h in Definition 3.12 satisfies,
h(z) = q1(z)f1(z) + . . .+ qn(z)fn(z), z ∈ U (3.42)
where qi’s are holomorphic functions in U . Then
Res {f1,...,fn},ξ(ω) = 0 . (3.43)
Proof. This is from Stokes’ theorem [GH94].
In general a multivariate residue is not of the form like (3.40) or non-degenerate.
Unlike the univariate case, Laurent expansion, even if it is defined in a subset, in general
does not help the evaluation of multivariate residues. Hence we need a sophisticated
method to compute residues, like (3.21).
Theorem 3.16 (Global residue). Let M be a compact complex manifold. D1 . . .Dn are
divisors of M , such that D1 ∩ . . . ∩Dn = S is a finite set. If ω is a holomorphic n-form
defined in M −D1 ∪ . . . ∪Dn whose polar divisor is D = D1 + . . . Dn, then∑
ξ∈S
Res {D1,...,Dn},ξ(ω) = 0. (3.44)
Proof. This is from Stokes’ theorem of a complex manifold. See Griffiths and Harris
[GH94].
Note that to consider global residue theorem, we need a compact complex manifold
but Cn is not. So residues on a complex manifold has to be defined. ω has the polar
divisor D = D1 + . . .Dn means, near a point ξ ∈ S, locally each Di is a divisor of a
holomorphic function fi and ω has the local form (3.37). Again, the script {D1, . . . , Dn}
indicates the ordering of denominators.
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Example 3.17. Consider the meromorphic differential form in Cn,
ω =
dz1 ∧ dz2
(z1 + z2)(z1 − z2) . (3.45)
Extend ω to a meromorphic differential form in CP2 (Example 3.9). Let [Z0, Z1, Z2] be
the homogeneous coordinate. In the patch U0, define z1 = Z1/Z0, z2 = Z2/Z0. For the
patch U1, let u0 = Z0/Z1, u2 = Z2/Z1. Then on U0 ∩ U1,
z1 =
1
u0
, z2 =
u2
u0
. (3.46)
After the change of variables, on U0 ∩ U1,
ω =
du0 ∧ du2
u0(u2 − 1)(u2 + 1) , (3.47)
Similarly, For the patch U2, let v0 = Z0/Z2, v1 = Z1/Z2. On U0 ∩ U2,
ω =
dv0 ∧ dv1
v0(v1 − 1)(v1 + 1) . (3.48)
Then in CP2, ω is defined except on 3 irreducible hypersurfaces V1 = {Z0 = 0}, V2 =
{Z1 + Z2 = 0} and V3 = {Z1 − Z2 = 0}. To apply global residue theorem, consider
D1 = V0 + V1, D2 = V2 . (3.49)
Then D = D1 + D2 is the polar divisor of ω. D1 ∩ D2 = {P1, P2}, where P1 = [1, 0, 0]
and P2 = [0, 1, 1]. Global residue theorem reads,
Res {D1,D2},P1(ω) + Res {D1,D2},P2(ω) = 0 . (3.50)
Explicitly by (3.41),
Res {D1,D2},P1(ω) = −
1
2
, Res {D1,D2},P2(ω) =
1
2
. (3.51)
Note that if we consider a different set of divisors, say, D′1 = V1, D
′
2 = V0 + V2, then
D′1∩D′2 = {P1, P3}, where P3 = [0, 1,−1]. So there is another relation Res {D′1,D′2},P1(ω)+
Res {D′1,D′2},P3(ω) = 0, and,
Res {D′1,D′2},P3(ω) =
1
2
. (3.52)
We see that for a multivariate case, there can be several global residues relations for one
meromorphic form.
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3.3 Multivariate residues via computational algebraic
geometry
There are several algorithms of calculating multivariate residues in algebraic geometry.
We mainly use two methods, transformation law and Bezoutian.
3.3.1 Transformation law
Theorem 3.18. For the residue in Definition 3.12, gi =
∑
j aijfj, where aij are locally
holomorphic functions near ξ. Then
Res {f1,...,fn},ξ(ω) = Res {g1,...,gn},ξ(detA ω) (3.53)
where A is the matrix (aij).
Proof. See Griffiths and Harris [GH94].
Note that this is a transformation of denominators, not the complex variables. In
particular, if f1, . . . fn are polynomials, we can calculate Gro¨bner basis for I = 〈f1, . . . fn〉
in lex to get a set of polynomial gi’s, such that each gi is univariate. gi(z) = gi(zi)
(Theorem 2.26). Then the r.h.s of (3.53) can be calculated as univariate residues.
Example 3.19. Consider the residue of
ω =
dx ∧ dy
f1f2
, (3.54)
at (0, 0), where f1 = ay
3 + x2 + y2, f2 = x
3 + xy − y2. This is a degenerate residue. By
Gro¨bner basis computations,
A =
(
−2ax2+ax−ayx−ay+1
a2
ax4−ayx2+ay2x−x+ay2−y
a
a2y5−2ay3−ax2y2+xy+y+x2
a3
axy2−y−x
a3
)
, (3.55)
and,
{g1, g2} =
{x2(a2x5 − 3ax2 − ax− 1)
a2
,
y3(a3y5 − 2a2y3 + ay + 1)
a3
}
. (3.56)
Note that g1, g2 are univariate polynomials. Hence by (3.53),
Res {f1,f2},(0,0)(ω) = a(1− a) . (3.57)
Example 3.20. Consider the 4D triple box’s maximal cut (3.21), near z1 = −1 and
z2 = 0,
ω =
dz1 ∧ dz2P (z1, z2)
(1 + z1)(1 + z2)(1 + z1 − tsz2)z2
. (3.58)
Define V1 = {1 + z1 = 0}, V2 = {z2 = 0} and V3 = {1 + z1 − χz2}, which are irreducible
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hypersurfaces. So locally the polar divisor of ω is,
D = V1 + V2 + V3. (3.59)
To define multivariate residues, we may consider two divisors D1 = V1+V2 and D2 = V3.
This corresponds to the denominator definitions, f1 = (1+z1)z2 and f2 = (1+z1−t/sz2).
Using (3.53) to change denominators, we find that, for example if P = 1,
Res {f1,f2},(0,0)(ω) = s/t. (3.60)
Note that there are different ways to define the divisors for ω, for instance, D′1 = V1+V3
and D′2 = V2, i.e. f
′
1 = (1+z1)(1+z1−χz2) and f ′2 = z2. Multivariate residue dependence
on the definition of divisors, for example if P = 1,
Res {f ′1,f ′2},(0,0)(ω) = 0 6= Res {f1,f2},(0,0)(ω). (3.61)
Hence we need to consider all possible divisor definitions.
We calculated all 64 residues from the maximal unitarity cut of a three-loop triple box
diagram [SZ13], by Cauchy’s theorem and transformation law. Then the contours weights
are determined by spurious integrals and IBPs. We used contour weights to derive the
triple box master integrals part of 4-gluon 3-loop pure-Yang-Mills amplitude, which agrees
with that from integrand reduction method [BFZ12a].
For integral with doubled propagators, we can also use transformation law to compute
residues for contour integrals [SZ14b,SZ14a].
Remark.
1. Usually, Gro¨bner basis computation in lex is heavy. It is better to first compute
Gro¨bner basis in grevlex order, G(I) = {F1, . . . Fk} and find the relations Fi = bijfj.
Then compute Gro¨bner basisin a block order to get univariate polynomials gi(zi).
Divide gi(zi) towards G(I) and use bij’s, we get the matrix A.
2. This method also works if f1, . . . fn are holomorphic functions but not polynomials.
Replace fi’s by their Taylor series, we can apply Gro¨bner basis method.
3.3.2 Bezoutian
Multivariate residue computation via Gro¨bner basis, may be quite heavy since the trans-
formation matrix A may contain high-degree polynomials. Bezoutian method provide a
different approach.
Definition 3.21. With the convention of Definition 3.12, for ξ ∈ Cn, define the local
symmetric form, for locally holomorphic functions N1 and N2,
〈N1, N2〉ξ ≡ Res {f1,...,fn},ξ
(
N1N2dz1 ∧ . . . ∧ dzn
f1 . . . fn
)
, (3.62)
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If f1, . . . fn, N1, N2 are globally holomorphic in Cn and Z({f1, . . . fn}) is a finite set, then
the global symmetric form is
〈N1, N2〉 ≡
∑
ξ∈Z({f1,...fn})
Res {f1,...,fn},ξ
(
N1N2dz1 ∧ . . . ∧ dzn
f1 . . . fn
)
. (3.63)
For the rest of discussion, we assume f1, . . . fn, N1, N2 are polynomials. In the previous
Chapter, we used the ring R = F[x1, . . . , xn] and ideals to study algebraic varieties. Here
to discuss local properties of a variety, we need the concept of local ring.
Definition 3.22. Consider R = C[x1, . . . , xn], for a point ξ ∈ Cn, Rξ is the set of
rational functions,
Rξ ≡
{
f(z)
g(z)
∣∣g(ξ) 6= 0, f, g ∈ R} . (3.64)
For an ideal I in R, we denote Iξ as the ideal in Rξ generated by I. If ξ ∈ Z(I), and
dimCRξ/Iξ <∞, we define the multiplicity of I at ξ as dimCRξ/Iξ.
Let I be 〈f1, . . . fn〉. From Proposition 3.15, it is clear that 〈, 〉 is defined in R/I and
〈, 〉ξ is defined in Rξ/Iξ, because any polynomial in the ideal I or the localized ideal Iξ
must provide zero residue.
Theorem 3.23 (Local and Global Dualities). Let I = 〈f1, . . . , fn〉 be an ideal in C[x1, . . . xn],
Z(I) is a finite set. Then 〈, 〉 is a non-degenerate in R/I and 〈, 〉ξ is non-degenerate in
Rξ/Iξ.
Proof. See Griffiths and Harris [GH94], Dickenstein et al. [DE10].
Non-degeneracy of 〈, 〉 implies that given a linear basis {e1, . . . ek} of R/I, there is a
dual basis {∆1, . . .∆n}, such that,
〈ei,∆j〉 = δij . (3.65)
If these two bases are explicitly found, then we can compute any 〈N1, N2〉. In particular,
the sum of residues (in affine space) of ω = Ndz1 ∧ . . . ∧ dzn/(f1 . . . fn) is obtained
algebraically,
∑
ξ∈Z(I)
Res {f1,...fn},ξ(ω) = 〈N, 1〉 = 〈
k∑
i=1
ciei,
k∑
j=1
µj∆j〉 =
k∑
i=1
ciµi , (3.66)
where in the second equality, we expand N =
∑
i ciei and 1 =
∑
i µi∆i. ci’s and ∆i’s are
complex numbers.
Explicitly, {ei}’s are found by using Gro¨bner basis of I in grevlex, G(I). They are
monomials which are not divisible by any leading term in G(I). The dual basis can be
found via Bezoutian matrix [DE10]. First, calculate the Bezoutian matrix B = (bij),
bij ≡ fi(y1, . . . yj−1, zj, . . . , zn)
zj − yj −
fi(y1, . . . yj, zj+1, . . . , zn)
zj − yj , (3.67)
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where yi’s are auxiliary variables. Let I˜ be the ideal in C[y1, . . . yn] which is I after the
replacement z1 → y1, . . . , zn → yn.
Then we divide the determinant detB over the double copy of the Gro¨bner bases,
G(I)⊗G(I˜). The remainder can be expand as,
k∑
i=1
∆i(y)ei(z), (3.68)
here ∆i(y)’s, after the backwards replacement y1 → z1, . . . , yn → zn become the elements
of the dual basis [DE10].
Example 3.24. Let f1 = z1+9z2+14z3+6, f2 = 11z2z1+12z3z1+3z1+4z2+16z2z3+14z3
and f3 = 2z1z2 + 15z1z3z2 + 5z3z2 + 8z1z3 be polynomials in C[z1, z2, z3]. Define
ω =
z31dz1 ∧ dz2 ∧ dz3
f1f2f3
. (3.69)
The Bezoutian determinant in z1, z2, z3 and auxiliary variables y1, y2, y3 is,
detB = −180y21z3 + 2520y1z23 − 1485y2y1z2 − 576y1z2 − 1620y2y1z3
+1620y1z2z3 − 408y1z3 − 207y2z2 + 612y2z3 + 2160y2z2z3 + 165y2y21 + 64y21 − 322y2y1
−128y1 − 115y2 − 3360z2z23 − 952z23 + 140z2 + 1372z2z3 + 700z3 . (3.70)
Let I = 〈f1, f2, f3〉. Divide detB towards G(I)⊗G(I˜), we get the basis {ei},
e1 = z
3
3 , e2 = z2z3, e3 = z
2
3 , e4 = z2, e5 = z3, e6 = 1 , (3.71)
and the dual basis {∆i},
∆1 =
141120
23
, ∆2 = 2(−12420z2 − 22680z3 − 203652
23
) ,
∆3 = −22680z2 − 35280z3 − 335832
23
,
∆4 = 2(−22680z23 − 12420z2z3 − 5436z3 + 1872z2 + 1278) ,
∆5 = −35280z23 − 22680z2z3 − 24528z3 − 5436z2 −
79884
23
,
∆6 =
141120z33
23
− 335832z
2
3
23
− 203652z2z3
23
− 79884z3
23
+ 1278z2 +
21282
23
. (3.72)
From the dual basis, we find the linear relation,
1 =
23
141120
∆1 . (3.73)
By polynomial division, we find
z31 =
1568
11
e1 + c2e2 + . . . c6e6 mod I . (3.74)
3.3. MULTIVARIATE RESIDUES VIA COMPUTATIONAL ALGEBRAIC GEOMETRY 65
Hence the sum of residues,∑
ξ∈Z(I)
Res {f1,f2,f3},ξ(ω) = 〈z31 , 1〉
=
23
141120
〈1568
11
e1 + c2e2 + . . .+ c6e6,∆1〉 = 23
990
. (3.75)
Note that all points in Z(I) and all local residues are irrational, but the sum is rational.
This example is from CHY formalism of scattering equation for 6-point tree ampli-
tudes. In CHY formalism, scattering amplitude is expressed as the sum of residues of CHY
integrand. Here we calculate the amplitude without solving scattering equations [SZ16].
See alternative algebraic approaches in [BBBBD15a,BBBBD15b,HRFH15].
Remark.
1. Note that by this method, we get the sum of residues (in affine space) purely by
Gro¨bner basis and matrix determinant computations. It is not needed to consider
algebraic extension or explicit solutions of f1 = . . . = fn = 0.
2. The Bezoutian matrix is just a n× n matrix, i.e., the size of matrix is independent
of the dimension dimCR/I. Hence it is an efficient method for computing the sum
of residues.
3. If fi’s coefficients are parameters, this method proved that the sum of residues is a
rational function of these parameters.
4. In some cases, the sum of residues can also be evaluated by global residue theorem
(GRT). However, in general, there are many poles at infinity so the GRT compu-
tation can be messy.
We can also use Bezoutian matrix to find local residues. One approach is partition
of unity for an affine variety: For each ξ ∈ Z(I), we can find a polynomial sξ [CLO98],
such that, ∑
ξ∈Z(I)
sξ = 1 mod I, s
2
ξ = sξ mod I ,
sξisξj = 0 mod I, if i 6= j . (3.76)
Then the individual residue is extracted from the sum of residues,
Res {f1,...,fn},ξ(ω) =
∑
u∈Z(I)
Res {f1,...,fn},u(sξω) , (3.77)
where the r.h.s is again obtained by Bezoutian matrix computation [DE10].
For the implement of the transformation law and Bezoutian matrix computation, we
refer to the public package MultivariateResidues [LR18].
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3.4 Exercises
Exercise 3.1. Consider the maximal unitarity cut of D = 2 massless sunset diagram
with k21 =M
2 and inverse propagators,
D1 = l
2
1, D2 = l
2
2, D3 = (l1 + l2 − k1)2 . (3.78)
1. Define an auxiliary vector ω, k1 · ω = 0, ω2 = −M2. Let e1 = (k1 + ω)/2 and
e2 = k1 − ω. Parameterize loop momenta as,
l1 = a1e1 + a2e2, l2 = b1e1 + b2e2 . (3.79)
Rewrite Di’s as polynomials in a1, a2, b1, b2. Define I = 〈D1, D2, D3〉, use Sin-
gular or Macaulay2 to find independent solutions via primary decomposition,
I = I1 ∩ . . . ∩ Im . (3.80)
2. Formally define,
I[s1, s2, s3;N ] =
∫
d2l1
(2π)2
d2l2
(2π)2
N
Ds11 D
s2
2 D
s3
3
. (3.81)
Consider the maximal cut of the scalar integral I[1, 1, 1; 1] on each of the cut solu-
tions Z(Ii). From resulting contour integrals, determine all the poles on maximal
cut. How many of them are redundant?
3. Denote independent poles as {P1, . . . Pk} and denote I[s1, s2, s3;N ]Pi as the residue
of its corresponding contour integral at Pi. Compute I[1, 1, 1; 1]Pi for all Pi.
4. Denote
I[s1, s2, s3;N ]|cut =
k∑
i
wiI[s1, s2, s3;N ]|Pi , (3.82)
where wi’s are weights of contours. Require that I[1, 1, 1;N ]|cut = 0 for spurious
terms N ,
l1 · ω, l2 · ω, (l1 · ω)(l2 · k1), l2 · k1 − l1 · k1, (l2 · k1)2 − (l1 · k1)2 . (3.83)
What are the linear constraints of wj’s?
5. Determine the ratio, I[2, 1, 1; 1]|cut/I[1, 1, 1; 1]|cut. Derive the on-shell integral rela-
tion (by determining c)
I[2, 1, 1; 1] = cI[1, 1, 1; 1] + (simpler integrals) . (3.84)
Similarly, determine c′ in
I[3, 1, 1; 1] = c′I[1, 1, 1; 1] + (simpler integrals) . (3.85)
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Exercise 3.2. Consider the meromorphic form,
ω =
z1dz1 ∧ dz2
(z1 + z2)(z1 − z2 + z1z2) . (3.86)
Extend ω to a meromorphic form in CP2. Find all residues of ω in CP2 and verify global
residue theorem explicitly.
Exercise 3.3. Consider the meromorphic form,
ω =
N(z1, z2)dz1 ∧ dz2
(z1 + az2)(z31 + z
2
2 + bz1z2)
. (3.87)
1. Use transformation law and Gro¨bner basis computation inMaple orMacaulay22,
to compute the residue at (0, 0) with N(z1, z2) = 1 and N(z1, z2) = z1.
2. Without computation, argue that if N(z1, z2) = z
2
1 then the residue at (0, 0) is zero
by Proposition 3.15.
Exercise 3.4. Consider the meromorphic form,
ω =
N(z1, z2)dz1 ∧ dz2
(z1 + z2)(z1 − z2)(z21 + z22 + z1)
. (3.88)
Define f1 = (z1 + z2), f2 = (z1 − z2) and f3 = (z21 + z22 + z1). Use the transformation law
to compute,
Res {f1,f2f3},(0,0)(ω), Res {f1f2,f3},(0,0)(ω) . (3.89)
Exercise 3.5 (Sum of residues). Consider f1 = z
2
1 + z1z2+ az2, f2 = z
3
1 + z
2
2 + bz1z2 and
I = 〈f1, f2〉.
1. Use Gro¨bner basis in grevlex, determine the basis {ei} for C[z1, z2]/I.
2. Use Bezoutain matrix, find the dual basis {∆i}.
3. Compute the sum of residues in Cn for
ω =
z1z
2
2dz1 ∧ dz2
f1f2
. (3.90)
4. Compute 〈ei, ej〉 for all elements in {ei}. Define sij = 〈ei, ej〉 and check that S =
(sij) is a symmetric non-degenerate matrix.
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Chapter 4
Integration-by-parts Reduction and
Syzygies
Integration-by-parts (IBP) identities [Tka81,CT81] arise from the vanishing integration
of total derivatives. Combined with symmetry relations, IBPs reduce integrals to master
integrals (MIs), i.e., the linearly independent integrals.
An L-loop D-dimensional 1 IBP in general has the form,∫
dDl1
iπD/2
. . .
∫
dDlL
iπD/2
L∑
j=1
∂
∂lµj
(
vµj
Da11 · · ·Dakk
)
= 0 , (4.1)
where vectors components vµj ’s are polynomials in the internal and external momenta,
the Dk’s denote inverse propagators, and ai’s are integers.
For many multi-loop scattering amplitudes, IBP reduction is a necessary step. After
using unitarity and integrand reduction to obtain the integrand basis, we may carry out
IBP reduction to get the minimal basis of integrals. For differential equations of Feynman
integrals, after differentiating of master integrals, we get a large number of integrals in
general. Then IBP reduction is required to convert them to a linear combination of MIs,
so that the differential equation system is closed [Kot91b,Kot91a,Hen15].
Multi-loop IBP reduction in general is very difficult. The difficulty comes from the
large number of choices of vµi in (4.1) : there are many IBP relations and integrals
involved. After obtaining IBP relations, we need to apply linear reduction to find the
independent set of IBPs. This process usually takes a lot of computing time and RAM.
The current standard IBP generating algorithm is Laporta [Lap00, Lap01]. There are
several publicly available implementations of automated IBP reduction: AIR [AL04],
FIRE [Smi08, Smi15], Reduze [Stu10, vMS12], LiteRed [Lee12], Kira [MUU18, MU18]
along with private implementations. IBP computation can be sped up by using finite-
field methods [vMS15,vMS16].
One sophisticated way to improve the IBP generating efficiency is to pick up suitable
vµi ’s such that (4.1) contains no doubled propagator [GKK11]. Since from Feynman rules,
usually we only have integrals without doubled propagator. Hence if we can work with
1In general, we need to consider IBP in D-dimension. Otherwise for a specific integer-valued D, IBP
relations may contain non-vanishing boundary terms.
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integrals without doubled propagator during the whole IBP reduction procedure, the
computation will be significantly simplified. Specifically, when ai = 1, ∀i = 1, . . . , k in
(4.1), if ∑
j
∂Di
∂lµj
vµi = βiDi, i = 1 . . . k , (4.2)
where βi is a polynomial in loop momenta, then all double-propagator integrals are re-
moved from the IBP relation (4.1).
Note (4.2) appears to be a linear equation system for vµi ’s and βi. However, v
µ
i ’s must
be polynomials in loop momenta, otherwise the doubled propagators reappear. If we
solve (4.2) by standard linear algebra method, then the solutions are in general rational
functions which do not help the IBP reduction. To distinguish with linear equations,
(4.2) is called a syzygy equation. It is not surprising that the form of (4.2) is closely
related to S-polynomials and polynomial division (Definition 2.17 and Algorithm 2), so
syzygy can be solved by Gro¨bner basis .
We believe that the syzygy approach (4.2) maximaizes its power, when combined
with Baikov representation [Bai96] and unitarity cuts. Baikov representation linearizes
inverse propagators Di’s so the syzygy equation becomes simpler. Furthermore, It is more
efficient to compute IBPs with unitarity cuts, in a divide-and-conquer fashion, than to
get complete IBPs at once.
In this chapter, we first introduce Baikov representation and then review syzygy and
the geometric meaning of (4.2). We will see that it defines polynomial tangent fields of
a hypersurface, or formally derivations in algebraic geometry. Finally we sketch some
recent IBP algorithm development based on computational algebraic geometry [Ita15,
LZ16,BGL+18a,BGL+18b,APZ18]. On the other hand, see [BBKP17] for the recent IBP
reduction method based on D-module theory (differential algebra).
4.1 Baikov representation
The basic idea of Baikov representation [Bai96] is to define inverse propagators and
irreducible scalar products (ISP), except µij’s, as free variables. In this section, we give
an intuitive approach to derive the Baikov representation. Once you get familiar with it,
you can directly use the Baikov representation formula given in [Lee12].
For a simple example, consider D = 4− 2ǫ one-loop box diagram (2.38).
IDbox[N ] =
∫
dDl
iπD/2
N
D1D2D3D4
. (4.3)
Use van Neerven-Vermaseren variables, there are 5 variables x1, x2, x3, x4 and µ11. Hence
it is a 5-variable system. The solid angel of (−2ǫ) directions in this integral is irrelevant,
hence,
IDbox[N ] =
1
iπD/2
∫
d−2ǫl⊥
∫
d4l[4]
N
D1D2D3D4
=
1
iπD/2
π
D−4
2
Γ(D−4
2
)
∫ ∞
0
µ
D−6
2
11 dµ11
∫
d4l[4]
N
D1D2D3D4
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=
1
iπ2Γ(D−4
2
)
2
s(t+ s)
∫ ∞
0
µ
D−6
2
11 dµ11
∫
dx1dx2dx3dx4
N
D1D2D3D4
, (4.4)
where the factor 2/(s(t+ s)) is the Jacobian of changing variables l[4] → x1, . . . , x4. Note
that in this form, dimension shift identities (2.46) are manifest.
Since in this case ISPs are x4 and µ11, we define Baikov variables z1, . . . z5 as,
z1 ≡ D1, z2 ≡ D2, z3 ≡ D3, z4 ≡ D4, z5 ≡ l1 · ω , (4.5)
Note that the Jacobian
∂(z1, z2, z3, z4, z5)
∂(x1, x2, x3, x4, µ11)
= −8 (4.6)
is a constant. This is not surprising since by (2.42),
x1 =
1
2
(z1 − z2), x2 = 1
2
(z2 − z3) + s
2
, x3 =
1
2
(z4 − z1), (4.7)
z5 = x4 and D1 is linear in µ11. The inverse map, (z1, z2, z3, z4, z5) 7→ (x1, x2, x3, x4, µ11)
uniquely exists and has polynomial form,
µ11 =
1
4st(s+ t)
(
s2t2 − 2s2tz2 − 2s2tz4 + s2z22 + s2z24 − 4s2z25 − 2s2z2z4
−2st2z1 − 2st2z3 + 2stz1z2 − 4stz1z3 + 2stz2z3 + 2stz1z4 − 4stz2z4 + 2stz3z4 + t2z21
+ t2z23 − 2t2z1z3
) ≡ F (z1, z2, z3, z4, z5) , (4.8)
Then, we get the Baikov representation,
Ibox[N ] =
1
iπ2Γ(D−4
2
)
1
4s(t+ s)
∫
Ω
dz1dz2dz3dz4dz5F (z1, z2, z3, z4, z5)
D−6
2
N
z1z2z3z4
. (4.9)
where F (z1, z2, z3, z4, z5) is called Baikov polynomial. N is a polynomial of z1, . . . z5. The
integral region Ω is defined by F (z1, z2, z3, z4, z5) ≥ 0. In general, the integral region of
Baikov representation is complicated. However, for the purpose of deriving IBPs, the
region is not important.
In practice, after OPP integrand reduction [OPP07,OPP08], N is a polynomial of µ11
and at most linear in (l · ω) (2.44). The terms with µ11 lead to scalar integrals in higher
dimension (2.46), while terms linearly in (l · ω) are spurious. Hence we assume that N is
independent of (l · ω) and µ11. That implies that we can integrate out ω direction.
Define V = span{k1, k2, k4} and V ♯ is the direct sum of span{ω} and (−2ǫ)-dimensional
spacetime. We decompose l = l[3] + l♯ according to V ⊕ V ♯. Then
(l♯)2 = −µ11 − s
t(s+ t)
x24 ≡ −λ11. (4.10)
It is clearly that D1, . . . , D4 are functions in x1, x2, x3 and λ11 only. We may redefine
Baikov variables,
z1 = D1, z2 = D2, z3 = D3, z4 = D4. (4.11)
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Only 4 variables are needed. Repeat the previous process,
Ibox[N ] =
1
iπ3/2Γ(D−3
2
)
1
4
√−st(t + s)
∫
dz1dz2dz3dz4F˜ (z1, z2, z3, z4)
D−5
2
N
z1z2z3z4
,
(4.12)
if N has no l1 · ω dependence. F˜ (z1, z2, z3, z4) = F (z1, z2, z3, z4, 0).
Baikov representation also works for higher-loop and both planar and nonplanar di-
agrams. For example, in a scheme of which all external particles are in 4D, a two-loop
integral with n ≥ 5 points becomes
I
(2)
n≥5[N ] =
2D−6
π5Γ(D − 5)J
∫ 11∏
i=1
dziF (z)
D−7
2
N
z1 · · · zk , (4.13)
where J is a Jacobian without D dependence. Here F (z) is the determinant µ11µ22−µ212
in Baikov representation. In the same scheme, for a two-loop amplitude with n < 5 point,
we can integrate out 5− n spurious directions and get,
I
(2)
n<5[N ] =
2D−n−1
πnΓ(D − n)J
∫ 2n+1∏
i=1
dziF (z)
D−n−2
2
N
z1 · · · zk . (4.14)
We leave the Baikov representation of massless double box diagram as an exercise (Ex-
ercise 4.1).
For deriving IBP relations, the overall prefactors are irrelevant. In the rest of this
chapter, we neglect these factors in Baikov representation. In general for an L-loop
integral in a scheme of which external particles are in 4D,
I(L)n [N ] ∝
∫ φ(n)L+L(L−1)2∏
i=1
dzi F (z)
D−L−φ(n)
2
N
z1 . . . zk
, (4.15)
where
φ(n) =
{
n, n < 5
5, n ≥ 5 . (4.16)
The Baikov polynomial F (z) is the determinant det(µij) if n ≥ 5, or the determinant
det(λij) is n < 5.
4.1.1 Unitarity cuts in Baikov representation
We see that in Baikov representation, inverse propagators are simply linear monomials.
Another feature is that unitarity cut structure is clear.
Note that now all inverse propagators are linear, so a unitarity cut D−1i → δ(Di) just
means to set certain zi as zero in (4.15). For a given c-fold cut (0 ≤ c ≤ k), let Scut,
Suncut and SISP be the sets of indices labelling cut propagators, uncut propagators and
ISPs, respectively. Scut thus contains c elements. Furthermore, we denote m as the total
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number of zj variables,
m = φ(n)L+
L(L− 1)
2
, (4.17)
and set Suncut = {r1, . . . , rk−c} and SISP = {rk−c+1, . . . , rm−c}. Then, by cutting the
propagators, z−1i → δ(zi), i ∈ Scut, the integrals (4.13) and (4.14) reduce to,
I
(L)
cut [N ] =
∫
dzr1 · · ·dzrm−c
zr1 · · · zrk−c
NF (z)
D−L−φ(n)
2
∣∣∣∣
zi=0 ,∀i∈Scut
, (4.18)
Example 4.1. Consider the quintuple cut for D-dimensional massless double box. (See
Exercise 4.1), D2 = D3 = D5 = D6 = D7 = 0. In this cases, m = 9. Suncut = {1, 4},
Scut = {2, 3, 5, 6, 7}, SISP = {8, 9}. Baikov representation (4.18) with this cut reads,
I
(2)
penta−cut[N ] =
∫
dz1dz4dz8dz9
z1z4
F[5](z)
D−6
2 N
∣∣∣∣
z2=z3=z5=z6=z7=0
, (4.19)
where,
F[5](z) =
(st− sz1− 2sz8− 2sz9− tz1− tz4+ 2z4z8− 4z8z9)(2sz1z9+ 4sz8z9+ tz1z4)
4st(s+ t)
.
(4.20)
If we consider the maximal cut D1 = D2 = . . . = D7 = 0, then Suncut = ∅, Scut =
{1, 2, 3, 4, 5, 6, 7}, SISP = {8, 9}. Baikov representation (4.18) on this cut reads,
I
(2)
hepta−cut[N ] =
∫
dz8dz9F[7](z)
D−6
2 N
∣∣∣∣
zi=0, 1≤i≤7
, (4.21)
and Baikov polynomial on maximal cut is simply,
F[7](z) =
z8z9(st− 2sz8 − 2sz9 − 4z8z9)
t(s+ t)
. (4.22)
4.1.2 IBPs in Baikov representation
Note that the higher the unitarity cut is, the simpler the Baikov polynomial becomes. So
We try to use cuts as much as possible to reconstruct the full IBP, instead of solving the
full IBP at once. Suppose that we consider a c-fold cut and make an IBP ansatz as,
0=
∫
d
(m−c∑
i=1
(−1)i+1ariF (z)
D−h
2
zr1 · · · zrk−c
dzr1∧· · · d̂zri · · ·∧dzrm−c
)
=
∫ m−c∑
i=1
(
∂ari
∂zri
)
F (z)
D−h
2 ω+
D−h
2
m−c∑
i=1
(
ari
∂F
∂zri
)
F
D−h−2
2 ω−
k−c∑
i=1
ari
zri
F (z)
D−h
2 ω . (4.23)
where ω is the measure dzr1 ∧ . . . ∧ dzrm−c/(zr1 · · · zrk−c) and h = D − L − φ(n). The
second sum contains integrals in D − 2 dimension while the third sum contains doubled
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propagators.
If it is required that resulting IBP has no dimensional shift or doubled poles [Ita15,
LZ16], we have the syzygy equations,
bF +
m−c∑
i=1
ari
∂F
∂zri
= 0 , (4.24)
ari + brizri = 0 , i = 1, . . . , k − c , (4.25)
where ari, b and bri must be polynomials in zj . Note that the last (k − c) equations in
Eq. (4.25) are trivial since they are solved as ari = −brizri. So alternatively, we have only
one syzygy equation,
bF −
k−c∑
i=1
bri
(
zri
∂F
∂zri
)
+
m−c∑
j=k−c+1
arj
∂F
∂zrj
= 0 (4.26)
for polynomials bri, ari and b. These equations are similar to the tangent condition of a
hypersurface in differential geometry, however, we require polynomial solutions. So we
apply algebraic geometry to study these equations.
We find that it is trivial to solve the two equations (4.24) and (4.25) separately, and it
is easy to combine the two individual solutions for (4.24) and (4.25) together via module
intersection, to get the simultaneous solution. This module intersection approach is much
more efficient than to solve (4.26) directly.
4.2 Syzygies
Syzygy can be understood as relations of polynomials. Consider the ring R = F[z1, . . . zn]
and Rm, the set of all m-tuple of R. Rm in general is not a ring but R × Rm → R is
well-defined as,
f · (f1, . . . , fm) 7→ (ff1, . . . , ffm). (4.27)
This leads to the definition of modules.
Definition 4.2. A module M over the ring R is an Abelian group (+) with a map
R×M → M such that,
1. r · (m1 +m2) = r ·m1 + r ·m2, ∀r ∈ R, m1, m2 ∈ M .
2. (r1 + r2) ·m = r1 ·m+ r2 ·m, ∀r1, r2 ∈ R, m ∈M .
3. (r1r2) ·m = r1 · (r2 ·m), ∀r1, r2 ∈ R, m ∈M .
4. 1 ·m = m. 1 ∈ R, ∀m ∈M .
For example Rm, I and R/I are all R-modules, where I is an ideal of R. To simplify
notations, we formally write an element (f1, . . . fm) ∈ Rm as f1e1 + . . . fmem.
Proposition 4.3. Any submodule of Rm is finitely generated.
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Proof. This is a generalization of Theorem 2.3. See Cox, Little and O’Shea [CLO98].
Definition 4.4. Given a R moduleM , the syzygy module ofm1, . . .mk ∈M , syz(m1 . . .mk),
is the submodule of Rk which consists of all (a1, . . . ak) such that
a1 ·m1 + a2 ·m2 + . . . ak ·mk = 0 . (4.28)
So (4.26) defines a syzygy module with M = R, i.e., “relations” between polynomials.
Naively, given f1, . . . , fk, it is clearly that fjei−fiej ∈ Rk, i 6= j is a syzygy for f1, . . . , fk.
Such a syzygy is called a principal syzygy which is denoted as Pij.
In some cases, principal syzygies generate the whole syzygy module of given polyno-
mials. For example,
Proposition 4.5. Given f1, . . . , fk in R = F[z1, . . . zn], if 〈f1, . . . , fk〉 = 〈1〉, then
syz(f1, . . . fk) is generated by principal syzygies Pij = fjei − fiej, 1 ≤ i 6= j ≤ k.
Proof. We have q1f1+ . . . qkfk = 1, where qi’s are in R. For any element in syz(f1, . . . fk),
a1f1 + . . . akfk = 0 , (4.29)
we can rewrite ai as,
ai =
k∑
j=1
aiqjfj =
( k∑
j=1
j 6=i
aiqjfj
)
+ aiqifi =
k∑
j=1
j 6=i
aiqjfj −
k∑
j=1
j 6=i
ajqifj ≡
k∑
j=1
j 6=i
sijfj,
where sij = aiqj − ajqi is a polynomial and antisymmetric in indices. Hence, this syzygy
k∑
i=1
aiei =
k∑
i=1
k∑
j=1
j 6=i
sijfjei =
k∑
i=1,j=1
j 6=i
sij
2
(fjei − fiej) =
k∑
i=1,j=1
j 6=i
sij
2
Pij , (4.30)
is generated by principal syzygies.
Example 4.6. Consider the polynomial F = x2+y2−1 in Q[x, y]. Define f1 = ∂F/∂x =
2x, f2 = ∂F/∂y = 2y and f3 = F . It is clear that 〈2x, 2y, x2 + y2 − 1〉 = 〈1〉. Hence
syz(f1, f2, f3) is generated by,
(y,−x, 0), (x2 + y2 − 1, 0,−2x), (0, x2 + y2 − 1,−2y) . (4.31)
Note that we see that F = 0 defines the unit circle. The tangent vector at any point on
the circle is,
y
∂
∂x
− x ∂
∂y
, (4.32)
which corresponds to the first generator in (4.6).
In general, syzygy module for given polynomials can be found by Gro¨bner basis com-
putation. For a Gro¨bner basis G = {g1, . . . gm} in a certain monomial order, consider two
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elements gi, gj , i < j. Let S(gi, gj) = aigi + ajgj be the S-polynomial (Definition 2.17).
S(gi, gj) must be divisible by G, hence, by polynomial division (Algorithm 2),
aigi + ajgj =
m∑
l=1
qlgl . (4.33)
Clearly, this is a syzygy of g1, . . . gm, which explicitly reads q1e1 + . . . (qi − ai)ei + . . . +
(qj − aj)ej + . . . qmem. We call this syzygy, reduction of an S-polynomial and denote it
as sij ≡
∑m
l=1(sij)lel.
Theorem 4.7 (Schreyer).
1. For a Gro¨bner basis G = {g1, . . . gm} in R = F[z1, . . . zn], syz(g1, . . . gm) is generated
by reductions of S-polynomials, sij.
2. For generic polynomials {f1, . . . , fk} in R = F[z1, . . . zn], let G = {g1, . . . gm} be
their Gro¨bner basis in a certain monomial order. Suppose that the conversion rela-
tions are,
gi =
k∑
j=1
aijfj fi =
m∑
j=1
bijgj . (4.34)
The syz(f1, . . . fk) is generated by,
m∑
i=1
k∑
j=1
(sαβ)iaijej , 1 ≤ α < β ≤ m
ei −
k∑
l=1
m∑
j=1
bijajlel, 1 ≤ i ≤ k (4.35)
Proof. See Cox, Little and O’Shea [CLO98]. Note that in second line of (4.35), the
relations are coming from the map from fi’s to G and the inverse map.
This theorem also generalizes to modules. Given several elements m1, . . .mk in R
m,
we can define a module order which is an extension of monomial order. Then we can
compute Gro¨bner basis and the syzygy module of m1, . . .mk [CLO98].
In practice, we may use syz in Singularor syz in Macaulay2, to find the syzygy
module of polynomials or elements in Rm. See alternative ways of finding syzygies with
the linear algebra method [Sch12] or by F5 algorithm [AH11].
4.3 Polynomial tangent vector field
In this section, we use the tool of syzygy to study polynomial tangent vector field [HM93].
See [BEIZ17] for the physical meaning of these tangent vectors for IBPs.
Let F (z) be a polynomial in R = C[z1, . . . , zn]. F = 0 defines a hypersurface (reducible
or irreducible). The set of polynomial tangent fields, TF , is the submodule in R
n which
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consists of all (a1, . . . , an) ∈ Rn such that,
n∑
i=1
ai
∂F
∂zi
= bF , (4.36)
for some polynomial b in zi’s. (4.36) is a syzygy equation which can be solved by the
algorithm in Theorem 4.7. (We drop the factor b in the definition of TF , since this factor
can be easily recovered later.) Mathematically, TF is called the set of derivations, from
R/〈F 〉 to R/〈F 〉.
Geometrically, if a point ξ = (ξ1, . . . , ξn) ∈ Cn is on the hypersurface Z(F ), then,
n∑
i=1
ai(ξ1, . . . , ξn)
∂F
∂zi
(ξ1, . . . , ξn) = 0 , (4.37)
and (a1(ξ), . . . , an(ξ)) is along the tangent direction of Z(F ). This is the origin of termi-
nology, polynomial tangent vector field.
Although syzygy computation by Theorem 4.7 can find TF for any polynomial F , it
is interesting to study the geometric properties of F and TF .
Definition 4.8. For a polynomial F in R = C[z1, . . . , zn]. The singular ideal IS for F
is defined to be,
Is = 〈∂F
∂z1
, . . . ,
∂F
∂zn
, F 〉 , (4.38)
If Is = 〈1〉, then we call the hypersurface Z(F ) smooth. Otherwise we call points in Z(Is)
singular points.
Intuitively, at a singular point ξ ∈ Z(Is), F and all its first derivates vanish. Hence
near ξ, F = 0 does not define a complex submanifold with codimension 1.
If a hypersurface is smooth, then by Definition 4.8 and Proposition 4.5, we have the
following statement.
Proposition 4.9. If F in R = C[z1, . . . , zn] defines a smooth hypersurface, then TF is
generated by principal syzygies of ∂F/∂z1, . . . , ∂F/∂zn, F .
For instance, in Example 4.6, the unit circle is clearly smooth. Hence its polynomial
tangent vector fields is generated by principal syzygies. This can be understood as an
algebraic version of implicit function theorem.
The singular cases are more interesting and subtle.
Example 4.10. Let F = y2−x3. F = 0 is not a smooth curve, since the singular variety
is Is = 〈−3x2, 2y, y2 − x3〉 = 〈x2, y〉 6= 〈1〉. So there is one singular point at (0, 0) which
is a cusp point. We cannot just use principal syzygies to generate TF , so we turn to
Theorem 4.7.
Define that {f1, f2, f3} = {−3x2, 2y, y2 − x3}. Note that this is a Gro¨bner basis in
grevlex, although it is not a reduced Gro¨bner basis.
• S(f1, f2) = (2y)f1+(3x2)f2 = 0 hence we get a syzygy generator S1 = (2y,−3x2, 0).
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• S(f2, f3) = (−x3)f2 − (2y)f3 = −2y3 = −y2f2. S2 = (0,−x3 + y2,−2y).
• S(f3, f1) = −3f3 + xf1 = −3y2 = −32yf2. S3 = (x, 32y,−3).
S3 is not from principal syzygies. Locally it characterizes the scaling behavior of the curve
y2 − x3 = 0 near the cusp point (0, 0). It is a weighted Euler vector field [HM93].
Dropping the factor b in (4.36), we find that TF is generated by,
(2y,−3x2), (0,−x3 + y2), (x, 3y
2
) . (4.39)
Proposition 4.11. Let F ∈ R = C[z1, . . . , zn], TF is a Lie algebra with [, ] defined as
that for vector fields.
Proof. Let v1 = (a1, . . . , an) and v2 = (b1, . . . , bn) be two polynomial tangent vector fields,
n∑
i=1
ai
∂F
∂zi
= AF,
n∑
i=1
bi
∂F
∂zi
= BF , (4.40)
where A and B are polynomials. [v1, v2]’s i-th component is,
n∑
j=1
(
aj
∂bi
∂zj
− bj ∂ai
∂zj
)
, (4.41)
Hence [v1, v2] acts on F as,
n∑
i=1
n∑
j=1
(
aj
∂bi
∂zj
− bj ∂ai
∂zj
)
∂F
∂zi
= F ·
n∑
j=1
(
aj
∂B
∂zi
− bj ∂A
∂zi
)
. (4.42)
so [v1, v2] is in TF .
In general, TF is an infinite-dimensional Lie algebra over C. We may call TF a tangent
algebra.
If we require a polynomial vector field (a1, . . . , an) tangent to a list of hypersurfaces
defined by F1, . . . , Fk, like the case of (4.24) and (4.25),
n∑
i=1
ai
∂F1
∂zi
= A1F1(z)
. . .
n∑
i=1
ai
∂Fk
∂zi
= AkFk(z) . (4.43)
Then by definition, the solution set of such (a1, . . . , an)’s is the intersection of modules
TF1 ∩ . . . ∩TFk , which is again a submodule of Rn. On the other hand,
Proposition 4.12. If a polynomial F in R = C[z1, . . . , zn] factorizes as,
F = f s11 . . . f
sk
k , (4.44)
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where fi’s are irreducible polynomials in R and fi 6 |fj if i 6= j. si’s are positive integers.
Then TF = Tf1 ∩ . . . ∩Tfk .
Proof. It is clear that TF ⊃ Tf1 ∩ . . . ∩Tfk . For (a1, . . . , an) ∈ TF ,
k∑
l=1
sl
( n∑
i=1
ai
∂fl
∂zi
)
F
fl
= bF . (4.45)
For a fixed index t, 1 ≤ t ≤ k, divide the above expression by f st−1t ,
st
( n∑
i=1
ai
∂ft
∂zi
)
F
f stt
+
k∑
l=1
l 6=t
sl
( n∑
i=1
ai
∂fl
∂zi
) F
flf
st−1
t
= b
F
f st−1t
. (4.46)
Note the second term on l.h.s and the r.h.s are polynomials proportional to ft. Hence,
st
( n∑
i=1
ai
∂ft
∂zi
)
F
f stt
, (4.47)
is also proportional to ft. However ft does not divide F/f
st
t , since fi’s are distinct
irreducible polynomials. So ft divides
∑n
i=1 ai∂ft/∂zi and (a1, . . . , an) ∈ Tft , and TF ⊂
Tf1 ∩ . . . ∩Tfk .
It implies that for a reducible hypersurface, its tangent algebra is the intersection of
tangent algebras of all its irreducible components [HM93].
In practice, give a syzygy equation system (4.43), we can first determine each TFi and
then calculate the intersection TF1∩ . . .∩TFk . (See [CLO98, Chapter 5] for the algorithm
of computing intersection of submodules.) Furthermore, for each TFi, if Fi is factorable,
we can use Proposition 4.12 to further divide the problem. This divide-and-conquer
approach is in general much more efficient than solving (4.43) at once.
More specifically, it is known that the tangent condition (4.24) for the Baikov poly-
nomial F can be solved directly without any computation [Ita15]. In Baikov variables,
the generating tangent vectors for F have a beautiful structure: they contain at most
linear functions in Baikov variables 2. So for our IBP computation, all TFi’s known with-
out computation. The intersection of these modules can be computed efficient by the
compute algebra system Singular.
4.4 IBPs from syzygies and unitarity
With Baikov representation, unitarity cut and syzygy computation, we introduce some
recent IBP generating algorithms [Ita15, LZ16] with the two-loop double box as an ex-
ample.
2We learnt this generating tangent system from Roman Lee’s blog
http://mathsketches.blogspot.ru/2010/07/blog-post.html (in Russian). The completeness
of these generating vectors, with the mathematical proof, is given in [BGL+18a].
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For the massless double box, define
I[m1, . . . , m9] =
∫
dDl1
iπD/2
dDl2
iπD/2
(l1 · k4)−m8(l2 · k1)−m9
Dm11 . . .D
m7
7
. (4.48)
Our target integral space is the set of all list (m1 . . .m9) such that mi ≤ 1, i = 1, . . . , 7,
mj ≤ 0 , j = 8, . . . , 9, since we try to find IBPs without doubled propagators.
Example 4.13. Consider the massless double box with maximal cut. From Example 4.1,
we see that with maximal cut the Baikov polynomial is
F[7] =
z8z9(st− 2sz8 − 2sz9 − 4z8z9)
t(s+ t)
. (4.49)
The syzygy equation is,
a8
∂F[7]
∂z8
+ a9
∂F[7]
∂z9
= βF[7] . (4.50)
Solutions of (a8, a9) form TF[7], the tangent algebra of F[7]. We leave the computation of
TF[7] as an exercise. There are 3 generators of TF[7],
v1 =
(− (t− 2z8)z8, (t− 2z9)z9), v2 = (2(s+ t)z8z9,−(t− 2z9)z9(s+ 2z9)),
v3 =
(
0,−z9(st− 2sz8 − 2sz9 − 4z8z9)
)
, (4.51)
Using these generators and the ansatz 4.23, we get IBPs without double propagators. For
instance, from the first generator we have the IBP,
I[1, 1, 1, 1, 1, 1, 1,−1, 0] = I[1, 1, 1, 1, 1, 1, 1, 0,−1] + . . . , (4.52)
and from the second generator,
4(D − 3)I[1, 1, 1, 1, 1, 1, 1, 0,−2] + (3Ds− 12s− 2t)I[1, 1, 1, 1, 1, 1, 1, 0,−1]
−1
2
(D − 4)stI[1, 1, 1, 1, 1, 1, 1, 0, 0] = 0 + . . . . (4.53)
Note that with maximal cut, any integral with at least one mi < 1, i = 1, . . . 7, is neglected.
“. . .” stands for these integrals.
To get all IBPs with maximal cut, we need to consider vector fields q1v1 + q2v2 + q3v3
where q1, q2 and q3 are arbitrary polynomials in z8, z9 up to a given degree. When
the smoke is clear, we find that all integrals with mi = 1, i = 1, . . . 7 and mj ≤ 0 ,
j = 8, . . . , 9 are reduced to I[1, 1, 1, 1, 1, 1, 1, 0, 0], I[1, 1, 1, 1, 1, 1, 1,−1, 0] and integrals
with fewer-than-7 propagators.
Example 4.14. Consider the quintuple cut of the massless double box, D2 = D3 = D5 =
D6 = D7 = 0. The goal is to study integrals Idbox[m1, m2, . . .m9] such that m2 = m3 =
m5 = m6 = m7 = 1, m1, m4 ≤ 1, m8, m9 non-positive. The syzygy equations read,
a1
∂F[5]
∂z1
+ a4
∂F[5]
∂z4
+ a8
∂F[5]
∂z8
+ a9
∂F[5]
∂z9
= βF[5] (4.54)
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a1 = b1z1 (4.55)
a4 = b4z4 (4.56)
In the formal language, the solutions of last two equations form a tangent algebra T14
with generators,
(z1, 0, 0, 0), (0, z4, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1). (4.57)
The first equation can be solved by syz in Singular and Macaulay2, which leads to a
tangent algebra TF [5]. Then the solution set of (4.56) of TF [5] ∩ T14. This intersection
of submodules can be calculated by intersect in Singular and Macaulay2.
Again we find IBPs with this tangent algebra. All integrals with m2 = m3 = m5 =
m6 = m7 = 1, m1, m4 ≤ 1, m8, m9 non-negative are reduced to 3 master integrals
I[1, 1, 1, 1, 1, 1, 1, 0, 0], I[1, 1, 1, 1, 1, 1, 1,−1, 0], I[0, 1, 1, 0, 1, 1, 1, 0, 0] and integrals with
fewer-than-5 propagators.
In general it is easy to obtain IBPs with maximal cut, since the number of variable
is small. We may use symmetries and IBPs with maximal cut, numerically, to find all
MIs [ALZ]. It takes only a few seconds to find all master integrals for massless double
box.
• double box, I[1, 1, 1, 1, 1, 1, 1,−1, 0], I[1, 1, 1, 1, 1, 1, 1, 0, 0],
• slashed box, I[0, 1, 1, 0, 1, 1, 1, 0, 0],
• box bubble, I[0, 1, 0, 1, 1, 1, 1, 0, 0],
• double bubble, I[1, 0, 1, 1, 0, 1, 0, 0, 0],
• bubble triangle, I[0, 1, 0, 1, 0, 1, 1, 0, 0],
• t-channel sunset, I[0, 1, 0, 0, 1, 0, 1, 0, 0],
• s-channel sunset, I[0, 0, 1, 0, 0, 1, 1, 0, 0].
We define that I[m1, . . .m9] is lower than I[n1, . . . n9] if mi ≤ ni, i = 1, . . . 7. For
example, s-channel sunset is lower than the slashed box. A triple cut D3 = D6 = D7 = 0
contains all information of the quintuple cut in Example 4.14. Since here the lowest
master integrals are double bubble, bubble triangle, t-channel sunset, s-channel sunset,
we can see that the following four cuts,
D1 = D3 = D4 = D5 = 0, D2 = D4 = D6 = D7 = 0
D2 = D5 = D7 = 0, D3 = D6 = D7 = 0 , (4.58)
determine complete IBPs without cut.
By this method [LZ16], a Mathematica code with the communication with Singular,
analytically reduces all double box integrals with numerator rank ≤ 4, to the 8 master
integrals in about 39 seconds for massless double box on a laptop. Similarly, it takes
about 162 seconds for the analytic IBP reduction of one-massive double box.
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In [BGL+18b], we tested our module intersection IBP method in Baikov represen-
tation, with the help of the primitive implement of sparse linear algebra and rational
function reconstruction. We successfully reduce the 2-loop 5-point nonplanar hexa-box
integrals with numerators up to degree 4.
We expect that combined with sparse linear algebra and finite-field fitting [vMS15,
vMS16,Per16] techniques, it can solve some very difficult two-loop/three-loop IBP prob-
lems in the near future.
4.5 Exercise
Exercise 4.1 (Baikov representation of massless double box). Consider two-loop massless
double box diagram (Fig. 2.5) with inverse propagators D1, . . . , D7 defined in (2.3). Let
Idbox[N ] =
∫
dDl1
iπD/2
dDl2
iπD/2
N
D1 . . .D7
. (4.59)
By integrand reduction, we see that N can be a polynomial in µ11, µ22 and µ12, but at
most linear in (l1 · ω) and (l2 · ω). Terms linear in (l1 · ω) and (l2 · ω) are spurious so
dropped. Terms in µ’s can be converted to integrals without µ’s in higher dimension, via
Schwinger parameterization [BDFD03]. Or alternatively, polynomials in µ’s or (li ·ω) can
be directly integrated out by adaptive integrand decomposition [MPP16], using Gegenbauer
polynomials techniques. Hence we assume N contains no µ’s, (l1 · ω) or (l2 · ω).
1. The original Van Neerven-Vermaseren variables are define in (2.54) and µij =
−l⊥i · l⊥j . To integrate out ω direction, define V1 = span{k1, k2, k4} and V ♯ as the
direct sum of span{ω} and (−2ǫ) extra spacetime. Decompose li = l[3]i + l♯i and
denote (l♯i · l♯j) = −λij. Prove that
λ11 = µ11+
s
t(s+ t)
x24, λ22 = µ22+
s
t(s + t)
y24, λ12 = µ12+
s
t(s+ t)
x4y4 , (4.60)
and D1, . . . , D7 only depend on x1, x2, x3, y1, y2, y3, λ11, λ22, λ12.
2. Integrate over the solid angle parts of l♯1 and l
♯
2 to get
Idbox[N ] =
2D−5
π4Γ(D − 4)
∫ ∞
0
dλ11
∫ ∞
0
dλ22
∫ √λ11λ22
−√λ11λ22
dλ12(λ11λ22 − λ212)
D−6
2 ×∫
d3l
[3]
1 d
3l
[3]
2
N
D1 . . .D7
. (4.61)
3. Define 9 Baikov variables as
zi = Di, 1 ≤ i ≤ 7, z8 = l1 · k4, z9 = l2 · k1 . (4.62)
Find the inverse map (z1, . . . z9) 7→ (x1, x2, x3, y1, y2, y3, λ11, λ22, λ12) and the Jaco-
bian of the map.
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4. Derive the Baikov form of integral,
Idbox[N ] =
2D−5
π4Γ(D − 4)J
∫ 9∏
i=1
dziF (z)
D−6
2
N
D1 . . .D7
. (4.63)
Calculate J and F (z) explicitly. Note that the Jacobian of the changing variables
l
[3]
i to (x1, x2, x3, y1, y2, y3) should be included.
Exercise 4.2. Derive the Baikov representation for two-loop pentagon-box diagram, (Fig.
4.1). with inverse propagators,
Figure 4.1: Pentagon box diagram
D1 = l
2
1, D2 = (l1 − k1)2, D3 = (l1 − k1 − k2)2, D4 = (l1 − k1 − k2 − k3)2,
D5 = (l2 + k1 + k2 + k3)
2, D6 = (l2 + k1 + k2 + k3 + k4)
2, D7 = l
2
2, D8 = (l1 + l2)
2.
(4.64)
(Hint: define zi = Di, i = 1, . . . , 8. z9 = l1 · k5, z10 = l2 · k1, z11 = l2 · k2.)
Exercise 4.3. Consider f1 = x
3 − 2xy, f2 = x2y − 2y2 + x as Example 2.21. We know
that the Gro¨bner basis in grevlex is G = {g1, g2, g3} = {x2, xy, y2 − 12x}. The conversion
relations are,
g1 = −yf1 + xf2, g2 = −(1 + xy)
2
f1 +
1
2
x2f2, g3 = −1
2
y2f1 +
1
2
(xy − 1)f2, (4.65)
f1 = xg1 − 2g2, f2 = yg1 − 2g3 . (4.66)
Find the generators of syz(f1, f2) by Theorem 4.7.
Exercise 4.4. Let F = (x2 + y2)
2
+ 3x2y − y3, the plot of the curve F = 0 is in Figure.
4.2. Determine the singular points of this curve and find the polynomial tangent vector
fields TF .
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Figure 4.2: A singular curve, (x2 + y2)
2
+ 3x2y − y3 = 0
Exercise 4.5. Computer TF for the double box on the maximal cut, where F is the
corresponding Baikov polynomial (4.49). (We drop the subscript “ [7]”.)
1. Use syz in Singular or Macaulay2, to compute TF directly.
2. Note that F has 3 irreducible factors, f1 = z8, f2 = z9 and f3 = (st− 2sz8− 2sz9−
4z8z9). f1 is linear so Tf1 is generated by,
(z8, 0), (0, 1) . (4.67)
Similarly, Tf2 is generated by,
(1, 0), (0, z9) . (4.68)
What is Tf1 ∩Tf2? Note that f3 = 0 is smooth. Use Proposition 4.5 to find Tf3.
3. Use intersection in Singular or Macaulay2, to compute TF = Tf1 ∩Tf2 ∩Tf3.
Compare the result with that from the direct computation.
Exercise 4.6. Consider three-loop massless triple box diagram (Figure. 3.1)
1. Define zi = Di, i = 1, . . . 10, and
z11 = (l1 + k4)
2, z12 = (l2 + k1)
2, z13 = (l3 + k1)
2,
z14 = (l3 + k4)
2, l15 = (l1 + l2)
2. (4.69)
Determine its Baikov representation.
2. Derive IBPs with the maximal cut D1 = . . . = D10 = 0, and determine master
integrals with 10 propagators for this diagram.
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