In the present paper, we study the essential normality of quotient modules over the polydisc. It is shown that if the zero variety of homogenous ideal I is a distinguished variety, then its quotient module is (1, ∞)-essentially normal. Moreover, we study the boundary representation of quotient modules.
Introduction
Let D d = {(z 1 , . . . , z d ) : |z i | < 1, i = 1, . . . , d} be the unit polydisc in C d , and H 2 (D d ) the Hardy space over D d . It plays an important role in multivariable operator theory and function thoery [30] . The present paper is devoted to study the essential normality of homogenous quotient modules of H 2 (D d ) when d ≥ 3, and their boundary representations.
The theory of Hilbert module, introduced by Douglas and Paulsen [13] , is a natural language in the study of multivariable operator theory. Given a tuple T = (T 1 , . . . , T d ) of commuting operators on a Hilbert space H, one can naturally make H into a Hilbert module over the polynomial ring C[z 1 , . . . , z d ], with the module action defined as
Motivated by the BDF-theory [6] , one of the fundamental problems in the Hilbert module theory is to study the essential commutativity of the C * -algebra C * (T ) generated by Id, T 1 , . . . , T d , where 
For the bidisk case, such a kind of trace formula was given in [27] . However, it will be seen that, the high dimensional case is far more complicated.
The theory of boundary representation of C * -algebra developed by Arveson [2, 3] plays an important role in multi-variable operator theory. Recently, Kennedy and Shalit [29] showed that for the d-shift module on the unit ball, the essential normality is closely connected to the boundary representation. In the last section of the present paper, we also consider the boundary representation for the distinguished homogenous quotient modules of H 2 (D d ) which is related to the prime decomposition of the ideal.
The present paper is organized as follows. In section 2, we prove the essential normality if the zero variety is simple. Section 3 is devoted to general cases. In Section 4, we study the boundary representation. 
with variety V θ . This section is devoted to prove 1-essential normality of the quotient modules
where N ≥ 1 is any integer. Without loss of generality, we assume θ = (1, . . . , 1) throughout this section.
As in [20] , define the restriction map r :
i the d-th primitive root of unit, and define linear polynomials
Set w = (w 1 , . . . , w d ). Obviously w i , w j = 0 for i = j, and ||w i || 2 = d for i = 1, . . . , d. Evidently r maps w 1 to d · z and w i to 0 for i = 2, . . . , d. Simple division shows that J is precisely the ideal generated by w 2 , . . . , w d , and J n is generated by
). Differentiation by parts shows r∂ α f = 0 for all f ∈ J n and |α| < n. By direct computation one obtain
and
We can check that the operator ∂ α * maps constant 1 to α!z α . Therefore given any polynomial
Then by (2.2)
The following proposition generalizes proposition 1 of [20] to the multi-variable case.
, then h ∈ J N if and only if r w α h = 0 whenever |α| < N and α 1 = 0. Consequently
Proof. By former discussion we have r w α [J N ] = 0 for |α| < N . Conversely assume h ∈ C[z 1 , . . . , z d ] and r w α h = 0 whenever |α| < N and α 1 = 0, and we shall prove h ∈ J N by induction. Suppose N = 1, since rh = 0 then we have h ∈ [w 2 , . . . , w d ] = J, and the proposition is proved in this case. Assume the proposition is proved for N = 1, . . . , n, and suppose r w α h = 0 whenever |α| < n + 1 and α 1 = 0. By the assumption for induction, h ∈ J n . Denote J n = {α ∈ Z d + : |α| = n and α 1 = 0}, and then we can write h = β∈Jn w β h β where each h β is a polynomial. For α ∈ J n we have
where the second equality is deduced by (2.6). Since each homogeneous polynomial of degree n is a linear combination of {w α : |α| = n}, the later forms a linearly independent system. This implies the invertibility of the matrix ( w β , w α ) α,β∈Jn , and then each rh β should be zero by (2.7). Therefore h β ∈ J and h ∈ J n+1 . By induction, the proposition holds for all natural numbers N . 
Similar to [20] for λ ∈ D we write
By equality (2.4), for w α = |γ|=n c γ z γ ∈ J n we have
where ψ λ (z) :=
Combining this fact with (2.8) and (2.9) we obtain the following lemma.
Denote H n = span {(ker r g ) ⊥ : g ∈ J n }, then by proposition 2.1 and its remark N = span {H n : n = 0, 1, . . . , N − 1}.
Moreover, we have the following proposition, which gives the precise structure of N .
Proof. By the previous lemma H n ⊂ [J n ], and since [J n ] ⊥ = span {H m : 0 ≤ m ≤ n − 1} for each n, we have H n ⊥H m provided m < n.
It is well-known that the linear map V :
This induces
Next, let A d+2n−2 denote the weighted Bergman space on the unit disc with the reproducing kernel K (d+2n−2) λ . For homogeneous g ∈ J n of ||g|| = 1, by (2.10) we can define an isometry
(by 2.10)
, which implies that R g is actually the restriction of r g on (ker r g ) ⊥ . Namely we have 11) and that r g is an isometry on (ker r g ) ⊥ .
For each subspace
) ⊥ whenever i = j, and therefore H n = g∈Bn (ker r g ) ⊥ . Then by proposition 2.4 we have
Since each r g is an isometry on (ker r g ) ⊥ , U is a unitary.
Proof. For λ ∈ D we have
and then by equality (2.11)
Again by Proposition 1 in [17] ,
whenever λ, µ ∈ D, and hence
Since {r * g K (d+2n−2) λ : λ ∈ D} is dense in (ker r g ) ⊥ , the proposition is proved.
Denote by P g (g ∈ B) the orthogonal projection to (ker r g ) ⊥ , and A (f,g) i
is unitarily equivalent to M z acting on
] belongs to the trace class and is of trace 1. Next proposition concerns the compactness of A (f,g) i where f = g. Proposition 2.6. Given f ∈ B m and g ∈ B n , then
(2.13)
In the cases m ≤ n and f ⊥g and deg(f ) ≤ deg(g). Notice that
(λz i ) n g. Since for any n ≥ 0, z n i g ⊥ f , and we have
g, f = 0, and therefore
by Proposition 1 of [17] . This equality together with Lemma 2.3 shows
in these cases. In the case m > n, by the expansion
we find by equality (2.13)
and therefore
An application of Proposition 1 of [17] shows
Denote byÃ
(2.14)
By comparing the coefficients ofλ k (k ≥ m − n − 1) we find
and thereforeÃ
Then from
where
Corollary 2.7. There is an isometry S ∈ B(N ) which is unitarily equivalent to a
N +d−2 d−1 -shift and compact operators K i ∈ L (1,∞) such that S z i = S − K i . Moreover,
there is a constant c such that if h ∈ N is homogeneous and of degree
k, then ||K i h|| ≤ c(k + 1) −1 ||h||.
Proof. By proposition 2.5, for each
and thenÃ
Denote byS the isometry on
, then by equalities (2.15) and (2.16),K
The corollary holds for S = U * S U and
Remark 2.8. In the case θ = (1, . . . , 1), define linear transform
By the corollary, the is an isometry S ∈ B(N ) and compact operators K i such that
Denote by S θ = S • L θ , then S θ is an isometry on N θ , and K i • L θ is compact. Then equality (2.17) actually shows that the contraction of M z i on N θ is the sum of the isometry S θ and some compact operator.
Proof. By corollary 2.7, S z i = S − K i where S is an isometry and there is a constant c such that
Theorem 2.10. N is 1-essentially normal.
Proof. Let U be the unitary defined in (2.12) . By definition we need to prove for i, j = 1, . . . , d that
By proposition 2.6, the terms for which h = f and h = g must belong to L 1 . Then it is sufficient to prove for f, g ∈ B thatÃ
Suppose f ∈ B m and g ∈ B n . By symmetry we can assume m ≥ n, and then by proposition 2.6
is the shift M z acting on A d+2n−2 , and therefore
] ∈ L 1 . Then it suffices to prove (2.19) for m > n. It is routine to checkÃ
Then by (2.15)
where b m,n (k) = O(k −2 ) as k → +∞. Therefore (2.19) holds for m > n, completing the proof of the theorem.
To find the traces of commutators of multiplication operators, we need the following lemma. 
If g, h, l are different from each other, proposition 2.6 shows that both P g S * f 1 P l S f 2 P h and P g S f 2 P l S * f 1 P h belong to the trace class. Then the argument before proposition 2.5 shows P g ⊥P h and we have tr P g S *
When g = h, the proof of Theorem 2.10 shows
then since P g ⊥P h we find
This equality together with (2.21) shows g,h,l∈B,g =h tr (P g S *
Since f 1 ∈ J, S f 1 maps each J n into J n+1 , and then we have
where the last equality comes from the fact that both P g S * f 1
Next, we have the following trace formula.
By the proof of Lemma 2.11,
When g = h and l = h, proposition 2.6 shows P g S * g 1 P l , P l S g 2 P h ∈ L 2 , and then
To prove the essential normality of general homogeneous quotient modules, we need the following lemma.
Proof. Suppose f ∈ N is a homogeneous polynomial of degree n. Then we can write f as
where the c α 's are coefficients. Since w α z n−|α| i ∈ [J N ] whenever |α| ≥ N , we find
Then the lemma is proved.
Theorem 2.14.
Proof. Let I = I 1 ∩ I 2 be the primary decomposition, where Z(I 1 ) = V and Z(I 2 ) = {0}. Let {f 1 , . . . , f n } be a set of generators of I 1 . By Hilbert's Nullstellensatz, J = √ I 1 and therefore for each i = 2, . . . , d there is an positive integer n i such that w
For i = 1, . . . , d we decomposite S z i with respect to P N = P N ⊖M ⊕ P M as follows,
By the previous lemma, S z i is
-multicyclic, and therefore S (1) i is at most 
There is a positive integer N such that J N k ⊂ I k for each k. When 1 ≤ j, k ≤ n and j = k, we can choose a linear polynomial g k,j ∈ J j , such that g k,j (z) = 0 whenever z ∈ V k . Since g k,j is homogeneous and V k is a simple distinguished variety,
be the contraction of M ϕ k on the quotient module N k . We want to represent P M by the P M k 's, and then induce the essential normality of M from that of the M k 's.
First we prove that S ′ ϕ k is a Fredholm operator. Without loss of generality we may assume V k = V (1,...,1) . By corollary 2.7, there is an isometry S ∈ B(N k ) which is unitarily equivalent to a multi-shift, and some operator Denote by
We have
Then we can write f = n k=1 f k where each f k ∈ [I k ] ⊥ = M k is homogeneous and of the same degree as f . Then
Therefore T is bounded below on M ′ , and must have closed range. Since T keeps degree of polynomials, T maps M ′ into a dense subspace of itself. Hence M ′ ⊂ T M and T is Fredholm.
Denote by
By Theorem 2.17 for each k we have
and therefore is bounded below. Choose a constant c > 0 such that ||h|| < c||S * h|| whenever h ∈ M. Then for each h ∈ H 2 (D d ) we have
P M k h, h , which implies P M < c 2 n k=1 P M k . Therefore all the eigenvalues of n k=1 P M k are greater than c −2 . Let {e j : j = 1, 2, . . .} be an complete system of normalized eigenvectors of n k=1 P M k , and {λ j : j = 1, 2, . . .} the associated eigenvalues, then 
