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Extending some results on the second neighborhood conjecture
Suresh Dara∗ Mathew C. Francis† Dalu Jacob† N. Narayanan‡
Abstract
A vertex in a directed graph is said to have a large second neighborhood if it has at least as many
second out-neighbors as out-neighbors. The Second Neighborhood Conjecture, first stated by Seymour,
asserts that there is a vertex having a large second neighborhood in every oriented graph (a directed
graph without loops or digons). We prove that oriented graphs whose missing edges can be partitioned
into a (possibly empty) matching and a (possibly empty) star satisfy this conjecture. This generalizes
a result of Fidler and Yuster. An implication of our result is that every oriented graph without a sink
and whose missing edges form a (possibly empty) matching has at least two vertices with large second
neighborhoods. This is a strengthening of a theorem of Havet and Thomasse, who showed that the same
holds for tournaments without a sink. Moreover, we also show that the conjecture is true for oriented
graphs whose vertex set can be partitioned into an independent set and a 2-degenerate graph.
1 Introduction
Throughout this article, all graphs are finite and simple. Let G = (V,E) be a digraph with vertex set V (G)
and arc set E(G). As usual, N+G (v) (resp. N
−
G (v)) denotes the out-neighborhood (resp. in-neighborhood)
of a vertex v ∈ V (G). Let N++G (v) denote the second out-neighborhood of v, which is the set of vertices
whose distance from v is exactly 2, i.e. N++G (v) = {u ∈ V (G) : N
−
G (u) ∩N
+
G (v) 6= ∅ and u /∈ N
+
G (v) ∪ {v}}.
The out-degree of a vertex v is defined to be |N+G (v)|. The minimum out-degree of G is the minimum value
among the out-degrees of all vertices of G. We omit the subscript if the digraph under consideration is clear
from the context.
A vertex v in a digraph G is said to have a large second neighborhood if |N++(v)| ≥ |N+(v)|. Oriented
graphs are digraphs without loops or digons: i.e. they can be obtained by orienting the edges of a simple
undirected graph. Paul Seymour conjectured the following in 1990 (see [2]):
Conjecture 1 (The Second Neighborhood Conjecture). Every oriented graph contains a vertex with a large
second neighborhood.
The above conjecture, if true, implies a special case of another open question concerning digraphs called
the Caccetta-Ha¨ggkvist Conjecture [1]. Note that a sink—a vertex with out-degree zero—trivially has a
large second neighborhood and therefore the conjecture is true for any oriented graph that contains a sink.
Conjecture 1 for the special case of tournaments was known as Dean’s Conjecture [2] until it was solved
by Fisher [4] in 1996 using some basic linear algebraic and probabilistic arguments. Later in 2000, Havet and
Thomasse [7] gave a short combinatorial proof of Dean’s Conjecture using “median orders” of tournaments.
They could in fact prove something stronger: in a tournament without a sink, there exist two vertices with
large second neighborhoods. Using the approach of Havet and Thomasse, Fidler and Yuster [3] in 2007 proved
that the Second Neighborhood Conjecture is true for oriented graphs that can be obtained from tournaments
by removing edges in some specific ways. In particular, they showed that a tournament missing a matching
(an oriented graph whose missing edges form a matching), a tournament missing a star and a tournament
∗Department of Mathematics, Birla Institute of Technology, Mesra, Ranchi. email: suresh.dara@gmail.com
†Indian Statistical Institute, Chennai. email: {mathew,dalujacob}@isichennai.res.in
‡Department of Mathematics, Indian Institute of Technology Madras. email: naru@iitm.ac.in
1
missing a complete graph all satisfy the conjecture. As these results hold even if the missing matching (or
star, or complete graph) is empty, they extend the proof of Dean’s Conjecture by Havet and Thomasse.
Using techniques from this paper, Salman Ghazal [5] proved that the Second Neighborhood Conjecture is
true for tournaments missing a “generalized star”—a (P4, C4, 2K2)-free graph—thereby extending the result
of Fidler and Yuster for tournaments missing a star and tournaments missing a complete graph. It has to be
noted that among these results that all use the median order approach, the case of the tournament missing
a matching is by far the most difficult one, requiring a complicated proof. In this paper, we introduce new
ideas to refine and extend this proof, allowing us to prove the conjecture for a superclass of tournaments
missing a matching: we show that oriented graphs whose missing edges can be partitioned into a (possibly
empty) matching and a (possibly empty) star also satisfy the Second Neighborhood Conjecture. In fact, we
prove the stronger statement that in such a graph that does not contain a sink, there exists a vertex that
has a large second neighborhood and is not the center of the missing star.
Ghazal [6] attempts to generalize the theorem of Havet and Thomasse by trying to prove that there exist
two vertices with large second neighborhoods in every tournament missing a matching that does not contain
a sink. He shows that if a tournament missing a matching satisfies certain additional technical conditions,
then such a result can be obtained. Our result mentioned above directly yields a proof that shows that every
tournament missing a matching that does not contain a sink has at least two vertices with large second
neighborhoods.
Other researchers have tried to attack special cases of the Second Neighborhood Conjecture without
using the median order approach. Llado´ [9] proved the conjecture in regular oriented graphs with high
connectivity. Kaneko and Locke [8] verified the conjecture for oriented graphs with minimum out-degree at
most 6. We state their result below as we use it later.
Theorem 1 ([8]). Every oriented graph with minimum out-degree less than 7 has a vertex with a large second
neighborhood.
It is easy to verify that in any oriented graph, a minimum out-degree vertex whose out-neighborhood
is an independent set is a vertex with a large second neighborhood. Therefore, the conjecture is true for
bipartite graphs (in fact, it is true if the underlying undirected graph is triangle-free). It appears difficult to
prove the conjecture even for oriented graphs whose underlying undirected graph is 3-colourable. We show
that the conjecture is true for every oriented graph whose vertices can be partitioned into two sets such that
one is an independent set and the other induces a 2-degenerate graph in the underlying undirected graph.
Outline of the paper
In Section 2, we prove that any oriented graph whose missing edges can be partitioned into a (possibly
empty) matching and a (possibly empty) star satisfies the Second Neighborhood Conjecture. In Section 2.2,
we study tournaments missing a matching and develop the useful notions of “special arcs”, “safe completions”
and “special in-neighbors” which allow us to reprove Fidler and Yuster’s result for tournaments missing a
matching in a way which we believe is simpler to understand. These notions, as well as the concept of
“sedimentation” of median orders, introduced by Havet and Thomasse, turn out to be crucial for our proof
of Conjecture 1 for tournaments whose missing edges can be partitioned into a matching and a star, which
is presented in Section 2.4.
For S ⊆ V (G), we denote by G[S] the graph induced in G by the vertices in S. Also, for S ⊆ V (G), we
let G−S denote the graph G[V (G)−S]. An undirected graph H is said to be 2-degenerate if every subgraph
of H has a vertex of degree at most two. We say that an oriented graph is 2-degenerate if its underlying
undirected graph is 2-degenerate. In Section 3, we show that the conjecture is true for any oriented graph
G such that V (G) is the disjoint union of two sets A and B where G[A] is 2-degenerate and G[B] is an
independent set. The proof relies on some counting arguments.
In conclusion, we ask whether it is true that if there is exactly one vertex with a large second neighborhood
in an oriented graph, then it is a sink. We note that such a result would imply the Second Neighborhood
Conjecture.
2
2 Graphs that are almost tournaments
In this section, our main aim will be to show that Conjecture 1 is true for tournaments whose missing edges
can be partitioned in to a matching and a star. In Section 2.1, we review median orders of tournaments and
their properties. We then study tournaments missing a matching in Section 2.2, wherein we introduce the
notions and structural results that we need to prove our main result. Along the way, we reprove the result
of Fidler and Yuster that the Second Neighborhood Conjecture is true for tournaments missing a matching
using these ideas. We prove the main result of this section in Section 2.4.
2.1 Median orders of tournaments
Given an ordering of the vertices of a tournament, an arc of the tournament is said to be a “forward arc”
if the starting vertex of the arc occurs earlier than its ending vertex in the ordering. A median order of
a tournament is an ordering of its vertices with the most number of forward arcs. Formally, an ordering
(x1, x2, . . . , xn) of the vertices of a tournament T that maximizes |{(xi, xj) ∈ E(T ) : i < j}| is said to be a
median order of T . The feed vertex of a median order (x1, x2, . . . , xn) is the last vertex xn in that ordering
of vertices. Havet and Thomasse [7] proved the following.
Theorem 2 (Havet-Thomasse). Let T be a tournament and L be a median order of T with feed vertex d.
Then |N+T (d)| ≤ |N
++
T (d)|.
The following properties of median orders of tournaments are not difficult to verify (see [7]).
Proposition 1. If (x1, x2, . . . , xn) is a median order of a tournament T and let xi and xj be such that
1 ≤ i ≤ j ≤ n. Let T ′ = T [{xi, xi+1, . . . , xj}]. Then:
(a) (xi, xi+1, . . . , xj) is a median order of T
′, and
(b) if (y1, y2, . . . , yj−i+1) is a median order of T
′, then (x1, x2, . . . , xi−1, y1, y2, . . . , yj−i+1, xj+1, xj+2, . . . ,
xn) is a median order of T .
Proposition 2 (The feedback property [7]). Let (x1, x2, . . . , xn) be a median order of a tournament T and
let xi and xj be such that 1 ≤ i < j ≤ n. Then:
(a) |N+(xi) ∩ {xi+1, . . . , xj}| ≥ |N−(xi) ∩ {xi+1, . . . , xj}|, and
(b) |N+(xj) ∩ {xi, . . . , xj−1}| ≤ |N−(xj) ∩ {xi, . . . , xj−1}|.
Proposition 3. Let (x1, x2, . . . , xn) be a median order of a tournament T and let xi and xj be such that
1 ≤ i < j ≤ n. Then:
(a) If |N+(xi) ∩ {xi+1, . . . , xj}| = |N−(xi) ∩ {xi+1, . . . , xj}|, then (x1, x2, . . . , xi−1, xi+1, xi+2, . . . , xj , xi,
xj+1, xj+2, . . . , xn) is also a median order of T , and
(b) if |N+(xj) ∩ {xi, . . . , xj−1}| = |N−(xj) ∩ {xi, . . . , xj−1}|, then (x1, x2, . . . , xi−1, xj , xi, xi+1, . . . , xj−1,
xj+1, xj+2, . . . , xn) is also a median order of T .
Proposition 4. Let L = (x1, x2, . . . , xn) be a median order of a tournament T and let (xj , xi) ∈ E(T ),
where i < j. Then L is also a median order of the tournament T ′ with V (T ′) = V (T ) and E(T ′) =
(E(T ) \ {(xj , xi)}) ∪ {(xi, xj)}.
Proof. If L is not a median order of T ′, then there exists an ordering Lˆ of V (T ′) = V (T ) such that (T ′, Lˆ)
has at least one more forward arc than (T ′, L) and therefore at least two more forward arcs than (T, L). But
then (T, Lˆ) has at least one more forward arc than (T, L), contradicting the fact that L is a median order of
T . Therefore, L is a median order of T ′ as well.
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Modules
Given an oriented graph G, a set S ⊆ V (G) is said to be a module in G, if for any two vertices u, v ∈ S,
N+(u) \ S = N+(v) \ S and N−(u) \ S = N−(v) \ S.
Proposition 5. Let G be an oriented graph and S a module in it.
(a) For u ∈ S, let G′ = G− (S \ {u}). Then, N++G′ (u) = N
++
G (u) \ S.
(b) For u, v ∈ S, N++G (u) \ S = N
++
G (v) \ S.
Proof. Clearly, N++G′ (u) ⊆ N
++
G (u) \S. Consider any vertex x ∈ N
++
G (u) \S. Then (u, x) /∈ E(G) and there
exists w ∈ V (G) such that (u,w), (w, x) ∈ E(G). As we have x /∈ S, (w, x) ∈ E(G), (u, x) /∈ E(G), and S is
a module containing u, we have w /∈ S. Then since u,w, x ∈ V (G′), we have that (u,w), (w, x) ∈ E(G′) and
(u, x) /∈ E(G′), implying that x ∈ N++G′ (u). Therefore, N
++
G (u) \ S ⊆ N
++
G′ (u), proving (a).
Note that for proving (b), we only need to prove that N++G (u) \ S ⊆ N
++
G (v) \ S, as u and v are
symmetric. Consider any vertex x ∈ N++G (u) \S. As noted above, (u, x) /∈ E(G) and there exists w ∈ V (G)
such that (u,w), (w, x) ∈ E(G). Since u and v belong to the module S in G, we have that (v, w) ∈ E(G)
and (v, x) /∈ E(G), implying that x ∈ N++G (v) \ S. Therefore, N
++
G (u) \ S ⊆ N
++
G (v) \ S.
Good median orders
We now define a special kind of median order of tournaments, along the lines of Ghazal [6]. Given a partition
I = {I1, I2, . . . , Ir} of V (T ) such that each Ii, 1 ≤ i ≤ r, is a module in T , we say that a median order of T
is a good median order with respect to I if for each i ∈ {1, 2, . . . , r}, the vertices of Ii appear consecutively
in it (note that this is slightly different from the “good median orders” defined by Ghazal [6]). Ghazal notes
the following property of good median orders (refer to Appendix A for a proof).
Lemma 1 ([6]). Let I = {I1, I2, . . . , Ir} be a partition of the vertex set of a tournament T into modules and
let L be a median order of T . Then there is a good median order L′ of T with respect to I such that L and
L′ have the same feed vertex.
Proposition 6. Let d be the feed vertex of a median order of a tournament T and let I be a module in T
containing d. Then for any vertex v ∈ I, |N+(v) \ I| ≤ |N++(v) \ I|.
Proof. Let I = {I}∪{{u} : u /∈ I}. It is easy to see that I is a partition of V (T ) into modules. By Lemma 1,
there exists a good median order L = (x1, x2, . . . , xn = d) of T with respect to I. Then, there exists
i ∈ {1, 2, . . . , n} such that I = {xi, xi+1, . . . , xn}. By Proposition 1(a), L′ = (x1, x2, . . . , xi) is a median
order of T ′ = T − (I \ {xi}). By Theorem 2, |N
+
T ′(xi)| ≤ |N
++
T ′ (xi)|. Consider any v ∈ I. As I is a module
containing xi and v, N
+
T (v) \ I = N
+
T (xi) \ I = N
+
T ′(xi). By Proposition 5, we also have that N
++
T ′ (xi) =
N++T (xi) \ I = N
++
T (v) \ I. Combining the above observations, we get |N
+
T (v) \ I| ≤ |N
++
T (v) \ I|.
2.2 Tournaments missing a matching
In this section, we prove that the Second Neighborhood Conjecture is true for tournaments missing a match-
ing. Throughout this section, we denote by G an oriented graph that can be obtained from a tournament
by removing a (possibly empty) matching.
For a vertex u ∈ V (G), we say that the vertices in N+G (u) ∪N
−
G (u) are the neighbors of u and that the
vertices in V (G) \ (N+G (u) ∪ N
−
G (u)) are the non-neighbors of u. It is easy to see that every vertex in G
has at most one non-neighbor. If there is no edge between two distinct vertices x and y in G, i.e., x is a
non-neighbor of y (and vice versa), then we say that {x, y} is a missing edge in G. We denote this missing
edge as x y (or, equivalently y x). For an arc (x, y) ∈ E(G), we use the notation x → y (in other words,
y ∈ N+G (x)). If (x, y) ∈ E(G) is an arc with the additional property that x /∈ N
++
G (y), then we say that
(x, y) is a special arc, and denote it as x։ y. Note that there can be no directed triangle in G containing a
special arc.
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Lemma 2. Let C = a0 → a1 ։ a2 ։ a3 ։ · · ·։ ak−1 → a0 be a cycle in G. Then:
(a) a0 has a non-neighbor in C, and
(b) if a0 ai, then for j ∈ {1, . . . , i− 1}, a0 → aj and for j ∈ {i+ 1, . . . , k − 1}, aj → a0.
Proof. Since G is an oriented graph that has no directed triangle containing a special arc, we have that
k ≥ 4.
(a) Assume to the contrary that a0 has no non-neighbor in C, i.e., ∀i 6= 0, a0 → ai or ai → a0. For
some i 6= 0, if a0 → ai, then a0 → ai+1, because otherwise, a0 → ai ։ ai+1 → a0 forms a directed triangle
containing a special arc. Now since a0 → a1, applying this observation repeatedly gives us a0 → a2, a0 → a3,
. . . , a0 → ak−1, which is a contradiction to the fact that ak−1 → a0.
(b) Let a0 ai. As ai is the only non-neighbor of a0 in G, for each j /∈ {0, i}, we have either a0 → aj
or aj → a0. Suppose that for some j ∈ {1, . . . , i − 1}, we have aj → a0, then consider the cycle C′ = a0 →
a1 ։ · · · ։ aj → a0. Then a0 has no non-neighbor in C′, which is a contradiction to (a). Similarly, if
there is some j ∈ {i + 1, . . . , k − 1} such that a0 → aj, then there is no non-neighbor of a0 in the cycle
a0 → aj ։ aj+1 ։ · · ·։ ak−1 → a0, again contradicting (a).
Special cycles
We call a cycle in G a special cycle if it consists only of special arcs. It is easy to see that any special cycle
contains at least 4 vertices. The following corollary is an immediate consequence of Lemma 2.
Corollary 1. Let C = a0 ։ a1 ։ a2 ։ a3 ։ · · ·։ ak−1 ։ a0 be a special cycle in G. Then:
(a) Each vertex in C has a non-neighbor in C,
(b) if ai aj, then N
+
G (ai) ∩ V (C) = {ai+1, ai+2, . . . , aj−1} and N
−
G (ai) ∩ V (C) = {aj+1, aj+2, . . . , ai−1},
where subscripts are modulo k.
Lemma 3. Let C = a0 ։ a1 ։ a2 ։ a3 ։ · · ·։ ak−1 ։ a0 be a special cycle in G. Then:
(a) k is even,
(b) For each vertex ai ∈ V (C), ai ai+ k
2
(subscripts modulo k),
(c) V (C) forms a module in G.
Proof. Using Corollary 1(a), we have that every vertex of C has exactly one non-neighbor in C. This
proves (a).
(b) Let aj be the non-neighbor of ai in C. Suppose that j 6= i +
k
2 (modulo k). Then one of the
sets {ai+1, ai+2, . . . , aj−1}, {aj+1, aj+2, . . . , ai−1} (subscripts modulo k) is larger than the other. We shall
assume without loss of generality that |{ai+1, ai+2, . . . , aj−1}| > |{aj+1, aj+2, . . . , ai−1}|. This means that
there exists ap, aq ∈ {ai+1, ai+2, . . . , aj−1} such that ap aq, where ap occurs before aq in the ordering
ai+1, ai+2, . . . , aj−1. By Corollary 1(b), we know that ai → aq. Now consider the cycle C′ = aq ։ aq+1 ։
· · · ։ ai−1 ։ ai → aq (subscripts modulo k). There is no non-neighbor of aq in C′ (as ap is the only
non-neighbor of aq), which contradicts Lemma 2(a).
(c) Since every vertex of C has a non-neighbor in C, for any x ∈ V (G) \ V (C), x is a neighbor of every
vertex in V (C) = {a0, a1, . . . , ak−1}. This implies that if x→ ai for any i ∈ {0, 1, . . . , k−1}, then we also have
x → ai+1 as otherwise, x → ai ։ ai+1 → x would be a directed triangle containing a special arc (subscripts
modulo k). Therefore applying this observation repeatedly starting from a0, we get N
−
G (a0) \ V (C) ⊆
N−G (a1)\V (C) ⊆ N
−
G (a2)\V (C) ⊆ · · · ⊆ N
−
G (ak−2)\V (C) ⊆ N
−
G (ak−1)\V (C) ⊆ N
−
G (a0)\V (C). Similarly,
if ai → x for any i ∈ {0, 1, . . . , k − 1}, then we also have ai−1 → x, as otherwise x → ai−1 ։ ai → x
would be a directed triangle containing a special arc (subscripts modulo k). Again applying this observation
repeatedly starting from a0, we get N
+
G (a0) \ V (C) ⊆ N
+
G (ak−1) \ V (C) ⊆ N
+
G (ak−2) \ V (C) ⊆ · · · ⊆
N+G (a2) \ V (C) ⊆ N
+
G (a1) \ V (C) ⊆ N
+
G (a0) \ V (C). This shows that for any two vertices ai, aj ∈ V (C), we
have N+G (ai) \ V (C) = N
+
G (aj) \ V (C) and N
−
G (ai) \ V (C) = N
−
G (aj) \ V (C), implying that V (C) forms a
module in G.
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The relation R and the digraph ∆(G)
Let M be the set {(x, y) : x y}. We define a relation R on M as follows. For distinct (a, b), (c, d) ∈
M , we say that (a, b)R(c, d) if and only if there exists the four cycle a → c ։ b → d ։ a in G (refer
Figure 1). Note that (a, b)R(c, d) if and only if (b, a)R(d, c). Following Fidler and Yuster [3], we now
define an auxiliary digraph ∆(G) whose vertices are the missing edges of G. This graph has the vertex set
V (∆(G)) = {{a, b} : a b} and edge set E(∆(G)) = {({a, b}, {c, d}) : (a, b)R(c, d)}. In other words, there is
an edge between vertices {a, b} and {c, d} in ∆(G) if and only if either (a, b)R(c, d) or (a, b)R(d, c). Note
that from the definition of R, we cannot have both (a, b)R(c, d) and (a, b)R(d, c).
a b c d
Figure 1: Situation that leads to (a, b)R(c, d).
Lemma 4 ([3]). For any vertex e ∈ V (∆(G)), |N+(e)| ≤ 1 and |N−(e)| ≤ 1.
Proof. Let e = {a, b}. Suppose that it has two out-neighbors in ∆(G), say e1 = {c1, d1}, e2 = {c2, d2}. Re-
calling the definition of ∆(G), we can assume without loss of generality that (a, b)R(c1, d1) and (a, b)R(c2, d2).
That is, we have a → c1 ։ b → d1 ։ a and a → c2 ։ b→ d2 ։ a in G. As d1 is already a non-neighbor of
c1, we cannot have c1 d2. Now if c1 → d2 then we have the directed triangle a → c1 → d2 ։ a containing
a special arc, which is a contradiction. Similarly, if d2 → c1 then b → d2 → c1 ։ b is a directed triangle
containing a special arc, which is again a contradiction. Thus, |N+(e)| ≤ 1.
Now suppose e = {a, b} has two in-neighbors in ∆(G), say e1 = {c1, d1}, e2 = {c2, d2}. Again, we can
assume without loss of generality that (c1, d1)R(a, b) and (c2, d2)R(a, b). Then we have c1 → a։ d1 → b։
c1 and c2 → a ։ d2 → b ։ c2 in G. As before, we cannot have c1 d2. If c1 → d2 then we have the
directed triangle c1 → d2 → b։ c1 containing a special arc and if d2 → c1, we have another directed triangle
d2 → c1 → a ։ d2 containing a special arc. Since we have a contradiction in both cases, we conclude that
|N−(e)| ≤ 1.
Therefore, ∆(G) is a disjoint union of directed paths and directed cycles. Let P denote the collection of
these directed paths and C denote the collection of these directed cycles.
For a cycle Q ∈ C, we let Γ(Q) =
⋃
{u,v}∈V (Q){u, v}. That is, if Q = {a1, b1}{a2, b2} · · · {at, bt}{a1, b1},
then Γ(Q) = {a1, b1, a2, b2, . . . , at, bt}.
Lemma 5. Let Q ∈ C. Then there exists a special cycle C in G such that V (C) = Γ(Q).
Proof. Let Q = {a1, b1}{a2, b2} · · · {ak, bk}{a1, b1}. Note that ai bi, for 1 ≤ i ≤ k. We shall assume that
k is even as the case when k is odd is similar. Also, we can assume without loss of generality that for every
i ∈ {1, 2, . . . , k−1}, (ai, bi)R(ai+1, bi+1) (since we can always exchange the labels of ai and bi, if required, so
that this condition is satisified). Then by the definition of R, we have ai → ai+1 ։ bi → bi+1 ։ ai for each
i ∈ {1, 2, . . . , k − 1}. Now if (ak, bk)R(a1, b1) then we have ak → a1 ։ bk → b1 ։ ak (so k > 2, implying
that k ≥ 4). This together with the previous observation implies that C = a1 ։ bk ։ ak−1 ։ bk−2 ։
ak−3 ։ · · · ։ b2 ։ a1 (as k is even) is a special cycle in G, which contains only those ai’s where i is odd
and those bi’s where i is even. This contradicts Corollary 1(a), as for any odd i, the only non-neighbor bi of
ai is not contained in C. Therefore, we have (ak, bk)R(b1, a1). Then, ak → b1 ։ bk → a1 ։ ak, which when
combined with the previous observations gives us that C = a1 ։ ak ։ bk−1 ։ ak−2 ։ bk−3 ։ · · ·։ a2 ։
b1 ։ bk ։ ak−1 ։ bk−2 ։ ak−3 ։ · · ·։ b2 ։ a1 is a special cycle in G with V (C) = Γ(Q).
6
Corollary 2. Let Q ∈ C and u ∈ Γ(Q). Then:
(a) there exists v ∈ Γ(Q) such that u v, and
(b) Γ(Q) forms a module in G.
Proof. The proof of (a) is immediate from Lemma 5 and Corollary 1(a). Similarly, (b) is a direct consequence
of Lemma 5 and Lemma 3(c).
Lemma 6. Let Q ∈ C. Then for each u ∈ Γ(Q), we have |N+G (u) ∩ Γ(Q)| = |N
++
G (u) ∩ Γ(Q)|.
Proof. As Q ∈ C, by Lemma 5 there exists a special cycle C in G such that V (C) = Γ(Q). Let this cycle
be C = a0 ։ a1 ։ a2 ։ · · · ։ a2l−1 ։ a0 (note that by Lemma 3(a), C has even length; also note
that l ≥ 2). Consider a vertex ai ∈ V (C). By Lemma 3(b), we have ai ai+l and by Corollary 1(b),
N+G (ai) ∩ V (C) = {ai+1, ai+2, . . . , ai+l−1} (subscripts modulo 2l). Recalling that V (C) = Γ(Q), we now
get |N+G (ai) ∩ Γ(Q)| = l − 1. Now, consider any ap ∈ {ai+l, ai+l+1, . . . , ai+2l−2 = ai−2}. Clearly, ap /∈
N+G (ai). Note that for any choice of ap, the vertex ap+l+1 ∈ N
+
G (ai) ∩ V (C). By Lemma 3(b), we have
that ap ap+l. Now applying Corollary 1(b) to ap, we have that ap+l+1 ∈ N
−
G (ap) ∩ V (C). This gives
us that ap ∈ N
++
G (ai) ∩ Γ(Q) for each choice of ap ∈ {ai+l, ai+l+1, . . . , ai+2l−2 = ai−2}, implying that
|N++G (ai) ∩ Γ(Q)| ≥ l − 1. Noting that the vertex ai−1 /∈ N
++
G (ai) (as ai−1 ։ ai), we can now conclude
|N++G (ai) ∩ Γ(Q)| = l − 1 = |N
+
G (ai) ∩ Γ(Q)|.
Unforced and singly-forced missing edges
We now label some missing edges of G as unforced and some others as singly-forced.
Definition 1. A missing edge e = a b is said to be singly-forced if exactly one of the following conditions
hold.
(1) There exists v ∈ V (G) such that b։ v → a in G.
(2) There exists u ∈ V (G) such that a։ u→ b in G.
If (1) holds then we say that e is forced in the direction b to a, and if (2) holds then we say that e is forced
in the direction a to b. If neither (1) nor (2) hold, then e is unforced. Note that it is possible for a missing
edge to be forced in both directions.
Proposition 7. Let e = a b. If there exist u, v ∈ V (G) such that b ։ v → a and a ։ u → b, then
(u, v)R(b, a). Consequently, if any missing edge is forced in both directions in G, then it has an in-neighbor
in ∆(G).
Proof. Note that u 6= v. Now, if v → u or u → v, then u → b ։ v → u or v → a ։ u → v would form
a directed triangle containing a special arc, which is a contradiction. Therefore, u v. Then, the fact that
u → b։ v → a։ u implies that (u, v)R(b, a) and hence {u, v} is an in-neighbor of e in ∆(G).
Proposition 8. Every singly-forced missing edge is the starting vertex of some path in P.
Proof. Let a b be a singly-forced missing edge. It is enough to prove that {a, b} doesn’t have any in-
neighbor in ∆(G). Assume to the contrary that {a, b} has an in-neighbor {c, d} in ∆(G). Then by definition of
∆(G) we can assume without loss of generality that (c, d)R(a, b), i.e., there exists a cycle c → a։ d→ b։ c
in G. Note that now we have both b։ c → a and a։ d → b, implying that both conditions (1) and (2) of
Definition 1 hold. This contradicts the fact that a b is a singly-forced missing edge.
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Completions and special in-neighbors
A tournament T is said to be a completion of G if V (G) = V (T ) and E(G) ⊆ E(T ). It is easy to see that a
completion of G can be obtained by “orienting” every missing edge of G, i.e., by adding an oriented edge in
place of each missing edge of G. Our strategy will be to show that there exists a way to orient the missing
edges of G so that the resulting completion T of G has the property that the feed vertex of any median order
of T has a large second neighborhood not just in T , but also in G. A missing edge a b of G that has been
oriented from a to b in T is denoted by a 99K b.
Definition 2. Given a completion T of G and a vertex v ∈ V (T ), we say that an in-neighbor b of v is a
special in-neighbor if b։ v and b ∈ N++T (v). Further, we say that a special in-neighbor b of v is of Type-I
if there exists a ∈ V (T ) such that v → a 99K b ։ v. Similarly, we say that a special in-neighbor b of v is of
Type-II if there exists a ∈ V (T ) such that v 99K a → b։ v. Note that any special in-neighbor of v is either
Type-I or Type-II or both.
Lemma 7. Let T be a completion of G and let v ∈ V (T ). If there exists a vertex x such that x ∈ N++T (v) \
N++G (v) then x is a special in-neighbor of v.
Proof. Consider x ∈ N++T (v) \N
++
G (v). As x ∈ N
++
T (v), x ∈ N
−
T (v), implying that we have either x→ v or
x 99K v. Furthermore, there exists a ∈ V (T ) such that a ∈ N+T (v) ∩ N
−
T (x). Since x /∈ N
++
G (v), we know
that either v 99K a or a 99K x. As the missing edges of G form a matching, this implies that x → v. Again
using the fact that x /∈ N++G (v), we conclude that x։ v. This shows that x is a special in-neighbor of v.
Lemma 8. Let T be a completion of G and L a median order of T such that the feed vertex d of L does not
have a special in-neighbor of Type-I. Then d is a vertex with large second neighborhood in G.
Proof. We claim that there exists a completion T ′ of G such that L is a median order of T ′ and d has no
special in-neighbors in T ′. If there does not exist a vertex a ∈ V (T ) such that d 99K a, then clearly T ′ = T is
a completion of G satisfying our requirements. So we shall assume that there exists a ∈ V (T ) with d 99K a.
Now, consider the completion T ′ of G obtained from T by reorienting the missing edge d 99K a as a 99K d.
By Proposition 4, L is a median order of T ′ as well. Further, it can be easily seen that d does not have any
special in-neighbors of Type-I in T ′ either. As the only missing edge incident on d is oriented towards d in
T ′, d does not have any special in-neighbors of Type-II in T ′. This proves our claim.
By Lemma 7 applied on T ′ and L, we have N++T ′ (d) ⊆ N
++
G (d). By Theorem 2, |N
+
G (d)| = |N
+
T ′(d)| ≤
|N++T ′ (d)| (the first equality is because a 99K d in T
′). Combining this with the previous observation, we
have |N+G (d)| ≤ |N
++
G (d)|.
Safe completions
We now construct a completion T of G by orienting the missing edges of G in a particular fashion. We
start by orienting the missing edges that are the starting vertices of paths in P . Among them, we orient the
singly-forced missing edges in the direction in which they are forced and the others in an arbitrary direction.
Then, repeatedly do the following until every missing edge that is in a path in P is oriented: if a b is
unoriented and has an in-neighbor {c, d} in ∆(G) which has been oriented as c 99K d, then orient a 99K b
if (c, d)R(a, b) and orient it as b 99K a if (c, d)R(b, a). The remaining unoriented missing edges are those
that belong to cycles in C. Orient them in arbitrary directions. By Proposition 8, this strategy orients every
singly-forced missing edge in the direction in which it is forced.
Definition 3. A completion T of G is said to be safe if it can be obtained from G by applying the above
strategy. Formally, a completion T of G is a safe completion if it satisfies the following two conditions:
(1) If a b is a singly-forced missing edge that is forced in the direction from a to b, then a 99K b in T ,
and
(2) if {a, b} does not lie in any cycle in C, (c, d)R(a, b) and c 99K d in T , then a 99K b in T .
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Recall that (c, d)R(a, b) if and only if (d, c)R(b, a). Therefore, if {a, b}, {c, d} are two missing edges that
do not lie on any cycle in C and (c, d)R(a, b), then in any safe completion, c 99K d if and only if a 99K b.
As the above strategy of constructing a safe completion of G never fails, we have the following remark.
Remark 1. Every oriented graph whose missing edges form a matching has a safe completion.
Lemma 9. Let T be a safe completion of G. Let v ∈ V (T ) and b be a Type-I special in-neighbor of v. Then
there exist a, u ∈ V (T ) such that v → a 99K b ։ v, a ։ u → b and u v. Moreover, b is the only Type-I
special in-neighbor of v.
Proof. As b is a Type-I special in-neighbor of v, there exists a ∈ V (T ) such that v → a 99K b։ v in T . Then
by Definition 1, a b is forced in the direction b to a. But as we have a 99K b in T , and every singly-forced
missing edge of G was oriented in T in the direction in which it was forced (as T is a safe completion),
it must be the case that a b is also forced in the direction a to b. That is, there exists u ∈ V (T ) such
that a ։ u → b (refer Definition 1). Using Proposition 7, we can now conclude that (u, v)R(b, a), which
further implies that u v. If there exists a Type-I special in-neighbor b′ of d such that b′ 6= b, then the
same arguments can be used to infer that there exist a′, u′ ∈ V (T ) such that (u′, v)R(b′, a′) (which means
that u′ v). Since v has at most one non-neighbor, we have that u′ = u, which gives (u, v)R(b′, a′). As it
can be easily seen that {a′, b′} 6= {a, b}, the missing edge {u, v} has more than one out-neighbor in ∆(G),
which is a contradiction to Lemma 4. Hence b is the only Type-I special in-neighbor of v.
Lemma 10. Let T be a safe completion of G and let L be a median order of T with feed vertex d. If d has
a Type-I special in-neighbor b and there exists w ∈ V (T ) such that d 99K w, then:
(a) N++T (d) \ {b} ⊆ N
++
G (d), and
(b) d is a vertex with large second neighborhood in G.
Proof. By Lemma 9, there exist a, u ∈ V (T ) such that d→ a 99K b։ d, a։ u→ b and u d. As the only
non-neighbor of d is w, we have u = w.
(a) Consider a vertex x ∈ N++T (d) \ {b}. Suppose for the sake of contradiction that x /∈ N
++
G (d). Then
by Lemma 7, we know that x is a special in-neighbor of d. Since x 6= b, we know by Lemma 9 that x cannot
be a Type-I special in-neighbor of d. Therefore, x is a Type-II special in-neighbor of d, i.e., d 99K w → x։ d
(as w is the only non-neighbor of d). It is easily verified that a 6= x. Further, {a, x} cannot be a missing
edge since a b and x 6= b. If x → a or a → x, then either a ։ u = w → x → a or d → a → x ։ d would
be a directed triangle containing a special arc, which is a contradiction. This proves (a).
(b) We have |N+G (d)| = |N
+
T (d)| − 1 ≤ |N
++
T (d)| − 1 = |N
++
T (d) \ {b}| ≤ |N
++
G (d)| (the first equality is
because d 99K w, the second inequality by Theorem 2, the third equality is because b ∈ N++T (d), and the
fourth inequality by (a)).
Consider a module I in G such that |I| ≥ 2 and a vertex v ∈ I. Clearly, any non-neighbor of v outside I
has to be a non-neighbor of every vertex in I. As |I| ≥ 2 and the missing edges of G form a matching, this
can only mean that v has no non-neighbors outside I. We thus have the following observation.
Remark 2. If I is a module in G such that |I| ≥ 2 and v ∈ I, then v has no non-neighbors outside I.
Lemma 11. Let T be a safe completion of G and let I be a module in G with |I| ≥ 2. Then for any v ∈ I,
N++T (v) \ I ⊆ N
++
G (v) \ I.
Proof. First, suppose that there exists a Type-I special in-neighbor x of v outside I. By Lemma 9, there
exists a vertex u ∈ V (T ) such that u v and u → x. By Remark 2, u ∈ I. Now we have x → v and
u → x, which contradicts the fact that u and v belong to the module I in G and x is outside that module.
Therefore, v has no Type-I special in-neighbors outside I. Next, suppose that there exists a Type-II special
in-neighbor x of v outside I. Then, there exists a vertex y such that v 99K y → x ։ v. By Remark 2, we
know that y ∈ I. Then we have x → v and y → x, which contradicts the fact that v and y belong to the
module I in G (recall that x is outside I). Therefore, we can conclude that v has no special in-neighbors
outside I. This implies, by Lemma 7, that N++T (v) \ I ⊆ N
++
G (v) \ I.
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Corollary 3. Let T be a safe completion of G and let d be the feed vertex of some median order of T . Let
I be a module in G containing d where |I| ≥ 2. Then for any v ∈ I, |N+G (v) \ I| ≤ |N
++
G (v) \ I|.
Proof. It is easy to see that as the missing edges of G form a matching, every module in G is also a module
in T . Therefore I is a module in T containing d. Then we have from Proposition 6 and Lemma 11 that
|N+G (v) \ I| ≤ |N
+
T (v) \ I| ≤ |N
++
T (v) \ I| ≤ |N
++
G (v) \ I|.
Prime vertices
We define
I(u) =
{
Γ(Q) if ∃Q ∈ C such that u ∈ Γ(Q),
{u} otherwise.
Note that as any vertex u can be a part of at most one missing edge, there can be at most one cycle Q ∈ C
such that u ∈ Γ(Q), and therefore I(u) is well defined. We define a vertex u in G to be prime, if I(u) = {u};
in other words, a vertex u is said to be prime if u /∈ Γ(Q) for any Q ∈ C.
Note that if u is prime, we have I(u) = {u} and therefore, |N+G (u) ∩ I(u)| = |N
++
G (u) ∩ I(u)| = 0.
On the other hand, if u ∈ Γ(Q) for some Q ∈ C, then I(u) = Γ(Q), and by Lemma 6, we get that
|N+G (u) ∩ I(u)| = |N
++
G (u) ∩ I(u)|. We thus have the following.
Remark 3. For any vertex u ∈ V (G), |N+G (u) ∩ I(u)| = |N
++
G (u) ∩ I(u)|.
Theorem 3. Let d be the feed vertex of some median order of a safe completion T of G. Then every vertex
in I(d) has a large second neighborhood in G.
Proof. Suppose that d is prime. Then, I(d) = {d}. If d has no special in-neighbor of Type-I in T , then we
are done by Lemma 8. So let us assume that d has a special in-neighbor b of Type-I in T . Then by Lemma 9,
there exist a, u ∈ V (T ) such that d→ a 99K b։ d, a։ u → b, where u d. This means that (u, d)R(b, a).
If u 99K d, then since T is a safe completion of G, the fact that a 99K b implies that {u, d} and {b, a} lie in
some cycle in C, contradicting the assumption that d is prime. Therefore, we have d 99K u. Then we are
done by Lemma 10(b).
Next, consider the case when d is not prime, i.e. d ∈ Γ(Q) for some Q ∈ C. Note that we then have I(d) =
Γ(Q) and therefore, |I(d)| ≥ 2. Consider any vertex v ∈ I(d). As I(d) = Γ(Q) is a module (Corollary 2(b)),
we have by Corollary 3 that |N+G (v)\I(d)| ≤ |N
++
G (v)\I(d)|. By Remark 3, |N
+
G (v)∩I(d)| = |N
++
G (v)∩I(d)|.
We now have |N+G (v)| = |N
+
G (v) \ I(d)| + |N
+
G (v) ∩ I(d)| ≤ |N
++
G (v) \ I(d)| + |N
++
G (v) ∩ I(d)| = |N
++
G (v)|.
Hence the theorem.
As u ∈ I(u) for every vertex u ∈ V (G), Remark 1 and Theorem 3 give us the following corollary.
Corollary 4. Every oriented graph whose missing edges form a matching contains a vertex with a large
second neighborhood.
A useful lemma about special arcs
We now state a property of special arcs that are “reverse arcs” in a median order, which will be useful for
deriving the results in the next section.
Definition 4. Given a median order L = (x1, x2, . . . , xn) of any completion T of G, a special arc xj ։ xi
is said to be a reverse special arc in (T, L) if i < j.
Lemma 12. Let L = (x1, x2, . . . , xn) be a median order of a completion T of G and xj ։ xi be a reverse
special arc in (T, L). Then at least one of the following conditions hold:
(a) There exists xk such that xi 99K xk → xj , where i < k < j, or
(b) There exists xl such that xi → xl 99K xj, where i < l < j.
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Moreover, if exactly one of the above conditions holds, then L′ = (x1, x2, . . . , xi−1, xi+1, . . . , xj , xi, xj+1, . . . ,
xn) is also a median order of T .
Proof. For the purposes of this proof, for u ∈ {xi, xi+1, . . . , xj}, we shall abbreviateN
+
T (u)∩{xi, xi+1, . . . , xj}
and N−T (u) ∩ {xi, xi+1, . . . , xj} to just N
+
i,j(u) and N
−
i,j(u) respectively. By Proposition 2, we have
∣∣N+i,j(xi)∣∣ ≥ j − i2 and
∣∣N−i,j(xj)∣∣ ≥ j − i2 (1)
Alternatively, ∣∣N−i,j(xi)∣∣ ≤ j − i2 and
∣∣N+i,j(xj)∣∣ ≤ j − i2 (2)
We shall first make an observation about any vertex xp ∈ N
+
i,j(xi) \ N
+
i,j(xj). Clearly, xp ∈ N
+
i,j(xi) ∩
N−i,j(xj) (recall that xj ։ xi). Note that either xi 99K xp or xp 99K xj , as otherwise xi → xp → xj ։ xi
would form a directed triangle containing a special arc, which is a contradiction. Since the missing edges of
G form a matching, this implies that either xi 99K xp → xj or xi → xp 99K xj .
Suppose that neither of the conditions in the lemma hold. Then from the above observation, it is clear
that N+i,j(xi) ⊆ N
+
i,j(xj). Note that xi /∈ N
+
i,j(xi) but xi ∈ N
+
i,j(xj). Therefore we have,
∣∣N+i,j(xi)∣∣ <∣∣N+i,j(xj)∣∣ ≤ j−i2 (by (2)), which contradicts (1). Therefore at least one of the conditions (a) or (b) should
hold.
Now suppose that exactly one of the conditions (a) or (b) holds. Note first that from the previous
observation and the fact that the missing edges of G form a matching, it follows that if there exist two
distinct vertices xp, xq in N
+
i,j(xi) \ N
+
i,j(xj), then xi 99K xp → xj and xi → xq 99K xj , implying that both
conditions hold. Therefore, there is exactly one vertex in N+i,j(xi) \ N
+
i,j(xj), i.e., |N
+
i,j(xi) \ N
+
i,j(xj)| = 1.
Since xi ∈ N
+
i,j(xj) \ N
+
i,j(xi), we have that |N
+
i,j(xi) \ (N
+
i,j(xj) \ {xi})| = 1. This means that |N
+
i,j(xi)| −
(|N+i,j(xj)| − 1) ≤ 1, implying that |N
+
i,j(xi)| ≤ |N
+
i,j(xj)|. Hence,
j−i
2 ≤
∣∣N+i,j(xi)∣∣ ≤ ∣∣N+i,j(xj)∣∣ ≤ j−i2 (from
(1) and (2)). Therefore, we have
∣∣N+i,j(xi)∣∣ = j−i2 = ∣∣N−i,j(xi)∣∣ (which means that j − i is even). Then by
Proposition 3(a), L′ = (x1, x2, . . . , xi−1, xi+1, . . . , xj , xi, xj+1, . . . , xn) is also a median order of T .
In Section 2.4, we shall use the concepts introduced so far in order to generalize Corollary 4 to show that
in any graph whose missing edges can be partitioned into a matching and a star, there exists a vertex with
a large second neighborhood. We need the notion of “sedimentation” of median orders, first introduced by
Havet and Thomasse [7], to derive our result.
2.3 Sedimentation of a good median order
Ghazal modified the notion of sedimentation of median orders to apply to good median orders. We slightly
modify this so as to redefine sedimentation without referring to the “good” and “bad” vertices that appear
in the work of Havet and Thomasse and Ghazal.
Suppose that L = (x1, x2, . . . , xn) is a good median order of a tournament T with respect to I, where
I is a partition of V (T ) into modules. Let I be the set in I containing xn and t = |I|. Then I =
{xn−t+1, xn−t+2, . . . , xn}. Recall that by Proposition 6, |N+(xn)\I| ≤ |N++(xn)\I|. Then the sedimentation
of L with respect to I, denoted by SedI(L), is an ordering of V (T ) that is defined in the following way. If
|N+(xn) \ I| < |N++(xn) \ I|, then SedI(L) = L. If |N+(xn) \ I| = |N++(xn) \ I|, then SedI(L) is defined
as follows. Let b1, b2, . . . , bk be the vertices in N
−(xn) \N++(xn) which are outside I and v1, v2, . . . , vn−t−k
the vertices in N+(xn) ∪N++(xn) which are outside I, both enumerated in the order in which they appear
in L (note that in any tournament, N++(u) ⊆ N−(u) for any vertex u in it). Then SedI(L) is the order
(b1, b2, . . . , bk, xn−t+1, xn−t+2, . . . , xn, v1, v2, . . . , vn−t−k).
Given below is the main theorem that we need for sedimentation of median orders. This is a modification
of a result of Ghazal [6] to apply to our version of sedimentation (we again want to avoid using the “good
vertices” of Havet and Thomasse; refer to Appendix A for a proof).
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Theorem 4 (Ghazal). Let T be a tournament. If I is a partition of V (T ) into modules and L is a good
median order of T with respect to I, then SedI(L) is also a good median order of T with respect to I.
Stable and periodic median orders
Following Ghazal and Havet and Thomasse, we inductively define Sed0I(L) = L and for integer q ≥ 1,
SedqI(L) = SedI(Sed
q−1
I (L)). We say that a good median order L of T with respect to some I is stable if
there exists integer q ≥ 0 such that Sedq+1I (L) = Sed
q
I(L). Otherwise, we say that L is periodic.
2.4 Tournaments missing a matching and a star
In this section, we shall show that if the missing edges of an oriented graph can be partitioned into a matching
and a star, then it contains a vertex with a large second neighborhood. As noted in the beginning, any sink
in an oriented graph is a vertex with a large second neighborhood. Therefore, we only need to show the
result for graphs that contain no sink. In fact, we show the following stronger result.
Theorem 5. Let H be an oriented graph that does not contain a sink and z ∈ V (H) such that G = H −{z}
is a tournament missing a matching. Then there exists a vertex in V (G) that has a large second neighborhood
in both G and H.
When H is a tournament missing a matching and a star, and H does not contain a sink, we can apply
the above theorem taking z to be the center of the star, to obtain the result that there is a vertex other than
z having a large second neighborhood in H .
For the remainder of this section, we assume that H is an oriented graph without a sink containing a
vertex z ∈ V (H) such that G = H − {z} is a tournament missing a matching.
We say that the “value” of a tournament is the number of forward arcs in any median order of it. Let
T be a safe completion of G with largest value. In other words, T is a safe completion of G with smallest
feedback arc set (a set of arcs whose removal makes T acyclic). Henceforth, we shall use T to denote such a
completion of G. We immediately have the following observation about any median order of T .
Lemma 13. If L = (x1, x2, . . . , xn) is a median order of T , then there cannot exist a missing edge xj 99K xi,
where i < j, such that {xi, xj} is an isolated vertex of ∆(G) and xi xj is unforced.
Proof. Let T ′ be the tournament obtained from T by reversing the arc xj 99K xi. By Proposition 4, L is
a median order of T ′ as well. Also, as xi xj is unforced and {xi, xj} is an isolated vertex in ∆(G), the
tournament T ′ is also a safe completion of G. This contradicts our choice of T as T ′ has higher value than
T .
Lemma 14. Let L be a median order of T having feed vertex d. If d does not have a large second neighborhood
in H, then:
(a) z ∈ N+H(d), and
(b) ∄u ∈ N+H(z) such that u ∈ N
−
T (d) \N
++
T (d).
Proof. (a) If z /∈ N+H(d), then by Theorem 3 and the fact that N
++
G (d) ⊆ N
++
H (d), we have |N
+
H(d)| =
|N+G (d)| ≤ |N
++
G (d)| ≤ |N
++
H (d)|. This contradicts the assumption that d does not have a large second
neighborhood in H .
(b) Suppose for the sake of contradiction that such a u exists. From (a), z ∈ N+H(d). As z ∈ N
+
H(d)∩N
−
H (u)
and u ∈ N−T (d), we get u ∈ N
++
H (d). Note that as u ∈ N
−
T (d) \N
++
T (d), we have u /∈ N
++
G (d). Combining
all these together we get,
|N+H(d)| = |N
+
G (d)|+ 1 (as z ∈ N
+
H(d))
≤ |N++G (d)|+ 1 (by Theorem 3)
= |N++G (d) ∪ {u}| (as u /∈ N
++
G (d))
≤ |N++H (d)| (as N
++
G (d) ⊆ N
++
H (d) and u ∈ N
++
H (d))
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and therefore d has a large second neighborhood in H , which is a contradiction.
Define I(G) = {I(u) : u ∈ V (G)} = {Γ(Q) : Q ∈ C} ∪ {{u} : u is prime}. By Corollary 2(b), I(G) is a
partition of V (G) into modules of G. As noted before, it can be easily seen that since the missing edges of
G form a matching, every module in G is also a module in T . This implies that I(G) is a partition of V (T )
into modules of T as well. Therefore, by Lemma 1, there exists a good median order of T with respect to
I(G).
Lemma 15. If there exists a good median order L of T with respect to I(G) which is periodic, then there
exists x ∈ V (G) such that x has a large second neighborhood in both G and H.
Proof. For the purposes of this proof, given an ordering of vertices Lˆ = (x1, x2, . . . , xn) and a vertex v ∈
{x1, x2, . . . , xn}, we define the “index of v in Lˆ” to be the integer i such that xi = v.
Let us denote the feed vertex of SediI(G)(L) by di. In particular, d0 = d. By Theorem 4, we know that
for any integer i ≥ 0, SediI(G)(L) is a good median order of T with respect to I(G). Note that we then have
by Theorem 3 that for every integer i ≥ 0, di has a large second neighborhood in G.
As H does not have any sink, there exists u ∈ V (G) such that u ∈ N+H(z). If there exists an integer i ≥ 0
such that di = u, then as z /∈ N
+
H(di), by Lemma 14(a), di = u has a large second neighborhood in H too,
and we are done. This means that there exists an integer q ≥ 0 such that the index of u in Sedq+1I(G)(L) is
less than its index in SedqI(G)(L) (recall that L is periodic). Then u must be in N
−
T (dq) \N
++
T (dq), which
implies by Lemma 14(b) that dq has a large second neighborhood in H .
By the above lemma, henceforth we can focus our attention on the case when every good median order of
T with respect to I(G) is stable. That is, for any good median order L of T with respect to I(G), there exists
a median order SedqI(G)(L) (where q ≥ 0) whose feed vertex d satisfies |N
++
T (d) \ I(d)| > |N
+
T (d) \ I(d)|.
Therefore, to complete the proof of Theorem 5, we only need to show that if d is the feed vertex of a median
order of T satisfying the above property, then d has a large second neighborhood in H . The remainder of
the section is devoted to proving this fact, which we state as Lemma 22.
Lemma 16. Let L be a median order of T having feed vertex d such that |N++T (d) \ I(d)| > |N
+
T (d) \ I(d)|.
If either d has no special in-neighbors or d has a special in-neighbor of Type-I, then d has a large second
neighborhood in H.
Proof. If z /∈ N+H(d), then we are done by Lemma 14(a). So we can assume that z ∈ N
+
H(d).
Suppose that d has no special in-neighbors. Then, by Lemma 7, we have N++T (d) ⊆ N
++
G (d). Conse-
quently, N++T (d) \ I(d) ⊆ N
++
G (d) \ I(d).
Now suppose that d has a special in-neighbor of Type-I and d is not prime. Then there exists Q ∈ C such
that I(d) = Γ(Q). By Lemma 11, we have N++T (d) \ I(d) ⊆ N
++
G (d) \ I(d).
Therefore, if d has no special in-neighbors or if d has a special in-neighbor of Type-I but d is not prime,
we have N++T (d) \ I(d) ⊆ N
++
G (d) \ I(d). In that case, we get,
|N+H(d)| = |N
+
G (d)|+ 1 (as z ∈ N
+
H(d))
= |N+G (d) \ I(d)| + |N
+
G (d) ∩ I(d)|+ 1
≤ |N+T (d) \ I(d)| + |N
++
G (d) ∩ I(d)|+ 1 (since N
+
G (d) ⊆ N
+
T (d) and by Remark 3)
≤ |N++T (d) \ I(d)| + |N
++
G (d) ∩ I(d)| (as |N
++
T (d) \ I(d)| > |N
+
T (d) \ I(d)|)
≤ |N++G (d) \ I(d)| + |N
++
G (d) ∩ I(d)| (as N
++
T (d) \ I(d) ⊆ N
++
G (d) \ I(d))
= |N++G (d)|
≤ |N++H (d)|
and hence d has a large second neighborhood in H . Now, to prove the lemma, it only remains to consider the
case when d has a special in-neighbor b of Type-I and d is prime. Then by Lemma 9, there exist a, u ∈ V (T )
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such that d → a 99K b ։ d and a ։ u → b, where u d. This means that (u, d)R(b, a). If u 99K d, then
since T is a safe completion of G, the fact that a 99K b implies that {u, d} and {b, a} lie in some cycle Q in
C. But then d ∈ Γ(Q), which contradicts the fact that d is prime. Therefore, we have d 99K u. Then by
Lemma 10(a), we have N++T (d) \ {b} ⊆ N
++
G (d). Combining all these together, we have
|N+H(d)| = |N
+
G (d)|+ 1 (as z ∈ N
+
H(d))
= |N+T (d)| − 1 + 1 (as d 99K u in T )
≤ |N++T (d) \ {b}| (as I(d) = {d}, we have |N
++
T (d)| > |N
+
T (d)|)
≤ |N++G (d)| (as N
++
T (d) \ {b} ⊆ N
++
G (d))
≤ |N++H (d)|
Hence the lemma.
The relation F
Define a relation F on V (G) as follows. For x, y ∈ V (G) such that x is prime, we say that xFy if and only if
there exists x′ ∈ V (G) such that x։ y → x′, x x′ in G and the missing edge x x′ is singly-forced. Note
that if xFy, then the missing edge x x′ is forced in the direction x to x′, and the condition that x x′ is
singly-forced ensures that it is not forced in the direction x′ to x.
Lemma 17. Let x be the feed vertex of a median order L of T . Suppose that x is prime and there exists
y ∈ V (G) such that xFy. Then, there exists y′ ∈ V (G) such that y y′ and y 99K y′ → x in T . Moreover,
y is prime.
Proof. By the definition of xFy, we have that there exists x′ ∈ V (G) such that x։ y → x′, where x x′ is
singly-forced and is forced in the direction from x to x′. As T is a safe completion, we then have x 99K x′.
Since x is the feed vertex of L, x ։ y is a reverse special arc in (T, L), where the only missing edge x x′
that is incident on x is oriented as x 99K x′. This implies that condition (b) of Lemma 12 does not hold.
Therefore, condition (a) of the lemma must be true, i.e. there should exist y′ ∈ V (T ) such that y 99K y′ → x
in T . Now, if y is not prime, then we have that, y ∈ Γ(Q) for some Q ∈ C. Therefore by Corollary 2(a),
y′ ∈ Γ(Q). But we have a vertex x ∈ V (G) \ Γ(Q) (as x is prime) such that x → y and y′ → x. As
y, y′ ∈ Γ(Q), this contradicts the fact that Γ(Q) forms a module in G (by Corollary 2(b)). Therefore we can
conclude that y is prime.
Lemma 18. The relation F is not cyclic, i.e. there does not exist vertices x1, x2, . . . , xk ∈ V (G) such that
x1Fx2F · · · FxkFx1.
Proof. We shall first prove the stronger statement that if a1, a2, . . . , at ∈ V (G) such that a1Fa2F · · ·Fat,
then there does not exist i ∈ {2, . . . , t− 1} such that a1 ai. Suppose not. Then by the definition of F , the
fact that a1Fa2 implies that the missing edge a1 ai is forced in the direction a1 to ai and not forced in
the direction ai to a1. But since the only non-neighbor of ai is a1, the fact that aiFai+1 similarly implies
that the missing edge a1 ai is forced in the direction ai to a1, which is a contradiction.
By the definition of F , there is a special cycle C = x1 ։ x2 ։ x3 ։ · · ·։ xk ։ x1. By Corollary 1(a),
we know that there exists i ∈ {3, 4, . . . , k − 1} such that x1 xi, which is a contradiction to the above
observation.
Lemma 19. Let L be a median order of T having feed vertex d and let y be a vertex such that dFy. Then
there exists a median order of T having feed vertex y.
Proof. As dFy, by the definition of F , there exists d′ such that d ։ y → d′ where d d′ is singly-forced
in the direction from d to d′ and hence, d 99K d′ in T (recall that T is a safe completion). As d is the feed
vertex of L, d ։ y is a reverse special arc in (T, L). Since the only missing edge d d′ that is incident on
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d is oriented as d 99K d′, condition (b) of Lemma 12 does not hold. Therefore, condition (a) of Lemma 12
should be true. Now as exactly one of the conditions of the lemma is satisfied, if L = (x1, x2, . . . , xn = d)
and y = xi, for some i ∈ {1, 2, . . . , n− 1}, we have that L′ = (x1, x2, . . . , xi−1, xi+1, . . . , xn, xi = y) is also a
median order of T .
Lemma 20. Let L be a median order of T whose feed vertex d is prime. Suppose that there exists d′ ∈ V (T )
such that d 99K d′ in T . Then the missing edge {d, d′} does not have an in-neighbor in ∆(G).
Proof. Suppose not. Let {a, a′} be an in-neighbor of {d, d′} in ∆(G). Then, without loss of generality,
by the definition of ∆(G), we can assume that (a, a′)R(d, d′), and therefore there exists the four cycle
a → d ։ a′ → d′ ։ a. As d is prime, d does not belong to Γ(Q) for any Q ∈ C. This means that {d, d′}
does not lie in any cycle in C. Then as T is a safe completion, d 99K d′ and (a, a′)R(d, d′), we have that
a 99K a′ in T . As d is the feed vertex of L, d ։ a′ is a reverse special arc in (T, L). Note that the only
missing edge d d′ incident on d is oriented as d 99K d′, and the only missing edge a a′ incident on a′
is oriented as a 99K a′. This implies that neither of the conditions (a) or (b) of Lemma 12 hold, which is a
contradiction.
Lemma 21. Let d be the feed vertex of a median order L of T and d′ ∈ V (T ) be such that d 99K d′ in T . If
d has no Type-I special in-neighbor then d is not prime.
Proof. Suppose for the sake of contradiction that d has no Type-I special in-neighbor and d is prime. Then,
by Lemma 20, the missing edge {d, d′} does not have an in-neighbor in ∆(G). Now, suppose that {d, d′}
has an out-neighbor, say {a, a′} in ∆(G). Without loss of generality, by the definition of ∆(G), we can
assume that (d, d′)R(a, a′). That is, there exists the four cycle d → a ։ d′ → a′ ։ d. As d is prime, the
missing edge {d, d′} does not lie on any cycle in C. Since T is a safe completion, d 99K d′ and (d, d′)R(a, a′),
we have a 99K a′ in T . Then, d → a 99K a′ ։ d, implying that a′ is a Type-I special in-neighbor of d,
which is a contradiction. Therefore, we can conclude that the missing edge {d, d′} is an isolated vertex in
∆(G). Then, by Lemma 13, we have that d d′ is not an unforced missing edge. Now, if d d′ is forced in
both directions, by Proposition 7, we have that {d, d′} has an in-neighbor in ∆(G), which is a contradiction.
Therefore, we can conclude that d d′ is singly-forced in G.
As d 99K d′ in T and T is a safe completion, it should be the case that d d′ is singly-forced in the
direction d to d′ in G. Then by Definition 1, there exists v ∈ V (G) such that, d։ v → d′. This together with
the assumption that d is prime implies that dFv. Let y1, y2, . . . , yk be a sequence of vertices of maximum
length such that dFy1Fy2F · · ·Fyk, where y1 = v. Note that since F is acyclic as shown in Lemma 18, such
a sequence exists and each vertex in d, y1, y2, . . . , yk is distinct. Now let L0 = L and let L1, L2, . . . , Lk be
the median orders of T such that for each i ∈ {1, . . . , k}, Li is obtained by applying Lemma 19 on Li−1. As
yk−1 is the feed vertex of Lk−1 and yk−1Fyk, by Lemma 17, we have that there exists y
′
k ∈ V (T ) such that
yk 99K y
′
k → yk−1 in T and that yk is prime.
Since yk is the feed vertex of Lk, and yk 99K y
′
k, by Lemma 20, we have that {yk, y
′
k} has no in-neighbor in
∆(G). Now, suppose that the {yk, y′k} has an out-neighbor {b, b
′} in ∆(G). Then, without loss of generality,
we can assume that (yk, y
′
k)R(b, b
′), i.e. there exists the four cycle yk → b ։ y′k → b
′
։ yk. As yk is
prime, the missing edge {yk, y′k} does not lie on any cycle in C. Therefore, since T is a safe completion,
yk 99K y
′
k and (yk, y
′
k)R(b, b
′), we have that b 99K b′. Since yk−1Fyk, there exists a vertex y
′
k−1 such that
yk−1 y
′
k−1 is singly-forced in the direction from yk−1 to y
′
k−1. As T is a safe completion, this means that
yk−1 99K y
′
k−1. As the missing edge incident on b
′ is oriented towards b′ in T , this implies that b′ 6= yk−1.
Clearly, b 6= yk−1 (as yk−1 ։ yk, but yk → b). Recalling that b b′, we now have that either b → yk−1 or
yk−1 → b. Now if b → yk−1, then b → yk−1 ։ yk → b would form a directed triangle containing a special
arc and if yk−1 → b, then yk−1 → b ։ y′k → yk−1 would form a directed triangle containing a special arc.
As we have a contradiction in both cases, {yk, y′k} has no out-neighbor in ∆(G). Therefore, {yk, y
′
k} is an
isolated vertex in ∆(G).
By Lemma 13 applied on the median order Lk of T , we have that yk y
′
k is not an unforced missing
edge. As {yk, y′k} has no in-neighbor in ∆(G), by Proposition 7, yk y
′
k is not forced in both directions.
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Therefore, we can conclude that, yk y
′
k is singly forced. As yk 99K y
′
k and T is a safe completion, we know
that yk y
′
k is forced in the direction yk to y
′
k, i.e. there exists a vertex u such that yk ։ u→ y
′
k. As yk is
prime, this further implies that ykFu. We now have dFy1Fy2F · · ·Fyk−1FykFu. By Lemma 18, u 6= d and
u 6= yi for any i ∈ {1, 2, . . . , k}. This contradicts the choice of y1, y2, . . . , yk.
Lemma 22. Let L be a median order of T having feed vertex d. If |N++T (d) \ I(d)| > |N
+
T (d) \ I(d)|, then
d has a large second neighborhood in H.
Proof. If z /∈ N+H(d), then we are done by Lemma 14(a). So we can assume that z ∈ N
+
H(d).
If d has no special in-neighbors or has a special in-neighbor of Type-I, then we are done by Lemma 16.
Therefore, we shall assume that d has no Type-I special in-neighbors but has at least one Type-II special
in-neighbor. Let x be any Type-II special in-neighbor of d. Then there exists d′ ∈ V (T ) such that d 99K
d′ → x ։ d in T . As d has no Type-I special in-neighbors, by Lemma 21, we get that d is not prime, i.e.
I(d) = Γ(Q) for some Q ∈ C. Therefore, by Corollary 2(a), d′ ∈ Γ(Q). Now suppose that x /∈ Γ(Q). Then
since d′ → x, x → d and d, d′ ∈ Γ(Q), we have a contradiction to the fact that Γ(Q) is a module in G
(by Corollary 2(b)). Therefore, every special in-neighbor of d is contained in Γ(Q) = I(d); in other words,
there are no special in-neighbors of d in N++T (d) \ I(d). Then by Lemma 7, we have that N
++
T (d) \ I(d) ⊆
N++G (d) \ I(d). By Remark 3, we have |N
+
G (d) ∩ I(d)| = |N
++
G (d) ∩ I(d)|. Combining our observations, we
get
|N+H(d)| = |N
+
G (d)| + 1 (as z ∈ N
+
H(d))
= |N+G (d) \ I(d)|+ |N
+
G (d) ∩ I(d)|+ 1
≤ |N+T (d) \ I(d)|+ |N
+
G (d) ∩ I(d)|+ 1 (since N
+
G (d) ⊆ N
+
T (d))
≤ |N++T (d) \ I(d)|+ |N
++
G (d) ∩ I(d)| (as |N
++
T (d) \ I(d)| > |N
+
T (d) \ I(d)|)
≤ |N++G (d) \ I(d)|+ |N
++
G (d) ∩ I(d)| (as N
++
T (d) \ I(d) ⊆ N
++
G (d) \ I(d))
= |N++G (d)|
≤ |N++H (d)|
Therefore, d has a large second neighborhood in H .
We are now ready to give a formal proof of Theorem 5.
Proof of Theorem 5
Proof. Let T be the completion of G chosen as explained before: i.e. T is a safe completion of G which has
maximum value, where the value of a tournament is the number of forward arcs in any median order of it.
By Lemma 1, there exists a good median order L of T with respect to I(G). If L is periodic, then we are
done by Lemma 15. Therefore, we can assume that L is stable. Then, by the definition of a stable median
order, there exists an integer q ≥ 0 such that Sedq+1I(G)(L) = Sed
q
I(G)(L). By Theorem 4, L
′ = SedqI(G)(L)
is a median order of T . Let d be the feed vertex of L′. By Theorem 3, d has a large second neighborhood
in G. As SedI(G)(L
′) = L′, we have |N++T (d) \ I(d)| > |N
+
T (d) \ I(d)|. We can then conclude by Lemma 22
that d has a large second neighborhood in H as well.
Corollary 5. Every oriented graph whose missing edges can be partitioned into a matching and a star
contains a vertex with a large second neighborhood.
Corollary 6. Every oriented graph whose missing edges form a matching and does not contain a sink
contains at least two vertices with large second neighborhoods.
Proof. Let H be an oriented graph whose missing edges form a matching and does not contain a sink. By
Corollary 4, we know that there exists a vertex z in H with a large second neighborhood. As H − {z} is an
oriented graph whose missing edges form a matching, by Theorem 5, we can infer that there exists a vertex
z′ ∈ V (H) \ {z} that has a large second neighborhood in H .
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Figure 2: A tournament missing a matching with no sink and exactly two vertices with large second neigh-
borhoods (shown in black).
The graph shown in Figure 2 is a tournament missing a matching without a sink that contains exactly
two vertices with large second neighborhoods. Therefore, Corollary 6 is tight.
3 Graphs with constraints on out-degree
In this section, we prove that the Second Neighborhood Conjecture is true for the class of oriented graphs
whose vertex set has a partition (A,B) such that B is an independent set and the subgraph induced by A
is 2-degenerate. Note that every subgraph of a 2-degenerate graph is also 2-degenerate.
Proposition 9. Let H = (V,E) be an oriented graph on n vertices which is 2-degenerate. Then,
(a) |E(H)| ≤ 2n− 3.
(b) H has at least one vertex with out-degree at most 1.
Proof. (a) We prove this by induction on |V (H)| = n. It is trivially true in the base case where n = 2.
Assume that the statement is true for all 2-degenerate graphs with less than n vertices. As H is 2-degenerate,
it has a vertex of degree at most 2, say x. Now the subgraph H − {x} of H is itself 2-degenerate and has
only n− 1 vertices. Therefore, by the induction hypothesis, |E(H − {x})| ≤ 2(n− 1)− 3. As x has at most
2 edges incident to it, we have |E(H)| ≤ |E(H − {x})|+ 2 ≤ 2n− 3.
(b) Note that |E(H)| =
∑
u∈V (H) |N
+(u)|. Therefore, if |N+(u)| ≥ 2 for every vertex u ∈ V (H), then
we would get |E(H)| ≥ 2n, contradicting (a).
For the remainder of this section, we denote by G = (V,E) an oriented graph whose vertex set has a
partition (A,B) such that B is an independent set of G and G[A] is 2-degenerate.
Let d be the minimum out-degree of G.
Lemma 23. If there is a vertex with out-degree d in B, then G has a vertex with large second neighborhood.
Proof. Suppose not. Let v ∈ B be a vertex such that |N+(v)| = d. As v ∈ B and B is an independent
set, we have N+(v) ⊆ A. Let N++(v) = X ∪ Y , where X ⊆ A, Y ⊆ B. Also, let |X | = x and |Y | = y.
As v does not have a large second neighborhood and |N+(v)| = d, we have x + y ≤ d − 1. Consider the
subgraph H = G[N+(v) ∪X ∪ Y ]. As N+(v) ∪X ⊆ A and G[A] is 2-degenerate, by Proposition 9(a), the
maximum number of edges in G[N+(v) ∪X ] is 2(d + x) − 3. Together with the at most dy edges between
N+(v) and Y , we get that the number of edges in H that have at least one end point in N+(v) is at most
2(d + x) + dy − 3. i.e., |{(p, q) ∈ E(H) : {p, q} ∩ N+(v) 6= ∅}| ≤ 2(d + x) + dy − 3. Also since each vertex
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u ∈ N+(v) has out-degree at least d, we have that |{(p, q) ∈ E(H) : p ∈ N+(v)}| ≥ d2. Therefore we can
conclude that,
2d+ 2x+ dy − 3 ≥ d2 (3)
Suppose that y ≤ d− 2. Then we have,
2d+ 2x+ dy − 3 = 2d+ 2(x+ y) + (d− 2)y − 3 (adding and subtracting 2y)
≤ 2d+ 2(d− 1) + (d− 2)2 − 3 (since x+ y ≤ d− 1 and y ≤ d− 2)
= d2 − 1 < d2
which is a contradiction to (3). Therefore, y ≥ d−1. Since x+y ≤ d−1, this implies that x = 0 and y = d−1.
As N+(v) ⊆ A, we know that G[N+(v)] is 2-degenerate. Then by Proposition 9(b), there exists a vertex
w ∈ N+(v) whose out-degree in G[N+(v)] is at most 1. In fact, the out-degree of w in G[N+(v)] is exactly 1,
as otherwiseN+(w) ⊆ Y , implying that y ≥ |N+(w)| ≥ d, which contradicts the fact that y = d−1. Let w′ be
the unique out-neighbor of w in G[N+(v)]. Note that since w ∈ N+(v), we have N+(w) ⊆ N+(v)∪N++(v),
or in other words, N+(w) ⊆ N+(v) ∪ X ∪ Y . Then the fact that N+(w) ∩ N+(v) = {w′} and x = 0
implies that N+(w) ⊆ {w′} ∪ Y . Since y = d − 1, this further implies that |N+(w)| = d; in particular,
N+(w) = Y ∪ {w′}. Again, as with w, it can be seen that N+(w′) ⊆ N+(v) ∪ X ∪ Y . As x = 0 and
w′ has at most d − 1 out-neighbors in N+(v), it is clear that w′ should have at least one out-neighbor
in Y , say z. Then z ∈ N+(w) ∩ N+(w′). As Y is an independent set, we have N+(z) ⊆ A \ {w,w′},
implying that N+(z) is disjoint from N+(w) = Y ∪ {w′}. This means that N+(z) ⊆ N++(w), which
gives |N++(w)| ≥ |N+(z)| ≥ d = |N+(w)|. Hence w has a large second neighborhood in G, which is a
contradiction.
Lemma 24. If the out-degree of every vertex in B is at least d + 1, then G has a vertex with large second
neighborhood.
Proof. Suppose not. Note that from Theorem 1, we have d > 6. Clearly, there is a vertex v ∈ A such that
|N+(v)| = d. Let N+(v) = X ∪ Y , where X ⊆ A and Y ⊆ B, and N++(v) = X ′ ∪ Y ′, where X ′ ⊆ A and
Y ′ ⊆ B. Also, let |X | = x, |Y | = y, |X ′| = x′ and |Y ′| = y′. Note that x+ y = d, and since v does not have
a large second neighborhood, x′ + y′ ≤ d− 1. Since each vertex of Y has at least d+ 1 out-neighbors, all of
which lie in X ∪X ′, we further have x+ x′ ≥ d+ 1.
Claim 1. x ≥ 3.
Assume to the contrary that x ≤ 2. Then since x′ ≤ d− 1 and x+x′ ≥ d+1, it should be the case that
x = 2, x′ = d− 1, y′ = 0 and x+ x′ = d+ 1. This implies that N+(u) = X ∪X ′ for all u ∈ Y . Then,
neither vertex in X can have an out-neighbor in Y . Now if w ∈ X is a vertex that has no out-neighbor
in X (clearly, such a vertex exists as x = 2), the fact that y′ = 0 implies that N+(w) ⊆ X ′. But
x′ = d− 1, implying that |N+(w)| < d, which is a contradiction. This proves the claim.
Now, consider the subgraph H = G[X ∪ Y ∪ X ′ ∪ Y ′]. As X ∪ X ′ ⊆ A and G[A] is 2-degenerate, by
Proposition 9(a), the maximum number of edges in G[X ∪X ′] is 2(x + x′)− 3. Together with the at most
xy edges between X and Y , the at most xy′ edges between X and Y ′ and the at most yx′ edges between
Y and X ′, we get that the number of edges in H with at least one end point in N+(v) = X ∪ Y is at most
2(x+ x′)− 3 + xy + xy′ + x′y, i.e., |{(p, q) ∈ E(H) : {p, q} ∩N+(v) 6= ∅}| ≤ 2(x+ x′)− 3 + xy + xy′ + x′y.
There are at least d edges going out from each vertex of X and at least d + 1 edges going out from each
vertex of Y . Therefore, |{(p, q) ∈ E(H) : p ∈ X}| ≥ dx and |{(p, q) ∈ E(H) : p ∈ Y }| ≥ (d+1)y. Altogether,
we have |{(p, q) ∈ E(H) : p ∈ N+(v)}| ≥ dx+(d+1)y = d2 + y (as x+ y = d). Hence we can conclude that,
2(x+ x′)− 3 + xy + xy′ + x′y ≥ d2 + y (4)
Claim 2. At most one of x and x′ can be greater than or equal to d2 + 1.
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Suppose for the sake of contradiction that x = d2 + r and x
′ = d2 + s, where r, s ≥ 1. As x + y = d
and x′ + y′ ≤ d − 1 we have y = d2 − r and y
′ ≤ d2 − s − 1. By substituting these in the LHS of the
equation (4) we have,
2(x+ x′)− 3 + xy + xy′ + x′y ≤ 2(d+ r + s)− 3 +
(
d
2
+ r
)(
d
2
− r
)
+
(
d
2
+ r
)(
d
2
− s− 1
)
+
(
d
2
+ s
)(
d
2
− r
)
≤
3d2
4
+ 2d+ r − 3− r2 −
d
2
(as r ≥ 1 we have rs ≥ s)
Combining the last inequality with (4), we get
3d2
4
+ 2d+ r − 3− r2 −
d
2
≥ d2 + y
6d+ 4r ≥ d2 + 4y + 12 + 4r2
d2 + 4r > d2 + 4y + 12 + 4r2 (as d > 6)
4r > 4y + 12 + 4r2
This is a contradiction as r ≥ 1 and y ≥ 0. This proves the claim.
Now, consider the LHS of (4).
2(x+ x′)− 3 + xy + xy′ + x′y = 2x+ 2x′ − 3 + xy + y′(x+ y) + x′(x+ y)− xx′ − yy′
(adding and subtracting xx′ + yy′)
= 2x+ 2x′ − 3 + xy + d(x′ + y′)− xx′ − yy′ (as x+ y = d)
≤ 2x+ 2x′ − 3 + xy + d(d− 1)− xx′ − yy′ (as x′ + y′ ≤ d− 1) (5)
Now, suppose that x′ ≥ y + 2. Then (5) implies,
2(x+ x′)− 3 + xy + xy′ + x′y ≤ 2x+ 2x′ − 3 + xy + d(d− 1)− x(y + 2)− yy′
= d2 + 2x′ − 3− d− yy′
Combining this inequality with (4), we have
d2 + 2x′ − 3− d− yy′ ≥ d2 + y
2x′ − 3− d− yy′ ≥ y (6)
Therefore we get,
2x′ − 3− d− yy′ + 2x ≥ y + 2x
2(x+ x′)− 3− d− yy′ ≥ 2d− y (as x+ y = d)
As max{x, x′} = d and by Claim 2, min{x, x′} ≤ d2 + 1, we have x + x
′ ≤ 3d2 + 1. Combining this with the
above inequality, we have
3d− 1− d− yy′ ≥ 2d− y
y ≥ yy′ + 1
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This implies that y′ = 0. Then (6) becomes
2x′ − 3− d ≥ y
2x′ ≥ x+ 2y + 3 (as d = x+ y)
x′ ≥ y + 3 (as x ≥ 3 by Claim 1)
Substituting this together with y′ = 0 in the RHS of (5) we get,
2(x+ x′)− 3 + xy + xy′ + x′y ≤ 2x+ 2x′ − 3 + xy + d(d− 1)− x(y + 3)
= d2 + 2x′ − 3− d− x
Combining this with (4), we have
d2 + 2x′ − 3− d− x ≥ d2 + y
x′ ≥ d+
3
2
(as x+ y = d)
which contradicts the fact that x′+ y′ ≤ d− 1. Therefore, we can assume that x′ ≤ y+1. In fact, x′ = y+1,
as otherwise, x+x′ < x+y+1 = d+1, which is a contradiction to our earlier observation that x+x′ ≥ d+1.
Now, substituting x′ = y + 1 in the RHS of (5), we get
2(x+ x′)− 3 + xy + xy′ + x′y ≤ 2x+ 2(y + 1)− 3 + xy + d2 − d− x(y + 1)− yy′
= d2 + d− 1− x− yy′ (as x+ y = d)
Now, combining this with (4), we have
d2 + d− 1− x− yy′ ≥ d2 + y
yy′ + 1 ≤ 0 (as x+ y = d)
which is a contradiction. This proves the lemma.
Theorem 6. Let G = (V,E) be an oriented graph whose vertex set V (G) has a partition (A,B), such that
B is an independent set and G[A] is 2-degenerate. Then G has a vertex with a large second neighborhood.
Proof. The proof is immediate from Lemma 23 and Lemma 24.
4 Conclusion
The question of whether there exists two vertices with large second neighborhoods in any oriented graph
without a sink seems to be open.
Conjecture 2. Any oriented graph without a sink contains at least two vertices with large second neighbor-
hoods.
Clearly, Conjecture 2 implies Conjecture 1 (the Second Neighborhood Conjecture). We propose the
following conjecture, which though apparently weaker at first sight, can be shown to be equivalent to Con-
jecture 2.
Conjecture 3. If an oriented graph contains exactly one vertex with a large second neighborhood, then that
vertex is a sink.
Proposition 10. Conjecture 3 implies Conjecture 1.
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Proof. Suppose that Conjecture 3 is true but Conjecture 1 is not. Let G be a minimal counterexample to
Conjecture 1: i.e., G is an oriented graph with minimum number of vertices and edges in which no vertex
has a large second neighborhood. In particular, G cannot have a sink. Let (u, v) ∈ E(G). Consider the
graph G′ obtained by removing the edge (u, v) from G. As G is a minimal counterexample to Conjecture 1,
we know that G′ contains at least one vertex with a large second neighborhood. We claim that G′ contains
at least two vertices with large second neighborhoods. Suppose not. Then by Conjecture 3, G′ has a sink
in it. As there is no sink in G and every vertex other than u has the same out-neighborhood in both G and
G′, this means that u must be a sink in G′. Then, N+G (u) = {v} and N
+
G (v) ⊆ N
++
G (u). Since v is not a
sink in G, we also have that |N+G (v)| ≥ 1, which gives us |N
++
G (u)| ≥ 1. Therefore, u has a large second
neighborhood in G, which is a contradiction. This proves that G′ contains at least two vertices with large
second neighborhoods. Then there exists a vertex w 6= u in G′ such that |N+G′(w)| ≤ |N
++
G′ (w)|. As w 6= u,
by the definition of G′, we have that N+G (w) = N
+
G′(w) and N
++
G′ (w) ⊆ N
++
G (w). Combining this with the
previous observation, we get |N+G (w)| ≤ |N
++
G (w)|, implying that w has a large second neighborhood in G,
which is a contradiction.
By the above proposition, it can be easily seen that Conjecture 3 implies Conjecture 2 and therefore they
are equivalent. We do not know if these conjectures are equivalent to Conjecture 1 or if they hold for the
class of graphs studied in Section 3.
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A Omitted proofs
We first prove a proposition that will be used in the proof of Lemma 1 and Theorem 4.
Proposition 11. Let (x1, x2, . . . , xn) be a median order of a tournament T . Let i, j ∈ {1, 2, . . . , n} such
that i < j − 1 and xi and xj belong to a module in T and every vertex in {xi+1, . . . , xj−1} is outside this
module. Then:
(a) (x1, x2, . . . , xi−1, xi+1, xi+2, . . . , xj−1, xi, xj , xj+1, . . . , xn) is a median order of T , and
(b) (x1, x2, . . . , xi, xj , xi+1, xi+2, . . . , xj−1, xj+1, . . . , xn) is a median order of T .
Proof. Consider the set of vertices X = {xi+1, xi+2, . . . , xj−1}. Suppose that |N+(xi)∩X | > |N−(xi)∩X |.
As xi and xj belong to a module in T and every vertex of X is outside this module, we have N
+(xj)∩X =
N+(xi)∩X and N−(xj)∩X = N−(xi)∩X . This gives us |N+(xj)∩X | > |N−(xj)∩X |, which contradicts
Proposition 2(b) applied on xi+1 and xj . Therefore, |N+(xi)∩X | ≤ |N−(xi)∩X |. Then by Proposition 2(a)
applied on xi and xj−1, we have |N+(xi) ∩X | = |N−(xi) ∩X |. Applying Proposition 3(a) on xi and xj−1,
we now get that (x1, x2, . . . , xi−1, xi+1, xi+2, . . . , xj−1, xi, xj , xj+1, . . . , xn) is a median order of T . This
proves (a). It is easy to see, by repeating the same arguments for xj and X , that (b) is also true.
We are now ready to prove Lemma 1.
Lemma 3 ([6]). Let I = {I1, I2, . . . , Ir} be a partition of the vertex set of a tournament T into modules and
let L be a median order of T . Then there is a good median order L′ of T with respect to I such that L and
L′ have the same feed vertex.
Proof. Given an ordering P of the vertices of T and a module I ∈ I, a maximal subset of I that is consecutive
in P is said to be a “fragment” of I in P . Clearly, the fragments of a module I ∈ I are ordered from left to
right in P . We define the “weight” of a vertex v ∈ I with respect to P to be the number of fragments of I
that occur after the fragment of I containing v. The weight of P is defined to be the sum of the weights of
all the vertices with respect to P . Note that the median orders of T with zero weight are exactly the good
median orders of T with respect to I. Now suppose that P is a median order of T with non-zero weight.
Then there exists I ∈ I and u, v ∈ I such that they are not consecutive in P and no vertex between them
in P belongs to I. Let P ′ be the median order of T obtained from P by applying Proposition 11(a) to P , u
and v. It can be verified that the weight of P ′ is strictly less than the weight of P and that P and P ′ have
the same feed vertex. This means that by applying the above procedure repeatedly to the median order L
of T , we can obtain a median order L′ of T with zero weight (hence, it is a good median order of T with
respect to I) having the same feed vertex as L.
We shall now prove the following proposition and theorem which are adapted from the proof of Havet
and Thomasse so as to incorporate our slightly changed definition of sedimentation.
Proposition 12. Let T be a tournament and L = (x1, x2, . . . , xn) be a median order of T such that
|N+(xn)| = |N++(xn)|.
(a) If N−(xn) = N
++(xn), then (xn, x1, x2, . . . , xn−1) is a median order of T , and
(b) If N−(xn) \ N++(xn) 6= ∅ and xi is the vertex in N−(xn) \ N++(xn) that occurs first in L, then
(xi, x1, x2, . . . , xi−1, xi+1, . . . , xn) is a median order of T .
Proof. (a) Since |N+(xn)| = |N++(xn)| and N−(xn) = N++(xn), we have |N+(xn)| = |N−(xn)|. Therefore,
by Proposition 3(b) applied on x1 and xn, we have that (xn, x1, x2, . . . , xn−1) is a median order of T .
(b) Let D = {x1, x2, . . . , xi−1} and U = {xi, xi+1, . . . , xn}. By Proposition 1(a), (xi, xi+1, . . . , xn) is a
median order of the subtournament T [U ] of T . Applying Theorem 2 to this median order of the tournament
T [U ], we have |N+T (xn) ∩ U | = |N
+
T [U ](xn)| ≤ |N
++
T [U ](xn)| ≤ |N
++
T (xn) ∩ U |. This together with the
fact that, |N+T (xn)| = |N
+
T (xn) ∩ D| + |N
+
T (xn) ∩ U |, |N
++
T (xn)| = |N
++
T (xn) ∩ D| + |N
++
T (xn) ∩ U | and
|N+T (xn)| = |N
++
T (xn)| (assumption of the lemma) implies that |N
+
T (xn) ∩ D| ≥ |N
++
T (xn) ∩ D|. As
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xi ∈ N
−
T (xn) \N
++
T (xn), we have that N
+
T (xn)∩D ⊆ N
+
T (xi)∩D and N
−
T (xi)∩D ⊆ N
−
T (xn)∩D. As xi is
the first vertex in L that belongs to N−T (xn) \N
++
T (xn), we also have that N
−
T (xn)∩D = N
++
T (xn)∩D. By
Proposition 2(a) applied to x1 and xi, we get |N
+
T (xi)∩D| ≤ |N
−
T (xi)∩D|. Combining everything, we have
|N+T (xn) ∩ D| ≤ |N
+
T (xi) ∩ D| ≤ |N
−
T (xi) ∩ D| ≤ |N
−
T (xn) ∩ D| = |N
++
T (xn) ∩ D|. Recalling our previous
observation that |N+T (xn) ∩ D| ≥ |N
++
T (xn) ∩ D|, we then have |N
+
T (xi) ∩ D| = |N
−
T (xi) ∩ D|. Now from
Proposition 3(b) applied on x1 and xi, we get that (xi, x1, x2, . . . , xi−1, xi+1, . . . , xn) is a median order of
T .
Following is the theorem from [7] that we need.
Theorem 7 (Havet-Thomasse). Let T be a tournament and L = (x1, x2, . . . , xn) be a median order of it such
that |N+(xn)| = |N
++(xn)|. Let b1, b2, . . . , bk be the vertices in N
−(xn) \ N
++(xn) and v1, v2, . . . , vn−k−1
be the vertices in N+(xn) ∪ N++(xn), both enumerated in the order in which they appear in L. Then
(b1, b2, . . . , bk, xn, v1, v2, . . . , vn−k−1) is a median order of T .
Proof. We prove this by induction on |N−(xn)\N++(xn)|. If |N−(xn)\N++(xn)| = 0, then we are done by
Proposition 12(a). So let us assume that N−(xn) \ N++(xn) 6= ∅ and that b1, b2, . . . , bk, v1, v2, . . . , vn−k−1
are the vertices as defined in the statement of the theorem. By Proposition 12(b), we know that Lˆ =
(xi, x1, . . . , xi−1, xi+1, . . . , xn) is a median order of T , where xi = b1. By Proposition 1(a), we know
that L′ = (x1, x2, . . . , xi−1, xi+1, . . . , xn) is a median order of T
′ = T − {b1}. It is easy to see that
N+T ′(xn) = N
+
T (xn), N
−
T ′(xn) = N
−
T (xn)\{b1} andN
++
T ′ (xn) = N
++
T (xn). Therefore, |N
+
T ′(xn)| = |N
++
T ′ (xn)|
and N−T ′(xn) \ N
++
T ′ (xn) = {b2, b3, . . . , bk}. By the induction hypothesis applied on the tournament T
′ and
the median order L′, we get that (b2, b3, . . . , bk, xn, v1, v2, . . . , vn−k−1) is a median order of T
′. Now by
Proposition 1(b), we can replace the subsequence (x1, . . . , xn) of Lˆ with any median order of T
′ to obtain a
median order of T . Therefore, (b1, b2, . . . , bk, xn, v1, v2, . . . , vn−k−1) is a median order of T .
We are now ready to give a proof of Theorem 4.
Theorem 5 (Ghazal). Let T be a tournament. If I is a partition of V (T ) into modules and L is a good
median order of T with respect to I, then SedI(L) is also a good median order of T with respect to I.
Proof. Let L = (x1, x2, . . . , xn) and let I ∈ I be the module containing xn. If |N
+
T (xn) \ I| < |N
++
T (xn) \ I|,
then SedI(L) = L and there is nothing to prove. Therefore, by Proposition 6, we can assume that |N
+
T (xn)\
I| = |N++T (xn)\I|. Let t = |I|. Then I = {xn−t+1, xn−t+2, . . . , xn}. Let b1, b2, . . . , bk be the vertices outside
I that are in-neighbors of xn but not its second out-neighbors (i.e., {b1, b2, . . . , bk} = (N
−
T (xn)\N
++
T (xn))\I),
where 0 ≤ k ≤ n− t, and v1, v2, . . . , vn−t−k the vertices in (N
+
T (xn)∪N
++
T (xn)) \ I, both enumerated in the
order in which they appear in L.
For ease of notation, we denote xn−t+i by ui, for each i ∈ {1, 2, . . . , t}. Then u1 = xn−t+1 and ut = xn.
By Proposition 1(a), L′ = (x1, x2, . . . , xn−t+1 = u1) is a median order of T
′ = T−{u2, u3, . . . , ut}. As u1 and
xn belong to the module I of T , N
+
T ′(u1) = N
+
T (u1)\I = N
+
T (xn)\I and N
−
T ′(u1) = N
−
T (u1)\I = N
−
T (xn)\I.
By Proposition 5, we further haveN++T ′ (u1) = N
++
T (u1)\I = N
++
T (xn)\I. Since |N
+
T (xn)\I| = |N
++
T (xn)\I|,
it then follows that |N+T ′(u1)| = |N
++
T ′ (u1)| and that N
−
T ′(u1) \N
++
T ′ (u1) = {b1, b2, . . . , bk}.
By Theorem 7 applied on T ′ and L′, we get that (b1, b2, . . . , bk, u1, v1, v2, . . . , vn−t−k) is a median order of
T ′. From Proposition 1(b), we know that we can replace the subsequence (x1, x2, . . . , xn−t+1 = u1) of L with
this new median order of T ′ to get another median order (b1, b2, . . . , bk, u1, v1, v2, . . . , vn−t−k, u2, u3, . . . , ut)
of T . By repeatedly applying Proposition 11(b) on the median order (b1, b2, . . . , bk, u1, u2, . . . , ui, v1, v2, . . . ,
vn−t−k, ui+1, ui+2, . . . , ut) of T and the vertices ui and ui+1, for each value of i from 1 to t − 1, we can
conclude that SedI(L) = (b1, b2, . . . , bk, u1, u2, . . . , ut, v1, v2, . . . , vn−t−k) is a median order of T .
It only remains to be proven that SedI(L) is a good median order of T with respect to I. It can be
easily seen that for any J ∈ I, if there exists u ∈ J such that u ∈ N−T (xn)\N
++
T (xn) = {b1, b2, . . . , bk}, then
J ⊆ N−T (xn) \N
++
T (xn). As {u1, u2, . . . , ut} = I ∈ I, this implies that every other module in I is a subset
of either {b1, b2, . . . , bk} or {v1, v2, . . . , vn−t−k}. Since the vertices in each set in I occur in SedI(L) in the
same order as they occur in L, and L is a good median order of T with respect to I, we can conclude that
the vertices in each module in I occur consecutively in SedI(L) too.
