ABSTRACT The use of multimodal inputs in a smart healthcare framework is promising due to the increase in accuracy of the systems involved in the framework. In this paper, we propose a user satisfaction detection system using two multimedia contents, namely, speech and image. The three classes of satisfaction are satisfied, not satisfied, and indifferent. In the proposed system, speech and facial image of the user are captured, transmitted to a cloud, and then analyzed. A decision on the satisfaction is then delivered to the appropriate stakeholders. Several features from these two inputs are extracted from the cloud. For speech, directional derivatives of a spectrogram are used as features, whereas for image, a local binary pattern of the image is used to extract features. These features are combined and input to a support vector machine-based classifier. It is shown that the proposed system achieves up to 93% accuracy in detecting satisfaction.
I. INTRODUCTION
With the invention of low-cost processing and storage, several smart solutions are gaining attraction in improving the quality of human life. Particularly, smart healthcare is in great demand because of the increase in population and decrease in doctor-to-people ratio, and some people become are busy to travel to a specialized hospital for treatment. The smart healthcare business is estimated to be more than several billion dollars in next few years [1] .
A successful smart healthcare framework requires several parameters, including ease of use of the medical sensors, low cost, high accuracy, ubiquitous nature of the framework, and less delay in making decision. These parameters may not be achieved in a single framework, although efforts have been made for the last several years [2] - [5] . The ease of use of sensors depends on their invasiveness; low-cost depends on the complexity of the devices in acquiring signals and installation; high accuracy depends on the precision of the sensors and the algorithms embedded in the software; and delay depends on the number of features of the signals.
Numerous smart healthcare frameworks have been proposed in the literature from different perspectives. Some frameworks attempt to solve the problems in electrocardiogram signal monitoring [2] , smart cities [5] , voice pathology assessment [6] , emotion recognition [8] , and patient's state recognition [9] . A software-defined network was proposed to improve the performance of smart healthcare frameworks in [10] .
Customer satisfaction (of users and patients) is an important goal for smart healthcare business. A service provider can obtain feedback on customer satisfaction by using a survey conducted electronically or paper-based. The issue in conducting this type of survey is that sometimes the users do not want to participate. An automatic satisfaction reading from the face, speech, or gesture of the users can greatly solve this problem.
In this study, we propose a user satisfaction detection system as part of a smart healthcare framework. A multimedia-based technique is utilized to capture the signals from the users. Speech and image are the two signals captured for the accuracy of the proposed system. These signals are processed in a cloud server. A cloud manager then sends the result to the stakeholder. Figure 1 shows the smart healthcare framework. A smart home is equipped with multimedia sensors that can capture different signals. These signals come from the expressions of the user. Subsequently, the signals are transmitted to the cloud for processing. The result is then sent to the hospital, doctors, and caregivers, who analyze the satisfaction result for future quality improvement.
The organization of the remainder of the paper is as follows. Section II introduces the proposed user satisfaction detection system. Section III provides the experiments with results and discussion. Finally, Section IV concludes the paper.
II. RELATED WORKS
Several studies have been published on patients' emotions and status monitoring system. This section presents some of the important works.
The emotion or human's mental status can be recognized using speech only, image only, and their combination. An emotion recognition system using nonlinear features from speech was proposed in [20] . An optimal set of features was selected by a particle swarm optimization algorithm, which achieved 99.47% accuracy in the Emo-DB database. The same database was used in other works. For example, in [21] , a support vector machine (SVM) with spectral and prosody features was used, which achieved 94.9% accuracy. A deep neural network was used in [22] ; several selected acoustic features were fed into the network, which obtained accuracy of 81.9%. A hidden Markov model-based classification was utilized in [23] , which achieved approximately 73% accuracy. Wavelet packet energy with entropy was used as the input to an extreme learning machine-based classifier in [24] , which obtained accuracy of 97.24%.
Human facial expressions have been automatically recognized using images or videos in several studies. The most commonly used database in these works is the CohnKanade (CK) database [25] . SVM-based systems were proposed in [26] and [27] . The most prominent features of images were wavelet and geometric features, and texture pattern. The accuracies of the systems varied between 94% and 97% using the CK database.
Monitoring systems of patients' expressions were proposed in [28] - [30] . In [28] , a healthcare framework using big data of emotions and deep learning model was developed. Another framework for smart cities was introduced in [29] . A center-symmetric local binary pattern (LBP) with bandlet transformation was also realized. A combination of speech and facial features were employed to monitor patients' status in [8] . A facial expression recognition for an e-healthcare system was proposed in [30] based on Weber local descriptor. The recognition accuracy reached up to 98%.
A biologically-inspired multimedia management system was proposed in [31] .
Multimedia-based human expression recognition systems were proposed in [4] , [8] , and [28] . The multimedia inputs consisted of speech and image signals. These systems achieved higher recognition rate than that of systems using one type of signal only. Figure 2 displays the block diagram of the proposed user satisfaction detection system for a smart healthcare framework. In the proposed system, multimodal input signals are processed, namely, speech and image signals. A microphone records the speech from the user while a video camera captures the facial expressions.
III. PROPOSED SYSTEM

A. PROCESSING OF SPEECH SIGNAL
Speech signal is transmitted to the cloud, where a server extracts and classifies the features. In the server, the speech signal is framed and is calculated using Hamming window. The frame length is 40 ms, and the frame shift is 20 ms. Each windowed frame is transformed into a frequency domain representation (spectrum) using Fourier transform, such that the time domain signal is converted into a frequency domain signal. Twenty-four band-pass filters are passed through the frequency domain signal to mimic the hearing perception of the user. The center frequencies of the filters are distributed on a mel scale. The bandwidths of the filters correspond to the critical bandwidth. The result of this step is a mel spectrogram [11] .
The mel spectrogram is passed through directional derivatives in four directions to obtain the relative progress of the signal along four directions, that is, 0 • , 45 • , 90 • , and 135 • , which correspond to time, increasing time frequency, frequency, and decreasing time frequency, respectively. The derivatives used are a linear regression, where the window size is three frames before and three frames after the current frame [12] . The following equation shows the calculation of the linear regression along time (0 • ), where S n,f corresponds to the mel spectrogram at frame n and filter f .
The reason of using the directional derivatives is to capture the relative dependency of the features in time, frequency, and time-frequency directions. The satisfied mood speech may have slow transition in time and frequency directions, while the unsatisfied mood speech may contain fluctuations very often in time and frequency directions. The directional derivatives are then processed via a discrete cosine transform for compression and de-correlation. Subsequently, 48 features per frame are available for the speech signal. 
B. PROCESSING OF IMAGE SIGNAL
First, a key image frame per one-second video is selected. The key frame is determined by a histogram comparison of the frames. It is selected when the minimal distance between a frame and its previous and next frames is achieved. This key frame is termed as the image signal. A face detection algorithm extracts the face area of the image signal. This process is performed in the local processor to decrease the transmission cost of the video.
An LBP is applied to the face image once it is transmitted to the cloud server to obtain an LBP image. LBP is a powerful texture descriptor and is computationally efficient [13] . In a rectangular LBP, a window size of 3 x 3 pixels is selected. The intensity of the middle pixel is set as a threshold of the window. If the intensity value of a neighboring pixel is larger than the threshold, then ''1'' is assigned to the location of this neighboring pixel; otherwise, ''0'' is assigned. The arrangement of ''1'' and ''0'' of location of the eight neighboring pixels is concatenated to form an 8-bit binary number, which is then transformed to a denary value. The denary value is the LBP of the middle pixel. The window is slid by one pixel, and the process is repeated. Figure 3 shows an illustration of the LBP calculation. A histogram is formed from the LBP image. Several features are calculated from the histogram to describe the facial image. The extracted features are the average (mean), standard deviation, skewness, and kurtosis. These are well-known statistical features, which are successfully used in many applications.
The LBP has several variants designed to make them robust against noise and other distortions. These variants include circular LBP, multivariate LBP, center symmetric LBP, and magnitude-sign LBP. All these variants have their own advantages and disadvantages. The rectangular LBP is the basic LBP, and it has low computational complexity and comparable accuracy. Other texture descriptors are used in [14] and [15] ; however, the LBP is used in the present work for its simplicity.
C. CLASSIFICATION
An SVM-based classifier is used in the cloud server for classification. The SVM is a simple yet powerful binary classifier, and it has successfully been applied in many signal processing applications [16] such as speaker recognition, image classification, image forgery detection, and electrocardiogram signal classification. The main idea of the SVM is to maximize the distance of a linear separator from two classes of samples. Normally, real data of two classes cannot be separated by a line in a two-dimensional space. Therefore, a kernel function is applied to project the data in a high-dimensional space so that the data of two classes are separated by a hyperplane. Many kernels are proposed in the literature; each having its own advantages and disadvantages. Polynomial kernel and a radial basis function (RBF) kernel are the two most common kernels used in many applications. In image and speech processing applications, these kernels achieved high classification accuracies, and so we investigated these kernels in the proposed system. The famous library for the SVM, LibSVM is used in our experiments [17] .
IV. EXPERIMENTS
This section discusses the experimental setup, database creation, and experimental results.
A. EXPERIMENTAL SETUP
The proposed system detects three classes of emotions, namely, satisfied, unsatisfied, and indifferent. In the SVM, we adopted the one versus the rest approach. Several experiments were conducted. In different sets of experiments, VOLUME 6, 2018 FIGURE 4. Accuracy of the proposed system with speech input and two types of SVM kernels.
we evaluated the system by using the speech signal only, the image signal only, and the combined signals. The parameters of the SVM, namely, optimization and kernel parameters, were fixed during system training. We investigated two SVM kernels, namely, RBF and polynomial kernel.
B. DATABASE
We created a database consisting of speech and image signals to evaluate the proposed system. The 40 participants were all male students. The mean age of the students was 22 years with a variance of 4.9. Before recording the database, all the participants were trained to act as either satisfied, unsatisfied, or indifferent. For a sample training session, which was not considered in the database, the participants delivered their speech and video signals as instructed. The actual session started after reaching the level of our expectation.
Each participant had three instances of each class, thereby obtaining nine instances for all the classes. For each instance, the speech and video signals were recorded. After the completion of all the recordings, they were replayed in front of a set of students to evaluate the validity of the signals based on the classes. The mean opinion score was 4.2, which indicated excellent recording.
The recording was taken place in a quiet office environment. The office was not populated other than the recorder and the participant. The noise level was very low. There was enough light to ensure a uniform illumination in the office.
For the experiments, we implemented a five-fold crossvalidation tactic. In this tactic, the entire dataset was separated into five equal groups. The experiments were performed in five instances, where four groups in each instance were used in the training, and the other group was used in the testing. The concluding accuracy was achieved by averaging the accuracies of the five instances. Figure 4 shows the accuracy of the proposed system using the speech signal only. Four directional derivatives were used in the calculation of speech features. The figure shows the accuracy of the system using one directional derivative at a time. The highest accuracy was obtained by the 0 • directional derivative, followed by the 45 • directional derivative. The RBF kernel performed superior to the polynomial kernel. This result indicated that the temporal derivative is the most significant in user satisfaction detection when speech signal is the input. Figure 5 shows the accuracy of the system when the input was the image signal. We examined two variants of the LBP, namely rectangular LBP and circular LBP with radius of 1 and 8 neighbors. The figure shows that the rectangular LBP performed better than the circular LBP. Moreover, the RBF kernel of the SVM performed better than the polynomial kernel. Figure 6 displays the accuracy of the system when the input was the speech signal only, image signal only, and both signals. In the case of speech signals, all the directional derivatives were combined. The figure shows that the system achieved 64% accuracy while using the speech signal, 67% while using the image signal, and 78% accuracy while using both of the signals. These results, which were obtained by using the RBF kernel in the SVM, indicate that the image signal is slightly more important than the speech signal in terms of accuracy; however, both signals are needed to achieve good accuracy.
C. RESULTS AND DISCUSSION
Given the limited literature, we compared the performance of the proposed system with systems composed of different feature extraction techniques of speech and image. Particularly, we selected two well-known speech features, namely, mel-frequency cepstral coefficients (MFCC) and linear predictive coding (LPC) [11] , and one popular image texture descriptor, namely, histogram of gradients (HoG) [14] . Table 1 demonstrates the accuracy of the systems with various feature extraction techniques. The table shows that the proposed system performed the best.
The bandwidth requirement of the proposed system is also less. Fig. 7 shows the bandwidth requirement in bps to transmit speech and image, respectively. From the figure, we see that the bps required by the image modality is higher than that by the speech modality.
V. CONCLUSION
A user satisfaction detection system using speech and image for a smart healthcare framework was proposed. For the speech signal, we used the directional derivative features from the mel spectrogram, whereas for the image signal, we used the LBP features. SVM was used as the classifier, and several experiments were performed. The best accuracy (78%) was obtained by combining the features from the speech and image signals.
In future works, we intend to use highly sophisticated classifying approach, such as active learning [18] , which has been successfully used in emotion recognition. In [19] , MPEG-7 audio features were effectively used in an audiovisual emotion recognition. We may use such features and include other input modalities to enhance the accuracy of the proposed system.
