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Nonequilibrium Work Relation from Schro¨dinger’s Unrecognized Probability Theory
T. Koide∗
Instituto de F´ısica, Universidade Federal do Rio de Janeiro,
C.P. 68528, 21941-972, Rio de Janeiro, RJ, Brazil
Jarzynski’s nonequilibrium work relation can be understood as the realization of the (hidden)
time-generator reciprocal symmetry satisfied for the conditional probability function. To show this,
we introduce the reciprocal process where the classical probability theory is expressed with real
wave functions, and derive a mathematical relation using the symmetry. We further discuss that the
descriptions by the standard Markov process from an initial equilibrium state are indistinguishable
from those by the reciprocal process. Then the Jarzynski relation is obtained from the mathematical
relation for the Markov processes described by the Fokker-Planck, Kramers and relativistic Kramers
equations.
I. INTRODUCTION
In recent years the nonequilibrium behaviors of small
fluctuating systems attract a great deal of interest [1, 2].
One of the main concerns is the nonequilibrium work re-
lations [3–10]. For example, Jarzynski’s work relation
describes the connection between the change of the free
energy and the distribution of work for the event ensem-
ble [6]. This is satisfied for any nonequilibrium process
from an initial equilibrium state, and its validity has been
studied from various points of view [11–16].
Because of its broad applicability, the Jarzynski re-
lation will be associated with not the detailed behav-
ior of systems but a global property such as symmetry.
In this paper, we rederive the Jarzynski relation from
the perspective of symmetry satisfied for time genera-
tors of the conditional probability function. We call it
time-generator (TG) reciprocal symmetry (Eq. (22)). To
manifest this symmetry, we introduce the reciprocal pro-
cess which was proposed by Schro¨dinger in 1931 [17, 18]
and developed by Bernstein [19–26]. There, two different
real wave functions are introduced and the TG recipro-
cal symmetry is associated with the exchange of those
wave functions. Then the mathematical relation, (Eq.
(31) or (67)), is derived using the (hidden) TG recipro-
cal symmetry. Afterward, we show that the descriptions
by the standard Markov process from an initial equilib-
rium state are indistinguishable from those by the recip-
rocal process. Finally, using the derived mathematical
relation, we obtain the Jarzynski relation for the Markov
processes described by the Fokker-Planck equation, the
Kramers equation and the relativistic Kramers equation.
The formulation developed here is the generalization of
the previous work developed by the present author [27].
As the related approaches, see Refs. [12–15].
This paper is organized as follows. In Sec. II, we briefly
summarize the reciprocal process. In Sec. III, the TG
reciprocal symmetry is introduced and the mathemati-
cal relation for the reciprocal process is derived using it.
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This relation is applied to the Fokker-Planck equation,
reproducing the Jarzynski relation in Sec. IV. The role
of the hidden TG reciprocal symmetry is discussed in
Sec. V. Section VI is devoted to concluding remarks.
In the following, kB and c denote the Boltzmann con-
stant and the speed of light, respectively.
II. RECIPROCAL PROCESS
The idea of the reciprocal process was introduced by
Schro¨dinger [17, 18] and mathematically elaborated by
Bernstein [19]. See also Refs. [20–26]. Although it is
possible to formulate this theory in the more mathemat-
ically rigorous manner done by Bernstein, we here follow
the original argument by Scho¨dinger, which is intuitively
understandable.
Let us consider the probability density of a stochastic
(Brownian) particle. Suppose that the initial and final
probability densities are already known (fixed). Then we
describe the probability density at an intermediate time
t between the fixed initial and final times, (ti ≤ t ≤ tf ).
As the simplest case, we consider that the initial and
final positions of the particle are given by small domains
(xi, xi + dxi) and (xf , xf + dxf ), respectively. Then the
probability density of the position of the particle x at t
is given by
h(xf , tf ;x, t;xi, ti) =
f3(xf , tf ;x, t;xi, ti)
f2(xf , tf ;xi, ti)
, (1)
where fn(xn, tn; · · · ;x1, t1) represents the joint probabil-
ity function of order n. The denominator comes from
the fixed initial and final probability densities, leading to∫
dx h(xf , tf ;x, t;xi, ti) = 1. This quantity h plays an
important role in the reciprocal process and called dual
transition probability density. In particular, assuming
the Markov property for fn, h is reexpressed as
h(xf , tf ;x, t;xi, ti) =
f1|1(xf , tf |x, t)f1|1(x, t|xi, ti)
f1|1(xf , tf |xi, ti)
, (2)
where f1|1 is the conditional probability function. The
definitions of the joint probability function and the con-
ditional probability function are the same as those in the
2standard textbook of the probability theory. See, for ex-
ample, chapter 1 of Ref. [28].
When the initial and final positions are distributed,
the probability density is given by
ρθ(x, t) =
∫
dxidxf h(xf , tf ;x, t;xi, ti)cθ(xf , tf ;xi, ti).(3)
Here, the boundary joint probability density, cθ, repre-
sents the correlation of the initial and final probability
densities, satisfying the following boundary conditions,∫
dxf cθ(xf , tf ;xi, ti) = ρθ(xi, ti), (4)∫
dxi cθ(xf , tf ;xi, ti) = ρθ(xf , tf ), (5)
where ρθ(xi, ti) and ρθ(xf , tf ) are the fixed initial and
final probability densities, respectively.
There are various choices of cθ leading to differ-
ent reciprocal processes. If there is no correlation in
the choice of the initial and final probability densities,
cθ(xf , tf ;xi, ti) = ρθ(xf , tf)ρθ(xi, ti). In this work, how-
ever, we use the form proposed by Schro¨dinger,
cθ(x, t; y, s) = θ(x, t)f1|1(x, t|y, s)θ(y, s), (6)
which is found by considering the optimization of the
Kullback-Leibler entropy for cθ and f1|1 [18]. The real
functions θ and θ play the role of the wave functions
because, substituting this into Eq. (3), the probability
density is expressed by
ρθ(x, t) = θ(x, t)θ(x, t), (7)
with the following definitions of the time evolutions,
θ(x, t) =
∫
dxi f1|1(x, t|xi, ti)θ(xi, ti), (8)
θ(x, t) =
∫
dxf θ(xf , tf )f1|1(xf , tf |x, t). (9)
We then confirm that Eqs. (4) and (5) are satisfied.
Suppose that the conditional probability function is
characterized by the time generator Lˆt as
f1|1(x, t|y, s) = 〈x|U(t, s)|y〉, (10)
where, for t > s,
U(t, s) = 1 +
∞∑
n=1
∫ t
s
dt1
∫ t1
s
dt2 · · ·
∫ tn−1
s
dtnLˆt1 · · · Lˆtn
≡ Te
∫
t
s
dτ Lˆτ . (11)
Here we introduced the time-ordered product. To express
the result in a similar fashion to quantum mechanics, we
introduce the bra-ket notation and the eigenstate of the
position operator satisfying∫
dx|x〉〈x| = 1 〈x|x′〉 = δ(x− x′). (12)
Note that (|x〉)† = 〈x| where † denotes the usual self-
adjoint operation. Then the time evolutions of the two
wave functions are represented by
∂t|θ(t)〉 = Lˆt|θ(t)〉, (13)
∂t〈θ(t)| = 〈θ(t)|(−Lˆt). (14)
From Eq. (7), the conservation of probability leads to
〈θ(t)|θ(t)〉 = 1. (15)
Note that (|θ(t)〉)† = 〈θ(t)|, but 〈θ(t)| 6= 〈θ(t)| in general.
The appearance of such a two-vectors formulation (bi-
orthogonal system) in statistical physics is investigated in
Ref. [27]. For the bi-orthogonal formulation of quantum
mechanics, see Ref. [31].
The expectation value of an operator Aˆ is then repre-
sented by
〈θ(t)|Aˆ|θ(t)〉 = 〈θ(tf )|U(tf , t)AˆU(t, ti)|θ(ti)〉. (16)
To derive the Jarzynski relation, the joint probability
density should be defined in the reciprocal process. For
this, we need to know the general properties satisfied for
h (ti ≤ v < u < t < s ≤ tf ), which are summarized as
h(x, s; y, t; z, u) ≥ 0, (17)∫
dy h(x, s; y, t; z, u) = 1, (18)
and the reciprocal condition,
h(w, s;x, t; y, u)h(w, s; y, u; z, v)
= h(w, s;x, t; z, v)h(x, t; y, u; z, v). (19)
The reciprocal condition corresponds to the Chapman-
Kolmogorov equation in the Markov process. The pa-
rameterization by Eq. (2) satisfies these properties. Then
the joint probability density in order n is defined by
rθ(xN , tN ;xN−1, tN−1; · · · ;x1, t1)
=
∫
dxidxf h(xf , tf ;x1, t1;xi, ti)h(xf , tf ;x2, t2;x1, t1)
× · · ·h(xf , tf ;xN , tN ;xN−1, tN−1)cθ(xf , tf ;xi, ti)
=
∫
dxidxf θ(xf , tf )g(xf , tf ; · · · ;xi, ti)θ(xi, ti), (20)
where
g(xf , tf ; · · · ;xi, ti)
= f1|1(xf , tf ;xN , tN ) · · · f1|1(x1, t1;xi, ti), (21)
for ti ≤ t1 < · · · < tN ≤ tf .
In the following, the expectation values with the (joint)
probability densities are discussed, but the quantity like
the probability amplitude in quantum mechanics is not
considered.
3III. MATHEMATICAL RELATION
The generator Lˆt is not necessarily self-adjoint, Lˆt 6=
Lˆ†t and can be time-dependent. However, we consider the
following symmetry,
ηˆtLˆtηˆ
−1
t = Lˆ
†
t . (22)
This is a kind of pseudo-Hermitian condition considered
by Dirac [29, 30] and has been used in the non-Hermitian
Hamiltonian dynamics of quantum mechanics [31–33].
The relation to the detailed balance condition used in
Ref. [12] is discussed in Sec. VI. See also the discus-
sion in Ref. [14]. In this paper, we call this property
time-generator (TG) reciprocal symmetry. The connec-
tion between Eq. (22) and symmetry is clarified only by
considering the Markov process as a special case of the
reciprocal process as is done in this paper. See App. A
where the relation between the TG reciprocal symmetry
and the invariance of the Lagrangian is shown.
In the following, we consider the special case,
ηˆt = e
Gˆt (23)
with the self-adjoint operator Gˆt. When this condition
is satisfied, we can define a new self-adjoint operator by
eGˆt/2Lˆte−Gˆt/2 = (eGˆt/2Lˆte−Gˆt/2)†. Then, as is done in
Ref. [27], the eigenstates of the two generators, Lˆt and
Lˆ†t , are shown to form the bi-orthogonal system and any
states are expanded with the set of the eigenstates.
The eigenstates of Lˆt and Lˆ
†
t are defined by
Lˆt|n, t〉 = −λ¯n(t)|n, t〉, (24)
Lˆ†t |n, t〉 = −λ¯n(t)|n, t〉, (25)
satisfying
〈n, t|m, t〉 = δnm, (26)∑
n
|n, t〉〈n, t| = 1. (27)
As is shown in Ref. [27], −λ¯n(t) is even the eigenvalue of
eGˆt/2Lˆte−Gˆt/2. It should be noted that the eigenstates
are time-dependent, but are not the solutions of the dif-
ferential equations (13) and (14).
To derive the Jarzynski relation, it is enough to con-
sider the case of no degeneracy in the eigenstates. Apply-
ing the TG reciprocal symmetry to Eqs. (24) and (25),
we find the following relation,
eGˆt |n, t〉 = Nn(t)|n, t〉, (28)
where Nn(t) = 〈n, t|eGˆt |n, t〉. This is an important prop-
erty in the following derivation.
Let us consider the evolution from one of the eigen-
states, |m, ti〉. The corresponding final state, 〈θm(tf )|, is
determined to satisfy Eqs. (4) and (5), leading to
〈θm(ti)| = 〈m, ti|, (29)
〈θm(tf )|U(tf , ti)|m, ti〉 = 1. (30)
Note that U †(t, s) 6= U−1(t, s) in general.
Now we find the following mathematical relation de-
fined with the joint probability density,
〈θm(tf )|e
−∆G|m, ti〉jt
≡ lim
N→∞
∫
dxidxf [e
−G˙tf (xf )dt
N∏
j=1
dxje
−G˙tj (xj)dt]
×θm(xf , tf )g(xf , tf ; · · · ;xi, ti)m(xi, ti)
= lim
N→∞
〈θm(tf )|e
−
˙ˆ
Gtf dtU(tf , tN)e
−
˙ˆ
GtN dtU(tN , tN−1)
×e−
˙ˆ
GtN−1dt · · · e−
˙ˆ
Gt1dtU(t1, ti)|m, ti〉
= 〈θm(tf )|e
−Gˆtf Te
∫
tf
ti
dsLˆ†s |m, ti〉〈m, ti|e
Gˆti |m, ti〉, (31)
where dt = (tf − ti)/(N +1), tL = ti+Ldt (1 ≤ L ≤ N),
and
〈x|Gˆt|x
′〉 = Gt(x)δ(x − x
′). (32)
In this derivation, we used
∫ tL
tL−1
dsLˆs = LˆtL−1(tL − tL−1), (33)
˙ˆ
GtLdt = GˆtL − GˆtL−1 , (34)
for the large N limit, and Eq. (28) in the last line. We
further assumed GˆtGˆt′ = Gˆt′Gˆt which is satisfied for all
examples discussed below. This is the main result of this
paper and more general than the Jarzynski relation. As is
discussed soon later, this relation is satisfied for not only
the reciprocal process and but also the standard Markov
process. In fact, the Jarzynski relation is obtained as a
special case of this general relation.
IV. JARZYNSKI RELATION
In the standard Markov process, the time-evolution of
the probability density is described by
ρ(x, t) =
∫
dxif1|1(x, t;xi, ti)ρ(xi, ti), (35)
for t > ti. Although we use the same symbol for sim-
plicity, f1|1 here is generally different from that in the
reciprocal process. In fact, the generator of f1|1 here
should satisfy one more condition in addition to the pos-
itivity and the Chapman-Kolmogorov equation, which is
associated with the conservation of probability, [44]
∫
dx〈x|Lˆt|x
′〉 = 0. (36)
With this generator, Eq. (35) can be expressed as the
differential equation, ∂t|ρ(t)〉 = Lˆt|ρ(t)〉 with 〈x|ρ(t)〉 =
ρ(x, t).
4Introducing the state |1l〉 defined by
〈1l|x〉 = 〈x|1l〉 = 1, (37)
the expectation value in the Markov process is expressed
by
∫
dxA(x)ρ(x, t) = 〈1l|AˆU(t, ti)|ρ(ti)〉
= 〈1l|U(tf , t)AˆU(t, ti)|ρ(ti)〉. (38)
Here we used U †(tf , t)|1l〉 = |1l〉 due to Eq. (36).
Comparing with the result in the reciprocal process,
Eq. (38) is found to coincide with Eq. (16) when the fol-
lowing conditions are satisfied; 1) we use the same Lˆt
satisfying Eqs. (22) and (36) to express f1|1 for both pro-
cesses, and 2) the wave functions are identified as
|ρ(ti)〉 = K|θ(ti)〉, (39)
|1l〉 =
1
K
|θ(tf )〉, (40)
with a real constant K. These conditions are realized
for the transition from an initial equilibrium state. It is
because the equilibrium state in the Markov process is
given by Lˆti |ρeq(ti)〉 = 0 and this corresponds to |0, ti〉
with λ¯0 = 0. See Ref. [27] for details. Then the initial
conditions of the wave functions should be chosen by
|θ(ti)〉 = |0, ti〉 −→ |ρeq(ti)〉 = K|0, ti〉, (41)
|θ(ti)〉 = |0, ti〉 −→ |1l〉 =
1
K
|0, ti〉. (42)
Because of Eq. (36) and 〈x|0, ti〉 = const., we find
Lˆ†t′ |0, ti〉 = 0, leading to |0, t〉 = |0, ti〉 for any t. There-
fore Eq. (40) is satisfied for this initial condition. In
short, the expectation values with 〈1l| and |ρeq(ti)〉 in
the Markov process is equivalent to those with 〈0, ti| (or
equivalently 〈0, tf |) and |0, ti〉 in the reciprocal process.
Similarly, the expectation values even with the joint
probability densities agree in both processes under this
initial condition. In fact, Eq. (30) is satisfied as
〈0, tf |U(tf , ti)|0, ti〉 = 1. (43)
Therefore we can choose
|m, ti〉 −→ |0, ti〉, (44)
|θm(tf )〉 −→ |0, tf 〉, (45)
in Eq. (31) and the relation for the reciprocal process
characterizes even the property in the Markov process.
As an example, we choose the Fokker-Planck operator
as Lˆt,
〈x|Lˆt|x
′〉 = Lt(x)δ(x − x
′), (46)
Lt(x) =
1
νβ
∂2x +
1
ν
∂xV
(1)(x, t), (47)
where ν is the constant friction coefficient and
V (1)(x, t) = ∂V (x, t)/∂x. The external confinement po-
tential V is time-dependent because the form is con-
trolled by a time-dependent external parameter. As is
shown in Ref. [27], λ¯n(t) ≥ 0 for integers n ≥ 0 satisfying
λ¯0(t) = 0 in this case. This generator further satisfies
the TG reciprocal symmetry (22) by choosing
Gt(x) = βHt(x) = βV (x, t), (48)
where β = 1/(kBT ) with T being temperature. Then we
consider the transition from the equilibrium state defined
by
〈x|ρeq(ti)〉 = K〈x|0, ti〉 =
e−Gti (x)
Z(ti)
, (49)
with the partition function Z(t) =
∫
dx e−Gt(x).
In the derivation of the Jarzynski relation, we consider
a thermodynamic process realized by changing the form
of the potential V (x, t), and then the fluctuating per-
formed work W is observed [6]. The expectation value
for this work distribution, which is denoted by 〈e−βW 〉,
is defined by using Eq. (31), leading to
〈e−βW 〉 ≡ 〈0, tf |e
−∆G|0, ti〉jt
= 〈0, tf |e
−Gˆtf |0, ti〉〈0, ti|e
Gˆti |0, ti〉
= e−β(F (tf )−F (ti)), (50)
where Lˆ†t |0, ti〉 = 0 and the Helmholtz free energy is
F (t) = −
1
β
lnZ(t). (51)
This characterizes the relation between the change of the
free energy and the distribution of the work and is known
as the Jarzynski relation.
There is a remark for the initial condition. In quan-
tum mechanics, any eigenstate of a Hamiltonian can
be used as an initial state, but it is not the case for
the present calculation. Suppose that there is a state
|ρ(t)〉 normalized by one,
∫
dx〈x|ρ(t)〉 = 1, and we ex-
pand it as |ρ(t)〉 =
∞∑
n=0
cn(t)|n, t〉, where the coefficient is
cn(t) = 〈n, t|ρ(t)〉. For such a state, c0(t) is always finite
because 〈0, t|x〉 = const. That is, any physical initial
state must have the contribution from the component of
n = 0, differently from quantum mechanics. In addi-
tion, from Eq. (26), we can show the following property,∫
dx〈x|n, t〉 = 0 for n > 0.
V. SYMMETRY IN INTERACTION PICTURE
The TG reciprocal symmetry (22) is sometimes not
manifest. Let us consider the Kramers equation, which
has the generator,
Lt(x, p) = L
0
t (x, p) + L
1
t (x, p), (52)
5where, using the particle mass m,
L0t (x, p) = −
p
m
∂x + V
(1)(x, t)∂p, (53)
L1t (x, p) = ∂p
ν
m
p+
ν
β
∂2p . (54)
Note that L0t is anti-self-adjoint because L
0
t = −iL
0
t with
L0t being the self-adjoint Liouville operator. Differently
from the Fokker-Planck equation, the matrix elements
are calculated with the basis, |x, p〉 = |x〉 ⊗ |p〉, where
|p〉 satisfies the same properties as |x〉 given by Eq. (12).
Choosing
Gt(x, p) = βHt(x, p) = β
(
p2
2m
+ V (x, t)
)
, (55)
the transformation law of the generator is given by
eGˆtLˆte
−Gˆt = −(Lˆ0t )
† + (Lˆ1t )
†, (56)
and Eq. (22) is not satisfied.
The TG reciprocal symmetry of this system is hidden.
To see it, we introduce the operator and the state in the
“interaction” picture by
AˆI(t) ≡ U
†
0 (t)AˆtU0(t), (57)
|θI(t)〉 ≡ U
†
0 (t)|θ(t)〉, (58)
with
U0(t) = Te
∫
t
−∞
dsLˆ0s , (59)
U †0 (t) = U
−1
0 (t). (60)
The time evolutions in this picture are
∂t|θI(t)〉 = Lˆ
1
I(t)|θI(t)〉, (61)
∂t〈θI(t)| = 〈θI(t)|(−Lˆ
1
I(t)). (62)
We can see that this generator in the interaction picture
satisfies the TG reciprocal symmetry,
eGˆI(t)Lˆ1I(t)e
−GˆI (t) = (Lˆ1I(t))
†. (63)
The form of Lˆ1t is the same as that of the Fokker-
Planck operator and we can use the same properties for
the eigenstates,
Lˆ1I(t)|nI , t〉 = −λ¯
1
n(t)|nI , t〉, (64)
(Lˆ1I(t))
†|nI , t〉 = −λ¯
1
n(t)|nI , t〉, (65)
with λ¯10(t) = 0. The eigenstate of Lˆ
1
I(t) satisfies the
similar relation to Eq. (28),
eGˆI(t)|nI , t〉 = N
I
n (t)|nI , t〉, (66)
with the prefactor N In (t). Then Eq. (31) is reexpressed
in the interaction picture as
〈θm(tf )|e
−∆G|m(ti)〉jt
= 〈(θI)m(tf )|e
−GˆI(tf )Te
∫
tf
ti
ds(Lˆ1I(s))
†
|mI , ti〉
×〈mI , ti|e
GˆI(ti)|mI , ti〉. (67)
Here we used
U †0 (tM+1)U(tM+1, tM )U0(tM ) = Te
∫
tM+1
tM
dsLˆ1I(s)
. (68)
To express the transition from an initial equilibrium
state in the Markov process, we should choose the initial
conditions for the wave functions by
|ρeq(ti)〉 = K|0, ti〉, (69)
|1l〉 =
1
K
|0, ti〉, (70)
where |0, ti〉 and |0, ti〉 are zero eigenstates of Lˆti (also
Lˆ1ti) and Lˆ
†
ti (also (Lˆ
1
ti)
†), respectively. Therefore the
corresponding states in the interacting picture are
|(ρeq)I(ti)〉 = K|0I , ti〉, (71)
|1lI〉 =
1
K
|0I , ti〉. (72)
Because (Lˆ1I(t))
†|0I , ti〉 = 0, Eq. (67) leads to the
Jarzynski relation for the Kramers equation,
〈e−βW 〉 = 〈0I , tf |e
−GˆI(tf )|0I , ti〉〈0I , ti|e
GˆI(ti)|0I , ti〉
= e−β(F (tf )−F (tI)). (73)
The result is independent of the value of ν. If we consider
the vanishing limit of ν, it represents the result by the
evolution with the Liouville operator itself.
This discussion is easily applicable to the relativistic
Kramers equation [34, 35],
L0t (x, p) = −
p
p0
∂x + V
(1)(x, t)∂p, (74)
L1t (x, p) = ∂p
ν
p0
p+
ν
β
∂2p , (75)
where p0 = c
√
p2 +m2c2. This generator has the same
TG reciprocal symmetry as that of the Kramers equation
by defining Ht(x, p) = c
√
p2 +m2c2 +V (x, t). We again
confirm the Jarzynski relation [45].
In stochastic systems, the form of the generator can
depend on the definition of the stochastic integral. For
example, in Ref. [34], three different equations are ob-
tained using the Ito, Stratonovich-Fisk and Ha¨nggi-
Klimontovich definitions. The Jarzynski relation is sat-
isfied independently of the choice of the definitions.
VI. CONCLUDING REMARKS
In this paper, we showed that the Jarzynski relation
is the realization of the TG reciprocal symmetry (22),
which is related to the invariance of the Lagrangian and
sometimes hidden. We further introduced the reciprocal
process, showing that the descriptions by the Markov
process from an initial equilibrium state are indistin-
guishable from those by the reciprocal process. Then
6the mathematical relation satisfied for the reciprocal pro-
cess, Eq. (31) (or (67)), describes even the behavior of the
Markov process. Finally we showed that the Jarzynski
relation is reproduced from the derived mathematical re-
lation when it is applied to the Fokker-Planck, Kramers
and relativistic Kramers equations. In principle, the re-
ciprocal process can be realized experimentally by the
method explained in Ref. [21]. Then Eq. (31) (or (67))
will be confirmed in such an experiment.
So far we have considered a constant temperature, but
the discussions are applicable even when the temperature
has a time dependence. Then the Jarzynski relation is
modified as 〈e−βW 〉 = e−(β(tf )F (tf )−β(ti)F (ti)).
The property for the time generator analogous to our
symmetry is considered by Eq. (3.15) in Ref. [12]. How-
ever, because the time dependences of ηt and Lˆt are omit-
ted in the definitions there, it is not clear how the result
in Ref. [12] is reproduced in the present framework. For
example, we can choose ηˆt = T eGˆt with the time re-
versal operator T to reproduce Eq. (3.15) of Ref. [12].
To obtain the condition corresponding to Eq. (28), how-
ever, Eq. (22) will be modified as ηˆtLˆtηˆ
−1
t = Lˆ
†
t′ with
t′ = ti + tf − t.
It is known that the Jarzynski relation can be obtained
in the Markov process and thus it is not necessary to
introduce the reciprocal process for the derivation. In
fact, if we choose the boundary joint probability density
by the following form, the reciprocal process coincides
with the Markov process,
c0(xf , tf ;xi, ti) = 〈xf |U(tf , ti)|xi〉〈xi|ρ(ti)〉. (76)
This choice is practically equivalent to choose 〈θ(t)| ∝ 〈1l|
in Eq. (6). However, the reciprocal process is essential
to consider the Jarzynski relation from the perspective of
the TG reciprocal symmetry. Then, |1l〉 is transformed to
the final equilibrium state by operating e−Gˆtf , indepen-
dently of the behavior of |ρ(tf )〉. This is the mathemati-
cal reason why the final equilibrium free energy appears
in the Jarzynski relation even if the final state is not lim-
ited to be an equilibrium state. See also the discussion
in Ref. [14].
Note that Eq. (31) represents the expectation value
with the joint probability density fixing the initial and
final states. However, it should be noted that, when the
generator satisfies Eq. (36), what is practically fixed is
only the initial state even in the reciprocal process. In
fact, there are two time evolutions of the states, |θ(t)〉
and |θ(t)〉, but only |θ(tf )〉 is fixed in Eq. (31). Moreo-
ever, as we showed below Eq. (42), the evolution of |θ(t)〉
is trivial, |θ(ti)〉 = |θ(tf )〉. Therefore the reciprocal pro-
cess practically fixes only the initial state |θ(ti)〉 as is the
standard Markov process.
Because the framework of the reciprocal process is
more general than the Markov process, it is possible to
consider the classical process where we have to take into
account the non-trivial time dependence of 〈θ(t)|, differ-
ently from the discussions so far. Moreover, the boundary
joint probability density in this case has a non-trivial cor-
relation which remains us of quantum mechanics, and it
is interesting to imagine that a quantum-mechanical be-
havior, such as entanglement, is observed under a special
setup in the classical statistical physics. For example, the
motion of a droplet on the surface of a liquid shows the
behaviors close to quantum mechanics [36–39] and this
may be understood as the reciprocal process. See also
discussions in Refs. [21–24].
The reciprocal process has a similar mathematical
structure to quantum mechanics, and the present deriva-
tion of the Jarzynski relation will be useful to deepen our
understanding for the connection between the Jarzynski
relations in classical and quantum systems. Then it is
expected that Eq. (31) leads to the quantum Jarzynski
relation when it is generalized to the complex Hilbert
space eliminating the final state by using the relation
〈θ(tf )| = 〈θ(ti)|U−1(tf , ti). If the unified description of
the Jarzynski relations is possible, it is interesting to ask
whether the TG reciprocal symmetry in this paper is
still preserved even in quantum systems. In Ref. [40],
the quantum Jarzynski relation is studied in the associ-
ation with the PT -symmetry of the Hamiltonian. The
TG reciprocal symmetry (22) can be regarded as the so-
called pseudo-Hermiticity [32] and the PT -symmetry is
known to be a special case of the pseudo Hermiticity
[33]. Our generators are however not necessarily PT -
symmetric and the TG reciprocal symmetry is sometimes
hidden. This difference should be understood.
The author acknowledges to the referees of Ref. [27],
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Appendix A: TG reciprocal symmetry and
invariance of Lagrangian
We consider the system of the damped and amplified
harmonic oscillators,
(
d2
dt2
+
γ
m
d
dt
+ ω2
)
x = Lˆx = 0, (A1)
(
d2
dt2
−
γ
m
d
dt
+ ω2
)
y = Lˆcy = 0, (A2)
where ω is the angular frequency and γ denotes the dis-
sipative coefficient. Although the definition of the self-
adjoint operation is not clear in this particle system, we
interpret that Lˆc is the conjugate operator of Lˆ. Then
7we find a kind of TG reciprocal symmetry,
eGˆtLˆe−Gˆt = Lˆc, (A3)
by choosing,
Gˆt =
γ
m
t. (A4)
Following Bateman [41–43], we introduce the La-
grangian of this system by
L(x, x˙; y, y˙) = mx˙y˙ +
γ
2
(xy˙ − x˙y)−mω2xy. (A5)
On the other hand, applying Eq. (A3) to Eqs. (A1) and
(A2), we find that the variables xt and yt are exchanged
by the following law,
xt −→ x′t = Ke
−Gˆtyt, (A6)
yt −→ y′t = K
−1eGˆtxt. (A7)
Here we used that Eqs. (A1) and (A2) are linear and
there is an ambiguity to multiply the solutions by the real
constant prefactor K. Then the Lagrangian is invariant
for this transformation of the variables,
L(x, x˙; y, y˙) = L(x′, x˙′; y′, y˙′). (A8)
Now we apply this argument to our problem. The
Lagrangian density to derive the eigenvalue equations for
the wave functions is given by
L(θ, ∂θ; θ, ∂θ)
= −λ¯θθ +
1
νβ
(∂xθ)(∂xθ) +
1
2ν
{
θV (1)∂xθ − θ∂x(V
(1)θ)
}
,
(A9)
where λ¯ denotes the eigenvalue. One can easily confirm
that this Lagrangian density leads to Eqs. (24) and (25)
with the Fokker-Planck operator.
From the TG reciprocal symmetry, Eq. (28) is ob-
tained. Thus we consider the following transformation
of the wave functions,
θ(x, t) −→ θ′(x, t) = Nθ(t)e−Gt(x)θ(x, t), (A10)
θ(x, t) −→ θ
′
(x, t) = N−1θ (t)e
Gt(x)θ(x, t). (A11)
Applying these to the Lagrangian density, we find the
invariance of the Lagrangian density,
L(θ, ∂θ; θ, ∂θ) = L(θ′, ∂θ′; θ
′
, ∂θ
′
). (A12)
Therefore the TG reciprocal symmetry leads to the in-
variance of the Lagrangian density.
Differently from the case of the harmonic oscillator
(A5), however, the TG reciprocal symmetry discussed in
the paper is the property of the time generator and not
that of the differential equations. In fact, we can con-
sider the following Lagrangian density which reproduces
the differential equations (13) and (14),
L(θ, ∂θ; θ, ∂θ) =
1
2
(θ∂tθ − θ∂tθ)
+
1
νβ
(∂xθ)(∂xθ) +
1
2ν
{
θV (1)∂xθ − θ∂x(V
(1)θ)
}
,(A13)
but, it does not have the TG reciprocal symmetry be-
cause of the time-dependence in Gˆt.
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