For a q-ary random quasi-Abelian code with fixed coindex and constant rate r, it is shown that the Gilbert-Varshamov (GV)-bound is a threshold point: if r is less than the GV-bound at δ ∈ (0, 1 − q −1 ), then the probability of the relative distance of the random code being greater than δ approaches 1 as the index goes to infinity; whereas, if r is bigger than the GV-bound at δ, then the probability approaches 0. As a corollary, there exist numerous asymptotically good quasi-Abelian codes attaining the GV-bound.
, [22] . Let C be a random linear code of length n over a finite field F with q elements. By R(C) we denote the rate of C, and by (C) we denote the relative distance of C. For any given δ ∈ (0, 1 − q −1 ), Varshamov [28] showed that the limit of the probability lim n→∞ Pr (C) > δ = 1 if R(C) < g q (δ), where g q (δ) is the GV-bound at δ (see (I.2) below). A decade later, Pierce [25] further exhibited lim n→∞ Pr (C) > δ = 1, R(C) < g q (δ); 0, R(C) > g q (δ) .
Note that what Pierce [25] proved is another equivalent version of (I.1), see [8] for more explanations. This result means that, the GV-bound is a threshold point (or, a phase transition point).
That is, below the GV-bound, nearly all linear codes have relative distances greater than δ (hence asymptotically good linear codes exist); whereas, beyond the GV-bound, nearly no linear codes have relative distances greater than δ. For a finite group G of order m, any element z∈G a z z (with a z ∈ F) of the group algebra F G over the finite field F can be viewed as a word (a z ) z∈G of length m over F. By extension, elements of the free module (F G) n of rank n can be viewed as words of length mn. Any F G-submodule C of (F G) n is called a quasi-group code (or quasi-F G code more precisely) of index n and co-index m. The code C is called a quasi-abelian code if G is abelian, see [6] , [29] . The quasi-abelian codes form a very extensive class of codes. In the case where G is cyclic, it is the quasi-cyclic code of index n, which has attracted a lot of attention in literature. In particular, by means of random methods [3] , [4] , [16] proved the existence of the asymptotically good binary quasi-cyclic codes. At the extreme case where G = 1 is trivial, C is just the linear code of length n.
Thus an interesting question is: when we consider a random quasi-abelian code C with co-index m fixed and index n going to infinity, is the GV-bound still a threshold point? At the extreme case where m = 1 (i.e., G = 1), Varshamov's result and Pierce's result mentioned above gave an affirmative answer. For the general case, one of the difficulties for the question is how to estimate the Hamming weights of quasiabelian codes. The alphabet of quasi-F G codes is the finite field F (not the ring F G) and an element of F G occupies m bits (not one bit) in every word; so, the Hamming weights of elements of F G are hard to control. Though F G is a Frobenius ring and several weight functions for such rings are considered in literature, see [10] , [11] , [24] , none of them can apply to the Hamming weights of F G.
An inspiration to solve the difficulty comes from [2] and [19] . Bazzi and Mitter [2] used a result on weights of the so-called balanced codes from [20] , [26] , and [27] to estimate the weights of random binary quasiabelian codes of index 2 and random binary dihedral group codes, and proved the existence of asymptotically good codes of any one of the two kinds. Soon after, with the similar method Martínez-Pérez and Willems [19] proved that self-dual doubly-even binary dihedral group codes are asymptotically good.
In this paper, modifying the random linear code ensemble in Shannon's Information Theory (see [22, Ch.6] ), we propose a random quasi-abelian code ensemble with fixed co-index m. We study the asymptotic property of a random code C from the ensemble as the index n goes to infinity, and prove that the GV-bound is a threshold point, i.e., (I.1) holds for the very extensive case (Theorem 2.1). In probabilistic and asymptotic sense, it implies that, below the GV-bound, nearly all quasi-abelian codes have relative distances greater than the given δ (hence asymptotically good quasi-abelian codes exist); whereas, beyond the GV-bound, nearly no quasi-abelian codes have relative distances greater than δ. In Section 2 we state precisely the main result and make more remarks on it.
As usual threshold questions (see [23, Ch.6] ), we prove the main result by estimating the first moment (the expectation) and the second moment of the cumulative weight enumerator (see (IV.1) below) of the random code C. Inspired by [2] and [19] , we estimate the moments by using the result on weights of balanced codes, which appeared in [20] , [26] , and [27] only in a binary version. So, in Section 3 we generalize it to any q-ary version, see Theorem 3.3. This is another contribution of this paper, since Theorem 3.3 has independent significance, for example, from it quite a part of [2] can be extended to any q-ary case.
In Section 4, a threshold of the expectation of the cumulative weight enumerator of the random code C of the ensemble is exhibited in Theorem 4.2, from which the first part ("below the GV-bound") of the main result follows immediately.
In Section 5, we prove the second part ("beyond the GV-bound") of the main result by estimating the second moment of the cumulative weight enumerator.
From the random code of the ensemble and the main result, in Section 6, we draw the random quasi-abelian codes of given rate r and describe their thresholds; in particular, for any r and δ attaining the GV-bound, there is a series of quasi-abelian codes such that the limit of their rates and the limit of their relative distances are equal to r and δ respectively.
In this paper, with the convention that 0 log q 0 = 0, we set
The function h q (x) is called the q-ary entropy (different from the entropy with base q in Informatics, see [5, §2.1]). Let
which is the q-ary asymptotic Gilbert-Varshamov bound, or GV-bound in short. Note that g q (x) for x ∈ [0, 1] is a convex function and has a unique zero point at x = 1 − q −1 , hence g q (x) is strictly decreasing for x ∈ [0, 1 − q −1 ]; see [12, §2.10.6] . About fundamentals on coding theory and group theory, please refer to [12] and [13] respectively.
II. RANDOM QUASI-ABELIAN CODE ENSEMBLES
In this paper we always assume that F is a finite field with cardinality |F| = q = p e where p is a prime, and G is a finite abelian group of order |G| = m which is fixed. We always take the following parameters:
Let n be any positive integer. Denote by k = [rn] the largest integer which does not exceed rn. By F G = z∈G a z z a z ∈ F we denote the group algebra of G over F. Each element a = z∈G a z z of F G is viewed as a word (a z ) z∈G of length m over F. We consider the free F G-module of rank n:
(F G) n = a = (a 1 , . . . , a n ) a i ∈ F G, i = 1, . . . , n .
Each element a = (a 1 , . . . , a n ) ∈ (F G) n is identified with a concatenated word (a 1z ) z∈G , . . . , (a nz ) z∈G of length mn over F, thus the Hamming weight w(a) = w(a 1 , . . . , a n ) = w(a 1 ) + · · · + w(a n ). As mentioned in Introduction, any submodule C of the F G-module (F G) n is said to be a quasiabelian code of G over F (or quasi-F G code more precisely) with index n and co-index m. In particular, it is just the usual abelian code if n = 1; whereas, it is just the usual quasi-cyclic code with index n if G is cyclic. Consider the set of k × n matrices over F G:
which is viewed as a probability space and each sample is chosen uniformly at random. Following a notation in Shannon's information theory, we call this probability space the random quasi-abelian code ensemble. In particular, if G = 1 is trivial then (F G) k×n = F k×n is just the usual random linear code ensemble; see [22, Ch.6] . Take A = (a i j ) k×n ∈ (F G) k×n , i.e., A is a random k × n matrix over F G. We write A = (A 1 , . . . , A n ) with A j = (a 1 j , . . . , a kj ) T being the j 'th column of the matrix A, where the superscript "T " stands for the transpose. Then we have a random quasi-abelian code C A of index n as follows:
n if and only if the F G-rank of A is equal to k; so, we can get the random quasi-abelian codes of rate r from the ensemble, see Section 6 below. About the rank of a matrix over a ring, please see [7, §2] , or related references such as [21] .
By (C A ) we denote the relative distance of the random quasi-abelian code C A , i.e., (C A ) = w(C A ) mn , where w(C A ) denotes the minimum Hamming weight of C A . Then (C A ) is a random variable over the probability space (F G) k×n . We consider the asymptotic property (with n → ∞) of Pr (C A ) > δ which stands for the probability that (C A ) > δ, and state our main theorem.
and both the limits converge exponentially. The proof of the theorem will be finished in Section 5. Here we make some remarks on it.
Though the probability space (F G) k×n is a little different from the probability space of quasi-F G codes of rate k/n, from Theorem 2.1 it is easy to get results on quasi-F G codes of rate k/n, see Section 6.
As cited in Introduction, at the extreme case where m = 1, Theorem 2.1 is just the well-known result (I.1) for linear codes in [25] and [29] .
The references [2] [3] [4] , [16] , [18] , [19] also studied random quasi-abelian codes, but they worked in different frameworks from ours. First, quasi-cyclic codes in [2] [3] [4] , [16] , and [19] have fixed indices (equal to 2) and co-indices going to infinity. Ling and Solé [18] considered quasi-cyclic codes with index going to infinity but co-index 3. Second, these references were concerned with only the situation below the GV-bound, which is enough to explore asymptotically good codes; i.e., there are no threshold results in these references. Finally, these references worked in the binary case.
Thus, a further natural question is: does any threshold exist for a random quasi-abelian code C with index n fixed but co-index m going to infinity? We have proved in [17] that lim m→∞ Pr (C) > δ = 1 if R(C) < g q (δ). But, up to now, we have not yet reached any result on thresholds. This is usually the case that the first moment is easier to treat, while the second moment is harder to estimate.
III. THE WEIGHTS OF BALANCED CODES
Let I = {1, 2, . . . , n} be an index set; let F I = F n be the set of words over F of length n. For any subset
we have a projection ρ from F I to F I as follows: ρ (a) = (a i 1 , . . . , a i d ) ∈ F I for any a = (a 1 , . . . , a n ) ∈ F I . The following notations come from [2] and [26] .
Definition 3.1: Let C ⊆ F n = F I . If there are subsets I 1 , . . . , I s (with repetition allowed) of the index set I with every cardinality |I j | = d and an integer t such that (i) for any index i ∈ I , the number of the subscripts j satisfying that i ∈ I j is equal to t; (ii) for any j = 1, . . . , s, the projection ρ j : F I → F I j maps C bijectively onto F I j ; then we say that C is a balanced code of F n with information length d, and I 1 , . . . , I s form a balanced system of information index sets of C.
Note that in some literature the definition of "balanced code" is different from the above one, see [14] .
Remark 3.2: Let C ⊆ F G be a group code, i.e., C is an ideal of the group algebra F G.
(i) In [2, Lemma 2.2] it has been shown that C is a balanced code. (ii) Further, the coset a + C = {a + c | c ∈ C} ⊆ F G for any a ∈ F G is also a balanced code. To see it, let I 1 , . . . , I s form a balanced system of information index sets of C; from the bijection C → F I j given by ρ j , we can check that ρ j also maps a + C bijectively onto F I j . For any word a = (a 1 , . . . , a n ) ∈ F n , the fraction w(a)/n is called the relative weight of a. The following is a generalization of a result in [20] , [26] , and [27] , where only the binary case is considered (and their formulations look a little different from ours). Theorem 3.3: Let C be a balanced code of F n with information length d and B be a non-empty subset of C,
(III.1) Before proving the theorem, we show two corollaries. Corollary 3.4: Let C be a balanced code of F n with information length d and C ≤δ be the set of the codewords in C whose relative weights are at most δ.
For C ⊆ F n , the product of n copies of C in (F n ) n is as follows:
Corollary 3.5: Let C be a balanced code of F n with information length d. Then the product code C n is a balanced code of F nn with information length dn ; in particular, if
Proof: Assume that the subsets I 1 , . . . , I s of the index set I = {1, . . . , n} form a balanced system of information index sets of C. We write the index set of the product code C n as:
For each I j = { j 1 , . . . , j d }, we can form a subset I n j of I n by concatenating n copies of I j as follows:
Then it is easy to check that I n 1 , . . . , I n s form a balanced system of information index sets of the product code C n .
The rest of this section contributes to the proof of Theorem 3.3. First, we consider the special case when d = n, i.e., C = F n which is of course balanced (with s = 1, I 1 = I and t = 1). Lemma 3.6: Let B be a non-empty subset of F n , and let
(III.2) Proof: Set M = |B|. Consider B as a probability space and assign equal probability to all samples.
we have a random variable X i defined over the probability space B and taking values in F as follows: X i (b) = b i ; hence we have a discrete distribution function p i (a) = Pr(X i = a) for a ∈ F; we write it as: p i = p i (a) a∈F , i = 1, . . . , n. Set p = p 1 + · · · + p n n .
Denote F * = F\{0} (which denotes the difference of sets). It is obvious that
hence we also have that
Consider the random n-tuple X = (X 1 , . . . , X n ) and its entropy with base q:
For any a ∈ F n , from the definition of the random variables X i 's, we see that
So we get
On the other hand, by an inequality for entropy of joint distribution (see [5, Th. 2.6.6]), we have
Since −x log q x is a concave function, for the second bracket of the right hand side of the above inequality we get (with the help of (III.3))
Similarly, with the help of (III.4) we can obtain
Thus we get
Combining it with (III.5), we obtain that log q |B| = log q M ≤ nh q (ω), which is just (III.2). Next we turn to the general case. Proof of Theorem 3.3: Since C is a balanced code of F n with information length d, there are subsets I 1 , . . . , I s of the index set I = {1, 2, . . . , n} with each |I j | = d such that any index i ∈ I appears in exactly t members of the s subsets I 1 , . . . , I s ; in particular, we have tn = sd.
(III.6)
Set |B| = M again. For each I j , by ρ j we denote the projection from F n = F I onto F I j ; then |ρ j (B)| = M. LetÎ be the disjoint union of I 1 , . . . , I s (though they may not be disjoint), so |Î | = sd, and FÎ = F I 1 × · · · × F I s is the product of F I j for j = 1, . . . , s, i.e., the words of FÎ are the concatenations of the words of F I j for j = 1, . . . , s:
Consider the following subset of FÎ :
Since |ρ j (B)| = M for j = 1, . . . , s, we see that
, which can be computed as follows:
For j = 1 we have that
Similarly,
.
Recalling that ω = b∈B w(b) 
which is a non-negative integral random variable defined over the probability space (F G) k×n , and call it the cumulative weight enumerator of the random code C A .
Obviously,N C A (δ) stands for the number of such elements b of (F G) k that bA is a non-zero codeword of C A with relative weight at most δ. In particular (see [8, §3] ),
We are concerned with the asymptotic behavior of the expectation E N C A (δ) . The following is the main result of this section.
r > g q (δ), and the limit converges exponentially in the case r < g q (δ). Before proving the theorem, we show that the first part of Theorem 2.1 is an immediate consequence of the first part of the above theorem. 
Note that the conclusion of Corollary 4.3 holds for many random codes, the existence of many asymptotically good codes was proved in this way (see [2] ).
To prove Theorem 4.2 (and Theorem 2.1 also), a key step is to writeN C A (δ) as a sum of Bernoulli random variables over the probability space (F G) k×n . Definition 4.4:
and set X = b∈(F G) k X b . It is obvious that X 0 = 0 andN
(iii) For any ideal I of the group algebra F G, we denote I k * = b ∈ I k I b = I and d I = dim F I . In particular,
can be written as a disjoint union as follows:
where the subscript "0 = I ≤ F G" means that I runs over the non-zero ideals of F G. Lemma 4.5:
where A j denotes the j 'th column of A. For each j , the set of bA j with A j running over (F G) k is the ideal I b of F G. Thus, the image of β b is the product code I n b ⊆ (F G) n , and dim F I n b = nd b . Since β b is an F G-homomorphism, the number of the pre-images in (F G) k×n of every a ∈ I n b is equal to q mkn q nd b , which is independent of the choice of a. Since E(X b ) = Pr 1 ≤ w(bA) ≤ mnδ (see Definition 4.4(i)), we get that Proof of Theorem 4.2: Now we assume that r < g q (δ). By the linearity of expectation and (IV.4) we obtain that
For any ideal I of F G and b ∈ I k * ,
Since k = [rn], we have lim n→∞ k n − g q (δ) = r − g q (δ) < 0. Note that F G has only finitely many ideals, we have
In the following we assume that r > g q (δ). Fixing a b 1 ∈ (F G) k * , from (IV.4) and Lemma 4.5 (ii) we have:
Since k → ∞ as n → ∞, by Lemma 4.6 below, we have lim
The proof of Theorem 4.2 is finished. Lemma 4.6: Assume that m = |G| = p μ m with m coprime to p, G has h irreducible characters over F with degrees d 1 , . . . , d h respectively, and (F G) k * is defined in Definition 4.4 (iii). Then the cardinality
with exponential convergence speed. Proof: The abelian group G has a subgroup G of order m and a subgroup G of order p μ such that G = G × G . We can assume that the group algebra F G has h irreducible ideals E j over F and denote d j = dim F E j for j = 1, . . . , h. Then each E j is a field extension of F and
Since F G ∼ = F G ⊗ F F G and F G is a local ring with head F G /J (F G ) ∼ = F where J (F G ) denotes the Jacobson radical, we have
where R j = F G ⊗ F E j for j = 1, . . . , h is a local algebra with R j /J (R j ) ∼ = E j , dim F R j = p μ d j , and dim F J (R j ) = p μ d j − d j . Thus we get
It is easy to check that (F G) k * = R k * 1 × · · · × R k * h . We obtain that
, which converges to 1 exponentially as k → ∞.
V. SECOND MOMENT METHOD FOR
THE MAIN THEOREM Keep the notations in Section 4. Since the random variable X =N C A (δ) in Definition 4.4 is a sum of 0-1 variables, by [23, Th. 6.10] we have
where E(X|X b = 1) denotes the conditional expectation, which is closely related to the second moment of X. We shall estimate the value of the right hand side of (V.1) and prove that lim n→∞ Pr(X ≥ 1) = 1 if r > g q (δ), which completes the proof of Theorem 2.1, cf. (IV.2). This is a commonly used second moment method for threshold questions on random variables which are sums of 0-1 variables, see [23, §6.6] or [9, Appendix] . From now on till the end of this section, we always assume that r > g q (δ) and fix b 1 = (0, . . . , 0, 1) ∈ (F G) k * .
Proof: Since (F G) k * is a part of (F G) k , from (V.1) we get that
We have shown that the value of E(X b ) is independent of the choice of the element b in (F G) k * , see Lemma 4.5(ii). We now claim that E(X|X b = 1) is independent of the choice of b in (F G) k * , which completes the proof of the lemma. Set
for any c ∈ (F G) k . By the linearity of expectations and the conditional probability formula, we have
For any b ∈ (F G) k * , by the definition of (F G) k * , there exists an invertible k × k matrix Q over F G such that b = bQ. It is easy to verity that |A(c, b )| = |A(c, bQ ) | = |A(cQ −1 , b)|. By Lemma 4.5(ii), we have that
Noting that cQ −1 runs over (F G) k when c runs over (F G) k , we obtain that
The following lemma is devoted to estimate the value of the conditional expectation E(X b |X b 1 
Given any a δ = (a k1 , . . . , a kn ) ∈ ((F G) n ) ≤δ with a δ = 0, we denote
Then any b = (b 1 , . . . , b k−1 , b k ) ∈ (F G) k induces a map:
It is easy to see that the image of the mapβ b is a coset of I n b ⊆ (F G) n as follows I n b + b k a δ , with cardinality |I n b + b k a δ | = |I n b | = q dbn ; (V.2) and the number of the pre-images in A(b 1 ) a δ of any a ∈ I n b + b k a δ is equal to q mn(k−1) q dbn = q mn(k−1)−dbn , which is independent of the choices of a δ and a. Hence, we get that
By Remark 3.2, (V.2) and Corollary 3.5, we see that I n b +b k a δ is a balanced code and
Further, assume thatb ∈ (F G) (k−1) * . Then db = m, I n b = (F G) n and I n b +b k a δ = (F G) n ; in particular, λ a δ = 1 in (V.3). So we obtain (cf. Lemma 4.5(ii))
Now we complete the proof of Theorem 2.1. Since Pr (C A ) > δ = 1 − Pr (C A ) ≤ δ = 1 − Pr(X ≥ 1), by Lemma 5.1, it is enough to prove that
and it converges exponentially. By the disjoint union (F G) k−1 = I ≤F G I (k−1) * again (see (IV.4), but this time we consider (F G) k−1 ), we have
We compute lim n→∞ S I for ideals I of F G in two cases. Case 1: I = F G, hence I (k−1) * = (F G) (k−1) * . By Lemma 5.2 we have
By the exponential convergence lim n→∞ |(F G) k | |(F G) k * | = 1 (see (IV.6)) again, we get the following exponential convergent limit: 
Since k = [rn] and 1 > r > g q (δ), then lim Finally, since there are only finitely many ideals of F G, (V.4) is proved by (V.5) and the limits obtained in the above two cases.
VI. RANDOM QUASI-ABELIAN CODES
Keep notations in (II.1), (II.2) and (II.3). Recall that for A ∈ (F G) k×n the rate R(C A ) = k n if and only if the F G-rank of A is equal to k; at that case we say that A is full-rank.
In order to get random quasi-abelian codes of rate k n ≈ r , we consider the probability space F , whose sample space is {A ∈ (F G) k×n | A is full-rank} and each sample is chosen uniformly at random. Let A ∈ F and C A = {bA | b ∈ (F G) k }. By Pr F (C A ) > δ we emphasize that the probability is computed over the probability space F . Corollary 6.1:
and both the limits converge exponentially.
Proof: Let A ∈ (F G) k×n . By the total probability formula we have
Noting that
and by Lemma 6.3 below, lim n→∞ Pr(A is not full-rank) = 0, lim n→∞ Pr(A is full-rank) = 1;
so we get
Then the corollary follows from Theorem 2.1 at once. From the first part (the case "r < g q (δ)") of the above corollary we obtain the following result immediately. Corollary 6.2: For any (r, δ) ∈ (0, 1) × (0, 1 − q −1 ) satisfying that r < g q (δ), there exists a series of quasi-F G codes C 1 , C 2 , . . . such that:
(i) the length of C i goes to infinity; hence the matrix A can be rewritten as A = A (1) , . . . , A (h) with A ( j ) = a ( j ) αβ k×n being k×n matrix over the local algebra R j (see [7, (2. 2)]), and A is full-rank if and only if every A ( j ) is full-rank over the algebra R j for j = 1, . . . , h, see Let j with 1 ≤ j ≤ h be given. First we claim that A ( j ) is full-rank ⇐⇒Ā ( j ) is full-rank , (VI.2)
αβ k×n is the image of A ( j ) in E k×n j , i.e., eachā ( j ) αβ is the image of the element a ( j ) αβ in the residue filed E j = R j /J (R j ). To see it, we remark that A ( j ) is full-rank if and only if it is right invertible, see [7, Lemma 2.6] . Suppose that A ( j ) is full-rank, then A ( j ) B = I k×k for a B ∈ R n×k j , where I k×k stands for the identity k × k matrix; mapping them to matrices over E j , we get thatĀ ( j )B =Ī k×k , which implies thatĀ ( j ) is full-rank over E j . Conversely, ifĀ ( j ) is full-rank over E j , thenĀ ( j )B =Ī k×k for a B ∈ R n×k j , hence
since C is a nilpotent matrix, I k×k + C is an invertible matrix; hence A ( j ) is full-rank over R j . Next we claim that Pr A ( j ) is not full-rank ≤ q d j (k−n) ≈ q d j (r−1)n . (VI.3)
To see it, we note three points:Ā ( j ) is not full-rank if and only if there is a (k − 1)-dimensional subspace of E k j which contains all the columns ofĀ ( j ) ; the probability that a (k − 1)-dimensional subspace of E k j contains all the columns ofĀ ( j ) is 1/q d j n (recall that the cardinality |E j | = q d j ); the number of the (k − 1)-dimensional subspaces of E k j is
Pr Ā ( j ) is not full-rank ≤ q d j k · 1 q d j n = q d j (k−n) .
Each matrix in E k×n j has exactly |J (R j )| kn pre-images in R k×n j . So the claim (VI.3) follows from the above inequality and the conclusion (VI.2).
Finally, since r − 1 < 0, from (VI.3) we obtain lim n→∞ Pr A ( j ) is not full-rank ≤ lim n→∞ q d j (r−1)n = 0.
By (VI.1), we are done for the lemma.
