Abstract. We study the spectral projection associated to a barrier-top resonance for the semiclassical Schrödinger operator. First, we prove a resolvent estimate for complex energies close to such a resonance. Using that estimate and an explicit representation of the resonant states, we show that the spectral projection has a semiclassical expansion in integer powers of h, and compute its leading term. We use this result to compute the residue of the scattering amplitude at such a resonance. Eventually, we give an expansion for large times of the Schrödinger group in terms of these resonances.
Introduction
In this paper, we study the behavior of different physical quantities at the resonances generated by the maximum of the potential of a semiclassical Schrödinger operator. In particular, we show quantitatively to what extent the presence of these resonances drives the behavior of the scattering amplitude and of the Schrödinger group.
The resonances generated by the maximum point of the potential (usually called barriertop resonances) have been studied by Briet, Combes and Duclos [4, 5] and Sjöstrand [35] . These authors have given a precise description of the resonances in any disc of size h centered at the maximum of the potential. In particular, they have shown that the resonances lie at distance of order h from the real axis, which is in very strong contrast to the case of shape resonances (the well in the island case), with exponentially small imaginary part (see Helffer and Sjöstrand [20] ). The description of resonances in larger discs of size h δ , δ ∈]0, 1] has been obtained by Kaidi and Kerdelhué [25] under a diophantine condition. For small discs of size one, this question has been treated in the one dimensional case by the third author [34] with the complex WKB method. In the two dimensional case, the resonances in discs of size one have also been considered by Hitrik, Sjöstrand and Vũ Ngo . c [21] (see also the references in this paper). Here, we consider only the resonances at distance h of the maximum of the potential and we recall their precise localization in Section 2.
Resonances can be defined as the poles of the meromorphic continuation of the cut-off resolvent (see e.g. Hunziker [22] ). The generalized spectral projection associated to a resonance is defined as the residue of the resolvent at this pole:
as an operator from L 2 comp to L 2 loc . If z were an isolated eigenvalue, this formula would give the usual spectral projection. Many physical quantities can be expressed in terms of these generalized spectral projections. In the case of shape resonances, their semiclassical expansion has been computed by Helffer and Sjöstrand in [20] . In Section 4 below, we obtain the semiclassical expansion of the generalized spectral projection for barrier-top resonances. Since the resonances in the present case have a much larger imaginary part, our result is very different from that of the shape resonance case.
Resonances appear also in scattering theory (they are called scattering poles in this context). In [28] , Lax and Phillips have shown that they coincide with the poles of the meromorphic extension of the scattering amplitude. This result, proved for the wave equation in the exterior of a compact obstacle, was extended by Gérard and Martinez [13] to the long range case for the Schrödinger equation (see also the references in this paper for earlier works). For shape resonances, the residue of the scattering amplitude was calculated in the semiclassical limit by Nakamura [31, 32] , Lahmar-Benbernou [26] and Lahmar-Benbernou and Martinez [27] . More generally, upper bounds on the residues of the scattering amplitude have been obtained by Stefanov [38] (in the compact support case) and Michel [30] (in the long range case) for resonances very close to the real axis. In Section 5, we give the semiclassical expansion of the residues of the scattering amplitude for barrier-top resonances and we will see that these upper bounds do not hold in the present setting.
It is commonly believed that resonances play also a crucial role in quantum dynamics. Indeed, it is sometimes possible to describe the long time evolution of the cut-off propagator (for example, the Schrödinger or wave group) in term of the resonances. Typically, if the resonances are simple, the propagator e −itP truncated by χ ∈ C ∞ 0 satisfies χe −itP χ = z resonance of P e −itz χΠ z χ + remainder term.
Here, Π z is the generalized spectral projection defined previously. Such a formula generalizes the Poisson formula, valid for the operators with discrete spectrum. The resonance expansion of the wave group was first obtained by Lax and Phillips [28] in the exterior of a star-shaped obstacle. This result has been generalized, using various techniques, to different non trapping situations (see e.g. Vaȋnberg [41] and the references of the second edition of the book [28] ). The trapping situations have been treated by Tang and Zworski [40] and Burq and Zworski [6] for very large times. On the other hand, the time evolution of the quasiresonant states (sorts of quasimodes) has been studied by Gérard and Sigal [14] . A specific study of the Schrödinger group for the shape resonances created by a well in a island has been made by Nakamura, Stefanov and Zworski [33] . There are also some works concerning the situation of a hyperbolic trapped set. We refer to the work of Christiansen and Zworski [8] for the wave equation on the modular surface and on the hyperbolic cylinder, and to the work of Guillarmou and Naud [16] for the wave equation on convex co-compact hyperbolic manifolds. Section 6 is devoted to the computation of the asymptotic behavior for large time of the Schrödinger group localized in energies close to the maximum of the potential.
For the proof of the different results of this paper, we use an estimate of the distorted resolvent around the resonances, polynomial with respect to h −1 . Indeed, such a bound allows to apply the semiclassical microlocal calculus. This estimate is established in Section 3. To prove it, we proceed as in [2] and use the method developed by Martinez [29] , Sjöstrand [36] and Tang and Zworski [39] . Similar bounds around the resonances are already known in various situations (see e.g. Gérard [12] for two strictly convex obstacles, Michel and the first author [3] in the one dimensional case). Note that, in our setting, a limiting absorption principle have been proved in [1] .
Assumptions and resonances
We consider the semiclassical Schrödinger operator on R n , n ≥ 1, (2.1)
where V is a smooth real-valued function. We denote by p(x, ξ) = ξ 2 + V (x) the associated classical Hamiltonian. The vector field
is the Hamiltonian vector field associated to p. Integral curves t → exp(tH p )(x, ξ) of H p are called classical trajectories or bicharacteristic curves, and p is constant along such curves. The trapped set at energy E for P is defined as K(E) = (x, ξ) ∈ p −1 (E); exp(tH p )(x, ξ) → ∞ as t → ±∞ ,
We shall suppose that V satisfies the following assumptions (H1) V ∈ C ∞ (R n ; R) extends holomorphically in the sector S = {x ∈ C n ; | Im x| ≤ δ x }, for some δ > 0. Moreover V (x) → 0 as x → ∞ in S.
(H2) V has a non-degenerate maximum at x = 0 and
with E 0 > 0 and 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n .
(H3) The trapped set at energy E 0 is K(E 0 ) = {(0, 0)}.
Notice that (H3) ensures that x = 0 is the unique global maximum for V . Moreover, there exists a pointed neighborhood of E 0 in which all the energy levels are non trapping. In the following, (µ k ) k≥0 denote the strictly increasing sequence of linear combinations over N = {0, 1, 2, . . .} of the λ j 's. In particular, µ 0 = 0 and µ 1 = λ 1 .
The linearization F p at (0, 0) of the Hamilton vector field H p is given by
, and has eigenvalues −λ n , . . . , −λ 1 , λ 1 , . . . , λ n . Thus (0, 0) is a hyperbolic fixed point for H p and the stable/unstable manifold theorem gives the existence of a stable incoming Lagrangian manifold Λ − and a stable outgoing Lagrangian manifold Λ + characterized by
Moreover, there exist two smooth functions ϕ ± , defined in a vicinity of 0, satisfying
and such that Λ ± = Λ ϕ ± := {(x, ξ); ξ = ∇ϕ ± (x)} near (0, 0). Since P is a Schrödinger operator, we have
Under the previous assumptions, the operator P is self-adjoint with domain H 2 (R n ), and we define the set Res(P ) of resonances for P as follows (see [22] ). Let R 0 > 0 be a large constant, and let F : R n → R n be a smooth vector field, such that F (x) = 0 for |x| ≤ R 0 and
for ϕ ∈ C ∞ 0 (R n ). Then the operator U µ P (U µ ) −1 is a differential operator with analytic coefficients with respect to µ, and can be analytically continued to small enough complex values of µ. For θ ∈ R small enough, we denote (2.3)
The spectrum of P θ is discrete in E θ = {z ∈ C; −2θ < arg z ≤ 0}, and the resonances of P are by definition the eigenvalues of P θ in E θ . We denote their set by Res(P ). The multiplicity of a resonance is the rank of the spectral projection
where γ is a small enough closed path around the resonance z. The resonances, as well as their multiplicity, do not depend on θ and F . As a matter of fact, the resonances are also the poles of the meromorphic extension from the upper complex half-plane of the resolvent
g. [18] ). In the present setting, Sjöstrand [35] has given a precise description of the set of resonances in any disc D(E 0 , Ch) of center E 0 and radius Ch. This result has also been proved simultaneously by Briet, Combes and Duclos [5] under a slightly stronger hypothesis (a virial assumption).
Theorem 2.1 (Sjöstrand) . Assume (H1)-(H3). Let C > 0 be different from n j=1 (α j + 1 2 )λ j for all α ∈ N n . Then, for h > 0 small enough, there exists a bijection b h between the sets Res 0 (P ) ∩ D(E 0 , Ch) and Res(P ) ∩ D(E 0 , Ch), where
In particular, the number of resonances in any disk D(E 0 , Ch) is uniformly bounded with respect to h. For z 0 α ∈ Res 0 (P ), we denote The semiclassical pseudodifferential calculus is a tool used throughout this paper, and we fix here some notations. We refer to [11] for more details. For m(x, ξ, h) ≥ 0 an order function and δ ≥ 0, we say that a function a(x, ξ, h)
If a ∈ S δ h (m), the semiclassical pseudodifferential operator Op(a) with symbol a is defined by
We denote by Ψ δ h (m) the space of operators Op(S δ h (m)). The rest of this paper is organized as follows. In Section 3, we prove a resolvent estimate in the complex plane that we use in all the rest of the paper. Then, in Section 4, we compute the spectral projection associated to a resonance. In section 5, we give the asymptotic expansion of the residue of the scattering amplitude at a simple resonance for long range potentials. Section 6 is devoted to the computation of the asymptotic behavior for large t of the Schrödinger group e −itP/h , where the spectral projection appears naturally. At last, we have placed in Appendix A some geometrical considerations about Hamiltonian curves in a neighborhood of the hyperbolic fixed point, that we need in Section 4.
Resolvent estimate
In this section, we prove a polynomial estimate for the resolvent of the distorted operator P θ around the resonances. This estimate is used throughout the paper to control remainder terms. More precisely, we prove the following result. 
ii) Assume θ = νh| ln h| with ν > 0. Then, there exists K > 0 such that
In particular, the previous theorem states that all the resonances in [E 0 − ε, E 0 + ε] + i[−Ch, 0] are those given by Theorem 2.1. The rest of this section is devoted to the proof of Theorem 3.1. We follow the approach of Tang and Zworski [39] and we use the constructions of [2, Section 4] , where the propagation of singularities through a hyperbolic fixed point is studied, and of [1, Section 3] , where a sharp estimate for the weighted resolvent for real energies is given.
3.1. Definition of a weighted operator Q z .
The distorted operator P θ defined in (2.3) is a differential operator of order 2 whose symbol p θ ∈ S 0 h (1) satisfies
We write the Taylor expansion of p θ,0 (x, ξ) with respect to θ as
so that for ε > 0 small enough, there exists R 1 > R 0 + 1 such that
We want to gain as much ellipticity as we can near (0, 0). As in [2, Section 4], we shall work with a weighted operator, and we start by defining the weights. Let p(x, ξ) = p(x, ξ) − E 0 and p θ (x, ξ, h) = p θ (x, ξ, h) − E 0 . There exists a symplectic map κ defined near B(0, ε 2 ) = {(x, ξ) ∈ T * R n ; |(x, ξ)| ≤ ε 2 }, with 0 < ε 2 ≪ ε, such that, setting (y, η) = κ(x, ξ),
Here (y, η) → B(y, η) is a C ∞ map from κ(B(0, ε 2 )) to the space M n (R) of n × n matrices with real entries such that
Let U be a unitary Fourier integral operator microlocally defined near B(0, ε 2 ) and associated to the canonical transformation κ. Then (3.6)
Let 0 < ε 1 < ε 2 . Since the trapped set at energy E 0 for p is {0}, we recall from [15] that, for the compact set K = B(0, 2R 1 ) \ B(0, ε 1 ) ∩ p −1 ([E 0 − 4ε, E 0 + 4ε]) ⊂ T * R n , there exist 0 < ε 0 < ε 1 and a bounded function g ∈ C ∞ (T * R n ) such that H p g has compact support and
As in [29] , we set, for R ≫ R 1 to be chosen later,
We also define functions on the (y, η) side. We set
Here M > 1 is a parameter that will be chosen later on. Since we consider the semiclassical regime, we will assume that hM < 1. Moreover,
The notation f ≺ g means that g = 1 near the support of f . We define the operators
for j = 1, 2. Notice that G ±0 is acting on functions of (x, ξ), whereas the other operators are acting on functions of (y, η). The t • 's are real constants that will be fixed below. Then,
We define the operator
and we compute the symbols of the operators Q • separately.
The goal of this part is to prove the following identity.
Lemma 3.2. Let Q z be the operator defined in (3.10) . Then,
Remark 3.3. We will show in the proof of Lemma 3.2 (more precisely in (3.28) ) that the Proof.
• First we consider Q 1 . Since we can assume that R 0 > ε 2 , we have
Then again (3.13)
The k-th term in (3.14) is easily seen to be O(h k ), so that choosing k 1 large enough, we conclude that a 2 ∈ S 0 h (1). Moreover supp a 2 ⊂ supp χ 4 modulo S 0 h (h ∞ ), and (3.15)
where a 4 , a 5 ∈ S 0 h (1) verify supp a 4 , supp a 5 ⊂ supp χ 4 modulo S 0 h (h ∞ ). Moreover, from (3.15), we have (3.17)
with g 0 = g 0 •κ −1 and a symbol a 6 ∈ S 0 h (h| ln h|) satisfying supp a 6 ⊂ supp χ 4 ∩supp g 0 modulo S 0 h (h ∞ ). Since φ 1 , φ 2 ≺ χ 1 ≺ χ 2 , we have g 1 , g 2 ≺ χ 1 and we get by pseudodifferential calculus (3.18)
Then, using (3.13), (3.16) , (3.17) and (3.18), we obtain
The first term in the right hand side of (3.19) has already been computed in the equations (4.15)-(4.41) of [2] (the reader should notice however that the symbol p there has to be replaced by pχ 4 here). We have
On the other hand, since supp φ 2 ⊂ B(0, ε 0 ), g 2 = 0 near the support of g 0 and a 6 . Thus,
And then, working as in (3.12)-(3.15), we obtain
Using (3.16) and collecting (3.20) and (3.21) , the identity (3.19) gives
• Now we consider Q 2 . As in (3.12)-(3.15), we have
Since χ 1 ≺ χ 3 , the pseudodifferential calculus gives
. Furthermore, using Egorov's theorem, we obtain
, the supports of b 1 and b 2 are disjoint and
• It remains to study Q 3 . Working as in (3.12)-(3.15), we get
where c 2 ∈ S 0 h (1). Now (3.18) and (3.24) yield
Working as in the equation (4.43) of [2] , we get
Combining (3.26) with the last identity, we finally obtain
• The same way, one can prove
and the same kind of estimate holds for the product the other way round. On the other hand,
and h small enough and they satisfy (3.28)
for some C > 0. The same thing can be done on H 2 (R n ) since the operators we consider differ from Id by compactly supported pseudodifferential operators. This shows Remark 3.3.
• Adding (3.22), (3.25) and (3.27), we get Lemma 3.2
3.3.
Estimates on the inverse of Q z .
Let ϕ ∈ C ∞ 0 (T * R n ; [0, 1]) be such that ϕ = 1 near 0. We define (3.29)
for some large constant C 1 > 1 fixed in the following.
This lemma is similar to Proposition 4.1 of [2] . We will only give the proof of part ii) since the first part can be proved the same way (using (3.34) instead of (3.35)).
As usual, we denote ω • = ω • • κ −1 . We now recall some ellipticity estimates proved in [2] by means of Gårding's inequality and Calderòn-Vaillancourt's theorem. From the equations (4.50), (4.51), (4.54), (4.55) and (4.64) of [2] , we have
for some δ, C > 0 which do not depend on h, M and the t • 's.
From (3.3) and since θ = νh| ln h|,
From the definition (3.8) of g 0 , we have
Using Gårding's inequality, (3.7) implies Op(−ht 0 {g 0 , p}ω
Using the functional calculus for pseudodifferential operators, we can write
Note that the operator Op(q)(P + i) −1 is uniformly bounded on L 2 (R n ). Gårding's inequality together with (3.4) give
Adding (3.33), (3.35) , (3.36) and (3.37) and using Gårding's inequality, we obtain
Combining the formulas (3.11) and (3.38) and the estimates (3.40), (3.41) and (3.42), we get
with µ ≫ 1. Then, for h small enough, Gårding's inequality implies
On the other hand, from (3.11), we have
Then,
for all h small enough.
Summing (3.44) and C 2 h| ln h| times the square of (3.45), we obtain
for C 2 fixed large enough. Then, using (
Since we can obtain the same way the same estimate for the adjoint (Q z − ih K) * , we get the lemma.
To prove the part i) of Theorem 3.1 (the resonance free zone), we will use in addition the following lemma. 
Proof. Since K 1, (3.11) gives
Since the support of g 0 does not intersect the support of the symbol of K, we obtain
Moreover, working as in (3.24),
We now rescale the variables as in [7] and in the equation (4.18) of [2] . We define a unitary
If a(y, η) is a symbol, then
If possible, we will identify in the following an operator with its conjugation by V . As in [2, (4.24)], we define the class of symbols a ∈ S 1
We refer to the appendix of [2] for the pseudodifferential calculus in
The same way, [2, Equation (4.
Vaillancourt's theorem for this operator, we finally obtain
The lemma follows from (3.47), the choice of M in Lemma 3.4 and the estimates (3.48), (3.49), (3.50) and (3.51).
3.4. Proof of Theorem 3.1.
We first prove that (3.1) holds for
Here, A > 0 is any fixed constant. We used a method due to Tang and Zworski [39] . For 
On the other hand, Remark 3.3 gives
Thanks to Theorem 2.1 which describes all the resonances in any neighborhood of size h of E 0 , it remains to prove that P has no resonance in (3.52) [
for one A > 0 and that the resolvent satisfies in this region an upper bound polynomial with respect to h −1 . In particular, we can assume that |z − E 0 | ≥ h. Using Lemma 3.4, Lemma 3.5 and KQ z u Q z u , we get
for some δ > 0. Then, summing the first identity with hδ −1 |z − E 0 | −1 times the second one, we obtain
for A large enough. Thanks to Remark 3.3, this implies that P has no resonance in the region given in (3.52) and that (3.1) holds in this set.
Spectral projection
The purpose of this part is to give the asymptotic expansion of the generalized spectral projection Π zα associated to an isolated resonance z α in some D(E 0 , Ch). We recall that Π zα is the operator from L 2 comp (R n ) to L 2 loc (R n ) defined by
where γ is a simple loop in the complex plane, oriented counterclockwise, such that z α is the only resonance in the bounded domain delimited by γ.
Theorem 4.1 (Asymptotic expansion for the spectral projection).
and the function f (x, h) satisfies the following properties:
ii) It satisfies the Schrödinger equation:
iii) It is outgoing: there exists R > 0 such that f = 0 microlocally near each (x, ξ) with |x| > R, cos(x, ξ) < −1/2. iv) Finally, locally near (0, 0), we have
We prove this result the following way. Using [2] , we compute (P − z) −1 v for some well prepared WKB function v and z on a loop around the resonance z α . Integrating with respect to z, we get Π zα v and thus the resonant state f . To finish the proof, we obtain the constant c computing (v, f ) by a stationary phase argument.
ii
) The properties i)-iv) of Theorem 4.1 characterize uniquely the resonant state f (x, h) modulo O(h ∞ ). In particular, the usual propagation of singularities implies that this function is a classical Lagrangian distribution of order 0 with Lagrangian manifold Λ + .
For the punctual well in the island situation, the generalized spectral projection has been computed by Helffer and Sjöstrand [20] . In particular, they have proved that this operator is almost orthogonal. Indeed, if the resonance z is isolated and the cut-off χ ∈ C ∞ 0 (R n ) is equal to 1 near the well, then χΠ z χ is exponentially close to the spectral projection associated to the Dirichlet problem in the well and χΠ z χ = 1 + O(e −δ/h ) for some δ > 0. The situation is very different in the present setting since, for χ = 0, χΠ zα χ is of order h
From the previous discussion, the polynomial upper bound on the resolvent proved in Theorem 3.1 occurs effectively. More precisely, in every disc D(z α , εh), with ε > 0, the cut-off resolvent can not be bounded by anything smaller than h −Cα |z−zα| for some C α > 0. Moreover, since C α ≥ |α| + n 2 , this constant can not be taken uniformly with respect to z α . One may perhaps prove Theorem 4.1 with other methods than the one we use here. In the one dimensional case, the resolvent can be written in term of a basis of solutions of (P − z)u = 0 and of their Wronskian. Thus, it must be possible to use the results of [34] in which the scattering amplitude, which can be expressed through the Wronskians of the Jost solutions, has been computed. In any dimension, another approach is perhaps also possible. One may first try to calculate the resonant state f with various methods (using, for example, the works of Briet, Combes and Duclos [4] , Sjöstrand [35] or Hassell, Melrose and Vasy [17] ). It then remains to calculate the constant c. This question is equivalent to the calculation of the scalar product (f, f ) = f 2 . If we neglect the problems of integration at infinity, this calculation is reduced to a problem of stationary phase at point 0. But, since f 2 vanishes to order 2|α|, the knowledge of d 0 is not enough and we must explicitly know the |α| first terms in the expansion of f in powers of h. In this computation, the situation becomes, in a sense, similar to that of the eigenvectors of the harmonic oscillator for which the "good variable" is
. However, this is not the case in Theorem 4.1 since the factor e iϕ + (x)/h in f has modulus 1.
It may be possible to obtain some results when z 0 α is not simple. In that case, various situations may occur: several resonances can be very close to each other, the resonances can have a non-trivial multiplicity and they can be multiple poles of the resolvent. We refer to [35, Section 4] where such phenomena are shown. In the remainder of this discussion, we consider the simplest case where a double resonance can appear. We assume that λ 1 = λ 2 < λ 3 and
) is a double resonance. Then, near z, the resolvent can be written
where H is holomorphic near z. In that case, Rank Π 2 ≤ 1 and Rank Π 1 = 2. It seems possible to calculate Π 1 with a proof similar to that of Theorem 4.1. Using Proposition A.3, we can construct two initial data v 1 , v 2 such that the microsupport of v j and Λ − intersect along a Hamiltonian curve which goes to 0 along the j-th vector basis. Then, computing the residue of (z − P ) −1 v j , we obtain that Π 1 (v j + (P − z)∂ z v j ) is of the form f j = x j e iϕ + (x)/h modulo a constant. In the following, we can neglect (P − z)∂ z v j as it gives lower order terms. Since f 1 and f 2 can not be collinear, {f 1 , f 2 } (resp. {f 1 , f 2 }) forms a basis of Im Π 1 (resp. Im Π * 1 ). To finish the computation of Π 1 , it is sufficient to calculate (v j , f k ). The scalar products (v j , f j ) can be calculated as in the proof of Theorem 4.1. But, according to the choice of the v j 's and to the form of the f k 's, (v j , f k ) appears to be smaller when j = k. Eventually, in the {f 1 , f 2 } and {f 1 , f 2 } bases, the operator Π 1 seems to be a 2 × 2-matrix whose diagonal coefficients are given by (4.2) at the first order and whose off-diagonal coefficients are of lower order. One can probably also say something about Π 2 . But, one may need to calculate several lower order terms in the semiclassical expansions (for the resonance for example). This operator seems to have a smaller norm.
Construction of "test functions".
To prove the theorem, it is enough to show that
for χ ∈ C ∞ 0 (R n ). Let Π zα,θ be the spectral projection of P θ at the resonance z α . It is the operator on L 2 (R n ) defined by
We now assume that the distortion occurs outside of the support of χ. In particular, χΠ zα χ = χΠ zα,θ χ. Let J be the anti-linear operator on L 2 (R n ) defined by
Since P is a Schrödinger operator with a real potential, JP = P J and a direct calculation
loc (R n ). Moreover, from [37] , we can always assume that g θ = U θ g. In particular, χg θ = χg.
Since z 0 α is simple, for all j ∈ {1} ∪ supp α (where supp α = {j ∈ N; α j = 0}), λ j = λ · β with β ∈ N n implies |β| = 1. Then, from Lemma A.1 and Proposition A.3, there exists a Hamiltonian curve γ − = (x(t), ξ(t)) ⊂ Λ − such that, for all j ∈ {1} ∪ supp α, we have γ
We now construct the "test functions", supported microlocally near the "test curve" γ − , on which we will evaluate the spectral projection. Let u(x, z, h) be a function defined in a vicinity of 0 but not at 0. We assume that u is a WKB solution of (P − z)u = 0. More precisely, near the x-projection of γ − \ {0}, we have
Here ψ is a C ∞ function solving the eikonal equation |∇ψ| 2 + V (x) = E 0 . We assume that Λ ψ = {(x, ∇ψ(x))} intersects transversely Λ − along γ − . Note that the construction of such a phase, whose associated Lagrangian manifold projects nicely on the x-space in a vicinity of γ − , can always be done thanks to [1,
uniformly for z ∈ D(E 0 , C 0 h). Moreover, b and the b j 's are C ∞ with respect to x and analytic with respect to z ∈ D(E 0 , C 0 h). Finally, we assume that u satisfies
and b 0 (x, z) = 0 near the x-projection of γ − . For that, it is enough to solve the usual transport equations. Finally, we suppose that u = 0 outside a neighborhood of the spacial projection of γ − . Then, we set
where τ ∈ C ∞ 0 (R n ) with supp τ close to 0 and τ = 1 near 0. We consider (4.7)
In all the proof of Theorem 4.1, we will work with z in a ring Proof. This lemma can be proved as Theorem 2 of [3] . First, assume ρ / ∈ p −1 (E 0 ). Using the elliptic equation (P θ − z)w = v, the norm estimates v , w h −C and the condition ρ / ∈ MS(v), the standard pseudodifferential calculus implies that ρ / ∈ MS(w). More precisely, for all f ∈ C ∞ 0 (R) with f = 1 near E 0 , we have (4.8)
Assume now that ρ ∈ p −1 (E 0 ). From the hypotheses, the half-curve exp(tH p )(ρ), t ≤ 0, does not meet MS(v) and goes to ∞ as t → −∞. Then, one can find a symbol ω ∈ S 0 h (1) such that ω = 1 near ρ, H p ω ≤ 0, exp(] − ∞, 0]H p )(supp ω) does not meet MS(v) and exp(−T H p )(supp ω) ⊂ Γ − (R, d, σ) for some T, R ≫ 1, d > 0 and σ < 0. Here, Γ − (R, d, σ) = {(x, ξ) ∈ T * R n ; |x| > R, d −1 < |ξ| < d and cos(x, ξ) ≤ σ}. Then, mimicking the proof of [3, Theorem 2], we get Op(ω)w = O(h ∞ ), uniformly in z ∈ R h . The unique difference with its proof is that the 0 in the left hand side of [3, (3.4) ] is replaced by O(h ∞ ) (here, we use that supp ω ∩ MS(v) = ∅).
We will now calculate w on Λ − near 0. First, using MS(v) ∩ Λ − ⊂ γ − , the previous lemma implies the following consequence. where Figure 1) . Then, microlocally near each point of γ − , we have
For the first equality, we have used that P = P θ near the spacial projection of MS(
. Thus, microlocally near γ − , we have
In particular, the choice of T and the Egorov theorem imply (P θ − z)(w − w) = 0 microlocally near exp(] − ∞, 0]H p )(ρ). On the other hand, combining Lemma 4.3 (for w) and the Egorov theorem (for w), we obtain w − w = 0 microlocally near exp(−SH p )(ρ), for all S large enough. Using moreover that w − w ≤ h −C , the propagation of singularities implies that (4.10) w = w microlocally near ρ.
Then, microlocally near ρ, we have
which proves the lemma.
In fact, one can prove more directly Lemma 4.3 and Lemma 4.5 by applying the proof of Theorem 2 of [3] to the function w − w.
4.3.
Representation of w at the critical point.
We will use the variable σ = (z − E 0 )/h, the notation σ 0 α = (z 0 α − E 0 )/h and the set
. Note that σ 0 α and R does not depend on h and R h = E 0 + hR. Since τ = 1 near 0, we have 
Concerning the symbol A + , we will only use that σ → A + is a holomorphic function of σ ∈ D(0, C 0 ) which decays uniformly exponentially in t (see [2, Proposition 5.11]). The constant ψ(0) is defined by
for all s ≥ 0.
The symbol A − (x, σ, h) ∈ S 0 h (h −C ), holomorphic for σ ∈ R, is constructed the following way. There exists an expandible symbol a(t, x, σ, h) ∈ S 0 h (1) of the form
where the a j 's satisfy
We refer to Helffer and Sjöstrand [19] for the definition of expandible functions. Here, S is defined by
The symbols a j , a j,µ k , a j,µ k ,ℓ are holomorphic for σ ∈ D(0, C 0 ). Moreover, as in [2, (6.26)], a 0,0 does not depend on t (and σ) and
), π x being the spatial projection. Let ϕ ⋆ (t, x) = ϕ(t, x) − (ϕ + (x) + ψ(0)) be the expandible function
constructed in [2, Section 5] . Recall that ϕ(t, x) satisfies the eikonal equation
We consider the expandible symbol (see (5.77) of [2] )
for some Q 1 ∈ N fixed large enough,
Then, A − (x, σ, h) is a symbol, holomorphic with respect to σ ∈ R, such that
for some K 1 ∈ N large enough.
In the following, we will need some informations on the ϕ µ k . Let j ∈ {1, . . . , n} be such that α j = 0 or j = 1. Since z 0 α is simple, λ j can not be written as a non-trivial combination of the λ k 's (i.e. λ j = λ · β implies β k = δ j,k ). Therefore, calculating the term in e −λ j t of (4.17), we obtain
Working as in Section 6.1 of [1] (see also (5.59) of [2] for j = 1), one can prove that ϕ λ j does not depend on t (i.e. N λ j = 0), that
and that
is collinear to the j-th vector of basis, we also denote this j-th component of the vector g
Integration with respect to z.
Let γ be a fixed simple loop in R around 0 oriented counterclockwise and γ h = E 0 + hγ ⊂ R h . We integrate w on the loop γ h . First, since z α is a simple resonance for h small and since v is a holomorphic function with respect to z ∈ D(E 0 , C 0 h), the equations (4.4) and (4.7) give
On the other hand, we can also calculate this quantity microlocally near (0, 0) with the help of (4.14). Since σ → A + (σ) is holomorphic in D(0, C 0 ), the second term in the right hand side of (4.14) gives no contribution to this integral. Moreover, for µ k = λ · α, the function (S + µ k ) −1 is holomorphic for σ ∈ D(σ 0 α , C 2 ). This implies that only the terms of (4.19) with µ k = λ · α give a non-zero contribution to the integral over σ.
We now look for the terms with µ k = λ · α in (4.18). Among these terms, the one which gives the higher possible power of h −1 , is given by q = |α| and is equal to
Here, we have used the fact that z 0 α is simple. Note that, since a 0,0 and ϕ λ j , with α j = 0, does not depend on t (see the discussion before (4.20)), this term does not depend on t. Then, A − satisfies, as h → 0,
where the a − j 's are holomorphic with respect to σ ∈ R and C ∞ with respect to x near 0. The function σ → H is holomorphic in D(σ 0 α , C 2 ). Moreover,
Using the previous discussion, together with (4.14) and (4.22), we obtain that
microlocally near (0, 0). Moreover,
To be more precise, in the C ∞ case, Theorem 2.1 of [2] gives only uniqueness for z outside of a set Γ(h), which is finite uniformly with respect to h. Then, to prove (4.22), we integrate first on a loop γ h ∈ R h \ (Γ(h) + D(0, εh)) of length of order h and which may depend on h in a non trivial way. But, since the function w is holomorphic in R h , we can deform the contour γ h to γ h and thus justify (4.22).
Construction and properties of f .
We define the functions f and f θ by
where, using the notation (
−|α| e iψ(0)/h .
As usual, we have χ f = χ f θ if the distortion holds outside of the support of χ ∈ C ∞ 0 . From (4.25), f (resp. f θ ) is in the image of Π zα (resp. Π zα,θ ). Moreover, using (4.16) (which gives that a 0,0 (0) = 0), (4.21), (4.23), (4.24), (4.25) and (4.26), we have, microlocally near (0, 0),
In particular, f is not identically zero. Then, Π zα can be written as
and f satisfies iv) of Theorem 4.1. Furthermore, using Lemma 4.3, integrating over z and coming back to the definition of f (see (4.25)), we immediately obtain the point iii) of Theorem 4.1. Since f is in the image of Π zα which is the spectral projection at a simple resonance, the point ii) of Theorem 4.1 is clear. Combining iii), iv), (4.8), which gives a uniform bound outside of the energy level, together with "the transport equation" ii), we get the point i) by a standard argument of propagation of singularities.
Calculation of v(z
Here we calculate the scalar product between v(x, z α ) and f (x). From (4.5) and (4.6), the function v is supported near supp ∂ x τ and micro-supported near {(x, ξ) ∈ R 2n ; x ∈ supp ∂ x τ and (x, ξ) ∈ Λ ψ }. Then, if supp τ is close enough to 0, the previous section and (4.5) imply that
A direct calculus gives
Then, using that ϕ + = −ϕ − , we get
The critical points of the phase ψ − ϕ − (i.e. the points x such that ∇ψ(x) = ∇ϕ − (x)) are the points in the spatial projection of Λ ψ ∩ Λ − = γ − . Moreover, since this intersection is transversal, the phase function ψ − ϕ − is non degenerate in the directions that are transverse to π x γ − (π x being the spatial projection). Then, applying the method of the stationary phase in the orthogonal directions of π x γ − (written (π x γ − ) ⊥ ) and parameterizing the curve π x γ − by x(t), (4.31) gives
with r(t, h) ∼ 
From (4.15), we have ψ(x(t)) − ϕ − (x(t)) = ψ(0) for all t ∈ R. In particular, (4.32) can be written 
Using (4.20), we have the transport equation
which gives
On the other hand, since ϕ λ j (x) is C ∞ and x(t) is expandible, the function t → ϕ λ j (x(t)) is expandible. Moreover, since λ j can not be written as a non-trivial combination of the λ k 's, the Taylor expansion (4.21) of ϕ λ j shows that the term in e −λ j t in the expansion of ϕ λ j (x(t)) is −λ j (g
) 2 e −λ j t . Since (4.37) gives another asymptotic expansion, the uniqueness of the development implies that
Then, combining with (4.36), we obtain
Note here that the curve γ − has been chosen in Section 4.1 such that (g − ) α = 0.
From the construction of u in (4.5) and since z α is a classical symbol (see Remark 2.3)
, the function b 0 satisfies the usual transport equation
Mimicking the proof of (4.37), we get
Therefore, (4.30) gives 
for t large enough.
Finally, using the expansion of x(t), we have
. In particular, using (4.26) and (4.34), we get
At this point, the function f and the constant c may depend on v. Nevertheless, since Π zα = c( · , f ) f and d 0 (the first term in the development of f given in (4.27)) do not depend on v, the constant c 0 also does not depend on v.
We choose a sequence of functions τ (say τ N ), with ∂ t τ N (x(t)) ≥ 0, such that ∂ t τ N (x(t)) converges to the Dirac mass δ t for some fixed t > 0. Then, from the definition of s 0 (4.35) and of b 0 (4.40), we get 
Then, letting t going to +∞ and using that c 0 does not depend on t, it follows 
Residue of the scattering amplitude
In this section, we give the semiclassical expansion of the residue of the scattering amplitude at an isolated resonance. To define the scattering matrix, we assume that the potential is long range:
Using the constructions of Isozaki and Kitada (see [23] and [24] ), the assumption (H4) allows to define the scattering matrix S(z, h), z ∈]0, +∞[ related to the pair P 0 = −h 2 ∆ and P as a unitary operator
In the short range case (i.e. ρ > 1), this operator coincides with the usual scattering matrix. Next, introduce the operator T (z, h) defined by
Its kernel T (ω, ω ′ , z, h) is smooth away from the diagonal of S n−1 × S n−1 (see [24] ). Here, ω (resp. ω ′ ) is called the outgoing (resp. incoming) direction. Finally, the scattering amplitude is defined for ω = ω ′ by
. In [13] , Gérard and Martinez have shown that for ω = ω ′ fixed, the scattering amplitude has a meromorphic continuation to a neighborhood of ]0, +∞[, whose poles are the resonances of P . Moreover, the multiplicity of each pole is less or equal to the multiplicity of the resonance. Notice that, since the kernel of the residue of the scattering matrix is not singular at ω = ω ′ (see Theorem 1.1 (iii) of [13] ), we drop the assumption ω = ω ′ in the sequel.
We will now make some hypotheses on the behavior of the classical curves. Let (x(t), ξ(t)) = exp(tH p )(x, ξ) be a Hamiltonian curve in p −1 (E 0 ). Under the hypotheses (H1)-(H4), there are only two possible behaviors for x(t) as t → ±∞: either it escapes to ∞, or it goes to 0.
From the long range assumption (H4), if x(t) escapes to ∞, then ξ(t) has a limit in √ E 0 S n−1 . Moreover the set of points with asymptotic direction ω and ω ′ ,
are Lagrangian submanifolds of T * R n (see [10] ). We suppose that (H5) Λ − ω ′ and Λ − (resp. Λ + ω and Λ + ) intersect in a finite number N − (resp N + ) of bicharacteristic curves, with each intersection transverse.
We denote these curves, respectively,
Note that, from Proposition 2.5 of [1] , the intersections Λ − ω ′ ∩ Λ − and Λ + ω ∩ Λ + are never empty (i.e. N − ≥ 1 and N + ≥ 1). From [19] , the curve γ ± ⋆ with ⋆ = k, ℓ satisfies
always exists a µ j such that g
We know that λ ± ⋆ is one of the λ j 's and that M ⋆,± λ j = 0 (see [1, (2.18)]). We shall denote
for some T ± ⋆ large enough which is equal to +∞ in the short range case ρ > 1. Moreover, in the short range case ρ > 1, the bicharacteristic curves in Λ ± α , α ∈ S n−1 , are the bicharacteristic curves γ ± (t, z, α) = (x ± (t, z, α), ξ ± (t, z, α)) for which there exists a z ∈ α ⊥ ∼ R n−1 such that
These trajectories are smooth with respect to t, z, α. We denote by z ± ⋆ the impact parameter of the curve γ ± ⋆ . Let
be the Maslov determinants for γ ± ⋆ which exist and satisfy 0 < D ± ⋆ < +∞ (see [1] ). We shall also denote by ν ± ⋆ the Maslov index of the curve γ ± ⋆ .
Theorem 5.1 (Residue of the scattering amplitude). Assume (H1)-(H5).
Let α ∈ N n be such that z 0 α is simple. Then, the residue of the scattering amplitude satisfies
where
Moreover, b 
In the last formula (g ⋆,± ) α is a shorthand for
is identified with its j-th coordinate. To prove the theorem, we first obtain a representation formula for the scattering amplitude involving the resolvent. Then we apply Theorem 4.1 to express the residue of the scattering amplitude with the help of the resonant state f . Finally, the result follows from the computation of two scalar products which are done with the stationary phase method. In the one dimensional case, Theorem 5.1 can probably be deduced from the computation of the scattering amplitude obtained by the third author in [34] .
For a punctual well in the island case and under some geometrical assumptions, the asymptotic of the residue of the scattering amplitude has been computed by Nakamura [31, 32] , Lahmar-Benbernou [26] and Lahmar-Benbernou and Martinez [27] .
It is possible to compare Theorem 5.1 with the semiclassical expansion of the scattering amplitude for real energy obtained in [1] . Assume for simplicity that the λ j 's are non-resonant (Z-independent for example), λ n < 2λ 1 , N − = N + = 1, N ∞ = 0 and g 1,− λ j = 0 for all j ∈ {1, . . . , n}. In particular, we have k = ℓ = 1. Let J ∈ {1, . . . , n} be the first j with g 1,+ λ j = 0 (thus, λ J = λ + 1 ). In that case, Theorem 2.6 (a) of [1] gives
and f (E) is an explicit function, analytic near E 0 . Thus, the main term in (5.1), defined in [1] for E real, has a meromorphic extension in a fix neighborhood of E 0 . Moreover, its poles are exactly the pseudo-resonances z 0 α ∈ Res 0 (P ) with α = (0, . . . , 0, α J , 0, . . . , 0) and the corresponding residue coincides with that given in Theorem 5.1. In particular, this principal term does not contribute to the residue at the other (pseudo)-resonances. The cases (b) and (c) in Theorem 2.6 of [1] only appear for resonant λ j 's and the corresponding main terms in the semiclassical expansion of the scattering amplitude have poles at some z 0 α ∈ Res 0 (P ) which are not simple.
Representation formula for the scattering amplitude.
In this section, we recall a representation formula of the scattering amplitude for complex energies due to Gérard and Martinez [13] . Their approach consists in extending the formula of Isozaki and Kitada [24] to complex energies. For this purpose, they show that the phases and the symbols involved in that formula can be chosen to be analytic in a suitable complex neighborhood of R 2n . We only recall what will be useful in the following and refer to [13] for the details.
| Im ξ| ≤ ε Re ξ and ± cos(Re x, Re ξ) ≥ ±σ , [13] , Gérard and Martinez construct some phases ϕ k ∈ C ∞ (R 2n ; R) and some symbols t k ∈ C ∞ (R 2n ) ∩ S 0 h (1) satisfying the general assumptions of Isozaki and Kitada [23] and the following properties.
The phases ϕ k have a holomorphic extension to Γ k and satisfy
Moreover, for some δ > 0 with −1 < σ
. Finally, they extend holomorphically with respect to X = |x| and Ξ = |ξ| for X in {Re X > 3R 1 , | Im X| < ε Re X } and Ξ in a complex neighborhood of √ E 0 . Furthermore, their extensions continue to satisfy estimates analogous to the previous ones. The symbols t k are then defined by
and satisfy, for some ε > 0,
uniformly with respect to h and (x, ξ) ∈ Γ
. Under the assumption (H4), Gérard and Martinez [13] have proved that the scattering amplitude can be written
where f (ω, ω ′ , z, h) has a holomorphic extension in a (fixed) neighborhood of E 0 ,
.
By assumption, the resonance z α is simple for h small enough. Moreover, Theorem 3.1 implies that Π zα,θ = O(h −M ) for θ = νh| ln h| and some M > 0. Then Lemma 5.4 of [3] (see also Proposition 5.1 of [26] in the case of a well in the island) states that
where χ ∈ C ∞ 0 (R n ) satisfies 1l |x|≤2R 1 ≺ χ ≺ 1l |x|≤3R 1 with R 0 ≫ R 1 . In particular, there is no distortion (i.e. F = 0) on the support of χ and Theorem 4.1 implies
where c = − c(z α , h)c(h) with c(h) given by (4.2).
5.2.
Calculation of (f, e iϕ 1 /h χt 1 ).
We will calculate the scalar product (f, e iϕ 1 /h χt 1 ) by the stationary phase method. First, we will prove that this quantity has an asymptotic expansion in power of h and then calculate the first term using a limit at the origin. We will use arguments close to the ones developed in Section 4.6 or [1, Section 7] .
). From Theorem 4.1 ii) and (5.4), we have 
where a has an asymptotic expansion in power of h.
. Using Maslov's theory, we can extend the function u near Ω, a small neighborhood of ℓ γ Figure 2 ). In particular, (P − z α )u = 0 microlocally near the support of χ − χ. So, we have
On the other hand, since z α = E 0 + O(h), the microsupport of [P, Op( χ)]u satisfies 
We now compute Op(g [23] and [13] , we see that 
Moreover, from Section 6 of [1], we know that
exists and satisfies 0 < D
Since the support of g + ℓ (x, ξ)∂ x,ξ χ(x, ξ) is close enough to (0, 0), Theorem 4.1 iv) and (5.11) imply that
We proceed now as in (4.32) . In the support of the symbol a 
Since γ
have the same derivative (with respect to t), and (5.12) gives
for all t ≥ 0. Then, combining with (5.16), we get 
where the o(1) does not depend on χ. Now, we take a sequence of functions χ such that the support of ∂ t χ(x + ℓ (t)) goes to −∞ and ∂ t χ(x + ℓ (t)) ≤ 0 (see Figure 2 ). Since b + ℓ,0 does not depend on χ, the previous expression gives
5.3.
End of the proof of Theorem 5.1.
Following the approach of Section 5.2, one can prove that 
Then, combining the representation of the residue given in (5.8) with the constants given in (4.2) and (5.7), and the scalar products (5.19) and (5.26), we obtain 
Large time behavior of the Schrödinger group
In this section, we prove a resonance expansion for the cut-off Schrödinger propagator. The proof relies on the resolvent estimate in Theorem 3.1 and on standard arguments. 
for all t ≥ 0. Here, Π zα is the generalized spectral projection associated to z α and described in Theorem 4.1.
Remark 6.2. Note that the previous expansions make sense only for
One might think that the resonance expansion holds for shorter times. But, in fact, it is not possible to do much better. This follows from the paper of De Bièvre and Robert [9] which is stated with slightly different hypotheses. In the one dimensional case, they have proved that the coherent states propagate through a maximum of the potential for times of order
| ln h| and that they stay at (0, 0) before. On the other hand, the sum of the generalized spectral projections over the resonances appearing in Theorem 6.1 can not be microlocalized only at (0, 0) thanks to Theorem 4.1. Thus, if the resonance expansion with a small error holds at time t ≥ 0, we have necessarily t ≥ 1 λ 1 | ln h| in the one dimensional case. If we only want to prove that t → +∞ as h → 0, we can more simply apply the standard propagation of singularities with an initial data microlocalized in Λ − \ {(0, 0)}.
There is also a simplest way to justify this phenomena. Let µ be such that λ j /2 < µ < λ 1 + λ j /2. Then, z 0 is the unique resonance in D(E 0 , µh) for h small enough and z 0 0 is always simple. Assume that, for some t ≥ 0, we can write
where R is small. The left hand side is of order 1 since the propagator is unitary. On the other hand, from Theorem 2.1 and Theorem 4.1, the right hand side is of order e −t
Remark that this critical time coincides with the one obtained by De Bièvre and Robert in the one dimensional case.
The situation is different for the well in the island case which was treated by Nakamura, Stefanov and Zworski [33] . In that setting, the cut-off Schrödinger group is well approximated by the resonance expansion after a fix time. This is in adequacy with the geometrical interpretation since a fix time is enough to dispel the part of the initial data which is not localized in the well.
Nevertheless, Gérard and Sigal [14] have proved that the Schrödinger equation with a quasiresonant state (sorts of quasimodes) as initial data is always well approximated by the resonance expansion for all time t ≥ 0. The remainder terms O(h ∞ ) in Theorem 6.1 come from the C ∞ pseudodifferential calculus. Thus, if the cut-off functions χ, ψ are in some Gevrey class, it is perhaps possible to replace these remainder terms by O(e −h −δ ) for some δ > 0. In that case, the sum over the resonances will dominate the remainders until t is of order h −δ .
Burq and Zworski [6] (see also Tang and Zworski [40] ) have obtained a long time expansion of semiclassical propagators in terms of resonances close to the real axis. Their result in the present situation gives χe −itP/h χψ(P ) = O(h ∞ ) for all t > h −L for some L > 0.
Proof. Let f ∈ C ∞ 0 ([E 0 − 3ε, E 0 + 3ε]) be such that f = 1 near [E 0 − 2ε, E 0 + 2ε]. Then, from the pseudodifferential calculus, we get
where dE z , the spectral projection, is given by the Stone formula
and R ± (z) = (P − z) −1 is analytic for ± Im z > 0. Then, Figure 3) . The theorem will follow from the estimates on the I j 's given below. Figure 4 . The cut-off functions f , k and ψ.
• Estimations of I 1 and I 5 . Using that Γ 1 ∩ supp ψ = ∅, there exists g ∈ C ∞ 0 (R) such that g = 1 near supp f ∩ Γ 1 and g = 0 near supp ψ. Then, by pseudodifferential calculus, g(P )χψ(P ) = O(h ∞ ). Therefore, (6.3) yields
−itP/h 1l Γ 1 (P )f (P )χψ(P )
= χe −itP/h 1l Γ 1 (P )f (P )g(P )χψ(P )
The same way, we get I 5 = O(h ∞ ).
• Estimations of I 3 . Using Theorem 3.1 for R ± , we obtain (6.5) I 3
• Estimations of I 2 and I 4 . Let θ = νh| ln h| be as in Theorem 3.1 and assume that the distortion occurs outside of the support of χ. Then, χR + (z)χ = χ(P θ − z) −1 χ and χR − (z)χ = χ(P −θ − z) −1 χ. In particular, we can write (6.6) I 2 = 1 2πi Γ 2 e −itz/h χ (P θ − z) −1 − (P −θ − z) −1 χψ(P ) dz.
Let k ∈ C ∞ 0 (R) be such that k = 1 near E 0 − 2ε and k = 0 near supp ψ (see Figure 4) . Then, for z ∈ Γ 2 , (P ±θ − z) −1 = (P ±θ − z) −1 k(P ) + (P ±θ − z) −1 (1 − k)(P ) = (P ±θ − z) −1 k(P ) + (P − z) −1 (1 − k)(P ) + (P ±θ − z) −1 (P − P ±θ )(P − z) −1 (1 − k)(P ).
Therefore (6.6) becomes 
Here, K λ j is the inverse of the map F p + λ j : Im(F p + λ j ) −→ Im(F p + λ j ). With these choices, (A.6) and (A.7) are always verified. where the γ − µ k ,m are given by Lemma A.2 and N will be fixed ulteriorly. Since (A.7) is verified for all µ k ≤ N , we have ∂ t ρ(t) = H p (ρ(t)) + R(t), with R(t) = O(e −(N +ε)t ). We seek a solution of the form γ − (t) = ρ(t) + r(t). Then, r must satisfies (A.8) ∂ t r = H p (ρ + r) − H p (ρ) − R.
Let T N ≥ 0 be such that |R(t)| ≤ e −N t and |ρ(t)| ≤ 1 for all t ≥ T N . We define inductively r j (t) by r j+1 (t) − r j (t) ≤ e −N t 2 j , for j ≥ 0 and t ≥ T N .
Proof of Lemma A.5. For j = 0 and N large enough, Lemma A.4 gives |r 1 (t) − r 0 (t)| = |r 1 (t)| ≤ e −N t . Assume that (A.13) holds for some j − 1 ≥ 0. Using (A.9), we get |r j+1 (t) − r j (t)| ≤ To finish the proof of Proposition A.3, we impose in addition that λ n < N . Then, the function γ − of Lemma A.6 is a Hamiltonian curve in Λ − and, since r(t) = o(e −λnt ), Lemma A.2 assures that Π λ j (γ − λ j ,0 ) = γ − λ j ,0 for all j ∈ {1, . . . , n}.
