High amplitude noise is a common problem in seismic acquisition, particularly for marine data. Current filtering techniques that target high amplitude, narrow band or impulsive noise, considers amplitudes above a specific threshold to be noisy. In practice, the threshold is set by trial-and-error and is often changed to match the varying noise power across the dataset. In this abstract a data-driven method is proposed to compute the appropriate threshold. It uses the fact that noisy amplitudes exhibit different statistical properties, compared to signal amplitudes, which can be used to separate them from the rest of the data. A statistical model is fitted using the data and outputs the probability "likelihood" that each sample in the data is noisy. Only those samples with significant probability are considered to be of noise origin. The choice of a probability threshold is more objective and reflects the processor's "confidence", that an amplitude sample can be considered to be noise. The proposed technique is generic, but here it is developed and implemented for swell noise attenuation. Initial results are very encouraging and show a better performance compared with a standard industry technique.
Introduction
Seismic data are always corrupted with various types of noise that reduce their quality. Noise attenuation is therefore an important step in data processing. Noise is generally characterised by three main attributes, which can be used to determine the appropriate way to remove it. Basically these are: its time, frequency and spatial structures. Information on the time-frequency content of the noise is helpful to design a domain where signal and noise are separable. The absence of a spatial structure for the noise makes it random and hence easier to attenuate. The processing specialist is however requested to optimally tune the filtering module to obtain the best result. This is usually done by trial and error, especially for "nuisance" parameters like threshold values and regularisation factors. Fixing these parameters in a data-driven way would improve the effectiveness of noise removal and would increase the efficiency of data processing (time and volume).
We consider automating a class of filtering methods designed to attenuate noises that have a localised time or frequency content and importantly a large power (i.e., amplitude) compared with the signal of interest. This includes, for example, swell noise, sparks noise and diffraction noise to name few. The filtering method is generally implemented in two phases: (i) Detection of anomalous amplitudes (large values) in a time-space or frequency-space window. These amplitudes are considered to be the "noise contribution" (Anderson, 1989) .
(ii) Correction of the noisy amplitudes by proper attenuation or interpolation (Soubaras, 1994) .
Phase (i) is clearly the "bottleneck" of the filtering module, as it separates the noise from the data. To do this, a userdefined threshold is supplied to determine if an amplitude is large enough to be considered as "noise contribution". The main drawback of this approach is the subjectivity in setting the threshold, which is often varied within the same data section to match noise power variation.
In this abstract, we propose a statistical approach for automatic threshold determination for the purpose of large amplitude noise attenuation. The case of swell noise is developed as an example, but the result can be generalized to other type of noises. The proposed technique is tested on real marine data and shows a visible improvement in noise attenuation and signal preservation
Theory
Consider the set of data,
, that represents amplitude values. The samples r k 's are assumed independent and identically distributed, generated from a probability density function (PDF) . Finding abnormal samples in is known in applied statistics as "outlier detection" (Rousseeuw, 1987, Chap. 1) . The objective is to find the samples (outliers) that show different statistical properties from the rest of the data (regulars). In our problem, the outliers have larger amplitudes compared to regular data. Therefore, their population differs from that of regular data in terms of some distinguishing statistical properties like mean and variance. These statistical differences can be used to separate outliers from the rest of the data via parametric modelling of their respective PDFs. 
The datum r is considered to be an outlier if its a posteriori probability is greater than a threshold value β , i.e.
In another words, when for example β =0.8, this means that an outlier is accepted only if the "model" is 80% "sure" that it is an outlier. The choice of a probability threshold is much more objective and reflects the statistical confidence we may require on the decision to consider a datum to be an outlier.
Example: Swell noise attenuation

a. Background
Swell noise contamination is a frequent problem in marine seismic acquisition that is caused by rough weather conditions (Shepherd, 2004) . Current attenuation algorithms detect large values in the frequency-space ( ) amplitude spectrum of a data window and consider their corresponding samples as noise contribution. These samples are then properly attenuated or interpolated. A threshold value is however needed in this process.
Let's consider the set of data where:
represents the Fourier transform of the th trace in the data window. The threshold is usually computed as:
Where is a statistic which is computed from the samples in and 
The convergence is very quick (typically 10-15 iterations) and is largely independent on the initial conditions. Once
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, an estimate of the unknown parameters. Combining equations (2) -When → εˆ 0, the "model" thinks that there are a very few outliers and the threshold increases to reflect that. -When the mixture of two models assumption is not empirically supported by the data and there is only one population (regular data only, because the case of noise only samples is excluded). In this case the threshold is very large and no outlier is detected.
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To visualize the work of the new thresholding criterion presented in equation (10), we consider a data window extracted from real marine shot gather shown in Figure 3 . The window extends from trace 1 to trace 200 and from time 7sec till the end of the section. Swell noise is visible for trace number 50 to 80 and around 150. We consider the spatial sequence of amplitudes in the domain at frequency f=5Hz (swell noise is relatively strong) and f=30Hz (swell noise is relatively weak) respectively. The proposed approach is implemented with x f − β =0.5 in both cases.
Figure 1 (left) displays the probability that each sample of the data at f=5Hz is a noise contribution. We notice large probabilities (greater than 0.65) at trace number between 50 to 80 and around 150. This clearly identifies the traces affected by swell noise, which is consistent with a visual inspection of Figure 3 . The actual amplitudes and the corresponding amplitude threshold computed using equation (10), are shown in the right of Figure 1 . Comparing the two subfigures, we can see that noise discrimination is easier in the probability space than in the amplitude space. Figure 2 shows the same set of information at f=30Hz, where the noise is relatively weak. The computed a posteriori probabilities (left of Figure 2 ) are roughly equal to 0.4, which means that none of the samples have been classified as noisy. The estimated value of ε (fraction of outliers in the data) was εˆ=0.0021. This indicates that there was no statistical evidence that the data contained outliers. Again this is consistent with the fact that swell noise is very weak at 30Hz. If a classical thresholding method, like the one defined in equation (5), had been used, there would be a big chance that some data samples would be mistakenly detected as noise. The advantage of using the proposed thresholding is that when there is no noise or it is weak, the algorithm automatically increases the threshold (Figure 2 right) such that no sample is classified as noisy.
c. Real data examples
The proposed threshold criterion is incorporated in a swell noise attenuation subroutine and applied on the data of Figure 3 . The result is displayed in Figure 5 and compared with the one obtained with conventional method (Figure 4 ) using equation (5).
The filtering result displayed in Figure 4 , shows clearly that a large amount of swell noise has been removed (arrow C), however some near offset reflections around 5 s (arrow B) have been slightly attenuated as well (see residual section). More clearly, some strong sea-bed events, at the end of the section, have also been attenuated (arrow A).
The filtering result obtained by applying the proposed technique ( Figure 5 ) shows a slightly better swell noise attenuation at trace number between 80-95 (arrow C). The horizontal near-offset reflectors and the sea bed events are nearly better preserved. On the other hand, no sea-bed events have been chopped.
Conclusion
Automatic detection of large noisy amplitudes is possible by proper use of statistical modeling. This can replace the "ad hoc" way of setting threshed parameters and results in a better noise suppression. The technique is tested for swell noise attenuation, but it can be generalized to other type of noise like sparks and high amplitude diffractions. Figure 4 ).
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