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PRECISE LOGARITHMIC ASYMPTOTICS FOR THE
RIGHT TAILS OF SOME LIMIT RANDOM VARIABLES
FOR RANDOM TREES
JAMES ALLEN FILL AND SVANTE JANSON
Abstract. For certain random variables that arise as limits of func-
tionals of random finite trees, we obtain precise asymptotics for the
logarithm of the right-hand tail. Our results are based on the facts (i)
that the random variables we study can be represented as functionals
of a Brownian excursion and (ii) that a large deviation principle with
good rate function is known explicitly for Brownian excursion. Exam-
ples include limit distributions of the total path length and of the Wiener
index in conditioned Galton–Watson trees (also known as simply gener-
ated trees). In the case of Wiener index (where we recover results proved
by Svante Janson and Philippe Chassaing by a different method) and
for some other examples, a key constant is expressed as the solution to a
certain optimization problem, but the constant’s precise value remains
unknown.
1. Introduction
Many authors have proved convergence in distribution of various func-
tionals of various kinds of random trees. Many have also considered large-
deviation estimates and tail bounds.
In this paper, in an attempt to understand several random variables that
arise as such limits, we will obtain precise logarithmic asymptotics for their
(right-hand) tails. For example, we will treat the limit distributions of the
total path length and of the Wiener index in conditioned Galton–Watson
trees (a.k.a. simply generated trees), where we recover results proved by
Cso¨rgo˝, Shi and Yor [8] and Janson and Chassaing [20] by a different method.
The results will be of the “quasi-Gaussian” type
P(X > x) = exp
[−(1 + o(1))x2/(2γ2)] ,
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as x → ∞, for some positive number γ that differs from case to case; γ is
given as the solution to a variational problem. In some cases, we can solve
the variational problem and find γ explicitly, while in other cases we only
find bounds for γ. (Note, however, that the asymptotic distributions are
not exactly Gaussian. Indeed, the examples we study will all be positive
random variables.)
Our results are based on the fact that the limit random variables we study
here can be represented as functionals of a (normalized) Brownian excursion;
these representations have been established previously by various authors,
and go back to the theory by Aldous [1, 2] of the continuum random tree.
Remark 1.1. We consider only tail asymptotics for the limiting random
variables and not for the actual functionals of random trees of a finite size.
That is, for certain random variables Xn associated with trees of size n with
distributional limit X, we find lead-order asymptotics of lnP(X > x) as x
becomes large, i.e., of limn lnP(Xn > x). More interesting would be large
deviations for the sequence (Xn) itself, that is, asymptotics of lnP(Xn > xn)
for sequences xn →∞. Such results, however, fall outside the scope of this
paper. Moreover, among the applications we consider, only in the case of
height (our warm-up Example 4.1) are such large-deviation results known
by any method; see Flajolet et al. [15].
Remark 1.2. Not all limit variables for random trees have quasi-Gaussian
tails. One well-known example is the total path length in a binary search
tree (under the so-called random permutation model), where Knessl and
Szpankowski [24] give very sharp tail estimates for the limit distribution;
roughly put, they assert that the left tail decays doubly exponentially and
that the right tail decays exponentially. But their results rely on several
unproven regularity assumptions (as noted in their paper), and it is still an
intriguing open problem to verify the assumptions and prove these results
rigorously.
Of course, the family of trees just cited is not simply generated. A coun-
terexample functional for simply generated families is the total left path
length minus the total right path length in a uniformly random binary
tree, which is a measure of the asymmetry of the tree. (Note that the
sum is the total path length treated in Example 4.2 below.) This differ-
ence converges after suitable scaling to the center of mass of integrated
super-Brownian excursion (ISE), or equivalently to the integral of the head
of a Brownian snake, see [20] or [19]. For this limit variable S we have
− ln(P(S > x)) ∼ 34101/3 x4/3, as shown in [20]. See also Marckert [25] and
Bousquet-Me´lou and Janson [4].
The main theorem (together with a technical extension) giving large de-
viations for functionals of Brownian excursion is stated in Section 2. Each
application of the main theorem results in a variational problem; techniques
for solving such problems are discussed in Section 3. We present applications
in Section 4. Finally, the main theorem is proved in Section 5.
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2. A general theorem
2.1. Some notation. We introduce the following notation. C[0, 1] is the
usual space of continuous functions on [0, 1] equipped with the supremum
metric ‖f − g‖∞ := supt |f(t)− g(t)|. We let
Cbm[0, 1] := {f ∈ C[0, 1] : f(0) = 0},
Cbr[0, 1] := {f ∈ C[0, 1] : f(0) = f(1) = 0},
Cex[0, 1] := {f ∈ C[0, 1] : f(0) = f(1) = 0, f ≥ 0};
these are regarded as subsets of C[0, 1] equipped with the same metric. Note
that these spaces are closed subspaces of C[0, 1] and thus complete, separable
metric spaces.
We further let B be a standard Brownian motion on [0, 1], Bbr a Brownian
bridge, and Bex a standard Brownian excursion; these are random elements
of Cbm[0, 1], Cbr[0, 1], and Cex[0, 1], respectively (which explains our nota-
tion).
Further, let H be the Sobolev space of all absolutely continuous functions
f ∈ C[0, 1] such that ‖f ′‖22 =
∫ 1
0 |f ′(t)|2 dt < ∞. (The derivative f ′ exists
a.e., and all statements below about f ′ for f ∈ H should be interpreted a.e.)
We define
Hbm := H ∩ Cbm[0, 1], Hbr := H ∩Cbr[0, 1], Hex := H ∩ Cex[0, 1].
(The space Hbm is known as the Cameron–Martin space for Brownian mo-
tion, see [5] and [16, Example 8.19].) Similarly, let K be the closed unit ball
in H, i.e., the set of f ∈ H such that ‖f ′‖22 =
∫ 1
0 |f ′(t)|2 dt ≤ 1, and let
Kex := K ∩ Cex[0, 1]. (1)
2.2. The main result. We can now state a general theorem for functionals
of Brownian excursions. We give asymptotic results for the distribution
itself as well as for the moment generating function (i.e., for the Laplace
transform) and for the moments. These three results are equivalent (see the
proof) but often useful in different situations.
Theorem 2.1. Let X = Φ(Bex), where Φ is a continuous nonnegative func-
tional on Cex[0, 1] that is positively homogeneous [i.e., Φ(tf) = tΦ(f) when
f ∈ Cex[0, 1] and t ≥ 0] and not identically 0. Let
γ := max{Φ(f) : f ∈ Kex}. (2)
Then 0 < γ <∞ and
− lnP(X > x) ∼ x
2
2γ2
as x→∞, (3)
lnE etX ∼ γ
2
2
t2 as t→∞, (4)(
EXr
)1/r ∼ γ√
e
r1/2 as r →∞. (5)
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Remark 2.2. Kex is a compact subset of Cex[0, 1], see Lemma 5.1 below.
Hence, the maximum in (2) exists and is finite.
Remark 2.3. It follows from the proof that if the maximum in (2) is at-
tained at a unique f0, then this f0 is the typical shape of the Bex giving
exceptionally large X = Φ(Bex), in the sense that if B
x
ex has the conditional
distribution of Bex given Φ(Bex) > x, then x
−1Bxex converges in probability,
as x→∞, to Φ(f0)−1f0.
Note that a Brownian excursion a.s. does not belong to H, since it is a.s.
nowhere differentiable. Hence Bxex is, for large x, with large probability close
to a suitable multiple of f0, but a.s. not exactly equal to it.
Theorem 2.1 will be proved in Section 5. We give several applications in
Section 4.
2.3. An extension. In one of the applications in Section 4, the functional
Φ is not continuous on Cex[0, 1] and we need an extension (Theorem 2.4
below, also proved in Section 5) to Ho¨lder spaces. We define, for 0 < β ≤ 1,
the Ho¨lder space Cβ[0, 1] as the space of all functions f ∈ C[0, 1] such that
|f(x)−f(y)| ≤ C|x−y|β for some C and all x, y ∈ [0, 1]; Cβ[0, 1] is equipped
with the metric given by the norm supx |f(x)| + supx 6=y |f(x) − f(y)|/|x −
y|β. Recall that B,Bbr, Bex ∈ Cβ[0, 1] a.s. for all β < 1/2. We define
Cβex[0, 1] := Cβ[0, 1] ∩ Cex[0, 1], regarded as a subset of Cβ[0, 1]. Note that,
for all β ≤ 1/2, it follows from the Cauchy–Schwarz inequality, as in (11)
below, that H ⊂ Cβ[0, 1], and thus Kex ⊂ Cβex[0, 1].
Theorem 2.4. If 0 < β < 1/2, then Theorem 2.1 remains valid if Cex[0, 1]
is replaced by Cβex[0, 1].
3. Finding γ
To find γ explicitly for the examples in which we have interest, we begin
with some simplifications. We assume that Φ is a continuous functional on
Kex as in Theorem 2.1. We begin by listing some properties Φ may have.
(A1) Φ is symmetric: if fˇ(x) := f(1− x) then Φ(fˇ) = Φ(f).
(A2) Φ is concave: Φ
(
1
2 (f + g)
) ≥ 12Φ(f) + 12Φ(g). (For positively homo-
geneous Φ this is equivalent to superadditivity.)
(A3) Φ is monotone: f1 ≤ f2 implies Φ(f1) ≤ Φ(f2).
Our first of two lemmas shows that if Φ has certain of these properties,
then the search space for f maximizing Φ(f) may be suitably narrowed from
Kex.
Lemma 3.1. Let Φ be a continuous functional defined on Kex.
(i) If Φ is symmetric and concave, then maxKex Φ(f) is attained by an f
which is symmetric (fˇ = f).
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(ii) If Φ is monotone, then maxKex Φ(f) is attained by a unimodal f ,
i.e., an f such that f ′ ≥ 0 on (0, a) and f ′ ≤ 0 on (a, 1) for some
a ∈ (0, 1).
(iii) If Φ is symmetric, concave, and monotone, then maxKex Φ(f) is
attained by a symmetric unimodal f , i.e., an f such that f ′ ≥ 0 on
(0, 1/2) and f ′(x) = −f ′(1− x) on (1/2, 1).
Proof. (i): Let f ∈ Kex maximize Φ(f), and let g = 12(f + fˇ). Then g ∈ Kex
is symmetric and, by the assumptions, Φ(g) ≥ 12Φ(f) + 12Φ(fˇ) = Φ(f).
Hence g, too, maximizes Φ.
(ii): Let f ∈ Kex maximize Φ(f), and define g ∈ H by g(0) = 0 and
g′(x) =
{
|f ′(x)| if x < a
−|f ′(x)| if x > a
where a is such that
∫ a
0 |f ′(x)|dx = 12
∫ 1
0 |f ′(x)|dx. Then g(1) = g(0) = 0,
g ≥ 0, and ‖g′‖2 = ‖f ′‖2, so g ∈ Kex. For x ≤ a we have
f(x) ≤
∫ x
0
|f ′(y)|dy =
∫ x
0
g′(y) dy = g(x)
and for x ≥ a
f(x) ≤
∫ 1
x
|f ′(y)|dy =
∫ 1
x
−g′(y) dy = g(x),
so f ≤ g and thus Φ(g) ≥ Φ(f). Hence g too maximizes Φ.
(iii): Argue first as for (i) and then as for (ii). 
Our second lemma concerns maximization of Φ(f) over a certain smaller
class of functions f than Kex.
Lemma 3.2. (i) Let Ksu be the subset of Kex consisting of symmetric uni-
modal functions. Suppose that Φ is a continuous functional on Ksu such
that for some nonnegative function h ∈ L2[0, 1/2]
Φ(f) =
∫ 1/2
0
f ′(t)h(t) dt, f ∈ Ksu. (6)
Then
max
Ksu
Φ =
1√
2
‖h‖L2[0,1/2] =
(
1
2
∫ 1/2
0
h(t)2 dt
)1/2
. (7)
A maximizing f ∈ Ksu is given by f ′ = (2maxKsu Φ)−1h on [0, 1/2].
(ii) Suppose that Φ is a continuous symmetric, concave, monotone func-
tional on Kex such that (6) holds for some nonnegative function h ∈ L2[0, 1/2]
and all f ∈ Ksu. Then maxKex Φ = maxKsu Φ is given by (7).
Proof. (i): This is immediate by Hilbert space theory, since{
f ′|[0,1/2] : f ∈ Ksu
}
=
{
g ∈ L2[0, 1/2] : g ≥ 0 and ‖g‖2 = 1/
√
2
}
.
(ii): This follows from (i) and Lemma 3.1(iii). 
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4. Applications
We give several applications of the general theorem to functionals of in-
terest for random trees. In all cases, the random trees that we consider
are conditioned Galton–Watson trees, also known as simply generated trees.
As is well-known, this includes several important types of random trees, for
example random planar trees, random labelled trees, and random binary
trees (in each case uniformly distributed over all trees of the given type with
a given number n of vertices). As is shown in the references given below,
the functionals we study have limit distributions as the size n of the random
trees tends to infinity, after proper normalization. Moreover, these limit dis-
tributions do not depend on the particular class of random trees (within the
class of conditioned Galton–Watson trees) except for a simple scale factor.
In the results below, we therefore will not usually discuss the random trees.
Moreover, since the asymptotic results always are given by (3), (4), (5),
we will only give the value of γ.
Example 4.1 (Height and width). For both the height and the width of a
conditioned Galton–Watson tree, the limit distribution (after suitable rescal-
ing) is given by the same random variable, viz. maxBex, see Aldous [1] and
Chassaing, Marckert and Yor [6]; see also [18, Section 7]. The distribution of
this random variable is well-known [7, 23], see [3] for much more information;
in particular,
P(max
t
Bex(t) ≤ x) = 1 + 2
∞∑
k=1
(1− 4k2x2) exp(−2k2x2), x > 0. (8)
Hence the asymptotics we obtain from Theorem 2.1 do not yield anything
new, but they serve as a simple warm-up exemplifying our results.
Thus, let Φ(f) := max f . This functional is symmetric and monotone,
but not concave. By Lemma 3.1(ii), the maximum is attained for a unimodal
f , but we cannot use Lemma 3.2. We can in this case easily argue directly.
Let f ∈ Kex. By the Cauchy–Schwarz inequality, for every x ∈ [0, 1],
f(x) = 12
∫ x
0
f ′(t) dt− 12
∫ 1
x
f ′(t) dt =
∫ 1
0
f ′(t)12 sign(x− t) dt ≤ 12‖f ′‖2 ≤ 12 ,
with equality if x = 1/2 and f ′(t) = sign(12 − t), i.e., if f(x) = x for
0 ≤ x ≤ 1/2 and f(x) = 1− x for 1/2 ≤ x ≤ 1. Thus γ = maxKex Φ = 1/2,
so lnP(maxtBex(t) > x) ∼ −2x2, in accordance with (8).
Remark. (a) The maximizing f in Example 4.1 is easily seen to be unique.
We guess that the same is true in all examples below, but we have not
checked this.
(b) Example 4.1 shows that the maximum γ may be attained on Ksu even
if Φ is not concave.
(c) It follows from Theorem 1.2 in Flajolet et al. [15] that the height Hn of
a conditioned critical Galton–Watson tree with offspring distribution having
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variance σ2, when normalized to Xn := σHn/(2
√
n), satisfies, for any c > 0,
the “zone of convergence” result
P(Xn > x) ∼ P(max
t
Bex(t) > x) uniformly for x < c
√
log n;
and hence that
− lnP(Xn > xn) ∼ 2x2n as n→∞
provided xn → ∞ and xn = O(
√
log n). Presumably, similar such results
hold for other functionals treated below, but our techniques cannot yield
these more delicate results.
Example 4.2 (Total path length). It is also well known that the asymptotic
distribution of the total path length in a conditioned Galton–Watson tree is
given by the Brownian excursion area
∫ 1
0 Bex(t) dt [1, 2]. Thus, we now let
Φ(f) =
∫ 1
0 f . Here Φ is symmetric, concave (in fact, linear), and monotone.
If f ∈ Ksu, then by integration by parts,
Φ(f) = 2
∫ 1/2
0
f(t) dt = 2
∫ 1/2
0
(12 − t)f ′(t) dt.
Hence Lemma 3.2 applies with h(t) = 1− 2t, which gives
γ = max
Ksu
Φ =
(
1
2
∫ 1/2
0
(1− 2t)2 dt
)1/2
=
1√
12
.
This agrees with the tail asymptotics given by Cso¨rgo˝, Shi and Yor, [8, Proof
of Theorem 3.1]. A maximizing f is given by f ′ = h/(2γ) =
√
3(1 − 2t) on
[0, 1/2], and thus f(t) =
√
3t(1− t), t ∈ [0, 1].
The variable ξ = 2
∫ 1
0 Bex is studied in [20]. Theorem 2.1 applies with
Φ(f) = 2
∫ 1
0 f . This is simply twice the functional just studied, and hence
γ = 2/
√
12 = 1/
√
3, in agreement with the result in [20, Remark 4.9]
(obtained there by a different method). A maximizing f is again f(t) =√
3t(1− t).
In the following examples we use the notation
m(f ; s, t) := inf{f(u) : u ∈ [s, t]}
for a function f on [0, 1] and 0 ≤ s ≤ t ≤ 1.
Example 4.3. Another random variable studied in [20] is η := 4
∫∫
s<tm(Bex; s, t) ds dt;
this arises as the limit for the sum, over all pairs of vertices in the random
tree, of the depth of the last common ancestor. Theorem 2.1 applies with
Φ(f) = 4
∫∫
s<tm(f ; s, t) ds dt. This Φ is symmetric, concave, and monotone.
For f ∈ Ksu, m(f ; s, t) = f(s) when |12 − s| > |12 − t|, and m(f ; s, t) = f(t)
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otherwise. Hence, using the symmetry of f ,
Φ(f) = 8
∫∫
s<t
| 1
2
−s|>| 1
2
−t|
f(s) ds dt = 8
∫ 1/2
0
∫ 1−s
s
f(s) dt ds
= 8
∫ 1/2
0
(1− 2s)f(s) ds = 2
∫ 1/2
0
(1− 2s)2f ′(s) ds.
Thus Lemma 3.2 applies with h(t) = 2(1− 2t)2 and
γ = max
Ksu
Φ =
(
1
2
∫ 1/2
0
4(1 − 2t)4 dt
)1/2
=
1√
5
.
This gives a new proof of the result in [20, Theorem 4.6]. A maximizing
function is given by f ′(t) = h/2γ =
√
5(1 − 2t)2, t ≤ 1/2, and thus f(t) =√
5
6
(
1− |1− 2t|3), t ∈ [0, 1].
Example 4.4 (Wiener index). It is shown in [17] that for the Wiener index
of the random tree, the limit random variable is ζ := ξ − η, with ξ and
η given in the preceding examples. Thus Theorem 2.1 applies to ζ with
Φ(f) = 2
∫∫
s<t
(
f(s) + f(t) − 2m(f ; s, t)) ds dt. This Φ is symmetric, but
neither concave (on the contrary, it is convex) nor monotone. For f ∈ Ksu,
Examples 4.2 and 4.3 show that (6) holds with h(t) = 2(1−2t)−2(1−2t)2 =
4t(1− 2t). Hence Lemma 3.2 shows that
max
Ksu
Φ =
(
1
2
∫ 1/2
0
16t2(1− 2t)2 dt
)1/2
=
1√
30
.
However, we do not know whether this also is the maximum γ over Kex, so
we can only conclude γ ≥ 1/√30.
An upper bound can be found as follows. If f ∈ Kex, let 0 < s < t < 1
and let v be a minimum point for f in [s, t], i.e., a point v ∈ [s, t] such that
f(v) = min{f(u) : u ∈ [s, t]} = m(f ; s, t). Then
f(s) + f(t)− 2m(f ; s, t) = −
∫ v
s
f ′(u) du+
∫ t
v
f ′(u) du ≤
∫ t
s
|f ′(u)|du.
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Thus, by the Cauchy–Schwarz inequality and the assumption f ∈ K,
Φ(f) = 2
∫∫
s<t
[f(s) + f(t)− 2m(f ; s, t)] ds dt
≤ 2
∫∫
s<t
[∫ t
s
|f ′(u)|du
]
ds dt
= 2
∫ 1
0
|f ′(u)|
[∫∫
0<s<u<t<1
ds dt
]
du
= 2
∫ 1
0
|f ′(u)|u(1 − u) du
≤ 2‖f ′‖2
[∫ 1
0
u2(1− u)2 du
]1/2
= 2‖f ′‖2/
√
30 ≤ 2/
√
30.
Consequently, γ ≤ 2/√30, and combining this with the lower bound above
we find 1/
√
30 ≤ γ ≤ 2/√30.
Problem. Find γ for the random variable ζ.
Fill and Kapur [12] [13] have studied the sum, over all vertices v in the
random tree, of the αth power of the size of the subtree rooted at v; here
0 < α < ∞ is a parameter. For α > 1/2, which is the only range we
shall consider here, they show that, after suitable scaling, there is a limit
distribution characterized by its moments. Let Yα have this distribution.
Fill and Janson [11] show that Yα can be represented as Φ(Bex) with
Φ(f) = α
∫ 1
0
[
tα−1 + (1− t)α−1] f(t) dt
− α(α − 1)
∫∫
0<s<t<1
(t− s)α−2 [f(s) + f(t)− 2m(f ; s, t)] ds dt. (9)
Note that for α = 1 this reduces to 2
∫ 1
0 f , and thus W1 = ξ in Example 4.2.
Moreover, if α > 1, then (9) simplifies to
Φ(f) = 2α(α − 1)
∫∫
0<s<t<1
(t− s)α−2m(f ; s, t) ds dt. (10)
In particular, W2 = η in Example 4.3.
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Example 4.5. If α > 1, Theorem 2.1 applies with Φ given by (10). This Φ
is symmetric, concave, and monotone. For f ∈ Ksu, as in Example 4.3,
Φ(f) = 4α(α− 1)
∫∫
s<t
|1/2−s|>|1/2−t|
(t− s)α−2f(s) ds dt
= 4α(α− 1)
∫ 1/2
0
∫ 1−s
s
(t− s)α−2f(s) dt ds
= 4α
∫ 1/2
0
(1− 2s)α−1f(s) ds = 2
∫ 1/2
0
(1− 2s)αf ′(s) ds.
Thus Lemma 3.2 applies with h(t) = 2(1− 2t)α and
γ := max
Kex
Φ =
(
1
2
∫ 1/2
0
4(1− 2t)2α dt
)1/2
=
1√
2α+ 1
.
This has been found (in the form (5)) by Fill and Kapur [14]. A maximizing
function is given by f ′(t) = h(t)/(2γ) =
√
2α+ 1(1−2t)α, t ≤ 1/2, and thus
f(t) =
√
2α+1
2(α+1)
(
1− |1− 2t|α+1), t ∈ [0, 1].
Example 4.6. Now let 1/2 < α < 1. In this case, the formula (10) cannot
be used (the integral diverges unless f is constant; moreover, the factor in
front is negative), so we have to use (9). When α < 1, this functional Φ is
not continuous on Cex[0, 1]. It is, however, continuous on the Ho¨lder space
Cβex[0, 1] when α+β > 1, as is easily verified. We thus choose β ∈ (1−α, 1/2)
and use Theorem 2.4.
Nevertheless, there are further problems. When α < 1, the functional Φ
is neither monotone nor concave (it is instead convex), so we cannot apply
Lemma 3.2.
For f ∈ Ksu we find, in similar fashion as for Example 4.5, omitting the
details,
Φ(f) = 2
∫ 1/2
0
(1− 2s)αf ′(s) ds,
and thus, also for α < 1,
max
Ksu
Φ =
1√
2α+ 1
.
However, for α < 1, we do not know whether this also is the maximum over
Kex, so we can only conclude γ ≥ 1/
√
2α + 1.
To get an upper bound, assume f ∈ Kex and denote the two integrals in
(9) by Φ1(f) and Φ2(f). An integration by parts yields
Φ1(f) =
∫ 1
0
f ′(u) [(1− u)α − uα] du ≤
∫ 1
0
|f ′(u)| |(1− u)α − uα| du,
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while an argument as in Example 4.4 yields
Φ2(f) ≤
∫ 1
0
|f ′(u)| [uα + (1− u)α − 1] du.
Hence, if we define
h(u) := |(1−u)α−uα|+uα+(1−u)α−1 =
{
2(1− u)α − 1, if 0 ≤ u ≤ 1/2,
2uα − 1, if 1/2 ≤ u ≤ 1,
we have, for f ∈ Kex,
Φ(f) = Φ1(f) + Φ2(f) ≤
∫ 1
0
|f ′(u)|h(u) du ≤ ‖f ′‖2
[∫ 1
0
h(u)2 du
]1/2
,
and thus
γ ≤
(∫ 1
0
h(u)2 du
)1/2
=
(
8
2α+ 1
(1− 2−2α−1)− 8
α+ 1
(1− 2−α−1) + 1
)1/2
.
Denoting the right hand side by ψ(α)1/2, we have verified (first graphically
using Maple, and then rigorously using calculus) that (2α + 1)ψ(α) is de-
creasing on [1/2, 1], and thus the maximum is attained for α = 1/2, which
gives the value 8(
√
2− 1)/3. Hence, for 1/2 < α < 1,
γ ≤ ψ(α)1/2 ≤
(
8(
√
2− 1)
3(2α+ 1)
)1/2
≤ 1.051√
2α+ 1
.
Hence our upper and lower bound differ by a factor less than 1.051 (and the
ratio tends to 1 as α→ 1).
Problem. Find γ for Wα when α < 1.
5. Proof of Theorems 2.1 and 2.4
Proof of Theorem 2.1. We begin with a simple lemma, see e.g. [21, Lemma
27.7].
Lemma 5.1. The set Kex defined at (1) is a compact subset of Cex[0, 1].
Proof. If f ∈ K and 0 ≤ x ≤ y ≤ 1, then the Cauchy–Schwarz inequality
yields
|f(x)− f(y)|2 =
∣∣∣∫ y
x
f ′(t) dt
∣∣∣2 ≤ ∫ y
x
dt
∫ y
x
|f ′(t)|2 dt ≤ y − x. (11)
Since further f ∈ Kex implies f(0)=0, it follows from the Arzela`–Ascoli
theorem that Kex is relatively compact in C[0, 1], and thus in Cex[0, 1].
It remains to show that Kex is a closed subset of Cex[0, 1]. Thus, assume
that fn ∈ Kex and that fn → f in C[0, 1]. The functions f ′n belong to the
unit ball of L2[0, 1], so by weak compactness there exists a subsequence f ′nk
that converges weakly in L2, say to g. Define F (x) :=
∫ x
0 g(t) dt. Then
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F ′ = g a.e., and F ∈ Kex. Moreover, the weak convergence f ′nk → g along
the subsequence implies, for every x ∈ [0, 1],
fnk(x) =
∫ x
0
f ′nk(t) dt = 〈fnk ,1[0,x]〉 → 〈g,1[0,x]〉 =
∫ x
0
g(t) dt = F (x).
Hence f = F ∈ Kex. 
As noted at Remark 2.2, Lemma 5.1 shows that the maximum γ in (2)
exists and is finite. Moreover, γ > 0, because otherwise Φ(f) = 0 for
every f ∈ Kex. By homogeneity, this would imply Φ(f) = 0 for every
f ∈ Hex. However, Hex is dense in Cex[0, 1], as can be seen by approximating
a continuous function by piecewise linear functions, and since Φ is assumed
to be continuous, this would imply that Φ vanishes identically on Cex[0, 1],
contrary to our assumption.
To prove Theorem 2.1, we use some notations and results from large
deviation theory, see for example Kallenberg [21, Chapter 27] or Dembo
and Zeitouni [10].
Definition ([21, pp. 545–546]). A family (Xε)ε>0 of random elements in
some metric space S satisfies the Large Deviation Principle (LDP) with
good rate function I if I : S → [0,∞] is a function such that the level sets
{x ∈ S : I(x) ≤ r} are compact for all finite r and, for every Borel set
A ⊆ S,
− inf
x∈A◦
I(x) ≤ lim inf
ε→0
(
ε lnP(Xε ∈ A)
) ≤ lim sup
ε→0
(
ε lnP(Xε ∈ A)
) ≤ − inf
x∈A
I(x).
We begin with two central facts.
Fact 1 ([21, Theorem 27.6]). If B is a Brownian motion, then (ε1/2B)
satisfies the LDP in Cbm[0, 1] with good rate function I(f) =
1
2‖f ′‖22 for
f ∈ Hbm and I(f) =∞ otherwise.
Fact 2 ([21, Theorem 27.11]). If F : S → T is a continuous mapping of
one metric space into another, and Xε satisfies the LDP in S with good
rate function I, then F (Xε) satisfies the LDP in T with good rate function
J(y) := inf{I(x) : F (x) = y}.
For the first application of Fact 2, note that a Brownian bridge may be
constructed by Bbr(t) := B(t)− tB(1). Hence, let F (f)(t) := f(t) − tf(1).
This is a continuous map Cbm[0, 1]→ Cbr[0, 1] and F (B) = Bbr. It is easily
seen that J(f) = infa∈R 12‖f ′ + a‖22 = I(f) for f ∈ Hbr and J(f) = ∞
otherwise. Hence Facts 1 and 2 yield the LDP for the Brownian bridge:
Fact 3 ([21, Exercise 27.10]). If Bbr is a Brownian bridge, then (ε
1/2Bbr)
satisfies the LDP in Cbr[0, 1] with good rate function I(f) =
1
2‖f ′‖22 for
f ∈ Hbr and I(f) =∞ otherwise.
Moreover [21], Facts 1 and 3 extend readily to d-dimensional Brownian
motion and bridge, respectively, if we replace the spaces Cbm[0, 1], Hbm,
Cbr[0, 1], and Hbr by the corresponding spaces Cbm([0, 1],R
d), and so on, of
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functions with values in Rd, interpreting ‖f ′‖22 =
∫ 1
0 |f ′(t)|2 dt with |f ′(t)|
the usual Euclidean length of the vector f ′(t) in Rd.
Turning to the Brownian excursion, we use the result that Bex has the
same distribution as the process |B(3)br |, where B(3)br is 3-dimensional Brow-
nian bridge, see, e.g., Revuz and Yor [26, Theorem XII.(4.2)]. We can
thus apply Fact 2 with S = Cbr([0, 1],R
3), T = Cex[0, 1], F (g) = |g| and
Xε = ε
1/2B
(3)
br . Recalling Fact 3 and noting that |F (g)′| ≤ |g′|, it is easily
seen that J(f) := inf{I(g) : g ∈ Cbr([0, 1],R3) and |g| = f} equals 12‖f ′‖22
for f ∈ Hex and equals ∞ otherwise, and we obtain the following result.
Fact 4 (Serlet [27]). If Bex is a standard Brownian excursion, then (ε
1/2Bex)
satisfies the LDP in Cex[0, 1] with good rate function I(f) =
1
2‖f ′‖22 for
f ∈ Hex and I(f) =∞ otherwise.
(It is also possible, but more complicated, to prove this from Fact 3 using
the result by Vervaat [28] that the random process Bbr(t)−minBbr has the
same distribution as Bex(U+t), where U is uniform on [0, 1] and independent
of Bex, and addition is modulo 1.)
Finally, we apply Fact 2 once more, now to Φ : Cex[0, 1]→ R and find that
ε1/2X = Φ(ε1/2Bex) satisfies the LDP in [0,∞) with the good rate function,
for x > 0,
inf
f∈Hex: Φ(f)=x
1
2‖f ′‖22 = inff∈Hex: Φ(f)6=0
1
2
∥∥∥ xf ′
Φ(f)
∥∥∥2
2
= inf
f∈Hex: ‖f ′‖2=1,Φ(f)6=0
1
2
( x
Φ(f)
)2
=
1
2γ2
x2.
Taking A = (1,∞) and ε = x−2 in the definition of LDP, this proves (3).
Finally, (4) and (5) follow easily from (3) by integration; indeed, the (more
difficult) converses hold too, see Davies [9] and Kasahara [22] or [20, Theo-
rem 4.5]. This completes the proof of Theorem 2.1. 
Proof of Theorem 2.4. We begin by observing that the following extension
of Fact 1 holds, also in d dimensions.
Fact 5. If 0 < β < 1/2, then (ε1/2B) satisfies the LDP in Cβbm[0, 1] :=
Cbm[0, 1] ∩ Cβ[0, 1] with good rate function I(f) = 12‖f ′‖22 for f ∈ H ∩
Cβbm[0, 1] and I(f) =∞ otherwise.
Indeed, by [21, Theorem 27.11(ii)]], this follows from Fact 1 and the
property that (ε1/2B) is exponentially tight in Cβbm[0, 1], i.e., that for ev-
ery M <∞ there exists a compact subset K ⊂ Cβbm[0, 1] such that
lim sup
ε→0
(
ε lnP(ε1/2B /∈ K)
)
≤ −M ; (12)
this exponential tightness is easily verified by choosing a γ with β < γ < 1/2
and taking K = {f ∈ Cβbm[0, 1] : ‖f‖Cγ ≤ L} for a large L. We omit the
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verifications that K is compact and satisfies (12) if L = L(M) is large
enough.
The rest of proof of Theorem 2.4 is entirely the same as for Theorem 2.1.

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