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Das Hauptziel der vorliegenden Dissertation ist die Beschreibung allgemeiner Basen biva-
riater Splines und darauf aufbauend die Entwicklung von Algorithmen zur Konstruktion
von allgemeinen Interpolationsmengen f

ur bivariate Splines. Diese Splines in zwei Varia-
blen sind auf Triangulierungen  eines Gebiets 
 in der Ebene deniert. F

ur gegebene























: 0  i + j  qg den Raum der bivariaten Polynome vom Grad q
bezeichnet. Das Lagrange-Interpolationsproblem f

ur bivariate Splines besteht darin, eine
Punktmenge fz
1
; : : : ; z
d
g  
 zu konstruieren, wobei d = dim S
r
q
() gilt, so dass f

ur jede
stetige Funktion f auf 















); i = 1; : : : ; d:
Eine solche Menge fz
1
; : : : ; z
d
g heit Lagrange-Interpolationsmenge. Betrachten wir nicht
nur die Funktionswerte von f , sondern auch partielle Ableitungen von f , so sprechen
wir von Hermite-Interpolationsbedingungen bzw. von Hermite-Interpolationsmengen. In-
terpolationsmethoden f

ur bivariate Splines bilden eine wichtige Grundlage f

ur die genaue
Konstruktion und Rekonstruktion von Ober

achen in Anwendungsgebieten wie beispiels-
weise der industriellen Fertigung, Medizin oder Geologie.
W

ahrend auf dem Gebiet der univariaten Splines zahlreiche vollst

andige Methoden ent-
wickelt wurden, sind eine Reihe fundamentaler und schwieriger Probleme f

ur bivariate
Splines trotz groer Fortschritte in den letzten Jahren derzeit noch ungel

ost. Dies be-
trit insbesondere die Interpolation mit Spliner

aumen auf Triangulierungen und resultiert
1
aus der komplexen Struktur dieser R












() is very much underdeveloped\ und
"
Lagrange interpolation by
multivariate splines , [...], a very important research area that requires new ideas and
techniques for any direction of development\.







aigen Triangulierungen von Sha [60], Chui & He [11] und Rieinger [53] entwickelt.





Triangulierungen von Sha [61] und Jeeawock-Zedek [31] untersucht. Erst in den letzten Jah-










aigen Triangulierungen von N






urnberger & Walz [48] angegeben.
In j

ungster Zeit entwickelten Davydov & N

urnberger [18] und N

urnberger & Zeilfelder





(), q  5, f







(), q  2r + 1, r = 1; 2, f










() wurden von Chui & Hong [12, 13] bzw. von Lai &
Schumaker [37] angegeben. Der Fall S
r
q
(), q  3r+2, wurde von Chui, Hong & Jia [15],
Chui & Lai [14], de Boor & H

ollig [8], Lai & Schumaker [38] und von Davydov, N

urnberger
& Zeilfelder [21] untersucht.
Die Literatur zeigt, dass f

ur gegebenen Grad q und gegebene Dierenzierbarkeitsordnung r





() angegeben werden. Im Allgemeinen basieren




(). Sind die Polynomst

ucke eines Splines auf jedem Dreieck T der Trian-




















; (x; y) 2 T;
gegeben, dann ist eine minimal bestimmende Menge von S
r
q
() grob gesprochen eine Men-
ge von Basis-KoeÆzienten a
i;j;k
, die einen Spline aus S
r
q
() eindeutig festlegen. Genauer
gesagt, deniert man f























() aus Bernstein-Bezier-Punkten, die mittels eines Funktionals mit den
zugeh

origen Basis-KoeÆzienten identiziert werden k

onnen.
Die vorliegende Arbeit ist im Einzelnen wie folgt aufgebaut. In Kapitel 2 beschreiben wir
die Grundlagen bivariater Splines. Wir gehen ferner auf die Bernstein-Bezier-Methoden
2
ein, die von Bezier [4], de Boor [7], de Casteljau [9] und anderen entwickelt wurden. Diese
Methoden erm

oglichen insbesondere eine eÆziente Berechnung der Polynomst

ucke eines
bivariaten Splines. Anschlieend stellen wir die fundamentalen Relationen zwischen den
Basis-KoeÆzienten und den partiellen Ableitungen eines Splines von Farin [23] und de






den minimal bestimmenden Mengen ergeben. Ferner geben wir die allgemeine untere und
obere Schranke f

ur die Dimension bivariater Splines von Schumaker [56, 58] sowie die
Formel von Schumaker [59] f

ur die Dimension von S
r
q
() auf einer Zelle, d. h. auf der
Vereinigung aller Dreiecke mit einem gemeinsamen Eckpunkt, an.
Als Grundlage f






(), r = 1; 2, f

ur





ur q  3r + 2 entwickeln wir in Kapitel 3 Algorithmen zur schrittweisen Kon-
struktion von Triangulierungen. Als Grundbausteine treten dabei Zellen und Kegel auf.
Unter Kegeln verstehen wir Teiltriangulierungen einer Zelle, die aus (mindestens zwei)
aufeinander folgenden Dreiecken besteht (vgl. Abb. 1.1). Wir beschreiben zun

achst einen
Algorithmus zur Konstruktion beliebiger Triangulierungen. Neben Kegeln und Zellen ver-
wenden wir dabei auch einzelne Dreiecke, so genannte Fills, als Bausteine, die an einer





Anschlieend geben wir zwei weitere Algorithmen zur Konstruktion allgemeiner Klassen
von Triangulierungen an, wobei in dem einen Fall nur Kegel und in dem anderen Fall Ke-
gel und Fills in einer festgelegten Reihenfolge zur bereits konstruierten Teiltriangulierung
hinzugef

ugt werden. Ferner legen wir auf allen diesen Triangulierungen eine Ordnung fest,
in der eine gegebene Triangulierung zu durchlaufen ist.
v v
Abb. 1.1: Die grauen Dreiecke bilden die Zelle eines Eckpunkts v (links) bzw. einen Kegel mit dem
Scheitelpunkt v (rechts).
In Kapitel 4 geben wir eine vollst







ur q  3 auf beliebigen Kegeln an. Aufgrund der komplexen Gesamt-
struktur, die aus den durch die Dierenzierbarkeitsbedingungen gegebenen Relationen
zwischen den Basis-KoeÆzienten der einzelnen Polynomst

ucke resultiert, bedarf dieses














() auf beliebigen Zellen konstruierte. Im Fall singul

arer Eckpunkte erhalten wir
sogar eine vollst













ur die Splinetheorie von besonde-





ur beliebige Triangulierungen ist derzeit noch
nicht bekannt. Unter Verwendung der Ergebnisse aus Kapitel 4 konstruieren wir allgemei-





ur Triangulierungen, die durch
schrittweises Anh

angen beliebiger Kegel erzeugt werden. Bei gewissen kritischen Konstel-
lationen, den so genannten Semisingularit

aten (d. h. die inneren Kanten des Kegels sind
alle degeneriert), schr

anken wir dazu die Wahlm

oglichkeiten einer minimal bestimmenden








urnberger & Zeilfelder [20]
konstruierten f

ur die Klasse der so genannten Nested-Polygons-Triangulierungen eine spe-















() wird in Kapitel 6 behandelt. Alfeld, Piper & Schumaker [2] konstru-
ierten f





unter Verwendung grafentheoretischer Konzepte. Da diese Methode auf globalen Argu-
menten basiert, k

onnen diese Mengen nicht direkt in Hermite-Interpolationsbedingungen
umgesetzt werden. Wir betrachten zun

achst beliebige Triangulierungen mit Eckpunkten
vom Grad  7. Durch einen direkten Ansatz erhalten wir aus den Resulaten aus Kapitel 4
in Kombination mit dem Durchlauf durch eine solche Triangulierung groe Klassen mini-
mal bestimmender Mengen von S
1
4
(). Ferner liefert uns die Beschreibung dieser Mengen







ur fast alle Eckpunkte
der Triangulierung sowohl der Funktionswert als auch die partiellen Ableitungen ersten
Grades interpoliert werden. Die von Davydov & N







(), bei der gewisse Semisingularit

aten ausgeschlossen sind,
sind hierbei enthalten. Numerische Tests zeigen, dass unsere Interpolationsmethode sowohl
f

ur uniforme Triangulierungen als auch f

ur Delaunay-Triangulierungen aus zuf

allig verteil-
ten Punkten fast-optimale Approximationsordnung besitzt. Wir betrachten ferner beliebi-
ge Triangulierungen, wobei wir in einzelnen F

allen gewisse Bedingungen an einen Eckpunkt
stellen. Es gelingt uns, f

ur diese Triangulierungen ebenfalls allgemeine Klassen minimal
bestimmender Mengen zu konstruieren. Aus der Beschreibung der minimal bestimmenden
Mengen ergibt sich wiederum eine allgemeine Klasse von Hermite-Interpolationsmengen,
wobei in diesem Fall f

ur alle Eckpunkte der Triangulierung der Funktionswert und die
4
Ableitungen ersten Grades interpoliert werden.
In Kapitel 7 beschreiben wir aufbauend auf unseren Ergebnissen aus Kapitel 3 und 4
allgemeine Klassen minimal bestimmender Mengen von S
1
q
(), q  5, f

ur beliebige Trian-






(), q  5, f

ur beliebige Triangulierungen. Aus unserer Be-
schreibung minimal bestimmender Mengen von S
1
q
() erhalten wir direkt eine groe Klas-
se weiterer Hermite-Interpolationsmengen f







(), q  5, zu konstruieren, ist es notwendig zus

atzliche
Methoden zu entwickeln. Wir w

ahlen Lagrange-Interpolationspunkte auf Kanten und Ge-
radensegmenten und erreichen somit f

ur jedes Dreieck eine Reduktion des Polynomgrades.






q  5, f

ur beliebige Triangulierungen. Daraus folgt das Resultat von Davydov & N

urn-
berger [18], die eine spezielle Lagrange-Interpolationsmenge f

ur eine Klasse von Triangu-
lierungen beschreiben.
In Kapitel 8 betrachten wir den Splineraum S
2
q
(), q  5, auf beliebigen Kegeln. Im Ver-
gleich zum Fall S
1
q
() handelt es sich hierbei um ein wesentlich schwierigeres Problem, da
die Bezier-KoeÆzienten eines C
2
-Splines in einem noch komplexeren Zusammenhang ste-
hen. Neben Semisingularit

aten treten weitere kritische geometrische Konstellationen auf.
In den F

allen q = 5 und q = 6 werden wir diese kritischen Situationen au

osen, indem wir
einzelne Dreiecke des Kegels unterteilen. F

ur q  7 setzen wir voraus, dass in der N

ahe
der Eckpunkte des Kegels die Punkte f







ahlt sind. Somit k

onnen wir die kritischen Situationen isolieren, und ein Modi-




ussig. Durch die genaue Analyse der Relationen zwischen
den Bezier-KoeÆzienten eines Splines gelingt es uns, unter den obigen Annahmen allge-
meine Klassen minimal bestimmender Mengen von S
2
q
(), q  5, auf beliebigen Kegeln
zu konstruieren.
Ausgehend von den Ergebnissen in Kapitel 8 beschreiben wir in Kapitel 9 groe Klassen
minimal bestimmender Mengen von S
2
q
() auf beliebigen Zellen. Anders als bei Kegeln
unterteilen wir dabei jedoch f

ur q  6 keine Dreiecke der Zelle. Schumaker [59] konstruierte
eine spezielle minimal bestimmende Menge von S
2
q
() auf beliebigen Zellen, die in der von
uns beschriebenen Klasse enthalten ist.
In Kapitel 10 besch

aftigen wir uns mit dem Splineraum S
2
q
(), q = 5; 6. N

urnberger &
Zeilfelder [49] beschrieben f











ur Triangulierungen, die induktiv durch Anh

angen
von Kegeln an ein Startdreieck erzeugt werden, wobei jedoch Semisingularit

aten ausge-
schlossen wurden. Wir betrachten die Klasse der Triangulierungen, die durch schrittweises
Hinzuf

ugen beliebiger Kegel und Zellen zu einem gegebenen Startdreieck erzeugt werden.
5
Basierend auf den Resultaten aus Kapitel 8 und Kapitel 9 erhalten wir f

ur diese Tri-




Verwendung der elementaren Beziehungen zwischen den Basis-KoeÆzienten und den par-
tiellen Ableitungen eines Splines k













() zu konstruieren, indem wir die Methode der
Reduktion des Polynomgrades verwenden.






ur beliebige Triangulierungen, wobei nur in Einzelf

allen Dreiecke einer Triangulie-
rung unterteilt werden. Im Gegensatz zu N

urnberger & Zeilfelder [49], die f

ur Triangulie-
rungen, die nur aus Kegeln aufgebaut werden, eine spezielle minimal bestimmende Menge
angaben, ber

ucksichtigen wir in unserer Methode auch die schwierigen Konstellationen
der Semisingularit

aten. Wir gehen dazu nach einer 2-Schritt-Methode vor. Wir bestim-
men zuerst die Punkte der minimal bestimmenden Mengen in der N

ahe aller Eckpunkte
der Triangulierung. Anschlieend durchlaufen wir die Triangulierung und w

ahlen weitere
Punkte. Aus den so konstruierten Klassen minimal bestimmender Mengen ergeben sich






In Kapitel 12 betrachten wir den Splineraum S
2
q
(), q  8, f

ur beliebige Triangulierun-




(), q  8. Wir konstruieren f

ur beliebige Triangulierungen eine allgemeine
Klasse minimal bestimmender Mengen von S
2
q
(), q  8. Durch eine geeignete Wahl der
Bernstein-Bezier-Punkte gelingt es uns hierbei, Unterteilungen von Dreiecken zu vermei-




beliebigen Kegeln und Zellen ergibt sich somit f

ur q  8 direkt eine groe Klasse mini-











(), q  8, an. Ausgehend von unseren Er-















ur die Anregung zu
dieser Arbeit und f

ur die Betreuung w

ahrend ihrer Entstehung. Des Weiteren m

ochte















uber die Grundlagen bivariater Splines. Wir
beginnen dieses Kapitel mit der Denition bivariater Splines auf Triangulierungen und




aume ein. Anschlieend beschreiben
wir Bernstein-Bezier-Methoden, die eine besonders eÆziente Berechnung bivariater Splines
erm

oglichen. Wir beenden das Kapitel mit der Darstellung der bekannten Resultate bzgl.
der Dimension bivariater Spliner

aume.




Interpolation ist eine Standardmethode zur Approximation von Funktionen oder gegebener
Daten. Wir denieren im Folgenden bivariate Spliner

aume, die zur Konstruktion glatter
Ober





stets ein einfach zusammenh

angendes Gebiet mit nicht leerem Inneren,
dessen Rand aus einem geschlossenen Polygonzug besteht. Bivariate Splines sind bzgl.
Triangulierungen eines solchen Gebiets 
 deniert.
Eine Triangulierung  eines Gebiets 
 ist eine Menge abgeschlossener Dreiecke T
[l]
, l =














entweder leer, eine gemeinsame Kante
oder ein gemeinsamer Eckpunkt.
Abbildung 2.1 zeigt ein Beispiel einer Triangulierung.
7




Ist  eine Triangulierung von 
, so gelten folgende Bezeichnungen:
E
I
= Menge der inneren Kanten,
E
B
= Menge der auf dem Rand von  liegenden Kanten,
E = Menge aller Kanten,
V
I
= Menge der inneren Eckpunkte,
V
B
= Menge der auf dem Rand von  liegenden Eckpunkte,
V = Menge aller Eckpunkte,
N = Anzahl der Dreiecke von .
Ferner sei f

ur jede Menge M mit jM j die Anzahl ihrer Elemente bezeichnet. F

ur jede


















gemeinerungen der klassischen univariaten Splines, d. h. Splines in einer Variablen (vgl.
de Boor [6], N

urnberger [44] und Schumaker [57]).
F

ur q; r 2 N
0
, 0  r < q, ist der Raum der r-mal stetig dierenzierbaren Splines in zwei


































-dimensionalen Raum der bivariaten Polynome vom totalen Grad q.
8
Betrachten wir univariate Splines, dann erhalten wir mit den Schoenberg-Whitney-Bedin-
gungen (vgl. Schoenberg & Whitney [55] und Karlin & Ziegler [32]) eine vollst

andige
Charakterisierung der Interpolationsmengen f

ur univariate Splines. Zwischen der Interpo-
lation mit bivariaten Splines und der Interpolation mit univariaten Splines besteht jedoch
ein wesentlicher Unterschied, da selbst im einfachsten Fall der st

uckweise stetigen Splines
die Schoenberg-Whitney-Bedingungen nicht verallgemeinert werden k

onnen (Chui [10], S.
136).
In dieser Arbeit besch









(). Eine Menge fz
1















jede Funktion f 2 C(
) ein eindeutig bestimmter Spline s 2 S
r
q





); i = 1; : : : ; d;
gilt. Falls ferner partielle Ableitungen einer gen

ugend oft dierenzierbaren Funktion f
miteinbezogen werden und die Anzahl der Hermite-Bedingungen gleich d ist, dann sprechen









(), die nach der Hermite-Interpolationsmethode von Morgan & Scott [42] berechnet
wurden.
Abb. 2.2: Beispiele f







ur eine Lagrange-Interpolationsmenge fz
1























1; i = j;
0; i 6= j;
j = 1; : : : ; d:









(z); z 2 
:
Zur Beschreibung von Hermite-Interpolationsbedingungen verwenden wir die folgende
Schreibweise. F






in Richtung von r. Richtungsableitungen h


















nicht kollineare Einheitsvektoren sind.
In Anlehnung an Morgan & Scott [42] denieren wir ferner die Kantenableitungen einer




die beiden Kanten von
T mit Eckpunkt v. Ist f gen









(v); i = 1; 2;
und f




























ur i = 1; 2 r
i
der Einheitsvektor in Richtung der Kante e
i
ist, der von v wegzeigt.
Ferner setzen wir in diesem Fall f



































Im Folgenden stellen wir verschiedene Bernstein-Bezier-Techniken dar, die aus dem Be-
reich des Computer Aided Geometric Design (CAGD) stammen. F

ur bivariate Splines
spielen diese Techniken eine fundamentale Rolle, da sie einerseits eine eÆziente Berech-
nung der Polynomst

ucke eines bivariaten Splines erm

oglichen und andererseits die Analyse










, so verwenden wir die Schreib-












) gegeben, dann existieren f

ur ein beliebi-




















Wir nennen diese 
i
, i = 1; 2; 3, die baryzentrischen Koordinaten von v bzgl. T . F

ur das









; i = 1; 2; 3:
















1 i = j;
0 i 6= j;
i; j = 1; 2; 3:
10
Abbildung 2.3 veranschaulicht die baryzentrischen Koordinatenfunktionen f

ur ein gegebe-








































, i = 1; 2; 3.
















; i+ j + k = q;

























heit Bernstein-Bezier-Darstellung (BB-Darstellung) von p
bzgl. T . Die BasiskoeÆzienten a
i;j;k
nennen wir Bezier-KoeÆzienten von p.
Ist s ein bivariater Spline aus S
0
q
(), so ist s eingeschr

ankt auf ein Dreieck von  gegeben









, l = 1; : : : ; N , k

onnen











































































() die Menge aller BB-Punkte auf .
Ist s 2 S
0
q


















asentanten von s bzgl. . Die Menge der Verbindungsgeraden zwischen







) : i+ j + k = q; l = 1; : : : ; Ng
bezeichnen wir als Bernstein-Bezier-Netz oder Kontrollnetz von s auf  bzgl. q. Abbil-




Abb. 2.4: Bernstein-Bezier-Netz von s 2 S
0
4
() auf einem Dreieck.
Die Darstellung (2.5) wird insbesondere dazu verwendet, um die C
r
-Stetigkeitsbedingun-
gen entlang einer inneren Kante von  f






uhren. Farin [23] und de Boor [7] zeigten, dass man aus der

Ubereinstim-
mung der Richtungsableitungen eines Splines auf zwei benachbarten Dreiecken entlang der


























Dann sind die folgenden Aussagen

aquivalent:





















); i+ j = q   k: (2.6)
Abbildung 2.5 veranschaulicht die geometrische Deutung der C
r
-Stetigkeitsbedingungen
aus Theorem 2.1 f

ur den Fall r = 1. F



























] kollinear, dann lassen sich die C
1
-
Stetigkeitsbedingungen so interpretieren, dass die Ebene zu einer Geraden degeneriert,









Wir stellen im Folgenden die fundamentalen Beziehungen zwischen den partiellen Ablei-
tungen eines Polynoms an einem Eckpunkt und dessen Bezier-KoeÆzienten dar (vgl. de
12
Abb. 2.5: Die C
1
-Stetigkeitsbedingungen im nicht degenerierten Fall (links) und im degenerierten








ussen in einer Ebene bzw. auf einer Geraden liegen.
Boor [7], Farin [23], N

























]. Dann gilt f



















































































































ur   1 gilt, erhalten wir analog f
































































































































































= i     + + , j
1
= j    und k
1







,  = 1; 2; 3, gilt, erhalten wir f

































































































































































































































































Mit (2.7) und (2.8) erhalten wir per Induktion direkt das folgende Theorem.
Theorem 2.2. Die Bezier-KoeÆzienten
a
q j k;j;k
; j = 0; : : : ; ; k = 0; : : : ; ;

















; j = 0; : : : ; ; k = 0; : : : ; ;
eindeutig bestimmt sind.
2.3 Bestimmende Mengen und Dimension
In diesem Abschnitt besch

aftigen wir uns mit den Resultaten zur Dimension bivariater
Spliner

aume auf beliebigen Triangulierungen. Diese Resultate spielen insbesondere bei der
Konstruktion von Interpolationsmengen eine fundamentale Rolle. Im Gegensatz zur uni-






() ein nicht triviales Problem, falls r  1 gilt. Strang [63] war der Erste, der die Frage
stellte: Was ist die Dimension von S
r
q
()? Im Folgenden stellen wir die bekannten Ergeb-
nisse zu diesem Problem dar. Wir beginnen mit der unteren Schranke f

ur die Dimension,
die 1979 von Schumaker [56] bewiesen wurde.
14
Theorem 2.3. Sei  eine beliebige Triangulierung. F

ur jeden inneren Eckpunkt v von
 bezeichne e
v






















































Eine Standardmethode zur exakten Bestimmung der Dimension eines gegebenen bivariaten
Splineraums ist es, eine obere Schranke f

ur die Dimesion zu nden, so dass diese mit der
unteren Schranke zusammenf

allt. Schumaker [56] zeigte f

ur beliebige Triangulierungen,
dass die Dimension von jedem Splineraum mit Hilfe von bestimmenden Mengen nach
oben beschr

ankt werden kann. Die Anzahl der Elemente einer bestimmenden Menge gibt
dabei eine obere Schranke f

ur die Dimension des Splineraums an.
Bestimmende Mengen werden durch lineare Funktionale beschrieben, die wie folgt deniert
sind. Sei s 2 S
0
q



























Sind A und P Teilmengen von B
q




() auf P, wenn f







s = 0 f

ur alle P 2 A ) 
P
s = 0 f

ur alle P 2 P:
A ist eine minimal bestimmende Menge von S
r
q
(), falls es keine bestimmende Menge mit
weniger Elementen gibt. Insbesondere gilt f






s = 0 f

ur alle P 2 A ) s = 0 f





Ist A = fP
1
; : : : ; P
d






Menge B = fb
1
; : : : ; b
d
g von Funktionalen auf B
q
() so denieren, dass sie im folgenden







; i; j = 1; : : : ; d.
(ii) F

ur alle P 2 B
q
() n A ist b
i





Betrachtet man nun f













; : : : ; s
d
g eine Basis von S
r
q














Das folgende Theorem von Schumaker [56] besagt, dass die Anzahl der Elemente einer
bestimmenden Menge von S
r
q
() eine obere Schranke f





Theorem 2.4. Sei 
  R und sei  eine beliebige Triangulierung von 
. Ist A eine













Morgan & Scott [42] bestimmten 1975 die Dimension von S
1
q
(), q  5. Ohne Verwendung
von Bernstein-Bezier-Techniken zeigten sie, dass die Dimension von S
1
q
(), q  5, mit der
in (2.9) gegebenen unteren Schranke

ubereinstimmt. Die Ergebnisse von Morgan und Scott







(), q  4r+1, verallgemeinert.




(), q  3r + 2, f

ur beliebige Triangulierungen.
Theorem 2.5. Sei  eine beliebige Triangulierung. F





() gleich der unteren Schranke in (2.9).
Das Problem der Bestimmung der Dimension von S
r
q
), q < 3r+2 und r  1, f

ur beliebige
Triangulierungen ist im Allgemeinen bis heute noch ungel

ost. Die einzige in der Literatur










() = 6jV j   3 + S
gilt. Hierbei sowie im Folgenden bezeichne S stets die Anzahl der singul

aren Eckpunkte





insbesondere, dass in (2.9) 
v
= 1 ist, falls v singul






0. Mit Hilfe der Euler-Formeln (2.1) und (2.2) l







() gleich der unteren Schranke in (2.9) ist.
F

ur jeden Eckpunkt v 2 V denieren wir die Standardzelle 
v
von v als die Vereinigung
aller Dreiecke, die v als gemeinsamen Eckpunkt besitzen. Abbildung 2.6 zeigt beispiel-
haft die Standardzelle eines inneren Eckpunkts sowie die Zelle eines Randpunkts von v.











Abb. 2.6: Standardzelle eines inneren Eckpunkts und eines Randpunkts.
Theorem 2.6. Sei v 2 V
I
und es sei 
v



































ur die Dimension von S
r
q
auf der Standardzelle 
v























), die wir im Folgenden f

ur die Charakterisierung







ur p = 0; : : : ; q ist der Ring der






: j + k = q   p; l = 1; : : : ; ng:
Die Scheibe der Ordnung p von v ist dann die Vereinigung der Ringe R

(v),  = 0;    ; p,






: i  q   p; i+ j + k = q; l = 1; : : : ; ng:




























































































































































































Abb. 2.7: Die Menge der BB-Punkte  bildet den Ring der Ordung 2 von v (links) bzw. die Scheibe











(), r = 1; 2, f

ur





ur q  3r + 2, entwickeln wir in diesem Kapitel Algorithmen zur schrittweisen
Konstruktion von Triangulierungen und zum induktiven Durchlauf von gegebenen Tri-
angulierungen. Dabei gehen wir nach dem folgenden Schema vor: Ausgehend von einem
Startdreieck werden wir die Triangulierung induktiv konstruieren und durchlaufen, indem
wir in geeigneter Weise Vereinigungen von Dreiecken zur bereits bestehenden Teiltrian-
gulierung hinzuf

ugen. Diese Vereinigungen von Dreiecken bestehen in der Regel aus den
Dreiecken eines Kegels oder einer Zelle oder aus einem einzigen Dreieck, einem so genann-
ten Fill oder Flap.
Denition 3.1. Es sei
~
 eine einfach zusammenh

angende Teiltriangulierung von , und
es sei v ein innerer Punkt von  und ein Randpunkt von
~
. Dann sei





Wir bezeichnen K als den Kegel mit Scheitelpunkt v bzgl.
~
.
Denition 3.2. Es sei
~
 eine einfach zusammenh

angende Teiltriangulierung von . Die
Randpunkte von
~
 seien gegen den Uhrzeigersinn mit v
0
; : : : ; v
n
nummeriert. Dann ist v

,






] 2 E gilt. (Die Indizes sind hierbei






) bezeichnen wir als Fill.
Wir bezeichnen v =2
~
 als einen Flappunkt bzgl.
~
















bezeichnen wir als Flap.









Abb. 3.1: Ein Kegel, Fill und Flap bzgl. der Triangulierung
~
.
In Abschnitt 3.1 geben wir einen Algorithmus zur Konstruktion beliebiger Triangulie-
rungen an, wobei schrittweise zu einer bereits konstruierten Teiltriangulierung an einer
beliebigen Stelle ein Kegel, ein Fill oder die Zelle eines Flappunkts hinzugef

ugt wird. Fer-
ner entwickeln wir eine Vorschrift f

ur den Durchlauf durch eine gegebene Triangulierung.
In Abschnitt 3.2 betrachten wir die Klasse der Triangulierungen, die entsteht, wenn wir in
jedem Schritt der Konstruktion einen Kegel zur gegebenen Teiltriangulierung hinzuf

ugen.
Da wir in diesem Fall die Kegel nicht an einer beliebigen Stelle an die Teiltriangulierung
anh

angen, sondern in einer festgelegten Reihenfolge vorgehen, bezeichnen wir diese Klasse
von Triangulierungen als geordnete Kegeltriangulierungen. Durch die Reihenfolge, in der
die Kegel angeh

angt werden, ergibt sich in diesem Fall direkt eine Ordnung f

ur den Durch-
lauf durch eine solche Triangulierung. Bei der in Abschnitt 3.3 konstruierten Klasse von
Triangulierungen gehen wir ebenfalls in einer festgelegten Reihenfolge vor. Wir f

ugen nun
jedoch entweder einen Kegel oder einen Fill zu der bereits konstruierten Teiltriangulierung
hinzu. Wir bezeichnen die so konstruierten Triangulierungen als geordnete Triangulierun-
gen mit Fills. Der Algorithmus zur Konstruktion einer solchen Triangulierung liefert uns
ferner eine Vorschrift f

ur den Durchlauf durch eine gegebene Triangulierung.
3.1 Beliebige Triangulierungen
Im Folgenden geben wir zun

achst einen Algorithmus zur Konstruktion von Triangulierun-
gen aus einer beliebigen endlichen Punktmenge in der Ebene an. Wir starten dabei mit
einem Dreieck und f

ugen dann schrittweise zu der bereits konstruierten Teiltriangulierung
einen Kegel, einen Fill oder einen Flap an einer beliebigen Stelle der Teiltriangulierung
hinzu. Anschlieend geben wir f

ur beliebige Triangulierungen einen Algorithmus f

ur den
Durchlauf durch eine beliebige Triangulierung an, wobei gew





Betrachten wir eine Teiltriangulierung
~
 von , dann bezeichne im Folgenden V
()
die
Menge aller Eckpunkte, V
()
I









Sei P eine endliche Punktmenge in der Ebene. Wir w
























ur   1 konstruieren wir die Triangulierung 

induktiv. Es sei 
 1
bereits kon-
struiert. Wir nummerieren die Randpunkte von 
 1
gegen den Uhrzeigersinn mit y

,
 = 0; : : : ;m. Das Rechnen mit Indizes ist im Folgenden zu verstehen als Rechnen modu-
lo m. Wir erhalten 

wahlweise nach einer der drei folgenden Vorgehensweisen:
(A) Sei y

ein Randpunkt von 
 1











, l = 1; : : : ; 

, aus der Menge P n V
( 1)




















), l = 1; : : : ; 
+1
,
gelte, dass kein weiterer Punkt von P im Inneren von T
[;l]
liegt und ferner T
[;l]
selbst auerhalb von 
 1
















ein Randpunkt von 
 1

































ahlen einen Punkt v




















) auerhalb von 
 1
liegt
und keinen weiteren Punkt aus P enth

















 : : :  
n
=  eine Zerlegung von  in Teil-
triangulierungen, die wir bei der Konstruktion von  nach Algorithmus 1 erhalten.
Nach Konstruktion ist dann 

,  = 0; : : : ; n, einfach zusammenh

angend.
(ii) Bei der Konstruktion der Triangulierung  ist die Vorgehensweise (A) nicht unbe-
dingt notwendig, da ein Kegel auch als Vereinigung von Flaps und einem Fill auf-
gefasst werden kann. Wenn m

oglich, bevorzugen wir jedoch statt des schrittweisen
Anh





Wir geben nun einen Algorithmus f






die Menge aller Randpunkte von , von denen nur Randkanten
von  ausgehen. Ist 
 1







wie in (3.1). Es bezeichne 

die Anzahl der von v

20
ausgehenden Kanten, die nicht in 
 1





die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0

















). Die Indizes l sind hierbei sowie im Folgenden stets



































































festgelegt. Wir durchlaufen zun

achst die Eckpunkte aus V
I





und erhalten so eine Indizierung v







j. Wir geben nun
den genauen Algorithmus f













ahlen ein Startdreieck T
[0]
2  so, dass mindestens einer der Eckpunkte von T
[0]
ein






ur  = 1; : : : ; I konstruieren wir die
Teiltriangulierung 

wie folgt. Sei 
 1
gegeben. Wir nummerieren die Randpunkte von

 1
gegen den Uhrzeigersinn mit y

,  = 0; : : : ;m. Ist y








. Ist keiner der Randpunkte von 
 1
ein Fillpunkt bzgl. 
 1
, bestimmen






















. In beiden F












(3.2) deniert ist. Ist kein Randpunkt von 
 1
ein innerer Eckpunkt von , konstruieren
wir 

wie folgt. Es sei y ein Flappunkt bzgl. 
 1
und es gelte y 2 V
I
, falls    1 < I




, falls    1  I ist. Dann setzen wir v










wie in (3.3) deniert ist.









(ii) Nach Konstruktion gilt fv
1











ur ein  < I, gibt es




, so dass y ein Flappunkt bzgl. 

ist, da  einfach
zusammenh







Das folgende Theorem besagt, dass wir eine gegebene Triangulierung  mittels Algorith-















ur  2 f0; : : : ; I 1g sei 

gegeben. Wir zeigen zun

achst, dass die Teiltriangu-
lierung 
+1





ist. Wir betrachten zun






= ;. Dann folgt mit Bemerkung 3.4 (ii),

































mit keinem weiteren Randpunkt von 

eine gemeinsame Kante in  hat.





















mit noch mindestens einem
weiteren Randpunkt von 




















, da  einfach zusammenh











g eine gemeinsame Kante besitzen. Dies steht aber im Widerspruch




































] 2 E: (3.5)





und K = fT : T 2 
y
; T =2 

g. Dann besitzt die Triangulierung


[K nach Annahme ein Loch. Wir bezeichnen dieses Loch mit L. Die Randpunkte von


seien o.B.d.A. so nummeriert, dass y
1
= y gilt und die Menge der Randpunkte von
L die Punkte y
2










] 2 E gelte (vgl. Abb. 3.2). Wegen (3.4)
und nach Konstruktion folgt f

ur k = 3; : : : ; k
1




] =2 E gilt, d. h. k
1
ist der
kleinste Index mit k
1





] 2 E gilt. Gilt k
1
> 4, dann gibt es wegen











] 2 E gilt. Sei k
2
der










2 f2; : : : ; k
1













+ 3 gilt. Ist k
1










ist. Da  einfach zusammenh


































































Abb. 3.2: Nummerierung der Randpunkte eines Lochs L.



















wohldeniert sind. Es bleibt zu zeigen, dass f











andige Induktion nach .




ist oensichtlich einfach zusammenh

angend.







ein Randpunkt von 

, so hat v

nach Voraussetzung mit keinem Randpunkt
von 

auer den direkt benachbarten Randpunkten eine gemeinsame Kante in . Somit













, so gilt mit Bemerkung 3.4 (i), dass alle Randpunkte von 

auch Randpunkte







Gegeben sei eine Menge P endlich vieler Punkte in der Ebene. In diesem Abschnitt kon-
struieren wir f

ur P eine Klasse von Triangulierungen, indem wir ausgehend von einem
Startdreieck schrittweise Kegel mit Eckpunkten aus P denieren und diese zur bereits kon-
struierten Teiltriangulierung hinzuf

ugen. Da wir dabei gem

a des folgenden Algorithmus
in einer festen Reihenfolge vorgehen, bezeichnen wir die so konstruierten Triangulierungen
 als geordnete Kegeltriangulierungen.
Algorithmus 3:








onnen. Im ersten Schritt w






keinen anderen Punkt enth





. Wir nummerieren die
Eckpunkte von T
[0]






. Die Anzahl der Eckpunkte
der Teiltriangulierung 
0



















die Anzahl der Eckpunkte von

 1
bezeichne. Wir erhalten 

, indem wir f

























































Bemerkung 3.6. Falls gen

ugend Punkte existieren, kann f

ur jedes  2 f1; : : : ; ng ein




ugt werden. Falls f

ur
ein  2 f1; : : : ; ng ein solcher Kegel nicht hinzugef

ugt werden kann, w

ahlen wir nur einen
Punkt und f

ugen ein Dreieck mit Eckpunkt v

, das genau eine Kante mit der gegebenen
Triangulierung gemeinsam hat, hinzu und fahren so fort. Gehen wir nach dieser Methode
weiter vor, so erhalten wir schlielich die Triangulierung .
Ist  eine geordnete Kegeltriangulierung, so liefert uns Algorithmus 3 ebenfalls eine f

ur
den Durchlauf von  geeignete Indizierung der Eckpunkte von . D. h. wir durchlaufen
 in der gleichen Art und Weise, wie  konstruiert wurde.
3.3 Geordnete Triangulierungen mit Fills
Gegeben sei eine Menge P endlich vieler Punkte in der Ebene. Im Folgenden konstruieren
wir aus diesen Punkten induktiv eine Triangulierung . Ausgehend von einem Startdreieck
h

angen wir dazu schrittweise an eine bereits konstruierte Teiltriangulierung einen Kegel









keinen weiteren Punkt von P enth






merieren die Eckpunkte von 
0








ur   1 sei die
Teiltriangulierung 
 1










ein Randpunkt der Triangulierung 
















gegen den Uhrzeigersinn neu mit y
1










kein Randpunkt der Triangulierung  sein soll, konstruieren wir 

nach
einer der drei folgenden Vorgehensweisen:
24








Punkte aus P, 

 1. Wir nummerieren diese
Punkte mit v
;1
; : : : ; v
;









ur l = 1; : : : ; 

ein Dreieck bilden, das keinen weiteren Punkt von P enth




















), l = 1; : : : ; 

+ 1,




: l = 1; : : : ; 

+ 1g.









) auerhalb von 
 1





















gegen den Uhrzeigersinn mit y
1





















+ 1) Punkte aus P, 
+





; : : : ; v
+;
+
(vgl. Abb. 3.3). Im Folgenden setzen wir voraus, dass alle neu
denierten Dreiecke nicht degenerierte Dreiecke sind, die im Inneren keinen weiteren













































, k = 1; : : : ;    1. F



























: l = 1; : : : ; 
+
+ 1g. Die Teiltriangulierung 
+k






, k = 0; : : : ; . Die
Randpunkte von 
+
nummerieren wir schlielich ausgehend von y
2
gegen den
Uhrzeigersinn wiederum mit y
1
































































































































Abb. 3.3: Nummerierung der Eckpunkte v
+k
, k = 0; : : : ; , f

ur den Fall (C) in Algorithmus 4 mit




Bemerkung 3.7. Bei der Konstruktion von  nach Algorithmus 4 enstehen beim Hin-
zuf

ugen eines Kegels K

zu der bereits konstruierten Teiltriangulierung 
 1
keine Fill-
punkte, die im Uhrzeigersinn neben v

liegen. Somit ist gew

ahrleistet, dass die neu ent-
stehenden Fillpunkte direkt in den n

achsten Schritten behandelt werden.
Algorithmus 4 liefert uns ferner eine f

ur den Durchlauf von  geeignete Indizierung der








() auf Kegeln und Zellen
Wie wir in Kapitel 3 gesehen haben, verwenden wir Kegel als grundlegende Bausteine bei
der Konstruktion und beim Durchlauf von Triangulierungen. In den folgenden Kapiteln
werden wir ausgehend von einer solchen Zerlegung einer Triangulierung  induktiv mini-
mal bestimmende Mengen von S
1
q











 [ K: (4.1)
In diesem Kapitel geben wir eine vollst

andige Charakterisierung der minimal bestimmen-













) bereits bestimmt ist. In Abschnitt 4.1 analysieren wir f

ur beliebi-
ge Kegel die Relationen, die durch die C
1
-Stetigkeitsbedingungen auf den BB-Punkten
des Kegels gegeben sind. Ausgehend von diesen Untersuchungen charakterisieren wir die







) auf geeigneten Teilmengen der Menge aller
BB-Punkte eines Kegels. Unter Verwendung dieser Resultate erhalten wir in Abschnitt 4.2
eine vollst









beliebigen Kegeln. Fassen wir die Zelle eines inneren Eckpunkts als die Vereinigung ei-
nes Dreiecks und eines Kegels bzw. als die Vereinigung einer Kante und eines Kegels auf,
so erhalten wir, wie in Abschnitt 4.3 dargestellt, basierend auf den Resultaten f

ur Kegel
allgemeine Klassen minimal bestimmender Mengen von S
1
q
() auf der Zelle eines beliebi-
gen inneren Eckpunkts. Im Fall singul

arer Eckpunkte erhalten wir sogar eine vollst

andige
Beschreibung der minimal bestimmenden Mengen von S
1
q
() auf der zugeh

origen Zelle.




der Zelle eines inneren Eckpunkts. Diese Menge ist in der von uns beschriebenen Klasse
27
enthalten. In Abschnitt 4.4 konstruieren wir unter Verwendung der Ergebnisse aus Ab-
schnitt 4.2 eine groe Klasse minimal bestimmender Mengen von S
1
q
() auf der Zelle eines
beliebigen Randpunkts.
Im Folgenden sei K stets einen Kegel mit Scheitelpunkt v und  inneren Kanten,   1.
Die Eckpunkte, Kanten und Dreiecke von K seien wie in Abbildung 4.1 nummeriert. F

ur




























































































































: j  1; i+ j + k = qg
eindeutig bestimmt ist, falls K mindestens eine innere Kante besitzt, die nicht bzgl. v
degeneriert ist. Anderenfalls gilt die in Abbildung 4.2 gezeigte Situation. Sind alle inneren






























) ist auf dem BB-Punkt 

uberbestimmt, da die inneren Kanten von K bzgl. v
degeneriert sind.
Ist der Eckpunkt v nicht singul

ar und sind alle inneren Kanten des Kegels K bzgl. v
degeneriert, bezeichnen wir den Eckpunkt v, der Notation von Davydov & N

urnberger






Denition 4.1. Sei  eine einfach zusammenh

angende Triangulierung. Ferner sei
~
 eine
Teiltriangulierung von . F

ur einen Randpunkt v von
~
 sei der KegelK wie oben deniert.
Wir bezeichnen v als semisingul

aren Eckpunkt vom Typ I bzgl.
~





besteht und die Kante e
1
bzgl. v degeneriert ist. Wir bezeichnen
v als semisingul

aren Eckpunkt vom Typ II bzgl.
~
















, falls er entweder semisingul

ar vom Typ I oder semisingul





Abbildung 4.2 zeigt sowohl einen semisingul

aren Eckpunkt v vom Typ I bzgl.
~
 (links)
als auch einen semisingul

aren Eckpunkt v vom Typ II bzgl.
~
 (rechts).













: j  1; i+ k = q   jg; (4.2)
falls v nicht semisingul



































) durch die C
1
-Stetigkeitsbedingungen an den Randkanten von
~
 und am
Eckpunkt v oensichtlich auch auf R
1
(K) eindeutig bestimmt. Mit (2.10) erhalten wir
somit das folgende Korollar (vgl. N

urnberger & Zeilfelder [49]).
Korollar 4.2. F


















(q   2)(q   3)
2
  1:
4.1 Vereinigungen von C
1
-Mengen
Es sei K ein beliebiger Kegel mit Scheitelpunkt v und  inneren Kanten,   1. In diesem





(K), q  3. Dazu f

uhren wir das Konzept der C
1
-Mengen ein. Ausgehend von
unseren Untersuchungen zerlegen wir die Menge B
q
(K) in geeignete Teilmengen, auf denen





ur q  3 vollst

andig charakterisieren.





















: j; k  2; l = 1; : : : ; + 1g f

ur q  4:
(4.4)
29
Da die BB-Punkte von M in keiner der C
1
-Stetigkeitsbedingungen an den inneren Kanten
von K involviert sind, muss jede minimal bestimmende Menge von S
1
q
(K) die Menge M
enthalten.
Die BB-Punkte von B
q
(K), die weder in R
1
(K) noch in M liegen, stehen mit mindestens
zwei oder drei anderen BB-Punkten in einer Beziehung, die durch eine C
1
-Stetigkeitsbe-
dingung an einer der inneren Kanten von K gegeben ist. Die C
1
-Mengen werden basierend
auf diesen Beziehungen deniert.
Denition 4.3. Es sei K ein Kegel mit  inneren Kanten,   1. F

ur l = 1; : : : ;  und


































































(v) heit degeneriert, falls e
l





Mit der Denition der C
1


























































Auf der Vereinigung der C
1
-Mengen einer degenerierten Kante e
l
ist es somit beson-
ders einfach, eine minimal bestimmende Menge von S
1
q
(K) anzugeben, da die C
1
-Mengen
paarweise disjunkt sind und wir somit S
1
q





onnen. Andererseits liegt in (4.6) auch der Grund daf

ur, warum es so schwierig ist, eine
vollst





beliebigen Kegel anzugeben. Ist die innere Kante e
l
eines Kegels nicht degeneriert, existie-
ren genau vier verschiedene M






















(v), so sind f





der Vereinigung der beiden C
1
-Mengen eindeutig zu bestimmen. In diesem Fall ergeben
sich bereits zw

olf verschiedene minimal bestimmende Mengen. Schon dieses einfache Bei-






-Mengen einer nicht degenerierten Kante eine nicht triviale Aufgabe
darstellt. Beachten wir auerdem, dass f














(v) einen gemeinsamen Punkt besitzen, so wird deutlich, dass es sich bei
der vollst





ein komplexes Problem handelt.
Bei der Konstruktion der minimal bestimmenden Mengen von S
1
q
(K) auf C(v) nutzen wir
die besondere Struktur dieser Menge aus. Wir werden dazu C(v) in geeignete Teilmengen




der Teilmengen ein weniger komplexes Problem darstellt und andererseits die Ergebnisse






An diesem Punkt m

ussen wir uns mit der Frage besch

aftigen, wie diese Teilmengen von
C(v) zu w





ugen. Untersuchen wir die
Beziehungen, die zwischen den C
1









(v) genau einen gemeinsamen BB-Punkt besitzen. Ist die
Kante e
l






(v) ebenfalls genau einen
gemeinsamen BB-Punkt. Ansonsten sind die C
1
-Mengen paarweise disjunkt. Insbesondere
gilt somit, dass im Fall der nicht degenerierten Kegel im Gegensatz zum degenerierten Fall
die Beziehungen auf der Gesamtheit der BB-Punkte der Menge C(v) komplexer sind.
Abbildung 4.3 veranschaulicht diese Beziehungen zwischen den C
1
-Mengen eines nicht
degenerierten Kegels K, wobei zwei C
1
-Mengen, die einen gemeinsamen BB-Punkt be-





anken wir uns auf nicht degenerierte Kegel, da diese bzgl. der Frage der Zerlegung




uber degenerierten Kegeln den schwierigeren Fall
darstellen.
Bei der Zerlegung von C(v) in Teilmengen ist es erstrebenswert, m

oglichst groe und
gleichartige Teilmengen zu erhalten. Betrachten wir das Diagramm in Abbildung 4.3, so
bedeutet diese Forderung, dass wir aus dem Diagrammm















































Abb. 4.3: Die Beziehungen der C
1
-Mengen auf dem Kegel K. Je zwei C
1
-Mengen, die durch eine
Kante verbunden sind, besitzen einen gemeinsamen Bernstein-Bezier-Punkt.
Das Entfernen einer Kante ist dabei wie folgt zu verstehen: Die durch das Entfernen der
Kante entstehenden Teilmengen enthalten nach der Zerlegung beide den gemeinsamen




-Mengen enthalten. Dies hat den
Vorteil, dass die durch die C
1
-Stetigkeitsbedingungen gegebenen Beziehungen der BB-
Punkte untereinander, weitestgehend ber

ucksichtigt werden.
Bei einer disjunkten Zerlegung hingegen w

urde der gemeinsame BB-Punkt zweier C
1
-





ort werden und die geltenden C
1
-Stetigkeitsbedingungen nicht mehr
klar erkennbar sind. Des Weiteren beinhaltet eine Zerlegung in disjunkte Teilmengen in-








auf einem gemeinsamen BB-Punkt bestimmt werden soll, so dass eine vollst

andige Cha-
rakterisierung erschwert wird. Im Gegensatz zu der disjunkten Zerlegung muss bei den von
uns gew

ahlten nicht disjunkten Zerlegungen erst bei der Zusammensetzung der minimal
bestimmenden Mengen von S
1
q
(K) auf diesen Teilmengen entschieden werden, welche der
beteiligten minimal bestimmenden Mengen S
1
q
(K) auf dem gemeinsamen BB-Punkt be-
stimmen soll. Oensichtlich gestaltet sich die Zusammensetzung der Teilergebnisse umso
schwieriger, je mehr BB-Punkte aus einer C
1
-Menge auch in anderen Teilmengen enthal-




(i) Die Zerlegung soll C(v) in m

oglichst groe und gleichartige Teilmengen unterteilen.





meinsame BB-Punkte mit den Teilmengen von C(v), in denen sie nicht enthalten ist,
hat.
Vor diesem Hintergrund legt das Diagramm in Abbildung 4.3 zwei oensichtliche Ans

atze
nahe, um die C
1




ur l = 1; : : : ;  betrachten wir die Menge fP : P 2 C
1
l;p
(v); p = 2; : : : ; qg,
(2) F

ur l = 1; : : : ;  betrachten wir die Menge fP : P 2 C
1
l;p
(v); p = 3; : : : ; qg sowie die
Menge fP : P 2 C
1
l;2
(v); l = 1; : : : ; g.
Abbildung 4.4 veranschaulicht diese beiden Zerlegungen. C
1
-Mengen die durch eine Kante



























































































Abb. 4.4: Zwei m

ogliche Unterteilungen von C(v).
Da die durch die C
1




(v); p = 3; : : : ; qg und fP : P 2 C
1
l;2
(v); l = 1; : : : ; g f

ur einen nicht degenerier-
ten Kegel identisch ist, k

onnen wir die beiden Zerlegungen bzgl. der Bedingung (i) als
gleichwertig betrachten. Bei der Entscheidung f

ur eine der beiden Zerlegungen ist somit
einerseits die Anzahl der C
1
-Mengen, die einen gemeinsamen BB-Punkt mit einer Teil-
menge der Zerlegung haben, in der sie nicht enthalten sind, ausschlaggebend. Andererseits
spielt aber auch die Anzahl der BB-Punkte, die in mehr als einer Teilmenge enthalten
sind, eine Rolle. Hierbei liegt das gr

oere Gewicht auf dem zweiten Kriterium, da sich die
Zusammensetzung der minimal bestimmenden Mengen von S
1
q
(K) auf den Teilmengen
umso komplexer gestaltet, je mehr BB-Punkte aus einer C
1
-Menge in anderen Teilmengen
enthalten sind. Betrachten wir die beiden Zerlegungen vor diesem Hintergrund, so ist die
Zerlegung (2) zu bevorzugen. Denn in Zerlegung (1) enthalten fast alle in Frage kommen-
den C
1
-Mengen zwei BB-Punkte, die auch in anderen Teilmengen der Zerlegung liegen.
Zerlegung (2) dagegen besitzt nur C
1
-Mengen, die maximal einen BB-Punkt mit einer
anderen Teilmenge gemeinsam haben. Im Folgenden geben wir deshalb eine vollst

andi-
ge Beschreibung der minimal bestimmenden Mengen von S
1
q




-Mengen entlang einer Kante
Gegeben sei ein Kegel K mit  inneren Kanten,   1. Es sei e
l
, 1  l  , eine beliebige









fP : P 2 C
1
l;p





ist bzgl. v degeneriert,
fP : P 2 C
1
l;p
(v); p = 3; : : : ; qg; sonst.
(4.7)











































2q   4; sonst.
(4.8)
Ist die Kante e
l
bzgl. v oder bzgl. des Eckpunkts v
l






p = 3; : : : ; q, paarweise disjunkt. Bei der Wahl einer minimal bestimmendenMenge m

ussen
wir daher lediglich eine minimal bestimmende Menge von S
1
q









(K) auf fP : P 2 C
1
l;p
(v); p = 3; : : : ; qg.
Ist die Kante e
l








aus jeder der Mengen C
1
l;p





uberbestimmt ist. Aus der Dimensionsformel (4.8) folgt ferner, dass f

ur jede minimal







) mindestens ein Index p, 3  p  q, existiert, so














alt, so folgt aus der Dimensionsformel (4.8), dass es mindestens
zwei weitere C
1
-Mengen gibt, aus denen die minimal bestimmende Menge genau drei BB-
Punkte enth

alt. Ausgehend von diesen
















) implizit durch die






















) genau dann, wenn A f










ist bzgl. v degeneriert.





) genau dann, wenn A f




















) genau dann, wenn A wie folgt deniert ist. Es sei k 2 N mit 1  k <
b(q 1)=2c. Ferner seien f

ur j = 1; : : : ; k Indizes p
j
gegeben, so dass 3  p
1
< : : : < p
k
 q
gelte. Gilt k > 1, dann seien Indizes ~p
j







; j = 1; : : : ; k   1:
A enth

alt die folgenden BB-Punkte:




(v), j = 1; : : : ; k,








ur p = 3; : : : ; p
1
  1, falls p
1
> 3,








ur p = p
k
+ 1; : : : ; q, falls p
k
< q.

























ur j = 1; : : : ; k   1,










< p < ~p
j
und j = 1; : : : ; k   1 und










< p < p
j+1
und j = 1; : : : ; k   1.






















Æ Æ Æ Æ Æ Æ
Æ Æ Æ Æ
     
  






























































2q   4; sonst.
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. Somit bleibt zu zeigen, dass A eine bestim-







) ist. Mit Theorem 2.4 folgt dann, dass A auch minimal
ist. Sei s 2 S
1
q
(K) und es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P


















ur p = 3; : : : ; q direkt 
P
s = 0 f








ist nicht degeneriert. F

ur A und k 2 N, 1  k < b(q   1)=2c, seien p
j
,
j = 1; : : : ; k, sowie ~p
j
, j = 1; : : : ; k   1, falls k  2, wie oben deniert.
Es gelte zun

achst k = 1. Nach Voraussetzung enth














s = 0 f






Gilt q > 3, enth






ur p = p
1
  1; : : : ; 3 und p = p
1
+ 1; : : : ; q

P
s = 0 f






Sei nun k  2. Dann folgt mit (4.13) und (4.14) analog zum Fall k = 1, dass

P
s = 0; P 2 C
1
l;p
(v); p = 3; : : : ; q; p =2 f~p
1
; : : : ; ~p
k 1
g (4.15)
gilt. Es bleibt somit zu zeigen, dass 
P
s = 0 f





(v), j = 1; : : : ; k   1,
gilt. Wegen (4.15) gilt 
P














g, j = 1; : : : ; k   1. Da
A die BB-Punkte (4.14) enth










j = 1; : : : ; k   1 die Behauptung.
Wir zeigen nun, dass f































(v), p = 3; : : : ; q, sind paarweise disjunkt. Aus den C
1
-Stetigkeitsbe-
dingungen folgt somit, dass A aus jeder der C
1




(K) eindeutig auf fP : P 2 C
1
l;p
(v); p = 3; : : : ; qg zu bestimmen. Ist e
l
bzgl.
v degeneriert, so muss ferner P
[l]
0;q;0









Wir werden zeigen, dass ein k 2 N mit 1  k < b(q   1)=2c und Indizes p
j
, j = 1; : : : ; k,
sowie ~p
j
, j = 1; : : : ; k 1 f

ur k  2, existieren, so dass A genau aus den BB-Punkten (4.9)
bis (4.11) bzw. (4.9) bis (4.14) besteht.












3; : : : ; q mindestens einen und h





gilt jAj = 2q   3, so dass mindestens ein Index p















p = 3; : : : ; qg, aus denen A drei BB-Punkte enth

alt. Dann seien die Indizes 3  t
1
<
: : : < t









(A) A ist auf jeder der Teilmengen fP : P 2 C
1
l;p
(v); p = 3; : : : ; t
1






; : : : ; qg sowie f

ur   2 auf fP : P 2 C
1
l;p
(v); p = t
i
; : : : ; t
j
g, 1  i < j  , eine










(v) bestimmt, dann enth















(v) bestimmt und enth








(v), dann ist S
1
q










(v) bestimmt, dann enth















(v) bestimmt und enth








(v), dann ist S
1
q













(v) bestimmt, dann enth
























ur p = 3; : : : ; t
1














ur p = t




















































































(J) Sei j 2 f1; : : : ;    1g, dann existiert maximal ein p mit t
j
< p < t
j+1
, so dass A












ur gegebenes j 2 f2; : : : ; g, dann enth











Beweis von (A). Sei t 2 ft
1








(v), d. h. S
1
q
(K) ist auf allen Punkten von C
1
l;t

































(K) auf fP : P 2 C
1
l;p




auf fP : P 2 C
1
l;p
(v); p = 
1
; : : : ; 
2




(K) auf fP : P 2 C
1
l;p
; p = 3; : : : ; t
1
g und fP : P 2 C
1
l;p
; p = t

; : : : ; qg ist.
Setzen wir t
0
:= 3 und t
+1
:= q, so gilt f

ur j = 0; : : : ; 
jA \ fP : P 2 C
1
l;p
(v); p = t
j
; : : : ; t
j+1




) + 3: (4.16)
Wegen jAj = 2q   3 gilt in (4.16) die Gleichheit, d. h. A ist auf jeder Teilmenge eine
minimal bestimmende Menge. 
Die Hilfsbehauptungen (B) bis (F) folgen direkt aus der Tatsache, dass eine minimal




















fP : P 2 C
1
l;p
(v); p = 3; : : : ; t
1
g ist. Somit gilt
jA \ fP : P 2 C
1
l;p







= 3, so folgt mit (4.17) bereits die Behauptung.
Sei nun t
1
> 3. Nach Voraussetzung enth











ur p = 3; : : : ; t
1





(v)j = 3 und (4.18)
jA \ fP : P 2 C
1
l;p
(v); p = 3; : : : ; t
1
  1gj  2t
1
  6: (4.19)










(v))j = 3 und (4.20)
jA \ fP : P 2 C
1
l;p
(v); p = 3; : : : ; t
1
  1gj = 2t
1
  6: (4.21)




(v)j = 2; p = 3; : : : ; t
1
  1: (4.22)

























Annahme: Es existiert ein ~p 2 f3; : : : ; t
1





















j = 3, so dass im Widerspruch zu (4.21)
jA \ fP : P 2 C
1
l;p
(v); p = 3; : : : ; t
1
  1gj = 2t
1
  7 gilt. F


















j = 2 f

ur alle
p = 3; : : : ; t
1
  1. 
Beweis von (H). Die Behauptung folgt analog zu dem Beweis von (G). 
Beweis von (I). A erf






+ 1 gelten. O.B.d.A. k

onnen wir davon ausgehen, dass es kein p mit 
1
< p < 
2
gibt, so dass jA \ C
1
l;p
(v)j = 1 gilt.
Annahme: Es gilt jA \ C
1
l;p
(v)j = 2 f

ur alle p = 
1
+ 1; : : : ; 
2
  1.
Dann folgt jA \ fP : P 2 C
1
l;p
(v); p = 
1
























gilt, folgt die Behauptung. 
Beweis von (J). Die Behauptung folgt direkt aus (I). 
Beweis von (K). F


































j = 5: (4.23)




































(v))j = 6. 
Wir denieren nun eine Teilmenge fp
1
; : : : ; p
k
g der Indexmenge ft
1
; : : : ; t











, j = 2; : : : ; k, und
(iii) p
j
  1 =2 ft
1
; : : : ; t

g, j = 2; : : : ; k.
Die Forderungen (i) - (iii) legen die Indexmenge fp
1
; : : : ; p
k
g in eindeutiger Weise fest.
Wir betrachten nun A auf den Teilmengen fP : P 2 C
1
l;p






(v); p = p
k
; : : : ; qg, sowie f

ur k > 1 und j = 1; : : : ; k   1 auf den Teilmengen
fP : P 2 C
1
l;p
(v); p = p
j
; : : : ; p
j+1
g. Wir werden zeigen, dass f

ur k = 1 A aus den BB-
Punkten (4.9) bis (4.11) besteht und f

ur k  2 und geeigneten Indizes ~p
j
, j = 1; : : : ; k 1,
A aus den BB-Punkten (4.9) bis (4.14) besteht.
Sei zun

achst k = 1 und 3  p
1
 q. Dann folgt mit (G) und (H) direkt, dass A die
Vereinigung von BB-Punkten (4.9) bis (4.11) ist.
39
Sei nun k  2. Mit (G) und (H) folgt, dass A aus fP : P 2 C
1
l;p





p  qg genau 3 + 2(p
1




alt, die einer Wahl von BB-
Punkten (4.9) bis (4.11) entsprechen. Sei j 2 f1; : : : ; k   1g. Dann gen

ugt zu zeigen,

































< p < ~p
j











< p < p
j+1













ur fP : P 2 C
1
l;p
(v); p = p
j
; : : : ; p
j+1




































Zu (i): Aus (B) und (C) folgt nach Voraussetzung, dass A f

ur p = p
j
+ 1; : : : ; p
j+1
  2








alt. Wegen (F) gilt dann des Weiteren, dass



















  1 folgt die Behauptung.











setzung gilt dann f

ur alle p mit p
j
< p < p
j+1





(v)j = 2. Mit (A) gilt, dass A
eine minimal bestimmende Menge von S
1
q
(K) auf fP : P 2 C
1
l;p
(v); p = p
j
; : : : ; p
j+1
g ist.
Nach Voraussetzung folgt dann aus Dimensionsgr






Punkte aus fP : P 2 C
1
l;p
(v); p = p
j
+1; : : : ; p
j+1




alt. Analog zum Beweis
von (I) folgt dann aus Gr






























< p < p
j+1












j = 2; p
j













j = 2; ~p
j
< p < p
j+1
;



















j = 1: 
Nachdem wir die minimal bestimmenden Mengen von S
1
q




, p = 3; : : : ; q, f

ur eine beliebige innere Kante vollst

andig charakterisiert ha-
ben, betrachten wir im Folgenden S
1
q







-Mengen um einen Eckpunkt
Gegeben sei ein beliebiger Kegel K mit Scheitelpunkt v und  inneren Kanten,   1. F

ur















: 1  l  ; e
l
ist bzgl. v degeneriertg: (4.24)
























, konstruieren wir genauer gesagt Teil-
mengen von fP : P 2 C
1
l;2

















-Mengen entlang einer inneren Kante von K m

ussen wir nun beachten, dass
die inneren Kanten von K sowohl nicht degeneriert als auch degeneriert sein k

onnen.
Dementsprechend kann die Menge fP : P 2 C
1
l;2
(v); l = 1; : : : ; g sowohl nicht degenerierte






:= die Anzahl der Kanten aus fe
1
; : : : ; e

g, die bzgl. v degeneriert sind. (4.25)














ur q  3 konstruieren wir eine Menge M
1
1;




1; : : : ; g. Wir werden zeigen, dass M
1
1;





















Fall 1: Es gilt   2 und d
v








(v) genau dann, wenn A
0
= ; ist.








(v) genau dann, wenn A
0
wie folgt deniert ist. Es sei k 2 N mit
1  k < b(  1  d
v
)=2c gegeben. Dann seien f






< : : : < l
k
  gilt. Ist k > 1, dann seien f































= 1 gilt und e
1
bzgl. v nicht dege-
neriert ist,






























bzgl. v nicht degeneriert













bzgl. v degeneriert ist,
j = 1; : : : ; k und 1 < l
j
< ,








> 1 gilt und e
l
bzgl. v nicht dege-
neriert ist, 1 < l < l
1
,








<  gilt und e
l
bzgl. v nicht dege-
neriert ist, l
k
< l < .
Gilt k  2, dann enthalte A
0
des Weiteren













< l < l

j
und j = 1; : : : ; k   1,














< l < l
j













folgende Theorem gibt eine vollst






























Beweis. Sei q  3. Es gilt jB

K
j = 7, falls v nicht semisingul

ar ist, und jB

K
j = 6 sonst.

















ar, gilt  = d
v

























(v) ist, folgt aus
Theorem 2.4, dass A minimal ist.
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Sei s 2 S
1
q
(K) und es gelte 
P
s = 0, P 2 A. Dann gen

ugt zu zeigen, dass 
P
s = 0 f

ur
alle P 2 D

2
(v) gilt. Wegen B

K
 A folgt direkt

P






Fall 1: Es gilt   2 und d
v












(K). Aus (4.34) folgt dann direkt die Behauptung. Gilt  = 1
und d
v






Es gelte nun  = 2 und d
v
= 1. O.B.d.A. sei e
1






















(v) erhalten wir dann 
P
s = 0 f































(v) folgt dann 
P







bzgl. v degeneriert, folgt die
Behauptung analog.
Fall 2: Es gilt   2 und d
v
   2.
Aus (4.34) folgt insbesondere

P
s = 0; P 2 fP
[l]
q 1;1;0
























ur eine bzgl. v degenerierte Kante e
l
enthalten darf, folgt mit (4.35) analog zum Beweis von Theorem 4.4, dass A eine minimal
























(v) gilt. Dabei ist insbesondere
zu beachten, dass im Fall d
v
> 0 und k > 1 f






nicht degeneriert sein darf, da ansonsten S
1
q















Gegeben sei eine Teiltriangulierung
~
   und es sei v 2 V
I
ein beliebiger Randpunkt von
~
. Es sei K der Kegel von v bzgl.
~
, und K besitze  innere Kanten,   1. Die Dreiecke,







































bestimmt ist. Dabei sei R
1
(K) wie in (4.2) gegeben, falls v nicht semisingul

ar vom Typ II
ist. Anderenfalls sei R
1
(K) wie in (4.3) deniert.














), q  3. Unter Verwendung der Resultate aus dem vorherigen Abschnitt
geben wir im Folgenden f

ur q  3 eine vollst

andige Charakterisierung der minimal bestim-









A enthalten, an. Es sei d
v




Konstruktion minimal bestimmender Mengen:
F













nicht degeneriert sind. In Abh

angigkeit






, j = 1; : : : ; , denieren wir Mengen A
l
,
l = 0; : : : ; .
























bzgl. v nicht degeneriert ist. Wir denieren f






















bzgl. v degeneriert ist.














: j = 1; : : : ; g  A

0













: j = 1; : : : ; g:
F





















, j = 1; : : : ; ,
gilt und ferner e
l
nicht degeneriert ist. Dann setzen wir f


































mit M = ;, falls q = 3 gilt, und mit M = fP
[l]
i;j;k

























von der in (4.36) gegebenen Form ist.










) + (2q   3)   1 + (+ 1)











(q   2)(q   3)
2















), folgt aus Theorem 2.4, dass A auch minimal
ist.







) und es gelte 
P
s = 0, P 2 A. Es ist zu zeigen, dass 
P






































A  A erhalten wir direkt 
P







an den Randkanten von
~
 sowie am Eckpunkt v folgt somit 
P
s = 0, P 2 R
1
(K). Aus
den Theoremen 4.4 und 4.5 erhalten wir ferner, dass 
P




1; : : : ; ; p = 2; : : : ; qg gilt. Wegen M  A folgt dann 
P






), d. h. A ist






















A. Gilt  = 1, folgt aus den Theoremen 4.4 und 4.5 direkt, dass
A
K
die in (4.36) gegebene Form besitzen muss.
F

















(v) wie in (4.24) deniert. Ist f

















, l 2 f1; : : : ; g, nicht degeneriert.






















































) \ fP : P 2 C
1
l;2































Somit muss P = P
[l]
q 2;2;0









dass mit Theorem 4.4 folgt, dass A im Widerspruch zur Voraussetzung keine minimal































(v). Mit Theorem 4.5 folgt jA
0

















dann sei  :=  1 jA
(0)
j. Nach Theorem 4.5 existieren dann  BB-Punkte P
1






: j+ k = 2; l = 2; : : : ; g nA
0







) durch A nA
0
auf diesen Punkten



































l = 1; : : : ; :



























, j = 1; : : : ; , dann folgt bereits die
Behauptung. 




 ist. Wir charakterisieren im
Folgenden die minimal bestimmenden Mengen von S
1
q




(K) bereits auf R
1
(K) eindeutig bestimmt ist.






















mit M = ;, falls q = 3 gilt, und mit M = fP
[l]
i;j;k




















von der in (4.37) gegebenen Form ist.









j = 4q   2 + (2q   3) + (+ 1)
(q   3)(q   2)
2
=















(K), folgt aus Theorem 2.4 bereits die
Behauptung.
Sei s 2 S
1
q
(K) und es gelte 
P
s = 0, P 2 A. Dann ist es zu zeigen, dass 
P


























) wie in (4.7) gegeben ist. Wegen
~
A  A folgt 
P
s = 0, P 2 R
1
(K). Aus den
Theoremen 4.4 erhalten wir ferner, dass 
P






ur 1  l   gilt. Wegen
M  A folgt dann bereits 
P
s = 0, P 2 B
q
(K).












ur 1  l   die Kante e
l
bzgl. v degeneriert sind, folgt
aus den Theoremen 4.4 und 4.5 direkt, dass A
K
von der in (4.37) gegebenen Form sein
muss. 
4.3 Standardzellen innerer Eckpunkte
Im Folgenden betrachten wir die Standardzelle 
v
eines beliebigen inneren Eckpunkts v
von . Wir konstruieren f











andige Charakterisierung der minimal bestim-




















). Hierbei verwenden wir insbesondere die Charakterisierungen der minimal bestim-
menden Mengen von S
1
q
() auf Kegeln sowie auf den in den Abschnitten 4.1.1 und 4.1.2
denierten Teilmengen. Im Folgenden sei v ein innerer Eckpunkt von , und es gelte
deg(v) = n. Die Randpunkte und Dreiecke von 
v
seien wie in Abbildung 4.6 gegen









l = 0; : : : ; n  1.














= 1 gilt, falls v singul

ar ist, und 
v




















: j; k  2; l = 0; : : : ; n  1g f






















































































Abb. 4.6: Bezeichnung der Eckpunkte und Dreiecke von 
v
, deg(v) = 5.
Sei zun

achst v ein singul

arer Eckpunkt von . Im Folgenden geben wir eine vollst

andige




















: l = 0; : : : ; 3g:
Wir beschreiben nun implizit eine Menge M
1
s













(v) genau dann, wenn A
0

















(v)j  2, l = 0; : : : ; 3.






























), l = 1; : : : ; 4, gelte.
Theorem 4.8. Sei q  3 und sei v ein singul

arer Eckpunkt. A ist genau dann eine





), wenn A von der in (4.40) gegebenen Form ist.
48
Beweis. Sei v ein singul









l = 1; : : : ; 4 sei sj
T
[l]
in der BB-Darstellung (2.5) gegeben.
Sei A von der in (4.40) gegebenen Form. Wir zeigen zun







) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f

ur




) gilt. Aus Theorem 4.4 folgt direkt 
P




























(v) gilt, bleibt somit zu zeigen, dass gilt:

P














: l = 0; : : : ; 3gj = 1.
Da f














genau drei nicht kollineare BB-Punkte aus D
1
(v). Somit folgt direkt 
P
s = 0, P 2
D
1







ur l = 0; : : : ; 3 folgt dann bereits
(4.42).































g. Die anderen F









































(v) erhalten wir die Behauptung.



























ur l = 0; : : : ; 3 erhalten wir 
P
s = 0 f





















































(v) folgt direkt 
P











ur l = 0; : : : ; 3
folgt die Behauptung.









: l = 0; 1; 2g  A
0
. Die anderen F





(v) analog. Aus den C
1
























s = 0 f

ur alle P 2 D
1






(v) erhalten wir dann 
P
s = 0 f





Fall 4: Es gilt fP
[l]
q 2;1;1








ur l = 0; : : : ; 3 erhalten wir 
P
s = 0 f

ur











(v) folgt die Behaup-
tung. 






). Aus Theorem 2.4 folgt dann bereits, dass A minimal ist.





). Es ist zu zeigen, dass A
von der in (4.40) gegebenen Form ist. Wegen (4.41) muss M  A gelten. F

ur l = 0; : : : ; 3



















) = ;, l 6= k.
Setzen wir A
l





















































(v) und A ist von der in (4.40) gegebenen Form. 












andig charakterisiert haben, betrachten wir nun den Fall, dass v ein innerer,
nicht singul

arer Eckpunkt von  ist. Im Folgenden beschreiben wir drei allgemeine Klassen





), q  3.
F

ur die Standardzelle eines beliebigen inneren Eckpunkts gab Schumaker [59] eine spezielle


















ahlt. Die restlichen Dreiecke werden schrittweise durchlaufen.











ten Dreiecks sind Sonderf

alle zu beachten. Wir erhalten eine erste groe Klasse minimal





), indem wir die Vorgehensweise von Schumaker verall-
gemeinern. F
















. Mit Theorem 4.6












sei die Menge A
K
wie in (4.36) gegeben. Dann gilt das folgende
Theorem.
Theorem 4.9. Sei q  3 und sei v ein nicht singul





















). Wir zeigen zun








) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P







) gilt. Nach Voraussetzung ist v nicht singul

ar. K besitzt demnach mindestens





ar ist. Wir erhalten

P











(K) wie in (4.2) gegeben ist. Nach Denition von A
K
folgt aus Theorem 4.6,











































) auf dem Kegel, der
entsteht, wenn wir 
v















) aus Abschnitt 4.1.1



















von der in (4.36) gegebenen Form.
Theorem 4.10. Sei q  3 und sei v ein nicht singul
















). Ferner gelte 
P
s = 0, P 2 A. Dann ist
zu zeigen, dass 
P
s = 0 f

ur alle P 2 B
q
() gilt. Wegen A
0
 A folgt aus Theorem 4.4

P
s = 0 f












 A gilt, folgt dann aus Theorem 4.6

P
s = 0 f


























) zuerst auf D
2











: l = 0; : : : ; n  1g:
Alfeld, Piper und Schumaker [2] zeigten, dass die in den folgenden Lemmas beschriebenen





), q  3, auf D
2
(v) sind.
Lemma 4.11. Sei v ein nicht singul

arer Eckpunkt von . Sei l 2 f0; : : : ; n   1g so
gegeben, dass e
l
bzgl. v nicht degeneriert ist. A  D
2






















Lemma 4.12. Sei v ein nicht singul

arer Eckpunkt und n = deg(v) ungerade. A  D
2
(v)
enthalte drei nicht kollineare BB-Punkte aus D
1
(v) sowie die BB-Punkte der Menge M
v
.








Lemma 4.13. Sei v ein nicht singul

arer Eckpunkt von  und n = deg(v) = 4. Die
Eckpunkte von 
v
seien so nummeriert, dass e
1





ist. A  D
2




















Wir betrachten nun spezielle Zellen 
v
. Im Folgenden sei deg(v)  6 gerade. Ferner seien
zwei benachbarte innere Kanten von 
v
bzgl. v degeneriert. Diese Zellen spielen sp

ater bei
der Angabe minimal bestimmender Mengen von S
1
4
() auf beliebigen Triangulierungen
eine besondere Rolle (vgl. Kapitel 6).
Sei zun













Dann gilt das folgende Lemma.










BB-Punkte der Menge M
v









Beweis. Die baryzentrischen Koordinaten '
i






















; i = 0; : : : ; 5: (4.43)
Hierbei sowie im Folgenden sind die Indizes stets als Index modulo 6 zu verstehen. Auf-






< 0; i = 0; : : : ; 5: (4.44)

























































































































































Abb. 4.7: Bezeichnungen der freien Bezier-KoeÆzienten in D
2
(v), n = 6. A besteht aus den BB-
Punkten . Die KoeÆzienten der BB-Punkte  sind durch C
1
-Stetigkeitsbedingungen bestimmt.
Wir bezeichnen die noch freien Bezier-KoeÆzienten, wie in Abb. 4.7 dargestellt, mit
a
1
; : : : ; a
8
. Aus den C
1







































0  1 0 0 0























































































Bezeichnen wir die obige Matrix mit M , dann gilt
































































































, i = 0; 3; 4; 5, in der Form (4.45) gegeben. Ersetzen wir in Gleichung (4.45) f

ur



































































































































































































Nach Voraussetzung ist e
2






















































































Dies in Gleichung (4.47) eingesetzt und vereinfacht ergibt


















nicht degeneriert, d. h. es gilt '
4
1





















, so dass daraus
folgt, dass A auch minimal ist. 
Wir betrachten nun den Fall, dass v ein Eckpunkt geraden Grades mit n = deg(v)  8
ist. Ferner seien zwei benachbarte innere Kanten von 
v
bzgl. v degeneriert. Wir numme-



















) < 0, i = 3; : : : ; n. Dann gilt
das folgende Lemma.










BB-Punkte der Menge M
v






























ur i = 0; : : : ; n   1 seien die baryzentrischen Koordinaten 
[i]

(w),  = 1; 2; 3, eines


















Hierbei sowie im Folgenden sind die Indizes stets als Index modulo n zu verstehen. F

ur



























Nach Voraussetzung ist keine der Kanten e
i







6= 0; i = 0; : : : ; n  1: (4.49)
































ur i = 0; : : : ; n   1 die Gerade im R
2




auft, so gilt oensichtlich f





























) < 0; i = 4; : : : ; n: (4.54)
Aus den C
1






= 0. Wir bezeichnen




























(v) erhalten wir das homogene lineare Glei-
chungssystem
M  a = 0; (4.55)
55
wobei a = (a
1













































































































































































Um zu zeigen, dass det M 6= 0 gilt, ben







































































































gilt, so folgt direkt mit dem Laplaceschen Entwicklungssatz







































































































Nach Voraussetzung gilt entweder '
2i
1
> 0, i = 3; : : : ;
n
2
  1, oder es gilt '
2i
1
< 0, i =
3; : : : ;
n
2




Es bleibt zu zeigen, dass (4.56) und (4.57) gelten.






















achst, dass dann f
























































Beweis von (4.58) durch vollst

andige Induktion nach i.














































Induktionsschritt i ! i + 1. Die Behauptung (4.58) sei f












































































































































































































































































































);  = 1; 2; 3; j = 5; : : : ; n: (4.63)
57
Beweis von (4.63) durch vollst

andige Induktion nach j.
Induktionsanfang j = 5. L

osen wir Gleichung (4.48) f






ur i = 5 v
4
in Gleichung (4.48) und l

osen anschlieend nach v
3







































































),  = 1; 2; 3.
Induktionsschritt j ! j + 1. Die Behauptung (4.63) sei f





















osen wir Gleichung (4.48) f

ur i = j+2 nach v
j
auf und ersetzen dadurch v
j
in Gleichung



















































































































; i = 6; : : : ; n: (4.66)
Beweis von (4.66) durch vollst

andige Induktion nach i.








































































































































































































































Induktionsschritt i ! i+ 1. Es sei bereits bewiesen, dass f

ur i und i   1 die Behauptung

































































































Damit ist die Behauptung (4.56) bewiesen. 





































osen wir Gleichung (4.48) f

ur i = 2 nach
v
0
auf und ersetzen dadurch v
0











































































































































; i = 5; : : : ; n; (4.70)
gilt.
Beweis von (4.70) durch vollst

andige Induktion nach i.















































Induktionsschritt i! i+1. Es sei bereits bewiesen, dass f



































































































































































































ur i = n folgt dann mit (4.68) aus (4.70) die Behauptung. 






nach der oben beschriebenen Vorgehensweise zu konstruieren. F











) wie in Abschnitt 4.1.1 gegeben.
Konstruktion minimal bestimmender Mengen:
Sei v ein beliebiger innerer, nicht singul

arer Eckpunkt von . Dann sei A
0
eine minimal







(v), die wie in einem der obigen Lemmas deniert
ist. F

















bzgl. v nicht degeneriert ist. F






















bzgl. v degeneriert ist.







Theorem 4.16. Sei q  3 und sei v ein nicht singul

arer Eckpunkt. Dann ist A eine











). Ferner gelte 
P
s = 0, P 2 A. Dann ist zu
zeigen, dass 
P
s = 0 f

ur alle P 2 B
q
() gilt. Nach Voraussetzung folgt direkt 
P
s = 0 f

ur
alle P 2 D
2
(v). Nach Denition von A
l










). Wegen M  A erhalten wir somit 
P
s = 0 f






ist A minimal, denn es gilt jAj =
nq(q 1)
2







4.4 Standardzellen von Randpunkten
Sei v ein beliebiger Randpunkt der Triangulierung . Da 
v
einem Kegel K mit Scheitel-
punkt v und (deg(v)   2) inneren Kanten entspricht, ergibt sich aus den Ergebnissen aus







Sei n := deg(v). Wir nummerieren die Eckpunkte von 
v
gegen den Uhrzeigersinn mit
v
0

























(v) bestehe aus drei nicht kollinearen BB-Punkten.
F





















: j = 2; : : : ; qg:




















). Ferner gelte 
P
s = 0, P 2 A. Dann ist
zu zeigen, dass 
P
s = 0 f











(K)  A folgt direkt

P






(K). Aus Theorem 4.6 und 4.7 folgt dann wegen A
K
 A bereits,





) ist. Ferner ist A minimal, denn es gilt mit
Theorem 2.6
jAj = 3 + 4(q   1) + (n  2)(2q   3)   1 + (n  1)
























() auf allgemeinen Triangulierungen. Betrachten wir die untere Schranke in (2.9) f

ur





















ur die Splinetheorie von besonderem Interesse, da der Grad q = 3










(), so ist die untere Schranke in (2.9) gleich jV
B
j + S + 3. Die Literatur zeigt
jedoch, dass es sich bei S
1
3
() um einen sehr komplexen Raum handelt, f

ur den bis heu-
te die Dimension f

ur beliebige Triangulierungen nicht bekannt ist. Billera [5] zeigte mit
Hilfe homologischer Methoden, dass jede Triangulierung durch kleine Ver

anderungen der
Eckpunkte so modiziert werden kann, dass in (5.1) Gleichheit gilt.
N

urnberger & Zeilfelder [49] untersuchten S
1
3
() auf der Klasse der geordneten Kegeltri-
angulierungen, wobei sie Semisingularit

aten ausschlossen. Sie zeigten, dass f

ur diese Klasse
von Triangulierungen die Dimension von S
1
3
() gleich der unteren Schranke in (5.1) ist.
F

ur die Klasse der so genannten Nested-Polygons-Triangulierungen bewiesen Davydov,
N

urnberger & Zeilfelder [20], dass in (5.1) Gleichheit gilt.
Wir betrachten im Folgenden S
1
3
() auf der Klasse der geordneten Kegeltriangulierun-
gen. In Abschnitt 5.1 konstruieren wir basierend auf den Ergebnissen aus Abschnitt 4.2
f







die Klasse der geordneten Kegeltriangulierungen. Wir zeigen ferner, dass f

ur diese Tri-
angulierungen die Dimension von S
1
3
() gleich der unteren Schranke in (5.1) ist. Unter
Verwendung der Relationen zwischen den Bezier-KoeÆzienten eines Splines und dessen
partiellen Ableitungen erhalten wir aus diesen Resultaten, wie in Abschnitt 5.2 beschrie-
62





(). In Abschnitt 5.3 konstruieren wir








ahrend die geordneten Kegeltriangulierungen ohne Semisingularit

aten eine Untermenge
der Nested-Polygons-Triangulierungen bilden, ist dies bei den geordneten Kegeltriangu-
lierungen mit Semisingularit

aten nicht der Fall, wie das folgende Beispiel zeigt. Wir be-







bildung 5.1. Es gilt, dass diese Triangulierung keine Nested-Polygons-Triangulierungen im
Sinne von Davydov, N

urnberger und Zeilfelder ist. Denn die Nested-Polygons-Triangulie-
rungen in der in [20] beschriebenen Klasse m

ussen die folgenden Bedingungen erf

ullen: Die




ussen im Uhrzeigersinn so nummeriert werden
k

onnen, dass beim schrittweisen Anh















ar ist. Ferner sollen die Eckpunkte von P
j
so durchlaufen
werden, dass zuerst ein Eckpunkt angeh

angt wird, der mit mindestens zwei Eckpunkten
von P
j 1
eine gemeinsame Kante hat, und zuletzt ein Eckpunkt, der mit mindestens zwei
Eckpunkten von P
j+1
eine gemeinsame Kante hat. Betrachten wir die Eckpunkte von P
2
in Abbildung 5.1, dann sind die Eckpunkte w
1
; : : : ; w
4





ar vom Typ II, wobei 

2





nur mit einem Eckpunkt von P
3





; : : : ; w
6




























, die nicht in der Klasse
von [20] liegt.
63






bzgl. der entstandenen Teiltrian-
gulierung semisingul

ar vom Typ II ist. Es folgt, dass die Triangulierung nicht in der Klasse
von [20] liegt. Andererseits geh

ort  zu der Klasse der geordneten Kegeltriangulierungen
mit Semisingularit





























Abb. 5.2: Zerlegung von  nach Algorithmus 3 f

ur geordnete Kegeltriangulierungen.
Im Folgenden sei  stets eine geordnete Kegeltriangulierung. Dann liefert uns Algorith-
mus 3 aus Abschnitt 3.2 eine Indizierung v










 : : :  
n































wie in (3.1) deniert ist. Es bezeichne 

die
Anzahl der inneren Kanten von K






, l = 0; : : : ; 




















ur l = 1; : : : ; 








in , l = 1; : : : ; n.




 3 gilt. Nach Konstruktion gilt




alt  dann keine singul

aren Eckpunkte.
5.1 Minimal bestimmende Mengen
Sei  eine geordnete Kegeltriangulierung. Im Folgenden denieren wir induktiv eine all-
gemeine Klasse minimal bestimmender Mengen von S
1
3




ur   n sei A
 1










































ar, dann sei A
K

von der in (4.36)







































ur  2 f1; : : : ; ng den Kegel K

, dann gilt nach Konstruktion von , dass












ur l = 0; : : : ; 





































ar vom Typ II
bzgl. 























ar vom Typ II ist.
D. h. dieser Fall wurde in einem fr




















ur l = 

+ 1 nur die beiden F








vom Typ I bzgl. 


















































sind die Eckpunkte v
;l
, l = 0; : : : ; 























Konstruktion minimal bestimmender Mengen:
Wir denieren die Mengen A






















ur  = 1; : : : ; n die Menge A
K








ist, und anderenfalls A
K










































































Theorem 5.1. Sei  eine geordnete Kegeltriangulierung. Dann ist A
n
wie in (5.2) eine




Beweis. Wir zeigen zun

achst, dass A = A
n







() und es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P

































ar vom Typ II




















Im Folgenden beweisen wir durch vollst















) ist,  = 0; : : : ; n.








). Aus den C
1
-Stetig-

















ur alle v 2 V
I








Induktionsschritt  1 ! . Die Behauptung sei f

ur  1 bereits bewiesen. Dann gilt

P










= ;, dann folgt mit Theorem 4.6 bereits
66
die Behauptung. Sei nun P

6= ;. Da A
K


























































ar vom Typ I ist,
l
































-Stetigkeitsbedingungen an dieser Kante f

















































degeneriert ist, folgt dann aus den C
1













































































































gj = 2; sonst.
(5.6)
Wir zeigen nun f

ur l = 1; : : : ; 

  1, dass 
P
s = 0 f








 2 und ist keiner der Eckpunkte v
;l
, l = 0; : : : ; 













ur l = 1; : : : ; 




















) direkt, dass 
P
s = 0 f








































nicht degeneriert ist, a
[;1]
0;2;1














g, so dass mit (5.4) 
P



















1; : : : ; l

, gilt. Insbesondere gilt somit 
P



















, l 2 fl

+ 1; : : : ; 

  1g, ergibt 
P
s = 0 f

ur





























































s = 0 f













). Mit den C
1
-Stetigkeitsbedingungen an den Kanten ~e
;l
,
l = 1; : : : ;  + 1, und an den Eckpunkten v
;l
















die Menge der Eckpunkte aus fv






sind. Ferner bezeichne V
s
I
die Menge der Eckpunkte aus fv

















ur  = 0; : : : ; n bezeichnen wir mit E
()
I
die Menge der inneren Kanten von 

. Dann
gilt nach Konstruktion jE
(0)
I










ur  = 1; : : : ; n. Wegen

n













Nach Konstruktion von A gilt somit





































Sei  eine geordnete Kegeltriangulierung. Im Folgenden denieren wir analog zur Kon-











otigen wir die folgende Teilmenge von E. Es sei E
H
 E die
Vereinigung der folgenden Kanten:
 Ist v

, 1    n, ein nicht singul






ist und gilt 






2 f1; : : : ; 




























































, l = 1; : : : ; n











f ,  = 1; : : : ; n, l = 1; : : : ; n

, wie in (2.3)
deniert.
Konstruktion von Hermite-Interpolationsmengen:



































































Sei nun   1. Dann erf
























































ur l = 1; : : : ;






















, l = 1; : : : ; 

.







Beweis. Analog zum Beweis von Theorem 5.1 folgt mit den Relationen (2.7) und (2.8)
zwischen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-






() eindeutig bestimmen. 
5.3 Lagrange-Interpolation
Im Folgenden konstruieren wir f


















,  = 1; : : : ; n. Wir ben

otigen
die folgende Teilmenge von E. Es sei E
L
 E die Vereinigung der folgenden Kanten:
 Sei v

, 1    n, ein nicht singul






ist, und es gelte 

















degeneriert, dann sei l

2 f1; : : : ; 





























































































ur  = 1; : : : ; n enthalte L

die folgenden Punkte:
 einen Punkt w
;l











































ur l = 1; : : : ; 

  1, falls 

 2 gilt, und
 einen Punkt ~w
;l






gilt, l = 1; : : : ; 

.













Beweis. Sei s 2 S
1
3
(), und es gelte s(z) = 0 f

ur alle z 2 L. Wir zeigen im Folgenden,
dass gilt:









 0;  = 0; : : : ; n: (5.8)
Beweis von (5.8) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Sei l
1
























auf der Gerade liegt. Dann gilt f






liegen, die nicht auf l
j










) ist (vgl. N

urnberger & Zeilfelder [49]).
Induktionsschritt  1 ! . Die Behauptung (5.8) sei f








ur l = 1; : : : ; 






in der BB-Darstellung (2.5)
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ur l = 1; : : : ; 

+ 1 gilt. Aus den C
1
-
Stetigkeitsbedingungen an den Randkanten von 
 1



















ar vom Typ II ist,
und anderenfalls wie in (4.3).
Wir betrachten zun

achst den Fall 












, folgt analog zum Beweis von Theorem 5.1 a
[;1]
0;2;1














nicht degeneriert, dann folgt ebenfalls








nicht degeneriert, folgt mit (5.9) sowie aus den C
1
-Stetigkeitsbedingungen




s = 0 f






























 0. Aus der C
1
-Stetigkeitsbedingung an der Kante e
;1











































degeneriert. Wir betrachten zun










































(z) = 0, z 2 ~e
;2
, gilt. Insbesondere sind somit alle partiellen Ableitungen
von p
[;2]
entlang der Kante ~e
;2
an der Stelle v
;2







= 0 folgt. Wegen a
[;1]
0;2;1












































(z) = 0, z 2 ~e
;1
















) ebenfalls die Behauptung folgt.
Sei nun 






nicht degeneriert, dann folgt nach Konstruktion von L






































ur l = 1; : : : ; 





l = 1; : : : ; 











































































































(z) = 0, z 2 ~e
;1
. Insbesondere sind dann alle partiellen Ableitungen von
p
[;1]
entlang der Kante ~e
;1
an der Stelle v
;1










 0. Sukzessives Wiederholen dieses Arguments f







 0, l = 1; : : : ; 

  1. Analog zum Fall 






Es bleibt zu zeigen, dass jLj = dim S
1
3





die Menge der Eckpunkte
aus v











Menge der Eckpunkte aus v





ar sind. Dann gilt

















Nach Konstruktion von jLj gilt somit




















































(). Dabei verwendeten sie eine nicht lokale Methode, die auf Argumenten der
Grafentheorie beruht. Eine direkte Umsetzung der von Alfeld, Piper und Schumaker ge-


















ur Funktionswerte und Gradienten an den Eckpunkten der Triangu-
lierung wurden von Gao [26], Chui & Hong [12] und Nadler [43] erzielt, wobei gewisse
Einschr

ankungen an die Triangulierung gestellt werden. Davydov & N

urnberger [18] ent-










Wir bezeichnen  als eine Triangulierung vom Grad  n, falls deg(v)  n f

ur alle inne-
ren Eckpunkte v von  gilt. In Abschnitt 6.1 betrachten wir beliebige Triangulierungen
vom Grad  7. Wir durchlaufen eine solche Triangulierung induktiv mittels Algorithmus
2 aus Abschnitt 3.1. Durch einen direkten Ansatz konstruieren wir unter Verwendung der




Aus der Beschreibung dieser minimal bestimmenden Mengen erhalten wir auf Grund der
Relationen zwischen den Bezier-KoeÆzienten eines Splines und seinen partiellen Ablei-





(). Dabei werden f

ur fast
alle Eckpunkte der Triangulierung sowohl der Funktionswert als auch die partiellen Ab-
leitungen ersten Grades interpoliert. In Abschnitt 6.2 betrachten wir beliebige Triangu-
lierungen, wobei wir in einzelnen F

allen gewisse Bedingungen an einen Eckpunkt stellen.
F

ur diese Klasse von Triangulierungen gelingt es uns ebenfalls, eine groe Klasse minimal
73
bestimmender Mengen von S
1
4
() zu konstruieren. Aus der Beschreibung der minimal
bestimmenden Mengen ergeben sich wiederum allgemeine Hermite-Interpolationsmengen.
In diesem Fall werden f

ur alle Eckpunkte der Triangulierung der Funktionswert und die
Ableitungen ersten Grades interpoliert werden. Abschnitt 6.3 enth

alt numerische Beispie-
le zu unserem Interpolationsverfahren aus Abschnitt 6.1. Insbesondere zeigen wir, dass
unser Verfahren in Tests sowohl f






allig verteilten Punkten numerisch die Approximationsordnung
vier erreicht.
Sei im Folgenden  eine beliebige Triangulierung von 
. Wir durchlaufen  nach Algo-






j, liefert uns Algorithmus 2 eine
Indizierung v












der Randpunkte von , von denen nur Randkanten ausgehen. Ferner liefert uns Algo-




 : : :  
n























































































ur  = 0; : : : ; n bezeichne V
()
I




die Menge der Randpunkte, E
()
I




die Menge der Randkanten von 

. Ferner bezeichne S
()
















die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0




. Ferner sei f

ur












). Die Indizes l sind





























































,  = 1; : : : ; n,
d

:= Anzahl der inneren Kanten von K






ur  2 f2; : : : ; ng sei v








aren Fillpunkt bzgl. 
 1







6.1 Beliebige Triangulierungen vom Grad  7
Im Folgenden sei  eine beliebige Triangulierung vom Grad 7. Wir konstruieren zun

achst
eine groe Klasse minimal bestimmender Mengen von S
1
4
(). Darauf basierend ergeben
sich aufgrund der Relationen zwischen den Bezier-KoeÆzienten und den partiellen Ab-






der Eigenschaft, dass bis auf wenige Ausnahmen an allen Eckpunkten der Triangulierung
sowohl der Funktionswert als auch die partiellen Ableitungen ersten Grades interpoliert
werden.
6.1.1 Minimal bestimmende Mengen











), dann bestimmt A

in

















) wie in (4.2)









ar ist oder 
+1














uberbestimmt. Wir werden zeigen,
dass wir in dieser Situation nachtr






















Konstruktion minimal bestimmender Mengen:
Die Mengen A




































Dann sei die Menge A
K








und anderenfalls sei die Menge A
K






ulle ferner die folgende
Bedingung.
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)j = 3 f










































































































ist ein nicht singul

arer Eckpunkt von  und es gilt 

= 0. Mindestens






























































ist ein nicht singul

























: l = 2; : : : ; n

g.
b) Es gilt n

= 6 und f






























: l = 2; : : : ; n

g.
c) Es gilt n

= 6 und mindestens eine der Kanten e
;l














































































l = 1; : : : ; n

  2 enthalte A
K












g. Ferner gelte fP
[;l]
0;2;2





















Theorem 6.2. Sei  eine beliebige Triangulierung vom Grad  7. Dann ist A
n
wie in








eine bestimmende Menge von S
1
4




(), und es gelte 
P
s = 0, P 2 A
n
. Dann ist zu zeigen, dass 
P
s = 0 f





Wir zeigen, dass Folgendes gilt:

P








);  = 0; : : : ; n: (6.4)
Da 
n
=  gilt, folgt aus (6.4), dass A
n




Beweis von (6.4) durch vollst

andige Induktion nach .






). Somit erhalten wir direkt

P
s = 0 f






Induktionsschritt  1! . Die Behauptung (6.4) sei f

















) wie in (4.3) gegeben.





















nahme und aus den C
1


































. Dann gilt oensichtlich

P






























g, gilt. Mit den C
1
-Stetigkeitsbedingungen an der Kante e
;0
erhalten wir dann 
P

























ist ein nicht singul

arer Eckpunkt von  und es gilt 

= 0. Mindestens








Analog zum Beweis von Fall 1 erhalten wir 
P
















ist ein nicht singul











Nach Voraussetzung ist v

ein Randpunkt von 
 1







gilt und ferner v

ein Randpunkt von K

ist. Oensichtlich ist dann v








2 f2; : : : ; n







Nach Konstruktion folgt wegen (6.2) und (6.3), dass A
K





































nicht degeneriert, folgt aus der C
1



























Betrachten wir die restlichen Randpunkte der Zelle 
v

, dann gibt es ferner Indizes 
l
,
l = 2; : : : ; n

 1 und l 6= l

, mit  < 
l













ugt, wenn keiner der Randpunkte von 

ein innerer Eckpunkt von  ist.
Da v

jedoch ein Randpunkt von 

und somit auch von 








ur l = 2; : : : ; n

















































Wir zeigen nun, dass 
P
s = 0 f



















































). Es folgt 
P
s =




). Wegen (6.5) gilt ferner 
P
s = 0, P 2 fP
[;l]
2;2;0
: l = 1; : : : ; n

g. Aus
Lemma 4.12 folgt dann 
P





b) Es gilt n

= 6 und f















: l = 2; : : : ; n

g gilt, erhalten wir ebenfalls (6.5), und nach Voraussetzung
folgt 
P
s = 0 f













: l = 1; : : : ; 6g. Aus Lemma 4.14
folgt dann 
P
s = 0 f






c) Es gilt n

= 6 und mindestens eine der Kanten e
;l





























degeneriert ist und ferner f











































: l = 2; : : : ; 6; l 6= l

g:
Aus Lemma 4.11 folgt dann bereits 
P





In allen drei F

allen folgt ferner aus den C
1






































) eindeutig bestimmt. Aus den C
1
-Stetigkeitsbedin-
















folgt bereits die Behauptung.
Fall 5: v






achst v 2 V
B
. Nach Induktionsannahme und aus den C
1
-Stetigkeitsbedingungen




] folgt direkt 
P
s = 0, P 2 fP
[;1]
i;j;k
: i  1; i+ j+ k = 4g.
Nach Konstruktion von A
K

folgt dann bereits die Behauptung. Sei nun v 2 V
I
. Nach
Induktionsannahme erhalten wir 
P









folgt aus Theorem 4.8 oder Theorem 4.16, dass 
P








Somit bleibt zu zeigen, dass A
n
minimal ist. Wir zeigen im Folgenden, dass
jA

j = 15 + 6 jE
()
I





;  = 0; : : : ; n; (6.6)
gilt. F

ur  = n folgt dann aus (6.6) wegen 
n
=  aus den Theoremen 2.4 und 2.3, dass
A
n




Beweis von (6.6) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Nach Konstruktion gilt jA
0














= 0 gilt, folgt somit die Behauptung.
Induktionsschritt  1 ! . Die Behauptung (6.6) sei f

ur  1 bereits bewiesen. Wir
betrachten zun

achst den Fall, dass v

ein Randpunkt von 
 1











































































. Wir erhalten somit nach Konstruktion
jA











  6 + 
v



























































geraden Grades  8 eine der folgenden beiden Bedingungen erf

ullt ist.
(6.7) Es existiert ein
~
l 2 f2; : : : ; n






















) entweder alle gr

oer
gleich Null oder alle kleiner gleich Null, wobei mindestens einer der Winkel ungleich
Null ist.
Dann folgt mit Lemma 4.15 analog zum Beweis von Theorem 6.2, dass die Menge A
n
wie






















sei die Menge aller Eckpunkte v















sei die Vereinigung aller Eckpunkte v








arer Fillpunkt bzgl. 
 1
ist, und die Kanten e
;l







sei die Vereinigung aller Eckpunkte v








arer Fillpunkt bzgl. 
 1
ist, und mindestens eine Kante e
;l




Ferner sei E  E die Vereinigung der folgenden Kanten:
80




ein Flappunkt bzgl. 
 1







2 f0; : : : ; n
























ar ist, und gilt 
















































ur  2 f2; : : : ; ng v

ein Fillpunkt bzgl. 
 1







nicht degeneriert, dann sei l


















, dann sei l




















, l = 1; : : : ; n











f ,  = 1; : : : ; n, l = 1; : : : ; n

, wie in (2.3)
deniert.
Konstruktion von Hermite-Interpolationsmengen:




















), ! = 0; 1, f








































































1; : : : ; n
1
; falls  = 1,
































1; : : : ; n
1
; falls  = 1,


































1; : : : ; n
1
; falls  = 1,


































































1; : : : ; 





























































































































,   2, erf

ulle s Interpolationsbedingungen auf K













die Bedingungen (6.19) und (6.20). Gilt 







ulle s die Bedingung
(6.19).







Beweis. Analog zum Beweis von Theorem 6.2 folgt induktiv mit den Beziehungen (2.7)
zwischen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-






() eindeutig bestimmen. 
Sei  nun eine beliebige Triangulierungmit den Eckpunkten v
1


















)  8 die Bedingung (6.7) oder (6.8) aus Bemerkung 6.3 erf

ullt ist. Denieren wir
V
c




geraden Grades, die nicht singul

ar
sind und die entweder die Bedingung (6.7) oder die Bedingung (6.8) erf

ullen, erhalten wir
mit Bemerkung 6.3 und den Relationen (2.7) das folgende Korollar.







geraden Grades mit deg(v

)  8 die Bedingung (6.7) oder (6.8) erf

ullt ist. Dann





6.2 Triangulierungen mit semisingul

aren Fillpunkten
Im Folgenden sei  eine beliebige Triangulierung. Wir durchlaufen  nach Algorithmus
2 aus Abschnitt 3.1 und erhalten eine Indizierung v












 : : :  
n
=  von Teiltriangulierungen von . F

ur
















, dann existiere mindestens ein l


2 f2; : : : ; n
























ur alle Eckpunkte der Funktionswert
und die partiellen Ableitungen ersten Grades interpoliert werden.
6.2.1 Minimal bestimmende Mengen









ein Eckpunkt ungeraden Grades,




ur die minimal bestimmende Menge
gew

ahlten BB-Punkte einen geeigneten Punkt, so dass f

ur alle inneren Kanten des Kegels
K





























uberbestimmt ist, indem wir den Mittelpunkt einer
der Kanten e
;l
, l 2 f2; : : : ; n

  1g, aus A
 1
entfernen.


































































2; : : : ; n
































ulle die Bedingung (6.23). Ferner gelte fP
[;l]
2;2;0









: l = 1; : : : ; 

+ 1g  A
K






: l = 1; : : : ; n

g.










a) Es gilt 

 1.
Dann sei die Menge A
K







ist, und anderenfalls sei die Menge A
K








































































b) Es gilt 





















wie in (6.24) gegeben ist.

















2 f2; : : : ; n



























d) Es gilt 

















ist ein Flappunkt bzgl. 
 1
.
a) Gilt v 2 V
B

















wie in Theorem 4.8, 4.9, 4.10 oder 4.16 eine minimal





































i  1; i+j+k = 4g und P

= ;.




ar oder sei deg(v









ur ein l 2 f1; : : : ; 







































Theorem 6.7. Sei  eine beliebige Triangulierung, so dass (6.21) f

ur  = 1; : : : ; n erf

ullt
ist. Dann ist A
n








eine bestimmende Menge von S
1
4




(), und es gelte 
P
s = 0 f

ur alle P 2 A
n
. Im Folgenden zeigen wir

P








);  = 0; : : : ; n: (6.25)
Da 
n
=  gilt, folgt aus (6.25), dass A
n




Beweis von (6.25) durch vollst

andige Induktion nach .














Induktionsschritt  1 ! . Die Behauptung (6.25) sei f












ar vom Typ II




) wie in (4.3) gegeben.

















ein Randpunkt von K

ist. Oensichtlich ist dann v











+ 2; : : : ; n
























Bedingung (6.23). Entweder folgt dann wegen der C
1

































gibt es ferner Indizes 
l
, l = 

+ 2; : : : ; n

  1, l 6= l

, mit  < 
l






gilt. Nach Konstruktion der Teiltriangulierungen 
m
, m = ; : : : ;    1, wird




ugt, wenn keiner der Randpunkte von

m
ein innerer Eckpunkt von  ist. Da v














,  = 2; : : : ; n

  1, l 6= l














































. Somit folgt f

ur alle l = 
+1














































g gilt, erhalten wir

P













: l = 


















. Aus Lemma 4.12
folgt dann mit (6.26), dass 
P
s = 0 f





) gilt. Nach Denition von A
K





; : : : ; e
;

folgt dann bereits (6.25).
























ist, folgt nach Induktionsannahme aus Theorem 4.6 bereits 
P
s = 0 f








hingegen ein nicht singul





ar ist, dann ist


















. Aus den C
1
-Stetigkeitsbedingungen




s = 0 f












gilt. Aus den C
1





























b) Es gilt 









Analog zum Beweis von Fall 2a) folgt 
P
s = 0 f











dann bereits die Behauptung.













Nach Konstruktion ist v

ein Randpunkt von 
 1






2 f2; : : : ; n
























ein innerer Eckpunkt von 
 1













































































ar, dann folgt nach Konstruktion aus 
P

























degeneriert ist. Ist hin-
gegen deg(v

) ungerade, dann folgt analog zum Beweis von Fall 1, dass f
























) bestimmt ist. Wegen 
P




g, folgt somit insbesondere

P











: l = 1; : : : ; n





















, l = 1; : : : ; n

, l 6= l





























2; : : : ; n

g. Aus Lemma 4.11 erhalten wir dann bereits 
P





dere gilt dann 
P
s = 0 f

ur alle P 2 A
 1







), folgt. Aus den C
1










d) Es gilt 





arer Eckpunkt von .
Nach Induktionsannahme und aus den C
1
















folgt dann die Behauptung.
Fall 3: v

ist ein Flappunkt bzgl. 
 1
.
Nach Induktionsannahme und aus den C
1







s = 0, P 2 fP
[;1]
i;j;k
: i  1; j + k = 4   ig. Nach Konstruktion von A
K

folgt dann die Behauptung (6.25). 
Es bleibt zu zeigen, dass A
n
minimal ist. Wir zeigen im Folgenden, dass
jA

j = 15 + 6 jE
()
I





;  = 0; : : : ; n; (6.27)
gilt. F

ur  = n folgt dann aus (6.27) wegen und 
n
=  aus den Theoremen 2.4 und 2.3,
dass A
n




Beweis von (6.27) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Nach Konstruktion gilt jA
0














= 0 gilt, folgt daraus die Behauptung.
Induktionsschritt  1 ! . Die Behauptung (6.27) sei f

ur  1 bereits bewiesen. Wir
betrachten zun

achst den Fall, dass v

ein Randpunkt von 
 1








































































. Wir erhalten somit nach Konstruktion
jA











  6 + 
v































. Wir erhalten dann nach Konstruktion
jA























ur alle v 2 V genau drei nicht kollineare
BB-Punkte aus D
1





ahlen wir stattdessen f

ur jeden Eckpunkt v 2 V drei beliebige nicht kol-
lineare BB-Punkte aus D
2
(v), erhalten wir oensichtlich eine gr

oere Klasse minimal









 : : :  
n
= 
nach Algorithmus 2 so gegeben, dass f

ur  = 1; : : : ; n die Bedingung (6.21) erf

ullt ist.
Im Folgenden konstruieren wir f

ur  eine Klasse von Hermite-Interpolationsbedingungen.
Dazu ben

otigen wir die folgenden Teilmengen von V
I
bzw. E. Es sei V  V
I
die Menge




) gerade, dann sei l
1
2 f0; : : : ; n
1















, 2    n, ein nicht singul






ar ist und gilt 























, 2    n, ein nicht singul

























, 2    n, ein nicht singul

arer Eckpunkt geraden Grades. Gilt

















nicht degeneriert, und es gelte e








degeneriert, dann sei l


2 f2; : : : ; n

  1g wie in










,   2, ein Flappunkt bzgl. 
 1
, der nicht singul

ar und geraden Grades





2 f0; : : : ; n







ist, und es gelte e
;l

2 E,  = 1; : : : ; n.








, l = 1; : : : ; n











f ,  = 1; : : : ; n, l = 1; : : : ; n

, ! 2 N, wie in
(2.3) deniert.
Konstruktion von Hermite-Interpolationsmengen:




















), ! = 0; 1, f
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1; : : : ; n
1
; falls  = 1,
































1; : : : ; n
1
; falls  = 1,
































1; : : : ; n
1
; falls  = 1,
2; : : : ; n

  1; sonst.




















), ! = 0; 1; 2.
Ist   2 und v

ein Randpunkt von 
 1
































































































 1, dann erf






ulle s die Interpolationsbedingung (6.38).
Theorem 6.9. Sei  eine beliebige Triangulierung, so dass (6.21) f

ur  = 1; : : : ; n erf

ullt






Beweis. Analog zum Beweis von Theorem 6.7 folgt mit den Beziehungen (2.7) zwi-
schen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-






() eindeutig bestimmen. 
Bemerkung 6.10. Statt der Bedingungen (6.28), (6.31) und (6.36) k

onnen wir auch
fordern, dass s f















ullt, wobei x und y den Einheitsvektor in Richtung
der x-Achse bzw. y-Achse bezeichnen.
6.3 Numerische Ergebnisse
In diesem Abschnitt stellen wir numerische Beispiele zu unserem Hermite-Interpolations-
verfahren aus Abschnitt 6.1.2 dar. Wir testen das Hermite-Interpolationsverfahren f

ur uni-
forme Triangulierungen und f

ur Delaunay-Triangulierungen aus zuf

allig verteilten Punk-
















































ur (x; y) 2 
 := [0; 1]  [0; 1] interpoliert. Den ersten Test f







mit Eckpunkten (i=m; j=m), i; j = 0; : : : ;m,




ur n = 1; : : : ; 7 gilt. Im Folgenden bezeichnen wir mit s
n
den Inter-

















ur jedes Dreieck auf 28 Punkten auswerten. Tabelle 6.1 zeigt die Anzahl
N der Dreiecke von 
n
, die Anzahl jV
I









































1 8 1 51 5,00E-01 3,38E-01
2 32 9 147 2,50E-01 1,00E-01 1,75
3 128 49 483 1,25E-01 1,21E-02 3,06
4 512 225 1731 6,25E-02 1,17E-03 3,37
5 2048 961 6531 3,13E-02 6,61E-05 4,14
6 8192 3969 25347 1,56E-02 4,24E-06 3,96
7 32768 16129 99843 7,81E-03 2,79E-07 3,93
Tabelle 6.1: Ergebnisse f

ur eine Folge von uniformen Triangulierungen.
F






1; : : : ; 7, von Delaunay-Triangulierungen nach der Qualit

atsmethode von Ruppert [?] aus
zuf

allig verteilten Punkten. In den vorliegenden Tests verallgemeinern wir das Hermite-
Interpolationsverfahren aus Abschnitt 6.1.2 f

ur Triangulierungen beliebigen Grades wie
folgt. Wir durchlaufen die Triangulierung nach Algorithmus 2 und w

ahlen in jedem Schritt





)  8 behandeln wir diese wie Eckpunkte vom Grad sechs.
Dabei unterteilen wir jedoch im Fall semisingul

arer Fillpunkte den Fill, der zur bereits
behandelten Triangulierung hinzugef

ugt wird, durch einen Clough-Tocher-Split. Wir be-
zeichnen die Anzahl der notwendigen Clough-Tocher-Splits mit . Tabelle 6.2 zeigt die
Ergebnisse f

ur diesen Test. Unsere Methode erreicht auch in diesem Fall numerisch die
Approximationsordnung vier.








1 10 0 1 63 9.46E-01 3.96E-01
2 34 1 8 165 6.27E-01 1.34E-01 2.63
3 119 0 43 453 2.50E-01 8.40E-03 3.01
4 515 2 224 1719 1.10E-01 7.03E-04 3.02
5 2065 21 960 6531 5.84E-02 5.31E-05 4.08
6 8635 111 4252 27063 3.00E-02 5.19E-06 3.49
7 32740 390 15963 98919 1.57E-02 4.08E-07 3.93
Tabelle 6.2: Ergebnisse f





Abbildung 6.1 zeigt den Interpolanten von Frankes Testfunktion auf einer uniformen Tri-
91
angulierung mit 64 inneren Eckpunkten. Abbildung 6.2 und Abbildung 6.3 zeigen den
Interpolanten auf einer Delaunay-Triangulierung mit der gleichen Anzahl innerer Eck-
punkte. In Abbildung 6.2 handelt es sich um eine Delaunay-Triangulierung aus zuf

allig
verteilten Punkten. In Abbildung 6.3 wurde die Wahl der Eckpunkte an die Funktion so
angepasst, dass an kritischen Stellen mehr Eckpunkte gelegt wurden. Abbildung 6.4 und
Abbildung 6.5 zeigen den Interpolanten von Frankes Testfunktion auf einer uniformen
Triangulierung mit 196 inneren Eckpunkten bzw. auf einer Delaunay-Triangulierung aus
zuf

allig verteilten Punkten mit ebenfalls 196 inneren Eckpunkten.
Die Tests zeigen, dass ab ca. 1500 Interpolationsbedingungen kein visueller Unterschied
zwischen f und s
n
besteht (vgl. Abb. 6.4 und 6.5). Dar

uber hinaus stellen wir fest, dass




oere Anzahlen von Interpolationsbedingungen eÆzient berechnet
werden k





otigen weniger als 90 Sekunden zur
Berechnung auf einem Standard-PC.





Abb. 6.2: Delaunay-Triangulierung  aus zuf














Abb. 6.5: Delaunay-Triangulierung  aus zuf










(), q  5
In diesem Kapitel betrachten wir den Splineraum S
1
q
(), q  5, f

ur beliebige Triangu-
lierungen . Wir durchlaufen  nach Algorithmus 2 aus Abschnitt 3.1. In Abschnitt 7.1
konstruieren wir unter Verwendung unserer Ergebnisse aus Kapitel 4 induktiv eine all-
gemeine Klasse minimal bestimmender Mengen von S
1
q
(), q  5. Morgan & Scott [42]
und Davydov [17] gaben f







(), q  5, an. Wir erhalten in Abschnitt 7.2 aus unseren Resulta-






(). In Abschnitt 7.3 konstruieren wir unter Verwendung der Methode der Redukti-





(), q  5.
Daraus folgt das Resultat von Davydov & N

urnberger [18], die eine spezielle Lagrange-
Interpolationsmenge f

ur eine Klasse von Triangulierungen beschrieben.





: : :  
n











Menge der Randpunkte von , von denen nur Randkanten ausgehen. Ferner liefert uns
Algorithmus 2 eine Indizierung v




































































































der inneren Eckpunkte, V
()
B
die Menge der Randpunkte, E
()
I




die Menge der Randkanten von 






aren Eckpunkte von 

.










die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0









































































































Wir treen nun drei Aussagen

uber die lokale Geometrie von , die in den folgenden
Abschnitten bei der Wahl von BB-Punkten f





() und bei der Wahl von Interpolationspunkten von Bedeutung sind.





und l 2 f1; : : : ; 








und l 2 f1; : : : ; n
















nicht degeneriert sind (vgl. Abb. 7.1).
Ist v
;l
ein Fillpunkt bzgl. 

, dann gilt oensichtlich deg(v
;l


























Abb. 7.1: Ist v
;l






(links, Mitte) oder ein Fillpunkt bzgl. K





























, l 2 f0; 

+ 1g, ein nicht singul























ar vom Typ II bzgl. 





















Bemerkung 7.3. Ist v

ein Flappunkt bzgl. 
 1
,   1, so folgt, dass alle Randpunkte
von 
 1
auch Randpunkte von  sind, da die Eckpunkte v
1
; : : : ; v
n
nach Algorithmus 2







7.1 Minimal bestimmende Mengen
Sei  eine beliebige Triangulierung. Im Folgenden denieren wir induktiv eine allgemeine
Klasse minimal bestimmender Mengen von S
1
q
(), q  5.





























), die wie in Theorem 4.8, 4.9,
4.10 oder 4.16 deniert ist.
F

ur   2 unterscheiden wir die folgenden F

alle.








Dann sei die Menge A
K








und anderenfalls sei die Menge A
K

wie in (4.37) gegeben.














: j; k  2; i+ j + k = qg.




















), die wie in Theo-





















: i  1; i+ j + k = qg.
97




















ur die Denition der Menge A in (7.3) die Mengen P

,  = 1; : : : ; n.
P
1
enthalte die folgenden BB-Punkte. Ist v
1;l
, l 2 f1; : : : ; n
1
g, ein nicht singul

arer Eck-















































, 1  l  

, ein nicht singul


















































,   2, ein Flappunkt bzgl. 
 1





, 2  l  n

  1, ein nicht singul























,   2, ein Flappunkt bzgl. 
 1
, dann gelte P

= ;:
Nach Konstruktion von P

,  = 1; : : : ; n, gelten die folgenden Aussagen.
Bemerkung 7.4. Gilt P















, l = 0; : : : ; 

+ 1, enthalten.








ur jeden Fillpunkt oder se-
misingul

aren Eckpunkt bzgl. 








existiert, die bzgl. des Eckpunkts nicht degeneriert ist. Ferner gilt,
dass dieser BB-Punkt auf einer der Randkanten von K

, die bzgl. des Eckpunkts nicht
degeneriert sind, liegen muss.
Bemerkung 7.6. Ist v
;0
ein Fillpunkt oder ein semisingul








degeneriert, dann folgt mit Bemerkung 7.2 sowie nach Denition der Mengen
P





bereits ein geeigneter BB-Punkt in einer der Mengen
P

,  = 1; : : : ;    1, enthalten ist. Analog gilt dies f






Das folgende Theorem besagt, dass die in (7.3) denierte Menge A eine minimal bestim-










Beweis. Sei q  5 und s 2 S
1
q
(). Wir zeigen zun





() ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P












in der BB-Darstellung (2.5)










),  = 1; : : : ; n. Im Folgenden zeigen wir, dass gilt:

P








);  = 1; : : : ; n: (7.4)
Da 
n




Beweis von (7.4) durch vollst

andige Induktion nach .
Induktionsanfang  = 1. Nach Konstruktion von A
K
1
und mit Bemerkung 7.4 folgt direkt

P









= ;, dann folgt damit bereits die Behauptung.
Ist P
1
6= ;, dann sei v
1;l
, l 2 f1; : : : ; n
1














Typ II bzgl. 
1














und der Fall, dass v
1;l
ein Fillpunkt oder semisingul

ar
vom Typ I bzgl. 
1
ist, lassen sich analog zeigen.) Wir nummerieren die Dreiecke mit
Eckpunkt v
1;l
, die nicht in 
1
enthalten sind gegen den Uhrzeigersinn mit T
(j)
, j = 1; 2; 3,





























die Eckpunkte auerhalb von 
1







, j = 1; 2. Mit (7.5) gilt insbesondere 
P
s = 0 f













g. Aus den C
1
-Stetigkeitsbedingungen an dem Eckpunkt v
1;l
erhalten wir somit 
P
s = 0 f







eine gemeinsame Kante mit
T
[1;l]
hat, folgt des Weiteren aus den C
1







































j = 2; 3, gilt. Da ~e
1;l+1
nach Voraussetzung bzgl. v
1;l






= 0 und somit die Behauptung f

ur  = 1.
Induktionsschritt  1 ! . Die Behauptung (7.4) sei f

ur  1 bereits bewiesen. Nach














6= ;, dann erhalten wir analog zum Beweis f






gilt. Daraus folgt bereits die Behauptung. 
Es bleibt zu zeigen, dass A minimal ist. Wir zeigen im Folgenden, dass f














































, 2    , bezeichnet, die


















, von dem mindestens eine bzgl. v
;l
nicht degenerierte Randkante von K












Ist (7.6) gezeigt, folgt dann wegen A
n
= A und 
n
=  aus den Theoremen 2.4 und 2.3




Beweis von (7.6) durch vollst

andige Induktion nach .





























j = 0 gilt, folgt daraus bereits (7.6).
Induktionsschritt  1! . Die Behauptung (7.6) sei f




































































































ein Flappunkt bzgl. 
 1








































+ 3 + 
v

  (2q + 1)   jP

j;





ein Flappunkt bzgl. 
 1





































so dass nach Induktionsannahme (7.6) folgt. 
100
7.2 Hermite-Interpolation
Aus unserer Beschreibung minimal bestimmender Mengen von S
1
q
(), q  5, aus dem vor-








ur beliebige Triangulierungen. F







(), q  5, ben





 V E, die f

ur  = 1; : : : ; n die folgenden
Elemente enthalte:




ein Flappunkt bzgl. 
 1







2 f0; : : : ; n




























ar ist und ferner 

 1
ist, dann sei l

2 f1; : : : ; 



















, 1  l  n
1
, ein nicht singul






















































, 1  l  

, ein nicht singul



























































ein Flappunkt bzgl. 
 1
,   2. Ist v
;l
, l 2 f1; : : : ; n

  2g, ein nicht
singul























Sei s 2 S
1
q





, l = 1; : : : ; n











f ,  = 1; : : : ; n, l = 1; : : : ; n

,
! 2 N, wie in (2.3) deniert.
Konstruktion von Hermite-Interpolationsmengen:





















), ! = 0; 1, f















































































































ur  = 0; : : : ; q   3 und l = 1; : : : ; n
1
, falls  = 1 gilt, bzw. l = 1; : : : ; n

  2, falls
























































































1; : : : ; n
1
;  = 1;
1; : : : ; n



































1; : : : ; n
1
;  = 1;
0; : : : ; n

































ur   2, +   q   2, (; ) =2 f(2; 0); (q  




ur  > 1 im Fall l = n

ferner   2 gelte.




















), ! = 0; : : : ; q   2.
Ist   2 und v

ein Randpunkt von 
 1
, dann betrachten wir die folgenden Hermite-
Interpolationsbedingungen f
























































































































































































ur   2, +   q   2, (; ) =2 f(2; 0); (q  





 1, dann erf






ulle s die Interpolationsbedingungen (7.18) bis (7.20).






Beweis. Analog zum Beweis von Theorem 7.7 folgt mit den Beziehungen (2.7) zwi-
schen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-
Interpolationsbedingungen die Bezier-KoeÆzienten einer wie in (7.3) gegebenem mininimal
bestimmenden Menge A von S
1
q
() eindeutig bestimmen. 
7.3 Lagrange-Interpolation






(), q  5, f

ur beliebige Triangulierungen. Da keine direkten Beziehungen zwischen
den Punkten einer minimal bestimmenden Mengen und Lagrange-Interpolationspunkten
bestehen, gehen wir bei der Konstruktion der Lagrange-Interpolationsmengen nach der





den Kanten der Kegel und Zellen. Wir erreichen somit f

ur jedes Dreieck eine Reduktion











(), q  5, f

ur beliebige Triangulierungen, das die
von Davydov & N










enthalte die folgenden Elemente:
 Gilt f















2 f1; : : : ; 
















































, 1  l  

, ein nicht singul





















































arer Flappunkt bzgl. 
 1
, dann sei l

2 f1; : : : ; n

  2g



















ein Flappunkt bzgl. 
 1
,   1. Ist v
;l
, 1  l  n

  2, ein nicht
singul



















sowie mit Bemerkung 7.1 die folgende
Aussage.




, dann ist e bzgl. v nicht degeneriert.
Um im Folgenden die Notation zu vereinfachen, setzen wir f



















. Die Menge L
0
enthalte die folgenden Punkte:












































und i verschiedene Punkte auf jeder Geraden L
i
,
i = 1; : : : ; q   2.)
F

ur   1 w

ahlen wir die Menge L


































































































































ur 1  l  

,
(7.25) (q 2) verschiedene Punkte w
(1)
;l
; : : : ; w
(q 2)
;l










gilt, bzw. (q   3) Punkte w
(1)
;l
; : : : ; w
(q 3)
;l












ur 1  l  

,
(7.26) (q   2   c
;l
) verschiedene Punkte ~w
(1)
;l




























































,   1, ein Flappunkt bzgl. 
 1
, dann enthalte L

(7.28) den Eckpunkt v

,
(7.29) (q   2) verschiedene Punkte w
(1)
;l
; : : : ; w
(q 2)
;l


































, dann enthalte L



















Beweis. Sei q  5 und sei s 2 S
1
q
(). Es gelte s(z) = 0 f

ur alle z 2 L. Wir zeigen im
Folgenden, dass gilt:









 0;  = 0; : : : ; n: (7.28)
Beweis von (7.28) durch Induktion nach .
Induktionsanfang  = 0. Es ist zu zeigen, dass s(z) = 0 f



















und nach Voraussetzung verschwindet sj
e
auf


























(z) = 0, i = 1; 2; 3, die Gleichung f

































Induktionsschritt  1 ! . Die Behauptung (7.28) sei f













































, dann erhalten wir analog zum
Beweis von Theorem 7.7 mit Bemerkung 7.9 und mit den Beziehungen (2.7) zwischen den






































) = 0;  = 0; 1; 2; (7.29)
gilt. Wir betrachten nun zun

achst den Fall 























































































(z) = 0, i = 1; 2; 3, die Gleichung f




























 1. Wir zeigen zun

achst, dass s(z) = 0, z 2 e
;1
[ : : : [ e
;








ar, dann existiert nach Konstruktion genau ein l



































































, dann folgt damit bereits
s(z) = 0 f

ur alle z 2 e
;1










wir s(z) = 0 f

ur alle z 2 e
;l
, l = 1; : : : ; 

, l 6= l












) = 0;  = 0; 1; 2; l = 1; : : : ; 







-Stetigkeitsbedingungen an den Kanten e
;1














































































































und somit folgt s(z) = 0, z 2 ~e
;1






























so dass wir ebenfalls s(z) = 0, z 2 ~e
;1















(z) = 0, i = 1; 2; 3, die Gleichung f



























ur 2  l  

folgt analog
zum Fall l = 1, dass s(z) = 0 f





asst sich analog zum Fall


= 0 zeigen, dass ferner s(z) = 0 f
















ein Flappunkt bzgl. 
 1




= 0, so dass
wir mit den C
1











































































(z) = 0, i = 1; 2; 3, die Gleichung f









































, dann folgt (7.28) mit Bemerkung 7.9 analog zum
Beweis f








 1 gilt. 
Somit bleibt zu zeigen, dass L = dimS
1
q
() gilt. Wir zeigen im Folgenden, dass f

ur























































, 2    , bezeichnet, die

























Ist (7.30) gezeigt, dann folgt mit (7.31) wegen 
n
=  sowie mit den Theorem 2.3 bereits,




Beweis von (7.30) durch vollst

andige Induktion nach .

















j = 0 gilt, folgt daraus bereits die Behauptung.
Induktionsschritt  1! . Die Behauptung (7.30) sei f








































































(q + 1)(q + 2)
2



















































ein Flappunkt bzgl. 
 1














































+ 3 + 
v















ein Flappunkt bzgl. 
 1

















































Gegeben sei eine Triangulierung  und eine Teiltriangulierung
~
 von . Es sei v ein
innerer Eckpunkt von  und ein Randpunkt von
~
. Dann bezeichne K den Kegel von v
bzgl.
~






 [ K (8.1)
und konstruieren f














) bereits bestimmt ist.
Im Vergleich zur vollst

















um ein wesentlich schwierigeres Problem, da die Bezier-KoeÆzienten eines C
2
-Splines in
einem noch komplexeren Zusammenhang stehen. Neben Semisingularit

aten treten weitere
kritische geometrische Konstellationen auf, auf die wir im Folgenden n

aher eingehen.
Die Eckpunkte, Kanten und Dreiecke von K seien wie in Abbildung 4.1 nummeriert. F

ur













. Dann gilt das folgende Korollar,
das unmittelbar aus den Resultaten von Alfeld, Piper & Schumaker [2] zu den minimal
bestimmenden Mengen von S
2
q
() auf Zellen folgt (vgl. auch N

urnberger & Zeilfelder [49]).
Korollar 8.1. Es sei K ein Kegel mit  inneren Kanten,   2. F

ur ein l 2 f2; : : : ; g












q  5, und es gelte 
P

















s = 0 f

ur alle P 2 D
3
(v).











Abb. 8.1: Ist S
2
q








) bereits eindeutig bestimmt. Besitzt der Kegel K nicht vier aufeinander folgende












uberbestimmt. Wie Abbildung 8.2 zeigt, liegt dieser
BB-Punkt f





ar ist, in R
3





















) bestimmt, dann ist S
2
q
() auf den BB-Punkten Æ eindeutig be-
stimmt, auf dem BB-Punkt  jedoch

uberbestimmt.
Ein direkter Ansatz zur Vermeidung von

Uberbestimmtheiten besteht darin, entweder aus









aglich einen geeigneten BB-Punkt
aus D
4
(v) zu entfernen oder bei der Wahl von
~







ur q = 5 und q = 6 sind jedoch schon die Scheiben der
Ordnung drei f

ur zwei benachbarte Randpunkte von
~





















uberbestimmt ist. In diesem Fall werden wirK
modizieren. Dazu unterteilen wir ein oder zwei geeignete Dreiecke von K durch einen so
genannten Clough-Tocher-Split, d.h. wir f






hinzu und verbinden diesen mit den Eckpunkten von T
[l]
(vgl. Abb. 8.3).
Besitzt K bereits drei aufeinander folgende Kanten, die paarweise nicht kollinear sind,
dann gen

ugt es oensichtlich ein Dreieck von K zu unterteilen. Ist v jedoch semisingul

ar,
d.h. besitztK nur zwei aufeinander folgende Kanten mit paarweise verschiedener Steigung,
111

























































Abb. 8.3: Unterteilung von T
[l]
durch einen Clough-Tocher-Split.
Gilt q  7 und besitzt K nicht vier aufeinander folgende Kanten mit paarweise verschie-
dener Steigung, w

ahlen wir den oben beschriebenen Ansatz zur Vermeidung von

Uberbe-
stimmtheiten. Wir nutzen dabei die Tatsache, dass f

ur q  7 die Scheiben der Ordnung
drei zweier benachbarter Eckpunkte disjunkt sind. D.h. anstatt nachtr

aglich BB-Punkte
aus einer bereits gew









fernen, gehen wir davon aus, dass
~














(v) ist. Ferner ber






indem wir einen geeigneten BB-Punkt aus R
4




Wir denieren nun f









unserer Annahme bereits bestimmt ist. Es sei K zun

achst ein Kegel mit Scheitelpunkt v
und  inneren Kanten,   2. F



























: j  2; i+ j + k = qg; q  5: (8.2)
Ist
~












) durch die C
2
-
Stetigkeitsbedingungen an den Randkanten von
~
 und am Eckpunkt v oensichtlich auch
auf R
2
(K) eindeutig bestimmt. Mit (2.10) erhalten wir direkt das folgende Korollar (vgl.
N

urnberger & Zeilfelder [49]).
Korollar 8.2. F














) + (+ 2)
(q   1)(q   2)
2
 
(q + 1)(q + 2)
2
+ 6:
Ist K ein Kegel, der nicht vier aufeinander folgende Kanten mit paarweise verschiedener
Steigung besitzt, dann bezeichnen wir f







von K in K

nicht unterteilt, so setzen wir l
1
:= 1. Anderenfalls gelte
l
1
:= (1; 1). Analog denieren wir l
+1
:= + 1, falls T
[+1]
von K in K

nicht unterteilt
ist, bzw. anderenfalls l
+1

















: j  2; i+ j + k = qg; q = 5; 6: (8.3)
F





die Anzahl der Clough-Tocher-Punkte, die
zu K hinzugef

ugt worden sind. Ist
~









































) + (+ 2 + 3n
CT
)













Sei nun q  7 und K ein beliebiger Kegel mit Scheitelpunkt v und  inneren Kanten,
  1. Es bezeichne d
v
die Anzahl der inneren Kanten von K, die bzgl. v degeneriert sind.
Gilt d
v
>  oder d
v






































































ur q = 5; 6 und f






) sowie auf der
Menge R
2
(K) bzw. auf der Menge R
2;3
(K) bestimmt. Denieren wir M wie schon im Fall
r = 1 als die Menge der BB-Punkte von K, die in keiner C
2
-Menge von v liegen, dann


















(v), p = 5; : : : ; q,
l = 1; : : : ; , von Interesse. F

ur einen modizierten KegelK

im Fall q = 5; 6 spielen ferner
die Scheiben um die Eckpunkte y
l
eine Rolle. In Abschnitt 8.1 konstruieren wir f

ur q  5







) auf den oben genannten Teil-
mengen von B
q
(K). Aufbauend auf diesen Ergebnissen konstruieren wir in Abschnitt 8.2
f








), wobei K entweder ein Kegel mit
mindestens vier aufeinander folgenden Kanten mit paarweise verschiedener Steigung ist
oder ein Kegel ist, bei dem ein oder zwei Dreiecke durch einen Clough-Tocher Split un-
terteilt sind. Anschlieend konstruieren wir in Abschnitt 8.3 f

ur q  7 allgemeine Klassen
minimal bestimmender Mengen von S
2
q



















  wie in (8.1) gegeben. Dabei bezeichne K einen Kegel mit dem Scheitel-
punkt v und  inneren Kanten,   1. Wir konstruieren im Folgenden f

ur q  5 Klassen







) auf den Scheiben D
p
(v), p = 3; 4, und auf
der Vereinigung von BB-Punkten, die durch C
2
-Stetigkeitsbedingungen an einer inneren
Kante von K miteinander in einer Beziehung stehen. F

ur q = 5; 6 konstruieren wir ferner
f

ur einen modizierten Kegel K

















Analog zum Konzept der C
1





Scheitelpunkts v bzgl. einer inneren Kante von K.
Denition 8.4. Es sei K ein Kegel mit dem Scheitelpunkt v und  inneren Kanten
e
1




ur l 2 f1; : : : ; g seien die C
1





Denition 4.3 gegeben. F































Ist die Kante e
l











































(v) heit degeneriert, falls e
l














(v), p 2 f2; : : : ; qg, l 2 f1; : : : ; g.
Dabei seien die BB-Punkte von C
2
l;p
(v) wie in Abbildung 8.4 mit P

,  = 1; : : : ; 9, num-
meriert.







die folgenden Bedingungen erf

ullt:




































































































Beweis. Sei A  C
2
l;p
(v) und es gelte jA \ C
2
l;p
(v)j = 6. Ferner sei s 2 S
2
q
() und es gelte

P
s = 0, P 2 A. Zu zeigen ist 
P

s = 0, P 2 fP
1
; : : : ; P
9



















































































i = 1; 2; 3. 









(v), p 2 f2; : : : ; qg, l 2 f1; : : : ; g.







wenn A die folgenden Bedingungen erf

ullt:
(i) jAj = 3,
(ii) A * C
1
l;p 1




Beweis. Die Behauptung folgt direkt aus der C
1
- und der C
2
-Stetigkeitsbedingung auf




Wie oben bereits erw

ahnt, unterteilen wir f

ur q = 5; 6 ein oder zwei Dreiecke von K
durch einen Clough-Tocher-Split, falls K nicht vier Kanten mit paarweise verschiedener
Steigung besitzt. Wird das Dreieck T
[l]





































































































































































































(q   1)(q   2)
2
+ 7; q  2: (8.6)
Im Folgenden w






als inneren Eckpunkt y
l
. Somit haben die Dreiecke T
[l;]
,  = 1; 2; 3, alle den
gleichen Fl

















acheninhalten von Dreiecken interpre-
tieren. Die Annahme, dass y
l
der Schwerpunkt von T
[l]








angig von der Gr







































wobei area T den Fl






































-Mengen von v bzgl. einer inneren Kante






bzgl. der Kanten e
l;












































































Ferner bezeichnen wir f
















































































wie in (8.1) gegeben. Dabei sei K ein Kegel, der mindestens vier aufeinander
folgende Kanten besitzt, die von v ausgehen und paarweise nicht kollinear sind. Bezeichnen









: 1  l   und e
l


















: 1  l  
und e
l
ist bzgl. v degeneriertg:
(8.8)
Im Folgenden konstruieren wir f












































: j + k = 3; l = 2; : : : ; g:
Wir denieren im Folgenden eine Menge M
2
3;(1;)




k = 3; l = 2; : : : ; g und zeigen, dass jede Menge aus M
2
3;(1;)
(v) vereinigt mit einer






























Sei A  fP
[l]
q 3;j;k
: j + k = 3; l = 2; : : : ; g. Es gilt A 2M
2
3;(1;)
(v) genau dann, wenn ein
l























Fall 1: Es gilt  = 2.
Dann gelte A = ;.


















bzgl. v nicht degeneriert ist.



















bzgl. v nicht degeneriert ist.







ur l = 1; : : : ; l

















ur l = l













bzgl. v nicht degeneriert ist.
Es sei
~













































) und es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass

P
s = 0 f






A  A erhalten wir direkt 
P








(v). Aus den C
2
-Stetigkeitsbedingungen an den Randkanten von
~
 und am Eckpunkt v
folgt ferner 
P







(K) wie in (8.2) gegeben ist. F

ur  = 2
sind die Kanten e
0
; : : : ; e
3
paarweise nicht kollinear. Ferner gilt A
0
= ;. Aus Korollar 8.1








2 f2; : : : ; g, so dass A
0
von der obigen Form ist. Nach sukzessiver Anwendung
von Lemma 8.5 oder Korollar 8.6 erhalten wir 
P







































paarweise nicht kollinear sind, folgt
dann aus Korollar 8.1 bereits die Behauptung. 
Betrachten wir statt D

3
(v) die Menge D
3
(v), ergibt sich aus Lemma 8.8 direkt das folgende
Korollar.













: 1  l  ; e
l
ist bzgl. v degeneriertg
























wir eine Menge M
2
4;(1;)
(v) von Teilmengen von D

4


































Es gilt A 2M
2
4;(1;)





















ur 1  l <
~


































bzgl. v nicht degeneriert ist, und


















bzgl. v nicht degeneriert
ist.
Fall 2: Es existiert ein l
































degeneriert ist, sowie entweder





























































































(2.5) gegeben. Es gelte 
P
s = 0, P 2 A. Somit ist zu zeigen, dass 
P








A  A erhalten wir direkt 
P










-Stetigkeitsbedingungen an den Randkanten von
~
 und am Eckpunkt v folgt ferner

P







(K) wie in (8.2) gegeben ist.
















l 2 f1; : : : ; g die BB-
Punkte (8.9) bis (8.11). Aus Lemma 8.8 folgt direkt 
P







BB-Punkte (8.9) und (8.10) enth

alt, folgt durch sukzessive Anwendung von Lemma 8.5
oder Korollar 8.6 
P
s = 0 f

ur alle P 2 C
2
l;4






folgt aus Korollar 8.6 die Behauptung. Ist e
~
l














2 f2; : : : ; g die BB-Punkte (8.12) sowie entweder die BB-

























erhalten wir mit (8.12) direkt 
P





bzgl. v nicht degene-
riert ist. Dann gilt insbesondere a
[l]
q 3;3;0










(v) folgt dann 
P
























g. Aus Korollar 8.1 folgt somit 
P




ve Anwendung von Lemma 8.5 oder Korollar 8.6 erhalten wir 
P






































g. O.B.d.A. enthalte A
0
die
BB-Punkte (8.13). Dann folgt aus der C
2





















s = 0 f








statt der Punkte (8.13) die Punkte
(8.14), folgt die Behauptung analog. 
Betrachten wir statt D

4
(v) die Menge D
4
(v), ergibt sich aus Lemma 8.10 direkt das
folgende Korollar.



















: 1  l  ; e
l
ist bzgl. v degeneriertg












-Mengen entlang einer Kante
Es sei v ein Randpunkt von
~
   und ein innerer Eckpunkt von . Dann sei K der
Kegel von v bzgl.
~
. K besitze  innere Kanten,   2. Im Folgenden konstruieren wir f

ur









(v), p = 5; : : : ; q. F




















































3q   9; sonst.
(8.16)
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ximal sechs BB-Punkte, falls e
l








are. Wir verwenden im Folgenden zwei verschiedene Methoden, um minimal bestim-













ur ein ~p 2 f5; : : : ; qg zun









-Menge bestimmen wir S
2
q
(K) sukzessive auf den restlichen C
2
-Mengen.








) aus Abschnitt 4.1.1. Wir w

ahlen eine minimal bestim-











: p = 5; : : : ; qg so, dass die Vereinigung aller BB-Punkte eine







) bildet. Ist e
l
bzgl. v oder bzgl. v
l





(v), p = 5; : : : ; q, paarweise disjunkt. Bei der Wahl









ussen wir daher lediglich eine
minimal bestimmende Menge von S
2
q



















bzgl. v degeneriert, m













Im Folgenden konstruieren wir f














































ur ein festes ~p 2 f5; : : : ; qg enth

alt A die folgenden BB-Punkte:
(8.17) sechs BB-Punkte aus C
2
l;~p
































































































(v), die nicht alle in C
1
l;p 1
(v) liegen. Ferner enth
















). Dann ist A
l










ur q  5 sei s 2 S
2
q












) ist. Es gelte 
P
s = 0, P 2 A
l
















die BB-Punkte (8.17) bis (8.19), dann folgt
direkt 
P
s = 0, P 2 C
2
l;~p
(v). Nach sukzessiver Anwendung von Lemma 8.5 folgt dann die
















(8.20), dann folgt aus Theorem 4.4 
P
s = 0, P 2 C
1
l;p
(v), p = 4; : : : ; q. F

ur p = 5; : : : ; q
folgt dann aus Lemma 8.5, dass 
P
s = 0 f










degeneriert. Nach Denition von A
l
folgt aus Korollar 8.6 direkt

P
s = 0 f








ist bzgl. v degeneriert. Nach Denition von A
l













Es bleibt zu zeigen, dass A
l


























Es sei nun die Situation gegeben, dass e
l










































ur p = 5; : : : ; q enth













































ur q  5 sei
~






(v). Aus Lemma 8.12
ergibt sich direkt das folgende Korollar.
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-Mengen um einen Eckpunkt f

ur Clough-Tocher-Dreiecke
Es sei v ein Randpunkt von
~
   und ein innerer Eckpunkt von . Im Folgenden sei K
der Kegel von v bzgl.
~
. Wir nehmen an, dass K nicht vier aufeinander folgende Kanten
besitzt, die von v ausgehen und paarweise nicht kollinear sind. Wir modizieren in diesem
Fall f

ur q = 5; 6 den Kegel K durch einen oder zwei Clough-Tocher-Splits so, dass der
modizierte Kegel K

genau vier Kanten mit paarweise verschiedener Steigung besitzt,
die von v ausgehen. Es sei T
[l]
ein Dreieck von K, das durch einen Clough-Tocher-Split
unterteilt wird. Dabei bezeichne y
l
den Schwerpunkt von T
[l]

























konstruieren wir aufbauend auf diesen Ergebnissen f

ur p = 3; 4 allgemeine Klassen minimal










Unterteilen wir das Dreieck T
[l]






,  = 1; 2; 3.













],  = 1; 2; 3. Zur besseren Lesbarkeit verzichten wir bei den folgenden
Ausf

uhrungen auf den Index l.
Oensichtlich gilt f

ur die Standardzelle 
y









Gleichung (8.6) erhalten wir f















Wir beginnen mit der vollst







), q  5, auf D
2
(y). Die BB-Punkte in D
2
(y) seien wie in Abbildung 8.6
bezeichnet. Oensichtlich enth









maximal drei BB-Punkte aus D
1




























Sei A  D
2


























































































































Abb. 8.6: Bezeichnung der BB-Punkte in D
2
(y).


















(y), so dass maximal zwei dieser BB-Punkte in C
1
;2
(y) liegen und die






































 = ; + 1, liegen.








































Fall 4: Es gilt jA \D
1
(y)j = 0, d.h. es gilt A = R
2
(y).















































(y) ist. Ferner ist A minimal,


























:  = 1; 2; 3g.


































































gj = 6 oder


























) durch A oensichtlich

uberbestimmt.
























) und es gelte 
P
s = 0 f

ur alle P 2 A. Ist sj
T
[]
,  = 1; 2; 3, in der BB-Darstellung




















 1  1 0 0
0 3  1 0
0 0  1  1

































Bezeichnen wir die obige Matrix mit M , so gilt detM = 0, d.h. das Gleichungssystem
besitzt keine eindeutige L

osung. A ist somit im Widerspruch zur Annahme keine bestim-









ur  = 2; 3 folgt die Behauptung analog zum Fall
 = 1. 















































Fall 1: A enth

alt die folgenden BB-Punkte:








(8.23) vier BB-Punkte aus R
3
(y), so dass f











ur ;  2 f1; 2; 3g,  6= , enth

alt A die folgenden BB-Punkte:






















) aus Abschnitt 4.1.1 deniert.
Fall 3: A enth

alt die folgenden BB-Punkte:
125
(8.26) drei BB-Punkte aus C
1
;3
(y),  = 1; 2; 3, und
(8.27) einen BB-Punkt aus D
3
(y) n fP : P 2 C
1
;3
(y);  = 1; 2; 3g.





























ur alle P 2 A. Es ist zu zeigen, dass 
P




ur  = 1; 2; 3 sei sj
T
[]
in der BB-Darstellung (2.5) gegeben.
Fall 1: A besteht aus den BB-Punkten (8.22) und (8.23). Aus Lemma 8.14 folgt dann
direkt 
P
s = 0, P 2 D
2
(y). Ferner gilt eine der folgenden beiden Aussagen:
(i) F

ur ein festes  2 f1; 2; 3g enth

























g  A, und es existiert ein  2 f1; 2; 3g, so dass A










achst den Fall (i). Aus Lemma 8.5 folgt 
P





















(v). Somit folgt 
P
s = 0, P 2 C
2
;3






(y),  2 f1; 2; 3g n f; g, folgt schlielich 
P
s = 0, P 2 D
3
(y).















































 1 0 0  1
0  1  1 0
1  1 0 0

































Bezeichnen wir die obige Matrix mit M , so gilt detM = 3. Das Gleichungssystem besitzt
demnach nur die triviale L
















alt die BB-Punkte (8.24) und (8.25). Aus Theorem 4.4 erhalten wir

P
s = 0 f






























(y) folgt direkt 
P
s = 0, P 2 C
1
;3
(y),  = 1; 2; 3. Nach Voraussetzung gilt ferner








































(y)j = 1 gilt, folgt ferner

P
s = 0, P 2 C
2
;3
(y),  = 1; 2; 3. Damit sind drei (nicht kollineare) BB-Punkte aus D
1
(y)
bestimmt, und wir erhalten 
P
s = 0, P 2 D
1
(y), und somit die Behauptung.
Wir betrachten nun den Fall (ii). Nach Voraussetzung gilt a
[1]
0;q;0







(y) n fP : P 2 C
1
;3












 1 3  1 0 0 0
0  1 0  1 0  1
0 0  1 3  1 0
0 0 0 9  6 0
 6 9 0 0 0 0






















































Bezeichnen wir die obige Matrix mitM , so gilt detM = 486. Das Gleichungssystem besitzt
somit nur die triviale L

osung, und es folgt 
P
s = 0 f

ur alle P 2 D
3
(y).
Es bleibt zu zeigen, dass A minimal ist. Nach Konstruktion von A und mit Gleichung









. Aus Theorem 2.4 folgt somit, dass A eine













) wie im Fall 1 gew





























ur p = 1; 2 eine







(y) ist, dann m






(y) den Bedingungen in (8.23) gen





















ur p = 1; 2; 3 eine minimal


























) von Teilmengen auf D
4










































Sei A  D
4















ur festes  2 f1; 2; 3g die folgenden BB-Punkte:








(8.29) sechs BB-Punkte aus R
4






und maximal zwei davon in C
1
;4
(y) liegen, und f

ur  2 f1; 2; 3g,  6= , maximal









ur ; ;  2 f1; 2; 3g,  6=  6=  enth

alt A die folgenden BB-Punkte:















































) aus Abschnitt 4.1.1
deniert.





























ur alle P 2 A. Dann ist zu zeigen, dass 
P




ur  = 1; 2; 3 sei sj
T
[]
in der BB-Darstellung (2.5) gegeben.
Fall 1: A besteht aus den BB-Punkten (8.28) und (8.29). Aus Lemma 8.15 erhalten wir
direkt 
P
s = 0, P 2 D
3
(y). Aus Lemma 8.5 folgt ferner 
P









ur  = 1; 2; 3,  6= , folgt die
Behauptung.
Fall 2: A besteht aus den BB-Punkten (8.30) bis (8.32). Aus Theorem 4.4 folgt direkt

P
s = 0, P 2 C
1
l;p
(y), p = 1; : : : ; 4, l = ; . Analog zum Beweis von Lemma 8.15, Fall 2,
erhalten wir 
P
s = 0, P 2 D
3
(y). Da A den BB-Punkt (8.31) enth

alt, folgt aus Lemma 8.5

P





(y). Nach Voraussetzung enth

alt A ferner den BB-Punkt (8.31),
so dass aus Lemma 8.5 die Behauptung folgt.
Es bleibt zu zeigen, dass A minimal ist. Nach Konstruktion von A und mit Gleichung









. Aus Theorem 2.4 folgt somit, dass A eine















) im Fall 1 folgt, dass A \ D
3



















(y), = 1; 2; 3, enth

alt.
Nehmen wir an, dass die BB-Punkte aus A\R
4
(y) nicht die in (8.29) gegebene Bedingung
erf

ullen, dann kann A nur f




































Bezeichnen wir die obige Matrix mit M , so gilt detM = 0. Das Gleichungssystem hat
somit keine eindeutige L

osung, d.h. bei dieser Wahl von BB-Punkten in R
4
(y) ist A keine







(y). Somit folgt, dass die Klasse der minimal




































(y), so folgt analog zu Bemerkung 8.18, dass eine solche Menge keine mini-







(y) ist. Per Konstruktion w

are diese Menge











(y),  = 1; 2; 3, und w

urde einen
weiteren Punkt aus D
2
(y)nfP : P 2 C
1
;3










(y), nicht aber auf D
4
(y), bestimmen, da in R
4
(y) die in Bemerkung 8.18
beschriebene Situation vorliegt.




q = 5; 6









wie in (8.1) gegeben. K besitze mindestens
vier aufeinander folgende Kanten, die von v ausgehen und paarweise nicht kollinear sind.
Ferner sei K

ein Kegel, der durch einen oder zwei Clough-Tocher-Splits so modiziert
worden ist, dass von v genau vier aufeinander folgende Kanten mit paarweise verschie-
dener Steigung ausgehen. Im Folgenden konstruieren wir f

ur q = 5; 6 unter Verwendung












































. Unter Verwendung der in den Abschnitten 8.1.1 und 8.1.2 de-







) auf Teilmengen von B
q
(K)






























ahlen wir weitere BB-Punkte aus den C
2

















) seien wie in Abschnitt 8.1.1 bzw. wie in
Abschnitt 8.1.2 gegeben.



































l = 1; : : : ; :
F

ur q = 5 sei M := ;. F

ur q = 6 setzen wir M := fP
[l]
0;3;3


















Theorem 8.19. Sei q 2 f5; 6g und sei A
K




















). Wir zeigen zun

achst, dass A eine







) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass

P
s = 0 f







) gilt. Nach Voraussetzung folgt direkt 
P






































 und am Eckpunkt v erhalten wir 
P
s = 0, P 2 R
2
(K). Aus
Lemma 8.10 folgt dann ferner 
P
s = 0, P 2 D

4
(v). Aus Lemma 8.12 und Korollar 8.13
erhalten wir schlielich, dass 
P
s = 0 f

ur alle P 2 B
q
(K) gilt.
Es bleibt zu zeigen, dass A minimal ist. F

ur q = 5 gilt nach Konstruktion von A und mit


















ur q = 6 folgt

















gilt. In beiden F

allen folgt dann aus Theorem 2.4 die Behauptung. 
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. Es bezeichne K im Folgenden den Kegel,
aus dem K

durch Unterteilen von gewissen Dreiecken entsteht. Es sei zun

achst der Fall
gegeben, dass K genau drei aufeinander folgende Kanten besitzt, die von v ausgehen und
die paarweise nicht kollinear sind. D.h. es gilt   4, und die inneren Kanten von K
sind nicht alle bzgl. v degeneriert. Dann gen

















f1; : : : ;   1g gilt. y
l


















ur l = l


















besitzt ( + 1) innere Kanten e
1




















sei die Menge M
2
4;(1;+1)
(v) wie in Abschnitt 8.1.1 deniert. Ferner seien f

ur
l = 1; : : : ; , l 6= l













) wie in Abschnitt 8.1.2 gegeben.










































ur q = 5 gen

uge die Menge A
l

einem der folgenden beiden F

alle.































(v)j = 3. A
l

enthalte die folgenden BB-Punkte:

















































































enthalte die folgenden BB-Punkte:
























: i+ k = 3g und





























































































enthalte die folgenden BB-Punkte:
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ur q = 5 seiM := ;. F

ur q = 6 setzen wirM := fP
[l]
0;3;3


























Theorem 8.20. Sei q 2 f5; 6g und sei A
K




























, i+ j+k = q, die Bezier-KoeÆzienten von sj
T
[l]
, l = 1; : : : ; +1,
l 6= l











,  = 1; 2; 3.
Wir zeigen zun









) ist. Es gelte 
P
s =
0, P 2 A. Nach Voraussetzung folgt direkt 
P









-Stetigkeitsbedingungen an den Randkanten von
~
 und am Eckpunkt v erhalten wir

P
s = 0, P 2 R
2

















paarweise nicht kollinear. Nach Denition von A
0
 A folgt dann aus Lemma 8.10

P






ur l = 1; : : : ; , l 6= l

, gilt somit insbesondere 
P






v nicht degeneriert ist. Wegen A
l
 A folgt dann aus Korollar 8.13 oder Lemma 8.12

P





ur l = 1; : : : ; , l 6= l














+ 1. Es bleibt zu zeigen, dass 
P















) gilt. Wir betrachten zun







alt entweder die BB-Punkte (8.35) und (8.36) oder die BB-Punkte (8.35)
und (8.37). Mit (8.43) und wegen A
l

 A folgt direkt 
P






bleibt zu zeigen, dass 
P












dann folgt aus den C
2












































) folgt dann bereits 
P






















, so ergibt sich aus den C
2


























 1 0 0 0 1 0 0  6
0  1 0 0  6 0 0 9
0 0  1 0 9 0 0 0
9 0  1 0 0 0 0 0
0 0 0  1 3 0 0 0
 6 0 0  1 0 9 0 0
0 0 0 0  1 0  1 3

















 a = 0










































. Bezeichnen wir die obige
Matrix mit M , so gilt det M =  2916. Das Gleichungssystem hat somit nur die triviale
L

osung, und es folgt 
P
s = 0 f













alt die BB-Punkte (8.38) und (8.39). Mit (8.43) folgt aus Lemma 8.15
direkt 
P





). Somit gilt insbesondere 
P






). Aus der C
2
-









= 0. Aus der C
2
-Stetigkeitsbedin-




erhalten wir ferner 
P








). Mit (8.39) folgt
dann aus Lemma 8.5 bereits 
P













Sei nun q = 6. Nach Denition von A
l

 A folgt aus Lemma 8.15 
P











). Somit gilt insbesondere 
P




. Aus den C
2
-Stetigkeitsbedingungen























= 0. Aus den C
2
-Stetigkeitsbedin-







erhalten wir ferner 
P











Somit gilt insbesondere 
P




, so dass wir wiederum aus den C
2
-Stetigkeits-









s = 0 f


























g  A folgt schlielich 
P





Es bleibt zu zeigen, dass A minimal ist. F

ur q = 5 gilt nach Konstruktion von A und mit




















ur q = 6 folgt



















Theorem 2.4 folgt somit die Behauptung. 
Wir betrachten nun den Fall, dass alle inneren Kanten von K bzgl. v degeneriert sind,
d. h. v semisingul

ar ist. In diesem Fall enth

alt der modizierte Kegel genau zwei Clough-
Tocher-Dreiecke. Es bezeichne K

im Folgenden den Kegel, der entsteht, wenn wir sowohl
f

ur den Fall  = 1 als auch f


























































(v) wie in Abschnitt 8.1.1 deniert. Ferner
seien f













) wie in Abschnitt 8.1.3 gegeben.
Wir konstruieren im Folgenden f











Konstruktion minimal bestimmender Mengen:
F























: k  3; (i; j; k) 6= (2; 0; 3)g, falls
 = 2 gilt. F





























, die folgenden BB-Punkte:














































g, falls  = 2 gilt.
F


























































enthalte die folgenden BB-Punkte:































































































enthalte die folgenden BB-Punkte:








ur l = 1; 2 und
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ur q = 5 sei M := ;. F



































Theorem 8.21. Sei q 2 f5; 6g und sei A
K
























). Ist s in der BB-Darstellung (2.5) gegeben,
seien f







, i+j+k = q,
bezeichnet. Gilt  = 2, dann seien a
[3]
i;j;k














) ist. Es gelte 
P
s = 0,
P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f








) gilt. Nach Voraussetzung
folgt direkt 
P











 und am Eckpunkt v erhalten wir 
P





achst den Fall q = 5.




















Punkte (8.45) bis (8.47). F






: k  3; (i; j; k) 6= (2; 0; 3)g.
Nach Denition von A
0
 A folgt aus Lemma 8.8 
P




ur  = 2 folgt
wegen A
2
 A, dass 
P









sowie an der Kante e
2
erhalten wir ferner 
P

























= 1 und l
2
= 2. Da A die BB-Punkte (8.46) enth

alt, folgt dann aus
Lemma 8.14 
P




). Somit gilt insbesondere 
P







-Stetigkeitsbedingungen an den Kanten e
1;
,  = 1; 2; 3, erhalten wir ferner

P

























), gilt. Aus der C
2
-















2 A erhalten wir 
P
s = 0, P 2 D
4
(v). Betrachten wir nun die BB-Punkte auf T
[2;3]
,
so folgt analog zum Beweis von Theorem 8.21, Fall 1, f

ur q = 5, dass 
P











= 2 und l
2
= 1 folgt die Behauptung analog.









alt die BB-Punkte (8.48) und (8.49).
F












g. Nach Denition von A
0
 A folgt
aus Lemma 8.10 direkt 
P




ur  = 2 erhalten wir wegen A
2
 A
aus Lemma 8.12 
P












erhalten wir ferner 
P



















alt ferner die BB-Punkte
(8.49). Wir erhalten somit analog zum Beweis von Theorem 8.20, dass 
P









), gilt. Aus den C
2










= 0. Somit gilt 
P





Sei nun q = 6. Analog zum Fall 2 f

ur q = 5 erhalten wir 
P
s = 0 f





























). Somit gilt insbesondere 
P















(v) erhalten wir dann 
P







). Aus den C
2





wegen M  A folgt dann 
P





Es bleibt zu zeigen, dass A minimal ist. F

ur q = 5 gilt nach Konstruktion von A und mit




















ur q = 6 folgt





















allen folgt dann mit Theorem 2.4 die Behauptung. 





Gegeben sei eine Teiltriangulierung
~





. Es bezeichne K den Kegel von v bzgl.
~
. In diesem Abschnitt konstruieren wir









ur q  7. Dabei setzen













(K) eindeutig bestimmt ist, wobeiR
2;3
(K)




ar vom Typ II ist, bzw. anderenfalls
wie in (8.5). F

ur q = 7 betrachten wir ferner den Fall, dassK

ein durch ein Clough-Tocher-






Es sei K zun

achst ein Kegel, der die Eigenschaft besitzt, dass mindestens vier aufeinander
folgende Kanten, die vom Scheitelpunkt v des Kegels ausgehen, paarweise nicht kollinear



































), l = 1; : : : ; , seien wie in Abschnitt 8.1.1 bzw. wie in Abschnitt 8.1.2 gegeben.
Konstruktion minimal bestimmender Mengen:
F















































i; j; k  3; l = 1; : : : ; + 1g: (8.53)
Es sei
~






Theorem 8.22. Sei q  7 und sei A
K













Beweis. Die Behauptung folgt analog zum Beweis von Theorem 8.19. 
Sei nun K ein beliebiger Kegel mit  inneren Kanten,   1. Wir konstruieren im Fol-

















(v). Anschlieend bestimmen wir S
2
q
(K) auf den restlichen BB-Punkten
in B
q






-Mengen entlang der inneren Kanten von K aus Abschnitt 8.1.2 verwenden.
Die Kanten, Eckpunkte und Dreiecke von K seien wie in Abbildung 4.1 bezeichnet. Sind





bzgl. v nicht degeneriert.
Konstruktion minimal bestimmender Mengen:
F

ur l = 1; : : : ;  sei A
v
l












sei wie in einem der folgenden beiden F

alle gegeben.
Fall 1: Die inneren Kanten von K sind nicht alle bzgl. v degeneriert. Es sei
~
l 2 f1; : : : ; g
so gegeben, dass e
~
l
bzgl. v nicht degeneriert ist. F







ur 1  l <
~






































ur 1  l <
~



































v nicht degeneriert ist, und
















Fall 2: Die inneren Kanten von K sind alle bzgl. v degeneriert. F







ur l = 0; : : : ;  seien die Mengen A
l
wie folgt gegeben. F










g, l = 1; : : : ; . Ist e
l











































, l = 1; : : : ; , gelte und B
l







































































mit M := fP
[l]
i;j;k
: j; k  3; (i; j; k) 6= (0; q   3; 3); (0; 3; q   3); l = 1; : : : ; + 1g.
Sei
~






Theorem 8.23. Sei q  7 und sei A
K


















Darstellung (2.5) gegeben. Wir zeigen zun





(K) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f












































ur l = 1; : : : ;  wie in (8.15) gegeben ist. Nach
Voraussetzung folgt direkt 
P





 A, l = 1; : : : ; , und
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M  A folgt 
P

















= 0, l = 1; : : : ; . Wegen A
0
 A folgt dann aus Lemma 8.10 
P














s = 0, P 2 B
7
(K). Sei nun q  8. Dann folgt mit A
0
 A aus Lemma 8.10
direkt, dass 
P










, so dass wegen A
l






Es bleibt zu zeigen, dass A minimal ist. Es bezeichne d
v
die Anzahl der inneren Kanten
von K, die bzgl. v degeneriert sind. Da
~













 + 6q   8; falls d
v
6= ,
 + 6q   9; falls d
v
= .






j =  + 6q   8 +














j =  + 6q   9 +











allen folgt dann mit Theorem 2.4 die Behauptung. 
Wir betrachten nun den Fall, dass K ein Fill ist, d. h. es gilt K = T
[1]
. In diesem Fall
unterteilen wir das Dreieck T
[1]
durch einen Clough-Tocher-Split, wobei wir als inneren











 = 1; 2; 3, nummeriert (vgl. Abb. 8.5). Wir bezeichnen den modizierten Fill mit K

. Im





), wobei wir wie












































































Theorem 8.24. Es sei A
K





















i + j + k = q, die Bezier-KoeÆzienten von sj
T
[1;]
,  = 1; 2; 3. Es gelte 
P
s = 0, P 2 A.
Dann ist zu zeigen, dass 
P
s = 0 f





) gilt. Wegen B
K

 A folgt direkt

P




). Ferner folgt wegen A
y
1







), gilt. Aus der C
2










). Nach Voraussetzung gilt a
[1;1]
2;3;2











= 0 folgt. Wegen a
[1;3]
3;2;2
= 0 folgt dann
aus den C
2








= 0. Aus den C
2
-
Stetgkeitsbedingungen an der Kante e
1;3
erhalten wir dann bereits 
P








Abbildung 8.7 zeigt eine Menge A
K









Abb. 8.7: Die Vereinigung der BB-Punkte  der Menge A
K



















Sei v ein beliebiger Eckpunkt von  und es bezeichne 
v
die Standardzelle von v. Im
Folgenden konstruieren wir f







). Wir unterscheiden dabei zwischen inneren Eckpunkten und Randpunkten von
. n
v
= deg(v) bezeichne die Anzahl der von v ausgehenden Kanten. Aus Theorem 2.6
erhalten wir f




















+ 6 + 
v





























die Anzahl der von v ausgehenden Kanten mit verschiedener Steigung bezeich-




mindestens vier aufeinander folgende innere Kanten, die
paarweise nicht kollinear sind, so gilt 
v
= 0.
In Abschnitt 9.1 konstruieren wir f

ur einen beliebigen inneren Eckpunkt v von  eine groe





), indem wir analog zur Vorgehensweise








achst BB-Punkte aus D
4













) auf den C
2
-Mengen








= 0 ist, erhalten wir mit
den Ergebnissen aus den Abschnitten 8.2 und 8.3 direkt eine weitere Klasse minimal be-





). In Abschnitt 9.2 beschreiben wir eine allgemeine Klasse
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), q  5, f

ur einen beliebigen Randpunkt v von
.
9.1 Standardzellen innerer Eckpunkte
Gegeben sei die Standardzelle 
v
eines beliebigen inneren Eckpunkts v einer Triangu-
lierung . Die Eckpunkte und Dreiecke von 
v





], l = 1; : : : ; n
v
. Wir beschreiben im Folgenden eine allgemeine Klas-





), q  5. Jede Menge A aus dieser Klasse

















) auf den Scheiben D
p
(v),
















) aus Abschnitt 8.1.2. F

ur den Fall, dass mindestens vier aufeinander folgende
paarweise nicht kollineare Kanten ihren Ursprung in v haben, denieren wir eine weitere





). Dazu verwenden wir die Beschreibun-





) auf den BB-Punkten eines Kegels aus den
Abschnitten 8.2 und 8.3.








2  p  4. Mit Gleichung (9.1) gilt oensichtlich f












































eine nicht degenerierte Kante, so bestimmt


















(v) in eindeutiger Weise. Gehen wir f

ur degenerierte Kanten analog vor,
















































Es gelte A 2M
2
2












l 2 f0; : : : ; n
v
  1g die folgenden BB-Punkte:








nicht degeneriert ist, oder





















bzgl. v degeneriert ist, oder
































alt A die folgenden BB-Punkte:
(9.6) drei nicht kollineare BB-Punkte aus D
1
(v) und











































bzgl. v degeneriert ist.
Fall 3: v ist nicht singul







2 f0; : : : ; n
v










paarweise nicht kollinear sind. A enth

alt die folgenden BB-Punkte:











Lemma 9.1. Sei q  2 und sei A 2M
2
2









Beweis. Nach Konstruktion von A gilt jAj = 6. Mit (9.2) und Theorem 2.4 folgt dann f

ur







(v) ist, dass A minimal ist.







(v) ist. Sei q  2





). Ferner gelte 
P




















l 2 f0; : : : ; n
v




nicht degeneriert, folgt aus Lemma 8.5 direkt 
P





































-Stetigkeitsbedingungen auf die restlichen BB-Punkte in D
2





l 2 f0; : : : ; n
v
 1g besteht A aus den BB-Punkten (9.6) und (9.7). Nach
Konstruktion von A folgt direkt 
P





bzgl. v nicht degeneriert, folgt
143
aus Lemma 8.5 
P

































s = 0, P 2 D
2
(v).
Fall 3: v ist nicht singul











2 f0; : : : ; n
v
  1g die BB-Punkte
(9.8). Nach Konstruktion von A folgt direkt 
P
s = 0, P 2 D
1
(v). Mit den Beziehungen
(2.7) zwischen den Bezier-KoeÆzienten von s und den Richtungsableitungen ersten Grades












) = 0;  = 0; 1;  = 0; : : : ; n+ 1:
Da f

















) = 0; i = 1; 2; 3: (9.9)



























































































ussen somit alle Ableitungen zweiten Grades von s an der Stelle v
l
identisch Null sein. Mit der Beziehung (2.8) zwischen den Bezier-KoeÆzienten von s und
den Richtungsableitungen von s folgt dann bereits 
P
s = 0 f

ur alle P 2 R
2
(v). 
























ahlen diese BB-Punkte in Abh

angigkeit davon, ob 
v
mindestens
vier aufeinander folgende innere Kanten mit unterschiedlicher Steigung besitzt oder nicht.
Es bezeichne e
v
die Anzahl der Kanten von v mit paarweise verschiedener Steigung. Es
sei die Menge M
2
3
(v) als Menge von Teilmengen von D
3





Sei A  D
3
(v). Dann gilt A 2M
2
3
(v) genau dann, wenn A wie folgt deniert ist.





 4, nummerieren wir die inneren Kanten von 
v













paarweise nicht kollinear sind. Ferner sei
~
l 2 f1; : : : ; n
v





< 4, nummerieren wir die inneren Kanten von 
v
so, dass die Kante e
0
bzgl. v
nicht degeneriert ist, und es sei
~
l 2 f1; : : : ; n
v
  1g. A enthalte die folgenden BB-Punkte:
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bzgl. v nicht degeneriert







l < l  n
v
  2, falls e
v





l < l  n
v
  1, falls e
v
< 4 gilt.
Fall 2: v ist singul

ar.
Dann enthalte A die folgenden BB-Punkte:
































(9.16) die BB-Punkte P
[l]
q 3;3;0
, l = 1; 2; 3; 4.
Lemma 9.2. Sei q  3 und sei A 2M
2
3













 4 ist. Ist e
v
< 4, gilt
jAj = 7+ n
v







(v), folgt somit aus (9.2)


















ur alle P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f

ur alle P 2 D
3
(v) gilt. Nach Konstruktion





(v). Aus Lemma 9.1 folgt somit 
P
s = 0, P 2 D
2
(v). Es bleibt zu
zeigen, dass 
P
s = 0, P 2 R
3
(v), gilt.
Fall 1: v ist nicht singul

ar. A besteht somit aus den BB-Punkten (9.10) bis (9.13). Aus







ten wir direkt 
P


























































kollinear sind, folgt dann aus Korollar 8.1 bereits die Behauptung. Gilt e
v
< 4, erhalten
















g, gilt. Da e
0







Fall 2: v ist singul

ar und A besteht aus den BB-Punkten (9.14) bis (9.16). Da A die BB-
Punkte (9.15) enth



















: l = 1; 2; 3; 4g.
Da A ferner die BB-Punkte (9.16) enth

alt, folgt bereits die Behauptung. 





) auf einer Teilmenge
von D
4




(v) = fP : P 2 C
2
l;p
(v); p = 2; 3; 4; l = 1; : : : ; n
v
g: (9.17)













































Es gilt A 2M
2
4





Fall 1: v ist nicht singul

ar.
Wir nummerieren die inneren Kanten von 
v
so, dass die Kante e
0
bzgl. v nicht degeneriert




l 2 f1; : : : ; n
v
  1g die folgenden BB-Punkte:


























































bzgl. v nicht degeneriert ist,





















bzgl. v nicht degeneriert ist, und














Fall 2: v ist singul

ar.
A enthalte einen BB-Punkt aus fP
[l]
q 4;2;2













Lemma 9.3. Sei q  4 und sei A 2 M
2
4















). Ferner gelte 
P
s = 0, P 2 A. Dann ist zu
zeigen, dass 
P
s = 0 f





Fall 1: v ist nicht singul

ar und A besteht aus den BB-Punkten (9.18) bis (9.22). Aus Lem-
ma 9.2 erhalten wir direkt 
P












(v) folgt dann 
P




(v). Nach sukzessiver Anwendung von Lemma 8.5
und von Korollar 8.6 folgt ferner 
P




















(v) die Behauptung folgt.
Fall 2: v ist singul

ar. Nach Konstruktion von A folgt aus Lemma 9.2 
P









: l = 1; 2; 3; 4g. Da A einen BB-Punkt aus fP
[l]
q 4;2;2
: l = 1; 2; 3; 4g
enth






(v), l = 1; 2; 3; 4, bereits die
Behauptung. 
Mit Hilfe von Lemma 9.3 sind wir nun in der Lage, f

ur einen beliebigen inneren Eckpunkt





), q  5, zu












) wie in Abschnitt 8.1.2 deniert.







), l = 0; : : : ; n
v











































: i; j; k  3; l = 1; : : : ; n
v
g: (9.23)
Theorem 9.4. Sei q  5 und sei A von der in (9.23) gegebenen Form. Dann ist A eine











). Wir zeigen zun







) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f

ur




































ur l = 0; : : : ; n
v
 1 wie in (8.15) gegeben sind. Wegen
A
0
 A folgt aus Lemma 9.3 direkt 
P
s = 0, P 2 D

4






, die bzgl. v nicht degeneriert sind, 
P
s = 0, P 2 C
1
l;4
(v). Aus Korollar 8.13 folgt
dann wegen A
l
 A, dass 
P




), gilt. Ist f

ur l 2 f1; : : : ; n
v
g die Kante e
l
bzgl. v degeneriert, folgt wegen A
l
 A aus Lemma 8.12 direkt 
P





A die Menge fP
[l]
i;j;k




alt, folgt mit (9.24) 
P








Es bleibt zu zeigen, dass A minimal ist. Nach Konstruktion und mit (9.1) gilt
jAj = 3n
v
+ 6 + 
v








(q   1)(q   2)
2








Aus Theorem 2.4 folgt dann die Behauptung. 
Wir betrachten nun die Zelle eines inneren Eckpunkts v, von dem mindestes vier aufein-
ander folgende Kanten ausgehen, die paarweise nicht kollinear sind. In diesem Fall besitzt





aufschneiden\, ebenfalls vier aufeinander folgende innere Kanten mit paarweise ver-









(v), dann auf den
C
2
-Mengen entlang der Kante e
l






. Sei also 
v
die Standardzelle von v, so dass mindestens vier aufeinander folgende innere Kanten von

v





mindestens ein l 2 f1; : : : ; n
v

































) aus Abschnitt 8.1.2 deniert.






(v). Die Menge A
0
 fP : P 2 C
2
0;p
(v); p = 3; : : : ; qg sei wie folgt
deniert. Ist e
0





































































ur den Kegel K wie in (8.33) gegeben, falls








Theorem 9.5. Es sei v ein innerer Eckpunkt von , so dass mindestens vier aufeinander
folgende innere Kanten von 
v
paarweise nicht kollinear sind. Sei q  5 und sei A von











). Wir zeigen zun







) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P















(v) [ fP : P 2 C
2
0;p





 A folgt direkt 
P




nicht degeneriert, gilt somit
insbesondere 
P
s = 0, P 2 C
1
0;2
(v). Nach Konstruktion von A
0
 A folgt dann aus
Korollar 8.13 
P




























 A gilt, folgt f

ur q = 5; 6 aus Theorem 8.19 bzw. f

ur q  7 aus






Somit bleibt zu zeigen, dass A minimal ist. Nach Konstruktion und mit (9.1) gilt
jAj = 6 + 3(q   2) + (n
v
+ 1)
(q   1)(q   2)
2
 





(q   1)(q   2)
2






Aus Theorem 2.4 folgt somit die Behauptung. 
9.2 Standardzelle von Randpunkten
Im Folgenden sei v ein beliebiger Randpunkt der Triangulierung . In diesem Abschnitt




auf einem Kegel K in den Abschnitten 8.2 und 8.3 unmittelbar eine groe Klasse mi-





) erhalten. Wir konstruieren zun

achst minimal





) auf den Scheiben D
p
(v), p = 2; 3; 4.
Sei n
v
= deg(v). Wir nummerieren die Eckpunkte von 
v
gegen den Uhrzeigersinn mit
v
0






ur l = 0; : : : ; n
v






ur l = 1; : : : ; n
v












ur innere Eckpunkte denieren wir












Es gilt A 2M
2
2






















alt A die BB-Punkte (9.6) und (9.7).





























Korollar 9.6. Sei q  2 und sei A 2 M
2
2










Beweis. Die Behauptung folgt analog zum Beweis von Lemma 9.1. 

















(v) die Menge von Teilmengen von D

3





Es gilt A 2 M
2
3




l 2 f1; : : : ; n
v












































































l < l  n
v













Lemma 9.7. Sei q  3 und sei A 2 M
2
3















). Ferner gelte 
P
s = 0, P 2 A. Dann ist
zu zeigen, dass 
P
s = 0 f

ur alle P 2 D

3
(v) gilt. Nach Konstruktion von A folgt direkt

P
s = 0, P 2 D
2
(v). Aus den C
2
























(v). Nach sukzessiver Anwendung der C
2
-Stetigkeitsbedingungen auf die





(v) folgt dann bereits die Behauptung. 
Bemerkung 9.8. Es sei A 2M
2
3
(v). Dann folgt mit Lemma 9.7, dass die Vereinigung
A
0





ist bzgl. v degeneriert; l = 1; : : : ; n
v
  2g






























































Es gelte A 2M
2
4





























































v nicht degeneriert ist,
















l < l  , falls e
l
bzgl. v nicht degeneriert ist, und

























Lemma 9.9. Sei q  4 und sei A 2 M
2
4















). Ferner gelte 
P
s = 0, P 2 A. Dann
ist zu zeigen, dass 
P
s = 0 f

ur alle P 2 D

4
(v) gilt. Nach Konstruktion von A folgt
direkt 
P
s = 0, P 2 D

3
(v). Aus der C
2










(v). Nach sukzessiver Anwendung der C
2
-Stetigkeitsbedingungen auf





(v) folgt dann die Behauptung. 




























bzgl. v nicht degeneriert


















: i  5; j  2; i+j+k = qg [ fP
[l]
i;j;k













Theorem 9.10. Sei q  5 und sei A von der in (9.27) gegebenen Form. Dann ist A eine











). Wir zeigen zun







) ist. Es gelte 
P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f

ur



















)) [ M: (9.28)
Nach Konstruktion von A folgt aus Lemma 9.9 direkt 
P




besondere gilt dann f

ur eine Kante e
l
, l 2 f1; : : : ; n
v
  2g, die bzgl. v nicht degeneriert
sind, 
P





















), l 2 f1; : : : ; n
v







Es bleibt zu zeigen, dass A minimal ist. Nach Konstruktion von A gilt mit (9.1)
jAj = 3 n
v
+ 3 + (n
v
  1)
(q   4)(q   5)
2
+ 6(q   3) + 3(n
v




(q   1)(q   2)
2
+














(), q = 5; 6
In diesem Kapitel betrachten wir den Splineraum S
2
q





ur eine Klasse von Triangulierungen, die induktiv erzeugt werden und
keine Semisingularit





Ferner entwickelten sie f







(). Wir betrachten im Folgenden Triangulierungen, die wir
durch schrittweises Hinzuf

ugen beliebiger Kegel und Zellen zu einem gegebenen Startdrei-
eck erhalten. Wir durchlaufen eine solche Triangulierung  nach Algorithmus 2 aus Ab-
schnitt 3.1, wobei wir gegebenenfalls den aktuellen Kegel modizieren. Basierend auf den
Resultaten aus Kapitel 8 und Kapitel 9 konstruieren wir in Abschnitt 10.1 eine allgemeine
Klasse minimal bestimmender Mengen von S
2
q
(). Unter Verwendung der Relationen zwi-
schen den Bezier-KoeÆzienten und den partiellen Ableitungen eines Splines k

onnen wir so-


















(), q  5, in Kapitel 7 die Methode der Redukti-
on des Polynomgrads verwenden.
Sei nun  eine beliebige Triangulierung, die mittels Algorithmus 2 so durchlaufen wer-
den kann, dass zu keinem Zeitpunkt ein Fill angeh

angt wird. Fassen wir die Zelle eines
Flappunkts v 2 V
I
als Vereinigung des Dreiecks, das mit der bereits durchlaufenen Teil-
triangulierung eine gemeinsame Kante hat, und dem Kegel bestehend aus den restlichen
Dreiecken der Zellen auf, modizieren wir  wie folgt. Besitzt dieser Kegel eines Flap-
punkts oder der Kegel eines Randpunkts, der zur bereits durchlaufenen Teiltriangulierung
hinzugef

ugt wird, nicht vier aufeinander folgende Kanten, die paarweise nicht kollinear
sind, unterteilen wir wie in Abschnitt 8.2 beschrieben ein oder zwei Dreiecke des Kegels
durch einen Clough-Tocher-Split. Wir erreichen somit, dass alle Kegel mindestens vier auf-
153
einander folgende Kanten besitzen, die vom Scheitelpunkt ausgehen und eine paarweise




Mittels Algorithmus 2 erhalten wir eine Indizierung der relevanten Eckpunkte v
1
; : : : ; v
n
von . Nach Konstruktion sind die Teiltriangulierungen 



















ur den Fall, dass v

ein Randpunkt von 
 1







kein Randpunkt von 
 1






. Ist schlielich v

weder ein Randpunkt von 
 1
noch ein innerer Eckpunkt






), wobei w und w
0












ur  = 0; : : : ; n bezeichne V
()
I




die Menge der Randpunkte, E
()
I
die Menge der inneren Kanten und E
()
B
die Menge der Randkanten von 

.










die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0































), l = 1; : : : ; n

. Die Indizes l sind hierbei sowie im Folgenden
























































die modizierte Triangulierung von . Wir durchlaufen 

in der gleichen Rei-









. Ferner sei N

 f1; : : : ; ng die Indexmenge aller K
































; falls  =2 N

gilt,




ur  = 0; : : : ; n bezeichne V
()
I











10.1 Minimal bestimmende Mengen
Gegeben sei eine Triangulierung  die mittels Algorithmus 2 ohne Auftreten von Fills





die modizierte Triangulierung von ,
die wie in (10.1) deniert ist. Im Folgenden konstruieren wir f

ur q 2 f5; 6g induktiv eine





). Wir verwenden dazu die in
Abschnitt 8.2 denierten minimal bestimmenden Mengen von S
2
q
() auf einem Kegel und
auf einem modizierten Kegel.
Konstruktion minimal bestimmender Mengen:




ein Randpunkt von 

 1









ein Flappunkt bzgl. 

 1
































ein Flappunkt bzgl. 

 1






: i > 2; i+j+k=qg.




ein Randpunkt von 

 1





in (8.42) gegeben, falls ein Dreieck von K


durch einen Clough-Tocher-Split unterteilt ist,













ein Flappunkt bzgl. 

 1



























wie in wie in (8.52)


















: i > 2; i+j+k=qg.
F































; falls  2 N

gilt,
 = 1; : : : ; n:
(10.2)





wie in (10.1) gegeben. Dann ist A
n
wie





















) ist. Es gelte 
P
s = 0, P 2 A
n
. Dann ist zu zeigen, dass

P
s = 0 f





) gilt. Wir zeigen im Folgenden, dass

P
















folgt aus (10.3), dass A
n






Beweis von (10.3) durch vollst

andige Induktion nach .






) gilt, erhalten wir direkt (10.3).
Induktionsschritt  1 ! . Die Behauptung (10.3) sei f






















) wie in (8.2) gegeben ist, bzw. es folgt 
P


















) wie in (8.3) gegeben ist. Wir betrachten zun









ur  =2 N

folgt die Behauptung direkt aus Theorem 8.19. F

ur  2 N

folgt (10.3) aus Theorem 8.20 oder 8.21. Ist v

ein Flappunkt bzgl. 

 1
, folgt aus den
C
2




s = 0, P 2 fP
[;1]
i;j;k

















Behauptung aus Theorem 8.19, 8.20 oder 8.21. 











21 + 6 jE
()
I












ur q = 5,
28 + 10 jE
()
I












ur q = 6
(10.4)
gilt.
Beweis von (10.4) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Oensichtlich gilt f

ur q = 5 jA
0
j = 21 und f










= ; folgt dann (10.4).
Induktionsschritt  1 ! . Die Behauptung (10.4) sei f










achst ein Randpunkt von 
 1
. Gilt  =2 N

, dann sei  gleich der Anzahl der
inneren Kanten von K


























6   3 f

ur q = 5,
10   2 f

ur q = 6,
so dass nach Induktionsannahme (10.4) folgt. Gilt  2 N

, dann bezeichne n
CT
2 f1; 2g die
Anzahl der Clough-Tocher-Dreiecke von K


. Ferner sei  + 3n
CT




















6 + 1 f

ur q = 5,
10 + 7 f

























. Nach Induktionsannahme folgt dann (10.4). Gilt
156
nCT












6 + 5 f

ur q = 5,
10 + 16 f

ur q = 6.
































. Nach Induktionsannahme folgt dann die
Behauptung. Sei nun v






















ur q = 5,
10 f

















= 0 sowie nach Induktionsannahme





, dann bezeichne n
CT

































































ur q = 5,
10 n





ur q = 6,
so dass nach Induktionsannahme die Behauptung (10.4) folgt. 
F

ur  = n folgt somit aus den Theoremen 2.3 und 2.4, dass jA
n

















, wie oben deniert, die modizierte Triangulierung einer Triangulierung , die
mittels Algorithmus 2 so durchlaufen werden kann, dass keine Fills auftreten. Im Folgenden


















), q = 5; 6.
F

ur l = 1; : : : ; n









Clough-Tocher-Split unterteilt ist, und f








modiziert wurde. Sei f 2 C(
) gen












wie in (2.3) deniert. Wir betrachten zun

achst den Fall q = 5.
Konstruktion von Hermite-Interpolationsmengen:
Fall 1: Es gilt  = 0.
s erf













), ! = 0; : : : ; 5.










2 f2; : : : ; 

















se nicht kollinear sind. Dann erf












), ! = 0; 1; 2, f














































































































genau ein Clough-Tocher-Dreieck, dann sei l

2 f1; : : : ;  1g der Index dieses
Dreiecks. s erf












), ! = 0; 1; 2, f

















































































































durch einen Clough-Tocher-Split unterteilt. Dann erf

















































































































































































), ! = 0; 1; 2, falls  = 2 gilt.
Fall 4: v

ist ein Flappunkt bzgl. 
 1
.
In diesem Fall erf



























bedingungen des Falls 1.












Beweis. Analog zum Beweis von Theorem 10.1 folgt mit den Beziehungen (2.7) zwi-
schen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-








) eindeutig bestimmen. Aus Theorem 10.1 folgt dann
die Behauptung. 
Sei nun q = 6.
Konstruktion von Hermite-Interpolationsmengen:
Fall 1: Es gilt  = 0.
s erf












), ! = 0; : : : ; 6.










2 f2; : : : ; 

















se nicht kollinear sind. Dann erf












), ! = 0; 1; 2; 3, f

































































































































genau ein Clough-Tocher-Dreieck, dann sei l

2 f1; : : : ;  1g der Index dieses
Dreiecks. s erf












), ! = 0; : : : ; 3, f

ur l = 1; : : : ; 








































































































































hingegen zwei Clough-Tocher-Dreiecke, dann erf



































































































































































), ! = 0; : : : ; 3, falls  = 2 gilt.
Fall 4: v

ist ein Flappunkt bzgl. 
 1
.
In diesem Fall erf


























bedingungen des Falls 1.












Beweis. Analog zum Beweis von Theorem 10.1 folgt mit den Beziehungen (2.7) zwi-
schen den partiellen Ableitungen und den Bezier-KoeÆzienten von s, dass die Hermite-








), die wie in (10.2) gegeben ist, eindeutig bestimmen. Aus Theorem 10.1



































,  = 1; : : : ; n, und w

ahlen sukzessive weitere Interpolationspunkte. Wir zeigen,
















. Die Menge L
0
enthalte die folgenden Punkte:








































und i verschiedene Punkte auf jeder Geraden L
i
, i = 1; 2; 3.)
F

ur   1 w

ahlen wir die Interpolationspunkte wie folgt.










2 f2; : : : ; 







  2  l  l

+ 1 paarweise
nicht kollinear sind. Ferner sei
~
l 2 f1; : : : ; 












ur l = 1; : : : ; 























































l + 1, je einen Punkt z
;l
im Inneren von T
[;l]
.







alt genau ein Clough-Tocher-Dreieck.
Es sei
~











, l = 1; : : : ; 

+2. Dann sei l

2 f2; : : : ; 

+1g so

























ur l = 1; : : : ; 





































ur l = 1; : : : ; 











im Inneren der Kante
~e
;l
und je einen Punkt z
;l

































































sind durch einen Clough-Tocher-Split unterteilt.











1; : : : ; 

+2. Dann sei l

2 f2; : : : ; 




















paarweise nicht kollinear sind. L

enthalte die folgenden Interpolationspunkte:
(10.14) f

ur l = 1; : : : ; 









































im Inneren der Kante ~e
;3





, falls  = 2 gilt, und











im Inneren von T
[;(1;1)]
und einen Punkt w
(1)
;(1;2)









im Inneren der Kante e
;(2;2)





und einen Punkt w
(1)
;(2;3)











enthalte die folgenden Interpolationspunkte:
(10.17) den Eckpunkt v











ur l = 0; 1
sowie einen Punkt z
;1




















alle 1 bis 3.






















) und es gelte s(z) = 0 f

ur alle z 2 L. Wir zeigen im Folgenden,
dass









 0;  = 0; : : : ; n; (10.18)
gilt.
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Beweis von (10.18) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Es ist zu zeigen, dass s(z) = 0 f



















und nach Voraussetzung verschwindet sj
e
auf

























(z) = 0, i = 1; 2; 3, die Gleichung f































Induktionsschritt  1! . Die Behauptung (10.18) sei f


























l 2 f1; : : : ; 







 0, l = 1; : : : ; 

+ 1, gilt. Da s ein C
2
-Spline ist, folgt, dass die Funktionswerte



























) = 0 f






ur l = 1; : : : ; 













l = 1; : : : ; 




































Wir erhalten somit s(z) = 0 f

ur alle z 2 e
;l
, l = 1; : : : ; 











) = 0, l = 1; : : : ; 





  1, so dass mit den Beziehungen (2.7)







) = 0; ! = 0; : : : ; 3; l = 1; : : : ; 

+ 1;
folgt. Somit folgt f




































gilt, so dass wir
s(z) = 0; z 2 e
;l
; l = 0; : : : ; 

+ 1; (10.19)




die Punkte (10.9) und (10.10). O.B.d.A. gelte
~
l > 1. F

ur l = 1; : : : ; 









































und wir erhalten s(z) = 0 f

ur alle z 2 ~e
;1














(z) = 0, i = 1; 2; 3, die Gleichung f













ist. Da nach Konstruktion p(z
;1
) = 0 gilt,









ur l = 1; : : : ; 












) = 0; ! = 0; : : : ; 4; l = 1; : : : ; 

+ 1:












, dass s(z) = 0 f
























l = 1 folgt
die Behauptung analog.












Punkte (10.11) bis (10.13). Da s ein C
2
-Spline ist, folgt, dass die Funktionswerte und alle




























) = 0 f












l; 2). Da L

die Punkte (10.11) enth

alt, erhalten wir analog zum







) = 0; ! = 0; : : : ; 3; l = 1; : : : ; 












) = 0; ! = 0; : : : ; 3;  = 1; 2;
und
s(z) = 0; z 2 e
;l







ferner die Punkte (10.12) enth

















(10.13), so dass ebenfalls analog zum Beweis von Fall 1 s(z) = 0 f











folgt. Mit (2.8) folgt analog zum Beweis von Theorem 8.20 die
Behauptung.


















alt die Punkte (10.14) und
(10.16) sowie die Punkte (10.15), falls 

= 2 gilt. Da s ein C
2
-Spline ist, folgt, dass






































) = 0 f

ur ! = 0; 1; 2, l = 1; 2 und
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) = 0 f

ur ! = 0; 1; 2, falls 





















) = 0; ! = 0; : : : ; 3;
falls 

= 2 gilt. Ferner erhalten wir s(z) = 0 f

ur alle z 2 e
;l
, l = 0; : : : ; 

+1; (1; 1); (2; 2).
Gilt 





die Punkte (10.16) enth

alt, erhalten wir analog zu Fall 1 s(z) = 0, z 2 T
[;(1;3)]
. Mit (2.8)
folgt dann analog zum Beweis von Theorem 8.21 bereits die Behauptung.
Fall 4: v

ist ein Flappunkt bzgl. 

 1
. Da s ein C
2
-Spline ist, folgt, dass die Funktions-

















































) = 0; l = 0; 1;








gilt, folgt analog zum Beweis von Fall 1









folgt (10.18) analog zu den Beweisen der F

alle 1 bis 3. 





) gilt. Wir zeigen im Folgenden, dass f

ur







j = 21 + 6 jE
()
I












Beweis von (10.20) durch vollst

andige Induktion nach .
Induktionsanfang  = 0. Oensichtlich gilt jL
0






= ; folgt dann
bereits (10.20).
Induktionsschritt  1! . (10.20) sei f










achst ein Randpunkt von 
 1
. Gilt  =2 N

, dann sei  gleich der Anzahl der
inneren Kanten von K






















j + 6   3;




2 f1; 2g die
Anzahl der Clough-Tocher-Dreiecke von K


. Ferner sei  + 3n
CT









































. Nach Induktionsannahme folgt dann (10.20). Ist
n
CT








j + 6 + 5:
































. Nach Induktionsannahme folgt dann die
Behauptung. Sei nun v
































= 0 sowie nach Induktionsannahme





























































j + 6 n

  9 + 4 n
CT
;













urnberger & Zeilfelder [49] gaben f

ur Triangulierungen, die induktiv aus Ke-
geln aufgebaut werden und keine Semisingularit

aten enthalten, eine spezielle minimal be-
stimmende Menge von S
2
7
() an. Wir konstruieren in Abschnitt 11.1 allgemeine Klassen










achst, wie in Kapitel 9 beschrieben, f

ur alle Eckpunkte v von  eine minimal bestim-





(v). Anschlieend durchlaufen wir  mittels Algorithmus
2 aus Abschnitt 3.1 und w

ahlen basierend auf den Ergebnissen aus Kapitel 8 und 9 weite-











Sei  eine beliebige Triangulierung. Wir durchlaufen  mittels Algorithmus 2 und er-
halten somit auf einer Teilmenge von V eine Indizierung der Eckpunkte v
1







 : : :  
n





arer Fill bzgl. 
 1













ugen wir den Schwerpunkt y

des Dreiecks hinzu und unterteilen T
[;1]






:  = 1; 2; 3g. Ferner sei N






modiziert wurden. Die modizierte Triangulierung 



































ur  = 0; : : : ; n bezeichne V
()
I






















die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0































), l = 1; : : : ; n

. Die Indizes l sind hierbei sowie im Folgenden





ein Randpunkt von 
 1
, dann sei K
















































11.1 Minimal bestimmende Mengen
Gegeben sei eine beliebige Triangulierung  und es sei 

wie in (11.1) gegeben. Im







Konstruktion minimal bestimmender Mengen:
F















die wie in (9.23) oder (9.25) gegeben ist, falls v 2 V

I
gilt, und die wie (9.27) gegeben ist,







ur  = 1; : : : ; n die folgenden BB-Punkte.



















l 2 f1; : : : ; 








nicht degeneriert ist. Die Menge A
K

enthalte die folgenden BB-Punkte:
 f

ur 1  l <
~

























l < l  
























ur l = 1; : : : ; 








 die BB-Punkte P
[;l]
1;3;3


















ur l = 1; : : : ; 














 die BB-Punkte P
[;l]
1;3;3






































































g. Ferner sei P

wie in (11.2) deniert.

























































l 2 f1; : : : ; n








nicht degeneriert ist. A
K

enthalte die folgenden BB-Punkte:


























ur ein l 2 f1; : : : ; n







ur l = 2; : : : ; n










ur l = 1; : : : ; n














) induktiv wie folgt. Es sei
A
0






























































































wie in (11.1) gegeben. Dann ist A wie in (11.4) eine















i + j + k = 7, die Bezier-KoeÆzienten von sj
T
[;l]
,  = 1; : : : ; n,  =2 N







, i + j + k = 7, die Bezier-KoeÆzienten von sj
T
[;(1;)]
,  = 1; 2; 3,
 2 N

. Wir zeigen zun






) ist. Es gelte

P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f






Konstruktion von A erhalten wir direkt

P






Wir zeigen im Folgenden, dass

P









);  = 0; : : : ; n; (11.6)
gilt.
Beweis von (11.6) durch vollst

andige Induktion nach .




Induktionsschritt  1! . Die Behauptung (11.6) sei f

ur  1 bereits bewiesen.





,  =2 N












ar. Nach Induktionsannahme folgt direkt 
P






(11.5) und den C
2































= 0. Dann folgt mit
(11.5) und nach Denition von A
K

aus Theorem 8.23 die Behauptung.
Fall 2: Es gilt  =2 N














ar ist, oder es gilt 


















-Menge bzgl. einer inneren Kante von 

 1
liegt, folgt nach Induktionsannahme 
P


















. Dann folgt mit (11.5) aus den C
2
-






















 1, folgt ferner aus den C
2











= 0, 1  l  










































erhalten wir ferner a
[;1]
2;2;3
= 0. Nach Denition von A
K









, folgt die Behauptung analog.
Fall 3: Es gilt  2 N

. Analog zum Beweis von Fall 1 folgt, dass 
P
























= 0 gilt. Mit (11.5) und




folgt dann bereits aus Theorem 8.24 die Behauptung.
Fall 4: v

ist ein Flappunkt bzgl. 

 1
. Nach Induktionsannahme folgt mit (11.5) aus
den C
2

















, folgt nach Denition von A
K







aus Lemma 9.3 mit (11.5) 
P
s = 0, P 2 D
4
(v). Insbesondere gilt dann 
P







). Analog zum Beweis von Fall 1 folgt dann die Behauptung. 









































Beweis von (11.7) durch Induktion nach .
Induktionsanfang  = 0. Nach Konstruktion gilt jA
0








Induktionsschritt    1! . Die Behauptung (11.7) sei f

ur    1 bereits bewiesen.

































j+1 gilt, folgt nach Induktionsannahme (11.7).







arer Eckpunkt und es gelte 


















j + 1, so
dass nach Induktionsannahme (11.7) folgt.





,  2 N


















j+2 gilt, folgt nach Induktionsannahme
(11.7).





ein Flappunkt bzgl. 

 1

















j, so dass nach Induktionsannahme (11.7)
folgt.
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ein Flappunkt bzgl. 

 1

























j + 1 gilt, folgt
dann nach Induktionsannahme bereits (11.7). 
Mit (11.7) gilt somit jA
n






























2; falls v singul

ar ist,
1; falls v nicht singul





Dann gilt oensichtlich f


































































































































ur eine gegebene Triangulierung  sei 

wie in (11.1) deniert. Wir geben im Folgenden







) an. Analog zu der Konstruktion





) in Abschnitt 11.1 gehen wir dabei wie folgt
vor. F





achst Interpolationsbedingungen an, die
alle partiellen Ableitungen dritten Grades von s in v eindeutig bestimmen. Anschlieend
durchlaufen wir die Triangulierung 

in der in (11.1) festgelegten Reihenfolge. In jedem




















































achst die Hermite-Interpolationsbedingungen, die s f

ur jeden Eck-




ullen muss. Sei n
v
= deg(v). Gilt v 2 V

I
, dann seien die Eckpunk-
te und Dreiecke von 
v









ur v 2 V

B











ur l = 0; : : : ; n
v






















, l = 1; : : : ; n
v
bzw. l = 1; : : : ; n
v
  1. Sei f 2 C(
) gen








f wie in (2.3) deniert.








 4, dann nummerieren wir die inneren Kanten von 
v













paarweise nicht kollinear sind. Ferner sei
~





< 4, dann seien die inneren Kanten von 
v
so nummeriert, dass die Kante e
0
bzgl.
v nicht degeneriert ist, und es gelte
~
l 2 f1; : : : ; n
v
  1g. s erf









f(v), ! = 0; 1; 2 f





















































ur l = 1; : : : ; n
v




 4 gilt, und f

ur l =
1; : : : ; n
v



















f(v), ! = 0; 1; 2 f











































ur ein l 2 f1; 3g und ein l 2 f2; 4g.









l 2 f1; : : : ; n
v



























(v), l = 0; : : : ; n
v







ur  = 0; : : : ; n erf














, falls  2 N

gilt, wie in (2.3) deniert.
Fall 1: Es gilt  = 0.
s erf





























































































































,   1.












l 2 f1; : : : ; 







nicht degeneriert ist. s erf
































































ar ist, und anderenfalls
f

































































































gilt, l = 1; : : : ; 

+ 1.
b) Es gilt 





































c) Es gilt 





































































































,   1.






































),  = 1; 2; 3.












l 2 f1; : : : ; n








degeneriert ist. Dann erf































































ar ist, bzw. anderenfalls f

































































































































, l = 2; : : : ; n

, gilt.
Theorem 11.2. Sei 










Beweis. Mit den Beziehungen (2.7) zwischen den partiellen Ableitungen und den Bezier-




ur alle v 2 V

, dass die Hermite-Interpola-









(v) wie in Abschnitt 9.1 deniert ist, falls v 2 V

I
gilt, bzw. wie in Ab-
schnitt 9.2 deniert ist, falls v 2 V

B
gilt. Somit folgt, dass s f






eindeutig bestimmt ist. Mit den Beziehungen (2.7) erhalten wir ferner, dass die Hermite-
Interpolationsbedingungen die Bezier-KoeÆzienten einer Menge A
n
, die wie in (11.3) ge-






(), q  8
In diesem Kapitel betrachten wir den Splineraum S
2
q
(), q  8, f

ur beliebige Triangulie-




(), q  8. Dabei gehen wir analog zu der Methode f

ur den Fall q = 7





are Fills nicht modiziert werden. Mit der Charakterisierung allgemeiner
minimal bestimmender Mengen von S
2
q
() auf beliebigen Kegeln und Zellen aus Kapitel 8
bzw. Kapitel 9 ergibt sich somit f







ur beliebige Triangulierungen. In Abschnitt 12.2 konstruieren wir un-
ter Verwendung der Relationen zwischen den Bezier-KoeÆzienten eines Splines und dessen





(), q  8, f

ur beliebige
Triangulierungen. Chui & Lai [14] und Lai & Schumaker [37] konstruierten eine minimal
bestimmende Menge von S
2
q
(), q  8. Ferner gaben Davydov, N

urnberger & Zeilfelder





(), q  8, an.
Sei  eine beliebige Triangulierung. Wir durchlaufen  nach Algorithmus 2 aus Ab-













die Menge der Randpunkte von  bezeichnet, die nur mit Randpunkten von 





: : :  
n





































































































die Menge der Randpunkte, E
()
I




die Menge der Randkanten von 

.










die Randpunkte der Zelle 
v

gegen den Uhrzeigersinn mit v
;0































), l = 1; : : : ; n

. Die Indizes l sind hierbei sowie im Folgenden
stets als l modulo n

























































ur die Eckpunkte von  gelten insbesondere die Bemerkungen 7.1 bis 7.3.
12.1 Minimal bestimmende Mengen
Sei  eine beliebige Triangulierung. Ferner seien die Teiltriangulierungen

,  = 0; : : : ; n,
die wir mittels Algorithmus 2 erhalten, wie in (12.1) gegeben. Im Folgenden konstruieren
wir eine allgemeine Klasse minimal bestimmender Mengen von S
2
q










ur jeden Eckpunkt v der Triangulierung.
Anschlieend betrachten wir f








weitere BB-Punkte zu den bereits gew













 Es gelte  = 1.
Ist v
1;l
, 1  l  n
1
  1, ein nicht singul













































, 1  l  

, ein nicht singul


















































ein Flappunkt bzgl. 
 1
,  > 1.
Ist v
;l
, 2  l  n

  1, ein nicht singul

















Konstruktion minimal bestimmender Mengen:
Fall 1: F






































wobei M := fP
[;l]
i;j;k












, dann sei A
;0















2 f1; : : : ; 








ist, die folgenden BB-Punkte:











































< l  

, und
























ur l = 1; : : : ; 













) wie in Abschnitt 8.1.2 de-
niert. Dann denieren wir f






















































































ist ein Flappunkt bzgl. 
 1













Fall 4: Es gilt  = 1 oder f
























degeneriert, 1  l  n

g:
Die Menge A sei auf 
v





































ur alle v 2 V

eine minimal bestimmende Menge von S
2
q
(), q  8,auf
D
3
(v), die wie in (9.23) oder (9.25) gegeben ist, falls v 2 V

I
gilt, und die wie (9.27)
gegeben ist, falls v 2 V

B

















Beweis. Sei q  8 und es gelte s 2 S
2
q




, i + j + k = q, die Bezier-KoeÆzienten von sj
T
[;l]
,  = 1; : : : ; n, l =
1; : : : ; n

. Wir zeigen zun

achst, dass A eine bestimmende Menge von S
2
q
() ist. Es gelte

P
s = 0, P 2 A. Dann ist zu zeigen, dass 
P
s = 0 f

ur alle P 2 B
q
() gilt. Nach Denition
von A folgt direkt

P





Wir zeigen im Folgenden, dass f

ur  = 1; : : : ; n

P






















Beweis von (12.7) durch vollst

andige Induktion nach .
Induktionsanfang  = 1. Nach Konstruktion von A
K
1













= ;, folgt damit bereits die Behauptung. Gilt P
1
6= ;, dann sei v
1;l
, l 2 f1; : : : ; n
1
g,
entweder ein Fillpunkt bzgl. 
1
oder ein nicht singul










ar vom Typ II bzgl. 
1






Wir zeigen, dass in diesem Fall a
[1;l+1]
1;3;q 4





und der Fall, dass
v
1;l
ein Fillpunkt oder semisingul

ar vom Typ I bzgl. 
1
ist, lassen sich analog zeigen.) Wir
nummerieren die Dreiecke mit Eckpunkt v
1;l
, die nicht in 
1
enthalten sind, gegen den Uhr-
zeigersinn mit T
(j)


































ur j = 1; 2 sei e
j
















bezeichnet,  +  +  = q und j = 1; 2; 3. Mit
(12.8) gilt insbesondere 
P
s = 0 f












g. Ferner folgt mit
(12.6), dass 
P
s = 0 f





) gilt. Da T
(1)
eine gemeinsame Kante mit T
[1;l]
hat, folgt aus den C
2


























nach Voraussetzung bzgl. v
1;l
nicht degeneriert ist, folgt dann aus der C
2
-





= 0 gilt. Somit gilt die Behauptung
(12.7) f

ur  = 1.
Induktionsschritt  1 ! . Die Behauptung (12.7) sei f

ur  1 bereits bewiesen. Somit
gilt 
P




). Aus den C
2







folgt direkt, dass 
P








) wie in (8.2) deniert
ist.







 1. Mit (12.6) folgt analog zum Beweis von Theo-
rem 8.23, dass 
P








6= ;, folgt analog zum Beweis des
Falls  = 1 die Behauptung.




















6= ;, folgt die Behauptung (12.7) analog
zum Beweis des Falls  = 1.









. Dann folgt die Behauptung (12.7) direkt mit













. Mit (12.6) folgt analog zum Beweis von Theo-
rem 9.4, dass 
P






, gilt. Ist P

6= ;, folgt analog zum Beweis des
Falls  = 1 die Behauptung. 
180















(q + 1)(q + 2)
2












































, 2    , bezeichnet, die




sind. Ferner gelte f





























von dem mindestens eine Randkante von K

ausgeht, die bzgl. v
;l
nicht degeneriert ist,











Beweis von (12.9) durch vollst

andige Induktion nach .




























j = 0 gilt, folgt damit bereits (12.9).
Induktionsschritt  1 ! . Die Behauptung (12.9) sei f


































































































ein Flappunkt bzgl. 
 1
, gilt
































  3q   22
2












ein Flappunkt bzgl. 
 1
, gilt





























(q   1)(q   2)
2
  12;
so dass nach Induktionsannahme (12.9) folgt. 




(q + 1)(q + 2)
2

































2; falls v singul

ar ist,






Dann gilt oensichtlich f




















+ 6 + ~
v





+ 8; v 2 V
B
:























+ 8) + jA
n
j











(q + 1)(q + 2)
2
















































Sei  eine beliebige Triangulierung. Dann erhalten wir mittels Algorithmus 2 eine Kette
von Teiltriangulierungen 
1
 : : :  
n
=  von , die wie in (12.1) deniert sind. Im






(), q  8.
Es sei E

 V E, und E

enthalte die folgenden Elemente:
 Ist v
1;l
, 1  l  n
1
, ein nicht singul
















































, 1  l  

, ein nicht singul























































ein Flappunkt bzgl. 
 1
,   2. Ist v
;l
, 2  l  n

  1, ein nicht
singul



















Mit den Bemerkungen 7.1 und 7.2 folgt f

ur alle (v; e) 2 E






achst die Hermite-Interpolationsbedingungen, die s 2 S
2
q
(), q  8,
f

ur jeden Eckpunkt v 2 V erf

ullen muss. Sei n
v
= deg(v). Ist v 2 V
I
, dann seien die
Eckpunkte und Dreiecke von 
v









ur v 2 V
B
nummerieren wir die Eckpunkte von 
v
gegen
den Uhrzeigersinn mit v
0






ur l = 0; : : : ; n
v







1; : : : ; n
v











, l = 1; : : : ; n
v
bzw. l = 1; : : : ; n
v
  1. Sei f 2 C(
) gen








f wie in (2.3) deniert, l = 1; : : : ; n

, ! 2 N.
Fall 1: Es gilt v 2 V
I






 4, dann nummerieren wir die inneren Kanten von 
v













paarweise nicht kollinear sind. Ferner sei
~
l 2 f1; : : : ; n
v
  2g. Ist e
v
<
4, dann nummerieren wir die inneren Kanten von 
v
so, dass die Kante e
0
bzgl. v
nicht degeneriert ist, und es gelte
~
l 2 f1; : : : ; n
v
  1g. s erf









f(v), ! = 0; 1; 2 f





















































ur l = 1; : : : ; n
v




 4 gilt, bzw. f

ur l =
1; : : : ; n
v



















f(v), ! = 0; 1; 2, f











































ur ein l 2 f1; 3g sowie f

ur ein l 2 f2; 4g.









l 2 f1; : : : ; n
v




































ur  = 0; : : : ; n erf








wie in (2.3) deniert.
Fall 1: F











2 f1; : : : ; 







, dann sei ferner
~
l 2
f1; : : : ; 


































































































ist, und anderenfalls f

ur













), ! = 4; : : : ; q   3, f

ur l = 1; : : : ; 


































ur (; ) = (q   3; 0), (q   4; 1), (q   4; 0),
(0; q 3) sowie f
























































ur  = 3; : : : ; q 4 und  = 0; : : : ; q 3 
auer f

ur (; ) = (3; 0) sowie auer f



























= 0,   2.
Dann erf

































ur  = 3; : : : ; q  4 und  = 0; : : : ; q  3  
auer f

ur (; ) = (3; 0) sowie auer f
























































ur  = 3; : : : ; q   4 und  = 0; : : : ; q   
auer f

ur (; ) = (3; 0); (3; q   3).













l 2 f1; : : : ; n








degeneriert ist. s erf























































































ar ist, bzw. anderenfalls f





















































l = 1; : : : ; n
1
;  = 1
l = 2; : : : ; n

































ur (; ) = (q 3; 0), (q 4; 1), (q 4; 0),
(0; q  3) sowie f
















































ur  = 3; : : : ; q   4 und  = 0; : : : ; q   
auer (; ) = (3; 0); (3; q   3), falls   2 gilt.




Beweis. Mit den Beziehungen (2.7) zwischen den partiellen Ableitungen und den Bezier-




ur alle v 2 V , dass die Hermite-Interpolations-









(v) wie in Abschnitt 9.1 deniert ist, falls v 2 V

I
gilt, bzw. wie in Abschnitt 9.2 deniert
ist, falls v 2 V

B
gilt. Somit folgt, dass s f

ur alle v 2 V aufD
3
(v) eindeutig bestimmt ist. Mit
den Beziehungen (2.7) erhalten wir ferner, dass die Hermite-Interpolationsbedingungen die
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