1.
Introduction.
The problem of selecting the k-th largest in a set of n n-mbers by pairwise comparisons has been a subject of considerable interest (e.g. Knuth [6] [8]). Two particularly interesting situations are the fixed-k case (n 3 a) and the median-finding problem (k = rn/21) .
Let Vk(n) denote the complexity of selection in the worst case, and v,(n) the average-case complexity assuming that all n! permutations are equally likely.
-/ * Table 1 Table 1 . A summary of known results on selection problems. e As seen from the table, no good lower bound is known for the fixed-k behavior of v,(n) . It is not even known whether v,(n)-n -+ a as n + 33 [aPI. Sobel conjectured [8] v,(n)-n to be of the order log n , as is true in the worst-case complexity, But in 1973, Matula [p] devised an elegant algorithm which finds the k-th largest using n+ck(ln ln n) * -/ In this paper, we use f lg to stand for logarithm with base 2. + These results have generalizations for the case k = an with any fixed 0 < a < 1 .
u An improved lower bound of (U/6), was claimed in [IZ] .
comparisons on the average; and he conjectured that the k(ln In n)
term cannot be further reduced. In this paper, we prove that v,(n)-n 2 c'k(ln In n) , thus confirming the conjecture. As a result, vk(n)-n is determined to within a constant factor asymptotically.
Main Theorem. For every integer k 2 2 , there exists a nuTnber Nk 1 such that vk(n)-n 2 2 k(lnlnn-lnk-9) for all nzNk.
In Section 2 some basic concepts are introduced, In Section 3 we illustrate certain aspects of the proof by showing a weaker form of the theorem in the case k = 2 , under a severe "regularity" constraint on the class of allowed algorithms. In Section 4 we examine the difficulties encountered in extending the discussion to include non-regular algorithms,
We then introduce some new concepts and prove a crucial result (the Limited-Anomaly Theorem) to prepare for the proof of the Main Theorem, which is completed in Section 5.
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The average-case complexity V,(n) of selecting the k-th best of n.
is the minimum cost COST(T) among all decision trees. Without loss -of generality, we consider only algorithms that make no redundant comparisons (i.e., comparisons whose results can be deduced from com@risons made previously).
Let T be any algorithm. We consider two types of non-crucial comparisons: for each input ordering u , let Sl(0) be the set of comparisons made by T in which the loser has been defeated previously, and S2(a) the set of comparisons involving at least one plwer ranking 4 in the top k-l . We shall write ~~(0) = ISi(c)\ (i = 1,2) . Note that a comparison can be in both Sl(o) and S2(0) . As each player except the top k must encounter a first defeat, we have
Also, because each player not in the top k must lose to some player ranking below the top (k-l) , we have s(a) 1 n-k+s2(o) . 
We obtain from (2.5) and (2.6),
we collect (2.4) and (2.7) in the following lemma.
Lemma 2.1.
We can think of the two formulas in the above lemma as two counting methods for the comparisons. The first one is direct counting, while the other is distributive counting as the cost is "distributed" to the internal nodes of the decision tree. To illustrate the utility of these alternative counting methods, we can combine the two formulas to obtain
Our aim will be, roughly speaking, to show that for any permutation 0 ,
That is, for any computation sequence S(0) , either itself contains a large nwnber ~~(0) of non-crucial comparisons, or it will effect a large number a(a) = Ix cl(v) -.of non-crucial comparisons distributed VE s(o) over other paths. However, in the proof we shall not be using (2.10) and (2.11), but rather Lemma 2.1 itself, in order to obtain better coefficients of klnlnn in the lower bounds.
Remark. The quantities s(&si(a),U(&.. all depend on T ; we have suppressed this dependence in our notations for simplicity.
3a
Regular Algorithms.
3.1 Introduction.
In this section we shall prove a weaker form of the Main Theorem for k=2, under certain "regularity" constraints on the algorithms under consideration.
We begin with a discussion about general algorithms. Let T be any decision tree algorithm selecting the k-th largest of X = kl ,x2,,,.,xn] .
One can view the computation process for any input ordering 0 as building up successively larger partial orders on X , Formally we associate with each node v in T a partial order P(v) , which is the relations xi > x. obtained on the J 
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. . In particular, any algorithm that removes anomalous partial order as soon as they occur is regular. For instance, suppose the current partial order P(v) is as shown in Figure 2 respectively. Let D(u) be the set of internal-node-descendants of u , and DL(u) the set of leaf-descendants (u is also considered to be a descendant of u ). The weight w(u) is the number of leaf-descendants of u ; thus w(u) = ID,(U)\ = \D(u)\+~ , and for any leaf u , w(u) = 1 .
The external path length is defined as E(M) = c wb-4 l
UE MI
Lemma 3.2.
Let M be any binary tree with n leaves, then E(M) 2 n(lg n -1) .
Proof.
From Knuth [7, Section 2.3.4.5 eqs. (3) and ( For each node u of M , use u' to denote brother [u] when it exists (i.e., when u f root ). Let depth(u) be the distance from the root to a node u , with depth(root) = 0 , We sort the nodes in V in decreasing order of the depth as ?L ,u',...,u 2 t ; i.e., i<j implies depth(ui) 2 depth(uj) .
Fact A. For any i< j, U; and u 3 have no common descendants.
Proof of Fact A. The case i = j is trivial, as Ui and u. J are brothers.
Assume i < j , which implies depth(u;) = depth(u) 2 depth(uj) .
If ui and u. J have any common descendants, then u; , and hence u. , 1 must be a descendant of ui . But this is ruled out since V is a cross section.
From Fact
l<j<W --1 n-W+j = Hn-Hn w l Lemma 3.3 then follows frcrm formula (3.1).
3.3 Merge-trees and the Proof of Theorem 3.1.
Let T be a regular algorithm that selects the second best of n players. We-shall sh ow that, for any 0 , c q(v) 2 In In n -7 .
VE S'(u)
This immediately implies Theorem 3 .l, since by Lemma 2.1, COST(T) 2 n -2 + 2 l(lnlnn 2 n+ 1 2 ln ln n -6 -7)
We first state a useful fact.
Fact B.
Let~,a~,...,"~ be positive numbers. Then
The function x lg x isconvexfor x>O. Q
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The basis for proving (3.2) is the following bound on q(v) . and x. 1 J are both undefeated, then q2(v) 2 (cl+c2)/n as the larger of x. ) x. 1 J will be the largest of all elements with probability
If xi is undefeated and x. J is not, then ql(v) = (Probability that xi > Xj) 2 c1/(c1+c2) . If x. J is undefeated and x i is not, then ql(v) 2 c2/(c1+c2) by the same token. Thus the lemma is true in all cases. 0
We shall now apply the lower bound on q(v) to prove (3.2). We construct an auxiliary binary tree that represents the successive joining operations performed in SW Y and then use results obtained in Section 3.2. e Merge-tree. Let c be an input ordering to algorithm T . We can construct a binary tree M(c) corresponding to S(c) with the following properties.
(1) M(a) has n leaves labeled by the n input elements X = [x1,x2,...,xn} . We wish to prove the following equivalent formula of (3.2).
( (3.4) 12 12 (3*3)
where w1 = w(ason [u] ) and w2 = w(rson [u] ) . Therefore, Theorem 3.1 will follow from the following result.
Lemma 3.5.
Let M be any binary tree with n leaves. For each The lower bound given in Theorem 3.1 is only about half as large as the corresponding bound in the Main Theorem. This is due to the use of a relatively loose bound for q(v) in Lemma 3.4. A stronger bound for q(v) will be used in the general proof in Section 5, where the regularity constraint is also dropped.
We also wish to point out that (2.8), the first fomuILa in Lemma 2.1, was not used in the above proof, but will be needed later in the proof for the general case.
4.
The Limited-Anomaly Theorem.
The arguments in the previous section fail when algorithms are not required to be regular. The important assertion in Lemma 3.4 is no longer true. Consider the partial order P(v) exhibited in Figure 4 , and suppose . . that the next comparison v is between x1 and an anomalous maximal element x2 l Although the components Cl and C2 have sizes 5 and 102 respectively, it is intuitively clear that the probability q2 (v) is less than (5 +102)/n , as m=+p2] is unlikely to be the largest among elements in clu c2 l It will be seen later (Section 5. It is easy to see that at most two elements will be assigned new weights after the comparison; namely, the two maximal elements y and z whose fiefdoms contain xi and x. respectively. J Since the largest increase in weight for an element is from 0 to m , this proves (A).
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To prove (B) note that xi > x. is a first defeat implies x. = z . 3 3 After the comparison, z is no longer maximal, and F(y) +--F(y)U F(Z) .
We consider two cases according to whether z was anomalous of degree < m before the comparison x. > x. .
. . 1 J z Case (a). was anomalous of degree < m . -
The decrease in z's weight is from m+l-f(z) to 0 while the maximum increase in y Is weight is from 0 to max{O, m+l-(f(y)+ f(z))]
< m+l-f(z) . This means E' < E .
z Case (b). was not anomalous of degree < m . -Then z's weight does not change; y's weight has two cases:
w Y was anomalous of degree < m . Then y's weight strictly -decreases due to the strict increase in its anomaly degree.
(b2) Y was not anomalous of degree < m . Then y's weight remains 0 .
This proves (B). Statement (C) follows from the analysis of Case (a)
and Case (bl) above. This proves Lemma 4.2. c1
We will now complete the proof of Theorem 4.1. Statements (A) and ) of Lemma 4.2 imply that the total increase in weight along path S(G bounded by 2msl(a) . Since the sum of weights of the elements is initially 0 and always non-negative by definition, the number of 
.l Introduction.
We will prove the following result in this section. 18k Theorem 5.1.
Let k , n be integers with k 12 and n > Nk = (8k) .
Suppose T is an algorithm that selects the k-th largest of n elements, and 0 any input ordering. Then a(o) > k(ln In n -In k -6) , if COST(T) 1 n -k + 2 n' (n: -nf xn "")k(ln In n -In k -6) l > n+i k(lnlnn-lnk-6-n -0.1 lnlnn-2) .
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Again, using (5.1), we obtain 1 COST(T) 2 n + 5 k(ln ln n -ln k -9) .
Thus, the Main Theorem is true in both cases.
Some Results on Partial Orders.
Let P be a partial order on a set X = (x1,x2,...,xn} . Assume that all orderings on X consistent with P are equally likely. We are interested in bounds on the probability of some element xi being greater We now partition V into seven disjoint parts Vl,V2, . . ., v7 l
For each ueV , we assign u to a unique Vi according to the following procedure, which halts as soon as u is assigned,
. Procedure Decompose; step 1: If there is some u' ED(U) where the joining comparison is not between two maximal elements, then assign u to Vl .
[comment: If u is not assigned in step 1, then the joining comparison at U creates a component C(u) with a unique maximal element; recall that C(u) consists of the x. 's that label the leaves 3 in DL(u) .I step 2: If UEV' , then assign u to V2 .
[comment: If u has not been assigned after step 2, then u must be in V" and father [u] exists.] . 
In analogy with discussions in Appendix A, it is not difficult to see that V7 is a cross section, and that C Wi= n, l<i<7 and c 7J. E M(o)1 E(u) 2 c Ai .
l<i<_7
(5.13) (5.14)
We will now find lower bounds to the Ai's in terms of the Wi 9.
We treat first Ai for ie (1,3,6} , which are "costly" and thus efficient algorithms should not have large Wi for these values of i .
Lemma 5.9. &J-+?+% 2 (W1'wp+W6)n -(l-k) .
Proof. For each ueVl , some u' ED(U) has a comparison involving a non-maximal element. The definitions are illustrated in Figure 5 .
As an immediate consequence of property p5, we have i =3,4. Proof. We may assume that ue MI , as the assertion is clearly true when u is a leaf. Now each u' ED(U) must be of category 2 (w(u*) < 6) , and hence g(u') = w(u*)/n . Using Lemma 3.2, we have
Proof. Each ueVl satisfies w(u) < 2(n1/3/2) < & , and hence from - Taking only the term R = t and using the assumption A > 2k , we obtain n A-1 A-t+1 -. . . -a2 1 n n-l n-t+1 t when 1 < t < k* .
From (B.2) and (B.3), we see that for 1 < t < k* B(t) = a1 + a-2
>l-e -Thus, (B.l) is also true in this case.
This completes the proof of Lemma 5.4. a 0.3 >
