The Karcher or least-squares mean has recently become an important tool for the averaging and study of positive definite matrices. In this paper, we show that this mean extends, in its general weighted form, to the infinite-dimensional setting of positive operators on a Hilbert space and retains most of its attractive properties. The primary extension is via its characterization as the unique solution of the corresponding Karcher equation. We also introduce power means P t in the infinite-dimensional setting and show that the Karcher mean is the strong limit of the monotonically decreasing family of power means as t → 0 + . We show each of these characterizations provide important insights about the Karcher mean.
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Introduction
P ositive definite matrices have become fundamental computational objects in many areas of engineering, computer science, physics, statistics, and applied mathematics. They appear in a diverse variety of settings: covariance matrices in statistics, elements of the search space in convex and semidefinite programming, kernels in machine learning, density matrices in quantum information, data points in radar imaging, and diffusion tensors in medical imaging, to cite only a few. A variety of computational algorithms have arisen for approximations, interpolation, filtering, estimation, and averaging.
The process of averaging typically involves taking some type of matrix mean for some finite number of positive matrices of fixed dimension. Since the pioneering paper of Kubo and Ando (1) , an extensive theory of two-variable means has sprung up for positive matrices and operators, but the n-variable case for n > 2 has remained problematic. Once one realizes, however, that the matrix geometric mean g 2 ðA; BÞ = A # BdA 1=2 ðA −1=2 BA −1=2 Þ 1=2 A 1=2 , the appropriate noncommutative analog of the real geometric mean ffiffiffiffiffi ab p , is the metric midpoint of A and B for the trace metric δ on the set P of positive definite matrices of some fixed dimensionsee, e.g., refs. 2 and 3-it is natural to use an averaging technique over this metric to extend this mean to a larger number of variables. First, Moakher (4) and then Bhatia and Holbrook (5) suggested extending the geometric mean to n-points by taking the mean to be the unique minimizer of the sum of the squares of the distances: . This idea had been anticipated by Élie Cartan (ref. 6, section 6.1.5), who showed that such a unique minimizer exists if the points all lie in a convex ball in a Riemannian manifold, which is enough to deduce the existence of the least-squares mean globally for P. A more detailed study of Riemannian centers of mass in the setting of Riemannian manifolds was carried out by Karcher (7) , whose ideas are important to the present work.
Another approach to generalizing the geometric mean to n-variables, independent of metric notions, was suggested by Ando, Li, and Mathias (8) via a "symmetrization procedure" and induction. The Ando-Li-Mathias paper was also important for listing, and deriving for their mean, 10 desirable properties for multivariable geometric means. Moaker and Bhatia and Holbrook were able to establish a number of these important properties for the least-squares mean, but the important question of the monotonicity of this mean, conjectured by Bhatia and Holbrook (5) , was left open. However, the authors were recently able to show (9) that all of the properties, in particular the monotonicity, are satisfied in the more general setting of weighted means for any weight ω = ðw 1 ; . . . w n Þ of nonnegative entries summing to 1 and positive matrix n-tuple A = ðA 1 ; . . . ; A n Þ:
(P1) (consistency with scalars) g n ðω; AÞ = A (P2) (joint homogeneity) g n ðω; a 1 A 1 ;. . .; a n A n Þ= a w 1 1 ⋯a wn n g n ðω;AÞ; (P3) (permutation invariance) g n ðω σ ; A σ Þ = g n ðω; AÞ, where ω σ = ðw σð1Þ ; . . . ; w σðnÞ Þ;
BÞ ≤ g n ðω; AÞ;
(P5) (continuity) the map g n ðω; · Þ is continuous;
(P6) (congruence invariance) g n ðω; M * AMÞ = M * g n ðω; AÞM for any invertible M;
(P7) (joint concavity) g n ðω; λA + ð1 − λÞBÞ ≥ λg n ðω; AÞ + ð1 − λÞg n ðω; BÞ;
(P9) (AGH weighted mean inequalities)
Significance
As positive matrices and operators have gained increased prominence in theoretical, applied, and computational settings, finding appropriate methods for averaging them has become an important task. In recent years, the minimizer of the (weighted) sum of the distances (in an appropriately chosen metric) to the points to be averaged has been shown to exhibit many attractive features. In this paper, we extend most of these results to the infinite-dimensional setting, where the metric definition needs to be replaced by a solution shown to be unique of a corresponding equation called the Karcher equation. A multivariable weighted operator mean results that in many senses generalizes the geometric mean of a finite number of positive real numbers.
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A key ingredient in the derivation of many of these properties, the monotonicity in particular, is the fact that the trace metric on the manifold of positive definite matrices gives them the structure of a Cartan-Hadamard Riemannian manifold, in particular a manifold of nonpositive curvature. This implies that equipped with the Riemannian distance metric the manifold is a complete metric space that satisfies the "semiparallelogram law": for each X, Y, there exists P satisfying
for all Z. The point P turns out to be the unique metric midpoint between X and Y and lies on a metric geodesic between them. Such spaces are called metric spaces of nonpositive curvature, NPC-spaces for short, or CAT 0 -spaces, a widely studied class of metric spaces with a rich structure (see, e.g., refs. 10, 11, and 12, chapter 11). Because in the statistical, quantum, and other settings as well, one may be interested in the more general case of positive bounded linear operators on an infinite-dimensional Hilbert space, one would like to have a suitable and effective averaging procedure for this context also. However, the significant theory that has developed for the multivariable least-squares mean does not readily carry over to the setting of positive operators on a Hilbert space, because one has no such Riemannian structure nor NPC-metric available. Fortunately, there is an alternative path through which one may approach this mean besides the least-squares path. If X = g n ðω; AÞ, then by invariance under congruence transformations I = g n ðω; X −1=2 AX −1=2 Þ. However, in the finite-dimensional setting, the latter equation holds if and only if 0 = log I is the ω-weighted arithmetic mean of log ðX
We refer to this equation as the Karcher equation, a version of which appears in Karcher's paper (7) . We show that the Karcher equation of positive definite operators has a unique solution in P, call the solution "the Karcher mean," and establish that the preceding properties (P1) to (P9) are satisfied by it. In Section 2, we recall the Thompson metric and list properties of it that will be important for our development. Section 3 introduces the important tool of power means, which we need to establish existence of the Karcher mean, but the fact that wellbehaved power means exist for the Hilbert operator setting is of independent interest. Lim and Pálfia (13) have recently shown in the finite-dimensional setting that the Karcher or least-squares mean is the limit as t → 0 + of the power means P t . We show additionally that they are monotonically decreasing, which allows us (Section 4) to deduce the existence of their limit in the strong topology in the general Hilbert space setting. We use this fact for our initial provisional definition of the Karcher mean. We show in Section 5 that the Karcher mean defined in this way does indeed satisfy the Karcher equation, and in Section 6 we establish that it is the unique solution and present a list of the fundamental properties of the Karcher mean. Although for convenience we carry out our work in BðHÞ, the C* -algebra of all bounded linear operators on a Hilbert space H, our constructions only require that we be working in a monotone complete subalgebra of BðHÞ.
In the finite-dimensional Riemannian setting the Karcher equation is (equivalent to) the condition for the vanishing of the gradient of the least-squares distance function. In Section 7, we indicate that this remains true for the Riemannian manifold of extended Hilbert-Schmidt operators. The Karcher mean on P is then the continuous extension via directed strong limits of the leastsquares mean on the Riemannian manifold of extended HilbertSchmidt operators. Thus, a ghostly connection is also maintained to the least-squares mean, even in the infinite-dimensional setting. It is natural to define the operator geometric mean I # A of the identity I and A ∈ P to be ffiffiffiffiffi IA p = A 1=2 , and more generally the t-weighted geometric mean by I # t A = I 1−t A t = A t (the geometric mean being the case t = 1=2); see property (P1) in Introduction. If one extends these definitions to P × P so that the resulting weighted geometric mean is invariant under congruence transformations (property (P6)), then the "t-weighted geometric mean" is uniquely given by the following:
The Operator Geometric Mean and the Thompson Metric
The following properties for the weighted geometric mean are well known (1, 14, 15) .
Lemma 2.1. Let A; B; C; D ∈ P and let t ∈ R. Then
(viii) ðA # t BÞ # sðA # u BÞ = A # ð1−sÞt+su B for any s; t; u ∈ R.
As mentioned in Introduction, we do not have available in the infinite-dimensional setting a metric comparable to the trace metric that endows P with the structure of a nonpositively curved metric space. However, there is a useful metric on P that satisfies a weaker property of nonpositivity. The Thompson metric on P is defined by dðA; BÞ = klogðA −1=2 BA −1=2 Þk, where kXk denotes the operator norm of X. It is known that d is a complete metric on P, that it induces on P the operator norm topology, and that dðA; BÞ = maxflog MðB=AÞ; log MðA=BÞg, where MðB=AÞ = inffα > 0 : B ≤ αAg (14, 16, 17) . We note that the Thompson metric (in the second form) exists on all normal cones of real Banach spaces. For the following lemma, see refs. 14, 15, and 18. (ii) dðA # B; AÞ = dðA # B; BÞ = 1 2 dðA; BÞ; (iii) dðA # t B; C # t DÞ ≤ ð1 − tÞdðA; CÞ + tdðB; DÞ; t ∈ ½0; 1; (iv) dðA # t B; A # s BÞ = js − tjdðA; BÞ; s; t ∈ ½0; 1.
Property (iii) is a weakened version of nonpositivity for a metric and is often referred to as "Busemann nonpositive curvature" of the metric. Remark 2.3. It follows from dðA; BÞ = klogðA −1=2 BA −1=2 Þk that the exponential function exp : SðHÞ → P is an isometry when restricted to any one-dimensional subspace of SðHÞ equipped with the operator norm distance to its image in P equipped with the Thompson metric. The Thompson metric is characterized as the only metric on P with this property that is invariant under congruence transformations.
The following nonexpansive property of addition for the Thompson metric will be useful for our purpose [see ref. 19 , lemma 10.1, (iv)].
Lemma 2.4. Let A i ; B i ∈ P; i = 1; 2; . . . ; n. Then
The general case easily follows by induction. ∎
Power Means
For positive real numbers a 1 ; . . . ; a n , a weighting ω = ðw 1 ; . . . ; w n Þ, and t ≠ 0, the "ω-weighted power mean of order t" is given by P t ðω; a 1 ; . . . ; a n Þ = P n i = 1 w i a t i
1=t . By elementary algebra, x =
. The formula for the power mean does not readily extend to the case of positive operators, but its equational characterization does, as observed by Lim and Pálfia (13) In what follows we let Δ n = fðw 1 ; . . . ; w n Þ ∈ ½0; 1 n :
Theorem 3.1. Let A 1 ; . . . ; A n ∈ P and let ω = ðw 1 ; . . . ; w n Þ ∈ Δ n . Then for each t ∈ ð0; 1, the following equation has a unique positive definite solution:
Proof: The map f : P → P defined by f ðXÞ = P n i=1 w i ðX # t A i Þ is a strict contraction with respect to the Thompson metric, because for X; Y > 0
by Lemma 2.2, (i) and (iii), and Lemma 2.4. Thus, f has a unique fixed point. ∎ . . . ; A n Þ ∈ P n and ω ∈ Δ n . For t ∈ ð0; 1, we denote by P t ðω; AÞ the unique solution of Eq. 3.3. For t ∈ ½−1; 0Þ, we define P t ðω; AÞ = P −t ðω; A −1 Þ −1 , where
n Þ. We call P t ðω; AÞ the ω-weighted power mean of order t of A 1 ; . . . ; A n .
The power mean P t ðω; AÞ has an interesting geometrical interpretation for t > 0 : it is the unique point X having the property that when we move along the Thompson metric geodesic curve t↦X # t A i a t th amount of the distance from X toward each A i and take the weighted arithmetic average of the resulting points, we recover X. More importantly, it satisfies the axiomatic properties listed in Introduction, or mild variants thereof. For A = ðA 1 ; . . . ; A n Þ; B = ðB 1 ; . . . ; B n Þ ∈ P n ; ω ∈ Δ n ; σ ∈ S n , a permutation on n-letters, and t ∈ ½−1; 1nf0g:
(1) P t ðω; AÞ = P n i = 1 w i A (6) ð1 − uÞP jtj ðω; AÞ + uP jtj ðω; BÞ ≤ P jtj ðω; ð1 − uÞA + uBÞ for any u ∈ ½0; 1;
(7) P t ðω; MAM*Þ = MP t ðω; AÞM* for any invertible M;
Most of the proofs follow from properties of the twovariable weighted geometric mean and the fact that power means are equationally defined from it. We illustrate with the proof of the important monotonicity property, item (4) .
Suppose that A i ≤ B i for all i = 1; 2; . . . ; n. Let t ∈ ð0; 1. Define f ðXÞ = P n i=1 w i ðX # t A i Þ and gðXÞ = P n i=1 w i ðX # t B i Þ. Then P t ðω; AÞ = lim k→∞ f k ðXÞ and P t ðω; BÞ = lim k→∞ g k ðXÞ for any X ∈ P, by the Banach fixed point theorem. By the Loewner-Heinz inequality [Lemma 2.1, (iii)], f ðXÞ ≤ gðXÞ for all X ∈ P, and f ðXÞ ≤ f ðY Þ; gðXÞ ≤ gðY Þ whenever
Therefore, P t ðω; AÞ = lim k→∞ f k ðX 0 Þ ≤ lim k→∞ g k ðX 0 Þ = P t ðω; BÞ. We also derive item (5), because we need it later. Let X = P t ðω; AÞ and Y = P t ðω; BÞ. Then from Lemma 2.2, (i) and (iii), and Lemma 2.4, + of the (monotonically decreasing) family of power means P t . We take this characterization as the launch point for establishing existence of the infinite-dimensional Karcher mean.
We recall that the strong topology on the space BðHÞ of bounded linear operators is the topology of pointwise convergence. If a net of positive semidefinite operators A α converges strongly to A, then the nonnegative values hx; A α xi must converge to a nonnegative hx; Axi, so the cone fA: 0 ≤ Ag is strongly closed. Hence the partial order fðA; BÞ ∈ SðHÞ × SðHÞ: A ≤ Bg is strongly closed. We recall also the well-known fact that any monotonically decreasing net of self-adjoint operators that is bounded below possesses an infimum A to which it strongly converges [see, for example, theorem 4.28(b) of ref . 20] . Dually a monotonically increasing net that is bounded above strongly converges to it supremum.
For G; H : Δ n × P n → P, we define G ≤ H if Gðω; AÞ ≤ Hðω; AÞ for all ω ∈ Δ n and A ∈ P n . We note that H ≤ A, the arithmeticharmonic mean inequality [Proposition 3.3, (9)].
Theorem 4.1. Let ω ∈ Δ n and A ∈ P n . Then there exist X ± ∈ P such that lim t→0 ± P t ðω; AÞ = X ± under the strong-operator topology. Define P 0 ± ðω; AÞ = X ± . Then for 0 < t ≤ s ≤ 1,
Proof: Let ω = ðw 1 ; . . . ; w n Þ ∈ Δ n and A = ðA 1 ; . . . ; A n Þ ∈ P n . To indicate how the inequalities are established, we show only that P t ≤ P s ≤ P 1 = A for 0 < t ≤ s ≤ 1.
Let f : P → P be defined by f ðXÞ = P n i=1 w i ðX # t A i Þ. By the Banach fixed point theorem, P t ðω; AÞ = lim k→∞ f k ðXÞ for any X ∈ P. We observe from the fact X = X # 0A i and Lemma 2.1, (vii) and (viii), that
Applying the preceding to X 0 = P s ðω; AÞ yields
The nets fP t ðω; AÞg t>0 and fP −t ðω; AÞg t>0 are monotonic and bounded between Hðω; AÞ and Aðω; AÞ. Therefore, there exist X ± ∈ P such that lim t→0 + P t ðω; AÞ = X + ; lim t→0 − P t ðω; AÞ = X − under the strong-operator topology. From the basic inequalities P t ≥ P −t for all t ∈ ð0; 1 and the strong closedness of the partial order on SðHÞ, their strong limits satisfy X + ≥ X − . Definition 4.2. We set Λðω; A 1 ; . . . ; A n Þ = P 0 + ðω; A 1 ; . . . ; A n Þ and call it the ω-weighted Karcher mean of A 1 ; . . . ; A n . We set Λ*ðω; A 1 ; . . . ; A n Þ = P 0 − ðω; A 1 ; . . . ; A n Þ.
With the help of Theorem 4.1, the basic properties of power means in Proposition 3.3 carry over to limiting case of the Karcher mean and yield most of the axiomatic properties (P1) to (P9) given in Introduction. ðP5Þ (continuity) dðΛðω; AÞ; Λðω; BÞÞ ≤ max 1≤i≤n fdðA i ; B i Þg. Proof: We provide a proof only for (P5), which we need later. Let X t = P t ðω; AÞ and Y t = P t ðω; BÞ. Let αdmax 1≤i≤n fdðA i ; B i Þg. By Proposition 3.3, dðX t ; Y t Þ ≤ α for the Thompson metric d and thus X t ≤ e α Y t for 0 < t ≤ 1. Because Λðω; AÞ ≤ X t for each t, we have Λðω; AÞ ≤ e α Y t . By the strong closedness of the order and the strong convergence of Y t to Λðω; BÞ as t → 0 + , Λðω; AÞ ≤ e α Λðω; BÞ. Similarly, Λðω; BÞ ≤ e α Λðω; AÞ. It follows from definition of the Thompson metric that dðΛðω; AÞ; Λðω; BÞÞ ≤ α = maxfdðA i ; B i Þ :
In Section 6, we derive the missing two properties, further strengthen (P5), and list them all explicitly.
The Karcher Equation
Let A = ðA 1 ; . . . ; A n Þ ∈ P n ; ω = ðw 1 ; . . . ; w n Þ ∈ Δ n . We consider the following nonlinear operator equation on P, called the "Karcher equation":
Note that multiplying by −1 yields the equivalent equation
i X 1=2 Þ= 0, and we pass freely between the two. In the finite-dimensional setting, it is known that the leastsquares mean (the Karcher mean) satisfies the Karcher equation, indeed is the unique positive solution of the Karcher equation. Our goal in this section is to show that the Karcher mean we have defined in the preceding section satisfies the Karcher equation (and hence is aptly named). We work mainly in the strong topology and use heavily the following lemma, a special case of theorem 3.6 from Kadison's study of strongly continuous operator functions (21) on self-adjoint operators.
Lemma 5.1. Let Q be an open or closed subset of R and let f : Q → R be a continuous bounded function. Then the corresponding operator functionf is strong-operator continuous on the set SH Q of bounded self-adjoint operators on a Hilbert space H with spectra in Q. (i) The logarithm map A # log A, which is also monotonic.
(ii) The power map A # A r for −1 ≤ r ≤ 1.
(iii) The binary weighted mean map ðA; BÞ # A # t B for 0 ≤ t ≤ 1.
The last two functions have image contained in ½e −m I; e m I.
The following shows that the previously defined Karcher mean is indeed a solution of the Karcher equation (Eq. 5.4).
Theorem 5.3. For each ω ∈ Δ n and A ∈ P n , Λðω; AÞ satisfies the Karcher equation.
Proof: We sketch the proof of this crucial result; for details, see ref. 22 . Let t ∈ ð0; 1. Let X t = P t ðω; AÞ and let X 0 = Λðω; AÞ = P 0 + ðω; AÞ. By our provisional definition of Λðω; AÞ, with respect to the strong topology X t → X 0 monotonically as t → 0 + and X 0 ≤ X t ≤ X 1 for all t ∈ ½0; 1. Pick m such that for all i, A i ; X 1 ; X 0 ∈ ½e −m=2 I; e m=2 I, the Loewner order interval of operators between e −m=2 I and e m=2 I. It follows that X t ∈ ½e −m=2 I; e m=2 I for all 0 ≤ t ≤ 1.
By the order reversal of inversion ½e −m=2 I; e m=2 I is closed under inversion so that X −1=2 t A i X −1=2 t ∈ ½e −m I; e m I for all t ∈ ½0; 1 and
. By strong continuity of log on ½e −m I; e m I [Lemma
Þ for all i. One can then argue, although the argument is a bit delicate, that in any open ball B r ð0Þ, r > e m , in the strong topology
for all i = 1; . . . ; n. By definition, X t = P n i=1 w i ðX t # t A i Þ. Premultiplying and postmultiplying this equation by X −1=2 t and substituting from Eq. 2.2 for the weighted mean yields for t > 0:
. By Eq. 5.5,
This shows that X 0 = Λðω; AÞ is a solution of the Karcher equation. ∎ Corollary 5.4. Dually, the operator Λ*ðω; A 1 ; . . . ; A n Þ = P 0 − ðω; A 1 ; . . . ; A n Þ also satisfies the Karcher equation.
Uniqueness of the Karcher Mean
In this section, we establish that the Karcher equation (Eq. 5.4) has unique solution the Karcher mean and summarize its fundamental properties. We begin locally.
Theorem 6.1. Let ω ∈ Δ n . Then there exists e ω > 1 such that the Karcher equation has unique solution in ½e −1 ω I; e ω I the Karcher mean. Furthermore, the Karcher mean Λðω; · Þ is C ∞ on a neighborhood of I = ðI; . . . ; IÞ in P n . Proof: One considers the map F ω : P n × P → SðHÞ defined by
checks that the conditions of the implicit function theorem are satisfied at ðI; IÞ, and concludes that there exist open neighborhoods U I of I in P n and V I of I in P and a C ∞ -mapping g: U I → V I such that gðIÞ = I and F ω ðA; XÞ = 0 if and only if X = gðAÞ for all A ∈ U I , X ∈ V I . One chooses ½e −1 ω I; e ω I ⊆ V I so that ½e −1 ω I; e ω I n ⊆ U I and notes that g and Λðω; · Þ must agree on ½e −1 ω I; e ω I n . ∎ Remark 6.2: By invariance of the Karcher mean under congruence transformations, the preceding result may be extended to a neighborhood of the diagonal in P n .
Theorem 6.3. For all ω = ðw 1 ; . . . ; w n Þ ∈ Δ n ; A = ðA 1 ; . . . ; A n Þ ∈ P n and t ∈ ð0; 1, the following conditions are satisfied.
(i) the Karcher mean X = Λðω; A 1 ; . . . ; A n Þ is the unique solution of the Karcher equation
(ii) Λ:Δ n × P n → P is jointly homogeneous, that is, Λðω; a 1 A 1 ; . . . ; a n A n Þ = a 
. . . ; X # t A n Þ has a unique solution in P.
Furthermore, X = Λðω; X # t A 1 ; . . . ; X # t A n Þ if and only if X = Λðω; A 1 ; . . . ; A n Þ.
Proof: We first show that Λ satisfies condition (iv). Fix ω ∈ Δ n and A = ðA 1 ; . . . ; A n Þ. Define f t : P → P by f t ðXÞ = Λðω; X # t A 1 ; . . . ; X # t A n Þ. Then dðf t ðXÞ; f t ðY ÞÞ= dðΛðω; X # t A 1 ; . . . ; X # t A n Þ; Λðω;
where the first inequality follows from Theorem 4.3, (P5), and the second from Lemma 2.2, (iii). It follows that f t is a strict contraction for the Thompson metric and hence has a unique fixed point, which is the unique solution for the equation of (iv).
(iv) implies (i): Let X satisfy the Karcher equation for ðω; AÞ. Pick e ω > 1 as in Theorem 6.1 and t ∈ ð0; 1Þ such that ðX −1=2 A i X −1=2 Þ t ∈ ½e −1 ω I; e ω I; i = 1; . . . ; n. Then 
Because Λðω; A 1 ; . . . ; A n Þ is one possibility for our original choice of X, property (iv) implies X = Λðω; AÞ. This shows also that Λðω; AÞ is the unique solution of X = Λðω;
where the second equality follows from the fact that log tA = log tI + log A for any t > 0 and A > 0: Therefore, the left-hand side equals 0 iff the right-hand side does, which translates to Y = Λðω; a 1 A 1 ; . . . ; a n A n Þ iff Y = a widðAi;BiÞ Λðω; A 1 ; . . . ; A n Þ. This implies that dðΛðω; AÞ; Λðω; BÞÞ ≤ P n i=1 w i dðA i ; B i Þ. (iii) implies (iv): For t ∈ ð0; 1Þ, it follows from Lemma 2.2, (iii), and the hypothesis that the map f t : P → P defined by f t ðXÞ = Λðω; X # t A 1 ; . . . ; X # t A n Þ is a strict contraction for the Thompson metric and hence has a unique fixed point on P, i.e., X = Λðω; X # t A 1 ; . . . ; X # t A n Þ has a unique solution in P. ∎ Remark 6.4. In the light of Theorem 6.3, it is more natural to redefine the Karcher mean Λðω; A 1 ; . . . ; A n Þ to be the unique solution of the corresponding Karcher equation. That was certainly our motivation in naming it the Karcher mean from the beginning.
By Corollary 5.4, Λ*ðω; AÞ = lim t→0 − P t ðω; AÞ also satisfies the same Karcher equation as Λðω; AÞ, and hence by the uniqueness of solution, the two are equal. This yields the following corollary.
Corollary 6.5. For a weight ω = ðw 1 ; . . . w n Þ ∈ Δ n and A = ðA 1 ; . . . ; A n Þ ∈ P n , Λ*ðω; AÞ = Λðω; AÞ, and thus Λðω; AÞ = lim t→0 P t ðω; AÞ.
We gather together our results about the fundamental properties of the Karcher mean. For a weight ω = ðw 1 ; . . . w n Þ ∈ Δ n and A = ðA 1 ; . . . ; A n Þ ∈ P n , the following properties hold: 
Hilbert-Schmidt Operators
In this section, we briefly sketch from ref. 24 a distinctly different approach to the infinite-dimensional Karcher mean that connects it more closely to the least-squares mean of the finitedimensional setting.
Let HSðHÞ denote the bilateral ideal of Hilbert-Schmidt operators of BðHÞ, the algebra of bounded linear operators on a complex Hilbert space H. Recall that HSðHÞ is a Banach algebra (without unit) when given the norm kAk 2 = trðAA*Þ 1=2 . In BðHÞ, we define
a complex linear subalgebra that we call the "extended HilbertSchmidt algebra." There is a natural Hilbert space structure for this subspace (where scalar operators are orthogonal to HilbertSchmidt operators) given by the inner product hA + λI; B + μIi 2 = tr AB* + λμ:
Our focus is on the symmetric or real part of H C , H R = {A + λI : A* = A; A ∈ HSðHÞ; λ ∈ R};
which with the restricted inner product becomes a real Hilbert space, and on its positive part Σ = P ∩ H R , the open subcone of positive definite operators in H R . We note that λ > 0 is a necessary condition for membership in Σ.
We define a Riemannian metric on Σ by identifying TΣ with Σ × H R , and endowing the tangent space at A ∈ Σ with the Hilbert metric
We note that kXk A = hX; Xi
2 . The structure of the Riemannian manifold Σ closely parallels that of the finite-dimensional Riemannian manifolds of positive definite matrices equipped with the Riemannian trace metric, as has been worked out by Larotonda (25) . In particular, Σ is a Riemannian manifold of nonpositive curvature, and its distance metric δ is an NPC metric (Eq. 1.1). Hence the weighted least-squares minimizer 2) or a more operator-theoretic approach (24) , one can show the least-squares mean is the unique point where the gradient of the least-squares objective function f ðXÞ = P n i=1 w i δ 2 ðX; A i Þ vanishes, which leads to the alternative characterization of the least-squares mean as the unique solution to the Karcher equation, which (up to a scalar multiple) arises from setting the gradient equal to 0. We summarize:
Theorem 7.1. The ω-weighted least-squares mean of ðA 1 ; . . . ; A n Þ ∈ Σ n in the Riemannian manifold Σ is the Karcher mean Λðω; A 1 ; . . . ; A n Þ, the solution of the Karcher equation (Eq. 1.2).
It follows from Theorem 7.1 that the least-squares mean in Σ is the restriction of the Karcher mean on P to Σ. We now present a reverse construction: extending the least-squares mean, equivalently the restricted Karcher mean, on Σ to P. Let fαg α∈Δ denote the collection of nonzero finite-dimensional subspaces of H ordered by inclusion, a directed family. Let P α : H → H denote the orthogonal projection onto the subspace α. We note that each P α is hermitian, positive semidefinite, idempotent, and has finite rank, hence is HilbertSchmidt. We view fP α : α ∈ Δg as a monotonically increasing net indexed by Δ that strongly converges to its supremum, the identity I, because for any x ∈ H, P α ðxÞ = x for all large enough α.
Because fP α : α ∈ Δg is bounded, the net fP α AP α g strongly converges to A for any A ∈ BðHÞ. For A hermitian, it is a monotonically increasing net with supremum A. (One can show that A is the supremum directly or use the standard fact that any monotonically increasing net of symmetric operators that is bounded above strongly converges to its supremum.) Proposition 7.2. Let A 1 ; . . . ; A n ∈ P, and let ω = ðw 1 ; . . . ; w n Þ be a weight. Choose m large enough such that e −m I < A i < e m I for 1 ≤ i ≤ n. Then
is a monotonically decreasing net in Σ bounded below by e −m I that strongly converges to its infimum, which is equal to the Karcher mean Λðω; A 1 ; . . . ; A n Þ.
Proof: Because the net fP α ðe m I−A i ÞP α g α is a monotonically increasing net strongly converging to its supremum e m I − A i , the net fe m I−P α ðe m I−A i ÞP α g α is a decreasing net strongly converging to its infimum e m I − ðe m I − A i Þ = A i ≥ e −m I. By the idempotency and monotonicity [property (P4) of Theorem 6.6] of the Karcher mean, we have that X α is a decreasing net bounded below by e −m I, and hence strongly converges to its infimum, call it Y.
By Theorem 7.1, each X α satisfies the Karcher equation: Hence Y is equal to the Karcher mean Λðω; A 1 ; . . . ; A n Þ. ∎ Remark 7.3. We note that Proposition 7.2 provides an algorithm of sorts for approximating the Karcher mean. One picks finitedimensional subspaces α of increasing dimension, computes on α the restriction of the least-squares mean given in the proposition, and uses these as approximations.
From the proof of Proposition 7.2, one extracts the following special case of strong continuity of Λ.
Corollary 7.4. Let A α = ðA 1;α ; . . . ; A n;α Þ be a decreasing respectively (resp.) increasing net in P n that strongly converges to its infimum resp. supremum A = ðA 1 ; . . . ; A n Þ ∈ P n . Then Λðω; A α Þ is a decreasing resp. increasing net strongly converging to Λðω; AÞ.
Remark 7.5. Not only is Σ strongly dense in P, but, as we have seen, every member of P n can be obtained as an infimum resp. supremum of a decreasing resp. increasing net in Σ n , which implies that the net is strongly convergent to that member. By Corollary 7.4, one has monotonic and strong convergence of the corresponding Karcher means. In this sense, the Karcher mean on P is the unique extension of the least-squares mean on Σ that is strongly continuous on monotonic nets.
It remains an open question whether Λ : P n → P is strongly continuous.
Subalgebras
For convenience and ease of presentation, we have limited our considerations to the full algebra BðHÞ of bounded linear operators. However, we observe that the constructions can be carried out in large classes of subalgebras (which we assume always to contain the identity I). For any norm-closed C* -subalgebra A of BðHÞ, P A = A ∩ P will be its open cone of positive operators, and will be closed under the operation of taking weighted geometric means A # t B. Hence it will be closed under taking power means P t ðω; AÞ, because the power mean is the limit in the Thompson metric of a contractive map defined from the weighted geometric means on P A , and because the topology of the Thompson metric agrees with the relative operator norm topology. Because we have defined Λðω; AÞ to be the strong limit of the monotonically decreasing family fP t : t > 0g, we need that the subalgebra is monotone complete (actually, monotone σ-complete will suffice because one can restrict to t = 1=n and obtain the same infimum). Once one has closure under the Karcher mean for the subalgebra, then one sees readily that its properties that we have derived for the full algebra BðHÞ are inherited by the subalgebra, in particular its characterization as the unique solution of the corresponding Karcher equation. Because the von Neumann subalgebras are strongly closed, they in particular have Karcher means defined in the manner of this paper and satisfying the properties derived for it.
