Segmenting Multi-Source Images Using Hidden Markov Fields With Copula-Based Multivariate Statistical Distributions by Lapuyade-Lahorgue, J et al.
For Review Only
 
 
 
 
 
 
Segmenting Multi-Source images using hidden Markov fields 
with copula-based multivariate statistical distributions. 
 
 
Journal: Transactions on Image Processing 
Manuscript ID TIP-16184-2016.R2 
Manuscript Type: Regular Paper 
Date Submitted by the Author: 17-Feb-2017 
Complete List of Authors: Lapuyade-Lahorgue, Jérôme; Universite de Rouen, LITIS, Quantif; LITIS 
Xue, Jing-Hao; University College London, Statistical Science 
Ruan, Su; Universite de Rouen, LITIS, Quantif 
EDICS: 
2. SMR-SMD Statistical-Model Based Methods < Image & Video Sensing, 
Modeling, and Representation, 27. COI-TOM Tomographic Imaging < 
Computational Imaging, 28. COI-MRI Magnetic Resonance Imaging < 
Computational Imaging, 12. TEC-BIP Biomedical and Biological Image 
Processing < Image & Video Processing Techniques, 9. TEC-RST 
Restoration and Enhancement < Image & Video Processing Techniques 
  
 
 
For Review Only
SEGMENTING MULTI-SOURCE IMAGES USING HIDDEN MARKOV FIELDS WITH
COPULA-BASED MULTIVARIATE STATISTICAL DISTRIBUTIONS
J. Lapuyade-Lahorgue? J.-H. Xue?? S. Ruan?
? LITIS, Eq. Quantif, University of Rouen, Rouen, France
?? Department of Statistical Science, University College London, London, UK
ABSTRACT
Nowadays, multi-source image acquisition attracts an in-
creasing interest in many fields such as multi-modal medical
image segmentation. Such acquisition aims at considering
complementary information to perform image segmentation
since the same scene has been observed by various types of
images. However, strong dependency often exists between
multi-source images. This dependency should be taken into
account when we try to extract joint information for pre-
cisely making a decision. In order to statistically model
this dependency between multiple sources, we propose a
novel multi-source fusion method based on the Gaussian cop-
ula. The proposed fusion model is integrated in a statistical
framework with the hidden Markov field inference in order
to delineate a target volume from multi-source images. Esti-
mation of parameters of the models and segmentation of the
images are jointly performed by an iterative algorithm based
on Gibbs sampling. Experiments are performed on multi-
sequence MRI to segment tumors. The results show that the
proposed method based on the Gaussian copula is effective to
accomplish multi-source image segmentation.
Index Terms— Data fusion, copulas, multi-source im-
ages, tumor segmentation, Bayesian inference, hidden Markov
fields.
1. INTRODUCTION
Segmentation of multi-source images is being widely used
for many applications with the advances in imaging tech-
nology. Using multi-source data can improve segmentation
because they allow to reduce data ambiguity and explore de-
pendency between the different sensors. The main challenge
of image segmentation from multi-sources is how to fuse
different sources to get the best compromise for a precise
segmentation. Data fusion can be considered as handling the
automatic detection, association, estimation and combination
of data and information from several sources [1]. It depends
usually on the context of applications. Hence, it relates to
numerous mathematical and technical domains. The most
known methods as reviewed in [2] include the methods based
on belief functions theory, fuzzy sets theory and probabilistic
models.
In the methods based on the belief function theory, each
source is first modeled by an evidential mass. The Dempster-
Shafer rule is then applied to fuse all sources [3, 4, 5]. The
main applications of the belief function theory can be found
in medical imaging [5], scene understanding [6] and geo-
science [7].
In the methods based on the fuzzy set theory, the fuzzy
measure quantifies the degree of membership relative to a
decision for each source. The fusion of several sources is
achieved by applying the fuzzy operators to the fuzzy sets
[8, 9, 10, 11, 12, 13]. Fuzzy fusion is widely used in many
fields, such as in medical imaging [14].
The main difficulty to use the belief function theory and
the fuzzy set theory relates to the choice of the evidential
mass, the fuzzy measure and the fuzzy conjunction function.
Some hybrid fusion methods have been proposed to over-
come the difficulties. In [15], it is proposed to estimate the
evidential mass in a Bayesian context; [16] combines both the
Dempster-Shafer theory and the fuzzy set theory. Other types
of fusion methods have also been proposed, such as machine
learning techniques using “Support Vector Machine” (SVM)
[17], non-linear classifier [18] and neural networks [19, 20].
Probabilistic methods have achieved great success in im-
age and signal processing such as speech recognition [21],
radar signal processing [22], frequency and pitch recogni-
tion [23, 24], bioscience [25, 26], climatology [27], gesture
recognition [28] and medical imaging [29]. In probabilistic
methods, the uncertainty of data is modeled by a probability
distribution. Different models have been proposed, such as
hidden Markov chains [30], hidden Markov fields, Condi-
tional Random Fields [31] and Bayesian networks [32] to
deal with image segmentation. Conditional Random Fields
[31] consider the dependence of image points based on the
conditional distribution of the hidden states given the obser-
vations, leading to global spatial dependency between voxels.
Consequently, it results in an increased complexity for infer-
ence than the hidden Markov fields. In Bayesian networks, a
topology should be defined. A natural choice of this topology
for dealing with images is a hidden Markov field. Gener-
ative probabilistic model and discriminative extensions as
discussed in [33] are particular cases of Bayesian networks,
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which have been used for the brain lesion segmentation using
a probability atlas as prior information. For the estimation of
these models, Bayes estimators are usually used to make de-
cision from different sources. The computation of the Bayes
estimator can be achieved in different ways such as the Baum-
Welsh and Viterbi algorithms [34, 35], the Kalman filtering
[30] and its extensions [36], “Markov Chain Monte Carlo”
(MCMC) [37], particle filtering [38] and Gibbs sampling
[39].
As the contrast is low for many voxels, if a segmentation
with naı¨ve Bayes method or an HMM is separately applied
in each type of image, these voxels will be misclassified. A
final combination of all individual segmentations would be
too late to correct the misclassification. For this reason, we
propose to model the dependency between modalities by a
copula. From the point of theory view, Markov fields can eas-
ily take into account the correlation between multi-variables
by using copula; and from the point of application view, the
tumor and non-tumor regions verify well the properties of
Markov fields. Therefore, hidden Markov fields are chosen
as the base of our unsupervised segmentation. Amongst the
previous use of copula, [40] gives an overview of the different
uses of copula in finance. In [41, 42], the copula is used to
model dependency between different scales of a multiscale
image to segment mono-modal images. In [22], the copula
measures the dependency inside complex sampled signals
to model the frequency distribution. In [43], the copula is
used in the pairwise Markov chain to model the dependency
between voxel intensities in a mono-modal image, while in
[44], the copula is used for multiband image segmentation
inside a hidden Markov tree. It also has been used for texture
analysis [45] and image retrieval [46]. As far as we know it
has not been used in fusion of multi-source images.
In this paper, we propose a new probabilistic fusion method
which aims to consider the dependency between different
modalities of images. The method uses the copula to model
dependency between the intensity values of the different
modalities, because copula can express the joint cumulative
density function from the marginal cumulative density func-
tions. Hence, it can be considered as a good way to fuse the
different modalities. We focus on the Gaussian copula in this
work. A non-standard Gamma distribution is chosen to model
the marginal density of each image source. A probabilistic
Bayesian framework based on the Gibbs sampling algorithm
is proposed to jointly segment images and estimate model pa-
rameters. An alternative algorithm is the Hastings-Metropolis
algorithm [47]. However, the Hastings-Metropolis algorithm
needs to choose correctly the instrumental distribution to ob-
tain good results. The proposed method is applied on MRI
medical images in order to segment tumors in 3D. The MRI
(Magnetic Resonance Imaging) images are got with three
modalities: FLAIR, T1 and T2, which are used clinically to
observe brain tumor.
The paper is organized as follows. In section 2, we detail
the Bayesian inference of the hidden Markov field with cop-
ulas. In section 3, we present some experiments on medical
images. The experiments are conducted on simulated MRI
images with different contrasts and real MRI images.
2. METHODOLOGY
The choice of the observation models is crucial for Bayesian
inference. It should fit as accurately as possible to the data.
The choice concerns two parts: the marginal statistical model
for each image source and the dependency between them. We
introduce a formulation of multivariate statistical distribution
which is defined from marginal distributions and an aggrega-
tion term (e.g. copula) to model multi-source data.
2.1. Definition of copula
The notion of copula was born from the works of Sklar [48];
its first real application was in finance [40] and has progres-
sively met success in other application domains such as image
and radar processings [22]. The copula is a function allowing
to describe the joint distribution of a multivariate random vec-
tor from its marginal distributions. In general, it is impossible
to deduce the joint distribution only from the marginal distri-
butions except in independent case. However, with a copula
to fuse these marginal distributions, it is possible.
Let ~Y = (Y (1), . . . , Y (M)) be a random vector whose val-
ues are taken from a subset of RM . We recall that the joint
cumulative density function F of ~Y = (Y (1), . . . , Y (M)) is
a function defined on RM and taking its values in [0, 1] such
that F (y(1), . . . , y(M)) represents the probability of the event
(Y (1) ≤ y(1), . . . , Y (M) ≤ y(M)). Let F (1), . . . , F (M) be
the marginal cumulative density functions. The copula is used
to represent the cumulative function F from the marginal cu-
mulative density functions F (1), . . . , F (M). More precisely,
the relation is given by the Sklar theorem [48] demonstrating
that there exists a function C : [0, 1]M → [0, 1] called copula
(of ~Y ) such that for any (y(1), . . . , y(M)) ∈ RM ,
F (y(1), . . . , y(M)) = C(F (1)(y(1)), . . . , F (M)(y(M))). (1)
We can interpret the function C as a way to fuse the sources
(F (1)(y(1)), . . . , F (M)(y(M))) to construct an aggregated
source F (y(1), . . . , y(M)). Moreover, the copula can repre-
sent dependency between random variables. Indeed, if there
exists (w(1), . . . , w(M)) ∈ [0, 1]M such that
C(w(1), . . . , w(M)) 6= w(1)× . . .×w(M), then the marginals
are dependent random variables. Consequently, copulas can
be used to statistically fuse different information sources by
taking into account their dependency.
The function C is the joint cumulative density function of
the random vector (F (1)(Y (1)), . . . , F (M)(Y (M))) whose
marginals follow uniform distributions on [0, 1]. In the case
whereC is derivable, the respective densities of the marginals
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Y (1), . . . , Y (M) and the random vector ~Y are linked through
the relation:
p(y(1), . . . , y(M)) = p(1)(y(1))× . . .× p(M)(y(M))
×c
(
F (1)(y(1)), . . . , F (M)(y(M))
)
(2)
where c = ∂
MC
∂w(1)∂w(2)...∂w(M)
is the derivative of C called
“copula density” of the random vector (Y (1), . . . , Y (M)). The
dependency modeled by copula does not depend on the choice
of marginals. For example, if the marginals are Gaussian, it
is possible to model the dependency from the covariance ma-
trix. If the marginals are not Gaussian, the joint distribution
may not be deduced only from the marginals. However, the
dependency can still be modeled by a Gaussian copula.
2.2. Marginal density model
The expression p(m)(y(m)) in (2) represents them-th marginal
density of the image source. Its choice depends on applica-
tions. We are interested in tumor segmentation in our ap-
plication. Fig. 1 shows three types of 3D MRI images of
brain: FLAIR, T1 and T2 reflecting different signals to ob-
serve the same tumor to be segmented (SimBRATS [49]).
Green contours represent the ground truth of the tumor area.
Correspondingly, three histograms of the tumor volumes are
shown in Fig. 2. Asymmetry of the histograms is clearly
observed. Hence, Gaussian distribution is not appropriate for
such images. A non-standard Gamma distribution is proposed
to model the marginal density of each image source, given
by:
1
Γ(a)ba
(y − µ)a−1 exp
(
−y − µ
b
)
(3)
where y ∈ [µ,+∞[, µ ∈ R is the lower bound, a > 0 is the
shape parameter, b > 0 is the dispersion parameter and Γ is
the Eulerian Gamma function.
(a) (b) (c)
Fig. 1. Some slices of three MRI image volumes corresponding to
three types of acquisition coming from SimBRATS [49]: (a) FLAIR,
(b) T1 and (c) T2. The brain tumor contour is represented in green.
Fig. 2 shows comparisons between the histograms of the tu-
mor volume and the estimated densities with the Gamma dis-
tribution. The parameters of the density of the non-standard
(a) (b) (c)
Fig. 2. Comparison between histograms of MRI intensities in the
tumor volume and those of the estimated non-standard Gamma dis-
tributions by using moment estimators for (a) FLAIR, (b) T1 and (c)
T2.
Gamma distribution were estimated from the intensities of the
voxels belonging to the tumor area in the ground-truth by us-
ing the moment estimators as to be detailed in section 2.5.1.
According to a Kolmogorov test, we obtained p-value equal
to 0.99, which allows us to validate the choice of the Gamma
distribution.
2.3. Modeling the dependency of multi-source
The definition of a multivariate distribution from its marginals
and the corresponding copula open a door to fuse multi
sources when each marginal is known. The choice of the cop-
ula is made independently from the choice of the marginals.
In this paper, we focus on the “Gaussian copula” whose
density is given by [50]:
c
(
w(1), . . . , w(M)
)
=
1√
det Λ
exp
[
−1
2
φ−1(~w)T
(
Λ−1 − I)φ−1(~w)] (4)
for any (w(1), . . . , w(M)) ∈ [0, 1]M , where Λ is a correlation
matrix (ie. a symmetric and positive definite matrix whose
diagonal elements are 1), I is the identity matrix and
φ−1(~w) =
(
ϕ−1(w(1)); . . . ;ϕ−1(w(M))
)
the column vector
where ϕ−1 is the inverse of the cumulative density function of
a standard Gaussian variable. The non-diagonal coefficients
of the correlation matrix are called “correlation coefficients”
of the Gaussian copula. In the case where Λ is the identity
matrix I , then c ≡ 1 and the marginals of any random vector
having this copula are independent. Simulations are carried
out to show Gaussian copula behaviors in case ofM = 3. Fig.
3 presents 1000 realizations of a three-dimensional Gaussian
copula for Λ =
 1 0.9 −0.60.9 1 −0.8
−0.6 −0.8 1
. Each realization
(W1,W2,W3) produces a point in the three-dimensional vol-
ume [0, 1]3. In order to easily visualize the realizations of the
three-dimensional copula, we project them in 2D correspond-
ing to (W1,W2) where ρ = 0.9, (W1,W3) where ρ = −0.6
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and (W2,W3) where ρ = −0.8, with ρ being the correlation
coefficient of the Gaussian copula.
(a) (b) (c)
Fig. 3. Simulation of a three-dimensional Gaussian copula. For a
easy visualization, projected points in pairs of modalities are shown
with coefficient correlations equal to (a) 0.9, (b) -0.6 and (c) -0.8,
respectively.
One can see that more nearly the absolute value of the cor-
relation coefficient in Λ closes to 1, more number of points
close to the diagonal. Fig. 4 presents joint intensities of a
pair of MRI images corresponding respectively to FLAIR-
T1, FLAIR-T2 and T1-T2. A strong dependency between
the modalities FLAIR and T2 is observed, which is in con-
cordance with the fact that the FLAIR modality has a similar
acquisition way as the T2 modality only with a contrast en-
hancement in addition. To model the correlation between the
different types of MRI images, we have carried out some sim-
ulations. Fig. 5 presents the simulations of joint distributions
with Gaussian copula and non-standard Gamma margins.
The parameters of the model were estimated from the MRI
images.
(a) (b) (c)
Fig. 4. Joint intensity distribution of MRI images [49]: (a) FLAIR-
T1, (b) FLAIR-T2 and (c) T1-T2. The intensity of the first modality
is read on abscissa axis and that of the second modality on the ordi-
nate axis.
We can see that, by using the Gaussian copula and non-
standard Gamma distributions, we can well reproduce the
real joint distributions.
(a) (b) (c)
Fig. 5. Joint intensity distribution of our simulated MRI images: (a)
FLAIR-T1, (b) FLAIR-T2 and (c) T1-T2. The intensity of the first
modality is read on abscissa axis and that of the second modality on
the ordinate axis.
2.4. Bayesian image segmentation using hidden Markov
fields
As the joint distribution model of all image sources and the
marginal density models are known, Bayesian segmentation
can be performed. From the Bayesian point of view, image
segmentation is represented as a realization xV = (xu)u∈V of
a random field XV = (Xu)u∈V , with V being a finite subset
representing the coordinates of each voxel, xu ∈ {1, . . . ,K}
the class label for a voxel of coordinates u and K the num-
ber of classes. The vectorial observations are represented as a
realization ~yV = (~yu)u∈V , where ~yu =
(
y
(1)
u , . . . , y
(M)
u
)
and y(m)u is intensity of the voxel of coordinates u in the
mth modality. The segmentation consists in recovering xV
from ~yV by maximizing the posterior conditional probabil-
ity p(xV |~yV ) ∝ p(~yV |xV )× p(xV ). In image segmentation,
we can suppose a spatial dependency between the neighbored
voxels. The easiest model for p(xV ) taking into account the
dependency is the Markov field in which
p(xu|(xt)t 6=u) = p(xu|(xv)v∈Vu), (5)
where Vu is a set of neighbors of the voxel of coordinates u.
In this paper, we have chosen the Ising model given by
p(xu|(xv)v∈Vu) ∝ exp
− 1
T
∑
v∈Vu,v 6=u
|xu − xv|
 , (6)
where T is the “temperature” parameter to be estimated.
In the model of hidden Markov field, the relation between the
hidden states xV and the observations yV is given by:
p(~yV |xV ) =
∏
u∈V
p(~yu|xu) (7)
with:
p(~yu|xu) =
[
M∏
m=1
p(m)(y(m)u |xu)
]
× cxu
(
F (1)xu (y
(1)
u ), . . . , F
(M)
xu (y
(M)
u )
)
(8)
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where p(m)(y(m)u |xu) is the marginal distribution for the class
xu, F
(m)
xu the corresponding cumulative density function and
cxu is the Gaussian copula for the class xu. The distribu-
tion p(~yu|xu) is a conditional multivariate distribution de-
fined from its marginal distributions and its copula. The pa-
rameters of the marginal distributions and the copula depend
on xu, represented by Θ = {µi, ai, bi,Λi : i ∈ {1, . . . ,K}}.
Therefore, we propose to integrate the estimation of these pa-
rameters to the segmentation process.
2.5. Parameter estimation
Gibbs sampling algorithm [51] is a good parameter estimation
method as the dependence on the initialization is weak. Based
on it, we propose to simultaneously estimate the hidden states
xu and parameters of p(xu) and p(~yu|xu) with the following
algorithm:
1. Initialization: Simulate for each u ∈ V , the hidden
state x(0)u according to the uniform distribution on
{1, . . . ,K}.
2. Iteration: from the hidden state (x(k)u )u∈V :
(a) Estimate the parameters of each marginal
p(m)(y
(m)
u |xu) from the complete data
(x
(k)
u , ~yu)u∈V .
(b) Estimate the parameters of the copula cxu from
the complete data (x(k)u , ~yu)u∈V .
(c) Estimate the temperature of the hidden distribu-
tion p(xu|(xv)v∈Vu) from (x(k)u )u∈V .
(d) Simulate (x(k+1)u )u∈V from the posterior distri-
bution:
p(xu|(x(k)v )v∈Vu , ~yu) ∝ p(xu|(x(k)v )v∈Vu)
× p(~yu|xu).
3. Repeat the step 2. until convergence. The convergence
is reached when the Euclidean distance between the
previously estimated values of the parameters and the
updated values does not exceed 10−7 during 10 itera-
tion steps.
2.5.1. Estimation of parameters of marginal distribution
(step a)
Let us look at how to estimate the parameters of the marginal
distributions from moment estimators for non-standard Gamma
distributions. The first step consists in estimating the bounds.
The observation is transformed into a sample of standard
Gamma distribution in order to estimate the shape and disper-
sion parameters using a moment estimator. Let us consider
(x
(k)
u , ~yu)u∈V the complete data. Let (~yu)u∈V (i) be the set
of observations where x(k)u = i ∈ {1, . . . ,K} being the class
for which we estimate the parameters. The minimal parame-
ter µi,m for the class i in the modality m is easily estimated
by µˆi,m = min (ymu : u ∈ V (i)). After estimating the mini-
mum, we transform the sample into z(m)u = y
(m)
u − µˆi,m for
the Gamma distribution when x(k)u = i. The shape parameter
ai,m and the dispersion parameters bi,m are then estimated
from the sequence (z(m)u )u∈V (i) using the classical first and
second order moment estimators:
bˆi =
Var((z(m)u )u∈V (i))
Mean((z(m)u )u∈V (i))
aˆi =
Mean((z(m)u )u∈V (i))
bˆi
(9)
where Mean and Var are the empirical estimators for mean
and variance respectively.
2.5.2. Estimation of the parameters of the copula (step b)
The first step consists in transforming the observations
(~yu)u∈V (i) into a sample of random vector
~wu = (w
(1)
u , . . . , w
(M)
u ), realization of the copula. Let Fˆ
(m)
i
be the cumulative density function for the mth modality in
regard of the class i with the parameters estimated in the
previous step.
The transformation by ~wu =
(
Fˆ
(1)
i (y
(1)
u ), . . . , Fˆ
(M)
i (y
(M)
u )
)
can be considered as a realization of the random vector whose
cumulative density function is the copula to be estimated. For
Gaussian copula, we use the fact that
(ϕ−1(w(1)u ), . . . , ϕ−1(w
(M)
u )) is a realization of a Gaussian
vector with an appropriate correlation matrix (i.e. the pa-
rameter of the Gaussian copula) when ϕ is the cumulative
density function of a standard Gaussian real random variable.
Consequently, the correlation matrix for the class i is esti-
mated using the empirical Pearson correlation estimator from
(ϕ−1(w(1)u ), . . . , ϕ−1(w
(M)
u )) when xu = i. This estimation
is given by
Λˆi = Dˆ
− 12
i ΣˆiDˆ
− 12
i (10)
where Dˆi is the diagonal matrix whose elements are the diag-
onal elements of the matrix Σˆi given by:
Σˆi =
1
Ni
∑
u∈V (i)
(ϕ−1(w(1)u ); . . . ;ϕ
−1(w(M)u ))
× (ϕ−1(w(1)u ); . . . ;ϕ−1(w(M)u ))T (11)
where Ni is the number of voxels u such that x
(k)
u = i and
V (i) the subset of voxels u such that x(k)u = i. All parameters
used in our framework are automatically estimated.
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2.5.3. Estimation of the hidden field distribution (step c)
The temperature T of the hidden field distribution
p(xu|(xv)v∈Vu) is estimated by using the maximum likeli-
hood. The likelihood for the hidden states is given by
∏
u∈V
1
ZVu(T )
exp
− 1
T
∑
v∈Vu:v 6=u
|xu − xv|
 , (12)
where
ZVu(T ) =
K∑
i=1
exp
− 1
T
∑
v∈Vu:v 6=u
|i− xv|
 (13)
in which K is the number of classes.
The log-likelihood is then given by:
∑
u∈V
− log(ZVu(T ))− 1T ∑
v∈Vu:v 6=u
|xu − xv|
 . (14)
By differentiating the log-likelihood, one can show that the
estimation Tˆ is given by solving the equation:
∑
u∈V
(∑
v∈Vu
|xu − xv| −
Tˆ 2Z ′Vu(Tˆ )
ZVu(Tˆ )
)
= 0, (15)
where Z ′Vu(Tˆ ) is the derivative of ZVu(Tˆ ) according to Tˆ .
This non-linear equation is solved using the Newton-Raphson
algorithm.
3. EXPERIMENTATION
3.1. Data
The goal of our method is to delineate tumor volumes from
multi-source images. In our experimental studies, we focus
on MRI 3D images. The six neighboring voxels include the
four closest points in the current image and the two closest
points in the previous and the next image slices. The datasets
composed of 3D MRI images including 50 simulated images
and 10 real patient images which come from BRATS (Multi-
modal Brain Tumor Image Segmentation Benchmarks) [49].
The MRI data have three types of images, T1, T2 and FLAIR.
Six classes are considered for segmentation: tumor, white
substance, gray substance, edema, meninges and background.
For evaluating the results, ground truths which are manual de-
lineations of the tumor volume achieved by medical special-
ists and the following measures are used: the Dice-Sørensen
coefficient D, the false positive ratio P , the false negative ra-
tio N and the false detection ratio F . These coefficients are
respectively defined as D = 2 × |T∩E||T |+|E| , P = |E\T ||T |+|E\T | ,
N = |T\E||T | and F =
P+N
2 , where E and T are respectively
the estimated and true core tumor volumes.
The false positive ratio that we apply is a variant of the usual
definition. In the usual definition, the number of false posi-
tives is divided by the sum of the number of the false positives
and the number of the true negatives. However, this definition
is not an effective measure in the cases of extreme imbalance
between classes. For example in an application like ours, the
number of non-tumor (true negative) pixels is much larger
than the number of the tumor (true positive) pixels and the
number of pixels wrongly classified as tumor (false positive),
resulting in a very small false positive ratio which cannot re-
flect the real concern of the medical practitioners. Hence, in
the variant definition that we apply, the relative size of the
false positives to the true tumor is instead considered.
3.2. Evaluation on simulated data in function of contrast
In this section, we first aim at the evaluation of the robust-
ness of our fusion method in terms of contrast-to-noise ratio.
The performances are evaluated with differently contrasted
images. A comparison between the results obtained by seg-
mentations with and without fusion is performed to demon-
strate better performance achieved by fusion.
In order to generate differently contrasted images, we sim-
ulate three images respectively for FLAIR, T1 and T2 with
fixed parameters of the Gamma marginals and the Gaussian
copula. The contrast between the tumor and its surrounding is
changed by making the following transform for each modal-
ity:
yu := yu − (1− α)× (µ(tumor)− µ(around)) (16)
where µ(tumor) is the mean of the voxel intensities in the tu-
mor volume, µ(around) is the mean of the voxel intensities in
the region surrounding the tumor volume and α ∈ [0, 1] con-
trols the contrast. Fig. 6 presents the different simulated MRI
modalities with the four different contrasts α = 1, α = 0.75,
α = 0.5 and α = 0.25. Fig. 7 presents the segmentation
results on the simulated images for the three contrasts with
α = 1, α = 0.5 and α = 0.25. The results are obtained by
using three methods: mono-modal segmentation from only
T1 (Fig. 7a), the fusion with c ≡ 1 (independence sources)
(Fig. 7b) and the fusion with the Gaussian copula from the
three modalities (Fig. 7c). The segment contours (in blue)
and the ground truth contours (in green) are superposed on
the simulated T1 image. We can observe that the best results
were obtained by the fusion with the copula to model the de-
pendency between the modalities.
Fig. 8 and Fig. 9 present the trends of the Dice coefficient
and of the false detection ratio in function of the contrast
for the mono-modal segmentations, the multi-modal fusion
based segmentation with and without copula. The segmenta-
tion without the copula means that we suppose the indepen-
dence of the three types of images.
From Fig. 8 and Fig. 9, it can be observed that the fusion
method with copula is better than the other two methods.
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(a) (b) (c) (d)
Fig. 6. Simulations of MRI images with different contrasts. Rows
from top to bottom: FLAIR, T1 and T2 respectively. Columns: con-
trasts with (a) α = 1, (b) α = 0.75, (c) α = 0.5 and (d) α = 0.25.
Moreover, the performance of the proposed multi-source fu-
sion method decayed much slower than other methods when
the contrast in images worsened.
3.3. Segmentation of MRI images
The dataset is composed of 25 simulated high-grade images
(tumor with high grade, noted as HG), 25 simulated low-
grade images (tumor with low grade, noted as LG) of the
BRATS challenge [49] and ten real patient images are used
to test our method, in order to demonstrate that the fusion
with a Gaussian copula can really improve segmentation per-
formance. We choose ten real HG images to show the im-
provements obtained with the Gaussian copula. The average
size of tumors is 68.926 mL (68926 voxels) with a minimum
of 25.234 mL (25234 voxels) and a maximum of 110.256 mL
(110256 voxels). It is worth noting that the size of tumor
should not be too small to guarantee the reliability of the esti-
mated statistical models. As we focus on tumor segmentation,
the Dice coefficient is calculated only for the tumor volume.
Fig. 10 presents segmentation results of a simulated image
and three real images obtained from mono-modal segmen-
tations and the fusion using the Gaussian copula. In simu-
lated images, the results on T2 and FLAIR are far from the
ground truth. Although the results on T1 are better, they
are still worse than fusion based segmentation. In real pa-
tient images, T1 images are very low-contrasted so that the
results are also often far from the ground truth. Our fusion
(a) (b) (c)
Fig. 7. Segmentation results for the simulated MRI images with
brain tumors. From the first row to the last one: contrasts are α = 1,
α = 0.5 and α = 0.25 respectively. Columns: results obtained
by using: (a) T1 image only (b) fusion with c ≡ 1 (independent
sources) and (c) fusion with the Gaussian copula. True contour is in
green, estimated contour is in blue.
Fig. 8. The Dice coefficient in function of the contrast. Five seg-
mentation methods are compared: the proposed method with the
copula (Cop.Gauss), fusion with c ≡ 1 (Indep.) and mono-modal
segmentation in T1, T2 and FLAIR images.
method provides good results, moreover they are stable re-
gardless of the patients. Table 1 presents respectively the
mean and standard deviation of the Dice coefficients and false
detection ratios using the mono-modal segmentations and the
multi-modal fusion-based segmentations with or without cop-
ula for the 25 LG and 25 HG simulated images in the chal-
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Fig. 9. The false detection ratio in function of the contrast. Other
caption is same as for Fig. 8.
lenge. The average Dice coefficient and the average false de-
tection ratio show that the best performance is obtained when
the copula is considered for multi-source segmentation. Table
2 presents the comparison of our method with the others of the
BRATS challenge [49] in terms of the Dice coefficient. Most
of the methods are based on supervised segmentation (or ma-
chine learning), such as hierarchical random forest with en-
ergy minimization [52, 53], hybrid clustering-logistic regres-
sion [54] and decision tree [55]. Our method is placed as the
second best method for both HG and LG. The best method of
the challenge is based on decision tree providing an average
Dice coefficient (DC) of 85.5%, but it needs a learning step,
while our method is an unsupervised one with a DC of 83%.
Compared with the Markov random fields based method [56]
which uses also a Bayes framework, our method provides
much better results. That is because our method takes into
account the dependency of the three types of images, unlike
that method supposing independence of each type of images.
Mono-M. LG/HG Multi-M. LG/HG
DC % FL. T1 T2 Ind. G. Cop.
Mean 68/56 58/59 45/48 77/68 85/81
Std. 16/23 7/23 22/30 6/20 3/11
FD % FL. T1 T2 Ind. G. Cop.
Mean 26/30 35/34 45/31 17/20 13/15
Std. 12/32 5/35 17/32 5/20 2/10
Table 1. Average Dice coefficients (DC) and average false detec-
tion (FD) ratio of tumor segmentation over 50 synthetic MRI-HG
and LG images obtained by using mono-modal (Mono-M.) segmen-
tations respectively in FLAIR (FL.), T1 and T2, and multi-modal
(Multi-M.) segmentation without copula (Ind.) and with copula (G.
Cop.)
We have estimated the mean correlation coefficients with
the Gaussian copula over the 25 simulated images: they are
equal to −0.52, 0.89 and −0.63 respectively for the pairs
FLAIR-T1, FLAIR-T2 and T1-T2. Therefore, a real correla-
(a) (b) (c) (d)
Fig. 10. Segmentation results of brain tumor. From the first
row to the third row: one simulated patient and three real patients.
Columns: (a)-(c) results of mono-modal segmentations on FLAIR,
T1 and T2 images, respectively, and (d) shows the results of multi-
modal segmentation with the copula. True contours are indicated in
green, while the estimated contour is in blue.
BRATS 2012 DC (%)
Method LG/HG/Mean Unsup.
Gaussian copula [ours] 85/81/83 Yes
Hierarchical MRF [56] 42/40/41 Yes
Tumorcut [57] 46/80/63 Yes
Logistic regression [54] 2/4/3 Yes
Decision tree [55] 84/87/85 No
Random forest [52] 86/78/82 No
Decision forests [53] 54/66/60 No
Table 2. Comparison of the different methods for the multimodal
segmentation of the core brain tumors from BRATS 2012.
tion exists in data. Table 3 lists the average Dice coefficients
of the ten real patient MRI images for the mono-modal seg-
mentations and the fusion with and without Gaussian copula.
As shown by all these results, the fusion method with copula
can improve considerably the segmentation compared to the
mono-modal segmentations.
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Mono-M. Multi-M.
DC % FL. T1 T2 Ind. G. Cop.
Mean 77 31 47 74 81
Std. 19 25 27 14 10
FD % FL. T1 T2 Ind. G. Cop.
Mean 21 58 42 23 17
Std. 21 31 34 13 11
Table 3. Average Dice coefficients (DC) and average false detec-
tion (FD) ratio of tumor segmentation over 10 real MRI images ob-
tained by using mono-modal (Mono-M.) segmentations respectively
in FLAIR, T1 and T2, and multi-modal (Multi-M.) segmentation
without copula (Ind.) and with copula (G. Cop.)
4. CONCLUSION
In this paper, we have presented a Bayesian method to seg-
ment a target from multi-source images. Gaussian copula can
capture the dependency between the different sources in the
target region, and improve considerably the results compar-
ing to the fusion supposing independence of each source or
mono-modal segmentation. We have tested our method on
three types of MRI images: T1, T2 and FLAIR. Our method
provided better results compared with the most of the seg-
mentation methods in [49]. Moreover, this work opens a door
to develop more general techniques, such as using other cop-
ulas or selecting automatically a convenient copula, and other
distributions of marginals according to applications. We have
validated our method on the BRATS 2012 challenge data for
illustration. Our method will be applied to other datasets in-
cluding the BRATS challenge data from more recent years for
further validation.
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