Diffusive smoothing of 3D segmented medical data  by Patané, Giuseppe
Journal of Advanced Research (2015) 6, 425–431Cairo University
Journal of Advanced ResearchORIGINAL ARTICLEDiﬀusive smoothing of 3D segmented medical dataE-mail address: patane@ge.imati.cnr.it
Peer review under responsibility of Cairo University.
Production and hosting by Elsevier
2090-1232 ª 2014 Production and hosting by Elsevier B.V. on behalf of Cairo University.
http://dx.doi.org/10.1016/j.jare.2014.09.003Giuseppe Patane´CNR-IMATI, Genova, ItalyA R T I C L E I N F O A B S T R A C TArticle history:
Received 5 August 2014
Received in revised form 26
September 2014
Accepted 28 September 2014
Available online 18 October 2014
Keywords:
Heat kernel smoothing
Surface-based representations
Pade´–Chebyshev method
Medical dataThis paper proposes an accurate, computationally efﬁcient, and spectrum-free formulation of
the heat diffusion smoothing on 3D shapes, represented as triangle meshes. The idea behind
our approach is to apply a ðr; rÞ-degree Pade´–Chebyshev rational approximation to the solution
of the heat diffusion equation. The proposed formulation is equivalent to solve r sparse, sym-
metric linear systems, is free of user-deﬁned parameters, and is robust to surface discretization.
We also discuss a simple criterion to select the time parameter that provides the best compro-
mise between approximation accuracy and smoothness of the solution. Finally, our experiments
on anatomical data show that the spectrum-free approach greatly reduces the computational
cost and guarantees a higher approximation accuracy than previous work.
ª 2014 Production and hosting by Elsevier B.V. on behalf of Cairo University.Introduction
In medical applications, the heat kernel is central in diffusion
ﬁltering and smoothing of images [1–6], 3D shapes [7,8], and
anatomical surfaces [9,10]. However, the computational cost
for the evaluation of the heat kernel is the main bottleneck
for processing both surfaces and volumetric data; in fact, it
takes from OðnÞ to Oðn3Þ time on a data set sampled with n
points, according to the sparsity of the Laplacian matrix. This
aspect becomes more evident for medical data, which are now-
adays acquired by PET, MRI systems and whose resolution is
constantly increasing with the improvement of the underlying
imaging protocols and hardware.To overcome the time-consuming computation of the
Laplacian spectrum on large data sets (Section ‘Previous
work’), the heat kernel has been approximated by prolongat-
ing its values evaluated on a sub-sampling of the input surface
[11–13]; applying multi-resolution decompositions [14] or a
rational approximation of the exponential representation of
the heat kernel [15]; and considering the contribution of the
eigenvectors related to smaller eigenvalues. The heat equation
has been solved through explicit [16] or backward [17,18] Euler
methods, whose solution no more satisﬁes the diffusion prob-
lem. Further approaches apply a Krylov subspace projection
[19], which becomes computationally expensive when the
dimension of the Krylov space increases, still remaining much
lower than n.
This paper proposes an accurate, computationally efﬁcient,
and spectrum-free evaluation of the diffusive smoothing on 3D
shapes, represented as polygonal meshes. The idea behind our
approach (Section ‘Discrete heat diffusion smoothing’) is to
apply the ðr; rÞ-degree Pade´–Chebyshev rational polynomial
approximation of the exponential map to the solution of the
426 G. Patane´heat equation. This spectrum-free formulation converts the
heat equation to a set of sparse, symmetric linear systems and
the resulting computational scheme is independent of the eval-
uation of the Laplacian spectrum, the selection of a speciﬁc
subset of eigenpairs, and multi-resolutive prolongation opera-
tors. Our approach has a linear computational cost, is free of
user-deﬁned parameters, and works with sparse, symmetric,
well-conditioned matrices. Since the computation is mainly
based on numerical linear algebra, our method can be applied
to any class of Laplacian weights and any data representation
(e.g., 3D shapes, multi-dimensional data), thus overcoming
the ambiguous deﬁnition of multi-resolutive and prolongation
operators on point-sampled or non-manifold surfaces. Bypass-
ing the computation of the eigenvectors related to small eigen-
values, which are necessary to correctly recover local features of
the input shape or signal, the spectrum-free computation is
robust with respect to data discretization. As a result, it prop-
erly encodes local and global features of the input data in the
heat diffusion kernel. For any data representation and Lapla-
cian weights, the accuracy of the heat smoothing computed
through the Pade´–Chebyshev approximation is lower than
10r, where r :¼ 5; 7 is the degree of the rational polynomial,
and can be further reduced by slightly increasing r. Finally
(Section ‘Results and Discussion’), our experiments on surfaces
and volumes representing anatomical data show that the spec-
trum-free approach greatly reduces the computational cost
(from 32 up to 164 times) and guarantees a higher approxima-
tion accuracy than previous work.
Previous work
Let us consider the heat equation ð@t þ DÞFð; tÞ ¼ 0,
Fð; 0Þ ¼ f, on a closed, connected manifold N of R3, where
f : N ! R deﬁnes the initial condition on M. The solution
to the heat equation ð@t þ DÞFðp; tÞ ¼ 0, Fð; 0Þ ¼ f, is com-
puted as the convolution Fðp; tÞ :¼ Ktðp; ÞH between the ini-
tial condition f and the heat kernel Ktðp; qÞ :¼
Pþ1
n¼0 expðkntÞ
/nðpÞ/nðqÞ. Here, fðkn;/nÞgþ1n¼0 is the Laplacian eigensystem
D/n ¼ kn/n, kn 6 knþ1.
The heat equation is solved through its FEM formulation
[20] on a discrete surface M (e.g., triangle mesh, point set)
of N . Indicating with eL the Laplacian matrix, which discretiz-
es the Laplace–Beltrami operator on M, the ‘‘power’’ method
applies the identity ðKt=mÞm ¼ Kt, where m is chosen in such a
way that t=m is sufﬁciently small to guarantee that the approx-
imation Kt=m  ðI tm eLÞ is accurate. Here, I is the identity
matrix. However, the selection of m and its effect on the
approximation accuracy cannot be estimated a-priori. In
[17,18], the solution to the heat equation is computed through
the Euler backward method ðteL þ IÞFkþ1ðtÞ ¼ FkðtÞ, F0 ¼ f.
The resulting functions are over-smoothed and converge to a
constant map, as k! þ1. Krylov subspace projection [19],
which replaces the Laplacian matrix with a full coefﬁcient
matrix of smaller size, has computational and memory bottle-
necks when the dimension k of the Krylov space increases, still
remaining much lower than n (e.g., k  5 K).
Once the Laplacian matrix has been computed, we evaluate
its spectrum and approximate the heat kernel by considering
the contribution of the Laplacian eigenvectors related to smal-
ler eigenvalues, which are computed in superlinear time [21].
Such an approximation is accurate only if the exponential ﬁlterdecays fast (e.g., large values of time). Otherwise, a larger
number of eigenpairs is needed and the resulting computa-
tional cost varies from Oðkn2Þ to Oðn3Þ time, according to
the sparsity of the Laplacian matrix. Furthermore, the number
of eigenpairs is heuristically selected and its effect on the result-
ing approximation accuracy cannot be estimated without com-
puting the whole spectrum. Finally, we can apply multi-
resolution prolongation operators [13] and numerical schemes
based on the Pade´–Chebyshev polynomial [22,15]. However,
previous work has not addressed this extension, convergence
results, and the selection of the optimal scale.Discrete heat diffusion smoothing
Let us discretize the input shape as a triangle mesh M, with
vertices P :¼ fpigni¼1, which is the output of a 3D scanning
device or a segmentation of a MRI acquisition of an anatom-
ical structure. Let eL :¼ B1L be the Laplacian matrix, where
L is a symmetric, positive semi-deﬁnite matrix and B is a sym-
metric and positive deﬁnite matrix. On triangle meshes, L is the
Laplacian matrix with cotangent weights [23,24] or associated
with the Gaussian kernel [25], and B is the mass matrix of the
Voronoi [18] or triangle [26] areas. For any class of weights,
the Laplacian matrix eL is uniquely deﬁned by the couple
ðL;BÞ and is associated to the generalized eigensystem ðX;KÞ
such that
LX ¼ BXK; X>BX ¼ I;
X :¼ ½x1; . . . ; xn; K :¼ diag ðkiÞni¼1;
(
ð1Þ
where X and K are the eigenvectors’ and eigenvalues’ matrices.
From the relation (1), we get the identities
B1L ¼ XKX1 ¼ XKX>B and
ðB1LÞi ¼ ðXKX>BÞi ¼ XKðX>BXÞ . . . ðX>BXÞKX>B
¼ XKiX>B; i 2 N: ð2Þ
Then, the spectral representation of the heat kernel is
Kt ¼ expðteLÞ ¼Xþ1
i¼0
ðtB1LÞi
i!
¼ð2ÞXDtX>B;
Dt :¼ diag expðkitÞð Þni¼1:
8><>: ð3Þ
For a signal f : M! R, f :¼ ðfðpiÞÞni¼1, sampled at P, the
solution FðtÞ ¼ Ktf, FðtÞ :¼ ðFðpi; tÞÞni¼1, to the heat equation
ð@t þ eLÞFðtÞ ¼ 0, Fð0Þ ¼ f, is achieved by multiplying the heat
kernel matrix Kt :¼ expðteLÞ with the initial condition f.
Applying the Pade´–Chebyshev approximation to the exponen-
tial of the Laplacian matrix in Eq. (3), we get
expðteLÞ  a0IþXr
i¼1
aiðteL  hiIÞ1;
Ktf  a0fþ
Xr
i¼1
aiðtLþ hiBÞ1Bf ¼ a0fþ
Xr
i¼1
gi;
8>>><>>: ð4Þ
and the vector Ktf is the sum of the solutions of r sparse linear
systems
ðtLþ hiBÞgi ¼ aiBf; i ¼ 1; . . . ; r: ð5Þ
We brieﬂy recall that the weights ðaiÞri¼1 and nodes ðhiÞri¼1 of the
Pade´–Chebyshev approximation (4) are precomputed for any
polynomial degree [27]. Each vector gi is calculated as a mini-
Diffusive smoothing of 3D segmented medical data 427mum norm residual solution [28], without pre-factorizing the
matrices L and B. Algorithm 1 summarizes the main steps of
the proposed computation.
Algorithm 1. Spectrum-free heat kernel smoothing.
Require: A noisy map f : P ! R, f :¼ ðfðpiÞÞni¼1.
Ensure: A smooth approximation FðtÞ ¼ Ktf of f.
1: Select the value of t (e.g., optimal value, Section ‘Discrete heat
diﬀusion smoothing’).
2: for i ¼ 1; . . . ; r 1 do
3: Compute gi : ðtLþ hiBÞgi ¼ aiBf.
4: end for
5: Approximate Ktf as a0fþ
Pr
i¼1gi.According to Varga [29], the L2 approximation error
between the exponential map and its rational polynomial
approximation crrðsÞ ¼ a0 þ
Pr
i¼1aiðts hiÞ1 is bounded by
the uniform rational Chebyshev constant rrr, which is indepen-
dent of t and lower than 10r. Assuming exact arithmetic, the
approximation error is bounded as
kKtf crrðteLÞfkB ¼ Xr
i¼1
j expðtkiÞ  crrðtkiÞj2 j hf; xiiBj2
" #1=2
6 rrrkfkB 6 10rkfkB; ð6Þ
in particular, selecting the degree r :¼ 7 in Eq. (6) provides an
error lower than 107, which is satisfactory for the approxima-
tion of Ktf on 3D shapes. Iterative solvers of sparse linear sys-
tems are generally efﬁcient and accurate for the computation
of the diffusion smoothing; for several values of t, a factoriza-
tion (e.g., LU) of the coefﬁcient matrix of the linear systems
can be precomputed and used for their solution in linear time.
Optimal time parameter
Among the possible time parameters, we select a value that
provides a small residual kFðtÞ  fk2B and a low value of theFig. 1 L-curve and ‘1 discrepancy. (a) Optimal parameter and corre
approximation of degree r ¼ 7) on the noisy 3D shapes of the teet
Chebyshev approximation (r :¼ 7) of Kt and its truncated spectral ap
values of t.penalty term kFðtÞk2B, which controls the smoothness of the
solution. Rewriting these two functions in terms of the Lapla-
cian spectrum as
kFðtÞ  fk2B ¼
Pn
i¼1 ð1 expð2kitÞÞ2 j hf; xiiBj2
kFðtÞk2B ¼
Pn
i¼1 expð2kitÞ j hf; xiiBj2;
(
ð7Þ
the residual and penalty terms are increasing and decreasing
maps with respect to t, respectively. If t tends to zero, then
the residual becomes null and the smoothness term converges
to the energy kfkB. If t becomes large, then the residual tends
to j hf; x1iB j and the solution norm converges to
ðkfk2B j hf; x1iBj2Þ
1=2
. Indeed, the plot of ðÞ is L-shaped [30]
and its corner provides the optimal regularization parameter,
which is the best compromise between approximation accuracy
and smoothness (Fig. 1a).
In previous work, the evaluation of the L-curve is compu-
tationally expensive, as it generally involves the evaluation of
the Laplacian spectrum and/or the solution of a linear system
with slowly converging iterative solvers. Through the Pade´–
Chebyshev approximation, we have an efﬁcient way to evalu-
ate the map ðÞ for several values of t, thus precisely estimat-
ing the optimal time parameter. In fact, the terms in Eq. (7) are
evaluated by applying the Pade´–Chebyshev approximation of
Ktf and computing keFðtÞ  fkB and keFðtÞkB. In this way, we
avoid the evaluation of the spectral representations (7) through
the computation of the Laplacian spectrum.
Results and Discussion
We consider the solution Ktei to the heat diffusion process,
whose initial condition takes value 1 at the anchor point pi
and 0 otherwise. For our tests on triangle meshes, we have
selected the linear FEM weights [26,21]. In this case [15], the
discretization of the L2ðMÞ inner product is induced by the
matrix B, which is intrinsic to the surface M and is adapted
to the local sampling through the variation of the triangles’
or Voronoi areas. In the paper examples, the level-sets are
associated with iso-values uniformly sampled in the range ofsponding diffusion smoothing (upper part, rightPade´–Chebyshev
h. (b) Error 1 :¼ kðKt  KðkÞt Þeik1 (y-axis) between the Pade´–
proximation KðkÞt with k eigenpairs (k 6 103, x-axis), and different
Fig. 2 (a) Input and (b) noisy data set. Diffusion smoothing of (b)
computed with (c) the Pade´-Chebyshev approximation of degree
r ¼ 7 and (d) the truncated approximation with k Laplacian
eigenparis. A low number of eigenpairs oversmooth the shape
details; increasing k reconstructs the surface noise. The ‘1 error
between (a) and the smooth approximation of (b) is lower than 1%
for (c) thePade´–Chebyshevmethodand (d) varies from12% ðk ¼ 100Þ
up to 13% ðk ¼ 1 KÞ for the truncated spectral approximation.
428 G. Patane´the solution to the heat equation, whose minimum and maxi-
mum are depicted in blue and red, respectively. Furthermore,
the color coding represents the same scale of values for multi-
ple shapes. Noisy examples have been achieved by adding a
20% Gaussian noise to the input shapes.
Truncated spectral and Pade´–Chebyshev approximations
For the truncated spectral approximation FkðtÞ ¼
Pk
i¼1
expðkitÞhf; xiiBxi of the solution to the heat equation, theFig. 3 (a) Input and (b) noisy data set. Diffusion smoothing com
truncated approximation with k Laplacian eigenparis. The truncated sp
structure, which are accurately reconstructed by the Pade´–Chebyshevnumber k of eigenpairs must be selected by the user and the
approximation accuracy cannot be estimated without extract-
ing the whole spectrum. The different accuracy (Fig. 1b) of
the truncated spectral approximation and the Pade´–Chebyshev
method of the heat kernel is analyzed by measuring the ‘1
approximation error (y-axis) between the spectral representa-
tion of the heat kernel Kt, computed using a different number
k (x-axis) of eigenfunctions, and the corresponding Pade´–
Chebyshev approximation. For small values of t, the partial
spectral representation requires a large number k of Laplacian
eigenvectors to recover local details. For instance, selecting 1K
eigenpairs the approximation error remains higher than 102;
in fact, local shape features encoded by Kt are recovered for
a small t using the eigenvectors associated with high frequen-
cies, thus requiring the computation of a large part of the
Laplacian spectrum. For large values of t, increasing k strongly
reduces the approximation error until it becomes almost con-
stant and close to zero. In this case, the behavior of the heat
kernel is mainly inﬂuenced by the Laplacian eigenvectors
related to the eigenvalues of smaller magnitude. Indeed, the
spectral representation generally requires a high number of
eigenpairs without achieving an accuracy of the same order
of the spectrum-free approximation through the Pade´–Cheby-
shev method.Robustness to noise and sampling
Figs. 2–4 compare the diffusion smoothing of a noisy data set
computed with the Pade´–Chebyshev approximation of degree
r ¼ 7 and the truncated approximation with k Laplacian eigen-
pairs. A low number of eigenpairs does not preserve shape
details; increasing k reconstructs the surface noise. For both
examples, the ‘1 error between (a) and the smooth approxima-
tion of (b) is lower than 1% for (c) the Pade´–Chebyshev
method and (d) varies from 12% (k ¼ 100) up to 13%
ðk ¼ 1 KÞ for the truncated spectral approximation.
On irregularly-sampled and noisy shapes (Figs. 5 and 6),
the spectrum-free computation provides smooth level sets,
which are well-distributed around the anchor point pi and
remain almost unchanged and coherent with respect to the ori-
ginal shape. A higher resolution of P improves the quality of
the level-sets of the canonical basis function, which are alwaysputed with (c) the Pade´–Chebyshev approximation and (d) the
ectral approximation does not preserve sharp features of the brain
method.
Fig. 4 Heat diffusion smoothing of noisy data with the Pade´–Chebyshev and truncated spectral approximation. (a) Input data set,
represented as a triangle mesh, and L-curve of the approximation accuracy (y-axis) versus the solution smoothness (x-axis). (b) Data set
achieved by adding a Gaussian noise to (a). Diffusion smoothing computed with (c) the Pade´–Chebyshev approximation of degree r ¼ 7
and (d) the truncated approximation with k Laplacian eigenparis. A low number of eigenpairs smooths local details; increasing k
reconstructs the noisy component. The ‘1 error between the ground-truth (a) and the smooth approximation of (b) is lower than 1% for
the Pade´–Chebyshev method (c) and varies from 12% (k ¼ 100) up to 13% (k ¼ 1 K) for the truncated spectral approximation (d).
Diffusive smoothing of 3D segmented medical data 429uniformly distributed around the anchor (black dot). Finally,
an increase of the noise magnitude does not affect the shape
and distribution of the level sets.
We also compare the accuracy of the heat kernel on the uni-
tary sphere and computed with (i) the proposed approach; (ii)
the spectral representation of the heat kernel Kt, with k eigen-
pairs; (iii) the Euler backward method; and (iv) the powerFig. 5 Robustness of the Pade´–Chebyshev approximation of the
heat kernel with different values of the time parameter and with
respect to surface sampling and noise.method (Section ‘Previous work’). For all the scales (Fig. 7),
the approximation accuracy of the Pade´–Chebyshev method is
higher than the truncated Laplacian spectrumwith k eigenpairs,
k ¼ 1; . . . ; 103, the Euler backward method, and the power
method. Reducing the scale, the accuracy of the Pade´–Cheby-
shev remains almost unchanged while the other methods are
affected by a larger discrepancy and tend to have an analogous
behavior ðt ¼ 104Þ. Finally, the Euler backwardmethod gener-
ally over-smooths the solution, which converges to a constant
map as k! þ1, and the selection ofmwith respect to the shape
details is guided by heuristic criteria.
Numerical stability
According to Section ‘Discrete heat diffusion smoothing’, the
scale t inﬂuences the conditioning number of the coefﬁcientFig. 6 Robustness of the Pade´–Chebyshev approximation with
respect to surface sampling.
Fig. 7 Comparison of the accuracy of different approximations of the heat kernel on the unitary sphere. ‘1 error (y-axis) between the
ground-truth diffusion smoothing on the cylinder, with a different sampling (x-axis) and scales. For different scales, the accuracy of the
Pade´–Chebyshev method (r ¼ 5, orange line) remains almost unchanged and higher than the truncated approximation with 100 and 200
eigenpairs (red, blue line), the Euler backward (green line) and power (black line) methods.
Fig. 8 Numerical stability of the Pade´–Chebyshev approxima-
tion. With reference to Fig. 4, conditioning number j2 (y-axis) of
the matrices fðtLþ hiBÞg7i¼1, for different time parameters t; the
indices of the coefﬁcients fhig7i¼1 are reported on the x-axis.
Table 1 Timings (in seconds) for the evaluation of the heat
kernel on 3D shapes with n points, approximated with k ¼ 500
eigenpairs (Eigs) and the Pade´–Chebyshev approximation
(Cheb.). Column ‘’ indicates the number of times the
computational cost is reduced. Tests have been performed on
a 2.7 GHz Intel Core i7 Processor, with 8 GB memory.
Teeth surf. (Fig. 3) Brain (Fig. 5)
n (K) Eigs Cheb.  n (K) Eigs Cheb. 
10 39.01 0.32 122 20 99.77 0.61 164
50 154.13 2.50 62 50 189.02 2.08 91
80 188.21 4.12 46 100 299.20 4.98 60
100 307.03 6.21 49 200 658.11 11.20 59
200 450.21 10.03 45 400 850.11 18.21 47
500 670.31 21.11 32 500 1001.11 32.11 78
430 G. Patane´matrices ðtLþ hiBÞ, i ¼ 1; . . . ; r, which are generally well-con-
ditioned, as also conﬁrmed by our experiments (Fig. 8). While
previous work requires to heuristically tune the number of
selected eigenpairs to the chosen scale, the Pade´–Chebyshev
approximation has a higher approximation accuracy, which
is independent of the selected scale. Furthermore, those scales
close to zero would require a larger number of eigenpairs, thus
resulting in a larger computational cost for the truncated spec-
tral approximation.
Computational cost
Approximating the exponential map with a (rational) polyno-
mial of degree r, the evaluation of the solution to the heat dif-
fusion equation and the evaluation of the heat kernel Ktð; Þ at
ðpi; pjÞ is reduced to solve r sparse, symmetric, linear systems
(c.f., Eq. (5)), whose coefﬁcient matrices have the same struc-
ture and sparsity of the adjacency matrix of the input triangle
mesh. Applying an iterative and sparse linear solver (e.g.,
Gauss–Seidel method, conjugate gradient) [28] (Ch. 10), the
computational cost for the evaluation of the heat kernel andthe diffusion distance between two points is OðrsðnÞÞ, where
OðsðnÞÞ is the computational cost of the selected solver. Here,
the function sðnÞ, which depends on the number n of shape
samples and the sparsity of the coefﬁcient matrix, typically
varies from sðnÞ ¼ n to sðnÞ ¼ n log n. In fact, Oðn log nÞ is
the average computational cost of the aforementioned iterative
solvers of sparse linear systems. Timings (Table 1) are also
reduced from 32 up to 164 times with respect to the approxi-
mation based on a ﬁxed number of Laplacian eigenpairs.
Conclusions and future work
We have presented an efﬁcient computation of the diffusion
soothing of medical data and the selection of the optimal scale,
which provides the best compromise between approximation
accuracy and smoothness of the solution. As future work, we
foresee a specialization of the spectrum-free computation
and the selection of the optimal time parameter for the analysis
of brain structures and the smoothing of MRI images.
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