Abstract. We generalize the bounds on the inverses of diagonally dominant matrices obtained in [16] from scalar to block tridiagonal matrices. Our derivations are based on a generalization of the classical condition of block diagonal dominance of matrices given by Feingold and Varga in [11]. Based on this generalization, which was recently presented in [3], we also derive a variant of the Gershgorin Circle Theorem for general block matrices which can provide tighter spectral inclusion regions than those obtained by Feingold and Varga.
2. Bounds on the inverses of block tridiagonal matrices. We start with a definition of block diagonally dominant matrices, which was recently presented in [3] in an application of block diagonal preconditioning.
Definition 2.1. Consider a matrix of the form (2.1) A = [A ij ] with blocks A ij ∈ C m×m for i, j = 1, . . . , n.
The matrix A is called row block diagonally dominant (with respect to the matrix norm · ) when the diagonal blocks A ii are nonsingular, and
ii A ij ≤ 1, for i = 1, . . . , n.
If a strict inequality holds in (2.2) then A is called row block strictly diagonally dominant (with respect to the matrix norm · ).
Obviously, an analogous definition of column block diagonal dominance is possible. Most of the results in this paper can be easily rewritten for that case. Also note that the authors of [3] call a matrix block diagonally dominant when all its diagonal blocks are nonsingular, and (2.2) or the anologous conditions with A ij A −1
ii replacing A −1
ii A ij hold (in the 1-norm).
The above definition of (row) block diagonal dominance generalizes the one of Feingold and Varga given in [11, Definition 1] , who considered a matrix as in (2.1) block diagonally dominant when the diagonal blocks A ii are nonsingular, and It is clear that if a matrix satisfies these conditions, then it also satisfies the conditions given in Definition 2.1. According to Varga [19, p. 156] , the definition of block diagonal dominance given in [11] is one of the earliest, and it was roughly simultaneously and independently considered also by Ostrowski [17] and Fiedler and Pták [12] . Varga calls this a "Zeitgeist" phenomenon.
In the special case m = 1, i.e., all the blocks A ij are of size 1×1 and A ij = |A ij |, the inequalities (2.2) and (2.3) are equivalent, and they can all be written as n j=1 j =i |A ij | ≤ |A ii |, for i = 1, . . . , n, which is the usual definition of row diagonal dominance.
In the rest of this section we will restrict our attention to block tridiagonal matrices of the form 
First Capovani for the scalar case in [8, 9] and later Ikebe for the block case in [13] (see also [16] ), have shown that the inverse of a nonsingular block tridiagonal matrix can be described by four sets of matrices. The main result can be stated as follows. 
. . , n, and
Moreover, the matrices
. . , n, are recursively given by
The next result is a generalization of [15 
is strictly increasing, and the sequence
Proof. First we consider the sequence
Taking norms and using the first inequality in (2.14) yields
Now suppose that U 1 < U 2 < · · · < U i−1 holds for some i ≥ 3. The equation for U i in (2.7) can be written as
Rearranging terms and taking norms we obtain
where we have used the induction hypothesis, i.e., U i−2 < U i−1 , in order to obtain the strict inequality. Since A is row block diagonally dominant we have
Combining this with the previous inequality gives
Next we consider the sequence
. The definition of Y n−1 in (2.12) implies that −Y n = A −1 n C n−1 Y n−1 . Taking norms and using the second inequality in (2.14) yields
where we have used the induction hypothesis, i.e., Y i+2 < Y i+1 , in order to obtain the strict inequality. Since A is row block diagonally dominant we have
For the rest of this section we will assume that that A is a matrix as in Lemma 2.3. Then the inverse is given by A −1 = [Z ij ] with Z ij = Y i X j for i ≥ j; see Theorem 2.2. Thus, for each fixed j = 1, . . . , n, the strict decrease of the sequence
suggests that the sequence { Z ij } n i=j decreases as well, i.e., that the norms of the blocks of A −1 decay columnwise away from the diagonal. We will now study this decay in detail.
We set C 0 = B n = 0, and define
The row block diagonal dominance of A then implies that 0 ≤ τ i ≤ 1 and 0 ≤ ω i ≤ 1. Also note that, by assumption,
n C n−1 < 1, and τ n = ω 1 = 0. In order to obtain bounds on the norms of the block entries A −1 , we will first derive alternative recurrence formulas for the matrices U i and Y i from Lemma 2.3. To this end, we introduce some intermediate quantities and give bounds on their norms in the following result.
Lemma 2.4. The following assertions hold: (a) The matrices
L 1 = T 1 = A −1 1 B 1 , T 2 = I − A −1 2 C 1 T 1 ,
and
are all nonsingular, and
n−1 B n−1 W n , and
are all nonsingular, and M i ≤ ω i , for i = 2, . . . , n. Proof. We only prove (a); the proof of (b) is analogous. The matrices
1 B 1 are nonsingular since both A 1 and B 1 are. Moreover, (2.14) gives
where we have also used that A −1
Using the Neumann series gives
, 
where the matrices L i and M i are defined as in Lemma 2.4. Proof. We only prove that (2.15) holds; the proof of (2.16) is analogous. From (2.6) and the definition of T 1 in Lemma 2.3 we obtain
We next write (2.7) for i = 3 as
and hence
which completes the proof.
We are now ready to state and prove our bounds on the norms of the blocks of A 
Moreover, for i = 1, . . . , n, (2.19)
provided that the denominator of the upper bound is larger than zero, and where we set C 0 = B n = 0, and τ 0 = ω n+1 = 0. Proof. From Lemma 2.5 we know that U i = −L i U i+1 holds for i = 1, . . . , n − 1. Thus, for all i < j,
Taking norms and using Lemma 2.4 yields
The expression for i > j follows analogously using the two lemmas.
Since AA −1 = AZ = I we have
where we set C 0 = Z 0,1 = B n = Z n+1,n = 0. Using (2.5) and Lemma 2.5,
where we set U 0 = L 0 = Y n+1 = M n+1 = 0. Combining this with the previous equation yields
Taking norms and using again Lemma 2.4 now gives
where we set τ 0 = ω n+1 = 0, and which shows the lower bound in (2.19) . In order to show the upper bound we write (2.20) as
This yields
, and combining this with the previous inequality yields
19).
Note that the positivity assumption on the denominator of the upper bound in (2.19) is indeed necessary. A simple example for which the denominator is equal to zero is given by the matrix A = tridiag(−1, 2, −1) ∈ R n×n with 1 × 1 blocks, which satisfies all assumptions of Lemma 2.3.
Both the off-diagonal bounds (2.17)-(2.18) and the diagonal bounds (2.19) depend on the values τ i and ω i , which bound L i and M i , respectively. We will now show that by modifying the proof of Lemma 2.4 the bounds can be improved in an iterative fashion. This is analogous to the iterative improvement for the case when the blocks of A are scalars, which was considered in [16] .
We have shown in the inductive proof of Lemma 2.4 that
This bound can be improved by making use of Lemma 2.4 itself, i.e.,
, and this yields
If we denote the expression on the right hand side by τ i,2 , then we obtain a modified version of Lemma 2.4, where L i ≤ τ i,2 ≤ τ 2 ≤ 1. Iteratively we now define, for all i = 1, . . . , n and t = 1, . . . , n − 1,
Analogously we can proceed for the values M i , and here we define, for all i = 1, . . . , n and t = 1, . . . , n − 1,
else.
Using these definitions we can easily prove the following modified version of Theorem 2.6, which refines the bounds (2.17), (2.18) 
Moreover, for i = 1, . . . , n,
provided that the denominator of the upper bound is larger than zero, and where we set C 0 = B n = 0, and τ 0,t = ω n+1,t = 0. Note that the statements of Theorem 2.7 with t = 1 are the same as those in Theorem 2.6. By construction, the sequences {τ i,t } n−1 t=1 and {ω i,t } n−1 t=1 are decreasing, and hence the bounds (2.21), (2.22) and (2.23) become tighter as t increases. However, since we have used the submultiplicativity property of the matrix norm in the derivation, it is not guaranteed that the bounds in Theorem 2.7 with t = n − 1 will give the exact norms of the blocks of A −1 . This is a difference to the scalar case, where in the last refinement step one obtains the exact inverse; see [16] .
Finally, let us define 
and for each t = 1, . . . , n − 1.
In the following we provide some numerical illustrations of the bounds in Theorem 2.7 for different values of t. We consider different matrices A = [A ij ] which are row block diagonally dominant, and we compute the corresponding matrices Z = [Z ij ] using the recurrences stated in Theorem 2.2. In all experiments we use the matrix 2-norm, · 2 . For each given pair i, j, we denote by u ij the value of a computed upper bound (i.e., (2.21), (2.22) or (2.23)) on the value Z ij 2 and for each i we denote by l i the value of the computed lower bound for the corresponding diagonal entry (i.e., (2.23)). Then the relative errors in the upper and lower bounds are given by
respectively. (Thus, both E u ij and E l i are between 0 and 1.) Example 2.1. We start with the symmetric block Toeplitz matrix (2.25)
where T = tridiag(−1, 2, −1) ∈ R 9×9 , i.e., A is of the form (2.4) with A i = tridiag(−1, 4, −1), and B i = C i = diag(−1) for all i.
We have κ 2 (A 1 ) = 58.4787, i.e., the matrix A 1 is quite well conditioned. For the computed matrix Z = [Z ij ] we obtain ZA − I 2 = 2.7963 × 10 −10 , suggesting that Z is a reasonably accurate approximation of the exact inverse A −1 . In the top row of Figure 2 .1 we show the relative errors E u ij for the refinement step t = 1 (no refinement) and t = 8 (maximal refinement). We observe that the upper bounds are quite tight already for t = 1, and that for t = 8 the maximal relative error is on the order 10 −13 , i.e., the value of the upper bound is almost exact. In the bottom row of Figure 2 .1 we show the values Z ii 2 for i = 1, . . . , 9, and the corresponding upper and lower bounds (2.23) for the refinement steps t = 1 and t = 8. We observe that while the upper bounds on Z ii 2 for t = 8 almost exactly match the exact values, the lower bounds do not improve by the iterative refinement. The maximal error of the lower bounds for the diagonal block entries of Z in the maximal refinement step is on the order 10 −1 . The maximal relative errors in the upper and lower bounds and all refinement steps are shown in the following table: Figure 2 .2 shows the relative errors for the refinement steps t = 1 and t = 8. We observe that for this nonsymmetric example the upper bounds are not as accurate as those given in the symmetric case, producing a maximal relative error at refinement step t = 8 on the order 10 −3 . The bottom row of Figure 2 .2 shows the upper and lower bounds (2.23) as well as the values Z ii 2 for i = 1, . . . , 9, and refinement steps t = 1 and t = 8. Again we can observe that while we obtain a reasonable approximation in the upper bounds on Z ii 2 for t = 8, the lower bounds almost do not improve by the iterative refinement process. The maximal relative errors in the upper and lower bounds and all refinement steps is shown in the following table: Example 2.3. We now consider the nonsymmetric block tridiagonal matrix
where T is given as in Example 2.1, and R ∈ R 9×9 is a random diagonal matrix with nonzero integer entries between 0 and 10 and constructed in MATLAB with the command R = diag(ceil(10*rand(9,1))). Thus, A is of the form (2.4) with random tridiagonal Toeplitz matrices A i , and random constant diagonal matrices B i and C i for all i. For this matrix we have κ 2 (A) = 518.9988, and the computed matrix Z yields ZA − I 2 = 1.0519 × 10 −9 . The relative errors in the bounds are shown in Figure 2 .3 and in the following table: Proof. The proof closely follows the proof of [11, Theorem 1] . Suppose that A is row block strictly diagonally dominant but singular. Then there exists a nonzero block vector X, partitioned conformally with respect to the partition of A in (2.1), such that
This is equivalent to
and, since the diagonal blocks A ii are nonsingular,
Without loss of generality we can assume that X is normalized such that X i ≤ 1 for all 1 ≤ i ≤ n, with equality for some i = r. For this index we obtain give tighter inclusion regions for the eigenvalues than the sets G
F V i
as well as the usual Gershgorin circles for the matrix A, which are given by the two circles centered at z = 4 of radius 3 and 4.
We next consider the nonsymmetric matrix 
