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Abstract
A set of paths joining a vertex y and a vertex set L is called (y, L)-fan if any two of the paths have only y in common, and its
width is the number of paths forming it. In weighted graphs, it is known that the existence of heavy fan is useful to ﬁnd a heavy
cycle containing some speciﬁed vertices.
In this paper, we show the existence of heavy fans with large width containing some speciﬁed vertices in weighted graphs of large
connectivity, which is a weighted analogue of Perfect’s theorem. Using this, in 3-connected weighted graphs, we can ﬁnd heavy
cycles containing three speciﬁed vertices, and also heavy paths joining two speciﬁed vertices containing two more speciﬁed vertices.
These results extend the previous results in 2-connected weighted graphs to 3-connected weighted graphs.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We only consider undirected graphs which have no loops or multiple edges. Let V (G) and E(G) denote the vertex
set and the edge set of a graph G, respectively. A weighted graph is one in which every edge e is assigned a nonnegative
real number w(e), called the weight of e. For a subgraph H of G, the weight of H is deﬁned by
w(H) =
∑
e∈E(H)
w(e).
For each vertex v ∈ V (G), NG(v) is the set, and dG(v) the number, of neighbors of v in G. We deﬁne the weighted
degree of v in G by
dwG(v) =
∑
u∈NG(v)
w(uv).
When no confusion occurs, we denote NG(v), dG(v), and dwG(v) by N(v), d(v), and dw(v), respectively.
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An (x, z)-path is a path whose endvertices are x and z. Moreover, if an (x, z)-path contains all vertices in Y ⊆ V (G),
we call it an (x, Y, z)-path. Let X,Z be disjoint subsets of V (G). A path P is called an (X,Z)-path if
(i) P is an (x, z)-path, where x ∈ X and z ∈ Z, and
(ii) V (P ) ∩ X = {x} and V (P ) ∩ Z = {z}.
Let X,Z be subsets of V (G) and y a vertex in V (G)\(X ∪Z). If every ({y}, Z)-path contains at least one vertex in
X, then we call X separates y from Z. A subgraph F of G is called a (y, Z)-fan of width k if F is a union of ({y}, Z)-
paths P1, P2, . . . , Pk , where V (Pi) ∩ V (Pj ) = {y} for i = j . The maximum number of the width of (y, Z)-fans in
G is denoted by k(G; y, Z). Note that k(G; y, Z) is equal to the minimum number of vertices separating y from Z
in G.
In a weighted graph G with constant weight 1, dwG(v) = dG(v) for every vertex v ∈ V (G) and w(H) = |E(H)| for
every subgraph H of G. Hence, we can regard an unweighted graph as a weighted graph with special property, and
some results in unweighted graph can be generalized to weighted graphs. In [1], Bondy and Fan began the study on the
weighted generalization of the results on the existence of long paths and cycles in unweighted graphs. The following
is one of such results.
Theorem 1 (Bondy and Fan [1]). Let G be a 2-connected weighted graph and d a nonnegative real number. If
dw(v)d for every vertex v in G, then either G has a cycle of weight at least 2d or every heaviest cycle in G is a
hamiltonian cycle.
Theorem 1 generalizes the following well-known result.
Theorem A (Dirac [2]). Let G be a 2-connected graph and d an integer. If d(v)d for every vertex v in G, then G
has either a cycle of length at least 2d or a hamiltonian cycle.
The followings show the existence of long cycles containing some speciﬁed vertices, under the same condition as
Dirac’s theorem.
Theorem B (Grötschel [6]). Let G be a 2-connected graph and d an integer. If d(v)d for every vertex v in G, then
for any given vertex y in G, G has either a cycle of length at least 2d containing y or a hamiltonian cycle.
Theorem C (Locke [7]). Let G be a 2-connected graph and d an integer. If d(v)d for every vertex v in G, then for
any given vertices y1 and y2 in G, G has either a cycle of length at least 2d containing y1 and y2 or a hamiltonian
cycle.
Theorems B and C have been also generalized to weighted graphs as follows.
Theorem 2 (Zhang et al. [9]). Let G be a 2-connected weighted graph and d a nonnegative real number. If dw(v)d
for every vertex v in G, then for any given vertex y in G, either G has a cycle of weight at least 2d containing y or
every heaviest cycle in G is a hamiltonian cycle.
Theorem 3 (Fujisawa et al. [5]). LetGbe a 2-connectedweighted graph and d anonnegative real number. If dw(v)d
for every vertex v in G, then for any given two vertices y1 and y2 in G, either G has a cycle of weight at least 2d
containing y1 and y2 or every heaviest cycle in G is a hamiltonian cycle.
To prove Theorem 3, the following lemma is shown.
Lemma 1 (Fujisawa et al. [5]). Let G be a 2-connected weighted graph and let L,M be subgraphs of G such that L
is 2-connected and M is a component of G − L. If dwG(v)d for every vertex v in V (M), then for every vertex y in
V (M), there exists a (y, L)-fan of weight at least d and width at least 2.
Using this lemma, we can easily prove Theorem 3. Hence the existence of heavy fan is very useful to ﬁnd heavy
cycles passing through some given vertices. In this paper, we prove the following Theorem 4, which is a weighted
analogue of Perfect’s theorem extending Lemma 1 to the graphs of large connectivity.
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Theorem D (Perfect [8]). Let G be a connected graph, L a subset of V (G), y a vertex in V (G)\L, and l an integer
such that l < k(G; y, L). Then for every (y, L)-fan F1 of width l, there exists a (y, L)-fan F2 of width k(G; y, L) such
that V (F1) ∩ L ⊂ V (F2) ∩ L.
Theorem 4. Let G be a connected weighted graph, L a subset of V (G), M a component of G − L, and y a vertex in
V (M). Assume that, for all v ∈ V (M),
• dwG(v)d, and• there is no vertex in V (M)\{v} which separates v from L.
Then for every (y, L)-fan F1, there exists a (y, L)-fan F2 such that
• w(F2)d,
• V (F1) ∩ L ⊆ V (F2) ∩ L, and
• the width of F2 is equal to k(G; y, L).
By using Theorem 4, we can prove the following theorems.
Theorem 5. Let G be a 3-connected weighted graph and let d be a nonnegative real number. If dw(v)d for every
vertex v in G, then for any given three vertices y1, y2 and y3 in G, either G has a cycle of weight at least 2d containing
all of y1, y2 and y3 or every heaviest cycle in G is a hamiltonian cycle.
Theorem 6. Let G be a 3-connected weighted graph and let d be a nonnegative real number. Let x, z ∈ V (G) such
that x = z. If dw(v)d for every vertex v ∈ V (G)\{x, z}, then for any given two vertices y1 and y2 in G, G has an
(x, {y1, y2}, z)-path of weight at least d .
Theorem 5 is a weighted generalization of the following theorem in case of k = 3.
Theorem E (Egawa et al. [4]). LetG be a k-connected graph where k2, and let d be an integer. If d(v)d for every
vertex v in G, then for any given vertex set X with |X| = k, there exists either a cycle of length at least 2d containing
all the vertices of X or a hamiltonian cycle.
Furthermore, Theorem 6 is an extension of the following theorem to 3-connected weighted graphs.
Theorem 7 (Zhang et al. [9]). Let G be a 2-connected weighted graph and let d be a nonnegative real number. Let
x, z ∈ V (G) such that x = z. If dw(v)d for every vertex v ∈ V (G)\{x, z}, then for any given vertex y in G, G has
an (x, {y}, z)-path of weight at least d .
Note that Theorem 4 immediately implies Theorem 7. In later section, we give the proofs of Theorems 4–6. In fact,
we can prove a stronger result than Theorem 6, which considers also the case where the graph is 2-connected.
2. Terminology and notation
We use [3] for terminology and notation not explained in this paper. Let L,M be disjoint subsets of V (G). We
denote
⋃
v∈L(NG(v)∩M) by NM(L). The subgraph induced by L in G is denoted by G[L]. If a component of a graph
contains a vertex y, we call it a y-component.
For a weighted graph G with u, v ∈ V (G), we deﬁne wG(uv)= 0 if uv /∈E(G). Let e = xy be an edge of G. When
we identify x with y as a new vertex ve, we call this operation contraction of the edge e and the new graph is denoted
by G/e. When we contract an edge, there may occur some multiple edges, then we identify them as a simple edge
whose weight is the sum of the two previous edges. So, G/e is a weighted graph such that
• V (G/e) = (V (G) ∪ {ve})\{x, y},
• E(G/e) = E(G − {x, y}) ∪ {vev: xv ∈ E(G)\{e} or yv ∈ E(G)\{e}},
• if uv ∈ E(G/e − {ve}), wG/e(uv) = wG(uv), and
• if v ∈ NG/e(ve), wG/e(vve) = wG(vx) + wG(vy).
The vertex ve is called the contracted vertex.
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Let C = v1v2 . . . vpv1 be a cycle. The segment vivi+1 · · · vj is denoted by C[vi, vj ] or viCvj . Let R be a tree and
let u, v be distinct vertices of R. Then there is only one (u, v)-path in R. This path is also denoted by R[u, v] or uRv.
When S is a cycle or a tree, we denote S[vi, vj ] − {vi}, S[vi, vj ] − {vj } and S[vi, vj ] − {vi, vj } by S(vi, vj ], S[vi, vj )
and S(vi, vj ), respectively.
We often identify a subgraph H of G with its vertex set V (H). For example, NG(V (H)) is often denoted by NG(H).
Moreover, for a vertex x, we sometimes denote {x} by x when there is no fear of confusion.
3. Proof of Theorem 4
Let k = k(G; y, L). If the width of F1 is less than k, then Theorem D shows the existence of (y, L)-fan F ′1 of width
k such that V (F1)∩L ⊆ V (F ′1)∩L. The required fan F2 for F ′1 is also the required fan for F1. Hence we may assume
that the width of F1 is k.
We use induction on |M|. If M = {y}, then it is obvious that F2 =⋃v∈N(y)vy is the required fan, since dwG(y)d.
Now suppose |M|2.
Case 1: Every X ⊆ V (G) of cardinality k separating y from L is contained in L. In this case, we have |NL(M)|= k,
so V (F) ∩ L = NL(M) for any (y, L)-fan F of width k. Hence, it sufﬁces to show the existence of a (y, L)-fan of
width k and weight at least d .
Assume that there exists x ∈ NM(L)\{y} and t ∈ NL(x) such that k(G/xt; y, L) = k′ <k. When we make G/xt
from G, we regard the contracted vertex as t ′. Let X′ be a vertex set of cardinality k′ which separates y from L in
G/xt . If t ′ /∈X′, then X′ separates y from L in G, which contradicts the fact k(G; y, L) = k. Hence we have t ′ ∈ X′.
Then X′ ∪ {x, t}\{t ′} separates y from L in G. If |X′|<k − 1, then we get |X′ ∪ {x, t}\{t ′}|<k, which contradicts the
fact k(G; y, L)= k. If |X′| = k − 1, then we obtain |X′ ∪ {x, t}\{t ′}| = k and X′ ∪ {x, t}\{t ′}L. This contradicts the
assumption of this case. Therefore, we have k(G/xt; y, L) = k for every x ∈ NM(L)\{y} and t ∈ NL(x).
Subcase 1.1: There exists t ∈ NL(M) such that yt /∈E(G) or w(xt)>w(yt) for some x ∈ NM(t). Take a vertex
x ∈ NM(t) such that w(xt) is as large as possible. Now make a new graph G′ =G/xt , and regard the contracted vertex
as t . Let L′ = L and let M ′ be the y-component of G′ − L′. Then V (M ′) ⊆ V (M)\{x}, and it is clear that, for all
v ∈ V (M ′),
• dw
G′(v) = dwG(v)d and• there is no vertex in V (M ′)\{v} which separates v from L′.
Hence, by the induction hypothesis, we can ﬁnd a (y, L′)-fan F ′ of width k(G/xt; y, L) = k and weight at least d.
Since k(G/xt; y, L) = k and |NL′(M ′)| |NL(M)| = k, we have |NL′(M ′)| = k, which implies t ∈ V (F ′). Moreover
the fact t = y implies that there is a vertex t− which is the only neighbor of t in F ′. If t−x /∈E(G), then t−t ∈ E(G)
and wG′(t−t) = wG(t−t). Therefore, F = F ′ is the required fan in G. If t−x ∈ E(G), let F be a graph obtained from
F ′ by replacing an edge t−t of F ′ with a path t−xt . Then F is a (y, L)-fan of width k in G. Furthermore by the choice
of x, we have
w(F) = w(F ′) − wG′(t−t) + wG(t−x) + wG(xt)
=w(F ′) − (wG(t−t) + wG(t−x)) + wG(t−x) + wG(xt)
=w(F ′) − wG(t−t) + wG(xt)
w(F ′)
d.
Hence F is the required fan.
Subcase 1.2: For every vertex t ∈ NL(M), yt ∈ E(G) and w(xt)w(yt) for all x ∈ NM(t). First, we prove the
following claim.
Claim 1. There exists a (y, z)-path P in M such that z ∈ NM(L) and the weight of P is at least min{dwM(z), d}.
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Proof. First note that |NM(L)|2, since otherwise |NM(L)| = 1, and the vertex in NM(L) separates another vertex
in V (M) from L.
Suppose that |M| = 2, and let z be the vertex of V (M) other than y. Since |NM(L)|2, we obtain z ∈ NM(L), and
then it is obvious that yz is the required path. So assume |M|3. Note that
dwM(v) = dwG(v)d for all v ∈ V (M)\NM(L). (1)
Suppose that M is 2-connected. Since |NM(L)|2, we get NM(L)\{y} = ∅. Let z be a vertex in NM(L)\{y} such that
dwM(z)dwM(v) for all v ∈ NM(L)\{y}. Then with (1), we have
dwM(v) min{dwM(z), d} for all v ∈ V (M)\{y, z}.
Hence, by the induction hypothesis, there exists an (x, {y, z})-fan F of width k(M; x, {y, z}) = 2 and weight at least
min{dwM(z), d} for every x ∈ V (M)\{y, z}. Since the width of F is 2, F is the required path.
Therefore, we may assume that M is not 2-connected. Choose an endblock B such that y /∈ IB =V (B)\{cB}, where
cB is the cutvertex of M in B. Then there exists a (y, cB)-path P1 which is internally disjoint with B. Note that
NIB (L) = ∅, since otherwise cB separates a vertex in IB from L. Let z be a vertex in NIB (L) such that
dwM(z)dwM(v) for all v ∈ NIB (L). (2)
If |IB | = 1, we have w(zcB) = dwM(z), and hence P = yP 1cBz is the required path. So we may assume that |IB |2,
then B is 2-connected. It follows from (1) and (2) that
dwM(v) min{dwM(z), d} for all v ∈ V (B)\{cB, z}.
Then, by the induction hypothesis, there exists an (x, {cB, z})-fan F of width k(B; x, {cB, z}) = 2 and weight at least
min{dwM(z), d} for every x ∈ V (B)\{cB, z}. Since the width of F is 2, F is a path. Combining P1 and F , we have the
required path. 
Now we are ready to complete the proof for subcase 1.2. Choose a vertex z and a path P which satisfy the conditions
of Claim 1. Let z′ be a neighbor of z in L and
F =
⋃
v∈NL(M)\{z′}
yv ∪ yPzz′.
Then F is a (y, L)-fan such that
w(F) =
∑
v∈NL(M)\{z′}
w(yv) + w(P ) + w(zz′)

∑
v∈NL(z)\{z′}
w(zv) + w(P ) + w(zz′)
dwL (z) + min{d, dwM(z)}
 min{d, dwG(z)}
= d.
Since the width of F is |NL(M)| = k(G; y, L), we get that F is the required fan. This completes the proof of Theorem
4 in Case 1.
Case 2: There exists X ⊆ V (G) of cardinality k such that X separates y from L and XL. Let M∗ be the y-
component of G − X. In this case we have M∗ ⊂ M , and it follows that dwG(v)d for every v ∈ V (M∗). By the
assumption of Theorem 4, it is obvious that there is no vertex in V (M∗)\{v} which separates v from X. Hence, by
the induction hypothesis, we can ﬁnd a (y,X)-fan F ∗ such that w(F ∗)d and the width of F ∗ is k(G; y,X) = k.
Now adding P = F1 − V (M∗) to F ∗, we can ﬁnd a (y, L)-fan F2 such that w(F2) = w(F ∗) + w(P)d and
V (F2) ∩ L = V (P) ∩ L = V (F1) ∩ L, which is the required fan. This completes the proof of Theorem 4.
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By Theorem 4, we have the following corollary.
Corollary 1. Let G be a connected weighted graph and let x, z be two distinct vertices of G. Let k be the maximum
number of internally disjoint (x, z)-paths in G. Assume that, for all v ∈ V (G)\{x},
• dwG(v)d, and• there is no vertex in V (G)\{v} which separates v from x.
Then there exists a set of k internally disjoint (x, z)-paths P such that w(P)d.
Proof. Apply Theorem 4 with L = {x} ∪ NG(x)\{z} and y = z, then the assertion is obvious. 
However, the following is false.
False statement. Let G be a k-connected weighted graph and let X,Z be two subsets of V (G). If dwG(v)d for all
v ∈ V (G), then there exists a set of k vertex disjoint (X,Z)-paths P such that w(P)d.
Let G be a complete tripartite graph K1,t,t , where t2. Let v be the vertex of G in the partite set of cardinality 1,
and let X and Z be the partite sets of G with cardinality t . If we assign weight t/(2t − 1) to the edges incident to v and
weight 1 to all the other edges, then the minimum weighted degree of G is 2t2/(2t − 1), while the maximum weight
of the set of vertex disjoint (X,Z)-paths is t − 1 + 2 · t/(2t − 1)< 2t2/(2t − 1).
4. Proof of Theorem 5
In our proof of Theorem 5, we call a cycle an l-cycle if it contains at least l vertices of {y1, y2, y3}, where 1 l3.
Proof of Theorem 5. Assume the contrary. Then, by Theorem 3, there exists a 2-cycle of weight at least 2d. Let C
be a heaviest one among these cycles. Without loss of generality, we may assume that C contains y1 and y2. Since
w(C)2d, we have y3 /∈V (C). By Theorem 4, we can ﬁnd a (y3, C)-fan F of width k(G; y3, C)3 and weight at
least d. Let V (C) ∩ V (F) = {a1, a2, . . . , ap}, where p = k(G, y3, C). We may assume a1, a2, . . . , ap appear in the
consecutive order along C. We denote ap+1 = a1.
Claim 1. There exists an index l with 1 lp such that {y1, y2} ⊆ V (C(al, al+1)).
Proof. Assume the contrary. Then for all i with 1 ip, the cycle aiFai+1Cai is a 2-cycle. Hence by the choice of C,
w(F [ai, ai+1])w(C[ai, ai+1]) for i=1, 2, . . . , p. Sincep3, there exists j with 1jp such thatV (C(aj , aj+1))∩
{y1, y2} = ∅. Therefore, C′ = ajFaj+1Caj is a 3-cycle and
w(C′) = w(F [aj , aj+1]) +
∑
1 ip, i =j
w(C[ai, ai+1])

p∑
i=1
w(F [ai, ai+1])
= 2w(F)
2d,
which is a contradiction. 
Note that Claim 1 holds for every (y3, C)-fan F of width k(G; y3, C)3 and weight at least d. Now, among such
fans, take F1 such that the length of C[al, al+1] is as short as possible. Without loss of generality, we may assume that
l = p and ap, y1, y2, a1 appear in the consecutive order along C. Note that w(F1[ai, ai+1])<w(C[ai, ai+1]) for all i
with 1 ip − 1, because the cycle aiF1ai+1Cai is a 3-cycle.
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Claim 2. C[a1, ap] separates y3 from {y1, y2}.
Proof. Let H be a y3-component of G−C. By way of contradiction, we assume that there exists v ∈ V (C(ap, a1))∩
N(H). Let P be a (v, F1)-path in G[V (H) ∪ {v}] and let v′ be the vertex of P such that V (P ) ∩ V (F1) = {v′}. Then,
there exists j with 1jp such that v′ /∈V (F1(y3, aj ]). Since F ′ = ajF1v′Pv is a (y3, C)-fan, Theorem 4 shows
that there exists a (y3, C)-fan of width k(G; y3, C) and weight at least d which contains v and aj . By Claim 1, we have
v /∈V (C[y1, y2]). Without loss of generality, we may assume v ∈ V (C(y2, a1)). Now we have v′ ∈ V (F1[y3, ap)),
since otherwise Theorem 4 shows that there exists a (y3, C)-fan F ′ of width k(G; y3, C) and weight at least d such
that v, ap ∈ V (F ′), which contradicts the choice of F1.
Since p = k(G; y3, C), there exists a vertex set X in V (H) ∪ NC(H)\{y3} such that |X| = p and X separates y3
from C. Note that there is one vertex of V (F1[y3, ai]) ∩ X for each i with 1 ip. Let xi be such a vertex. Since X
separates y3 from C, we have xp ∈ V (F1[y3, v′]).
Now Theorem 4 shows the existence of (y3, X)-fan F ∗ of width k(G; y3, X) = p and w(F ∗)d (see Fig. 1). We
have w(C[ai, ai+1])w(F ∗[xi, xi+1]) for every i with 1 ip − 1, since otherwise aiF1xiF ∗xi+1F1ai+1Cai is a
3-cycle heavier than C. Let C′ = vPv′F1xpF ∗x1F1a1Cv. Then C′ is a 3-cycle and
w(C′) = w(vPv′F1xpF ∗y3) + w(y3F ∗x1F1a1)
+
p−1∑
i=1
w(C[ai, ai+1]) + w(C[ap, v])
w(xpF ∗y3) + w(y3F ∗x1) +
p−1∑
i=1
w(F ∗[xi, xi+1])
= 2w(F ∗)
2d,
which is a contradiction. Hence we have NC(H) ⊆ V (C[a1, ap]), which implies the assertion. 
Claim 3. w(C[ap, a1])<w(F1[ap, a1]).
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Proof. Let C′ = a1F1a2Ca1. Since C′ is a 3-cycle, we have w(C′)< 2d. Hence
w(C[ap, a1]) = w(C′) − (w(F1[a1, a2]) + w(C[a2, ap]))
< 2d − (w(F1[a1, a2]) +
p−1∑
i=2
w(F1[ai, ai+1]))
= 2d − (2w(F1) − w(F1[ap, a1]))
w(F1[ap, a1]). 
Claim 4. For any 2-cycle D, w(D)<w(C[a1, ap]) + w(F1[ap, a1]).
Proof. Claim 3 shows w(C)<w(C[a1, ap]) + w(F1[ap, a1]). By the choice of C, we have w(D)w(C), which
implies the assertion. 
Claim 5. Let v1, v2 be two vertices inC[a1, ap] such that a1, v1, v2, ap appear in the consecutive order alongC. If there
is a (v1, v2)-pathP which is internally disjoint withF1∪C[a1, ap] andV (P )∩{y1, y2} = ∅, thenw(P )<w(C[v1, v2]).
Proof. Let C′ = v1Pv2CapF1a1Cv1. Note that C′ is a 2-cycle. By Claim 4, w(C′)<w(C[a1, ap])+w(F1[ap, a1]).
Hence w(P )<w(C[v1, v2]). 
Claim 6. Let v1, v2 be two vertices in C[a1, ap] such that a1, v1, v2, ap appear in the consecutive order along C. Sup-
pose that there is a (v1, v2)-pathP such that V (P )∩V (C(v1, v2))=∅ and {y1, y2} ⊂ V (P ). LetP ′=v2CapF1a1Cv1.
Then w(P )<w(P ′).
Proof. Let C′ = v1Cv2Pv1, then C′ is a 2-cycle. Hence Claim 4 shows that w(C′)<w(C[a1, ap]) + w(F1[ap, a1]),
which implies the assertion. 
Note that C[ap, a1] is a (y1, C[a1, ap])-fan which includes a1 and ap. Hence, by Theorem 4, there exists a
(y1, C[a1, ap])-fan F2 such that w(F2)d and a1, ap ∈ V (F2). Note that Claim 2 implies that V (F1) ∩ V (F2) ⊆
{a1, a2, . . . , ap}.
Case 1: w(F1[a1, ap])w(F2[a1, ap]). Let P be an (a1, ap)-path which satisﬁes the following:
• P is internally disjoint with F1 ∪ C[a1, ap], and
• V (P ) ∩ {y1, y2} = ∅.
We may assume that such a path P was chosen so that w(P ) is as large as possible. Suppose that y ∈ V (P ), where 
is 1 or 2. Let C′ = a1F1a2CapPa1. Then y, y3 ∈ V (C′) and by the choice of P ,
w(C′) = w(F1[a1, a2]) + w(C[a2, ap]) + w(P )
w(F1[a1, a2]) +
p−1∑
i=2
w(F1[ai, ai+1]) + w(P )
2w(F1) − w(F1[a1, ap]) + w(F2[a1, ap])
2w(F1)
2d.
Hence we get y /∈V (P ), where  ∈ {1, 2} with  = . Since C[y1, y2] is a path disjoint with C[a1, ap], Theorem 4
shows the existence of (y, P ∪C[a1, ap])-fan F3 of weight at least d, width at least 3 and V (F3)∩V (P ) = ∅. By sym-
metry, we may assume that V (F3)∩V (P (a1, y]) = ∅. Note that Claim 2 implies V (F1)∩V (F3) ⊆ {a1, a2, . . . , ap}.
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If there exist two distinct vertices u, v ∈ V (P ) ∩ V (F3), then by the choice of P , w(P [u, v])w(F3[u, v]). Now we
assume that P has the orientation from a1 to ap.
Subcase 1.1: V (F3)∩V (C(a1, ap)) = ∅. Let V (C[a1, ap))∩V (F3)={b1, b2, . . . , bl} and V (P (a1, ap])∩V (F3)=
{bl+1, bl+2, . . . , bm}. We may assume b1, b2, . . . , bl and bl+1, bl+2, . . . , bm appear in the consecutive order along C
and P , respectively (see Fig. 2). We consider three paths P1 = b1CblF3y, P2 = yF3bl+1Pap and P3 = apF1a1Cb1.
Then by Claim 5,
w(P1) =
l−1∑
i=1
w(C[bi, bi+1]) + w(F3[bl, y])

l−1∑
i=1
w(F3[bi, bi+1]) + w(F3[bl, y])
=
l∑
i=1
2w(F3[bi, y]) − w(F3[b1, y]),
and by the maximality of w(P ),
w(P2)w(F3[y, bl+1]) +
m−1∑
i=l+1
w(P [bi, bi+1])
w(F3[y, bl+1]) +
m−1∑
i=l+1
w(F3[bi, bi+1])
=
m∑
i=l+1
2w(F3[bi, y]) − w(F3[bm, y]).
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Moreover, let P ′ = b1F3yP2ap. Note that y1, y2 ∈ V (P ′). Hence by Claim 6 and the maximality of w(P ),
w(P3)>w(P
′)
=w(F3[b1, y]) + w(P2)
w(F3[b1, y]) + w(F3[bm, y]).
Therefore, b1P1yP2apP3b1 is a 3-cycle of weight
w(P1) + w(P2) + w(P3)
l∑
i=1
2w(F3[bi, y]) − w(F3[b1, y])
+
m∑
i=l+1
2w(F3[bi, y]) − w(F3[bm, y])
+ w(F3[b1, y]) + w(F3[bm, y])
= 2w(F3)
2d ,
which is a contradiction.
Subcase 1.2: V (F3) ∩ V (C(a1, ap)) = ∅. Let V (P ) ∩ V (F3) = {b1, b2, . . . , bm}. We may assume b1, b2, . . . , bm
appear in the consecutive order along P . Since m3, there exists l with 1 lm − 1 such that y /∈V (P (bl, bl+1)).
We consider two paths P1 = a1PblF3bl+1Pap and P2 = a1F1a2Cap. Then
w(P1)
∑
1 im−1, i =l
w(P [bi, bi+1]) + w(F3[bl, bl+1])

∑
1 im−1, i =l
w(F3[bi, bi+1]) + w(F3[bl, bl+1])
w(F3)
d
and
w(P2) = w(F1[a1, a2]) +
p−1∑
i=2
w(C[ai, ai+1])
w(F1[a1, a2]) +
p−1∑
i=2
w(F1[ai, ai+1])
w(F1)
d.
Hence a1P1apP2a1 is a 3-cycle of weight w(P1) + w(P2)2d, which is a contradiction.
Case 2: w(F1[a1, ap])>w(F2[a1, ap]). Let V (C[a1, ap]) ∩ V (F2) = {a′1, a′2, . . . , a′q}. We may assume that a′1,
a′2, . . . , a′q appear in the consecutive order along C. Note that a′1 = a1 and a′q = ap. Let P = a′1F2a′2Cap and consider
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a cycle C′ = a′1PapF1a1. Then by Claim 5,
w(C′) = w(F2[a′1, a′2]) + w(C[a′2, ap]) + w(F1[ap, a1])
> w(F2[a′1, a′2]) +
q−1∑
i=2
w(F2[a′i , a′i+1]) + w(F1[ap, a1])
= 2w(F2) − w(F2[a′1, a′q ]) + w(F1[a1, ap])
> 2w(F2)
2d.
Now let Q be an (a1, ap)-path such that Q = Q1 ∪ Q2, where
• Q1 is an (a1, t)-path with t ∈ V (C(a1, ap]), which is internally disjoint with F1 ∪C[a1, ap] and V (Q1)∩{y1, y2} =
∅, and
• Q2 = C[t, ap].
Note that such an (a1, ap)-path Q exists, since P satisﬁes the above conditions. Take Q among such paths so that w(Q)
is as large as possible, and assume that Q has an orientation from a1 to ap. We consider a cycle C∗ =a1QapF1a1, then
w(C∗)w(C′)> 2d and y3 ∈ V (C∗). Hence we have {y1, y2}V (Q). Without loss of generality, we may assume that
y ∈ V (Q) and y /∈V (Q), where ,  ∈ {1, 2} with  = . Since C[y1, y2] is a path disjoint with C[a1, ap], Theorem
4 shows that there exists a (y,Q∪C[a1, t])-fan F4 of weight at least d, width at least 3 and V (F4)∩V (Q(a1, t)) = ∅.
Now assume that there exists a vertex s1 ∈ V (F4) ∩ V (C(a1, t)). If there exists s2 ∈ V (F4) ∩ V (Q(a1, y]), then
C˜ = a1Cs1F4s2QapF1a1 is a 3-cycle, and by Claim 5,
w(C˜) = w(C[a1, s1]) + w(F4[s1, s2]) + w(Q[s2, t])
+ w(Q[t, ap]) + w(F1[ap, a1])
> (w(Q[a1, s2]) + w(F4[s2, s1])) + w(F4[s1, s2])
+ w(Q[s2, t]) + w(Q[t, ap]) + w(F1[ap, a1])
w(Q) + w(F1[ap, a1])
=w(C∗)
> 2d,
which is a contradiction. Otherwise, there exists s2 ∈ V (F4)∩V (Q(y, t)). Then Cˆ=a1Qs2F4s1CapF1a1 is a 3-cycle
and Claim 5 implies that
w(Cˆ) = w(Q[a1, s2]) + w(F4[s2, s1]) + w(C[s1, t]) + w(C[t, ap]) + w(F1[ap, a1])
> w(Q[a1, s2]) + w(F4[s2, s1]) + (w(F4[s1, s2]) + w(Q[s2, t]))
+ w(Q[t, ap]) + w(F1[ap, a1])
w(Q) + w(F1[ap, a1])
=w(C∗)
> 2d,
which is a contradiction. Hence we have V (F4)∩V (C(a1, t))=∅, which shows V (F4)∩V ((Q∪C[a1, t])) ⊆ V (Q).
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Let V (F4) ∩ V (Q) = {b1, b2, . . . , bm}. We may assume that b1, b2, . . . , bm appear in the consecutive order along
Q. It follows from the choice of Q and Claim 5 that w(Q[bi, bj ])w(F4[bi, bj ]) for every i, j with 1 i < jm.
Subcase 2.1: V (F4)∩ V (Q(t, ap])= ∅. Since m3, there exists l with 1 lm− 1 such that y /∈V (Q(bl, bl+1))
(see Fig. 3). Now consider two paths Q1 = a1QblF4bl+1Qt and Q2 = tQapF1a1. Then
w(Q1)
∑
1 im−1, i =l
w(Q[bi, bi+1]) + w(F4[bl, bl+1])

∑
1 im−1, i =l
w(F4[bi, bi+1]) + w(F4[bl, bl+1])
w(F4)
d.
Moreover, by Claim 6 and the fact that y1, y2 ∈ V (Q1),
w(Q2)>w(Q1)d .
Hence a1Q1tQ2a1 is a 3-cycle of weight w(Q1) + w(Q2)> 2d, which is a contradiction.
Subcase 2.2: V (F4)∩V (Q(t, ap]) = ∅ and V (F4)∩V (Q[y, t)) = ∅. Let bl ∈ V (F4)∩V (Q[y, t)) and consider
three paths Q1 = a1Qbm−1F4bm, Q2 = a1QblF4bm and Q3 = bmQapF1a1 (see Fig. 4). Note that both of Q1,Q2
contains y and y. Now we have
w(Q1)
m−2∑
i=1
w(Q[bi, bi+1]) + w(F4[bm−1, bm])

m−2∑
i=1
w(F4[bi, bi+1]) + w(F4[bm−1, bm])
= 2w(F4) − w(F4[b1, bm])
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and
w(Q2)
l−1∑
i=1
w(Q[bi, bi+1]) + w(F4[bl, bm])

l−1∑
i=1
w(F4[bi, bi+1]) + w(F4[bl, bm])
w(F4[b1, bm]).
Moreover by Claim 6, we havew(Q3)>w(Q2). Hencea1Q1bmQ3a1 is a 3-cycle of weightw(Q1)+w(Q3)>w(Q1)+
w(Q2)2w(F4)2d, which is a contradiction.
Subcase 2.3: V (F4)∩V (Q(t, ap]) = ∅ and V (F4)∩V (Q[y, t))= ∅. Note that V (Q(a1, y))∩V (F4) = ∅, since
V (F4) ∩ V (Q(a1, t)) = ∅. Let l, l′ be integers with 1 l, l′m such that bl ∈ V (Q(a1, y]), bl+1 /∈V (Q(a1, y]),
bl′ ∈ V (Q(t, ap]) and bl′−1 /∈V (Q(t, ap)) (see Fig. 5). Now consider three cycles C1 =a1CtQblF4bl′QapF1a1, C2 =
b1QbmF4b1 and C3 =a1CapF1a1. Note that C1 is a 3-cycle and C2 is a 2-cycle. By Claim 4, we have w(C2)<w(C3).
Hence we obtain,
w(C1)>w(C1) + w(C2) − w(C3)
= (w(C[a1, t]) + w(Q[t, bl]) + w(F4[bl, bl′ ]) + w(Q[bl′ , ap]) + w(F1[ap, a1]))
+ (w(Q[b1, bm]) + w(F4[bm, b1])) − (w(C[a1, ap]) + w(F1[ap, a1]))
=w(C[a1, t]) + w(Q[t, bl]) + w(F4[bl, bl′ ]) + w(Q[bl′ , ap]) + w(F1[ap, a1])
+ (w(Q[b1, bl]) + w(Q[bl, t]) + w(Q[t, bl′ ]) + w(Q[bl′ , bm])) + w(F4[bm, b1])
− (w(C[a1, t]) + w(C[t, bl′ ]) + w(C[bl′ , ap])) − w(F1[ap, a1])
=w(Q[t, bl]) + w(F4[bl, bl′ ]) + w(Q[b1, bl]) + w(Q[bl, t]) + w(Q[bl′ , bm])
+ w(F4[bm, b1])
=w(Q[b1, bl]) + w(F4[b1, bl]) + 2w(Q[bl, t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm]).
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If t /∈V (F4), then l′ = l + 1, and hence
w(Q[b1, bl]) + w(F4[b1, bl]) + 2w(Q[bl, t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm])

l−1∑
i=1
w(F4[bi, bi+1]) + w(F4[b1, bl]) +
m−1∑
i=l+1
w(F4[bi, bi+1]) + w(F4[bl+1, bm])
= 2w(F4)
2d,
which is a contradiction. Hence we may assume that t ∈ V (F4), and it follows that l′ = l + 2 and t = bl+1. Therefore,
we have
w(Q[b1, bl]) + w(F4[b1, bl]) + 2w(Q[bl, t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm])

l−1∑
i=1
w(F4[bi, bi+1]) + w(F4[b1, bl]) + 2w(F4[bl, bl+1])
+
m−1∑
i=l+2
w(F4[bi, bi+1]) + w(F4[bl+2, bm])
2w(F4)
2d,
which is also a contradiction. This completes the proof of Theorem 5. 
5. Proof of Theorem 6
In this section, we prove the following theorem, which immediately implies Theorem 6.
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Theorem 8. Let G be a 2-connected weighted graph and let d be a nonnegative real number. Let x, z ∈ V (G) such
that x = z, and let y1, y2 ∈ V (G). Assume that there exists an (x, {y1, y2}, z)-path P in G. If dw(v)d for every
vertex v ∈ V (G)\{x, z}, then there exists an (x, {y1, y2}, z)-path of weight at least d.
Proof. If either y1 = y2 or {y1, y2} ∩ {x, z} = ∅, then Theorem 7 implies the assertion. Therefore, we may as-
sume that x, y1, y2 and z are distinct vertices. We use induction on |V (G)|. Suppose |V (G)| = 4. Then without
loss of generality we may assume that P = xy1y2z. If either zy1 /∈E(G) or xy2 /∈E(G), then it is obvious that
w(P ) min{dw(y1), dw(y2)}d , and hence P is the required path. If zy1 ∈ E(G) and xy2 ∈ E(G), let P ′ = xy2y1z.
Then w(P ) + w(P ′)dw(y1) + dw(y2)2d , and it follows that P or P ′ is an (x, {y1, y2}, z)-path of weight at least
d. Now assume that |V (G)|5.
By Theorem 7, there exists an (x, z)-path Q of weight at least d such that V (Q)∩{y1, y2} = ∅. Take Q among such
paths so that w(Q) is as large as possible. If {y1, y2} ⊆ V (Q), there is nothing to prove. So without loss of generality,
we may assume that y1 ∈ V (Q) and y2 /∈V (Q). Then by Theorem 4, there exists a (y2,Q)-fan F of weight at least d
and width k(G; y2,Q).
Suppose that k(G; y2,Q)3. Let V (F)∩V (Q)={a1, a2, . . . , am}. We may assume that x, a1, a2, . . . , am, z appear
in the consecutive order along Q. By the choice of Q, w(Q[ai, ai+1])w(F [ai, ai+1]) for every i with 1 im− 1.
Since m3, there exists l with 1 lm− 1 such that y1 /∈V (Q(al, al+1)). Let Q′ = xQalFal+1Qz. Then {y1, y2} ⊆
V (Q′) and
w(Q′)w(Q′[a1, am])

∑
1 im−1, i =l
w(Q[ai, ai+1]) + w(F [al, al+1])

m−1∑
i=1
w(F [ai, ai+1])
w(F)
d.
Hence Q′ is the required path.
Therefore, we may assume that k(G; y2,Q) = 2, since G is 2-connected. Then, there exists b1, b2 ∈ V (G)\{y2}
such that {b1, b2} separates y2 from Q. Note that b1, b2 also separates y2 from {x, z}. Since P is an (x, y2, z)-path,
we have {b1, b2} ⊂ V (P ). Without loss of generality, we may assume that x, b1, b2, z appear in the consecutive order
along P . Let H be the y2-component of G − {b1, b2} and let G′ = G[V (H) ∪ {b1, b2}]. If b1b2 /∈E(G), we add the
edge b1b2 of weight zero to G′, then G′ is 2-connected. By the induction hypothesis, if y1 ∈ V (H), there exists a
(b1, {y1, y2}, b2)-path P ′ of weight at least d in G′ and otherwise there exists a (b1, {y2}, b2)-path P ′ of weight at least
d in G′. In both cases, Q′ = xPb1P ′b2Pz contains y1 and y2, and w(Q′)d. Hence Q′ is the required path. This
completes the proof of Theorem 8. 
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