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DRINFELD–SOKOLOV REDUCTION FOR QUANTUM GROUPS
AND DEFORMATIONS OF W–ALGEBRAS
A. SEVOSTYANOV
Abstract. We define deformations of W–algebras associated to complex semi–
simple Lie algebras by means of quantum Drinfeld–Sokolov reduction proce-
dure for affine quantum groups. We also introduce Wakimoto modules for arbi-
trary affine quantum groups and construct free field resolutions and screening
operators for the deformed W–algebras. We compare our results with ear-
lier definitions of q-W–algebras and of the deformed screening operators due
to Awata, Kubo, Odake, Shiraishi [60, 6, 7], Feigin, E. Frenkel [22] and E.
Frenkel, Reshetikhin [34]. The screening operator and the free field resolution
for the deformed W–algebra associated to the simple Lie algebra sl2 coincide
with those for the deformed Virasoro algebra introduced in [60].
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Introduction
Let g be a complex semisimple Lie algebra, n+ ⊂ g a maximal nilpotent subal-
gebra, χ0 : n+ → C a non-singular character of n+. In paper [46] Kostant proved
that the the center Z(U(g)) of the universal enveloping algebra U(g) is isomorphic
to the algebra
EndU(g)(U(g)⊗U(n+) Cχ0),(1)
where Cχ0 is the one–dimensional representation of the algebra U(n+) correspond-
ing to the character χ0.
Now let ĝ′ = g[z, z−1] + CK be the nontwisted affine Lie algebra corresponding
to g. Let k ∈ C be a complex number and denote by U(ĝ′)k the quotient of the
universal enveloping algebra U(ĝ′) by the two–sided ideal generated by K − k,
where K is the central element of ĝ′. It is well known that for generic k the algebra
U(ĝ′)k has trivial center, and hence the center Z(U(g)) has no an affine counterpart.
Remarkably, the algebra (1) has a nontrivial affine generalization Wk(g) called the
W–algebra associated to the complex semisimple Lie algebra g.
First examples of W–algebras were introduced in papers [17, 18, 19, 48] by Fateev
Lukyanov and Zamolodchikov. Later Feigin and E. Frenkel gave a more conceptual
definition of W–algebras using the quantum Drinfeld–Sokolov reduction procedure
(see [23, 24, 25]) and generalized the notion of W–algebras to the case of arbitrary
nontwisted affine Lie algebras. In fact, algebra (1) and the W–algebra Wk(g) are
particular examples of Hecke algebras introduced in [53, 58]. This allows to develop
a unified approach to such algebras and to give an invariant functorial definition of
W–algebras (see also [58]).
In the terminology introduced in [58] the algebra (1) is the Hecke algebra associ-
ated to the triple (U(g), U(n+), χ0), and the W–algebra Wk(g) is the semi–infinite
Hecke algebra associated to the triple (U(ĝ′)k, U(n+[z, z
−1]), χ), where χ is a non-
trivial character of the algebra U(n+[z, z
−1]) (see Section 3.1 for the exact defini-
tion). In the simplest case g = sl2 the algebraWk(g) is isomorphic to the restricted
completion of the quotient of the universal enveloping algebra of the Virasoro alge-
bra by the two–sided ideal generated by C− (1−6
(k+ 1)2
k + 2
), where C is the central
element of the Virasoro algebra.
In [60] Shiraishi, Kubo, Awata and Odake introduced a deformation Virh,kof the
Virasoro algebra. The definition of the deformed Virasoro algebra given in [60] was
motivated by the theory of symmetric functions. Later a deformed analog for the
algebra Wk(slN ) was introduced by the same authors in [6, 7] and independently
by Feigin and E. Frenkel in [22]. In [34] E. Frenkel and Reshetikhin introduced a
deformation of the algebra Wk(g) for an arbitrary complex semisimple Lie algebra
g. In this paper we call the deformed W-algebras introduced in [60, 6, 7, 34] the
q-W–algebras since, in fact, they are not deformations of the W-algebrasWk(g) but
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quantizations of Poisson algebras of functions on certain reduced Poisson manifolds
(see below).
Up to present the relation of the q-W–algebras to affine quantum groups was
not clear. In this paper we give a definition of deformed W–algebras associated
to complex semisimple Lie algebras by generalizing the quantum Drinfeld–Sokolov
reduction procedure to the case of affine quantum groups. The q-Virasoro algebra
Virh,kis a subalgebra in the deformedW–algebraWk,h(sl2) introduced in this paper.
The same fact is certainly true for the q-W–algebra associated to slN and the
deformed W–algebra Wk,h(slN ) defined in this paper. However the relation of the
general definition of q-W–algebras given in [34] to quantum groups is still not clear.
Now we make a few historical remarks on development of the W–algebra theory.
First we note that the algebra Wk(g) has a natural “quasiclassical” counterpart,
the Poisson algebra W (g). This algebra is the algebra of functions on a reduced
space obtained by Hamiltonian reduction in the dual space (ĝ′)∗ to the nontwisted
affine Lie algebra ĝ′ = g[z, z−1]+CK, equipped with the standard Kirillov–Kostant
Poisson structure, with respect to the restriction of the coadjoint action of the
Lie group G˜ of the Lie algebra ĝ′ to the Lie group N˜+ corresponding to the Lie
subalgebra n+[z, z
−1] ⊂ ĝ′. This coadjoint action is Hamiltonian and has a moment
map µ : (ĝ′)∗ → n+[z, z
−1]∗ = n−[z, z
−1], where n− is the opposite nilpotent
subalgebra in g, and we have identified the space n+[z, z
−1]∗ with n−[z, z
−1] using
the standard scalar product on ĝ′. The reduced space entering the definition of
the algebra W (g) corresponds to the value f of the moment map µ, where f is a
regular nilpotent element in n− ⊂ n−[z, z
−1] regarded as a Lie subalgebra in g. The
reduction procedure described above was introduced in [14] and is called now the
Drinfeld–Sokolov reduction procedure.
The definition of this reduction procedure given in [14] was motivated by the
study of certain hamiltonian integrable systems. In fact, important examples of
these systems associated to the algebraW (slN ) as well as the algebraW (slN ) itself
had been known before due to Adler, Gelfand and Dickey [1, 37] who studied some
natural Poisson structures on the space of ordinary differential operators on the
line related to integrable nonlinear equations.
The quantum W–algebra Wk(slN ), k ∈ C was introduced in [48] using straight-
forward quantum extrapolation of the classical formula for the so–called Miura
transform obtained in [14]. The Miura transform is the affine counterpart of the
Harish–Chandra homomorphism. Unfortunately due to technical difficulties this
approach to the definition of quantum W–algebras can not be applied in the gen-
eral case.
The general definition of quantumW–algebras was given by Feigin and E. Frenkel
in [23, 24, 25] by defining the quantum analog of the classical Drinfeld–Sokolov
reduction procedure. Feigin and E. Frenkel used the quantum BRST reduction
technique developed in [47].
The deformed analog Wh(slN ) for the algebra W (slN ) was obtained in [33] by
studying the structure of the center of the affine quantum group Uh(ŝlN )k at the
critical level k = −h∨ of the central charge (here h∨ is the dual Coxeter number
of g). In papers [36, 52] a Poisson–Lie group analog for the Drinfeld–Sokolov re-
duction procedure was defined. Using the Drinfeld–Sokolov reduction procedure
for Poisson–Lie groups one can define certain deformations of the Poisson algebras
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W (g). In case g = slN the deformed Poisson algebra obtained by this procedure
coincides with the Poisson algebra Wh(slN ) defined in [33].
The Poisson algebra Wh(slN ) is the quasiclassical limit of the q-W–algebra de-
fined in [6, 7, 22] in case of slN . Since quantum groups are certain quantizations of
Poisson–Lie groups it was natural to believe that the deformed W–algebras defined
in [6, 7, 34, 60] may be obtained by quantizing the Poisson–Lie group analog of the
Drinfeld–Sokolov reduction procedure. An alternative definition of the Drinfeld–
Sokolov reduction for Poisson–Lie groups suitable for quantization was given in
[57].
The particular construction of the quantum BRST complex (see [47]) used in
[23, 24, 25] for the quantum Drinfeld–Sokolov reduction may be only applied in
the Lie algebra case, and the generalization of the notion of the quantum Drinfeld–
Sokolov reduction to quantum groups requires a more complicated technique. In
papers [53, 58] the author developed the general theory of Hecke algebras, a deep
generalization of the classical notion of Hecke–Iwahori algebras and of the algebraic
BRST reduction technique for Lie algebras (see [47]).
There is another obstruction for direct generalization of the quantum Drinfeld–
Sokolov reduction to the case of quantum groups. The problem is that the natural
quantum group counterpart of the algebra U(n+[z, z
−1]) has no nontrivial charac-
ters. In paper [56], motivated by the quasiclassical picture presented in [52], the
author introduced other quantum group counterparts of the algebra U(n+[z, z
−1])
having nontrivial characters.
In this paper we use the results of [56, 58] to define the deformed W–algebras
Wk,h(g). The paper is organized as follows.
The definition of the deformed W–algebras and the study of the properties of
these algebras require an extended algebraic background including the semi–infinite
cohomology theory and the theory of Verma and Wakimoto modules over affine
Lie algebras and quantum groups. In Section 1 we recall general facts on graded
algebras, their representations and semi–infinite cohomology for these algebras in-
cluding semi–infinite Hecke algebras. Using semi–infinite induction procedure we
also give the algebraic definition of Wakimoto modules over graded algebras (see
Section 1.7).
The material presented in Section 2 on affine Lie algebras and their representa-
tion is essentially standard. We only mention that we use the algebraic definition
of Wakimoto modules given in [64]. In Section 2.3 we also study in detail some
particular properties of Wakimoto modules that are important for the theory of
W–algebras.
In Section 3 we recall the Hecke algebra definition of W–algebras (see [58]). Using
purely algebraic approach we also construct the resolution of the vacuum represen-
tation for the W–algebra Wk(g) defined in [23, 24, 25] and explicitly calculate the
differential in this resolution in case g = sl2. In the form presented in Sections 3.2
and 3.3 these results are easy to generalize to the deformed case.
In Section 4 we recall some facts about quantum groups and their representations.
We also introduce Wakimoto modules over arbitrary affine quantum groups. We
prove that in case of affine quantum group Uh(ŝl2) our definition agrees with the
explicit bosonic realization of Wakimoto modules (see [59, 5]) for some special set
of highest weights.
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In Section 5 we define deformations of W–algebras and study properties of the
deformed W–algebras. This section is organized similarly to Section 3 except for
Section 5.1 where we recall the definition of Coxeter realizations for affine quantum
groups and of the quantum group counterparts of the algebra U(n+[z, z
−1]) having
nontrivial characters.
In conclusion we note that the analog of algebra (1) for finite–dimensional quan-
tum groups was introduced in [54, 55].
Acknowledgments. I am very grateful to G. Felder for numerous illuminating
discussions and for explanation of some unpublished facts from the structure theory
of Wakimoto modules. I would like also to express my gratitude to E. Frenkel for
important remarks and to Forschungsinstitut fu¨r Mathematik, ETH–Zentrum for
hospitality.
1. Generalities on graded associative algebras
1.1. A class of graded associative algebras. In this paper we consider a class
of Z–graded associative algebras with unit over a ring k with unit. All modules
and algebras over k considered in this paper are supposed to be k–free. Let A be
such an algebra,
A =
⊕
n∈Z
An.
The category of left (right) Z–graded modules over A with morphisms being homo-
morphisms of A–modules preserving gradings is denoted by A − mod (mod − A).
For both of these categories the set of morphisms between two objects is denoted
by HomA(·, ·). ForM,M
′ ∈ Ob A−mod (Ob mod−A) we shall also frequently use
the space of homomorphisms of all possible degrees with respect to the gradings on
M and M ′ introduced by
homA(M,M
′) =
⊕
n∈Z
HomA(M,M
′〈n〉),(1.1.1)
where the module M ′〈n〉 is obtained from M ′ by grading shift as follows:
M ′〈n〉k =M
′
k+n.
In this paper we shall deal with the full subcategory of A−mod (mod−A) whose
objects are modules M ∈ Ob A−mod (Ob mod−A) such that their gradings are
bounded from above, i.e.
M =
⊕
n≤K(M)
Mn, K(M) ∈ Z.
This subcategory is denoted by (A−mod)0 ((mod−A)0). We also denote by Vectk
the category of Z–graded vector spaces over k.
All tensor products of graded A–modules and graded vector spaces will be un-
derstood in the graded sense.
The following simple lemma is a direct consequence of definitions.
Lemma 1.1.1. ([58], Lemma 2.1.1) Let M and M ′ be two objects of the category
Vectk such that M =
⊕
n≤K Mn, K ∈ Z, M
′ =
⊕
n≥LM
′
n, L ∈ Z, and for every
n dim M ′n <∞. Then
homk(M
′,M) =M ′
∗
⊗M, where M ′
∗
= homk(M
′,k).
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We shall also suppose that the algebra A satisfies the following conditions:
(i) A contains two graded subalgebras N+, and B− such that N+ ⊂
⊕
n≥0An,
B− ⊂
⊕
n≤0An.
(ii) N+0 = k.
(iii) dimN+n <∞ for any n > 0.
In particular, N+ is naturally augmented. We denote the augmentation ideal⊕
n>0N
+
n by N
+
.
(iv) The multiplication in A defines isomorphisms of graded vector spaces
B− ⊗N+ → A and N+ ⊗B− → A.(1.1.2)
We call the decompositions (1.1.2) the triangular decompositions for the algebra
A. Note that the compositions of the triangular decomposition maps and of their
inverse maps yield linear mappings
N+ ⊗B− → B− ⊗N+,
B− ⊗N+ → N+ ⊗B−.
(1.1.3)
(v) The mappings (1.1.3) are continuous in the following sense: for every
m,n ∈ Z there exist k+, k− ∈ Z such that
N+m ⊗B
−
n →
⊕
k−≤k≤k+
B−n−k ⊗N
+
m+k and B
−
n ⊗N
+
m →
⊕
k−≤k≤k+
N+m−k ⊗B
−
n+k.
We shall also need a certain completion Â of the algebra A called the restricted
completion. The restricted completion may be defined as follows. For any homo-
geneous component An of the algebra A let An,k be the subspace given by
An,k =
∞∑
i=0
An−k−iN
+
k+i.
The set of subspaces {An,k, k ≥ 0} can be regarded as a family of neighborhoods
of 0 in some topology on An. This gives rise to a topology on A. Clearly,
An,kAm.l ⊂ Am+n,l,
and hence the multiplication on A is continuous in this topology. Therefore the
completion Â of A with respect to this topology is an associative algebra called the
restricted completion of A.
An important property of the algebra Â is that for every left(right) A–module
M ∈ (A−mod)0((mod−A)0) the action of A on M may be uniquely extended to
an action of Â.
1.2. Semiregular bimodule. In this section we recall the definition of the semireg-
ular bimodule for the algebra A. The semiregular bimodule plays an important role
in the semi–infinite cohomology theory. This module is also a basic ingredient for
the algebraic definition of Wakimoto modules.
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The notion of the semiregular bimodule was introduced by Voronov in [62] (see
also [61]) in the Lie algebra case and generalized in [2] to the case of graded asso-
ciative algebras satisfying conditions (i)–(v) of Section 1.1.
First consider the left gradedN+-moduleN+
∗
= homk(N
+,k), where the action
of N+ on N+
∗
is defined by
(n · f)(n′) = f(n′n) for any f ∈ N+
∗
, n ∈ N+.
The left A–module
SA = A⊗N+ N
+∗
is called the left semiregular representation of A (see [62], Sect 3.2; [2], Sect. 3.4).
Clearly that SA = B
− ⊗N+
∗
as a left B−-module. The space SA = B
− ⊗N+
∗
is non–positively graded, and hence SA ∈ (A−mod)0.
Now we obtain another realization for the left semiregular representation. Con-
sider another left A-module S′A = homB−(A,B
−), where B− acts on A and B− by
left multiplication. The left action of A on the space S′A is given by
(a · f)(a′) = f(a′a), f ∈ homB−(A,B
−), a ∈ A.
Lemma 1.2.1. ([2], Lemma 3.5.1) Let
A = B− ⊗N+(1.2.1)
be the decomposition provided by the multiplication in A. Let φ : SA → S
′
A be the
map defined by
φ(a⊗ f)(a′) = (a′a)B−f((a
′a)N+),
where f ⊗ a ∈ SA, a
′ ∈ A and a′a = (a′a)B−(a
′a)N+ is the decomposition (1.2.1)
of the element a′a. Then φ is a homomorphism of left A–modules.
We shall suppose that the algebra A satisfies the following additional condition:
(vi) The homomorphism φ : SA → S
′
A constructed in the previous lemma is
an isomorphism of left A–modules.
Finally we have two realizations of the left A–module SA:
SA = A⊗N+ N
+∗,(1.2.2)
and
SA = homB−(A,B
−).(1.2.3)
Now we define a structure of a right module on SA commuting with the left
semiregular action of A. First observe that using realizations (1.2.2) and (1.2.3)
of the left semiregular representation one can define natural right actions of the
algebras N+ and B− on the space SA induced by the natural right action of N
+
on N+
∗
induced by multiplication in N+ from the left and the right regular repre-
sentation of B−, respectively. Clearly, these actions commute with the left action
of the algebra A on SA. Therefore we have natural inclusions of algebras
N+ →֒ homA(SA, SA), B
− →֒ homA(SA, SA).
Denote by A♯ the subalgebra in homA(SA, SA) generated by N
+ and B−.
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Proposition 1.2.2. ([2], Corollary 3.3.3, Lemma 3.5.3 and Corollary 3.5.3)
A♯ is a Z–graded associative algebra satisfying conditions (i)–(v) of Section 1.1.
Moreover, SA ∈ (mod− A
♯)0 and
SA = N
+∗ ⊗N+ A
♯ =(1.2.4)
= homB−(A
♯, B−)(1.2.5)
as a right A♯–module.
Using Proposition 1.2.2 the space SA is equipped with the structure of an A−A
♯
bimodule. This bimodule is called the semiregular bimodule associated to the
algebra A. The right action of the algebra A♯ on the space SA is called the right
semiregular action.
1.3. Semiproduct. In this section, following [58], we recall the definition and
properties of the functor of semiproduct. This functor is a generalization of the
functor of semivariants (see [62], Sect. 3.8) to the case of associative algebras. The
semi–infinite Tor functor, that we use in this paper, is a two–sided derived functor
of the functor of semiproduct.
Let M ∈ A−mod be a left graded A–module andM ′ ∈ mod−A♯ a right graded
A♯–module. Consider the subspace M ′ ⊗N
+
M in the tensor product M ′ ⊗ M
defined by
M ′ ⊗N
+
M = {m′ ⊗m ∈M ′ ⊗M : m′n⊗m = m′ ⊗ nm′ for every n ∈ N+}.
The semiproduct M ′ ⊗N
+
B− M of modules M ∈ A −mod and M
′ ∈ mod − A♯ is
the image of the subspace M ′ ⊗N
+
M ⊂ M ′ ⊗M under the canonical projection
M ′ ⊗M →M ′ ⊗B− M ,
M ′ ⊗N
+
B− M = Im(M
′ ⊗N
+
M →M ′ ⊗B− M).(1.3.1)
Thus the semiproduct ⊗N
+
B− is a mixture of the tensor product ⊗B− over B
− and
of the functor ⊗N
+
of “N+–invariants”. However the following lemma shows that
properties of the semiproduct are rather closely related to those of the usual tensor
product.
Lemma 1.3.1. ([58], Lemma 2.3.1) Let M ∈ (A − mod)0 be a left graded A–
module, M ′ ∈ (mod − A♯)0 a right graded A
♯–module and SA the semiregular bi-
module associated to A. Then
SA ⊗
N+
B− M =M
as a left A–module, and
M ′ ⊗N
+
B− SA =M
as a right A♯–module.
In conclusion we remark that the semiproduct of modules naturally extends to
a functor ⊗N
+
B− : (mod−A
♯)× (A−mod)→ Vectk.
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1.4. Semi–infinite cohomology. In this section we recall, following [62, 58], the
definition of the semi–infinite Tor functor for associative algebras. This functor is
a derived functor of the functor of semiproduct with respect to a certain class of
adapted objects called semijective complexes.
First we formulate the main theorem of semi–infinite homological algebra for an
arbitrary associative algebra A containing subalgebra N . We start by recalling the
definition of semijective complexes (see [62], Definition 3.3).
Let O(A) be a full subcategory in the category of left (or right) A–modules. De-
note by Kom(O(A)), K(O(A)) and D(O(A)) the category of complexes over O(A),
the corresponding homotopy and derived category, respectively. We also denote
by Kom(N), K(N) and D(N) the category of complexes over the category of N–
modules N −mod, the corresponding homotopy and derived category, respectively.
A complex S• ∈ Kom(O(A)) is called semijective (with respect to the subalgebra
N) if
(1) S• is K-injective as a complex of N–modules, i.e., for every acyclic
complex A• ∈ Kom(N −mod), HomK(N)(A
•, S•) = 0;
(2) S• is K–projective relative to N , i.e., for every complex A• ∈ Kom(O(A)),
such that A• is isomorphic to zero in the category K(N), HomK(O(A))(S
•, A•) = 0.
An A–module M ∈ O(A) is called semijective if the corresponding 0–complex
. . .→ 0→M → 0→ . . . is semijective. We also say thatM is projective relative to
N if the corresponding 0–complex is K–projective relative to N . For the 0–complex
. . . → 0 → M → 0 → . . . condition 1 of the definition of semijective complexes is
equivalent to the usual N -injectivity of M .
In this paper we shall actually deal with a class of relatively to N projective
modules described in the next lemma (see [62], Sect. 3.1).
Lemma 1.4.1. ([58], Lemma 2.4.2) Every left A–module M ∈ O(A) induced
from an N–module V ∈ (N −mod), M = A⊗N V , is projective relative to N .
The following fundamental property of the semiregular bimodule SA together
with Lemma 1.3.1 shows that SA is an analogue of the regular representation in
semi–infinite homological algebra.
Proposition 1.4.2. ([58], Proposition 2.4.3) Let A be an associative Z–graded
algebra over a ring k with unit satisfying conditions (i)–(vi) of Sections 1.1 and 1.2.
Then the semiregular bimodule SA is semijective, with respect to the subalgebra N
+,
as a left A–module and a right A♯–module.
The main difficulty in dealing with semijective complexes is that in general po-
sition the complex of semijective modules is not semijective. However in some
particular cases described in the next proposition K–injectivity (K–projectivity rel-
ative to N or semijectivity) of the complex follows from the corresponding property
of the individual terms of this complex.
Proposition 1.4.3. ([62], Proposition 3.7)
1. Any complex S• ∈ Kom(O(A)) of N–injective modules bounded from below is
K–injective as a complex of N–modules.
2. Any complex S• ∈ Kom(O(A)) of projective relative to N modules bounded from
above is K–projective relative to N .
3. Any bounded complex S• ∈ Kom(O(A)) of semijective modules is semijective.
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The definition of the semijective resolution of the complex is also different from
the usual one. In general position the complex of left A–modules from the cate-
gory Kom(O(A)) is not quasiisomorphic to a semijective complex. However one
can establish such an isomorphism in the corresponding derived category. This
isomorphism is provided by the main theorem of semi–infinite homological algebra.
In order to formulate this theorem we recall that an epimorphism of A–modules
is called strong if it is split as an epimorphism of N–modules. An A–module M is
called a strong quotient of a projective relative to N A–module P if there exists a
strong A–module epimorphism P →M .
Theorem 1.4.4. ([62], Theorem 3.3) Let A be an arbitrary associative algebra
containing subalgebra N and let O(A) be a full subcategory in the category of left
(right) A–modules. Denote by Kom(SJ (A)) the category of semijective complexes,
with respect to the subalgebra N , associated to the abelian category O(A), and by
K(SJ (A)) the corresponding homotopy category. Suppose that every A–module
M ∈ O(A) is a submodule of an N–injective module M ′ ∈ O(A) and a strong
quotient of a relative to N projective A–module P ∈ O(A). Then the functor of
localization by the class of quasi–isomorphisms is an equivalence of categories:
K(SJ (A)) ∼= D(O(A)).
In particular, we have the following important corollary of Theorem 1.4.4.
Corollary 1.4.5. ([62], Theorem 3.2) Suppose that the conditions of Theorem
1.4.4 for the algebra A and the category O(A) are satisfied. Then for every complex
K• ∈ Kom(O(A)) there exists an isomorphism S• → K• in the derived category
D(O(A)), where S• ∈ Kom(O(A)) is a semijective complex. The complex S• is
called a semijective resolution of K•.
Properties of semijective resolutions are summarized in the following proposition
that is also a corollary of Theorem 1.4.4.
Proposition 1.4.6. ([62], Corollaries 3.1 and 3.2) Suppose that the conditions
of Theorem 1.4.4 for the algebra A and the category O(A) are satisfied and let
φ : K• → K ′
•
be a morphism in D(O(A)), and S•, S′
•
semijective resolutions of
K• and K ′
•
, respectively. Then there exists a morphism of complexes φ• : S• → S′
•
in the category Kom(O(A)) such that the square
S• −→ K•
↓ φ• ↓ φ
S′
•
−→ K ′
•
is commutative in D(O(A)). This morphism is unique up to a homotopy.
In particular, any two semijective resolutions of a complex K• are homotopically
equivalent. This equivalence is unique up to a homotopy.
Corollary 1.4.7. ([62], Corollary 3.3) Suppose that the conditions of Theorem
1.4.4 for the algebra A and the category O(A) are satisfied. Then each acyclic
semijective complex from the category Kom(SJ (A)) is homotopic to zero.
By definition a semijective resolution of a left A–module M ∈ O(A) is a semi-
jective resolution of the corresponding 0–complex . . . → 0 → M → 0 → . . . . Next
we formulate properties of semijective resolutions of left A–modules.
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Proposition 1.4.8. ([62], Corollaries 3.1 and 3.2) Suppose that the conditions
of Theorem 1.4.4 for the algebra A and the category O(A) are satisfied. Then
(a) Every left A–module M ∈ O(A) has a semijective resolution.
(b) Any morphism of A–modules M, M ′ ∈ O(A) φ : M → M ′ gives rise to a
morphism (in the category Kom(O(A))) of their semijective resolutions φ• : S• →
S′
•
that is unique up to a homotopy.
(c) In particular, any two semijective resolutions of a module M ∈ O(A) are
homotopically equivalent. This equivalence is unique up to a homotopy.
Now we suppose that the algebra A satisfies conditions (i)–(vi) of Sections 1.1
and 1.2. In order to define the semi–infinite Tor functor for A we shall apply
Theorem 1.4.4 to the algebra A, the subalgebra N = N+ and the subcategory
O(A) = (A−mod)0((mod−A)0) of the category of left (right) A–modules.
Proposition 1.4.9. Let A be a Z–graded associative algebra satisfying conditions
(i) and (iv) of Section 1.1. Then Theorem 1.4.4 holds for the algebra A, the subal-
gebra N = N+ and the subcategory O(A) = (A−mod)0((mod−A)0) of the category
of left (right) A–modules.
Proof. We verify that the conditions of Theorem 1.4.4 are satisfied. Indeed, every
module M ∈ (A−mod)0 is a submodule of the N
+–injective module
M ′ = homB−(A,M),(1.4.1)
the embedding is given by
ı :M → homB−(A,M),
ı(m)(a) = am, m ∈M, a ∈ A.
M ′ isN+–injective and belongs to the category (A−mod)0 sinceM
′ = homk(N
+,M)
as a left N+ module.
Every module M ∈ (A−mod)0 is a also a strong quotient of the relative to N
+
projective module
P = A⊗N+ M,(1.4.2)
the projection is given by
p : A⊗N+ M →M,
p(a⊗m) = am, m ∈M, a ∈ A,
and the N+–splitting of this projection is given by
s :M → A⊗N+ M,
s(m) = 1⊗m, m ∈M.
(1.4.3)
By Lemma 1.4.1 P is relative to N+ projective. P also belongs to the category
(A−mod)0 since P = B
− ⊗M as a left B− module.
We define the semi–infinite Tor functor on modules M ∈ (A − mod)0, M
′ ∈
(mod−A♯)0 as the cohomology space of the complex S
•(M ′)⊗N
+
B−
S•(M),
Tor
∞
2 +•
A (M
′,M) = H•(S•(M ′)⊗N
+
B− S
•(M)),
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where S•(M), S•(M ′) are semijective resolutions of M and M ′. By Propositions
1.4.9 and 1.4.8 (c) the space Tor
∞
2 +•
A (M
′,M) ∈ Kom(Vectk) does not not depend
on the resolutions S•(M), S•(M ′).
Using Proposition 1.4.8 Tor
∞
2 +•
A (M
′,M) naturally extends to a functor
Tor
∞
2 +•
A : (mod−A
♯)0 × (A−mod)0 → Kom(Vectk).
The following important theorem is a semi–infinite analogue of the classical the-
orem about partial derived functors.
Theorem 1.4.10. ([58], Theorem 2.5.1) The following three definitions of the
spaces Tor
∞
2 +•
A (M
′,M) ∈ Kom(Vectk) are equivalent:
(a) Tor
∞
2 +•
A (M
′,M) = H•(S•(M ′)⊗N
+
B−
S•(M));
(b) Tor
∞
2 +•
A (M
′,M) = H•(M ′ ⊗N
+
B− S
•(M));
(c) Tor
∞
2 +•
A (M
′,M) = H•(S•(M ′)⊗N
+
B−
M),
where M ∈ (A −mod)0, M
′ ∈ (mod − A♯)0, and S
•(M), S•(M ′) are semijective
resolutions of M and M ′, respectively.
Corollary 1.4.11. ([58], Corollary 2.5.2) Suppose that one of modules M ∈
(A−mod)0, M
′ ∈ (mod−A♯)0 is semijective. Then
Tor
∞
2 +•
A (M
′,M) =M ′ ⊗N
+
B− M.
Now we recall the definitions of standard semijective resolutions for calculation
of the semi–infinite Tor functor. We start by recalling the definition of the standard
(normalized) relative bar resolution (see [39], Appendix C and [2], Sect. 2.2).
Let B ⊂ A be an arbitrary subalgebra in A. The standard bar resolution
B˜ar
•
(A,B,M) of a left A-module M with respect to the subalgebra B ⊂ A is
defined as follows:
B˜ar
−n
(A,B,M) = A⊗B . . .⊗B A︸ ︷︷ ︸
n+1 times
⊗BM, n ≥ 0,
d(a0 ⊗ . . .⊗ an ⊗ v) =∑n−1
s=0 (−1)
sa0 ⊗ . . .⊗ asas+1 ⊗ . . .⊗ v+
+(−1)na0 ⊗ . . .⊗ an−1 ⊗ anv,
(1.4.4)
where a0, . . . , an ∈ A, v ∈M .
In order to define the standard normalized relative bar resolution one needs the
following simple lemma.
Lemma 1.4.12. ([2], Lemma 2.2.1) The subspace Bar
•
(A,B,M),
Bar
−n
(A,B,M) =
{a0 ⊗ . . .⊗ an ⊗ v ∈ B˜ar
−n
(A,B,M)| ∃s ∈ {1, . . . , n} : as ∈ B}
is a subcomplex in B˜ar
•
(A,B,M).
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The quotient complex Bar•(A,B,M) = B˜ar
•
(A,B,M)/Bar
•
(A,B,M) is called
the normalized bar resolution of the A–module M with respect to the subalgebra
B.
Now the standard semijective resolutions of modules are defined as follows.
First, to any two complexes X•, Y • ∈ Kom(mod − A♯)0 we associate a complex
hom•A♯(X
•, Y •),
hom•A♯(X
•, Y •) =
⊕
n∈Z hom
n
A♯(X
•, Y •),
homnA♯(X
•, Y •) =
∏
p∈Z homA♯(X
p, Y p+n)
with the differential given by
df = dY • ◦ f − (−1)
nf ◦ dX• , f ∈ hom
n
A♯(X
•, Y •).(1.4.5)
Proposition 1.4.13. ([58], Proposition 2.6.3) Let M ∈ (mod−A♯)0 be a right
A♯-module. Then the complex Bar
∞
2 +•(A♯, N+,M) defined by
Bar
∞
2 +•(A♯, N+,M) = hom•A♯(Bar
•(A♯, B−, A♯),M)⊗A♯ Bar
•(A♯, N+, A♯)
is a semijective resolution of M with respect to N+.
Proposition 1.4.14. ([58], Proposition 2.6.4) Let M ∈ (A − mod)0 be a left
A–module. Then the complex Bar
∞
2 +•
♯ (A,N
+,M) defined by
Bar
∞
2 +•
♯ (A,N
+,M) = Bar
∞
2 +•(A♯, N+, SA)⊗
N+
B− M
is a semijective resolution of M with respect to N+.
1.5. Semi-infinite Hecke algebras. In this section we recall, following [58], the
definition and properties of semi–infinite Hecke algebras. These algebras play the
key role in this paper. Let A be an associative Z graded algebra over a ring k.
Suppose that the restricted completion of the algebra A contains a graded subal-
gebra A0, and both A and A0 satisfy conditions (i)–(vi) of Sections 1.1 and 1.2.
We denote by N+, B− and N+0 , B
−
0 the graded subalgebras in A and A0, respec-
tively, providing the triangular decompositions of these algebras (see condition (iv)
of Section 1.1).
Denote by S− IndA
♯
A
♯
0
the functor of semi-infinite induction
S− IndA
♯
A
♯
0
: (mod−A♯0)0 → (mod−A
♯)0
defined on objects by
S− IndA
♯
A
♯
0
(V ) = V ⊗N0B0 SA, V ∈ (mod−A
♯
0)0,
the structure of a right A♯-module on V ⊗N0B0 SA being induced by the right semireg-
ular action of A♯ on SA. In the Lie algebra case this functor was introduced in [64].
One can introduce the derived functor of the functor of semi-infinite induction
defined on objects V • ∈ D(mod −A♯0)0 by (S− Ind
A♯
A
♯
0
)D(V •) = S• ⊗N0B0 SA, where
S• is a semijective resolution of the complex V • (see [58], Section 3.1 for details).
Now assume that the algebra A♯0 is augmented, i.e. we have a character ε : A
♯
0 →
k. Denote the corresponding one–dimensional A♯0–module by kε.
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Let hom•D(mod−A♯)0 be the double graded Hom in the derived category D(mod−
A♯)0 introduced by
hom•D(mod−A♯)0(X
•, Y •) =
⊕
m,n∈Z
HomD(mod−A♯)0(X
•, Y [n]〈m〉•),
where the complex Y [n]〈m〉• is defined by
Y [n]〈m〉kl = Y
k+n
m+l , dY [n]〈m〉• = (−1)
ndY • .
We shall also use the space hom•K(mod−A♯)0(X
•, Y •) defined in a similar way.
Definition 1. The Z2–graded algebra
Hk
∞
2 +•(A,A0, ε) = hom
•
D(mod−A♯)0
((S− IndA
♯
A
♯
0
)D(kε), (S− Ind
A♯
A
♯
0
)D(kε))(1.5.1)
is called the semi–infinite Hecke algebra of the triple (A,A0, ε).
The following simple and important property of semi–infinite Hecke algebras
follows immediately from definition (1.5.1).
Proposition 1.5.1. ([58], Proposition 3.1.1) Assume that
H•((S − IndA
♯
A
♯
0
)D(kε)) = Tor
∞
2 +•
A0
(kε, SA) = kε ⊗
N0
B0
SA.
Then
Hk
∞
2 +•(A,A0, ε) = hom
•
D(mod−A♯)0(kε ⊗
N0
B0
SA,kε ⊗
N0
B0
SA).
In particular,
Hk
∞
2 +0(A,A0, ε) = homA♯(kε ⊗
N0
B0
SA,kε ⊗
N0
B0
SA).
Another important property of the semi–infinite Hecke algebras is that they act
in semi–infinite cohomology spaces. For every left A0–moduleM ,M ∈ (A0−mod)0,
we introduce the semi–infinite cohomology space H
∞
2 +•(A0,M) of M by
H
∞
2 +•(A0,M) = Tor
∞
2 +•
A0
(kε,M).(1.5.2)
Proposition 1.5.2. ([58], Proposition 3.1.2) For every left A–moduleM ∈ (A−
mod)0 the algebra Hk
∞
2 +•(A,A0, ε) naturally acts in the semi–infinite cohomology
space H
∞
2 +•(A0,M) of M regarded as a left A0–module,
Hk
∞
2 +•(A,A0, ε)×H
∞
2 +•(A0,M)→ H
∞
2 +•(A0,M).
This action respects the bigradings of Hk
∞
2 +•(A,A0, ε) and H
∞
2 +•(A0,M).
1.6. Modules over graded algebras. In this section we recall general facts about
modules over graded associative algebras (see, for instance, [49]). We suppose that
the algebra A satisfies conditions (i), (ii) and (iv) of Section 1.1 and the following
two additional conditions
(vii) The subalgebra B− ⊂ A contains two graded subalgebras N−, and H
such that N− ⊂
⊕
n≤0B
−
n , N
−
0 = k, H ⊂ B0 and the multiplication in B
− defines
isomorphisms of graded vector spaces
N− ⊗H → B− and H ⊗N− → B−.
(viii) There exists an involutive antiautomorphism ω : A → A such that
ω|H = id, ω : N
+ → N− and ω : N− → N+.
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For every left A–module M ∈ A−mod we define the corresponding dual module
and the contragradient module denoted by M∗ and M∨, respectively. Both M∗
and M∨ are Z–graded A–modules, M∗ ∈ mod−A, M∨ ∈ A−mod and
M∗n = (M−n)
∗, M∨n = (Mn)
∗.
The action of the algebra A on these modules is defined as follows
〈ξ · a, v〉 = 〈ξ, a · v〉 for any v ∈M, ξ ∈M∗, a ∈ A,
〈a · ζ, v〉 = 〈ζ, ω(a) · v〉 for any v ∈M, ζ ∈M∨, a ∈ A,
where 〈·, ·〉 stands for the natural paring between M∗(M∨) and M .
Note that if M ∈ (A−mod)0 then M
∨ ∈ (A−mod)0.
Let M be a left A–module, λ : H → k a character. A nonzero vector v ∈ M is
called a singular vector of weight λ if
n · v = 0 for any n ∈ N
+
and
h · v = λ(h)v for any h ∈ H.
A nonzero vector w ∈M is called a cosingular vector of weight λ if the dual vector
is singular of weight λ in the contragradient moduleM∨. From the definition of the
contragradient module and of the antiautomorphism ω it follows that this condition
is equivalent to the following ones:
w 6∈ N
−
M,
h · w = λ(h)w for any h ∈ H,
where N
−
= ⊕n<0N
−
n is the natural augmentation ideal in N
−.
For any character λ : H → k we denote by I(λ) the left ideal in A generated
by elements h − λ(h) and n, where h ∈ H and n ∈ N
+
. Both A and I(λ) are
naturally left A modules. The quotient module A/I(λ) is called the Verma module
and denoted by Mλ.
Denote by vλ ∈Mλ the image of 1 ∈ A under the natural projectionA→ A/I(λ).
The vector vλ is called the vacuum vector of Mλ. Clearly, Mλ is generated by the
vacuum vector as an A–module. Moreover the map
N
−
→Mλ, n 7→ n · vλ
is an isomorphism of N
−
–modules. Therefore the Z–grading on N
−
induces a
natural Z–grading on Mλ. Note that by definition Mλ ∈ (A−mod)0.
The module M∨λ contragradient to the Verma module Mλ has also the following
explicit description. Let kλ be the one–dimensional representation of the algebra
H that corresponds to the character λ : H → k. Since N− is an ideal in B− this
representation naturally extends to a representation of the algebra B−, the action
of the subalgebra N− on the extended representation being trivial. We denote
this B−–module by the same symbol. The contragradient Verma module M∨λ is
isomorphic to the coinduced representation homB−(A,kλ),
M∨λ = homB−(A,kλ).
Here the left action of A on homB−(A,kλ) is induced by multiplication in A from
the right.
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By construction the Verma and the contragradient Verma modules possess the
following universal property. Let V be a left A–module, v ∈ V a singular vector in
V of weight λ. Then there exist unique homomorphisms
Mλ → V,(1.6.1)
V →M∨λ .(1.6.2)
Homomorphism (1.6.1) is defined as the unique homomorphism that sends vλ into
v, and homomorphism (1.6.2) is induced by the unique morphism V → kλ of B
−–
modules that sends v into the unit of k.
The main tool for the study of the question of reducibility of A–modules is
the so–called contravariant bilinear(Shapovalov) form defined on Verma modules.
To introduce this form we need the notion of the Harish–Chandra map ϕ that is
defined, in the abstract setting, as the projection onto H in the direct vector space
decomposition
A = (N
−
⊗H ⊗N+)⊕H ⊕ (N− ⊗H ⊗N
+
)
induced by the triangular decomposition
A = N− ⊗H ⊗N+
and by the direct vector space decompositions
N− = N
−
⊕ k, N+ = N
+
⊕ k,
where N
±
are the natural augmentation ideals in N±, respectively.
We define an H–valued form on A as follows:
(a, b) = ϕ(ω(a)b).
This form is symmetric (see [49], Lemma 2.2).
The contravariant symmetric bilinear form S(·, ·) on the Verma module Mλ is
defined by
S(v, w) = λ((nv, nw)),
where nv, nw are unique elements of N
−
such that v = nv · vλ, w = nw · vλ.
The study of the question of reducibility for the Verma module Mλ is based on
the following simple observation: the kernel Ker(S) of the contravariant form S(·, ·)
defined by
Ker(S) = {v ∈Mλ : S(v, w) = 0 for any w ∈Mλ}
coincides with the proper maximal submodule inMλ. Therefore the Verma module
Mλ is irreducible if and only if its contravariant form is nondegenerate.
In conclusion we note that the Shapovalov form gives rise to an A–module ho-
momorphism
Mλ →M
∨
λ .
1.7. Wakimoto modules. In this section, following the idea of [64], we give an
algebraic definition of Wakimoto modules for associative algebras. The notion
of Wakimoto modules is important, in particular, for explicit description of W–
algebras.
In this section we suppose that the algebra A contains two graded subalgebras
A0, A1 such that multiplication in A defines isomorphisms of graded vector spaces
A = A0 ⊗A1, A = A1 ⊗A0,
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A, A0 and A1 satisfy conditions (i)–(vi) of Sections 1.1, 1.2 and conditions (vii)
and (viii) of Section 1.6. We denote by N±, H , N±0 , H0 and N
±
1 , H1 the graded
subalgebras in A, A0 and A1, respectively, providing the triangular decompositions
of these algebras. We also denote B± = N±H, B±0 = N
±
0 H0, B
±
1 = N
±
1 H1. In
addition, we suppose that multiplication in A provides the following decompositions
of graded vector spaces
B = B0 ⊗B1, B = B1 ⊗B0,
N = N0 ⊗N1, N = N1 ⊗N0.
Let S− IndAA0 be the functor of semi-infinite induction,
S− IndAA0 : (A0 −mod)0 → (A−mod)0,
defined on objects by
S− IndAA0(V ) = SA ⊗
N0
B0
V, V ∈ (A0 −mod)0,
the structure of a left A-module on SA⊗
N0
B0
V being induced by the left semiregular
action of A on SA,
Definition 2. Let λ : A0 → k be a character of A0. Denote by kλ the correspond-
ing one–dimensional representation of A0. The semi–infinite induced representation
of the algebra A,
Wλ = S− Ind
A
A0
kλ = SA ⊗
N0
B0
kλ,
is called a Wakimoto module over A.
Note that by definition the natural grading of Wλ induced by that of SA is
nonpositive, i.e. Wλ ∈ (A−mod)0.
The following proposition describes the structure of Wλ as an A1–module.
Proposition 1.7.1. Let kλ be a one–dimensional representation of A0. The cor-
responding Wakimoto module Wλ is isomorphic to the semiregular representation
SA1 as an A1–module,
Wλ = SA1 .
Proof. The proof of this proposition is similar to that of Lemma 2.3.1 in [58]. We
only mention that one should use realizations (1.2.4) and (1.2.5) of the semiregular
representation SA and refer the reader to [58] for further details.
From Proposition 1.4.2 and the previous proposition we deduce the following
fundamental property of Wakimoto modules that explaines their role in the semi–
infinite cohomology theory.
Corollary 1.7.2. The Wakimoto module Wλ is semijective as an A1–module, with
respect to the subalgebra N+1 .
2. Affine Lie algebras and their representations
2.1. Notation. In this section we recall, following [40], basic facts about affine Lie
algebras.
Let h∗ be an l–dimensional complex vector space, aij , i, j = 1, . . . , l an indecom-
posable Cartan matrix of finite type ,
◦
∆⊂ h∗ the corresponding root system,
◦
∆+
the set of positive roots relative to the set Π0 = {α1, ..., αl} of simple roots. Denote
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by W the Weyl group of the root system
◦
∆, and by s1, ..., sl ∈ W the reflections
corresponding to the simple roots. Let d1, . . . , dl be coprime positive integers such
that the matrix bij = diaij is symmetric. There exists a unique non–degenerate
W–invariant scalar product (, ) on h∗ such that (αi, αj) = bij .
Let g be the complex simple Lie algebra associated to the Cartan matrix aij .
The Lie algebra g is generated by elements Hi, X
+
i , X
−
i , i = 1, . . . , l with the
following defining relations:
[Hi, Hj ] = 0, [Hi, X
±
j ] = ±aijX
±
j ,[
X+i , X
−
j
]
= δi,jHi, (adX±i
)1−aij (X±j ) = 0 for i 6= j.
(2.1.1)
The subalgebra h ⊂ g generated by the elements Hi is called the Cartan subalge-
bra. The nondegenerate symmetric bilinear form on h∗ induces an isomorphism of
vector spaces h ≃ h∗ under which αi ∈ h
∗ corresponds to diHi ∈ h. The induced
nondegenerate bilinear form on h extends to an invariant symmetric bilinear form
on g.
The elements X±i are called the simple positive(negative) root vectors of g. The
subalgebra b± ⊂ g generated by the simple positive(negative) root vectors of g and
by the elementsHi is called the positive(negative)Borel subalgebra. The subalgebra
n± = [b±, b±] generated by the simple positive(negative) root vectors is a maximal
nilpotent subalgebra in g.
Let ĝ be the nontwisted affine Lie algebra corresponding to g. Recall that the
commutant ĝ′ = [ĝ, ĝ] = g[z, z−1]
·
+ CK is the central extension of the loop algebra
g[z, z−1] with the help of the standard two–cocycle ωst,
ωst(x(z), y(z)) = Res〈
d
dz
x(z), y(z)〉dz,
where 〈·, ·〉 is the standard invariant normalized bilinear form of the Lie algebra g.
The algebra ĝ is the extension of ĝ′ by element ∂ such that
[∂, x(z)] = z
d
dz
x(z) for x(z) ∈ g[z, z−1]
and [∂,K] = 0.
The algebra ĝ′ is generated by elements Hi, X
+
i , X
−
i , i = 0, . . . , l subject to
the relartions (2.1.1), where i and j run from 0 to l and aij is the Cartan matrix
of ĝ.
We denote by ĥ = h + CK + C∂ the Cartan subalgebra in ĝ. Let ∆ ⊂ ĥ∗, ∆+,
∆re+ and ∆
im
+ be the root system of ĝ, the set of positive roots, the set of positive
real and imaginary roots of ∆+, respectively. For any root γ ∈ ∆ we denote
by mult γ and ht γ the multiplicity and the height of γ. Recall that ∆re+ =
◦
∆+
∪{α + mδ, α ∈
◦
∆, m ∈ N} and ∆im+ = {mδ, m ∈ N}, where δ is the positive
imaginary root of minimal possible height. We also define an element ρ ∈ ĥ∗ by
ρ(Hi) = 1, i = 0, . . . , l.
Let Π = {α0, ..., αl} be the set of simple positive roots of the root system ∆.
One can order the simple roots Π = {α0, ..., αl} and the generators Hi, X
+
i , X
−
i ,
i = 0, . . . , l of ĝ in such a way that Hi, X
+
i , X
−
i , i = 1, . . . , l generate the Lie
subalgebra g ⊂ ĝ. So that if aij , i, j = 0, . . . , l is the Cartan matrix of ĝ then
aij , i, j = 1, . . . , l is the Cartan matrix of g. We shall suppose that such an
ordering is chosen.
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We also denote by b̂±, n̂± the Borel and the maximal nilpotent subalgebras in
ĝ defined similarly to the finite–dimensional case.
As in the finite–dimensioinal case there exist coprime positive integers d1, . . . , dl
such that the matrix bij = diaij , i, j = 0, . . . , l is symmetric. The corresponding
symmetric bilinear form (·, ·) on ĥ∗, such that (αi, αj) = bij , i, j = 0, . . . , l induces
an isomorphism of vector spaces ĥ ≃ ĥ∗. The induced nondegenerate bilinear form
on ĥ extends to an invariant symmetric bilinear form on ĝ.
In conclusion we note that one can introduce other important nilpotent subalge-
bras in ĝ. Namely, consider the Lie subalgebras n˜± = n±[z, z
−1] ⊂ g[z, z−1]. Since
the standard cocycle ωst vanishes when restricted to these subalgebras, n˜± are also
Lie subalgebras in ĝ′ and in ĝ.
2.2. Verma and Wakimoto modules over affine Lie algebras. In this section
we recall particular details of the construction of Verma and Wakimoto modules
over affine Lie algebras. The notion of Verma modules became important in the
representation theory of complex semisimple Lie algebras after a classical peper by
D. Verma on embeddings of Verma modules. Wakimoto modules over the affine
Lie algebra ŝl2 were first introduced in [65] using an explicit bosonic realization
of ŝl2. The structure of these modules was studied in detail in [8]. In [27]–[30]
B.Feigin and E.Frenkel developed a geometric approach to bosonization and gen-
eralized the notion of Wakimoto modules to the case of arbitrary nontwisted affine
Lie algebras. In this paper we use the algebraic definition of Wakimoto modules
given in [64]. At present it is not proved that these two definitions of Wakimoto
modules are equivalent. However in this paper we only use Wakimoto modules of
highest weight of finite type (see Section 2.3 for the definition of these modules). In
this case algebraically defined Wakimoto modules are isomorphic to contragradient
Verma modules (see Proposition 2.3.2 in Section 2.3). The same fact is true for
geometrically defined Wakimoto modules (see Lemma 4 in [23]).
One can apply the general scheme of Sections 1.6 and 1.7 to define Verma,
contragradient Verma and Wakimoto modules over the affine Lie algebra ĝ and
over the finite–dimensional Lie algebra g. Here we consider the case of the affine
Lie algebra ĝ in detail.
First observe that the Lie algebra ĝ is naturally graded, the grading being defined
on generators as follows: degh = 0 for h ∈ ĥ, deg(X+i ) = 1, deg(X
−
i ) = −1. The
universal enveloping algebra U(ĝ) inherits a grading from ĝ and satisfies conditions
(i)–(viii) of Sections 1.1, 1.2 and 1.6 with N± = U(n̂±), H = U(ĥ). Here the
symbol U(·) stands for the universal enveloping algebra of the corresponding Lie
algebra. The involutive antiautomorphism ω : U(ĝ) → U(ĝ), called the Cartan
antiinvolution, is defined on generators by ω|
ĥ
= id, ω(X±i ) = X
∓
i , i = 0, . . . , l.
Each character λ : ĥ → C gives rise to a character of the algebra H = U(ĥ).
Therefore, following the construction of Section 1.6, one can define the correspond-
ing Verma and contragradient Verma module for the algebra A = U(ĝ). As in
Section 1.6 we denote these modules by M(λ) and M(λ)∨, respectively.
Let V be a ĝ–module. One says that V admits a weight space decomposition if
V =
⊕
η∈ĥ∗
(V )η,
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where
(V )η = {v ∈ V : h · v = η(h)v for any h ∈ ĥ}
is the subspace of weight η in V .
If all the spaces Vη are finite–dimensional then one can introduce the formal
character of V by
ch(V ) =
∑
η∈ĥ∗
dim((V )η)e
η.
Let Q =
∑l
i=0 Zαi be the root lattice of ĝ, and Q+ =
∑l
i=0 Z+αi. By construc-
tion the Verma module M(λ) admits the weight space decomposition
M(λ) =
⊕
η∈Q+
(M(λ))λ−η .
The weight λ is called the highest weight of M(λ).
The module M(λ)∨ admits the same decomposition. We also note that by con-
struction the weight subspaces ofM(λ) andM(λ)∨ are finite–dimensional and these
modules have the same character. This character is equal to
ch(M(λ)) = ch(M(λ)∨) =
∏
α∈∆+
(1− e−α)−multα,
where mult α is the multiplicity of root α.
Recall that the Verma moduleM(λ) contains a unique maximal proper submod-
ule Jλ. We denote by Lλ the irreducible quotient M(λ)/Jλ.
The problem of reducibility of Verma and contragradient Verma modules is con-
nected with the study of zeroes of the determinant of the corresponding Shapovalov
form. If this determinant has a zero then the Verma module has a singular vector
and is reducible. More precisely we have the following
Proposition 2.2.1. ([41], Theorem 1 and Proposition 3.1) Let M(λ) be the
Verma module over the Lie algebra ĝ of highest weight λ. Then up to a nonzero
constant factor depending on the basis the determinant of the restriction of the
Shapovalov form to the weight subspace (M(λ))λ−η is equal to∏
α∈∆+
∞∏
n=1
(
(λ+ ρ, α)− n
(α, α)
2
)dim(M(λ))λ−η+nα
.
The module M(λ) (M(λ)∨) is reducible if and only if
2(λ+ ρ, α) = n(α, α)(2.2.1)
for some α ∈ ∆+, n ∈ N. In this caseM(λ) (M(λ)
∨) contains a singular(cosingular)
vector of weight λ− nα.
Equation (2.2.1) is called the Kac–Kazhdan equation.
Now we turn to the algebraic definition of Wakimoto modules over ĝ (see [64]).
First, following the general scheme presented in Section 1.7 we have to choose two
graded subalgebras A0, A1 ⊂ A = U(ĝ) satisfying certain additional conditions.
We take
A0 = U(a), A1 = U(a),
where
a = n˜+ + z
−1h[z−1], a = n˜− + ĥ+ zh[z].
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Since ĝ = a + a as a linear space the conditions imposed on the algebras A0 and
A1 in Section 1.7 are satisfied with N0 = U(zn−[z] + zh[z]), B0 = (n−[z
−1] + ĥ),
N1 = U(n+[z]), B1 = (z
−1n+[z
−1] + z−1h[z−1]).
Let λ : ĥ → C be a character of ĥ. Since n˜− + zh[z] is an ideal in a this
character uniquely extends to a representation of the Lie algebra a, the action of
the ideal n˜− + zh[z] on the extended representation being trivial. We denote this
representation by Cλ. The corresponding Wakimoto module
W (λ) = S− IndAA0Cλ = SA ⊗
N0
B0
Cλ,
is called a Wakimoto module over ĝ.
By construction the Wakimoto module W (λ) has the same weight space decom-
position and the same character as the Verma moduleM(λ) and the contragradient
Verma module M(λ)∨ (see [64], Proposition 2.2). Moreover, the vector wλ ∈W (λ)
of highest possible weight λ is singular in W (λ). Therefore there exist unique
homomorphisms (see formulas (1.6.1) and (1.6.2) in Section 1.6)
M(λ)→ W (λ)→M(λ)∨.(2.2.2)
The composition of these two maps is given by the Shapovalov form of M(λ) (see
[20], §2.1 for similar construction in case of the Virasoro algebra). Therefore from
Proposition 2.2.1 we deduce that the moduleW (λ) is reducible iffM(λ) is reducible.
Moreover W (λ) has singular and cosingular vectors of the same weights as the
singular vectors of M(λ).
2.3. Wakimoto modules with highest weights of finite type. Let λ : ĥ→ C
be a character, M(λ), M(λ)∨ and W (λ) the corresponding Verma, contragradient
Verma and Wakimoto modules over ĝ of highest weight λ. The number λ(K) =
k ∈ C is called the level of λ. We say that λ is of finite type if the corresponding
Kac–Kazhdan equation (2.2.1) has only solutions n, α such that α ∈
◦
∆+.
Remark 2.3.1. For instance if λ|h is an integral weight, i.e. λ(Hi) ∈ Z for i =
1, . . . , l then λ is of finite type iff k ∈ C \ {−h∨+Q}, where h∨ is the dual Coxeter
number of g and Q is the set of rational numbers (In this case the level k is called
generic). Indeed, let β = α + mδ, α ∈
◦
∆, m ∈ N be a positive root that does
not belong to
◦
∆+. Then the corresponding Kac-Kazhdan equation (2.2.1) takes the
form
(λ+ ρ, α) +m(k + h∨) =
n
2
(α, α),
where we used the equality (ρ, δ) = h∨. If λ|h is an integral weight this equation
has nontrivial solutions α ∈
◦
∆ if and only if k is not generic.
Therefore if λ is of finite type then singular and cosingular vectors of M(λ),
M(λ)∨ and W (λ) may only appear in the subspaces of weights λ − nα, n ∈
N, α ∈
◦
∆+, i.e. in the “finite–dimensional” parts of M(λ), M(λ)
∨ and W (λ)
(we racall that they appear in subspaces of the same weights simultjaneously).
Moreover, we have the following proposition describing the structure of Wakimoto
modules of highest weight of finite type.
Proposition 2.3.2. Let λ : ĥ→ C be a character of finite type. Then the canonical
map
W (λ)→M(λ)∨
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is an isomorphism of ĝ–modules. Let M(λ0)
∨ be the contragradient Verma module
over g of highest weight λ0 = λ|h.This module is uniquely extended to a g[z]+CK+
C∂–module (M(λ0)
∨)k,λ(∂) in such a way that zg[z] trivially acts on (M(λ0)
∨)k,λ(∂),
K and ∂ act by multiplication by k = λ(K) and by λ(∂), respectively. Then both
M(λ)∨ andW (λ) are isomorphic to the induced representation U(ĝ)⊗U(g[z]+CK+C∂)
(M(λ0)
∨)k,λ(∂),
M(λ)∨ =W (λ) = U(ĝ)⊗U(g[z]+CK+C∂) (M(λ0)
∨)k,λ(∂).
Fist we prove the following Lemma which describes the “finite–dimensional” part
of W (λ).
Lemma 2.3.3. The g–submodule W (λ0) = ⊕η∈Q0+(W (λ))λ−η , Q
0
+ =
∑l
i=1 Z+αi
of the Wakimoto module W (λ) is isomorphic to the contragradient Verma module
M(λ0)
∨ over g, where λ0 = λ|h.
Proof. First observe that by construction the g–module W (λ0) is isomorphic to
SU(g) ⊗U(b−) Cλ0 , where Cλ0 is the one–dimensional representation of b− obtained
by trivial extension of the character λ0 : h → C. Using realization (1.2.3) of the
semiregular representation SU(g), with A = U(g) and B
− = U(b−), we conclude
that the representation SU(g)⊗U(b−)Cλ0 is isomorphic to homU(b−)(U(g),Cλ0). By
definition the last g–module is the contragradient Verma module M(λ0)
∨.
Proof of Proposition 2.3.2. We have to prove that the canonical maps
W (λ)→M(λ)∨ and
U(ĝ)⊗U(g[z]+CK+C∂) (M(λ0)
∨)k,λ(∂) →M(λ)
∨
(2.3.1)
are ĝ–module isomorphisms.
First note that these maps are injective. For if one of these maps has a kernel then
this kernel is a ĝ–submodule in W (λ) or in U(ĝ) ⊗U(g[z]+CK+C∂) (M(λ0)
∨)k,λ(∂),
respectively. Therefore such kernel must contain a singular vector. But as we ob-
served in the beginning of this sectionW (λ) may only contain singular or cosingular
vectors in the finite–dimensional part W (λ0). By Lemma 2.3.3 W (λ0) = M(λ0)
∨.
But the module M(λ0)
∨ is a contragradient Verma module, and hence, it may
have only cosingular vectors as a module over g (except for the highest weight
vector). This implies that W (λ) may also have only cosingular vectors except
for the highest weight vector. By construction the same is true for the ĝ–module
U(ĝ) ⊗U(g[z]+CK+C∂) (M(λ0)
∨)k,λ(∂). We conclude that the kernels of the maps
(2.3.1) are trivial since by definition they do not contain the highest weight vectors.
The maps (2.3.1) are also surjective since they respect the gradings onW (λ), M(λ)∨
and U(ĝ) ⊗U(g[z]+CK+C∂) (M(λ0)
∨)k,λ(∂) and these three modules have the same
character.
Next, using Proposition 2.3.2 and Remark 2.3.1 we construct resolutions by
Wakimoto modules for a class of ĝ modules induced from finite–dimensional irre-
ducible representations of the Lie algebra g (see [23, 24, 25]). These resolutions are
induced from the Bernstein–Gelfand–Gelfand resolutions of the finite–dimensional
irreducible representations of g (see [9] for the definition of the Bernstein–Gelfand–
Gelfand resolution).
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Corollary 2.3.4. Let λ be a character of ĥ of generic level k such that λ0 = λ|h is
an integral dominant weight for g, i.e., λ0 ∈ P
+, where P+ = {λ ∈ h∗ : λ(Hi) ∈
Z+, i = 1, . . . l}. Let L(λ0) be the irreducible finite–dimensional representation
of g with highest weight λ0 and denote by C
•(λ0) the Bernstein–Gelfand–Gelfand
resolution of L(λ0) by contragradient Verma modules over g,
0→ C1(λ0)→ · · · → C
dim n+(λ0)→ 0,
Ci(λ0) =
⊕
w∈W (i) M(w(λ0 + ρ0)− ρ0)
∨,
where W (i) ⊂ W is the subset of the elements of length i of the Weyl group of g
and ρ0 =
1
2
∑
α∈
◦
∆+
α.
Then the induced complex of ĝ–modules
0→ D1(λ)→ · · · → Ddim n+(λ)→ 0,
Di(λ) =
⊕
w∈W (i) U(ĝ)⊗U(g[z]+CK+C∂) (M(w(λ0 + ρ0)− ρ0)
∨)k,λ(∂)
is a resolution of the induced representation U(ĝ) ⊗U(g[z]+CK+C∂) (L(λ0))k,λ(∂) by
Wakimoto modules, i.e.
Di(λ) =
⊕
w∈W (i)
W (w(λ + ρ0)− ρ0),
where the Weyl group W is regarded as a subgroup in the affine Weyl group of the
Lie algebra ĝ.
2.4. Bosonization for ŝl2. In this section we recall the original definition of Waki-
moto modules in the simplest case of the Lie algebra ŝl2 [65]. We also prove that for
highest weights of finite type this definition is equivalent to the invariant algebraic
definition given in Section 2.2.
In [65] Wakimoto modules for ŝl2 were realized in Fock spaces for the complex
associative Heisenberg algebra H generated by elements ωn, ω
+
n and an, n ∈ Z
subject to the following relations
[ωn, ω
+
m] = δn+m,0,
[ωn, am] = [ω
+
n , am] = [ωn, ωm] = [ω
+
n , ω
+
m] = 0,
[an, am] = 2(k + 2)nδn+m,0.
Note that the algebra H is naturally Z–graded, deg ωn = deg ω
+
n = deg an = n.
We introduce generating series for the generators of the algebra H by
ω(w) =
∑
n∈Z ωnw
−n,
ω+(w) =
∑
n∈Z ω
+
nw
−n,
a(w) =
∑
n∈Z anw
−n
We also denote by X±n = Xz
n, Hn = Hz
n the “loop” generators of the Lie algebra
ŝl2, where X
± and H are the Chevalley generators of sl2, and introduce generating
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series for these generators by
X±(w) =
∑
n∈ZX
±
n w
−n,
H(w) =
∑
n∈ZHnw
−n.
Proposition 2.4.1. ([65], Theorem 1) Suppose that k 6= −2 and denote by Ĥ
the restricted completion of the algebra H. Then the map φk : U(ŝl2)→ Ĥ defined
in terms of generating series by
X+(w) 7→ ω+(w),
H(w) 7→ 2 : ω(z)ω+(w) : +a(w),
X−(w) 7→ − : ω(w)2ω+(w) : −k
d
dw
ω(w) − ω(w)a(w),
K 7→ k,
∂ 7→
∑
n∈Z
n : ω−nω
+
n : −
1
2(k + 2)
∞∑
n=1
a−nan
is a homomorphism of algebras. Here : : stands for the normally ordered product of
elements of the algebra H, i.e. a permuted product of elements such that for n ≥ 0
elements ωn, ω
+
n stand on the right.
Using this proposition one can construct representations of the Lie algebra ŝl2
in Fock spaces for the algebra H. Let H(λ0) be the Fock space for the algebra H
generated by the vacuum vector vλ0 satisfying the following conditions
ωn · vλ0 = 0 for n > 0,
ω+n · vλ0 = 0 for n ≥ 0,
an · vλ0 = 0 for n > 0,
a0 · vλ0 = λ0vλ0 .
Denote by W (λ0, k) the representation of the algebra ŝl2 in this space constructed
with the help of the homomorphism φk.
Proposition 2.4.2. Let λ : ĥ → C be the character of the Cartan subalgebra of
the Lie algebra ŝl2 such that λ(H) = λ0, λ(K) = k, k 6= −2 and λ(∂) = 0.
Suppose that λ is of finite type. Then the ŝl2–module W (λ0, k) is isomorphic to the
Wakimoto module W (λ). In this case both W (λ0, k) and W (λ) are isomorphic to
the contragradient Verma module M(λ)∨.
Proof. First we recall that according to Proposition 2.3.2 the Wakimoto module
W (λ) is isomorphic to the contragradient Verma module M(λ)∨. Therefore it
suffices to show that W (λ0, k) is isomorphic to M(λ)
∨.
Observe that the vacuum vector vλ0 of the moduleW (λ0, k) is the singular vector
of highest possible weight λ. Therefore we have a canonical map
W (λ0, k)→M(λ)
∨.(2.4.1)
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We have to show that this map is an isomorphism.
Note that the composition of the canonical map M(λ) → W (λ0, k) and of
the map (2.4.1) is given by the Shapovalov form of M(λ). Therefore the singu-
lar(cosingular) vectors of W (λ0, k) and M(λ)
∨ may appear in the subspaces of
the same weights simultjaneously. By the definition of characters of finite type
(see Section 2.3) the singular(cosingular) vectors may only appear in the “finite–
dimensional” part of M(λ)∨. Explicit calculation shows that the module W (λ0, k)
may only have cosingular vector ωλ0+10 · vλ0 when λ0 ∈ Z+.
The rest of the proof of this proposition is parallel to that of Proposition 2.3.2.
One just has to remark that both W (λ0, k) and M(λ)
∨ have the same characters.
For any character λ : ĥ→ C of finite type such that λ(H) = λ0, λ(K) = k, k 6=
−2 and λ(∂) = 0 we shall always idemtify the ŝl2–modules W (λ0, k) and W (λ).
In conclusion we recall the definition of screening operators which are certain
intertwining operators between Wakimoto modules W (λ0, k) (see [8, 28, 29]). First
we introduce an operator V : H(λ0) → H(λ0 − 2) that sends the vacuum vector
vλ0 of H(λ0) to the vacuum vector vλ0−2 of H(λ0 − 2), intertwines the action of
the elements ωn, ω
+
n and commutes with an as follows
[an, V ] = −2V δn,0.
Proposition 2.4.3. ([28], Theorem 3.4) The operator S = Resw=0J(w), S :
W (λ0, k)→W (λ0 − 2, k), where the generating series J(w) is defined by
J(w) = w−1ω+(w) exp
(
−
∞∑
n=1
a−n
(k + 2)n
wn
)
exp
(
∞∑
n=1
an
(k + 2)n
w−n
)
V w−
a0
k+2 ,
is a homomorphism of ŝl2 modules.
The operator S is called a screening operator.
3. W–algebras
3.1. Definition of W-algebras. In this section we give a definition of W-algebras
associated to complex semisimple Lie algebras. We follow the invariant Hecke
algebra approach developed in [58] and refer the reader to [23]–[26] for the original
definition. We keep the notation introduced in Section 2.1.
Let n+ be the maximal positive nilpotent Lie subalgebra in the complex semisim-
ple Lie algebra g, n˜+ = n+[z, z
−1] the corresponding loop Lie algebra. Since
n˜+ =
l∑
i=1
∑
n∈Z
CX+i z
n ⊕ [n˜+, n˜+]
as a vector space each character ε : n˜+ → C is completely determined by the
constants ε(X+i z
n), i = 1, . . . , l, n ∈ Z.
Let χ : n˜+ → C be the character such that
χ(X) =
{
1 if X = X+i z
−1, i = 1, . . . , l
0 if X 6∈
∑l
i=1CX
+
i z
−1, i = 1, . . . , l
We denote by Cχ the left one–dimensional U(n˜+)–module that corresponds to χ.
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Let U(ĝ′)k be the quotient of the algebra U(ĝ
′) by the two–sided ideal generated
by K − k, k ∈ C. Note that for any k ∈ C U(n˜+) is a subalgebra in U(ĝ
′)k because
the standard cocycle ωst vanishes when restricted to the subalgebra n˜+ ⊂ g[z, z
−1].
Next observe that the algebras U(ĝ′)k and U(n˜+) are naturally Z–graded and
satisfy conditions (i)–(vi) of Sections 1.1, 1.2, with the natural triangular decompo-
sitions U(ĝ′)k = U(b̂
′
−)⊗U(n̂+) and U(n˜+) = U(z
−1n[z−1])⊗U(n[z]), where b̂′− is
the Lie subalgebra in ĝ′ generated by n̂− and h. Here both n̂+ and n̂− are regarded
as Lie subalgebras in ĝ′. Hence one can define the algebras U(ĝ′)♯k, U(n˜+)
♯ and the
semi–infinite Tor functors for U(ĝ′)k and U(n˜+).
The algebra U(ĝ′)♯ is explicitly described in the following proposition.
Proposition 3.1.1. ([2], Proposition 4.6.7) Let g♯ = ĝ′ + K1C be the central
extension of ĝ′ with the help of the cocycle ω0(x, y) = 2ρ(P0([x, y])), x, y ∈ ĝ
′. Here
P0 is the projection operator onto h+ CK in the direct vector space decomposition
ĝ′ = n̂+ + (h + CK) + n̂−. Then the algebra U(ĝ
′)♯k is isomorphic to the quotient
U(g♯)/I, where I is the two–sided ideal in U(g♯) generated by K − k and K1 − 1.
Note also that for any Z–graded Lie algebra g with finite–dimensional graded
components the algebra U(g)
♯
may be described as the universal enveloping algebra
of the central extension of g with the help of the so–called critical two–cocycle of g
(see [2], Proposition 4.6.7), the value of the central charge being equal to one. From
the explicit description of the critical cocycle it follows that the critical cocycle of
the Lie algebra n˜+ vanishes. Therefore the algebra U(n˜+)
♯ is isomorphic to U(n˜+).
We shall always identify the algebra U(n˜+)
♯ with U(n˜+).
Definition 3. The W-algebra Wk(g) associated to the complex semisimple Lie al-
gebra g is the zeroth graded component of the semi–infinite Hecke algebra of the
triple (U(ĝ′)k, U(n˜+),Cχ),
Wk(g) = Hk
∞
2 +0(U(ĝ′)k, U(n˜+),Cχ).
This definition is equivalent to the original definition of Hecke algebras given in
[23, 24] (see Proposition 3.2.2 in [58]). Moreover, we have
Proposition 3.1.2. ([10], Sect. 2; [32], Theorem 14.1.9) The nonzero graded
components of the semi–infinite Hecke algebra of the triple (U(ĝ′)k, U(n˜+),Cχ) van-
ish,
Hk
∞
2 +n(U(ĝ′)k, U(n˜+),Cχ) = 0 for n 6= 0.
Remark 3.1.3. In the definition of W–algebras given in [58] we used the grading in
the Lie algebra ĝ by the degree of the loop parameter z and the character χ : n˜+ → C
such that
χ(X) =
{
1 if X = X+i , i = 1, . . . , l
0 if X 6∈
∑l
i=1 CX
+
i , i = 1, . . . , l
However in [35] it is shown that these two definitions of W–algebras are equivalent.
Using Proposition 1.5.1 one can explicitly calculate the algebra Wk(g).
Proposition 3.1.4. ([58], Theorem 3.2.5) The algebra Wk(g) is canonically iso-
morphic to hom
U(ĝ′)♯
k
(Cχ ⊗
U(n[z])
U(z−1n[z−1]) SU(ĝ′)k ,Cχ ⊗
U(n[z])
U(z−1n[z−1]) SU(ĝ′)k),
Wk(g) = homU(ĝ′)♯
k
(Cχ ⊗
U(n[z])
U(z−1n[z−1]) SU(ĝ′)k ,Cχ ⊗
U(n[z])
U(z−1n[z−1]) SU(ĝ′)k).(3.1.1)
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3.2. Resolutions and screening operators for W–algebras. In this section
we suppose that the level k is generic. Recall that by Proposition 1.5.2 the algebra
Wk(g) acts in the spaces Tor
∞
2 +•
U(n˜+)
(Cχ,M), where M ∈ (U(ĝ
′)k −mod)0. In partic-
ular for every left U(ĝ′)–module M ∈ (U(ĝ′)−mod)0 such that the the two–sided
ideal of the algebra U(ĝ′) generated by K−k lies in the kernel of the representation
M the algebra Wk(g) acts in the space Tor
∞
2 +•
U(n˜+)
(Cχ,M).
Let λk : ĥ → C be the character such that λ|h = 0, λ(K) = k and λ(∂) = 0.
Denote by Vk the representation of the Lie algebra ĝ with highest weight λk induced
from the trivial representation of the Lie algebra g, Vk = U(ĝ) ⊗U(g[z]+CK+C∂)
(L(0))k,0. Vk is called the vacuum representation of ĝ. Since the two–sided ideal
of the algebra U(ĝ′) generated by K − k lies in the kernel of Vk the algebra Wk(g)
acts in the space Tor
∞
2 +•
U(n˜+)
(Cχ, Vk).
The space Tor
∞
2 +•
U(n˜+)
(Cχ, Vk) may be explicitly described using the resolution of
the ĝ–module Vk by Wakimoto modules constructed in Corollary 2.3.4. Indeed, let
D•(λk) be this resolution, D
i(λk) =
⊕
w∈W (i) W (w(λk + ρ0)− ρ0).
Proposition 3.2.1. The complex D•(λk) is a semijective resolution of Vk regarded
as a U(n˜+)–module, with respect to the subalgebra U(n[z]).
This proposition follows from part 3 of Proposition 1.4.3 and the following
lemma.
Lemma 3.2.2. Every Wakimoto module W (λ) is semijective as a U(n˜+)–module,
with respect to the subalgebra U(n[z]).
Proof. First observe that by Proposition 1.7.1 everyWakimoto module is isomorphic
to the left semiregular representation SU(a) as a U(a)–module. By Lemma 1.3.1
this space is also isomorphic to SU(n˜+) ⊗
U(n[z])
U(z−1n[z−1]) SU(a) as a U(n˜+)–module.
Similarly to Lemma 2.3.1 in [58] one can show that SU(n˜+)⊗
U(n[z])
U(z−1n[z−1]) SU(a) =
SU(n˜+) ⊗ U(z
−1h[z−1]) as a U(n˜+)–module. By Lemma 1.4.1 this module is rela-
tively to U(n[z]) K–projective. Indeed, using realization (1.2.2) of the semiregular
bimodule SU(n˜+) one can establish a U(n[z])–module isomorphism,
SU(n˜+) ⊗ U(z
−1h[z−1]) = U(n˜+)⊗U(n[z]) U(n[z])
∗ ⊗ U(z−1h[z−1]),(3.2.1)
and the last U(n˜+)–module is induced from a U(n[z])–module.
The U(n˜+)–module SU(n˜+)⊗U(z
−1h[z−1]) is also U(n[z])–injective because using
Lemma 1.1.1 and formula (1.2.3) we have an isomorphism of U(n[z])–modules,
SU(n˜+) ⊗ U(z
−1h[z−1]) = homC(U(n[z]), U(z
−1n[z−1])⊗ U(z−1h[z−1])),(3.2.2)
and the last module is obviously U(n[z])–injective.
Now, by the definition of the semi–infinite Tor functor, in order to calculate
the space Tor
∞
2 +•
U(n˜+)
(Cχ, Vk) one should apply the functor Cχ ⊗
U(n[z])
U(z−1n[z−1]) · to the
resolution D•(λk) and compute the cohomology of the obtained complex.
Denote by C•(λk) the complex Cχ ⊗
U(n[z])
U(z−1n[z−1]) D
•(λk),
C•(λk) = Cχ ⊗
U(n[z])
U(z−1n[z−1]) D
•(λk).
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Proposition 3.2.3. ([31], Theorem 1) H 6=0(C•(λk)) = 0, i.e., for n 6= 0
Tor
∞
2 +n
U(n˜+)
(Cχ, Vk) = 0,
and the complex C•(λk) is a resolution of the Wk(g)–module Tor
∞
2 +0
U(n˜+)
(Cχ, Vk).
The Wk(g)–module Tor
∞
2 +0
U(n˜+)
(Cχ, Vk) is called the vacuum representation of
Wk(g), and the operators Si : Cχ⊗
U(n[z])
U(z−1n[z−1])W (λk)→ Cχ⊗
U(n[z])
U(z−1n[z−1])W (−αi+
λk) induced by the differential of the complex C
•(λk) in degree 0,
d : Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (λk)→
⊕l
i=1 Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (si(λk + ρ0)− ρ0) =⊕l
i=1 Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (−αi + λk),
(3.2.3)
are called the screening operators for the algebra Wk(g).
3.3. The Virasoro algebra. In this section we describe, following [23], the W–
algebraWk(sl2). Using the algebraic definition of Wakimoto modules we also obtain
the results of [23] on the explicit form of the resolution of the vacuum representation
for this algebra for generic k. We use the bosonic realization of Wakimoto modules
over the Lie algebra ŝl2 and the notation introduced in Section 2.4.
Denote by Vir the Virasoro algebra, i.e., the complex Lie algebra generated by
elements Tn, n ∈ Z and C with the following defining relations
[Tn, Tm] = (n−m)Tn+m +
C
12
(n3 − n)δn+m,0, [C, Tn] = 0, n,m ∈ Z.
Note that the Virasoro algebra is naturally Z–graded.
Proposition 3.3.1. ([23], Proposition 4) Let U(Vir)c be the quotient of the uni-
versal enveloping algebra U(Vir) by the two sided ideal generated by the element
C − c, where C is the central element of the Lie algebra Vir and c ∈ C. Sup-
pose that k is generic. Then the algebra Wk(sl2) is isomorphic to the restricted
completion of the algebra U(Vir)c, where c = 1− 6
(k + 1)2
k + 2
,
Wk(sl2) = Û(Vir)c, c = 1− 6
(k + 1)2
k + 2
.
Note that the central charge c = 1 − 6
(k + 1)2
k + 2
is invariant under the following
transformation of the parameter k:
k + 2 7→
1
k + 2
.
As a consequence we have the following proposition.
Proposition 3.3.2. Let k, k′ ∈ C be generic. Suppose that k′ + 2 =
1
k + 2
. Then
the algebras Wk(sl2) and Wk′(sl2) are isomorphic.
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Now let C•(λk) be the resolution of the vacuum representation of the algebra
Wk(sl2) introduced in the previous section. Using Remark 2.3.1 and Proposition
2.4.2 this resolution may be rewritten as
0→ Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (0, k)→ Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (−2, k)→ 0.(3.3.1)
We shall explicitly calculate the spaces Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (0, k) and
Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (−2, k) and the screening operator
S1 : Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (0, k)→ Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (−2, k).
Lemma 3.3.3. Let W (λ0, k) be the Wakimoto module of highest weight λ of finite
type such that λ(H) = λ0, λ(K) = k, k 6= −2 and λ(∂) = 0. Denote by H
0 ⊂ H
the subalgebra in H with generators an, n ∈ Z subject to the relations
[an, am] = 2(k + 2)nδn+m,0.
Let π(λ0, k+h
∨) be the ĥ (and H0)–submodule in W (λ0, k) generated by the vacuum
vector vλ0 under the action of the subalgebra H
0 ⊂ H. Then the natural linear space
embedding π(λ0, k + h
∨)→W (λ0, k) gives rise to a linear space isomorphism
π(λ0, k + h
∨) = Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k).(3.3.2)
Proof. In order to prove this lemma we note that there is a linear space isomorphism
Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k) = Cχ0 ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k), where χ0 is the trivial
character of the Lie algebra n˜+. Since the Cartan subalgebra ĥ ⊂ ĝ normalizes the
Lie subalgebras n[z] and z−1n[z−1] the space Cχ0⊗
U(n[z])
U(z−1n[z−1])W (λ0, k) is naturally
an ĥ–module, the module structure being induced by the action of the Lie algebra
ĥ on the space W (λ0, k).
Now recall that in the proof of Lemma 3.2.2 we observed that any Wakimoto
module is isomorphic to SU(n˜+) ⊗ U(z
−1h[z−1]) as an U(n˜+)–module. Therefore
from Lemma 1.3.1 we deduce that Cχ0 ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k) = U(z
−1h[z−1]) as
a linear space. Explicit calculation shows that the induced ĥ–module structure on
U(z−1h[z−1]) coincides with that of π(λ0, k + h
∨), and hence we have an isomor-
phism of ĥ–modules,
Cχ0 ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k) = π(λ0, k + h
∨).(3.3.3)
From explicit formulas for the bosonic realization of the Wakimoto module
W (λ0, k) (see Proposition 2.4.1) it follows that the natural embedding of ĥ–modules
π(λ0, k + h
∨)→W (λ0, k) gives rise to an embedding of ĥ–modules
π(λ0, k + h
∨)→ Cχ0 ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k).(3.3.4)
Finally observe that the space π(λ0, k + h
∨) is decomposed into the direct sum
of finite–dimensional weight subspaces with respect to the action of the Lie algebra
ĥ. Therefore, in view of (3.3.3), embedding (3.3.4) is an isomorphism of ĥ–modules.
Remark 3.3.4. Using linear isomorphism (3.3.2) one can equip the space
Cχ ⊗
U(n[z])
U(z−1n[z−1]) W (λ0, k) with the structure of an H
0–module. This H0–module
structure is not natural.
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Using the last lemma the individual terms of the resolution (3.3.1) are equipped
with the H0–module structure and the resolution takes the form
0→ π(0, k + h∨)→ π(−2, k + h∨)→ 0.(3.3.5)
Proposition 3.3.5. The only nontrivial component S1 : π(0, k+ h
∨)→ π(−2, k+
h∨) of the differential of resolution (3.3.5) is given by S1 = Resz=0J1(z), where the
generating series J1(z) is defined as follows
J1(z) = exp
(
−
∞∑
n=1
a−n
(k + 2)n
zn
)
exp
(
∞∑
n=1
an
(k + 2)n
z−n
)
V,
and the operator V : π(0, k + h∨) → π(−2, k + h∨) sends the vacuum vector v0
of π(0, k + h∨) to the vacuum vector v−2 of π(−2, k + h
∨) and commutes with the
elements an as follows
[an, V ] = −2V δn,0.
Proof. First observe that the only nontrivial component of the differential in com-
plex (3.3.5) is induced by that arising from the resolution of the vacuum represen-
tation Vk by Wakimoto modules (see Corollary 2.3.4). The last differential is an
intertwining operator between ĝ–modules W (0, k) and W (−2, k). If such operator
exists then eitherW (0, k) has a cosingular vector orW (−2, k) has a singular vector.
In the proof of Proposition 2.4.2 we observed that for λ of finite type and k 6= −2
the Wakimoto moduleW (λ) =W (λ0, k) may only have cosingular vector ω
λ0+1
0 ·vλ0
if λ0 ∈ Z+. Therefore, using Remark 2.3.1, we conclude that the only nontrivial
intertwining operator between W (0, k) and W (−2, k) corresponds the cosingular
vector ω0 · v0 ∈ W (0, k). This operator is the projection operator onto the quotient
of W (0, k) by the submodule generated by the highest weight vector, the image
of the cosingular vector being the highest weight vector in W (−2, k). Explicit
calculation shows that this operator coincides with the intertwining operator S :
W (0, k)→ W (−2, k) introduced in Proposition 2.4.3.
Next observe that the algebra U(n˜+) is commutative and hence for any λ0 the
action of this algebra on the space W (λ0, k) gives rise to an action on the space
Cχ ⊗
U(n[z])
U(z−1n[z−1])W (λ0, k) = π(λ0, k+ h
∨). Using the definition of the character χ,
Lemma 1.3.1 and the fact that any Wakimoto module is isomorphic to SU(n˜+) ⊗
U(z−1h[z−1]) as an U(n˜+)–module we conclude that for n 6= −1 the elements
X+n = ω
+
n act on the space Cχ ⊗
U(n[z])
U(z−1n[z−1])W (λ0, k) = π(λ0, k+ h
∨) in the trivial
way and the element X+−1 = ω
+
−1 acts on this space as the identity operator.
Finally note that the action of the elements an, n ∈ Z and of the operator V
on the resolution (3.3.5) commute with the action of the algebra U(n˜+). Therefore
the operator S :W (0, k)→W (−2, k) gives rise to the operator S1 : π(0, k+ h
∨)→
π(−2, k + h∨).
In conclusion we recall that the action of the generators Tn of the algebraWk(sl2)
on the spaces W (0, k) and W (−2, k) is given in terms of the generating series
T (z) =
∑
n∈Z Tnz
−n by
T (z) =
1
4(k + 2)
: a(z)2 : +
1
2
(
1−
1
k + 2
)
z2
d
dz
(z−1a(z)).
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4. Affine quantum groups and their representations
4.1. Affine quantum groups. In this section we recall some basic facts about
affine quantum groups [15]. We follow the notation of [12].
Let h be an indeterminate, C[[h]] the ring of formal power series in h. We shall
consider C[[h]]–modules equipped with the so–called h–adic topology. For every
such module V this topology is characterized by requiring that {hnV | n ≥ 0} is a
base of the neighbourhoods of 0 in V , and that translations in V are continuous. It
is easy to see that, for modules equipped with this topology, every C[[h]]–module
map is automatically continuous.
A topological algebra over C[[h]] is a complete C[[h]]–module A equipped with a
structure of C[[h]]–algebra (see [12], Definition 4.3.1). All tensor products (direct
sums) of complete C[[h]]–modules and of topological algebras over C[[h]] will be
understood as completed in the h-adic topology algebraic tensor products (direct
sums).
The standard quantum group Uh(ĝ) associated to an affine Lie algebra ĝ is the
algebra over C[[h]] topologically generated by elements Hi, X
+
i , X
−
i , i = 0, . . . , l
and ∂ with the following defining relations:
[Hi, Hj ] = 0, [Hi, X
±
j ] = ±aijX
±
j ,
X+i X
−
j −X
−
j X
+
i = δi,j
Ki −K
−1
i
qi − q
−1
i
,
[∂,Hi] = 0, [∂,X
±
i ] = ±δi,0X
±
i ,
where Ki = e
dihHi , eh = q, qi = q
di = edih,
and the quantum Serre relations:
1−aij∑
r=0
(−1)r
[
1− aij
r
]
qi
(X±i )
1−aij−rX±j (X
±
i )
r = 0, i 6= j,
where [
m
n
]
q
=
[m]q!
[n]q![n−m]q!
, [n]q! = [n]q . . . [1]q, [n]q =
qn − q−n
q − q−1
.
We shall also use the weight–type generators defined by
Yi =
l∑
j=1
di(a
−1)ijHj ,
and the elements Li = e
hYi .
The Cartan antiinvolution ω : Uh(ĝ)→ Uh(ĝ) is defined on generators by
ω(X±i ) = X
∓
i , ω(Hi) = Hi, ω(∂) = ∂, ω(h) = −h.
Note that the algebra Uh(ĝ)/hUh(ĝ) is naturally isomorphic to U(ĝ).
Next following [42, 43, 44] and [45] we recall the construction of the Cartan–Weyl
basis for Uh(ĝ). In order to construct such a basis one should fix an ordering of the
root system ∆+.
We say that the system ∆+ is in normal (or convex) ordering if its roots are
totally ordered in the following way: (i) all simple roots follow each other in an
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arbitrary order; (ii) each nonsimple root α + β ∈ ∆+, where α 6= nβ is situated
between α and β.
Fix some normal ordering in ∆+ satisfying an additional condition:
αi + nδ < kδ < (δ − αj) + lδ
for any simple roots αi, αj ∈ Π0, i, j = 1, . . . , l, l, n ≥ 0, k > 0. We apply the
following inductive procedure for the construction of real root vectors Xγ , γ ∈ ∆
re
+
starting from the simple root vectors Xαi = X
+
i , i = 0, . . . , l.
Let γ ∈ ∆re+ be a real root and α, . . . , γ, . . . , β the minimal subset in ∆+ con-
taining γ such that α < γ < β and γ = α+ β. Then we set
Xγ = [Xα, Xβ]q
if Xα and Xβ have already been constructed. Here
[Xα, Xβ ]q = XαXβ − q
(α,β)XβXα.
When we get the imaginary root δ we stop for a moment and use the following
formulas:
X ′
(i)
δ = ε1(αi)[Xαi , Xδ−αi ]q,
Xαi+mδ = εm(αi)(−[aii]qi)
−m(ad X ′
(i)
δ )
m
Xαi ,
Xδ−αi+mδ = εm(αi)([aii]qi)
−m(ad X ′
(i)
δ )
m
Xδ−αi ,
X ′
(i)
(m+1)δ = εm+1(αi)[Xαi+mδ, Xδ−αi ]q,
for m > 0, i = 1, . . . , l, where (ad x)y = [x, y] is the usual commutator, εm(αi) =
(−1)mθ(αi), and the function θ : Π0 = {α1, . . . , αl} → {0, 1} is chosen in such a
way that for any pair i, j, i 6= j such that (αi, αj) 6= 0 we have θ(αi) 6= θ(αj).
Then we use the inductive procedure again to obtain other real root vectors
Xγ+nδ, Xδ−γ+nδ , γ ∈
◦
∆. We come to the end by defining imaginary root vectors
X
(i)
nδ via intermediate vectors X
′(i)
nδ by means of the following (Schur) relations:
(qi − q
−1
i )E
(i)(z) = log
(
1 + (qi − q
−1
i )E
′(i)(z)
)
(4.1.1)
where E(i)(z) and E′
(i)
(z) are generating functions for X
(i)
nδ and for X
′(i)
nδ :
E(i)(z) =
∑
n≥1
X
(i)
nδ z
−n,
E′
(i)
(z) =
∑
n≥1
X ′
(i)
nδz
−n.
The root vectors for negative roots are obtained by the Cartan antiinvolution
ω:
X−γ = ω(Xγ)
for γ ∈ ∆+.
For γ =
∑l
i=0 liαi we also put
γ∨ =
l∑
i=0
lidiHi.
Let Uh(n̂+), Uh(n̂−) and Uh(ĥ) be the C[[h]]–subalgebras of Uh(ĝ) topologically
generated by the X+i , X
−
i , i = 0, . . . , l and by the Hi, i = 0, . . . , l and ∂, respec-
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Now using the root vectors Xγ we can construct a topological basis of Uh(ĝ).
Proposition 4.1.1. ([44], Proposition 3.3) The elements
(X
(j1)
β1
)r1 . . . (X
(jp)
βp
)rp ,
where ri > 0, ji = 1, . . . ,mult βi, βi ∈ ∆+ are positive roots such that
β1 < . . . < βp
in the sense of the normal ordering, form a topological basis of Uh(n̂+).
The elements
(X
(j1)
−γ1)
s1 . . . (X
(jq)
−γq )
sq
where si > 0, ji = 1, . . . ,mult γi, γi are positive roots such that
γ1 < . . . < γp
in the sense of the normal ordering, form a topological basis of Uh(n̂−).
The elements
∂tHt00 . . . H
tl
l ,
where ti, t ≥ 0, form a topological basis of Uh(ĥ).
Multiplication defines an isomorphism of C[[h]] modules:
Uh(n̂−)⊗ Uh(ĥ)⊗ Uh(n̂+)→ Uh(ĝ).
We also denote by Uh(b̂±) the subalgebra in Uh(ĝ) topologically generated by
X±i , i = 0, . . . l and by the Hi, i = 0, . . . l and ∂. Clearly, multiplication defines an
isomorphism of C[[h]] modules:
Uh(n̂±)⊗ Uh(ĥ)→ Uh(b̂±).
Next we introduce analogues of the subalgebras U(n˜±) ⊂ U(ĝ) and of the sub-
algebras U(a), U(a) ⊂ U(ĝ) for the algebra Uh(ĝ).
First we define other root vectors Xˆγ and Xˇγ by the following formulas (see [42]):
Xˆγ = Xγ , Xˆ−γ = −exp(−hγ
∨)X−γ , ∀ γ ∈ ∆+,
and
Xˇ−γ = X−γ , Xˇγ = −Xγexp(hγ
∨), ∀ γ ∈ ∆+.
Denote by Uh(n˜+) and Uh(n˜−) the subalgebra in Uh(ĝ) topologically generated
by the elements Xˆnδ+αi , n ∈ Z, i = 1, . . . , l and Xˇnδ−αi n ∈ Z, i = 1, . . . , l,
respectively. We also dehote by Uh(a) and Uh(a) the subalgebra in Uh(ĝ) topolog-
ically generated by the elements Xˆnδ+αi , n ∈ Z, Xˆ
(i)
rδ , r < 0, i = 1, . . . , l and by
Xˇnδ−αi , n ∈ Z, Xˇ
(i)
rδ , r > 0, i = 1, . . . , l, Hi, i = 0, . . . , l, ∂, respectively. To
construct topological bases for Uh(a) and Uh(a) we fix the following ordering in the
root system ∆:
γ1, γ2, . . . , γN ,−γ1,−γ2, . . . ,−γN ,
where γ1, γ2, . . . , γN is the normal ordering in ∆+ used in the construction of the
root vectors Xα.
The following proposition follows immediately from the results of [42] on com-
mutation relations between the elements Xˆγ and Xˇγ .
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Proposition 4.1.2. The elements
(Xˆβ1)
r1 . . . (Xˆβp)
rp ,
where
ri > 0, βi ∈ {α+ nδ, α ∈
◦
∆+, n ∈ Z}
and
β1 < . . . < βp
in the sense of the normal ordering, form a topological basis of Uh(n˜+).
The elements
(Xˇγ1)
s1 . . . (Xˇγq )
sq ,
where
si > 0, γi ∈ {−α+ nδ, α ∈
◦
∆+, n ∈ Z}
and
γ1 < . . . < γp
in the sense of the normal ordering, form a topological basis of Uh(n˜−).
The products
(Xˆ
(j1)
β1
)r1 . . . (Xˆ
(jp)
βp
)rp ,
where ri > 0, ji = 1, . . . ,mult βi, βi ∈ {α+nδ, α ∈
◦
∆+, n ∈ Z}∪ {rδ, r < 0} and
β1 < . . . < βp
in the sense of the normal ordering, form a topological basis of Uh(a).
The products
(Xˇ(j1)γ1 )
s1 . . . (Xˇ(jq)γq )
sq∂mHm00 . . .H
ml
l ,
where si > 0, ji = 1, . . . ,mult γi, γi ∈ {−α+ nδ, α ∈
◦
∆+, n ∈ Z} ∪ {rδ, r > 0},
m ,mi ≥ 0, and
γ1 < . . . < γp
in the sense of the normal ordering form a topological basis of Uh(a).
Multiplication defines an isomorphism of C[[h]] modules:
Uh(a)⊗ Uh(a)→ Uh(ĝ).
One can also introduce another realization of the algebra Uh(ĝ), called the new
Drinfeld realization, in which the elements Xˆγ , Xˇ−γ ∈ Uh(ĝ), γ ∈ ∆
re
+ and X
(i)
rδ ∈
Uh(ĝ) play the role of generators (see [16]). Namely we have
Proposition 4.1.3. ([42], Theorem 7.1) The algebra Uh(ĝ) is isomorphic to the
associative algebra topologically generated by elements X±i,r, r ∈ Z, Hi,r, r ∈ Z, i =
1, . . . l, K, ∂ with relations given in terms of the generating series
X±i (u) =
∑
r∈ZX
±
i,ru
−r,
Φ±i (u) =
∑∞
r=0Φ
±
i,±ru
∓r = K±1i exp
(
±(qi − q
−1
i )
∑∞
s=1Hi,±su
∓s
)
,
Ki = exp(dihHi,0).
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by [
∂,X±i,r
]
= rX±i,r,
[∂,Hi,r] = rHi,r ,
[Hi,0, Hj,r] = 0, r ∈ Z,[
Hi,0, X
±
j (u)
]
= ±aijX
±
j (u),
Φ±i (u)Φ
±
j (v) = Φ
±
j (v)Φ
±
i (u),
K is central ,
Φ+i (u)Φ
−
j (v) =
gij(
vqK
u
)
gij(
vq−K
u
)
Φ−j (v)Φ
+
i (u),
Φ−i (u)X
±
j (v)Φ
−
i (u)
−1 = gij(
uq
∓K
2
v
)±1X±j (v),
Φ+i (u)X
±
j (v)Φ
+
i (u)
−1 = gij(
vq
∓K
2
u
)∓1X±j (v),
(u− vq±bij )X±i (u)X
±
j (v) = (q
±biju− v)X±j (v)X
±
i (u),
X+i (u)X
−
j (v) −X
−
j (v)X
+
i (u) =
δi,j
qi−q
−1
i
(
δ(uq
−K
v
)Φ+i (vq
K
2 )− δ(uq
K
v
)Φ−i (uq
K
2 )
)
,
∑
π∈S1−aij
∑1−aij
k=0 (−1)
k
[
1− aij
k
]
qi
×
X±i (zπ(1)) . . . X
±
i (zπ(k))X
±
j (w)X
±
i (zπ(k+1)) . . . X
±
i (zπ(1−aij)) = 0, i 6= j,
where gij(z) =
1− qbijz
1− q−bijz
q−bij ∈ C[[h]][[z]] and Sn is the symmetric group of n
elements. The isomorphism is explicitly given by
K = δ∨ , Hi,0 = Hi, ∂ = ∂
Hi,n = X
(i)
nδ exp(
h
2nδ
∨),
X+i,n = Xˆnδ+αi ,
X−i,n = Xˇnδ−αi .
(4.1.2)
Sometimes it is convenient to use the weight–type generators Yi,r ,
Yi,r =
l∑
k=1
(ar)−1ik Hk,r, a
r
ij =
1
r
[raij ]qi , i, j = 1, . . . l.
The generators X±i,r, Hi,r correspond to the elements X
±
i z
r, Hiz
r of the affine
Lie algebra ĝ in the loop realization (here X±i , Hi are the Chevalley generators of
g).
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4.2. Verma and Wakimoto modules over affine quantum groups. In the
h-adic case the definition of Z–graded modules is slightly different from the stan-
dard one. A complete topological module V over C[[h]] is called Z–graded if it is
isomorphic to the h–adic completion of the direct sum ⊕n∈ZVn, where Vn ⊂ V is the
subspace of elements of degree n. A topological algebra A over C[[h]] is called Z–
graded if, as a C[[h]]–module, it is isomorphic to the h–adic completion of the direct
sum ⊕n∈ZAn, where An ⊂ A is the subspace of elements of degree n, and multipli-
cation in A defines maps An⊗Am → An+m. A complete topological module V over
Z–graded topological algebra A is called Z–graded if it is Z–graded as a topological
module over C[[h]] and the action of A on V defines maps An × Vm → Vn+m. A
morphism ϕ : V → W of Z–graded topological modules V and W over Z–graded
topological algebra A is a C[[h]]–linear map commuting with the action of A on V
and W such that ϕ(Vn) ⊂Wn for any n ∈ Z.
The category of left (right) Z–graded topological modules over a Z–graded
topological algebra A with morphisms being morphisms of graded topological A–
modules is denoted by A − mod (mod − A). For both of these categories the set
of morphisms between two objects is denoted by HomA(·, ·). For M,M
′ ∈ Ob A−
mod (Ob mod−A) we shall also use the space of homomorphisms homA(M,M
′) of
all possible degrees with respect to the gradings onM andM ′ defined as the h-adic
completion of the space
⊕
n∈ZHomA(M,M
′〈n〉) (see Section 1.1 for the definition
of this space) .
All the results presented in Section 1 for graded associative algebras and modules
hold for complete topological graded algebras and modules if morphisms of modules
are understood in the h–adic sense. In particular, Verma and Wakimoto modules
over the algebra Uh(ĝ) are defined similarly to the Lie algebra case (see Section 2.2).
One should apply the general scheme of Sections 1.6 and 1.7, taking into account
that the algebra Uh(ĝ) is naturally Z–graded, deg(Hi) = deg(∂) = 0 for i = 0, . . . l,
deg(X+i ) = 1, deg(X
−
i ) = −1, and satisfies conditions (i)–(viii) of Sections 1.1, 1.2,
1.6 and 1.7 with N± = Uh(n̂±), H = Uh(ĥ), A0 = Uh(a), A1 = Uh(a).
In this paper we only need Verma, contragradient Verma and Wakimoto mod-
ules over Uh(ĝ) corresponding to a very special set of characters λ : Uh(ĥ)→ C[[h]].
To introduce this set we note that the algebra Uh(ĥ) is isomorphic to U(ĥ)[[h]].
Let λ : ĥ → C be a character. This character naturally extends to a charac-
ter λ : Uh(ĥ) → C[[h]]. We denote by Mh(λ), Mh(λ)
∨ and Wh(λ) the Verma,
the contragradient Verma and the Wakimoto module corresponding to this char-
acter. Observe that the U(ĝ)–modules Mh(λ)/hMh(λ), Mh(λ)
∨/hMh(λ)
∨ and
Wh(λ)/hWh(λ) are naturally isomorphic to M(λ), M(λ)
∨ and W (λ), respectively.
Let V be a Uh(ĝ)–module. One says that V admits a weight space decomposition
if, as an U(ĥ)–module, V is isomorphic to the h-adic completion of the U(ĥ) module⊕
η∈ĥ∗
(V )η,
where
(V )η = {v ∈ V : h · v = η(h)v for any h ∈ U(ĥ)}
is the subspace of weight η in V . Here U(ĥ) is regarded as a subalgebra in Uh(ĥ).
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If all the spaces Vη are finite–dimensional over C[[h]] then one can introduce the
formal character of V by
ch(V ) =
∑
η∈ĥ∗
dim((V )η)e
η.
From the definitions of the modulesMh(λ),Mh(λ)
∨ andWh(λ) and Propositions
4.1.1, 4.1.2 it follows that they have the same weight space decompositions and the
same characters as in the nondeformed case.
Clearly, any Uh(ĝ) module V is always reducible. It contains proper submodule
hV . Therefore it makes sense to change the definition of reducibility for Uh(ĝ)–
modules. We shall say that an Uh(ĝ)–module V is reducible if it contains a proper
submodule V ′ such that the image of V ′ under the canonical projection V → V/hV
is a nontrivial U(ĝ)–module.
The problem of reducibility of Verma, contragradient Verma andWakimoto mod-
ules over the algebra U(ĝ) is completely settled in the following proposition.
Proposition 4.2.1. ([50], Theorem 2.4) The U(ĝ)–module Mh(λ) (Mh(λ)
∨) is
reducible if and only if the corresponding U(ĝ)–module M(λ) is reducible, i.e. iff
2(λ+ ρ, α) = n(α, α)
for some α ∈ ∆+, n ∈ N. In this case Mh(λ) (Mh(λ)
∨) contains a singu-
lar(cosingular) vector of weight λ− nα.
We also note that the composition of the canonical maps
Mh(λ)→Wh(λ)→Mh(λ)
∨
gives the Shapovalov form of Mh(λ). Therefore we obtain the following corollary
of the previous proposition.
Corollary 4.2.2. The module Wh(λ) is reducible iff M(λ) is reducible. Moreover
Wh(λ) has singular and cosingular vectors of the same weights as the singular vec-
tors of M(λ).
Using Proposition 4.2.1 and Corollary 4.2.2 we conclude that all the statements
about Wakimoto modules over U(ĝ) with highest weight of finite type may be
carried over to the deformed case. Here we only formulate analogues of Proposition
2.3.2 and Corollary 2.3.4 for Uh(ĝ). The proofs of these statements are quite similar
to those in the nondeformed case.
Denote by Uh(g[z]+CK+C∂) the subalgebra in Uh(ĝ) topologically generated by
X±i , i = 1, . . . l, X
+
0 and by the Hi, i = 0, . . . l and ∂. Let Uh(g) be the subalgebra
in Uh(ĝ) topologically generated by X
±
i , i = 1, . . . l and by the Hi, i = 1, . . . l.
Proposition 4.2.3. Let λ : ĥ→ C be a character of finite type. Then the canonical
map
Wh(λ)→Mh(λ)
∨
is an isomorphism of Uh(ĝ)–modules. Let Mh(λ0)
∨ be the contragradient Verma
module over Uh(g) of highest weight λ0 = λ|h.This module is uniquely extended
to a Uh(g[z] + CK + C∂)–module (Mh(λ0)
∨)k,λ(∂) in such a way that K and ∂
act by multiplication by k = λ(K) and by λ(∂), respectively. Then both Mh(λ)
∨
and Wh(λ) are isomorphic to the induced representation Uh(ĝ) ⊗Uh(g[z]+CK+C∂)
(Mh(λ0)
∨)k,λ(∂),
Mh(λ)
∨ =Wh(λ) = Uh(ĝ)⊗Uh(g[z]+CK+C∂) (Mh(λ0)
∨)k,λ(∂).
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To formulate the quantum group analog of Corollary 2.3.4 we first recall that,
according to Theorem 3.3 in [50], for the finite–dimensional irreducible representa-
tion Lh(λ0) of the algebra Uh(g) with integral dominant highest weight λ0 one can
define the Bernstein-Gelfand-Gelfand resolution by contragradient Verma modules
Mh(w(λ0 + ρ0)− ρ0)
∨ over Uh(g),
0→ C1h(λ0)→ · · · → C
dim n+
h (λ0)→ 0,
Cih(λ0) =
⊕
w∈W (i) Mh(w(λ0 + ρ0)− ρ0)
∨,
where W (i) ⊂ W is the subset of the elements of length i of the Weyl group of g
and ρ0 =
1
2
∑
α∈
◦
∆+
α.
Corollary 4.2.4. Let λ be a character of ĥ of generic level k such that λ0 = λ|h is
an integral dominant weight for g, i.e., λ0 ∈ P
+, where P+ = {λ ∈ h∗ : λ(Hi) ∈
Z+, i = 1, . . . l}. Let Lh(λ0) be the irreducible finite–dimensional representation of
Uh(g) with highest weight λ0 and denote by C
•
h(λ0) the Bernstein–Gelfand–Gelfand
resolution of Lh(λ0) by contragradient Verma modules. Then the induced complex
of Uh(ĝ)–modules
0→ D1h(λ)→ · · · → D
dim n+
h (λ)→ 0,
Dih(λ) =
⊕
w∈W (i) Uh(ĝ)⊗Uh(g[z]+CK+C∂) (Mh(w(λ0 + ρ0)− ρ0)
∨)k,λ(∂)
is a resolution of the induced representation Uh(ĝ) ⊗Uh(g[z]+CK+C∂) (Lh(λ0))k,λ(∂)
by Wakimoto modules, i.e.
Dih(λ) =
⊕
w∈W (i)
Wh(w(λ + ρ0)− ρ0),
where the Weyl group W is regarded as a subgroup in the affine Weyl group of the
Lie algebra ĝ.
4.3. Bosonization for Uh(sˆl2). In this section we recall, following [59, 5], the
bosonic realization of the Wakimoto module in case of the algebra Uh(sˆl2).
Let k be a complex number. Let H′h be the topological algebra over C[[h]]
topologically generated by elements an, bn, cn, Qa, Qb, Qc, n ∈ Z satisfying the
following commutation relations:
[an, am] = δn+m,0
[2n]q [(k + 2)n]q
n
, [a0, Qa] = 2(k + 2),
[bn, bm] = −δn+m,0
[2n]q [2n]q
n
, [b0, Qb] = −4,
[cn, cm] = δn+m,0
[2n]q [2n]q
n
, [c0, Qc] = 4,
(4.3.1)
and all the other commutators of the elements an, bn, cn, Qa, Qb, Qc, n ∈ Z vanish.
For the elements an we introduce formal generating series a(L;M,N z;α) car-
rying parameters L,M,N ∈ N, α ∈ C,
a(L;M,N z;α) = −
∑
n6=0
[Ln]q an
[Mn]q [Nn]q
z−nq|n|α +
La0
MN
log z +
LQa
MN
.
DRINFELD–SOKOLOV REDUCTION FOR QUANTUM GROUPS 39
We define generating series b(L;M,N z;α) , c(L;M,N z;α) in the same way.
In case L =M we also write
a(N z;α) = a(L;L,N z;α)
= −
∑
n6=0
an
[Nn]q
z−nq|n|α +
a0
N
log z +
Qa
N
,
and similarly for b(N z;α) , c(N z;α) .
We define a q-difference operator with a parameter n ∈ N by
n∂z f(z) ≡
f(qnz)− f(q−nz)
(q − q−1)z
.
For p ∈ C[[h]], s ∈ C we define the Jackson integral by
∫ s∞
0
f(t)dpt = s(1− p)
∞∑
m=−∞
f(spm)pm.
We also denote by : · · · : the normal ordered product of elements of H′h in which
the elements an, bn, cn, n ≥ 0 stand on the right.
Proposition 4.3.1. ([59], Proposition 3) Let Hh be the algebra over C[[h]] topo-
logically generated by elements an, bn, cn, VQ = exp(
Qb+Qc
2 ), V
−1
Q = exp(−
Qb+Qc
2 ), n ∈
Z, where an, bn, cn, Qb, Qc satisfy commutation relations (4.3.1). Denote by H(λ0)h
the representation space for the algebra Hh topologically generated by the vacuum
vector vλ0 satisfying the following conditions
an · vλ0 = 0 for n > 0,
bn · vλ0 = 0 for n ≥ 0,
cn · vλ0 = 0 for n ≥ 0,
a0 · vλ0 = λ0vλ0 .
Let k 6= −2. Then the Fourier coefficients of the generating series
H = a0 + b0, K = k,
∂ =
∞∑
n=1
(
−n2
[2n]q [(k + 2)n]q
a−nan +
n2
[2n]
2
q
b−nbn −
n2
[2n]
2
q
c−ncn
)
,
Φ+(z) =: exp
{
(q − q−1)
∑
n>0
(qnan + q
(k+2)
2 nbn)z
−n + h(a0 + b0)
}
:,
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Φ−(z) =: exp
{
−(q − q−1)
∑
n<0
(q3nan + q
3(k+2)
2 nbn)z
−n − h(a0 + b0)
}
:,
X+(z) = −z :
[
1∂z exp
{
− c
(
2 q−k−2z; 0
) }]
× exp
{
− b
(
2 q−k−2z; 1
) }
:,
X−(z) = z :
[
k+2∂z exp
{
a
(
k + 2 q−2z;−k+22
)
+ b
(
2 q−k−2z;−1
)
+ c
(
k + 1; 2, k + 2 q−k−2z; 0
) }]
× exp
{
− a
(
k + 2 q−2z; k+22
)
+ c
(
1; 2, k + 2 q−k−2z; 0
) }
:
are well–defined operators in the space H(λ0)h and satisfy the defining relations of
the algebra Uh(sˆl2) in the new Drinfeld realization (see Proposition 4.1.3).
We denote by Wh(λ0, k) the representation of the algebra Uh(sˆl2) in the space
H(λ0)h constructed in the previous proposition.
Proposition 4.3.2. Let λ : ĥ→ C be a character of the Cartan subalgebra ĥ of the
Lie algebra ŝl2 such that λ(H) = λ0, λ(K) = k, k 6= −2 and λ(∂) = 0. Denote the
natural extension of λ to a character λ : Uh(ĥ)→ C[[h]] by the same letter. Suppose
that λ is of finite type. Then the Uh(sˆl2)–module Wh(λ0, k) is isomorphic to the
Wakimoto module Wh(λ). In this case both Wh(λ0, k) and Wh(λ) are isomorphic
to the contragradient Verma module Mh(λ)
∨.
Proof. The proof of this proposition is similar to that of Proposition 2.4.2 in the
nondeformed case. We only note here that the module Wh(λ0, k) may only have
cosingular vector V λ0+1Q · vλ0 when λ0 ∈ Z+.
In conclusion we recall the definition of screening operators which are certain in-
tertwining operators between Wakimoto modules Wh(λ0, k). First we introduce
an operator Vh : H(λ0)h → H(λ0 − 2)h that sends the vacuum vector vλ0 of
H(λ0)h to the vacuum vector vλ0−2 of H(λ0 − 2)h, intertwines action of the el-
ements bn, cn, VQ, V
−1
Q , n ∈ Z and commutes with an as follows
[an, Vh] = −2Vhδn,0.
Proposition 4.3.3. ([59], Proposition 4) The operator Sh =
∫ s∞
0 Jh(w)dpt, p =
q2(k+2), Sh : Wh(λ0, k) → W (λ0 − 2, k)h, where the generating series Jh(w) is
defined by
Jh(w) = − :
[
1∂w exp
{
− c
(
2 q−k−2w; 0
) }]
exp
{
− b
(
2 q−k−2w;−1
) }
:
× exp
(
−
∞∑
n=1
a−n
[(k + 2)n]q
q−
kn
2 −3nwn
)
exp
(
∞∑
n=1
an
[(k + 2)n]q
q−
kn
2 +nw−n
)
×Vhz
−
a0
k+2 ,
is a homomorphism of Uh(sˆl2) modules.
The operator Sh is called a screening operator.
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5. Deformations of W–algebras
5.1. Coxeter realizations of affine quantum groups. The generalization of
Definition 3 of W–algebras to the case of quantum groups is not so direct. The
main problem is that the natural deformation Uh(n˜+) ⊂ Uh(ĝ) of the subalgebra
U(n˜+) ⊂ U(ĝ) introduced in Section 4.1 has no nontrivial characters (see [56] for
details). In order to overcome this difficulty one needs to introduce other quantum
group counterparts of the subalgebra U(n˜+) having nontrivial characters. These
counterparts naturally appear in the so–called Coxeter realizations of the quantum
group Uh(ĝ) introduced in [56]. Below we recall the definition of these realizations
following [56].
Let Uh(ĝ
′) be the subalgebra in Uh(ĝ) topologically generated by elementsHi, X
+
i ,
X−i , i = 0, . . . , l. Fix k ∈ C and denote by Uh(ĝ
′)k the quotient of the algebra
Uh(ĝ
′) by the two–sided ideal generated by K − k. Let Ûh(ĝ
′)k be the restricted
completion of the algebra Uh(ĝ
′)k.
Let Ah be the free associative topological algebra over C[[h]] topologically gen-
erated by the Fourier coefficients of generating series
ei(u) =
∑
r∈Z ei,ru
−r,
fi(u) =
∑
r∈Z fi,ru
−r,
K±i (u) =
∑∞
r=0K
±
i,±ru
∓r,
K±i (u)
−1
=
∑∞
r=0K
±
i,±r
−1
u∓r
(5.1.1)
and by elements Hi, i = 1, . . . , l. Introduce a Z–grading on the algebra Ah by
deg(ei,n) = ht(nδ + αi) for i = 1, . . . , l, n ≥ 0, deg(ei,n) = −ht(−nδ − αi) for
i = 1, . . . , l, n < 0, deg(fi,n) = ht(nδ − αi) for i = 1, . . . , l, n > 0, deg(fi,n) =
−ht(−nδ+αi) for i = 1, . . . , l, n ≤ 0, deg(Ki,±n) = ±ht(nδ) for i = 1, . . . , l, n ≥ 0,
deg(Hi) = 0 for i = 1, . . . , l. We denote by Âh the restricted completion of Ah.
Denote by Sl the symmetric group of l elements. Fix an element π ∈ Sl and
denote by Fij(z), i, j = 1, . . . l the Taylor series in formal variable z given by
Fij(z) =
q
nij
j − zq
nji
i
1− zqbij
, aij 6= 0,(5.1.2)
Fij(z) = q
nij
j , aij = 0,(5.1.3)
where the coefficients nij ∈ C satisfy the equations
dinji − djnij = ε
π
ijbij ,(5.1.4)
and the matrix επij , i, j = 1, . . . , l is given by
επij =
 −1 π
−1(i) < π−1(j)
0 i = j
1 π−1(i) > π−1(j)
(5.1.5)
If we associate to the element π ∈ Sl a Coxeter element sπ of the Weyl groupW
by the formula sπ = sπ(1) . . . sπ(l) then Lemma 3 in [56] shows that the coefficients
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επijbij are the matrix elements of the Caley transform
1 + sπ
1− sπ
of the operator sπ :
h∗ → h∗ in the basis of simple roots,(
1 + sπ
1− sπ
αi, αj
)
= επijbij .(5.1.6)
We shall also use the following formal power series:
Mij(z) = gij(zq
−k)−1Fji(zq
k)Fji(zq
−k)−1,
Gij(z) =Mij(zq
−k)Mij(zq
k)−1,
F−ij (z) = Fij(zq
2k).
Let Ûsπh,k(ĝ
′) be the quotient algebra of the algebra Âh by the two–sided ideal
topologically generated by the Fourier coefficients of the following generating series:
K±i (u)K
±
j (v)−K
±
j (v)K
±
i (u) , K
±
i (u)K
±
i (u)
−1
− 1 , K±i (u)
−1
K±i (u)− 1 ,
HiHj −HjHi,
HiK
±
j (v)−K
±
j (v)Hi,
K±i,0 − exp(±hdiHi),
K+i (u)K
−
j (v)−Gij(
v
u
)K−j (v)K
+
i (u),
[Hi, ej(u)]− aijej(u),
[Hi, fj(u)]− aijfj(u),
K+i (u)ej(v)−Mij(
v
u
)ej(v)K
+
i (u),
K+i (u)fj(v)−Mij(
vqk
u
)−1fj(v)K
+
i (u),
K−i (u)ej(v)−Mji(
u
v
)−1ej(v)K
−
i (u),
K−i (u)fj(v)−Mji(
uqk
v
)fj(v)K
−
i (u),
(u − vqε
π
ijbij )[ei(u), ej(v)],
(u − vq−bij )F−ji (
v
u
)fi(u)fj(v) − (q
−biju− v)F−ij (
u
v
)fj(v)fi(u),
∑
π∈S1−aij
∑1−aij
k=0 (−1)
k
[
1− aij
k
]
qi
∏
p<q Fii(
zπ(q)
zπ(p)
)
∏k
r=1 Fji(
w
zπ(r)
)×∏1−aij
s=k+1 Fij(
zπ(s)
w
)ei(zπ(1)) . . . ei(zπ(k))ej(w)ei(zπ(k+1)) . . . ei(zπ(1−aij)), i 6= j,
DRINFELD–SOKOLOV REDUCTION FOR QUANTUM GROUPS 43
∑
π∈S1−aij
∑1−aij
k=0 (−1)
k
[
1− aij
k
]
qi
∏
p<q F
−
ii (
zπ(q)
zπ(p)
)
∏k
r=1 F
−
ji (
w
zπ(r)
)×∏1−aij
s=k+1 F
−
ij (
zπ(s)
w
)fi(zπ(1)) . . . fi(zπ(k))fj(w)fi(zπ(k+1)) . . . fi(zπ(1−aij)), i 6= j,
q
nji
i F
−1
ji (
vqk
u
)ei(u)fj(v)− q
nji
i F
−1
ij (
uqk
v
)fj(v)ei(u)−
−
δi,j
qi−q
−1
i
(
δ(uq
−k
v
)K+i (v) − δ(
uqk
v
)K−i (v)
)
.
Note that this ideal only depends on skew–symmetric combination (5.1.4) of the
coefficients nij , and hence by (5.1.6) the algebra Û
sπ
h,k(ĝ
′) only depends on the
Coxeter element sπ ∈W .
We show that the algebra Ûsπh,k(ĝ
′) is a realization of Ûh(ĝ
′)k.
Proposition 5.1.1. ([56], Proposition 8) For every solution of equation (5.1.4)
and every solution nrij ∈ C[[h]], r 6= 0 of the system
(n−rij − n
r
ji)q
− kr2 − n−rimn
r
jl r(B
r)−1ml(q
kr − q−kr) =
1
r
(qrbij − qrε
π
ijbij ), r ∈ N,
(5.1.7)
where Brij = q
rbij−q−rbij , there exists an isomorphism of algebras ψ̂{n} : Û
sπ
h,k(ĝ
′)→
Ûh(ĝ
′)k given by :
ψ̂{n}(ei(u)) = q
−nii
i Φ
0
i
{n}
Φ−i (u)
{n}
X+i (u)Φ
+
i (u)
{n}
,
ψ̂{n}(fi(u)) = Φ
0
i
{n}−1
Φ−i (uq
k)
{n}−1
X−i (u)Φ
+
i (uq
−k)
{n}−1
,
ψ̂{n}(K
±
i (u)) = K
±1
i exp(
∑∞
s=1±(qi − q
−1
i )Hi,±sq
− sk2 u∓s−
Yj,±snij,±s(q
ks − q−ks)u∓s),
ψ̂{n}(Hi) = Hi,
(5.1.8)
where Φ0i
{n}
,Φ−i (u)
{n}
,Φ+i (u)
{n}
are defined by
Φ±i (u)
{n}
= exp
(∑∞
r=1 Yj,±r n
±r
ij u
∓r
)
Φ0i
{n}
=
∏l
j=1 L
nji
j .
(5.1.9)
The algebra Ûsπh,k(ĝ
′) is called a Coxeter realization of Ûh(ĝ
′)k.
Let Ûsπh (n˜+) ⊂ Û
sπ
h,k(ĝ
′) be the restricted completion in Ûsπh,k(ĝ
′) of the subalgebra
of Ûsπh,k(ĝ
′) topologically generated by the Fourier coefficients of the series ei(u), i =
1, . . . l. The defining relations in the subalgebra Ûsπh (n˜+) are
(u− vqε
π
ijbij )[ei(u), ej(v)] = 0,(5.1.10)
∑
π∈S1−aij
∑1−aij
k=0 (−1)
k
[
1− aij
k
]
qi
∏
p<q Fii(
zπ(q)
zπ(p)
)
∏k
r=1 Fji(
w
zπ(r)
)×∏1−aij
s=k+1 Fij(
zπ(s)
w
)ei(zπ(1)) . . . ei(zπ(k))ej(w)ei(zπ(k+1)) . . . ei(zπ(1−aij)) = 0, i 6= j.
(5.1.11)
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Clearly, the algebra Ûsπh (n˜+)/hÛ
sπ
h (n˜+) is isomorphic to the restricted completion
of the algebra U(n˜+).
The subalgebra Ûsπh (n˜+) was introduced in [56] in order to define quantum group
counterparts of nontrivial characters of the subalgebra U(n˜+) ⊂ U(ĝ). Some com-
mutative elements in the algebra Ûh(ŝlN) similar to the Fourier coefficients of the
generating series ψ̂{n}(ei(u)) were also constructed in [13].
Proposition 5.1.2. The map χsπϕ : Û
sπ
h (n˜+)→ C defined by χ
sπ
ϕ (ei(u)) = ϕi(u), i =
1, . . . , l, where ϕi(u) ∈ C[[h]]((u)) are arbitrary formal power series, is a character
of the algebra Ûsπh (n˜+).
5.2. Definition of deformed W–algebras. In the previous section we defined
the quantum group counterparts Ûsπh (n˜+) of the algebra Û(n˜+) having nontrivial
characters. Let χh : Û
sπ
h (n˜+) → C be the character of the algebra Û
sπ
h (n˜+) such
that χh(ei(u)) = u, i = 1, . . . , l (see Proposition 5.1.2). We denote by Cχh the
corresponding one–dimensional representation of the algebra Ûsπh (n˜+). It would
be natural to define the deformed W–algebra corresponding to the affine quantum
group Uh(ĝ
′) as the semi–infinite Hecke algebra of the triple (Uh(ĝ
′)k, Û
sπ
h (n˜+), χh).
However the algebra Ûsπh (n˜+) ⊂ Û
sπ
h,k(ĝ
′) is the restricted completion of the sub-
algebra Usπh (n˜+) ⊂ Û
sπ
h,k(ĝ
′) topologically generated by the Fourier coefficients of
the series ei(u), i = 1, . . . , l. Therefore there is no any nontrivial triangular de-
composition in the algebra Ûsπh (n˜+). This implies that this algebra does not satisfy
conditions (i)–(vi) of Sections 1.1 and 1.2, and hence the semi–infinite Tor functor
for Ûsπh (n˜+) and the semi–infinite Hecke algebra of the triple (Uh(ĝ
′)k, Û
sπ
h (n˜+), χh)
do not exist.
In order to overcome this difficulty we shall consider the subalgebra Usπh (n˜+) ⊂
Uh(ĝ
′)k. The defining relations (5.1.10) of the algebra U
sπ
h (n˜+) only contain com-
mutators. Therefore Usπh (n˜+) is the universal enveloping algebra of the Lie algebra
n˜h+ topologically generated by the Fourier coefficients of the series ei(u), i = 1, . . . , l
subject to defining relations (5.1.10). The Lie algebra n˜h+ is Z–graded, n˜
h
+ =
⊕n∈Z(n˜
h
+)n. Denote the subalgebras ⊕n>0(n˜
h
+)n and ⊕n≤0(n˜
h
+)n by (n˜
h
+)
+ and
(n˜h+)
−, respectively. Then multiplication in Usπh (n˜+) defines an isomorphism of vec-
tor spaces, Usπh (n˜+) = (U
sπ
h (n˜+))
+ ⊗ (Usπh (n˜+))
−, where (Usπh (n˜+))
+ = U((n˜h+)
+)
and (Usπh (n˜+))
− = U((n˜h+)
−).
Note that the quotient algebra Usπh (n˜+)/hU
sπ
h (n˜+) is not isomorphic to U(n˜+)
since the Serre relations (5.1.11) are not satisfied in Usπh (n˜+).
The algebra Uh(ĝ
′)k inherits a Z–grading from Uh(ĝ
′) and satisfies conditions
(i)–(vi) of Sections 1.1, 1.2, with the natural triangular decomposition Uh(ĝ
′)k =
Uh(b̂
′
−)⊗Uh(n̂+), where Uh(b̂
′
−) is the image of the subalgebra of Uh(ĝ
′) generated
by X−i and Hi, i = 0, . . . , l in the quotient Uh(ĝ
′)k. Hence one can define the
algebra Uh(ĝ
′)♯k and the semi–infinite Tor functor for Uh(ĝ
′)k.
Now we shall define deformed W–algebras. Fix a solution nij of equations (5.1.4)
and a solution nrij , r 6= 0 of the system (5.1.7) such that n
r
ij = 0 (mod h). Such
solutions exist. For instance, one can put nrij = 0 for r < 0. Then equations (5.1.7)
yield nrji = −
1
r
q
kr
2 (qrbij − qrε
π
ijbij ) for r > 0.
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Consider the functor
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
· : (Uh(ĝ
′)k −mod)0 → Vectk,
M 7→ Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
M,
(5.2.1)
where the operation ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
is defined with the help of formula (1.3.1).
Definition 4. The algebra
W sπk,h(g) = homUh(ĝ′)♯k
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k ,Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k).
(5.2.2)
is called the deformed W-algebra associated to the complex semisimple Lie algebra
g.
Since Serre relations (5.1.11) are satisfied in the representations SUh(ĝ′)k and
Cχh regarded as a left (right) module over the subalgebra Û
sπ
h (n˜+) ⊂ Ûh(ĝ
′)k the
quotient algebra W sπk,h(g)/hW
sπ
k,h(g) is isomorphic to Wk(g).
Now we introduce the semi–infinite cohomology spaces for Uh(ĝ
′)k–modules from
the category (Uh(ĝ
′)k −mod)0 with respect to the subalgebra U
sπ
h (n˜+) ⊂ Uh(ĝ
′)k.
These semi–infinite cohomology spaces have natural structures ofW sπk,h(g)–modules.
We shall define the semi–infinite cohomology for Uh(ĝ
′)k–modules from the cate-
gory (Uh(ĝ
′)k−mod)0 with respect to the subalgebra U
sπ
h (n˜+) as a derived functor
of the functor (5.2.1). In order to define this derived functor we shall introduce a
suitable class of resolutions for objects from the category (Uh(ĝ
′)k −mod)0.
Proposition 5.2.1. Let Uh(n˜+)
+ ⊂ Uh(ĝ
′)k be the subalgebra topologically gen-
erated by the elements Xγ = Xˆγ , γ ∈ {α + nδ, α ∈
◦
∆+, n ≥ 0}. Then every
Uh(ĝ
′)k–module M from the category (Uh(ĝ
′)k−mod)0 has a semijective resolution
S•(M) ∈ Kom((Uh(ĝ
′)k − mod)0) with respect to the subalgebra Uh(n˜+)
+. This
resolution is unique up to homotopy equivalence.
Proof. We shall apply Theorem 1.4.4 and Proposition 1.4.8 to the algebra Uh(ĝ
′)k,
the subalgebra Uh(n˜+)
+ ⊂ Uh(ĝ
′)k, and the category (Uh(ĝ
′)k − mod)0 of left
Uh(ĝ
′)k–modules. Note that the conditions of Theorem 1.4.4 are satisfied for these
data.
Indeed, let M ∈ (Uh(ĝ
′)k −mod)0 be a left Uh(ĝ
′)k–module. Then M is a sub-
module of the left Uh(ĝ
′)k–moduleM
′ ∈ (Uh(ĝ
′)k−mod)0 defined by formula (1.4.1)
with B− = Uh(b̂−). By Proposition 4.1.1M
′ is isomorphic to homC[[h]](Uh(n̂+),M)
as a left Uh(n̂+)–module. Now observe that by Proposition 4.1.1 we also have an
isomorphism of right Uh(n˜+)
+–modules, Uh(n̂+) = Uh(n̂+)
− ⊗ Uh(n˜+)
+, where
Uh(n̂+)
− is the subalgebra in Uh(n̂+) topologically generated by the elements
Xγ , γ ∈ {−α + nδ, α ∈
◦
∆+, n > 0}. This implies that M
′ is also injective as
a Uh(n˜+)
+–module.
Now let P be the Uh(ĝ
′)k–module defined by formula (1.4.2) with N
+ = Uh(n̂+).
Then M is a strong quotient of P with respect to Uh(n̂+). Since Uh(n˜+)
+ is a
subalgebra in Uh(n̂+) the Uh(n̂+)–splitting s : M → P defined by formula (1.4.3)
is also a Uh(n˜+)
+–splitting. Therefore M is a strong quotient of P with respect to
Uh(n˜+)
+.
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Now Proposition 5.2.1 immediately follows from Proposition 1.4.8.
Now let M ∈ (Uh(ĝ
′)k −mod)0 be a left Uh(ĝ
′)k–module. We define the semi–
infinite cohomology space H
∞
2 +•(Usπh (n˜+),M) ofM with respect to the subalgebra
Usπh (n˜+) as the cohomology of the complex Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
S•(M),
H
∞
2 +•(Usπh (n˜+),M) = H
•(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
S•(M)),(5.2.3)
where S•(M) ∈ Kom((Uh(ĝ
′)k − mod)0) is a semijective resolution of M with
respect to the subalgebra Uh(n˜+)
+. By Proposition 5.2.1 this definition does not
depend on the resolution S•(M).
Definition (5.2.3) of the semi–infinite cohomology spaces is motivated by the
following theorem.
Theorem 5.2.2. Let M ∈ (Uh(ĝ
′)k −mod)0 be a left Uh(ĝ
′)k–module. Then the
algebra W sπk,h(g) naturally acts in the space H
∞
2 +•(Usπh (n˜+),M),
W sπk,h(g)×H
∞
2 +•(Usπh (n˜+),M)→ H
∞
2 +•(Usπh (n˜+),M).(5.2.4)
This action respects the gradings of W sπk,h(g) and H
∞
2 +•(Usπh (n˜+),M).
To prove this theorem we shall realize the algebraW sπk,h(g) as zeroth cohomology
of a certain differential graded algebra which naturally acts on a standard complex
for calculation of the semi–infinite cohomology space H
∞
2
+•(Usπh (n˜+),M).
Proposition 5.2.3. The algebra W sπk,h(g) is isomorphic to the zeroth cohomology
of the differential graded algebra
Y • = end•
Uh(ĝ′)
♯
k
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)).(5.2.5)
The nonzeroth graded components of the cohomology of this differential graded al-
gebra vanish,
H 6=0(Y •) = 0.
Proof. First observe that the cohomology of the differential algebra Y • is isomorphic
to the algebra
end•
K((mod−Uh(ĝ′)
♯
k
)0)
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)),
see [38], III.6.14.
Next, the complex
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k) ∈ Kom((mod− Uh(ĝ
′)♯k)0)
is semijective with respect to the subalgebra Uh(n̂+) by the definition of the complex
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k).
Now observe that by Proposition 1.4.9 Theorem 1.4.4 holds for the algebra
Uh(ĝ
′)♯k, the subalgebra Uh(n̂+) and the category (mod−Uh(ĝ
′)♯k)0. Since the com-
plex Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k) ∈ Kom((mod−Uh(ĝ
′)♯k)0)
is semijective Theorem 1.4.4 implies an algebraic isomorphism,
end•
K((mod−Uh(ĝ′)
♯
k
)0)
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)) =
end•
D((mod−Uh(ĝ′)
♯
k
)0)
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)).
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Similarly to Lemma A5.1 in [58] one can establish an isomorphism of complexes
of right Uh(ĝ
′)♯k–modules,
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k) =
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+),Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k).
By Proposition 1.4.13 the last complex is a semijective resolution of the right
Uh(ĝ
′)♯k–module Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k . In particular,
H•(Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+),Cχh⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k)) = Cχh⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k .
This implies that
H•(Y •) = end•
D((mod−Uh(ĝ′)
♯
k
)0)
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)) =
end•
D((mod−Uh(ĝ′)
♯
k
)0)
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k)),
(5.2.6)
and
H0(Y •) = end
Uh(ĝ′)
♯
k
(Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
SUh(ĝ′)k)).
To prove the second part of Proposition 5.2.3 we shall use the following lemma.
Lemma 5.2.4. Let X•h be a complex of complete C[[h]]–modules. Denote by X
•
the quotient complex X•h/hX
•
h. Suppose that H
n(X•) = 0 for some n ∈ Z. Then
Hn(X•h) = 0.
Proof. Let xh ∈ X
n
h be a cocycle, i.e. dhxh = 0, where dh is the differential in X
•
h.
We have to prove that xh = dhyh, yh ∈ X
n−1
h .
Denote by d the differential in the complex X• and by x ∈ Xn the element
xh(mod h). Since dhxh = 0 we have dx = 0, and hence x = dy1, y1 ∈ X
n−1
because Hn(X•) = 0. Since the operator dh coincides with d (mod h) we also
obtain that xh−dhy1 = hx
1
h, where x
1
h ∈ X
n
h and dhx
1
h = 0. Now we can apply the
same procedure to x1h. If we continue this process we shall finally obtain an infinite
sequence of elements yi ∈ X
n−1
h such that xh −
∑m
i=1 dhyi = 0 (mod h
m+1). Since
the space Xnh is a complete C[[h]]–module the series dh(
∑∞
i=1 yi) converges to xh.
This completes the proof.
Now observe that isomorphisms (5.2.6) and Proposition 1.5.1 imply thatH•(Y •) =
Hk
∞
2 +•(U(ĝ′)k, U(n˜+),Cχ) (mod h). Therefore the algebra Hk
∞
2 +•(U(ĝ′)k, U(n˜+),Cχ)
may be calculated as the cohomology of the differential graded algebra Y •/hY •.
Now by Proposition 3.1.2 H 6=0(Y •/hY •) = 0. In order to prove that H 6=0(Y •) = 0
it remains to apply Lemma 5.2.4 to the complex Y •.
Next we define a standard complex for calculation of the semi–infinite cohomol-
ogy space H
∞
2 +•(Usπh (n˜+),M).
Lemma 5.2.5. Let M ∈ (Uh(ĝ
′)k −mod)0 be a left Uh(ĝ
′)k −mod–module. Then
the semi–infinite cohomology space H
∞
2 +•(Usπh (n˜+),M) may be calculated as the
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cohomology of the complex
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)⊗
Uh(n̂+)
Uh(b̂′−)
M.(5.2.7)
Proof. To prove this lemma it suffices to show that the complex
Bar
∞
2 +•(Uh(ĝ
′)♯k, Uh(n̂+), SUh(ĝ′)k)⊗
Uh(n̂+)
Uh(b̂′−)
M
is a semijective resolution ofM with respect to the subalgebra Uh(n˜+)
+. The proof
of this fact is similar to that of Proposition 2.6.4 in [58].
Proof of Theorem 5.2.2. Theorem 5.2.2 follows from the fact that the differential
graded algebra (5.2.5) naturally acts on the complex (5.2.7). By Lemma 5.2.5 this
action induces an action of the cohomology of the differential graded algebra Y • on
the cohomology space H
∞
2 +•(Usπh (n˜+),M). In particular, by Proposition 5.2.3 the
restriction of this action to the zeroth cohomology of Y • induces action (5.2.4).
5.3. Resolutions and screening operators for deformed W–algebras. In
this section we construct the resolution of the vacuum representation of the algebra
W sπk,h(g) similar to the resolution of the vacuum representation of the algebraWk(g)
defined in Section 3.2. We suppose that the level k is generic. Recall that by
Theorem 5.2.2 the algebra W sπk,h(g) acts in the spaces H
∞
2 +•(Usπh (n˜+),M), where
M ∈ (Uh(ĝ
′)k −mod)0. In particular, for every left Uh(ĝ
′)–module M ∈ (Uh(ĝ
′)−
mod)0 such that the the two–sided ideal of the algebra Uh(ĝ
′) generated by K − k
lies in the kernel of the representation M the algebra W sπk,h(g) acts in the space
H
∞
2 +•(Usπh (n˜+),M).
Let λk : ĥ→ C be the character such that λ|h = 0, λ(K) = k and λ(∂) = 0. De-
note by Vk,h the representation of the algebra Uh(ĝ) with highest weight λk induced
from the trivial representation of the algebra Uh(g), Vk = Uh(ĝ) ⊗Uh(g[z]+CK+C∂)
(Lh(0))k,0. Vk,h is called the vacuum representation of Uh(ĝ). TheW
sπ
k,h(g)–module
H
∞
2 +•(Usπh (n˜+), Vk,h) is called the vacuum representation of the algebra W
sπ
k,h(g).
The space H
∞
2 +•(Usπh (n˜+), Vk,h) may be explicitly described using the resolution
of the Uh(ĝ)–module Vk,h by Wakimoto modules constructed in Corollary 4.2.4.
Indeed, let D•h(λk) be this resolution, D
i
h(λk) =
⊕
w∈W (i) Wh(w(λk + ρ0)− ρ0).
Proposition 5.3.1. The complex D•h(λk) is a Uh(ĝ
′)k–semijective resolution of
Vk,h with respect to the subalgebra Uh(n˜+)
+.
This proposition follows from part 3 of Proposition 1.4.3 and the following lemma
similar to Lemma 3.2.2 in the nondeformed case.
Lemma 5.3.2. Every Wakimoto module Wh(λ) is semijective as a module over
Uh(ĝ
′)k with respect to the subalgebra Uh(n˜+)
+.
Now in order to calculate the space H
∞
2 +•(Usπh (n˜+), Vk,h) one should apply the
functor Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
· to the resolution D•h(λk) and compute the cohomology of
the obtained complex.
Denote by C•h(λk) the complex Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
D•h(λk),
C•h(λk) = Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
D•h(λk).
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In order to prove that H 6=0(C•h(λk)) = 0 we shall apply Lemma 5.2.4. Ob-
serve that the complex C•h(λk)/hC
•
h(λk) is isomorphic to the resolution C
•(λk)
constructed in Section 3.2.
The following theorem follows immediately from Proposition 3.2.3 and Lemma
5.2.4 applied to the complex C•h(λk).
Theorem 5.3.3. H 6=0(C•h(λk)) = 0, i.e., for n 6= 0
H
∞
2 +n(Usπh (n˜+), Vk,h) = 0,
and the complex C•h(λk) is a resolution of theW
sπ
k,h(g)–module H
∞
2
+0(Usπh (n˜+), Vk,h).
The operators Shi : Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(λk) → Cχ,h ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(−αi + λk)
induced by the differential of the complex C•h(λk) in degree 0,
d : Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(λk)→
⊕l
i=1 Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(si(λk + ρ0)− ρ0) =
⊕l
i=1 Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(−αi + λk),
(5.3.1)
are called deformed screening operators.
5.4. The deformed Virasoro algebra. In this section we explicitly calculate the
deformed screening operator for the deformed W–algebra W sk,h(sl2)
1. We suppose
that the level k is generic and use the bosonic realization for Wakimoto modules
over the algebra Uh(ŝl2) and the notation introduced in Section 4.3. The proofs of
the statements presented in this section are quite parallel to the proofs of similar
results for the Virasoro algebra (see Section 3.3), and we do not repeat these proofs
here.
In order to calculate the deformed screening operator for the algebra W sk,h(sl2)
we shall need explicit formulas for the bosonic realization of Wakimoto modules
Wh(λ) (see Proposition 4.3.1) in terms of the generators of the Coxeter realization
of the algebra Ûh(ŝl
′
2)k.
Since for any λ0 ∈ C the two–sided ideal of the algebra Ûh(ŝl
′
2) generated by
K−k lies in the kernel of the representationWh(λ0, k) the algebra Ûh(ŝl
′
2)k indeed
acts on the spaces Wh(λ0, k). Explicit calculation shows that the action of the
Fourier coefficients of the generating series K±(z), e(z) and f(z) defined with the
help of the isomorphism ψ̂{n} : Û
s
h,k(ŝl
′
2)→ Ûh(ŝl
′
2)k (see Proposition 5.1.1) on the
space H(λ0)h introduced in Proposition 4.3.1 is given by
K±(z) =: exp{±(q − q−1)
∑
n>0
(a¯n + q
±(k+2)n
[n]q
[2n]q [kn]q
([(2k + 1)n]q − [n]q)b¯n)z
∓n
±h(a¯0 + b¯0)} :,
1Note that there is a unique Coxeter element in the Weyl group of the Lie algebra sl2.
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e(z) = −z :
[
1∂z exp
{
− c
(
2 q−k−2z; 0
) }]
exp
{
− b¯
(
2 q−k−2z; 0
) }
:,
f(z) = z :
[
k+2∂z exp
{
a¯(k + 2 z; 0) + b¯
(
2 q−k−2z; 0
)
+ c
(
k + 1; 2, k + 2 q−k−2z; 0
) }]
× exp
{
− a¯(k + 2 z; k + 2) + c
(
1; 2, k + 2 q−k−2z; 0
)
− b¯
(
2 q−k−2z; k + 2
)
− b¯
(
2 q−k−2z; k
) }
:,
where
a¯r = q
2r(q−
k
2 |r| −
|r|
[2r]q
nr [k|r|]q)(B−rar +A−r
[(k + 2)r]q
[2r]q
br), r 6= 0,
b¯r = Arar +Brbr, r 6= 0,
Ar = rn
rq2r−|r|−(k+2)r, Br = q
|r| + rnrq−
k+2
2 |r|, r 6= 0,
a¯0 = a0, b¯0 = b0.
The elements a¯r and b¯r satisfy the following commutation relations
[a¯r, a¯s] = δr+s,0
[(k + 2)r]q [r]q
r [kr]q
([(2k + 1)r]q − [r]q), r, s 6= 0,
[
b¯r, b¯s
]
= −δr+s,0
[2r]q [2r]q
r
, r, s 6= 0.
Moreover, the elements a¯n, b¯n, cn, VQ = exp(
Qb+Qc
2 ), V
−1
Q = exp(−
Qb+Qc
2 ), n ∈
Z may be regarded as a new system of generators of the algebra Hh and the repre-
sentation space H(λ0)h may be defined as the representation space for the algebra
Hh topologically generated by the vacuum vector vλ0 satisfying the following con-
ditions
a¯n · vλ0 = 0 for n > 0,
b¯n · vλ0 = 0 for n ≥ 0,
cn · vλ0 = 0 for n ≥ 0,
a¯0 · vλ0 = λ0vλ0 .
Therefore the action of the algebra Ûsh,k(ŝl
′
2) in the representation space Wh(λ0, k)
for the algebra Uh(ŝl
′
2)k does not explicitly depend on the isomorphism ψ̂{n} :
Ûsh,k(ŝl
′
2)→ Ûh(ŝl
′
2)k!
Now let C•h(λk) be the resolution of the vacuum representation of the algebra
W sk,h(sl2) introduced in the previous section. Using Remark 2.3.1 and Proposition
4.3.2 this resolution may be rewritten as
0→ Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(0, k)→ Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(−2, k)→ 0.(5.4.1)
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We shall explicitly calculate the spaces Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(0, k) and
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(−2, k) and the induced operator
Sh1 : Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(0, k)→ Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(−2, k).
Lemma 5.4.1. Let Wh(λ0, k) be the Wakimoto module of highest weight λ of finite
type such that λ(H) = λ0, λ(K) = k, k 6= −2 and λ(∂) = 0. Denote by H
0
h ⊂ Hh
the subalgebra in Hh with generators a¯n, n ∈ Z subject to the relations
[a¯r, a¯s] = δr+s,0
[(k + 2)r]q [r]q
r [kr]q
([(2k + 1)r]q − [r]q).
Let πh(λ0, k + h
∨) be the Uh(ĥ) (and H
0
h)–submodule in Wh(λ0, k) generated by
the vacuum vector vλ0 under the action of the subalgebra H
0
h ⊂ Hh. Then the
natural linear embedding πh(λ0, k + h
∨) → Wh(λ0, k) gives rise to a linear space
isomorphism
πh(λ0, k + h
∨) = Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(λ0, k).(5.4.2)
Remark 5.4.2. Using linear isomorphism (5.4.2) one can equip the space
Cχh ⊗
(Usπ
h
(n˜+))
+
(Usπ
h
(n˜+))−
Wh(λ0, k) with the structure of an H
0
h–module. This H
0
h–module
structure is not natural.
Using the last lemma the individual terms of the resolution (5.4.1) are equipped
with the H0h–module structure, and the resolution takes the form
0→ πh(0, k + h
∨)→ πh(−2, k + h
∨)→ 0.(5.4.3)
Proposition 5.4.3. The only nontrivial component Sh1 : πh(0, k+h
∨)→ πh(−2, k+
h∨) of the differential of resolution (5.4.3) is given by Sh1 =
∫ s∞
0 J
h
1 (w)dpt, p =
q2(k+2), where the generating series Jh1 (z) is defined as follows
Jh1 (w) = − exp
(
−
∞∑
n=1
a¯−n
[(k + 2)n]q
wn
)
exp
(
∞∑
n=1
a¯n
[(k + 2)n]q
w−n
)
Vh,
and the operator Vh : πh(0, k + h
∨) → πh(−2, k + h
∨) sends the vacuum vector v0
of πh(0, k+h
∨) to the vacuum vector v−2 of πh(−2, k+h
∨) and commutes with the
elements a¯n as follows
[a¯n, Vh] = −2Vhδn,0.(5.4.4)
Proof. The proof of this proposition is similar to that of Proposition 3.3.5. We only
mention that in case of ŝl2 the Lie algebra n˜
h
+ is isomorphic to n˜+[[h]]. In particular,
the Lie algebra n˜h+ is commutative. We also note that the intertwining operator
Sh :Wh(λ0, k)→Wh(λ0−2, k) introduced in Proposition 4.3.3 may be defined using
elements en, a¯n, n ∈ Z and the operator Vh : H(λ0)h → H(λ0 − 2)h that sends the
vacuum vector vλ0 of H(λ0)h to the vacuum vector vλ0−2 of H(λ0−2)h, intertwines
the action of the elements b¯n, c¯n, VQ, V
−1
Q , n ∈ Z and commutes with a¯n according
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to (5.4.4). Explicit calculation shows that Sh =
∫ s∞
0
Jsh(w)dpt, p = q
2(k+2), where
the generating series Jsh(w) is given by
Jsh(z) = −u
−1e(u) exp
(
−
∞∑
n=1
a¯−n
[(k + 2)n]q
wn
)
exp
(
∞∑
n=1
a¯n
[(k + 2)n]q
w−n
)
Vhw
−
a¯0
k+2 .
The deformed screening operator Sh1 coincides with the screening operator for
the q–Virasoro algebra introduced in [60, 6, 7]. This algebra may be defined as
follows.
Let Th be the free associative topological algebra over C[[h]] topologically gener-
ated by elements {Tn|n ∈ Z}. The algebra Th is naturally Z–graded. We denote by
T̂h the restricted completion of Th. The q–Virasoro algebra Virh,kis the quotient
of the algebra T̂h by the two–sided ideal generated by the elements
[Tn , Tm] +
∞∑
l=1
fl (Tn−lTm+l − Tm−lTn+l) + (q − q
−1)2
[k + 2]q [2(k + 2)n]q
[k + 1]q
δm+n,0,
where k ∈ C and the coefficients fl are defined with the help of the generating series
f(z),
f(z) =
∞∑
l=0
flz
l = exp
{
−(q − q−1)2
∞∑
n=1
1
n
[(k + 2)n]q [n]q
q(k+1)n + q−(k+1)n
zn
}
.
Introducing the generating series T (z) =
∑
n∈Z Tnz
−n the defining relations of the
q–Virasoro algebra may be written as follows
f(w/z)T (z)T (w)− T (w)T (z)f(z/w) =
−(q − q−1)
[k + 2]q
[k + 1]q
[
δ
(q2(k+1)w
z
)
− δ
(q−2(k+1)w
z
)]
,
(5.4.5)
where δ(x) =
∑
n∈Z x
n.
One can define an action of the algebra Virh,kin the spaces πh(λ0, k+ h
∨) using
the following proposition.
Proposition 5.4.4. ([60], Section 4) Let Ĥ0h the restricted restricted completion
of the algebra H0h. The map Virh,k→ Ĥ
0
h defined by
T (z) 7→: Λ(zqk+1) : + : Λ(zq−(k+1))−1 :,(5.4.6)
where
Λ(z) = q−(k+1) exp
{∑∞
n=1
q−n
[(k + 1)n]q
zna¯−n
}
× exp
{
(q − q−1)2
∑∞
n=1 q
n [(k + 1)n]q z
−na¯n
}
q−
a¯0
2(k+2) ,
is a homomorphism of algebras.
The following proposition shows that the algebra Virh,kacts in the vacuum rep-
resentation space Tor
∞
2 +0
Us
h
(n˜+)
(Cχh , Vk,h) for the algebra W
s
k,h(sl2).
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Proposition 5.4.5. ([60], Section 5) The action of the algebra Virh,kon the
spaces πh(0, k+ h
∨) and πh(−2, k+ h
∨) commutes with the operator Sh1 : πh(0, k+
h∨)→ πh(−2, k+ h
∨). Therefore the algebra Virh,kacts in the vacuum representa-
tion space Tor
∞
2 +0
Us
h
(n˜+)
(Cχh , Vk,h) for the algebra W
s
k,h(sl2).
Remark 5.4.6. In fact using results of [36, 52] and [57] on the Drinfeld–Sokolov
reduction for Poisson–Lie groups, the relation between Hecke algebras and classical
Poisson reduction (see [53]), and geometric arguments similar to those presented in
[54], Ch.4 one can show that Virh,kis a subalgebra in W
s
k,h(sl2).
In conclusion we recall (see [7], Section 3 and [51], Section 3.1) that defining
relations (5.4.5) are invariant under transformations θ and ω of the parameter k
and of the formal deformation parameter h defined by
θ(k) =
1
k + 2
− 2, θ(h) = −h(k + 2);
ω(k) = k, ω(h) = −h.
(5.4.7)
As a consequence we have the following proposition.
Proposition 5.4.7. Let k, k′ ∈ C be complex numbers. Suppose that k and k′
and formal deformation parameters h and h′ are related by one of transformations
(5.4.7). Then the algebras Virh,kand Virh′,k′ are isomorphic.
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