E. Heine in the 19th century studied a system of orthogonal polynomials and a related system was studied by C. J. Rees, in 1945. These are also known as elliptic orthogonal polynomials, since the moments of the weights maybe expressed in terms of elliptic integrals. Such orthogonal polynomials are of great interest because the corresponding Hankel determinant, depending on a parameter k 2 , where 0 < k 2 < 1 is the τ function of a particular Painlevé VI, the special cases of which are related to enumerative problems arising from string theory. We show that the recurrence coefficients, denoted by β n (k 2 ), n = 1, 2, . . . ; and p 1 (n, k 2 ), the coefficients of x n−2 of the monic polynomials orthogonal with respect to the weight,
Introduction
The study of Hankel determinants has seen a flurry of activity in recent years in part due to connections with Random Matrix theory (RMT). This is because Hankel determinants compute the most fundamental objects studied in RMT. For example, the determinants may represent the partition function for a particular random matrix ensemble, or they might be related to the distribution of the largest eigenvalue or they may represent the generating function for a random variable associated to the ensemble.
Another recent interesting application of Hankel determinants is to compute certain Hilbert series that are used to count the number of gauge invariant quantities on moduli spaces and to characterize moduli spaces of a wide range of supersymmetric gauge theories. Many aspects of supersymmetric gauge theories can be analyzed exactly, providing a "laboratory" for the dynamic of gauge theories. For additional information about this topic, see [6, 14] . In these papers, heavy use are made of the mathematics involving two important types of matrices: Toeplitz and Hankel.
Often there is an associated Painlevé equation that is satisfied by the logarithm of the Hankel determinant with respect to some parameter. This is true, for example, in the Gaussian Unitary ensemble and for many other classical cases [31] . In a recent development, one finds that Painlevé equations also appear in the information theoretic aspect of wireless communication systems [16] . Once the Painlevé equation is found, then the Hankel determinant is much better understood. Asymptotics can be found via the Painlevé equation, scalings can be made to find limiting densities, and in general the universal nature of the distributions can be analyzed. Other methods, including Riemann-Hilbert techniques and general Fredholm operator theory methods, have also been used very successfully to find these asymptotics along with the Painlevé equation analysis.
In this paper, where our approach is different, our focus is on the weight;
β , x ∈ [−1, 1], α > −1, β ∈ R, k 2 ∈ (0, 1).
We find asymptotics for the determinant, but our main technique is to compute these asymptotics from difference equations and then combine the information obtained from the difference equation with known asymptotics for the leading order terms. This is done by finding equations for auxiliary quantities defined by the corresponding orthogonal polynomials. The main idea is to use the very useful and practical ladder operator approach developed in [9] and [11] .
Heine and Rees
In the 19th century, Heine [22] , considered polynomials orthogonal with respect to the weight,
and derived a second order ode satisfied by them [22, p. 295 ]. This ode is a generalization of the hypergeometric equation, but of course not in the conventional "eigenvalue-eigenfunction" form.
Rees [28] , in 1945, studied a similar problem, with weight, w R (x) := 1 2) and used a method due to Shohat [29] , essentially a variation of that employed by Heine, to derive a second order ode. The ode obtained by Heine [22, p. 295] There are 3 parameters, a, b and γ in Heine's differential equation (1.3) . Furthermore, a and b are expressed in terms of γ as roots of 2 algebraic equations, however γ is not characterized. Therefore Heine's ode is to be regarded as an existence proof, and appeared not to be suitable for the further study of such orthogonal polynomials.
For polynomials associated with w R (x), Rees [28, eq. 48 ] derived the following second order ode: Rees found a difference equation [28, eq. 55 ] satisfied by β n , and j β j and so, by specifying β 0 , β 1 and β 2 , it would be possible, at least in principle, to determine all β n iteratively.
In this paper, we study a generalization of Rees' problem. Our polynomials are orthogonal with respect to the following weight:
β , x ∈ [−1, 1], α > −1, β ∈ R, k 2 ∈ (0, 1). (1.8) This weight may be regarded as a deformation of the Jacobi weight w (α,α) (x), where 9) with the "extra" multiplicative factor (1 − k 2 x 2 ) β .
If α = − 1 2 and β = − 1 2 , then (1.8) reduces to Rees' weight function (1.2).
Instead of following the method employed by Heine and by Rees, we use the theory of ladder operators for orthogonal polynomials [5, 11, 13, 25, 31] and the associated supplementary conditions (S 1 ), (S 2 ) and (S ′ 2 ) (described later) to find a set of difference equations. The Hankel determinant, generated by (1.8) , is defined as follows: We state here for future reference facts on orthogonal polynomials and Hankel determinants. These can be found in Szego's treatise [30] . w(x ℓ ) dx ℓ .
The monic polynomials orthogonal with respect to w over [−A, A], 13) satisfies the orthogonality relations 14) where h j is the
D n admits a further representation
From the orthogonality relations, there follows the three-term recurrence relation xP n (x) = P n+1 + β n P n−1 (x), (1.16) subjected to the initial conditions
Here
From (1.16) and (1.13), an easy computation gives 18) and consequently,
The recurrence coefficient β n , in terms of D n , reads,
For the sake to expedite the discussion in this paper, we have presented facts on orthogonal polynomials with even weight functions.
The main task of this paper is the computation of D n for large n, through two non-linear difference equations in n, one second and the other third order, satisfied by β n . We also find a second-order non-linear difference equation satisfied by p 1 (n). These are derived through a systematic application of equations (S 1 ), (S 2 ) and (S ′ 2 ) (to be presented later). The hard-to-come-by n independent constants and other relevant terms, we shall obtain towards the end of this paper. They can actually be computed via three different methods, one from the equivalence of our Hankel determinant to the determinant of a Toeplitz+Hankel matrix, generated by a particular singular weight, together with large n asymptotics of the latter; and by two other more direct methods. A systematic large n expansion for D n is then obtained by "integrating" (1.20) .
We also find the analogue of the second order linear equation satisfied by the orthogonal polynomials found by Rees and show that the logarithmic derivative of our Hankel determinant is related to the σ-form of a particular Painlevé VI differential equation. Similar results can be found in a straight-forward way for the Heine weight using the same technique, but we are not including them here.
Here is an outline of the rest of the paper. In the next section we give a summary of results. In Section 2, the ladder operator approach is used to find equations in the auxiliary variables. This leads directly to Sections 3 and 4 where the proofs of the difference equations are given and also the analogue of the derivation of the second order ode. For the reader interested only in the results, these two sections can be omitted.
Section 5 is devoted to some special cases of the weight which reduce to the classical weight and this section serves as a verification of the method. The heart of the computation for the Hankel determinant is Section 6, where the difference equation satisfied by β n is used to compute the correction terms of the large n expansion and then this is tied to Section 7, where the leading order terms are computed from known results. We provide an alternative computation for the Hankel determinant in Section 8, where we combine the large n expansion of p 1 (n) (also obtained in Section 6) with 'time-evolution' equations satisfied by the Hankel determinant, and integrate. The final section describes the Painlevé equation.
Summary of results
For polynomials orthogonal with respect to (1.2), Rees derived in [28, eq . 55] the following difference equation involving β n+1 , β n , β n−1 , β n−2 , p 1 (n) and p 1 (n − 2):
For the weight (1.8), we derive through the use of the ladder operators and the associated supplementary conditions, a quadratic equation in p 1 (n) with coefficients in β n+1 , β n , β n−1 . See the theorem below: Theorem 1.1. The recurrence coefficient β n and p 1 (n) satisfies the following difference equation:
(1.23) 2 In Rees' paper [28] , C Rees n is identified with H n .
Solving for p 1 (n) and noting the fact that p 1 (n) − p 1 (n + 1) = β n , a third order difference equation for β n is found. This is stated in the following theorem: Theorem 1.2. β n satisfies the following third order difference equation:
This highlights the advantage of our approach. If we were to eliminate p 1 (n) in (1.21), we would find β n satisfies a fourth order difference equation.
Eliminating only the [p 1 (n)] 2 term in (1.23) and through the use of certain identities, we obtain a generalization of (1.21), valid for α > −1, β ∈ R. Theorem 1.3. For α > −1 and β ∈ R, we have 25) where
( 1.26) The equation (1.25) reduces to Rees' equation (1.21) , if α = β = −1/2.
We present here a second order difference equation satisfied by β n , and later give a proof independent of Theorem 1.1 and Theorem 1.2. We present a few of the 34 non-zero coefficients c p,q,r here and a complete list in Appendix A.
(1.29)
(
1.32)
Using methods similar to the proof of Theorem 1.4, we obtain a second order difference equation satisfied by p 1 (n), presented below: Theorem 1.5. The coefficient of the sub-leading term of P n (x), p 1 (n), satisfies the following second order non-linear difference equation:
1.33)
It is clear that, p 1 (n), will depend on k 2 ; but for brevity, we do not display this dependence, unless required. Theorem 1.6. The orthogonal polynomials P n (x) with respect to the weight (1.8) satisfy
and C n is given by (1.26) .
With the choice of α = −1/2, β = −1/2 this reduces to the original equation of Rees. 
The functions H 2n (k 2 ) and H 2n+1 (k 2 ) are then expressed in terms of the σ-function of a Painlevé VI as follows:
Here the function σ(k 2 , n, a, b, c), as shown in [19] , satisfies the Jimbo-Miwa-Okamoto σ-form of a particular Painlevé VI [23] : 
Remark. The moments µ j (k 2 ), j = 0, 1, 2, . . . , of the weight (1.8) can be expressed in terms of hypergeometric functions as 
Ladder operators and supplementary conditions
In the theory of Hermitian random matrices, orthogonal polynomials play an important role, since the fundamental object, namely, Hankel determinants or partition functions, are expressed in terms of the
h j . Moreover, as we have seen in the introduction, Hankel determinants are intimately related to the recurrence coefficient β n of the orthogonal polynomials (for other recent examples, see [4, 5, 17, 21] ).
There is a recursive algorithm that facilitates the determination of the recurrence coefficient β n . This is implemented through the use of so-called "ladder operators" as well as their associated supplementary conditions. This approach can be traced back to Laguerre and Shohat [29] . More recently, Magnus [25] applied this approach to semi-classical orthogonal polynomials and the derivation of Painlevé equations, while [31] used the compatibility conditions in the study of finite n matrix models. See [5, 11, 13] for other examples.
With the potential, v, defined by
a pair of ladder operators-formulae that allow one to raise or lower the index n of the orthogonal polynomial-may be derived [9, 11] :
where
(1.50)
The fundamental compatibility conditions for A n (x) and B n (x) are
See [9, 11] for a derivation. These were initially derived for any polynomial v(x) (see [7, 8, 26] ), and then were shown to hold for all x ∈ C ∪ {∞} in greater generality [11] .
We now combine (S 1 ) and (S 2 ) as follows. First, multiply (S 2 ) by A n (x), then it is seen that the right side is a first order difference, while xA n (x) on the left side is replaced by
into account (S 1 ). Now, taking a telescopic sum with initial conditions
leads to the important identity
The condition (S ′ 2 ) is of considerable interest, since it is intimately related to the logarithm of the Hankel determinant. In order to gain further insight into the determinant, we need to find a way to reduce the sum to a fixed number of quantities, known the auxiliary variables (to be introduced in the next section). The equation (S ′ 2 ) ultimately paves a way going forward.
Computation of auxiliary variables
Starting with our weight function (1.8),
we see that
is also a rational function of x, and y, which in turn implies that A n (x) and B n (x) are rational functions of x. Consequently, equating the residues of the simple and double pole at x = ±1, and x = ±1/k, and the limit at x → ∞ on both sides of the supplementary conditions (S 1 ), (S 2 ) and (S ′ 2 ), we obtain non-linear difference equations in n satisfied by the auxiliary variables. These equations are likely very complicated, but the main idea is to express the recurrence coefficient β n in terms of these auxiliary variables, and eventually take advantage of the product representation D n = n−1 j=0 h j to obtain equations satisfied by the logarithmic derivative of the Hankel determinant.
Using P n (−y) = (−1) n P n (y), we may deduce that
where c ∈ R is fixed. From the above elementary relations, and (1.50), we find
are the 4 auxiliary variables.
Remark. Take n = 0. From (1.46) and the definitions of R 0 (k 2 ), R * 0 (k 2 ), r 0 (k 2 ) and r * 0 (k 2 ), it follows that
Difference equations
Inserting A n (x) and B n (x) into (S 1 ), (S 2 ) and (S ′ 2 ), and equating the residues yields a system of 17 equations. However, there are multiple instances of the same equation, and thus we actually have a system of 9 distinct equations.
From (S 1 ), equating the residues at x = ±1 and x = ±1/k give the following set of equations:
Similarly, from (S 2 ), the limit at x → ∞, and equating the residues at x = ±1 and x = ±1/k give the following set of distinct equations:
Going through the steps with (S ′ 2 ) is more complicated, but equating all respective residues in (S ′ 2 ) yields four equations. The first two are obtained by equating the residues of the double pole at x = ±1, and
while the last two distinct equations are obtained by equating the residues of the simple pole at x = ±1 and x = ±1/k respectively:
Analysis of non-linear system
While the difference equations (2.13)-(2.21) look rather complicated, our aim is to manipulate these equations in such a way to give us insight into the recurrence coefficient β n . Our dominant strategy is to always try to describe the recurrence coefficient β n in terms of the auxiliary variables R n , r n , R * n and r * n . The sum of (2.13) and (2.14), gives
Now summing the above from j = 0 to j = n − 1, gives
Taking a telescopic sum of (2.15) from j = 0 to j = n − 1 while noting the initial conditions r 0 = 0 and
We now turn to (S 2 ). The sum of (2.16) and (2.17), and with (2.22) and (2.24) to eliminate R * n and r * n respectively, gives us,
Taking a telescopic sum of (2.25) from j = 0 to j = n − 1 and recalling
We are now in a position to derive an important lemma, which expresses the recurrence coefficients β n in terms of r n and R n Lemma 2.1. The quantity β n can be expressed in terms of the auxiliary variables r n and R n as
Proof. Eliminating R * n and r * n from (2.19) using (2.22) and (2.24) respectively leads to
The result then follows from eliminating R n−1 using (2.18).
Finally, we give an important identity expressing the sum
R j in terms of β n and r n , presented below.
First note the following lemma:
Lemma 2.2.
Proof. This is obtained from (2.28) and noting that β n R n R n−1 = r n (r n − α). R j may be expressed in terms of β n and r n as
Proof. From equation (2.20), we first eliminate R * n and R * n−1 in favor of R n and R n−1 using (2.22), and eliminate r * n in favor of r n using (2.24). With β n R n R n−1 = r n (r n − α), we arrive at
Finally, we use equation (2.29) , to eliminate
from the above equation to arrive at our result.
Non-linear difference equation for β n

Proof of Theorem 1.1
We now prove Theorem 1.1.
Proof. Eliminating β n R n R n−1 from equation (2.28) using (2.18), leads to the following:
Our aim is to replace R n , R n−1 and r n in (3.1) with β n and p 1 (n). We rearrange (2.26) to express r n in terms of β n and p 1 (n) as
Replacing n by n − 1 and n by n + 1, in (2.26), we find,
and
respectively, and we have used p 1 (n − 1) = β n−1 + p 1 (n) and p 1 (n + 1) = p 1 (n) − β n to bring the right hand sides into the above final form. Now we eliminate R n and R n−1 in (3.1). First, we rearrange (2.13) to give
Substituting r n and r n+1 given by (3.2) and (3.4) respectively into the above equation, we see that R n may be expressed in terms of β n and p 1 (n) as
Replacing n by n − 1 and p 1 (n − 1) by p 1 (n) + β n−1 in (3.5) we have
In the final step we substitute R n given by (3.5), R n−1 given by (3.6) and r n given by (3.2) into (3.1). The equation (1.23), quadratic in p 1 (n) follows, completing the proof of Theorem 1.1.
Proof of Theorem 1.2
Equipped with (1.23), we solve for p 1 (n) to obtain a third order difference equation satisfied by β n , and prove Theorem 1.2.
Proof. Solving for p 1 (n) we find,
with g n given by
Making the shift n → n + 1 in (3.7) leads to
If we subtract (3.9) from (3.7), and note that β n = p 1 (n) − p 1 (n + 1), a little simplification gives,
This is a third order difference equation satisfied by β n+2 , β n+1 , β n and β n−1 .
All that remains to be done is to choose the correct sign in (3.10). Taking the sum of (3.10) from j = 0 to j = n − 1, we would like to recover (3.7). With the aid of the identity
the sum of (3.10) from j = 0 to j = n − 1 simplifies to
From (3.8), we see that g 0 = αk 2 + β. We take the "lower" signs to make (3.12) compatible with (3.7).
Hence β n satisfies the following third order difference equation:
Finally, removing the square roots from (3.13) we obtain
, (3.14)
thus completing the proof of Theorem 1.2.
Proof of Theorem 1.3
We state a very simple lemma, before the proof of Theorem 1.3.
Lemma 3.1. β n−1 , p 1 (n) and p 1 (n − 1) satisfies the identity: 
(3.16)
We now replace [p 1 (n)] 2 in (3.15) by the right side of (3.16). In order to do the same for [p 1 (n − 1)] 2 , we use (3.16) again, but with n replaced by n − 1. This equation now contains a linear term in p 1 (n − 1), which is p 1 (n) + β n−1 . This gives
In order to re-write the above equation consistent with Rees' equation we replace β n−1 p 1 (n) in (3.17) using the easy identity,
This is (1.25) with C n given by (1.26).
Remark
equation, valid for α > −1 and β ∈ R. Had we eliminated p 1 (n) from (3.17), we would have obtained the following fourth order difference equation satisfied by β n : Currently, this appears to be the only way of eliminating p 1 (n) from (3.17) without increasing the order of the difference equation from third to fourth.
Second order difference equations for β n and p 1 (n)
In this section we prove Theorems 1.4 and 1.5. These are second order difference equations satisfied by β n and p 1 (n).
We prove Theorem 1.4 by first establishing 3 algebraic equations satisfied by r n , β n and p 1 (n). The "coefficients" of these, depending on β n+1 , β n−1 , n, k 2 , α and β, are treated as constants. We then use MAPLE's elimination algorithm to eliminate r n and p 1 (n) and we are left with the 'variable' β n , expressed in terms of β n+1 , β n−1 , n, k 2 , α and β. This is the second-order difference equation satisfied by β n , mentioned above.
Lemma 4.1. The terms r n , β n and p 1 (n) satisfy the following system of 3 equations:
Proof. Equation (4.1) is a restatement of (2.26). To obtain (4.2), we eliminate R n and R n−1 in (2.18) using (3.5) and (3.6) respectively. Equation (4.3) may be obtained in two steps. First, we restate (2.29) as,
Second, we eliminate R n and R n−1 from the above with (3.5) and (3.6) to obtain (4.3).
Proof of Theorem 1.4
Proof. Equations (4.1)-(4.3) maybe regarded as a system of non-linear algebraic equations satisfied by r n , β n and p 1 (n), where we treat β n+1 , β n−1 , n, k 2 , α and β as constants. MAPLE's elimination algorithm is then applied to express p 1 (n) and r n in terms of β n as
respectively. Here K n is defined by
We now substitute p 1 (n) and r n given by (4.5) and (4.6) respectively, into (4.1) and obtain Theorem 1.4 after simplifications.
Proof of Theorem 1.5
Substituting
into the second order difference equation for β n , (1.27), we obtain a third order difference equation satisfied by p 1 (n). However, using the same method used in the proof of Theorem 1.4, a second order difference equation satisfied by p 1 (n) may be obtained.
We give an outline of the proof.
The crucial idea is to use the system of algebraic equations in Lemma 4.1, (4.1)-(4.3). We substitute β n+1 , β n and β n−1 into this system using (4.8)-(4.10) to obtain a system of equations satisfied by the variables r n , p 1 (n + 2), p 1 (n + 1), p 1 (n) and p 1 (n − 1). By using MAPLE's elimination algorithm to eliminate r n and p 1 (n + 2), from the 3 equations, we are left with a second order difference equation satisfied by p 1 (n + 1), p 1 (n) and p 1 (n − 1), thus completing the proof of Theorem 1.5.
Proof of Theorem 1.6
The ladder operator approach leads directly to a second order linear ode satisfied by the orthogonal polynomials. For the given weight, the equation can be described by exactly the same auxiliary variables that were used to find the previous difference equations.
In this case, eliminating P n−1 (x) from (1.49), we have the ode
From (2.3), (2.7) and (2.8), we may rewrite v ′ (x), A n (x) and B n (x) as the following rational functions in x:
where R n , r n , R * n , and r * n are the auxiliary variables, defined by (2.9).
We also know that R * n can be expressed in terms of R n as (2.22),
while r * n can be expressed in terms of r n as (2.24),
Now, we can express R n in terms of β n , β n+1 and p 1 (n) as (3.5),
and r n may be expressed in terms of β n and p 1 (n) as (2.26),
, and hence
To simplify the first term (squared term in x in the denominator), we proceed with the following steps:
1. We eliminate R * n in favor of R n in both the numerator and denominator using (4.15).
2. We eliminate R n in favor of β n , β n+1 and p 1 (n) using (4.17).
We simplify and identify M n (x) and Y(x).
Hence
Hence combining (4.12) and (4.23), the coefficient of P ′ n (x) in (4.11) is given by
Coefficient of P n (x) in (4.11)
To calculate the coefficient of P n (x) in (4.11), we calculate the value of B
We first eliminate R * n in favor of R n in (4.13) using (4.15).
.
(4.32)
We then take a telescopic sum of (4.32) from j = 0 to j = n−1, where we use the following result obtained from Theorem 2.3:
We proceed with the following steps:
1. We replace n−1 j=0 R j in the telescopic sum of (4.32) using (4.33).
2. We replace r n by β n and p 1 (n) using (4.18).
(4.36)
To compute B n (x) we have from (4.14), that B n (x) is given by
To simplify B n (x), we proceed in the following way:
1. We eliminate r * n in favor of r n in (20) using (4.16). 2. We then eliminate r n in favor of β n and p 1 (n) using (4.18).
We simplify and identify L n (x).
Hence, combining (4.23), (4.36) and (4.39), we have
Hence, we have completed the derivation to equation (1.34), completing the proof of Theorem 1.6.
Special solutions of the second and third order difference equation for β n
A number of explicit solutions can be obtained through the specialization of α, β, and k 2 . In these situations, β n are the essentially the recurrence coefficients of the symmetric Jacobi polynomials. We present some here to verify the difference equations.
We begin with the third-order difference equation.
Reduction to Jacobi Polynomials: Third order difference equation
There are four special choices of α, β and k 2 where our weight (1.8) reduces to the Jacobi weight
Note that the recurrence coefficients for monic Jacobi polynomials are given by [24] β n = 4n(n + α)(n + β)(n + α + β)
Please note that this is a double use of β and α, but it is in keeping with the standard notation. The four cases are as follows:
1. k 2 = 0, while α > −1 and β arbitrary.
For this case, our weight (1.8) reduces to
This is a special case of the Jacobi weight where α = β.
Since there is only one parameter in the weight, we should expect β not to appear in the third-order difference equation (1.24) . It turns out, in this situation, (1.24) reduces to two equations. One is
The other is the same with α replaced with α + 2β.
Solving the difference equations with the initial condition β 0 = 0, leads to the following solutions:
The β independent solution gives the recurrence coefficient associated with the Jacobi weight w (α,α) (x).
The second solution, which depends on β, is not the recurrence coefficient associated with that weight. However, it is the correct recurrence coefficient for the Jacobi weight w (α+2β,α+2β) (x).
2. β = 0, while α and k 2 remain arbitrary.
In this case, although our weight ( 3. α = 0 and k 2 = 1, β remains arbitrary.
In this case (1.8) reduces to a special case of the Jacobi weight, i.e.,
Since β is arbitrary, this is the same as the weight function for the cases 1 and 2, but with β replaced by α. Nevertheless, (1.24) remains a non-linear third-order difference equation, and while we are unable to solve it explicitly, we can again readily check that the known solution satisfies the equation.
In summary, for cases 1-3, the special values of α, β and k 2 lead to what is essentially the same Jacobi weight function,
However, (1.24) reduces to 3 distinct difference equations for the 3 cases considered. We check by substitution that all 3 difference equations have the correct solution, 4. k 2 = 1, while α and β remain arbitrary.
which is a special case of the Jacobi weight (5.1), namely, w (α+β,α+β) (x).
In this situation (1.24) remains a third-order non-linear difference equation, but we check that
is a solution.
Extension to k
Let us formally continue k 2 to −1, and our weight (1.8) becomes
In this situation, (1.24) remains a third-order difference equation. We consider two further sub-cases:
5. β = 0 and α > −1.
Our weight reduces to the Jacobi weight w (α,α) (x), and we check, by direct substitution that
6. α = 0 and β arbitrary.
We now have a non-classical weight 8) and (1.24) is still a third order difference equation. By direct substitution, we check that
is a solution. Since β is arbitrary, we replace β by α in case 6, from which we see that the weights
α have the same recurrence coefficient β n .
We now discuss special solutions to the second order difference equation (1.27).
Reduction to Jacobi Polynomials: Second order difference equation
There are four special values of α, β and k 2 which results in our weight (1.8) reducing to the Jacobi weight (5.1). These are:
1. k 2 = 0, while α and β remain arbitrary.
Here, the weight (1.8) reduces to
Going through with the computations, our second order difference equation (1.27) reduces to the following quadratic equation:
(5.10)
Solving for β n , we find,
The first solution gives the recurrence coefficient β n for the Jacobi weight w (α,α) (x), while the second, β dependent solution, is the recurrence coefficient for w (α+2β,α+2β) (x).
Remark. In the situation where k 2 = 0, we have seen, the third-order difference equation (1.24) reduces to a first-order difference equation (5.3), while our second-order difference equation (1.27) reduces to an algebraic equation satisfied by β n , (5.10). Nonetheless, (5.3) and (5.10) give us the same solution for β n .
Cases 2, 3 and 4 from the previous section can also be directly verified as before but do not seem to reduce to something simpler.
Fixed points of the second order equation
In anticipation of an asymptotic expansion for the desired quantities and in keeping with what is know in the classical Jacobi case, we now find the fixed points of the second order equation.
Take n large, fix k 2 , and replace β n by C in (1.27), where C depends on α, β and k 2 , we find that (1.27) becomes a degree 6 equation in C:
This is also a degree 4 equation in n. For large n, we discard beyond O(n 4 ) to find,
Hence,
since 0 < k 2 < 1. We discard the 1 4k 2 solution, since from [10, 30] , it is to be expected that lim n→∞
is the transfinite diameter 3 of [−1, 1].
6. Large n expansion of β n and p 1 (n)
In the large n limit, we assume that β n has the following expansion
The following table lists some of the expansion coefficients a j for β n corresponding to some of the Classical Orthogonal Polynomials. Our general coefficients a j (k 2 , α, β) should reduce to these values for special values of k 2 , α and β. We use two methods to study the expansion coefficients a j (k 2 , α, β), where we refrain from showing the k 2 , α and β dependence henceforth.
Large n expansion of second order difference equation for β n
Upon substitution of (6.1) into (1.27), and taking a large n limit, we have an expression of the form
where each e j depends upon the expansion coefficients a j , α, β and k 2 (to be precisely determined). Assuming that in order to satisfy the above equation, each power of n is identically zero, the equation e −4 = 0 gives us the following relation:
This is just (5.14), as expected.
Even though, k 2 ∈ (0, 1), we can still apply the expansion (6.2) to obtain the large n expansion of β n for k 2 = 1. In the following subsections, we consider two separate cases, one where k 2 ∈ (0, 1) and the other where k 2 = 1.
Large n expansion of (1.27) for k
Given the previous computation, it is natural to examine the large n expansion around β n = 1 4 , and so
we set a 0 = . We now state the following lemma:
Lemma 6.1. β n has the following large n expansion in powers of 1/n:
where 10) are the first few terms, with more terms easily computable.
We can check that the limits of each coefficient as k 2 → 0 reduces those listed in Table 1 .
Proof. Setting a 0 = 1 4 then leads to the quantity and a 1 = 0, we find that e −1 vanishes identically, while the equation e 0 = 0 gives us
Solving for a 2 , we find that
independent of k 2 , the same as that a 2 in Table 1 .
With the above values for a 0 , a 1 and a 2 , we find that e 1 vanishes identically, while setting e 2 = 0 gives
Solving for a 3 in the above equation gives
In order to choose the correct sign for a 3 , we take k 2 → 0 to find
18)
Comparing the above values for a 3 to the classical values of a 3 in Table 1 , we find that we must take the positive square root sign in (6.17) , and arrive at 20) This procedure easily extends to higher coefficients, from which we find a 4 , a 5 and a 6 .
Equations (6.7)-(6.10) are singular at k 2 = 1. However, it is still possible to obtain the large n expansion of β n at k 2 = 1 using equation (6.2 and a 1 = 0, e 4 , e 5 , . . . , e 9 vanish identically, and the equation e 10 = 0 is equivalent to
This procedure easily extends to higher coefficients, for example,
We see that the above values of a 4 and a 5 agrees with the those in Table 1 .
Large n expansion of second order difference equation for p 1 (n)
Using (1.33), we can find the asymptotic expansion of p 1 (n) in powers of 1/n. We state this in the following lemma:
Lemma 6.2. p 1 (n) has the following asymptotic expansion, for large n,
The coefficients b j (k 2 ), j = −1, 0, 1, . . . , (which also depend on α and β) are explicitly computable. The first few up to b 5 are
Proof. We substitute (6.24) into our second order difference equation for p 1 (n), (1.33), which gives rise to
in a large n expansion. The coefficients l j depend on the expansion coefficients b j , α, β and k 2 . We then use the same procedure as in Section 6.1 to find the first few expansion coefficients b j , j = −1, 0, 1, . . . , 5
for k 2 ∈ (0, 1).
For consistency, we can replace p 1 (n) and p 1 (n + 1) in β n = p 1 (n) − p 1 (n + 1) by their large n expansion (6.24), where we set n = n and n → n + 1 respectively. Then, for large n, the recurrence coefficient β n admits the following asymptotic expansion,
We find that this agrees precisely with the expansion for β n obtained in Section 6.1.
Large n expansion of the Hankel determinant
In this section we compute the large n expansion of our Hankel determinant
and we recall for the Reader our weight function,
Leading term of asymptotic expansion
We describe here a "linear statistics" approach to compute D n [w(·, k 2 )] for large n, which gives the leading term of the asymptotic expansion. As this can be obtained using existing results, obtained in [15] and [3] , we will be brief. The idea is to re-write our Hankel determinant as
where D n [w (α,α) ] is the Hankel determinant generated by a special case of the Jacobi weight,
A closed form expression for this maybe obtained [3] ; the leading term of its large n expansion reads,
A straightforward application of the results obtained in [15] gives the following leading term for large n :
In the above constant the function G refers to the Barnes G-function, an entire function that satisfies the recurrence relation
An alternative approach is described below. This is done by reducing (7.1) to another expansion of a certain Toeplitz plus Hankel determinant and then using [20] . Let us define, for b(x) an even function on
An easy computation shows that
Therefore we would like to compute this determinant with b(x) = w(x, k 2 ). From the computations in [5] ,
The above is a finite determinant of Toeplitz plus Hankel matrices. So the large n behavior of
can be obtained from the large n behavior of det H n [w(·, k 2 )], up to the factor 2 −n(n−1) π n .
To compute the determinant of the Toeplitz plus Hankel matrices, and since the nice part of a (ignoring the constant for the moment) is even in θ we make use of a result in [20] to obtain, 6) where G, p and E are expressed in terms of the parameters of our weight, α, β and k 2 .
We have
This means that, as n → ∞,
Correction terms of asymptotic expansion
We now supply the "correction terms" using the large n expansion of β n . Recall that
as n → ∞. Let
be the "Free Energy". Since
Following [10, 12] , for large n, we can approximate the above second order difference by
We assume that F n has the following expansion, for large n,
Ignoring O ∂ 6 F n ∂n 6 terms in (7.12), we now substitute (7.13) and the asymptotic expansion of β n into (7.12). This give rise to
in a large n expansion. The coefficients m j depends on the expansion coefficients C, c j and a j (k 2 , α, β).
Using the same procedure that we have used in Section 6.1, the first few expansion coefficients C and c j , j = −2, −1, 0, . . . , 3 are found to be
where a 2 (k 2 , α, β)-a 5 (k 2 , α, β) can be found in Section 6.1.
Using this method, the expansion for the Free Energy-and hence the Hankel determinant or the Partition Function, D n ,-contains two undetermined constants c −1 and c 0 , which can only be determined from (7.10). Incorporating the leading term of the large n expansion from (7.10), the complete asymptotic expansions reads,
where e c 0 = E, (7.17) and
To calculate higher order terms in (7.16), we would require O ∂ 6 F n ∂n 6 correction terms in (7.12) . Notice that we could have easily approximated the second order difference in (7.11) by ∂ 2 F n ∂n 2 , for large n. We could then integrate log β n twice with respect to n to recover the F n and hence D n , in a large n expansion.
However, this would mean that our asymptotic expansion for D n would only be valid up to and including the O 1 n term. This is because we obtain c 2 in terms of the coefficients a 2 and a 4 from the equation m 4 = 0, which has contributions from the O ∂ 4 F n ∂n 4 term.
Alternative computation of large n expansion for D n
In this section we give an alternative computation of the large n expansion of our Hankel determinant
using results obtained from the ladder operators. We combine the large n expansion for p 1 (n) with Todatype time-evolution equations satisfied by D n (to be presented in due course).
has an asymptotic expansion in n of the form
Hence, the Hankel determinant D n [w(·, k 2 )] has the following asymptotic expansion in n:
where the n independent constant E is given by
In the above, the coefficients a 2 (k 2 , α, β)-a 5 (k 2 , α, β) can be found in Section 6.1.
Note that the large n expansion for D n [w(·, k 2 )], equation (8.3) , precisely agrees with the result obtained from Section 7, equation (7.16 ).
To prove Theorem 8.1, we first need to find the Toda-type time-evolution equations for our Hankel determinant.
Proof of Theorem 8.1
Proof. To calculate the large n expansion of D n (k 2 ), the idea is to re-write our Hankel determinant as
where D n (0) is the Hankel determinant generated generated by a special case of the Jacobi weight, w (α,α) (x) = (1 − x 2 ) α , x ∈ [−1, 1], α > −1. The leading order term for the expansion of D n (0) can be found in [3] . However, we require higher order terms in n, which are quite easy to calculate.
For monic Jacobi polynomials orthogonal to the weight w (α,α) (x), it is well-known that [24] (see [11] for a derivation using the ladder operator approach)
h n (0) = 2 2n+2α+1 [Γ(n + α + 1)] 2 Γ(n + 2α + 1)Γ(n + 1) Γ(2n + 2α + 1)Γ(2n + 2α + 2)
. Applying the above formula with λ = 0, λ = α and λ = 2α for the numerator of (8.13), and with n → 2n and λ = 2α for the denominator; for large n, we find that (8.15)
In the above, the coefficients a 2 (k 2 , α, β)-a 5 (k 2 , α, β) are evaluated at k 2 = 0 (they can be found in Section 6.1).
Now we proceed to calculate the large n expansion of the ratio D n (k 2 )/D n (0). Using the definition of H n (k 2 ), (8.7), the Hankel determinant D n (k 2 ) has the following integral representation: 16) where H n (k 2 ) is related to p 1 (n) and p 1 (n + 1) through equation (8.8) (Lemma 8.2).
We replace p 1 (n) and p 1 (n + 1) in (8.8) by their large n expansion (6.24), where we set n = n and n → n + 1 respectively. Expanding again in the large n limit, we find that H n (k 2 ) admits the following expansion in powers of 1/n:
Substituting the above expansion for H n (k 2 ) into equation (8.16) , and integrating with respect to k 2 , we find that the large n expansion of the ratio D n (k 2 )/D n (0) is given by 18) which is exactly equation (8.2).
To find the large n expansion of D n (k 2 ), we multiply (8.18) by the large n expansion of D n (0), given by (8.15) , which then leads to (8.3). Thus we have completed the proof to Theorem 8.1.
Remark. At β = 0, our weight (1.8) reduces to the special case of the Jacobi weight w (α,α) (x). We can check by substituting β = 0 into (8.3) that we obtain the correct large n expansion for D n [w (α,α) (·)].
Painlevé VI representation for Hankel determinant
In this section we show by a change of variable how we can relate polynomials orthogonal with respect to (1.8) to a set of polynomials orthogonal with respect to the following deformed shifted-Jacobi weight The above weight was first studied by Magnus [25] (referred to as a generalized Jacobi weight with three factors), and more recently by Dai and Zhang [19] . Utilising the connection between the two weight functions, we are able to derive a correspondence between the three-term recurrence coefficients of the two sets of orthogonal polynomials. More importantly, we are able to derive a representation for our
Hankel determinant (1.10) in terms of a Painlevé VI (Theorem 1.7).
Relation to an alternate system of orthogonal polynomials
Since the weight (1.8) is an even function in x, it is possible to write (see [27, p. 41] ) every even and odd normalization constant h 2n and h 2n+1 as 
respectively. In the above, we can treat Q n (x) and R n (x) as monic polynomials orthogonal with respect to the deformed shifted Jacobi weight (9.1).
For even normalization constants h 2n , we consider monic polynomials Q n (x) orthogonal with respect to (9.1), where
We denote the normalization constant, recurrence coefficients and sub-leading term of Q n (x) by h n , α n , β n and p 1 (n) respectively.
For odd normalization constants h 2n+1 , we consider monic polynomials R n (x) orthogonal with respect to (9.1), where
We denote the normalization constant, recurrence coefficients and sub-leading term of R n (x) byh n ,ᾱ n ,β n andp 1 (n) respectively.
The following relations then hold [18] :
h 2n = h n , β 2n+1 + β 2n = α n , β 2n β 2n−1 = β n , p 1 (2n) = p 1 (n), (9.4) h 2n+1 =h n , β 2n+2 + β 2n+1 =ᾱ n , β 2n+1 β 2n =β n , p 1 (2n + 1) =p 1 (n). (9.5)
Through the above relations, we can calculate the asymptotic expansions of h n , α n , β n , p 1 (n),h n ,ᾱ n , β n andp 1 (n) for large n, since we have already calculated the large n expansions of β n , p 1 (n), D n [w(·, k 2 )]
and h n = D n+1 /D n . 
