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Abstract
Under a first order moment condition on the immigration mechanism, we show that
an appropriately scaled supercritical and irreducible multi-type continuous state and con-
tinuous time branching process with immigration (CBI process) converges almost surely.
If an x log(x) moment condition on the branching mechanism does not hold, then the
limit is zero. If this x log(x) moment condition holds, then we prove L1 convergence as
well. The projection of the limit on any left non-Perron eigenvector of the branching
mean matrix is vanishing. If, in addition, a suitable extra power moment condition on the
branching mechanism holds, then we provide the correct scaling for the projection of a
CBI process on certain left non-Perron eigenvectors of the branching mean matrix in order
to have almost sure and L1 limit. Moreover, under a second order moment condition on
the branching and immigration mechanisms, we prove L2 convergence of an appropriately
scaled process and the above mentioned projections as well. A representation of the limits
is also provided under the same moment conditions.
1 Introduction
The description of the asymptotic behavior of branching processes without or with immigration
has a long history. For multi-type Galton–Watson processes without immigration see, e.g.,
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Athreya and Ney [3, Sections 4–8 in Chapter V]. For supercritical multi-type Galton–Watson
processes with immigration see, e.g., Kaplan [12].
Let us consider a multi-type continuous state and continuous time branching process with
immigration (CBI process) which can be represented as a pathwise unique strong solution of
the stochastic differential equation (SDE)
X t =X0 +
∫ t
0
(β + B˜Xu) du+
d∑
ℓ=1
∫ t
0
√
2cℓmax{0, Xu,ℓ}dWu,ℓ eℓ
+
d∑
ℓ=1
∫ t
0
∫
Ud
∫
U1
z1{w6Xu−,ℓ} N˜ℓ(du, dz, dw) +
∫ t
0
∫
Ud
rM(du, dr)
(1.1)
for t ∈ [0,∞), see, Theorem 4.6 and Section 5 in Barczy et al. [5], where (1.1) was proved
only for d ∈ {1, 2}, but their method clearly works for all d ∈ {1, 2, . . .}. Here d ∈
{1, 2, . . .} is the number of types, Xt,ℓ, ℓ ∈ {1, . . . , d}, denotes the ℓ
th coordinate of X t,
P(X0 ∈ [0,∞)
d) = 1, β ∈ [0,∞)d, c1, . . . , cd ∈ [0,∞), e1, . . . , ed denotes the natural basis
in Rd, Ud := [0,∞)
d \ {(0, . . . , 0)}, (Wt,1)t>0, . . . , (Wt,d)t>0 are independent standard
Wiener processes, Nℓ, ℓ ∈ {1, . . . , d}, and M are independent Poisson random measures
on (0,∞) × Ud × (0,∞) and on (0,∞) × Ud with intensity measures du µℓ(dz) dw, ℓ ∈
{1, . . . , d}, and du ν(dr), respectively, and N˜ℓ(du, dz, dw) := Nℓ(du, dz, dw)−du µℓ(dz) dw,
ℓ ∈ {1, . . . , d}. We suppose that E(‖X0‖) < ∞, the Borel measures µℓ, ℓ ∈ {1, . . . , d},
and ν on Ud satisfy the moment conditions given in parts (v), (vi) of Definition 2.2 and
(2.3), and X0, (Wt,1)t>0, . . . , (Wt,d)t>0, N1, . . . , Nd and M are independent. Moreover,
B˜ = (˜bi,j)i,j∈{1,...,d} ∈ R
d×d is a matrix satisfying b˜i,j >
∫
Ud
zi µj(dz) for all i, j ∈ {1, . . . , d}
with i 6= j.
A multi-type CBI process (X t)t∈R+ is called irreducible if B˜ is irreducible, see Definition
2.8. An irreducible multi-type CBI process is called subcritical, critical or supercritical if the
logarithm s(B˜) of the Perron eigenvalue of the branching mean matrix eB˜ is negative, zero
or positive, respectively, see Definition 2.9. A multi-type CBI process (X t)t∈R+ is called a
multi-type CB process if there is no immigration, i.e., β = 0 and ν = 0.
In case of a subcritical or critical single-type CBI process (when it is necessarily irreducible)
with a non-vanishing branching mechanism, X t
D
−→ π as t → ∞ with a probability
measure π on [0,∞) if and only if certain integrability condition holds for the branching
and immigration mechanisms, see, e.g., Li [15, Theorem 3.20].
In case of a supercritical single-type CB process, under the x log(x) moment condition
(3.2) with λ = s(B˜) on the branching mechanism, Li [15, Corollary 3.16 and Theorem 3.8]
proved that e−s(B˜)tX t converges almost surely as t → ∞ towards a non-negative random
variable, and the probability that this limit is zero equals to the probability of the event that
the extinction time is finite.
In case of a critical and irreducible multi-type CBI process, under fourth order moment
conditions on the branching and immigration mechanisms, Barczy and Pap [7, Theorem 4.1]
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proved that the sequence (n−1X⌊nt⌋)t∈[0,∞), n ∈ {1, 2, . . .}, of scaled random step functions
converges weakly towards a squared Bessel process (in other words, a Feller diffusion) supported
by a ray determined by the right Perron vector u˜ of the branching mean matrix eB˜ .
Recently, there is a renewed interest for studying asymptotic behavior of supercritical
branching processes. In case of a supercritical and irreducible multi-type CB process, Kypri-
anou et al. [14, Theorem 1.3] described the asymptotic behavior of the projection 〈u,X t〉 as
t → ∞, where u denotes the left Perron eigenvector of the branching mean matrix eB˜ .
Namely, they proved that if an x log(x) moment condition on the branching mechanism holds,
then e−s(B˜)t〈u,X t〉 → wu,X0 almost surely and in L1 as t → ∞, where wu,X0 is a non-
negative random variable, otherwise e−s(B˜)t〈u,X t〉 → 0 almost surely as t→∞. Note that
their x log(x) moment condition is equivalent to our moment condition (3.2) with λ = s(B˜),
since for Rd, all norms are equivalent. Moreover, in case of a supercritical and irreducible
multi-type CB process, Kyprianou et al. [14, Theorem 1.4] proved that e−s(B˜)tX t → wu,X0u˜
almost surely as t→∞.
Ren et al. [20] investigated central limit theorems for supercritical branching Markov pro-
cesses, and Ren et al. [21, 22] studied some properties of strong limits for supercritical super-
processes. Moreover, Chen et al. [8] and Ren et al. [19] studied spine decomposition and an
x log x criterion for supercritical superprocesses with non-local branching mechanisms.
Recently, Marks and Mi los´ [17, Theorem 3.2] considered a branching particle system with
particles moving according to a multi-dimensional Ornstein-Uhlenbeck process with a positive
drift and branching according to a law in the domain of attraction of a stable law having
stability index in (1, 2), and in the so-called ”large branching case” (see [17, page 3]) they
proved almost sure and L1 convergence of appropriately normalized projections of the parti-
cle system in question onto certain twice differentiable real-valued functions defined on the
real line of polynomial growth together with a description of the limit in which the whole
genealogical structure is somewhat preserved. These projections include projections onto cer-
tain eigenfunctions of the semigroup associated to the infinitesimal generator of the underlying
Ornstein-Uhlenbeck process.
Very recently, Ren et al. [18] derived stable central limit theorems for some kind of projec-
tions of (measure-valued) super Ornstein-Uhlenbeck processes having a branching mechanism
which is close to a function of the form −a1z + a2z
2 + a3z
1+α, z > 0, with a1 > 0, a2 > 0,
a3 > 0 and α ∈ (0, 1) in some sense (see the Assumption 2 in Ren et al. [18]).
As a new result, in case of a supercritical and irreducible multi-type CBI process, under
the first order moment condition (2.3) on the immigration mechanism, we show e−s(B˜)tX t →
wu,X0u˜ almost surely as t → ∞, where wu,X0 is a non-negative random variable, see
Theorem 3.3. If the x log(x) moment condition (3.2) with λ = s(B˜) does not hold, then
P(wu,X0 = 0) = 1, see Theorem 3.1. If this x log(x) moment condition holds, then we prove
L1 convergence, see Theorem 3.3, and we give a representation of wu,X0 as well, see (3.4).
Note that P(wu,X0 = 0) = 1 if and only if P(X t = 0) = 1 for all t ∈ R+, see Theorem 3.1.
Hence here the scaling factor e−s(B˜)t is correct. If v is a left non-Perron eigenvector of the
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branching mean matrix eB˜, then this result implies that e−s(B˜)t〈v,X t〉 → wu,X0〈v, u˜〉 = 0
almost surely as t → ∞, since 〈v, u˜〉 = 0 due to the so-called principle of biorthogonality
(see, e.g., Horn and Johnson [10, Theorem 1.4.7(a)]), consequently, the scaling factor e−s(B˜)t
is not appropriate for describing the asymptotic behavior of the projection 〈v,X t〉 as t→∞.
It turns out that, under the extra power moment condition (3.2) with Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
on the branching mechanism and the first order moment condition (2.3) on the immigration
mechanism, we can show e−λt〈v,X t〉 → wv,X0 almost surely and in L1 as t → ∞, where
λ is a non-Perron eigenvalue of the branching mean matrix eB˜ with Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
,
v is a left eigenvector corresponding to λ, and wv,X0 is a complex random variable, see
Theorem 3.1, where we give a representation of wv,X0 as well, see (3.4). Here the scaling
factor e−λt is correct if 〈v,E(X0) + λ
−1β˜〉 6= 0, since then P(wv,X0 = 0) < 1, see Theorem
3.1. In Remark 3.2 we explain why we do not have any result in the case when the moment
condition (3.2) does not hold for λ ∈
(
1
2
s(B˜), s(B˜)
)
formulating some open problems as well.
Note that the asymptotic behavior of the second moment E(|〈v,X t〉|
2) as t→ ∞ explains
the role of the assumption Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
, see Proposition B.1.
Further, in case of a supercritical and irreducible multi-type CBI process, under the sec-
ond order moment condition (3.55) on the branching and immigration mechanisms, we show
e−s(B˜)tX t → wu,X0u˜ and e
−λt〈v,Xt〉 → wv,X0 in L2 as t → ∞ as well, where λ is a
eigenvalue of the branching mean matrix eB˜ with Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
and v is a left
eigenvector corresponding to λ, see Theorem 3.4.
The paper is structured as follows. In Section 2, for completeness and better readability,
from Barczy et al. [5], we recall some notions and statements for multi-type CBI processes
such as a formula for their first moment, an appropriate transformation which results in a d-
dimensional martingale in Lemma 2.6, a useful representation of (X t)t∈R+ in Lemma 2.7, the
definition of subcritical, critical and supercritical irreducible CBI processes, see Definitions 2.8
and 2.9. Section 3 contains our main results detailed above, see Theorems 3.1, 3.3 and 3.4. For
the proofs, we use heavily the representation of (X t)t∈R+ in Lemma 2.7 based on the SDE
(1.1). In the course of the proof of Theorem 3.3, we follow the steps and methods of the proof
of Theorem 1.4 in Kyprianou et al. [14]. We close the paper with two Appendices. We present a
useful decomposition of a CBI process as an independent sum of a CBI process starting from 0
and a CB process, see Appendix A. In Appendix B, we describe the asymptotic behavior of the
second moment of |〈v,X t〉| as t→∞ for each left eigenvector v ∈ C
d of B˜ corresponding
to an arbitrary eigenvalue λ ∈ σ(B˜) in case of a supercritical and irreducible CBI process.
Now, we summarize the novelties of the paper. We point out that we investigate the
asymptotic behavior of the projections of a multi-type CBI process on certain left non-Perron
eigenvectors of its branching mean matrix. According to our knowledge, this type of question
has not been studied so far for multi-type CBI processes. A new phenomenon appears com-
pared to the left Perron eigenvector case, namely, a moment type condition on the branching
mechanism of the CBI process in question. Furthermore, if the x log(x) moment condition
(3.2) with λ = s(B˜) on the branching mechanism does not hold, then one usually uses a
so-called spine decomposition technique in order to show that wu,X0
a.s.
= 0 (see, e.g., the proof
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of Theorem 1.3 in Kyprianou et al. [14] or that of Theorem 6.2 in Ren et al. [19]). In this
paper, we use that the law of a multi-type CBI process (X t)t∈R+ at time t + T , t, T ∈ R+,
coincides with the law of an independent sum of a multi-type CB process at time t starting
from an initial value having distribution as that of XT and a multi-type CBI process at time
t starting from 0, presented in Lemma A.1, and that the corresponding result wu,X0
a.s.
= 0
is already known for CB processes due to Kyprianou et al. [14, Theorem 1.3].
Finally, we mention a possible extension of the present results which can be a topic of future
work. Since the d-dimensional matrix B˜ is not symmetric in general, its left eigenvectors
may not generate Cd, so it is natural to study the asymptotic behaviour of 〈v,Xt〉 as
t → ∞, where v is an arbitrary vector in Cd. This type of question was investigated by
Kesten and Stigun [13] and Badalbaev and Mukhitdinov [4] for supercritical and irreducible
multi-type discrete time Galton–Watson processes without immigration under second order
moment assumptions, and, by Athreya [1, 2], for supercritical and positively regular multi-
type continuous time Markov branching processes without immigration under second order
moment assumptions. The above mentioned four references are for some branching processes
without immigration, we do not know any corresponding result for branching processes with
immigration. Motivated by these references, we think that the Jordan normal form of B˜ may
be well-used in our case as well, where we consider multi-type CBI processes with immigration.
2 Multi-type CBI processes
Let Z+, N, R, R+, R++ and C denote the set of non-negative integers, positive integers, real
numbers, non-negative real numbers, positive real numbers and complex numbers, respectively.
For x, y ∈ R, we will use the notations x ∧ y := min{x, y} and x+ := max{0, x}. By
〈x,y〉 :=
∑d
j=1 xjyj, we denote the Euclidean inner product of x = (x1, . . . , xd)
⊤ ∈ Cd and
y = (y1, . . . , yd)
⊤ ∈ Cd, and by ‖x‖ and ‖A‖, we denote the induced norm of x ∈ Cd and
A ∈ Cd×d, respectively. The null vector and the null matrix will be denoted by 0. Moreover,
Id ∈ R
d×d denotes the identity matrix. By C2c (R
d
+,R), we denote the set of twice continuously
differentiable real-valued functions on Rd+ with compact support. Convergence almost surely,
in L1 and in L2 will be denoted by
a.s.
−→,
L1−→ and
L2−→, respectively. Almost sure equality
will be denoted by
a.s.
=. Throughout this paper, we make the conventions
∫ b
a
:=
∫
(a,b]
and∫∞
a
:=
∫
(a,∞)
for any a, b ∈ R with a < b.
2.1 Definition. A matrix A = (ai,j)i,j∈{1,...,d} ∈ R
d×d is called essentially non-negative if
ai,j ∈ R+ whenever i, j ∈ {1, . . . , d} with i 6= j, that is, if A has non-negative off-diagonal
entries. The set of essentially non-negative d× d matrices will be denoted by Rd×d(+) .
2.2 Definition. A tuple (d, c,β,B, ν,µ) is called a set of admissible parameters if
(i) d ∈ N,
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(ii) c = (ci)i∈{1,...,d} ∈ R
d
+,
(iii) β = (βi)i∈{1,...,d} ∈ R
d
+,
(iv) B = (bi,j)i,j∈{1,...,d} ∈ R
d×d
(+) ,
(v) ν is a Borel measure on Ud := R
d
+ \ {0} satisfying
∫
Ud
(1 ∧ ‖r‖) ν(dr) <∞,
(vi) µ = (µ1, . . . , µd), where, for each i ∈ {1, . . . , d}, µi is a Borel measure on Ud satisfying∫
Ud
[
‖z‖ ∧ ‖z‖2 +
∑
j∈{1,...,d}\{i}
(1 ∧ zj)
]
µi(dz) <∞.(2.1)
2.3 Remark. Our Definition 2.2 of the set of admissible parameters is a special case of Def-
inition 2.6 in Duffie et al. [9], which is suitable for all affine processes, see Barczy et al. [5,
Remark 2.3]. Further, due to Remark 2.3 and (2.12) in Barczy et al. [5], the condition (2.1) is
equivalent to ∫
Ud
[
‖z‖ ∧ ‖z‖2 +
∑
j∈{1,...,d}\{i}
zj
]
µi(dz) <∞,
and also to∫
Ud
[
(1 ∧ zi)
2 +
∑
j∈{1,...,d}\{i}
(1 ∧ zj)
]
µi(dz) <∞ and
∫
Ud
‖z‖1{‖z‖>1} µi(dz) <∞.
✷
2.4 Theorem. Let (d, c,β,B, ν,µ) be a set of admissible parameters. Then, there exists a
unique conservative transition semigroup (Pt)t∈R+ acting on the Banach space (endowed with
the supremum norm) of real-valued bounded Borel-measurable functions on the state space Rd+
such that its infinitesimal generator is
(Af)(x) =
d∑
i=1
cixif
′′
i,i(x) + 〈β +Bx, f
′(x)〉+
∫
Ud
(
f(x+ r)− f(x)
)
ν(dr)
+
d∑
i=1
xi
∫
Ud
(
f(x+ z)− f(x)− f ′i(x)(1 ∧ zi)
)
µi(dz)
for f ∈ C2c (R
d
+,R) and x ∈ R
d
+, where f
′
i and f
′′
i,i, i ∈ {1, . . . , d}, denote the first
and second order partial derivatives of f with respect to its i-th variable, respectively, and
f ′(x) := (f ′1(x), . . . , f
′
d(x))
⊤. Moreover, the Laplace transform of the transition semigroup
(Pt)t∈R+ has a representation
(2.2)
∫
Rd+
e−〈λ,y〉Pt(x, dy) = e
−〈x,v(t,λ)〉−
∫ t
0
ψ(v(s,λ)) ds, x ∈ Rd+, λ ∈ R
d
+, t ∈ R+,
where, for any λ ∈ Rd+, the continuously differentiable function R+ ∋ t 7→ v(t,λ) =
(v1(t,λ), . . . , vd(t,λ))
⊤ ∈ Rd+ is the unique locally bounded solution to the system of differential
equations
∂tvi(t,λ) = −ϕi(v(t,λ)), vi(0,λ) = λi, i ∈ {1, . . . , d},
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with
ϕi(λ) := ciλ
2
i − 〈Bei,λ〉+
∫
Ud
(
e−〈λ,z〉 − 1 + λi(1 ∧ zi)
)
µi(dz)
for λ ∈ Rd+, i ∈ {1, . . . , d}, and
ψ(λ) := 〈β,λ〉+
∫
Ud
(
1− e−〈λ,r〉
)
ν(dr), λ ∈ Rd+.
Theorem 2.4 is a special case of Theorem 2.7 of Duffie et al. [9] with m = d, n = 0 and
zero killing rate. For more details, see Remark 2.5 in Barczy et al. [5].
2.5 Definition. A conservative Markov process with state space Rd+ and with transition
semigroup (Pt)t∈R+ given in Theorem 2.4 is called a multi-type CBI process with parame-
ters (d, c,β,B, ν,µ). The function Rd+ ∋ λ 7→ (ϕ1(λ), . . . , ϕd(λ))
⊤ ∈ Rd is called its
branching mechanism, and the function Rd+ ∋ λ 7→ ψ(λ) ∈ R+ is called its immigration
mechanism. A multi-type CBI process with parameters (d, c,β,B, ν,µ) is called a CB process
(a continuous state and continuous time branching process without immigration) if β = 0 and
ν = 0.
Let (X t)t∈R+ be a multi-type CBI process with parameters (d, c,β,B, ν,µ) such that
E(‖X0‖) <∞ and the moment condition
(2.3)
∫
Ud
‖r‖1{‖r‖>1} ν(dr) <∞
holds. Then, by formula (3.4) in Barczy et al. [5],
(2.4) E(X t |X0 = x) = e
tB˜x+
∫ t
0
euB˜β˜ du, x ∈ Rd+, t ∈ R+,
where
B˜ := (˜bi,j)i,j∈{1,...,d}, b˜i,j := bi,j +
∫
Ud
(zi − δi,j)
+ µj(dz), β˜ := β +
∫
Ud
r ν(dr),
with δi,j := 1 if i = j, and δi,j := 0 if i 6= j. Note that B˜ ∈ R
d×d
(+) and β˜ ∈ R
d
+, since∫
Ud
‖r‖ ν(dr) <∞,
∫
Ud
(zi − δi,j)
+ µj(dz) <∞, i, j ∈ {1, . . . , d},
see Barczy et al. [5, Section 2]. Further, E(X t |X0 = x), x ∈ R
d
+, does not depend on
the parameter c. One can give probabilistic interpretations of the modified parameters B˜
and β˜, namely, eB˜ej = E(Y 1 |Y 0 = ej), j ∈ {1, . . . , d}, and β˜ = E(Z1 |Z0 = 0), where
(Y t)t∈R+ and (Zt)t∈R+ are multi-type CBI processes with parameters (d, c, 0,B, 0,µ) and
(d, 0,β, 0, ν, 0), respectively, see formula (2.4). The processes (Y t)t∈R+ and (Zt)t∈R+ can be
considered as pure branching (without immigration) and pure immigration (without branching)
processes, respectively. Consequently, eB˜ and β˜ may be called the branching mean matrix
and the immigration mean vector, respectively. Note that the branching mechanism depends
only on the parameters c, B and µ, while the immigration mechanism depends only on the
parameters β and ν.
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2.6 Lemma. Let (X t)t∈R+ be a multi-type CBI process with parameters (d, c,β,B, ν,µ)
such that E(‖X0‖) <∞ and the moment condition (2.3) holds. Then the process
(
e−tB˜X t−∫ t
0
e−uB˜β˜ du
)
t∈R+
is a d-dimensional martingale with respect to the filtration FXt := σ(Xu :
u ∈ [0, t]), t ∈ R+.
Proof. First, note that for all t ∈ R+, X t is measurable with respect to F
X
t , and due to
E(‖X0‖) < ∞ and (2.3), by Lemma 3.4 in Barczy et al. [5], we have E(‖X t‖) < ∞. For
each v, t ∈ R+ with v 6 t, we have
E(X t | F
X
v ) = E(X t |Xv) = e
(t−v)B˜Xv +
∫ t−v
0
ewB˜β˜ dw,
since (X t)t∈R+ is a time-homogeneous Markov process, and we can apply (2.4). Thus for each
v, t ∈ R+ with v 6 t, we obtain
E
(
e−tB˜X t −
∫ t
0
e−uB˜β˜ du
∣∣∣∣FXv ) = e−tB˜e(t−v)B˜Xv + e−tB˜ ∫ t−v
0
ewB˜β˜ dw −
∫ t
0
e−uB˜β˜ du
= e−vB˜Xv +
∫ t−v
0
e(w−t)B˜β˜ dw −
∫ t
0
e−uB˜β˜ du = e−vB˜Xv −
∫ v
0
e−uB˜β˜ du,
and consequently, the process
(
e−tB˜X t −
∫ t
0
e−uB˜β˜ du
)
t∈R+
is a martingale with respect to
the filtration (FXt )t∈R+ . ✷
By an application of the multidimensional Itoˆ’s formula one can derive the following useful
representation of (X t)t∈R+ , where the drift part is deterministic. The proof can be found in
Barczy et al. [6, Lemma 4.1].
2.7 Lemma. Let (X t)t∈R+ be a multi-type CBI process with parameters (d, c,β,B, ν,µ)
such that E(‖X0‖) < ∞ and the moment condition (2.3) holds. Then, for each s, t ∈ R+
with s 6 t, we have
X t = e
(t−s)B˜Xs +
∫ t
s
e(t−u)B˜β˜ du+
d∑
ℓ=1
∫ t
s
e(t−u)B˜eℓ
√
2cℓXu,ℓ dWu,ℓ
+
d∑
ℓ=1
∫ t
s
∫
Ud
∫
U1
e(t−u)B˜z1{w6Xu−,ℓ} N˜ℓ(du, dz, dw) +
∫ t
s
∫
Ud
e(t−u)B˜r M˜(du, dr),
where M˜(du, dr) :=M(du, dr)− du ν(dr).
Note that the formula for (X t)t∈R+ in Lemma 2.7 is a generalization of the formula (3.1)
in Xu [23], and the formula (1.5) in Li and Ma [16].
Next we recall a classification of multi-type CBI processes. For a matrix A ∈ Rd×d, σ(A)
will denote the spectrum of A, that is, the set of all λ ∈ C that are eigenvalues of A. Then
r(A) := maxλ∈σ(A) |λ| is the spectral radius of A. Moreover, we will use the notation
s(A) := max
λ∈σ(A)
Re(λ).
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A matrix A ∈ Rd×d is called reducible if there exist a permutation matrix P ∈ Rd×d and an
integer r with 1 6 r 6 d− 1 such that
P⊤AP =
[
A1 A2
0 A3
]
,
where A1 ∈ R
r×r, A3 ∈ R
(d−r)×(d−r), A2 ∈ R
r×(d−r), and 0 ∈ R(d−r)×r is a null matrix. A
matrix A ∈ Rd×d is called irreducible if it is not reducible, see, e.g., Horn and Johnson [10,
Definitions 6.2.21 and 6.2.22]. We do emphasize that no 1-by-1 matrix is reducible.
2.8 Definition. Let (X t)t∈R+ be a multi-type CBI process with parameters (d, c,β,B, ν,µ)
such that the moment condition (2.3) holds. Then (X t)t∈R+ is called irreducible if B˜ is
irreducible.
Recall that if B˜ ∈ Rd×d(+) is irreducible, then e
tB˜ ∈ Rd×d++ for all t ∈ R++, and s(B˜) is an
eigenvalue of B˜, the algebraic and geometric multiplicities of s(B˜) is 1, and the real parts
of the other eigenvalues of B˜ are less than s(B˜). Moreover, corresponding to the eigenvalue
s(B˜) there exists a unique (right) eigenvector u˜ ∈ Rd++ of B˜ such that the sum of its
coordinates is 1 which is also the unique (right) eigenvector of eB˜, called the right Perron
vector of eB˜ , corresponding to the eigenvalue r(eB˜) = es(B˜) of eB˜ such that the sum of its
coordinates is 1. Further, there exists a unique left eigenvector u ∈ Rd++ of B˜ corresponding
to the eigenvalue s(B˜) with u˜⊤u = 1, which is also the unique (left) eigenvector of eB˜ ,
called the left Perron vector of eB˜, corresponding to the eigenvalue r(eB˜) = es(B˜) of eB˜
such that u˜⊤u = 1. Moreover, we have
e−s(B˜)tetB˜ → u˜u⊤ ∈ Rd×d++ as t→∞,
and there exist C1, C2, C3 ∈ R++ such that
(2.5) ‖e−s(B˜)tetB˜ − u˜u⊤‖ 6 C1e
−C2t, ‖etB˜‖ 6 C3e
s(B˜)t, t ∈ R+.
These Frobenius and Perron type results can be found, e.g., in Barczy and Pap [7, Appendix
A].
2.9 Definition. Let (X t)t∈R+ be an irreducible multi-type CBI process with parameters
(d, c,β,B, ν,µ) such that E(‖X0‖) < ∞ and the moment condition (2.3) holds. Then
(X t)t∈R+ is called 
subcritical if s(B˜) < 0,
critical if s(B˜) = 0,
supercritical if s(B˜) > 0.
For motivations of Definitions 2.8 and 2.9, see Barczy and Pap [7, Section 3]. Here we only point
out that our classification of multi-type CBI processes is based on the asymptotic behaviour of
E(X t) as t→∞, and this asymptotics is available at the moment only under the assumption
of irreducibility of (X t)t∈R+ .
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3 Main results
First we present almost sure and L1-convergence results for supercritical and irreducible multi-
type CBI processes.
3.1 Theorem. Let (X t)t∈R+ be a supercritical and irreducible multi-type CBI process with
parameters (d, c,β,B, ν,µ) such that E(‖X0‖) <∞ and the moment condition (2.3) holds.
Then, there exists a non-negative random variable wu,X0 with E(wu,X0) <∞ such that
(3.1) e−s(B˜)t〈u,X t〉
a.s.
−→ wu,X0 as t→∞.
Moreover, for each λ ∈ σ(B˜) such that Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
and the moment condition
(3.2)
d∑
ℓ=1
∫
Ud
g(‖z‖)1{‖z‖>1} µℓ(dz) <∞
with
g(x) :=
x
s(B˜)
Re(λ) if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
,
x log(x) if Re(λ) = s(B˜) (⇐⇒ λ = s(B˜)),
x ∈ R++
holds, and for each left eigenvector v ∈ Cd of B˜ corresponding to the eigenvalue λ, there
exists a complex random variable wv,X0 with E(|wv,X0|) <∞ such that
(3.3) e−λt〈v,X t〉 → wv,X0 as t→∞ in L1 and almost surely,
and
(3.4)
wv,X0
a.s.
= 〈v,X0〉+
〈v, β˜〉
λ
+
d∑
ℓ=1
〈v, eℓ〉
∫ ∞
0
e−λu
√
2cℓXu,ℓ dWu,ℓ
+
d∑
ℓ=1
∫ ∞
0
∫
Ud
∫
U1
e−λu〈v, z〉1{w6Xu−,ℓ} N˜ℓ(du, dz, dw)
+
∫ ∞
0
∫
Ud
e−λu〈v, r〉 M˜(du, dr),
where the improper integrals are convergent in L1 and almost surely. Especially, E(wv,X0) =
〈v,E(X0)+λ
−1β˜〉. Particularly, if 〈v,E(X0)+λ
−1β˜〉 6= 0, then P(wv,X0 = 0) < 1. Further,
wu,X0
a.s.
= 0 if and only if X0
a.s.
= 0 and β˜ = 0 (equivalently, X0
a.s.
= 0, β = 0 and ν = 0).
If the moment condition (3.2) does not hold for λ = s(B˜), then e−s(B˜)t〈u,Xt〉
a.s.
−→ 0 as
t→∞, i.e., P(wu,X0 = 0) = 1.
If the moment condition (3.2) does not hold for λ = s(B˜), then e−s(B˜)t〈u,X t〉 does not
converge in L1 as t → ∞, provided that P(X0 = 0) < 1 or β˜ 6= 0. If P(X0 = 0) = 1
and β˜ = 0, then P(X t = 0) = 1 for all t ∈ R+.
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Note that the asymptotic behavior of the second moment E(|〈v,X t〉|
2) as t→∞ explains
the role of the assumption Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
in Theorem 3.1, see Proposition B.1.
Proof of Theorem 3.1. By Lemma 2.6, the process
(
e−tB˜X t −
∫ t
0
e−uB˜β˜ du
)
t∈R+
is a
martingale with respect to the filtration (FXt )t∈R+ . Moreover, for each t ∈ R+, we have
(3.5)
e−s(B˜)t〈u,X t〉 = e
−s(B˜)tu⊤X t = u
⊤e−tB˜X t
= u⊤
(
e−tB˜X t −
∫ t
0
e−vB˜β˜ dv
)
+ u⊤
∫ t
0
e−vB˜β˜ dv
= u⊤
(
e−tB˜X t −
∫ t
0
e−vB˜β˜ dv
)
+ 〈u, β˜〉
∫ t
0
e−s(B˜)v dv,
where the function R+ ∋ t 7→ 〈u, β˜〉
∫ t
0
e−s(B˜)v dv ∈ R+ is increasing, since u ∈ R
d
++ and
β˜ ∈ Rd+. Consequently, (e
−s(B˜)t〈u,Xt〉)t∈R+ is a submartingale with respect to the filtration
(FXt )t∈R+ . Due to Theorem 4.6 in Barczy et al. [5], (X t)t∈R+ and hence (e
−s(B˜)t〈u,X t〉)t∈R+
have ca`dla`g sample paths almost surely. Using again u ∈ Rd++ and (3.5), we get
E(|e−s(B˜)t〈u,X t〉|) = E(e
−s(B˜)t〈u,Xt〉) = E(〈u,X0〉) + 〈u, β˜〉
∫ t
0
e−s(B˜)v dv
6 ‖u‖E(‖X0‖) + 〈u, β˜〉
∫ ∞
0
e−s(B˜)v dv = ‖u‖E(‖X0‖) +
〈u, β˜〉
s(B˜)
for all t ∈ R+, thus we conclude supt∈R+ E(|e
−s(B˜)t〈u,X t〉|) < ∞. Hence, by the sub-
martingale convergence theorem, there exists a non-negative random variable wu,X0 with
E(wu,X0) <∞ such that (3.1) holds.
If λ ∈ σ(B˜) such that Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
and the moment condition (3.2) holds,
and v ∈ Cd is a left eigenvector of B˜ corresponding to the eigenvalue λ, then first we
show the L1-convergence of e
−λt〈v,Xt〉 as t → ∞ towards the right hand side of (3.4)
together with the L1-convergence of the improper integrals in (3.4). Note that the condition
Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
yields Re(λ) > 0, so λ 6= 0. For each t ∈ R+, by Lemma 2.7, we
have the representation
(3.6) e−λt〈v,Xt〉 = 〈v,X0〉+ Z
(1)
t + Z
(2)
t + Z
(3)
t + Z
(4)
t + Z
(5)
t
with
Z
(1)
t := 〈v, β˜〉
∫ t
0
e−λu du,
Z
(2)
t :=
d∑
ℓ=1
〈v, eℓ〉
∫ t
0
e−λu
√
2cℓXu,ℓ dWu,ℓ,
Z
(3)
t :=
d∑
ℓ=1
∫ t
0
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖<eRe(λ)u}1{w6Xu−,ℓ} N˜ℓ(du, dz, dw),
11
Z
(4)
t :=
d∑
ℓ=1
∫ t
0
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖>eRe(λ)u}1{w6Xu−,ℓ} N˜ℓ(du, dz, dw),
Z
(5)
t :=
∫ t
0
∫
Ud
e−λu〈v, r〉 M˜(du, dr).
Hence the L1-convergence of e
−λt〈v,X t〉 as t → ∞ towards the right hand side of (3.4)
together with the L1-convergence of the improper integrals in (3.4) will follow from the con-
vergences D
(j)
t
L1−→ 0 as t→∞ for every j ∈ {1, 2, 3, 4, 5} with
D
(1)
t :=
〈v, β˜〉
λ
− 〈v, β˜〉
∫ t
0
e−λu du,
D
(2)
t :=
d∑
ℓ=1
〈v, eℓ〉
∫ ∞
t
e−λu
√
2cℓXu,ℓ dWu,ℓ,
D
(3)
t :=
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖<eRe(λ)u}1{w6Xu−,ℓ} N˜ℓ(du, dz, dw),
D
(4)
t :=
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖>eRe(λ)u}1{w6Xu−,ℓ} N˜ℓ(du, dz, dw),
D
(5)
t :=
∫ ∞
t
∫
Ud
e−λu〈v, r〉 M˜(du, dr)
for t ∈ R+. We have
(3.7) D
(1)
t = 〈v, β˜〉
∫ ∞
t
e−λu du→ 0 as t→∞.
Moreover, for each t ∈ R+, we have
E
(∫ ∞
t
|e−λu|22cℓXu,ℓ du
)
= 2cℓ
∫ ∞
t
e−2Re(λ)u E(Xu,ℓ) du.
By formulae (2.4) and (2.5), for each v ∈ R+ and ℓ ∈ {1, . . . , d}, we get
(3.8)
E(Xv,ℓ) = E(e
⊤
ℓ Xv) = E
(
e⊤ℓ e
vB˜X0 + e
⊤
ℓ
∫ v
0
euB˜β˜ du
)
6 ‖evB˜‖E(‖X0‖) + ‖β˜‖
∫ v
0
‖euB˜‖ du
6 C3e
s(B˜)v
E(‖X0‖) + C3‖β˜‖
∫ v
0
es(B˜)u du
= C3e
s(B˜)v
E(‖X0‖) + C3‖β˜‖
es(B˜)v − 1
s(B˜)
6 C4e
s(B˜)v
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with C4 := C3 E(‖X0‖) +
C3‖β˜‖
s(B˜)
. By (3.8), for each t ∈ R+ and ℓ ∈ {1, . . . , d}, we obtain
E
(∫ ∞
t
|e−λu|22cℓXu,ℓ du
)
6 2C4cℓ
∫ ∞
t
e−2Re(λ)ues(B˜)u du
= 2C4cℓ
∫ ∞
t
e−(2Re(λ)−s(B˜))u du =
2C4cℓ
2Re(λ)− s(B˜)
e−(2Re(λ)−s(B˜))t <∞,
thus, by the independence of (Wt,1)t∈R+ , . . . , (Wt,d)t∈R+ and Itoˆ’s isometry for Itoˆ’s integrals
(see, e.g., Ikeda and Watanabe [11, Chapter II, Proposition 2.2]),
E(|D
(2)
t |
2) = E
(
d∑
ℓ=1
∫ ∞
t
Re(〈v, eℓ〉e
−λu)
√
2cℓXu,ℓ dWu,ℓ
)2
+ E
(
d∑
ℓ=1
∫ ∞
t
Im(〈v, eℓ〉e
−λu)
√
2cℓXu,ℓ dWu,ℓ
)2
=
d∑
ℓ=1
∫ ∞
t
(Re(〈v, eℓ〉e
−λu))22cℓ E(Xu,ℓ) du+
d∑
ℓ=1
∫ ∞
t
(Im(〈v, eℓ〉e
−λu))22cℓ E(Xu,ℓ) du
=
d∑
ℓ=1
∫ ∞
t
|〈v, eℓ〉e
−λu|22cℓ E(Xu,ℓ) du = 2
d∑
ℓ=1
|〈v, eℓ〉|
2cℓ
∫ ∞
t
|e−λu|2E(Xu,ℓ) du
6 2C4‖v‖
2
d∑
ℓ=1
cℓ
∫ ∞
t
e−2Re(λ)ues(B˜)u du =
2C4‖v‖
2
2Re(λ)− s(B˜)
(
d∑
ℓ=1
cℓ
)
e−(2Re(λ)−s(B˜))t.
Consequently, we have
(3.9) D
(2)
t
L2−→ 0 as t→∞,
hence we conclude
(3.10) D
(2)
t
L1−→ 0 as t→∞.
By (3.8), for each t ∈ R+, we have
d∑
ℓ=1
E
(∫ ∞
t
∫
Ud
∫
U1
|e−λu|2|〈v, z〉|21{‖z‖<eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw
)
=
d∑
ℓ=1
∫ ∞
t
∫
Ud
e−2Re(λ)u|〈v, z〉|21{‖z‖<eRe(λ)u} E(Xu,ℓ) du µℓ(dz) 6 C4‖v‖
2K
(3)
t
with
(3.11) K
(3)
t :=
d∑
ℓ=1
∫ ∞
t
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖21{‖z‖<eRe(λ)u} du µℓ(dz) 6 K
(3)
0 .
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We show that K
(3)
0 <∞. For each ℓ ∈ {1, . . . , d}, using Fubini’s theorem, we obtain∫ ∞
0
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖21{‖z‖<1} du µℓ(dz)
=
∫ ∞
0
e−(2Re(λ)−s(B˜))u du
∫
Ud
‖z‖21{‖z‖<1} µℓ(dz)
=
1
2Re(λ)− s(B˜)
∫
Ud
‖z‖21{‖z‖<1} µℓ(dz) <∞
by Definition 2.2, and∫ ∞
0
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖21{16‖z‖<eRe(λ)u} du µℓ(dz)
=
∫
Ud
(∫ ∞
1
Re(λ)
log(‖z‖)
e−(2Re(λ)−s(B˜))u du
)
‖z‖21{‖z‖>1} µℓ(dz)
=
∫
Ud
1
2Re(λ)− s(B˜)
‖z‖
− 2Re(λ)−s(B˜)
Re(λ) ‖z‖21{‖z‖>1} µℓ(dz)
=
1
2Re(λ)− s(B˜)
∫
Ud
‖z‖
s(B˜)
Re(λ)
1{‖z‖>1} µℓ(dz) <∞
by the moment condition (3.2) (in case of Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
) and by Definition 2.2 (in
case of Re(λ) = s(B˜) or equivalently λ = s(B˜)). Thus we obtain K
(3)
0 <∞. Consequently,
by page 63 in Ikeda and Watanabe [11], for each t ∈ R+, we conclude
E(|D
(3)
t |
2) =
d∑
ℓ=1
E
(∫ ∞
t
∫
Ud
∫
U1
|e−λu|2|〈v, z〉|21{‖z‖<eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw
)
6 C4‖v‖
2K
(3)
t <∞.
We have
K
(3)
t = K
(3)
0 −
d∑
ℓ=1
∫ t
0
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖21{‖z‖<eRe(λ)u} du µℓ(dz)
yielding
(3.12) K
(3)
t → 0 as t→∞,
thus E(|D
(3)
t |
2)→ 0 as t→∞. This implies D
(3)
t
L2−→ 0 as t→∞, thus we conclude
(3.13) D
(3)
t
L1−→ 0 as t→∞.
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Further, for each t ∈ R+, we get
D
(4)
t =
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖>eRe(λ)u}1{w6Xu−,ℓ}Nℓ(du, dz, dw)
−
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw.
Indeed, for each t ∈ R+ and ℓ ∈ {1, . . . , d}, we have∣∣∣∣∫ ∞
t
∫
Ud
∫
U1
e−λu〈v, z〉1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw
∣∣∣∣
6 ‖v‖
∫ ∞
t
∫
Ud
∫
U1
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw ∈ R+
almost surely, since, by Fubini’s theorem, (3.8) and (3.2), we get
E
(∫ ∞
t
∫
Ud
∫
U1
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw
)
=
∫ ∞
t
∫
Ud
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u} E(Xu,ℓ) du µℓ(dz)
6 C4
∫
Ud
(∫ ∞
t
e(s(B˜)−Re(λ))u1{u6 1Re(λ) log(‖z‖)}
du
)
‖z‖1{‖z‖>1} µℓ(dz)
= C4
∫
Ud
(
log(‖z‖)
s(B˜)
− t
)
1
{
log(‖z‖)
s(B˜)
>t
}‖z‖1{‖z‖>1} µℓ(dz)
6
C4
s(B˜)
∫
Ud
‖z‖ log(‖z‖)1
{‖z‖>es(B˜)t}
µℓ(dz) <∞ if Re(λ) = s(B˜),
and
= C4
∫
Ud
‖z‖
s(B˜)−Re(λ)
Re(λ) −e(s(B˜)−Re(λ))t
s(B˜)−Re(λ)
‖z‖1{ log(‖z‖)
Re(λ)
>t
} µℓ(dz)
6
C4
s(B˜)−Re(λ)
∫
Ud
‖z‖
s(B˜)
Re(λ)
1{‖z‖>eRe(λ)t} µℓ(dz) <∞ if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
by the moment condition (3.2) and part (vi) of Definition 2.2. Consequently, we obtain
(3.14)
|D
(4)
t | 6 ‖v‖
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u}1{w6Xu−,ℓ}Nℓ(du, dz, dw)
+ ‖v‖
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw =: ‖v‖K
(4)
t
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almost surely, where, by page 62 in Ikeda and Watanabe [11], for each t ∈ R+, we have
E(K
(4)
t ) = 2
d∑
ℓ=1
E
(∫ ∞
t
∫
Ud
∫
U1
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u}1{w6Xu,ℓ} du µℓ(dz) dw
)
6

2C4
s(B˜)
∑d
ℓ=1
∫
Ud
‖z‖ log(‖z‖)1
{‖z‖>es(B˜)t}
µℓ(dz) if Re(λ) = s(B˜),
2C4
s(B˜)−Re(λ)
∑d
ℓ=1
∫
Ud
‖z‖
s(B˜)
Re(λ)
1{‖z‖>eRe(λ)t} µℓ(dz) if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
)
.
Thus the moment condition (3.2) yields that E(K
(4)
t ) < ∞ for all t ∈ R+ and, by the
dominated convergence theorem,
(3.15) K
(4)
t
L1−→ 0 as t→∞,
and hence
(3.16) D
(4)
t
L1−→ 0 as t→∞.
In a similar way, for each t ∈ R+, we get
D
(5)
t =
∫ ∞
t
∫
Ud
e−λu〈v, r〉M(du, dr)−
∫ ∞
t
∫
Ud
e−λu〈v, r〉 du ν(dr),
since ∣∣∣∣∫ ∞
t
∫
Ud
e−λu〈v, r〉 du ν(dr)
∣∣∣∣ 6 ‖v‖ ∫ ∞
t
∫
Ud
e−Re(λ)u‖r‖ du ν(dr)
=
‖v‖
Re(λ)
e−Re(λ)t
∫
Ud
‖r‖ ν(dr) <∞
by the moment condition (2.3) and by Definition 2.2. Consequently, we obtain
(3.17)
|D
(5)
t | 6 ‖v‖
∫ ∞
t
∫
Ud
e−Re(λ)u‖r‖M(du, dr)
+ ‖v‖
∫ ∞
t
∫
Ud
e−Re(λ)u‖r‖ du ν(dr) =: ‖v‖K
(5)
t
almost surely, where, by page 62 in Ikeda and Watanabe [11], for each t ∈ R+, we obtain
E(K
(5)
t ) =
2
Re(λ)
e−Re(λ)t
∫
Ud
‖r‖ ν(dr) <∞.
Hence we conclude
(3.18) K
(5)
t
L1−→ 0 as t→∞,
implying
(3.19) D
(5)
t
L1−→ 0 as t→∞.
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The convergences (3.7), (3.10), (3.13), (3.16) and (3.19) yield the L1-convergence of e
−λt〈v,X t〉
towards the right hand side of (3.4) as t → ∞ together with the L1-convergence of the
improper integrals in (3.4). In fact, it turned out that D
(2)
t and D
(3)
t converge to 0 in L2
as t→∞, but D
(4)
t and D
(5)
t converge to 0 only in L1 as t→∞.
Next we show the almost sure convergence of e−λt〈v,X t〉 as t → ∞ together with the
almost sure convergence of the improper integrals in (3.4). For each t ∈ R+, we use the
representation (3.6). We have
(3.20) Z
(1)
t → 〈v, β˜〉
∫ ∞
0
e−λu du =
〈v, β˜〉
λ
as t→∞.
As in case of (D
(2)
t )t∈R+ , for each t ∈ R+, one can derive
E(|Z
(2)
t |
2) = 2
d∑
ℓ=1
|〈v, eℓ〉|
2cℓ
∫ t
0
|e−λu|2 E(Xu,ℓ) du
6 2C4‖v‖
2
d∑
ℓ=1
cℓ
∫ ∞
0
e−2Re(λ)ues(B˜)u du =
2C4‖v‖
2
2Re(λ)− s(B˜)
d∑
ℓ=1
cℓ <∞,
hence the real and imaginary parts of (Z
(2)
t )t∈R+ are L2-bounded martingales. As in case of
(D
(3)
t )t∈R+ , for each t ∈ R+, one can derive
E(|Z
(3)
t |
2) =
d∑
ℓ=1
∫ t
0
∫
Ud
e−2Re(λ)u|〈v, z〉|21{‖z‖<eRe(λ)u} E(Xu,ℓ) du µℓ(dz)
6 C4‖v‖
2
d∑
ℓ=1
∫ ∞
0
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖21{‖z‖<eRe(λ)u} du µℓ(dz) = C4‖v‖
2K
(3)
0 <∞.
Consequently, the real and imaginary parts of (Z
(3)
t )t∈R+ are L2-bounded martingales. As in
case of (D
(4)
t )t∈R+ , for each t ∈ R+, one can derive
E(|Z
(4)
t |) 6 2‖v‖
d∑
ℓ=1
∫ ∞
0
∫
Ud
e−Re(λ)u‖z‖1{‖z‖>eRe(λ)u} E(Xu,ℓ) du µℓ(dz) = ‖v‖E(K
(4)
0 ) <∞,
hence the real and imaginary parts of (Z
(4)
t )t∈R+ are L1-bounded martingales. As in case of
(D
(5)
t )t∈R+ , for each t ∈ R+, one can derive
E(|Z
(5)
t |) 6 2‖v‖
∫ ∞
0
∫
Ud
e−Re(λ)u‖r‖ du ν(dr) = ‖v‖E(K
(5)
0 ) <∞
hence the real and imaginary parts of (Z
(5)
t )t∈R+ are L1-bounded martingales. Consequently,
by the martingale convergence theorem, we conclude that the real and imaginary parts of the
martingales (Z
(j)
t )t∈R+ , j ∈ {2, 3, 4, 5}, are almost sure convergent as t → ∞, hence, by
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(3.20), we conclude the almost sure convergence of e−λt〈v,X t〉 as t→∞ together with the
almost sure convergence of the improper integrals in (3.4).
We have already showed the L1-convergence of e
−λt〈v,X t〉 as t→∞ towards the right
hand side of (3.4), so the almost sure convergence of e−λt〈v,Xt〉 as t→∞ yields the almost
sure convergence in (3.3) as well.
By the convergence e−λt〈v,X t〉
L1−→ wv,X0 as t→∞ in (3.3), we obtain E(e
−λt〈v,X t〉)→
E(wv,X0) as t → ∞. On the other hand, for each t ∈ R+, using the representa-
tion (3.6) and the martingale property of the processes (Z
(j)
t )t∈R+ , j ∈ {2, 3, 4, 5}, we
have E(e−λt〈v,X t〉) = 〈v,E(X0)〉 + Z
(1)
t = 〈v,E(X0)〉 + 〈v, β˜〉
∫ t
0
e−λu du, hence we obtain
E(e−λt〈v,X t〉)→ 〈v,E(X0)〉+
〈v,β˜〉
λ
as t→∞. Consequently, E(wv,X0) = 〈v,E(X0)〉+
〈v,β˜〉
λ
.
From here, we can see that if 〈v,E(X0)〉+
〈v,β˜〉
λ
6= 0, then P(wv,X0 = 0) < 1.
Next, we prove that wu,X0
a.s.
= 0 if and only if X0
a.s.
= 0 and β˜ = 0. Since wu,X0 is non-
negative, we have wu,X0
a.s.
= 0 if and only if E(wu,X0) = 0. Since u ∈ R
d
++, P(X0 ∈ R
d
+) = 1
and β˜ ∈ Rd+, we have E(wu,X0) = 〈u,E(X0)〉 +
〈u,β˜〉
s(B˜)
= 0 if and only if E(X0) = 0 and
β˜ = 0, yielding the assertion in question.
Next, we prove that if the moment condition (3.2) does not hold for λ = s(B˜), then
P(wu,X0 = 0) = 1. For each t, T ∈ R+, by Lemma A.1, we have X t+T
D
=X
(1)
t +X
(2,T )
t , where
(X(1)s )s∈R+ and (X
(2,T )
s )s∈R+ are independent multi-type CBI processes with P(X
(1)
0 = 0) = 1,
X
(2,T )
0
D
= XT , and with parameters (d, c,β,B, ν,µ) and (d, c, 0,B, 0,µ), respectively.
Taking the inner product with u and multiplying by e−s(B˜)(t+T ), we obtain
e−s(B˜)(t+T )〈u,X t+T 〉
D
= e−s(B˜)T (e−s(B˜)t〈u,X
(1)
t 〉) + e
−s(B˜)T (e−s(B˜)t〈u,X
(2,T )
t 〉), t, T ∈ R+.
Letting t→∞, by (3.1), we obtain
wu,X0
D
= e−s(B˜)Tw
(1)
u,0 + e
−s(B˜)Tw
(2,T )
u,X
(2,T )
0
, T ∈ R+,
where w
(1)
u,0 := limt→∞ e
−s(B˜)t〈u,X
(1)
t 〉 and w
(2,T )
u,X
(2,T )
0
:= limt→∞ e
−s(B˜)t〈u,X
(2,T )
t 〉 almost
surely. Due to Kyprianou et al. [14, Theorem 1.3/(ii)] and the law of total probability, we have
P(w
(2,T )
u,X
(2,T )
0
= 0) = 1, since (X(2,T )s )s∈R+ is a CB process and the moment condition (3.2) does
not hold for λ = s(B˜). Consequently, for each T ∈ R+, we have wu,X0
D
= e−s(B˜)Tw
(1)
u,0. The
convergence e−s(B˜)Tw
(1)
u,0
a.s.
−→ 0 as T → ∞ yields e−s(B˜)Tw
(1)
u,0
D
−→ 0 as T → ∞, thus we
conclude that wu,X0
a.s.
= 0, hence the proof is complete.
Finally, we prove that if the moment condition (3.2) does not hold for λ = s(B˜), then
e−s(B˜)t〈u,X t〉 does not converge in L1 as t→∞, provided that P(X0 = 0) < 1 or β˜ 6= 0.
On the contrary, let us suppose that e−s(B˜)t〈u,X t〉 converges in L1 as t → ∞. Recall
that if the moment condition (3.2) does not hold for λ = s(B˜), then e−s(B˜)t〈u,Xt〉
a.s.
−→ 0
as t → ∞, which yields that e−s(B˜)t〈u,X t〉 could converge only to 0 in L1 as t → ∞.
Especially, E(e−s(B˜)t〈u,X t〉) would converge to 0 as t→∞. Using (3.5), we have
E(e−s(B˜)t〈u,X t〉) = 〈u,E(X0)〉+ 〈u, β˜〉
∫ t
0
e−s(B˜)v dv → 〈u,E(X0)〉+
〈u, β˜〉
s(B˜)
as t→∞,
so u⊤ E(X0) +
〈u,β˜〉
s(B˜)
= 0 should hold. Since u ∈ Rd++, P(X0 ∈ R
d
+) = 1 and β˜ ∈ R
d
+, this
would imply that X0
a.s.
= 0 and β˜ = 0 (equivalently, X0
a.s.
= 0, β = 0 and ν = 0) leading
us to a contradiction. ✷
In the next remark we explain why we do not have any result in the case when the moment
condition (3.2) does not hold for λ ∈
(
1
2
s(B˜), s(B˜)
)
.
3.2 Remark. If the moment condition (3.2) does not hold for λ ∈
(
1
2
s(B˜), s(B˜)
)
, then we
do not know whether e−λt〈v,Xt〉 converges almost surely or not as t→∞, where v ∈ C
d is
a left eigenvector of B˜ corresponding to the eigenvalue λ. Provided that it converges almost
surely to a complex random variable wv,X0, then, similarly as in the proof of Theorem 3.1,
we would have
wv,X0
D
= e−λTw
(1)
v,0 + e
−λTw
(2,T )
v,X
(2,T )
0
, T ∈ R+,
where w
(1)
v,0 := limt→∞ e
−λt〈v,X
(1)
t 〉 and w
(2,T )
v,X
(2,T )
0
:= limt→∞ e
−λt〈v,X
(2,T )
t 〉 almost surely, and
(X(1)s )s∈R+ and (X
(2,T )
s )s∈R+ are independent multi-type CBI processes with P(X
(1)
0 = 0) = 1,
X
(2,T )
0
D
= XT , and with parameters (d, c,β,B, ν,µ) and (d, c, 0,B, 0,µ), respectively.
However, contrary to the proof of Theorem 3.1, we do not know whether P(w
(2,T )
v,X
(2,T )
0
= 0) = 1
holds or not. In the proof of Theorem 3.1 we used that the corresponding result for λ = s(B˜)
holds for CB processes due to Kyprianou et al. [14, Theorem 1.3/(ii)] which is based on a so-
called spine decomposition technique. Unfortunately, we do not know whether this technique
could be adapted to the case of λ ∈
(
1
2
s(B˜), s(B˜)
)
or not. We also do not know if the moment
condition (3.2) does not hold for λ ∈
(
1
2
s(B˜), s(B˜)
)
, then e−λt〈v,X t〉 converges in L1 or
not as t → ∞. In the proof of Theorem 3.1, the corresponding L1-convergence in the case of
λ = s(B˜) is based on the almost sure convergence of e−s(B˜)t〈u,X t〉 as t → ∞. The above
mentioned questions remain open problems. ✷
3.3 Theorem. Let (X t)t∈R+ be a supercritical and irreducible multi-type CBI process with
parameters (d, c,β,B, ν,µ) such that E(‖X0‖) <∞ and the moment condition (2.3) holds.
Then
e−s(B˜)tX t → wu,X0u˜ as t→∞ almost surely,
where wu,X0 is introduced in (3.3). If the moment condition (3.2) does not hold for λ = s(B˜),
then wu,X0
a.s.
= 0. If the moment condition (3.2) holds for λ = s(B˜), then e−s(B˜)tX t →
wu,X0u˜ as t→∞ in L1 as well. If the moment condition (3.2) does not hold for λ = s(B˜),
then e−s(B˜)tX t does not converge in L1 as t → ∞, provided that P(X0 = 0) < 1 or
β˜ 6= 0. If P(X0 = 0) = 1 and β˜ = 0, then P(X t = 0) = 1 for all t ∈ R+.
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Proof. First, let us suppose that the moment condition (3.2) does not hold for λ = s(B˜).
Then for each ℓ ∈ {1, . . . , d}, by (3.1), we have
lim sup
t→∞
e−s(B˜)te⊤ℓ X t 6 lim sup
t→∞
1
uℓ
e−s(B˜)t〈u,Xt〉 = 0
almost surely, yielding that e−s(B˜)tX t → 0 as t→∞ almost surely.
In what follows, let us suppose that the moment condition (3.2) holds for λ = s(B˜). For
each t, T ∈ R+, put
(3.21) ∆t,t+T := e
−s(B˜)(t+T )X t+T − e
−s(B˜)(t+T )eT B˜X t = e
−s(B˜)(t+T )(X t+T − e
T B˜X t).
We are going to carry out the proof in several steps. As an initial step, we show that for each
T ∈ R+, we have
(3.22) ∆t,t+T
L1−→ 0 as t→∞.
Using (3.22) we prove the L1 convergence of e
−s(B˜)tX t towards wu,X0u˜ as t → ∞ (see
(3.34)). Then we show the almost sure convergence of ∆t,t+T and that of e
−s(B˜)tX t along
lattice times (see (3.36) and (3.46)). Finally, we prove almost sure convergence of e−s(B˜)tX t
towards wu,X0u˜ as t→∞.
By Lemma 2.7, we obtain the representation
(3.23) ∆t,t+T = J
(1)
t,t+T + J
(2)
t,t+T + J
(3)
t,t+T + J
(4)
t,t+T + J
(5)
t,t+T
for all t, T ∈ R+ with
J
(1)
t,t+T := e
−s(B˜)(t+T )
∫ t+T
t
e(t+T−v)B˜β˜ dv,
J
(2)
t,t+T := e
−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
e(t+T−v)B˜eℓ
√
2cℓXv,ℓ dWv,ℓ,
J
(3)
t,t+T := e
−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e(t+T−v)B˜z1
{‖z‖<es(B˜)v}
1{w6Xv−,ℓ} N˜ℓ(dv, dz, dw),
J
(4)
t,t+T := e
−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e(t+T−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ} N˜ℓ(dv, dz, dw),
J
(5)
t,t+T := e
−s(B˜)(t+T )
∫ t+T
t
∫
Ud
e(t+T−v)B˜r M˜(dv, dr)
for all t, T ∈ R+. For each t, T ∈ R+, we obtain
J
(1)
t,t+T = e
−s(B˜)(t+T )
∫ T
0
e(T−u)B˜β˜ du,
20
hence, for each T ∈ R+, we conclude
(3.24) J
(1)
t,t+T → 0 as t→∞.
By (2.5) and (3.8), for each t, T ∈ R+ and ℓ ∈ {1, . . . , d}, we obtain
E
(∫ t+T
t
∥∥e(t+T−v)B˜eℓ∥∥22cℓXv,ℓ dv) = 2cℓ ∫ t+T
t
∥∥e(t+T−v)B˜eℓ∥∥2 E(Xv,ℓ) dv
6 2C23C4cℓ
∫ t+T
t
e2s(B˜)(t+T−v)es(B˜)v dv
6 2C23C4cℓe
2s(B˜)(t+T )
∫ ∞
t
e−s(B˜)v dv =
2C23C4cℓ
s(B˜)
es(B˜)(t+2T ) <∞,
thus
(3.25)
E(‖J
(2)
t,t+T‖
2) = e−2s(B˜)(t+T )
d∑
ℓ=1
E
(∫ t+T
t
∥∥e(t+T−v)B˜eℓ∥∥22cℓXv,ℓ dv)
6
2C23C4
s(B˜)
e−2s(B˜)(t+T )
d∑
ℓ=1
cℓe
s(B˜)(t+2T ) =
2C23C4
s(B˜)
( d∑
ℓ=1
cℓ
)
e−s(B˜)t.
Consequently, for each T ∈ R+, we conclude
(3.26) J
(2)
t,t+T
L2−→ 0 as t→∞,
and hence
(3.27) J
(2)
t,t+T
L1−→ 0 as t→∞.
By (2.5), (3.8) and (3.11), for each t, T ∈ R+ and ℓ ∈ {1, . . . , d}, we get
E
(∫ t+T
t
∫
Ud
∫
U1
∥∥e(t+T−v)B˜z∥∥21
{‖z‖<es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw
)
=
∫ t+T
t
∫
Ud
∥∥e(t+T−v)B˜z∥∥21
{‖z‖<es(B˜)v}
E(Xv,ℓ) dv µℓ(dz)
6 C23C4
∫ t+T
t
∫
Ud
es(B˜)2(t+T−v)‖z‖21
{‖z‖<es(B˜)v}
es(B˜)v dv µℓ(dz)
6 C23C4e
2s(B˜)(t+T )
∫ ∞
t
∫
Ud
e−s(B˜)v‖z‖21
{‖z‖<es(B˜)v}
dv µℓ(dz) <∞,
hence, by page 62 in Ikeda and Watanabe [11] and (3.11), we have
(3.28)
E(‖J
(3)
t,t+T‖
2)
= e−2s(B˜)(t+T )
d∑
ℓ=1
E
(∫ t+T
t
∫
Ud
∫
U1
∥∥e(t+T−v)B˜z∥∥21
{‖z‖<es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw
)
6 C23C4
d∑
ℓ=1
∫ ∞
t
∫
Ud
e−s(B˜)v‖z‖21
{‖z‖<es(B˜)v}
dv µℓ(dz) = C
2
3C4K
(3)
t .
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Thus, by (3.12), we obtain J
(3)
t,t+T
L2−→ 0 as t → ∞ for each T ∈ R+. Consequently, for
each T ∈ R+, we conclude
(3.29) J
(3)
t,t+T
L1−→ 0 as t→∞.
Further, similarly as in case of (D
(4)
t )t∈R+ , for each t, T ∈ R+, we have
J
(4)
t,t+T = e
−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e(t+T−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ}Nℓ(dv, dz, dw)
− e−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e(t+T−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw
almost surely, thus for each i ∈ {1, . . . , d}, by (2.5), we obtain
|e⊤i J
(4)
t,t+T | 6 e
−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e⊤i e
(t+T−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ}Nℓ(dv, dz, dw)
+ e−s(B˜)(t+T )
d∑
ℓ=1
∫ t+T
t
∫
Ud
∫
U1
e⊤i e
(t+T−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw
6 C3
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−s(B˜)v‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ}Nℓ(dv, dz, dw)
+ C3
d∑
ℓ=1
∫ ∞
t
∫
Ud
∫
U1
e−s(B˜)v‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw,
hence, by (3.14), we get
(3.30) |e⊤i J
(4)
t,t+T | 6 C3K
(4)
t
almost surely. Consequently, by (3.15), for each T ∈ R+, we conclude
(3.31) J
(4)
t,t+T
L1−→ 0 as t→∞.
In a similar way, for each t, T ∈ R+, we have
J
(5)
t,t+T = e
−s(B˜)(t+T )
∫ t+T
t
∫
Ud
e(t+T−v)B˜rM(dv, dr)− e−s(B˜)(t+T )
∫ t+T
t
∫
Ud
e(t+T−v)B˜r dv ν(dr)
almost surely, thus for each i ∈ {1, . . . , d}, by (2.5), we obtain
|e⊤i J
(5)
t,t+T |
6 e−s(B˜)(t+T )
∫ t+T
t
∫
Ud
e⊤i e
(t+T−v)B˜rM(dv, dr) + e−s(B˜)(t+T )
∫ t+T
t
∫
Ud
e⊤i e
(t+T−v)B˜r dv ν(dr)
6 C3
∫ ∞
t
∫
Ud
e−s(B˜)v‖r‖M(dv, dr) + C3
∫ ∞
t
∫
Ud
e−s(B˜)v‖r‖ dv ν(dr),
22
thus, by (3.17),
(3.32) |e⊤i J
(5)
t,t+T | 6 C3K
(5)
t
almost surely. Consequently, by (3.18), for each T ∈ R+, we conclude
(3.33) J
(5)
t,t+T
L1−→ 0 as t→∞.
The convergences (3.24), (3.27), (3.29), (3.31) and (3.33) yield (3.22). In fact, it turned out
that, for each T ∈ R+, we have J
(2)
t,t+T
L2−→ 0 and J
(3)
t,t+T
L2−→ 0 as t → ∞, but only
J
(4)
t,t+T
L1−→ 0 and J
(5)
t,t+T
L1−→ 0 as t→∞.
Next we prove
(3.34) e−s(B˜)tX t
L1−→ wu,X0u˜ as t→∞
by (3.22) and (3.3) with λ = s(B˜) and v = u. For each t, T ∈ R+ and i ∈ {1, . . . , d},
using (3.21) and the identity Id =
∑d
j=1 eje
⊤
j , we have
e−s(B˜)(t+T )e⊤i X t+T = e
⊤
i ∆t,t+T + e
−s(B˜)(t+T )e⊤i e
T B˜X t
= e⊤i ∆t,t+T +
d∑
j=1
(e⊤i e
−s(B˜)T eT B˜ej)e
−s(B˜)te⊤j X t
= e⊤i ∆t,t+T +
d∑
j=1
(e⊤i u˜u
⊤ej)e
−s(B˜)te⊤j X t +
d∑
j=1
[
e⊤i (e
−s(B˜)T eT B˜ − u˜u⊤)ej
]
e−s(B˜)te⊤j X t
= e⊤i ∆t,t+T + (e
⊤
i u˜)e
−s(B˜)tu⊤X t +
d∑
j=1
[
e⊤i (e
−s(B˜)T eT B˜ − u˜u⊤)ej
]
e−s(B˜)te⊤j X t.
By (2.5), for each T ∈ R+ and i, j ∈ {1, . . . , d}, we have∣∣e⊤i (e−s(B˜)T eT B˜ − u˜u⊤)ej∣∣ 6 ‖e−s(B˜)T eT B˜ − u˜u⊤‖ 6 C1e−C2T 6 C5e−C2Te⊤i u˜u⊤ej ,
where
C5 := max
i,j∈{1,...,d}
C1
e⊤i u˜u
⊤ej
=
C1
min
i,j∈{1,...,d}
e⊤i u˜u
⊤ej
=
C1
min
i∈{1,...,d}
e⊤i u˜ min
j∈{1,...,d}
u⊤ej
∈ R++,
since u, u˜ ∈ Rd++. Hence for each t, T ∈ R+ and i ∈ {1, . . . , d}, we have
(3.35)
|e−s(B˜)(t+T )e⊤i X t+T − wu,X0e
⊤
i u˜|
6 |e⊤i ∆t,t+T |+ |(e
⊤
i u˜)(e
−s(B˜)tu⊤X t − wu,X0)|
+
d∑
j=1
C5e
−C2T (e⊤i u˜u
⊤ej)e
−s(B˜)te⊤j X t
6 |e⊤i ∆t,t+T |+ ‖u˜‖|e
−s(B˜)t〈u,X t〉 − wu,X0|+ C5‖u˜‖e
−C2T−s(B˜)t〈u,Xt〉.
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For each t, T ∈ R+ and i ∈ {1, . . . , d}, by (3.35), we obtain
E(|e−s(B˜)(t+T )e⊤i X t+T − wu,X0e
⊤
i u˜|)
6 E(|e⊤i ∆t,t+T |) + ‖u˜‖E(|e
−s(B˜)t〈u,X t〉 − wu,X0 |) + C5‖u˜‖e
−C2T−s(B˜)t E(〈u,X t〉).
By (3.22) and (3.3) with λ = s(B˜) and v = u, for each T ∈ R+ and i ∈ {1, . . . , d}, we
obtain
lim sup
t→∞
E(|e−s(B˜)te⊤i X t − wu,X0e
⊤
i u˜|) = lim sup
t→∞
E(|e−s(B˜)(t+T )e⊤i X t+T − wu,X0e
⊤
i u˜|)
6 C5‖u˜‖e
−C2T lim sup
t→∞
E(e−s(B˜)t〈u,X t〉) = C5‖u˜‖e
−C2T E(wu,X0),
hence, by T →∞, we conclude (3.34).
Next we show that for each m ∈ N and δ ∈ R++, we have
(3.36) ∆nδ,(n+m)δ
a.s.
−→ 0 as n→∞.
For each m ∈ N, δ ∈ R++ and ε ∈ R++, by (3.25), we obtain
(3.37)
∞∑
n=1
P(‖J
(2)
nδ,(n+m)δ‖ > ε) 6
1
ε2
∞∑
n=1
E(‖J
(2)
nδ,(n+m)δ‖
2)
6
2C23C4
ε2s(B˜)
( d∑
ℓ=1
cℓ
) ∞∑
n=1
e−s(B˜)nδ <∞,
hence, by the Borel–Cantelli lemma, for each m ∈ N and δ ∈ R++, we conclude
(3.38) J
(2)
nδ,(n+m)δ
a.s.
−→ 0 as n→∞.
For each m ∈ N, δ ∈ R++ and ε ∈ R++, by (3.28), we obtain
(3.39)
∞∑
n=1
P(‖J
(3)
nδ,(n+m)δ‖ > ε) 6
1
ε2
∞∑
n=1
E(‖J
(3)
nδ,(n+m)δ‖
2) 6
C23C4
ε2
∞∑
n=1
K
(3)
nδ .
We will show
(3.40)
∞∑
n=1
K
(3)
nδ <∞.
By Fubini’s theorem, we have
∞∑
n=1
K
(3)
nδ =
∞∑
n=1
d∑
ℓ=1
∫ ∞
nδ
∫
Ud
e−s(B˜)u‖z‖21
{‖z‖<es(B˜)u}
du µℓ(dz)
=
d∑
ℓ=1
∞∑
n=1
∞∑
k=n
∫ (k+1)δ
kδ
∫
Ud
e−s(B˜)u‖z‖21
{‖z‖<es(B˜)u}
du µℓ(dz)
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=
d∑
ℓ=1
∞∑
k=1
k
∫ (k+1)δ
kδ
∫
Ud
e−s(B˜)u‖z‖21
{‖z‖<es(B˜)u}
du µℓ(dz)
6
1
δ
d∑
ℓ=1
∫ ∞
0
∫
Ud
ue−s(B˜)u‖z‖21
{‖z‖<es(B˜)u}
du µℓ(dz).
Here, for each ℓ ∈ {1, . . . , d}, using Fubini’s theorem, we have∫ ∞
0
∫
Ud
ue−s(B˜)u‖z‖21{‖z‖<1} du µℓ(dz) =
∫ ∞
0
ue−s(B˜)u du
∫
Ud
‖z‖21{‖z‖<1} µℓ(dz)
=
1
s(B˜)2
∫
Ud
‖z‖21{‖z‖<1} µℓ(dz) <∞
by Definition 2.2, and∫ ∞
0
∫
Ud
ue−s(B˜)u‖z‖21
{16‖z‖<es(B˜)u}
du µℓ(dz)
=
∫
Ud
(∫ ∞
1
s(B˜)
log(‖z‖)
ue−s(B˜)u du
)
‖z‖21{‖z‖>1} µℓ(dz)
=
∫
Ud
‖z‖−1
s(B˜)2
(1 + log(‖z‖))‖z‖21{‖z‖>1} µℓ(dz)
6
1
s(B˜)2
∫
Ud
‖z‖1{‖z‖>1} µℓ(dz) +
1
s(B˜)2
∫
Ud
‖z‖ log(‖z‖)1{‖z‖>1} µℓ(dz) <∞
by the moment condition (3.2) with λ = s(B˜). Thus, for each δ ∈ R++, we obtain (3.40).
Hence, for each m ∈ N and δ ∈ R++, by (3.39) and by the Borel–Cantelli lemma, we conclude
(3.41) J
(3)
nδ,(n+m)δ
a.s.
−→ 0 as n→∞.
By (3.30), for each m,n ∈ N, δ ∈ R++ and i ∈ {1, . . . , d}, we have |e
⊤
i J
(4)
nδ,(n+m)δ| 6 C3K
(4)
nδ .
For each δ ∈ R++, the function N ∋ n 7→ K
(4)
nδ is decreasing almost surely, hence, by (3.15),
we obtain
(3.42) K
(4)
nδ
a.s.
−→ 0 as n→∞.
Consequently, for each m ∈ N and δ ∈ R++, we conclude
(3.43) J
(4)
nδ,(n+m)δ
a.s.
−→ 0 as n→∞.
By (3.32), for each m,n ∈ N, δ ∈ R++ and i ∈ {1, . . . , d}, we have |e
⊤
i J
(5)
nδ,(n+m)δ| 6 C3K
(5)
nδ .
For each δ ∈ R++, the function N ∋ n 7→ K
(5)
nδ is decreasing almost surely, hence, by (3.18),
we obtain
(3.44) K
(5)
nδ
a.s.
−→ 0 as n→∞.
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Consequently, for each m ∈ N and δ ∈ R++, we conclude
(3.45) J
(5)
nδ,(n+m)δ
a.s.
−→ 0 as n→∞.
The representation (3.23) and the convergences (3.24), (3.38), (3.41), (3.43) and (3.45) yield
(3.36).
Next, using the almost sure convergences (3.36) and (3.1), we will show the almost sure
convergence of (e−s(B˜)tX t)t∈R+ along lattice times, i.e., we will prove that for each δ ∈ R++,
we have
(3.46) e−s(B˜)nδXnδ
a.s.
−→ wu,X0u˜ as n→∞.
By (3.35), (3.36) and (3.1), for each m ∈ N, δ ∈ R++ and i ∈ {1, . . . , d}, we obtain
lim sup
n→∞
|e−s(B˜)nδe⊤i Xnδ − wu,X0e
⊤
i u˜| = lim sup
n→∞
|e−s(B˜)(n+m)δe⊤i X(n+m)δ − wu,X0e
⊤
i u˜|
6 C5‖u˜‖e
−C2mδ lim sup
n→∞
e−s(B˜)nδ〈u,Xnδ〉 = C5‖u˜‖e
−C2mδwu,X0
almost surely, hence, by m→∞, we conclude (3.46).
The aim of the following discussion is to derive
(3.47) e−s(B˜)tX t
a.s.
−→ wu,X0u˜ as t→∞
by the help of the almost sure convergence (3.46) of (e−s(B˜)nδXnδ)n∈N for all δ ∈ R++
together with the almost sure convergence (3.1) of (e−s(B˜)t〈u,X t〉)t∈R+ . For each t ∈ R+,
i ∈ {1, . . . , d}, n ∈ N and δ ∈ R++, we have
|e−s(B˜)te⊤i X t − wu,X0e
⊤
i u˜| 6 |e
−s(B˜)te⊤i X t − e
−s(B˜)te⊤i e
((n+1)δ−t)B˜X t|
+ |e−s(B˜)te⊤i e
((n+1)δ−t)B˜X t − wu,X0e
⊤
i u˜|,
hence for each i ∈ {1, . . . , d}, we get
lim sup
t→∞
|e−s(B˜)te⊤i X t − wu,X0e
⊤
i u˜|
6 lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)te⊤i X t − wu,X0e
⊤
i u˜| 6 I
(1)
i + I
(2)
i
with
I
(1)
i := lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)te⊤i X t − e
−s(B˜)te⊤i e
((n+1)δ−t)B˜X t|
= lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)te⊤i (Id − e
((n+1)δ−t)B˜)X t|,
I
(2)
i := lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)te⊤i e
((n+1)δ−t)B˜X t − wu,X0e
⊤
i u˜|.
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For each i ∈ {1, . . . , d}, we have I
(1)
i 6 I
(1,1)I(1,2) with
I(1,1) := lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
‖Id − e
((n+1)δ−t)B˜‖
= lim sup
δ↓0
lim sup
n→∞
sup
v∈(0,δ]
‖Id − e
vB˜‖ = lim sup
δ↓0
sup
v∈(0,δ]
‖Id − e
vB˜‖ = 0,
I(1,2) := lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
e−s(B˜)t‖X t‖.
For each x ∈ Rd+, we have
(3.48) ‖x‖2 =
d∑
j=1
(e⊤j x)
2 =
d∑
j=1
[(e⊤j u)(e
⊤
j x)]
2
(e⊤j u)
2
6
d∑
j=1
〈u,x〉2
(e⊤j u)
2
= C6〈u,x〉
2
with C6 :=
∑d
j=1
1
(e⊤
j
u)2
∈ R++, since u ∈ R
d
++. Thus, by the almost sure convergence (3.1),
we obtain
I(1,2) 6
√
C6 lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
e−s(B˜)t〈u,X t〉 =
√
C6wu,X0 <∞
almost surely, and hence, we conclude I
(1)
i = 0 almost surely for each i ∈ {1, . . . , d}.
In order to show I
(2)
i = 0 almost surely for each i ∈ {1, . . . , d}, by Lemma 2.7, we consider
the representation
e−s(B˜)te⊤i e
((n+1)δ−t)B˜X t − wu,X0e
⊤
i u˜ =
5∑
j=0
J
(n,δ,j)
t,i
with
J
(n,δ,0)
t,i := e
−s(B˜)te⊤i e
δB˜Xnδ − wu,X0e
⊤
i u˜,
J
(n,δ,1)
t,i := e
−s(B˜)t
∫ t
nδ
e⊤i e
((n+1)δ−v)B˜ β˜ dv,
J
(n,δ,2)
t,i := e
−s(B˜)t
d∑
ℓ=1
∫ t
nδ
e⊤i e
((n+1)δ−v)B˜eℓ
√
2cℓXv,ℓ dWv,ℓ,
J
(n,δ,3)
t,i := e
−s(B˜)t
d∑
ℓ=1
∫ t
nδ
∫
Ud
∫
U1
e⊤i e
((n+1)δ−v)B˜z1
{‖z‖<es(B˜)v}
1{w6Xv−,ℓ} N˜ℓ(dv, dz, dw),
J
(n,δ,4)
t,i := e
−s(B˜)t
d∑
ℓ=1
∫ t
nδ
∫
Ud
∫
U1
e⊤i e
((n+1)δ−v)B˜z1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ} N˜ℓ(dv, dz, dw),
J
(n,δ,5)
t,i := e
−s(B˜)t
∫ t
nδ
∫
Ud
e⊤i e
((n+1)δ−v)B˜r M˜(dv, dr)
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for all i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ). For each i ∈ {1, . . . , d},
n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ), we have
J
(n,δ,0)
t,i 6 J
(n,δ,0,1)
t,i + J
(n,δ,0,2)
t,i + J
(n,δ,0,3)
i
with
J
(n,δ,0,1)
t,i := e
−s(B˜)te⊤i e
δB˜Xnδ − e
−s(B˜)te⊤i Xnδ = e
−s(B˜)te⊤i (e
δB˜ − Id)Xnδ,
J
(n,δ,0,2)
t,i := e
−s(B˜)te⊤i Xnδ − e
−s(B˜)nδe⊤i Xnδ = (e
−s(B˜)(t−nδ) − 1)e−s(B˜)nδe⊤i Xnδ,
J
(n,δ,0,3)
i := e
−s(B˜)nδe⊤i Xnδ − wu,X0e
⊤
i u˜.
For each i ∈ {1, . . . , d}, we have
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,0,1)
t,i |
6
(
lim sup
δ↓0
‖eδB˜ − Id‖
)(
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
e−s(B˜)t‖Xnδ‖
)
,
where lim supδ↓0 ‖e
δB˜ − Id‖ = 0, and, by (3.48) and (3.1),
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
e−s(B˜)t‖Xnδ‖ 6
√
C6 lim sup
δ↓0
lim sup
n→∞
e−s(B˜)nδ〈u,Xnδ〉
=
√
C6wu,X0 <∞
almost surely, hence we get lim supδ↓0 lim supn→∞ supt∈[nδ,(n+1)δ) |J
(n,δ,0,1)
t,i | = 0 almost surely.
Moreover, for each i ∈ {1, . . . , d}, we have
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,0,2)
t,i |
6
(
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)(t−nδ) − 1|
)(
lim sup
δ↓0
lim sup
n→∞
e−s(B˜)nδ‖Xnδ‖
)
,
where
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|e−s(B˜)(t−nδ) − 1| = lim sup
δ↓0
|e−s(B˜)δ − 1| = 0,
and, by (3.48) and (3.1),
lim sup
δ↓0
lim sup
n→∞
e−s(B˜)nδ‖Xnδ‖ 6
√
C6 lim sup
δ↓0
lim sup
n→∞
e−s(B˜)nδ〈u,Xnδ〉 =
√
C6wu,X0 <∞
almost surely, hence we obtain lim supδ↓0 lim supn→∞ supt∈[nδ,(n+1)δ) |J
(n,δ,0,2)
t,i | = 0 almost surely.
Further, for each i ∈ {1, . . . , d}, by (3.46), we get
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,0,3)
i | = lim sup
δ↓0
lim sup
n→∞
|J
(n,δ,0,3)
i | = 0 almost surely,
28
and we conclude
(3.49) lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,0)
t,i | = 0 almost surely.
Moreover, for all i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ), by (2.5),
|J
(n,δ,1)
t,i | 6 e
−s(B˜)t
∫ t
nδ
|e⊤i e
((n+1)δ−v)B˜ β˜| dv 6 ‖β˜‖e−s(B˜)t
∫ t
nδ
‖e((n+1)δ−v)B˜‖ dv
6 C3‖β˜‖e
−s(B˜)t
∫ t
nδ
es(B˜)((n+1)δ−v) dv 6 C3‖β˜‖e
s(B˜)((n+1)δ−t)
∫ ∞
nδ
e−s(B˜)v dv
=
C3‖β˜‖
s(B˜)
es(B˜)((n+1)δ−t)e−s(B˜)nδ =
C3‖β˜‖
s(B˜)
es(B˜)(δ−t),
thus
(3.50)
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,1)
t,i | 6
C3‖β˜‖
s(B˜)
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
es(B˜)(δ−t)
=
C3‖β˜‖
s(B˜)
lim sup
δ↓0
lim sup
n→∞
e−s(B˜)(n−1)δ = 0.
Further, for each i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ), we have
|J
(n,δ,2)
t,i | 6 |M
(n,δ,2)
t,i |, where
M
(n,δ,2)
t,i := e
−s(B˜)nδ
d∑
ℓ=1
∫ t
nδ
e⊤i e
((n+1)δ−v)B˜eℓ
√
2cℓXv,ℓ dWv,ℓ, t ∈ R+,
is a square integrable martingale (which can be checked as in case of (Z
(2)
t )t∈R+ in the proof
of Theorem 3.1). By the maximal inequality for submartingales and by (3.25), for each i ∈
{1, . . . , d}, n ∈ N, δ ∈ R++ and ε ∈ R++, we obtain
P
(
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,2)
t,i | > ε
)
6 P
(
sup
t∈[nδ,(n+1)δ)
|M
(n,δ,2)
t,i | > ε
)
6
1
ε2
E
[
(M
(n,δ,2)
(n+1)δ,i)
2
]
=
1
ε2
e−2s(B˜)nδ
d∑
ℓ=1
E
(∫ (n+1)δ
nδ
|e⊤i e
((n+1)δ−v)B˜eℓ|
22cℓXv,ℓ dv
)
=
2
ε2
e−2s(B˜)nδ
d∑
ℓ=1
cℓ
∫ (n+1)δ
nδ
|e⊤i e
((n+1)δ−v)B˜eℓ|
2
E(Xv,ℓ) dv
6
2
ε2
e−2s(B˜)nδ
d∑
ℓ=1
cℓ
∫ (n+1)δ
nδ
‖e((n+1)δ−v)B˜eℓ‖
2
E(Xv,ℓ) dv =
1
ε2
e2s(B˜)δ E(‖J
(2)
nδ,(n+1)δ‖
2),
hence, for each i ∈ {1, . . . , d}, δ ∈ R++ and ε ∈ R++, we obtain
∞∑
n=1
P
(
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,2)
t,i | > ε
)
6
1
ε2
e2s(B˜)δ
∞∑
n=1
E(‖J
(2)
nδ,(n+1)δ‖
2) <∞,
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by (3.37). By the Borel–Cantelli lemma, for each i ∈ {1, . . . , d} and δ ∈ R++, we conclude
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,2)
t,i |
a.s.
−→ 0 as n→∞,
and hence
(3.51) lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,2)
t,i | = 0 almost surely.
In a similar way, for each i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ), we have
|J
(n,δ,3)
t,i | 6 |M
(n,δ,3)
t,i |, where
M
(n,δ,3)
t,i := e
−s(B˜)nδ
d∑
ℓ=1
∫ t
nδ
∫
Ud
∫
U1
e⊤i e
((n+1)δ−v)B˜z1
{‖z‖<es(B˜)v}
1{w6Xv−,ℓ} N˜ℓ(dv, dz, dw)
for t ∈ R+ defines a square integrable martingale (which can be checked as in case of (Z
(3)
t )t∈R+
in the proof of Theorem 3.1). By the maximal inequality for submartingales and by (3.28),
(3.39) and (3.40), for each i ∈ {1, . . . , d}, δ ∈ R++ and ε ∈ R++, we obtain
∞∑
n=1
P
(
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,3)
t,i | > ε
)
6
∞∑
n=1
P
(
sup
t∈[nδ,(n+1)δ)
|M
(n,δ,3)
t,i | > ε
)
6
1
ε2
∞∑
n=1
E
[
(M
(n,δ,3)
(n+1)δ,i)
2
]
6
1
ε2
e2s(B˜)δ
∞∑
n=1
E(‖J
(3)
nδ,(n+1)δ‖
2) 6
C23C4
ε2
e2s(B˜)δ
∞∑
n=1
K
(3)
nδ <∞,
thus, by the Borel–Cantelli lemma, for each i ∈ {1, . . . , d} and δ ∈ R++, we conclude
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,3)
t,i |
a.s.
−→ 0 as n→∞,
and hence
(3.52) lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,3)
t,i | = 0 almost surely.
Next, for each i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n + 1)δ), as in case of J
(4)
t,t+T ,
we obtain
|J
(n,δ,4)
t,i | 6 C3e
−s(B˜)t
d∑
ℓ=1
∫ ∞
nδ
∫
Ud
∫
U1
es(B˜)((n+1)δ−v)‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ}Nℓ(dv, dz, dw)
+ C3e
−s(B˜)t
d∑
ℓ=1
∫ ∞
nδ
∫
Ud
∫
U1
es(B˜)((n+1)δ−v)‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw
almost surely, hence, by (3.14),
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,4)
t,i | 6 C3e
s(B˜)δ
d∑
ℓ=1
∫ ∞
nδ
∫
Ud
∫
U1
e−s(B˜)v‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv−,ℓ}Nℓ(dv, dz, dw)
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+C3e
s(B˜)δ
d∑
ℓ=1
∫ ∞
nδ
∫
Ud
∫
U1
e−s(B˜)v‖z‖1
{‖z‖>es(B˜)v}
1{w6Xv,ℓ} dv µℓ(dz) dw = C3e
s(B˜)δK
(4)
nδ
almost surely. By (3.42), for each i ∈ {1, . . . , d}, we conclude
(3.53)
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,4)
t,i | 6 lim sup
δ↓0
lim sup
n→∞
C3e
s(B˜)δK
(4)
nδ = 0 almost surely.
Finally, for each i ∈ {1, . . . , d}, n ∈ N, δ ∈ R++ and t ∈ [nδ, (n+1)δ), as in case of J
(5)
t,t+T ,
we obtain
|J
(n,δ,5)
t,i | 6 C3e
−s(B˜)t
∫ ∞
nδ
∫
Ud
es(B˜)((n+1)δ−v)‖r‖M(dv, dr)
+ C3e
−s(B˜)t
∫ ∞
nδ
∫
Ud
es(B˜)((n+1)δ−v)‖r‖ dv ν(dr)
almost surely, hence, by (3.17),
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,5)
t,i | 6 C3e
s(B˜)δ
∫ ∞
nδ
∫
Ud
e−s(B˜)v‖r‖M(dv, dr)
+ C3e
s(B˜)δ
∫ ∞
nδ
∫
Ud
e−s(B˜)v‖r‖ dv ν(dz) = C3e
s(B˜)δK
(5)
nδ
almost surely. By (3.44), for each i ∈ {1, . . . , d}, we conclude
(3.54)
lim sup
δ↓0
lim sup
n→∞
sup
t∈[nδ,(n+1)δ)
|J
(n,δ,5)
t,i | 6 lim sup
δ↓0
lim sup
n→∞
C3e
s(B˜)δK
(5)
nδ = 0 almost surely.
The convergences (3.49), (3.50), (3.51), (3.52), (3.53) and (3.54) yield (3.47).
Finally, we check that if the moment condition (3.2) does not hold for λ = s(B˜), then
e−s(B˜)tX t does not converge in L1 as t → ∞, provided that P(X0 = 0) < 1 or β˜ 6= 0.
On the contrary, let us suppose that e−s(B˜)tX t converges in L1 as t→∞. Then, especially,
e−s(B˜)t〈u,X t〉 converges in L1 as t → ∞, which leads us to a contradiction by Theorem
3.1. ✷
Next we present L2-convergence results for supercritical and irreducible multi-type CBI
processes.
3.4 Theorem. Let (X t)t∈R+ be a supercritical and irreducible multi-type CBI process with
parameters (d, c,β,B, ν,µ) such that E(‖X0‖
2) <∞ and the moment conditions
(3.55)
d∑
ℓ=1
∫
Ud
‖z‖21{‖z‖>1} µℓ(dz) <∞,
∫
Ud
‖r‖21{‖r‖>1} ν(dr) <∞
hold. Then for each λ ∈ σ(B˜) with Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
and for each left eigenvector
v ∈ Cd of B˜ corresponding to the eigenvalue λ, we have
(3.56) e−λt〈v,X t〉
L2−→ wv,X0 as t→∞
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(especially, E(|wv,X0|
2) <∞), where wv,X0 is introduced in (3.3), and the improper integrals
in (3.4) are convergent in L2.
Moreover,
(3.57) e−s(B˜)tX t
L2−→ wu,X0u˜ as t→∞.
Proof. First, note that the moment conditions of Theorem 3.1 hold, so, especially, we have
the representation (3.4), where the improper integrals are convergent almost surely and in L1
as well. In order to show (3.56), we consider the representation
wv,X0 − e
−λt〈v,X t〉 = D
(1)
t +D
(2)
t +D
(3)
t +D
(4)
t +D
(5)
t , t ∈ R+,
where D
(j)
t , j ∈ {1, 2, 3, 4, 5}, t ∈ R+, are defined in the proof of Theorem 3.1. Recall that
by (3.7) and (3.9), we have D
(1)
t → 0 and D
(2)
t
L2−→ 0 as t→∞. By (3.8), for each t ∈ R+
and ℓ ∈ {1, . . . , d}, we have
E
(∫ ∞
t
∫
Ud
∫
U1
|e−λu|2|〈v, z〉|21{w6Xu,ℓ} du µℓ(dz) dw
)
=
∫ ∞
t
∫
Ud
e−2Re(λ)u|〈v, z〉|2E(Xu,ℓ) du µℓ(dz)
6 C4‖v‖
2
∫ ∞
t
∫
Ud
e−(2Re(λ)−s(B˜))u‖z‖2 du µℓ(dz)
= C4‖v‖
2
∫ ∞
t
e−(2Re(λ)−s(B˜))u du
∫
Ud
‖z‖2 µℓ(dz)
=
C4‖v‖
2
2Re(λ)− s(B˜)
e−(2Re(λ)−s(B˜))t
∫
Ud
‖z‖2 µℓ(dz) <∞,
since
∫
Ud
‖z‖2 µℓ(dz) =
∫
Ud
‖z‖21{‖z‖<1} µℓ(dz) +
∫
Ud
‖z‖21{‖z‖>1} µℓ(dz) < ∞ by Definition
2.2 and by the moment condition (3.55). Hence, by page 63 in Ikeda and Watanabe [11], for
each t ∈ R+, we get
E(|D
(3)
t +D
(4)
t |
2) =
d∑
ℓ=1
E
(∫ ∞
t
∫
Ud
∫
U1
|e−λu|2|〈v, z〉|21{w6Xu,ℓ} du µℓ(dz) dw
)
6
C4‖v‖
2
2Re(λ)− s(B˜)
e−(2Re(λ)−s(B˜))t
d∑
ℓ=1
∫
Ud
‖z‖2 µℓ(dz),
yielding
(3.58) D
(3)
t +D
(4)
t
L2−→ 0 as t→∞.
Moreover, again by page 63 in Ikeda and Watanabe [11], for each t ∈ R+, we have
E(|D
(5)
t |
2) =
∫ ∞
t
∫
Ud
|e−λu|2|〈v, r〉|2 du ν(dr) 6
‖v‖2
2Re(λ)
e−2Re(λ)t
∫
Ud
‖r‖2 ν(dr) <∞
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since Re(λ) > 0 and
∫
Ud
‖r‖2 ν(dr) =
∫
Ud
‖r‖21{‖r‖<1} ν(dr) +
∫
Ud
‖r‖21{‖r‖>1} ν(dr) < ∞
by Definition 2.2 and by the moment condition (3.55), implying
(3.59) D
(5)
t
L2−→ 0 as t→∞.
The convergences (3.7), (3.9), (3.58) and (3.59) yield (3.56).
In order to show (3.57), using the moment condition (3.55), first we prove that for each
T ∈ R+, we have
(3.60) ∆t,t+T
L2−→ 0 as t→∞,
where ∆t,t+T , t, T ∈ R+, are introduced in (3.21). We use the representation (3.23) for
∆t,t+T , t, T ∈ R+. Recall that by (3.24) and (3.26), we have J
(1)
t,t+T → 0 and J
(2)
t,t+T
L2−→ 0
as t→ ∞ for all T ∈ R+. By (2.5) and (3.8), for each t, T ∈ R+ and ℓ ∈ {1, . . . , d}, we
get
E
(∫ t+T
t
∫
Ud
∫
U1
∥∥e(t+T−v)B˜z∥∥21{w6Xv,ℓ} dv µℓ(dz) dw)
=
∫ t+T
t
∫
Ud
∥∥e(t+T−v)B˜z∥∥2 E(Xv,ℓ) dv µℓ(dz)
6 C23C4
∫ t+T
t
∫
Ud
es(B˜)2(t+T−v)‖z‖2es(B˜)v dv µℓ(dz)
6 C23C4e
2s(B˜)(t+T )
∫ ∞
t
∫
Ud
e−s(B˜)v‖z‖2 dv µℓ(dz)
= C23C4e
2s(B˜)(t+T )
∫ ∞
t
e−s(B˜)v dv
∫
Ud
‖z‖2 µℓ(dz)
=
C23C4
s(B˜)
es(B˜)(t+2T )
∫
Ud
‖z‖2 µℓ(dz) <∞,
hence, by page 62 in Ikeda and Watanabe [11], we have
E(‖J
(3)
t,t+T + J
(4)
t,t+T‖
2) = e−2s(B˜)(t+T )
d∑
ℓ=1
E
(∫ t+T
t
∫
Ud
∫
U1
∥∥e(t+T−v)B˜z∥∥21{w6Xv,ℓ} dv µℓ(dz) dw)
6
C23C4
s(B˜)
e−s(B˜)t
d∑
ℓ=1
∫
Ud
‖z‖2 µℓ(dz).
Consequently, for each T ∈ R+, we conclude
(3.61) J
(3)
t,t+T + J
(4)
t,t+T
L2−→ 0 as t→∞.
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Moreover, by page 62 in Ikeda and Watanabe [11] and (2.5), for each t, T ∈ R+, we have
E(‖J
(5)
t,t+T‖
2) = e−2s(B˜)(t+T )
∫ t+T
t
∫
Ud
∥∥e(t+T−v)B˜r∥∥2 dv ν(dr)
6 C23e
−2s(B˜)(t+T )
∫ t+T
t
∫
Ud
es(B˜)2(t+T−v)‖r‖2 dv ν(dr) 6
C23
2s(B˜)
e−2s(B˜)t
∫
Ud
‖r‖2 ν(dr).
Consequently, for each T ∈ R+, we get
(3.62) J
(5)
t,t+T
L2−→ 0 as t→∞.
The convergences (3.24), (3.26), (3.61), and (3.62) yield (3.60).
Finally we prove (3.57). For each t, T ∈ R+ and i ∈ {1, . . . , d}, by (3.35), we obtain
E(|e−s(B˜)(t+T )e⊤i X t+T − wu,X0e
⊤
i u˜|
2)
6 3E(|e⊤i ∆t,t+T |
2) + 3‖u˜‖2E(|e−s(B˜)t〈u,X t〉 − wu,X0 |
2) + 3C25‖u˜‖
2e−2C2T−2s(B˜)t E(〈u,X t〉
2).
By (3.60) and (3.56) with λ = s(B˜) and v = u, for each T ∈ R+ and i ∈ {1, . . . , d}, we
obtain
lim sup
t→∞
E(|e−s(B˜)te⊤i X t − wu,X0e
⊤
i u˜|
2) = lim sup
t→∞
E(|e−s(B˜)(t+T )e⊤i X t+T − wu,X0e
⊤
i u˜|
2)
6 3C25‖u˜‖
2e−2C2T lim sup
t→∞
E((e−s(B˜)t〈u,X t〉)
2) = 3C25‖u˜‖
2e−2C2T E(w2u,X0),
hence, by T →∞, we conclude (3.57). ✷
Appendix
A On a decomposition of CBI processes
A.1 Lemma. If (X t)t∈R+ is a multi-type CBI process with parameters (d, c,β,B, ν,µ), then
for each t, T ∈ R+, we have X t+T
D
= X
(1)
t +X
(2,T )
t , where (X
(1)
s )s∈R+ and (X
(2,T )
s )s∈R+
are independent multi-type CBI processes with P(X
(1)
0 = 0) = 1, X
(2,T )
0
D
= XT , and with
parameters (d, c,β,B, ν,µ) and (d, c, 0,B, 0,µ), respectively.
Proof. It is known that v(r, v(s,λ)) = v(r + s,λ) for all r, s ∈ R+ and λ ∈ R
d
+, see, e.g.,
Li [15, page 58]. By the independence of (X(1)s )s∈R+ and (X
(2,T )
s )s∈R+, by (2.2) and by the
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law of total probability, for each t, T ∈ R+ and λ ∈ R
d
+, we have
E(e−〈λ,X
(1)
t +X
(2,T )
t 〉) = E(e−〈λ,X
(1)
t 〉)E(e−〈λ,X
(2,T )
t 〉)
= exp
{
−〈0, v(t,λ)〉 −
∫ t
0
ψ(v(s,λ)) ds
}
E(e−〈X
(2,T )
0 ,v(t,λ)〉)
= exp
{
−
∫ t
0
ψ(v(s,λ)) ds
}
E(e−〈XT ,v(t,λ)〉)
= exp
{
−
∫ t
0
ψ(v(s,λ)) ds
}
E
(
exp
{
−〈X0, v(T, v(t,λ))〉 −
∫ T
0
ψ(v(s, v(t,λ))) ds
})
= E
(
exp
{
−〈X0, v(t+ T,λ)〉 −
∫ t
0
ψ(v(s,λ)) ds−
∫ T
0
ψ(v(s+ t,λ)) ds
})
= E
(
exp
{
−〈X0, v(t+ T,λ)〉 −
∫ t
0
ψ(v(s,λ)) ds−
∫ t+T
t
ψ(v(u,λ)) du
})
= E
(
exp
{
−〈X0, v(t+ T,λ)〉 −
∫ t+T
0
ψ(v(s,λ)) ds
})
= E(e−〈λ,Xt+T 〉),
hence we obtain the assertion. ✷
B On the second moment of projections of multi-type
CBI processes
An explicit formula for the second moment of the projection of a multi-type CBI process on
the left eigenvectors of its branching mean matrix is presented together with its asymptotic
behavior in the supercritical and irreducible case.
B.1 Proposition. If (X t)t∈R+ is a multi-type CBI process with parameters (d, c,β,B, ν,µ)
such that E(‖X0‖
2) <∞ and the moment condition (3.55) holds, then for each left eigenvector
v ∈ Cd of B˜ corresponding to an arbitrary eigenvalue λ ∈ σ(B˜), we have
E(|〈v,X t〉|
2) = Ev,λ(t) +
d∑
ℓ=1
Cv,ℓIλ,ℓ(t) + Iλ(t)
∫
Ud
|〈v, r〉|2 ν(dr), t ∈ R+,
with
Ev,λ(t) := E
(∣∣∣∣eλt〈v,X0〉+ 〈v, β˜〉 ∫ t
0
eλ(t−u) du
∣∣∣∣2),
Iλ,ℓ(t) :=
∫ t
0
e2Re(λ)(t−u) E(Xu,ℓ) du, ℓ ∈ {1, . . . , d},
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Iλ(t) :=
∫ t
0
e2Re(λ)(t−u) du,
Cv,ℓ := 2|〈v, eℓ〉|
2cℓ +
∫
Ud
|〈v, z〉|2 µℓ(dz), ℓ ∈ {1, . . . , d}.
If, in addition, (X t)t∈R+ is supercritical and irreducible, then we have
lim
t→∞
h(t)E(|〈v,X t〉|
2) = M2,
where
h(t) :=

e−s(B˜)t if Re(λ) ∈
(
−∞, 1
2
s(B˜)
)
,
t−1e−s(B˜)t if Re(λ) = 1
2
s(B˜),
e−2Re(λ)t if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
,
and
M2 :=

1
s(B˜)−2Re(λ)
(
〈u,E(X0)〉+
〈u,β˜〉
s(B˜)
)∑d
ℓ=1Cv,ℓ〈eℓ, u˜〉 if Re(λ) ∈
(
−∞, 1
2
s(B˜)
)
,(
〈u,E(X0)〉+
〈u,β˜〉
s(B˜)
)∑d
ℓ=1Cv,ℓ〈eℓ, u˜〉 if Re(λ) =
1
2
s(B˜),
E
(∣∣〈v,X0〉+ 〈v,β˜〉λ ∣∣2)+ 12Re(λ) ∫Ud |〈v, r〉|2 ν(dr)
+
d∑
ℓ=1
Cv,ℓe
⊤
ℓ (2Re(λ)Id − B˜)
−1
(
E(X0) +
β˜
2Re(λ)
)
if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
.
Note that Proposition B.1 can be considered as a counterpart of Theorem 1 in Section 7 in
Chapter V in Athreya and Ney [3].
Proof of Proposition B.1. We use the representation (3.6) for e−λt〈v,X t〉, t ∈ R+, where
Z
(1)
t is deterministic for all t ∈ R+. By the independence of X0, (Wt,1)t>0, . . . , (Wt,d)t>0,
N1, . . . , Nd and M , for each t ∈ R+, the random variables 〈v,X0〉 and Z
(j)
t , j ∈ {2, 3, 4, 5}
are conditionally independent with respect to (Xu)u∈[0,t], hence for each t ∈ R+,
E
(
|e−λt〈v,X t〉|
2
∣∣ (Xu)u∈[0,t]) = E(∣∣〈v,X0〉+ Z(1)t ∣∣2 ∣∣ (Xu)u∈[0,t])+ 5∑
j=2
E
(∣∣Z(j)t ∣∣2 ∣∣ (Xu)u∈[0,t])
almost surely. We have, for each t ∈ R+,
E
(∣∣〈v,X0〉+ Z(1)t ∣∣2 ∣∣ (Xu)u∈[0,t]) = ∣∣∣∣〈v,X0〉+ 〈v, β˜〉 ∫ t
0
e−λu du
∣∣∣∣2,
E
(∣∣Z(2)t ∣∣2 ∣∣ (Xu)u∈[0,t]) = 2 d∑
ℓ=1
|〈v, eℓ〉|
2cℓ
∫ t
0
e−2Re(λ)uXu,ℓ du,
E
(∣∣Z(3)t ∣∣2 + ∣∣Z(4)t ∣∣2 ∣∣ (Xu)u∈[0,t]) = d∑
ℓ=1
∫ t
0
e−2Re(λ)uXu,ℓ du
∫
Ud
|〈v, z〉|2 µℓ(dz),
E
(∣∣Z(5)t ∣∣2 ∣∣ (Xu)u∈[0,t]) = ∫ t
0
e−2Re(λ)u du
∫
Ud
|〈v, r〉|2 ν(dr)
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almost surely. Taking the expectation and multiplying by |eλt|2 = e2Re(λ)t, t ∈ R+, we obtain
the formula for E(|〈v,X t〉|
2), t ∈ R+.
Assume now that, in addition, (X t)t∈R+ is supercritical and irreducible. For each t ∈ R+,
we have
Ev,λ(t) 6 2e
2Re(λ)t
E(|〈v,X0〉|
2) + 2|〈v, β˜〉|2
(∫ t
0
eRe(λ)w dw
)2
.
If Re(λ) ∈ (−∞, 0), then we have
e−s(B˜)tEv,λ(t) 6 2e
−(s(B˜)−2Re(λ))t
E(|〈v,X0〉|
2) +
2|〈v, β˜〉|2
Re(λ)2
e−s(B˜)t(eRe(λ)t − 1)2 → 0
as t→∞. If Re(λ) = 0, then we have
e−s(B˜)tEv,λ(t) 6 2e
−s(B˜)t
E(|〈v,X0〉|
2) + 2|〈v, β˜〉|2t2e−s(B˜)t → 0 as t→∞.
If Re(λ) ∈
(
0, 1
2
s(B˜)
)
, then we have
e−s(B˜)tEv,λ(t) 6 2e
−(s(B˜)−2Re(λ))t
E(|〈v,X0〉|
2) +
2|〈v, β˜〉|2
Re(λ)2
e−(s(B˜)−2Re(λ))t(1− e−Re(λ)t)2 → 0
as t→∞. If Re(λ) = 1
2
s(B˜) then
t−1e−s(B˜)tEv,λ(t) 6 2t
−1
E(|〈v,X0〉|
2) +
2|〈v, β˜〉|2
Re(λ)2
t−1(1− e−Re(λ)t)2 → 0
as t→∞. If Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
, then, by the dominated convergence theorem, we have
e−2Re(λ)tEv,λ(t) = E
(∣∣∣∣〈v,X0〉+ 〈v, β˜〉 ∫ t
0
e−λu du
∣∣∣∣2)
→ E
(∣∣∣∣〈v,X0〉+ 〈v, β˜〉 ∫ ∞
0
e−λu du
∣∣∣∣2) = E(∣∣∣∣〈v,X0〉+ 〈v, β˜〉λ
∣∣∣∣2)
as t→∞.
Moreover, for each u ∈ R+ and ℓ ∈ {1, . . . , d}, by formula (2.4), we have
E(Xu,ℓ) = e
⊤
ℓ e
uB˜
E(X0) +
∫ u
0
e⊤ℓ e
wB˜β˜ dw,
thus, for each t ∈ R+ and ℓ ∈ {1, . . . , d}, we get
Iλ,ℓ(t) = e
⊤
ℓ Aλ,1(t)E(X0) + e
⊤
ℓ Aλ,2(t)β˜
with
Aλ,1(t) :=
∫ t
0
e2Re(λ)(t−u)euB˜ du, Aλ,2(t) :=
∫ t
0
e2Re(λ)(t−u)
(∫ u
0
ewB˜ dw
)
du.
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If Re(λ) ∈
(
−∞, 1
2
s(B˜)
)
, then we have
e−s(B˜)tAλ,1(t) = e
−(s(B˜)−2Re(λ))t
∫ t
0
eu(B˜−2Re(λ)Id) du→
1
s(B˜)− 2Re(λ)
u˜u⊤ as t→∞,
since B˜ − 2Re(λ)Id ∈ R
d×d
(+) is irreducible, s(B˜ − 2Re(λ)Id) = s(B˜)− 2Re(λ) > 0, and the
left (right) Perron vectors of the matrices eB˜ and eB˜−2Re(λ)Id coincide, see, e.g., the proof
of formula (B.2) in Barczy et al. [7]. If Re(λ) = 0, then, by Fubini’s theorem, we obtain
e−s(B˜)tAλ,2(t) = e
−s(B˜)t
∫ t
0
(t− w)ewB˜ dw →
1
s(B˜)2
u˜u⊤ as t→∞,
since, by (2.5), we have∥∥∥∥e−s(B˜)t ∫ t
0
(t− w)ewB˜ dw −
1
s(B˜)2
u˜u⊤
∥∥∥∥
6
∥∥∥∥e−s(B˜)t ∫ t
0
(t− w)es(B˜)w(e−s(B˜)wewB˜ − u˜u⊤) dw
∥∥∥∥
+
∥∥∥∥e−s(B˜)t ∫ t
0
(t− w)es(B˜)wu˜u⊤ dw −
1
s(B˜)2
u˜u⊤
∥∥∥∥
6 C1e
−s(B˜)t
∫ t
0
(t− w)es(B˜)we−C2w dw +
∥∥∥∥e−s(B˜)t
s(B˜)2
(es(B˜)t − s(B˜)t− 1)u˜u⊤ −
1
s(B˜)2
u˜u⊤
∥∥∥∥
6 C1e
−s(B˜)t
∫ t
0
(t− w)es(B˜)we−C˜2w dw +
∥∥∥∥e−s(B˜)t
s(B˜)2
(s(B˜)t+ 1)u˜u⊤
∥∥∥∥
=
C1e
−s(B˜)t
(s(B˜)− C˜2)2
(
e(s(B˜)−C˜2)t − (s(B˜)− C˜2)t− 1
)
+
e−s(B˜)t
s(B˜)2
(s(B˜)t+ 1)‖u˜u⊤‖ → 0
as t→∞, where C˜2 ∈ (0, C2 ∧ s(B˜)). Hence, if Re(λ) = 0, then
e−s(B˜)tIλ,ℓ(t)→
1
s(B˜)
e⊤ℓ u˜u
⊤
(
E(X0) +
β˜
s(B˜)
)
=
〈eℓ, u˜〉
s(B˜)
(
〈u,E(X0)〉+
〈u, β˜〉
s(B˜)
)
as t→∞. If Re(λ) ∈ (−∞, 1
2
s(B˜)) \ {0}, then, by Fubini’s theorem, we obtain
e−s(B˜)tAλ,2(t) = e
−(s(B˜)−2Re(λ))t
∫ t
0
e−2Re(λ)u
(∫ u
0
ewB˜ dw
)
du
= e−(s(B˜)−2Re(λ))t
∫ t
0
(∫ t
w
e−2Re(λ)u du
)
ewB˜ dw
=
1
2Re(λ)
e−(s(B˜)−2Re(λ))t
∫ t
0
(
e−2Re(λ)w − e−2Re(λ)t
)
ewB˜ dw
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=
1
2Re(λ)
(
e−(s(B˜)−2Re(λ))t
∫ t
0
e(B˜−2Re(λ)Id)w dw − e−s(B˜)t
∫ t
0
ewB˜ dw
)
→
1
2Re(λ)
(
u˜u⊤
s(B˜)− 2Re(λ)
−
u˜u⊤
s(B˜)
)
=
u˜u⊤
(s(B˜)− 2Re(λ))s(B˜)
as t→∞, since s(B˜)− 2Re(λ) > 0 and s(B˜) > 0 imply
e−(s(B˜)−2Re(λ))t
∫ t
0
e(B˜−2Re(λ)Id)w dw →
u˜u⊤
s(B˜)− 2Re(λ)
, e−s(B˜)t
∫ t
0
ewB˜ dw →
u˜u⊤
s(B˜)
as t → ∞, see, e.g., the proof of Proposition B.1 in Barczy et al. [7]. Hence, if Re(λ) ∈
(−∞, 1
2
s(B˜)) \ {0}, then
e−s(B˜)tIλ,ℓ(t)→
1
s(B˜)− 2Re(λ)
e⊤ℓ u˜u
⊤
(
E(X0) +
β˜
s(B˜)
)
=
〈eℓ, u˜〉
s(B˜)− 2Re(λ)
(
〈u,E(X0)〉+
〈u, β˜〉
s(B˜)
)
as t→∞.
If Re(λ) = 1
2
s(B˜), then we have
t−1e−s(B˜)tAλ,1(t) =
1
t
∫ t
0
e−s(B˜)ueuB˜ du→ u˜u⊤ as t→∞,
see, e.g., part (v) of Lemma A.2 in Barczy et al. [7]. Moreover, if Re(λ) = 1
2
s(B˜), then, by
Fubini’s theorem, we obtain
t−1e−s(B˜)tAλ,2(t) =
1
t
∫ t
0
e−s(B˜)u
(∫ u
0
ewB˜ dw
)
du =
1
t
∫ t
0
(∫ t
w
e−s(B˜)u du
)
ewB˜ dw
=
1
s(B˜)t
∫ t
0
(
e−s(B˜)w − e−s(B˜)t
)
ewB˜ dw
=
1
s(B˜)
(
1
t
∫ t
0
e−s(B˜)wewB˜ dw −
1
t
e−s(B˜)t
∫ t
0
ewB˜ dw
)
→
1
s(B˜)
u˜u⊤
as t→∞, since
(B.1) e−s(B˜)t
∫ t
0
ewB˜ dw →
u˜u⊤
s(B˜)
as t→∞,
see, e.g., Barczy et al. [7, formula (B.2)]. Hence, if Re(λ) = 1
2
s(B˜), then
t−1e−s(B˜)tIλ,ℓ(t)→ e
⊤
ℓ u˜u
⊤
(
E(X0) +
β˜
s(B˜)
)
= 〈eℓ, u˜〉
(
〈u,E(X0)〉+
〈u, β˜〉
s(B˜)
)
as t→∞. If Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
, then we have
e−2Re(λ)tAλ,1(t) =
∫ t
0
eu(B˜−2Re(λ)Id) du→
∫ ∞
0
eu(B˜−2Re(λ)Id) du = (2Re(λ)Id − B˜)
−1
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as t → ∞, since B˜ − 2Re(λ)Id ∈ R
d×d
(+) is irreducible and s(B˜ − 2Re(λ)Id) = s(B˜) −
2Re(λ) < 0, see, e.g., the proof of Proposition B.1 in Barczy et al. [7]. Moreover, if Re(λ) ∈(
1
2
s(B˜), s(B˜)
]
, then, by Fubini’s theorem and (B.1), we obtain
e−2Re(λ)tAλ,2(t) =
∫ t
0
e−2Re(λ)u
(∫ u
0
ewB˜ dw
)
du =
∫ t
0
(∫ t
w
e−2Re(λ)u du
)
ewB˜ dw
=
1
2Re(λ)
∫ t
0
(e−2Re(λ)w − e−2Re(λ)t)ewB˜ dw
=
1
2Re(λ)
∫ t
0
ew(B˜−2Re(λ)Id) dw − e−(2Re(λ)−s(B˜))te−s(B˜)t
∫ t
0
ewB˜ dw
→
1
2Re(λ)
(2Re(λ)Id − B˜)
−1 as t→∞.
Hence, if Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
, then
e−2Re(λ)tIλ,ℓ(t)→ e
⊤
ℓ (2Re(λ)Id − B˜)
−1
(
E(X0) +
β˜
2Re(λ)
)
as t→∞.
Further, we have
Iλ(t) =
∫ t
0
e2Re(λ)w dw =
{
t if Re(λ) = 0,
1
2Re(λ)
(e2Re(λ)t − 1) if Re(λ) ∈ (−∞, s(B˜)] \ {0}.
If Re(λ) = 0, then
e−s(B˜)tIλ(t) = te
−s(B˜)t → 0 as t→∞.
If Re(λ) ∈
(
−∞, 1
2
s(B˜)
)
\ {0}, then
e−s(B˜)tIλ(t) =
1
2Re(λ)
(e−(s(B˜)−2Re(λ))t − e−s(B˜)t)→ 0 as t→∞.
If Re(λ) = 1
2
s(B˜), then Re(λ) 6= 0 and
t−1e−s(B˜)tIλ(t) =
1
s(B˜)
t−1(1− e−s(B˜)t)→ 0 as t→∞.
If Re(λ) ∈
(
1
2
s(B˜), s(B˜)
]
, then Re(λ) ∈ R++ and
e−2Re(λ)tIλ(t) =
1
2Re(λ)
(1− e−2Re(λ)t)→
1
2Re(λ)
as t→∞.
The proof is complete. ✷
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