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Cryptography is the study and the practice of methods for secret writing of mes-
sages. Its aim is hiding their meaning to everybody except an intended recipient who
will be the only one that can remove the secret and read the message [Mollin 2007]
[Paar 2010].
Cryptography may be used to provide any of following properties:
1. Conﬁdentiality: To prevent the unauthorized disclosure of data, only an autho-
rized receiver should be able to extract the message contents from its encrypted
form.
2. Integrity: The receiver should be able to determine whether he receives the
original message or an altered version.
3. Authenticity: The receiver should be able to check from the message, the
sender's identity and the message origin or the path it travelled.
4. Non-repudiation: The sender should not be able to deny sending the message.
2 Chapter 1. Introduction
Modern cryptography is based on mathematics, computer science, and electrical
engineering. It includes symmetric and asymmetric methods. In the ﬁrst family,
messages are encrypted and decrypted using a unique secret key that provides the
security for the sender and the receiver. Besides, in the asymmetric methods, en-
cryption and decryption are done using two separate keys, one used by the sender
to encrypt the message, the other one used by the receiver to decrypt the cipher.
A cryptographic system, according to [Denning 1983] and [Van Tilborg 2005], is
a message ciphering and deciphering system composed of an encryption algorithm,
a decryption algorithm and a well-deﬁned triple of text spaces:
1. M: plaintexts space.
2. C: ciphertexts space.
3. K: keytext space.
The encryption algorithm E transforms any plaintext using the given key to a
corresponding ciphertext:
EKE : M→ C where KE ∈ K
The decryption algorithm D also map the ciphertext to its corresponding plain-
text using the proper key:
DKD : C →M where KD ∈ K
In asymmetric cryptography, the key used for decryption is diﬀerent from the
encryption key. Besides, the symmetric cryptography employs a unique key for both
transformations: KE = KD.
The encryption and the decryption transformations are usually uniquely deter-
mined as an injective function.
The cryptographic systems are also called cipher systems or shortly cryptosys-
tems. They were originally performed by hand methods using pen-and-pencil cal-
culations. In the 18th, mechanical machine methods were introduced to speed up
the cryptography. About one century later, they were replaced by the generation
of electromechanical devices. The German Enigma and the American ecm Mark
ii were two famous models of these crypto-machines used during the Second World
War. Nowadays, encryption and decryption are evolved and emerged from the
mechanical era and they are mostly performed by software solutions or hardware
accelerators.[Konheim 2007]
[Denning 1983] lists three general requirements for any cryptosystem:
1. Eﬃciency of encryption and decryption transformations for all the keys.
2. Ease of use of the system.
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3. Dependence of the cryptosystem security to only the secrecy of the key and
not on the secrecy of the encryption and decryption algorithms.
He also describes two secrecy requirements for cryptosystems:
1. For any intercepted ciphertext C, even if its corresponding plaintext M is
known, systematic determination of the decryption key KD must be compu-
tationally infeasible by cryptanalysis.
2. For any intercepted ciphertext C, systematic determination of the correspond-
ing plaintext M must be infeasible by cryptanalytic computations.
The conﬁdentiality requirements are just for protecting the decryption trans-
formations. If the encryption transformation does not give away secrets about the
decryption, it can be revealed. In the symmetric methods, the same encryption
key is used for the decryption. Therefore, the encryption key must be protected.
Besides, in the asymmetric cryptography, the encryption key can be exposed.
So, the security of the cipher is based on the security of the decryption key
in the modern cryptography. According to one of Auguste Kerckhoﬀs' principles,
presented in 1883, a cryptosystem should be secure even if everything about the
system, except the key, is public knowledge [Kahn 1973].
Consequently, today's cryptosystems contain secret keys for cryptographic algo-
rithms used to protect conﬁdential information or to provide authentication mech-
anisms. For this reason, they are always the subject of much research aimed at
improving their security and resistance to any unauthorized interference.
1.1 Fault Attacks on Cryptographic Devices
Attacks on cryptographic circuits can be categorized into two main families:
1. Cryptanalytic or Mathematical Attacks
These attacks search for vulnerabilities in a cryptographic schema or algorithm
to deduct the keys by mathematical methods. When an opponent is not able
to ﬁnd any weakness in a cryptosystem that would help him to perform a
cryptanalytic attack, he may use an exhaustive key search [Paar 2010].
An exhaustive search or a brute-force attack for ﬁnding the key is a cryptana-
lytic attack that can in theory be used for ﬁnding a key that maps a plaintext
to its corresponding ciphertext. It requires checking all possible keys until the
correct one is found. In practice, it needs checking in average the of the entire
key search space.
The key length of reliable cryptographic algorithms increases continually above
the progresses of calculation capability of computers for ﬁnding the keys. So,
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a brute-force search for their keys cannot give any answer in a reasonable
amount of time, except if it has been applied as a complement of another
attack that can reveal a great part of a key.
For instance, the Data Encryption Standard, called des, was approved by
former us National Bureau of Standards as an oﬃcial Federal Information
Processing Standard (fips) for the United States in 1976. des is a block
cipher that encrypts messages with a 56-bit key. It was considered as a se-
cure encryption method in that period. But, accordingly to the growth of
computation capabilities, the us National Institute of Standards and Technol-
ogy (nist) announced in 1997 that they wish to choose a successor to des.
They mentioned that the new standard will be known as Advanced Encryp-
tion Standard or aes. They also remark that the aes will be an unclassiﬁed,
publicly disclosed encryption algorithm capable of protecting sensitive govern-
ment information well into the next century. Therefore, the new encryption
algorithm is chosen with 3 key sizes of 128, 192 and 256-bit after more three
years of studies and discussions.
The growth of minimal key size of the us encryption standard from 56 bits
to 128 bits during 25 years shows the importance of key size for information
security. This example is much more obvious when we consider that each
additional bit doubles the required computations in exhaustive search.
Another signiﬁcant example is the success of a new research reported in
[Bogdanov 2011]. The method decreases the complexity of exhaustive search
for aes key variants for only two bits. In reported research, the complexity
is reduced from 2128, 2192 and 2256 to 2126.1, 2189.7 and 2254.4 respectively.
However, the exhaustive search with this remaining complexity needs still
thousands years with the current computation capabilities.
2. Hardware Attacks
This large family of attacks targets the hardware, i.e. the physical imple-
mentation of crypto-algorithms on integrated circuits. It includes two main
categories:
(a) Side-Channel Analysis
These attacks are based on the analysis of any information leakage from
a circuit during the encryption operations, related to sensitive data pro-
cessing that can reveal the secret key. For instance, the running time of
a cryptographic circuit may leak informations about the secret parame-
ters involved, in the calculation process, if this time is data dependent
[Van Tilborg 2005]. This idea was ﬁrst introduced by Paul Kocher in
[Kocher 1996].
Moreover, the electrical consumption of a microcontroller can be mea-
sured with a resistor inserted between its VCC or its ground pin and the
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actual VCC or ground. So, the supplied current will be transformed into
a voltage easily monitored with an oscilloscope [Van Tilborg 2005]. This
other kind of Side-Channel Analysis was also introduced by Paul Kocher
later in [Kocher 1999].
The measurement of other parameters, such as electromagnetic radiation,
heat emission or even photon emission of a circuit allows to conduct Side-
Channel Analysis [Gandolﬁ 2001] [Joye 2005].
(b) Fault Attacks
They consist in using hardware malfunction to infer secrets from the
target's faulty behavior or outputs. [Bellcore 1996] and [Boneh 1997]
had reported in 1997 the possibility of secret leakage by physical pertur-
bations. [Biham 1997] have presented a diﬀerential analysis method to
exploit such faults. These attacks can be performed in diﬀerent physical
manners as reported in [Tria 2000]. Nowadays, diﬀerent analysis methods
are developed to reveal secrets from faulty behavior or outputs.
This thesis work is dedicated to the study of fault attacks: How they are injected
and how faulty outputs are used to endanger the secrecy of cryptographic devices.
More insights into Side-channel analysis methods could be found by the reader in
the given references.
1.1.1 Fault Deﬁnition
A fault in a cryptographic system refers to an accidental or an intentional condition
that causes the encryption or decryption process to fail from its correct execution
or result. In this case, the cryptographic system may act abnormally or the result
of encryption or decryption may be incorrect, considered as faulty.
A faulty execution or result is considered reproducible if it occurs consistently
under the same circumstances.
1.1.2 Secure and Non-Secure Systems
Conventional integrated circuits have functioning limits according to their physical
conditions. For instance, a full-adder as part of a microcontroller may take more
time for performing an intermediary addition at extreme temperature conditions.
Consequently, the ﬁnal result may be released before end of this intermediary oper-
ation. In this case, the ﬁnal result will be faulty.
On the other hand, these conventional integrated circuits have a huge leakage of
sensitive informations that permits side-channel analysis.
This kind of integrated circuits are considered as non-secure for cryptographic
systems and they are highly not recommended for these purposes.
6 Chapter 1. Introduction
Besides, there are speciﬁc integrated circuits for cryptographic systems that
resist more at physical extreme conditions and when there is a risk of faulty func-
tioning, behavior or result, they interrupt their operations or release an intentional
and pre-programmed fully faulty result that does not permit to deduct any sensitive
information. These circuits are called secure systems. This kind of protections may
applied to side-channel leakages.
For example, a bank card with integrated chip is a kind of secure systems.
According to iso/iec 7816-3 standards the chip operations interrupts when the
VCC increases or decreases more than 10% from its original value of 5.0 V
[iso/iec 7816-3 2003].
Besides, commercial bank cards have a data masking protection by random calcu-
lations on their chip. So, predicting the manipulated data on the power consumption
curve becomes very diﬃcult or even infeasible.
This kind of protection against side-channel analysis or fault attacks is named
countermeasure. It refers to an action or technique dedicated to prevent an attack
to succeed. A countermeasure may act by eliminating or preventing the threat, by
neutralizing the harm it can cause, and if possible reporting it. So the proper action
must be taken in order to protect the sensitive informations.
According to [Standaert 2009], any single technique cannot allow to provide
perfect security. Protecting implementations against physical attacks consequently
intends to make the opponent's task harder. The implementation cost of a counter-
measure is also important and must be evaluated in comparison to the additional
security obtained.
In this thesis, our experiments are done in the context of characterization of a
non-secure circuit. At the end, we will present some countermeasures in the chapter
5.
1.1.3 Diﬀerent Types of Faults
Faults on the electronic circuits can be categorized according to their persistence
under three classes:
 Provisional or transient faults: These faults are temporary or short-term. As
the fault injection interrupts, the provisional faults disappear. So, after elaps-
ing a several amount of time, the chip recovers its normal execution without
circuit reset. For instance, heating a circuit creates faults by lengthening
propagation times, the circuit resumes its correct functioning after tempera-
ture decrease.
 Permanent faults: The permanent faults are persistent but reversible. As the
corrupted area is modiﬁed or changed by another part of the circuit or as the
circuit is reset, these faults disappear. So, they are not destructive and don't
damage the circuit. For instance, a fault injected on a sram cell persists until
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memory rewrite or circuit reset. Besides, a fault injected on a program code
stored in a non-volatile memory has a more persistent eﬀect. In this case, a
circuit reset is not suﬃcient to recover the memory content. But, the memory
must be rewritten.
 Destructive faults: The interferences may create a perpetual defect on hard-
ware. Once inﬂicted, such destructions aﬀects the chip's behavior permanently.
For example, a laser emission with high energy level on a memory cell may
destroy permanently some memory cells. In this case, the memory cells cannot
be any more rewritten or recovered by circuit reset.
Diﬀerent physical reasons are identiﬁed as origin of faults in each class
[Bar-El 2006] [Barenghi 2011]. We summarize them in the subsequent section. Now,
we describe brieﬂy main permanent and destructive faults in secure circuits.
1.1.3.1 Permanent Faults
Eﬀects of permanent faults is reversible. After a system reset or when the fault's
stimulus interrupts, the circuit will recover its original behavior. Two diﬀerent kind
of provisional faults are considered in this class [Bar-El 2006]:
 Single-event upsets (seus): This kind of faults was ﬁrst noticed as an eﬀect
of cosmic rays during a space mission in 1975. Then, researches are begun on
injection mechanisms of such faults on the circuits. seus consist in a cell's
logical state ﬂipping to a complementary state without any damage to the
circuit. If the fault is produced in a system that recovers its original values
after a reset, its eﬀect is temporarily. [Richter 1987] has reported in 1987
that seus can be created using focused laser beams. So, much researches are
focused on the use of laser beams for injecting faults [Darracq 2002].
 Multiple-event upsets (meus): They consist of several seus occurring simulta-
neously. So, meus can be considered as a generalization of seus. By growing
the integration density, the risk of generation of such faults can be increased.
1.1.3.2 Destructive Faults
Destructive faults are due to an eﬀect on the circuit that remains permanently and
creates lifetime faulty value or behavior. Diﬀerent types of faults are included in
this class [Bar-El 2006]:
 Single-event snap back faults (sess): This kind of faults is created due to the
self-sustained current by the parasitic bipolar transistor in channel n of mos
transistors. It seems that they does not occur in low supply voltage devices.
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 Single-event latch-up faults (sels): A latch-up consists in the activation of a
parasitic thyristor structure formed in cmos circuits. The transient current
induced by a laser beam, for example, may activate the parasitic thyristor
resulting in a high current ﬂow.
After these brief descriptions of diﬀerent categories of faults according to their
persistence, we review diﬀerent types of fault analysis methods in the next section.
1.1.4 Fault Analysis Methods
Diﬀerent analysis methods for fault attacks have been ﬁgured out by the researchers.
These analysis methods usually requires injection of transient or permanent faults.
Otherwise, if the opponent creates destructive faults, the procedure can not be
repeated on the circuit.
 Round Reduction (rr): Many cryptographic algorithms are based on rep-
etition of identical sequences of transformations, called rounds. A signiﬁcant
part of theses algorithms' strength against cryptanalysis is based on their re-
peated rounds. Any decrease on the number of rounds reduces their security.
The Round Reduction belongs to the family of attacks by algorithm modiﬁca-
tion. For instance, suppose an attack by the opponent that makes a jump after
execution of few instructions or the ﬁrst round at the beginning of algorithm
to its end. So, the remaining encryption processes are skipped and the ﬁnal
ciphertext is the product of few algorithm processes that may reveal easily the
key.
Principle of Round Reduction is based on decreasing the number of rounds in
an algorithm in order to facilitate subsequent cryptanalysis. This method was
ﬁrst presented in [Choukri 2005]. It illustrates that a transient glitch on the
Vcc may change the round counter value of a repetitive cipher. The opponent
may break the algorithm execution at end of the ﬁrst round. In this case, the
cryptanalysis will be very fast and easy. Its complexity no more corresponds
to the cryptanalysis of correct execution of entire 10 rounds for the reported
algorithm.
[Choukri 2005] reported this attack on a pic16f877 microcontroller. Other
works are reported in [Monnet 2006] and [Park 2011]. We will review rr
attacks in the chapter 4.
 Diﬀerential Fault Analysis (dfa): This method is based on gaining some
insights into the secret data handled by the circuit and then ﬁnding the secret
key by comparing faulty ciphertexts with the corresponding (correct) cipher-
texts. An overview of this method is shown in the ﬁgure 1.1.
The ﬁrst alert about the possibility of using faults for breaking cryptosystems is
reported by Bellcore (Bell Communications Research, Inc.) in [Bellcore 1996]
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and then in [Boneh 1997]. The ﬁrst structured analysis method is presented
as dfa in [Biham 1997]. Since the publication of [Biham 1997], many dfa
methods were developed on diﬀerent cryptographic algorithms.
We will describe two main dfa methods on aes in the chapter 3.
Figure 1.1: An overview of Diﬀerential Fault Analysis (dfa).
 Safe-Error Analysis (sea): This analysis method searches for existence
of any behavioral diﬀerence of a circuit instead of faulty chiphertexts. A
fault attack, may release an alarm or stop the operations. These signs of a
behavioral diﬀerence in comparison with a normal execution may lead to ﬁnd
secrets from the circuits.[Blömer 2003]
The ﬁrst sea is presented in [Yen 2000]. It consists in the injection of a fault
on a temporary register value and then observing the consequences on the
output. [Yen 2000] illustrated an analysis method with simpler cryptanalytic
complexities in comparison with some other techniques.
One year later, [Yen 2002] reported a safe-error based attacked by inducing a
temporary random computational fault in addition to a temporary memory
fault, which was reported in [Yen 2000]. The advantage of the new attack is
again simple cryptanalytic complexity. Some publications, such as [Lu 2005]
are distinguished between the two attacks, by considering the ﬁrst method as
a Memory or m Safe-Error that targets memory or register contents and the
second one as a Computational or c Safe-Error Analysis focusing on the oper-
ations. Besides, [Kim 2007] reports vulnerability of a smart card implemented
with a hardware modular multiplier to another type of sea.
In 2003, Bl omer and Seifert presented two sea on aes algorithm in
[Blömer 2003]. The ﬁrst attack determines entirely the 128-bit secret key
of a sealed tamper-proof smartcard by generating 128 faulty cipher texts. The
second attack, observes any diﬀerences in execution time of a particular op-
eration in presence of faults and reveals again the secret key by using 256
encryptions.
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 Diﬀerential Behavioral Analysis (dba): This method is based on corre-
lating a functional model parametrized by the value of a partial key to be-
haviors of the device in presence of faults. This analysis method presented in
[Robisson 2007] combines Safe-Error Analysis and Diﬀerential Power Analysis.
sea methods are still applied to very speciﬁc vulnerabilities. By mixing the
principles of sea and the probabilistic treatment of dpa, [Robisson 2007] re-
ported a more realistic approach.
 Fault Sensitivity Analysis (fsa): This new method reported in [Li 2010]
is based on the analysis of critical condition when a faulty output begins to
exhibit some detectable characteristics.
According to [Li 2010], theses characteristics are related to the sensitive data
and can be used to retrieve the secret key. For instance, an increase in the
clock frequency represents a critical condition value when faulty operations
begin to occur. So, this method analyzes the sensitive conditions of fault
occurrence instead of dfamethods that compare values of corresponding faulty
and correct ciphertexts.
1.1.5 Fault Injection Techniques
Diﬀerent fault injection techniques have been developed in order to alter inten-
tionally the correct functioning of a computing device. However, the use of these
methods depends to many parameters, especially the degree of technical skill and
ﬁnancial possibilities of the opponent and also his proﬁciency on the implementation
and the characterization of achievable faults [Bar-El 2006][Barenghi 2010]. Figure
8.2 shows an overview of the most known techniques for fault injection:
 Voltage glitch and clock modiﬁcation may applied to the corresponding pins
on the chip.
 Temperature increase and electromagnetic impulsion might be applied without
chip decapsulation.
 High-energy light emission, laser radiation cannot alter the chip functioning
when it is not decapsulated. Electromagnetic impulsions may be applied with
more accuracy on the decapsulated chips.
As the range of fault injection techniques is wide and is getting wider, we classify
them according to their cost. We also indicate the degree of required knowledge and
technical skill of the implementation for the opponent.
In fact, the opponents may be considered as two signiﬁcant levels:
1. Curious individual people with a low or medium knowledge of a system and a
modest personal budget.
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2. Expert people with a medium or good knowledge of a system and a high
personal budget. This category may include also group of experts or companies
with a good budget that help to acquire a very good knowledge of a system.
Figure 1.2: An overview of fault injection techniques.
1.1.5.1 Low cost fault injection methods
[Barenghi 2011] considers as low cost any fault injection technique that need to less
than 3000 usd of equipment in order to set up the attack. This budget is estimated
in the ability of a single motivated opponent. So, these fault injection methods are
usually intended as a serious threat. Consequently, the implementations of recent
secure chips have mostly proper countermeasures against them and they cannot
alter their security.
1. Underpowering the circuit during execution may cause a processor to interrupt
or skip instruction. Through running the chip with a decreased power supply,
the attacker is able to insert transient faults starting from single bit errors and
becoming more numerous as the supply voltage gets lower.
This method is reported to be eﬀective on large integrated circuits such as an
arm9 processor. As reported in [Barenghi 2009], underpowering of the circuit
entered delays on the set-up time of its logical gates. Therefore, faults are
injected on the circuit computations. Another successful attack is reported
in [Selmane 2008] on a smart card embedding a symmetrical encryption algo-
rithm.
This technique, performed by using an accurate power supply unit requires the
opponent to be able to penetrate into the power supply line of the device and
connect it to his own power supply unit. So, it requires only basic skills and
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can be easily achieved without evidence of tampering. Besides, any detailed
knowledge of the device's implementation is not required.[Barenghi 2011]
2. Tampering the clock signal is another option to cause faults. In this attack,
the clock period is made shorter than required by the timing constraints for
normal functioning. So, the expected operation of this manipulated single
signal can not be executed correctly.
If, for instance, a data read is requested from the memory and it has not time
to latch out the content on the bus, a data misread happens. Or, if before
ﬁnishing the execution of a current instruction, the shorter clock signal cause
jumping to the next instruction, it misses the eﬀect of the current one.
According to [Amiel 2006], premature rising of a single clock signal may
cause multiple errors corrupting a stored single byte or multiple bytes.
[Agoyan 2010b] reports how by shortening a single clock pulse an accurate
and reproducible single-bit fault can be injected during encryption on an fpga
platform.
These errors are transient and can be induced without any tamper evidence.
But, the opponent needs to have direct control on the clock line. For the chips
that generate their own clock signal internally, disconnecting the clock line
and performing a such attack seems to be infeasible [Barenghi 2011].
3. Altering the environmental conditions is another possibility to inject faults.
For instance, by increasing the temperature, it is possible to create multiple
multi-bit errors in dram memories. [Govindavajhala 2003] illustrates a ther-
mal fault injection attack against dram chips of a common desktop computer.
Increasing the working temperature to 100◦C caused about 10 ﬂipped bits per
32-bit word. The number of faulty words was also about 10. In this test, a 50
watt light bulb and thermometer are used as fault injection equipments.
Heating a circuit lengthens propagation delays in cmos logical circuits. If
the propagation delays in a circuit becomes greater than the clock period
then faults appear. [Dutertre 2010] reported successful fault injection into an
embedded cryptographic algorithm on an fpga. The circuit was heated at
210◦C using an electrical heater of compressed air.
For this kind of attacks, a minimal technical skill suﬃces. But, the possi-
bility of damaging the circuit by excessive temperature can be considered as
potential risk and disadvantage of temperature attacks.
4. Creating strong electromagnetic (em) disturbances near the circuit is also an-
other practical way to induce faults. [Schmidt 2007] illustrates an eﬀective em
attack against an 8-bit microcontroller. This attack is applied by using a spark
generator, as an em disturbance source, settled very close to the targeted chip.
[Schmidt 2007] reports also a more eﬀective attack when the targeted chip is
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decapsulated. In these attacks, a simple piezoelectric gas lighter is used as a
spark generator and it was held directly above the device.
Besides, in this kind of attacks, it is necessary to protect the components
which should not be aﬀected by the em fault injection. A properly grounded
metal plate or mesh can be used as a suitable shield. In [Schmidt 2007], all the
parts of the microcontroller which did not need to be disturbed were properly
shielded through grounded aluminium plates.
5. Using high energy light sources on a decapsulated chip is another possible
technique. An uv lamp or camera ﬂash can be used to inject faults. Accord-
ing to [Schmidt 2009] an eﬀective attack using uv irradiation on four diﬀerent
depackaged microcontrollers. The irradiation on the silicon surface can cause
the blanking of erasable eprom and ﬂash memory cells where stored constants
needed for an cryptographic algorithm execution. [Schmidt 2009] reports that
a progressive erasing of all the non-volatile memory cells, as well as resetting
the internal protection fuses, can be done depending on the duration of the
irradiation process.
1.1.5.2 High cost fault injection methods
According to [Barenghi 2011], a second class of fault injection techniques exists for
opponents with a bigger budget. These techniques are developed for the need to
have a direct access to the silicon die and the ability to target individual circuits with
accuracy. They require a budget above the aforementioned 3000 usd, sometimes
going up to millions. These methods are always combined with invasive methods
that leave evident traces of tampering. However, they are usually powerful and oﬀer
a good feasibility for successful attacks.
1. A powerful and accurate focused light spot is a simple method to induce al-
terations in the behavior of one or more logic gates of a circuit. For obtaining
an accurately focused light beam from a camera ﬂash, the use of a precision
microscope is required. Otherwise, the use of low-quality lenses results in the
diﬀraction of light beam [Barenghi 2011].
[Skorobogatov 2003] and [Skorobogatov 2005] report successful targeting of an
sram cell using this method. The attack caused bit-ﬂip on the targeted sram
cell of a microcontroller.
In [Giraud 2005], by using a microscope, a modiﬁed camera ﬂash and a com-
puter, an eﬀective attack against a cryptographic algorithm on an 8-bit smart
card is reported. The attack is done on a decapsulated microcontroller running
an embedded aes algorithm.
Furthermore, the width of the gate dielectric in current fabrication technologies
is more than 10 times smaller than the shortest wavelength of visible light.
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So, theoretically, it is no more possible to hit a single sram cell on the circuits
with current etching technology.
2. Laser emission on a decapsulated chip is another way to generate faults. Using
a laser beam allows to target more precisely a small circuit area. It can be
considered as the most straightforward reﬁnement of the previous technique
[Barenghi 2011]. The fault model is also similar to the previous one with more
feasibility of creating faults and reproducibility.
In the laser emission technique some parameters such as the wavelength of the
laser beam and the exposed side of the chip are important. We will review
them in section 1.3.
Currently, commercial fault injection workstations are available that are com-
posed of a laser emitter, focusing lens and placement surface with stepper
motors to achieve an accurate targeting of the beam. They exist in diﬀerent
size from portable models to big laser benches with big diﬀerent accuracy and
also prices from few thousands to several hundred thousands usd.
This method has also some limitations: The incident area on a targeted chip
can not reduced to a smaller size than the laser wavelength. Therefore, de-
pending to the fabrication technology, the incident area is physically larger
than one gate on current and oncoming technologies. We will illustrate this
point in 1.3.
3. x-ray emission may also induce faults on electronic circuits and alter their
functioning. Some researches, such as [Schwank 2006] have conﬁrmed the
impacts of x-rays, as a cosmic ray, on aircraft electronic devices. In addition,
[Bar-El 2006] reported it as a fault injection technique. However, it seems that
there is not any research about its intentional impacts on the secure systems.
According to [Otto 2004] and [Govindavajhala 2003], the energy level in stan-
dard commercial x-ray devices, such as an airport baggage scanner is much
lower than the required threshold to inject faults on small electronic devices.
But, a hard x-ray source with a high-level energy may induce voluntary faults
on a small data object, such as a dram circuitry [Govindavajhala 2003].
To examine the feasibility of this technique, the opponent needs some equip-
ments that are more expensive than low cost methods. However, as the x-rays
have a very short wavelengths in the range of 0.01 to 10nm, it might be possi-
ble that they could inject accurate faults. The future researches will determine
it.
4. Using Focused Ion Beams (fib) permits an opponent to perform the most ac-
curate and powerful fault injection attack at the present time [Barenghi 2011].
But, this technique is expensive and fib workstations cost several thousand to
several million usd. fibs permit the opponent to arbitrarily modify a circuit's
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structure, reconstruct missing buses, cut existing wires, mill through layers
and rebuild them. Such fib workstations are commonly used to debug and
patch chip prototypes, or to reverse engineer unknown designs through adding
probing wires to otherwise inaccessible parts of the circuit.
fibs may also be used for probing logic levels of an integrated circuit inter-
connects. That is not fault injection but rather circuit spying.
[Melngailis 1986] has proposed to explore the ion milling capability of fibs
as a tool for integrated circuit reconstructing in 1986. It has illustrated two
methods for cutting and joining conductors on the circuits. Afterwards, other
researches such as [Anderson 1996] and [Kömmerling 1999] conﬁrmed possi-
bility of performing attacks by fibs on secure devices. [Torrance 2009] reports
a successful reconstruction of an entire read bus of a memory containing a
cryptographic key without damaging the content of the memory.
Figure 1.3 shows scheme of a fib system, taken from [Fibics ]. The most
advanced fib systems can operate at a precision of 2.5nm. This accuracy is
less than a tenth of the gate width of the smallest etchable transistor in current
fabrication technologies. Besides, fib workstations and their consumables
cost very expensive. They also require a strong technical background to fully
exploit their capabilities. According to [Barenghi 2011], the only limit to the
fib technology is the diameter of the atoms whose ions are used as a scalpel.
Currently, the most common choice is Gallium, which sets the lower bound to
roughly 0.135nm.
Figure 1.3: Scheme of a fib system.
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1.1.6 Diﬀerent Fault Models
The injected faults on the circuits may be described with diﬀerent fault models. For
describing these diﬀerences, we consider T1 = {b1, b2, ...bn} as the initial values of
an arbitrary set of targeted bits. Let T2 = {b′1, b′2, ...b′n} be values of T1 after fault
attack. Now, we review eﬀect of diﬀerent fault models on the targeted set:
 Bit-ﬂip or Bit inversion: When the values of targeted bits are changed to
their opposite values. We consider the fault type as bit-ﬂip or bit inversion, if
and only if:
∀i : 0 ≤ i ≤ n ; b′i = 1− bi (1.1)
 Stuck-At: In this fault model, the targeted bits are set permanently to their
previous value. Therefore, even if new values must be aﬀected to the targeted
bits, the memory write operation cannot change them. This eﬀect is usually
considered as a destructive fault due to a wire, gate or memory cell damage,
but it might be a permanent fault that disappear after a circuit reset.
The fault model is considered as stuck-at 0, if and only if:
∀i : 0 ≤ i ≤ n ; bi = b′i = 0 (1.2)
Otherwise, the fault model is stuck-at 1, if and only if:
∀i : 0 ≤ i ≤ n ; bi = b′i = 1 (1.3)
In this category of faults, the values of targeted bits are usually unknown to
the opponent before and after the attack. A stuck-at fault has a noticeable
eﬀect only when it must be rewritten to its opposite value. It this point, it
may create a change in the system behavior or results [Otto 2004].
 Random: When the value of at least one of targeted bits is changed, but the
value changes are random. In other words, the fault model is random, if and
only if:
∀i : 0 ≤ i ≤ n ; b′i ∈ {0, 1}
and
∃!j : 0 ≤ j ≤ n ; b′j 6= bj
(1.4)
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 Set or Reset: In this fault model, the targeted bits are set or reset whatever
is their previous value. The fault model is considered as set, if and only if:
∀i : 0 ≤ i ≤ n ; b′i = 1 (1.5)
Otherwise, the fault model is reset, if and only if:
∀i : 0 ≤ i ≤ n ; b′i = 0 (1.6)
Between these fault models, the random faults are usually considered as the
most realistic.
1.2 Fault Attacks on the Advanced Encryption Standard
1.2.1 The Advanced Encryption Standard (AES)
aes is a symmetric method and is based on Rijndael cipher [nist 2001]. It can
grant a high level security using a reasonable calculation time. So, aes was quickly
adopted for many systems and products after nist validation in 2001. Thus, many
types of attacks have been studied by researchers with the intention of improving
aes implementations by suitable countermeasures.
On June 2003, US National Security Agency (nsa) has announced that The
design and strength of all key lengths of the aes algorithm (i.e., 128, 192 and
256) are suﬃcient to protect classiﬁed information up to the secret level. top
secret information will require use of either the 192 or 256 key lengths [cnss 2003].
However, it noticed that The implementation of aes in products intended to protect
national security systems and/or information must be reviewed and certiﬁed by nsa
prior to their acquisition and use [cnss 2003].
Therefore, detection and mitigation of any potential threat is very substantial
for aes systems security. Today, a signiﬁcant part of researches in cryptography is
focused on improving the cryptographic algorithm and systems against any eventual
attack.
aes is an algorithm that performs message encryption processing by data blocks
of 128 bits at input and output using a key size of 128, 192 or 256 bits respectively in
10, 12 or 14 rounds (after a short initial round) according to the size of the key. The
algorithm includes two separated processes: One for the key scheduling to derive
the round keys from the secret key and another one for the data encryption.
Decryption also is divided into two separated processes: One for the
KeyScheduling and another one for the DataDecryption.
For the initial round in aes-128, the algorithm uses the secret key as the round
key; but for each following round, the corresponding round key is calculated from
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the previous one. Figure 1.4 shows the diﬀerent operations of the aes algorithm.
Hereafter, we use aes to refer to aes-128 and we use the K preﬁx plus the number
of a round to refer to a round key (e.g. K9 for the round key of the 9-th round).
For aes versions, we will mention their key lengths (i.e. aes-192 and aes-256).
Figure 1.4: aes general outline.
To encrypt a plaintext, namely M , according to the implementation of aes,
usually at the beginning of algorithm execution, all the round keys are computed
from the main key and are stored in the memory. Then, the encryption process
begins and takes separated blocks of 16 bytes (128 bits) from M as input and puts
each block in a matrix of 4×4 bytes. Each round of the algorithm, except the initial
and the last ones, includes 4 steps: At the beginning, it exchanges the value of each
matrix element, i.e. one byte value, by the corresponding value in a substitution
table (SubBytes or SB). Then, it executes a rotational operation on the matrix rows
(ShiftRows or SR). In the third step, the algorithm applies a linear transformation to
each element and combines it with other values of the same column with a diﬀerent
coeﬃcient of 1, 2 or 3 for each element (MixColumns or MC) under the speciﬁc rules
of GF(28). This step guarantees the distribution of the information of each byte
on 4 bytes and increases security of encrypted messages. In the last step of each
round, a bitwise xor operation is performed between the value of each element and
the corresponding byte on the round key (AddRoundKey or ARK).
Currently, aes encryption is widely used for governmental, military and com-
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mercials purposes. Therefore, it has opened a new and large domain of research on
security of cryptographic circuits.
1.2.2 Diﬀerent Methods of Fault Attacks on the AES
Diﬀerent types of fault attacks on aes have been studied by the researchers. They
can be categorized under dfa, sea and rr groups. Depending to the theoretical
model and the physical implementation, the target can be the temporary ciphertext,
a round key, the SubBytes table or the round counter. In addition, the theoretical
model deﬁnes the focalization (e.g. a selected bit or any reachable bit on a selected
byte) and the fault model. Often the theoretical attack requires a selected kind of
fault model, such as ﬂipping a bit value, stuck the bit value at 0 or 1 or injecting a
random faulty value on a byte content. Table 1.1 shows a brief state-of-the-art of
most eﬀective fault attacks on aes.
The feasibility of performing physical attacks depends on diﬀerent parameters.
A single-bit level attack on a chosen byte can be considered as a subset of any
possible faulty values on a byte. In a single-byte attack, any of 28 − 1 diﬀerent
faulty values may happen. But, a single-bit attacks requires only one bit diﬀerence,
and so a subset of 8 options.
Besides, the time constraints are at stake. The injection of a required fault is
always needed in a restricted time of the algorithm execution. In chapter 3, we will
review Piret-Quisquater and Giraud's bit attacks as two main dfa on aes and will
discuss more detailed about attack time constraints.
1.3 The Physics of Fault Injection with a Laser
1.3.1 Laser Theory and Operation
Laser (Light Ampliﬁcation by Stimulated Emission of Radiation) is a stimulated-
emission electromagnetic radiation in the visible or the invisible domain. Laser
light is monochromatic, unidirectional, coherent and artiﬁcial (i.e. laser does not
spontaneously exist in nature). Laser light can be generated as a beam of very small
diameter (a few µm). The beam can pass through various material obstacles before
impacting a target during a very short duration.
A laser light can be produced in diﬀerent wavelengths such as ultraviolet (100 ∼
400nm), visible colors (400 ∼ 700nm) and near infra-red (700 ∼ 1400nm) and
infra-red domains (1400nm ∼ 1mm).
Laser impacts on combinational logic circuits circuits are known to alter func-
tioning. Current chip manufacturing technologies are in the nanometers range. This,
and the laser's brief and precise reaction time, makes laser a particularly suitable
fault injection means.
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Table 1.1: Brief state-of-the-art of the most eﬀective fault attacks on aes.
Nbr. of Nbr. of
Title Type Target Fault Foca- Distinct Faulty Main
Model lization Faults Realizations Reference
Blömer Data Set or 128 128
and sea (M0) Reset Bit [Blömer 2003]
Seifert
Data
Chen dfa 7*(M8) Random Byte 11 22 [Chen 2003]
and Key
Yen 4*(K9)








Piret 4*(M9) 4 8
and dfa or Random Byte or or [Piret 2003]
Quisquater 1*(M8) 1 2
Choukri Round
and rr Round Depending counter 1 2 [Choukri 2005]
Tunstall counter value
Monnet rr Round Bit-ﬂip 1 or 2 bits depends depends [Monnet 2006]
and Al. counter
Park
and rr Round Depending Byte 1 2 [Park 2011]
al. counter
Dusart,




and before Stuck-at Bit 16 ∼ 256 [Robisson 2007]
Mannet R1
Robisson sea Data ∼ 256
and at Stuck-at Bit to byte 16 to 4096 [Robisson 2007]
Mannet R0
Kim




and plus R8 Random Byte 1 1 [Tunstall 2011]
Ali Exhaustive input
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1.3.2 Photoelectric Eﬀect of Laser on Silicon
sram (Static Random Access Memory) laser exposure is known to cause bit-ﬂips
[Skorobogatov 2003], [Darracq 2002], [Bar-El 2006], a phenomenon called Single
Event Upset (seu). By tuning the beam's energy level below a destructive threshold,
the target will not suﬀer any permanent damage.
A conventional one-bit sram cell (ﬁgure 1.5) is made of two cross-coupled in-
verters. Every cell has two additional transistors controlling the cell's content access
during write and read. As every inverter is made of two transistors, an sram cell
contains six mos.
Figure 1.5: Architecture of a typical sram cell.
In each cell, the states of four transistors encode the stored value. By design, the
cell admits only two stable states: a 0 or a 1. In each stable state, two transistors
are at an on state and two others are off.
If a laser beam hits the drain/bulk reversed-biased p-n junctions of a blocked
transistor, the beam's energy may create pairs of electrons and holes as the beam
passes through the silicon. The charge carriers induced in the collection volume
of the drain-substrate junction of the blocked transistor are collected and create a
transient current that inverts logically the inverter's output voltage. This voltage
inversion is in turn applied to the second inverter that switches to its opposite state:
all in all, a bit ﬂip happens [Darracq 2002], [Bar-El 2006].
From the opponent's perspective, an additional advantage of laser fault injection
is reproducibility. Identical faults can be repeated by carefully tuning the laser's
parameters and the target's operating conditions.
1.3.3 Diﬀerent Parameters in a Fault Attack by Laser
In a laser attack, the opponent usually controls the beam's diameter, wavelength,
amount of emitted energy, impact coordinates (attacked circuit part) and the expo-
sure's duration. Sometimes, the opponent may also control the impact's moment1,
the target's clock frequency, Vcc and temperature. Finally, laser attacks may indif-
ferently target the chip's front side or backside.
1
i.e. the impact's synchrony with a given clock cycle of the target.
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However, the chip's front side and backside have diﬀerent characteristics when
exposed to a laser beam:
1.3.3.1 Front side attacks
The laser attacks on front side decapsulated chips are particularly suited to green
wavelength (∼ 532nm). The visibility of chips components makes positioning very
easy in comparison to backside attacks. But, because of the metallic interconnects'
reﬂective eﬀect, it is diﬃcult to target a component with enough accuracy. In addi-
tion, sometimes the chip's layout has a mesh protection. On the other hand, progress
in manufacturing technologies results in both a proliferation of metal interconnects
and much smaller chips. All in all, it becomes increasingly diﬃcult to hit a target
area.
1.3.3.2 Backside attacks
The silicon structure is a transparent area for infrared wavelengths. According
to this property, the backside laser attacks are more eﬃcient as the infrared rays
(∼ 1064nm) as enter deeply into the silicon and target components backwards.
Positioning is more diﬃcult for lack of visibility. Nonetheless, backside attacks
allow to circumvent the reﬂective problem of metallic surfaces.
Figure 1.6: Absorption coeﬃcient for silicon at various doping levels of p-type ma-
terial.
The ﬁgure 1.6 shows absorption coeﬃcient for silicon at various doping levels of
p-type material. In this ﬁgure, taken from [Melinger 1994], the photon energy is a
function of laser wavelength.
In ﬁgure 1.6, the solid line and the dashed line mark the photon energies corre-
sponding to the wavelengths 1.06 and 0.80 µm respectively.
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According to ﬁgure 1.6 and [Melinger 1994], an infrared laser, a e.g. ∼ 1064 µm
wavelength has a deep penetration in the silicon layer and is suitable for backside
laser fault injection on the integrated circuits. Besides, for a front side attack,
wavelengths lower than 0.80 µm are suitable as they don't entry deeply to the
silicon. It includes a ∼ 532 µm green laser wavelength .
Before performing the laser fault injection, the target circuit must be prepared
for such attacks. Depending to the equipments and attack's requirements, the front
side or the backside of the circuit can be decapsulated.
In the next chapter, consecrated to the security characterization, we describe
diﬀerent stages of our laser experiments and circuit preparation.
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Security characterization is a stage in the classical design ﬂow of integrated cir-
cuits. Its utility is to verify the conformity of chip samples to the deﬁned security
speciﬁcations since the beginning of prototyping phase and during the mass produc-
tion period.
Security characterization refers to the use of external techniques to examine the
internal structure and properties of a circuit in order to evaluate its characteristics
and resistance. A cryptographic circuit, e.g. a smart card, must have an acceptable
level of security in order to achieve the four objectives of cryptography and against
any unauthorized interference. Analysis techniques are used to magnify any data
leakage or any vulnerability of the circuit and also to evaluate its tamper-resistance.
2.1 MicroPackS Security Characterization Laboratory
MicroPackS security characterization laboratory is a part of a mutualized platform
structure of the same name between academics and industrials in paca region,
France1. Its main aim is to provide security characterization facilities for testing
materials during r&d projects execution from the design phase until the product
validation phase.
This laboratory is currently composed of ﬁve units: Laser fault injection, Elec-
trical tests, spa/dpa, ema and Contactless characterization benches. Installation
1http://www.arcsis.org
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of the sixth unit for an Advanced laser fault injection bench is also planned for the
near future.
As the main scope of this thesis concerns laser fault injection, we focus only on
characteristics of the current laser bench.
2.1.1 Laser Bench Characteristics
The laser fault injection unit is composed of a laser bench, a control pc, an oscil-
loscope and other required equipments. The laser bench, shown in ﬁgures 8.4 and
8.5, is equipped with a yag2 laser emitter in three diﬀerent wavelengths: 355 nm
(ultraviolet), 532 nm (green) and 1064 nm (infrared). The target can be ﬁxed on
a programmable Prior Scientiﬁc motorized stepper stage for upright microscopes as
an x-y positioning table with 0.1 µm steps.
Figure 2.1: MicroPackS laserbench.
The nominal spot's size is rectangular and controlled by a rectangular shutter
opening. Each two parallel side of the shutter can be opened between 0 and 2500µm.
As the beam passes through a choice of Mitutoyo lenses, it gets reduced by the lens'
zoom factor and loses a big part of its energy.
The x-y positioning table, card reader, laser emitter and fpga trigger board
are connected via rs-232 to the control pc. All the parameters are controlled via
smart-i 3 program. It is a running gui4 developed under labviewTM environment
for the control pcs in diﬀerent MicroPackS characterization benches. smart-i has
the possibility of sending commands to smart cards or other circuits under test and
get and save responses and curves. The fpga trigger board receives an activation
signal from the reader and sends a trigger signal to the laser after a delay deﬁned
on the smart-i interface.
The laser pulse duration is about 5 ns. A waiting time of about 200 µs with a
tolerance of 500 ns is involved for laser internal triggering, switching and heating be-
2Yttrium Aluminium Garnet or Y3Al5O12
3
Secured Multi-characterisation Test Interface
4Graphical User Interface
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Figure 2.2: Close-up on our circuit at the laserbench.
tween each laser command and its emission. Nevertheless, successive laser emissions
can be done with a frequency of 50 Hz.
2.2 Circuit and Sample Preparation
For most of our characterization tests in this thesis, we used a smart card emulation
board built in the laboratory. It is composed of an 8-bit 0.35 µm 16 MHz risc
microcontroller with integrated 128 kb ﬂash program memory, 4kb eeprom and
4kb sram.
The microcontroller is placed on the circuit via a zif support that permits chang-
ing the chips for diﬀerent tests. A hole at the center of chip support permits a
physical access to the chip's backside for laser experiments.
The device runs the Simple Operating System for Smartcard Education called
sosse [Bruestle 2002] for simulating the smart card environment.
2.2.1 Circuit Characteristics
sosse is an open source operating system and conforms to principal iso/iec 7816
standard commands for smart cards. It was developed as an open source project
under the Gnu Public License [Bruestle 2002]. sosse is mainly programmed in ansi
C language.
sosse supports the T=0 communication protocol between card reader and smart
card [Bruestle 2002]. The T=0 protocol is the most widely used communication
protocol and was standardized in iso 7816-3 and 7816-4. It was designed in the
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early years of smart card technology for a minimum memory usage and a maximum
simplicity. It is used by smart cards in Global System for Mobile communications
(gsm) [Rankl 2003]. The T=0 is a byte-oriented, asynchronous and half-duplex
protocol [Mayes 2008]. Therefore, the smallest unit processed by the protocol is a
single byte.
The smart card always functions as a slave for the card reader. The smart
card receives a command from the card reader as a master, then the smart card
microcontroller executes corresponding operations and sends a response back to the
card reader. The structures of transmission commands and responses in the T=0
protocol are deﬁned by [iso/iec 7816-3 2003].
A T=0 protocol transmission command is sent by the reader to the card and
contains a mandatory 4-byte header plus optional 5-th byte header and optional
data. The header containing is composed of a class byte (i.e. cla), an instruction
or command byte (i.e. ins) and two or optionally three parameter bytes (i.e. p1,
p2 and the optional p3). The header is followed by the data section that has from
0 to 255 bytes of data.
A T=0 protocol transmission response is sent by the card to the reader and
contains from 0 to 256 bytes of data followed by a mandatory 2-byte status word.
The length information of the command data or response data is provided only
by parameter p3 in iso 7816-3. Figure 2.3 shows the structure of a command in
T=0 protocol, according to [Rankl 2003].
Figure 2.3: The structure of a command in T=0 protocol.
In order to program our circuit with sosse, the source code must be compiled.
The compilation of sosse results in two binary ﬁles for loading on the circuit's ﬂash
and eeprom via linking cable and program.
This microcontroller communicates at 3.59 MHz frequency with the card reader.
In sosse environment, similarly to smart cards iso/iec 7816 standards, the com-
mands are sent as T=0 protocol transmission command to the smart card.
For performing our tests, we used a customized version of sosse modiﬁed in our
laboratory by adding a set of new commands:
1. Read_RAM: Reading a part of sram contents, from 1 to 256 bytes from a given
start address. For instance: In the command below, 0C refers to Read_RAM, 0A
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00 sets the start address and 10 determines the length of requested bytes in
hexadecimal.
Fct : Cmd T0 Cmd : 80 0C 0A 00 10
Then, the 16 bytes in the response are the requested data and the status equal
to 90 00 indicates that the process has been completed successfully.
Rsp : 2B 7E 15 16 28 AE D2 A6 AB F7 15 88 09 CF 4F 3C
Status : 90 00
2. Write_RAM: Storing a given byte value on all the bytes of sram between
addresses 0x0500 and 0x10FF. In the given example below, the command 08
refers to Write_RAM and the ﬁnal byte equal to FF determines the value that
will be written on the addresses from 0x0500 to 0x10FF.
Fct : Cmd T0 Cmd : 80 08 00 00 01 FF
Then, the status 90 00 indicates that the process has been completed success-
fully.
Rsp : Status : 90 00
3. AES_Encrypt: For feeding-in a plaintext in order to encrypt it with the em-
bedded aes. The appropriate command is deﬁned as 40 followed by the
length of plaintext, e.g. 10 for 16 bytes and the plaintext. For example, the
following command sends 16 bytes as a plaintext equal to 32 43 .. 34 to
be encrypted by aes:
Fct : Cmd T0 Cmd : 80 40 00 00 10 32 43 F6 A8 88 5A 30
8D 31 31 98 A2 E0 37 07 34
Then, the card answers the following status. First status byte equal to 61
indicates a normal processing. The hexadecimal value of 10 on the second
byte shows the number of remaining bytes. It corresponds to the ciphertext
length.
Rsp : Status : 61 10
Therefore, we need to a second command for reading the ciphertext.
4. Read_Ciphertext: This is command is added for retrieving the ciphertext
after aes encryption. The command C0 asks the remaining bytes in the answer
from the card. The value equal to 10 refers to the number of expected bytes
in the answer:
Fct : Cmd T0 Cmd : 80 C0 00 00 10
Then the card response contains the ciphertext. The status equal to 90 00
means no further qualiﬁcation:
Rsp : 39 25 84 1D 02 DC 09 FB DC 11 85 97 19 6A 0B 32
Status : 90 00
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According to implementation of sosse, after each circuit reset, all the variables
are copied to sram. We added an embedded aes encryption function to our sosse
implementation. It operates by the AES_Encrypt command. Each plaintext is sent
as a parameter in AES_Encrypt command and the corresponding ciphertext is re-
trieved by the Read_Ciphertext command.
In our implementation, the secret key K for aes is embedded in the code. After
each circuit reset, the round keys are derived and stored in the microcontroller's
sram. The S-Box look-up table also is included in the program code and after
each reset is copied to sram. The encryption process refers the stored round key
values and S-Box look-up table in sram. Figure 8.6 shows an overview of our aes
implementation and its principle operations.
Our embedded aes encryption function is selectable to encrypt by the chosen
aes-128, 192 or 256 bit versions in 10, 12 or 14 rounds respectively. In our experi-
ments reported in this thesis, we used only aes-128 version.
As underlined in the following part of this thesis, the main entry point for fault
attacks is the storage of sensitive data in the sram.
Figure 2.4: An overview of our aes implementation.
For our tests requirements, we applied often other speciﬁc changes, such as
adding other new commands, developing triggers on the chip's i/o ports or modi-
fying the actual command parameters to our customized sosse.
Hereafter, we use only our chip, circuit or microcontroller terms to refer to
this aforementioned microcontroller used for almost the experiments, except when
another circuit is mentioned.
For the tests done before countermeasure implementations described in the chap-
ter 5, our circuit did not have any software or hardware countermeasure.
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2.2.2 Circuit Decapsulation
Before performing the laser fault injection, the target circuit must be prepared for
such experiment. Depending to the equipments and attack's requirements, the front
side or the backside of the circuit can be decapsulated.
2.2.2.1 Front Side Decapsulation
Figure 2.5: Chemical etching bench in MicroPackS laboratory and close-up on
Nisene JetEtch ii decapsulator.
The chemical etching is more suitable for a front side chip decapsulation. It
can preserve the circuit integrity and functionality when it is performed in a proper
manner. The chemical decapsulation can be performed manually by the opponent or
semi-automatically or automatically by decapsulation machines. The encapsulant
must be removed while preserving the integrity of the die, bond pads, bond wires
and lead frame interconnects.
MicroPackS platform is equipped by a Nisene JetEtch ii decapsulator, for front
side chip decapsulation. This automated and programmable acid etching system
shown in the ﬁgures 2.5 uses fuming sulfuric acid (oleum) and fuming nitric acid.
The machine oﬀers the possibility of using pure or mixed ratios of these acids at
desired temperature between 20 and 250◦C.
The optimal package opening of modern chips usually requires the use of mixed
etchants. For careful reproducible opening of modern chip packages, particularly
those constructed with copper lead frames or other copper components, exact mix
ratios of acids is needed. It is not only required preserve structural components, but
also to maintain electrical functionality [Nisene ].
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The chemical chip etching is a very sensitive process. A small degree change
in chemical decapsulation temperature can make a notable diﬀerence in the ﬁnal
result between oﬀering a perfect decapsulated chip that kept all its functionalities
or a creating deep corrosion and disruption of critical structures such as die coats.
Figure 2.6: A front side decapsulated sample of our chip by chemical etching.
2.2.2.2 Backside Decapsulation
For a backside laser attack, mechanical decapsulation is more suitable than chemical
methods. It can better undertake the scratching distance on the silicon layer and
the remaining layer is better furbished. For a backside decapsulated chip, a thinned
and perfectly polished surface is required for accurate laser attack.
The backside decapsulation bench at MicroPackS laboratory is equipped by an
Ultra Tec asap5-1 decapsulator unit as shown on the ﬁgures 2.7 for backside chip
decapsulation. This automated mechanical machine is formed by a rotating part for
diﬀerent scratching and polishing tools, controlled in the z-direction [Ultra Tec ].
The chip sample is ﬁxed on an x-y oscillating table and the rotating part, depending
to its mounted tool can scratch or polish the backside surface. By using diﬀerent
tools in conjunction with loose or ﬁxed abrasives, we obtain a mirror-like surface
without any scratch.
Contrary to the chemical front side automated etching that takes several ten
seconds or few minutes from the beginning to the end, the mechanical decapsulation
requires diﬀerent steps and takes several ten minutes or few hours.
5
Automated Selected Area Preparation system
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Figure 2.7: Mechanical etching bench in MicroPackS laboratory equipped with an
Ultra Tec asap-1 decapsulator.
Figure 2.8: A backside decapsulated sample of our chip by mechanical etching.
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After the decapsulation step, performing some tests and veriﬁcations is necessary
prior to laser fault injection attacks to guarantee the correct functioning of circuit.
In this section, we described chip decapsulation and preparation for laser fault
injection. On the next chapter, we will show our practical results for fault attacks
on an embedded aes in a decapsulated microcontroller.
2.3 Security Characterization: First Mapping of Fault
Injection Susceptibility
Before starting fault attacks on aes, a good familiarity with our circuit and impacts
of laser emission was necessary.
By magnifying front side decapsulated samples of our microcontroller, we could
identify its diﬀerent components according to their forms and also given data in its
datasheet.
Figure 2.9: Main identiﬁed components on the original top metal overview photo.
The Picture 8.7 shows the mapping of the main functional blocs of the chip, i.e.
sram, ﬂash, eeprom, analogical parts and logic of our circuit. As in conﬁguration
many variables are stored in the sram, detailed information about its organization
is necessary. Moreover, according to the section 1.3, laser impact on the sram
structure is seu when its energy is lower than the destructive threshold. So, this
experiment permits to measure the eﬀects of laser impact on our circuit.
In our circuit and aes implementation, the sram has an important role as all
the round keys, the SubBytes look-up table, the round counter and many variables
are stored on it. Besides, as we described in 1.1.5, sram is perfect target for laser
fault injection. Therefore, we studied our circuit's sram with particular attentions.
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For a full cartography of our circuit's sram, we used a modiﬁed version of sosse
with only Read_RAM and Write_RAM commands. We moved stack and data sections
in the memory to the beginning and the end corners of the sram for ﬁnding the
spatial coordinates of all the cell blocks.
We modiﬁed Write_RAM command in order to write on the sram addresses
except 80 bytes reserved for stack and data sections. We performed a cartography
of the sram by a full scan of memory by laser emission.
By using these two commands, we could automatically perform this procedure
for any scanned area on the sram:
1. Write sram cells with a ﬁxed value, for instance 0x00.
2. Perform a laser emission.
3. Read sram cells. Find all the diﬀerences between the current and the written
value. Allocate the address of changed bytes to the spatial coordinates of the
scanned area.
4. Go to the next scanning area and repeat this procedure except if the scanning
area is ﬁnished.
By using surgical laser fault injection on the sram cells and this procedure, we
could achieve the ﬁgure 2.10 as the cartography of sram addresses.
In our aes implementation, the SubBytes look-up table, the round keys and some
variables are stored in sram. So, this cartography is very useful for our upcoming
experiments.
2.3.1 Laser Spot Parameters and Fault Injection
In our experiment, we surveyed about the relation between spot parameters and
number of injected faults. When laser spot becomes larger, it encounters more
memory cells and number of injected faults increases. In addition, the laser energy is
involved in number of faults. The table 2.1 shows that faulty bits increase according
to growth of laser energy.
Table 2.1: Eﬀects of laser energy on number of faults on sram using a spot size of
3.75 µm × 3.75 µm on a front side decapsulated sample of our chip.
Energy 180 pJ 1.8 nJ 9 nJ 18 nJ
Average fault number 14.3 60.8 80.4 87.3
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Figure 2.10: Physical allocation of sram's bytes on front side of our decapsulated
microcontroller, discovered by laser fault injection.
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2.3.1.1 Single-Bit and Multiple-Bit Fault Injection
The number of faulty bits on each byte was another parameter surveyed during
our preliminary experiments. We found that when the laser beam width is smaller
than ' 44µm, all the faulty bytes on our circuit contain a single-bit fault. With
larger laser beams, the chance of multiple-bit faults increases. However, we cannot
create more than three faulty bits on each byte while the beam width is smaller
than 93µm. In addition, the frequency of double-bit and triple-bit faults remains
very low between faulty bytes.
Our results show that the chance of injecting faults on same-value bits of several
bytes is much more than other bits of same bytes. It means that in several physical
implementations of sram (e.g. in our microcontroller or also on the microcontroller
described in [Skorobogatov 2003]), the bits of a same value are designed and built
close together for a block of bytes in the memory array. In these implementations,
usually the distance of two bit cells of same value in a block of bytes (e.g. 256 bytes)
is much closer than the distance of a bit with its neighbor bits of the same byte. So,
in the case of a surgical laser fault injection, the chance of creating single-bit faults
is very high.
2.3.2 Exploration of our Circuit
In addition to the fault injection experiments on the sram, we performed a full
exploration of our circuit by laser emission and analyzing the circuit behavior.
Our experiments are done twice: At the ﬁrst experiment, we read all the sram
content before and after laser emissions to detect any changes on it. We performed
also a second laser experiment on diﬀerent areas of the chip during an aes encryption
in order to detect any eﬀect on the encryption process.
We can classify the eﬀects of laser emission on our chip in four categories:
1. No eﬀect: We could not detect any fault on sram, aes encryption or circuit
behavior after laser emission.
2. Faulty response with correct functioning: We could inject faults by laser emis-
sion on stored values in sram, calculated values or during communications.
The circuit maintains its correct functioning after laser emission.
3. Temporary circuit error: Sometimes, laser emission created temporary faulty
behavior. In these cases, our circuit did not answer to the ﬁrst reader command
after laser emission, but it recovers its correct functioning very shortly.
For instance, in the below example, we targeted aes round keys stored in the
sram during encryption. The laser emission is done after sending the ﬁrst
command and before receiving the corresponding status from the reader.
Fct : Cmd T0 Cmd : 80 40 00 00 10 01 23 45 67 89 AB CD
EF 01 23 45 67 89 AB CD EF Rsp : Status : 61 10
38 Chapter 2. Security Characterization
Fct : Cmd T0 Cmd : 80 C0 00 00 10 Rsp : Status : 6D
00
Fct : Cmd T0 Cmd : 80 0C 0C 2D 10 Rsp : 2B 7E 15 16 28
AE 92 A6 AB F7 15 88 09 8F 0F 3C Status : 90 00
The card sends correctly a status equal to 61 00 correctly to the ﬁrst com-
mand. Therefore, its answer is null to the second command with a status equal
to 6D 00 that means command not supported. But the circuit recovers its
correct functioning and answers correctly to the following command, even if
faulty values are injected on the sram contents.
4. Permanent circuit error: Sometimes, laser emission created a permanent faulty
behavior. In these cases, our circuit did not answer to any command sent by
the reader after laser emission. Waiting for several seconds or minutes did
not recover the original card functioning. In these cases, a circuit cold reset
was necessary, i.e. turning oﬀ the supply voltage and turning it on again or
disconnecting and reconnecting the circuit from the reader. Therefore, the
eﬀect of such faults were permanent, but not destructive.
As another experiment, we interested to the research of our colleagues for laser
fault injection on a similar circuit during aes encryption. They reported a successful
attack by targeting a part of circuit as shown in ﬁgure 2.11. The speciﬁed location
corresponds to a set of wire lines implemented in the ﬂash memory area.
Figure 2.11: The vertical wire lines in middle of our circuit.
They guessed that in their experiment they attacked the SubBytes look-up table
in the ﬂash memory by targeting this circuit area. Therefore, we tried to reproduce
the same attack and we performed it successfully in our circuit.
At next step, we tried to discover the reason of the aforementioned attack. In our
implementation the SubBytes look-up table is copied after reset from ﬂash memory
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to sram. So, the copy version of SubBytes look-up table must be used during the
encryption. For validating that the change is not come from faulty ﬂash memory
contents, we added a sosse command for changing only one byte value on SubBytes
look-up table in sram. We changed this value according to the used SubBytes look-
up table values for our chosen plaintext and embedded key at 10-th round. We
found that it results in a faulty ciphertext and when we rewrite the original value,
the next encryption is done correctly.
In addition, we surveyed on eﬀect of laser emission time on the faulty value and
discovered that the faults happen on the temporary ciphertext and therefore, the
wire lines must correspond to data bus.
2.3.3 Conclusions
We obtained a knowledge of laser parameters for injecting faults on our circuit during
our preliminary experiments. In the next chapter, we use these achieved knowledge
for producing the well-known dfa attacks on our circuit.

Chapter 3
Practical DFA by Laser on the
AES
Contents
3.1 Problematic in Practical DFA by Laser . . . . . . . . . . . . 42
3.2 Piret-Quisquater's Diﬀerential Fault Analysis . . . . . . . . 43
3.2.1 Attack's Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Practical Experiment . . . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Practical Experiment Without Memory Access . . . . . . . . 47
3.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Giraud's Single-Bit Diﬀerential Fault Analysis . . . . . . . . 49
3.3.1 Attack's Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.2 Practical Experiment . . . . . . . . . . . . . . . . . . . . . . 52
3.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 An Extended Single-Bit DFA for Multiple-Byte Faults . . . 55
3.4.1 1-st Scheme for the Extended Attack . . . . . . . . . . . . . . 55
3.4.2 2-nd Scheme for the Extended Attack . . . . . . . . . . . . . 57
3.4.3 Practical Experiment . . . . . . . . . . . . . . . . . . . . . . 57
3.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5 Feasibility Comparison of Previous Attacks . . . . . . . . . . 60
3.5.1 Review of Piret-Quisquater's Experiment . . . . . . . . . . . 60
3.5.2 Review of Giraud's Bit Experiment . . . . . . . . . . . . . . . 64
3.5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 An Extended Multiple-Byte DFA . . . . . . . . . . . . . . . . 68
3.6.1 Attack's Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6.2 Practical Experiment . . . . . . . . . . . . . . . . . . . . . . 71
3.6.3 A More Sophisticated Practical Experiment . . . . . . . . . . 72
3.6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
In chapter 1, we reviewed the main fault attack techniques. Among them, laser
emission is a fault injection means with good localization on the circuit. We know
that it is possible to inject faults on the cryptosystems by laser emission. In our
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preliminary tests also, we proved the possibility of injecting laser faults within our
circuit. We examined that it is possible to change some byte values by laser emission
on the sram. Now, the main problematic is to survey if appropriated faults may be
injected by laser in order to break an aes cryptosystem. In this chapter, our aim
is to investigate if we can produce the required fault described in theoretical dfa
attacks on the aes, such as [Piret 2003] and [Giraud 2005].
3.1 Problematic in Practical DFA by Laser
The theoretical dfa attacks on the aes are dependant to single-byte or single-bit
fault models. The minimal diameter of a laser spot cannot successfully decrease to
smaller than ∅1µm due to optical diﬀraction reasons. Besides, as the technology
advances, the number of transistors grows on the incident area of a ∅1µm spot
Figure 3.1 shows a comparison between ∅1 and 10µm laser spot and an sram cell
in diﬀerent technology scaling. It also shows that a ∅1µm spot may have a bigger
eﬀective area on the chip that depends to the laser energy level. This minimal beam
hits several transistors on the most advanced technologies and cannot physically
limited to target a single-bit/byte. Besides, a laser equipment providing with ∅1µm
spot is very expensive and not accessible to most of opponents. So, injecting single-
bit/byte faults or even few bytes faults needs more accurate equipments and becomes
less feasible by cheap laser facilities.
Figure 3.1: 1 µm & 10 µm laser spot diameters vs technology scaling.
In the following sections of this chapter, we describe two classical dfa methods
3.2. Piret-Quisquater's Diﬀerential Fault Analysis 43
on aes and our experiments for performing required single-bit or single-byte laser
fault injection. We survey if we can inject required faults by our laser equipment on
our circuit.
3.2 Piret-Quisquater's Diﬀerential Fault Analysis
3.2.1 Attack's Scheme
Gilles Piret and Jean-Jacques Quisquater presented in [Piret 2003] a theoretical
dfa attack on aes. This attack requires the injection of a single-byte fault into the
temporary ciphertext between the MixColumns output of the antepenultimate round
and the MixColumns input of the penultimate round to be successful.
Figure 3.2: Propagation of a single-byte fault at MixColumns input of the round 9.
Figure 3.2 shows a tuning window that extends between MixColumns exit of
round 8 and MixColumns entry of round 9 for a single-byte fault injection as the
attack's requirement. Figure 3.2 also presents the fault propagation and diﬀusion
into four bytes. Then, the attack scheme described in [Piret 2003] allows to infer
some information on the four corresponding bytes of K10 by processing the correct
and faulty ciphertexts and checking over the list of all the related possible single-byte
faults.
By repeating this process twice (i.e. by iterating the attack for a diﬀerent plain-
text) the exact value of the four bytes of K10 is found with a success rate of about
98% [Piret 2003]. The procedure is repeated to target K10's remaining bytes. Fi-
nally, K = K0 is inferred by reversing the key expansion operations.
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3.2.2 Practical Experiment
Now, we survey how we can implement this attack on our circuit embedding an
aes. We described in section 2.3 that in our circuit the round keys are derived
and stored in the microcontroller's sram. As it is very diﬃcult to target the chip's
alu1 and inject only a single-byte fault during a very speciﬁc instant between the
end of MixColumns of the 8-th round and before the MixColumns of the 9-th round,
targeting K8 is a proper option for our attack.
Figure 3.3: Eﬀects of a single-byte fault at SubBytes input of the round 9.
The ﬁgure 3.3 shows how a single-byte fault on the antepenultimate round key
can satisfy the attack requirement. For discovering each quadruple of bytes on K10,
a single-byte must be injected on one of corresponding 4 bytes on K8 during the
encryption of the ﬁrst text. Then, a second fault injection must be performed during
the encryption of the second text. Therefore, the attack's scheme allows to reveal
all 4 bytes of K10.
For each of the 3 remaining quadruple of K10 bytes, the attack must be repeated
by targeting one of the corresponding K8 bytes.
According to the results and the spatial coordinates of the round keys obtained
during our preliminary tests described in section 2.3, we tried to inject the ﬁrst
single-byte fault on K8 in order to reveal the ﬁrst four bytes of K10 after two
experiments.
The command Read_RAM described in section 2.2 helped us to read and detect all
1Arithmetic Logic Unit
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the faults injected on the round keys after each laser emission. Despite ﬁne-grained
energy and spatial control we detected faults in keys neighboring K8.
To overcome this problem, we used a three steps solution:
1. Spatial positioning: We searched the spatial coordinates for laser fault in-
jection on the ﬁrst single K8 byte, even if neighboring round keys were aﬀected
by faults.
2. Fining spatial coordinates: We tried to maintain fault injection on a single-
byte of K8, but to exclude any fault on the following round keys, i.e. K9 and
K10. We performed micrometer displacements of laser spot on the circuit
using the positioning table. In this step, we did not care about any injected
fault on the previous round keys. So, we isolated K9 and K10 from any fault.
There is a solution for checking spatial coordinates: Performing a laser emis-
sion in the short time interval after use of K8 and before use of K9. Therefore,
the ﬁrst encryption will be correct and the following ones become faulty until
the next circuit reset.
3. Temporal positioning: We applied a temporal accuracy to the laser emis-
sion time, in a short interval time after AddRoundKey of 7-th round and before
AddRoundKey of the 8-th round. Consequently, the logical eﬀect of any fault
on the previous round keys were discarded, despite the fact that they were
injected and physically existent on the sram. So, the single-byte fault on K8
were the only faulty round key byte that is participated to the encryption.
Figure 3.4 shows how we could conﬁne faults to a single byte of K8. We obtained
single-byte faults by controlling the laser's spatial localization and shooting time.
Note that ﬁgure 3.4 is obviously just a model of the sram's architecture to describe
our technique and does not correspond to real address allocation.
In our experiments, we successfully injected faults into 4 distinct bytes of K8
that reveal all the 16 bytes of K10. Fault injection on only 4 bytes of K8 for two
diﬀerent plaintexts suﬃced to release information on all the 16 bytes of the key and
to run Piret & Quisquater's attack. Our experiments were conducted with a 20×
lens, a green laser spot of 3.75 × 3.75 µm and ' 15pJ per shot (at laser emitter
exit) on our chip's front side.
As shown in the topmost part of ﬁgure 3.4, we searched K8's precise storage
area by monitoring the number and the type of faults in the ciphertext. Then
(middle part of ﬁgure 3.4), by a precise beam localization, we managed the fault
injection to corrupt only one byte of K8. This, however, did not turn out to be fully
deterministic as sometimes we would also inﬂict faults to previous round keys. At
that point (lowermost part of ﬁgure 3.4), by ﬁne-tuning spatial and temporal beam
localization (just after the use of K7), we could restrict the injecting faulty bytes
only to K8. This is the exact assumption of Piret-Quisquater's scenario.
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Figure 3.4: Exploration process of our experiment are shown in three steps. First,
we search for K8 bytes in sram. Then, we displace the spot on sram in order to
target only one K8 byte and nothing on the following round keys. Finally, by time
tuning on t8, we inject logically only a single-byte fault on K8.
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Figure 3.5: Piret-Quisquater's attack timing.
Indeed, between AddRoundKey operations of two consecutive rounds, there is a
time interval for injecting faults that aﬀect only logically the oncoming round keys.
Even, if they change previous round keys, their faulty values don't participate to
the encryption, despite the fact that they physically exist. Hereafter, we call each of
these time intervals to its respective round; for instance t8 for the time interval for
injecting faults between 7-th round and 8-th round AddRoundKey operations. Figure
3.5 shows these time intervals and highlights the corresponding one for performing
our Piret-Quisquater's dfa experiment.
In summary, we could perform successfully Piret-Quisquater's dfa in our circuit
by a laser beam that hits several bytes. It concludes that careful spatial and temporal
coordination may allow to deceive the encryption process to consider logically only
a single-byte fault that corresponds to Piret-Quisquater's scheme. So, an accurate
x-y positioning table may compensate the extra size of a laser beam that hits several
bytes.
However, this experiment is done on our circuit that permits an access to its
memory for reading the injected faults. Now, the next question: Is it still possible
to achieve this fault injection successfully without memory access?
3.2.3 Practical Experiment Without Memory Access
We surveyed feasibility of the previous experiment, regardless any access to the mem-
ory. Even, without reading the sram contents after laser emissions, we performed
successfully the experiment.
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For this new experiment, we searched blindly the coordinates of corresponding
sram bytes on the circuit just by monitoring the ﬁnal ciphertext. When any fault
is not injected on the round keys, the ﬁnal ciphertext has not any fault. Contrary,
if any fault is injected on any round round key prior to K8, the ﬁnal ciphertext is
obtained fully faulty. Because, such a single-byte fault on K7 or previous round keys
passes at least two times into consecutive ShiftRows and MixColumns operations
that amplify the fault and so change all the bytes of the ciphertext. Figure 3.6
shows the consequences of one single-byte fault injected on any round key.
Figure 3.6: Eﬀects of MixColumns on fault propagation for one faulty single-bit/byte
round key on the temporary ciphertext at the end of each round and at the end of
algorithm.
Consequently, the number of faulty bytes on the ﬁnal ciphertext may lead to
discover faulty round keys. Table 3.1 shows the relation between observed faulty
bytes on the ciphertext and potential faulty round keys.
In the experiments with memory access, we applied the temporal accuracy at the
third step of target exploration. Contrary to the previous experiment, by applying
the temporal accuracy on t8 at the beginning of exploration, we could discard the
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Table 3.1: Potential faulty Kis as function of observed faulty ciphertext bytes.
number of faulty C bytes potential faulty round keys
K10 K9 K8 previous round keys
1, 2, 3 X X
4, . . . , 15 X X X
16 X X X X
logical eﬀects of early faults occurring in any Ki preceding K8. Top part of the
ﬁgure 3.7 shows this exploration.
Then, we searched for spatial accuracy to target only the ﬁrst single-byte on K8,
as shown on bottom part of the ﬁgure 3.7.
Finding the sram area containing K8 and properly tuning the laser's parameters
are more time consuming in comparison with the previous experiment. Nevertheless,
we could successfully inject required faults for two plaintexts and perform Piret-
Quisquater's dfa blindly.
3.2.4 Conclusion
This attack was usually regarded as one of the most eﬀective fault attack on aes
as it requires only two faulty ciphertexts. This eﬀectiveness comes at the price of
stringent fault injection assumptions.
In summary, this attack can be implemented, even when the laser spot is wider
than the sram's cell. When it is physically impossible to target a single-byte because
the beam hits a few other bytes, careful spatial and temporal coordination may allow
to deceive the encryption process to consider logically only a single-byte fault that
corresponds to the attack scheme. This assesses the reality of Piret-Quisquater's
scenario on unprotected chips.
These experiments also apply to other attacks (e.g. [Giraud 2005],[Moradi 2006])
and underline the possibility to modify memory cells in the absence of countermea-
sures.
Besides, a veriﬁcation of the injected faults shows that all the single-byte faults
on this experiment did not aﬀect more than only one bit on each byte. On the other
words, all the single-byte injected faults on this experiments were also single-bit
faults. We already described the reasons in the section 2.3. So, in the next section,
we explore the possibility of performing a single-bit level dfa on aes.
3.3 Giraud's Single-Bit Diﬀerential Fault Analysis
In the previous section, we demonstrated that a single-byte dfa can be carried
out by a surgical laser fault injection even if the laser spot creates several faulty
bytes. In this section, we survey the feasibility of performing a single-bit dfa on
our embedded aes.
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Figure 3.7: Exploration process for Piret-Quisquater's dfa by blindly experiment.
The laser emission time is set to t8 during exploration.
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3.3.1 Attack's Scheme
Christophe Giraud has described a single-bit and a single-byte dfa on aes in
[Giraud 2005]. The single-bit attack requires the injection of a single-bit fault into
a speciﬁc byte of the temporary ciphertext result of the penultimate round (M9).
Figure 3.8 shows this attack requirement.
Figure 3.8: Giraud's bit dfa.
To discover one byte of K10, the attack requires to repeat a single-bit fault for at
least three diﬀerent plaintexts. The three faulty results are then compared to their
corresponding correct ciphertexts to infer key information.
During normal processing, the value of each ciphertext (C) byte is calculated by
xoring the corresponding K10 byte value with the temporary value resulting from
the application of SubBytes and ShiftRows to M9 corresponding byte. Equation
3.1 shows this operation:
C = SR ◦ SB(M9)⊕K10 (3.1)
For the sake of clarity, we consider all subsequent equations bytewise thereby
abstracting away ShiftRows operations that do not aﬀect individual byte values.
Thus, the equation 3.1 can be rewritten as 3.2:
C = SB(M9)⊕K10 (3.2)
Let e be a single-bit fault injected before SubBytes input of the 10-th round, the
faulty ciphertext (D) can be expressed as equation 3.3:
D = SB(M9 ⊕ e)⊕K10 (3.3)
[Giraud 2005] observes that a xor between a faulty and a correct ciphertext
reveals a diﬀerence (∆ = C ⊕ D) corresponding to a set of hypotheses on the
correspondingM9 byte value before the attack, and on the injected single-bit fault e:
∆ = SB(M9 ⊕ e)⊕ SB(M9) (3.4)
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The equation 3.4 will yield a set of hypotheses on possibleM9 and e value-pairs.
Using the equation 3.5, a corresponding K10 value can be replaced for each pair of
(M9, e) values.
K10 = SB(M9 ⊕ e)⊕D (3.5)
Each pair of a faulty and its corresponding correct ciphertexts for one byte con-
cludes in a set of hypotheses on the value of corresponding K10 byte. By repeating
the fault injection for at least three diﬀerent plaintexts, the opponent creates the
same number of hypothesis sets on the corresponding K10 byte value. Then, sets
are intersected to spot the single hypothesis that reveals corresponding K10 byte.
With a probability of about 97%, three plaintexts suﬃce to discover a byte of K10
[Giraud 2005]. Otherwise, the opponent iterates the process for more plaintexts un-
til the sets' intersection reaches a singleton. Figure 3.9 shows how an intersection
between hypothesis sets leads to an unique value for a K10 byte.
Figure 3.9: An intersection between three hypothesis sets for a K10 byte value.
After ﬁnishing this operation for one byte of K10, the procedure is repeated to
discover K10's remaining bytes. Finally, K = K0 is inferred by reversing the key
schedule.
In a practical experiment, it is possible that a new set of hypotheses does not
have any intersection with the previous ones. In this case, one of the sets does
not correspond to the attack scheme, i.e. one of the injected fault is not single-bit.
However, the opponent may perform a union operation between the sets instead of
intersection operation. The incorrect hypotheses will be discarded easily when the
following intersection operation is performed with a new hypothesis set.
3.3.2 Practical Experiment
Now, we survey how we can implement Giraud's single-bit attack on our circuit.
Like the previous attack, here again this fault can be injected via the adequate
round key, i.e. K9. According to ﬁgure 3.10, a single-bit fault on K9 satisﬁes the
attack requirement.
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Figure 3.10: Giraud's bit dfa.
For this experiment, it is required to inject a single-bit fault on one K9 byte at
each laser emission. Each faulty byte of K9 discovers the content of its respective
K10 byte after at least three experiments.
The ReadRAM command, described in section 2.2 helped us to read and detect all
the faults injected on the round keys after each laser emission. Despite ﬁne-grained
energy and spatial control we detected faults in keys neighboring K8.
To overcome the problem of faulty bytes in keys neighboring K9, we used again
the three steps solution, with a slight change: We performed temporal positioning
at the ﬁrst step. It reduces the number of faulty bytes on the ﬁnal ciphertext and so
it was easier to ﬁne spatial coordinates to inject a single-bit fault on K9 with both
options of memory access or blindly tests.
Figure 3.11 demonstrates our spatial explorations. As shown on top part of
ﬁgure 3.11, we searched the target bytes on K9. Then by ﬁne-tuning the spatial
beam localization, we tried to restrict the injected faults only on K9 bytes and
protect K10 from any fault. The fault injection is performed during the brief time
period of t9, as shown in ﬁgure 3.12. Therefore, during the exploration, any early
fault is not logically entered to the encryption.
Our experiments were conducted with a 20× lens, a green laser spot of 3.75 ×
3.75 µm and ' 15pJ per shot (at laser emitter exit) on our chip's front side.
3.3.3 Conclusion
We implemented single-bit Giraud's attack [Giraud 2005] using laser fault injection.
Whilst this is not the most eﬀective fault attack on aes, this scenario is usually
regarded as the most diﬃcult as it requires to limit the attack to one single-bit.
This is much more stringent that most other aes fault attacks (e.g. [Piret 2003],
[Dusart 2003], [Blömer 2003]) that target an entire byte, regardless the number of
faulty bits.
According to the results of two previous sections for implementing Piret-
Quisquater and Giraud's singe-bit dfa, even when targeting a single-bit or single-
byte is physically impossible because the beam hits a few other bytes, careful spatial
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Figure 3.11: Exploration process for Giraud's Single-Bit dfa. The laser emission
time is set to t9 during exploration.
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Figure 3.12: Giraud's bit attack timing.
and temporal coordination may allow to exclude extra faults and deceive the en-
cryption process to consider logically only the required fault.
Now, the problematic is: If in anyway the opponent cannot limit the faults to
only one single-bit or single-byte on targeted round key, is it still possible to perform
dfa? In the coming section, we investigate on this problematic.
3.4 An Extended Single-Bit DFA for Multiple-Byte
Faults
In the previous section, we demonstrated a single-bit dfa by laser on aes. We
showed that by a surgical laser fault injection and by accuracy on the attack time,
a single-bit fault can be obtained logically between several physical faults. In this
section, we describe an extended case, when a laser spot injects single-bit faults on
several bytes of targeted round key and the opponent cannot reduce the number of
faulty bytes. Then, we discuss about the possibility of performing bit-level dfa.
3.4.1 1-st Scheme for the Extended Attack
The logical implementation of sram memory cells is usually represented in a very
simple way as a table of consecutive bytes. However, the physical architecture of
sram memories is much more sophisticated. The reason is the need for optimizing
the length and the area of address decoders and data buses.
We performed some preliminary experiments on our circuit's sram and reported
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the results in section 2.3. We discovered the physical bit and byte implementation
order during our experiments.
In 3.2.2, laser faults are injected on several bytes, but the content of faulty bytes
showed only a one-bit diﬀerence with their original (i.e. non faulty) value. In fact,
we guessed that in several physical implementations of sram, the bits of a same
value are designed and built close together for a block of bytes in the memory array.
Our fault injection experiments on sram between two consecutive sosse com-
mands of writing and reading a part of the memory conﬁrmed this guess during the
preliminary tests reported in section 2.3.
In implementation of our microcontroller, the distance of two bit cells of same
value in a block of 256 bytes is much closer than the distance of a bit with its
neighboring bits of the same byte. So, in the case of a surgical laser fault injection,
the chance of creating single-bit faults simultaneously on diﬀerent bytes is very
high. This property helped us for performing successfully Giraud's bit dfa in the
subsection 3.3.2.
On the other hand, after MixColumns exit of the 9-th round, there is no more
MixColumns step in the remaining aes encryption operations. So, each byte of the
temporary ciphertext stays independent during remaining operations. Consequently,
injecting single-bit faults on several bytes of K9 does not change the attack's scheme
and even speeds up the dfa.
Figure 3.13: Exploration process with a big laser spot. The laser emission time is
set to t9 during exploration.
Therefore, it suﬃces to protect K10 bytes from any fault and to discard the
logical eﬀect of faults on previous round keys by temporal accuracy. Figure 3.13
shows a logical representation of sram bytes for this extended attack. This attack
results in several single-bit faulty bytes on K9. If any fault is not entered in the
encryption through K10, the opponent can perform Giraud's bit dfa successfully.
This is also an advantage for Giraud's Bit dfa that reduces the required pairs of
corresponding correct and faulty ciphertexts for parallel faulty bytes.
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3.4.2 2-nd Scheme for the Extended Attack
Figure 3.13 showed how the opponent can limit fault injection to several byte of
K9, protect K10 bytes and meanwhile discard faults on other round keys. Now,
we assume a more complicated case, where the opponent cannot protect completely
K10 from fault injection due to the large size of a laser spot. Therefore, few single-
bit faults are injected on K10 byte. We assume again that the injected faults are
single-bit.
In this attack, for each faulty K10 byte, its corresponding byte on the faulty
ciphertext (D) is calculated as equation 3.6:
D = SB(M9)⊕ (K10 ⊕ e) (3.6)
Consequently, the faulty bytes on ciphertext due to a faulty K10 byte have only
a single-bit diﬀerence with their correct value.
In this context, ∆ shows a single-bit diﬀerence that corresponds to the injected
fault e in K10:
∆ = C ⊕D = e (3.7)
According to the equations 3.2, 3.6 and 3.7, for any faulty byte on the ciphertext,
in about 97.66% of cases, if ∆ shows a single-bit diﬀerence between C and D, the
faulty key value comes from K10, else it comes from K9.
Therefore, by using equation 3.7, the opponent can classify the faulty bytes on
the ciphertext to K9-related and K10-related fault classes. The class of K9-related
fault refers to all the faulty bytes with more than one bit diﬀerences in comparison
to their correct value. Although, the class of K10-related fault contains all the faulty
bytes with only one bit diﬀerence. As the contents of this class don't correspond
to Giraud's bit fault model, they must be excluded from list of faulty bytes for the
dfa.
3.4.3 Practical Experiment
The ﬁgure 3.14 shows a simple representation of this attack. On the top part of
ﬁgure 3.14 the laser beam hits few bytes on K10 and they cannot been discarded by
the opponent. So, the opponent can classify faulty bytes on the ciphertext according
to their diﬀerence (∆) in comparison to their original values, as shown on bottom
part of ﬁgure 3.14.
Therefore, the opponent exploits only the class of K9-related faults as shown in
ﬁgure 3.15 to make the assumptions on K10 values.
However, two other cases are also possible:
1. A faulty byte on the ciphertext is the result of one faulty byte on K9 and
another one on K10. In this case, equation 3.2 cannot discover the eﬀect
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Figure 3.14: Exploration process and results classiﬁcation. The laser emission time
is set to t9 during exploration. Then, the classiﬁcation process excludes K10-related
faults.
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Figure 3.15: Classiﬁcation of faulty bytes on the ciphertext. Faults are separated
into two classes of corresponding (K9-related) and non-corresponding (K10-related)
faults for Giraud's bit dfa.
of K10 and it will be classiﬁed as a K9-related fault. So, it creates some
false assumptions on K10 values. Thus, by intersection operations, the false
assumptions will be discarded from the set. However, usually an additional
pair of a faulty and its corresponding correct ciphertext is needed to reduce
the number of assumptions to a single one. Or, an exhaustive search will be
needed for the remaining assumptions to examine them and ﬁnd the correct
one.
2. A faulty byte on K9 creates only a single-bit diﬀerence as fault on its cor-
responding value on the ciphertext. According to our calculations, there is
only 48 cases between 2048 possibilities for a single-bit fault on a M9 byte
that lead to a single-bit fault on the ﬁnal ciphertext. In this very exceptional
case of about 2.34%, the faulty byte will be classiﬁed by error in the class of
K10-related faults. So, an additional pair of corresponding faulty and correct
ciphertexts will be needed to reduce the number of assumptions to a single one.
Or, like the other case, an exhaustive search will be needed for the remaining
assumptions to examine them and ﬁnd the correct one.
3.4.4 Conclusion
In summary, we can perform successfully Giraud's dfa using a limited set of faults
that correspond to K9 faults and omit other faults that exist physically on previous
and next round keys. These results correspond to Giraud's bit dfa with an extended
possibility to retrieve the key from multiple faulty bytes. We performed successfully
this experiment without reading the memory during the test. We explored only
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faulty values on the ciphertext in order to classify them and to reveal K10 value.
Our experiments were conducted with a 20× lens, a green laser spot of 4.375 ×
5.625 µm and ' 19.7 pJ per shot (at laser emitter exit) on our chip's front side.
The reproducible single-bit fault injection by big laser spots and Giraud's bit
dfa are more feasible than they are usually considered on unprotected chips. In
addition, separate implementation of bit blocks is a weakness point for the security
of sram contents against single-bit fault injection. So, developing the proper coun-
termeasures against laser fault attacks is necessary for the security of cryptographic
circuits.
In the next section, we compare the feasibility of the three previous dfa attacks.
3.5 Feasibility Comparison of Previous Attacks
Between diﬀerent dfa methods on the aes, Piret-Quisquater's dfa is usually con-
sidered as one of the most eﬀective attack as it requires only two sets of faulty
ciphertexts and their corresponding correct results to be exploited. Depending on
the location of the faulty byte, at the beginning of the 9-th or the 8-th round, the
two sets of faulty results can reveal respectively 4 bytes or all the 16 bytes of the
key.
Therefore, Giraud's bit dfa is classed after Piret-Quisquater's method, as it
requires at least three pairs of corresponding faulty and correct ciphertexts. In
addition, the injection of a single faulty bit is usually considered more diﬃcult than
the injection of a single faulty byte, and even sometimes infeasible.
However, our results reported in the previous sections showed that the hardware
feasibility of such attacks is totally diﬀerent from what is usually considered. In
fact, we demonstrated that on several physical implementation of sram memories,
the feasibility of injecting several single-bit faults on diﬀerent bytes is more likely
that the targeting of several bits of a same byte. This strength comes from the
design of several memory array layout implementations that facilitates the feasibility
of single-bit faults on one or few bytes (Please refer to ﬁgure 3.16, taken from
[Pavlov 2008]). The hardware implementation has an important consequent for
calculating the feasibility of these attacks.
3.5.1 Review of Piret-Quisquater's Experiment
The Piret-Quisquater's attack requires only one faulty byte at the beginning of the
8-th or the 9-th rounds. Any more faulty byte at the same area may change the
obtained fault and neutralize the dfa process. Some exceptions can be considered
on K9, however the feasibility remains questionable when the opponent has not
accurate equipments in comparison to the fabrication technology size for injecting
faults. Considering K8, the model can be extended to cover maximum 4 distinct
bytes under restricted conditions. Figure 3.17 shows 4 diﬀerent sets of possible
faulty bytes on K8. For the cases with more than one faulty byte on K8, the model
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Figure 3.16: A sram block diagram.
Figure 3.17: Four diﬀerent sets of possible faulty bytes on K8. When more than
one faulty byte is injected from an individual set on K8, their eﬀects create multiple
faults on the respective four bytes after MixColumns. Therefore, Piret-Quisquater's
dfa process cannot ﬁnd the key values.
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requires that the faulty bytes don't cover other bytes of the same set. Otherwise,
the eﬀects of multiple faults from a single set will be repeated on same bytes of the
temporary ciphertext. So, the faults on the ﬁnal ciphertext cannot any more reveal
the correct values of the key during dfa processes, as shown on ﬁgure 3.18.
Figure 3.18: Description of additional faulty bytes on K8: In part (a), when two
faulty bytes are injected from same set on K8, their eﬀects change twice the content
of same column after the next MixColumns and Piret-Quisquater's dfa process can-
not ﬁnd the key values. Besides, part (b) shows that two faulty bytes injected from
two diﬀerent sets on K8, their eﬀects speed up the Piret-Quisquater's dfa process.
So, is it still feasible to perform Piret-Quisquater's dfa when one or few addi-
tional faulty bytes appears on the targeted key and/or the next ones? The solutions
reported in [Dutertre 2010] seem to not be successful any more.
We consider four diﬀerent cases:
3.5.1.1 One additional faulty byte on the targeted round key
If a second single-byte fault is injected on the K8, two diﬀerent situations may
happen:
 The fault is injected on one of three other bytes that participate with the
targeted faulty byte on the next MixColumns step. In this case, the additional
fault cannot be detected immediately by the opponent, because the number
of faulty bytes on the ﬁnal ciphertext remains four. Besides, this additional
fault discards eﬀect of the targeted faulty byte and disrupts the dfa process.
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 The fault is injected on one of 12 other bytes. In this case, the additional
fault can be detected immediately by the opponent, because it creates four
new faulty bytes on the ﬁnal ciphertext. So, it can accelerate the dfa process
by reducing one of the needed faulty ciphertexts.
3.5.1.2 Two or more additional faulty bytes on the targeted round key
For each of these faults, the previous situations are imaginable. However, it will be
very diﬃcult to rely that each quadruple of faults is product of only one faulty byte
on the K8.
3.5.1.3 One additional faulty byte on the next round key
If a second single-byte fault is injected on K9, two other situations may happen:
 The fault is injected on one of the four corresponding bytes to the K8 faulty
byte after the MixColumns step. In this case, the additional fault cannot be
detected immediately by the opponent, because the number of faulty bytes on
the ﬁnal ciphertext remains four. Besides, this additional fault discards eﬀect
of the required (targeted) faulty byte and disrupts the dfa process.
 The fault is injected on one of 12 other bytes. In this case, the additional fault
can be detected immediately by the opponent, because it creates only one new
faulty byte on the ﬁnal ciphertext.
3.5.1.4 Two or more additional faulty bytes on the next round key
For each of these faults, the previous situations are imaginable. However, it will be
very diﬃcult to rely that the desired quadruple of faulty bytes is product of only
one faulty byte on the K8 and does not have any eﬀect from K9 faults.
Therefore, considering K8, the model can be extended to cover maximum 4
diﬀerent faulty bytes under restricted conditions. Figure 3.17 shows 4 diﬀerent sets
of possible faulty bytes on K8. When more than one faulty byte exists on K8,
the model requires that not more than one faulty byte of each set of faults exists.
Otherwise, the eﬀects of multiple faults from a single set will be repeated on same
bytes of the temporary ciphertext. So, the faults on the ﬁnal ciphertext cannot any
more reveal the correct values of the key during dfa processes, as shown on ﬁgure
3.18.
Therefore, additional faulty bytes on the targeted round key or the next one are
not corresponding to the Piret-Quisquater's dfa. This dfa model is very dependant
to its required model. Besides, solutions demonstrated in 3.2.2 cannot discard the
eﬀects of undesired faults on K8 and K9.
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3.5.2 Review of Giraud's Bit Experiment
Is it still feasible to perform Giraud's bit dfa when the opponent cannot protect
neighboring bytes on the targeted round key from one or few additional faults?
Similarly, we consider four diﬀerent cases:
3.5.2.1 One additional faulty byte on the targeted round key
If a second single-bit fault is injected on K9, two diﬀerent situations may happen:
 The fault is injected on the same targeted byte: In this case, the obtained
faulty result creates wrong assumptions and cannot lead to the key value.
But, an additional pair of corresponding faulty and correct ciphertexts can
discard the eﬀect of the wrong faulty result in the assumption set.
This kind of wrong fault cannot be detected immediately by the opponent, but
it is very exceptional in practice. Because, in the case of a very limited fault
injection, the chance of two single-bit faults on neighbor bytes is much more
probable than multiple-bit faults on the same byte. Because in several memory
array layout implementations, the blocks of same-value bits are physically
implemented separately for a set of bytes and with distance from the bits of
other values.
 The fault is injected on any of 15 other bytes. In this case, the additional
fault can be detected immediately by the opponent, because it creates one
new faulty byte on the ﬁnal ciphertext. So, it can accelerate the dfa process
by reducing one of needed faulty ciphertexts for second faulty byte.
3.5.2.2 Two or more additional faulty bytes on the targeted round key
For each of these faults, the previous situations are imaginable. However, the fea-
sibility of an additional faulty bit on the principle single-bit faulty byte is very
weak. But, additional faulty bytes with single-bit faults, even until 15 more bytes,
accelerate the dfa process by reducing same number of needed faulty ciphertexts.
3.5.2.3 One additional faulty byte on the next round key
If a second fault is injected on the K10, it will be very probably a single-bit fault for
the reasons of memory array layout design on our circuit and several other memory
implementations (ﬁgure 3.16). So, two diﬀerent situations may happen:
 The fault is injected on the same K10 byte that corresponds to the single-bit
fault on K9: In this case, the additional fault cannot be detected immediately
by the opponent, because the number of faulty bytes on the ﬁnal ciphertext
remains one. Besides, this additional fault discards the eﬀect of targeted faulty
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byte and perturbs the dfa process. But, an additional pair of corresponding
faulty and correct ciphertexts may discard the eﬀect of the wrong faulty result
in the assumption set.
 The fault is injected on one of 15 other bytes: In this case, the additional
fault can be detected immediately by the opponent and discarded from the
dfa processes. Because it creates only one single-bit fault on the ﬁnal cipher-
text. So, it can be detected by a comparison between the correct and faulty
ciphertexts.
3.5.2.4 Two or more additional faulty bytes on the next round key
For each of these faults, the previous situations are imaginable. They can be man-
aged by the opponent. There is not any limit for single-bit faults on K9. But, the
number of single-bit faults on the K10 must remain proportionally low.
Therefore, according to these diﬀerent cases, additional single-bit faults may be
managed by the opponent in Giraud's bit dfa.
3.5.3 Conclusion
We compared the feasibility of the Giraud's bit and the Piret-Quisquater's dfa when
additional injected faults on the targeted key or the next ones cannot be avoided.
The current section is concerned about the practical ﬂexibility of these dfa methods
by single-bit/byte laser faults on the stored aes round keys in a sram memory. We
showed that a laser spot that hits few more bits more than the reference model
may still permit to perform dfa. After ﬁnding out the good ﬂexibility of Giraud's
bit dfa, we presented our extended dfa method, based on spatial and temporal
accuracies and a classiﬁcation of the results. Besides, the feasibility of multiple
single-bit faults on diﬀerent bytes at the penultimate round key in a Giraud's-bit
attack is higher than the probability of a multiple-bit fault on the target byte. In
this case, all the faulty bit/bytes will stay independent from other ones during the
remaining part of the encryption. These multiple faults will increase the speed of
analysis and does not disturb the results.
On the other hand, Piret-Quisquater's dfa has a practical weakness that is
illustrated clearly on the ﬁgure 3.18. In an experiment, the opponent performs a
single-byte fault attack onK8 and he obtains the ﬁnal ciphertext with corresponding
number of faults, i.e. 4 faulty bytes. Then, how the opponent can be sure that only
one faulty byte is injected on K8, and not an additional byte that has same eﬀects?
On the Giraud's bit model, this problem does not exist and this is a practical
advantage in comparison to Piret-Quisquater's dfa. The only weakness on the
feasibility of Giraud's-bit Attack, is the probability of injecting faults on neighboring
round keys. In this case, by using our method for temporal accuracy, all the physical
faults on the previous round keys can be discarded from the encryption process. In
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addition, our extended attack, described in section 3.4, shows a solution for any
injected fault on the next round key (K10).
Our comparison is summarized in the Table 3.5.3. Our extended attack, based
on Giraud's-bit model, shows more feasibility between them by laser attack on aes
for several sram implementations. When few additional bytes are injected on the
targeted round key and its following key, our extended Giraud's bit dfa may exploit
the faulty results under restricted conditions. Our main conclusions are:
 When the laser beam encounters several bytes, spatial and temporal accuracy
may discard the eﬀects of injected faults on previous round keys. In this
case, several faulty bytes on the targeted key may increase the performance of
Giraud's bit dfa but disrupt Piret-Quisquater's method.
 When few faults are injected on the next round keys, a classiﬁcation between
K9-related and K10-related faults may exclude the second class faults from the
Giraud's bit dfa but a similar possibility does not exist for Piret-Quisquater's
dfa and additional faults may neutralize the process.
 The feasibility of Giraud's bit dfa is much more than that is usually considered
on unprotected chips. Especially, the design of physical layout may improve
the possibility of required faults. So, developing the proper countermeasures
against laser fault attacks is necessary for security of cryptographic circuits.
The feasibility study of performing such faults by diﬀerent category of opponents,
regarding to their level of technical knowledge and ﬁnancial budget for equipments,
is necessary for developing proper countermeasures.
In the next section, we survey the feasibility of a more generalized dfa method.
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3.6 An Extended Multiple-Byte DFA
We presented our extended Giraud's bit dfa in section 3.3. This attack required
single-bit faults on K9. When the laser beam is wider than sram cells, additional
faults on the previous round keys were logically excluded from the encryption by
temporal tuning of laser emission. Moreover, additional single-bit faults injected
on several bytes of K9, did not attenuate and even sped it up. Furthermore, few
additional faults on K10 could be identiﬁed and excluded from dfa process by a
simple classiﬁcation. Nevertheless, when the opponent cannot protect K10 from
numerous faults on it, our dfa will be no more functional. So, is there any other
solution when the laser beam is too large and encounters several bytes on K9 and
K10?
3.6.1 Attack's Scheme
For a more extended attack on the aes, according to our previous experiments,
maybe the ﬁrst idea is to shift an additional round and inject the faults at t10 as is
shown in ﬁgure 3.19.
Figure 3.19: Proper attack timing on the K10 for temporal tuning and excluding
logical eﬀect of eventual faults on the previous round keys.
However, this attack cannot reveal any knowledge for the key by dfa when our
fault model is bit-ﬂip or random. Because, in this case, each faulty ciphertext byte
can be represented by equation 3.8:
D = SR ◦ SB(M9)⊕ (K10 ⊕ e) (3.8)
An xor operation between equation 3.8 and the correct ciphertext (equation 3.1)
gives only the fault on K10, as shown in equation 3.9. It cannot not provide any
information about the original key value:
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∆ = C ⊕D = e (3.9)
Therefore, when the fault model is bit-ﬂip or random (i.e. in our case), any fault
attack on the round keys must be done on the penultimate round key or before it
in order to be exploitable by dfa.
So, the opponent needs a dfa that exploits faults on K9 in presence of several
faults on K10. In this case, faulty bytes on the ciphertext are sometimes product
of two faults on corresponding K9 and K10 bytes. Each pair of a faulty byte and
its corresponding correct byte on the ciphertext can be expressed by the equations
3.10 and 3.11:
C = SR ◦ SB(M9)⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(M8)⊕K9]⊕K10 (3.10)
D = SR ◦ SB[MC ◦ SR ◦ SB(M8)⊕K ′9]⊕K ′10 (3.11)
In this attack, K ′9 and K ′10 are unknown values corresponding to faulty round
keys. We assume E9 as the fault on K9 that has changed it to K ′9, as shown on
equation 3.12. E9 can be a single-bit or a multiple-bit fault, contrary to e in our
previous experiment that was strictly a single-bit fault.
K ′9 = K9 ⊕ E9 (3.12)
Therefore, we replace K ′9 values in equations 3.11 according to equation 3.12
and we get new equations 3.13:
D = SR ◦ SB[(M9)⊕ E9]⊕K ′10 (3.13)
For exploiting successfully this dfa, we need at least three pairs of corresponding
correct and faulty ciphertexts. We call them by a, b and c suﬃxes. For instance Ca
and Da for the ﬁrst pair and Ma9 for their corresponding temporary ciphertext at
end of the 9-th round.
We perform xor operations between the ﬁrst faulty ciphertext and each of fol-
lowing ones and obtain equations 3.14:
(Da ⊕Db) = SR ◦ SB[(Ma9 )⊕ E9]⊕ SR ◦ SB[(M b9)⊕ E9] (3.14a)
(Da ⊕Dc) = SR ◦ SB[(Ma9 )⊕ E9]⊕ SR ◦ SB[(M c9)⊕ E9] (3.14b)
Then, we factorize ShiftRows operations and transfer them to the other side of
equations 3.14. Therefore, we obtain new equations 3.15:
SR−1(Da ⊕Db) = SB[(Ma9 )⊕ E9]⊕ SB[(M b9)⊕ E9] (3.15a)
SR−1(Da ⊕Dc) = SB[(Ma9 )⊕ E9]⊕ SB[(M c9)⊕ E9] (3.15b)
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Furthermore, we perform xor operations between the ﬁrst correct ciphertext and
each of other ones in equations 3.10 and we obtain equations 3.16:
Ca ⊕ Cb = SR ◦ SB(Ma9 )⊕ SR ◦ SB(M b9) (3.16a)
Ca ⊕ Cc = SR ◦ SB(Ma9 )⊕ SR ◦ SB(M c9) (3.16b)
We factorize ShiftRows operations and transfer them to other side of the equa-
tions 3.16 and we get the new equations 3.17:
SR−1(Ca ⊕ Cb) = SB(Ma9 )⊕ SB(M b9) (3.17a)
SR−1(Ca ⊕ Cc) = SB(Ma9 )⊕ SB(M c9) (3.17b)
Besides, by using the equations 3.15, we write M b9 and M
c
9 values as functions
of Ma9 , K9, K10 and correct ciphertexts. So, we obtain the equations 3.18:
M b9 = SB
−1[SR−1(Ca ⊕ Cb)⊕ SB(Ma9 )] (3.18a)
M c9 = SB
−1[SR−1(Ca ⊕ Cc)⊕ SB(Ma9 )] (3.18b)
We replace obtained values for M b9 and M
c
9 from equations 3.18 in equations
3.14. They result in new equations 3.19:
SR−1(Da ⊕Db) = SB[(Ma9 )⊕ E9]⊕
SB{SB−1[SR−1(Ca ⊕ Cb)⊕ SB(Ma9 )]⊕ E9}
(3.19a)
SR−1(Da ⊕Dc) = SB[(Ma9 )⊕ E9]⊕
SB{SB−1[SR−1(Ca ⊕ Cc)⊕ SB(Ma9 )]⊕ E9}
(3.19b)
Ca, Cb, Cc, Da, Db and Dc are known values.
Finally, we perform an exhaustive search between 28 possible values for eachMa9
byte and between 28 possible values for each corresponding E9 byte. This exhaustive
search leads often to an unique value for each Ma9 byte and another unique value
for the corresponding E9 byte. Then, by using these Ma9 byte values and using the
equation 3.20, we ﬁnd K10 byte values. The equation 3.20 is calculated from the
ﬁrst correct ciphertext equation 3.10.
K10 = SR ◦ SB(Ma9 )⊕ Ca (3.20)
Now, we examine the practical experiment for this dfa.
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3.6.2 Practical Experiment
For this experiment, it is required to perform these three steps:
1. Correct encryption: It is necessary to obtain the correct ciphertexts for at
least 3 plaintexts.
2. Fault injection on K9: It is required to inject faults on K9 bytes. In this
attack, we cannot exclude the logical eﬀect of any fault on previous round
keys. Therefore, it is necessary to protect physically the previous round keys
from fault injection, but there is not any restriction for K9 and K10. The the
laser emission can be done at any time in t9 or before. The ﬁgure 3.20 shows
this attack's exploration.
3. Faulty encryption: It is necessary to encipher again the same plaintexts
and obtain their faulty ciphertexts without circuit reset.
Figure 3.20: Attack's exploration for this extended multi-byte dfa. The laser emis-
sion time is set to t9 during exploration.
Therefore, each faulty byte of K9 reveals the content of its respective K10 byte
after calculation described in the attack scheme and using the equations 3.19 and
3.20.
In Piret-Quisquater and Giraud's bit dfa, for each byte and for each plaintext a
new fault injection is necessary. But, it is not necessary to repeat the same fault for
second and following texts. Although, in this attack, i.e. our extended multi-byte
dfa, the same faults must be repeated for all the corresponding bytes on all the
three plaintexts. Consequently, the opponent must avoid a circuit reset after fault
injection.
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3.6.3 A More Sophisticated Practical Experiment
For our extended multi-byte dfa, we consider a more sophisticated experiment where
the opponent cannot protect physically all the round keys prior to K9 from fault
injection. Nevertheless, this attack is still feasible but with longer practical experi-
ments.
In this case, it is required to perform these diﬀerent stages:
1. Correct encryption: It is necessary to obtain the correct ciphertexts for at
least 3 plaintexts; e.g. Ca, Cb and Cc for Ma, M b and M c respectively.
2. Fault injection on K9 and creating the list of faulty ciphertexts:
It is required to launch a series of tests by fault injection on K9 bytes and
performing two encryptions per each laser emission. The opponent does not
need to protect K10 from faults.
For the ﬁrst encryption, it is necessary to perform the laser emission at t9 in
order to exclude the logical eﬀect of any fault on previous round keys. Then,
the second encryption is done without circuit reset. Therefore, the faults on
the ﬁrst faulty ciphertext are due to K9 and K10 faults. But, the second faulty
ciphertext includes all the faults on the round keys.
For the ﬁrst encryptions, the opponent uses repetitively the sequence of 3
plaintexts; i.e. Ma for the ﬁrst test, M b for the second one, M c for the third
one, then again repeating the same sequence: Ma for the fourth test, etc.
For the second encryptions, the opponent uses repetitively the ﬁrst plaintext;
i.e. Ma, as the reference text. Therefore, if at two tests, the second faulty
ciphertexts are equal, it means that all the faults on the round keys are similar.
Consequently, the ﬁrst encryptions of these two tests are products of same
faults on K10 and K9. The second encryptions are also products of same
faults on K10, K9 and prior round keys.
Thus, the opponent creates a list of three values: index of the ﬁrst plaintext,
ﬁrst faulty ciphertext and second faulty ciphertext. The opponent launches
a series of tests and ﬁlls the list according to the experiments. As soon as
he gets 3 identical second faulty ciphertext values for the tests done with 3
distinguished plaintext at ﬁrst encryptions, the experiments ceases.
Now, the opponent uses the four corresponding values for the ﬁrst encryptions.
Each faulty byte ofK9 reveals the content of its respectiveK10 byte after calculation
described in the attack scheme and using the equations 3.19 and 3.20.
The ﬁgure 3.21 shows this attack's exploration. The part of this ﬁgure 3.21 refers
to the ﬁrst encryption, when the logical eﬀect of faults on round keys prior to K9
is discarded. The bottom part of ﬁgure 3.21 shows the second encryption, when all
the physical faults on round keys are involved in the faulty ciphertext.
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Figure 3.21: Attack's exploration for the more sophisticated case of our extended
multi-byte dfa. The laser emission time is set to t9 for the ﬁrst encryption during
exploration. The ﬁrst and the second encryptions are shown in top and bottom part
of ﬁgure respectively.
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At the ﬁrst look, this experiment seems to be very time consuming. But, in
practice for our circuit, it is faster than expected. As the laser target is not moved
during experiments and aﬀected bits on the targeted byte are limited to one or two
bits, there is high chance of reproducing similar faults 3 times in a short time.
For instance, we assume that the laser beam targets 7 bytes on the round keys.
We assume also that the laser beam injects often between 3 and 5 faults on only two
bits of targeted bytes at each emission. In this example, 1512 combinations may
happen according to equation 3.21:
number of total combinations =∑
faulty bytes
number of possible faulty valuesnumber of bytes × (total bytesfaulty bytes) =
23 × (73) + 24 × (74) + 25 × (75)
(3.21)
Therefore, if each combination has a chance equal to other ones, in the worse
case, after 1512 × 2 + 1 = 3024 tests, some K10 bytes can be revealed. For our
circuit, this number of experiments can be done in few hours. It is not an ideal
attack, but it shows that the single-bit/byte fault model attacks are always feasible
by tricks in absence of proper countermeasures.
3.6.4 Conclusion
In this subsection, we presented our very-extended multi-byte dfa. We showed that
even with a very large laser spot that hits many key bytes it is still possible to reveal
the key by dfa.
3.7 Conclusions
In this chapter, we surveyed about the feasibility of Piret-Quisquater and Giraud's
bit methods that are single-byte and single-bit dfa respectively, by laser beam that
hits several bytes.
During laser fault injection on the targeted round keys; i.e. K8 for Piret-
Quisquater and K9 for Giraud's bit dfa, we obtained extra faulty bit/bytes on
targeted round key and also on the previous and the following ones in comparison
to the required model.
We excluded logically the eﬀect of any fault occurred on the previous round keys
by a laser emission time tuning. We also protected the following round keys and
other bytes of the targeted key by accurate displacements of the circuit below the
laser emitter using an x-y positioning table with 0.1 µm precision for displacements.
The main conclusion until this part of our experiment was that by a big laser
spot that hits several bytes, it is still possible to perform single-byte or even single-
bit dfa. Instead of investing for an accurate laser facility, an opponent may use a
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cheap laser emitter and compensate its lack of precision by investing on an accurate
x-y positioning table.
Afterwards, we presented two extended dfa models. We showed that even if
it is not possible to restrict the fault injection to a single-bit or a single-byte, an
intelligent combination between logical and mathematical methods may help again
to perform successfully dfa on aes.
The laser spot diameter and fabrication technology size are important param-
eters in success of single-bit/byte fault injection. Although, for all the reasons
described in the current chapter, single-bit or single-byte dfa methods are some-
times feasible by tricks on unprotected chips. They might be done even by big laser
spots. Therefore, developing the proper countermeasures against laser fault attacks





4.1 Round Reduction Attacks . . . . . . . . . . . . . . . . . . . . 77
4.1.1 Previous Works . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Feasible Attack Models on our AES . . . . . . . . . . . . . . 79
4.2.1 Single Attack Scenarios . . . . . . . . . . . . . . . . . . . . . 80
4.2.2 Cryptanalysis of the Main Attacks . . . . . . . . . . . . . . . 87
4.2.3 Secondary Attack Scenarios . . . . . . . . . . . . . . . . . . . 110
4.2.4 Cryptanalysis of Secondary Attacks . . . . . . . . . . . . . . 117
4.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.1 Round Reduction Attacks
The Round Reduction Attacks are a category of attacks by algorithm modiﬁcation
using faults. They were noticed by Hamid Choukri and Michael Tunstall at fdtc
2005 [Choukri 2005]. Their work shows a round reduction attack using faults on an
aes. There are very few other works that followed this attack, the most notable are
the work of Yannick Monnet et al. presented at fdtc 2006 [Monnet 2006] and the
attack of JeanHoon Park et al. reported in June 2011 in [Park 2011].
In this chapter, we demonstrate the possibility of setting up this category of
attacks using faults by a laser bench. The experiments are done on our circuit
running sosse operating system with an embedded aes.
4.1.1 Previous Works
4.1.1.1 Attack of H. Choukri and M. Tunstall
According to the experiments of H. Choukri and M. Tunstall [Choukri 2005], if the
opponent may change the round counter (therefore RC) of aes at the beginning of
algorithm execution to its ﬁnal value (0 in the [Choukri 2005] case), the ciphertext
will be the product of a single round (after the initial round).
Regarding our aes implementation, one of two diﬀerent algorithm executions
may happen:
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1. The ciphertext is the product of the initial round (R0) and the execution of a
middle or normal round (identical to R1..R9) of aes:
D = MC ◦ SR ◦ SB(M ⊕K)⊕Km
Km is the corresponding subkey for the round m.
2. The ciphertext is the product of the initial round (R0) followed by the ﬁnal
round (R10) execution:
D = SR ◦ SB(M ⊕K)⊕K10
In both cases, using two pairs of corresponding faulty and correct ciphertexts, the
analysis reveals the secret key. This attack was done with a naive implementation
of aes with no countermeasure, embedded on a pic16f877 microcontroller. The
fault injection method was a current glitch on the Vcc, at the beginning of the aes
execution.
4.1.1.2 Attack of Y. Monnet et al.
Y. Monnet et al. are reported in [Monnet 2006] another round reduction attack on
two asynchronous cryptoprocessors running the des algorithm. The round counters
used in both of cryptoprocessors have a multi-rail design. For each of 16 rounds, a
separated signal line is implemented. A 17th signal line is also existent to distinguish
the end of algorithm execution. These signal lines are protected by an alarm that
releases if more than one signal line is activated.
This attack was done by laser fault injection. Between the two des asynchronous
cryptoprocessors, the model with countermeasures was more resistant against at-
tacks during the experiments. However, this attack is done successfully on both of
the circuits.
4.1.1.3 Attack of J. H. Park et al.
The attack of JeaHoon Park et al. reported in [Park 2011] is a laser fault attack on
an embedded aes using an Atmega128 microcontroller. The aes implementation is
based on the proposed one in the nist reference [nist 2001].
They reported a successful attack for jumping from R1 to R10. The faulty
execution includes R0 − R1 − R10. Therefore, it executes an additional round in
comparison to the attaque of H. Choukri et M. Tunstall [Choukri 2005] that included
only R0 −R10.
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4.2 Feasible Attack Models on our AES
Considering the implementation of our aes running under sosse, embedded on
our microcontroller, several possibilities for fault injection are conceivable. For this
reason, we refer to the fault models obtained in our previous experiments.
For the feasibility study of these attacks, we review the details of our aes algo-
rithm shown on the ﬁgure 4.1:
Figure 4.1: Implementation of our aes algorithm.
In our implementation, the round counter is used for counting only the middle
rounds (Rm); in other words, the rounds between R1 and R9. The initial round
(R0) and the ﬁnal round (R10) are implemented separately as shown in the ﬁgure
4.1. Therefore, even with complete removal of middle rounds, the initial and the
ﬁnal rounds will be executed.
However, the index of round key used for AddRoundKey operation at any round,
even at the initial and at the ﬁnal round, is same as the round counter value. When
the value of RC is between 1 and 10 (1 ≤ RC ≤ 10), the algorithm performs
an xor operation between the temporary ciphertext and KRC . But if RC takes a
value greater than 10, the algorithm searches the 16 stored bytes in memory that
correspond to an address calculated by the same formula for KRC . So, the value of
this bloc of 16 bytes will be used, despite the fact that it does not match any valid
key value. We recall that any round key with an index greater than 10 cannot exist
logically for aes-128. Therefore, the temporary ciphertext is xored with a bloc of
unknown values.
According to the laser fault injection model that we implemented successfully
during previous experiments, our injected faults may be limited to one or very few
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bytes, and usually under a single bit fault model. Therefore, we limit our fault model
to the set of these hexadecimal values: {01, 02, 04, 08, 10, 20, 40, 80} and
omit other values with fewer feasibility.
The fault injection moment has distinct eﬀects regarding to its corresponding
algorithm execution moment. For the characterization of these eﬀects, we divide
each round execution into distinct moments:
1. for : At the beginning of the middle rounds loop, between RC value as-
signment or incrementation and its comparison to the upper limit, so called
Rmax value.
2. loop : After RC comparison to its upper limit and before AddRoundKey op-
eration of the current round.
3. ark : During the AddRoundKey operation for the current round.
4. comeback : After the AddRoundKey operation, until the return to the loop's
beginning.
We show this various moments of our aes algorithm execution on the ﬁgure 4.2.
Figure 4.2: Various moments of our aes algorithm execution.
4.2.1 Single Attack Scenarios
Two scenarios are conceivable for changing the number of total rounds in our aes
algorithm implementation by fault injection. The targets are the round counter
(RC) value and the total round number reference (Rmax).
In this subsection, we describe these so called single attack scenarios as they
requires only one fault injection for each plaintext.
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4.2.1.1 Attacks on The Round Counter Value
This attack scenario changes the round counter during aes execution. Therefore,
it changes the index of the current executing round. Depending on the moment of
fault injection, various changes can occur on the algorithm execution. Changing
the RC value often leads to change of total number of executed rounds, by adding,
suppressing or even repetitive executing of several rounds:
 If RC ⊕ e < RC ⇒ Round addition or repetitive execution of several rounds.
For instance: if RC =7 and e=2 then the new RC=5 and the aes execution
will be:
r0..r5-r6-r5-r6-r7..r10
The rounds 5 and 6 will be executed twice and the total number of executed
rounds will be incremented to 12.
 If RC ⊕ e > RC and RC < Rmax − 1 ⇒ Round reduction. For example:
if RC=4 and e=2 then the new RC=6 and the faulty aes execution will be:
r0..r3-r6..r10
Therefore the rounds 4 and 5 will be skipped and the total executed number
of rounds will be reduced to 8.
 If RC⊕e > RC and RC = Rmax−1 ⇒ Round alteration ; i.e. without any
change on total number of rounds, but with eﬀects on AddRoundKey of ﬁnal
round and maybe penultimate round. For instance: if RC=9 and e=2 then
the new RC=11 and the aes execution will be:
r0..r8-rm=11-rf=12
So, the total number of executed rounds will remain 10, but the penultimate
round and the ﬁnal round will xored by invalid subkey values as K11 and K12
during AddRoundKey.
We summarize these eﬀects according to diﬀerent stages of algorithm execution
and show them in table 4.1.
Eﬀects of diﬀerent single-bit fault value at each of round stages are shown in
appendix A. We only report the exploitable cases by light diﬀerential cryptanalysis
in table 4.3.
Hereafter, we use these abbreviations for the terms related to round modiﬁcation
attacks:
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Table 4.1: Eﬀects of fault injection on the round counter according to the diﬀerent
stages of the aes algorithm execution
Stage Eﬀects
for - Change of the RC value
- Addition or reduction of total rounds (even repetitive execu-
tion or suppression of several rounds)
loop - Change of the RC value
- AddRoundKey execution of another round (If the new RC>10,
AddRoundKey with unknown values)
- Addition or reduction of total rounds (even repetitive execu-
tion or suppression of several rounds)
ark - Change of the RC value
- Without any eﬀect on the current AddRoundKey execution
- Addition or reduction of total rounds (even repetitive execu-
tion or suppression of several rounds)
comeback - Change of the RC value
- Addition or reduction of total rounds (even repetitive execu-
tion or suppression of several rounds)
 NR: Number of total executed rounds
 Rm: A round executed identically to the middle rounds; i.e. including
SubBytes, ShiftRows, MixColumns and AddRoundKey operations. However,
the AddRoundKey operation uses an invalid key. The index of the searched
invalid key is mentioned by m = expression, when it is necessary.
 Rn: A round executed identically to the middle rounds; i.e. includ-
ing SubBytes, ShiftRows, MixColumns and AddRoundKey operations. The
AddRoundKey operation uses a valid key. The index of the key is always be-
tween 1 and 9. It is mentioned by n = expression, when it is necessary.
 Rn+1 or Rn+2: A round executed identically to the middle rounds; i.e. in-
cluding SubBytes, ShiftRows, MixColumns and AddRoundKey operations. The
AddRoundKey operation uses a valid key. The index of the key is always be-
tween 1 and 9. It is mentioned by n = expression, when it is necessary.
 Rf : A round executed identically to the ﬁnal round; i.e. including SubBytes,
ShiftRows and AddRoundKey operations. However, the AddRoundKey opera-
tion uses an invalid key. The index of the searched invalid key is mentioned
by f = expression, when it is necessary.
In table 4.3, each ﬁlled cell refers to a possible attack. The black line above
the cells shows RC value before and after the attack according to each fault model.
Crossing row and column refer to attack moment and value of the injected fault.
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Each cell contains a brief description of the corresponding attack: The ﬁrst line
shows number of total executed rounds for aes encryption. This value includes all
the executed rounds before and after the attack, except the uncounted initial round.
The second line present list of executed rounds. For brevity, consecutive normal
rounds are replaced by two points in the lists, but the faulty rounds are listed
separately. For instance, r0..r8-rf  means round 0 until round 8 are executed
normally, then a round similarly to ﬁnal round is executed. The next one or two
lines show execution condition of faulty rounds. For the current example, the next
line refers to the faulty ﬁnal round; e.g. when f=25, the AddRoundKey operation of
ﬁnal round searches for subkey values corresponding to round 25.
Any round does not exist after the round 10 in aes-128. Therefore, any subkey
does not exist for rounds above 10. As we described before in this chapter, our
algorithm does not check if the round index is valid and will search for corresponding
bloc of 16 bytes on memory for any subkey index.
As another example, r0-r1-rm-rf means that totally 3 rounds are executed after
the initial round: Round 1 in normal execution followed by a faulty middle round
and a faulty ﬁnal round. The next lines, e.g. m=17 and f=18 show that the faulty
middle and ﬁnal rounds search for subkey values corresponding to the rounds 17
and 18.
Table 4.2 shows a brief comparison between the correct and a faulty round
executions.
Table 4.2: Comparison between the correct and a faulty round executions.
The Example for
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4.2.1.2 Attacks on The Round Number Reference
The second attack scenario changes the reference number of total rounds during aes
execution. This reference number is accessed only once per round and only at the
beginning of any middle round and the ﬁnal round. For the ﬁnal round, whatever
the value of the round counter, it can never prevent the execution of ﬁnal round.
However, depending to the attack, the ﬁnal round might be other than R10.
Table 4.4: Eﬀects of fault injection on the round number reference during diﬀerent
moments of aes middle or ﬁnal round execution
Instant Eﬀects
for - Addition or reduction of total round number (even repetitive
execution or suppression of several rounds)
- Immediate eﬀect of the injected fault (at the end of for)
loop - Addition or reduction of total round number (even suppres-
ark sion of several rounds but not repetitive execution)
comeback - Delayed eﬀect of the injected fault (until beginning of the
next round)
According to the moment of fault injection, various changes on the algorithm
execution can occur. We show these eﬀects brieﬂy in table 4.4.
The consequences of injecting diﬀerent values of faults on the round number
reference are shown in the Annexe A. We show in table 4.5 only the exploitable
cases.
Table 4.5: The exploitable attacks of Scenario II.
Round Attack Model of injected fault
counter moment 0x01 0x02 0x04 0x08
Rmax11 Rmax8 Rmax14 Rmax2
0 ≤ RC ≤ 7
FOR NR11 NR14
LOOP r0..r9-rm-rf r0..r9-4×rm-rf





m=10 m={10, 11, 12, 13}
f=11 f=14
Table continued on next page
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Table 4.5  Table continued from previous page
Round Attack Model of injected fault
counter moment 0x01 0x02 0x04 0x08
Rmax11 Rmax8 Rmax14 Rmax2
LOOP NR11 NR9 NR14
ARK r0..r9-rm-rf r0..r8-rf r0..r9-4×rm-rf
COMEBACK m=10 f=9 m={10, 11, 12, 13}
f=11 f=14
RC = 9
FOR NR11 NR9 NR14
r0..r9-rm-rf r0..r8-rf r0..r9-4×rm-rf









m=10 m={10, 11, 12, 13}
f=11 f=14
4.2.2 Cryptanalysis of the Main Attacks
We saw two attack scenarios that appear feasible on our aes. According to our
algorithm and our models of feasible faults, we cannot perform the Round Reduction
Attack of H. Choukri and M. Tunstall. But we can ﬁnd feasible attacks that have
similarities to their cryptanalysis solution and also several new attacks with simple
cryptanalysis to reveal the secret key.
Now, we describe practical solutions for exploiting two aforementioned scenarios.
4.2.2.1 Attacks on the Round Counter Value
For the ﬁrst scenario, two possibilities are conceivable:
1. Attack with memory access:
If the opponent can access to the memory and overwrite zero (0x00) or any
known values on the addresses upper the stored round keys (at least for the
corresponding bytes to the attack).
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Or, if the memory content for the required non valid round key is equal to
zero or any known value.
A third similar possibility is when the corresponding address for a non-valid
round key is out of the memory space. For instance, if according to the attack,
the algorithm searches for K129 and its corresponding address is out of the
memory space. In this case, if the algorithm returns a known value for such
non valid and out of memory round key.
2. Attack without memory access:
If the attacker cannot overwrite memory, when the program searches for a
non-valid round key (in the valid memory space), the transmitted values will
be unknown.
Each of these two possibilities results in diﬀerent equations and solutions. We
describe here the exploitation of these attacks of the Scenario I.
Scenario I - Attack 1
Attack moment: RC=1 for
Required fault model: {10, 20, 40, 80}
Algorithm execution: R0-Rf
 Attack I-1 with memory access
Only one faulty ciphertext (D) is required:
D = SR ◦ SB(M ⊕K) (4.1)
By reversing ShiftRow and SubBytes operations in equation 4.1, we get equation
4.2:
SB−1 ◦ SR−1(D) = M ⊕K (4.2)
So, we can calculate value of K by equation 4.3:
K = SB−1 ◦ SR−1(D)⊕M (4.3)
D and M have known values.
Therefore, each byte of K is revealed by the equation 4.3.
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 Attack I-1 without memory access
For exploitation of this attack, two faulty ciphertexts (Da and Db) and their
corresponding plaintexts (Ma and M b) are required:
Da = SR ◦ SB(Ma ⊕K)⊕K ′y (4.4a)
Db = SR ◦ SB(M b ⊕K)⊕K ′y (4.4b)
Each faulty ciphertext has an xor operation with K ′y, an unknown value as an
invalid key. By performing an xor operation between two faulty ciphertexts 4.4, we
discard the eﬀect of K ′y values on the resulting equation 4.5:
Da ⊕Db = SR ◦ SB(Ma ⊕K)⊕ SR ◦ SB(M b ⊕K) (4.5)
Then, by reversing ShiftRows operation in equation 4.5 and according to its
distributivity property, we obtain equation 4.6:
SR−1(Da ⊕Db) = SB(Ma ⊕K)⊕ SB(M b ⊕K) (4.6)
Da, Db, Ma and M b have known values in equation 4.6.
For revealing each byte of K, we must perform a brute-force search between 28
possible values.
For each byte of K, the brute-force search give two diﬀerent values. Despite the
fact that only one key byte value is correct, both of these two byte values satisfy
equation 4.6.
When a K ′y byte is null or has a known value, the correct hypothesis for the
corresponding byte of K can be examined using one of the equations 4.4. Otherwise,
a new brute-force search is needed between two hypotheses for each key byte. In
this case, 216 entire key values must be examined in order to ﬁnd the only one
corresponding key.
An alternative solution is to use a third pair of a plaintext and its corresponding
faulty ciphertext, for instance Mc and Dc shown in equation 4.7. Therefore, the
brute-force search for the key byte values on both of equations 4.6 and 4.8 give only
the correct key byte value.
Dc = SR ◦ SB(M c ⊕K)⊕K ′y (4.7)
SR−1(Da ⊕Dc) = SB(Ma ⊕K)⊕ SB(M c ⊕K) (4.8)
However, some exceptions persist: When one of the byte values is repeated on
the corresponding byte on all the plaintexts, the brute-force search cannot ﬁnd its
original value.
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Scenario I - Attack 2
Attack moment: RC=1 loop
Required fault model: {10, 20, 40, 80}
Algorithm execution: R0-Rm-Rf
 Attack I-2 with memory access
Only one faulty ciphertext (D) is required:
D = SR ◦ SB[MC ◦ SR ◦ SB(M ⊕K)⊕ 00]⊕ 00 (4.9)
If we reverse ShiftRows and SubBytes operations in equation 4.9, we obtain
equation 4.10:
SB−1 ◦ SR−1(D) = MC ◦ SR ◦ SB(M ⊕K) (4.10)
By revering operations of the previous round in equation 4.10, we get the new
equation 4.11:
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(D) = M ⊕K (4.11)
Then, we can obtain equation 4.12 for ﬁnding K key byte values:
K = SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(D)⊕M (4.12)
D and M have known values.
The equation 4.12 reveals all the bytes of K.
 Attack I-2 without memory access
For exploitation of this attack, three pairs of faulty ciphertext and its corre-
sponding plaintext are required:
Da = SR ◦ SB{MC ◦ SR ◦ SB(Ma ⊕K)⊕K ′x} ⊕K ′y (4.13a)
Db = SR ◦ SB{MC ◦ SR ◦ SB(M b ⊕K)⊕K ′x} ⊕K ′y (4.13b)
Dc = SR ◦ SB{MC ◦ SR ◦ SB(M c ⊕K)⊕K ′x} ⊕K ′y (4.13c)
Each faulty ciphertext, shown as an equation 4.13, has two invalid key values.
This attacks results in execution of a middle round with an invalid key value namely
K ′x, followed by the ﬁnal round with another invalid key value namely K ′y.
We can omit the eﬀect of K ′y by performing an xor operation between the ﬁrst
faulty ciphertext and each of other ones:
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Da ⊕Db = SR ◦ SB{MC ◦ SR ◦ SB(Ma ⊕K)⊕K ′x} ⊕
SR ◦ SB{MC ◦ SR ◦ SB(M b ⊕K)⊕K ′x}
(4.14a)
Da ⊕Dc = SR ◦ SB{MC ◦ SR ◦ SB(Ma ⊕K)⊕K ′x} ⊕
SR ◦ SB{MC ◦ SR ◦ SB(M c ⊕K)⊕K ′x}
(4.14b)
Nevertheless, K ′x remains in the equations 4.14. The solution for resolving the
equations 4.14 consists in creating hypotheses on K ′x value, in addition to K value.
Ma, M b, M c, Da, Db and Dc have known values.
So, a brute-force search of (28)4×28×4 = 242 values is necessary for each column
of K. It results in only one hypothesis for the corresponding column of K and also
K ′x. The entire key is discovered after a brute-force search of 242 × 4 = 244 values.
Scenario I - Attack 3
Attack moment: RC=1 ark, comeback or RC=2 for
Required fault model: {10, 20, 40, 80}
Algorithm execution: R0-R1-Rf
 Attack I-3 with memory access
Two faulty ciphertexts (Da and Db) are required:
Da = SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1]⊕ 00 (4.15a)
Db = SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1]⊕ 00 (4.15b)
By reversing ShiftRows and SubBytes operations in the equation 4.15, we obtain
the equation 4.16:
SB−1 ◦ SR−1(Da) = MC ◦ SR ◦ SB(Ma ⊕K)⊕K1 (4.16a)
SB−1 ◦ SR−1(Db) = MC ◦ SR ◦ SB(M b ⊕K)⊕K1 (4.16b)
Then, an xor operation between two equations 4.16 removes K1 from the equa-
tions and gives the equation 4.17:
SB−1 ◦ SR−1(Da)⊕ SB−1 ◦ SR−1(Db) =
MC ◦ SR ◦ SB(Ma ⊕K)⊕ MC ◦ SR ◦ SB(M b ⊕K) (4.17)
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By reversing MixColumns and ShiftRows operations and according to their dis-
tributivity, we obtain:
SR−1 ◦ MC−1[SB−1 ◦ SR−1(Da)⊕ SB−1 ◦ SR−1(Db)] =
SB(Ma ⊕K)⊕ SB(M b ⊕K) (4.18)
Da, Db, Ma and M b have known values.
So, we can perform a brute force search for each byte of K separately. For each
byte of K, we have 28 possible values to check. This brute force search results in
two hypotheses for each byte of K.
Although that only one key byte value is correct, both of these two byte val-
ues satisfy the equation 4.18. So, a new brute-force search is needed between two
hypotheses for each key byte. In this case, for each key hypothesis, K1 also must
be calculated by KeyExpansion operations and then examinated using one of the
equations 4.15. Therefore, K1 expansion is needed for 216 entire key hypotheses in
order to ﬁnd the only one corresponding key.
An alternative solution is to use a third pair of plaintext and its corresponding
faulty ciphertext, for instanceMc and Dc shown in the equation 4.19. So, the brute-
force search for the key byte values on both of equations 4.24 and 4.20 gives only
the correct key byte value.
Dc = SR ◦ SB[MC ◦ SR ◦ SB(M c ⊕K)⊕K1]⊕ 00 (4.19)
SR−1 ◦ MC−1[SB−1 ◦ SR−1(Da)⊕ SB−1 ◦ SR−1(Db)] =
SB(Ma ⊕K)⊕ SB(M b ⊕K) (4.20)
 Attack I-3 without memory access
For ﬁnding the key by this attack, 3 pairs of corresponding faulty ciphertext and
original plaintext are necessary.
The equations 4.15 show two ﬁrst faulty ciphertexts. Each faulty ciphertext has
K ′y, as a invalid key value:
Da = SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1]⊕K ′y (4.21a)
Db = SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1]⊕K ′y (4.21b)
Dc = SR ◦ SB[MC ◦ SR ◦ SB(M c ⊕K)⊕K1]⊕K ′y (4.21c)
According to xor substitution property, we can move K ′y in the equations 4.21
and obtain the equations 4.22:
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Da ⊕K ′y = SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1] (4.22a)
Db ⊕K ′y = SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1] (4.22b)
Dc ⊕K ′y = SR ◦ SB[MC ◦ SR ◦ SB(M c ⊕K)⊕K1] (4.22c)
By reversing ShiftRows and SubBytes in the equations 4.22, we obtain the
equations 4.23:
SB−1 ◦ SR−1(Da ⊕K ′y) = MC ◦ SR ◦ SB(Ma ⊕K)⊕K1 (4.23a)
SB−1 ◦ SR−1(Db ⊕K ′y) = MC ◦ SR ◦ SB(M b ⊕K)⊕K1 (4.23b)
SB−1 ◦ SR−1(Dc ⊕K ′y) = MC ◦ SR ◦ SB(M c ⊕K)⊕K1 (4.23c)
We can discard K1 value from equations 4.23 by an xor operation between them
and arrive to the equation 4.24:
SB−1 ◦ SR−1(Da ⊕K ′y)⊕ SB−1 ◦ SR−1(Db ⊕K ′y) =
MC ◦ SR ◦ SB(Ma ⊕K)⊕ MC ◦ SR ◦ SB(M b ⊕K) (4.24a)
SB−1 ◦ SR−1(Da ⊕K ′y)⊕ SB−1 ◦ SR−1(Dc ⊕K ′y) =
MC ◦ SR ◦ SB(Ma ⊕K)⊕ MC ◦ SR ◦ SB(M c ⊕K) (4.24b)
Da, Db, Dc, Ma, M b and M c are known values.
We create hypotheses by a brute-force search on each quadruple of K ′y bytes
that enters together to a single MixColumns operation. Then, for each hypothesis
on a K ′y quadruple, we search values for the 4 corresponding bytes of K. As there
is not any MixColumns step for K values in the equation 4.24, we can perform our
brute-force search for each of bytes on the quadruple separately.
So, for ﬁnding each K ′y quadruple, (28)4 values must be veriﬁed. In addition,
ﬁnding each byte of a K quadruple requires a brute-force search between 28 values.
So, an exhaustive search of 242 values is necessary in order to reveal a K quadruple
or 244 values for the full key.
Scenario I - Attack 4
Attack moment: RC=2 loop
Required fault model: {10, 20, 40, 80}
Algorithm execution: R0-R1-Rm-Rf
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 Attack I-4 with memory access
Two faulty ciphertexts (Da and Db) and their corresponding plaintexts are re-
quired:
Da = SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1]⊕ 00} ⊕ 00 (4.25a)
Db = SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1]⊕ 00} ⊕ 00 (4.25b)
By reversing ShiftRows and SubBytes operations in the equations 4.25, we ob-
tain the equations 4.26:
SB−1 ◦ SR−1(Da) = MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1] (4.26a)
SB−1 ◦ SR−1(Db) = MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1] (4.26b)
Then, by reversing the operations of the previous round in the equation 4.26, we
get the equation 4.27:
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Da) = [MC ◦ SR ◦ SB(Ma ⊕K)]⊕K1 (4.27a)
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Db) = [MC ◦ SR ◦ SB(M b ⊕K)]⊕K1 (4.27b)
Afterwards, we can discard the eﬀect of K1 in the equations 4.27 by an xor
operation between them and obtain the equation 4.28:
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Da)⊕
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Db) =
MC ◦ SR ◦ SB(Ma ⊕K)⊕ MC ◦ SR ◦ SB(M b ⊕K)
(4.28)
By reversing MixColumns and ShiftRows operations in the equation 4.28 and
according to their distributivity property, we obtain the new equation 4.29:
SR−1 ◦ MC−1[SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Da)⊕
SB−1 ◦ SR−1 ◦ MC−1 ◦ SB−1 ◦ SR−1(Db)] =
SB(Ma ⊕K)⊕ SB(M b ⊕K)
(4.29)
Da, Db, Ma and M b have known values.
So, for each column of 4 bytes on K in the equation 4.29, a brute-force search
between (28)4 values reveals the corresponding bytes of K. Therefore, a brute-force
search between 234 values reveals the entire key.
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 Attack I-4 without memory access
Each faulty ciphertext, such as Da and Db in the equations 4.30, has K ′x and
K ′y, two invalid key values.
Da = SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1]⊕K ′x} ⊕K ′y (4.30a)
Db = SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1]⊕K ′x} ⊕K ′y (4.30b)
By performing an xor operation between two faulty ciphertexts of the equations
4.30, we can discard K ′y and obtain the equation 4.31:
Da ⊕Db =
SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(Ma ⊕K)⊕K1]⊕Kx}⊕
SR ◦ SB{MC ◦ SR ◦ SB[MC ◦ SR ◦ SB(M b ⊕K)⊕K1]⊕Kx}
(4.31)
K ′x cannot be discarded from the equation 4.31. Searching for both of K and
K1 in presence of the invalid key values of K ′x and two MixColumns steps cannot be
limited to a partial brute-force search. Therefore, in this attack, without access to
the memory, K cannot be discovered in a reasonable time.
Scenario I - Attack 5
Attack moment: RC=8 ark, comeback
Required fault model: {01}
Algorithm execution: R0-R1..R8-R10
 Attack I-5 with or without memory access
For exploiting this attack, at least two pairs of corresponding faulty and correct
ciphertexts are required:
Ca = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.32a)
Cb = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.32b)
Da = SR ◦ SB(Ma8 )⊕K10 (4.33a)
Db = SR ◦ SB(M b8)⊕K10 (4.33b)
According to substitution property of xor, we can move K10 in the equations4.32
and obtain the equations 4.34:
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Ca ⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9] (4.34a)
Cb ⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9] (4.34b)
Then, by reversing ShiftRows and SubBytes operations in the equations 4.34,
we obtain the equation 4.35:
SB−1 ◦ SR−1(Ca ⊕K10) = MC ◦ SR ◦ SB(Ma8 )⊕K9 (4.35a)
SB−1 ◦ SR−1(Cb ⊕K10) = MC ◦ SR ◦ SB(M b8)⊕K9 (4.35b)
We can excludeK9 value from the equations 4.35 by performing an xor operation
between them:
SB−1 ◦ SR−1(Ca ⊕K10)⊕ SB−1 ◦ SR−1(Cb ⊕K10) =
MC ◦ SR ◦ SB(Ma8 )⊕ MC ◦ SR ◦ SB(M b8)
(4.36)
Afterwards, we factorize the MixColumns operation according to its distributiv-
ity property in the equation 4.36. In addition, we replace Da and Db pby their
corresponding values in the equations 4.33 and write the new equation 4.37:
SB−1 ◦ SR−1(Ca ⊕K10)⊕ SB−1 ◦ SR−1(Cb ⊕K10) = MC(Da ⊕Db) (4.37)
Ca, Cb, Da and Db have known values.
So, we can calculate K10 by the equation 4.37. By using two pairs of corre-
sponding faulty and correct ciphertexts, this equation leads to two diﬀerent values
for each byte of K by an exhaustive search. Therefore, we must perform a second
brute-force search between all the K10 byte hypotheses in order to ﬁnd the correct
one. In this case, for each of 216 key hypotheses, we must calculate all the round
keys by the reverse of KeyExpansion operations.
Besides, an alternative solution exists by using an additional pair of correspond-
ing faulty and correct ciphertexts, such as Cc and Dc in the equations 4.38 and
4.39.
Cc = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]⊕K10 (4.38a)
Dc = SR ◦ SB(M c8)⊕K10 (4.39a)
4.2. Feasible Attack Models on our AES 97
Therefore, using both of the equations 4.37 and 4.40 leads to a unique value for
each of K10 byte (with some exceptions).
SB−1 ◦ SR−1(Ca ⊕K10)⊕ SB−1 ◦ SR−1(Cc ⊕K10) = MC(Da ⊕Dc) (4.40)
These operations are independent from any invalid key value. So, they don't
require any memory access.
Scenario I - Attack 6
Attack moment: RC=8 ark, comeback or RC=9 for
Required fault model: {02, 04, 10, 20, 40, 80}
Algorithm execution: R0-R1..R8-Rf
 Attack I-6 with memory access
For exploiting this attack, at least two pairs of corresponding faulty and correct
ciphertexts are required:
Ca = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.41a)
Cb = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.41b)
Da = SR ◦ SB(Ma8 )⊕ 00 (4.42a)
Db = SR ◦ SB(M b8)⊕ 00 (4.42b)
By replacing Da and Db values from the equations 4.42 in the equations 4.41,
we obtain the new equations 4.43:
Ca = SR ◦ SB[MC(Da8)⊕K9]⊕K10 (4.43a)
Cb = SR ◦ SB[MC(Db8)⊕K9]⊕K10 (4.43b)
Then, by an xor operation between two equations 4.43, we get equation 4.44:
Ca ⊕ Cb = SR ◦ SB[MC(Da8)⊕K9]⊕ SR ◦ SB[MC(Db8)⊕K9] (4.44)
Ca, Cb, Da and Db have known values.
So, by replacing the values of Ca, Cb, Da and Db in equation 4.44, we can ﬁnd
each byte of K9 separately.
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By using two pairs of corresponding faulty and correct ciphertexts, solving the
equation 4.44 gives two hypotheses on each byte of K9. In this case, a brute-force
search between 216 hypotheses of possible key values is necessary in order to ﬁnd
the corresponding K9.
Besides, by using a third pair of corresponding faulty and correct ciphertexts,
such as Cc and Dc, solving both of equations 4.44 and 4.47 leads to a single value
for each byte of K9.
Cc = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]⊕K10 (4.45)
Dc = SR ◦ SB(M c8)⊕ 00 (4.46)
Ca ⊕ Cc = SR ◦ SB[MC(Da8)⊕K9]⊕ SR ◦ SB[MC(Dc8)⊕K9] (4.47)
However, in some exceptional cases, even by using 3 pairs of corresponding faulty
and correct ciphertexts, more than one byte might be found for several bytes of K9.
 Attack I-6 without memory access
For exploiting this attack without access to the memory, three pairs of corre-
sponding faulty and correct ciphertexts are required:
Ca = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.48a)
Cb = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.48b)
Cc = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]⊕K10 (4.48c)
Da = SR ◦ SB(Ma8 )⊕K ′y (4.49a)
Db = SR ◦ SB(M b8)⊕K ′y (4.49b)
Dc = SR ◦ SB(M c8)⊕K ′y (4.49c)
The equations 4.49 have the value of the invalid key K ′y. So, by performing
xor operations between the ﬁrst faulty ciphertext (Da) and the following ones, we
discard K ′y and we obtain equations 4.50:
Da ⊕Db = SR ◦ SB(Ma8 )⊕ SR ◦ SB(M b8) (4.50a)
Da ⊕Dc = SR ◦ SB(Ma8 )⊕ SR ◦ SB(M c8) (4.50b)
Besides, xor operations between the ﬁrst correct ciphertext (Ca) and the follow-
ing ones lead to equations 4.51:
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Ca ⊕ Cb = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕
SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]
(4.51a)
Ca ⊕ Cc = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕
SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]
(4.51b)
For brevity in writing the equations, we deﬁne Xa, Xb and Xc with given deﬁ-
nitions in equations 4.52:
Xa = SR ◦ SB(Ma8 ) (4.52a)
Xb = SR ◦ SB(M b8) (4.52b)
Xc = SR ◦ SB(M c8) (4.52c)
Therefore, we replace Xa, Xb and Xc values in equations 4.50 and 4.51 and we
obtain equations 4.53 and 4.54:
Da ⊕Db = Xa ⊕Xb (4.53a)
Da ⊕Dc = Xa ⊕Xc (4.53b)
Ca ⊕ Cb = SR ◦ SB[MC(Xa)⊕K9]⊕ SR ◦ SB[MC(Xb)⊕K9] (4.54a)
Ca ⊕ Cc = SR ◦ SB[MC(Xa)⊕K9]⊕ SR ◦ SB[MC(Xc)⊕K9] (4.54b)
Furthermore, we rewrite Xa, Xb and Xc according to their corresponding values
in equations 4.48:
Xa = MC−1[SB−1 ◦ SR−1(Ca ⊕K10)⊕K9] (4.55a)
Xb = MC−1[SB−1 ◦ SR−1(Cb ⊕K10)⊕K9] (4.55b)
Xc = MC−1[SB−1 ◦ SR−1(Cc ⊕K10)⊕K9] (4.55c)
So, if we perform xor operations between Xa and Xb and also between Xa and
Xc in equations 4.55, we obtain the new equations 4.56:
Xa ⊕Xb = MC−1[SB−1 ◦ SR−1(Ca ⊕K10)⊕ SB−1 ◦ SR−1(Cb ⊕K10)] (4.56a)
Xa ⊕Xc = MC−1[SB−1 ◦ SR−1(Cb ⊕K10)⊕ SB−1 ◦ SR−1(Cc ⊕K10)] (4.56b)
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If we factorize the reverse of ShiftRows operation in equations 4.56, we get
equation 4.57:
Xa ⊕Xb = MC−1 ◦ SR−1[SB−1(Ca ⊕K10)⊕ SB−1(Cb ⊕K10)] (4.57a)
Xa ⊕Xc = MC−1 ◦ SR−1[SB−1(Cb ⊕K10)⊕ SB−1(Cc ⊕K10)] (4.57b)
Then, we perform again the reverse of ShiftRows and MixColumns operations
in equations 4.57. We also replace Xa, Xb and Xc according to their corresponding
values in equations 4.53. So, we get the new equations 4.58:
MC ◦ SR(Da ⊕Db) = SB−1(Ca ⊕K10)⊕ SB−1(Cb ⊕K10) (4.58a)
MC ◦ SR(Da ⊕Dc) = SB−1(Cb ⊕K10)⊕ SB−1(Cc ⊕K10) (4.58b)
Ca, Cb, Cc, Da, Db and Dc are known values.
Therefore, we replace Ca, Cb, Cc, Da, Db andDc values in equations 4.58. Then,
by an exhaustive search, we ﬁnd hypotheses on K10 byte values. This solution gives
often one value for each byte of K10. Nevertheless, in exceptional cases, it might
give two hypotheses for several bytes of K10. The non-corresponding hypotheses
can be identiﬁed and discarded by a new exhaustive search between the hypotheses.
In this case, all the round keys must be calculated for each entire key hypothesis.
Scenario I - Attack 7
Attack moment: RC=9 loop
Required fault model: {02, 04, 10, 20, 40, 80}
Algorithm execution: R0-R1..R8-Rm-Rf
 Attack I-7 with memory access
For this attack, two pairs of corresponding faulty and correct ciphertexts are
required:
Ca = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.59a)
Cb = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.59b)
Da = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕ 00]⊕ 00 (4.60a)
Db = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕ 00]⊕ 00 (4.60b)
An xor operation between each two correct ciphertexts 4.59, excludes K10 and
leads to equation 4.61:
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Ca ⊕ Cb = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕
SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]
(4.61)
Furthermore, by reversing ShiftRows and SubBytes in equations 4.60, we get
the new equations 4.62:
SB−1 ◦ SR−1(Da) = MC ◦ SR ◦ SB(Ma8 ) (4.62a)
SB−1 ◦ SR−1(Db) = MC ◦ SR ◦ SB(M b8) (4.62b)
We replace corresponding values for MC ◦ SR ◦ SB(Ma8 ) and for MC ◦ SR ◦ SB(M b8)
from the equations 4.62 in the equation 4.61. Therefore, we obtain new equation
4.63:
Ca ⊕ Cb = SR{SB[SB−1 ◦ SR−1(Da)⊕K9]⊕
SB[SB−1 ◦ SR−1(Db)⊕K9]}
(4.63)
Ca, Cb, Da and Db are known values.
We replace Ca, Cb, Da and Db in equation 4.63. Then, by using an exhaustive
search on K9, we obtain the corresponding value of each byte.
Solving the equation 4.63 gives often only one value for each byte ofK9. However,
in exceptional cases, it might result in two hypotheses for some K9 bytes. The non
corresponding values can be identiﬁed and discarded by a second exhaustive search
only between the new hypotheses.
 Attack I-7 without memory access
For successful exploitation of this attack without memory access, three pairs of
corresponding faulty and correct ciphertexts are required:
Ca = SR ◦ SB(Ma9 )⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.64a)
Cb = SR ◦ SB(M b9)⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.64b)
Cc = SR ◦ SB(M c9)⊕K10 = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]⊕K10 (4.64c)
Da = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K ′x]⊕K ′y (4.65a)
Db = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K ′x]⊕K ′y (4.65b)
Dc = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K ′x]⊕K ′y (4.65c)
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In this attack, K ′x and K ′y are unknown values corresponding to invalid round
keys. For more easiness, we assume K ′x as a faulty K9. We assume also E9 as value
of the fault on K9 that has changed it to K ′x, as shown in equation 4.66:
K ′x = K9 ⊕ E9 (4.66)
Therefore, we replace K ′x values in equations 4.65 according to the equation 4.66
and we get new equations 4.67:
Da = SR ◦ SB[(Ma9 )⊕ E9]⊕K ′y (4.67a)
Db = SR ◦ SB[(M b9)⊕ E9]⊕K ′y (4.67b)
Dc = SR ◦ SB[(M c9)⊕ E9]⊕K ′y (4.67c)
We perform xor operations between the ﬁrst faulty ciphertext and each of follow-
ing ones in equations 4.67. Then, we factorize the reverse of ShiftRows operations.
Therefore, we obtain equations 4.68:
SR−1(Da ⊕Db) = SB[(Ma9 )⊕ E9]⊕ SB[(M b9)⊕ E9] (4.68a)
SR−1(Da ⊕Dc) = SB[(Ma9 )⊕ E9]⊕ SB[(M c9)⊕ E9] (4.68b)
Furthermore, we perform xor operations between the ﬁrst correct ciphertext
and each of other ones in equations 4.64. We also factorize the reverse of ShiftRows
operations and we get equations 4.69:
Ca ⊕ Cb = SR ◦ SB(Ma9 )⊕ SR ◦ SB(M b9) (4.69a)
Ca ⊕ Cc = SR ◦ SB(Ma9 )⊕ SR ◦ SB(M c9) (4.69b)
Besides, by using equations 4.69, we write M b9 and M
c
9 values as functions of
Ma9 , K9, K10 and correct ciphertexts. So, we obtain equations 4.70:
M b9 = SB
−1[SR−1(Ca ⊕ Cb)⊕ SB(Ma9 )] (4.70a)
M c9 = SB
−1[SR−1(Ca ⊕ Cc)⊕ SB(Ma9 )] (4.70b)
We replace obtained for M b9 and M
c
9 by equations 4.70 in equations 4.68 and so
we get equations 4.71:
SR−1(Da ⊕Db) = SB[(Ma9 )⊕ E9]⊕
SB[SB−1(SR−1(Ca ⊕ Cb)⊕ SB(Ma9 ))⊕ E9]
(4.71a)
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SR−1(Da ⊕Dc) = SB[(Ma9 )⊕ E9]⊕
SB[SB−1(SR−1(Ca ⊕ Cc)⊕ SB(Ma9 ))⊕ E9]
(4.71b)
Ca, Cb, Cc, Da, Db and Dc are known values.
Finally, we perform an exhaustive search between 28 possible values for eachMa9
byte and between 28 possible values for each corresponding E9 byte. This exhaustive
search leads often to an unique value for each Ma9 byte and another unique value
for the corresponding E9 byte. Then, by using these Ma9 byte values and using the
equation 4.72, we ﬁnd K10 byte values. The equation 4.72 is calculated from the
ﬁrst correct ciphertext equation 4.64.
K10 = SR ◦ SB(Ma9 )⊕ Ca (4.72)
Scenario I - Attack 8
Attack moment: RC=9 ark, comeback
Required fault model: {02, 04, 10, 20, 40, 80}
Algorithm execution: R0-R1..R9-Rf
 Attack I-8 with memory access
For exploiting this attack, only one pair of corresponding faulty and correct
ciphertexts is required:
C = SR ◦ SB(M9)⊕K10 (4.73)
D = SR ◦ SB(M9)⊕ 00 (4.74)
We can obtain K10 value by performing only an xor operation between equation
4.73 and equation 4.74:
K10 = C ⊕D (4.75)
C and D are known values.
Each byte of K10 is revealed by the equation 4.75.
 Attack I-8 without memory access
We show a correct ciphertext and a corresponding faulty ciphertext of this attack
in the equations 4.76 and 4.77 respectively. As K ′y value is unknown and cannot be
revealed by any operation between correct and faulty ciphertexts. So, there is not
any possibility fo ﬁnd K10 or other key values in this attack and it is not exploitable
without memory access.
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C = SR ◦ SB(M9)⊕K10 (4.76)
D = SR ◦ SB(M9)⊕K ′y (4.77)
4.2.2.2 Attacks on The Round Number Reference
For the second scenario, again, both of attack possibilities with or without memory
access can be considered. However, similarly to the ﬁrst scenario, independent
attacks are also existent.
Each of these possibilities has diﬀerent consequences for the attacks and requires
particular solutions. Here, we describe a cryptanalytic solution for each attack.
In the upcoming attack exploitations, sometimes two compared ciphertexts have
a diﬀerence of several rounds. For more easiness, we assume MiddleRound and
FinalRound as two functions that combine diﬀerent operations of a middle of a ﬁnal
round. We present them as equations 4.78 and 4.79:
MiddleRound(M) or MR(M) = MC ◦ SR ◦ SB(M) (4.78)
FinalRound(M) or FR(M) = SR ◦ SB(M) (4.79)
The reversed functions of MiddleRound and FinalRound also represent the re-
verse of round operations, as shown in equations 4.80 and 4.81:
MiddleRound−1(D) or MR−1(D) = SB−1 ◦ SR−1 ◦ MC−1(D) (4.80)
FinalRound−1(C) or FR−1(C) = SB−1 ◦ SR−1(C) (4.81)
We will use several times MiddleRound and FinalRound in upcoming attack
exploitations.
Scenario II - Attack 1
Attack moment: Any time between RC=0 and RC=10 for
Required fault model: {01}
Algorithm execution: R0..R9-Rm=10-Rf=11
 Attack II-1 with memory access
For exploiting this attack, only one pair of corresponding faulty and correct
ciphertexts is required:
C = SR ◦ SB(M9)⊕K10 (4.82)
D = SR ◦ SB[MC ◦ SR ◦ SB(M9)⊕K10]⊕ 00 (4.83)
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By reversing ShiftRows and SubBytes operations in equation 4.83, we get the
equation 4.84:
SB−1 ◦ SR−1(D) = MC ◦ SR ◦ SB(M9)⊕K10 (4.84)
Then, an xor operation between equation 4.84 and equation 4.82 give the new
equation 4.85:
C ⊕ SB−1 ◦ SR−1(D) = SR ◦ SB(M9)⊕ MC ◦ SR ◦ SB(M9) (4.85)
We deﬁne X value by equation 4.86 for more easiness in writing the equations:
X = SR ◦ SB(M9) (4.86)
We replace X in equation 4.85 and get the new equation 4.87:
C ⊕ SB−1 ◦ SR−1(D) = X ⊕ MC(X) (4.87)
Then, we perform an exhaustive search on values of X in equation 4.87. As
there is a MixColumns step in equation 4.87, the value of each byte of X depends to
the other values of the same column. So, we must perform the exhaustive search for
the quadruples of 4 bytes of the ﬁrst column. Then, we repeat it for each of next
three columns.
Each column hypothesis on X gives an hypothesis on the corresponding column
ofK10 by equation 4.88. This exhaustive search between (28)4 values on each column
of X leads to 28 hypotheses on it and consequently on the corresponding column of
K10.
K10 = C ⊕X (4.88)
At the next step, a second exhaustive search is required between all the combina-
tions of column hypotheses on K10. To perform this new search, for each combina-
tion of 4 columns hypothesis on K10, all the previous round keys must be calculated
by the reverse of KeyExpansion operations. Then, we must encrypt one of the plain-
text M in order to examine the validity of the current key hypothesis. As soon as
we ﬁnd C as the result of encryption, the key is revealed and the exhaustive search
interrupts.
Therefore, for creating key column hypotheses (28)4 × 4 values are required.
Then a maximum of (28)4 veriﬁcations is necessary in order to examine all the key
column hypotheses at the second step. However, in average the key is revealed after
(28)4 searches. So, a ﬁrst exhaustive search of 234 values continued by a second
search of 231 in average is required for ﬁnding the key.
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 Attack II-1 without memory access
For exploitation of this attack without memory access, three pairs of correspond-
ing correct and faulty ciphertexts are required:
Ca = SR ◦ SB(Ma9 )⊕K10 (4.89a)
Cb = SR ◦ SB(M b9)⊕K10 (4.89b)
Cc = SR ◦ SB(M c9)⊕K10 (4.89c)
Da = SR ◦ SB[MC ◦ SR ◦ SB(Ma9 )⊕K10]⊕K ′f=11 (4.90a)
Db = SR ◦ SB[MC ◦ SR ◦ SB(M b9)⊕K10]⊕K ′f=11 (4.90b)
Dc = SR ◦ SB[MC ◦ SR ◦ SB(M c9)⊕K10]⊕K ′f=11 (4.90c)
Xor operations between the ﬁrst faulty ciphertext equation and each of next ones
in equations 4.90 give the new equations 4.91:
Da ⊕Db = SR ◦ SB[MC ◦ SR ◦ SB(Ma9 )⊕K10]⊕
SR ◦ SB[MC ◦ SR ◦ SB(M b9)⊕K10]
(4.91a)
Da ⊕Dc = SR ◦ SB[MC ◦ SR ◦ SB(Ma9 )⊕K10]⊕
SR ◦ SB[MC ◦ SR ◦ SB(M c9)⊕K10]
(4.91b)
We reverse ShiftRows operations in equations 4.91. Then, we replace corre-
sponding values of Ca, Cb and Cc and we obtain equations 4.92:
SR−1(Da ⊕Db) = SB[MC(Ca ⊕K10)⊕K10]⊕ SB[MC(Cb ⊕K10)⊕K10] (4.92a)
SR−1(Da ⊕Dc) = SB[MC(Ca ⊕K10)⊕K10]⊕ SB[MC(Cc ⊕K10)⊕K10] (4.92b)
According to the distributivity property of MixColumns, we transform equations
4.85 to the new equations 4.93:
SR−1(Da ⊕Db) = SB[MC(Ca)⊕ MC(K10)⊕K10]⊕
SB[MC(Cb)⊕ MC(K10)⊕K10]
(4.93a)
SR−1(Da ⊕Dc) = SB[MC(Ca)⊕ MC(K10)⊕K10]⊕
SB[MC(Cc)⊕ MC(K10)⊕K10]
(4.93b)
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Ca, Cb, Cc, Da, Db and Dc are known values.
We replace Ca, Cb, Cc, Da, Db andDc by their corresponding values in equations
4.93. Then, we examine all the possible values for K10 and MixColumns K10 on a
single column by an exhaustive search in equations 4.93.
This exhaustive search between (28)4 values for each column of K10 leads to a
set of 28 hypotheses of column values. Repeating these operations for the three
next columns creates three further sets of 28 hypotheses of column values for the
subsequent columns.
Then, a second exhaustive search between column hypotheses reveals a unique
value forK10. It requires a procedure for veriﬁcation of all the column hypotheses on
K10. This veriﬁcation procedure is similar to the second exhaustive search for this
attack with memory access. So, for each combination of 4 columns hypothesis on
K10, all the previous round keys must be calculated by the reverse of KeyExpansion
operations. Then, we must encrypt one of the plaintext M in order to examine
the validity of the current key hypothesis. As soon as we ﬁnd C as the result of
encryption, the key value is revealed and the exhaustive search interrupts.
Consequently, alike this attack with memory access, a ﬁrst exhaustive search of
234 values continued by a second search of 231 in average is required for ﬁnding the
key. The main diﬀerence between two cases of having access or not to memory is
on the number of required pairs of corresponding faulty and correct ciphertexts for
exploiting this attack.
Scenario II - Attack 2
Attack moment: Any time between RC=0 and RC=10 for
Required fault model: {04}
Algorithm execution: R0..R9-4×Rm=10..13-Rf=14
 Attack II-2 with memory access
This attack creates 4 additional rounds to normal aes execution. For more
easiness, we assume MiddleRound and FinalRound as two functions that combine
diﬀerent operations of a middle of a ﬁnal round according to equations 4.78 and
4.79. For exploiting this attack, only one pair of corresponding correct and faulty
ciphertexts is required. Using the new functions, we write them as 4.94 and 4.95:
C = FR(M9)⊕K10 (4.94)
D = FR(MR(MR(MR(MR(M9)⊕K10)⊕ 00)⊕ 00)⊕ 00)⊕ 00 (4.95)
We remove useless operations in equation 4.95 and we rewrite it as equation
4.96:
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D = FR(MR(MR(MR(MR(M9)⊕K10))))
= FR ◦ MR ◦ MR ◦ MR[MR(M9)⊕K10]
(4.96)
Then, by reversing MiddleRound and FinalRound operations in equation 4.96,
we obtain equation 4.97:
MR−1 ◦ MR−1 ◦ MR−1 ◦ FR−1(D) = MR(M9)⊕K10 (4.97)
We rewrite the MiddleRound operation on right side of equation 4.97 as
MixColumns ◦ FinalRound to get closer to equation 4.94 and so we obtain equa-
tion 4.98:
MR−1 ◦ MR−1 ◦ MR−1 ◦ FR−1(D) = MC ◦ FR(M9)⊕K10 (4.98)
We assume the new variable X as deﬁned in equation 4.99 for more easiness:
X = FR(M9) (4.99)
Then, we replace X according to its valu declared in equation 4.99 in equation
4.98 and so we get equation 4.100:
MR−1 ◦ MR−1 ◦ MR−1 ◦ FR−1(D) = MC(X)⊕K10 (4.100)
Then, we perform an xor operation between equations 4.94 and 4.100. We obtain
the equation 4.101:
C ⊕ MR−1 ◦ MR−1 ◦ MR−1 ◦ FR−1(D) = X ⊕ MC(X) (4.101)
C and D are known values.
Now, we perform an exhaustive search on the ﬁrst column of X values, ac-
cording to equation 4.101. The exhaustive search leads to a set of hypotheses on
corresponding column of K10. We repeat theses searches for following columns of
X and K10.
Afterwards, we perform a second exhaustive search between K10 columns hy-
potheses. For each combination of four columns hypotheses, we calculate all the
round keys in order to examine the hypothesis.
This two-step exhaustive search and its complexity are similar to described ex-
ploitation for attack 1 of scenario II.
4.2. Feasible Attack Models on our AES 109
 Attack II-2 without memory access
A pair of corresponding correct and faulty ciphertexts in this attack can be
written as equations 4.102 and 4.103:
C = FR(M9)⊕K10 (4.102)
D = FR(MR(MR(MR(MR(M9)⊕K10)⊕K ′11)⊕K ′12)⊕K ′13)⊕K ′14 (4.103)
K ′11,K ′12,K ′13,K ′14 are invalid keys with unknown values.
Exploitation of this attack needs exhaustive searches on the values of four erro-
neous rounds. The needed calculations cannot be done in a reasonable time. Even,
by using several pairs of corresponding correct and faulty ciphertexts, we cannot
reduce adequately the calculation time.
Scenario II - Attack 3
Attack moment: Any time between RC=8 loop and RC=9 for
Required fault model: {02, 08}
Algorithm execution: R0..R8-Rf=9
 Attack II-3 with or without memory access
For exploiting this attack, three pairs of corresponding faulty and correct cipher-
texts are required:
Ca = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕K10 (4.104a)
Cb = SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]⊕K10 (4.104b)
Cc = SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]⊕K10 (4.104c)
Da = SR ◦ SB(Ma8 )⊕Kf=9 (4.105a)
Db = SR ◦ SB(M b8)⊕Kf=9 (4.105b)
Dc = SR ◦ SB(M c8)⊕Kf=9 (4.105c)
If we perform an xor operation between the ﬁrst equation 4.104 and each of
following one, we obtain the two equations 4.106:
Ca ⊕ Cb = SR ◦ SB[MC ◦ SR ◦ SB(Ma8 )⊕K9]⊕ SR ◦ SB[MC ◦ SR ◦ SB(M b8)⊕K9]
(4.106a)
Ca ⊕ Cc = SR ◦ SB[MC ◦ SR ◦ SB(Ma9 )⊕K9]⊕ SR ◦ SB[MC ◦ SR ◦ SB(M c8)⊕K9]
(4.106b)
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By using reverse ShiftRows function in equation 4.106 and by replacing Da, Db
and Dc according to their values in equations 4.105, we get new equations 4.107:
SR−1(Ca ⊕ Cb) = SB[MC(Da ⊕K9)⊕K9]⊕ SB[MC(Db ⊕K9)⊕K9] (4.107a)
SR−1(Ca ⊕ Cc) = SB[MC(Da ⊕K9)⊕K9]⊕ SB[MC(Dc ⊕K9)⊕K9] (4.107b)
According to the distributivity property of MixColumns, we transform equations
4.107 to equations 4.108:
SR−1(Ca ⊕ Cb) = SB[MC(Da)⊕ MC(K9)⊕K9]⊕ SB[MC(Db)⊕ MC(K9)⊕K9]
(4.108a)
SR−1(Ca ⊕ Cc) = SB[MC(Da)⊕ MC(K9)⊕K9]⊕ SB[MC(Dc)⊕ MC(K9)⊕K9]
(4.108b)
Ca, Cb, Cc, Da, Db and Dc are known values.
We replace Ca, Cb, Cc, Da, Db and Dc in equations 4.108 by their corresponding
values. Then, we examine all the possible values for K9 and MixColumns (K9) by
an exhaustive search on their ﬁrst column in equations 4.108.
This exhaustive search between (28)4 values for each column of K9 leads to a set
28 hypotheses for its value. By repeating this procedure for each of three following
columns, we get a new set 28 hypotheses for each one.
Then, a new exhaustive search is required between all the combinations of hy-
potheses in order to ﬁnd the unique key value. In this stage, for each combination of
column hypotheses for K9, all the previous and following round keys must be calcu-
lated. Then, the candidate keys must be applied for ciphering one of the plaintexts,
e.g. Ma, in order to examine if they get Ca. As soon as the ﬁrst key hypothesis is
detected as the unique corresponding key, the exhaustive search stops.
Therefore, the second exhaustive search is performed on (28)4 hypotheses of key
columns; but the key is revealed after (28)3 calculations in average.
Consequently, 4 exhaustive searches of (28)4 values for key columns, equal to 232
lead to a new exhaustive search of 231 values.
This attack is independent from any invalid key value. Consequently, there is
not any diﬀerence in this attack exploitation with or without memory access.
4.2.3 Secondary Attack Scenarios
In addition to the main attack scenarios described in previous section, two other
scenarios are feasible. Each of these scenarios includes two attacks targeting two
consecutive encryption of the same plaintext. We describe them in this section.
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4.2.3.1 Double Attack on The Round Counter Value (Scenario III)
This scenario is based on diﬀerential analysis of two consecutive faulty encryptions of
same plaintext. On both attacks, the round counter is targeted on similar algorithm
stages of two consecutive rounds.
This scenario oﬀers more ﬂexibility to the opponent in order to choice attack
moment between almost the algorithm execution. Therefore, in this scenario, many
attack moments that does not oﬀer short and fast cryptanalytic solutions in scenario
I can be exploited by using a faulty result of second similar attack on the previous
or the following round.
We show a summary of all exploitable attacks with single-bit faults in table 4.6:








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.3.2 Double Attack on Round Counter Value and Round Counter
Reference (Scenario IV)
The second scenario of double attacks is based on two consecutive fault injections.
The ﬁrst attack must be done on the round counter (RC) followed by the second
attack targeting the total round number reference (Rmax).
4.2.4 Cryptanalysis of Secondary Attacks
4.2.4.1 Cryptanalytic Solutions For Exploitable Attacks of Scenario III
The 1st attack can be realized in one of two diﬀerent moments:
1st moment option: RC=n ark, comeback or RC=n+ 1 for
2 ≤ n ≤ 8 ; also feasible for n=1 and n=9, but without any advantage.




2nd moment option: RC=n loop
2 ≤ n ≤ 8 ; also feasible for n=1 and n=9, but without any advantage.
Required fault model: {10, 20, 40, 80} ∪ {other corresponding fault as mentioned
on appendix A}
Algorithm execution: R0..Rn−1-Rm1-Rf1
For the second attack also, two diﬀerent moment can be considered:
1st moment option: RC=n+ 1 loop




2nd moment option: RC=n+ 1 ark, comeback or RC=n+ 2 for
Required fault model: {10, 20, 40, 80} ∪ {other corresponding fault as mentioned
on appendix A}
Algorithm execution: R0..Rn+1-Rf2
Therefore, each of four possible combination of a 1st and a 2nd attack leads to a
special cryptanalysis solution exploiting the diﬀerential round values.
4.3 Conclusions
In this chapter, we extended our research to explore new models of fault attacks.
Fault attacks on the round counter or on the reference number of rounds have
been much less studied than dfa methods. With the precision obtained in previous
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chapters, we developed a couple of new attacks with their associated cryptanalytic
solutions. They have two targets: the round counter and the reference number of
aes rounds. A dozen of these attacks is based on simple scenarios, including an
attack at a speciﬁc time of algorithm execution, on one of the two aforementioned
targets.
Therefore, the implementation of appropriate countermeasures is necessary for
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5.1 Introduction
In chapters 3 and 4, we have reported two attack schemes on cryptosystems by
laser fault injection. These attacks may menace security of circuit contents and
provide access to secrets for opponents. In this chapter, we present several protective
solutions that may be used as countermeasures against these threats.
According to [Vacca 2009] and [cnss 2010], countermeasures or security safe-
guards refer to protective measures and controls for system security requirements.
A countermeasure may be an action, device, procedure, or technique in hardware
and software security features, but it is not necessarily limited to them. Person-
nel security and also physical structures, areas, and devices may be intended as
safeguard elements of a cryptographic system.
The objective of countermeasures is to reduce the feasibility of an attack by elim-
inating or preventing it, by minimizing the damage it can produce, or by detecting
and reporting it, so that proper actions can be taken [cnss 2010].
In the coming sections of this chapter, we present a set of countermeasures
against the dfa and rma attacks described in the previous chapters.
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5.2 Countermeasures against Diﬀerential Fault Analysis
In chapter 3, we described how an opponent may discover a secret key by laser
fault injection and dfa processes. In dfa attacks on aes, required fault models
are usually single or several faulty bits or bytes injected at a certain stage of the
aes execution. Attacks on corresponding round keys are often alternative solutions
for generating required faults on the temporary ciphertext. In our experiments
described in chapter 3, we targeted round keys as a more practical solution with a
longer time constraint in comparison to injecting faults directly into the chip's alu.
We generated the required faults on the temporary ciphertexts via faulty round
keys. Therefore, in this section we survey a solution against fault injection on round
keys.
For protecting our circuit, the ideal countermeasure must protect the round keys
from any fault injection by laser. It would be also very appreciable if this counter-
measure may safeguard the circuit against other means of fault attacks. However,
this desired countermeasure depends to layout design issues and researches. So, it is
out of current thesis' scope. We survey in this chapter only on embedded techniques
and protections against these attacks. Besides, this presumptive hardware solution
may be vulnerable by upcoming etching methods or surgical laser fault injection
techniques. To this end, even by using hardware countermeasure, the embedded
protections are strongly needed.
A well designed embedded countermeasure against fault attacks on the round
keys must detect immediately any change in their values and prevents the release
of faulty ciphertext. Therefore, faulty results containing secret information will be
hidden from the opponent and any possibility no longer remains for dfa.
5.2.1 A Countermeasure against Fault Attacks on the Round Keys
We described in section 2.2 that in our aes implementation all the round keys
are derived for once after circuit reset and stored in sram. Then, for each text
encryption, the AddRoundKey operation refers to stored round keys in sram without
recomputing them.
In our circuit, the stored round keys in sram are potential targets for fault
attacks. In our experiments reported in chapter 3, we illustrated that eﬀective dfa
attacks are feasible by laser fault injection on round keys. We described the danger
of such attacks on the cryptosystems, even when the number of injected faults is
too big and does not ﬁt the model. Therefore, protective measures are required for
guaranteeing the security of cryptosystems.
For preventing the use of faulty round keys, we had added two security trans-
formations:
 Kxoring operation to KeyExpansion
 KeyTest operation to DataEncryption
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Kxoring is based on information redundancy: bitwise parity regarding the
columns. It computes KxorRef for each derived round key during KeyExpansion
processes. Then, in DataEncryption processes, KeyTest calculates Kxor value for
last used round key after each AddRoundKey. KeyTest checks the integrity of the
used round key by comparing current Kxor to corresponding KxorRef .
Figure 5.1: Calculation of KxorRef bytes.
KxorRef is an array of 11 blocs, similarly to the number of round keys. Each
bloc is composed of 4 bytes. Each byte stores the xor product of corresponding sub-
key column cells. Figure 5.1 shows how theKxorRef bytes are calculated. The com-
putations are done during KeyExpansion in parallel to the standard KeyScheduling
operations. For instance after KeyScheduling for Ki values, KxorRefi is calculated
by following operations:
KxorRef[i][0] ← K[i][0] ⊕ K[i][1] ⊕ K[i][2] ⊕ K[i][3]
KxorRef[i][1] ← K[i][4] ⊕ K[i][5] ⊕ K[i][6] ⊕ K[i][7]
KxorRef[i][2] ← K[i][8] ⊕ K[i][9] ⊕ K[i][10] ⊕ K[i][11]
KxorRef[i][3] ← K[i][12] ⊕ K[i][13] ⊕ K[i][14] ⊕ K[i][15]
KxorRef values are used during DataEncryption for checking the integrity of
used round keys. Kxor is a variable, composed of a bloc of 4 bytes. It is used for
the checking operation during DataEncryption.
Table 5.1 shows KRC and KxorRefRC values for a key equal to
2B7E151628AED2A6ABF7158809CF4F3C.
During each encryption process, Kxor is used for checking the integrity of stored
round key values. At end of each AddRoundKey operation, Kxor is calculated. Then
KeyTest operation checks if Kxor is equal to the current round's KxorRef value,
as shown in the below instructions:
C ← C ⊕ K[RC]
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Any diﬀerence indicates existence of a fault on the current round key. Therefore,
the countermeasure takes appropriate action and returns a fully zero ciphertext in
order to neutralize any dfa threat.













KeyTest operation is done after AddRoundKey and not before. So, there is not any
chance to inject undetectable faults on the round keys between these two operations.
The duplication of the round keys is another solution for checking their integrity.
But, by using Kxor and KxorRef , we reduce the feasibility of reproducing same
fault values on duplicated round keys. Figure 5.2 shows how KxorRef calculations
and KeyTest operations are integrated into KeyExpansion and DataEncryption
processes.
This countermeasure protects the round key values after KeyExpansion stage
and during all the encryption processes. It is an eﬀective protection against fault
injection on stored round keys in sram. Therefore, it cannot guarantee that the
round keys are not faulted during KeyExpansion. In order to protect the integrity
of round keys during KeyExpansion, we need to a complementary countermeasure.
5.2.2 A Countermeasure against Attacks on the KeyExpansion
Round keys may also be targeted by fault injection during KeyExpansion. Several
theoretical dfa models, for instance Giraud's single-byte [Giraud 2005], are based
on injecting fault into a speciﬁed round key during the KeyExpansion stage.
For this requirement, we need to examine the integrity of stored round keys at
the end of KeyExpansion, by reversing derivation operations for each stored round
key. We examine by the KeyCompare operation, if reversed AddRoundKey operations
lead to the secret key. Once this test is passed, the integrity of stored round keys
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Figure 5.2: Key-protection countermeasure by Kxoring calculation and KeyTest
operation in our aes implementation.
is controlled by KeyTest countermeasure during all the encryption processes. Fig-
ure 5.3 shows an overview of reversed KeyScheduling operations for KeyCompare
countermeasure in our aes KeyExpansion implementation.
Using the reverse of KeyExpansion operation for checking the integrity of round
keys is a classical countermeasure that is used before by other researchers. It is done
only once at the end of KeyExpansion operations. Therefore, it does not increase
the DataEncryption time.
5.2.3 A Combined Countermeasure against DFA Attacks
The two previous countermeasures protects the round keys from any fault injection.
However, they cannot protect the encryption processes against any other possible
attacks, such as an eventual fault injection on the chip's alu or data buses. There-
fore, an additional countermeasure is strongly recommended for safeguarding the
encryption processes.
For this reason, we modiﬁed our algorithm implementation by adding a sec-
ondary and parallel aes encryption process and the CipherTest operation at the
end of ﬁnal round. The secondary encryption is done after end of the ﬁrst one.
Then, both of ﬁnal ciphertexts are compared by CipherTest operation at the end
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Figure 5.3: KeyCompare countermeasure.
of second encryption. If any diﬀerence between two ﬁnal ciphertexts is detected,
CipherTest changes the ciphertext value to 0 and neutralize any possibility of dfa
by fault injection during the DataEncryption.
Besides, the look-up table for SubBytes transformations is also stored in sram
and constitutes another potential target for fault attacks. So, we duplicated
SubBytes look-up table for the refers from secondary encryption path.
We implemented these multiple countermeasures on our circuit. Figure 5.4 shows
an overview of parallel encryption processes, CipherTest, KeyTest and KeyCompare
operations in our aes implementation.
In our new experiment, we could not inject any fault without its detection by
the countermeasures and consequently could not any more retrieve the faulty ci-
phertexts. These solutions guarantee the required security against dfa in context
of our attacks and protect the release of any faulty ciphertexts.
5.2.4 Improvement of the Combined Countermeasure against DFA
Attacks
Our proposed countermeasures concern only the software implementation. They
increase the cpu charge, calculation time and memory usage. In the scope of our
work, we cannot unfortunately increase the hardware resources or create parallel
hardware dataﬂows.
The use of more memory space does not eﬀect the encryption processes; but, the
increase of calculation time is a weakness in the performance of our cryptosystem.
At the ﬁrst step, we added Kxoring operations and reverse of KeyScheduling
to the standard KeyExpansion. These operations are done just once and have not
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Figure 5.4: Implementation of parallel encryption processes and KeyTest and
KeyCompare operations in our aes implementation.
any eﬀect on the DataEncyption processing time.
Our countermeasures increased the DataEncryption operations by adding
KeyTest and duplication of all the operations. Consequently, the encryption time
of each text is increased for more than 110%. Therefore, we surveyed for lighter
solutions without waiving the security requirements.
According to the picture 3.6 and descriptions in chapter 3 an early fault injected
to the temporary ciphertext before MixColumns of R7 is not exploitable by light
dfa calculations. Consequently, we need only to protect the temporary ciphertext
from faults after MixColumns exit of R7. For further security against any probable
and upcoming dfa attack, we expand the required protecting area to an additional
round. So, we focus on protecting the DataEncryption only from MixColumns exit
of R6 until the end of R10.
In this case, we can waive KeyTest operations between R0 and R5, as well as
the parallel DataEncryption processes before MixColumns entry of R6.
Therefore, we duplicate DataEncryption only from input of MixColumns in R6
until end of R10. Then, if the two ciphertexts are equal, they will be released;
otherwise, they will be set to 0.
Figure 5.5 shows implementation of our improved countermeasures. In our new
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Figure 5.5: Implementation of the improved countermeasures in our aes implemen-
tation.
experiment they provide the required security against dfa in shorter execution time
in comparison to our previous combined countermeasures. Besides, they do not
implement any protection against round modiﬁcation attacks. In the next section,
we present our countermeasures against rma on our circuit.
5.3. Countermeasures Against Round Modiﬁcation Attacks 127
5.3 Countermeasures Against Round Modiﬁcation At-
tacks
In chapter 4, we illustrated several algorithm modiﬁcation attacks by round reduc-
tion or addition using faults. Now, in the current section, we present appropriate
countermeasures against this kind of attacks.
5.3.1 An Unrolled AES Countermeasure
Our aes algorithm software implementation is described in chapter 4. Our algo-
rithm has a round counter and a maximum round limit value, called RC and Rmax
respectively, as shown below:
START
C ← M
C ← C ⊕ K[0]




C ← C ⊕ K[RC]




C ← C ⊕ K[RC]
END
During our experiments described in chapter 4, we saw these two values can be
targeted by a laser fault attack. Then, the opponent may discover the key value
through the faulty ciphertexts using appropriate cryptanalysis.
We need a solution that protects our circuit against any round modiﬁcation by
laser fault injection on RC and Rmax. We surveyed on possibility of removing these
two potential targets. Therefore, we unrolled aes middle rounds implementation in
order to each round is executed without any loop. The result is an unrolled aes









C ← C ⊕ K[1]
...




C ← C ⊕ K[10]
END
We examined this aes implementation on our circuit. Laser attacks could not
any more change neither the round in execution, nor the number of total executed
rounds. Nevertheless, it seems that an attack on the program counter may cause a
jump in the algorithm and realize again a round modiﬁcation attack.
In our experiments, we did not have any success to change the program counter
by laser attack. However, we did not ignore an eventual fault attack on the program
counter. So, we improved our algorithm in order to resist against any eventual
attack that may change the program counter.
5.3.2 A More Secure Unrolled AES Countermeasure
An aes algorithm that resists against any round modiﬁcation attack, must perform
only 10 rounds after the initial round and check the number of executed rounds
before returning the ciphertext. Otherwise the algorithm must protect the faulty
ciphertext from the opponent.
In order to satisfy this requirement, we added two one-byte counters to our aes.
The ﬁrst counter is initialized at 1 then it is shifted one bit to left at each executing
round until end of 6-th round. The second counter is initialized at 128 or 0x80, then
it is shifted one bit to right from 6-th round. Therefore in this algorithm, we have
two separated counters that just monitored and not conducted the correct execution
before returning the ciphertext.
For having more control over any eventual change in the program, both of
the counters are checked before each AddRoundKey operation by RoundTest1 and
RoundTest2 respectively. In addition, the counters are increased separately before
and after each AddRoundKey operation. Therefore, if any jump happens in the pro-
gram execution, it will be detected immediately by counter checking and so the
algorithm sends a fully zero ciphertext. Figure 5.6 shows an overview of this coun-
termeasure.
Besides, in the case of a complex attack on the chip's program counter and both
of round counters, it will be almost impossible to change all the three counters, i.e.
RC, Counter1 and Counter2 to any other corresponding values in a short action






IF ((Counter1=1) & (Counter2=128)) THEN
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Figure 5.6: Implementation of the unrolled aes with RoundTest1 and RoundTest2
operations.










IF ((Counter1=2) & (Counter2=128)) THEN











IF ((Counter1=128) & (Counter2=16)) THEN











This countermeasure detects any round modiﬁcation via its internal monitor-
ing counters. If any round modiﬁcation or jump happens, it returns a fully zero
ciphertext.
Therefore, by using theses countermeasures, we can protect our circuit against
any round modiﬁcation attacks by fault injection.
5.4 A Combined Countermeasure against DFA and
RMA
In the previous sections of this chapter, we presented our countermeasures against
dfa attacks and rma by faults. We can combine these two set of countermeasures
in order to obtain a full protection against dfa attacks and rma by faults.
Figure 5.7 shows an overview of the combined countermeasure against dfa at-
tacks and rma in our aes implementation. We consider KeyTest as inseparable
safeguarding operation after each AddRoundKey. Therefore, RoundTest1 is placed
before AddRoundKey and RoundTest2 just after KeyTest.
5.5 Conclusions
In chapters 3 and 4, we presented several dfa attacks and rma by laser fault injec-
tion. In the current chapter, we presented simple ideas for software countermeasures
that protect aes implementation against laser fault attacks. As the fault attack
threats are more feasible that are usually considered, use and implementation of
such countermeasures are mandatory in order to protect cryptographic circuits.
We expect that the presented embedded countermeasures protect strongly our
aes and can be adapted easily to other implementations in order to protect them.
5.5. Conclusions 131
Figure 5.7: Combined countermeasures against dfa attacks and rma in our aes
implementation.
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Nevertheless, presented countermeasures take more circuit resources and increase
the encryption time. However, using these countermeasures is a proper trade-oﬀ
in order to protect sensitive information in an aes cryptosystem by losing some
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6.1 Introduction
In this chapter, we present our other works regarding the security of secure systems.
6.2 A Very Close to Perfect Countermeasure against
Power Analysis Attacks
In this section, we describe a solution against power analysis attacks on smart cards.
The principle is to make the smart card consumption independent from its circuit
activity; i.e. cutting the leakage channel.
We show that a smart card's chip can be indirectly powered on using an embed-
ded set of an oled panel and a photovoltaic cell. In this case, the power consumption
of the smart card observed on its external contact will be constant and equal to the
oled panel consumption. This countermeasure can be integrated in the plastic
shape of upcoming smart card generations.
6.2.1 Introduction
In section 1.1, we described Side Channel Analysis (sca) as a principle category in
hardware attacks. They consists in using any hardware information leakage during
the encryption operations to discover secrets from it [Kocher 1998] [Kocher 1999].
Within these attacks, Single and Diﬀerential Power Analysis (spa and dpa) are
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particular analysis techniques exploiting any power consumption variation to dis-
cover the operations executed by the hardware. Many countermeasures have been
developed against these attacks, however their eﬃciency is not still optimal.
6.2.2 Criteria for a Perfect Solution
While the power supply line of a smart card chip is connected to its external contact,
any countermeasure cannot hide entirely the power consumption variations from the
attacker. The only solution is to separate the power supply line from its contact.
A means to meet this requirement is to provide a separated power supply in the
card structure. The embedded power supply will need an external power source
that provides its energy by the card contact, but it should mask entirely the chip's
consumption. It is diﬃcult to ﬁnd such an electrical source that could ﬁt in the
smart card structure.
A set of a light source and a photovoltaic cell could be a choice, if they can
satisfy the size, the power and the fast switching requirements for a smart card.
Between the light sources, a light-emitting diode (led) or an organic led (oled)
could be good choices to provide these criteria.
6.2.2.1 LED
A light-emitting diode (led) is a semiconductor diode that emits light when is
forward biased by its electroluminescence eﬀect. In fact, when an led is switched
on, electrons are able to recombine with holes within the device and release energy
in the form of photons.
The wavelength of an led's light can be in visible domain or invisible (e.g.
ultraviolet and infrared). It is determined by the energy gap of the semiconductor
material and corresponds to the photons energy level.
leds have many advantages over traditional light sources, for instance: better
luminous eﬃciency, longer lifetime, improved robustness, smaller size, faster switch-
ing, and greater durability and reliability. Nowadays, they are considered as a good
source for general lighting and subject of many researches for this aim.
6.2.2.2 OLED Panel
An oled, is a light-emitting diode (led) with an organic electroluminescent layer.
In other words, the oled's electroluminescent layer is composed of a ﬁlm of organic
compounds. When an electric current passes through this layer of organic semicon-
ductor material, it emits light. This layer is formed between two electrodes, where
at least one of the electrodes is transparent.
Nowadays, oleds are used as display for mobile phones and personal digital
assistants (pdas). They can be thinner and lighter than lcd panels and can achieve
higher contrast ratios, but have a shorter lifetime. There are some researches to
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use oleds as light sources for general lighting and the ﬁrst products are being
commercialized.
6.2.2.3 Photovoltaic Cell
A photovoltaic cell is a device composed of semiconductor layers that converts the
energy of light directly into electricity by its photovoltaic eﬀect. When the light
hits a photovoltaic cell, its semiconducting material absorbs several photons. They
generate electron-hole pairs and sometimes heat and they ﬂow through the semicon-
ducting material. Due to the special composition of photovoltaic cells, the electrons
are only allowed to move in a single direction. So, they create an electrical potential
diﬀerence between two edges of the photovoltaic cell that corresponds to the current
direction. The produced electricity can be obtained as a direct current from the two
edges.
Current technologies of commercialized photovoltaic cell have an eﬃciency of
about 20%. Besides, diﬀerent researches achieved to discover new materials with
an eﬃciency that sometimes reaches above 40%. The most eﬃcient photovoltaic
cells are often used for satellite or military purposes and are not available in the
semiconductor market.
6.2.3 A Very Close to Perfect Solution
Our solution consists of using an oled panel as a light emitter and a photovoltaic
cell as power supply for the smart card's microcontroller. So, without any change on
the card reader, it still will provide the electrical power to the card's contact. But,
in the new card structure, the Vcc line must be connected only to the oled panel.
Then, the electrical energy for the smart card's microcontroller will be supplied by
the photovoltaic cell .
Figure 6.1: Osram Orbeos oled and Sanyo Amorton am-8801.
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For implementing our solution, we searched between available technologies on
the market. For the light emitter, we were looking for a solution in smart card size
with a good eﬃciency. We found many single and array leds, some oled displays
for mobile and pdas and only another one available as a commercialized oled panel
for illumination: The Osram Orbeos cdw-031 oled [Semiconductors 2009]. It is a
thin panel as shown on left side of ﬁgure 6.1. The oled layer without its protecting
glass has a thickness of only several hundred nanometers. Some of its technical
informations are reported on table 6.1 [Semiconductors 2009]. We also chose some
led arrays for our experiments.
Table 6.1: Some technical informations about Osram Orbeos cdw-031 oled panel.
Parameter Value Unit
Diameter of light output area 79 mm
Forward voltage (Max.) 4.5 V
Power consumption (Max.) 0.71 W
Luminance (for a forward current of 186 mA) 1000 Cd/m2
Luminous eﬃcacy (typical value) 23 lm/W
For the photovoltaic cell, we found many models. But, by applying our criteria
for a size proper to led arrays and oled panel surfaces and for a good eﬃciency,
our choices became very limited. We selected some models as described on table
6.2 for their higher power values. For two models that have small dimensions, we
obtained a quantity of cells that cover the led arrays or the oled's light output
surface.
For ﬁnding best photovoltaic cell, at the ﬁrst, we tested output of diﬀerent cells
by led arrays and oled panel. As the results showed a better eﬃciency with the
oled panel, we focused on it for the next tests.
Then, we performed a test to measure the output of diﬀerent cells for 5 diﬀerent
levels of power on the oled panel. We turned it on at its maximum authorized
power as the ﬁrst level measurement and then boosted it between 2 and 8.5 times
higher for the following levels. To obtain more precise results, we applied 9 diﬀerent
resistance levels from 470 Ω to 1 MΩ to the cells' output at any level of light.
Table 6.2 shows the maximum output power and the applied resistance for each
photovoltaic cell. Finally, we chose Sanyo Amorton am-8801 (shown on the right
side of ﬁgure 6.1) for its better eﬃciency [Sanyo 2008].
Boosting the oled panel during the test has always increased the output, but
the eﬃciency did not grow after the third power level and even it decreases quickly.
Figure 6.2 shows the output and the eﬃciency curves by applying a 1000Ω resistance
at the output of am-8801 photovoltaic cell.
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Table 6.2: Maximum output power of each photovoltaic cell model when exposed
to Osram Orbeos oled panel light, boosted at 8.25W .
Eﬀective area Number of Output Applied
Manufacturer Model for each cell serially power resistance
(mm×mm) connected cells (mW ) (Ω)
Sanyo Amorton am-1437 27.8 × 8.4 14 11.80 100000
Sanyo Amorton am-8801 54.3 × 53.0 1 21.16 1000
Solarex msx-005f 95.8 × 57.0 1 5.17 1500
Solems 07/048/016 48.0 × 16.0 6 9.19 100000
Taizhou Lead Strong ls60×60-4m150 50.0 × 50.0 1 8.17 470
Therefore, we implemented our countermeasure by supplying Vcc of the card's
microcontroller directly form the photovoltaic cell. The current supplied by the
photovoltaic cell could successfully turn on generic smart cards that their supply
voltage can vary from 3 to 5V . But, it did not have suﬃcient stability to turn on
an emv (Eurocard, Mastercard, Visa) chip card.
According to [iso/iec 7816-3 2003], the emv cards have a protection against
voltage variations that disables them when the Vcc is more than 10% below or above
than its typical value . So, we used an Inﬁneon tle 4264 as a 5V voltage regulator
to maintain the voltage stability. It needs to two capacitors at entry and exit to
establish a stable voltage of 5V . We used a 100µF electrolytic capacitor at input
and a 10µF electrolytic capacitor at output for testing with diﬀerent cards. Figure
6.3 shows a scheme of our countermeasure.
We can consider the set of oled panel, photovoltaic cell, voltage regulator,
two capacitors and the card's chip as a protected system that must hide power
consumption variations from its external world. We built a card adapter by soldering
the protected system elements and a smart card connector on a Krystal Universal
Card, as shown in ﬁgure 6.6. Now, when we insert a smart card on it, the set
demonstrates the prototype of a future generation secure card against power analysis
attacks.
We applied our countermeasure to diﬀerent protected cards. We could success-
fully turn on and receive a correct atr (Answer To Reset) on four diﬀerent cards
using a photovoltaic cell, a voltage regulator and two capacitors. The best results
are taken by two recent emv chip cards supplied by GyD Iberica under the reference
05/09 16953410 and by Sagem Orga under the reference 04/10 103043-1.
We boosted the oled panel input power to about 3.5 times higher than its
maximum authorized power to turn on these cards. This power is also about 7.6
times higher than the maximum standard value for class A cards (i.e. 5V cards)
[iso/iec 7816-3 2003]. iso 7816-3 permits a current until 60mA as maximum and
a voltage that could be until 10% higher than the typical 5V . However, as the older
cards have higher power consumption, they could not turned on by the limited
energy of our photovoltaic cell. For these cards, we boosted the oled panel to at
about 16 times higher than its maximum authorized power. Table 6.3 shows these
results.
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Figure 6.2: Output and eﬃciency of the system by boosting the oled panel over
its authorized power limits.
Figure 6.3: Electronic scheme of the countermeasure.
Table 6.3: Results for diﬀerent smart cards using energy of the photovoltaic cell.
Vin Power Vcc supplied by
Card Type Manufacturer Reference No. on oled on oled protected system atr
(V ) (W ) (V )
emv chip card Gemplus 04/03 46156 4.35 4.13 5.042 X
emv chip card GyD Iberica 05/09 16953410 4.08 2.51 5.042 X
emv chip card Oberthur 05/07 45785 5.95 12.19 1.930
emv chip card Oberthur 01/08 47576 5.75 11.78 5.042
emv chip card Oberthur 06/08 49064 5.95 12.19 2.113
emv chip card Sagem Orga 04/10 103043-1 4.09 2.74 5.042 X
French health card Sagem DS 07/2007 4.78 5.83 5.042 X
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For performing our tests, we used a Smartware x-core T series card reader.
The reset commands are sent by smart-i (described in subsection 2.1.1) to the card
reader.
Figure 6.8 shows that after applying our countermeasure, power consumption
curve on Vcc contact of the reader is entirely ﬂat and does not show any variation.
So, any power analysis attack on the reader become impossible.
Figure 6.4: The test bench.
Figure 6.5: The protected system and the attacker.
The minimum value of the input capacitor is a function of photovoltaic output
power and card consumption. For GyD Iberica card, it can reduce to 50µF to answer
successfully to a single reset command. But, in the case of sending immediately
a second reset command, the voltage regulator could not maintain the regulated
voltage at 5V and card did not respond. To send continuously commands, the
minimum value for this capacitor in our tests is measured 70µF.
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More experiences showed that the necessary input power on oled can be reduced
by using higher value for the input capacitor; e.g. by using two capacitors of 100µF
instead of only one for Gemplus 04/03 46156, the card needs an input power of
3.29mW on the oled instead of initial value of 4.13mW .
Figure 6.6: Closeup on the protected system.
So, we could build our countermeasure against power analysis attacks. As the set
of oled panel and the photovoltaic cell will have a thickness of few hundred microns
without their protecting glasses, they can be integrated on the plastic shape of
oncoming generations of smart cards. In this case, the energy wasting in the glasses
will be also discarded. Figure 6.7 shows a close-up on the thickness of oled panel
and photovoltaic cell with their protecting glasses and a smart card.
Figure 6.7: Close-up on the thicknesses of oled and photovoltaic cell (both with
their protecting glasses).
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Figure 6.8: Reset, power consumption and i/o curves observed on the card contacts
at the reset moment.
6.2.4 Possible Attack on our Countermeasure and our New Solu-
tion
Normally, we should connect all the ground connections together. This conﬁguration
can induce a new potential power analysis attack on the card's ground contact. The
attacker might see the chip's consumption curves using an embedded resistance in
the card reader. If he puts this resistance between the ground contact of the card
and the ground line of the card reader, he might visualize the chip's consumption
variations.
To overcome this problem, we found a solution to avoid connecting two ground
lines. As shown in ﬁgure 6.9, we considered a twisted pair connection between i/o
and clock contacts of the card and the reader. The principle is like the implementa-
tion of two data lines namely D+ and D- in an Universal Serial Bus (usb) to establish
a direct data transfer connection between two components without using a common
ground line.
6.2.5 Conclusion
We demonstrated our solution against power analysis attacks on smart cards. They
can powered on indirectly using an oled panel and a photovoltaic cell. So, the
card's power consumption on its external contact will be permanently constant and
equal to the oled panel consumption. Besides, it is necessary to separate the
chip's ground line from the external ground contact. This countermeasure can be
integrated in the card plastic shape for oncoming generations of smart cards.
Our countermeasure has a power consumption about 7.6 times greater than iso
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Figure 6.9: Electronic scheme of the countermeasure and card contacts, before and
after applying the new solution.
7816-3 standards limits and has an excessive heat dissipation. But, as more than
41.2% of our oled panel was not covered by the photovoltaic cell, the consumption
can be reduced to about 58.7% of the current value if the size of oled panel ﬁts
correctly to the size of photovoltaic cell or vice versa.
In addition, by boosting our oled panel above its authorized power, the system
output increases but the system eﬃciency decreases after a short period. So, by
ﬁnding a more eﬃcient panel the problem of over consumption and heat dissipation
might be resolved.
It seems that our Osram Orbeos panel is the only commercialized oled at the
moment. The upcoming oled panels in few next months have better eﬃciency, e.g.
the ﬁrst commercialized Konica Minolta oled panel that arrives in a short time will
have a light emission eﬃciency of about 64 lm/W (i.e. 278% more than our current
panel).
Some other technical facts also should be considered for a commercial applica-
tion, especially iso 7816-3 speciﬁcations about authorized values of other electrical
parameters in a smart card and response time restrictions.
However, our countermeasure can not resolve electromagnetic attacks (ema).
Theoretically, wires might act as antennae and conduct a negligible ema residue.
But in summary, our solution is a countermeasure very close to perfect as it can
hide entirely power consumption variations.
Chapter 7
Conclusions and Perspectives
The objective of this thesis was the identiﬁcation and study of laser fault injection
laser threats on the cryptographic systems.
At the ﬁrst step, we have examined practical feasibility of some theoretical mod-
els of fault attacks. We performed laser fault injections on a microcontroller im-
plementing an aes cryptographic algorithm. Diﬀerential fault Analysis (dfa) is a
fault injection method for discovering a secret key by comparing the correct and
the corresponding faulty results. Theoretical models of dfa on aes mostly require
the injection of single-byte or single bit faults. In our experiments, the laser beam
created some additional faults towards the required models. We succeeded to ex-
clude the logical eﬀect of additional faults by temporal and spatial accuracy in fault
injection. Moreover, by using a classiﬁcation method for the faults, we proposed an
extended version of Giraud's single-bit dfa.
Then, we extended our research to explore new models of fault attacks. Sym-
metric cryptographic algorithms often consist of repeated rounds. Fault attacks on
the round counter or on the reference number of rounds have been much less studied
than dfa methods. With the precision obtained in our earlier work, we developed
a couple of new attacks with their associated cryptanalytic solutions. They have
two targets: the round counter and the reference number of aes rounds. A dozen
of these attacks is based on simple scenarios, including an attack at a speciﬁc time
of algorithm execution, on one of the two aforementioned targets.
Our experiments give a warning for the feasibility of described attacks in the
literature by laser. Our tests have demonstrated that single-byte or single-bit attacks
are still feasible with a laser beam that hits additional bytes on the circuit when
the laser emission is accurate and associated with other techniques. Therefore, the
implementation of appropriate countermeasures is necessary for the design of new
circuits. For these reasons and in order to ﬁnalize our work, we proposed and
evaluated some countermeasures against these attacks.
Moreover, being interested in other subjects of cryptosystems security, we
participated in few other related researches. We developed a countermeasure
against power analysis attacks on smart cards. This countermeasure is composed
of an organic light emitting diode (oled) with a few hundred nanometers thick
and a photovoltaic cell having a thickness of several tens of micrometers in order
to make consumption of the card independent of the processed data. This set can
be implemented in the interior of a future generation of smart cards and protect
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them due to the constancy of oled cell consumption. As a part of another research
work, we evaluated the resistance of a countermeasure against fault attacks by
temperature violations.
Our prospects to continue these researches are:
 Research on other fault injection mechanisms: The study of fault injec-
tion on the microcontrollers; including the arithmetical logic unit ( alu), the
bus and the key expansion operations.
 Study of ﬂash memory vulnerability: Including research on changing the
loaded program using faults and also fault injection on the initial values stored
in ﬂash memories.
 Implementation and validation of countermeasures: In order to pro-
tect the circuits from fault injection and release of sensitive information using
faults.
We hope to continue these perspectives for further researches after the current
thesis.
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8.1 Introduction
La cryptographie est l'étude et la pratique des méthodes pour écrire des messages
secrets. Son objectif est de cacher le contenu des messages à tout le monde sauf à
un ou quelques destinataires désignés qui seront les seuls à pouvoir enlever le secret
et à comprendre le sens du message [Mollin 2007] [Paar 2010].
La cryptographie moderne est basée sur les mathématiques, l'informatique et le
génie électrique. Elle comprend des méthodes symétrique et asymétriques. Dans la
première famille, les messages sont chiﬀrés et déchiﬀrés en utilisant une clef unique
(la clef secrète). Par contre, dans les méthodes asymétriques, le chiﬀrement et le
déchiﬀrement s'eﬀectuent en utilisant deux clefs séparées : une pour le chiﬀrement
des messages par l'expéditeur et l'autre pour le déchiﬀrement par le destinataire.
Selon [Denning 1983] et [Van Tilborg 2005], un système cryptographique est un
système de chiﬀrement et de déchiﬀrement des messages, composé d'un algorithme
de chiﬀrement, un algorithme de déchiﬀrement et un triplet bien-déﬁni sur des es-
paces :
1. M : espace des textes clairs.
2. C : espace des textes chiﬀrés.
3. K : espace des clefs.
L'algorithme de chiﬀrement E transforme tous les textes claires en textes chiﬀrés
en utilisant la clef donnée :
EKE : M→ C où KE ∈ K
L'algorithme de déchiﬀrement D aussi assigne tous les textes chiﬀrés en utilisant
la clef correspondante aux textes claires initiaux :
DKD : C →M où KD ∈ K
En cryptographie asymétrique, la clef utilisée pour le déchiﬀrement est diﬀérent
de la celle du chiﬀrement. Par ailleurs, la cryptographie symétrique emploie une clef
unique pour les deux transformations : KE = KD.
Les transformations de chiﬀrement et de déchiﬀrement sont généralement déter-
minées par des fonctions injectives.
Les systèmes cryptographiques sont également appelés systèmes de chiﬀrement
ou crypto-systèmes. Dans les modèles primaires, les opérations ont été eﬀectuées
par des méthodes manuelles en utilisant le crayon et le papier. Au 18ème siècle, les
méthodes mécaniques ont été introduites pour accélérer la cryptographie. Environ
un siècle plus tard, elles ont été remplacées par une nouvelle génération de machines
électromécaniques. La machine allemande Enigma et l'américaine ecm Mark ii
étaient deux modèles célèbres de ces crypto-machines utilisées au cours de la Seconde
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guerre mondiale. Aujourd'hui, le chiﬀrement et le déchiﬀrement ont évolué et sont
sortis de l'ère mécanique : ils sont souvent réalisées par des solutions logicielles ou
accélérateurs matériels.[Konheim 2007]
Toutefois, dans l'ère moderne, la sécurité d'un crypto-système est toujours basée
sur la sécurité de la clef du déchiﬀrement. Cela a été d'abord désigné dans une des
principe d'Auguste Kerckhoﬀs, présentées en 1883 :  Un crypto-système devrait être
sûre si tout le système, sauf la clef, est à la connaissance du public [Kahn 1973].
Par conséquent, aujourd'hui les crypto-systèmes contiennent des clefs secrètes
utilisées par leurs algorithmes de cryptographie. Pour cette raison, ils sont le sujet
de plusieurs recherches aﬁn de faire progresser leur sécurité et leur résistance contre
toute manipulation non-autorisée.
8.1.1 Attaques en fautes des systèmes cryptographiques
Deux principales familles d'attaques contre les systèmes cryptographiques existent :
1. Attaques mathématiques et cryptanalytiques
Elles recherchent des faiblesses dans les schémas ou les algorithmes de chiﬀre-
ment aﬁn d'en déduire les clefs secrète à l'aide de méthodes mathématiques. Si
un attaquant n'arrive à trouver aucune faiblesse dans un crypto-système pour
l'exploiter par une attaque cryptanalytique, il sera toujours possible d'eﬀectuer
une recherche exhaustive de la clef [Paar 2010]. Toutefois, cette recherche ne
donnera jamais une réponse dans un temps de calcul acceptable pour une taille
de clef bien choisie par rapport aux capacités de calcul actuelles.
2. Attaques matérielles
Cette grande famille d'attaques s'applique à des composants matériels (circuits
intégrés, mémoires, etc.) et comprend principalement les deux sous-catégories
suivantes :
(a) Analyse des canaux cachés
Ces attaques sont basées sur l'analyse de toutes les fuites d'information
liées au fonctionnement d'un circuit ; soit par l'analyse de sa consom-
mation [Kocher 1996], soit par l'analyse de son rayonnement électromag-
nétique [Gandolﬁ 2001] [Joye 2005], soit par l'analyse de son temps de
réponse pour extraire des données qu'il manipule [Van Tilborg 2005], etc.
(b) Attaques en fautes
Elles consistent en la modiﬁcation volontaire de l'environnement de la
puce et l'altération de son fonctionnement par diﬀérentes manières ;
puis ensuite en l'exploitation des comportements ou des résultats fautés
aﬁn d'en déduire des information secrètes. En 1997, [Bellcore 1996] et
[Boneh 1997] ont montré la possibilité d'extraire des informations se-
crètes par des perturbations physiques. Ensuite, [Biham 1997] a présenté
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une méthode d'analyse diﬀérentielle pour exploiter des fautes. Ces at-
taques peuvent être mises en place en utilisant diﬀérentes techniques
physiques communiquées en [Tria 2000]. Aujourd'hui, diﬀérentes méth-
odes d'analyse ont été développé pour révéler des informations secrètes à
partir des comportements ou des résultats fautés.
Ce travail de thèse est consacré à l'étude des attaques en fautes : Comment les
fautes pourront être injectées et comment les résultats fautés pourront être exploités
et mettre en danger le secret des systèmes cryptographiques ?
8.1.1.1 Déﬁnition de faute
Une faute dans un système cryptographique fait référence à un événement accidentel
ou intentionnel qui provoque l'échec de l'exécution correcte du processus de chiﬀre-
ment ou de déchiﬀrement. Dans ce cas, le système cryptographique peut fonctionner
anormalement et un résultat de chiﬀrement ou de déchiﬀrement incorrect, considéré
comme fauté peut être obtenu.
Une exécution ou un résultat fauté est considéré comme reproductible s'ils peu-
vent être reproduits régulièrement dans les mêmes circonstances.
8.1.1.2 Systèmes sécurisés et non-sécurisés
Le bon fonctionnement des circuits intégrés classiques dépend de leurs conditions
physiques. En plus, ils n'empêche pas la fuite des informations qui permettent à
découvrir leurs contenus par l'analyse des canaux auxiliaires. Ces types de circuits
intégrés sont considérés comme non sécurisés et ne conviennent pas pour des calculs
cryptographiques.
Par ailleurs, il existe des circuits intégrés spéciﬁques pour les systèmes cryp-
tographiques qui résistent à des conditions extrêmes physiques. Dans ce type de
circuit, quand il y a un risque de mauvais fonctionnement, comportement ou résul-
tat, leurs opérations s'interrompent. Ils peuvent être parfois pré-programmé pour
donner un résultat intentionnellement faux qui ne permet pas de déduire des infor-
mations sensibles. Ces circuits sont appelés des systèmes sécurisés. Ce genre de
protections peut s'appliquer aux fuites des canaux auxiliaires.
Par exemple, une carte bancaire à puce intégrée est un système sécurisé. Selon
les normes iso/iec 7816-3, les opérations de la puce s'interrompront si la tension
VCC du circuit atteint une augmentation ou diminution de plus de 10% de sa valeur
originale de 5,0 V [iso/iec 7816-3 2003].
8.1.1.3 Diﬀérents types de faute
Les fautes aﬀectant les circuits intégrés peuvent être classées selon trois catégories
en fonction de leur persistance :
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 Fautes provisoires ou transitoires : Cette catégorie comprend les fautes tem-
poraires ou à court terme. Elles disparaissent après l'arrêt de l'injection de
fautes. Donc, après l'écoulement d'un certain temps, la puce retrouve un fonc-
tionnement normal sans besoin de réinitialisation. Par exemple, le chauﬀage
d'un circuit crée des fautes par la prolongation des temps de propagation ;
mais, après la diminution de la température, le circuit reprend son fonction-
nement correct.
 Fautes permanentes : Les fautes permanentes sont persistantes, mais
réversibles. Elles disparaissent après une réinitialisation du circuit. Donc, elles
ne sont pas destructives et n'endommagent pas le circuit de façon déﬁnitive.
Par exemple, une faute injectée sur une cellule de sram persiste jusqu'à la
réécriture de son contenu ou de la réinitialisation du circuit. Par ailleurs, une
faute injectée sur un code de programme stocké dans une mémoire non-volatile
a un eﬀet plus persistant. Dans ce cas, la réinitialisation du circuit n'est pas
suﬃsante pour la récupérer du contenu de la mémoire et une reprogrammation
est exigée.
 Fautes destructives : La pratique de certaines méthodes d'injection de fautes
peuvent créer des dommages perpétuels sur le matériel. Une fois inﬂigée, ces
destructions peuvent aﬀecter le comportement de la puce de façon permanente.
Par exemple, une émission laser avec un niveau d'énergie élevé sur une zone de
mémoire peut déﬁnitivement détruire certaines cellules du stockage de données.
Dans ce cas, les cellules endommagées de la mémoire ne peuvent être plus ni
réécrites, ni récupérées avec la réinitialisation, voire avec la reprogrammation
du circuit.
8.1.1.4 Méthode d'analyse de fautes
Plusieurs méthodes d'analyse diﬀérentielles ont été découvertes par des chercheurs
pour les attaques en fautes. Ces méthodes d'analyse nécessitent généralement
l'injection de fautes transitoires ou permanentes.
 Réduction de rondes ou Round Reduction (rr) : Consiste en la ré-
duction du nombre des étapes répétitives d'un algorithme aﬁn de faciliter la
cryptanalyse de son résultat de chiﬀrement. Cette méthode a été présentée
par Hamid Choukri et Michael Tunstall dans [Choukri 2005].
De nombreux algorithmes cryptographiques sont en eﬀet basés sur la répéti-
tion de séquences identiques de transformations, appelées rondes. Une partie
signiﬁcative de la sécurité de ces algorithmes contre la cryptanalyse est basée
sur la répétition de rondes. Donc, toute diminution du nombre de rondes
réduit leur sécurité.
La réduction de rondes appartient à la famille des attaques par modiﬁcation
d'algorithme. Par exemple, supposons une attaque qui fait un saut après
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l'exécution de quelques instructions au début de l'algorithme ou peu après la
première ronde à la ﬁn. Ainsi, les rondes restantes sont ignorées et le chiﬀré
ﬁnal sera le produit d'une petite partie des processus d'algorithme et pourrait
révéler facilement la clef. Dans ce cas, la cryptanalyse sera très rapide et facile.
Sa complexité ne correspond plus à la cryptanalyse de l'exécution correcte de
l'ensemble de plusieurs rondes. Cette méthode a été d'abord présentée dans
[Choukri 2005].
 Analyse diﬀérentielle de fautes ou Diﬀerential Fault Analysis (dfa) :
Cette méthode est basée sur l'injection de fautes pendant le processus du
chiﬀrement aﬁn d'obtenir des chiﬀrés fautés. Une partie ou toute la clef se-
crète peut ensuite être retrouvée en comparant les chiﬀrés fautés et corrects
correspondants. Elle est illustrée ﬁgure 8.1.
La première alerte sur la possibilité d'exploiter des fautes a été signalée
par Bellcore (Bell Communications Research, Inc.) dans [Bellcore 1996] et
[Boneh 1997]. La première méthode d'analyse diﬀérentielle de fautes, ou dfa
a été présentée dans [Biham 1997]. Ensuite, de nombreuses autres méthodes
de dfa ont été publiées par des chercheurs sur des diﬀérents algorithmes cryp-
tographiques.
Nous présenterons deux méthodes de dfa sur aes dans la partie 8.3.
Figure 8.1: Principe de l'analyse diﬀérentielle de fautes.
 Analyse safe-error ou Safe-Error Analysis (sea) : Cette méthode,
d'abord présentée dans [Yen 2000], recherche l'existence de toute diﬀérence de
comportement d'un circuit en présence de fautes au lieu d'exploiter le chiﬀré
fauté. Une attaque en fautes, peut libérer une alarme interne ou d'arrêter les
opérations. Ces signes d'une diﬀérence de comportement par rapport à une
exécution normale pourront conduire à découvrir des secrets contenus dans un
circuit [Blömer 2003].
Les méthodes sea sont toujours appliquées à des vulnérabilités très spéciﬁques.
En associant les principes de la sea et le traitement probabiliste de dpa,
[Robisson 2007] présente une approche plus réaliste.
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 Analyse diﬀérentielle du comportement ou Diﬀerential Behavioral
Analysis (dba) : Ce procédé est basé sur la corrélation d'un modèle fonction-
nel paramétrée par la valeur d'une clef partielle au comportement du circuit en
présence de fautes. Cette méthode d'analyse, présentée dans [Robisson 2007]
combine la sea et l'analyse diﬀérentielle de consommation (dpa).
 Analyse de la sensibilité de fautes ou Fault Sensitivity Analysis (fsa) :
Cette nouvelle méthode présentée dans [Li 2010] est basée sur l'analyse de
l'état critique où une sortie fautée commence à montrer quelques caractéris-
tiques détectables.
Selon [Li 2010], ces caractéristiques sont liés à la manipulation des données
sensibles et pourront être utilisées pour récupérer la clef secrète. Par exemple,
l'augmentation de la fréquence d'horloge représente la valeur d'un état cri-
tique dès que les fautes viennent d'apparaître. Donc, cette méthode exploites
les conditions sensibles d'apparition de fautes au lieu des résultats fautés et
corrects correspondants dans la méthode dfa.
8.1.1.5 Techniques d'injection de fautes
Il existe plusieurs techniques d'injection de fautes aﬁn de modiﬁer intentionnellement
le fonctionnement correct d'un circuit. Cependant, la réussite de ces méthodes
dépend de nombreux paramètres, notamment le niveau de compétence technique
et des moyens ﬁnanciers de l'attaquant ; ainsi que sa compétence sur l'exploitation
et l'analyse du comportement et des fautes obtenues [Bar-El 2006] [Barenghi 2010].
la ﬁgure 8.2 donne un aperçu des techniques les plus connues pour l'injection de
fautes :
 La variation transitoire (glitch) de la tension d'alimentation et la modiﬁcation
de l'horloge peuvent être appliquées aux pattes correspondantes sur le circuit.
 L'augmentation de la température et des impulsions électromagnétiques peu-
vent être appliquées sans décapsulation du circuit.
 L'émission de lumière intense et le rayonnement laser sont des méthodes qui
nécessitent la décapsulation du circuit.
8.1.1.6 Diﬀérents modèles de fautes
Il existe diﬀérents modèles de fautes sur des circuits. Pour bien illustrer les dif-
férences, nous considérons T1 = {b1, b2, ...bn} comme un ensemble arbitraire de
valeurs initiales pour des bits ciblés. On suppose T2 = {b′1, b′2, ...b′n} comme
l'ensemble des valeurs de bits correspondants à T1 après une attaque en fautes.
Maintenant, nous révisons l'eﬀet de diﬀérents modèles de fautes sur les bits ciblés :
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Figure 8.2: Aperçu des principales techniques d'injection de fautes.
 Basculement ou inversion de bit : Quand les valeurs de bits ciblés sont
changés à leurs valeurs opposées ; soit si et seulement si :
∀i : 0 ≤ i ≤ n ; b′i = 1− bi (8.1)
 Collage (Stuck-at fault) : Dans ce modèle de faute, les bits ciblés sont ﬁxé
en permanence à leur valeur précédente. Par conséquent, quand de nouvelles
valeurs doivent être aﬀectées aux bits ciblés, l'opération d'écriture de mémoire
échoue. Cet eﬀet est généralement considéré comme une faute destructive en
raison d'un ﬁl, une grille ou une cellule de la mémoire endommagés ; mais,
il pourrait être également une faute permanente qui disparaisse après une
réinitialisation du circuit.
Le modèle de faute est considéré collé à 0, si et seulement si :
∀i : 0 ≤ i ≤ n ; bi = b′i = 0 (8.2)
Autrement, le modèle de faute est considéré collé à 1, si et seulement si :
∀i : 0 ≤ i ≤ n ; bi = b′i = 1 (8.3)
Dans ces deux modèles de fautes, les valeurs des bits ciblés ne sont souvent pas
connues avant l'attaque. L'eﬀet d'une faute collée à une valeur ﬁxe se montre
quand la valeur initiale doit être réécrite à sa valeur opposée. A ce point, il
peut créer un changement dans le comportement du système ou les résultats
[Otto 2004].
8.1. Introduction 153
 Aléatoire : Lorsque les changements de valeur sont aléatoires ; mais, la valeur
d'au moins un des bits ciblés est changé. Autrement dit, le modèle de faute
est sl aléatoire, si et seulement si :
∀i : 0 ≤ i ≤ n ; b′i ∈ {0, 1}
and
∃!j : 0 ≤ j ≤ n ; b′j 6= bj
(8.4)
 Set ou reset : Quand les bits sont ciblés sont écrits à 1 ou eﬀacés (écrits à
0) quelles que soit leur valeurs précédentes. Le modèle de faute est considérée
comme set, si et seulement si :
∀i : 0 ≤ i ≤ n ; b′i = 1 (8.5)
Contrairement, le modèle de faute est reset, si et seulement si :
∀i : 0 ≤ i ≤ n ; b′i = 0 (8.6)
Parmi tous ces modèles, les fautes aléatoires sont souvent considérées comme les
plus réalistes.
8.1.2 Attaques en fautes sur AES
aes est un algorithme de chiﬀrement qui traite les données du message clair par blocs
de 128 bits. La clef secrète a une taille de 128, 196 ou 256 bits. Selon la longueur
de la clef l'algorithme sera itéré 10, 12 ou 14 fois (rondes). aes est divisé en deux
processus la diversiﬁcation de la clef et le chiﬀrement des données [nist 2001]. Nous
montrons le schéma général d'aes-128 sur la Figure 8.3.
Pour la ronde initiale d'aes, l'algorithme utilise la clef secrète comme la clef de
la ronde, mais pour chaque ronde suivante, la clef de la ronde est diversiﬁée à partir
de sa précédente. Nous utilisons le préﬁxe  K  plus le numéro de la ronde pour
indiquer une clef de ronde (par exemple : K9 pour la clef de la ronde 9).
Le processus de chiﬀrement commence en prenant 16 octets (128 bits) du message
en entrée, puis en les mettant dans une matrice de 4× 4 octets.
Chaque ronde, sauf la première et la dernière comprend 4 étapes :
1. SubBytes échange la valeur de chaque octet de la matrice par une valeur
correspondante dans une table prédéﬁnie appelée boîte de substitution.
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Figure 8.3: Algorithme aes-128.
2. ShiftRows consiste en des opérations de rotation vers gauche s'eﬀectuant sur
chaque ligne de la matrice.
3. MixColumns applique une transformation linéaire sur chaque élément en com-
binant celui-ci avec d'autres éléments de la même colonne par une addition
avec diﬀérents multiples de valeurs 1, 2 ou 3 selon les règles spéciﬁques du
corps ﬁni GF (28). Cette étape garantit la distribution de l'information de
chaque octet sur 4 octets et donc l'augmentation de la sécurité des messages.
4. AddRoundKey, dernière étape de chaque ronde, correspond à une opération
ou exclusif (xor) entre la valeur de chaque élément de la matrice et l'octet
correspondant sur la clef de la ronde correspondante [nist 2001].
8.1.3 Physique de l'injection de fautes par laser
Un laser est un dispositif émettant de la lumière (rayonnement électromagnétique)
visible ou invisible ampliﬁée par une émission stimulée. Cette lumière introuvable
dans la nature est monochromatique, unidirectionnelle et cohérente. Un faisceau de
laser peut être produit dans un petit diamètre (jusqu'à ∅1µm au minimum) pour
cibler un composant de très petite taille et altérer son fonctionnement sur une durée
assez restreinte.
Un faisceau laser appliqué sur un circuit va perturber son fonctionnement nor-
mal. Par exemple sur une cellule de mémoire vive de type sram, en cas d'exposition
au rayonnement du laser, il pourra modiﬁer et/ou inverser le contenu des bits ciblés
[Skorobogatov 2003].
En eﬀet, selon l'architecture conventionnelle, chaque bit de sram est composé de
deux inverseurs couplés pour stocker une valeur  0  ou  1  auxquels s'ajoutent
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deux transistors qui contrôlent l'accès au contenu aux instants d'écriture ou de
lecture.
Le contenu d'une cellule sram dépend du niveau logique en entrée et en sortie
des inverseurs. Ils sont conçus et connectés de telle sorte que la cellule ne peut avoir
qu'un des deux états stables  0  ou  1 . Si un faisceau laser arrive à toucher une
zone sensible d'une sram, l'énergie qu'il y dépose pourra altérer son fonctionnement
ou son contenu. Un faisceau laser crée le long de son parcours dans le silicium des
pairs électrons-trous par eﬀets photoélectrique. Sous l'action d'un champ électrique,
typiquement si elles sont localisées au niveau des drains des transistors bloqués, ces
charges sont bloquées donnant naissance à un courant qui peut être suﬃsamment
important pour changer le niveau logique d'un n÷ud de la sram. Cela amènera
l'état de la cellule à basculer vers l'état inverse et changera le contenu de la cellule
vers le contenu inverse [Darracq 2002].
Lors d'une attaque laser sur un circuit cmos, plusieurs paramètres sont mis en
jeu ; notamment : le diamètre du faisceau, la longueur d'onde, la quantité d'énergie
émise et le temps d'exposition.
Il existe également des paramètres qui sont purement liés au circuit tels
que l'instant d'injection (cycle d'horloge du processeur correspondant à l'instant
d'exposition au laser), la technologie cible, et notamment la face d'entrée du fais-
ceau car chacune des faces avant (active) ou arrière (substrat) d'un circuit a des
caractéristiques diﬀérentes par rapport aux attaques laser.
8.2 Caractérisation sécuritaire
La caractérisation sécuritaire est une étape dans le ﬂux classique de la conception
des circuits intégrés. Son utilité est de vériﬁer la conformité des échantillons de
puces aux spéciﬁcations de sécurité déﬁnies, dès le début de la phase de prototypage
et même au cours de la production de masse.
La caractérisation sécuritaire se réfère à l'utilisation des techniques externes pour
examiner la structure interne et les propriétés d'un circuit aﬁn d'évaluer ses carac-
téristiques et sa résistance. Un circuit cryptographique, par exemple une carte à
puce, doit avoir un niveau acceptable de sécurité aﬁn d'atteindre les quatre objectifs
de la sécurité et contre toute intervention non autorisée. La caractérisation sécuri-
taire utilise diﬀérents techniques d'analyse pour ampliﬁer toute fuite de données ou
toute vulnérabilité du circuit et aussi d'évaluer son inviolabilité.
8.2.1 Plateforme de caractérisation sécuritaire MircoPackS
Le laboratoire de caractérisation sécuritaire des circuits intégrés MicroPackS est
une partie d'une plate-forme mutualisée du même nom entre les universitaires et
industriels, située dans la région paca, en France 1. Son objectif principal est de
1http://www.arcsis.org
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fournir des équipements de caractérisation de sécurité pour évaluer des matériaux
lors d'exécution de projets r & d, dès la phase de conception jusqu'à la phase de
validation du produit.
Ce laboratoire est actuellement composé de cinq unités : Les bancs de carac-
térisation d'injection de fautes laser, d'essais électriques, d'attaques spa / dpa,
d'attaques ema et des circuits sans-contact. La mise en place de la sixième unité
pour un banc laser d'injection de fautes laser avancé est également prévue pour
l'avenir proche.
Comme le sujet principal de cette thèse est l'injection de fautes par laser, nous
nous concentrons uniquement sur les caractéristiques du banc laser actuel.
8.2.2 Caractéristiques du banc laser
Le banc d'injection de fautes laser est composé d'un émetteur de laser, un pc de
commande, un oscilloscope et autres équipements nécessaires. L'émetteur de laser,
présenté sur les ﬁgures 8.4 et 8.5, est équipé d'une source de laser yag2 avec trois
diﬀérentes longueurs d'onde : 355 nm (ultraviolet), 532 nm (vert) et 1064 nm
(infrarouge). La cible peut être ﬁxée sur le plateau motorisé pas à pas pour des
microscopes verticaux Prior Scientiﬁc, comme une table de positionnement x-y pro-
grammable avec des pas de 0,1 µm.
Figure 8.4: Plateforme laser MicroPackS.
Le faisceau a une forme nominale rectangulaire. Sa taille est programmable
par l'ouverture d'obturateurs rectangulaires. Chacun des deux côtés parallèles
d'obturateurs peut être ouvert dans une taille nominale entre 0 et 2500 µm. Comme
le faisceau passe à travers d'une lentille de Mitutoyo, sa taille se réduit par le facteur
de zoom de l'objectif et il perd une grande partie de son énergie.
La table xy, le lecteur de carte, l'émetteur laser et la carte de synchronisation
fpga du déclenchement de laser sont connectés par des liaisons rs-232 au pc de
commande. Tous les paramètres sont contrôlés par une interface smart-i3. Il s'agit
2Grenat d'Yttrium Aluminium ou Y3Al5O12
3
Secured Multi-characterisation Test Interface
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Figure 8.5: Plateforme laser et circuit test.
d'une interface graphique développée sous l'environnement labviewTM pour les pcs
de contrôle des diﬀérents bancs de caractérisation MicroPackS. smarti a la possi-
bilité d'envoyer des commandes à des cartes à puce ou d'autres circuits sous test et
obtenir et enregistrer des réponses et des courbes. La carte fpga de déclenchement
reçoit un signal d'activation à partir du lecteur et envoie un signal de déclenchement
au laser après un retard déﬁni sur l'interface smart-i.
La durée d'une impulsion de laser est d'environ 5 ns. Un temps d'attente
d'environ 200 µs, avec une tolérance de 500 ns, est impliquée pour déclenchement
interne de laser et commutation entre chaque commande de laser et son émission.
8.2.3 Préparation de circuit et des échantillons
Pour la plupart de nos essais de caractérisation dans cette thèse, nous avons utilisé
une carte communicante aux normes carte à puce, fabriquée dans notre laboratoire.
Elle est composée d'un microcontrôleur 8-bit 0,35 µm 16 MHz avec une architecture
risc. Le microcontrôleur dispose de 128 kilo-octets mémoire ﬂash pour program-
mation, 4 kilo-octets d'eeprom et 4 kilo-octets de sram.
Le microcontrôleur est placé sur le circuit par l'intermédiaire d'un support du
type zif qui permet de changer ses échantillons pour les essais diﬀérents. Une petite
ouverture circulaire au centre de support de puce permet un accès physique à l'autre
face de la puce pour des expériences laser sur la face arrière.
L'appareil fonctionne avec sosse ou le Système d'exploitation simple pour
l'éducation de carte à puce [Bruestle 2002] pour simuler l'environnement de carte à
puce.
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8.2.3.1 Caractéristiques du circuit
sosse est un système d'exploitation open source et conforme au commandes prin-
cipales de la norme iso/iec 7816 pour les cartes à puce. Il a été développé comme
un projet open source sous la licence publique gnu[Bruestle 2002]. sosse est prin-
cipalement programmé en langage ansi C.
sosse utilise le protocole T=0 pour la communication entre un lecteur de carte
et une carte à puce [Bruestle 2002]. Le protocole T= 0 est le protocole de commu-
nication, le plus largement utilisé pour des cartes à puce. Il a été normalisé sous iso
7816-3 et 7816-4. Notre microcontrôleur communique à une fréquence de 3,59 MHz
avec le lecteur de carte.
Pour eﬀectuer nos essais, nous avons utilisé une version modiﬁée de sosse en
s'y ajoutant dans notre laboratoire un ensemble de nouvelles commandes :
1. Read_RAM : Lecture d'une partie du contenu de sram.
2. Write_RAM : Écriture de la valeur d'octet donnée sur tous les octets de sram
situés entre l'adresse 0x800500 et 0x8010FF.
3. AES_Encrypt : Envoi d'un texte clair aﬁn de le chiﬀrer par l'aes embarqué.
4. Read_Ciphertext : Récupération du texte chiﬀré obtenu avec la commande
précédente.
Dans l'implémentation de sosse, après chaque réinitialisation du circuit, toutes
les variables sont copiés sur la sram. Dans notre version, la clef secrète K pour
le chiﬀrement aes est inclus dans le code. Après chaque réinitialisation du circuit,
toutes les clefs de rondes sont calculées et stockées dans la sram. Le tableau de S-
Box est également inclus dans le code du programme et après chaque réinitialisation
est copié dans la sram. Le processus de chiﬀrement se réfère aux valeurs de clefs de
rondes et du tableau de S-Box mémorisées dans la sram au cours de chiﬀrement. La
ﬁgure 8.6 montre un aperçu de l'implémentation de notre aes et de ses opérations
principales.
Ainsi, dans le cadre des essais eﬀectués pendant la préparation de cette thèse,
le point d'entrée principal pour les attaques en fautes est le stockage de données
sensibles dans la sram.
Ci-après, nous utilisons les termes  notre puce,  circuit ou microcontrôleur
pour désigner notre microcontrôleur précité et utilisé pour la plupart des expériences,
sauf quand un autre circuit est mentionné.
Pour les essais eﬀectués avant l'implémentation des contre-mesures décrites dans
la partie 8.5, notre circuit n'a eu aucune contre-mesure logicielle ou matérielle.
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Figure 8.6: Un aperçu de l'implémentation de notre aes.
8.2.3.2 Décapsulation des échantillons
Avant de passer à l'étape de l'injection de fautes par laser, le circuit de cible doit
être préparé. Les essais laser nécessitent la décapsulation préalable du circuit. Selon
les équipements et les exigences d'attaque, une des faces avant ou arrière du circuit
doit être décapsulée.
L'ouverture chimique est la méthode plus appropriée pour la décapsulation d'une
puce par la face avant. Elle peut préserver l'intégrité et la fonctionnalité du cir-
cuit lorsqu'elle est eﬀectuée de manière appropriée. La décapsulation chimique
peut être eﬀectuée manuellement par l'attaquant ou automatiquement ou semi-
automatiquement par des machines décapsulation. L'emballage du circuit doit être
retiré, tout en préservant l'intégrité du die, des plots, des ﬁls et de la trame de ﬁls
d'interconnexions.
Pour une attaque laser sur la face arrière, la décapsulation mécanique est plus
appropriée que les méthodes chimiques. Elle peut mieux entamer la distance entre
la couche de silicium et les composants actifs. Pour réussir une attaque laser sur
une puce décapsulée à la face arrière, la surface d'ouverture doit être parfaitement
polie et amincie.
Pour nos essais, nous avons décapsulé plusieurs échantillons de notre circuit à la
face avant ou arrière par des machines de décapsulation de la plateforme MicroPackS.
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8.2.4 Caractérisation sécuritaire : Première cartographie de la sus-
ceptibilité d'injection de fautes
Avant de commencer nos essais de l'injection de fautes sur aes, une bonne connais-
sance de notre circuit et des eﬀets des émissions laser sur son comportement étaient
nécessaires.
Par le grossissement des images de la face avant des échantillons décapsulées,
nous avons pu identiﬁer des diﬀérentes composants de notre circuit, en fonction de
leurs formes et compte tenu également des informations dans sa ﬁche technique.
Figure 8.7: Cartographie du microcontrôleur cible.
La ﬁgure 8.7 montre la cartographie des principaux blocs de composants de la
puce, dont la sram, la mémoire ﬂash, l'eeprom, les parties analogiques et logiques
de notre circuit.
Puisque de nombreuses variables sont stockées dans la sram, des informations
détaillées sur son organisation est nécessaire. Selon ce qu'on a dit sur les diﬀérent
types de fautes, un tir laser sur la sram est susceptible de créer des bit-ﬂips lorsque
son énergie est inférieure au seuil de destruction. Donc, nous avons eﬀectué des
expériences préliminaires qui nous ont permis de mesurer les eﬀets du laser sur
notre circuit. Dans notre expérience, nous nous sommes interrogés sur la relation
entre les paramètres du laser et le nombre de fautes injectées.
La taille du faisceau et le niveau d'énergie sont des paramètres impliqués sur le
nombre de fautes. Pour des attaques menées sur la face arrière, une taille de faisceau
plus grande et un niveau plus élevé d'énergie sont requis pour pouvoir injecter le
même nombre de fautes en comparaison avec l'injection de faute sur la face avant.
Cette diﬀérence entre les deux faces est expliquée par la perte d'énergie en passant
la couche du silicium sur la face arrière.
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8.2.4.1 Injection de fautes mono-bit et multi-bit
Le nombre de bits fautés sur chaque octet est un autre paramètre étudié au cours
de nos expériences préliminaires. Nous avons constaté que lorsque la largeur du
faisceau laser est plus petit que ' 44 µm, tous les octets fautés sur notre circuit
contiennent un seul bit fauté. Avec l'augmentation de la taille du faisceaux laser, des
octets fautés à deux ou plusieurs bits apparaissent. Cependant, nous ne pouvons
pas créer plus de trois bits fautés sur chaque octet avec une largeur du faisceau,
inférieure à 93 µm. En outre, la fréquence des fautes à double-bits et triple-bits
reste faible entre l'ensemble des octets fautés.
8.2.5 Exploration de notre circuit
En plus des expériences d'injection de fautes sur la sram, nous avons eﬀectué une
exploration complète de notre circuit par émission laser et l'analyse le comportement
du circuit. Nous pouvons classiﬁer les eﬀets de l'émission de laser sur notre circuit
dans les quatre catégories suivantes :
1. Sans eﬀet : Nous n'avons pas détecté aucune faute sur la sram, le chiﬀrement
aes ou le comportement du circuit après l'émission laser.
2. Réponse Fautée avec fonctionnement correct du circuit : Nous avons pu in-
jecter des fautes par laser sur des valeurs stockées dans la sram ou sur les
valeurs calculées ou communiquées. Toutefois, le circuit a maintenu son fonc-
tionnement correct après l'émission laser.
3. Erreur temporaire du circuit : Parfois, l'émission laser a créé des comporte-
ments fautés temporaires. Dans ces cas, notre circuit n'a pas répondu à la
première commande envoyée par le lecteur après l'émission laser. Mais, le
circuit a retrouvé son bon fonctionnement rapidement.
4. Erreur permanente du circuit : Il y a également des cas de comportement fauté
permanent du circuit. L'émission laser a engendré l'arrêt des réponses envoyées
par notre circuit. En attendant plusieurs secondes ou minutes, le circuit n'a
pas pu récupérer son fonctionnement correct. Dans ce cas, une réinitialisation
à froid du circuit était nécessaire ; autrement dit, il fallait éteindre et rallumer
la tension d'alimentation ou débrancher et de rebrancher le circuit du lecteur.
Par conséquent, l'eﬀet de ces fautes était permanent, mais pas destructif.
Pendant ces expériences préliminaires, nous avons obtenu une bonne connais-
sance des paramètres du laser pour injection de faute sur notre circuit. Nous avons
ensuite utilisé de ces connaissances pour essayer des attaques classiques de dfa sur
notre circuit.
162
Chapter 8. Résumé étendu en français
(French Extended Abstract)
8.3 Pratique de la DFA par laser sur AES
Nous avons présenté les principales techniques d'attaque en fautes. Parmi celles-ci,
l'émission laser est une méthode d'injection de fautes avec une bonne localisation
géographique et temporelle sur le circuit et ainsi, sur un crypto-système. Lors
de nos essais préliminaires, nous avons prouvé la possibilité d'injection de fautes
laser sur notre circuit. Nous avons examiné qu'il est possible de modiﬁer certaines
valeurs d'octets par émission laser sur la sram. Dans le contexte de nos essais de
caractérisation sécuritaire des circuits, nous avons été amenés à nous interroger sur
la faisabilité expérimentale de certains modèles d'attaque théoriques de dfa sur aes,
dont [Piret 2003] et [Giraud 2005].
8.3.1 Problématiques de la pratique de la DFA par laser
Les attaques théoriques par dfa sur aes dépendent de modèles de fautes mono-octet
ou mono-bit. Le diamètre minimal d'un faisceau laser ne peut pas être diminué à
moins de ∅1µm, pour des raisons de diﬀraction optique. En outre, par suite des
progrès technologiques, le nombre de transistors placés sous un faisceau incident de
∅1µm augmente.
La ﬁgure 8.8 montre une comparaison entre des faisceaux laser de diamètres 1
et 10 µm et une cellule sram mise à l'échelle pour diﬀérentes technologies. Elle
montre aussi qu'un faisceau laser de ∅1µm peut avoir une zone d'eﬀet plus grande
sur la puce par rapport à son niveau d'énergie. Ce faisceau minimal frappe plusieurs
transistors sur les technologies les plus avancées et ne peut pas être physiquement
limité à cibler un seul bit ou octet. Par ailleurs, un équipement laser de bonne
précision qui produit un faisceau de ∅1µm est assez cher et n'est pas dans la mesure
budgétaire de la plupart des attaquants. Donc, l'injection de fautes mono-bit/octet
ou même sur quelques octets a besoin d'équipements bien précis et elle devient moins
faisable par des équipements laser bon marché.
8.3.2 DFA mono-octet de Piret et Quisquater
Gilles Piret et Jean-Jacques Quisquater ont présenté dans [Piret 2003] une attaque
dfa théorique sur aes. Cette attaque nécessite l'injection d'une faute sur un octet
du texte chiﬀré temporaire entre la sortie MixColumns de la ronde antépénultième
et l'entrée MixColumns de l'avant-dernière ronde pour réussir. La ﬁgure 8.9 montre
la propagation de cette faute à partir de l'entrée du MixColumns de la ronde 9.
8.3.3 DFA mono-bit de Giraud
Christophe Giraud dans [Giraud 2005] a présenté deux attaques dfa sur aes. La
première attaque exige des fautes mono-octet et la deuxième est une attaque mono-
bit. Son attaque mono-bit nécessite l'injection d'une faute sur un seul bit d'un
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Figure 8.8: Mise en évidence de la taille de faisceaux laser d'1 µm et de 10 µm par
rapport au progrès des technologies de fabrication.
Figure 8.9: Propagation d'une faute mono-octet à l'entrée du MixColumns de la
ronde 9.
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octet spéciﬁque du chiﬀré temporaire de l'avant-dernière ronde (M9). La ﬁgure 8.10
montre l'exigence de cette attaque.
Figure 8.10: Attque dfa Giraud mono-bit.
Cette attaque n'est pas la plus performante, mais probablement la plus diﬃ-
cile à mettre en ÷uvre car elle est basée sur l'injection de faute sur un seul bit.
Donc, la mise en place réussie de cette attaque, permettra à l'attaquant d'exercer
successivement plusieurs autres modèles d'attaque en faute.
8.3.4 Résultats pratiques des DFA mono-octets et mono-bit
Dans nos essais, le faisceau de laser créait souvent des fautes supplémentaires par
rapport aux modèles théoriques de dfa sur aes basés sur l'injection de faute mono-
octet ou mono-bit. Nous avons réussi à exclure l'eﬀet logique des fautes supplémen-
taires en jouant sur l'instant d'injection et sur le déplacement du spot laser. Notre so-
lution est d'eﬀectuer l'émission du laser et donc d'injecter des fautes dans l'intervalle
de temps situé avant l'utilisation de l'octet ciblé dans les calculs de cryptographie,
et après l'utilisation de tous les octets précédents qui sont éventuellement fautés.
Donc, l'eﬀet logique des fautes non-souhaitées sur les octets précédents est exclu,
malgré le fait que ces fautes existent physiquement sur le circuit. Par conséquent,
nous avons pu produire les fautes requises pour mener les attaques Piret-Quisquater
et Giraud.
Dans une autre étape, par une méthode de classiﬁcation de fautes, nous avons
proposé la version étendue de l'attaque dfa Giraud mono-bit classique. Dans cette
version, l'existence de plusieurs fautes mono-bit sur les octets de K9 augmentait la
vitesse d'obtention de la clefs et quelques fautes mono-bit sur K10 pouvaient être
négligées par la classiﬁcation. Ces résultats nous a amenés à des cas plus faisables
concernant la diminution de la taille de fabrication des circuits et à identiﬁer des
menaces réalistes toujours existantes [Agoyan 2010a].
8.3.5 Une DFA multi-octets étendue
Après la mise en place réussie des attaques théoriques et leurs extensions par laser,
nous avons étendue nos recherches à la découverte d'un nouveau modèle d'attaque
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dfa, à son exploitation et à sa mise en place.
Nous avons étudié une attaque dfa qui exploite les fautes sur K9 en présence
de plusieurs fautes sur K10. Dans ce cas, les octets fautés sur le chiﬀré résultent
parfois de deux fautes injectées sur les octets correspondants de K9 et de K10.
Dans cette attaque, la valeur de chaque octet est trouvable en utilisant au min-
imum trois paires de chiﬀrés correct et fauté correspondants. Cette attaque semble
être plus réaliste par rapport à la limite de diminution de la taille des faisceaux laser
et l'augmentation de la densité des transistor dans les nouvelles technologies.
Les modèles classiques de dfa sont basés sur l'injection d'une faute mono-bit ou
mono-octet sur une des dernières rondes. La diﬀérence remarquable de notre attaque
est la liberté de l'injection de plusieurs fautes sur plusieurs bits ou octets, voire sur
tous les octets des deux dernières rondes, après la sortie du MixColumns de l'avant-
dernière ronde. Toutefois, cette attaque impose l'injection de fautes constantes lors
de l'obtention des trois chiﬀrés fautés utilisés pour la cryptanalyse.
La conclusion de cette partie est un avertissement sur la faisabilité toujours
actuelle des attaques dfa par laser. Nos essais ont montrés qu'il est toujours faisable
de créer des fautes mono-octets ou mono-bits avec un faisceau de laser qui rencontre
plusieurs octets sur le circuit quand l'injection de faute est bien maîtrisée et associée
avec d'autres techniques. En outre, la découverte et la mise en place de nouvelles
attaques, telle qu'une dfa multi-bit et multi-octet sur les deux rondes ﬁnales d'aes
renforce cet aspect. Donc, l'existence des contre-mesures appropriées est nécessaire
pour la conception des nouveaux circuits.
8.4 Attaques par modiﬁcation de rondes
Après nos études sur les attaques dfa, nous avons continué nos recherches à la
découverte de nouveaux modèles d'attaques en fautes, à leurs exploitations et à
leurs mises en place. Les algorithmes de cryptographie symétrique sont souvent
constitués de rondes répétées successivement. Les attaques en faute sur le compteur
de rondes ou sur la référence du nombre de rondes ont été beaucoup moins étudiées
par rapport aux attaques dfa.
Nous présentons brièvement les précédentes attaques sur la modiﬁcation de ron-
des :
8.4.0.1 Attaque de H. Choukri et M. Tunstall
Selon la publication de H. Choukri et M. Tunstall [Choukri 2005], si l'attaquant
arrive à changer le compteur de rondes (désormais CR) d'aes dès le commencement
d'exécution de l'algorithme à la valeur ﬁnale (dans la publication à 0), le chiﬀré à
la sortie sera le produit d'une seule ronde (en plus de la ronde initiale).
Avec cette attaque et selon l'algorithme d'aes, deux résultats diﬀérents sont
envisageables :
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1. Le chiﬀré est le produit d'exécution de la ronde initiale (R0) plus d'une ronde
intermédiaire ou normale d'aes (identique aux rondes R1..R9)
2. Le chiﬀré est le produit d'exécution de la ronde initiale (R0) et de la ronde
ﬁnale (R10) d'aes
Dans ces deux cas, en utilisant deux paires de chiﬀrés fautés et corrects corre-
spondants, la clef d'aes est retrouvable. L'attaque de H. Choukri et M. Tunstall
[Choukri 2005] a été mise en place sur une implémentation naïve d'aes sans contre-
mesure, embarqué sur un circuit pic16f877. La méthode d'injection de faute était
un pic de courant sur le Vcc, lors de l'exécution d'aes.
8.4.0.2 Attaque Y. Monnet et al.
La publication de Y. Monnet et al. [Monnet 2006] présente une autre attaque
de réduction de rondes sur deux cryptoprocesseurs asynchrones implémentant
l'algorithme de chiﬀrement des. Le compteur de rondes utilisé dans ces deux cryp-
toprocesseurs a une implémentation multi-rail, telle que pour chacune des 16 rondes,
une ligne séparée de signal existe. Une 17ème ligne de signal a aussi été implémen-
tée pour distinguer la ﬁn d'exécution de l'algorithme. Ces lignes de signaux sont
protégées par une alarme qui se déclenche à la détection de plus d'une seule ligne
active en même temps.
Cette attaque a été menée par injection de faute par laser. Entre les deux
cryptoprocesseurs asynchrones de des, celui avec des contre-mesures avaient montré
plus de résistance contre l'injection de faute pendant l'expérimentation. Toutefois,
cette attaque a été mise en place avec réussite sur les deux circuits.
8.4.0.3 Attaque J. Park et al.
Le travail de J. Park et al. présenté dans la publication [Park 2011], il s'agît d'une
attaque en faute par laser sur un aes embarqué dans un circuit Atmega128. Ils ont
exploité une attaque de passage de la 1re ronde à la ronde 10. Donc l'exécution fautée
comprend les rondes : R0 − R1 − R10, soit une ronde supplémentaire par rapport
à l'attaque de H. Choukri et M. Tunstall [Choukri 2005] qui exécute R0 − R10.
L'implémentation de l'algorithme aes dans cette attaque est celle proposée dans le
document de référence [nist 2001], annoncé par nist.
Ces attaques précédentes sont basées sur la réduction du nombre de rondes.
Pour nos essais, grâce à la précision obtenue lors de nos premiers travaux, nous
avons développé plusieurs nouvelles attaques avec des solutions cryptanalytiques
associées.
8.4.1 Modèles faisables d'attaque sur notre AES
En considérant l'implémentation de notre aes sous sosse, embarqué sur notre cir-
cuit, plusieurs possibilités sont envisageables. Pour cette raison, les résultats obtenus
8.4. Attaques par modiﬁcation de rondes 167
lors de nos essais précédents pour l'injection de fautes par laser sur les faces avant
et arrière de notre circuit ont été bien pris en compte.
Pour étudier la faisabilité de ces attaques, nous présentons le détail de
l'algorithme de notre aes sur la ﬁgure 8.11 :
Figure 8.11: Implémentation de notre algorithme aes.
Dans notre implémentation, le compteur de ronde a été utilisé pour le comptage
des rondes intermédiaires, désormais Rm (soit de la ronde 1 jusqu'à la ronde 9).
Donc, même avec la suppression totale de l'exécution des rondes intermédiaires, les
rondes initiale et ﬁnale seront exécutées.
Toutefois, l'indice de la clef utilisée lors d'ark pour n'importe quelle ronde
(même les rondes initiale et ﬁnale) est celui du compteur de rondes, CR. Donc, si
la valeur du CR soit entre 1 et 10 (1≤CR≤10), le chiﬀré temporaire (l'état) entre
dans une opération de xor avec KCR. Mais, si la valeur du CR est supérieure à 10,
l'algorithme recherchera les 16 octets stockées sur la mémoire à une adresse calculée
par la même formule pour KCR et utilisera les valeurs de ces 16 octets, même s'ils
ne correspondent pas à une valeur valide de clef. Par conséquent, comme aucune
clef d'aes-128 n'existe pas après K10, le chiﬀré temporaire (état) entre dans une
opération de xor avec une matrice de valeurs inconnues.
Le moment de l'injection de fautes pourra avoir des eﬀets diﬀérents par rapport
à l'instant d'exécution de l'algorithme ; même pour diﬀérents instants d'exécution
de la même ronde. Donc, pour bien les caractériser, nous divisions ces diﬀérents
instants d'exécution de l'algorithme :
1. for : Au début du cycle d'une ronde intermédiaire, entre l'aﬀectation ou
l'incrémentation de la valeur du CR et la comparaison de celui-ci avec sa
valeur maximale.
2. loop : Après la comparaison du compteur de rondes avec la valeur maximale
et avant ark de la ronde actuelle.
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3. ark : Lors d'exécution d'ark pour la ronde actuelle.
4. comeback : Après l'exécution d'ark et jusqu'à l'aﬀection de la nouvelle
valeur à CR
Nous montrons ces diﬀérents instants de notre algorithme d'aes sur la ﬁgure
8.12.
Figure 8.12: Diﬀérents moments d'exécution de notre algorithme aes par rapport
aux utilisation du compteur de rondes.
8.4.2 Modèle d'attaques faisables sur notre AES
Pour bien étudier les possibilités d'attaque, nous révisons l'implémentation de notre
algorithme, montré sur la ﬁgure 8.11.
Dans notre implémentation, le compteur de ronde est utilisé pour compter les
étapes intermédiaires (Rm) (c'est-à-dire les rondes entre R1 et R9). La ronde ini-
tiale (R0) et la ronde ﬁnale (R10) sont implémentées séparément, comme le montre
la ﬁgure 8.12. Donc, même dans le cas d'une suppression complète des rondes in-
termédiaires, la ronde initiale et la ronde ﬁnale seront exécutées.
Dans notre implémentation, le compteur de ronde (CR) et la référence du nombre
de rondes (Rmax) d'aes sont stockées dans la sram du circuit. Ces deux valeurs
peuvent être ciblées lors de l'injection de fautes par laser. Donc, deux principaux
scénarios d'attaque sont envisageables :
8.4.2.1 Attaque sur la valeur du compteur de rondes
Ce scénario d'attaque change le compteur de ronde lors d'exécution d'aes et par con-
séquent le numéro de la ronde en cours d'exécution. Selon le moment de l'injection
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Table 8.1: Conséquences de l'injection de faute sur le compteur de rondes lors des
diﬀérents étapes d'exécution d'une ronde intermédiaire ou ﬁnale d'aes
étape Conséquences
for - changement du CR
- augmentation ou réduction de nombre de rondes (éventuelle-
ment, réexécution ou suppression de quelques rondes)
loop - changement du CR
- changement du CR
- exécution d'ark d'une autre ronde (Si nouveau CR>10, ark
avec valeurs inconnues)
- augmentation ou réduction de nombre de rondes (éventuelle-
ment, réexécution ou suppression de quelques rondes)
ark - changement du CR
- exécution partielle d'ark d'une autre ronde (Si nouveau
CR>10, ark partiel avec valeurs inconnues)
- augmentation ou réduction de nombre de rondes (éventuelle-
ment, réexécution ou suppression de quelques rondes)
comeback - changement du CR
- augmentation ou réduction de nombre de rondes (éventuelle-
ment, réexécution ou suppression de quelques rondes)
de faute, diﬀérents changements sur l'exécution de l'algorithme pourront se pro-
duire. Les conséquences selon chaque étape de l'algorithme sont résumées dans le
tableau 8.1.
8.4.2.2 Attaque sur la référence du nombre de rondes
Ce deuxième scénario d'attaque change la référence du nombre de rondes lors de
l'exécution d'aes. Cette référence est consultée une seule fois par ronde et unique-
ment au début de chaque ronde intermédiaire et de la ronde ﬁnale d'aes. Pour la
ronde ﬁnale, quelque soit la valeur du compteur de rondes, elle ne pourra jamais
empêcher l'exécution de la ronde ﬁnale.
Selon le moment de l'injection de faute, diﬀérents changements sur l'exécution
de l'algorithme pourront se produire. Les conséquences de ce type d'attaque sont
résumées dans le tableau 8.2.
Nos essais ont montré la faisabilité de ces types d'attaques. La conséquence de
ces attaques sur le nombre de rondes exécuté et le chiﬀrement peut être un des cas
suivants :
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Table 8.2: Conséquences de l'injection de faute sur la référence du nombre de rondes
lors des diﬀérents moments de l'exécution d'une ronde intermédiaire ou ﬁnale d'aes
Instant Conséquences
for - augmentation ou réduction du nombre de rondes (augmenta-
tion ou suppression de quelques rondes ; mais pas de réexécu-
tion)
- prise en compte immédiate de la faute (dès la ﬁn de for)
loop - augmentation ou réduction du nombre de rondes
ark (augmentation ou suppression de quelques rondes ; mais pas de
réexécution)
comeback - prise en compte de la faute dès le début de la prochaine ronde
 Si CR ⊕ e < CR ⇒ Augmentation de rondes ou exécution répétitive de
plusieurs rondes. Par exemple : si CR=7 et e=2 ; d'après CRfaute´ = CR⊕ e =
5, l'exécution d'aes sera :
r0..r5-r6-r5-r6-r7..r10
Les rondes 5 et 6 seront exécutées deux fois et le nombre total des rondes
exécutées sera augmenté de 10 à 12.
 Si CR⊕ e > CR et CR 6= Rmax− 1 ⇒ Réduction de rondes. Par exemple :
si CR=4 et e=2 ; d'après CRfaute´ = CR ⊕ e = 6, l'exécution fautée d'aes
sera :
r0..r3-r6..r10
Les rondes 4 et 5 seront supprimées et le nombre total des rondes exécutées
sera diminué à 8.
 Si CR⊕e > CR et CR = Rmax−1 ⇒ Sans aucun changement sur le nombre
total des rondes exécutées ; mais avec des eﬀets d'Altération de rondes. Dans
ce cas, la transformation AddRoundKey de la ronde ﬁnale (et également, dans
certaines conditions, celle de l'avant dernière ronde) seront exécutées avec des
valeurs ne correspondant pas à une clef de ronde valide. Par exemple : si
CR=9 et e=2 ; d'après CRfaute´ = CR ⊕ e = 11, la séquence de l'exécution
d'aes sera :
r0..r8-rm=11-rf=12
Donc, le nombre total des rondes exécutées restera 10 ; mais, l'avant-dernière
ronde et la ronde ﬁnale utiliseront des clefs de rondes invalides (K11 et K12)
lors de la transformation AddRoundKey.
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Lors de nos études, nous avons identiﬁés une douzaines d'attaques sur une des
cibles, soit CR, soit Rmax, avec des cryptanalyses légères. Nous avons pu mettre en
place 8 attaques parmi celles-ci. Nous les reportons brièvement dans le tableau 8.3 :
Table 8.3: Attaques exploitables sur CR ou Rmax.
No cible condition exécution textes type
I-1 CR CR=1 for R0-Rf 2 rr
I-2 CR CR=1 loop R0-Rm-Rf 3 rr
I-3 CR CR=2 ark, comeback R0-R1-Rf 3 rr
ou CR=3 for
I-4 CR CR=2 loop R0-R1-Rm-Rf 2 rr
accès à la mémoire requis
I-5 CR CR=8 ark, comeback R0-R1..R8-Rf 2 rr
si e = {1}
I-6 CR CR=8 ark, comeback R0-R1..R8-Rf 3 rr
si e /∈{1, 8}
I-7 CR CR=9 loop R0-R1..R8-Rm-Rf 4 alt.r
si e /∈{1, 8}
I-8 CR CR=9 ark, comeback R0-R1..R9-Rf 1 alt.r
accès à la mémoire requis
II-1 Rmax Entre CR=0 et R0..R9-Rm=10 3 aug.r
CR=10 for -Rf=11
II-2 Rmax Entre CR=0 et R0..R9-4×Rm=10..13 1 aug.r
CR=10 for -Rf=14
accès à la mémoire requis
II-3 Rmax Entre CR=8 loop et R0..R8-Rf=9 3 rr
CR=9 for
si e ∈{2, 8}
En plus des attaques présentées dans le tableau 8.3, nous avons étudié la possi-
bilité de mise en place de deux attaques sur le CR, sur deux rondes consécutives et
obtenu la cryptanalyse diﬀérentielle des chiﬀrés fautés.
En résumé, les attaques de modiﬁcation de rondes forment une catégorie des
attaques en faute. Elles comprennent les trois types d'attaques de réduction,
d'augmentation et d'altération des rondes.
Nos essais montrent la possibilité de mise en place réussie de ces types d'attaques
en absence des contre-mesures. Donc, l'implémentation des contre-mesures corre-
spondantes est nécessaire contre les attaques de modiﬁcation de rondes, en plus des
attaques dfa.
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8.5 Contre-mesures
Nos travaux précédents constituent un avertissement sur la faisabilité avérée des
attaques par laser décrites dans la littérature scientiﬁque. Cet avertissement est
renforcé par l'introduction d'une nouvelle technique de dfa ; ainsi que d'une nou-
velle technique d'attaque par modiﬁcation d'algorithme : l'analyse par modiﬁcation
de rondes (qui est une extension des attaques par réduction de rondes). Donc,
l'implémentation des contre-mesures appropriées est nécessaire pour la conception
des nouveaux circuits. Pour ces raisons et aﬁn de ﬁnaliser notre travail, nous avons
proposé et évalué quelques contre-mesures classiques adaptées.
8.5.1 Contre-mesures contre l'analyse diﬀérentielle de fautes
Pour la protection de notre circuit, une contre-mesure idéale doit protéger les clefs
de rondes de toute injection de fautes par laser. Il serait également très appréciable
si cette contre-mesure pouvait garantir le circuit contre tout autre moyen d'attaques
en fautes. Toutefois, une telle contre-mesure inspirerait d'intervenir au niveau de
la conception du circuit. Donc, elle n'entre pas dans le cadre cette thèse. Pour
cette raison, nous avons étudié des solutions embarquées contre ces attaques. En
outre, toute solution matérielle peut être encore vulnérable par des méthodes à venir
d'injection de fautes. Donc, même en utilisant des contre-mesures matérielles, des
solutions embarquées pourront augmenter la sécurité.
Pour protéger les clefs de rondes contre toute injection de fautes ; nous avons
mis en place une procédure de calcul inverse des clefs de rondes pour détecter tout
changement de valeur lors de l'AddRoundKey et un contrôle de parité sur les valeurs de
bits de chacune des clefs de rondes lors de son utilisation. En plus, un chiﬀrement
parallèle à partir de la 6ème ronde et comparaison des deux chiﬀrés à la ﬁn du
chiﬀrement permet de détecter toute injection de fautes exploitables lors des calculs.
La ﬁgure 8.13 montre l'implémentation de ces contre-mesure contre les attaques dfa.
L'implémentation de ces contre-mesures augmente la sécurité de notre circuit
contre les attaques dfa.
8.5.2 Contre-mesures contre l'analyse de modiﬁcation de rondes
Lors de nos études sur des attaques rma, nous avons pu cibler le compteur de
rondes et également la référence du nombre de rondes. Ces attaques ont pu changer
le nombre de rondes exécutées ; ainsi qu'altérer le chiﬀrement.
Une contre-mesure contre les attaques rma, doit protéger le circuit du change-
ment de nombre de rondes et des altérations. Le déroulement des rondes d'aes est
une solution pour couper la dépendance de l'exécution de l'algorithme vis-à-vis du
compteur de rondes et à la référence du nombre de rondes.
Toutefois, d'autres points sensibles du circuit, comme le compteur du programme
restent des cibles potentiels pour des attaques de modiﬁcation de rondes. Donc,
l'ajout de deux compteur de vériﬁcation de rondes, fonctionnant avec des opération
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Figure 8.13: Processus parallèles de chiﬀrement et vériﬁcations des clefs dans notre
implémentation d'aes.
de décalage de bit est une solution pour une double vériﬁcation et détection de tout
changement ou toute altération de rondes.
La ﬁgure 8.14 montre notre contre-mesure contre les attaques rma.
8.5.3 Une contre-mesure combinée contre DFA et RMA
Les deux contre-mesures contre dfa et rma pourront être combinées aﬁn de protéger
notre aes de ces deux types d'attaques. La ﬁgure 8.15 montre la combinaison de
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Figure 8.14: Implémentation de l'aes déroulé avec deux vériﬁcations à chaque ronde.
ces deux contre-mesures.
Nos propositions de contre-mesures classiques embarquées pourront protéger
notre aes contre les attaques dfa et rma par laser. Comme la menace des at-
taques en fautes est bien présente sur un circuit non-protégé, l'utilisation et la mise
en place de ces contre-mesures sont obligatoires aﬁn de protéger les circuits cryp-
tographiques.
Nous attendons que ces contre-mesures embarquées présentées préservent forte-
ment notre aes des attaques susdites et peuvent être facilement adaptées à d'autres
implémentations, aﬁn de les protéger.
Toutefois, elles prennent une partie importante des ressources matérielles de
circuits et augmentent le temps de chiﬀrement. Cela est un compromis inévitable
aﬁn de renforcer la protection des informations sensibles dans un crypto-système
implémentant aes.
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Figure 8.15: Contre-mesure combinée pour des attaques dfa et rma dans notre
implémentation d'aes.
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8.6 Autres perspectives de sécurité
Étant intéressés aux recherches en sécurité, nous avons contribué à quelques sujets
connexes ; dont une parade contre les attaques d'analyse de consommation sur les
cartes à puce.
Dans le cadre d'un autre travail de recherche, nous avons également évalué la
résistance d'une contre-mesure aux attaques en fautes par modiﬁcation de la tem-
pérature.
Ici, nous présentons brièvement notre parade contre les attaques d'analyse de
consommation sur les cartes à puce.
8.6.1 Une contre-mesure très proche du parfait contre les attaques
d'analyse de consommation
Quand la ligne d'alimentation d'une carte à puce est reliée à son contact externe,
aucune contre-mesure ne peut pas cacher entièrement les variations de consomma-
tion d'énergie du regard de l'attaquant. La seule solution est de séparer la ligne
d'alimentation de son contact. Un moyen de satisfaire cette exigence est de fournir
une alimentation électrique séparée dans la structure de la carte. Cette alimenta-
tion intégrée aura toujours besoin d'une source d'alimentation externe qui fournit
son énergie par le contact de la carte. Cet ensemble doit masquer entièrement la
consommation de la puce à l'extérieure de la carte. Il est assez diﬃcile de trouver
une telle source d'énergie électrique qui pourrait tenir dans la structure de la carte
à puce et fournir suﬃsamment d'énergie pour l'alimentation de la puce.
Un ensemble d'une source de lumière et une cellule photovoltaïque pourrait être
un choix, si elles peuvent satisfaire les restrictions de la taille, de la puissance et des
exigences de commutation rapides pour une carte à puce. Entre les sources de lu-
mière, une diode électroluminescente (led) ou une led organique (oled) pourraient
être des bons choix correspondants à ces critères.
Après avoir sélectionné diﬀérents modèles de led, le seul modèle disponible
d'un panneau oled et quelques cellules photovoltaïques de bonnes performances,
nous avons examiné leurs eﬃcacités pour cet essai. Nous avons obtenu les meilleurs
résultats avec le panneau oled Osram Orbeos cdw-031 [Semiconductors 2009] et la
cellule photovoltaïque Sanyo Amorton am-8801 [Sanyo 2008]. Donc, nous les avons
utilisé pour fabriquer notre contre-mesure.
Comme montre la ﬁgure 8.16, cette contre-mesure est basée sur l'utilisation d'un
sandwich constitué d'une diode électroluminescente organique (oled) de quelques
centaines de nanomètres d'épaisseur et d'une cellule photovoltaïque ayant une épais-
seur de quelques dizaines de micromètres aﬁn de rendre la consommation de la carte
indépendante des données manipulées. Nous avons également utilisé un régulateur
de tension Inﬁneon tle 4264 aﬁn de maintenir la stabilité de la tension sur 5V .
En plus, nous avons utilisé deux condensateurs électrolytiques de 100 µF et 10 µF,
respectivement à l'entrée et la sortie du régulateur.
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Figure 8.16: Système protégé par la contre-mesure.
La partie inférieure de la ﬁgure 8.17 montre le schéma électronique de la contre-
mesure des contacts de carte à puce. Cet ensemble pourra être implémenté à
l'intérieure d'une futur génération de carte à puce et la protéger grâce à la con-
stance de la consommation de la cellule oled.
Normalement, nous devrions relier toutes les masses comme la partie supérieure
de la ﬁgure 8.17. Mais, cette conﬁguration pourrait donner la possibilité d'une
nouvelle attaque potentielle, par l'analyse de la consommation sur le contact de la
masse sur la carte. Pour éviter ce problème, nous avons utilisé une solution aﬁn de
ne pas connecter les deux lignes de la masse. Comme le montre la ﬁgure 8.17, nous
avons considéré une connexion paire torsadée entre les contacts d'i/o et d'horloge de
la carte et du lecteur. Le principe de cette solution est comme la mise en ÷uvre de
deux lignes de données D+ et D- dans un Bus universel en série (usb) pour établir une
connexion de transfert direct de données entre deux composants, sans l'utilisation
d'une ligne de masse commune.
8.7 Conclusions et perspectives
L'objectif de ce travail de thèse était l'identiﬁcation et l'étude des menaces de
l'injection de fautes par laser sur des systèmes cryptographiques.
Dans un premier temps, nous avons eﬀectué nos recherches sur la validation des
modèles de fautes théoriques par laser. Nous avons utilisé un microcontrôleur im-
plémentant un algorithme de cryptographie aes. L'analyse diﬀérentielle de fautes
(dfa) est une méthode d'attaque en fautes pour découvrir une clef secrète, par com-
paraison des chiﬀrés corrects et fautés correspondants. Dans nos essais, le faisceau de
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Figure 8.17: Schéma électronique de la contre-mesure des contacts de carte à puce,
avant et après la séparation des masses.
laser créait souvent des fautes supplémentaires par rapport aux modèles théoriques
de dfa sur aes, requérant l'injection de fautes mono-octets ou mono-bits.
En eﬀet, avec le progrès des technologies de la fabrication, la taille des com-
posants des circuits intégrés ne cesse de diminuer. Par ailleurs, la taille minimale
d'un faisceau laser est de l'ordre d'environ 1 µm de diamètre à cause de la diﬀrac-
tion des ondes. L'obtention de cette taille minimale nécessite l'utilisation d'optiques
coûteuses accessibles à seulement un nombre réduit d'attaquants.
Ces facteurs conjugués semblent rendre de plus en plus diﬃcile l'injection de
fautes mono-octet et mono-bit et peuvent conduire à l'interroger sur la faisabilité
expérimentale des attaques théoriques.
A contrario, Nos travaux ont consisté à mettre en évidence le caractère toujours
pertinent de ces modèles d'attaques et d'éviter aussi tout risque de sous-estimation
de la menace.
En eﬀet, nous avons réussi à exclure l'eﬀet logique des fautes supplémentaires
par un jeu précis sur l'instant et le lieu d'injection. Malgré le fait que ces fautes
existent physiquement sur le circuit, la seule faute prise en compte lors du calcul
cryptographique est celle requise par l'attaque mise en ÷uvre. En outre, par une
méthode de classiﬁcation des fautes, nous avons proposé une version étendue de dfa
Giraud-bit, une attaque mono-bit classique sur aes.
Ensuite, nous avons étendue nos recherches à la découverte de nouveaux modèles
d'attaques en fautes, à leurs exploitations et à leurs mises en place. Les algorithmes
8.7. Conclusions et perspectives 179
de cryptographie symétrique sont souvent constitués de rondes répétées successive-
ment. Les attaques en faute sur le compteur de rondes ou sur la référence du nombre
de rondes ont été beaucoup moins étudiées par rapport aux attaques dfa. Grâce à la
précision obtenue lors de nos premiers travaux, nous avons développé une quinzaine
de nouvelles attaques avec les solutions cryptanalytiques associées. Elles visent deux
cibles : le compteur de ronde et la référence du nombre de rondes d'aes. Une dizaine
de ces attaques est basée sur des scénarios simples, comprenant une attaque, à un
moment précis de l'exécution de l'algorithme, sur une des deux cibles susdites.
En conclusion, les travaux précédents constituent un avertissement sur la fais-
abilité avérée des attaques par laser décrites dans la littérature scientiﬁque. Nos
essais ont témoigné de la faisabilité toujours existante de la mise en place des at-
taques mono-octets ou mono-bits avec un faisceau de laser qui rencontre plusieurs
octets sur le circuit quand ils sont bien maîtrisés et associés avec d'autres techniques.
Donc, l'implémentation des contre-mesures appropriées est nécessaire pour la con-
ception des nouveaux circuits. Pour ces raisons et aﬁn de ﬁnaliser notre travail,
nous avons proposé et évalué quelques contre-mesures classiques adaptées.
Par ailleurs, étant intéressés aux recherches en sécurité, nous avons contribué à
quelques sujets connexes ; dont une parade contre les attaques d'analyse de consom-
mation sur les cartes à puce. Cette contre-mesure est basée sur l'utilisation d'un
sandwich constitué d'une diode électroluminescente organique (oled) de quelques
centaines de nanomètres d'épaisseur et d'une cellule photovoltaïque ayant une épais-
seur de quelques dizaines de micromètres aﬁn de rendre la consommation de la
carte indépendante des données manipulées. Cet ensemble pourra être implémenté
à l'intérieure d'une futur génération de carte à puce et la protéger grâce à la con-
stance de la consommation de la cellule oled. Dans le cadre d'un autre travail
de recherche, nous avons également évalué la résistance d'une contre-mesure aux
attaques en fautes par modiﬁcation de la température.
Nos perspectives pour continuer ces recherches sont :
 Recherche sur d'autres mécanismes de l'injection de fautes sur mi-
crocontrôleur : L'étude de l'injection de fautes sur l'unité logique arithmé-
tique (ual), le bus et l'opération d'expansion de clef.
 Étude de la vulnérabilité des mémoires ﬂash : Dont des recherches sur la
modiﬁcation du programme chargé par des fautes et également sur l'injection
de fautes sur les valeurs initiales.
 Implémentation et validation de contremesures : Aﬁn de pouvoir pro-
téger des circuits de l'injection de fautes et de toute fuite des informations
sensibles par fautes.
Nous espérons de poursuivre ces perspectives de recherche pour nos prochains




In this appendix, we describe all the consequences of Round Modiﬁcation Analysis
(rma) attacks in the context of our circuit. We report only single-bit fault injec-
tion cases either on the round counter (RC) or the reference of total round number
(Rmax). These cases include also the attacks that are not exploitable by light crypt-
analysis solutions. The purpose of these tables is an overview of diﬀerent single-bit
attacks. In the case of feasibility of multi-bit fault injection, many other cases must
be surveyed.
A.1 Attacks on the Round Counter Value
We show here all the possible algorithm execution when a single-bit fault is injected
on the round counter value. Expanding these attacks to multi-bit models creates
larger exploitation possibilities.
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A.2 Attacks on the Round Number Reference
We show here all the possible algorithm execution when the round number reference
is the target of a single-bit fault injection. Expanding these attacks to multi-bit
models creates larger exploitation possibilities.
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STUDY OF THE VULNERABILITY OF CRYPTOGRAPHIC
CIRCUITS BY LASER FAULT INJECTION
Specialty: Microelectronics
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Abstract: Cryptographic circuits may be victims of fault attacks on their hard-
ware implementations. Fault attacks consist of creating intentional faults during
cryptographic calculations in order to infer secrets. In the context of security char-
acterization of circuits, we have examined practical feasibility of some theoretical
models of fault attacks. We used a laser bench as a means of the fault injection.
At the beginning, we performed laser fault injections on a microcontroller imple-
menting an aes cryptographic algorithm. We succeeded to exclude the logical eﬀect
of mismatched faults by temporal and spatial accuracy in fault injection. Moreover,
we identiﬁed extended new dfa attacks.
Then, we extended our research to identify and to implement new fault attack
models. With the precision obtained in our earlier work, we developed new Round
Modiﬁcation Analysis (rma) attacks.
In conclusion, the experiments give a warning for the feasibility of described
attacks in the literature by laser. Our tests have demonstrated that single-byte or
single-bit attacks are still feasible with a laser beam that hits additional bytes on
the circuit when the laser emission is accurate and associated with other techniques.
They also revealed new attack possibilities. Therefore, it conducted us to study of
appropriate countermeasures.
École Nationale Supérieure des Mines
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ÉTUDE DE LA VULNÉRABILITÉ DES CIRCUITS
CRYPTOGRAPHIQUES À L'INJECTION DE FAUTES PAR LASER
Spécialité: Microélectronique
Mots clefs : Attaque en faute, Attaque matérielle, Injection de fautes par laser,
Cryptographie, Carte à puce, Advanced Encryption Standard, Analyse diﬀérentielle
des fautes, Analyse de modiﬁcation de rondes.
Résumé : Les circuits cryptographiques peuvent être victimes d'attaques en
fautes visant leur implémentation matérielle. Elles consistent à créer des fautes in-
tentionnelles lors des calculs cryptographiques aﬁn d'en déduire des informations
conﬁdentielles. Dans le contexte de la caractérisation sécuritaire des circuits, nous
avons été amenés à nous interroger sur la faisabilité expérimentale de certains
modèles théoriques d'attaques. Nous avons utilisé un banc laser comme moyen
d'injection de fautes.
Dans un premier temps, nous avons eﬀectué des attaques en fautes DFA par laser
sur un microcontrôleur implémentant un algorithme de cryptographie aes. Nous
avons réussi à exclure l'eﬀet logique des fautes ne correspondant pas aux modèles
d'attaque, par un jeu précis sur l'instant et le lieu d'injection. En outre, nous avons
identiﬁé de nouvelles attaques DFA plus élargies.
Ensuite, nous avons étendu nos recherches à la découverte et la mise en place
de nouveaux modèles d'attaques en fautes. Grâce à la précision obtenue lors de nos
premiers travaux, nous avons développé ces nouvelles attaques de modiﬁcation de
rondes.
En conclusion, les travaux précédents constituent un avertissement sur la fais-
abilité avérée des attaques par laser décrites dans la littérature scientiﬁque. Nos
essais ont témoigné de la faisabilité toujours actuelle de la mise en place des at-
taques mono-octets ou mono-bits avec un faisceau de laser qui rencontre plusieurs
octets ; et également, révéler de nouvelles possibilités d'attaque. Cela nous a amenés
à étudier des contre-mesures adaptées.
