Abstract A new procedure, the method of lower-bound (MLB), is proposed for determining the design quantile Xp. The basic concept is first to determine an estimate a Q of the location parameter a Q using the probability weighted moment (PWM) method, and then to transform the variable X from the original (X) space to a new (Y) space by using Y = X -a Q . The variable Y is considered to have a two parameter gamma distribution. In Y-space, the two parameters are estimated by the PWM or an autocovariance method, then transformed from the Y-space to the X-space. Results from the Monte Carlo experiments show that the MLB estimates are less biassed than comparable moment estimates and maximum likelihood estimates, and more efficient than those of PWM for design quantiles Xp.
INTRODUCTION
In China, the Pearson type III (P3) distribution has been recommended and widely used in flood frequency analysis. Research on flood events has focussed on developing and improving the parameter estimation methods for P3 distributions. An important parameter estimation technique is the method of maximum likelihood (ML) (Matalas & Wallis, 1973) . Unfortunately, if the underlying distribution has a skewness coefficient Cs > 2.0, the true maximum likelihood solution does not exist, and in this case some simple equations may be used to estimate the parameters of a P3 distribution (Cong & Tan, 1980) . Recently, a new method, the probability weighted moment (PWM) method, was proposed and might be used in China due to its simplicity and objective properties. The main aim of this paper is to put forward a new method to estimate the parameters for the design quantiles Xp that will be less biassed and less variable than moment and maximum likelihood estimates.
BASIC CONCEPT OF THE METHOD OF LOWER-BOUND (MLB)
The density function of a Pearson type III distribution can be expressed as:
where, a Q , b and c are location, scale and shape parameters respectively. The relation between a Q and EX, Cv and Cs is:
where EX, Cv and Cs are the mean, the coefficient of variation and the coefficient of skewness, respectively. The P3 distribution is also called the three parameter gamma distribution. When a Q -0, that is, Cs/Cv = 2, the distribution is reduced to a two parameter gamma distribution.
The location parameter a Q indicates the starting point of the distribution. In flood frequency analysis, the location parameter a Q should be equal to or greater than zero. In the procedure to estimate a Q , this physical property of loods should be considered as a constraint. Concerning the estimation of a Q from sample data, the important information of the minimum value of the sample should be taken into account. ^Moreover, the expected value of a Q would be equal to a 0 ,i.e. the estimate a Q would be unbiassed. Provided that a Q has been estimated, it is only the two parameter gamma distribution that needs be under study. In the circumstances, good methods may be employed which are more efficient only for the two parameter gamma distribution. From this viewpoint, a new method is proposed in which the location parameter is first estimated, then two parameters, scale and shape in the Y-space, are estimated. Finally, estimates in the Z-space are obtained by transformation from the F-space. Since the thrust of the method is to estimate the lowerbound, it might be called the method of lower-bound (MLB).
Determination of the value a Q of the location parameter a fl Estimation of a Q of the location parameter a Q is the key to the MLB.
where I is a ratio and a Q is the location parameter, i.e. the theoretical minimum value. EX in is the expected value of the minimum value of a sample of given size. Monte Carlo simulations showed that there exists a relation between K, CslCv and sample size N. K is not related to the mean value EX. For the simulations the ratio Cs/Cv was varied from 2 to 5 in steps of 0.25; Cv from 0.1 to 1.0 in steps of 0.05; and sample size N from 20 to 50 in steps of 10.
For the P3 distribution with known parameters EX, Cv and Cs, the theoretical minimum value of a Q was calculated with equation (2) from this distribution. Then 5 synthetic samples with size N were generated by statistical simulation. The minimum value of each synthetic sample X min was selected and the mean value X mjn was calculated by averaging the S values. Because the number S was very large, X min should be close to EX in . Therefore, equation (3) where X ^ was substituted for EX miQ could be used to find K. In this way, for each JV the Cv ~ Cs/Cv ~ K relationship could be developed and expressed by tables. From the four tables developed for the applicability of the proposed method, Table 1 is chosen for illustration. Table 1 gives the relation between K and Cs/Cv for N = 30 and Cs/Cv > 2, which is the range of Cs/Cv values found in observed annual maximum flood series.
For a given sample (x v x 2 , ..., * N ) of size N, Cv and Cs/Cv were estimated by the PWM method as suggested by Ding et al. (1989) . According to those values, K can be found with the help of Table 1. Because the variance of X min is very small, the minimum value X Itàn of the given sample might be reasonably considered to be the expected value of the minimum values of samples of the same size, and the estimates of a Q can be computed as:
where a Q is the estimate of a Q . Obviously:
Thus a Q is an unbiassed estimate.
Estimation of the parameters in the Y-space
For a sample, the original variable X can be transformed to the F-space using: 
where 5,(c) = f°° f P r c_1 e' f dfV e^ ay Combining equations (8) and (9):
5(c) is a function of Cs (Cs = 2/h Vz ) only. Based on the values of Sj(c) listed in Song & Ding (1988) , the Cs ~ 5(c) relationship is tabulated in Table 2 .
The relationship between the probability weighted moments in the F-space and the probability weighted moments in the Z-space is given by:
Based on equations (11) and (12), the probability weighted moments in the F-space can be easily calculated from the probability weighted moments in the Z-space.
The probability weighted moments in the F-space may be estimated directly in the F-space or indirectly from the probability weighted moments in the X-space: where x 1 < x 2 <"., < x N , and N is the sample size.
For a given sample, the probability weighted moments in the Y-space can be easily estimated from equation (13) and S(c) can be calculated by using equation (10). Then based on this S(c), Cs is obtained_with the help of Table 2 . Thus Cv = 0.5Cs and according to equation (13) 
Autocovariance estimate method (MLB-2) Wang (1987) studied in detail the estimation of the parameters of the gamma distribution expressed in equation (7) 
Based on equation (14), the estimates of the parameters of the two parameter gamma distribution are:
Wang called this method an autocovariance estimation method and its efficiency and lack of bias have been proven to be superior to that of the moments method and almost the same as the maximum likelihood method. This paper applies Wang's method to estimating the parameters b and c in the Y-space.
Estimation of the parameters in the X-space
In the Y-space the mean value Y, Cv and Cs obtained can be transformed into the X-space by the following equations:
Cs x -Cs y

MONTE CARLO EXPERIMENTS
The criteria for the comparison of statistical properties of the quantités estimated by various methods are, in general, the relative average bias and root mean square error (rmse) which can be used as indices of bias and efficiency respectively.
where Xp Q is the population quantile of probability p, Xp i is the estimated Xp 0 , and BXp and SXp are the relative average bias and rmse, respectively. In this study, the statistical properties of the quantiles considered are estimated by five methods: method of moments (MOM), probability weighted moments (PWM), method of maximum likelihood (ML), method of lowerbound 1 (MLB-1) and method of lower-bound 2 (MLB-2). For design quantiles the exceedance probability p is chosen as 1% and 0.1%. The number of traces of Monte Carlo experiments is one thousand. According to different parameters, sample sizes and design probabilities, more than two hundred schemes of statistical experiments were computed. Figure 1 illustrates the results of such experiments, which were expressed either as curves or as tables.
Overall the results show: (a) MOM estimates are significantly negatively biassed and are of only moderate efficiency;
1.5 2.0 2.5 *-m-Cs Fig. 1 The results of Monte Carlo experiments for (a) various N values; and (b) various Cs values.
(b) PWM estimates are almost unbiassed: in comparison with MOM estimates, those of PWM are much better in bias, but almost the same in efficiency; (c) ML estimates are more biassed than MLB-1 and PWM estimates but more efficient than the latter; (d) MLB-1 estimates are unbiassed: as far as efficiency is concerned, they are better than PWM estimates because of the fact that the ratio of A A the variance of a Q calculated from equation (4) to the variance of a Q when all three parameters are estimated by PWMs is about 0.2 -0.7; and (e) MLB-2 estimates are better than those of the other methods in efficiency but show negative bias. Considering both bias and efficiency together, the MLB-1 method may be accepted as the best one among the methods studied.
CONCLUSIONS
Based on Monte Carlo experiments and the analyses above, the following conclusions may be drawn: (a) the suggested MLB method is a two-step procedure for estimating the three parameters of a P3 distribution separately. Such separation may make it more flexible than other methods current; (b) in the first step, the location parameter a Q is estimated with the information of the minimum of a given sample and under the constraint that a Q should be equal to or greater than zero which is inferred from the physical property of loods. Moreover, a Q computed from equation (4) is an unbiassed estimate. Only due to such constrained and unbiassed estimation for a Q can MLB provide more unbiassed and more efficient estimates of quantiles than the other methods studied; (c) in the second step, the problem is reduced to estimating the two parameters of the gamma distribution. The methods which can be applied for this purpose are efficient and can be incorporated into the MLB method. Therefore the MLB is a promising method. Its applicability in engineering practice will be potentially powerful; and (d) estimation of the location parameter a Q is the key element of the MLB method. The determination of the ratio K in equation (4) is a prerequisite for this estimation. Therefore, it is necessary to improve the procedure for determining K so that the suggested method, because of its simplicity and convenience, could be widely used.
