Moreau's seminal paper, introducing what is now called the Moreau envelope and the proximity operator (a.k.a. proximal mapping), appeared in 1965. The Moreau envelope of a given convex function provides a regularized version which has additional desirable properties such as differentiability and full domain. Fifty years ago, Attouch proposed to use the Moreau envelope for regularization. Since then, this branch of convex analysis has developed in many fruitful directions. In 1967, Bregman introduced what is nowadays the Bregman distance as a measure of discrepancy between two points generalizing the square of the Euclidean distance. Proximity operators based on the Bregman distance have become a topic of significant research as they are useful in algorithmic solution of optimization problems. More recently, in 2012, Kan and Song studied regularization aspects of the left Bregman-Moreau envelope even for nonconvex functions.
Introduction
We assume throughout that
which we equip with the standard inner product ·, · and the induced Euclidean norm · . 
Moreau only considered the case when γ = 1; the systematic study involving the parameter γ originated with Attouch (see [2] and [3] ). If θ = ι C , the indicator function of a nonempty closed convex subset C of X, then the corresponding Moreau envelope with parameter γ is 1 2γ d 2 C , where d C is the distance function of the set C. While the indicator function has (effective) domain C and is differentiable only on int C, the interior of C, the Moreau envelope is much better behaved: for instance, it has full domain and is differentiable everywhere. Now assume that f : X → ]−∞, +∞] is convex and differentiable on U := int dom f = ∅.
The Bregman distance 2 associated with f , first explored by Bregman in [12] (see also [19] ), is
It serves as a measure of discrepancy between two points and thus gives rise to associated projectors (nearest-point mappings) and proximal mappings which have been employed to solve convex feasibility and optimization problems algorithmically; see, e.g., [1] , [4] , [6] , [7] , [9] , [10] , [11] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [25] , [26] , [27] , [31] , [32] , and [35] . The classical case arises when f = 
respectively. It follows from the definition (see also Example 2.3 below) that if f = · 2 ) is the classical Moreau envelope of θ of parameter γ; see [30] and also [8, Section 12.4] , [34, Section 1.G] . When γ = 1, we simply write ←− env θ for ←− env 1 θ , and −→ env θ for −→ env 1 θ . Bregman-Moreau envelopes when γ = 1 were previously explored in [21] and [25] for the left variant; the authors provided asymptotic results when γ ↓ 0.
The goal of this paper is to present a systematic study of regularization aspects of the Bregman-Moreau envelope. Our results extend and complement several classical results and provide a novel way to approximate θ. We also obtain new results on the asymptotic behaviour when γ ↑ +∞ and on the right Bregman-Moreau envelope.
The remainder of this paper is organized as follows. In Section 2, we collect various useful properties and characterizations of Bregman-Moreau envelopes. In particular, the minimizers of the envelopes are also minimizers of the original function (see Theorem 2.20) . Section 3 is devoted to the asymptotic behaviour of the Bregman-Moreau envelopes when γ ↓ 0 (Theorem 3.3) and when γ ↑ +∞ (Theorem 3.5). The final Section 4 provides an example where all objects can be computed and nicely visualized.
Bregman-Moreau envelopes: basic properties
In this section, we collect various useful properties of the Bregman-Moreau envelopes.
We start by describing the effect of scaling the function. Proof. Let y ∈ X. By definition,
We deduce that ←− env
, and so
Therefore,
Taking now the infimum over y ∈ U yields inf θ(X)
On the other hand, (∀x
and the conclusion follows from (10).
(ii): Similar to (i).
Denote by Γ 0 (X) the set of all proper lower semicontinuous convex functions from X to ]−∞, +∞]. From now on, we strengthen our assumptions by requiring that f ∈ Γ 0 (X) is a convex function of Legendre type and U := int dom f .
This will allow us to obtain a quite satisfying theory in which the envelopes are convex functions. Note that f is essentially smooth and essentially strictly convex in the sense of [33, Section 26] . It is well known that
We will also work with the following standard assumptions:
A1 ∇ 2 f exists and is continuous on U;
A2 D f is jointly convex, i.e., convex on X × X;
We also henceforth assume that all assumptions A1-A4 hold.
Example 2.3 ([11, Example 2.16]). Assumptions (12) and A1-A4 hold in the following cases, where x = (ξ j ) 1≤j≤J and y = (η j ) 1≤j≤J are two generic points in X = R J .
(ii) Boltzmann-Shannon 3 entropy:
3 When dealing with the Boltzmann-Shannon entropy and Fermi-Dirac entropy, it is understood that 0 · ln(0) := 0. For two vectors x and y in X, expressions such as x ≤ y, x · y, and x/y are interpreted coordinate-wise.
The following result relates the Bregman-Moreau envelopes to Fenchel conjugates. Proposition 2.4. Let θ : X → ]−∞, +∞] be such that U ∩ dom θ = ∅, and let γ ∈ R ++ . Then the following hold 4 :
Proof. (ii): Let x ∈ X. Using the fact that f * (∇ f (y)) = ∇ f (y), y − f (y) (see, e.g., [33, Theorem 23.5] ) and that ∇ f −1 = ∇ f * (see (13)), we obtain
This completes the proof.
In the sequel, we shall require the following two facts.
Fact 2.5. The following hold:
Fact 2.6. Let θ ∈ Γ 0 (X) be such that dom θ ∩ U = ∅, and let γ ∈ R ++ . Consider the following properties:
Then the following hold:
4 Indeed, the proof does not require any of A1-A4.
(i) If any of the conditions (a), (b), or (c) holds, then
or, equivalently,
(ii) If any of the conditions (a), (b), or (d) holds, then
Proof. Since 
θ is convex and continuous on U, and
Proof. Since
In view of Proposition 2.7, we define the following operators on U; see also [9, Definition 3.7] .
Definition 2.8 (Bregman proximity operators).
If (21) holds for γ = 1, then the right proximity operator associated with θ is − →
Remark 2.9. Suppose that f = 1 2 · 2 and let θ ∈ Γ 0 (X). Then U = int dom f = X and hence (19) and (21) hold for all γ ∈ R ++ . In this case, D f : (x, y) → 1 2 x − y 2 and
Given a closed convex subset C of X with C ∩ U = ∅, we have that ι C ∈ Γ 0 (X), dom ι C = C, hence U ∩ dom ι C = U ∩ C = ∅ and also inf ι C (U) = 0 > −∞, which together with Fact 2.6 imply that (19) and (21) hold for all γ ∈ R ++ . This leads to the following definition.
Definition 2.10 (Bregman projectors). Let
Remark 2.11. In view of Remark 2.9, if f = 1 2 · 2 , then ← − P C = − → P C = P C is the orthogonal projector onto C. Note that ← − P C , − → P C , and P C are not, in general, the same when f = 1 2 · 2 . Before we give a corresponding example, let us show that these projectors are the same when X = R. Proposition 2.12. Suppose that X = R and let C be a closed convex subset of R such that U ∩ C = ∅.
This combined with Definition 2.10 yields
Example 2.13. We illustrate how Bregman projectors may differ from the orthogonal projector. We adapt [5, Example 6.15] which illustrates in the setting where f is an entropy function on R J and C is the "probabilistic hyperplane" {x ∈ R J ∑ j ξ j = 1}. For simplicity, we work in X = R 2 .
Suppose that f 1 is the energy from Example 2.3(i) while f 2 is the negative Boltzmann-Shannon entropy from Example 2.3(ii). Since we work in R 2 , the probabilistic hyperplane is described by
and minimizing the resulting Bregman distance over ξ 1 . We obtain
We illustrate in Figure 1 . For i ∈ {1, 2}, we sketch the contour plot of
) together with the set C.
Remark 2.14.
We thus derive from the definition that if (19) holds, then
and, by combining with Proposition 2.2(i),
Similarly, if (21) holds, then
and Proposition 2.15. Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅ and let γ ∈ R ++ .
(
Proof. This follows from Remark 2.14 and [28, Proposition 7.6.1].
The left and right proximal mappings can be characterized in various ways:
(i) Suppose that (19) holds. Then for every (x, y) ∈ U × U, the following conditions are equivalent:
is continuous on U.
(ii) Suppose that (21) holds. Then for every (x, y) ∈ U × U, the following conditions are equivalent:
Proof. Apply [9, Proposition 3.10] to γθ.
Remark 2.17. Consider Proposition 2.16 and its notation.
(i) In the case of item (i) and when U * = X, we note that, by (13), 
Indeed, let x 1 and x 2 be in U, and set
A direct expansion (or the four-point identity from [10, Remark 2.5]) shows that (32) is the same as
therefore, (31) follows. We do not know whether or not in general the operator in (31) is the gradient of a convex function.
Corollary 2.18. Let C be a closed convex subset of X such that U ∩ C = ∅, let (x, y) ∈ U × U, and let p ∈ U ∩ C. Then the following hold:
Proof. In light of Definition 2.10, we apply Proposition 2.16 (see also [5, Proposition 3.16] ).
The derivatives of the left and right Bregman-Moreau envelopes feature the corresponding proximal mappings as follows: Proposition 2.19. Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅ and let γ ∈ R ++ . Then the following hold:
(ii) If (21) holds, then −→ env γ θ is differentiable on U and
Proof. Combine Remark 2.14 with [9, Proposition 3.12].
The following result, which is a variant of [24, Theorem XV.4.1.7], highlights the connection to convex optimization: Theorem 2.20. Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅, let γ ∈ R ++ , let x ∈ U, and let y ∈ U.
(i) Suppose that (19) holds. Then the following are equivalent:
(ii) Suppose that (21) holds. Then the following are equivalent:
Proof. (i): Using Proposition 2.16(i), we have
This proves that (i)(a) ⇔ (i)(b).
Assume that (i)(b) holds, i.e., y = ← − P γθ (y). Then ∇ ←− env 
7(i). Next, (i)(d) is obvious and (i)(e) holds due to (25a).

Now recall from (25) that
If (i)(c) holds, then since inf θ(X) = inf ←− env γ θ (X) (see Proposition 2.2(i)), combining with (39) yields
which implies that D f ( ← − P γθ (y), y) = 0, so y = ← − P γθ (y) due to Fact 2.5(i), and we get (i)(b). 
If (i)(d) holds, then by (39), D f ( ← −
P
Bregman-Moreau envelopes: behaviour when γ ↓ 0 or γ ↑ +∞
The results in this section, almost all of which are new, extend or complement results for the classical energy case and for left variants studied in [21] and [25] . We will require the following lemma.
Lemma 3.1. Let C be a compact subset of a Hausdorff space X , let φ : X → [−∞, +∞] be lower semicontinuous, let (x a ) a∈A be a net in C, and suppose that φ(x a ) → inf φ(X ). Then argmin φ = ∅ and all cluster points of (x a ) a∈A lie in argmin φ. Consequently, if φ attains its minimum at a unique point u, then x a → u.
Proof. Let x be an arbitrary cluster point of (x a ) a∈A . Then there exists a subnet (x k(a) ) a∈A of (x a ) a∈A such that lim x k(a) = x. By assumption, φ(x k(a) ) → inf φ(X ), which combined with the lower semicontinuity of φ implies
and therefore, φ(x) = inf φ(X ). We deduce that x ∈ argmin φ and argmin φ = ∅. Now if φ attains its minimum at a unique point u, then (x a ) a∈A admits a unique cluster point u and the conclusion follows from [8, Lemma 1.14].
What happens when γ ↓ 0? The next two results provide answers.
Proposition 3.2.
Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅, let x ∈ U, and let y ∈ U. Then the following hold: 
and so ← − P γθ (y) ∈ lev ≤θ(y) g. 
which gives
and thus
follows from Lemma 3.1 that ← − P γθ (y) → y as γ ↓ 0.
Theorem 3.3.
Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅, let x ∈ U, and let y ∈ U. Then the following hold:
(ii) If (21) holds for some µ ∈ R ++ , and
Proof. (i): According to Proposition 2.2(i), there exists
This together with the fact that lim γ↓0 ← − P γθ (y) = y by Proposition 3.2(i), and the lower semicontinuity of θ implies
and then β = θ(y) = lim γ↓0 θ( ← − P γθ (y)). Now recall (45) and Proposition 2.15(i).
For a variant of the result from Theorem 3.
is monotone with respect to γ, as shown in Proposition 2.15(i), but the same is not necessarily true for Figure 2 ).
The two following results describe the behaviour when γ ↑ +∞.
Proposition 3.4. Let θ ∈ Γ 0 (X) be such that U ∩ dom θ = ∅, let x ∈ U, and let y ∈ U. Then the following hold: Proof. We shall just prove (i) because the proof of (ii) is similar. Assume that (19) holds for all γ ∈ R ++ . Combining (25b) with Proposition 2.2(i) yields
which implies that θ(
Theorem 3.5. Let θ ∈ Γ 0 (X) be coercive such that U ∩ dom θ = ∅, let x ∈ U, and let y ∈ U. Then the following hold:
(i) The net ( ← − P γθ (y)) γ∈R ++ is bounded with all cluster points as γ ↑ +∞ lying in argmin θ. Moreover:
γ∈R ++ is bounded with all cluster points as γ ↑ +∞ lying in argmin θ. Moreover: implies that argmin θ = lev ≤inf θ(X) θ is a nonempty closed convex subset of X. Now since θ is coercive and since D f ≥ 0, we immediately get that (19) and (21) hold for all γ ∈ R ++ .
(i): It follows from (25b) that
and then from the coercivity of θ and [8, Proposition 11.12 ] that ( ← − P γθ (y)) γ∈R ++ is bounded. In turn, Proposition 3.4(i) and Lemma 3.1 imply that all cluster points of ( ← − P γθ (y)) γ∈R ++ as γ ↑ +∞ lie in argmin θ, and we get (i)(a). Now assume that argmin θ ⊆ U. Let y be a cluster point of ( ← − P γθ (y)) γ∈R ++ as γ ↑ +∞. Then y ∈ argmin θ ⊆ U and there exists a sequence (γ n ) n∈N in R ++ such that γ n ↑ +∞ and ← − P γ n θ (y) → y as n → +∞. Let z ∈ argmin θ. We have (∀n ∈ N) θ(z) ≤ θ( ← − P γ n θ (y)), and by Proposition 2.16(i),
Taking the limit as n → +∞ and using the continuity of ∇ f yield
Since z ∈ argmin θ was chosen arbitrarily and since argmin θ is a closed convex subset of X with U ∩ argmin θ = ∅, in view of Corollary 2.18(i), y = ← − P argmin θ y, and ← − P argmin θ y is thus the only cluster point of ( ← − P γθ (y)) γ∈R ++ as γ ↑ +∞. Hence, (i)(b) holds.
(ii): The proof is similar to the one of (i).
Remark 3.6. Suppose that f = 1 2 · 2 and let θ ∈ Γ 0 (X) be coercive. By Remark 2.11 and Theorem 3.5, (∀x ∈ X) Prox γθ (x) → P argmin θ x and γ ↑ +∞.
(51)
Corollary 3.7. Let θ ∈ Γ 0 (R) be coercive such that argmin θ ⊆ U and let z ∈ U. Then ← − P γθ (z) → P argmin θ z and − → P γθ (z) → P argmin θ z as γ ↑ +∞. 
Examples
In this final section, we illustrate our theory by considering the case when θ is the nonsmooth function x → |x − 1 2 |. Example 4.1. Suppose that X = R, and let θ : R → R :
and θ is coercive with argmin θ = { 1 2 }. It follows that U ∩ dom θ = U = ∅ and, by Fact 2.6, the assumptions (19) and (21) hold for all γ ∈ R ++ . We revisit Example 2.3 (with J = 1) to illustrate Theorem 2.20, Proposition 3.2, and Theorem 3.5. Let γ ∈ R ++ . We recall from Proposition 2.16 that
and that
Note that
(54) 
(55)
and by (25a),
It is clear that ← − P γθ ( ing (52) and (25a), we have
, otherwise.
(58c)
This example is illustrated in Figure 4 . Now (53) implies that for every (x, y) ∈ R ++ × R ++ , y = − → P γθ (x) ⇔ 0 ∈ γ∂θ(y) + 1 y (y − x) ⇔ x ∈ y 1 + γ∂θ(y) .
Solving the induced system of equations yields 
The right envelope is shown in Figure 5 . 
We illustrate this envelope in Figure 6 . 
The right envelope is shown in Figure 7 . 
