In this paper, the authors derived asymptotic expressions for the null distributions of the likelihood ratio test statistics for multiple independence and multiple homogeneity of the covariance matrices when the underlying distributions are complex multivariate normal. Also, asymptotic expressions are obtained in the non-null cases for the likelihood ratio test statistics for independence of two sets of variables and the equality of two covariance matrices. The expressions obtained in this paper are in terms of beta series. In the null cases, the accuracy of the first terms alone is sufficient for many practical purposes.
1. INTRODUCTION The problems of testing the hypotheses on the structures of the covariance matrices of the real multivariate normal populations received considerable attention in recent years. But, not much work was done on the covariance structures of the complex multivariate normal populations. Investigations on covariance structures of the complex multivariate normal populations have important applications in the area of inference on multiple time series since certain estimates of the spectral density matrix of the multivariate stationary Gaussian time series are approximately distributed as the complex Wishart matrix. The object of this paper is to investigate the null and non-null asymptotic distributions of the likelihood ratio statistics for testing the hypotheses on the covariance structures of the complex multivariate normal populations. For some discussions on the applications of the complex multivariate distributions, the reader is referred to Brillinger [ 11, Brillinger and Krishnaiah [2] , Hannan [3] and Krishnaiah [6] .
In Section 2 of this paper, we derived the asymptotic null distribution of the likelihood ratio statistic for multiple independence, whereas Section 3 is devoted to the corresponding non-null distribution for the case of two sets of variables. An expression is derived in Section 4 for the asymptotic null distribution of the likelihood ratio statistic for multiple homogeneity of the covariance matrices of the complex multivariate normal populations. In Section 5, we derived an expression for the asymptotic non-null distribution of the likelihood ratio test statistic for homogeneity of the covariance matrices of two complex multivariate normal populations under certain alternatives. The hypotheses considered in Sections 2-5 arise in studying certain linear structures of the covariance matrices. For a discussion of these problems in the real case, the reader is referred to Krishnaiah and Lee 171. The expressions obtained in this paper are in terms of the beta series. In the null cases, it is found that the accuracy of the approximations based on the first terms of the asymptotic series are sufficient for many practical purposes. Krishnaiah, Lee and Chang [8] approximated the null distributions of certain powers of the likelihood ratio test statistics for multiple independence and multiple homogeneity of the covariance matrices of the complex multivariate normal populations with Pearson's Type I distributions. But these approximations are based upon empirical investigations, whereas the investigations in the present paper are analytic in nature. In the real case, Rao [lo] gave a useful approximation, in terms of beta series, for the null distribution of certain power of the multivariate beta matrix.
ASYMPTOTIC DISTRIBUTION OF THE LIKELIHOOD RATIO STATBTX FOR TESTING MULTIPLE INDEPENDENCE
Let Z' = (Z; ,..., Z;) be distributed as a complex multivariate normal with mean vector P' = (Pi ,..., Pi) and covariance matrix Z. Also, let E{ (Z, -IQ)@, -ji,)'} = C,, where Zj is the complex conjugate of Zj. We will assume that Z, is of order pi x 1 and b = p1 + . .. + pd. Consider the hypothesis H, where H,: Z,=O (i#j= l,...,d). The exact c.d.f. can be calculated using Eq. (2.14) when the sample size n is small. However, if n is moderately large, we may choose
We have then from Eq. (2.14) the following asymptotic expansion of the distribution of U: We need the following lemma, which is easily proved using Lemma 1 of Hayakawa [4] . and 6'= tr W, u and a are defined in Eq. (2.9) and Eq. (2.21), respectively. When the alternative hypotheses are close to the null hypothesis, the accuracy obtained by using the first three terms in the asymptotic expressions is sufficient for practical purposes. When the alternative hypotheses deviate from the null hypothesis significantly, we require higherorder terms to obtain very good accuracy. The modified likelihood ratio statistic for testing H, is given by Table II gives a comparison of the accuracy of the approximation by taking the first term in (4.7) with the approximation obtained by taking the first two terms in (4.7). In the table, the constant $ is defined by c = { exp(-G/2)} I" where P[w < c] = a and the values of S are taken from the tables of Krishnaiah, Lee and Chang [8] . The value of P[w < c] is denoted by a, or a2 according as one term or two terms in (4.7) are used. Also, q1 = . . . = qd = q/d and ni = n,, for i = I,2 ,..., q, n = qn,.
The The test procedure discussed in this section is useful in testing the hypothesis that the diagonal blocks in the covariance matrix of a complex multivariate normal are equal when the off-diagonal blocks are null matrices. 
