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Abstract
In this paper the output feedback energy control problem for the sine-Gordon
model is studied. An observer for the sine-Gordon equation and a speed-gradient
boundary control law for solving this problem are analysed. Explicit inequalities
on system’s parameters ensuring the exponential decay of the estimation error
are obtained. Under an additional assumption the achievement of the control
goal is proved. The results of numerical experiments demonstrate that the
transient time in energy is close to the transient time in observation error.
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1. Introduction
This paper is devoted to control of oscillations in nonlinear distributed sys-
tems. As the example the celebrated sine-Gordon model was chosen. The
sine-Gordon equation is a semilinear wave equation used to model many phys-
ical phenomena like Josephson junctions, seismic events including earthquakes,
slow slip and after-slip processes, dislocation in solids, etc.[1]. Though con-
trol of oscillatory modes is one of conventional areas of control theory, most
works in the past were dealing with linear models and regulation or tracking
as control objectives. It was motivated by practical problems such as vibration
suppression, vibration isolation, etc. [2]. Some of the methods were extended to
distributed systems and allowed one to stabilize wave motion [3, 4, 5]. By the
beginning of the new century quite a number of control methods for distributed
(PDE) systems were proposed for the regulation and tracking problems includ-
ing optimal control, robust control, adaptive control, etc. [6, 7, 8]. In a number
✩This work was performed in the IPME RAS and supported by the Russian Science Foun-
dation (grant No 14-29-00142).
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of publications a powerful backstepping method was developed (see [9] and the
references therein).
In the 1990s an interest in new problems, related to oscillations shaping and
synchronization rather than their suppression was growing [10, 11, 12]. An effi-
cient approach to such problems based on the system speed-gradient and energy
control was developed in [13, 14]. Energy is a fundamental characteristics of a
physical system which is conserved if the losses can be neglected. Changing
the desired level of energy allows one to specify various desired properties of
oscillations and describe various system modes. However an approach to energy
control proposed in [13, 14] based on the speed-gradient method was not ex-
tended to distributed systems and to control of waves until recent. The reason
is in that the desired energy level set may be a complex unbounded set with
complex geometry.
Perhaps the first attempt to study energy control approach for distributed
systems was made in [15] where a possibility of controlling travelling waves in
the sine-Gordon model was demonstrated by simulation. In [16] two energy
control algorithms were studied rigorously: one provides spatially distributed
control action while another one provides a uniform over the space one. Both
algorithms, however have some drawbacks. To improve the proposed approach
it would be desirable to study the boundary control problem.
The first boundary control algorithms for the sine-Gordon equation were
proposed in [17, 18, 19]. In these papers, however, only the stabilization problem
was considered. In [20] the boundary control of the sine-Gordon system energy
was studied. However the solution proposed in [20] requires measurements of
the system velocity which may be not available apart from the boundary of the
domain.
In this paper the observer-based solution to the problem of the sine-Gordon
model energy boundary control is proposed. The Luenberger-type observer to
evaluate velocities required for evaluation of the system energy is proposed.
To design the energy control algorithm the speed-gradient method [11] is em-
ployed. To analyze the system well-posedness and partial stability an energy-
based Lyapunov functional is used. The closed loop dynamics are illustrated by
simulation.
The paper is structured as follows. In Section 2 the problem is formulated
and necessary notations and definitions are introduced. Control algorithm is
designed in Section 3. Section 4 is devoted to studying the properties of the
designed control system. Numerical evaluation results are presented in Section 5.
2
2. Problem Formulation
Consider the one-dimensional sine-Gordon equation with the following initial
and boundary conditions
ztt(t, x)− kzxx(t, x) + β sin z(t, x) = 0, t ≥ 0, x ∈ (0, 1) (1)
z(0, x) = z0(x), zt(0, x) = z
1(x), x ∈ (0, 1), (2)
z(t, 0) = 0, zx(t, 1) = u(t), t ≥ 0, (3)
y(t) = zt(t, 1) t ≥ 0, (4)
where β > 0 and k > 0 are given parameters, u(t) is a control input, y(t) is the
output, and z0, z1 : [0, 1]→ R are given functions. Denote by
H(z) =
∫ 1
0
(
z2t
2
+ k
z2x
2
+ β(1− cos z)
)
dx
the Hamiltonian for the sine-Gordon equation. One can easily verify that the
Hamiltonian H(z) is preserved along solutions of the unforced system. Fur-
thermore, H(z) is a non-negative function, and H(z) = 0 if and only if z = 0.
Therefore H(z(t)) can be viewed as the energy of a solution z(t, x) of equation
(1) (or system’s energy) at time t.
We pose the following control problem: find a control law u(t), which ensures
the control objective
H(z(t))→ H∗ as t→ +∞, (5)
where, z(t) is a solution of (1)–(4), and H∗ ≥ 0 is prespecified. Thus, the
control objective is to reach the desired energy level H∗ in the system (1)–(4).
Remark 1. It should be noted that all results below can be easily extended to
the case
zt(t, 1) = u(t), y(t) = zx(t, 1) t ≥ 0,
(i.e. one can swap the input and the output), since the derivatives zt(t, 1) and
zx(t, 1) enter all expressions below almost identically with the only difference
being the coefficient k > 0 before zx(t, 1).
3. Speed-Gradient Control Law and Luenberger Type Observer
Let us utilize the Speed-Gradient algorithm in order to design a control law
solving the boundary energy control problem posed above. Introduce the goal
function
Q(z) =
1
2
(
H(z)−H∗
)
that measures the difference between the current and the desired energies. The
derivative of this function along solutions of the system (1)–(4) has the form
d
dt
Q(z(t)) = (H(z(t))−H∗)
∫ 1
0
(
ztztt + kzxzxt + β sin zzt
)
dx.
3
Substituting ztt for kzxx − β sin z (recall that z(t) is a solution of (1)), and
integrating the term zxzxt by parts one obtains
d
dt
Q(z(t)) = (H(z(t))−H∗)
[ ∫ 1
0
(
zt(kzxx − β sin z)− kzxxzt + β sin zzt
)
dx
+ kzx(t, 1)zt(t, 1)− kzx(t, 0)zt(t, 0)
]
.
Hence with the use of the boundary condition z(t, 0) = 0 one finally gets that
d
dt
Q(z(t)) = k(H(z(t))−H∗)u(t)y(t)
Then according to the Speed-Gradient algorithm one defines the control law as
follows:
u0(t) = −γ
∂
∂u
dQ(z)
dt
= −γ(H(z(t))−H∗)ky(t),
where γ > 0 is a scalar gain. Below, we consider the more general control
algorithm of the form
u0(t) = −γψ(H(z(t))−H
∗)y(t), (6)
where ψ : R→ R is a continuous function such that ψ(0) = 0 and ψ(s)s > 0 for
any s 6= 0.
Note that control law (6) defined with the use of the Speed-Gradient algo-
rithm depends on the current energy of the system H(z(t)) that is not available
from the measurements. Therefore we need to design an observer. Being in-
spired by the ideas of [21], we propose a Luenberger-type observer of the form:
ẑtt(t, x)− kẑxx(t, x) + β sin ẑ(t, x) = 0, t ≥ 0, x ∈ (0, 1) (7)
ẑ(0, x) = ẑ0(x), ẑt(0, x) = ẑ
1(x), x ∈ (0, 1), (8)
ẑ(t, 0) = 0, ẑx(t, 1) = u(t) + α
(
y(t)− ẑt(t, 1)
)
, t ≥ 0, (9)
where ẑ0, ẑ1 : [0, 1] → R are given functions, and α > 0 is an observer gain.
Now, with the use of the above observer we define the control law as follows:
u(t) = −γψ
(
H(ẑ(t)) −H∗
)
y(t). (10)
In the following section, we demonstrate that under some additional assump-
tions control law (10) solves the energy control problem (5).
Remark 2. Let us note that the observer (7)–(9) can be designed with the use
of the Speed-Gradient algorithm as well. Namely, consider the model of the
system (1)–(4) of the form
ẑtt(t, x)− kẑxx(t, x) + β sin ẑ(t, x) = 0, t ≥ 0, x ∈ (0, 1)
ẑ(0, x) = ẑ0(x), ẑt(0, x) = ẑ
1(x), x ∈ (0, 1),
ẑ(t, 0) = 0, ẑx(t, 1) = u(t) + û(t), t ≥ 0,
ŷ(t) = ẑt(t, 1). t ≥ 0,
4
where û(t) is a control input, and ŷ(t) is the output of the model. Define the
goal function
Q̂(ẑ) =
∫ 1
0
(
(zt − ẑt)
2
2
+ k
(zx − ẑx)
2
2
)
dx,
i.e. the goal function is a weighted estimation error. Then one can easily check
that applying the Speed-Gradient algorithm in this case we arrive at the control
law û(t) = α(y(t) − ŷ(t)), which coincides with the one used in (9).
4. Properties of the Designed Control System
Let us study the performance of the system (1)–(4) with control law (10)
and observer (7)–(9). The closed-loop system has the from
ztt(t, x)− kzxx(t, x) + β sin z(t, x) = 0, t ≥ 0, x ∈ (0, 1) (11)
ẑtt(t, x)− kẑxx(t, x) + β sin ẑ(t, x) = 0, t ≥ 0, x ∈ (0, 1) (12)
z(0, x) = z0(x), zt(0, x) = z
1(x), x ∈ (0, 1), (13)
ẑ(0, x) = ẑ0(x), ẑt(0, x) = ẑ
1(x), x ∈ (0, 1), (14)
z(t, 0) = 0, zx(t, 1) = u(t), t ≥ 0, (15)
ẑ(t, 0) = 0, ẑx(t, 1) = u(t) + α
(
zt(t, 1)− ẑt(t, 1)
)
, t ≥ 0, (16)
u(t) = −γψ
(
H(ẑ(t)) −H∗
)
zt(t, 1) t ≥ 0. (17)
Let us introduce an assumption on the well-posedness of this system.
Assumption 1. There exists a nonempty set W0 ⊆ W
2
2 (0, 1) × W
1
2 (0, 1) of
“sufficiently smooth” initial data such that for any (z0, z1) ∈ W0 and (ẑ
0, ẑ1) ∈
W0 there exists a unique “sufficiently regular” solution (z(t, x), ẑ(t, x)) of the
system (11)–(17) such that
1. (z(t), ẑ(t)) is defined on a maximal interval of existence [0, Tmax), and if
Tmax < +∞, then H(z(t)) +H(ẑ(t))→ +∞ as t→ Tmax,
2. the functions H(z(·)) and H(ẑ(·)) are locally absolutely continuous.
Remark 3. Note that for the main results of this paper to hold true it is sufficient
(but not necessary) to suppose that
z, ẑ ∈ C
(
[0, Tmax);W
2
2 (0, 1)
)
∩C1
(
[0, Tmax);W
1
2 (0, 1)
)
∩C2
(
[0, Tmax);L2(0, 1)
)
,
where, as in the assumption above, Wmp (0, 1) is the Sobolev space.
Remark 4. Let us point out the difficulties in the proof of existence and unique-
ness theorem for the initial-boundary value problem (11)–(17). At first, note
that this problem cannot be rewritten (without some nontrivial trasformations)
as a Lipschitz perturbation of a linear evolution equation of the form
dw
dt
= Aw + f(w),
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where A is an unbounded linear operator in a Banach space X . The interested
reader can check that regardless of the choice of the space X either the operator
A is not an infinitesimal generator of a C0-semigroup or the nonlinear operator
f is not locally Lipschitz continuous or f is not defined on the entire space X
(or not in the domain of A, so that such results as [22], Theorem 6.1.7 are not
applicable). One can consider the problem (11)–(17) as a nonlinear evolution
equation, but the corresponding nonlinear operator does not possess any stan-
dard properties. It is neither accretive (dissipative) nor compact. Similarly, all
other general methods for proving the existence of solutions of nonlinear hy-
perbolic partial differential equations known to the authors cannot be directly
applied to the problem under consideration. Therefore we pose the above as-
sumption on the well-posedness of the system (11)–(17) as a challenging problem
for future research. It should be noted that the main difficulty in a proof of this
assumption consists in the fact that dynamic boundary conditions (15)–(17) are
nondissipative and nonlinearly depend on the derivative zt(t, 1).
4.1. Exponential Decay of the Estimation Error
We start our analysis of the control law (10) by showing that under some
additional assumptions the equation for the estimation error e = z−ẑ is globally
exponentially stable.
Observe that the function e(t, x) is a solution of the following boundary value
problem:
ett(t, x)− kexx(t, x) + β
(
sin z(t, x)− sin ẑ(t, x)
)
= 0, (18)
e(0, x) = z0(x)− ẑ0(x), et(0, x) = z
1(x) − ẑ1(x), (19)
e(t, 0) = 0, ex(t, 1) = −αet(t, 1), (20)
where t ≥ 0 and x ∈ [0, 1]. Denote by
E(t) =
1
2
∫ 1
0
(
e2t + ke
2
x
)
dx
the weighted quadratic error. Our aim is to show that E(t) decays exponen-
tially, provided the parameters k and β satisfy certain conditions. In order to
conveniently express these conditions, denote
η(β, k) = max
{
β,
4β
pi2k − (pi2 + 4)β
}
, (21)
and introduce the following assumption.
Assumption 2. The parameters k > 0 and β > 0 of the system (1)–(3) satisfy
the following inequalities:(
1 +
4
pi2
)
β < k, η(β, k) < min
{
1, k
}
.
6
One can easily verify that assumption 2 is valid iff
β < 1, in the case k >
pi2 + 8
pi2
≈ 1.81,
β <
pi2k
pi2 + 8
, in the case 1 ≤ k ≤
pi2 + 8
pi2
,
β <
pi2k2
(pi2 + 4)k + 4
, in the case 0 < k < 1.
Note that for assumption 2 to hold true it is necessary that β < 1.
Theorem 1. Let Assumptions 1 and 2 be valid. Then for any ε > 0 such that
η(β, k) < ε < min{1, k}, and for all α > 0 satisfying the inequality
εk
2
α2 − kα+
ε
2
≤ 0 (22)
there exist δ > 0 and M > 0 such that for any initial conditions (z0, z1) ∈ W0
and (ẑ0, ẑ1) ∈ W0, and for all γ > 0 one has
E(t) ≤ME(0)e−δt ∀t ∈ [0, Tmax).
Proof. For any ε > 0 introduce the Lyapunov function
V (t) = E(t) + ε
∫ 1
0
xetex dx.
(cf. [19], Section 4; [21], Section 2.2). From the inequalities∣∣∣ ∫ 1
0
xetex dx
∣∣∣ ≤ ∫ 1
0
|et||ex| dx ≤
1
2
∫ 1
0
e2t dx+
1
2
∫ 1
0
e2x dx ≤ max
{
1,
1
k
}
E(t),
it follows that for any ε < min{1, k} one has
0 ≤ (1− k0ε)E(t) ≤ V (t) ≤ (1 + k0ε)E(t), (1− k0ε) > 0, (23)
where k0 = max{1, 1/k}. Thus, in particular, for any 0 < ε < min{1, k} one
has V (t) ≥ 0.
For any t ∈ [0, Tmax) one has
d
dt
V (t) =
d
dt
E(t) + ε
d
dt
∫ 1
0
xetex dx
=
∫ 1
0
(
etett + kexetx
)
dx+ ε
∫ 1
0
(
x(ettex + etetx)
)
dx. (24)
Taking into account (18) and (20), and integrating by parts one obtains that
d
dt
E(t) =
∫ 1
0
(
etett+kexetx
)
dx =
∫ 1
0
(
et
(
kexx−β sin z+β sin ẑ
)
−ketexx
)
dx
+kex(t, 1)et(t, 1)−kex(t, 0)et(t, 0) = −αket(t, 1)
2+β
∫ 1
0
et
(
sin ẑ− sin z
)
dx.
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Applying the fact that the function y → sin y is globally Lipschitz continuous
with the Lipschitz constant L = 1 one gets that∣∣∣ ∫ 1
0
et
(
sin ẑ − sin z
)
dx
∣∣∣ ≤ ∫ 1
0
|et||e| dx ≤
1
2
∫ 1
0
e2t dx+
1
2
∫ 1
0
e2 dx.
Hence with the use of Wirtinger’s inequality (see, e.g., [23]) one obtains that
d
dt
E(t) ≤ −αket(t, 1)
2 +
β
2
∫ 1
0
e2t dx+
2β
pi2
∫ 1
0
e2x dx. (25)
Now, let us consider the second term in (24). At first, note that∫ 1
0
xetetx dx =
1
2
∫ 1
0
( d
dx
(
xe2t
)
− e2t
)
dx =
1
2
et(t, 1)
2 −
1
2
∫ 1
0
e2t dx (26)
At second, applying (18) and (20) one finds that
∫ 1
0
xexett dx =
∫ 1
0
xex
(
kexx − β sin z + β sin ẑ
)
dx
≤
k
2
∫ 1
0
( d
dx
(
xe2x
)
− e2x
)
dx + β
∫ 1
0
x|ex||e| dx
≤ −
k
2
∫ 1
0
e2x dx +
k
2
e2x(t, 1) +
β
2
∫ 1
0
e2x dx+
β
2
∫ 1
0
e2 dx
≤
(
−
k
2
+
β
2
+
2β
pi2
)∫ 1
0
e2x dx+
k
2
α2e2t (t, 1). (27)
Combining (24)–(27) one gets that for any t ∈ [0, Tmax) the following inequality
holds true
d
dt
V (t) ≤
(
−
ε
2
+
β
2
)∫ 1
0
e2t dx+
(
−
εk
2
+
2β
pi2
+
εβ
2
+
2εβ
pi2
)∫ 1
0
e2x dx
+
(
− αk +
ε
2
+
εk
2
α2
)
e2t (t, 1).
Denote
δ1(ε) = −
ε
2
+
β
2
, δ2(ε) = −
εk
2
+
2β
pi2
+
εβ
2
+
2εβ
pi2
, (28)
δ3(ε, α) = −αk +
ε
2
+
εk
2
α2. (29)
Then the above inequality can be rewritten as follows
d
dt
V (t) ≤ δ1(ε)
∫ 1
0
e2t dx+ δ2(ε)
∫ 1
0
e2x dx+ δ3(ε, α)e
2
t (t, 1).
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Our aim is to show that under the assumptions of the theorem for any ε > 0
and α > 0 satisfying the inequalities
η(β, k) < ε < min{1, k}, δ3(ε, α) :=
εk
2
α2 − kα+
ε
2
≤ 0
one has δ1(ε) < 0 and δ2(ε) < 0. Then for any such ε and α one has
d
dt
V (t) ≤ −min
{
2|δ1(ε)|,
2|δ2(ε)|
k
}
E(t).
Consequently, applying (23) one gets that
d
dt
V (t) ≤ −δ(ε)V (t), δ(ε) = min
{
2|δ1(ε)|
1 + k0ε
,
2|δ2(ε)|
k(1 + k0ε)
}
> 0,
which yeilds V (t) ≤ V (0)e−δ(ε)t for all t ∈ [0, Tmax). Hence and from (23) it
follows that
E(t) ≤
1 + k0ε
1− k0ε
E(0)e−δ(ε)t ∀t ∈ [0, Tmax), (30)
which implies the required result.
Thus, it remains to show that for any ε > 0 and α > 0 such that
η(β, k) < ε < min{1, k}, δ3(ε, α) ≤ 0
one has δ1(ε) < 0 and δ2(ε) < 0. From (28) it follows that ε ∈ (0,min{1, k})
such that δ1(ε) < 0 and δ2(ε) < 0 exists if and only if
min{1, k} > β, −k +
(
1 +
4
pi2
)
β < 0, min{1, k} >
4β
pi2k − (pi2 + 4)β
or, equivalently, (1+ 4/pi2)β < k and η(β, k) < min{1, k} (see (21)). The above
inequalities are valid due to assumption 2. Therefore for any ε > 0 such that
η(β, k) < ε < min{1, k} one has δ1(ε) < 0 and δ2(ε) < 0. Choosing α > 0 such
that δ3(ε, α) ≤ 0 (note that such α exists, if ε < k; see (22)) one obtains the
required result.
Remark 5. The same observer as (7)–(9) was studied in [21] for the uncontrolled
system of the form (1)–(4). It should be noted that sufficient conditions for the
exponential decay of the weighted quadratic error E(t) were formulated in [21]
in terms of the feasibility of certain LMIs simultaneously depending on system’s
parameters k and β, and the observer gain α. In contrast, in this paper explicit
inequalities on system’s parameters k and β and the observer gain α ensuring the
exponential decay of E(t) are obtained. The region of admissible (i.e. satisfying
assumption 2) parameters k and β is shown on Fig. 1. Note that for any k and
β from this region one can choose the observer gain α for which the weighted
quadratic error E(t) decays exponentially.
9
Figure 1: The region of admissible parameters k and β.
4.2. Global Well-Posedness of the Closed-Loop System
At the second step, let us show that a solution (z(t), ẑ(t)) of the system
(11)–(17) is defined on [0,+∞), i.e. Tmax = +∞. With the use of this result
we will show that |H(ẑ(t))−H(z(t))| → 0 as t→∞.
Theorem 2. Let Assumptions 1 and 2 be valid. Then for any ε > 0 such that
η(β, k) < ε < min{1, k}, for all α > 0 satisfying (22), for all γ > 0, and for any
initial conditions (z0, z1) ∈ W0 and (ẑ
0, ẑ1) ∈ W0 there exists Hmax > 0 such
that
H(z(t)) ≤ Hmax, H(ẑ(t)) ≤ Hmax ∀t ∈ [0, Tmax), (31)
which implies that the system is forward complete (i.e. Tmax = +∞).
Proof. Denote by ‖ · ‖ the standard norm in L2(0, 1), and let (z(t), ẑ(t)) be a
solution of (11)–(17). For any t ∈ [0, Tmax) one has
‖zt(t)‖ ≤ ‖zt(t)− ẑt(t)‖ + ‖ẑt(t)‖ ≤
√
2E(t) +
√
2H(ẑ(t)).
Hence and from Theorem 1 it follows that there exist M > 0 and δ > 0 such
that for any t ∈ [0, Tmax) the following inequality holds true:
‖zt(t)‖
2 ≤ 4E(t) + 4H(ẑ(t)) ≤ 4ME(0)e−δt + 4H(ẑ(t)).
Similarly, for any t ∈ [0, Tmax) one has
‖zx(t)‖
2 ≤
4
k
ME(0)e−δt +
4
k
H(ẑ(t)).
Therefore for all t ∈ [0, Tmax) one has
H(z(t)) ≤
1
2
‖zt(t)‖
2 +
k
2
‖zx(t)‖
2 + 2β ≤ C1 + C2H(ẑ(t)), (32)
where C1 = 2β+4ME(0) and C2 = 4. Arguing in the same way one can easily
verify that
H(ẑ(t)) ≤ C1 + C2H(z(t)) ∀t ∈ [0, Tmax). (33)
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Let t0 ∈ [0, Tmax) be arbitrary. If H(ẑ(t0)) ≤ H
∗, then H(z(t0)) ≤ C1 + C2H
∗
due to (32). Suppose, now, that H(ẑ(t0)) > H
∗. If H(ẑ(t)) > H∗ for all t ∈
[0, t0], then H(z(t)) ≤ H(z(0)) for any t ∈ [0, t0] and H(ẑ(t0)) ≤ C1+C2H(z(0))
due to (33) and the fact that
d
dt
H(z(t)) = −γkψ(H(ẑ(t))−H∗)zt(t, 1)
2 ≤ 0 (34)
for all t ∈ [0, t0) (see the definition of ψ(s)).
On the other hand, if H(ẑ(t0)) > H
∗, but there exists t ∈ [0, t0] such that
H(ẑ(t0)) ≤ H
∗, then denote τ = sup{t ∈ [0, t0] | H(ẑ(t)) = H
∗}. Observe that
τ is correctly defined and τ < t0 due to the fact that the function H(ẑ(t)) is
continuous by our assumptions on the well-posedness of the closed-loop system.
Furthermore, for any t ∈ [τ, t0] one has H(ẑ(t)) > H
∗. Taking into account
(32), (34) and the definition of τ one gets that H(z(t)) ≤ H(z(τ)) ≤ C1+C2H
∗
for any t ∈ [τ, t0], which with the use of (33) implies that
H(ẑ(t0)) ≤ C1 + C2H(z(t0)) ≤ C1 + C1C2 + C
2
2H
∗.
Since t0 ∈ [0, Tmax) was chosen arbitrarily, one obtains that H(z(t)) ≤ Hmax
and H(ẑ(t)) ≤ Hmax for all t ∈ [0, Tmax), where
Hmax = max
{
H∗, H(z(0)), C1 + C2H
∗, C1 + C2H(z(0)), C1 + C1C2 + C
2
2H
∗
}
.
It remains to note that the boundedness of H(z(t)) and H(ẑ(t)) implies that
Tmax = +∞ by virtue of our assumption on the well-posedness of the closed-loop
system.
Corollary 1. Let Assumptions 1 and 2 be valid. Then for any ε > 0 such that
η(β, k) < ε < min{1, k}, for all α > 0 satisfying (22), for all γ > 0, and for any
initial conditions (z0, z1) ∈ W0 and (ẑ
0, ẑ1) ∈ W0 there exist C and δ > 0 such
that ∣∣H(z(t))−H(ẑ(t))∣∣ ≤ C√E(0)e−δt/2 ∀t ≥ 0. (35)
Proof. Let Hmax > 0 be from the theorem above. Then for any t ≥ 0 one has
max
{
‖zt(t)‖, ‖zx(t)‖, ‖ẑt(t)‖, ‖ẑx(t)‖
}
≤ C1 :=
√
max
{
2,
2
k
}
Hmax.
Hence applying the fact that the function f(s) = s2/2 is Lipschitz continuous
on [−C1, C1] with the Lipschitz constant L = C1 one obtains that∣∣∣∣12‖zt(t)‖2 − 12‖ẑt(t)‖2
∣∣∣∣ ≤ C1‖zt(t)− ẑt(t)‖ ≤ C1√2E(t) ∀t ≥ 0, (36)
and∣∣∣∣k2 ‖zx(t)‖2 − k2 ‖ẑx(t)‖2
∣∣∣∣ ≤ C1k‖zx(t)− ẑx(t)‖ ≤ C1
√
2
k
E(t) ∀t ≥ 0. (37)
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Note that since z(t, 0) = ẑ(t, 0) = 0, for any x ∈ (0, 1) one has
|z(t, x)− ẑ(t, x)| =
∣∣∣ ∫ x
0
(
zx(t, y)− ẑx(t, y)
)
dy
∣∣∣ ≤ ‖zx(t)− ẑx(t)‖.
Hence and from the fact that the function f(s) = 1− cos(s) is Lipschitz contin-
uous with the Lipschitz constant L = 1 it follows that
∣∣∣ ∫ 1
0
(
β(1 − cos z(t, x))− β(1 − cos ẑ(t, x))
)
dx
∣∣∣
≤ β
∫ 1
0
|z(t, x)− ẑ(t, x)| dx ≤ β‖zx(t)− ẑx(t)‖ ≤ β
√
2
k
E(t).
Combining (36), (37) and the inequality above one gets that there exists C2 > 0
such that |H(z(t))−H(ẑ(t))| ≤ C2
√
E(t) for all t ≥ 0. Now, applying Theorem 1
we arrive at the required result.
4.3. Performance of the Control System
Now, we are ready to prove that control law (10) indeed solves the energy
control problem (5).
Theorem 3. Let Assumptions 1 and 2 be valid. Then for all H∗ > 0 and
γ > 0, for any ε > 0 such that η(β, k) < ε < min{1, k}, for all α > 0 satisfying
(22), and for any initial conditions (z0, z1) ∈ W0 and (ẑ
0, ẑ1) ∈ W0 such that
H(z(0)) 6= 0 and H(z(t)) 6= 0 for all t ≥ 0 one has H(z(t))→ H∗ as t→∞.
Proof. For any ε > 0 introduce the Lyapunov-like function
V (t) = H(z(t)) + ε sign(H(z(t))−H∗)g(t), g(t) =
∫ 1
0
xztzx dx.
With the use of the inequalities∣∣∣ ∫ 1
0
xztzx dx
∣∣∣ ≤ ∫ 1
0
|ztzx| dx ≤
1
2
∫ 1
0
z2t dx +
1
2
∫ 1
0
z2x dx,
one gets that
0 ≤ (1− εk0)H(z(t)) ≤ V (t) ≤ (1 + εk0)H(z(t)) (38)
for all t ≥ 0 and ε < min{1, k}, where k0 = max{1, 1/k}.
Fix arbitrary t ≥ 0 such that H(z(t)) 6= H∗. One has
d
dt
g(t) =
∫ 1
0
(
xzttzx + xztztx
)
dx =
∫ 1
0
(
x(kzxx − β sin z)zx + xztztx
)
dx.
Note that ∫ 1
0
xztztx dx =
1
2
∫ 1
0
x(z2t )x dx =
1
2
zt(t, 1)
2 −
1
2
∫ 1
0
z2t dx
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and ∫ 1
0
xzxxzx dx =
1
2
∫ 1
0
x(z2x)x dx =
1
2
zx(t, 1)
2 −
1
2
∫ 1
0
z2x dx.
Observe also that
−
∫ 1
0
x sin zzx dx =
∫ 1
0
x(cos z)x dx = cos z(t, 1)−
∫ 1
0
cos z dx
≤
∫ 1
0
(1− cos z) dx ≤
1
2
∫ 1
0
z2 dx ≤
2
pi2
∫ 1
0
z2x dx.
Here we used Wirtinger’s inequality (see [23]). Hence for any σ > 0 one has
d
dt
g(t) ≤ −
∫ 1
0
(
z2t
2
+ k
z2x
2
)
dx+
1
2
z2t (t, 1) +
k
2
z2x(t, 1)
+ β
∫ 1
0
(1 − cos z) dx ≤ −
1
2
∫ 1
0
z2t dx−
k
2
(
1−
4(1 + σ)β
kpi2
)∫ 1
0
z2x dx
− σβ
∫ 1
0
(1− cos z) dx+
1
2
z2t (t, 1) +
k
2
z2x(t, 1).
Since 0 ≤ β < kpi2/4 by virtue of Assumption 2, there exists σ > 0 such that
C0 := min
{
σ, 1 −
4(1 + σ)β
kpi2
}
> 0.
Thus, one gets
d
dt
g(t) ≤ −C0H(z(t)) +
1
2
z2t (t, 1) +
k
2
z2x(t, 1). (39)
Observe also that
d
dt
V (t) = −γkψ(H(ẑ(t))−H∗)z2t (t, 1) + ε sign(H(z(t))−H
∗)
d
dt
g(t) (40)
for any t ≥ 0 such that H(z(t)) 6= H∗.
Fix an arbitrary ∆ > 0. Let us show that for any T > 0 there exists
t ≥ T such that |H(z(t))−H∗| < ∆. Indeed, arguing by reductio ad absurdum,
suppose that there exists T > 0 such that for any t ≥ T one has |H(z(t))−H∗| ≥
∆. Let us first consider the case when H(z(t)) ≥ H∗ +∆ for all t ≥ T .
From Corollary 1 it follows that there exists τ ≥ T such that∣∣H(z(t))−H(ẑ(t))∣∣ ≤ ∆
2
∀t ≥ τ,
which implies that H(ẑ(t)) ≥ H∗ +∆/2 for all t ≥ τ . Define
ψ∆ = min
{
ψ(s)
∣∣∣ s ∈ [∆
2
,K
]}
> 0,
Ψ∆ = max
{
ψ(s)
∣∣∣ s ∈ [∆
2
,K
]}
< +∞,
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where K > 0 is a sufficiently large constant such that H(ẑ(t)) ≤ H∗ + K for
all t ≥ 0 that exists by virtue of Theorem 2. By the definitions of τ , ψ∆ and
Ψ∆ one has 0 < ψ∆ ≤ ψ(H(ẑ(t)) −H
∗) ≤ Ψ∆ < +∞ for all t ≥ τ . Applying
(39), (40) and the above inequality one obtains that for any t ≥ τ the following
inequality holds true
d
dt
V (t) ≤ −εC0H(z(t))− γkψ∆z
2
t (t, 1) +
ε
2
z2t (t, 1) +
εk
2
γ2Ψ2∆z
2
t (t, 1).
Choosing ε > 0 sufficiently small and taking into account (38) one gets that
d
dt
V (t) ≤ −εC0H(z(t)) ≤ −CεV (t) ∀t ≥ τ,
where Cε = εC0/(1 + εk0). Therefore V (t) ≤ V (τ)e
−Cε(t−τ) for any t ≥ τ ,
which, due to (38), implies that
H(z(t)) ≤
V (τ)
1− εk0
e−Cε(t−τ) ∀t ≥ τ.
Thus, H(z(t))→ 0 as t→∞, which contradicts our assumption that H(z(t)) ≥
H∗ +∆ for any t ≥ T .
Suppose, now, that H(z(t)) < H∗ − ∆ for all t ≥ T . Arguing in a similar
way to the case H(z(t)) > H∗ + ∆, and applying (39) and (40) one can verify
that for any sufficiently small ε > 0 there exist τ ≥ T and Cε > 0 such that
V (t) ≥ V (τ)eCε(t−τ) for any t ≥ τ . Hence with the use of (38) one gets that
H(z(t)) ≥
1− εk0
1 + εk0
H(z(τ))e−Cεt ∀t ≥ τ.
By our assumption H(z(τ)) > 0. Consequently, H(z(t)) → +∞ as t → ∞,
which contradicts the assumption that H(z(t)) < H∗ −∆ for all t ≥ T . Thus,
for any T > 0 there exists t ≥ T such that |H(z(t))−H∗| < ∆.
Let τ > 0 be such that |H(z(t)) −H(ẑ(t))| ≤ ∆/2 for all t ≥ τ (see Corol-
lary 1). As we have just proved, there exists t0 ≥ τ such that |H(z(t0))−H
∗| <
∆. Let us verify that ∣∣H(z(t))−H∗∣∣ ≤ ∆ ∀t ≥ t0. (41)
Then one can conclude that H(z(t))→ H∗ as t → ∞. Arguing by reductio ad
absurdum, suppose that there exists T ≥ t0 such that |H(z(T ))−H
∗| > ∆. Let
us consider the case H(z(T )) > H∗ +∆ first. Define
θ = sup
{
t ∈ [t0, T ]
∣∣∣ H(z(t)) = H∗ +∆}.
Note that θ is correctly defined, and θ ∈ (t0, T ), since H(z(t)) is continuous
by our assumption. From the definition of τ and θ it follows that H(ẑ(t)) ≥
H∗ +∆/2 for any t ∈ [θ, T ]. Therefore
d
dt
H(z(t)) = −γkψ
(
H(ẑ(t))−H∗
)
z2t (t, 1) ≤ 0 ∀t ∈ [θ, T ].
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Consequently, H(z(T )) ≤ H(z(θ)) = H∗ +∆, which condtradicts the definition
of T .
Suppose, now, that H(z(T )) < H∗ −∆. Define
θ = sup
{
t ∈ [t0, T ]
∣∣∣ H(z(t)) = H∗ −∆}.
Taking into account the definition of τ and the fact that t0 ≥ τ one gets that
H(ẑ(t)) ≤ H∗ −∆/2 for any t ∈ [θ, T ], which implies that
d
dt
H(z(t)) = −γkψ
(
H(ẑ(t))−H∗
)
z2t (t, 1) ≥ 0 ∀t ∈ [θ, T ].
Therefore, H(z(T )) ≥ H(z(θ)) = H∗−∆, which contradicts the definition of T .
Thus, (41) holds true, and H(z(t))→ H∗ as t→∞ due to the fact that ∆ > 0
was chosen arbitrarily.
Remark 6. In the theorem above we utilized the assumption that H(z(t)) 6= 0
for all t ≥ 0 (which, in essence, means that z(0) 6= 0 =⇒ z(t) 6= 0 for all t ≥ 0).
With the use of Corollary 1 one can verify that this assumption is satisfied,
in particular, if the initial conditions of the observer (ẑ0, ẑ1) are sufficiently
close to the initial conditions (z0, z1). However, both of these assumptions seem
artificial. Note that the implication H(z(0)) 6= 0 =⇒ H(z(t)) 6= 0 for all
t ≥ 0 can be easily established if, in particular, solutions of the closed-loop
system (11)–(17) are locally unique. Furthermore, even if the local existence
and uniqueness theorem is not available (which is the case), it seems unnatural
to expect the control law u(t) = −γψ(H(ẑ(t))−H∗)zt(t, 1), with H(ẑ(t)) being
bounded, to steer the state of the system (1)–(4) to the origin in finite time.
However, the authors were unable to prove this result rigorously.
5. Numerical evaluation results
The closed-loop energy control system with plant model (2)–(4), observer
(7)–(9) and controller (10) was numerically studied by the simulation in MAT-
LAB/Simulink software environment. The computation method and simulation
results are described below.
5.1. Computation method
The PDE equations of the plant model (1)–(4) and observer (7)–(9) are ap-
proximately represented as ODE systems by discretization on a spatial variable
x and implemented by two separate Simulink blocks.
Consider the discretization procedure for plant model (2)–(4). The proce-
dure for observer (7)–(9) is a similar one with the exception of the boundary
conditions.
In the numerical study, the partial differential equation (2) is discretized in
the spatial variable x ∈ R1 by uniformly splitting the segment [0, 1] into N sub-
intervals. The resulting system of N − 1 ordinary differential equations (ODEs)
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of the second order is solved over a time interval [0, T ] by applying the variable
step Runge–Kutta Method [24], performed with the standard MATLAB routine
ode45.
At the discretization nodes xi = i · h, i = 1, . . . , N − 1, the second-order
spatial derivatives of z(t, x) are approximately computed as
zxx(t, xi) =
z(t, xi+1)− 2z(t, xi) + z(t, xi−1)
h2
, for 2 ≤ i ≤ N − 2,
zxx(t, x1) =
z(t, x2)− 2z(t, x1) + z(t, x0)
h2
,
zxx(t, xN−1) =
z(t, xN )− 2z(t, xN−1) + z(t, xN−2)
h2
,
(42)
where h = 1/N is the discretization step; z(t, x0) and z(t, xN ) correspond to
the boundary values of the PDEs and are calculated outside the ODE solver
procedure. The value of z(t, x0) is taken in accordance with (3) as z(t, x0) =
z(t, 0) = 0. The value of z(t, xN ) includes the boundary control u(t) and, as
follows from (3), is calculated as z(t, xN ) = z(t, xN−1)+hu(t). The plant output
y(t) is found in accordance with (4) as y(t) = zt(t, xN−1). The remaining values
z(t, x1), . . . , z(t, xN−1) are computed by numerical solving the following (N−1)
ODE equations of the second order:
ztt(t, xi) = kzxx(t, xi)− β sin
(
z(t, xi)
)
, 1 ≤ i ≤ N − 1 (43)
with the given initial (2) and boundary (3) conditions.
The similar procedure is used for ODE representation of the observer equa-
tion (7) with the exception that boundary value ẑ(t, xN ) is found as ẑ(t, xN ) =
ẑ(t, xN−1) + h
(
u(t) + α
(
y(t)− ẑt(t, xN−1
))
, see (9), and the initial conditions
are defined by (8).
Simulink blocks for plant (2)–(4) and observer (7)–(9) models are connected
by the measurement relation y(t) = zt(t, xN−1) and controller (10) equation.
5.2. Simulation results
The following parameters were used in the simulation: k = 0.12, β = 0.02
and α = 20. Initial conditions (3) were set to: z0(x) = 5(1− cos(2pix)), z1(x) =
0. For observer (7)–(9) zero initial conditions were taken. The desirable energy
level was chosen as H∗ = 10. The simulation time was confined to 50. For
simulations, the system of PDEs was uniformly discretized in the spacial variable
x on N = 1000 intervals.
The simulation results are depicted in Figs. 2–7. The observer behaviour
is illustrated by Figs. 2–5. The spatial-temporal plot of the observation error
e(t, x) = z(t, x) − ẑ(t, x) is shown in Fig. 2. Fig. 3 demonstrates observer
weighted quadratic error E(t) time history. As is seen from the plots, the
observation error decays exponentially with the transient time about 30 time
units.
Figures 4, 5 demonstrate the estimation of z(t, x), zt(t, x) for the particular
point x = 0.5 (the middle of the spatial interval x ∈ [0, 1]). The plots show that
the transient response time of the observation error is the same.
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Figure 2: The spatial-temporal plot of the observation error e(t, x).
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Figure 3: Weighted quadratic error E(t) time history.
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Figure 4: Process of z(t, x) estimation for x = 0.5. z(t, 0.5) and zˆ(t, 0.5) time histories.
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Figure 5: Process of zt(t, x) estimation for x = 0.5. zt(t, 0.5) and zˆt(t, 0.5) time histories.
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The closed-loop plant-observer-controller (2)–(4), (7)–(9), (10) system be-
havior is illustrated by Figs. 6 and 7. Control action u(t) time history is shown
in Fig. 6 (upper plot), system’s energy H(t) and energy estimate Ĥ(t) time
histories are demonstrated in Fig. 6 (lower plot). As is seen from the H(t) time
history, it achieves the prescribed reference value H∗ = 10 simultaneously with
vanishing of the energy estimation error H(t)− Ĥ(t), and the transient time is
about 40 time units, which is close to that of the observer.
0 5 10 15 20 25 30 35 40 45 50
−50
0
50 u(t)
t
0 5 10 15 20 25 30 35 40 45 50
0
10
20
30
40
H(t), H
est(t)
t
 
 
H
H
est
Figure 6: Control action u(t) (upper plot), system’s energy H(t) and energy estimate Ĥ(t)
(lower plot) time histories.
6. Conclusions
In this paper the problem of observer-based boundary control of the sine-
Gordon model energy is posed for the first time. A Luenberger-type observer
for the sine-Gordon equation is analysed, and explicit inequalities on equation’s
parameters ensuring the exponential decay of the estimation error are obtained.
With the use of this observer a speed-gradient control law for solving the energy
control problem is proposed. Under the assumption that system’s energy does
not vanish in finite time the achievement of the control goal is proved. The
results of numerical experiments demonstrate that the transient time in energy
is close to the transient time in observation error, i.e. the closed-loop system
has a reasonable performance.
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Figure 7: The spatial-temporal plot of z(t, x).
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