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ABSTRACT [design: level 1 head]  
Background: Child welfare agencies in many countries are increasingly using predictive 
analytics to influence decisions about the allocations of resources and services, risk, and 
intervention.  
Analysis: The speed with which predictive analytics is being introduced in child welfare services 
is problematic. Research raises significant concerns about inequality, transparency, public 
accountability and oversight.   
Conclusion & Implications: These systems are being introduced before adequate review and 
necessary public debate about if they should be used in areas of social care. In order for such 
debate to occur there needs to be: a) more information about where and how these systems are 
being implemented, b) greater effort to generate wider public deliberation about their use, and c) 
more investigation of their impact on practitioners and families.  
 
RÉSUMÉ [please add translation of ABSTRACT. If you prefer, our translator can do so for 
$0.25/word] 
 Keywords Predictive analytics; Child welfare; Accountability; Algorithmic governance; 
Automation 
 
Mots Clés [please add translation of KEYWORDS. If you prefer, our translator can do so for 
$0.25/word] 
 
Introduction [design: level 1 head] 
Local authorities in the United Kingdom and administrations in other countries are introducing 
predictive analytics into child welfare services. In the United Kingdom, local authorities are 
introducing predictive analytics in part as a response to austerity policies that have led to funds 
and services being drastically cut. Local authorities in England have had funding from central 
government cut by nearly a third in real terms since the Conservatives launched their austerity 
program in 2010 (Innes & Tetlow, 2015). The poorest councils, such as those in the metropolitan 
areas of the north of England and eastern London boroughs, have been hit the hardest and have 
been unable to raise sources of revenue in the same way as the wealthier councils on the western 
side of the city and in the south of England (Gray & Barford, 2018; Petrie, Ayrton, & Tinson, 
2018). The corollary is that councils with the most need are the least able to respond, since the 
cuts have come at the same time as demand has increased. To offset this loss, some councils 
have adopted predictive analytics systems with the aim of making better use of scarce and 
decreasing resources in order to identify those in need faster, gain a better understanding of the 
issues, and facilitate resource allocation. This article is part of the work being conducted at the 
Data Justice Lab at Cardiff University to investigate the uses of predictive analytics and scoring 
systems in the public sector. It presents a literature review highlighting the risks that come with 
the use of predictive analytics and automation in child welfare.  
 
The use of predictive analytics systems for the administration of child welfare services is an 
example of the kinds of algorithmic tools and techniques being introduced in social services 
sectors more broadly. The councils of Thurrock, Newham, Tower Hamlets, Hackney and Bristol 
in the U.K. are, at the time of writing, trialing or using predictive analytics in the administration 
of their child welfare systems. Some jurisdictions are acquiring technologies from private sector 
vendors, such as Xantura’s Children’s Safety Profiling Model (London Borough of Hackney, 
2017; Xantura, 2018). Some councils, such as Bristol, are developing their own in-house 
systems. These new decision support systems are being introduced into the administration of 
child welfare services with good intentions, and as a result of scarcity. However, these systems 
can result in unintended negative consequences for those who have had their personal 
information included, often without consent. Very little is known about these systems, as vendors 
such as Xantura argue that they cannot release the details about the technologies as it may 
prejudice potential interventions and compromise their commercial interests (LBH, 2017). This 
article aims to demystify these systems somewhat. It identifies a number of risks and concerns 
and questions whether new data-driven decision support systems, such as child welfare 
predictive analytics, should be implemented. The article raises concerns about the closed and 
insular manner in which these systems are introduced and calls for greater transparency, the 
implementation of accountability measures, and public engagement.  
 
Arguments presented for predictive analytics and the automation of child welfare services 
[design: level 1 head] 
Predictive analytics can be defined as a system that combines data, algorithms, machine learning, 
and statistical techniques to predict what may happen in the future. These systems are being used 
across sectors, including retail, where they are used to make decisions about how to target 
consumers (Turow, 2014, 2017); health research and services (Powles & Hodson, 2017; 
Prainsack, 2017); and government, where they are used to try to improve productivity and 
services (Redden, 2018). In child welfare, predictive analytics is being used to estimate the risk 
of a child being abused and the likelihood that harmful events will reoccur; it is also being used 
to understand how different aspects of a child welfare and social system interact in the 
administration of a child’s welfare and to learn more about agency operations (Teixeira & Boyas, 
2017). The results of this literature review suggest that often the goal for these systems is to 
identify children and families in need and to intervene early. The argument for the application of 
predictive analytics in child welfare is often that authorities should take advantage of all the tools 
necessary to prevent harm to a child and help families before they are in crisis. The developers   
of predictive analytics tools argue that these are to aid social workers to make case-management 
decision, not to override them (Eubanks, 2018; Dencik, Hintz, Redden and Warne, 2018). 
Vendors and administrators stress that predictive analytics should be one tool among many for 
social workers. In addition, it is argued that these systems can help resource-poor public 
administrations do more with less. This logic often overshadows how the uses of predictive 
analytics can result in unintentional harm.  
 
The use of child welfare predictive analytics [design: level 1 head] 
Predictive analytics is also being adopted by child welfare agencies in the United States. Some 
countries, such as New Zealand and Canada, are considering the use of these systems. For 
example, the Saskatoon Police Service is currently working with other levels of government and 
considering its application (Stoneham, Stockdale, & Gossner, 2017). It is difficult to know 
precisely where and how predictive analytics and other types of algorithmically driven systems 
are being introduced in child welfare and public services more broadly, since few governments 
list the types of administrative systems they procure (Treasury Board Secretariat of Canada, 
2017). Further, it has been argued that given the risks that come with algorithmically informed 
decision-making, the use of these systems should be made public and the provision of a list of 
where and how such systems are in operation is needed (Dencik, Hintz, Redden, & Warne, 2018; 
Science and Technology Committee, 2018). 
 
The use of predictive analytics in child welfare is part of the continuum of the history of the 
computerization, automation, and rationalization of social work, in which a range of tools has 
been introduced to support decision-making processes in the past three decades. These include 
the introduction of guidelines, checklists, risk-assessment tools, new information, and 
computerized protocols to modernize systems and procedures (Alfandari, 2017; Gillingham & 
Graham, 2017). Unfortunately, the introduction of what was claimed to be an innovation also 
often undermined the practice of social work by impeding decision-making instead of enhancing 
it, and by directing attention away from the relational aspects of social work (Gillingham, 2018; 
Munro, 2010; White, Broadhurst, Wastell, Peckover, Hall, & Pithouse, 2009). Given the cost of 
introducing new information systems, in monetary terms and in terms of the risks to the people 
these systems are intended to support, it is clearly more ethical and just for governments 
introducing such changes to appreciate the complexity involved from the start. In the case of 
using predictive analytics in the administration of child welfare services, this would involve 
identifying the full range of risks the new systems present, investigating long-term unintended 
consequences, and enabling greater debate about the changes taking place. The following section 
introduces the results of a literature review that identifies five broad groups of issues and risks 
associated with the deployment of predictive analytics in child welfare systems, namely: 1) lack 
of transparency; 2) bias; 3) accuracy and reliability 4) stigmatization, and 5) the limits of the 
data. 
 
Predictive analytics issues and risks [design: level 1 head] 
Lack of transparency [design: level 2 head] 
It is often difficult for the users of social welfare predictive analytics tools to understand how 
these systems work and how to interrogate them, especially since this is not a requisite skill set in 
this line of work. This is also a common problem that has been identified more broadly in the 
application of algorithmic and artificial intelligence systems in other sectors (Pasquale, 2015). A 
range of factors can make it difficult for people to interrogate these systems or their outputs. For 
example, these systems are often black boxed or appear to be a form of “technomagic,” whereby 
intellectual property rules preclude the ability to assess how they actually work; even if they are 
open, often their construction involves multiple makers and iterations, which makes it difficult 
even for specialists to unpack them (Gillingham, 2018; Pasquale, 2015). Also, many of these 
systems go unquestioned; there is a general belief that these new data systems are objective and 
neutral, which makes it “normal” not to interrogate them (Kitchin, 2017).  
 
The recent European General Data Protection Regulation (EU 2016), which came into force in 
May of 2018, was meant to be a corrective measure to address the lack of transparency 
surrounding data practices more generally. Under the EU GDPR individuals now have the right 
to request an explanation about how an automated system makes decisions about them. While 
this is useful, in the case of child welfare, those enlisted in predictive analytics systems do not 
necessarily know that their data are being used or that decisions about them are being made 
through the use of these systems (Dencik, Redden, Hintz and Warne, 2019). This brings about 
several questions related to transparency. For example, do the data subjects of child welfare 
predictive analytics know they are being subjected to automated risk assessment? How and by 
what means should people be informed about automated decision-making? Does the fact that 
social workers know about their use imply that notice has been given? Finally, if a person is 
notified, given uneven knowledge and power structures in family investigations, is it likely that 
someone is able and willing to challenge the outcome of an automated decision (Keddell, 2018)? 
 
Predictive analytics and bias [design: level 2 head] 
The use of predictive analytics in child welfare, as with applications in other areas, such as 
policing (Shapiro, 2017), sentencing (Angwin, Larson, Mattu, & Kirchner, 2016), performance 
scoring (O’Neil, 2016), and credit scoring (Hurley & Adebayo, 2016), can reinforce and 
exacerbate discrimination. In these contexts, predictive analytics systems, similar to other 
optimizing systems, can become co-creators and shapers of the environments they analyze 
(McQuillan, 2017; Overdorf, Kulynych, Balsa, Troncoso, & Gürses, 2018). For example, the 
production of risk scores and automated assessments about families can influence those who 
work with them. The systems may generate negative feedback loops since there are biases 
embedded in data systems, whereby data inputs are not necessarily correct, objective, and 
neutral. As noted by Emily Keddell (2018), child welfare data are not necessarily a record of the 
truth nor of all incidents of child abuse since they are a record of the “administrative recording of 
factors – such as reports to child protection services or legal orders” (par. 2). If those who report 
have class and racial biases about those they are investigating, these will be reproduced in the 
reporting, the data, and the outputs of the predictive system. There is, therefore, the potential in 
these circumstances for the model to reinforce longstanding racist and class biases (Eubanks, 
2018; O’Neil, 2016).  
 
Previous investigations have provided some information about how bias can enter predictive 
analytics systems in child welfare. Both Alleghany County in the United States and the New 
Zealand government enabled investigators to study their systems. In New Zealand, concerns led 
to further research before deciding not to implement the predictive system investigated. In the 
United States, Virginia Eubanks (2018) raised concerns about how bias can enter a system 
through the over-representation of a particular population in the datasets being used. She raised 
concerns about the choice of datasets being used, assumptions embedded in the types of 
variables identified as significant, and how these variables are weighted. For example, she 
discovered the use of variables such as the length of time a parent received social benefits or 
whether or not they were a single parent. Another problem identified in the Eubanks (2018) 
study was that the dataset being used to generate the scoring system was comprised only of 
people receiving benefits. Those accessing private services did not have their data used in the 
scoring system. The generated risk scores were biased since they were based only on those using 
public services and not the entire population. Eubanks found that a quarter of the variables used 
in the Alleghany model were “direct measures of poverty” (2018, p.156). As she notes, this was 
particularly significant because in the United States, 75 percent of children investigated for abuse 
involve investigations for neglect and not physical or sexual abuse. The definition of neglect is 
subjective (Eubanks, 2018). Philip Gillingham and Timothy Graham’s (2017) study of the New 
Zealand model noted that the system punished the poor, as the higher weighted variables were 
proxies for poverty. For example, the public assistance database was used to train the algorithm. 
As a result, this variable was heavily weighted and the length of time a parent was on benefits 
was used as a significant variable. In both cases, assumptions about risk were made and those 
assumptions were reflected in both the choice of datasets and the weighting, ultimately affecting 
the output guiding decision-making.  
 
Accuracy and reliability [design: level 2 head] 
Accuracy is a significant issue in risk scoring. Those developing algorithmic systems to identify 
risk must negotiate between false positives and false negatives. The objective is to balance 
accurately predicting those at high risk, while not being wrong too often by misidentifying 
people as high risk (Williams, 2017). In addition, those developing these systems are also trying 
to ensure they do not miss or overlook people who the system should have scored as risks. Given 
that people will always be wrongly flagged as a risk with predictive systems, should such 
systems be used when they could influence the lives of families? Further, how inaccuracy is dealt 
with is important. What opportunities are people offered to challenge or remove themselves from 
these systems when a high-risk score is wrong? What support will be provided to those 
misidentified? How can they challenge these systems, and who will help them do so?  
 
Transparency about how accurate and reliable a system is should be a basic reporting 
requirement by agencies that use these systems and the vendors that promote them. The number 
of people a predictive analytics system correctly identifies is not the only way to assess its 
effectiveness. Assessing effectiveness should also include accounting for how many people were 
incorrectly identified. Keddell (2018) argues that when it comes to predictive analytics, “the 
devil is in the detail.” Errors can be common. Christopher Church and Amanda Fairchild’s 
(2017) assessment of a predictive model used in Los Angeles’ children’s services, which was 
promoted as highly effective in practice, “produced a false alarm 96 percent of the time” (p. 71). 
Is the accuracy rate of a predictive analytics model good enough to warrant the risk of its use? 
Accuracy and reliability are key ethical considerations that should not be left solely to the 
makers of predictive analytics systems in child welfare or social services.  
 
We know too little about how these risk scores are being used in practice by social workers. The 
Eubanks (2018) study of social workers in Alleghany demonstrated that the outputs of predictive 
systems can influence and bias those using them—even when they know that accuracy and 
reliability are problems. Case study interviews with those implementing data systems in the 
public sector in the U.K. show little attention is being devoted to investigating how the use of 
these tools may be changing social work or the lives of those whose data is caught up in these 
systems (Dencik, Redden, Hintz, and Warne 2019). Research in the United States has found that 
caseworkers are not getting the training needed to understand and interpret risk scores. In a 
context where there are few resources available for those identified as at risk, agencies are 
raising concerns that caseworkers who do not understand the limits of risk scores may try to 
avert risk by placing children in care because the resources to intervene are not available. The 
fear is that this will put further pressure on the system by increasing the number of children in 
care and lead to increased caseloads and more separated families (Teixeira & Boyas 2017). 
 
Stigma [design: level 2 head] 
What are the long-term implications of being wrongfully labelled as at a high risk of abusing 
your children? Little attention is being devoted to investigating and recording the kind of harm 
that a false flag can cause. Amnesty International’s (2018) research on the Gang Matrix, a 
database of suspected gang members, in the U.K. demonstrated how surveillance and secret 
labels can stigmatize young people throughout their interactions with government, affecting their 
opportunities and prospects as they look for work, seek housing, and go through school. This 
reinforces previous research on the effects of labelling young offenders as “high risk” (Restivo & 
Lanier, 2015). A label presents a symbolic marker that can follow people throughout their 
interactions with the state, particularly when such markers are digitized and shared (Murphy, 
Fuleihan, Richards, & Jones, 2011). If someone turns their life around, to what extent are those 
holding their electronic records able to account for this change? Do those who have been labelled 
have the opportunity to change how they have been tagged? Do people even know they have 
been labelled in a system? 
 
The limits of the data [design: level 2 head] 
The data held by social welfare agencies are limited. This is primarily because data systems and 
privacy regulations often determine and limit the kind of information that can be recorded. Also, 
as noted by Gillingham and Graham (2017):  
[design: please begin block quote] 
[T]he data that exist on human service information systems are created by people 
making subjective decisions about what to record and exclude…. [T]he 
introduction of information systems has reconfigured the kinds of information that 
social workers use to make decisions about intervention, this has consequences for 
the kind of big data that are available to be mined – in-depth social explanations 
of the complex problems faced by service users have been replaced by 
informational surface descriptions that rely on the codification of characteristics in 
order to predict the risk of adverse effects. Narrative accounts of the 
circumstances of service users have been lost in databases with information 
geared more to operationality than meaning. (p.139) 
[design: please end block quote; next line is flush left] 
In response to this limitation, Gillingham and Graham (2017) argue for “reflexive data science” 
(p. 143). One way of doing this is to ensure that notes can be used to document the subjective 
decisions made about data recording and transformations. Another challenge is that data systems 
such as these are limited by the datasets they use and the kind of information they collect, and 
this can bias what kind of information can be “known” and the type of information that is treated 
as valuable. For example, a predictive analytics system that looks for correlations and patterns to 
identify at-risk children does not tell us much about the kinds of factors that contribute to 
healthier families. For example, this kind of data does not capture the positive effects of 
supportive programs such as Sure Start in the U.K. or after-school clubs, or the negative effects 
of cuts to these types of programs. Another limit is that these systems, in their emphasis on 
correlation over causation, can individualize social problems by directing attention away from 
the structural causes of social problems (Keddell, 2015). Finally, the risk scores produced by 
predictive systems must themselves be understood as being limited, since the score is often not 
accompanied by an explanation of how it was created, how it should be interpreted, and why a 
person was flagged. For these reasons Church and Fairchild (2017) have argued that such 
systems must provide “contextual reasoning for why certain cases are being flagged” (p. 78).  
 
Conclusion [design: level 1 head] 
The issues and risks identified in this article demonstrate the need for greater public deliberations 
about the use of predictive analytics in child welfare, particularly now that these systems are 
being introduced. This should happen sooner rather than later, before government bodies become 
technologically locked in to private companies through contractual arrangements and 
technological momentum makes it difficult to change a system (McQuillan, 2017). This article 
has summarized a number of concerns and risks that were identified through child welfare case 
studies and a literature review conducted as part of Data Justice Lab research. These concerns 
and risks relate to 1) lack of transparency; 2) bias; 3) accuracy and reliability 4) stigmatization, 
and 5) the limits of the data. When predictive analytics systems are being considered for social 
services there needs to be greater public consultation before implementation, which includes the 
option of the public deciding “no-go” areas. Since identified risks have the potential to 
disproportionately harm already marginalized communities and may further reinforce inequality, 
particular effort is needed to engage those who stand to be most affected. Often these systems are 
well intentioned and implemented by those trying to do more with less. Irrespective of good 
intentions, there is a danger that the risks and unintentional harms that can be caused by these 
systems are being dismissed or ignored as more and more public bodies introduce them. This is 
not in anyone’s interest. The potential problems and risks embedded in these systems, as 
identified in this article, make clear that critique and dissent, particularly from those affected by 
these systems as well as practitioners, must be encouraged. Public administrators need to be 
more transparent about the range of risks that come with these systems. Ethical considerations 
should be publicly deliberated. Input from those affected by these systems, including 
practitioners such as social workers, should be part of systems of oversight. 
 
At a social level, it is necessary to be cognizant of the kind of society and future being created 
through the use of new data systems in public services. Public bodies are building vast and 
interlinked datasets about the people who rely on public services and then subjecting those 
whose data are automated and held by these systems to algorithmically informed decision-
making (Eubanks, 2018). The over-representation of poor populations in these systems suggests 
we are moving to a society where the poor are always under suspicion. Discourses and belief 
systems that there can be simple technocratic solutions to complex social problems can be highly 
influential (Gillingham, 2018; Morozov, 2013). Such techno-solutionism can direct attention 
away from the larger political and economic forces leading to family breakdown.  
 
The fact that all of this is already happening puts societies at risk of normalizing datafied 
practices before there has been a chance for debate (McQuillan, 2017). As argued by Dan 
McQuillan, addressing these imbalances “requires something radically democratic” (2017: p 7). 
Dillon Reisman, Jason Schultz, Kate Crawford, and Meredith Whittaker (2018) recommend a 
range of due-process infrastructures to govern predictive analytics systems. Cathy O’Neil (2016) 
argues that accountability should extend across the life cycle of projects and involve auditing the 
integrity of the data; the terms being used and the definition of success; the accuracy of models, 
with particular attention to who they fail; the long-term effects of the algorithms being used; and 
finally, the feedback loops being created through new big data applications. Others suggest 
changes to governance structures, such as the implementation of people’s councils (McQuillan, 
2017) and national algorithm safety boards (Schneiderman, 2016). Common among all of these 
suggested approaches is that the solution must be more than technical and involve recognizing 
that challenging the risks that come with datafied systems must be tied to efforts to advance 
social justice (Dencik et al., 2016). 
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