ABSTRACT
only look at speed as an incentive to change lane. Gipps [8] was one of the first to formulate 13 a model for lane changes that was intended to be integrated with a car-following model. Many 14 lane change models since then make a distinction between mandatory and discretionary lane 15 changes. A problem with these models is that there is no trade-off between them. Toledo et al. 16 [9] recognized this and formulated a lane change model with incentives combined. 17
For most lane change models it holds that gap-acceptance is either a simple function of 18 distance and speed difference, or is based on a car-following model to determine resulting 19 deceleration. The first class of gap-acceptance models fails to include car-following dynamics 20 while for the latter class it is assumed that drivers accept smaller gaps through a larger acceptable 21 deceleration. However, in reality, drivers will mostly apply small decelerations and will accept 22 smaller time headways for some time, as is shown empirically for merging traffic [10] . but still important goal is to resemble traffic dynamics including the onset and progression of 35 congestion. For this we include relaxation and synchronization into our model. A final 36 requirement is that it should be possible to calibrate the model. For this the complexity and 37 number of parameters should be limited. To our knowledge, there is no lane change model that 38 fulfills these requirements. 39
In this paper, we introduce the Lane change Model with Relaxation and Synchronization 40 (LMRS) that includes both mentioned phenomena. We will discuss the integration with a car-41 following model using an adapted version of the Intelligent Driver Model (IDM) [5] . LMRS can 42 be used with any car-following model that calculates vehicle acceleration. In this paper we 43 assume some parameters to be part of the car-following model, but this is not a strict 44 requirement. 
The anticipated speed on lane k is given by: • A full desire is experienced for a speed gain of v gain 24
• Desire is linearly related to speed gain 25
• Drivers ignore a possible speed gain towards the right lane at high speeds (v ant > v crit ) 26
• Desire to change lane is reduced while accelerating 27 28
For the latter assumption we introduce a gain as a reduction factor on desire. It is defined as: 29 30
where a is the maximum acceleration from the car-following model. We also have ∆ s which 33 defines whether a lane change is possible and allowed (∆ s = 1) or not (∆ s = 0 
where i-1 and i+1 are the left and right adjacent lanes respectively. Note that a speed loss is 3 always considered towards the right lane to be balanced with other incentives. 4
As the speed incentive is based on anticipation speed, it is also based on adjacent vehicles
In case these vehicles lower the anticipation speed, a driver may be triggered 6 to perform a courtesy lane change. These are lane changes that are performed to create a gap for 7
another vehicle. 8
Route Incentive 9
If the current lane will not allow a route to be followed, lane change desire arises. This may be 10 because the lane ends or because the lane will turn into another direction. For these situations we 11 make the following assumptions: 12 13
• At relatively high speeds, the remaining time per required lane change determines desire. 14 This is different from existing models such as Gipps [8] 
where ∆ r = 1 indicates that the route can still be followed on the target lane. 5 6 A simple incentive in accordance with the 'keep right if possible' traffic rule that is implemented 7 in many models is a constant bias to the right lane, such as for example in MOBIL [6] . Indeed 8 drivers will be inclined to change to the right. However, the phrase 'if possible' is stretched if 9 drivers are forced to drive somewhat slower than their desired speed. In fact, the slugs and 10 rabbits theory of Daganzo [20] 2 We have presented how the lane change model determines desire to change lane. In this section 3 we will discuss the integration with a car-following model related to gap-acceptance and 4 relaxation, gap-creation and synchronization and we will discuss the used car-following model. 5 
Keep-right Incentive
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INTEGRATION WITH A CAR-FOLLOWING MODEL

Gap-acceptance and relaxation
If an adjacent leader wishes to change lane with a desire above the cooperation threshold, a gap 6 will be created. Gap creation is very similar to synchronization and we again apply the car-7
following model with a limited deceleration as in equation (15). 8
Used car-following model 9 We will use a slightly adapted version of the Intelligent Driver Model (IDM) by Treiber et al. 10 [5]. The acceleration is calculated with 11 12 8 We apply the LMRS in combination with the IDM+. The full model has 20 parameters which are 9 too many to calibrate as this will take very long and because a solution will be difficult to find as 10 there are many degrees of freedom. We alleviate this problem in two ways. Not all parameters 11 will be calibrated as some are fairly well known. Two parameters, d sync and d coop , will be related 12 to d free , reducing the number of parameters pertaining to lane changes from 9 to 7. Second, two 13 calibration scenarios will be used. In the first scenario the model will be calibrated to free flow 14 conditions, calibrating parameters that can be determined in free flow. In the second scenario the 15 model will be calibrated to congested conditions, calibrating the remaining parameters. This 16 approach follows the reasoning as presented by Ossen et al. [22] . The benefits of this approach 17 are that each iteration of the calibration procedure involves less model runs, the calibration will 18 converge in less iterations and the short duration of free flow runs. 19 An overview of all model parameters is given in 
Calibration Setup
where t = 1 … H is the considered time period, n = 1 … N are the considered detectors, q is a 1-7 minute flow count, v is the arithmetic mean speed of all vehicles within a minute and m is the 8 number of deleted vehicles in simulation. The first part of equation (19) is the root mean squared 9 error (RMSE) of hourly flow (as H = 60) of all detectors. The second part of equation (19) is the 10 RMSE of the harmonic mean of speed measurements. We include the RMSE relating to speed 11 with a factor of 25 meaning that an error of 25 veh/h is equal to an error of 1 km/h. Finally we 12 include the number of deleted vehicles as, depending on the parameter values, drivers in the 13 model may not be able to change lane before they have to. This is included to keep the number of 14 deleted vehicles small. 15
For the congestion scenario we will use: 16 17 ( )
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which is similar to (19). Minute measurements are however not aggregated in order to capture 20 the dynamics of congestion. For an equal comparison between flow and speed, the minute flows 21 are calculated to hourly flows. 22
To find the optimal parameter values, we will use the calibration algorithm as presented 23 below. We start with a large search space which is incrementally reduced in the second step. As 24 soon as the search space is smaller than 0.1% of the parameter values, the algorithm stops. This 25 method is unable to change the sign of a parameter, which is not a problem for our parameters. with different random seeds. A higher number of runs would give more certainty, but would also 1 increase running times. Each simulation starts 10 minutes before the applicable period in order to 2 fill the network. 3 4 We calibrate our model using detector data on a section of the A20 freeway near Rotterdam in 5 the Netherlands as in figure 2. The speed limit is 120 km/h. This section has a few on-and off-6 ramps and a lane drop, furthermore it has closely spaced detectors (300-500m). This data is to 7 widely spaced to detect actual lane changes. However, the main purpose of our model is to 8 accurately represent lane distributions, lane specific speeds and the onset and progression of 9 congestion. These phenomena can be found in detector data, and the calibration is successful if 10 these characteristics can be reproduced in simulation. were very similar at 11.0% and 10.6% respectively. 23 Inflow into our model is based on detector data aggregated over one minute. During each 24 minute, the vehicles are uniformly distributed. The number of vehicles to be generated on the on-25 ramps has been determined by subtracting the downstream flow from the upstream flow. This 26 method may result in negative flows, which are solved by moving some vehicles earlier in time 27
Calibration and Validation Data
as this maintains the peaks in traffic demand. 28
Detector data was also used to estimate an origin-destination pattern, assuming a constant 29 pattern over the simulated period. For each off-ramp, split fractions were determined. These were 30 then used to assign probabilities of traffic from each origin towards the destinations taking 31 consecutive split fractions into account. As the gas station is rather close to the beginning of the 32 network, traffic towards the gas-station is only generated on the right and middle lane. Trucks 33 are only generated on the right lane and on-ramps. The percentage of trucks was estimated using 34 class specific traffic counts on the A20 upstream of our network. These traffic counts were 35 aggregated per month, but separated per weekday. 36
Only detectors from x = 1400 till x = 7400 are considered for the error measure to allow 37 traffic to settle and as downstream of on-ramp Moordrecht speeds may be influenced by a 38 narrow bridge and road curvature. 39
Results
1
In The results of the congestion scenario are presented in space-time-speed plots as these 35 allow for good recognition of congestion patterns. These figures were created using the Adaptive 36
Smoothing Method [24] . In figure 4 we can see that the calibration runs are able to produce 37 comparable congestion with reality. There are however differences between congestion patterns, 38
showing the influence of stochastic input. Similar plots were created for the validation day. 39
Although there was mild congestion in reality, none of the 5 model runs showed congestion, 40 although there are a lot of drops in speed, none of which actually trigger congestion. These drops 41 in speed indicate that congestion could arise with only little changes in input or parameter values. 42 Traffic demand in the congestion scenario differs by only 1.2% between both days, but 8 still the underlying demand pattern can strongly influence the amount of congestion. 9
Remarkably, the error value is smaller on the validation day even though the fit appears worse 10 than the calibration, as the validation runs produce no congestion. In general we consider that the 11 model is able to show a good fit to data. Validation results are reasonable given the large 12 stochastic influence of driver behavior. 13 The model has been calibrated and validated in both free flow and congested traffic 1 conditions. In free flow, we get a good fit to lane distributions for different levels of density on a 2 particular cross-section of the road. Speeds on the different lanes for different levels of density 3 are also realistic. The fit in congestion is less clear as this highly depends on the stochastic input. 4 For some runs we however find good fit on the location and moment of breakdown and the 5 following progression of congestion. A sensitivity analysis shows that the approach of two 6 calibration scenarios is appropriate. 7
The model is able to represent lane changing behavior with a set of 7 parameters that all 8 have a physical and intuitive meaning. The model has been calibrated and validated to a section 9 on the A20 highway. 
