Type checking extracted methods by Fu, Yuquan & Tobin-Hochstadt, Sam
Type checking extracted methods
YUQUAN FU, Indiana University
SAM TOBIN-HOCHSTADT, Indiana University
Many object-oriented dynamic languages allow programmers to extract methods from objects and treat them
as functions. This allows for flexible programming patterns, but presents challenges for type systems. In
particular, a simple treatment of method extraction would require methods to be contravariant in the reciever
type, making overriding all-but-impossible.
We present a detailed investigation of this problem, as well as an implemented and evaluated solution. We
show how existing gradual type systems such as TypeScript and Flow are unsound in the presence of method
extraction. Working in the context of Racket, whose structure system includes a low-level form of methods,
we show how to combine two existing type system features—existential types and occurrence typing–to
produce a sound approach to typing method extraction. Our design is proved sound, has been implemented
and shipped in Typed Racket, and works for existing Racket programs using these features.
1 METHODS AS VALUES
On his next walk with Qc Na, Anton attempted to impress his master by saying
“Master, I have diligently studied the matter, and now understand that objects are
truly a poor man’s closures.” Qc Na responded by hitting Anton with his stick,
saying “When will you learn? Closures are a poor man’s object.” At that moment,
Anton became enlightened. [3]
The relationship between objects with methods and functions is fundamental to understanding
object-oriented programming and languages. In some languages, such as SmallTalk, “everything
is an object”, and there is no way to interact with a method except by sending the appropriate
message to the object. But in languages ranging from JavaScript to Python to PHP to Racket, it is
possible to extract the function corresponding to a method from its containing object and call it.
Similarly, whether attempting to understand the foundations of object-oriented languages or
to implement them on a low-level platform, a standard move [9] is to encode objects as records
of functions, with message send becoming record selection followed by function call. Thus the
necessity of considering methods indepdently of their containing object arises here too.
The key challenge in all of these settings is the role of self, the receiver of the message. Once a
method is separated from its object, there is no longer an obvious receiver. This offers new flexibility
to programmers, but also the opportunity for error.
In the face of this challenge, languages supportingmethod extraction take two primary approaches.
First, systems such as Python avoid the problem entirely by closing extracted methods over the
object they are extracted from. This ensures that flexibility is not misused by eliminating it entirely.
The alternative approach, seen in languages such as JavaScript where object-orientation is built
upon records, allows programmers to pick arbitrary objects to stand in as the receiver. This flexibility
enables new patterns but also makes reasoning about the correctness of programs more challenging
and opens up the possibility of hard-to-understand errors.
The challenges of method extraction multiply when combined with type checking, especially in
the setting of gradual type systems for existing languages. A naive approach to typing either violates
soundness or requires that methods be both co- and contra-variant in their receiver type, making
inheritance impossible. Unfortunately, systems such as TypeScript[6] and Flow [8] have chosen
unsoundness, opting to preserve the flexibility apparent without types over a correct approach to
the problem.
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We show that this limitation is not necessary, by presenting a system which supports method
extraction along with sound gradual typing. We work in the context of Typed Racket[10], a mature
gradual type system for Racket, an existing untyped language. Racket’s structure type properties
are the focus of our study—they are essentially a vtable-like mechanism for arbitrary records, and
building well-typed abstractions from them requires tackling precisely the key challenges posed by
method extraction. Structure type properties are also the implementation technology for Racket’s
system of generic methods, and Racket’s Java-like class system.
Our system allows programmers to control when an argument should have the type Self, and
when it does, then exactly the receiver—that is, the object the method was extracted from—must be
supplied in that position. This restriction is the only sound one compatible with both subtyping and
inheritance. We show that this restriction is naturally expressed using a combination of existential
types and Typed Racket’s support for occurrence typing. Occurrence typing was originally developed
to model predicate tests; here it find unrelated by compelling use in recording the identity of the
receiver.
The resulting system is capable of working with existing idiomatic use of Racket’s structure
properties, which we validate by implementing the system in Typed Racket and releasing it to
all Typed Racket users. Typed Racket had previously and unsoundly accepted uses of structure
type properties with no checking whatsoever; with our new implementation virtually all of these
unchecked uses simply worked correctly and the remaining cases were both unrelated to our work
and easily fixed.
We begin our presentation in Section 2 by outlining current approaches to method extraction in
gradually-typed languages, focusing on JavaScript where the issue is clearest. This both demon-
strates the problem and the inadequcay of current solutions. In Section 3 we describe Racket’s
structure type property system, and how the problem of method extraction re-occurs in this setting.
Section 4 presents our approach at a high level, focusing on examples. We then present a formal
model of our approach, extending existing models of Typed Racket, which we prove type sound.
Section 7 describes our implementation, including how we dynamically enforce the new types
we have added, as required for gradual typing. We then discuss the practical experience gained
by applying our system, now released in the current version of Racket, to existing Typed Racket
programs. Finally, we compare with related approaches and conclude.
2 THE CURRENT STATE OF THE ART
Numerous dynamic languages both support method extraction and have recently developed gradual
type systems, among them JavaScript, Python, PHP, and Ruby. With the exception of Python,
discussed below, all of them fail to soundly enforce the type system in the presence of extracted
methods.
Since JavaScript is the language with both the most mature type systems and the simplest model
of objects as records with functions as members, we present the issues in that context, followed by
a discussion of other languages.
2.1 Unsound method extraction in JavaScript
We begin with the key issue—the type of self or this for extracted methods in the presence of
inheritance. Consider the program in Figure 1, which uses the Flow syntax for type annotations.
In this program, we have two classes, one for two-dimensional coordinates and an extension for
three dimensions. Each defines a simple constructor that initializes its fields and a norm method
that computes the distance to the origin.
We then construct an instance of each, extract the norm method from the 3d point, and use it
with the 2d point as this by using JavaScript’s .call() method on functions.
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class Position2D {
x : number; y : number;
constructor(x : number, y : number) {
this.x = x; this.y = y;
}
norm() {
return Math.sqrt(this.x * this.x + this.y * this.y);
}
}
class Position3D extends Position2D{
z : number;
constructor(x : number, y : number, z : number) {
super(x, y); this.z = z;
}
norm() : number {
return Math.sqrt(this.x * this.x + this.y * this.y + this.z * this.z);
}
}
var p1 = new Position2D(3, 4);
var p2 = new Position3D(3, 4, 12);
var norm_m = p2.norm;
norm_m.call(p1);
Fig. 1. Unsound Method Extraction in Flow
We would hope that the Flow type checker would reject the program, since norm_m is the
extracted method norm of class Position3D and only works if the reciever is an instance of
Position3D or a subtype. However, the type checker reports no errors. When we run the program,
the p1 is used as this in the method Position3D ’s norm and hence this.z evaluates to
undefined . Because of JavaScript’s type coericion for arithmetic operations, this produces NaN
rather than an error, but is straightforwardly unsound.
The fundamental issue is that Flow allows any value as the first argument to norm_m.call ,
regardless of the connection to Position3D . This preserves maximum flexibility, but will not do
for a sound type system.
Let’s now consider the other major type system for JavaScript, TypeScript. In TypeScript, the
program in Figure 1 is rejected, since p1 is not an instance of Position3D .
However, we’re not safe and sound yet. Let’s translate our Flow example to TypeScript, and
explicitly type the this parameter for our norm methods.
class Position2D {
/* .... */
norm(this : this) {
return Math.sqrt(this.x * this.x + this.y * this.y);
}
}
class Position3D extends Position2D{
/* .... */
norm(this : this) : number{
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return Math.sqrt(this.x * this.x + this.y * this.y + this.z * this.z);
}
}
var p1 = new Position2D(3, 4);
var p2 : Position2D /* HERE */ = new Position3D(3, 4, 12);
var norm_m = p2.norm;
norm_m.call(p1);
The key addition is the type annotation marked HERE—we’ve given p2 a more general type. This
example now passes the typechecker. Typescript’s extracted methods accept a value of any subtype
of the current class for this , and the type of p2 when norm is extracted is Position2D .
More generally, method overriding is sound when arguments vary contravariantly in the subclass.
Of course, the type of this varies covariantly in subclasses—that’s what it means to subclass. But
method extraction makes the this parameter into an argument, producing a contradiction that
leads to unsoundness if not addressed.
2.2 A view to solutions
Other dynamic languages with gradual type systems face versions of this problem, and have
addressed it in different ways. Hack [2], a typed version of PHP, has evolved into a new language
and dispensed with method extraction. Sorbet [4], for Ruby, seems to have a similar approach to
Flow.
However, two other systems take a different tack. Java, when using reflection to extract a method,
the resulting value tracks the runtime class it was extracted from, and requires an instance of that
class to be supplied at invocation time. Python, when extracting a method, closes the method over
the object it is extracted from, instead of allowing it to be supplied later.
The key similarity behind these two seemingly-distinct approaches is ensuring at runtime a
concordance between the object extracted from, and the value eventually supplied. But in a gradual
setting, where the runtime semantics is already fixed, a difference approach to the same requirement
is needed. As we will see, an appropriate static type system can preserve soundness while keeping
the original runtime behavior.
3 STRUCTURES AND STRUCTURE TYPE PROPERTIES
Having seen the challenge of method extraction, we now turn to our setting—Racket structures
and structure type properties, and how they face all of the challenges of method extraction in a
way that requires a full solution.
Racket’s structures are records with named fields and inheritance defined with the
struct form:
(struct student [name id])
(define stu1 (name "Dave" 200001))
(printf "the student's name is ~a and their id is ~a"
(student-name stu1) (student-id stu1))
(student? stu1)
As shown in the code above, the struct form also introduces at least the following names to the
current scope:
‚ a constructor procedure to create an instance of the stucture type with a value for each field
defined in it;
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‚ a predicate procedure to check if an arbitrary value is an instance of the structure type,
producing a boolean;
‚ field accessor procedures that takes an instance of the structure type and produce the field
value.
Structure definitions can also inherit from other structure types; doing so means that new fields
are additive and that instances of the structure subtype are treated as instances of the supertype.
Structure also support structure type properties, a per-type map of property keys to arbitrary
values.
(struct position [x y]
#:property prop:how-big 2
#:property prop:custom-write
(lambda (self) (printf "x is ~a and y is ~a~n" (position-x self) (position-y self))))
The position structure has two structure type properties: prop:how-big , whose value is 2 ,
and prop:custom-write . The value supplied for prop:custom-write is a function whose first
argument is expected to an instance of the structure type.1
Aswith structures, structure type properties defined by a collection of generated functions and val-
ues specific to that property. These values are created by the function make-struct-type-property ,
which takes a symbol naming the property and returns three values: a property descriptor to be
used in a struct definition, as well as a predicate procedure and an accessor procedure:
(define-values (prop:custom-write custom-write? custom-write-accessor)
(make-struct-type-property 'custom-write))
The predicate procedure returns true if the argument is an instance of any structure type with the
corresponding property attached. The accessor procedure extracts the property value paired with
the property descriptor of a structure type from its instance, raising an error for values that don’t
have the relevant property.
The design of structure type properties makes them similar to Java static fields: there is a single
value per-type but that value is accessible from individual instances. The key distinction is that
access to structure type properties is mediated by values that serve as capabilities: the accessor and
property descriptor.
Structure type properties allows defining extensible abstractions, such as the following customiz-
able printer:
(define (print-value v)
(if (custom-write? v)
((custom-write-accessor v) v)
(printf "unknown value")))
First, the print-value functions check if the input v has a value for the custom-write
property, using the corresponding predicate. If so, that property value is extracted from v with the
appropriate accessor and used to print the value, by passing v to the custom printing function.
This example demonstrates one common pattern usedwith structure type properties: the property
serves as a single-entry vtable, and an abstraction around the property defines a generic function
which supplies the appropriate self value.
1The actual custom-write property in Racket is somewhat more complex, in ways that are not relevant to our
discussion.
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Modular encapsulation allows the use of custom-write-accessor to be limited to just the
print-value function, ensuring that the value supplied in the struct definition is not misused,
perhaps by passing some other value as the input.
4 TYPES FOR STRUCTURE TYPE PROPERTIES
With an understand of structures and properties in Racket in hand, we now describe our approach
for typing these features, including the key issue of what the legal arguments to the function
attached to the custom-write property are.
4.1 Declaring typed structure properties
Consider the typed version of structure defintion shown previously, in Typed Racket syntax,
given in Figure 2. This definition follows the similar one in untyped Racket closely, with type
annotations in three places: on the two fields, x and y , and on the argument to the custom printer,
which takes a position , as expected.
In order for this to work, the structure type property descriptors must come equipped with types;
for example (Struct-Property Number) for prop:how-big , using a new unary type con-
structor Struct-Property . But for structure type properties like prop:custom-write , the type
is less obvious. Obviously it cannot already have the type (Struct-Property (-> position Void)) ,
since this is the initial definition of position . And yet, in the body self must be of type
position , since it must be a suitable input to position-x .
Our solution is a new built-in type Self , denoting the type of the structure that the property
declaration is embedded in, position . Thus the type of prop:custom-write can be expressed
as
(Struct-Property (-> Self Void))
To typecheck the declaration in Figure 2, the typechecker simply substitutes the actual structure
type, position , for Self .
4.2 Type refinement with predicates
The next challenge is the definiton of print-value . First, what should the domain of the
custom-write-accessor function be? It must be restricted in some way, yet open to further
extension. We represent this with a new type constructor, dubbed Has-Struct-Property , which
allows the domain to be (Has-Struct-Property prop:custom-write) .
The next challenge is that the print-value is intended to work on all inputs, not just those
with the property set—that’s why it has a predicate test at all. Fortunately, Typed Racket comes
with a pre-existing solution to this problem: occurrence typing [10, 11]. This is an approach that
(struct position ([x : Number] [y : Number])
#:property prop:how-big 10
#:property prop:custom-write
(lambda ([self : position])
(printf "x is ~a and y is ~a~n" (position-x self) (position-y self))))
Fig. 2. Structure Position
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enables the type system to obtain type information about its argument from a predicate procedure
and then propagate that information to branches of control flow. For example,
(if (number? v)
v
17)
Initially, v has the type Any , just as the paramter to print-value does. Occurrence typing
refines v to the type Number then branch, which is the logical corollary of (number? v)
evaluating to #t . This is expressed by giving the number? predicate the type
(-> Any Boolean : Number)
The last part is a latent proposition that the input must be a number if the function produces a true
value.
Similarly, we can give custom-write? the type
(-> Any Boolean : (Has-Struct-Property prop:custom-write))
allowing the print-value function to type check.
4.3 Structure type property access is method extraction
We now turn to the result of (custom-write-accessor v) , which is precisely an extracted
method. Based on the type of the function associated with the property in Figure 2, the result
should have type (-> Self Void) . Furthermore, to make the outer application type check, v
must then have type Self .
Let us consider a few possible options. One obvious choice is to replace Self with (Has-Struct-Property prop:custom-write ).
Then the entirety of print-value will type check. Unfortunately, this is not sound—it’s the same
problem that we saw for TypeScript. Any other value with the correct property would then be
allowed instead of v , even one that was not an instance of position .
Instead, we turn to existential types. We existentially quantify over Self , allowing only values
that we know to be appropriate as an argument to the extracted method.
However, existential types are not enough by themselves. If we gave the extracted method the
type (Some (Self) (-> Self Void)) , our system would be sound, but our method would be
impossible to apply!
One possible strategy is to change the semantics of structure type property access. An accessor
could produce a package of both the reciever value and the extracted property value, with an
existential type connecting the two. Then the type of custom-write-accessor is
(: custom-write-accessor
(-> (Has-Struct-Property prop:custom-write)
(Some (X) (Pairof X (X -> Void))))
and adding an unpacking operation to the language for existential types: (let-unpack ([(X x) e]) b)
where e has type (Some (X) S) . For method extraction, x has a pair of the unpacked instance
and an extracted function. The function call in print-value would become
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(let-unpack ([(X (new-v meth)) (custom-write-accessor v)])
(meth new-v))
However, this would require invasive changes to Racket’s runtime system as well as backwards-
incompatible changes to all existing uses of structure type properties— the opposite of the goals of
gradual type systems such as Typed Racket.
4.4 Combining Existential types and Occurrence Typing
To solve this problem, we extend the existential type approach in two ways. First, we automatically
and implicitly unpack the existential at the point where the custom-write-accessor function is
applied. Second, we use Typed Racket’s support for refinement types to refine the type of v to be
Self .
We have already seen refinement type earlier for number? or custom-write? , but here instead
of refining the based on a predicate, we refine the type of the argument to the accessor function to
have the type of the existentially-quantified variable.
The resuling type is as follows.
(: custom-write-accessor
(Some (X) (-> (Has-Struct-Property prop:custom-write)
(X -> Void) : X)))
unlike the pure existential typing solution, the type signature above has an existential quantifier
ranging over the whole function type. This is because X also has to appear in the proposition,
stating that after we’ve applied the function, we know that the input has type X .
By putting all the types above together, we can give types to the generated structure type
property descriptor, predicate procedure, and accessor procedure when creating a new structure
type property: Furthermore, these types now allow us to typecheck the print-value function,
(: prop:custom-write (Struct-Property (-> Self Void))
(: custom-write?
(-> Any Boolean
: (Has-Struct-Property prop:custom-write)))
(: custom-write-accessor
(Some (X) (-> (Has-Struct-Property prop:custom-write)
(-> X Void) : X)))
(define-values
(prop:custom-write custom-write? custom-write-accessor)
(make-struct-type-property custom-write))
Listing 1. Types and definitions of prop:custom-write, its predicate, and accessor
exactly as originally written.
5 FORMAL MODEL
Our calculus 𝜆𝑒𝑡𝑟 extends the 𝜆𝑇𝑅[11], the formal model of Typed Racket. Since most rules of
all judgments and relations in 𝜆𝑒𝑡𝑟 are the same as in 𝜆𝑇𝑅 , we will only show extensions to all
judgments, except for the syntax (Figure 3), where new forms are highlighted. See Appendix A for
the full definition.
The fundemental judgment of our type system is:
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Γ $ 𝑒 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q
It states in the type enviroment Γ four properties of the expression 𝑒
‚ 𝑒 has the type 𝜏
‚ if 𝑒 evalutes to a non-false value, the true proposition𝜓` holds
‚ Otherwise, the false proposition𝜓` holds.
‚ If 𝑜 is not null, it references to a value that equals to evaluating 𝑒 in the runtime enviroment.
5.1 Syntax
The syntax of terms, values, types, propositions, objects, enviroments are given in Figure 3.
Expresssions. Our system supports conditionals, let-binding, numeric and boolean constants,
abstraction with a typed parameter, application, pairs and field accesses to them as well as primitive
operations. let-struct creates a structure with specified name 𝑠𝑛, a field type 𝜏 , a collection of
structure type property names and their value expressions ÝÝÑ𝑠𝑝 𝑒 , and it binds three identifiers to
a structure constructor procedure, a structure predicate procedure and a structure field accessor
procedure for use in the body 𝑒 . let-struct-property creates a structure type property that is
named 𝑥 and has a value type 𝜏 , and it also introduces three identifiers to the body 𝑒: a property
descriptor, a predicate and an accessor procedure for the property. Note that in our system, neither
of let-struct and let-struct-property are generative, i.e. it is not allowed to create structures
or structure type properties with used names via those two bindings.
Values. Besides the values seen in 𝜆𝑇𝑅 , we also added structure instances, structure type property
descriptors and their companion procedures. 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣q describes that an instance is created
from a structure named 𝑠𝑛, its field is 𝑣 of type 𝜏 , and it also inherits a collection of property names
and property values from the structure. The constructor procedure 𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑠𝑝 𝑣q is used to create
an instance for a structure named 𝑠𝑛, which has field of type 𝜏 and a collection of property names
and property values. The predciate procedure 𝑝𝑟𝑒𝑑p𝑠𝑛q is used to tell if a value is an instance of
structure 𝑠𝑛. The field accessor procedure obtains the field value of an instance of structure 𝑠𝑛.
Types. The system supports the supertype of all types, the𝑇𝑜𝑝 type. N is the type of all numberic
expressions. true and false are the types of all expressions that evaluates to true and false respectively.
𝜏ˆ𝜏 describes a pair type. The untagged union type pŤ ®𝜏q is a supertype of its component. For
convenience, the boolean type B is the abbrevation of pŤ TFq. To simplify our exposition, structures
in our system have only one field. Structure types are written as 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q, where 𝑠𝑛 is the name, 𝜏
is the field’s type and ÝÑ𝑠𝑝 represents a collection of structure property names. Propp𝜏q is the type of
a structure type property descriptor, and 𝜏 specifies the type of expecting property values supplied
in a structure’s definition. Type Has-Proppspq stands for a collection of structure types attached
with the property sp. Self, only used in Propp𝜏q, denotes the receiver type. An existential function
type is a normal function type 𝑥 :𝜏 Ñ 𝑅 ranged over by an existential quantifier. When it isn’t
referenced, the existential function type can be seen as the normal counterpart. In our system, an
existentially functional value doesn’t require explicitly unpacking.
Propositions. Propositions, borrowed from propositional logic, are key components of our system.
TT is the trivial proposition and FF the absurd proposition. The atomic proposition states whether
a symbolic object has the type 𝜏 . The two operations for compound propositions^and_are for
conjunction and disjunction of propositions respectively.
Our system uses fields to access pair-encoding structural values. Symbolic objects denotes
portion of runtime-environment.
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𝑜𝑝 ::“ not | add1 | nat? | ... Primitive Ops
𝑒 ::“ Expressions
| 𝑥 | 𝑠𝑛 | 𝑠𝑝 variable
| 𝑛 | true | false | 𝑜𝑝 base values
| 𝜆𝑥 :𝜏 .𝑒 | p𝑒 𝑒q abstraction, application
| pif 𝑒 𝑒 𝑒q conditional
| plet p𝑥 𝑒q 𝑒q local binding
| plet-struct pp𝑥 𝑥 𝑥q p𝑠𝑛 𝜏 ÝÝÝÑp𝑠𝑝 𝑒qqq 𝑒q structure binding
| plet-struct-property pp𝑠𝑝 𝑥 𝑥q p𝑥 𝜏qqq 𝑒q structure property binding
| pcons 𝑒 𝑒q pair construction
| pfst 𝑒q | psnd 𝑒q field access
𝑣 ::“ Values
| 𝑛 | true | false | 𝑜𝑝 base values
| x𝑣, 𝑣y | r𝜌, 𝜆𝑥 :𝜏 .𝑒s pair, closure
| 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣q structure instance
| 𝑝𝑑p𝑥q structure property descriptor
| 𝑠𝑜 struct related operations
𝑠𝑜 :“ Struct-Related-Operations
| 𝑐𝑡𝑜𝑟p𝑥, 𝜏, ÝÝÑ𝑠𝑝 𝑣q | 𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq | 𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq ops for structure instance
| 𝑝-𝑝𝑟𝑒𝑑p𝑠𝑝q | 𝑝-𝑎𝑐𝑐p𝑠𝑝, 𝜏q ops for structure properties
𝜏, 𝜎 ::“ Types
| J universal type
| N | T | F | 𝜏ˆ𝜏 basic types
| pŤ ®𝜏q untagged union type
| 𝑥p𝜏,ÝÑ𝑠𝑝q struct type
| Propp𝜏q struct property type
| Has-Proppspq has struct property type
| Self the receiver type
| 𝑋 type variable
| D𝑋 .𝑥 :𝜏 Ñ 𝑅 existential function type
𝜓 ::“ Propositions
| TT | FF trivial/absurd prop
| 𝑜 P 𝜏 | 𝑜 R 𝜏 | 𝑋 atomic prop
| 𝜓^𝜓 | 𝜓_𝜓 compound props
𝜑 ::“ fst | snd Fields
𝑜 ::“ Symbolic Objects
| 0 null object
| 𝑥 variable reference
| p®𝜑 𝑜q object field reference
𝑅 ::“ p𝜏 ; 𝜓 |𝜓 ; 𝑜q type-result
Γ ::“ ÝÑ𝜓 Environments
𝜌 ::“ ÝÝÝÑ𝑥 ÞÑ 𝑣 Runtime Environments
Fig. 3. 𝜆𝐸𝑇𝑅 Syntax
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The type environments are extensions to standard type enviroments, including all propostions
besides variables’ type information.
The runtime environments are standard mappings between variables and their closed runtime
values.
5.2 Typing Rules
Base Values. T-Nat shows any natural number has type N, and since an N is a non-false value,
its true proposition is TT with the false proposition being FF. Rules for other non-false values such
as T-True follow a similar specification, while T-False is different. The value is false, therefore
its proposistions are the opposite of those of non-false values. T-Prim assign function types to
primitives by refering to metafunction Δ described in Figure 21. Since there is no object referencing
the portion of the runtime environment, the object parts of those rules are 0.
Variable. T-Var assigns type 𝜏 to variable x if the proof system can show that x has type 𝜏 . The
true and false propositions reflect the two groups of values x refers to in the runtime environment:
non-false values and false. The object part follows the definition of the judgment.
Abstraction. T-Abs first checks if the body of the expression has type result 𝑅 in the typing
enviroment extended with the bound variable x of type 𝜏 . 𝑅 consists of 4 parts: the return type 𝜏 ,
the true proposition𝜓` which reveals type information about the bounded variable 𝑥 when the
return value is non-false, the false proposition 𝜓` otherwise, and an symbolic object. Then the
lambda is assigned to type D𝑋 .𝑥 :𝜏 Ñ 𝑅. This rule also shows X might appear in 𝜏 and 𝑅.
Application. T-App handles function application. It checks if 𝑒1 is an existential function, extends
the enviroment with 𝜓1` to ensure the type of 𝑒2 is a subtype of the argument type of 𝑒1,. Then
before performing capture-avoid substitution of 𝑜2 for the occurrences of 𝑥 in the type result 𝑅,
it does automatic unpacking on the existential type, which is crucial to type checking method
extraction. Consider function application ((custom-write-accessor ins) ins) . The type of
custom-write-accessor is: D𝑋𝑠 .𝑥 :Has-Proppsptbq Ñ pp𝑥 :𝑋𝑠 Ñ 𝑉𝑜𝑖𝑑 ;𝜓` |𝜓´ ; 𝑜q; 𝑥 P 𝑋𝑠 |TT; 𝑜 1q
and ins has type: Has-Proppspcwq. (custom-write-accessor ins) extracts a method from
ins . The method’s type describes the argument the method extraction is the method receiver, i.e.
it has a unique type so that we cannot later apply any value of type Has-Proppspcwq other than
ins .
Conditionals. In T-IF, the condition expression 𝑒1 is first checked. If it is well typed, the resulting
true proposition and false proposition are used to extend the typing enviroment to ensure that
the two branch expressions 𝑒2 and 𝑒3 are also well typed respectively. The true proposition in the
final type result is a disjoint union of those from the type results of 𝑒2 and 𝑒3, and so is the false
proposition.
Local bindings. Our calculus has three typing rules to check three binding forms.
‚ T-Let first checks if 𝑒1 is well-typed, and assign the type of 𝑒1 to x.𝜓𝑥 accounts for one of the
following cases: if x refers to a non-false value, then𝜓` holds; Otherwise,𝜓´ holds. Then
the rule extends the typing enviroment with x’s type,𝜓𝑥 , the equivalence relation between
𝑜1 and x to ensure 𝑒2 is well typed. The final type result is that of 𝑒2 with substitution of 𝑜1
for 𝑥 .
‚ With expecting type 𝜏 , T-Let-Struct-Property created a named structure property 𝑥𝑝 along
with its property predicate and access procedure. The predicate procedure’s type is similar
to other type predicate’s: if the argument passes the predicate, it is of type Has-Proppxpq .
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T-Property-Descriptor
Γ $ 𝑝𝑑p𝑥𝑝q : pPropp𝜏q ; TT | FF ; 0q
T-Struct-Instance
Γ $ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
T-Struct-Related-Operations
Γ $ 𝑠𝑜 : pΔ𝑠p𝑠𝑜q ; TT | FF ; 0q
T-Let-Struct-Property
𝜏𝑝 “ Propp𝜏q
𝜏𝑝𝑟𝑒𝑑 “ 𝑥 :J Ñ pB ; 𝑥 P Has-Proppxpq | 𝑥 R Has-Proppxpq ; 0q
𝜏𝑎 “ D𝑋 .𝑥 :Has-Proppxpq Ñ p𝜏rSelf úùñ 𝑋 s ; 𝑥 P 𝑋 | TT ; 𝑜3q
Γ, 𝑠𝑝 P 𝜏𝑝 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝𝑟𝑒𝑑 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅
𝑋 # Γ 𝑋 # 𝜏
Γ $ plet-struct-property pp𝑠𝑝 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑥𝑝 𝜏qqq 𝑒q : 𝑅r𝑠𝑝 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s
T-Let-Struct ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑠𝑝 : pPropp𝜏pq ; TT | FF ; 0qÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑒𝑝 : p𝜏𝑝rSelf úùñ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝qs ; 𝜓` |𝜓´ ; 𝑜1q
𝜏𝑐 “ 𝑥 :𝜏 Ñ p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
𝜏𝑝 “ 𝑥 :J Ñ pB ; 𝑥 P 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q | 𝑥 R 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; 0q
𝜏𝑎 “ 𝑥 :𝑠𝑛p𝜏,ÝÑ𝑠𝑝q Ñ p𝜏 ; TT | FF ; 0q
Γ, 𝑥𝑐𝑡𝑜𝑟 P 𝜏𝑐 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅
Γ $ plet-struct pp𝑥𝑐𝑡𝑜𝑟 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑠𝑛 𝜏 ÝÝÝÝÑp𝑠𝑝 𝑒𝑝qqq 𝑒q : 𝑅r𝑥𝑐𝑡𝑜𝑟 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s
T-App
Γ $ 𝑒1 : pD𝑇𝑥 .𝑥 :𝜏 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 0q
Γ,𝜓1` $ 𝑒2 : p𝜎 ; 𝜓2` |𝜓 12´ ; 𝑜2q Γ $ 𝜎 ă: 𝜏
𝑇𝑥 # 𝜎 𝑇𝑥 #𝜓1`
Γ $ p𝑒1 𝑒2q : 𝑅r𝑥 𝜎úùñ 𝑜2s
Fig. 4. Typing Judgment
Δ𝑠p𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝qq “ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q
Δ𝑠p𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝qq “ 𝑥 :𝜏 Ñ p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
Δ𝑠p𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qqq “ 𝑥 :𝑠𝑛p𝜏,ÝÑ𝑠𝑝q Ñ p𝜏 ; TT | TT ; 0q
Δ𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qqq “ 𝑥 :J Ñ pB ; 𝑥 P 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q | 𝑥 R 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; 0q
Δ𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 qq “ 𝑥 :J Ñ pB ; 𝑥 P Has-Propppq | 𝑥 R Has-Propppq ; 0q
Δ𝑠p𝑝-𝑎𝑐𝑐p𝑠𝑝𝑖 , 𝜏qq “ D𝑋 .𝑥 :Has-Proppspiq Ñ p𝜏 ; 𝑥 P 𝑋 | TT ; 0q
Fig. 5. Types of operations on struct-related values
The accesor’s type is built on existential types. We use X as the receiver’s type. Typically, we
expect 𝜏 to be a function type, whose first argument is also of type X. Lastly, the rule assigns
these three types to three variables, and extend the typing enviroment to ensure the 𝑒2 is
well typed. The final type result has all the bindings erased.
‚ T-Let-Struct is similar to T-Let-Struct-Property. It creates a structure type with the
name, field type, and a collection of property names and value expressions. Then it checks
if the property names are well typed and the types of the property values are what the
properties expect with the receiver’s type substituted with the structure type. The types
of the constructor and field accessor procedure are straightforward: the former takes an
argument of the field type and returns an instance of the structure, whereas the latter does
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S-Fun
Γ $ 𝜏2 ă: 𝜏1 𝑋 # Γ
Γ, 𝑥 P 𝜏2 $ 𝑅1 ă: 𝑅2
Γ $ D𝑋 .𝑥 :𝜏1 Ñ 𝑅1 ă: D𝑋 .𝑥 :𝜏2 Ñ 𝑅2
S-Struct
Γ $ 𝑠𝑝 : pPropp𝜏q ; TT | FF ; 𝑜q
Γ $ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ă: Has-Proppspq
Fig. 6. Subtyping
L-Sub
Γ $ 𝑜 P 𝜎 Γ $ 𝜎 ă: 𝜏
Γ $ 𝑜 P 𝜏
L-Not
Γ, 𝑜 P 𝜏 $ FF
Γ $ 𝑜 R 𝜏
L-Bot
Γ $ 𝑜 P K
Γ $ 𝜓
L-Update+
Γ $ 𝑜 P 𝜏 Γ $ p®𝜑 𝑜q P 𝜎
Γ $ 𝑜 P update`Γ p𝜏, ®𝜑, 𝜎q
L-Update–
Γ $ 𝑜 P 𝜏 Γ $ p®𝜑 𝑜q R 𝜎
Γ $ 𝑜 P update´Γ p𝜏, ®𝜑, 𝜎q
Fig. 7. Proof system
the opposite. The predicate procedure’s type is no different from other type predicates’ except
for the specific type in the latent propositions.
Pairs. T-Cons introduces a pair type by ensuring its two components are well typed. T-Fst and
T-Snd eliminate a pair type. If an argument is a pair, they include the first and second argument type
in their the final type results respectively in addition to prepending an extra path to the symbolic
object in the type result of the argument.
Subsumption and subtyping. T-Subsume lifts the type result of an expression to larger one through
subtyping rules, which are defined in the usual manner. Our extenstion adds two new rules: 1.
S-Fun arranges the argument types and type results in existential functions the same way as those
in normal functions as long as the type variable appear in the same place 2. S-Struct describes a
structure type is a subtype of each of well-typed properties attached.
5.3 Proof system
The figure 7 describes the logic rules for our calculus. They are directly inherited from 𝜆𝑇𝑅 with
modifications. The first eight rules are introduction and elimination forms that resemble their
counterpart in propositional logic. L-Sub says if a typing enviroment proves an object has a subtype
of a larger type, then it also proves the object has the larger type. In L-Not, if a typing enviroment
is incompatible with an object’s type, then we can conclude that the object doesn’t have the type.
L-Bot, acting as “the Princle of Explosion” in our system, allows us to derive any conclusion if
an object has type empty. By L-Update+ and L-Update–, we are able to use multiple positive
and negative type statements on an object to refine its type. The refinement is done through the
metafunction described in 19. Roughly speaking, the metafunction updates the type of some field
of an object by doing a conservative intersection of two types when it has the knowledge of the
field’s type, while computing their difference when it knows the field doesn’t have the type.
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B-Let-Struct ÝÝÝÝÝÝÝÑ
𝜌 $ 𝑒𝑝 ó 𝑣𝑝
𝑣𝑐𝑡𝑜𝑟 “ 𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝑣𝑝𝑟𝑒𝑑 “ 𝑝𝑟𝑒𝑑p𝑠𝑛q
𝑣𝑎𝑐𝑐 “ 𝑎𝑐𝑐p𝑠𝑛q
𝜌r𝑥𝑐𝑡𝑜𝑟 :“ 𝑣𝑐𝑡𝑜𝑟 sr𝑥𝑝𝑟𝑒𝑑 :“ 𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
𝜌 $ plet-struct pp𝑥𝑐𝑡𝑜𝑟 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑠𝑛 𝜏𝑓 ÝÝÝÝÑp𝑥𝑝 𝑒𝑝qqq 𝑒q ó 𝑣
B-Let-Struct-Property
𝑣𝑝 “ 𝑝𝑑p𝑥𝑝q
𝑣𝑝𝑟𝑒𝑑 “ 𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝q
𝑣𝑎𝑐𝑐 “ 𝑝-𝑎𝑐𝑐p𝑥𝑝 , 𝜏q
𝜌r𝑠𝑝 :“ 𝑣𝑝sr𝑥𝑝𝑟𝑒𝑑 :“ 𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
𝜌 $ plet-struct-property pp𝑠𝑝 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑥𝑝 𝜏qqq 𝑒q ó 𝑣
B-Struct-Related-Operations
𝜌 $ 𝑒1 ó 𝑠𝑜
𝜌 $ 𝑒2 ó 𝑣1
𝛿𝑠p𝑠𝑜, 𝑣1q “ 𝑣2
𝜌 $ p𝑒1 𝑒2q ó 𝑣2
Fig. 8. Big-step Reduction
𝛿𝑠p𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q, 𝑣q “ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑣
𝛿𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑡𝑟𝑢𝑒
𝛿𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑣q “ false if 𝑣 ‰ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 q, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ true
𝛿𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 q, 𝑣q “ false if 𝑣 ‰ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑝-𝑎𝑐𝑐p𝑥𝑝𝑖 , 𝜏q, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑣𝑝𝑖
Fig. 9. Operations on struct-related values
6 SEMANTICS, MODELS AND SOUNDNESS
6.1 Semantics
Our calculus uses an enviroment-based big-step reduction semantics described in Figure 8. The
core judgment 𝜌 $ 𝑒 ó 𝑣 states that expression 𝑒 evaluates to value 𝑣 in enviroment 𝜌 , where
variables are mapped to closed values. The definition of values are shown in Figure 3. The extension
includes three rules for structures and structure type properties. B-Let-Struct-Property extends
the enviroment with a property descriptor, its accessor procedure and predicate procedure to
evaluate the body. B-Let-Struct evaluates the body in the same way after it gets the values of
the property expressions. B-Struct-Related-Operations describes function application of those
generated procedures for structure instances. Figure 9 details the metafunction 𝛿𝑠 .
6.2 Models
To help prove soundness of our calculus, we introduce model-theoretic approach. In 𝜆𝑒𝑡𝑟 , a model
is any value enviroment 𝜌 , and the relation 𝜌 satisfies 𝜓 is written as 𝜌 ( 𝜓 , and it extends to a
proposition enviroment in a point-wise manner. The relation is defined in Figure 11. Further, we
require a typing rule for closures to finish our definition of the satisfaction relation .
Most of the satisfaction rules are straighforward, so we only explain interesting ones:M-Var
shows an enviroment that contains type varables is satisfiable if 𝜌 satifies the enviroment where each
of those variables is instantiated with a distinct closed type. ByM-Type, 𝜌 satisifies a proposition
, Vol. 1, No. 1, Article . Publication date: October 2020.
Type checking extracted methods
T-Closure
DΓ. 𝜌 ( Γ
Γ $ 𝜆𝑥 :𝜏 .𝑒 : 𝑅
$ r𝜌, 𝜆𝑥 :𝜏 .𝑒s : 𝑅
Fig. 10. Typing Rule for Closures
M-Var
𝜌 ( Γr𝑇𝑥 úùñ 𝜏s
𝜌 ( Γ
M-TypeName
𝜏 𝑐𝑙𝑜𝑠𝑒𝑑
𝜌 ( 𝜏
Fig. 11. Satisfaction Relation
that an object o is of type 𝜏 if its corresponding value in 𝜌 is.M-TypeNot states that o doesn’t have
type 𝜏 is satisfiable only if the type of the value of o in 𝜌 doesn’t overlap with 𝜏 .
6.3 Soundess
Our first lemma states that our proof theory respects our model.
Lemma 1. If 𝜌 ( Γ and Γ $ 𝜓 , then 𝜌 ( 𝜓
Proof. Do structural induction on derivations of Γ $ 𝜓 □
With Lemma 1 and our operational semantics, we can prove the next lemma crucial to the
soundess for our calculus. If Γ $ 𝑒 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q, 𝜌 ( Γ and 𝜌 $ 𝑒 ó 𝑣 then all of the following
hold:
Lemma 2. (1) 𝑜 “ 0 or 𝜌p𝑜q “ 𝑣
(2) either 𝑣 ‰ false and 𝜌 ( 𝜓`, or 𝑣 “ false and 𝜌 ( 𝜓´
(3) and $ 𝑣 : p𝜏 ; 𝜓 1` |𝜓 1´ ; 𝑜 1q for some𝜓 1` ,𝜓 1´ and 𝑜 1
Proof. To make the Lemma easier to prove, we slightly modify our typing judgment so that it
includes a store to keep track of free type variables. We add a new typing rule T-IEXI to implicitly
use a type variable to hide a concrete type. Since the modified system has stronger constraints, our
original system is also sound. See Appendix B for the complete proof.
Do induction on the derivation of 𝜌 $ 𝑒 ó 𝑣 . □
Theorem 1. (Type Soundness for 𝜆𝑒𝑡𝑟 ). If $ 𝑒 : 𝜏 and $ 𝑒 ó 𝑣 then $ 𝑣 : 𝜏
Proof. Corollary of Lemma 2. □
7 IMPLEMENTATION
In our model, we assume that T-Let-Struct and T-Let-Struct-Property are non-generative. How-
ever, the corresponding Racket’s procedures, make-struct-type-property and make-struct-type ,
are not. Thus simply typechecking on calls to these two procedures would breaks our assumption.
To address this issue, Typed Racket only checks top-level struct form and top-level definitions of
structure type properties, i.e. (define-value (prop:name pred acc) (make-struct-type-property
’prop)).
Although our system has not developed a solution to binary methods, a new type Imp is still
used to describe a built-in structure type property prop:equal+hash . A proper value for the
property is expected to be a list of functions, and the first one compares its first argument, the
receiver typed 𝑆𝑒𝑙 𝑓 , with its second argument typed Imp , which denotes the same structure type.
Note that Imp is not exposed to developers.
Since Typed Racket’s support for normal function application predates existential one, our
changes that are compatible with the existing code was to handle it parallel to normal function
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application. The type checker simply needs use the body of the existential type to do the rest of
typchecking in the usual fashion. A difference in our implementation from our model is we do not
only use the true latent proposition of the type result of the function, but also propagate it to the
lexical proposition enviroment in order to check subsequent expressions. Consider the following
example of using the structure position defined in Figure 2:
1 (define p (position 10 20))
2 ((custom-write-accessor p) p)
3
4 (define q (posn 42 24))
5 (define cw (custom-write-accessor q))
6 (printf "x of q is ~a " (posn-x q))
7 (cw q)
Line 2 shows an example of applying the extracted method to the instance immediately. In this
case, extending typing enviroment only to check the method application would suffice. However,
developers can do anything between extraction of a method and its well-typed application, as
shown on Line 4-7. Thus the typing enviroment for checking the following expressions needs to be
extended with the proposition.
On Line 6, after extracting custom-write from q, it is also applied to structure type posn’s
field accessor procedure posn-x . To typecheck such a program, Typed Racket uses intersection
types. Initially, q is of type posn . After typechecking on Line 5, q is assigned a unique receiver
type X, and it also keeps its original type, i.e. q is of type 𝑝𝑜𝑠𝑛^𝑋 .
Contracts. Interaction between typed code in Typed Racket and untyped code in Racket are
protected by contracts. When a typed module exports identifers to an untyped module, their types
are converted to corresponding contracts that ensure the safety of the program at run-time. When
a typed module imports identifiers from an untyped module, developers need to annotate them
with types that are assumed to be always correct for typed code. Consider the following code:
#lang racket 1
2
(module typed typed/racket 3
(provide prop:foo foo? dummy) 4
(: prop:foo (Struct-Property (-> Self Number))) 5
(: foo? (-> Any Boolean : (Has-Struct-Property prop:foo))) 6
(: foo-ref (Some (X) (-> (Has-Struct-Property prop:foo) (-> X Number) : X))) 7
(define-values (prop:foo foo? foo-ref) (make-struct-type-property 'foo)) 8
9
(define (dummy [x : (Has-Struct-Property prop:foo)]) : Boolean 10
true) 11
12
(require 'typed) 13
(struct world [] #:property prop:foo (lambda (self) 10)) 14
(define x (world)) 15
((foo-ref x) x) 16
;; raise an exception that shows the invoking arument is not identical to x 17
((foo-ref x) (world)) 18
The enclosing module above is untyped. It has a typed sub-module, where a struct type property,
its predicate and accessor procedures are defined. It also exports a function that takes a value of
any structure type associated with the property and return true. Those identifiers are exported to
an untyped module, such as the enclosing module, along with the contracts converted from their
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types. The contract of type (Has-Struct-Property prop:foo) monitors whether a contracted
value is an instance of a structure attached with property prop:foo . For foo-ref , Typed Racket
generates a dependent contract for the function. The contract on the return function expects its
argument to be an identical value to the argument to foo-ref . When the invoking argument is
not the receiver, the contract is violated, and an error is raised.
Generating contracts from type Self is more complex. When bindings are defined in typed
modules, those modules are positive. For the contract on prop:foo , it is provided by the module
typed to the enclosing module. The contract also specifies that a property value should be a
function , and it is provided by the untyped side, which makes the Self in the positive position.
In this case, typed parts of a program is type checked, therefore the contract for Self can be as
permissive as possible. On the other hand, when Self is in the negative position, i.e. a property
value is provided by an untyped module, as shown in the following code, there could be lack of
information to build a contract related to the meaning of Self :
#lang racket 1
2
(module untyped racket 3
(provide prop:foo) 4
(define-values (prop:foo foo? foo-ref) (make-struct-type-property 'foo))) 5
6
(module typed typed/racket 7
(require/typed (submod ".." untyped) 8
[prop:foo (Struct-Property (-> Self Number))])) 9
8 EVALUATION
In order to ensure that our changes to Typed Racket would not break existing code, we ran backward-
compatibility checks by baking our version of Typed Racket into then latest snapshot of Racket,
and using it to build 1166 packages that were officially on Racket’s package catalog. 13 packages
failed due to enabling typechecking structure type properities in structs’ definitions. The failures
fell into two catagories. One was lack of type annotations of properties and their procedures in
base libraries. This type of errors caused 11 packages to fail. To fix those errors, we simply provided
the missing types through Typed Racket or the typed counterparts of those libraries. The rest of
packages failed because in their code property value expressions in the definition of structures
were ill-typed or their use of properties was not idiomatic in Racket. Consider the following code
sninppet from one of those package:
(struct bitmap<%>
([convert : (Option (-> Bitmap<%> Symbol Any Any))]
[shadow : Phantom-Bytes]
[surface : Bitmap-Surface])
#:type-name Bitmap<%>
#:property prop:convertible
(lambda [self mime fallback]
(with-handlers ([exn? (lambda ([e : exn]) (invalid-convert self mime fallback))])
(cond
[(bitmap<%>-convert self) => (lambda (c) (c self mime fallback))]
[(bitmap? self) (graphics-convert self mime fallback)]))))
The package developer had assumed that the initial type of parameter self to be Any, therefore
a type predicate bitmap? was used to refine self’s type in the second cond clause. Once we
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enabled type checking on structure property values, self would be of type Bitmap<%>, which
had nothing in common with type bitmap. Then in the branch self would have type empty, but
graphics-convert didn’t expect a value of empty.
Our fix was to bypass occurrence typing. Since bitmap<%>-convert was not a type predicate,
we directly relied on the result of (bitmap<%>-convert self):
(with-handlers ([exn? (lambda [e : exn] (invalid-convert self mime fallback))])
(define convert (or (bitmap<%>-convert self) graphics-convert))
(convert self mime fallback))
9 RELATEDWORK
Method Extraction. Records are used to uses to describe objects and existential types to ensure
encapsulation [9]. Consider the following type:
Point = Some(X) {|state: X, methods : {get: X -> Int, set: X -> Int -> X}}
p1 = < {|x: Int|}
{state = {x = 5},
methods = {set = fun(s:{|x:int|}, i:Int) {x=i}}
get = fun(s:{|x:int|}) s.x}}> : Point
Point is an alias to an existential type whose body is a record type. p1 is a value of that existential
type, for which the witness type is also a record type. To encode message sending for such an
object, explicty unpacking an existential package is required. For instance, we can define message
passing of get on an object as:
send(o, get) := open o as [X, r] in r.methods.get(r.state)
We would hope implement a naive encoding of method extraction for get in a similar fasion:
extract_get(o) := open o as [X, r] in r.methods.get
But this definition would not work, because the later supplied receiver was of an existential type,
while the internal get expected a one-field record. Therefore a general solution is to avoid passing
the receiver by closing it over a function:
extract_get(o) := fun() open o as [X, r] in r.methods.get(r.state)
Unfortunately, this encoding is not compatible with how structure type properties are used in
racket.
Self type. In [7], MyType as the Self type denotes the type of variable 𝑡ℎ𝑖𝑠 inside a method. This
concept serves a different purpose from 𝜆𝑒𝑡𝑟 ’s the receiver type Self. It is used to avoid dynamically
down-casting.
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1 public class Node {
2 pprivate int data = 0;
3 Node next = null;
4 public Node(int d) {
5 this.data = d;
6 }
7 public void setNext(Node next) {
8 this.next = next;
9 }
10 }
public class DNode extends Node{ 1
DNode prev = null; 2
public DNode(int d) { 3
super(d); 4
} 5
@Override 6
public void setNext(Node next) { 7
super.setNext(next); 8
((DNode)next).setPrev(this); 9
} 10
public void setPrev(DNode prev) { 11
this.prev = prev; 12
} 13
} 14
The Java[5] code above defines a node class Node for singly linked list and a subclass DNode
that supports doubly-linked lists. When DNode ’s setNext is invoked, we have to downcast the
argument next to be a DNode so that we can call setPrev to set the receiver to be the previous
node of the argument. This shows a potential run-time type error when next is not an instance
of DNode . Kim Bruce proposes using MyType to denote the type of the method receiver:
1 public class Node {
2 MyType next = null;
3 /* ... */
4 public void setNext(MyType next){
5 this.next = next;
6 }
7 }
public class DNode extends Node{ 1
MyType prev = null; 2
/* ... */ 3
@Override 4
public void setNext(MyType next) { 5
super.setNext(next); 6
next.setPrev(this); 7
} 8
} 9
In the new implementation, The type of next in setNext is modified to be MyType . Inside
the two classes, MyType is interpreted as Node and DNode respectively. This ensures setPrev
on Line 6 can be safely called without dynamic-downcasting.
Industrial products such as TypeScript, Flow, Hack, Sorbet, as we have shown in the second
section, chose to skip sound typechecking on method extraction. Java developers can extract
methods from a class via reflection API[1] and invoke them with objects and other argumewnts
dynamically. However, type checking in this approach is weak. Developers must rely on exceptions
to ensure the run-time safety of programs:
try {
Method setNext = Node.class.getMethod("setNext", Node.class);
setNext.invoke(new DNode(42), new Node(10));
} catch (NoSuchMethodException e) {
err.format("class Node doesn't have a method named setNext");
} catch (IllegalAccessException e) {
e.printStackTrace();
}
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10 CONCLUSION
In this paper, we have described how the integration of occurrece typing and existential types is
used to soundly type check method extraction. The combination allows programmers to continue
the scripts-to-programs progress by adding strong static guarantee with little or no modification to
original code. We have surveyed how existing gradual type systems are unsound in the present of
method extraction. We have also presented a formal model and soundness proof. Our evaluation
on the impact of release of the feature of Typed Racket on existing packages shows our design
goals have been met. In the future, we aim to build on this success to give types to Racket’s generic
methods.
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A FULL FORMAL MODEL
𝑜𝑝 ::“ not | add1 | nat? | ... Primitive Ops
𝑒 ::“ Expressions
| 𝑥 | 𝑠𝑛 | 𝑠𝑝 variable
| 𝑛 | true | false | 𝑜𝑝 base values
| 𝜆𝑥 :𝜏 .𝑒 | p𝑒 𝑒q abstraction, application
| pif 𝑒 𝑒 𝑒q conditional
| plet p𝑥 𝑒q 𝑒q local binding
| plet-struct pp𝑥 𝑥 𝑥q p𝑠𝑛 𝜏 ÝÝÝÑp𝑠𝑝 𝑒qqq 𝑒q structure binding
| plet-struct-property pp𝑠𝑝 𝑥 𝑥q p𝑥 𝜏qqq 𝑒q structure property binding
| pcons 𝑒 𝑒q pair construction
| pfst 𝑒q | psnd 𝑒q field access
𝑣 ::“ Values
| 𝑛 | true | false | 𝑜𝑝 base values
| x𝑣, 𝑣y | r𝜌, 𝜆𝑥 :𝜏 .𝑒s pair, closure
| 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣q structure instance
| 𝑝𝑑p𝑥q structure property descriptor
| 𝑠𝑜 struct related operations
𝑠𝑜 :“ Struct-Related-Operations
| 𝑐𝑡𝑜𝑟p𝑥, 𝜏, ÝÝÑ𝑠𝑝 𝑣q | 𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq | 𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq ops for structure instance
| 𝑝-𝑝𝑟𝑒𝑑p𝑠𝑝q | 𝑝-𝑎𝑐𝑐p𝑠𝑝, 𝜏q ops for structure properties
𝜏, 𝜎 ::“ Types
| J universal type
| N | T | F | 𝜏ˆ𝜏 basic types
| pŤ ®𝜏q untagged union type
| 𝑥p𝜏,ÝÑ𝑠𝑝q struct type
| Propp𝜏q struct property type
| Has-Proppspq has struct property type
| Self the receiver type
| 𝑋 type variable
| D𝑋 .𝑥 :𝜏 Ñ 𝑅 existential function type
𝜓 ::“ Propositions
| TT | FF trivial/absurd prop
| 𝑜 P 𝜏 | 𝑜 R 𝜏 | 𝑋 atomic prop
| 𝜓^𝜓 | 𝜓_𝜓 compound props
𝜑 ::“ fst | snd Fields
𝑜 ::“ Symbolic Objects
| 0 null object
| 𝑥 variable reference
| p®𝜑 𝑜q object field reference
𝑅 ::“ p𝜏 ; 𝜓 |𝜓 ; 𝑜q type-result
Γ ::“ ÝÑ𝜓 Environments
𝜌 ::“ ÝÝÝÑ𝑥 ÞÑ 𝑣 Runtime Environments
Fig. 12. Syntax
B FULL PROOF FOR SOUNDNESS
To prove the soundness of our calculus, we add to our typing judgement a store to track free
type variables: Γ $ 𝑒 : 𝑅 | ÝÑ𝑇
Lemma 1. If 𝜌 ( Γ and Γ $ 𝜓 , then 𝜌 ( 𝜓
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T-Nat
Γ $ 𝑛 : pN ; TT | FF ; 0q
T-True
Γ $ true : pT ; TT | FF ; 0q
T-False
Γ $ false : pF ; FF | TT ; 0q
T-Property-Descriptor
Γ $ 𝑝𝑑p𝑥𝑝q : pPropp𝜏q ; TT | FF ; 0q
T-Struct-Instance
Γ $ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
T-Struct-Related-Operations
Γ $ 𝑠𝑜 : pΔ𝑠p𝑠𝑜q ; TT | FF ; 0q
T-Var
Γ $ 𝑥 P 𝜏
Γ $ 𝑥 : p𝜏 ; 𝑥 R F | 𝑥 P F ; 𝑥q
T-Abs
Γ, 𝑥 P 𝜏 $ 𝑒 : 𝑅
Γ $ 𝜆𝑥 :𝜏 .𝑒 : pD𝑋 .𝑥 :𝜏 Ñ 𝑅 ; TT | FF ; 0q
T-Subsume
Γ $ 𝑒 : 𝑅1 Γ $ 𝑅1 ă: 𝑅
Γ $ 𝑒 : 𝑅
T-Prim
Γ $ 𝑜𝑝 : pΔp𝑜𝑝q ; TT | FF ; 0q
T-If
Γ $ 𝑒1 : pJ ; 𝜓1` |𝜓1´ ; 0q
Γ,𝜓1` $ 𝑒2 : 𝑅
Γ,𝜓1´ $ 𝑒3 : 𝑅
Γ $ pif 𝑒1 𝑒2 𝑒3q : 𝑅
T-Let
Γ $ 𝑒1 : p𝜏1 ; 𝜓1` |𝜓1´ ; 𝑜1q
𝜓𝑥 “ p𝑥 R F^𝜓1`q_p𝑥 P F^𝜓1´q
Γ, 𝑥 P 𝜏, 𝑥 ” 𝑜1,𝜓𝑥 $ 𝑒 : 𝑅2
Γ $ plet p𝑥 𝑒1q 𝑒2q : 𝑅2r𝑥 𝜏1úùñ 𝑜1s
T-Let-Struct-Property
𝜏𝑝 “ Propp𝜏q
𝜏𝑝𝑟𝑒𝑑 “ 𝑥 :J Ñ pB ; 𝑥 P Has-Proppxpq | 𝑥 R Has-Proppxpq ; 0q
𝜏𝑎 “ D𝑋 .𝑥 :Has-Proppxpq Ñ p𝜏rSelf úùñ 𝑋 s ; 𝑥 P 𝑋 | TT ; 𝑜3q
Γ, 𝑠𝑝 P 𝜏𝑝 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝𝑟𝑒𝑑 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅
𝑋 # Γ 𝑋 # 𝜏
Γ $ plet-struct-property pp𝑠𝑝 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑥𝑝 𝜏qqq 𝑒q : 𝑅r𝑠𝑝 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s
T-Let-Struct ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑠𝑝 : pPropp𝜏pq ; TT | FF ; 0qÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑒𝑝 : p𝜏𝑝rSelf úùñ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝qs ; 𝜓` |𝜓´ ; 𝑜1q
𝜏𝑐 “ 𝑥 :𝜏 Ñ p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
𝜏𝑝 “ 𝑥 :J Ñ pB ; 𝑥 P 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q | 𝑥 R 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; 0q
𝜏𝑎 “ 𝑥 :𝑠𝑛p𝜏,ÝÑ𝑠𝑝q Ñ p𝜏 ; TT | FF ; 0q
Γ, 𝑥𝑐𝑡𝑜𝑟 P 𝜏𝑐 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅
Γ $ plet-struct pp𝑥𝑐𝑡𝑜𝑟 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑠𝑛 𝜏 ÝÝÝÝÑp𝑠𝑝 𝑒𝑝qqq 𝑒q : 𝑅r𝑥𝑐𝑡𝑜𝑟 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s
T-App
Γ $ 𝑒1 : pD𝑇𝑥 .𝑥 :𝜏 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 0q
Γ,𝜓1` $ 𝑒2 : p𝜎 ; 𝜓2` |𝜓 12´ ; 𝑜2q Γ $ 𝜎 ă: 𝜏
𝑇𝑥 # 𝜎 𝑇𝑥 #𝜓1`
Γ $ p𝑒1 𝑒2q : 𝑅r𝑥 𝜎úùñ 𝑜2s
Fig. 13. Typing Judgment
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T-Cons
Γ $ 𝑒1 : p𝜏1 ; TT | TT ; 𝑜1q
Γ,$ 𝑒2 : p𝜏2 ; TT | TT ; 𝑜2q
Γ $ pcons 𝑒1 𝑒2q : p𝜏1ˆ𝜏2 ; TT | TT ; 0q
T-Fst
Γ $ 𝑒 : p𝜏1ˆ𝜏2 ; TT | TT ; 𝑜q
𝑅 “ p𝜏1 ; TT | TT ; pfst 𝑥qq
Γ $ pfst 𝑒q : 𝑅r𝑥 𝜏1úùñ 𝑜s
T-Snd
Γ $ 𝑒 : p𝜏1ˆ𝜏2 ; TT | TT ; 𝑜q
𝑅 “ p𝜏2 ; TT | TT ; psnd 𝑥qq
Γ $ psnd 𝑒q : 𝑅r𝑥 𝜏2úùñ 𝑜s
T-IEXI
𝑋 # Γ 𝑋 # ÝÑ𝑇
Γ $ 𝑣 : 𝑅r𝑋 úùñ 𝜏s
Γ $ 𝑣 : 𝑅
Fig. 14. Typing Judgment Continued
Proof. Do structural induction on derivations of Γ $ 𝜓 :
L-Trivial ByM-TOP, 𝜌 ( TT.
L-Atom since𝜓 P Γ, 𝜌 ( 𝜓 by assumption.
L-Absurd since 𝜌 * FF, this case is impossible to prove
L-AndI By IH, 𝜌 ( 𝜓1 and 𝜌 ( 𝜓2. ByM-And, 𝜌 ( 𝜓1^𝜓2
L-AndE1 and L-AndE2 By IH, 𝜌 ( 𝜓1^𝜓2. By inversion on it, 𝜌 ( 𝜓1 and 𝜌 ( 𝜓2
L-ORI By IH, 𝜌 ( 𝜓1 or 𝜌 ( 𝜓2. ByM-OR, 𝜌 ( 𝜓1_𝜓2
L-ORE By IH, 𝜌 ( 𝜓1 or 𝜌 ( 𝜓2. Since 𝜌 ( Γ, 𝜌 ( Γ,𝜓1 or 𝜌 ( Γ,𝜓2 and so 𝜌 ( 𝜓
etc...
□
Lemma 2. If Γ $ 𝑒 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q | ÝÑ𝑇 , 𝜌 ( Γ and 𝜌 $ 𝑒 ó 𝑣 then all of the following hold:
(1) 𝑜 “ 0 or 𝜌p𝑜q “ 𝑣
(2) either 𝑣 ‰ false and 𝜌 ( Γ,𝜓` , or 𝑣 “ false and 𝜌 ( Γ,𝜓´
(3) and $ 𝑣 : p𝜏 ; 𝜓 1` |𝜓 1´ ; 𝑜 1q | ÝÑ𝑇 for some𝜓 1` ,𝜓 1´ and 𝑜 1
Proof. We are applying induction on the derivation of 𝜌 $ 𝑒 ó 𝑣 . Since the corresponding
typing derivation for each evalution rule can have the non-subsumption rule and T-SUBSUME
as its last two rules. To simplify the following proof by cases, we first prove the lemma holds for
T-SUBSUME and evaluation derivations if it holds for non-subsumption rules:
By inversion on T-SUBSUME, Γ $ 𝑒 : p𝜎 ; 𝜓 1` |𝜓 1´ ; 𝑜𝑥 q |ÝÑ𝑇 , Γ $ p𝜎 ; 𝜓 1` |𝜓 1´ ; 𝑥q ă: p𝜏 ; 𝜓` |𝜓´ ; 𝑜q.
Assume our lemma holds for Γ $ 𝑒 : p𝜎 ; 𝜓 1` |𝜓 1´ ; 𝑒𝑥 q | ÝÑ𝑇 , Then we are able to prove:
(1) 𝑜 “ 0. Otherwise, 𝑜 “ 𝑜𝑥 . Then by IH, 𝜌p𝑜𝑥 q “ 𝑣 and so 𝜌p𝑜q “ 𝑣
(2) We need to show 𝜌 ( Γ,𝜓`, if 𝑣 ‰ false: By IH 𝜌 ( Γ,𝜓 1` . By inversion on S-RESULT:
Γ,𝜓 1` $ 𝜓`. By Lemma 3, Γ,𝜓 1` $ Γ,𝜓`. Then by Lemma 1, 𝜌 ( Γ,𝜓`.
For proving 𝜌 ( Γ,𝜓´ if 𝑣 “ false, the reasoning is similar.
(3) By IH, Γ $ 𝑣 : p𝜎 ; 𝜓 1` |𝜓 1´ ; 𝑥q | ÝÑ𝑇 . Then Γ $ 𝑣 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q | ÝÑ𝑇
Now proceed by cases from induction on the derivation of 𝜌 $ 𝑒 ó 𝑣 regardless of T-SUBSUME:
‚ B-Val 𝜌 $ 𝑣 ó 𝑣 Do structral induction on v:
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B-Val
𝜌 $ 𝑣 ó 𝑣
B-Var
𝜌p𝑥q “ 𝑣
𝜌 $ 𝑥 ó 𝑣
B-Let
𝜌 $ 𝑒1 ó 𝑣1
𝜌r𝑥 :“ 𝑣1s $ 𝑒2 ó 𝑣
𝜌 $ plet p𝑥 𝑒1q 𝑒2q ó 𝑣
B-Abs
𝜌 $ 𝜆𝑥 :𝜏 .𝑒 ó r𝜌, 𝜆𝑥 :𝜏 .𝑒s
B-Fst
𝜌 $ 𝑒 ó x𝑣1, 𝑣2y
𝜌 $ pfst 𝑒q ó 𝑣1
B-Snd
𝜌 $ 𝑒 ó x𝑣1, 𝑣2y
𝜌 $ psnd 𝑒q ó 𝑣2
B-Beta
𝜌 $ 𝑒1 ó r𝜌𝑐 , 𝜆𝑥 :𝜏 .𝑒s
𝜌 $ 𝑒2 ó 𝑣2
𝜌𝑐r𝑥 :“ 𝑣2s $ 𝑒 ó 𝑣
𝜌 $ p𝑒1 𝑒2q ó 𝑣
B-Prim
𝜌 $ 𝑒1 ó 𝑜𝑝
𝜌 $ 𝑒2 ó 𝑣2
𝛿p𝑜𝑝, 𝑣2q “ 𝑣
𝜌 $ p𝑒1 𝑒2q ó 𝑣
B-IfTrue
𝜌 $ 𝑒1 ó 𝑣1
𝑣1 ‰ false
𝜌 $ 𝑒2 ó 𝑣
𝜌 $ pif 𝑒1 𝑒2 𝑒3q ó 𝑣
B-IfFalse
𝜌 $ 𝑒1 ó false
𝜌 $ 𝑒3 ó 𝑣
𝜌 $ pif 𝑒1 𝑒2 𝑒3q ó 𝑣
B-Pair
𝜌 $ 𝑒1 ó 𝑣1
𝜌 $ 𝑒2 ó 𝑣2
𝜌 $ pcons 𝑒1 𝑒2q ó x𝑣1, 𝑣2y
B-Let-Struct ÝÝÝÝÝÝÝÑ
𝜌 $ 𝑒𝑝 ó 𝑣𝑝
𝑣𝑐𝑡𝑜𝑟 “ 𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝑣𝑝𝑟𝑒𝑑 “ 𝑝𝑟𝑒𝑑p𝑠𝑛q
𝑣𝑎𝑐𝑐 “ 𝑎𝑐𝑐p𝑠𝑛q
𝜌r𝑥𝑐𝑡𝑜𝑟 :“ 𝑣𝑐𝑡𝑜𝑟 sr𝑥𝑝𝑟𝑒𝑑 :“ 𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
𝜌 $ plet-struct pp𝑥𝑐𝑡𝑜𝑟 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑠𝑛 𝜏𝑓 ÝÝÝÝÑp𝑥𝑝 𝑒𝑝qqq 𝑒q ó 𝑣
B-Let-Struct-Property
𝑣𝑝 “ 𝑝𝑑p𝑥𝑝q
𝑣𝑝𝑟𝑒𝑑 “ 𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝q
𝑣𝑎𝑐𝑐 “ 𝑝-𝑎𝑐𝑐p𝑥𝑝 , 𝜏q
𝜌r𝑠𝑝 :“ 𝑣𝑝sr𝑥𝑝𝑟𝑒𝑑 :“ 𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
𝜌 $ plet-struct-property pp𝑠𝑝 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑥𝑝 𝜏qqq 𝑒q ó 𝑣
B-Struct-Related-Operations
𝜌 $ 𝑒1 ó 𝑠𝑜
𝜌 $ 𝑒2 ó 𝑣1
𝛿𝑠p𝑠𝑜, 𝑣1q “ 𝑣2
𝜌 $ p𝑒1 𝑒2q ó 𝑣2
Fig. 15. Big-step Reduction
𝛿𝑠p𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q, 𝑣q “ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑣
𝛿𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑡𝑟𝑢𝑒
𝛿𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qq, 𝑣q “ false if 𝑣 ‰ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 q, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ true
𝛿𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 q, 𝑣q “ false if 𝑣 ‰ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝q
𝛿𝑠p𝑝-𝑎𝑐𝑐p𝑥𝑝𝑖 , 𝜏q, 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑥𝑝 𝑣𝑝qq “ 𝑣𝑝𝑖
Fig. 16. Operations on struct-related values
– Case v = n: Two rules can be derived as the last one in the typing derivation: T-Nat,T-IEXI.
Proceed by cases.
˚ Subcase T-Nat: Γ $ 𝑛 : pN ; TT | FF ; 0q | ˝
(1) 𝑜 “ 0
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Δ𝑠p𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝qq “ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q
Δ𝑠p𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝qq “ 𝑥 :𝜏 Ñ p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
Δ𝑠p𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qqq “ 𝑥 :𝑠𝑛p𝜏,ÝÑ𝑠𝑝q Ñ p𝜏 ; TT | TT ; 0q
Δ𝑠p𝑝𝑟𝑒𝑑p𝑠𝑛p𝜏,ÝÑ𝑠𝑝qqq “ 𝑥 :J Ñ pB ; 𝑥 P 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q | 𝑥 R 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; 0q
Δ𝑠p𝑝-𝑝𝑟𝑒𝑑p𝑥𝑝𝑖 qq “ 𝑥 :J Ñ pB ; 𝑥 P Has-Propppq | 𝑥 R Has-Propppq ; 0q
Δ𝑠p𝑝-𝑎𝑐𝑐p𝑠𝑝𝑖 , 𝜏qq “ D𝑋 .𝑥 :Has-Proppspiq Ñ p𝜏 ; 𝑥 P 𝑋 | TT ; 0q
Fig. 17. Types of operations on struct-related values
L-Atom
𝜓 P Γ
Γ $ 𝜓
L-Trivial
Γ $ TT
L-Absurd
Γ $ FF
Γ $ 𝜓
L-AndI
Γ $ 𝜓1 Γ $ 𝜓2
Γ $ 𝜓1^𝜓2
L-AndE1
Γ $ 𝜓1^𝜓2
Γ $ 𝜓1
L-AndE2
Γ $ 𝜓1^𝜓2
Γ $ 𝜓2
L-OrI
Γ $ 𝜓1 or Γ $ 𝜓2
Γ $ 𝜓1_𝜓2
L-OrE
Γ $ 𝜓1_𝜓2
Γ,𝜓1 $ 𝜓 or Γ,𝜓2 $ 𝜓
Γ $ 𝜓
L-Sub
Γ $ 𝑜 P 𝜎 Γ $ 𝜎 ă: 𝜏
Γ $ 𝑜 P 𝜏
L-Not
Γ, 𝑜 P 𝜏 $ FF
Γ $ 𝑜 R 𝜏
L-Bot
Γ $ 𝑜 P K
Γ $ 𝜓
L-Update+
Γ $ 𝑜 P 𝜏 Γ $ p®𝜑 𝑜q P 𝜎
Γ $ 𝑜 P update`Γ p𝜏, ®𝜑, 𝜎q
L-Update–
Γ $ 𝑜 P 𝜏 Γ $ p®𝜑 𝑜q R 𝜎
Γ $ 𝑜 P update´Γ p𝜏, ®𝜑, 𝜎q
Fig. 18. Proof system
update˘Γ p𝜏1ˆ𝜏2, ®𝜑 :: fst, 𝜎q “ update˘Γ p𝜏1, ®𝜑, 𝜎qˆ𝜏2
update˘Γ p𝜏1ˆ𝜏2, ®𝜑 ::snd, 𝜎q “ 𝜏1ˆupdate˘Γ p𝜏2, ®𝜑, 𝜎q
update`Γ p𝜏, 𝜖, 𝜎q “ restrictΓp𝜏, 𝜎q
update´Γ p𝜏, 𝜖, 𝜎q “ removeΓp𝜏, 𝜎q
update˘Γ pp
Ť ®𝜏q, ®𝜑, 𝜎q “ pŤ ÝÝÝÝÝÝÝÝÝÝÝÑupdate˘Γ p𝜏, ®𝜑, 𝜎qq
restrictΓp𝜏, 𝜎q “ K if 𝜏 X 𝜎 “ H
restrictΓppŤ ®𝜏q, 𝜎q “ pŤÝÝÝÝÝÝÝÝÝÑrestrictΓp𝜏, 𝜎qq
restrictΓp𝜏, 𝜎q “ 𝜏 if Γ $ 𝜏 ă: 𝜎
restrictΓp𝜏, 𝜎q “ 𝜎 otherwise
removeΓp𝜏, 𝜎q “ K if Γ $ 𝜏 ă: 𝜎
removeΓppŤ ®𝜏q, 𝜎q“ pŤÝÝÝÝÝÝÝÝÝÑremoveΓp𝜏, 𝜎qq
removeΓp𝜏, 𝜎q “ 𝜏 otherwise
Fig. 19. Metafunction Update
(2) since 𝑛 ‰ false, byM-Top 𝜌 ( Γ,TT trivially.
(3) By assumption, $ 𝑛 : pN ; TT | FF ; 0q | ˝
˚ Subcase T-IEXI:
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M-Top
𝜌 ( TT
M-Or
𝜌 ( 𝜓1 or 𝜌 ( 𝜓2
𝜌 ( 𝜓1_𝜓2
M-And
𝜌 ( 𝜓1 𝜌 ( 𝜓2
Type variables are distinct in𝜓1 and𝜓2
𝜌 ( 𝜓1^𝜓2
M-Type
$ 𝜌p𝑜q : 𝜏
𝜌 ( 𝑜 P 𝜏
M-TypeNot
$ 𝜌p𝑜q : 𝜎 𝜎 X 𝜏 “ H
𝜌 ( 𝑜 R 𝜏
M-Alias
𝜌p𝑜1q “ 𝜌p𝑜2q
𝜌 ( 𝑜1 ” 𝑜2
M-Var
𝜌 ( Γr𝑇𝑥 úùñ 𝜏s
𝜌 ( Γ
M-TypeName
𝜏 𝑐𝑙𝑜𝑠𝑒𝑑
𝜌 ( 𝜏
Fig. 20. Satisfaction Relation
𝛿pnot, falseq “ true
𝛿pnot, 𝑣q “ false
𝛿padd1, 𝑛q “ 𝑛 ` 1
𝛿pnat?, 𝑛q “ true
𝛿pnat?, 𝑣q “ false
𝛿pbool?, trueq “ true
𝛿pbool?, falseq “ true
𝛿pbool?, 𝑣q “ false
𝛿ppair?, x𝑣, 𝑣yq “ true
𝛿ppair?, 𝑣q “ false
Fig. 21. Primitives
Δpnotq “ 𝑥 :J Ñ pB ; 𝑥 P F | 𝑥 R F ; 0q
Δpadd1q “ 𝑥 :NÑ pN ; TT | FF ; 0q
Δpnat?q “ 𝑥 :J Ñ pB ; 𝑥 P N | 𝑥 R N ; 0q
Δpbool?q “ 𝑥 :J Ñ pB ; 𝑥 P B | 𝑥 R B ; 0q
Δppair?q “ 𝑥 :J Ñ pB ; 𝑥 P JˆJ | 𝑥 R JˆJ ; 0q
Fig. 22. Types of Primitives
By inversion, Γ $ 𝑛 : pN ; TT | FF ; 0q | ˝, 𝑋
The rest follows the same argument to the previous subcase.
– Case v = 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣q:
Two rules can be derived as the last one in the typing derivation:T-Struct-Instance,T-IEXI.
Proceed by cases.
˚ Subcase T-Struct-Instance:
(1) 𝑜 “ 0
(2) since 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣q ‰ 𝑓 𝑎𝑙𝑠𝑒 , byM-Top 𝜌 ( Γ,TT trivially.
(3) By assumption, Γ $ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q | ˝
˚ Subcase T-IEXI: follow a similiar argument to subcase T-IEXI in Case v = n.
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T-Nat
Γ $ 𝑛 : pN ; TT | FF ; 0q | ˝
T-True
Γ $ true : pT ; TT | FF ; 0q | ˝
T-False
Γ $ false : pF ; FF | TT ; 0q | ˝
T-Property-Descriptor
Γ $ 𝑝𝑑p𝑥𝑝q : pPropp𝜏q ; TT | FF ; 0q | ˝
T-Struct-Instance
Γ $ 𝑠𝑛p𝑣 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q | ˝
T-Struct-Related-Operations
Γ $ 𝑠𝑜 : pΔ𝑠p𝑠𝑜q ; TT | FF ; 0q | ˝
T-Var
Γ $ 𝑥 P 𝜏
Γ $ 𝑥 : p𝜏 ; 𝑥 R F | 𝑥 P F ; 𝑥q | ˝
T-Abs
Γ, 𝑥 P 𝜏 $ 𝑒 : 𝑅 | ÝÑ𝑇
Γ $ 𝜆𝑥 :𝜏 .𝑒 : pD𝑋 .𝑥 :𝜏 Ñ 𝑅 ; TT | FF ; 0q | ÝÑ𝑇
T-Subsume
Γ $ 𝑒 : 𝑅1 | ÝÑ𝑇 Γ $ 𝑅1 ă: 𝑅
Γ $ 𝑒 : 𝑅 | ÝÑ𝑇
T-Prim
Γ $ 𝑜𝑝 : pΔp𝑜𝑝q ; TT | FF ; 0q | ˝
T-If
Γ $ 𝑒1 : pJ ; 𝜓1` |𝜓1´ ; 0q | ÝÑ𝑇1
Γ,
ÝÑ
𝑇1 ,𝜓1` $ 𝑒2 : 𝑅 | ÝÑ𝑇2
Γ,
ÝÑ
𝑇1 ,𝜓1´ $ 𝑒3 : 𝑅 | ÝÑ𝑇3
Γ $ pif 𝑒1 𝑒2 𝑒3q : 𝑅 | ÝÑ𝑇1 `ÝÑ𝑇2 `ÝÑ𝑇3
T-Let
Γ $ 𝑒1 : p𝜏1 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1
𝜓𝑥 “ p𝑥 R F^𝜓1`q_p𝑥 P F^𝜓1´q
Γ,
ÝÑ
𝑇1 , , 𝑥 P 𝜏, 𝑥 ” 𝑜1,𝜓𝑥 $ 𝑒 : 𝑅2 | ÝÑ𝑇2
Γ $ plet p𝑥 𝑒1q 𝑒2q : 𝑅2r𝑥 𝜏1úùñ 𝑜1s | ÝÑ𝑇1 `ÝÑ𝑇2
T-Let-Struct-Property
𝜏𝑝 “ Propp𝜏q
𝜏𝑝𝑟𝑒𝑑 “ 𝑥 :J Ñ pB ; 𝑥 P Has-Proppxpq | 𝑥 R Has-Proppxpq ; 0q
𝜏𝑎 “ D𝑋 .𝑥 :Has-Proppxpq Ñ p𝜏rSelf úùñ 𝑋 s ; 𝑥 P 𝑋 | TT ; 𝑜3q
Γ, 𝑠𝑝 P 𝜏𝑝 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝𝑟𝑒𝑑 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅 | ÝÑ𝑇
𝑋 # Γ 𝑋 # 𝜏
Γ $ plet-struct-property pp𝑠𝑝 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑥𝑝 𝜏qqq 𝑒q : 𝑅r𝑠𝑝 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s | ÝÑ𝑇
T-Let-Struct ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑠𝑝 : pPropp𝜏pq ; TT | FF ; 0q | ˝ÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÝÑ
Γ $ 𝑒𝑝 : p𝜏𝑝rSelf úùñ 𝑠𝑛p𝜏,ÝÑ𝑠𝑝qs ; 𝜓` |𝜓´ ; 𝑜1q | ˝
𝜏𝑐 “ 𝑥 :𝜏 Ñ p𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; TT | FF ; 0q
𝜏𝑝 “ 𝑥 :J Ñ pB ; 𝑥 P 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q | 𝑥 R 𝑠𝑛p𝜏,ÝÑ𝑠𝑝q ; 0q
𝜏𝑎 “ 𝑥 :𝑠𝑛p𝜏,ÝÑ𝑠𝑝q Ñ p𝜏 ; TT | FF ; 0q
Γ, 𝑥𝑐𝑡𝑜𝑟 P 𝜏𝑐 , 𝑥𝑝𝑟𝑒𝑑 P 𝜏𝑝 , 𝑥𝑎𝑐𝑐 P 𝜏𝑎 $ 𝑒 : 𝑅 | ˝
Γ $ plet-struct pp𝑥𝑐𝑡𝑜𝑟 𝑥𝑝𝑟𝑒𝑑 𝑥𝑎𝑐𝑐q p𝑠𝑛 𝜏 ÝÝÝÝÑp𝑠𝑝 𝑒𝑝qqq 𝑒q : 𝑅r𝑥𝑐𝑡𝑜𝑟 úùñ 0sr𝑥𝑝𝑟𝑒𝑑 úùñ 0sr𝑥𝑎𝑐𝑐 úùñ 0s | ˝
T-App
Γ $ 𝑒1 : pD𝑇𝑥 .𝑥 :𝜏 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 0q | ÝÑ𝑇1
Γ,
ÝÑ
𝑇1 ,𝜓1` $ 𝑒2 : p𝜎 ; 𝜓2` |𝜓 12´ ; 𝑜2q | ÝÑ𝑇2 Γ $ 𝜎 ă: 𝜏
𝑇𝑥 # 𝜎 𝑇𝑥 #𝜓1`
Γ $ p𝑒1 𝑒2q : 𝑅r𝑥 𝜎úùñ 𝑜2s | ÝÑ𝑇1 `ÝÑ𝑇2
Fig. 23. Typing Judgement
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T-Cons
Γ $ 𝑒1 : p𝜏1 ; TT | TT ; 𝑜1q | ÝÑ𝑇1
Γ,
ÝÑ
𝑇1 ,$ 𝑒2 : p𝜏2 ; TT | TT ; 𝑜2q | ÝÑ𝑇2
Γ $ pcons 𝑒1 𝑒2q : p𝜏1ˆ𝜏2 ; TT | TT ; 0q | ÝÑ𝑇1 `ÝÑ𝑇2
T-Fst
Γ $ 𝑒 : p𝜏1ˆ𝜏2 ; TT | TT ; 𝑜q | ÝÑ𝑇
𝑅 “ p𝜏1 ; TT | TT ; pfst 𝑥qq
Γ $ pfst 𝑒q : 𝑅r𝑥 𝜏1úùñ 𝑜s | ÝÑ𝑇
T-Snd
Γ $ 𝑒 : p𝜏1ˆ𝜏2 ; TT | TT ; 𝑜q | ÝÑ𝑇
𝑅 “ p𝜏2 ; TT | TT ; psnd 𝑥qq
Γ $ psnd 𝑒q : 𝑅r𝑥 𝜏2úùñ 𝑜s | ÝÑ𝑇
T-IEXI
𝑋 # Γ 𝑋 # ÝÑ𝑇
Γ $ 𝑣 : 𝑅r𝑋 úùñ 𝜏s | ÝÑ𝑇
Γ $ 𝑣 : 𝑅 | ÝÑ𝑇 ,𝑋
Fig. 24. Typing Judgement Continued
– The rest cases follow an similar argument.
‚ B-Var 𝜌 $ 𝑥 ó 𝑣
Two rules can be derived as the last one in valid typing derivation: T-Var.
By inversion, Γ $ 𝑥 P 𝜏
(1) By inversion on the evaluation derivation, 𝑣 “ 𝜌p𝑥q
(2) To show 𝜌 ( 𝑥 P F or 𝜌 ( 𝑥 R F:
ByM-Type, if 𝑣 “ false, 𝜌 ( 𝑥 P F. Otherwise, 𝑣 ‰ 𝑓 𝑎𝑙𝑠𝑒 . Do structural induction on 𝑣 .
(a) subcase: 𝑣 “ 𝑛. By M-NOT-TYPE, since $ 𝑣 : pN ; 𝜓 1` | 𝜓 1´ ; 𝑜 1q | ÝÑ𝑇 and there is no
overlap between an N and an F, 𝜌 ( Γ, 𝑥 R F
(b) the rest subcases follow a similar argument
(3) Since Γ $ 𝑥 P 𝜏 , by Lemma 1, 𝜌 ( 𝑥 P 𝜏 . Then by inversion onM-Type,$ 𝑣 : p𝜏 ;𝜓 1` |𝜓 1´ ;𝑜 1q|ÝÑ𝑇
for some𝜓 1` ,𝜓 1´ and 𝑜 1
‚ B-Abs 𝜌 $ 𝜆𝑥 :𝜏 .𝑒 ó r𝜌, 𝜆𝑥 :𝜏 .𝑒s
Γ $ 𝜆𝑥 :𝜏 .𝑒 : pD𝑋 .𝑥 :𝜏 Ñ 𝑅 ; TT | FF ; 0q | ÝÑ𝑇 , 𝑅 “ p𝜏𝑜 ; 𝜓𝑓` |𝜓𝑓´ ; 𝑜q
By inversion on the typing rule: Γ, 𝑋, 𝑥 P 𝜏 $ 𝑒 : 𝑅 | ÝÑ𝑇 .
(1) 𝑜 “ 0
(2) By lemma 1 and because r𝜌, 𝜆𝑥 :𝜏 .𝑒s R F, 𝜌 ( Γ,TT
(3) By assumption and T-Closure, Γ $ r𝜌, 𝜆𝑥 :𝜏 .𝑒s : pD𝑋 .𝑥 :𝜏 Ñ 𝑅 ; 𝜓` | FF ; 0q | ÝÑ𝑇
‚ B-Struct-Related-Operation 𝜌 $ 𝑒1 ó 𝑠𝑜, 𝜌 $ 𝑒2 ó 𝑣1, 𝛿𝑠p𝑠𝑜, 𝑣1q “ 𝑣
The valid typing derivation is T-App: 𝑒 “ p𝑒1 𝑒2q, 𝑜 “ 𝑜 𝑓 r𝑥 𝜎úùñ 𝑜2s, 𝜓` “ 𝜓𝑓`r𝑥 𝜎úùñ 𝑜2s,
𝜓´ “ 𝜓𝑓´r𝑥 𝜎úùñ 𝑜2s
By inversion on T-App, we know:
– Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1
– Γ,ÝÑ𝑇1 ,𝜓1` $ 𝑒2 : p𝜎2 ; 𝜓2` |𝜓2´ ; 𝑜2q | ÝÑ𝑇2
– Γ $ 𝜎2 ă: 𝜎
– 𝑅 “ p𝜏𝑓 ; 𝜓𝑓` |𝜓𝑓´ ; 𝑜 𝑓 q
– ÝÑ𝑇 “ ÝÑ𝑇1 `ÝÑ𝑇2
Doing induction on 𝑠𝑜 . Proceed by cases:
(1) 𝑠𝑜 “ 𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜎, ÝÝÑ𝑠𝑝 𝑣𝑝q and 𝑣 “ 𝑠𝑛p𝑣1 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q :
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By applying IH to Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1 and 𝜌 $ 𝑒1 ó 𝑠𝑜 , we know:
– Γ $ 𝑐𝑡𝑜𝑟p𝑠𝑛, 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; TT | FF ; 0q | ÝÑ𝑇1
– 𝑅 “ p𝑠𝑛p𝜎,ÝÑ𝑠𝑝q ; TT | FF ; 0q
– X doesn’t appear anywhere in the bodies.
Then we are able to show:
(a) 𝑜 “ 0
(b) since 𝑠𝑛p𝑣1 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q ‰ false, 𝜌 ( TT trivially byM-TOP
(c) $ 𝑠𝑛p𝑣1 : 𝜏, ÝÝÑ𝑠𝑝 𝑣𝑝q : p𝑠𝑛p𝜎,ÝÑ𝑠𝑝q ; TT | FF ; 0q | ÝÑ𝑇
(2) 𝑠𝑜 “ 𝑎𝑐𝑐p𝑠𝑛p𝜎,ÝÝÑ𝑠𝑝 𝑣𝑝qq and 𝑣1 “ 𝑠𝑛p𝑣 : 𝜎, ÝÝÑ𝑠𝑝 𝑣𝑝q:
By applying IH to Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1 and 𝜌 $ 𝑒1 ó 𝑠𝑜 , we know:
– Γ $ 𝑎𝑐𝑐p𝑠𝑛p𝜏,ÝÝÑ𝑠𝑝 𝑣𝑝qq : pD𝑋 .𝑥 :𝑠𝑛p𝜏,ÝÝÑ𝑠𝑝 𝑣𝑝q Ñ 𝑅 ; TT | FF ; 0q | ÝÑ𝑇
– 𝑅 “ p𝜎 ; TT | TT ; 0q
– X doesn’t appear anywhere in the bodies.
(a) 𝑜 “ 0
(b) either 𝑣 “ false or 𝑣 ‰ false, by M-TOP, 𝜌 ( Γ,TT.
(c) $ 𝑣 : p𝜏 ; TT | TT ; 0q | ÝÑ𝑇
(3) 𝑠𝑜 “ 𝑝-𝑎𝑐𝑐p𝑠𝑝𝑖 , 𝜏𝑝𝑖 q, 𝑣1 “ 𝑠𝑛p𝑣𝑎 : 𝜎, ÝÝÑ𝑠𝑝 𝑣𝑝q, and 𝑣 “ 𝑣𝑝𝑖
By applying IH to Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1 and 𝜌 $ 𝑒1 ó 𝑠𝑜 , we know:
– Γ $ 𝑝-𝑎𝑐𝑐p𝑠𝑝𝑖 , 𝜏𝑝𝑖 q : pD𝑆𝑒𝑙 𝑓 .𝑥 :Has-Proppspiq Ñ 𝑅 ; 𝜓 1` |𝜓´ ; 𝑜 1q | ÝÑ𝑇1
– 𝑅 “ p𝜏𝑝𝑖 ; 𝑥 P 𝑆𝑒𝑙 𝑓 | TT ; 𝑜 𝑓 q
– Γ $ 𝑣𝑝𝑖 : 𝑅r𝑜2 úùñ 𝑥sr𝑆𝑒𝑙 𝑓 úùñ 𝑠𝑛p𝜏𝑠 ,ÝÝÑ𝑠𝑝 𝜏𝑝qs | ÝÑ𝑇𝑣
(a) if 𝑜2 “ 0 or 𝑜 𝑓 “ 0, 𝑜 “ 0. Otherwise, 𝑜 ‰ 0. Since 𝜌p𝑜 𝑓 q “ 𝑣𝑝𝑖 , x is absent and the
variable in 𝑜2 is also bound in 𝜌 , 𝜌p𝑜q “ 𝑣𝑝𝑖 .
(b) Subcase 𝑣 ‰ false : Since the variable in 𝑜2 is bound in 𝜌 , 𝜌 ( Γ, 𝑜2 P 𝑆𝑒𝑙 𝑓 .
Subcase 𝑣 “ false : 𝜌 ( Γ,TT byM-Top.
(c) by IEXI, Γ $ 𝑣𝑝𝑖 : 𝑅r𝑜2 úùñ 𝑥s | ÝÑ𝑇𝑣 , 𝑆𝑒𝑙 𝑓
(4) The rest subcases follow a similar argument to the previous subcases
‚ B-Beta 𝜌 $ 𝑒1 ó r𝜌𝑐 , 𝜆𝑥 :𝜏𝑐 .𝑒𝑐 s, 𝜌 $ 𝑒2 ó 𝑣2, 𝜌𝑐 r𝑥 :“ 𝑣2s $ 𝑒 ó 𝑣 ,
The last rule in the typing derivation is T-App: 𝑒 “ p𝑒1 𝑒2q, 𝑜 “ 𝑜 𝑓 r𝑥 𝜎úùñ 𝑜2s,𝜓` “ 𝜓𝑓`r𝑥 𝜎úùñ
𝑜2s,𝜓´ “ 𝜓𝑓´r𝑥 𝜎úùñ 𝑜2s
By inversion on T-App, we know:
– Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1
– Γ,ÝÑ𝑇1 ,𝜓1` $ 𝑒2 : p𝜎2 ; 𝜓2` |𝜓2´ ; 𝑜2q | ÝÑ𝑇2
– Γ $ 𝜎2 ă: 𝜎
– 𝑅 “ p𝜏𝑓 ; 𝜓𝑓` |𝜓𝑓´ ; 𝑜 𝑓 q
– ÝÑ𝑇 “ ÝÑ𝑇1 `ÝÑ𝑇2
By IH on Γ $ 𝑒1 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` | 𝜓1´ ; 𝑜1q | ÝÑ𝑇1 and 𝜌 $ 𝑒1 ó r𝜌𝑐 , 𝜆𝑥 :𝜏𝑐 .𝑒𝑐s,
Γ $ r𝜌𝑐 , 𝜆𝑥 :𝜎.𝑒𝑐 s : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1 ,
By inversion on T-Closure, DΓ1. 𝜌𝑐 ( Γ1 𝑎𝑛𝑑 Γ1 $ 𝜆𝑥 :𝜎.𝑒 : pD𝑋 .𝑥 :𝜎 Ñ 𝑅 ; 𝜓1` |𝜓1´ ; 𝑜1q |ÝÑ𝑇1
By inversion on T-Abs, Γ1, 𝑥 P 𝜎 $ 𝑒𝑓 : p𝜏 ; 𝜓𝑓` |𝜓𝑓´ ; 𝑜 𝑓 q | ÝÑ𝑇1
(1) if 𝑜2 “ 0 or 𝑜 𝑓 “ 0, 𝑜 “ 0. Otherwise, 𝑜2 ‰ 0. Extend 𝜌𝑐 with 𝑜2 and 𝑣2, and substitute x in
𝑜 𝑓 : 𝜌𝑐 r𝑜2 :“ 𝑣2sp𝑜q “ 𝑣 . Since x is no longer present in 𝜌𝑐 and 𝑜 and the free variable in 𝑜
is also bound in 𝜌 , 𝜌p𝑜q “ 𝑣 .
(2) By applying IH to 𝜌𝑐r𝑥 :“ 𝑣2s $ 𝑒 ó 𝑣 and Γ1, 𝑥 P 𝜎 $ 𝑒𝑓 : p𝜏 ; 𝜓𝑓` |𝜓𝑓´ ; 𝑜 𝑓 q | ÝÑ𝑇1 , if
𝑣 ‰ false then 𝜌𝑐r𝑥 :“ 𝑣2s ( Γ1,𝜓𝑓`, or 𝑣 “ false then 𝜌𝑐r𝑥 :“ 𝑣2s ( Γ1,𝜓𝑓´.
, Vol. 1, No. 1, Article . Publication date: October 2020.
Yuquan Fu and Sam Tobin-Hochstadt
If 𝑜2 “ 0, by subsitutition, 𝜓𝑓`r𝑜2 úùñ 𝑥s “ TT if 𝑣 ‰ false or 𝜓𝑓´r𝑜2 úùñ 𝑥s “ TT. Then
𝜌 ( Γ,TT byM-TOP trivially.
Otherwise, 𝑜2 ‰ 0. In this case, by substitution , x doesn’t appear in 𝜓𝑓`r𝑜2 úùñ 𝑥s or
𝜓𝑓´r𝑜2 úùñ 𝑥s any more. Extend 𝜌𝑐 with 𝑜2 and 𝑣2: 𝜌𝑐 r𝑜2 :“ 𝑣2s ( Γ1,𝜓𝑓`r𝑜2 úùñ 𝑥s or
𝜌𝑐r𝑜2 :“ 𝑣2s ( Γ1,𝜓𝑓´r𝑜2 úùñ 𝑥s. Since the variable in 𝑜2 is bound 𝜌 such that 𝜌p𝑜2q “ 𝑣2
and also it is well typed under Γ, 𝜌 ( Γ,𝜓𝑓`r𝑜2 úùñ 𝑥s or 𝜌 ( Γ,𝜓𝑓´r𝑜2 úùñ 𝑥s. Since
Γ, 𝑥 P 𝜎 $ 𝜓𝑓` or Γ, 𝑥 P 𝜎 $ 𝜓𝑓´ and after substitution x doesn’t exist any more,
Γ $ Γ,𝜓𝑓`r𝑜2 úùñ 𝑥s or Γ $ Γ,𝜓𝑓´r𝑜2 úùñ 𝑥s by Lemma 3. By Lemma 1, 𝜌 ( Γ,𝜓𝑓`r𝑜2 úùñ 𝑥s
or 𝜌 ( Γ,𝜓𝑓´r𝑜2 úùñ 𝑥s.
(3) By IH, $ 𝑣 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q | ÝÑ𝑇
‚ B-IF-TRUE 𝜌 $ 𝑒1 ó 𝑣1, 𝑣1 ‰ false, 𝜌 $ 𝑒2 ó 𝑣
The last rule in the valid typing derivation is T-IF: 𝑒 “ pif 𝑒1 𝑒2 𝑒3q, 𝜓` “ 𝜓2`_𝜓3`,
𝜓´ “ 𝜓2´_𝜓3´
By inversion, we know
– Γ $ 𝑒1 : pJ ; 𝜓1` |𝜓1´ ; 𝑜 1q | ÝÑ𝑇1
– Γ,ÝÑ𝑇1 ,𝜓1` $ 𝑒2 : p𝜏 ; 𝜓2` |𝜓2´ ; 𝑜q | ÝÑ𝑇2
– Γ,ÝÑ𝑇1 ,𝜓1´ $ 𝑒3 : p𝜏 ; 𝜓3` |𝜓3´ ; 𝑜q | ÝÑ𝑇3
– ÝÑ𝑇 “ ÝÑ𝑇1 `ÝÑ𝑇2 `ÝÑ𝑇3
By IH on 𝜌 $ 𝑒1 ó 𝑣1 and Γ $ 𝑒1 : pJ ; 𝜓1` |𝜓1´ ; 0q | ÝÑ𝑇1 , 𝜌 ( Γ,𝜓1`
By IH on 𝜌 $ 𝑒2 ó 𝑣 and Γ,ÝÑ𝑇1 ,𝜓1` $ 𝑒2 : p𝜏 ; 𝜓2` |𝜓2´ ; 𝑜q | ÝÑ𝑇2 , we are able to prove the
following:
(1) 𝑜 “ 0 or 𝜌p𝑜q “ 𝑣
(2) if 𝑣 ‰ 𝑓 𝑎𝑙𝑠𝑒 , since 𝜌 ( Γ,𝜓1`, by Lemma 1 𝜌 ( 𝜓2`. ByM-OR, 𝜌 ( 𝜓2`_𝜓3`.
(3) By IH, $ 𝑣 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q | ÝÑ𝑇
‚ B-IF-False 𝜌 $ 𝑒1 ó 𝑣1, 𝑣1 “ false, 𝜌 $ 𝑒3 ó 𝑣 Follow an argument similar to B-IF-TRUE
while doing IH on the else branch.
‚ B-Let 𝜌 $ 𝑒1 ó 𝑣1, 𝜌r𝑥 :“ 𝑣1s $ 𝑒2 ó 𝑣
The last rule in the typing derivation is T-Let: 𝑒 “ plet p𝑥 𝑒1q 𝑒2q, 𝑜 “ 𝑜2r𝑥 úùñ 𝑜1s, 𝜓 “
𝜓2`r𝑥 úùñ 𝑜1s,𝜓 “ 𝜓2´r𝑥 úùñ 𝑜1s
By inversion on this rule, we know
– Γ $ 𝑒1 : p𝜏1 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1
– 𝜓𝑥 “ p𝑥 R F^𝜓1`q_p𝑥 P F^𝜓1´q
– Γ,ÝÑ𝑇1 , 𝑥 P 𝜏1, 𝑥 ” 𝑜1,𝜓𝑥 $ 𝑒2 : 𝑅 | ÝÑ𝑇2
– 𝑅 “ p𝜏2 ; 𝜓2` |𝜓2´ ; 𝑜2q
By applying IH to 𝜌 $ 𝑒1 ó 𝑣1 and Γ $ 𝑒1 : p𝜏1 ; 𝜓1` |𝜓1´ ; 𝑜1q | ÝÑ𝑇1 , 𝜌 ( 𝜓1` or 𝜌 ( 𝜓1´.
By applying IH to 𝜌r𝑥 :“ 𝑣1s $ 𝑒2 ó 𝑣 and Γ,ÝÑ𝑇1 , 𝑥 P 𝜏1, 𝑥 ” 𝑜1,𝜓𝑥 $ 𝑒2 : 𝑅 | ÝÑ𝑇2 ,
𝜌r𝑥 :“ 𝑣1s ( 𝜓2` or 𝜌r𝑥 :“ 𝑣1s ( 𝜓2´. Then we can show:
(1) if 𝑜1 “ 0 or 𝑜2 “ 0, 𝑜 “ 0. Otherwise, 𝑜1 ‰ 0. Since 𝜌r𝑥 :“ 𝑣1sp𝑜2q “ 𝑣 , by substituting x
with 𝑜1 in 𝑜2, 𝜌r𝑥 :“ 𝑣1sp𝑜2r𝑥 úùñ 𝑜1sq “ 𝑣 . Since 𝑥 ” 𝑜1, 𝜌p𝑜1q “ 𝑣1 byM-Alias. Because
the variable in 𝑜1 is already bound in 𝜌 , 𝜌p𝑜2r𝑥 úùñ 𝑜1sq “ 𝑣
(2) if 𝑣 “ false, we need to show: 𝜌 ( Γ,𝜓2`r𝑥 úùñ 𝑜1s. Since 𝜌r𝑥 :“ 𝑣1s ( Γ,𝜓2`, 𝜌r𝑥 :“
𝑣1s ( Γ,𝜓2`r𝑥 úùñ 𝑜1s by substituting x with 𝑜1. Since 𝑥 ” 𝑜1, 𝜌p𝑜1q “ 𝑣1 by M-Alias.
Because the variable in 𝑜1 is already bound in 𝜌 , 𝜌 ( Γ,𝜓2`r𝑥 úùñ 𝑜1s
(3) By IH, $ 𝑣 : p𝜏 ; 𝜓` |𝜓´ ; 𝑜q | ˝
‚ B-Let-Struct-Property 𝑣𝑝 “ 𝑝𝑑p𝑠𝑝q, 𝑣𝑝𝑟𝑒𝑑 “ 𝑝-𝑝𝑟𝑒𝑑p𝑠𝑝q, 𝑣𝑎𝑐𝑐 “ 𝑝-𝑎𝑐𝑐p𝑠𝑝, 𝜏q, 𝜌r𝑠𝑝 :“
𝑣𝑝sr𝑥𝑝𝑟𝑒𝑑 :“ 𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
This case can be trivially proved by IH
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‚ B-Let-Struct 𝑣𝑝 “ 𝑝𝑑p𝑠𝑝q, 𝑣𝑝𝑟𝑒𝑑 “ 𝑝-𝑝𝑟𝑒𝑑p𝑠𝑝q, 𝑣𝑎𝑐𝑐 “ 𝑝-𝑎𝑐𝑐p𝑠𝑝, 𝜏q, 𝜌r𝑠𝑝 :“ 𝑣𝑝sr𝑥𝑝𝑟𝑒𝑑 :“
𝑣𝑝𝑟𝑒𝑑 sr𝑥𝑎𝑐𝑐 :“ 𝑣𝑎𝑐𝑐s $ 𝑒 ó 𝑣
This case can be trivially proved by IH
‚ B-Fst or B-Snd: 𝜌 $ 𝑒 ó x𝑣1, 𝑣2y
These two cases can be trivially proved by IH
‚ B-Pair: 𝜌 $ 𝑒1 ó 𝑣1, 𝜌 $ 𝑒2 ó 𝑣2
Trivially proved by IH and subsumption.
‚ B-Prim: 𝜌 $ 𝑒1 ó 𝑜𝑝, 𝜌 $ 𝑒2 ó 𝑣2, 𝛿p𝑜𝑝, 𝑣2q “ 𝑣
The valid typing derivation is T-App: Γ $ p𝑒1 𝑒2q : p𝜏 ; 𝜓` |𝜓´ ; 𝑜 𝑓 q | ÝÑ𝑇 .
Do case-by-case proof on 𝑜𝑝 and follow an argument similar to B-Struct-Values
□
Lemma 3. If Γ,𝜓 1 $ 𝜓 , then Γ,𝜓 1 $ Γ,𝜓
Proof. By definition, Γ,𝜓 1 $ Γ. ByM-AndI, Γ,𝜓 1 $ Γ^𝜓 . Since Γ^𝜓 “ Γ,𝜓 , Γ,𝜓 1 $ Γ,𝜓 □
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