Abstract-This paper extends recent results on distributed receding horizon control (RHC) of dynamically coupled nonlinear systems subject to decoupled input constraints. Motivating examples of such systems include chains of coupled oscillators and supply chain management systems. Conditions for feasibility and stability of the distributed RHC algorithm are stated, with substantially less conservative requirements then previously derived. The conditions are shown to be satisfied for a set of coupled Van der Pol oscillators that model a walking robot experiment. Numerical experiments show good performance and demonstrate the computational savings over centralized RHC.
I. INTRODUCTION
The problem of interest is to design a distributed controller for a set of dynamically coupled nonlinear subsystems that are required to perform stabilization in a cooperative way. Examples of such situations where distributed control is desirable include certain large scale process control systems [18] and supply chain management systems [2] , [7] . The control approach advocated here is receding horizon control (RHC). In RHC, the current control action is determined by solving a finite horizon optimal control problem online at every update. In continuous time formulations, each optimization yields an open-loop control trajectory and the initial portion of the trajectory is applied to the system until the next update. A survey of RHC, also known as model predictive control, is given by Mayne et al. [12] . Advantages of RHC are that a large class of performance objectives, dynamic models and constraints can in principle be accommodated. In this paper, subsystems that are dynamically coupled are referred to as neighbors. The work presented is an extension of a recent work [5] . As in [5] , each subsystem is assigned its own optimal control problem, optimizes only for its own control at each update, and exchanges information with neighboring subsystems. The primary motivations for pursuing such a distributed implementation are to enable the autonomy of the individual subsystems and reduce the computational burden of centralized implementations. The requirement of distributed control in the presence of constraints is particularly true in the case of supply chain problems [4] , since stages within a chain employ decentralized decision making. In comparison to [5] , the theoretical conditions which guarantee feasibility and stability are much W. B. Dunbar is an Assistant Professor of Computer Engineering, University of California, Santa Cruz, 95064, USA. dunbar@soe.ucsc.edu.
less conservative, and shown to be satisfied in the case of a set of coupled nonlinear oscillators.
Previous work on distributed RHC of dynamically coupled systems include Jia and Krogh [10] and Acar [1] . These papers address coupled liner time-invariant subsystem dynamics with quadratic separable cost functions. State and input constraints are not included, aside from a stability constraint in [10] that permits state information exchanged between the subsystems to be delayed by one update period. In another work, Jia and Krogh [11] solve a min-max problem for each subsystem, where again coupling comes in the dynamics and the neighboring subsystem states are treated as bounded disturbances. Stability is obtained by contracting each subsystems state at every sample period, until the objective set is reached. As such, stability does not depend on information updates between neighbors, although such updates may improve performance. More recently, Venkat et al. [16] , [17] have designed a distributed model predictive control (MPC) algorithm for coupled LTI subsystems and compared it to centralized and decentralized alternatives. In their formulation, subsystems are coupled solely through the control inputs. Consequently, feasibility and stability analysis is leveraged by the diagonally decoupled and linear form of the state dynamics, for which the state solution can be carried out analytically given the set of all control trajectories.
Section II begins by defining the nonlinear coupled subsystem dynamics and control objective. In Section III, distributed optimal control problems are defined for each subsystem, and the distributed RHC algorithm is stated. Feasibility and stability results are then given in Section IV. Key requirements are that the receding horizon updates happen at a sufficient rate, the amount of dynamic coupling remain below a quantitative threshold, and each distributed optimal state trajectory satisfy a consistency constraint. The consistency constraint ensures that the computed state trajectory of each subsystem is not too far from the trajectory that each neighbor assumes for that subsystem, at each receding horizon update. In Section V, the theory is applied to the problem of regulating a set of coupled Van der Pol oscillators that capture the thigh and knee dynamics of a walking robot experiment [8] . Fnally, Section VI provides conclusions. To keep the paper conference length, all proofs are omitted and can be found in [6] .
II. SYSTEM DESCRIPTION AND OBJECTIVE
In this section, the system dynamics and control objective are defined. For any vector x ∈ R n , x P denotes the Pweighted 2-norm, defined by x 2 P = x T P x, and P is any positive-definite real symmetric matrix. Also, λ max (P ) and λ min (P ) denote the largest and smallest eigenvalues of P , respectively. Often, the notation x is understood to mean x(t) at some instant of time t ∈ R. THe objective is to stabilize a group of N a ≥ 2 dynamically coupled agents toward the origin in a cooperative and distributed way using RHC. For each agent i ∈ {1, ..., N a }, the state and control vectors are denoted z i (t) ∈ R n and u i (t) ∈ R m , respectively, at any time t ≥ t 0 ∈ R. The dimension of every agents state (control) are assumed to be the same, for notational simplicity and without loss of generality. The concatenated vectors are denoted z = (z 1 , ..., z Na ) and u = (u 1 , ..., u Na ).
The dynamic coupling between the agents is topologically identified by a directed graph G = (V, E), where V = {1, ..., N a } is the set of nodes (agents) and E ⊂ V × V is the set of all directed edges between nodes in the graph. The set E is defined in the following way. If any components of z j appear in the dynamic equation for agent i, for some j ∈ V, it is said that j is an upstream neighbor of agent i, and N u i ⊆ V denotes the set of upstream neighbors of any agent i ∈ V. The set of all directed edges is defined as
For every i ∈ V, it is assumed that z i appears in the dynamic equation for i, and so i ∈ N u i for every i ∈ V. In the language of graph theory, then, every node has a self-loop edge in E. Note that j ∈ N u i does not necessarily imply i ∈ N u j . It will also be useful to reference the set of agents for which any of the components of z i arises in their dynamical equation. This set is referred to as the downstream neighbors of agent i, and is denoted N \ {i} = ∅, and every agent is dynamically coupled to at least one other agent. It is also assumed that agents can receive information directly from each and every upstream neighbor, and agents can transmit information directly to each and every downstream neighbor. The coupled time-invariant nonlinear system dynamics for each agent i ∈ V are given bẏ
where
denotes the concatenated vector of the states of the upstream neighbors of i. Each agent i is also subject to the decoupled input constraints u i (t) ∈ U, t ≥ t 0 . The set U N is the N -times Cartesian product U ×· · ·×U. In concatenated vector form, the system dynamics areż
given z(t 0 ), and f = (f 1 , ..., f Na ). Assumption 1: The following holds: (a) f is C 2 and 0 = f (0, 0); (b) system (2) has a unique solution for any z(t 0 ) and any piecewise right-continuous control u : [t 0 , ∞) → U Na ; (c) U ⊂ R m is compact, containing the origin in its interior.
Consider now the linearization of (1) around the origin, denoting A il = ∂f i /∂z l (0, 0) and B i = ∂f i /∂u i (0, 0). As in many RHC formulations, a feedback controller for which the closed-loop system is asymptotically stabilized inside a neighborhood of the origin will be utilized. [15] . The terminal controllers will be employed in a prescribed neighborhood of the origin.
III. DISTRIBUTED RECEDING HORIZON CONTROL
In this section, N a separate optimal control problems are defined and the distributed RHC algorithm. In every distributed optimal control problem, the same constant prediction horizon T ∈ (0, ∞) and constant update period δ ∈ (0, T ] are used. In practice, the update period δ ∈ (0, T ] is typically the sample interval. By the distributed implementation presented here, additional conditions on δ are required, as quantified in the next section. Denote the update time t k = t 0 + δk, where k ∈ N = {0, 1, 2, ...}. In the following implementation, every distributed RHC law is updated globally synchronously, i.e., at the same instant of time t k for the k th -update. At each update, every agent optimizes only for its own predicted open-loop control, given its current state. Since the dynamics of each agent i depend on states z −i , that agent will presume some trajectories for z −i over each prediction horizon. To that end, prior to each update, each agent i receives an assumed state trajectoryẑ j from each upstream neighbor j ∈ N u i . Likewise, agent i transmits an assumed state trajectoryẑ i to every downstream neighbor j ∈ N d i , prior to each update. By design, then, the assumed state trajectory for any agent is the same in the distributed optimal control problem of every downstream neighbor. Since the models are used with assumed trajectories for upstream neighbors, there will be a discrepancy, over each optimization time window, between the predicted open-loop trajectory and the actual trajectory that results from every agent applying the predicted control. This discrepancy is identified by using the following notation. Recall that z i (t) and u i (t) are the actual state and control, respectively, for each agent i ∈ V at any time t ≥ t 0 . Associated with update time t k , the trajectories for each agent i ∈ V are denoted
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The assumed state trajectory for each agent i ∈ V is given bŷ
. By construction, each assumed state trajectoryẑ i is the remainder of the previously predicted trajectory, concatenated with the closed-loop linearization response that ignores coupling. The collective actual state trajectories for the agents over any update window [t k , t k+1 ) is given bẏ
given z(t k ). While the actual and predicted state trajectories do have the same initial condition z i (t k ) for each i ∈ V, they typically diverge over each update window
The reason is that, while the predicted state trajectories in (3) are based on the assumption that neighbors continue along their previous trajectory, neighbors in fact compute and employ their own updated predicted control trajectory. Therefore, the actual state evolves according to (5) . The challenge then is to generate a distributed RHC algorithm that has feasibility and stability properties in the presence of the discrepancy between predicted and actual state trajectories. A desirable property of any RHC algorithm is to have feasible state and control trajectories at any update, as the trajectories can be used to preempt the optimization algorithm used to solve the optimal control problem. In many formulations, the feasible state trajectory is the remainder of the previous trajectory concatenated with the response under a terminal controller [3] , [12] , [13] . Whileẑ i (·; t k ) is such a trajectory, it cannot be used sinceẑ i (t k ; t k ) = z i (t k ). Still, a feasible control trajectory exists. Indeed, a contribution of this paper is to show that a feasible control is the remainder of the previous control trajectory concatenated with the terminal controller, with the corresponding feasible state trajectory starting from the true state at each update time. The feasible state and control trajectories at any update t k are denotedz i (·; t k ) and u i (·; t k ), respectively. The feasible state trajectory satisfieṡ
given initial conditionz i (t k ; t k ) = z i (t k ), and the feasible control is given bȳ
The feasible control trajectoryū i is the remainder of the previously predicted control trajectory, concatenated with the linear control applied to the nonlinear model and based on the decoupled linear responses for each upstream neighbor. In the next section, feasibility and stability will be proven. In each local optimal control problem, for any agent i ∈ V at update time t k , the cost function
Decoupled terminal state constraints will be included in each local optimal control problem. A lemma used to define the terminal state constraint sets and to guarantee that the terminal controllers are stabilizing inside the sets is now presented. The proof of the lemma utilizes an assumption that limits the amount of coupling between neighboring subsystems in the linearization.
Assumption 3:
is a positively invariant region of attraction for both the closed-loop linearizatioṅ z(t) = A c z(t) and the closed-loop nonlinear systemż(t) = f (z(t), Kz(t)). Additionally, Kz ∈ U
Na for all z ∈ Ω ε . The parameter ε ∈ (0, ∞) that satisfied the conditions of the lemma can be found numerically, as described in [6] , [13] . In each local optimal control problem, the terminal state constraint set for each i ∈ V is
By construction, if z ∈ Ω 1 (ε) × · · · × Ω Na (ε), then the decoupled controllers can stabilize the system to the origin,
Suppose then that at some time t ≥ t 0 , z i (t ) ∈ Ω i (ε) for every i ∈ V. Then, from Lemma 1, stabilization is achieved if every agent employs their decoupled static feedback controller K i z i (t) for all time t ≥ t . Thus, the objective of the RHC law is to drive each agent i to the set Ω i (ε). Once all agents have reached these sets, they switch to their decoupled controllers for stabilization. The collection of local optimal control problems is now defined.
Problem 1: Let ε ∈ (0, ∞) satisfy the conditions in Lemma 1, and let q ∈ {1, 2, 3, ...} be any positive integer. For each agent i ∈ V and at any update time t k , k ≥ 1:
Given:
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Equation (9) is utilized to prove that the distributed RHC algorithm is stabilizing. Equation (10) is referred to as the consistency constraint, which requires that each predicted trajectory remain close to the assumed trajectory (that neighbors assume for that agent). In particular, the predicted trajectory z p i must remain nearly as close to the assumed trajectoryẑ i as the feasible trajectoryz i , with an added margin of freedom parameterized by (ε/2(q + 1)N a ) 2 . In the analysis that follows, the consistency constraint (10) is a key equation in proving thatz i is a feasible state trajectory at each update. The constant q ∈ {1, 2, 3, ...} is a design parameter, and the choice for q will be motivated in Section IV. Before stating the distributed RHC algorithm, an assumption (standard in centralized implementations) is made to facilitate the initialization phase.
Assumption 4: Given z(t 0 ) at initial time t 0 , there exists a feasible control u
nNa denote the set of initial states for which there exists a control satisfying the conditions in Assumption 4. The control algorithm is now stated.
Algorithm 1: The distributed receding horizon control law for any agent i ∈ V is as follows:
Initialization: At time t 0 , if z(t 0 ) ∈ Ω ε , then apply the terminal controller u i (t) = K i z i (t), for all t ≥ t 0 . Else:
Controller: 
) according to (6) . c) Solve Problem 1, yielding u p i (·; t k+1 ). Part 1(a) of Algorithm 1 presumes that the every agent can obtain the full state z(t). This requirement is a theoretical artifact needed when employing dual-mode control, so that switching occurs only when the conditions of Lemma 1 are satisfied. In the next section, it is shown that the distributed RHC policy drives the state z(t l ) to Ω ε after a finite number of updates l, and the state remains in Ω ε for all future time. If Ω ε is sufficiently small for stability purposes, then agents do not need access to the full state at any update, since RHC can be employed for all time. The next section states the theoretical results showing that the distributed RHC algorithm is feasible at every update and stabilizing.
IV. THEORETICAL RESULTS
In this section, the feasibility and stability results are states, with all proofs provided in [6] . A desirable property of the implementation is that the existence of a feasible solution to Problem 1 at update k = 0 implies the existence of a feasible solution for any subsequent update k ≥ 1. If Assumption 4 holds true, the first result of this section is that a feasible control solution to Problem 1 for any i ∈ V and at any time t k , k ≥ 1, is u p i (·; t k ) =ū i (·; t k ), with u i defined by (7) . The corresponding feasible state trajectory defined by (6) is z p i (·; t k ) =z i (·; t k ). The feasibility result requires a local Lipschitz property on the collective dynamics. In vector form, the collective set of differential equations for the predicted trajectories (using (3) for each
Assumption 5: Given P and R, there exist positive constants β and γ such that the Lipschitz bound
holds for all z, y ∈ Z, and u ∈ U Na . More generally, the Lipschitz bound would take the form F (z, z , u) P ≤α z P +β z P +γ u for some positive constants (α,β,γ). Thus, Assumption 5 presumes that one can identify the Lipschitz constants (α,β,γ), and that the differential equation f (or F ) is already normalized byα, so that β =β/α and γ =γ/α. The local Lipschitz constant β represents a normalized measure of the amount of coupling in the collective dynamic model. The feasibility result is now stated.
Theorem 1: Suppose that Assumptions 1-5 hold, z(t 0 ) ∈ Z and the following parametric conditions hold:
where constants c and γ K are defines as c = 1/(10λ
, and constants q, r ∈ {1, 2, 3, ...} are chosen design parameters. Then, for every agent i ∈ V, the control and state pair (ū i (·; t k ),z i (·; t k )), defined by equations (6) and (7), is a feasible solution to Problem 1 at every update k ≥ 1. The purpose of the design parameters q, r ∈ {1, 2, 3, ...} is to shift the bounds on δ and β, as necessary to find feasible values for a specific problem. The larger the chosen value of q, the smaller the lower and upper bounds on δ. for example. The ability to shift the feasible range for δ is useful for design purposes, as will be demonstrated in Section V. Also, larger values of q reduce the margin in the consistency constraint (10) that bounds how much the predicted state 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrA07.6
can deviate from the assumed state. Equation (12) places an upper bound on the Lipschitz coupling constant β. By increasing the design parameter r, one can increase the upper bound on δ at the price of requiring a tighter bound on β.
The utility of being able to choose r is also demonstrated in Section V. Parametric conditions which ensure the stability of the closed-loop system (5) are now stated. Theorem 2: Suppose that Assumptions 1-5 hold, z(t 0 ) ∈ Z, conditions (11)- (12) are satisfied, and the following parametric conditions hold
Then, by application of Algorithm 1, the closed-loop system (5) is asymptotically stabilized to the origin. The feasibility and stability results in this paper are related to those of Michalska and Mayne [13] , who demonstrated robust feasibility and stability in the presence of model error by placing parametric bounds on (combinations of) the update period and a Lipschitz constant. While there is no model error here, bounds are likewise derived to ensure robustness to the bounded discrepancy between what agents do, and what their neighbors believe they will do.
V. COUPLED OSCILLATORS
In this section, the example of three coupled Van der Pol oscillators is considered for application of the distributed RHC algorithm. The three oscillators modeled here are physically meaningful in that they capture the thigh and knee dynamics of a walking robot experiment [8] .In the following, θ 1 ∈ [−π/2, π/2] is the relative angle between the two thighs, θ 2 ∈ [−π/2, π/2] is the right knee angle (relative to the right thigh), and θ 3 ∈ [−π/2, π/2] is the left knee angle (relative to left thigh). The controlled equations of motion in units of (rad/sec) 2 arë
Two-phase biped locomotion is generated by these equations with zero control (open-loop) and timevarying parameter values, given by (θ 2e , θ 3e , p 2 , p 3 )(t) = (−0.227, 0.559, 6070, 192) for t ∈ [0, π), and equal to (−0.559, 0.226, 226, 5240) for t ∈ [π, 2π). Figure 1 shows the resulting open-loop stable limit cycle response, starting from the initial position (40, 3, −3) degrees, witḣ θ i (0) = 0 for i = 1, 2, 3. Through perturbation analysis and the method of harmonic balance, the limit cycle is closely approximated by θ limit cycle. For example, note that the amplitude of θ 1 (t) starts at 0.70 radians and approaches 0.87 radians, the amplitude of θ lc 1 (t). While the robot has 6 total degrees of freedom when walking in accordance with the limit cycle response above, the remaining degrees of freedom (including two ankles and one free foot) can be derived from the three primary degrees of freedom, θ 1 , θ 2 and θ 3 [8] . With zero control, there are two equilibrium conditions. One is the limit cycle defined above, and the other is the unstable fixed point (θ 1 , θ 2 , θ 3 ) = (θ 1e , θ 2e , θ 3e ) with θ 1e =θ i = 0 for i = 1, 2, 3. A reasonable control objective is to command torque motors (controls u i ) to drive the three angles from the stable limit cycle response to the fixed point; that is, to stably bring the robot to a stop. To do so within one half-period of the limit cycle response means that one set of parameter values (θ 2e , θ 3e , p 2 , p 3 ) can be considered in the model. As such, for control purposes, these parameters are assumed to take on the values (−0.227, 0.559, 6070, 192). In this way, discontinuous dynamic equations are also avoided. Now, through a change of variables, the dynamics and input constraints satisfy the conditions of Assump. 1.
Denoting z i = (θ i − θ ie ,θ i ), the dynamics are linearized around (z i , u i ) = (0, 0). The matrix A 11 has unstable eigenvalues 0.05 ± j, and the matrices A 22 and A 33 are unstable with eigenvalues 0.055±2j. For all three oscillators, the dynamics are linearly controllable around the origin. In accordance with Assumption 2, the following gain matrices are used to stabilize the linearized dynamics: The constraint parameter ε = 0.2 satisfies the conditions of Lemma 1, with the calculated for ε described in [6] . In accordance with Assumption 4, a centralized optimal control problem is solved at initial time t 0 = 0. In this problem, and in the centralized RHC implementation, the sum of the three cost functions J 1 + J 2 + J 3 is minimized, enforcing terminal state and input constraints with a horizon time of T = 6 seconds. The initial condition is kept the same as that shown in Figure 1 .
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each of the distributed optimal control problems, the same approach is used. The computer with MATLAB 7.0 software has a 2.4 GHz Intel Pentium(R) 4 CPU, with 512 MB of RAM. In the spirit of the Nonlinear Trajectory Generation package developed by Milam et al. [14] , a collocation technique is employed within MATLAB. First, each angular position trajectory θ i (t) is parameterized as a C 2 [t k , t k + T ] 6-th order B-spline polynomial. The constraints and cost functions are evaluated at 121 breakpoints over each 6 second time window. The resulting nonlinear programming problem is solved using the fmincon function, generating the 27 Bspline coefficients for each position θ i (t). Using the concept of differential flatness, the control inputs u i are not parameterized as polynomials for which the coefficients must also be calculated. Instead, each control input is defined in terms of the parameterized positions θ i (t) and their derivatives through the dynamics. With an update period of δ = 0.15 seconds, the centralized RHC state and control response is shown in Figure 2 . The position and control trajectories are With an initially feasible solution available, the distributed RHC algorithm can be employed. Before presenting the results, the theoretical conditions are evaluated. In total, the parametric equations that must be satisfied are (11)- (13) . In accordance with Assumption 5, the Lipschitz parameters are identified as F (z, z , u) P ≤ 4 z P + 0.1 z P + 1 u . To facilitate calculation of an update period δ that satisfies the parametric conditions, time scaling is introduced to normalize the horizon time from T = 6 seconds to 1 second. For the dynamics F , let
. Now, the scaled dynamics satisfy T F (z, z , u) P ≤ 4T z P +0.1T z P + T u . To get into the normalized form, the dynamics are scaled as F = F /(4T ). Then, the normalized Lipschitz bounds become F (z, z , u) P ≤ z P + β z P + γ u , where β = 0.1/4 = 0.025 and γ = 1/4 = 0.25. Choosing the design parameters q = 90 and r = 6, the lower bound in (11) is 0.025 and the upper bound is 0.028. So, the update period (for the time-scaled dynamics) is chosen to be δ = 0.025 seconds. Also, the left hand side of (12) is 0.997, so the inequality is satisfied. Lastly, equation (13) is a sufficient condition for stability, and it is satisfied for the values T = 1, δ = 0.025 and q = 90. Therefore, the parametric conditions of the theory guaranteeing feasibility and stability of the distributed RHC algorithm are satisfied. Scaling time back to a planning horizon of 6 seconds corresponds to an update period of δ = 0.15 seconds, and this is the update period used in the centralized and distributed RHC implementations.
Distributed RHC is implemented precisely according to Algorithm 1, with one modification to Problem 1. In the optimization code, the constants on the right-hand side of constraints (9) and (10) are set to a = b = 0.1. The actual constants in (9) and (10) are small enough (∼ 10 −7 ) to cause feasibility problems in each distributed optimization code. The value of 0.1, on the other hand, worked quite well. Of course, the constants defined in constraints (9) and (10) are derived based on the sufficient conditions of the theory, and are likely to be conservative. The closedloop position and control trajectories generated by applying the distributed RHC algorithm are shown in Figure 3 position and control trajectories for this closed-loop solution are denoted θ i,D and u i,D , respectively. While the algorithm and theory suggest switching to the terminal controllers once z(t) ∈ Ω ε , the distributed receding horizon controllers are employed for all time in these results. To compute the actual closed-loop response between RHC updates requires numerical integration of the dynamic equations (see (5) ). Also, to calculate eachz i , as required in part 2(b) of Algorithm 1, requires numerical integration of equation (6) . In all cases, numerical integration was performed using the ode23 function in MATLAB.
The centralized and distributed RHC responses are quite close, with the distributed position responses showing slightly more overshoot than the centralized counterparts, particularly for angles θ 2 and θ 3 . The closeness in the two responses can be attributed in part to the weak coupling in the dynamics as quantified by the coefficient β = 0.025. For weakly coupled dynamics, the error introduced by relying onẑ j for neighbors has less of an impact on the closed-loop response, than for systems with dynamics that are strongly influence by neighboring responses. Application of the theory to systems with stronger dynamic coupling would be useful in identifying difference between centralized RHC and the distributed RHC algorithm presented here. A hypothesis worth testing is that, even in the stronger coupling case, 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrA07.6
if the update period δ is sufficiently small, the distributed RHC response is likely to be close to the centralized RHC response. The intuition behind this hypothesis is that the error introduced by relying onẑ j for neighbors is likely smaller for smaller update periods.
To compare the computational burden of the centralized problem and the distributed problems, the cputime function is used in MATLAB. The centralized optimal control problem has 81 variables to solve for at each RHC update. The computational time for each RHC update, corresponding to the response shown in Figure 2 , is shown in the top plot in Figure 4 . Each distributed optimal control problem has 27 variables to solve for, where each problem is solved in parallel. The computational time for each RHC update per agent, corresponding to the responses shown in Figure 3 , is shown in the bottom plot in Figure 4 Comparison of computation times, at each receding horizon update, to solve the centralized optimal control problem (top plot), and the distributed optimal control problems in parallel (bottom plot). The computation times correspond to the responses shown in Figures 2, 3. the figure, the distributed optimal control problems were solved between 43 and 58 times faster than the centralized optimal control problem, over all updates. On average, each distributed problem was solved 50 times faster, than the single centralized problem. Clearly, for this example, there is substantial savings in being able to solve the distributed problems in parallel. The savings are also consistent with the computational complexity comparison reported in [6] VI. CONCLUSIONS In this paper, a distributed implementation of RHC is developed for the case of dynamically coupled nonlinear systems subject to decoupled input constraints. A central element to the feasibility and stability analysis is that the actual and assumed responses of each agent are not too far from one another, as quantified by a consistency constraint. Parametric bounds on the receding horizon update period are identified. Also, conditions that bound the amount of dynamic coupling, parameterized by a Lipschitz constant, are also identified. While the theoretical results are sufficient, the proposed algorithm with minor relaxations is shown to be applicable to the problem of distributed control of coupled nonlinear oscillators. In the numerical results, the time it takes to solve the distributed optimal control problems in parallel is two orders of magnitude less than the time it takes to solve a corresponding centralized optimal control problem, underlining the computational savings incurred by employing the distributed algorithm. The closed-loop response generated by the distributed algorithm is also quite close to a centralized RHC implementation. While it makes sense to compare centralized RHC with the distributed implementation for the academic coupled oscillator example considered here, centralized RHC is often not a viable option in applications [9] (for example, in supply chain management) where the distributed RHC algorithm may prove relevant.
