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1. Introduction
For a closed and bounded set K in a Banach space X and x ∈ X , we deﬁne the farthest distance map as φK (x) =
sup{‖z − x‖: z ∈ K } and the farthest point map as FK (x) = {z ∈ K : ‖z − x‖ = φK (x)}, i.e., the set of points of K farthest
from x. Note that this set may be empty. Let R(K ) = {x ∈ X: FK (x) = ∅}. Call a closed and bounded set K remotal if
R(K ) = X and densely remotal if R(K ) is norm dense in X .
Sets that are remotal or densely remotal have been studied in [8,10,12]. In particular, any compact set is clearly remotal
while any weakly compact set is densely remotal [10].
Deﬁnition 1.1. Let us call a subspace Y of a Banach space X
(a) ball remotal (BR) if its closed unit ball BY is remotal in X ;
(b) densely ball remotal (DBR) if BY is densely remotal in X .
The study of BR/DBR subspaces of Banach spaces was initiated in [4]. We took up this investigation in [5,6] and continue
the same in this paper.
From [4,5], it is clear that the problem of ball remotality becomes slightly simpler in subspaces Y for which φBY ≡ φBX .
We call them (∗)-subspaces, and in Section 2, we obtain several characterizations of such subspaces. In the process, we
obtain a farthest distance formula, which is also of independent interest. In this section, we also characterize 1-dimensional
(∗)-subspaces. It turns out that this is related to the existence of a stronger form of unitaries studied in [3].
In Section 3, we study ball remotality in the classical sequence spaces c0, c and ∞ . In [4], it is shown that c0 is DBR,
but not BR in ∞ . Here by an uniﬁed approach, we prove that (i) c0 is a (∗)- and DBR subspace of both c and ∞; (ii) if
a subspace of c or ∞ contains the constant sequence 1, then it is (∗)- and BR; (iii) in particular, c and cˆ, the canonical
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1 with its usual norm provides a simple non-reﬂexive example of a Banach space in which every subspace is DBR. We also
study (∗)- and DBR/BR hyperplanes in c0, 1 and ∞ .
Note that any Banach space is a (∗)-subspace of its bidual [4]. In Section 6, we study the following properties.
Deﬁnition 1.2. We will say that a Banach space X
(a) is BRB if it is BR in X∗∗;
(b) is DBRB if it is DBR in X∗∗;
(c) has remotally spanned bidual (RSB) if span (R(BX )) = X∗∗;
(d) is anti-remotal in its bidual (ARB) if R(BX ) = X .
It is clear that reﬂexivity ⇒ BRB ⇒ DBRB ⇒ RSB. We show that none of the converse holds. We show that if X has
an 1-dimensional (∗)-subspace, then X is BRB, producing a large class of non-reﬂexive examples. We show that X is wALUR
([2], see Deﬁnition 6.6) if and only if X is rotund and ARB. We also obtain characterizations of reﬂexivity in terms of these
phenomena. For example, we show that a separable Banach space is reﬂexive if and only if it is BRB/DBRB/RSB in every
equivalent renorming.
Some stability results are obtained in Section 5. Here we answer [4, Question 2.17] in the aﬃrmative. As consequences,
in Section 6, we show that the 1-sum of a ﬁnite family of Banach spaces is BRB (DBRB) if at least one coordinate space is
such, and hence, these properties are not hereditary. And c0-sum of a family of Banach spaces is DBRB if and only if each
coordinate space is DBRB.
The closed unit ball and the unit sphere of a Banach space X are denoted by BX and S X respectively. All subspaces we
consider are norm closed.
Any unexplained terminology can be found in [9].
Notation. Let T denote the unit circle in C. Deﬁne sgn : C → T by
sgn(z) =
{
1 if z = 0,
|z|/z if z = 0.
That is, for any z ∈ C, | sgn(z)| = 1 and sgn(z) · z = |z|.
2. Characterization of (∗)-subspaces
Let Y be a subspace of a Banach space X . Clearly, φBY (x) φBX (x) = ‖x‖ + 1 for all x ∈ X .
Deﬁnition 2.1. (See [5].) Let us call Y a (∗)-subspace of X if
φBY (x) = ‖x‖ + 1 for all x ∈ X .
Deﬁnition 2.2. For x ∈ X , let D(x) = {x∗ ∈ S X∗ : x∗(x) = ‖x‖}.
We say that A ⊆ BX∗ is a norming set for X if ‖x‖ = sup{|x∗(x)|: x∗ ∈ A} for all x ∈ X .
We say that B ⊆ S X∗ is a boundary for X if for every x ∈ X , there exists x∗ ∈ B such that ‖x‖ = |x∗(x)|.
Our main result in this section is the following characterization theorem.
Theorem 2.3. For a subspace Y of a Banach space X, let
AY =
{
x∗ ∈ S X∗ :
∥∥x∗|Y ∥∥= 1}.
The following are equivalent:
(a) AY is a norming set for X.
(b) φBY (x) = ‖x‖ + 1 for all x ∈ X.
(c) There is a dense set G ⊆ X such that φBY (x) = ‖x‖ + 1 for all x ∈ G.
(d) {x ∈ X: D(x) ⊆ AY } is a dense Gδ set in X.
(e) {x ∈ X: D(x) ∩ AY = ∅} contains a dense Gδ set in X.
(f) {x ∈ X: D(x) ∩ AY = ∅} is dense in X.
(g) For any boundary B for X, B ∩ AY is a norming set for X.
(h) The intersection of all closed balls containing BY equals B X .
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most applications, which we take as our deﬁnition, as in [5,6].
Equivalence of (a) and (b) in C(K ) spaces was proved in [5].
Our proof of (a) ⇒ (b) uses the following farthest distance formula.
Theorem 2.5. Let Y be a subspace of a Banach space X.
(a) Let A ⊆ BX∗ be a norming set for X. Then for any x ∈ X,
φBY (x) = sup
{∣∣x∗(x)∣∣+ ∥∥x∗|Y ∥∥: x∗ ∈ A}. (1)
(b) If A ⊆ S X∗ is a boundary for X, then x ∈ R(BY ) if and only if there exist x∗ ∈ A and z ∈ BY such that the supremum in (1) is
attained at x∗ and ‖x∗|Y ‖ = |x∗(z)|.
Proof. (a) Let x ∈ X .
φBY (x) = sup
z∈BY
‖x− z‖ = sup
z∈BY
sup
x∗∈A
∣∣x∗(x− z)∣∣= sup
x∗∈A
sup
z∈BY
∣∣x∗(x− z)∣∣
= sup
x∗∈A
sup
z∈BY
[∣∣x∗(x)∣∣+ ∣∣x∗(z)∣∣]= sup
x∗∈A
[∣∣x∗(x)∣∣+ ∥∥x∗|Y ∥∥].
(b) Suppose x∗ ∈ A and z ∈ BY are such that the supremum in (1) is attained at x∗ and ‖x∗|Y ‖ = |x∗(z)|. Then for some
α ∈ T,
φBY (x) =
∣∣x∗(x)∣∣+ ∥∥x∗|Y ∥∥= ∣∣x∗(x)∣∣+ ∣∣x∗(z)∣∣= ∣∣x∗(x− αz)∣∣
 ‖x− αz‖ φBY (x).
Hence αz ∈ FBY (x) and x ∈ R(BY ). Note that this part does not need A to be a boundary.
Conversely, suppose x0 ∈ R(BY ). Let z0 ∈ BY be such that ‖x0 − z0‖ = φBY (x0). Since A is a boundary, there exists x∗ ∈ A
such that ‖x0 − z0‖ = |x∗(x0 − z0)|, then∣∣x∗(x0)∣∣+ ∥∥x∗|Y ∥∥ ∣∣x∗(x0)∣∣+ ∣∣x∗(z0)∣∣ ∣∣x∗(x0 − z0)∣∣
= ‖x0 − z0‖ = φBY (x0)
∣∣x∗(x0)∣∣+ ∥∥x∗|Y ∥∥.
Hence, equality must hold everywhere. This completes the proof. 
We will also need the following result of Lau [10] (see also [7, Proposition II.2.7]). Assume that the scalars are real.
For any bounded set K , any x ∈ X , and any x∗ ∈ ∂φK (x) (i.e., the subdifferential of φK ), we have ‖x∗‖  1, and hence,
supz∈K x∗(x− z) φK (x). Moreover, the set
G(K ) =
{
x ∈ X: sup
z∈K
x∗(x− z) = φK (x) for all x∗ ∈ ∂φK (x)
}
is a dense Gδ in X .
We are now ready to prove Theorem 2.3.
Proof of Theorem 2.3. Clearly, (d) ⇒ (e) ⇒ (f), (g) ⇒ (a) and (b) ⇔ (h). Since φBY and ‖ · ‖ are both norm continuous,
(b) ⇔ (c).
(a) ⇒ (b). By Theorem 2.5(a) with A = AY , we get
φBY (x) = sup
x∗∈AY
[∣∣x∗(x)∣∣+ ∥∥x∗|Y ∥∥]= sup
x∗∈AY
[∣∣x∗(x)∣∣+ 1]= ‖x‖ + 1.
(b) ⇒ (d). First let us assume that the scalars are real. By Lau’s result [10], G(BY ) is a dense Gδ subset of X . If (b) holds,
then ∂φBY (x) = D(x), and it follows that G(BY ) = {x ∈ X: D(x) ⊆ AY }.
If the scalars are complex, consider the real restriction XR of X . Recall that x∗ → Re x∗ establishes a real linear isometry
between (X∗)R and (XR)∗ .
If (b) holds, then ∂φBY (x) = D ′(x) := {Re x∗ ∈ S X∗R : Re x∗(x) = ‖x‖}. Let A′Y = {Re x∗ ∈ S X∗R : ‖Re x∗|Y ‖ = 1}. As above,
by [10], G(BY ) = {x ∈ XR: D ′(x) ⊆ A′Y } is a dense Gδ subset of XR . As x → x is an isometry from XR to X , it follows that
x∗ ∈ D(x) ⇔ Re x∗ ∈ D ′(x) and D(x) ⊆ AY ⇔ D ′(x) ⊆ A′ . Therefore, G(BY ) = {x ∈ X: D(x) ⊆ AY } and the result follows.Y
528 P. Bandyopadhyay, T. Paul / J. Math. Anal. Appl. 369 (2010) 525–536(f) ⇒ (a). Let x ∈ X and ε > 0. Find z ∈ X such that ‖x− z‖ < ε/2 and z∗ ∈ D(z) ∩ AY . Then∣∣z∗(x)∣∣= ∣∣z∗(z) − z∗(z − x)∣∣ ‖z‖ − ‖z − x‖ > ‖x‖ − ε/2− ε/2= ‖x‖ − ε.
Since ε is arbitrary, AY norms x.
(d) ⇒ (g). Since B is a boundary, for every x ∈ X , TB ∩ D(x) = ∅. Since {x ∈ X: D(x) ⊆ AY } ⊆ {x ∈ X: D(x) ∩ TB ⊆ AY },
by (d), the right-hand set is dense in X .
Let x ∈ X and ε > 0. There exists z ∈ X such that ‖x− z‖ < ε/2 and z∗ ∈ D(z) ∩ TB ⊆ AY . Then z∗ = αb∗ for some α ∈ T
and b∗ ∈ B . It follows that b∗ ∈ B ∩ AY and as in the proof of (f) ⇒ (a),∣∣b∗(x)∣∣= ∣∣z∗(x)∣∣> ‖x‖ − ε,
proving that B ∩ AY is norming for X . 
It may seem that a (∗)-subspace must be somewhat large. This, however, is not the case. A Banach space may even have
1-dimensional (∗)-subspaces.
Deﬁnition 2.6. Let X be a Banach space. Let us call x0 ∈ S X a strong unitary if D(x0) is a norming set for X .
For the origin of this terminology and related results, see [3].
Theorem 2.7. Let X be a Banach space and x0 ∈ S X . The following are equivalent:
(a) x0 is a strong unitary.
(b) D(x0) is a boundary for X.
(c) The 1-dimensional subspace spanned by x0 is a (∗)-subspace of X .
Proof. (a) ⇔ (c). Observe that if Y = span({x0}), then for any x∗ ∈ X∗ , ‖x∗|Y ‖ = |x∗(x0)|. It follows that AY =
{x∗ ∈ S X∗ : |x∗(x0)| = 1} = TD(x0). Thus, Y is a (∗)-subspace of X ⇔ D(x0) is a norming set for X .
(a) ⇔ (b) is easy. 
Example 2.8. Any unimodular function in C(K ), the constant sequence 1 in c or ∞ and the canonical unit vectors in 1 are
strong unitaries.
Corollary 2.9. If x0 ∈ S X is a strong unitary in X and Y is a subspace with x0 ∈ Y , then
(a) x0 is a strong unitary in Y .
(b) Y is (∗)- and BR in X.
There are also 2-dimensional (∗)-subspaces that do not contain a strong unitary.
Example 2.10. Consider the subspace Y ⊆ c spanned by x = (sin 1n ) and y = (cos 1n ). Taking vectors of the form sin 1k · x +
cos 1k · y, one can see that AY contains all the coordinate functionals. Hence, Y is a (∗)-subspace.
This example appears in a related context in [1, Example 2.34].
3. Ball remotality in c0, c and ∞
Let X = ∞ , c or c0. Let {en} denote the canonical unit vectors in X and {e∗n} denote the coordinate functionals in
1 ⊆ X∗ .
Proposition 3.1. Let X = ∞ , c or c0 . Let Y ⊆ X be a subspace. Then:
(a) For any x ∈ X,
φBY (x) = sup
{|xn| + ∥∥e∗n|Y ∥∥: n ∈ N}. (2)
(b) If for some x ∈ X, the supremum in (2) is attained at some n and e∗n is norm attaining on Y , then x ∈ R(BY ).
If X = c0 , the converse is also true.
Proof. Apply Theorem 2.5 with A = {e∗n} ⊆ 1. 
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(a) Y is a (∗)-subspace of X if and only if ‖e∗n|Y ‖ = 1 for all n ∈ N.
(b) Y is (∗)- and DBR in X if and only if for all n ∈ N, there exists y ∈ BY such that |yn| = 1.
Proof. (a) Necessity follows from Proposition 3.1(a).
Conversely, if ‖e∗n|Y ‖ < 1 for some n ∈ N, let 0 < δ < 1 − ‖e∗n|Y ‖. Then for all y ∈ BY , |yn|  ‖e∗n|Y ‖ < 1 − δ. Therefore,‖en − y‖∞ =max{|1− yn|, supk =n |yk|} 1+ |yn| 2− δ. So φBY (en) < 2= ‖en‖∞ + 1.
(b) If for all n ∈ N, there exists y ∈ BY such that |yn| = 1, then by (a), Y is a (∗)-subspace. And by Proposition 3.1(b),
R := {x ∈ X: ‖x‖∞ = |xk| for some k ∈ N} ⊆ R(BY ).
If X = c0, R = c0 and hence Y is BR.
If X = ∞ or c and x /∈ R , let ε > 0. Let ‖x‖∞ = m. There exists k ∈ N such that m − ε  |xk|  m. Deﬁne z =
(x1, x2, . . . , xk−1, sgn(xk)−1m, xk+1, . . .) ∈ X , then z ∈ R and ‖z − x‖∞ < ε. Hence, R is dense in X .
Conversely, if Y is a (∗)-subspace, then by (a), ‖e∗n|Y ‖ = 1 for all n ∈ N. Suppose there exists m ∈ N such that for all
y ∈ BY , |ym| < 1.
Claim. If for some z ∈ X, |zm| > supk =m |zk|, then z /∈ R(BY ).
If z ∈ R(BY ), then there exists y ∈ BY , ‖z− y‖∞ = ‖z‖∞ +1= |zm|+1. Now, supk =m |zk − yk| supk =m |zk|+1< |zm|+1.
Therefore, we must have |ym| = 1. Hence the claim.
If ‖z − em‖∞ < 1/3, then by the claim, z /∈ R(BY ). It follows that Y cannot be DBR. 
Corollary 3.3.
(a) For Y ⊆ c0 , the following are equivalent:
(1) Y is (∗)- and DBR in c0 .
(2) Y is (∗)- and BR in c0 .
(3) Y is (∗)- and DBR in c.
(4) Y is (∗)- and DBR in ∞ .
(b) In particular, c0 is a (∗)- and DBR subspace of both c and ∞ .
(c) If a subspace of c or ∞ contains the constant sequence 1, then it is (∗)- and BR.
(d) c and cˆ, the canonical image of c, are (∗)- and BR in ∞ .
Proof. (c) follows from Corollary 2.9(b) since the constant sequence 1 is a strong unitary in c or ∞ and (c) ⇒ (d). 
Since c0 has no strong unitaries, it has no 1-dimensional (∗)-subspaces. Indeed, stronger result holds.
Theorem 3.4. c0 has no ﬁnite-dimensional (∗)-subspaces.
Proof. If Y ⊆ c0 is ﬁnite-dimensional, then SY is compact. Hence there exists n0 ∈ N such that |yn0 | < 1/2 for all y ∈ SY .
Hence, the result follows from Theorem 3.2. 
Theorem 3.5. Any M-ideal in c0 is BR.
Proof. It is well known [9] that any M-ideal in c0 is of the form {x ∈ c0: xn = 0 for all n ∈ J } for some J ⊆ N and therefore,
is an M-summand. Consequently, it is BR [4, Lemma 3.1]. 
Remark 3.6. It is observed in [4] that in general an M-ideal may fail to be a DBR subspace. Recently, we have shown [6]
that in many function spaces and function algebras, an M-ideal is a DBR subspace.
Theorem 3.7. Let {Xi: i ∈ Λ} be a family of reﬂexive Banach spaces and X =⊕c0 Xi . If Y is any ﬁnite co-dimensional subspace of X ,
where the linear functionals are ﬁnitely supported, then Y is DBR in X.
Proof. Let Y =⋂ni=1 ker x∗i and each x∗i = (x∗i j) j∈Λ ∈ X∗ =⊕1 X∗i is non-zero only at ﬁnitely many j ∈ Λ. Thus, there exists
a ﬁnite set J ⊆ Λ such that x∗i j = 0 for j /∈ J , i = 1,2, . . . ,n. Then
Y =
{
(x j) ∈ X:
∑
x∗i j(x j) = 0, i = 1,2, . . . ,n
}
.j∈ J
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Then Y = Y J ⊕∞ Z J .
Since X J is reﬂexive, Y J is DBR in X J . And since BY = BY J ⊕∞ B Z J , by [4, Lemma 3.1] and the remark following it, Y is
DBR in X . 
Corollary 3.8. If Y is a ﬁnite co-dimensional subspace of c0 where the linear functionals are ﬁnitely supported then Y is BR in c0 .
Proof. If each Xi = C, X J and hence Y J are ﬁnite-dimensional, making Y J BR in X J . Thus, the result follows again from
[4, Lemma 3.1]. 
Remark 3.9. Compare with [4, Theorem 3.6].
Coming to hyperplanes in c0 not covered above, we have
Theorem 3.10. Let a = (an) ∈ S1 be such that an = 0 for inﬁnitely many n  1. Then Y = kera is (∗)- and BR in c0 if and only if|an| < 1/2 for all n ∈ N.
Proof. Let n0  1 be such that |an0 | = supn |an|. Observe that, for any n = n0, if we deﬁne
yi =
⎧⎨
⎩
− sgn(an) if i = n,
|an|/an0 if i = n0,
0 otherwise
then y ∈ BY and |yn| = 1.
It follows from Theorem 3.2(b) that Y is (∗)- and BR in c0 if and only if there exists y ∈ BY such that |yn0 | = 1.
Now, y ∈ BY implies ∑an yn = 0, and hence,
|an0 | = |an0 yn0 | =
∣∣∣∣∑
n =n0
an yn
∣∣∣∣ ∑
n =n0
|an yn|
∑
n =n0
|an| = 1− |an0 |. (3)
It follows that |an0 |  1/2. If |an0 | = 1/2, equality must hold everywhere in (3). Since y ∈ c0 and (an) is inﬁnitely sup-
ported, this is impossible. Therefore, |an0 | < 1/2.
Conversely, suppose |an0 | < 1/2. Deﬁne b ∈ 1 by
bi =
{
ai if i = n0,
0 if i = n0.
Then ‖b‖1 =∑n =n0 |an| = 1− |an0 | > 1/2> |an0 |. So there exists z ∈ Bc0 such that ∑bnzn = |an0 |. Deﬁne y ∈ c0 by
yi =
{
zi if i = n0,
− sgn(an0) if i = n0.
Then
∑
an yn = 0, that is y ∈ SY and |yn0 | = 1. 
Remark 3.11. If |an0 | = 1/2, since inﬁnitely supported elements of 1 are non-norm attaining on c0, arguing as in [5, Theo-
rem 4.7], we see that Y is a (∗)-subspace, but not DBR.
Question 3.12. Is there any subspace of c0 that is DBR but not BR?
For subspaces of ∞ , we have
Proposition 3.13.
(a) Any w∗-closed subspace of ∞ is DBR.
(b) If c0 ⊆ Y ⊆ ∞ , then Y is (∗)- and DBR in ∞ .
(c) If Λ ∈ ext(B∗∞ ), then Y = kerΛ is a DBR subspace of ∞ .
Proof. (a) If Y ⊆ ∞ is w∗-closed, then BY is w∗-compact and therefore, Y is DBR by [8], since 1 has RNP.
(b) Since c0 is (∗)- and DBR in ∞ , so is Y .
(c) Recall that ∗∞ = 1 ⊕1 c⊥0 . Since Λ ∈ ext(B∗∞ ), either Λ ∈ 1 or Λ ∈ c⊥0 [9, Lemma I.1.5]. And the results follows from
(a) or (b). 
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identifying ∞ with C(βN). However, since we do not know any description of norm-attaining functionals on ∞ , we do
not pursue this further.
Similar to Theorem 3.10, we have
Theorem 3.15. Let a = (an) ∈ S1 and Y = kera ⊆ ∞ . Then Y is a (∗)-subspace in ∞ if and only if |an| 1/2 for all n ∈ N.
Proof. By Proposition 3.13(a), Y is DBR. Hence, by Theorem 3.2(b), Y is a (∗)-subspace in ∞ if and only if for all n ∈ N,
there exists y ∈ BY such that |yn| = 1.
The proof now is essentially that of Theorem 3.10, modulo the following observation. If |am| = 1/2 for some m ∈ N,
deﬁne y ∈ ∞ by
yi =
{
sgn(am) if i =m,
− sgn(ai) if i =m.
Then y ∈ BY and |yn| = 1 for all n ∈ N. 
4. Ball remotality in 1
Now let {en} denote the canonical basis of 1. Note that each en is a strong unitary.
Theorem 4.1. Any inﬁnite-dimensional subspace Y of 1 is a (∗)- and DBR subspace of 1 .
Proof. For m 1, let Xm = span{e1, . . . , em} and Zm = span{en: n >m}. Clearly, 1 = Xm ⊕1 Zm .
Let A = {x= (xn) ∈ 1: xn = 0 for all but ﬁnitely many n}.
If x ∈ A, x ∈ Xm for some m 1. Since Y is inﬁnite-dimensional and Zm is of ﬁnite co-dimension, there exists y ∈ Y ∩ Zm
such that ‖y‖1 = 1. Then ‖x+ y‖1 = ‖x‖1 + ‖y‖1 = ‖x‖1 + 1. It follows that φBY (x) = ‖x‖1 + 1 and x ∈ R(BY ).
Since A is dense in 1, Y is a (∗)- and DBR subspace of 1. 
Corollary 4.2. Every subspace of 1 is a DBR subspace.
Remark 4.3. If X∗∗ is separable, then X∗ is an Asplund space and has an equivalent LUR dual norm. Hence, by a result
of [12], any closed and bounded set in X∗ is densely remotal. However, such a space need not be reﬂexive. Using this, it
was noted in [4] that there are non-reﬂexive Banach spaces in which every subspace is DBR. Clearly, the space 1 with its
natural norm produces a much simpler example.
We now characterize BR hyperplanes in 1.
Theorem 4.4. Let a = (an) ∈ ∞ and Y = kera ⊆ 1 . Then the following are equivalent:
(a) Y is BR in 1 .
(b) an = 0 for some n 1.
(c) Y contains a strong unitary.
Proof. (b) ⇒ (c). If an = 0 for some n 1, then en ∈ Y , a strong unitary.
(c) ⇒ (a) follows from Corollary 2.9(b).
(a) ⇒ (b). By Theorem 4.1, Y is a (∗)-subspace.
If an = 0 for all n ∈ N, let z = (sgn(an)/2n), then z ∈ S1 and z /∈ Y .
If z ∈ R(BY ), then there exists y ∈ SY such that ‖z + y‖1 = ‖z‖1 + 1 ⇔∑n |zn + yn| =∑n(|zn| + |yn|) ⇔ |zn + yn| =|zn| + |yn| for all n ∈ N. This implies for all n  1, either yn = 0 or sgn(yn) = sgn(zn) = (sgn(an))−1. Thus ∑n an yn =∑
n |an||yn| = 0. A contradiction since y ∈ Y .
Hence, z /∈ R(BY ) and Y is not BR. 
Remark 4.5. On the contrary, c0 has (∗)- and BR hyperplanes by Theorem 3.10, but no strong unitaries.
5. Stability results
Theorem 5.1. For 1  p ∞, let Y be a p-summand in X, that is, there is a subspace Z ⊆ X such that X = Y ⊕p Z . Then Y is a
(∗)-subspace of X if and only if p = 1.
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φ
p
BY
(x0) = sup
y∈BY
‖x0 − y‖p = sup
y∈BY
[‖y0 − y‖p + ‖z0‖p]= (‖y0‖ + 1)p + ‖z0‖p .
Similarly, for p = ∞,
φBY (x0) =max
{‖y0‖ + 1,‖z0‖}.
Now if p = 1 then φBY (x0) = ‖y0‖ + ‖z0‖ + 1= ‖x0‖ + 1 and hence Y is a (∗)-subspace of X .
On the other hand, if p = 1, y0 = 0 and z0 = 0, then
φBY (x0) =
{ [1+ ‖z0‖p]1/p if 1< p < ∞
max{1,‖z0‖} if p = ∞
< ‖z0‖ + 1= ‖x0‖ + 1.
Hence Y cannot be a (∗)-subspace of X . 
Remark 5.2.
(a) Any p-summand is, however, BR [4, Lemma 3.1].
(b) It follows that an 1-summand is always a (∗)- and BR subspace.
(c) It also follows that any Banach space embeds isometrically as a (∗)- and BR hyperplane in some superspace Z . Just take
Z = X ⊕1 C. Compare this with [5, Corollaries 2.14 and 4.14].
(d) If a subspace Y is of ﬁnite dimension or co-dimension, more generally if Y is complemented in X , then there is an
equivalent renorming of X that leaves the norm on Y unchanged and makes Y a (∗)- and BR subspace. We do not
know if this is true for arbitrary subspaces.
Proposition 5.3. Let {Xα: α ∈ Λ} be a family of Banach spaces and Yα ⊆ Xα be subspaces. Let X =⊕1 Xα and Y =⊕1 Yα .
(a) If at least one Yα is a (∗)-subspace of Xα , then Y is a (∗)-subspace in X.
(b) If at least one Yα is a (∗)- and BR (DBR) subspace of Xα , then Y is a (∗)- and BR (DBR) subspace in X.
(c) If Yα = {0} for inﬁnitely many α ∈ Λ, then Y is a (∗)- and DBR subspace in X.
Proof. (a) If Yα is a (∗)-subspace in Xα , then for any x ∈ X , ‖x‖1 + 1  φBY (x)  φBYα (xα) +
∑
β =α ‖xβ‖ = ‖xα‖ + 1 +∑
β =α ‖xβ‖ = ‖x‖1 + 1.
(b) Suppose Yα is (∗)- and BR (DBR) in Xα . By (a), Y is a (∗)-subspace in X . It is easy to see that R(BY ) ⊇ R(BYα ) ⊕1
[⊕β =α Xβ ]. Hence the result follows.
The proof of (c) is essentially contained in that of Theorem 4.1. We omit the details. 
Theorem 5.4. Let {Xα: α ∈ Λ} be a family of Banach spaces and Yα ⊆ Xα be subspaces. Then the following are equivalent:
(a) Each Yα is (∗)- and DBR in Xα .
(b) Y0 =⊕c0 Yα is (∗)- and DBR in X0 =⊕c0 Xα .
(c) Y∞ =⊕∞ Yα is (∗)- and DBR in X∞ =⊕∞ Xα .
(d) Y0 =⊕c0 Yα is (∗)- and DBR in X∞ =⊕∞ Xα .
Proof. (a) ⇒ (d). Let x ∈ X∞ and ε > 0. There exists α ∈ Λ such that ‖xα‖ > ‖x‖∞ − ε/2. Get yα ∈ BYα such that
‖xα − yα‖ > ‖xα‖ + 1− ε/2. Deﬁne y ∈ BY0 by
yβ =
{
yα if β = α,
0 otherwise.
(4)
Then
‖x− y‖∞  ‖xα − yα‖ > ‖xα‖ + 1− ε/2> ‖x‖∞ + 1− ε.
Hence, Y0 is a (∗)-subspace of X∞ .
Claim. x ∈ R(BY0 ) if and only if there exists α ∈ Λ such that ‖xα‖ = ‖x‖∞ and xα ∈ R(BYα ).
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in (4). Then
‖x‖∞ + 1 ‖x− y‖∞  ‖xα − yα‖ = ‖xα‖ + 1= ‖x‖∞ + 1.
Conversely, if x ∈ R(BY0 ), ﬁnd y ∈ BY0 such that ‖x− y‖∞ = ‖x‖∞ + 1. Since y ∈ BY0 , there is a ﬁnite set Λ1 such that‖yα‖ < 1/2 for all α /∈ Λ1. It follows that for all α /∈ Λ1,
‖xα − yα‖ ‖xα‖ + ‖yα‖ ‖x‖∞ + 1
2
< ‖x‖∞ + 1= ‖x− y‖∞.
Therefore, ‖x− y‖∞ = supα∈Λ1 ‖xα − yα‖ and the supremum is attained at some α ∈ Λ1. It clearly follows that ‖xα‖ = ‖x‖∞
and xα ∈ R(BYα ).
To prove Y0 is DBR in X∞ , let x ∈ X∞ and ε > 0.
Let α ∈ Λ be such that ‖xα‖ > ‖x‖∞ − ε/3. Since Yα is DBR in Xα , there exists uα ∈ R(BYα ) such that ‖xα − uα‖ < ε/3.
Deﬁne z ∈ X∞ by
zβ =
{ ‖x‖∞
‖uα‖ uα if β = α,
xβ if otherwise.
Clearly, ‖zα‖ = ‖x‖∞ = ‖z‖∞ and since for (∗)-subspaces, R(BY ) is closed under scalar multiplications [4, Remark 2.11],
zα ∈ R(BYα ). Hence, by the claim, z ∈ R(BY0 ). Moreover,
‖x− z‖∞ = ‖xα − zα‖ =
∥∥∥∥xα − ‖x‖∞‖uα‖ uα
∥∥∥∥

∥∥∥∥xα − ‖xα‖‖uα‖uα
∥∥∥∥+ (‖x‖∞ − ‖xα‖)
 ‖xα − uα‖ +
∣∣‖xα‖ − ‖uα‖∣∣+ (‖x‖∞ − ‖xα‖)< ε.
(d) ⇒ (b) and (c). Since Y0 ⊆ X0 ⊆ X∞ and Y0 ⊆ Y∞ ⊆ X∞ , the result follows.
(b) or (c) ⇒ (a). Let X and Y stand for either X0 and Y0 or X∞ and Y∞ as the case may be. Suppose Y is (∗)- and DBR
in X .
Fix α ∈ Λ. Let xα ∈ Xα . Deﬁne x ∈ X by
xβ =
{
xα if β = α,
0 otherwise.
(5)
Then
‖xα‖ + 1= φBY (x)max
{
φBYα (xα),1
}
 ‖xα‖ + 1.
It follows that φBYα (xα) = ‖xα‖ + 1. Hence Yα is a (∗)-subspace of Xα .
If for some α ∈ Λ, Yα is not DBR in Xα , then there exist xα ∈ Xα and ε > 0 such that B(xα, ε) ∩ R(BYα ) = ∅.
Deﬁne x ∈ X as in (5). Let δ <min{ε,‖xα‖/3}.
Claim. B(x, δ) ∩ R(BY ) = ∅.
If z ∈ B(x, δ) ∩ R(BY ), then ‖zα‖ > 2‖xα‖/3 and ‖zβ‖ < ‖xα‖/3 if β = α. Hence, ‖z‖∞ = ‖zα‖ > 2supβ =α ‖zβ‖.
Let y ∈ BY be such that ‖z + y‖∞ = ‖z‖∞ + 1= ‖zα‖ + 1.
If ‖z + y‖∞ = ‖zα + yα‖, then zα ∈ B(xα, ε) ∩ R(BYα ), a contradiction. So, ‖z + y‖∞ > ‖zα + yα‖.
Choose η > 0 such that η < ‖z‖∞/2 and ‖z + y‖∞ > ‖zα + yα‖ + η. Find β ∈ Λ such that ‖zβ + yβ‖ > ‖z + y‖∞ − η.
It follows that β = α and ‖zβ‖ + ‖yβ‖ ‖zβ + yβ‖ > ‖z‖∞ + 1 − η > ‖zα‖/2 + 1. Since ‖yβ‖ 1, ‖zβ‖ ‖zα‖/2, again a
contradiction. 
Remark 5.5. It follows that X0 is DBR in X∞ , answering [4, Question 2.17] in the aﬃrmative.
Theorem 5.6. Let {Xα: α ∈ Λ} be a family of Banach spaces and Yα ⊆ Xα be DBR subspaces. Then
(a) Y0 =⊕c0 Yα is DBR in X0 =⊕c0 Xα .
(b) Y∞ =⊕∞ Yα is DBR in X∞ =⊕∞ Xα .
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β /∈ Λ1 then ‖xβ‖ < ε. For β ∈ Λ1, since Yβ is DBR in Xβ , ﬁnd zβ ∈ R(BYβ ) such that ‖xβ − zβ‖ < ε and get yβ ∈ BYβ such
that ‖zβ + yβ‖ = φBYβ (zβ).
Deﬁne z ∈ X0 by putting zβ as above for β ∈ Λ1 and zβ = 0 if β /∈ Λ1. It is easy to see that
φBY0
(z)max
{
max
{
φBYβ (zβ): β ∈ Λ1
}
,1
}
.
Fix α /∈ Λ1 and yα ∈ SYα . Deﬁne y ∈ BY0 by
yβ =
⎧⎨
⎩
yβ if β ∈ Λ1, yβ as above,
yα if β = α,
0 if otherwise.
Then ‖z + y‖∞ =max{max{φBYβ (zβ): β ∈ Λ1},1} = φBY0 (z). And hence, z ∈ R(BY0 ) and ‖x− z‖ < ε.
(b) Let x ∈ X∞ . Observe that φBY∞ (x) = supβ φBYβ (xβ). For β ∈ Λ, since Yβ is DBR in Xβ , ﬁnd zβ ∈ R(BYβ ) such that
‖xβ − zβ‖ < ε and get yβ ∈ BYβ such that ‖zβ + yβ‖ = φBYβ (zβ).
Now if z ∈ X∞ and y ∈ Y∞ are deﬁned with these values, it follows that ‖z + y‖∞ = φBY∞ (z) = supβ φBYβ (zβ) and‖x− z‖ < ε. 
Theorem 5.7. Let {Xα: α ∈ Λ} be a family of Banach spaces and Yα ⊆ Xα be (∗)- and BR subspaces. Then
(a) Y0 =⊕c0 Yα is (∗)- and BR in X0 =⊕c0 Xα .
(b) Y∞ =⊕∞ Yα is (∗)- and BR in X∞ =⊕∞ Xα .
Proof. (a) follows from the claim in the proof of Theorem 5.4(a) ⇒ (d).
(b) follows from the proof of Theorem 5.6(b), with ε = 0. 
Remark 5.8. Since c0 is not BR in ∞ , Y0 need not be BR in X∞ .
Given a Banach space X , let c(X) = {(xn) ⊆ X: (xn) converges} with the sup norm.
Theorem 5.9. If Y is (∗)- and DBR (BR) in X, then c(Y ) is (∗)- and DBR (BR) in c(X).
Proof. Since Y0 ⊆ c(Y ) ⊆ c(X) ⊆ X∞ , the DBR part follows from Theorem 5.4.
To prove the BR part, let x = (xn) ∈ c(X). Let x0 = limn xn . If ‖x‖∞ is attained at some n ∈ N then the c0 argument works.
Otherwise, ‖x‖∞ = limn ‖xn‖ = ‖x0‖. Let y0 ∈ FBY (x0). Deﬁne y ∈ Bc(Y ) as the constant sequence yn = y0. Then
‖x− y‖∞  lim
n
‖xn − yn‖ = ‖x0 − y0‖ = ‖x0‖ + 1= ‖x‖∞ + 1.
That is, y ∈ FBc(Y ) (x). 
6. Ball remotality of X in X∗∗
The following result follows from [11, Lemma 4.8].
Theorem 6.1. If x0 is a strong unitary in X, then it is also a strong unitary in X∗∗ .
Corollary 6.2. Any Banach space containing a strong unitary is BRB. And hence, each of the following spaces X is BRB:
(a) C(K ) and any subspace of C(K ) containing an unimodular function, in particular, any function space;
(b) ∞ and any subspace of ∞ containing the constant sequence 1, in particular, c;
(c) 1 and any subspace of 1 containing any of the canonical unit vectors.
Let R1 = R(BX ) ∩ S X∗∗ . As noted in [4, Remark 2.11], for (∗)-subspaces, R(BY ) is closed under scalar multiplications.
Thus, R(BX ) = R+R1.
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Proof. It is clear that reﬂexivity ⇒ BRB ⇒ DBRB⇒ RSB.
By Corollary 6.2, BRB  reﬂexivity.
DBRB  BRB, as c0 is DBRB, but not BRB.
Let X1 be ARB and X2 be BRB and let X = X1 ⊕∞ X2. We show that X is RSB, but not DBRB.
It follows from the claim in the proof of Theorem 5.4(a) ⇒ (d), that
R1 = [S X1 × BX∗∗2 ] ∪ [BX∗∗1 × S X∗∗2 ].
Thus R1 is a closed subset of S X∗∗ and if x∗∗1 ∈ S X∗∗1 \ S X1 and x∗∗2 ∈ BX∗∗2 \ S X∗∗2 , then (x∗∗1 , x∗∗2 ) /∈ R1. Thus, X is not DBRB.
Nevertheless, span[R1] = X∗∗ . That is, X is RSB.
To see this, note that if (x∗∗1 , x∗∗2 ) ∈ S X∗∗ \ R1, then 1= ‖x∗∗1 ‖ > ‖x∗∗2 ‖ and x∗∗1 /∈ X1. If x∗∗2 = 0, put u∗∗ = x∗∗2 /‖x∗∗2 ‖, and if
x∗∗2 = 0, take any u∗∗ ∈ S X∗∗2 . Then (x∗∗1 ,±u∗∗) ∈ R1 and (x∗∗1 , x∗∗2 ) ∈ conv({(x∗∗1 ,±u∗∗)}). 
It follows from Proposition 5.3(b) and Theorem 5.4 that
Corollary 6.4.
(a) Let {Xα: α ∈ Λ} be a family of Banach spaces. Then⊕c0 Xα is DBRB if and only if each Xα is DBRB.
(b) If {X1, X2, . . . , Xn} is a ﬁnite family of Banach spaces such that at least one Xi is BRB (DBRB), then⊕1 Xi is BRB (DBRB).
Remark 6.5. Since c0 is DBRB, but not BRB, there is no analogue of Corollary 6.4(a) for BRB.
We recall the following deﬁnitions from [2].
Deﬁnition 6.6. We say that x ∈ S X is:
(a) A rotund point of BX if ‖y‖ = ‖ x+y2 ‖ = 1 implies x = y.
(b) An LUR point of BX if for any {xn} ⊆ BX the condition
lim
n
∥∥∥∥ xn + x2
∥∥∥∥= 1
implies xn → x in norm.
(c) An ALUR (resp. wALUR) point of BX if for any {xn} ⊆ BX and {x∗m} ⊆ BX∗ , the condition
lim
m
lim
n
x∗m
(
xn + x
2
)
= 1
implies xn → x in norm (resp. in the weak topology).
We say that a Banach space X has one of the above properties if every point of S X has the same property.
Theorem 6.7. X is wALUR if and only if X is rotund and ARB.
Proof. We recall [2, Corollary 8] that x ∈ S X is a wALUR point of BX if and only if x is a rotund point of BX∗∗ .
Let X be wALUR. Then X is clearly rotund. And by [4, Remark 2.6], R(BX ) = X .
To prove the converse, let x ∈ S X . If x∗∗ ∈ BX∗∗ is such that ‖ x∗∗+x2 ‖ = 1, then −x ∈ FBX (x∗∗). Since R(BX ) = X , x∗∗ ∈ X .
Now since X is rotund, it follows that x∗∗ = x. Therefore, x is a rotund point of BX∗∗ . 
Theorem 6.8. The following are equivalent:
(a) X is reﬂexive.
(b) X is WCG and BRB for every equivalent renorming on X.
(c) X is WCG and DBRB for every equivalent renorming on X.
(d) X is WCG and RSB for every equivalent renorming on X.
Proof. Clearly, (a) ⇒ (b) ⇒ (c) ⇒ (d). Since RSB + ARB ⇒ reﬂexivity and every WCG Banach space has an LUR renorming,
the result follows from Theorem 6.7. 
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Corollary 6.10. For a separable Banach space X, the following are equivalent:
(a) X is reﬂexive.
(b) X is BRB for every equivalent renorming on X.
(c) X is DBRB for every equivalent renorming on X.
(d) X is RSB for every equivalent renorming on X.
Remark 6.11. Since reﬂexivity is separably determined, the answer to Question 6.9 would be clearly positive if these prop-
erties were hereditary. It however follows from Corollary 6.4, or the fact that any C(K ) space is BRB, that they are not. On
the other hand, it is easy to see that ARB is hereditary. In particular, if X is ARB, it does not contain isometric copies of c0
or 1.
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