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Abstract
This is the first of two papers on vertex Poisson algebras associated with
Courant algebroids, and their deformations. In this work, we study relationships
between vertex Poisson algebras and Courant algebroids. For any N-graded
vertex Poisson algebra A =
∐
n∈N
A(n), we show that A(1) is a Courant A(0)-
algebroid. On the other hand, for any Courant A-algebroid B, we construct an
N-graded vertex Poisson algebra A =
∐
n∈N
A(n) such that A(0) is A and the
Courant A-algebroid A(1) is isomorphic to B as a Courant A-algebroid.
1 Introduction
A vertex Poisson algebra is an analogue of the notion of a Poisson algebra in the
category of vertex algebras. It is a combination of a commutative vertex algebra
structure (or equivalently a differential algebra structure) and a vertex Lie alge-
bra structure with a natural compatibility condition (see [BeD, FB]). In fact, one
may consider vertex Poisson algebras as the classical limit of vertex algebras (see
[BeD, FB]). Important features of the formalism of vertex Poisson algebras can be
traced back to the work of I.M. Gelfand, L.A. Dickey and others on the Hamilto-
nian structure of integrable hierarchies of solition equations (see [Di]). They play a
prominent role in the study of certain connections between the classical and quan-
tum Drinfeld-Sokolov reductions (see [FB] Chapter 15). They also play a crucial role
in the study of generating subspaces of vertex algebras with a certain property anal-
ogous to the well known Poincare´-Birkhoff-Witt spanning property (see [Li2, Li3]
and references their in).
Courant algebroids first appeared in the work of T. Courant on Dirac structures
on manifolds (see [Co]). They were later studied by Liu, Weinstein, and Xu who
used Courant algebroids to generalize the notion of the Drienfeld double to Lie
bialgebroids (see [LiuWX]). One can think of a Courant algebroid as a certain
kind of algebroid for which the condition of antisymmetricity, the Leibniz rule and
the Jacobi identity for the bracket are all relaxed in certain ways. Examples of
Courant algebroids are the doubles of Lie bialgebras and the bundle TM⊕T ∗M . (see
[LiuX, Co]). Courant algebroids play an important role in the study of dynamical
r-matrices (see [LiuX]). Also, it was shown in [RoW] that Courant algebroids can be
viewed as strongly homotopy Lie algebras. Furthermore, Courant algebroids have a
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close connection to gerbs (see [BrC]) and play a significant role in the study of the
theory of vertex algebroids (see [Br]).
The purpose of this paper is to study relationships between Courant algebroids
and N-graded vertex Poisson algebras. Precisely, we show that one can obtain
Courant algebroids from N-graded vertex Poisson algebras and vice versa. For an
N-graded vertex Poisson algebra A =
∐
n∈NA(n), the homogeneous subspace A(0) is
a unital commutative associative algebra and the homogeneous subspace A(1) is a
module of an associative algebra A(0). Moreover, the skew symmetry and the half
commutator formula of a vertex Poisson algebra give rise to several compatibility
relations. These structures on A(0)⊕A(1) are summarized in the notion of what was
called a 1-truncated conformal algebra. By using skew symmetry and the fact that
a family of bilinear operations
i : A⊗C A→ A, a⊗ b 7→ aib
are derivations of the commutative product on A, we show that A(1) is, in fact, a
Courant A(0)-algebroid. On the other hand, for a given Courant A-algebroid B, we
construct an N-graded vertex Poisson algebra A =
∐
n∈NA(n) with A(0) = A and
the homogeneous subspace A(1) isomorphic to B as a Courant algebroid. For a given
1-truncated conformal algebra A⊕B over C, we set C(A⊕B) = C[D]⊗(A⊕B) where
D is a formal variable. We use the fact that A⊕B is a 1-truncated conformal algebra
to show that a certain quotient space CB of C(A⊕B) is a vertex Lie algebra. It was
shown in [Li2] that a symmetric algebra of a vertex Lie algebra is a vertex Poisson
algebra. Applying this result to CB, we then obtain a vertex Poisson algebra S(CB).
In fact, S(CB) is an N-graded vertex Poisson algebra whose degree-zero subspace
is S(A) and whose degree-one subspace is S(A) · B. Here, S(A) is the symmetric
algebra over the space A. For any Courant A-algebroid B, A ⊕ B is a 1-truncated
conformal algebra. Hence, S(CB) is an N-graded vertex Poisson algebra. By using
the fact that B is a Courant A-algebroid, we can show that a certain quotient space
SB of S(CB) is an N-graded vertex Poisson algebra whose the degree-zero subspace
is A and the degree-one subspace is isomorphic to B as a Courant A-algebroid.
This paper is organized as follows: In section 2 we recall notions of vertex Lie
algebras, and vertex Poisson algebras. In section 3, we review the notions of 1-
truncated conformal algebras and Courant A-algebroids, and we construct Courant
algebroids from N-graded vertex Poisson algebras. In section 4, we construct an N-
graded vertex Poisson algebra from any 1-truncated conformal algebra. In section
5, for any Courant A-algebroid B, we construct an N-graded vertex Poisson algebra
whose degree-zero subspace is A and degree-one subspace is isomorphic to B as a
Courant A-algebroid.
We use here the standard formal variable notations and conventions as defined
in [FHL, LLi]. Also, we use a notation N for the set of nonnegative integers.
2 Vertex Lie algebras, and vertex Poisson algebras
In this section we review the definitions of vertex Lie algebras and vertex Poisson
algebras, as well as their properties that will be used in later sections.
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Let W be a vector space. Following [P, Li2], for a formal series
f(x1, ..., xn) =
∑
m1,...,mn∈Z
u(m1, ...,mn)x
−m1−1
1 ...x
−mn−1
n ∈W [[x
±1
1 , ..., x
±1
n ]],
we define
Sing f(x1, ..., xn) =
∑
m1,...,mn∈N
u(m1, ...,mn)x
−m1−1
1 ...x
−mn−1
n .
For 1 ≤ i ≤ n, we have
∂
∂xi
Sing f(x1, ..., xn) = Sing
∂
∂xi
f(x1, ..., xn). (2.1)
For any nonempty subset S = {i1, ..., ik} of {1, ..., n}, a formal series f(x1, ..., xn)
can be viewed as a formal series f˜(xi1 , ..., xik ) in variables xi1 , ..., xik with coefficients
in the vector space V [[x±1j |j 6∈ S]]. We define
Singxi1 ,...,xik f(x1, ..., xn) = Sing f˜(xi1 , ..., xik ). (2.2)
Hence,
Singx1 f(x1, ..., xn) =
∑
m∈N,m2,...,mn∈Z
u(m,m2, ...,mn)x
−m−1
1 x
−m2−1
2 ...x
−mn−1
n
and
Sing f(x1, ..., xn) = Singx1 ...Singxn f(x1, ...xn).
Proposition 2.1. [P] Let W be a vector space and let B ∈ W ((x1, ..., xn)), M ∈
(EndW )[[x1, ..., xn]]. Then
Sing (M · Sing (B)) = Sing (MB).
Next, we recall the notions of vertex Lie algebra and vertex Poisson algebra.
Definition 2.2. [K, P] A vertex Lie algebra is a vector space A equipped with a
linear operator ∂ and a linear map
Y− : A → Hom (A, x
−1A[x−1])
a 7→ Y−(a, x) =
∑
n∈N
anx
−n−1 (where an ∈ EndA)
such that the following axioms hold for a, b ∈ A:
anb = 0 for n sufficiently large; (2.3)
Y−(∂a, x) =
d
dx
Y−(a, x); (2.4)
Y−(a, x)b = Sing(e
x∂Y−(b,−x)a); (2.5)
[Y−(a, x1), Y−(b, x2)] = Sing(Y−(Y−(a, x1 − x2)b, x2)). (2.6)
Following [P], we call (2.6) the half commutator formula.
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Remark 2.3. In terms of components, (2.4)-(2.6) are equivalent to
(∂a)nb = −nan−1b, (2.7)
anb =
∑
i≥0
(−1)n+i+1
1
i!
∂ibn+ia, (2.8)
ambnc− bnamc =
m∑
i=0
(
m
i
)
(aib)m+n−ic, (2.9)
for a, b, c ∈ A,m, n ∈ N.
Remark 2.4. Any vertex algebra is a vertex Lie algebra with ∂ = D. (See appendix
for the definition of a vertex algebra.)
Proposition 2.5. [K] For a ∈ A, [∂, Y−(a, x)] =
d
dx
Y−(a, x) = Y−(∂a, x).
Proposition 2.6. [Li2] Let A be a vector space equipped with a linear operator ∂
and equipped with a linear map
Y− : A → Hom (A, x
−1A[x−1])
a 7→ Y−(a, x) (2.10)
such that the following conditions hold for all a, b ∈ A:
[∂, Y−(a, x)] =
d
dx
Y−(a, x),
Y−(a, x)b = Sing(e
x∂Y−(b,−x)a).
Then the half commutator formula for an ordered triple (a, b, c) implies the half
commutator formula for any permutation of (a, b, c).
A differential algebra is a commutative associative algebra A with the identity 1
equipped with a derivation ∂. We often denote the differential algebra by (A, ∂). A
subset U of A generates A as a differential algebra if ∂nU for n ∈ N generate A as
an algebra.
Definition 2.7. [FB] A vertex Poisson algebra is a differential algebra (A, ∂) equipped
with a vertex Lie algebra structure (Y−, ∂) (with the same operator ∂) such that for
a, b, c ∈ A,
Y−(a, x)(bc) = (Y−(a, x)b)c + b(Y−(a, x)c). (2.11)
Remark 2.8. In terms of components, (2.11) is equivalent to
an(bc) = (anb)c+ b(anc) for a, b, c ∈ A,n ∈ N. (2.12)
Here Y−(a, x) =
∑
n∈N anx
−n−1.
Corollary 2.9. For a ∈ A, n ∈ N,
1. an is derivation of A, and
4
2. Y−(a, x)1 = 0, and Y−(1, x)a = 0.
Proof. The second part of 2. follows from the first part of 2., and (2.5).
A vertex algebra is called commutative if [Y (u, x1), Y (v, x2)] = 0 for all u, v ∈ V .
(See appendix for the definition of a vertex algebra.) It was shown in [FHL] that a
vertex algebra V is commutative if and only if unv = 0 for all u, v ∈ V , n ∈ N.
Proposition 2.10. [Bo, FB, Li1] If V is a commutative vertex algebra, then V is
a commutative associative algebra with the product defined by
u · v = u−1v for u, v ∈ V (2.13)
and with 1 as the identity element. Furthermore, the operator D of V is a derivation
and Y (u, x)v = (exDu)v for u, v ∈ V.
Conversely, for any differential algebra (A, ∂), (A,Y, 1) is a commutative vertex
algebra where Y is defined by Y (a, x)b = (ex∂a)b for a, b ∈ A. This give rise to a
canonical isomorphism between the category of commutative vertex algebras and the
category of differential algebras. Moreover, a vertex Poisson algebra structure on a
vector space A consists of a commutative vertex algebra structure and a vertex Lie
algebra structure with a compatibility condition.
Definition 2.11. [Li2] A Z-graded vertex Poisson algebra is a vertex Poisson al-
gebra A equipped with a Z-grading A =
∐
n∈ZA(n) such that A as an algebra is
Z-graded and such that for a ∈ A(n), n, r ∈ Z, m ∈ N
∂A(r) ⊂ A(r+1),
amA(r) ⊂ A(r+n−m−1).
An N-graded vertex Poisson algebra is defined in the obvious way.
Remark 2.12. Let A be an Z-graded (respectively, N-graded) vertex Poisson algebra.
Then
1. A(0) is a commutative associative algebra with the identity 1.
2. For n ∈ Z (respectively, n ∈ N), A(n) is an A(0)-module.
3. ∂ : A(0) → A(1) is a derivation when we consider A(0) as an algebra and A(1)
as an A(0)-module.
Definition 2.13. [Li2] An ideal of a vertex Poisson algebra A is an ideal I of A as
an associative algebra such that
∂I ⊂ I
anI ⊂ I for a ∈ A,n ∈ N.
Corollary 2.14. [Li2]
1. By the half skew symmetry we have unA ⊂ I for u ∈ I, n ∈ N.
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2. Moreover, the quotient space A/I has a natural vertex Poisson algebra struc-
ture.
Proposition 2.15. Let A be a vertex Poisson algebra, and let I be an ideal of A as
an associative commutative algebra. Assume that ∂I ⊂ I and I is generated by W ,
that is I = AW . If anw ∈ I for all a ∈ A,w ∈ W,n ∈ N, then I is an ideal of a
vertex Poisson algebra A.
Proof. Let a, a′ ∈ A,w ∈W , n ∈ N. By (2.12), we have
an(a
′w) = (ana
′)w + a′(anw) ∈ I.
It follows that I is an ideal.
Proposition 2.16. [Li2, FB] Let R be a vector space equipped with a linear operator
D and let Y 0− be a linear map from R to Hom (R,x
−1R[x−1]). Denote by S(R)
the symmetric algebra over R and we extend D uniquely to a derivation of S(R).
Then Y 0− extends to a vertex Poisson algebra structure Y− on (S(R),D) if and only
if (R,D, Y 0−) carries the structure of a vertex Lie algebra. Furthermore, such an
extension is unique.
3 From vertex Poisson algebras to Courant algebroids
First, we review the notions of 1-truncated conformal algebras and Courant alge-
broids. Also, we study the relations between these algebras. Next, we show that for
an N-graded vertex Poisson algebra V =
∐
n∈N V(n), the homogeneous subspace V(1)
is a Courant V(0)-algebroid.
Definition 3.1. [GMS] A 1-truncated conformal algebra is a graded vector space
C = C0 ⊕ C1, equipped with a linear map ∂ : C0 → C1 and bilinear operations
(u, v) 7→ uiv for i = 0, 1 of degree −i − 1 on C = C0 ⊕ C1 such that the following
axioms hold:
(Derivation) for a ∈ C0, u ∈ C1,
(∂a)0 = 0; (∂a)1 = −a0; ∂(u0a) = u0∂a (3.1)
(Commutativity) for a ∈ C0, u, v ∈ C1,
u0a = −a0u; u0v = −v0u+ ∂(v1u); u1v = v1u (3.2)
(Associativity) for α, β, γ ∈ C0 ⊕ C1,
α0βiγ = βiα0γ + (α0β)iγ. (3.3)
Remark 3.2.
1. Let A =
∐
n∈NA(n) be an N-graded vertex Lie algebra. By equations (2.7)-
(2.9), we have that A(0) ⊕A(1) is a 1-truncated conformal algebra.
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2. Consequently, for an N-graded vertex Poisson algebra A =
∐
n∈NA(n), A(0) ⊕
A(1) is a 1-truncated conformal algebra.
A Leibniz algebra is a nonassociative algebra Γ satisfying the following condition:
u · (v · w) = (u · v) · w + v · (u · w) for u, v, w ∈ Γ.
Any Lie algebra is a Leibniz algebra. In particular, for any vector space W the
general linear Lie algebra gl(W ) is a Leibniz algebra. A representation of Leibniz
algebra Γ on a vector space W is a Leibniz algebra homomorphism ρ from Γ to
gl(W ).
Let A be a unital commutative associative algebra (over C). A Leibniz A-algebra
is a Leibniz algebra Γ equipped with an A-module structure. A module for a Leibniz
A-algebra Γ is a vector spaceW equipped with Γ-module structure and an A-module
structure.
Proposition 3.3. [GMS, LiY] Let C = C0 ⊕ C1 be a graded vector space (over
C) equipped with a linear map ∂ from C0 to C1 and equipped with bilinear maps
(u, v) 7→ uiv of degree −i− 1 on C = C0 ⊕C1 for i = 0, 1. Then C is a 1-truncated
conformal algebra if and only if
1. The pair (C1, [·, ·]) carries the structure of a Leibniz algebra where [u, v] = u0v
for u, v ∈ C1.
2. The space C0 is a C1-module with u · a = u0a for u ∈ C1, a ∈ C0.
3. The map ∂ is a C1-module homomorphism.
4. The subspace ∂C0 of C1 annihilates the C1-module C0 ⊕ C1.
5. The bilinear map 〈·, ·〉 from C1⊗C1 to C0 defined by 〈u, v〉 = u1v for u, v ∈ C1
is a C1-module homomorphism and furthermore
u0a = −a0u, (3.4)
〈∂a, u〉 = −a0u, (3.5)
[u, v] + [v, u] = ∂〈u, v〉, (3.6)
〈u, v〉 = 〈v, u〉 (3.7)
for a ∈ C0, u, v ∈ C1.
Next, we state the definition of a Courant algebroid. We also study the relation-
ship between Courant algebroids and 1-truncated conformal algebras.
Definition 3.4. [Br] Let A be a unital commutative associative algebra over C. A
Courant A-algebroid is an A-module B equipped with
1. a structure of Leibniz algebra [ , ] : B ⊗C B → B,
2. a homomorphism of Leibniz A-algebras pi : B → Der(A),
3. a symmetric A-bilinear pairing 〈 , 〉 : B ⊗A B → A,
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4. a derivation ∂ : A→ B such that pi ◦ ∂ = 0 which satisfy
[u, av] = a[u, v] + pi(u)(a)v, (3.8)
〈[u, v], w〉 + 〈v, [u,w]〉 = pi(u)〈v,w〉, (3.9)
[u, ∂a] = ∂(pi(u)a), (3.10)
〈u, ∂a〉 = pi(u)a, (3.11)
[u, v] + [v, u] = ∂(〈u, v〉), (3.12)
for a ∈ A, u, v, w ∈ B.
Corollary 3.5.
1. ∂(A) annihilates A and B.
2. 〈 , 〉 and ∂ are B-module homomorphisms.
Proof. For 1., since pi ◦∂ = 0, it follows immediately that ∂(A) annihilates A. Next,
we will show that ∂(A) annihilates B. Let a ∈ A, u ∈ B. By (3.10)-(3.12), we have
[∂(a), u] = −[u, ∂(a)] + ∂(〈∂(a), u〉) = −∂(pi(u)a) + ∂(pi(u)a) = 0.
2. follows immediately from (3.9), (3.10).
By the definition of a Courant algebroid, Proposition 3.3, and Corollary 3.5, we
have the following.
Proposition 3.6. Let A be a unital commutative associative algebra, and let B be
an A-module. Let ∂ : A → B be a derivation. Then a Courant A-algebroid structure
on B is exactly equivalent to a 1-truncated conformal algebra structure on C = A⊕B
with
aia
′ = 0,
u0v = [u, v], u1v = 〈u, v〉,
u0a = pi(u)(a), a0u = −u0a
for a, a′ ∈ A, u, v ∈ B, i = 0, 1 such that
(au)0a
′ = a(u0a
′), (3.13)
(au)1v = a(u1v) = u1(av), (3.14)
u0(av) = a(u0v) + (u0a)v, (3.15)
u0(aa
′) = a(u0a
′) + (u0a)a
′. (3.16)
Corollary 3.7. Let e be the identity of A. Then for u ∈ B, u0e = 0.
Proof. This follows immediately from (3.16).
Let (A =
∐
n∈ZA(n), ∂) be an N-graded vertex Poisson algebra. By Remark 2.12,
we have A(0) is a commutative associative algebra with the identity 1 and A(1) is
an A(0)-module. Moreover, ∂ : A(0) → A(1) is a derivation. By Remark 3.2, we also
have that A(0) ⊕A(1) is a 1-truncated conformal algebra.
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Theorem 3.8. A(1) is, in fact, a Courant A(0)-algebroid.
Proof. By Proposition 3.6, it is enough to show that (3.13)-(3.16) hold on A(0)⊕A(1).
Let a, a′ ∈ A(0), u, v ∈ A(1). By (2.12), we have
u0(av) = a(u0v) + (u0a)v,
u0(aa
′) = (u0a)a
′ + a(u0a
′).
Hence, (3.15), (3.16) hold.
Let a ∈ A(0), u, v ∈ A(1). By (2.12), (3.2), we have
u1(av) = a(u1v), and
(au)1v = v1(au) = a(v1u) = a(u1v).
Therefore, (3.14) holds.
Next, we will show that (3.13) holds. Let a, a′ ∈ A(0), u ∈ A(1). By (2.8), (2.12),
(3.2), we have
(au)0a
′ =
∑
i≥0
(−1)i+1
1
i!
∂i(a′i(au))
= −a′0(au)
= −{(a′0a)u+ a(a
′
0u)}
= −a(−u0a
′)
= a(u0a
′).
Therefore, A(1) is a Courant A(0)-algebroid.
4 Vertex Poisson algebras associated with 1-truncated
conformal algebras
In this section, we construct an N-graded vertex Poisson algebra from any 1-truncated
conformal algebra.
Let (A⊕ B, ∂) be a 1-truncated conformal algebra. We set
C(A⊕ B) = C[D]⊗C (A⊕ B),
where D is a formal variable. We define subspaces C(A) and C(B) in the obvious
way. Additionally, we consider A ⊕ B as a subspace of C(A ⊕ B) via the following
map
A⊕ B→ C(A⊕ B), a+ b 7→ 1⊗ a+ 1⊗ b.
Also, we define a linear operator D on C(A⊕ B) by
D(Dn ⊗ u) = Dn+1 ⊗ u for u ∈ A⊕ B, n ∈ N, (4.1)
and set
∂ˆ = 1⊗ ∂ −D ⊗ 1 : C(A)→ C(A⊕ B). (4.2)
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Next, we define
deg(Dn ⊗ a) = n for a ∈ A, n ∈ N,
deg(Dn ⊗ b) = n+ 1 for b ∈ B, n ∈ N.
Then C(A⊕ B) becomes an N-graded vector space:
C(A⊕ B) =
∐
n∈N
C(A⊕ B)(n),
where C(A)(0) = A, and for n ≥ 1
C(A⊕ B)(n) = D
n ⊗ A⊕Dn−1 ⊗ B
= { Dn ⊗ a, Dn−1 ⊗ b | a ∈ A, b ∈ B }. (4.3)
The linear map ∂ˆ is a homogeneous of degree 1 and for n ≥ 1, we have
(∂ˆC(A))(n) = { ∂ˆ(D
n−1 ⊗ a) | a ∈ A }.
Moreover, D(∂ˆC(A)) ⊂ ∂ˆC(A).
We define a linear map
Y 0− : C(A⊕ B) → Hom (C(A⊕ B), x
−1C(A⊕ B)[x−1])
u 7→ Y 0−(u, x) =
∑
n∈N
unx
−n−1
in the following way: for a, a′ ∈ A, b, b′ ∈ B, u, v ∈ A⊕ B, n ≥ 1, m ∈ N,
Y 0−(a, x)a
′ = 0, (4.4)
Y 0−(a, x)b = a0bx
−1, (4.5)
Y 0−(b, x)a = b0ax
−1, (4.6)
Y 0−(b, x)b
′ = b0b
′x−1 + b1b
′x−2, (4.7)
Y 0−(u, x)e
x1Dv = ex1De−x1
d
dxY 0−(u, x)v, (4.8)
Y 0−(D
n ⊗ u, x)Dm ⊗ v = Sing(exD
(
−
d
dx
)m
Y 0−(v,−x)D
n ⊗ u). (4.9)
Remark 4.1. Notice that (4.8) is equivalent to
Y 0−(u, x)D
n ⊗ v =
n∑
i=0
n!
(n− i)!i!
(−1)n−iDi
(
d
dx
)n−i
Y 0−(u, x)v (4.10)
for u, v ∈ A⊕ B, n ∈ N.
The following proposition will play an important role for the rest of this section.
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Proposition 4.2. For a, a′ ∈ A, b, b′ ∈ B, n ∈ N, we have
Y 0−(a, x)D
n ⊗ a′ = 0 (4.11)
Y 0−(a, x)D
n ⊗ b =
n∑
i=0
n!
(n − i)!
Dn−i ⊗ (a0b)x
−1−i (4.12)
Y 0−(b, x)D
n ⊗ a =
n∑
i=0
n!
(n − i)!
Dn−i ⊗ (b0a)x
−1−i (4.13)
Y 0−(b, x)D
n ⊗ b′ =
n∑
i=0
n!
(n − i)!
Dn−i ⊗ (b0b
′)x−1−i
+
n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ (b1b
′)x−i−1 (4.14)
Proof. It follows immediately from (4.4)-(4.7), (4.10).
Next, we will show that (C(A⊕ B)/∂ˆC(A), Y 0−,D) is a vertex Lie algebra.
Proposition 4.3. The subspace ∂ˆC(A) of the nonassociative algebra C(A⊕B) is a
2-sided ideal.
Proof. First we show that for u ∈ A⊕ B, a ∈ A, m,n ∈ N,
Y 0−(D
n ⊗ u, x)∂ˆ(Dm ⊗ a) ∈ x−1∂ˆC(A)[x−1].
Let a, a′ ∈ A, m ∈ N, n ≥ 1. By (3.1)-(3.2), (4.9), (4.11)-(4.13), we have
Y 0−(a
′, x)∂ˆ(Dm ⊗ a) = Y 0−(a
′, x)
(
Dm ⊗ ∂(a) −Dm+1 ⊗ a
)
= 0,
and
Y 0−(D
n ⊗ a′, x)∂ˆ(Dm ⊗ a)
= Y 0−(D
n ⊗ a′, x)
(
Dm ⊗ ∂(a) −Dm+1 ⊗ a
)
= Sing(exD
(
−
d
dx
)m
Y 0−(∂(a), x)D
n ⊗ a′)
−Sing(exD
(
−
d
dx
)m+1
Y 0−(a,−x)D
n ⊗ a′)
= 0.
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Let a ∈ A, b ∈ B, m ∈ N, n ≥ 1. By (3.1)-(3.2), (4.9), (4.12)-(4.14), we have
Y 0−(b, x)∂ˆ(D
m ⊗ a)
= Y 0−(b, x)D
m ⊗ ∂(a)− Y 0−(b, x)D
m+1 ⊗ a
=
m∑
i=0
m!
(m− i)!
Dm−i ⊗ b0∂(a)x
−1−i +
m+1∑
i=1
im!
(m− i+ 1)!
Dm−i+1 ⊗ b1∂(a)x
−i−1
−
m+1∑
i=0
(m+ 1)!
(m+ 1− i)!
Dm+1−i ⊗ b0ax
−1−i
=
m∑
i=0
m!
(m− i)!
Dm−i ⊗ ∂((∂a)1b)x
−1−i +
m+1∑
i=1
im!
(m− i+ 1)!
Dm−i+1 ⊗ (∂a)1bx
−i−1
−
m+1∑
i=0
(m+ 1)!
(m+ 1− i)!
Dm+1−i ⊗ (∂a)1bx
−1−i
=
m∑
i=0
m!
(m− i)!
Dm−i ⊗ ∂((∂a)1b)x
−1−i −
m∑
i=0
m!
(m− i)!
Dm+1−i ⊗ (∂a)1bx
−1−i
=
m∑
i=0
m!
(m− i)!
∂ˆ
(
Dm−i ⊗ (∂a)1b
)
x−1−i,
and
Y 0−(D
n ⊗ b, x)∂ˆ(Dm ⊗ a)
= Y 0−(D
n ⊗ b, x)Dm ⊗ ∂(a) − Y 0−(D
n ⊗ b, x)Dm+1 ⊗ a
= Sing(exD
(
−
d
dx
)m
Y 0−(∂(a),−x)D
n ⊗ b)
−Sing(exD
(
−
d
dx
)m+1
Y 0−(a,−x)D
n ⊗ b)
= Sing(exD
(
−
d
dx
)m n∑
i=0
n!
(n− i)!
Dn−i ⊗ (∂(a)0b)(−x)
−i−1)
+Sing(exD
(
−
d
dx
)m n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ ∂(a)1b(−x)
−i−1)
−Sing(exD
(
−
d
dx
)m+1 n∑
i=0
n!
(n− i)!
Dn−i ⊗ (a0b)(−x)
−1−i)
= 0.
These imply that for u ∈ A⊕ B, a ∈ A, m,n ∈ N,
Y 0−(D
n ⊗ u, x)∂ˆ(Dm ⊗ a) ∈ x−1∂ˆC(A)[x−1].
Next, we will show that for u ∈ A⊕ B, a ∈ A, m,n ∈ N,
Y 0−(∂ˆ(D
m ⊗ a), x)Dn ⊗ u ∈ x−1∂ˆC(A)[x−1].
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Let a, a′ ∈ A, b ∈ B, n ∈ N. By (3.1), (4.9), (4.11), (4.13)-(4.14), we have
Y 0−(∂ˆ(a), x)D
n ⊗ a′ = Y 0−(∂(a), x)D
n ⊗ a′ − Y (D ⊗ a, x)Dn ⊗ a′
= −Sing(exD
(
−
d
dx
)n
Y 0−(a
′,−x)D ⊗ a)
= 0,
and
Y 0−(∂ˆ(1⊗ a), x)D
n ⊗ b
= Y 0−(1⊗ ∂a, x)D
n ⊗ b− Y 0−(D ⊗ a, x)D
n ⊗ b
=
n∑
i=0
n!
(n− i)!
Dn−i ⊗ (∂a)(0)bx
−1−i +
n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ (∂a)1bx
−i−1
−Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)D ⊗ a)
= −
n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ a0bx
−i−1
+Sing(exD
(
−
d
dx
)n
(D ⊗ a0b(−x)
−1 + 1⊗ a0b(−x)
−2))
= −
n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ a0bx
−i−1 −
n∑
j=0
n!
j!
Dj+1 ⊗ a0bx
−1−n+j
+
n+1∑
j=0
(n+ 1)!
j!
Dj ⊗ a0bx
−2−n+j
= −
n+1∑
i=1
in!
(n− i+ 1)!
Dn−i+1 ⊗ a0bx
−i−1 −
n∑
i=0
n!
(n− i)!
Dn−i+1 ⊗ a0bx
−1−i
+
n+1∑
i=0
(n + 1)!
(n− i+ 1)!
Dn−i+1 ⊗ a0bx
−1−i
= 0.
Let a ∈ A, b ∈ B, n ∈ N, m ≥ 1. By (3.1)-(3.2), (4.9), (4.11)-(4.12), we have
Y 0−(∂ˆ(D
m ⊗ a), x)Dn ⊗ a′ = Y 0−(D
m ⊗ ∂a, x)Dn ⊗ a′ − Y (Dm+1 ⊗ a, x)Dn ⊗ a′
= Sing(exD
(
−
d
dx
)n
Y 0−(a
′,−x)Dm ⊗ ∂a)
= 0.
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Since D(∂ˆ(C(A)) ⊂ ∂ˆ(C(A)) and Y 0−(b,−x)∂ˆ(C(A)) ⊂ x
−1∂ˆ(C(A))[x−1], we have
Y 0−(∂ˆ(D
m ⊗ a), x)Dn ⊗ b
= Y 0−(D
m ⊗ ∂(a), x)Dn ⊗ b− Y 0−(D
m+1 ⊗ a, x)Dn ⊗ b
= Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)D
m ⊗ ∂(a))
−Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)D
m+1 ⊗ a)
= Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)∂ˆ(D
m ⊗ a)) ∈ x−1∂ˆ(C(A))[x−1].
It follows that for u ∈ A⊕ B, a ∈ A, m,n ∈ N, we have
Y 0−(∂ˆ(D
m ⊗ a), x)Dn ⊗ u ∈ x−1∂ˆC(A)[x−1].
Hence, ∂ˆC(A) is a 2-sided ideal of C(A⊕ B).
Set
C = C(A⊕ B)/∂ˆC(A). (4.15)
Let ρ be a projection map:
C(A⊕ B)→ C;Dn ⊗ u 7→ Dn ⊗ u+ ∂ˆC(A).
For u ∈ A⊕ B, n ∈ N, we set Dnu = ρ(Dn ⊗ u).
By (4.2), (4.3) and (4.15), we have the following.
Proposition 4.4. For a ∈ A, n ∈ N, Dn(∂a) = Dn+1a. Moreover, for n ≥ 1,
C(n) = {D
n−1(b) | b ∈ B}.
Proposition 4.5. For u ∈ A⊕ B, i ≥ 0 n ∈ N, uiC(n) ⊂ C(n+deg u−i−1).
Proof. This follows immediately from Propositions 4.2, 4.3.
Next, we will show that (C, Y 0−,D) is a vertex Lie algebra.
Lemma 4.6. For u, v ∈ A⊕ B, n ∈ N, we have
Y 0−(u, x)D
nv = Sing(exD
(
−
d
dx
)n
Y 0−(v,−x)u).
Proof. We first show that for u, v ∈ A⊕ B,
Y 0−(u, x)v = Sing(e
xDY 0−(v,−x)u).
Let a, a′ ∈ A, b, b′ ∈ B. By (3.2), (4.4)-(4.7), and Proposition 4.4, we have
Y 0−(a, x)a
′ = 0 = Sing(exDY 0−(a
′,−x)a),
Y 0−(a, x)b = a0bx
−1 = −b0ax
−1 = Sing(exDY 0−(b,−x)a),
Y 0−(b, x)a = b0ax
−1 = −a0bx
−1 = Sing(exDY 0−(a,−x)b),
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and
Sing(exDY 0−(b
′,−x)b)
= Sing(exD(−b′0bx
−1 + b′1bx
−2))
= −b′0bx
−1 + b′1bx
−2 +D(b′1b)x
−1
= −b′0bx
−1 + b′1bx
−2 + ∂(b′1b)x
−1
= b0b
′x−1 + b1b
′x−2
= Y 0−(b, x)b
′.
These imply that for u, v ∈ A⊕ B,
Y 0−(u, x)v = Sing(e
xDY 0−(v,−x)u). (4.16)
Next, we show that for u, v ∈ A⊕ B, n ≥ 1,
Y 0−(u, x)D
nv = Sing(exD
(
−
d
dx
)n
Y 0−(v,−x)u).
Clearly, for all a, a′ ∈ A, n ≥ 1, we have
Y 0−(a, x)D
na′ = 0 = Sing(exD
(
−
d
dx
)n
Y 0−(a
′, x)a).
Let a ∈ A, b ∈ B, n ≥ 1. By (3.2), (4.6), (4.12), we have
Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)a)
= Sing(exD
(
−
d
dx
)n
b0a(−x)
−1)
= −
n∑
i=0
n!
i!
Dib0ax
−1−n+i
= −
n∑
i=0
n!
(n− i)!
Dn−ib0ax
−1−i
= Y 0(a, x)Dnb.
Similarly, we have
Y 0−(b, x)D
na = Sing(exD
(
−
d
dx
)n
Y 0−(a,−x)b).
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Let b, b′ ∈ B, n ≥ 1. By (3.2), (4.7), (4.14), and Proposition 4.4, we have
Sing(exD
(
−
d
dx
)n
Y 0−(b,−x)b
′)
= Sing(exD
(
−
d
dx
)n
{b0b
′(−x)−1 + b1b
′(−x)−2})
=
n∑
i=0
n!
i!
Di(−b0b
′)x−1−n+i +
n+1∑
i=0
(n+ 1)!
i!
Dib1b
′x−2−n+i
=
n∑
i=0
n!
i!
Di(b′0b− ∂(b
′
1b))x
−1−n+i +
n+1∑
i=0
(n+ 1)!
i!
Dib1b
′x−2−n+i
=
n∑
i=0
n!
i!
(Dib′0b−D
i+1b′1b)x
−1−n+i +
n+1∑
i=0
(n+ 1)!
i!
Dib1b
′x−2−n+i
=
n∑
j=0
n!
(n − j)!
(Dn−jb′0b−D
n−j+1b′1b)x
−1−j +
n+1∑
j=0
(n+ 1)!
(n+ 1− j)!
Dn+1−jb1b
′x−1−j
= Y 0−(b
′, x)Dnb.
Hence, we can conclude that Y 0−(u, x)D
nv = Sing(exD
(
− d
dx
)n
Y 0−(v,−x)u) for all
u, v ∈ A⊕ B, n ∈ N.
Proposition 4.7. For u, v ∈ A⊕ B, n ∈ N,
[D, Y 0−(D
nu, x)]ex1Dv =
d
dx
Y 0−(D
nu, x)ex1Dv = Y 0−(D(D
nu), x)ex1Dv. (4.17)
Proof. We will follow the proof of Proposition 3.10 in [Li2] very closely. First we
show that for u, v ∈ A⊕ B, n ∈ N,
[D, Y 0−(D
nu, x)]ex1Dv =
d
dx
Y 0−(D
nu, x)ex1Dv.
If we differentiate (4.8) with respect to x1, then we have
Y 0−(u, x)De
x1Dv = Dex1De−x1
d
dxY 0−(u, x)v − e
x1D
d
dx
e−x1
d
dxY 0−(u, x)v
= DY 0−(u, x)e
x1Dv −
d
dx
Y 0−(u, x)e
x1Dv (by (4.8)).
Hence, for u, v ∈ A⊕ B,
[D, Y 0−(u, x)]e
x1Dv =
d
dx
Y 0−(u, x)e
x1Dv. (4.18)
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Let u, v ∈ A⊕ B, m ∈ N, n ≥ 1. By (2.1), (4.9), we have
[D, Y 0−(D
nu, x)]Dmv
= DY 0−(D
nu, x)Dmv − Y 0−(D
nu, x)Dm+1v
= Sing(DexD
(
−
d
dx
)m
Y 0−(v,−x)D
nu)− Sing(exD
(
−
d
dx
)m+1
Y 0−(v,−x)D
nu)
=
d
dx
Sing(exD
(
−
d
dx
)m
Y 0−(v,−x)D
nu)
=
d
dx
Y 0−(D
nu, x)Dmv.
Hence, for u, v ∈ A⊕ B, n ∈ N, [D, Y 0−(D
nu, x)]ex1Dv = d
dx
Y 0−(D
nu, x)ex1Dv.
Next, we will show that for u, v ∈ A⊕ B, n ∈ N,
Y 0−(D(D
nu), x)ex1Dv =
d
dx
Y 0−(D
nu, x)ex1Dv.
By (4.9), (4.18), and Lemma 4.6, we have that for u, v ∈ A⊕ B, n,m ∈ N,
Y 0−(D(D
nu), x)Dmv = Sing(exD
(
−
d
dx
)m
Y 0−(v,−x)D
n+1u)
= Sing(exD
(
−
d
dx
)m
(DY 0−(v,−x) +
d
dx
Y 0−(v,−x))D
nu)
= Sing(exDD
(
−
d
dx
)m
Y 0−(v,−x)D
nu)
−Sing(exD
(
−
d
dx
)m+1
Y 0−(v,−x)D
nu)
=
d
dx
Sing(exD
(
−
d
dx
)m
Y 0−(v,−x)D
nu)
=
d
dx
Y 0−(D
nu, x)Dmv.
Therefore, for u, v ∈ A⊕ B, n ∈ N,
[D, Y 0−(D
nu, x)]ex1Dv =
d
dx
Y 0−(D
nu, x)ex1Dv = Y 0−(D(D
nu), x)ex1Dv.
Corollary 4.8. For any u ∈ A⊕ B, n ∈ N,
ex1DY 0−(D
nu, x)e−x1D = ex1
d
dxY 0−(D
nu, x) = Y 0−(e
x1DDnu, x) = Y 0−(D
nu, x+ x1).
Corollary 4.9. For u ∈ A⊕ B, n ≥ 1,
(Dnu)i =
{
0, if 0 ≤ i < n;
(−1)n i!(i−n)!ui−n, if i ≥ n.
Furthermore, we have viC(n) ⊂ C(n+m−i−1) for all v ∈ C(m), i ∈ N.
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Proof. It follows immediately from Proposition 4.5 and (4.17).
Corollary 4.10. For u, v ∈ A⊕ B, n,m ∈ N,
Y 0−(D
nu, x)Dmv = Sing(exDY 0−(D
mv,−x)Dnu).
Proof. It follows from Lemma 4.6, (4.9), (4.17).
Proposition 4.11. For u, v ∈ A⊕ B, m,n ∈ N,
[Y 0−(D
nu, x1), Y
0
−(D
mv, x2)] = Sing(Y
0
−(Y
0
−(D
nu, x1 − x2)D
mv, x2)).
Proof. We first show that for u, v, w ∈ A⊕ B,
Y 0−(u, x1)Y
0
−(v, x2)w − Y
0
−(v, x2)Y
0
−(u, x1)w
= Sing(Y 0−(Y
0
−(u, x1 − x2)v, x2)w).
By Proposition 2.6, it is enough to show that for u, v, w ∈ A ⊕ B from an ordered
basis of A⊕ B with u ≤ v ≤ w,
Y 0−(u, x1)Y
0
−(v, x2)w − Y
0
−(v, x2)Y
0
−(u, x1)w
= Sing(Y 0−(Y
0
−(u, x1 − x2)v, x2)w). (4.19)
Let {ai|i ∈ I} and {bj |j ∈ J} be ordered bases of A and B, respectively. We assume
that ai ≤ bj for all i ∈ I, j ∈ J . Hence C = {ai, bj |i ∈ I, j ∈ J} is an ordered basis
of A⊕ B. Let u ≤ v ≤ w ∈ C. We claim that
Y 0−(u, x1)Y
0
−(v, x2)w − Y
0
−(v, x2)Y
0
−(u, x1)w
= Sing(ex2DY 0−(w,−x2)Y
0
−(u, x1 − x2)v). (4.20)
Case I: If u, v, w ∈ A, by (4.4) all the three terms are straightly zero.
Case II: If u, v ∈ A, w ∈ B, by (4.4), (4.5) all the three terms are zero.
Case III: Assume that u ∈ A, v,w ∈ B. By (4.5)-(4.7), and (3.2)-(3.3), we have
Y 0−(u, x1)Y
0
−(v, x2)w − Y
0
−(v, x2)Y
0
−(u, x1)w
= Y 0−(u, x1)(v0wx
−1
2 + v1wx
−2
2 )− Y
0
−(v, x2)(u0wx
−1
1 )
= u0v0wx
−1
1 x
−1
2 − v0u0wx
−1
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 ,
and
Sing(ex2DY 0−(w,−x2)Y
0(u, x1 − x2)v)
= Sing(ex2Dw0u0v(−x2)
−1(x1 − x2)
−1)
= −w0u0vx
−1
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 .
Hence, (4.20) holds when u ∈ A, v, w ∈ B.
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Case IV: Assume that u, v, w ∈ B. By (3.1)-(3.3), (4.6)-(4.7), and Proposition
4.4, we have
Y 0−(u, x1)Y
0
−(v, x2)w − Y
0
−(v, x2)Y
0
−(u, x1)w
= Y 0−(u, x1)(v0wx
−1
2 + v1wx
−2
2 )− Y
0
−(v, x2)(u0wx
−1
1 + u1wx
−2
1 )
= u0v0wx
−1
1 x
−1
2 + u1v0wx
−2
1 x
−1
2 + u0v1wx
−1
1 x
−2
2
−v0u0wx
−1
1 x
−1
2 − v1u0wx
−1
1 x
−2
2 − v0u1wx
−2
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 − (v0u)1wx
−2
1 x
−1
2 + (u0v)1wx
−1
1 x
−2
2 ,
and
Sing(ex2DY 0−(w,−x2)Y
0
−(u, x1 − x2)v)
= Sing(ex2D(w0u0v(−x2)
−1(x1 − x2)
−1 + w1u0v(−x2)
−2(x1 − x2)
−1))
+Sing(ex2Dw0u1v(−x2)
−1(x1 − x2)
−2)
= −w0u0vx
−1
1 x
−1
2 + w1u0vx
−1
1 x
−2
2 + w1u0vx
−2
1 x
−1
2 + ∂(w1u0v)x
−1
1 x
−1
2
−w0u1vx
−2
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 + (u0v)1wx
−1
1 x
−2
2 + ((u0v)1w − w0u1v)x
−2
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 + (u0v)1wx
−1
1 x
−2
2 + (−(v0u)1w + (∂(v1u))1w + (u1v)0w)x
−2
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 + (u0v)1wx
−1
1 x
−2
2 + (−(v0u)1w − (v1u)0w + (u1v)0w)x
−2
1 x
−1
2
= (u0v)0wx
−1
1 x
−1
2 + (u0v)1wx
−1
1 x
−2
2 − (v0u)1wx
−2
1 x
−1
2 .
Hence, (4.20) holds when u, v, w ∈ B.
Therefore, for u, v, w ∈ C such that u ≤ v ≤ w, we have
Y 0−(u, x1)Y
0
−(v, x2)w−Y
0
−(v, x2)Y
0
−(u, x1)w = Sing(e
x2DY 0−(w,−x2)Y
0
−(u, x1−x2)v).
By Corollary 4.10 and Proposition 2.1 ,we also have
[Y 0−(u, x1), Y
0
−(v, x2)]w = Sing(e
x2DSing(e−x2DY 0−(Y
0
−(u, x1 − x2)v, x2)w)
= Sing(Y 0−(Y
0
−(u, x1 − x2)v, x2)w) (4.21)
for all u, v, w ∈ C such that u ≤ v ≤ w. Moreover, (4.21) holds for all u, v ∈ A⊕ B.
Next, we will show that for u, v ∈ A⊕ B, m,n ∈ N,
[Y 0−(D
nu, x1), Y
0
−(D
mv, x2)] = Sing(Y
0
−(Y
0
−(D
nu, x1 − x2)D
mv, x2)).
We will follow the last part of the proof of Theorem 3.6 in [Li2]. Let u, v ∈ A ⊕ B.
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By Corollary 4.8, we have
[Y 0−(e
z1Du, x1), Y
0
−(e
z2Dv, x2)]e
zDw
= e
z1
∂
∂x1 e
z2
∂
∂x2 [Y 0−(u, x1), Y
0
−(v, x2)]e
zDw
= e
(z1−z)
∂
∂x1 e
(z2−z)
∂
∂x2 ezD[Y 0−(u, x1), Y
0
−(v, x2)]w
= e
(z1−z)
∂
∂x1 e
(z2−z)
∂
∂x2 ezDSing(Y 0−(Y
0
−(u, x1 − x2)v, x2)w)
= e
(z1−z)
∂
∂x1 e
(z2−z)
∂
∂x2 Singx1,x2(Y
0
−(Y
0
−(u, x1 − x2)v, x2 + z)e
zDw)
= Singx1,x2(Y
0
−(Y
0
−(u, x1 − x2 + z1 − z2)v, x2 + z2)e
zDw)
= Singx1,x2(Y
0
−(Y
0
−(e
(z1−z2)Du, x1 − x2)v, x2 + z2)e
zDw)
= Singx1,x2(Y
0
−(e
−z2DY 0−(e
z1Du, x1 − x2)e
z2Dv, x2 + z2)e
zDw)
= Singx1,x2Y
0
−(Y
0
−(e
z1Du, x1 − x2)e
z2Dv, x2)e
zDw).
Hence, [Y 0−(D
nu, x1), Y
0
−(D
mv, x2)] = Sing(Y
0
−(Y
0
−(D
nu, x1 − x2)D
mv, x2).
Theorem 4.12. (C, Y 0−,D) is a vertex Lie algebra. Moreover, S(C) is a vertex
Poisson algebra. In particular, Y 0− extend to a vertex Poisson algebra structure Y−
on S(C) in the following way. First for u ∈ C, we define a unique element
Y˜ 0−(u, x) ∈ x
−1(DerS(C))[[x−1]]
by
Y˜ 0−(u, x)v = Y
0
−(u, x)v for u, v ∈ C.
For a ∈ S(C), we define
Y−(a, x) ∈ x
−1(DerS(C))[[x−1]]
by
Y−(a, x)u = Sing(e
xDY˜ 0−(u,−x)a) for u ∈ C.
Proof. It follows from Proposition 4.7, Corollary 4.10, Proposition 4.11, Proposition
2.16, and Proposition 3.7 in [Li2].
Corollary 4.13. Let u ∈ C. We have Y−(u, x)v = Y
0
−(u, x)v for all v ∈ C. Further-
more, Y−(u, x)a = Y˜ 0−(u, x)a for all a ∈ S(C).
Since C is an N-graded vector space, it implies that S(C) =
∐
n∈N S(C)(n) is an
N-graded vector space. By Corollary 4.9, Theorem 4.12 and Corollary 4.13, we can
conclude that:
Lemma 4.14. For u ∈ C(m), i ∈ N, uiS(C)(n) ⊂ S(C)(n+m−i−1). Here ui ∈
DerS(C).
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Theorem 4.15. (S(C),D) is an N-graded vertex Poisson algebra. In particular, we
have S(C)(0) is S(A) and for n ≥ 1,
S(C)(n)
= spanC{ D
n1(b1) · D
n2(b2) · .... · D
nk(bk) · a1 · ... · al | aj ∈ A, bi ∈ B,
l ∈ N, k ≥ 1, n1 ≥ ... ≥ nk ≥ 0, n1 + ...+ nk + k = n }.
Here, S(A) is the symmetric algebra over the space A.
Proof. First, we show that DS(C)(n) ⊂ S(C)(n+1) for n ∈ N. Clearly, for n ∈ N,
DC(n) ⊂ C(n+1). Since D is a derivation on S(C), we can conclude immediately that
DS(C)(n) ⊂ S(C)(n+1).
Next, let a ∈ S(C)(n), i ∈ N. We will show that
aiS(C)(r) ⊂ S(C)(r+n−i−1) for all r ∈ N.
Let r ∈ N and let u ∈ C(r). By Corollary 4.13 and Lemma 4.14, we have
Y−(a, x)u
= Sing(exDY˜ 0−(u,−x)a)
= Sing(exD
deg a+deg u−1∑
j=0
uja(−x)
−j−1)
=
deg a+deg u−1∑
j=0
j∑
k=0
(−1)−j−1
Dj−k
(j − k)!
(uja)x
−1−k.
Here, uj ∈ DerS(C). It implies that aiC(r) ⊂ S(C)(r+n−i−1). Since ai is a derivation
on S(C) and aiC(m) ⊂ S(C)(m+n−i−1) for all m ∈ N, it follows that aiS(C)(m) ⊂
S(C)(m+n−i−1) for all m ∈ N. Therefore, (S(C), Y−) is an N-graded vertex Poisson
algebra.
The second statement is clear.
5 Vertex Poisson algebras associated with Courant al-
gebroids
In this section, we construct an N-graded vertex Poisson algebra S(C)B =
∐
n∈N(S(C)B)(n)
associated with a Courant A-algebroid B. Also, we show that (S(C)B)(0) can be nat-
urally identified with A as a commutative associative algebra and (S(C)B)(1) can be
identified with B as a Courant A-algebroid.
For the rest of this paper, we assume that A is a commutative associative algebra
with the identity e and B is a Courant A-algebroid. By Proposition 3.6, A⊕ B is a
1-truncated conformal algebra such that for a, a′ ∈ A, u, v ∈ B,
(au)0a
′ = a(u0a
′), (5.1)
(au)1v = a(u1v) = u1(av), (5.2)
u0(av) = a(u0v) + (u0a)v, (5.3)
u0(aa
′) = a(u0a
′) + (u0a)a
′. (5.4)
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Furthermore, by Theorem 4.15, we have an N-graded vertex Poisson algebra S(C) =∐
n∈N S(C)(n) associated with a 1-truncated conformal algebra A⊕B. We denote a
multiplication on S(C) by ”·”. Let
E0 = span{ e− 1, a · a
′ − aa′ | a, a′ ∈ A } ⊂ S(C)(0), (5.5)
E1 = span{ a · b− ab | a ∈ A, b ∈ B } ⊂ S(C)(1), (5.6)
E = E0 ⊕ E1 ⊂ S(C). (5.7)
Lemma 5.1. For u ∈ A⊕ B, n ∈ N, we have unE ⊂ E. Moreover, DE0 ⊂ E1.
Proof. We first show that for u ∈ A⊕ B, n ∈ N,
unE0 ⊂ E0.
For a ∈ A, n ∈ N, we have anE0 = 0. Similarly, for b ∈ B, n ≥ 1, we have bnE0 = 0.
Let b ∈ B. By Corollary 2.9, Corollary 3.7, and (5.4), we have
b0(e− 1) = 0
and
b0(a · a
′ − aa′)
= a · b0(a
′) + b0(a) · a
′ − (b0a)a
′ − a(b0a
′)
= (a · (b0a
′)− a(b0a
′)) + ((b0a) · a
′ − (b0a)a
′) ∈ E0.
for all a, a′ ∈ A. Therefore, for u ∈ A⊕ B, n ∈ N, unE0 ⊂ E0.
Next, we show that for u ∈ A⊕ B, n ∈ N, unE1 ⊂ E. Clearly, for a ∈ A, b ∈ B,
m ≥ 1, n ≥ 2, we have
amE1 ⊂ E1, and bnE1 ⊂ E1.
Let a′, a ∈ A, b ∈ B. By (3.2), (5.1), we have
a′0(a · b− ab)
= a′0(a) · b+ a · a
′
0(b) + (ab)0a
′
= a · a′0(b) + a(b0a
′)
= a · (a′0b)− a(a
′
0b) ∈ E0.
Hence,
anE1 ⊂ E for all a ∈ A, n ∈ N.
Let a ∈ A, u, b ∈ B. By (5.2), (5.3), we have
u0(a · b− ab) = (u0a) · b+ a · (u0b)− a(u0b)− (u0a)b ∈ E1,
and
u1(a · b− ab) = (u1a) · b+ a · (u1b)− u1(ab) = a · u1(b)− a(u1b) ∈ E0.
It follows that for b ∈ B, n ∈ N, bnE1 ⊂ E.
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Next, we show that DE0 ⊂ E1. By Proposition 4.4, we have that
D(e− 1) = De = ∂(e) = 0 ∈ E1.
Let a, a′ ∈ A. By Propositon 4.4, and the fact that D is a derivation on S(C) and ∂
is a derivation from A to B, we have
D(a · a′ − aa′)
= a · (Da′) + (Da) · a′ −D(aa′)
= a · ∂(a′) + ∂(a) · a′ − ∂(aa′)
= a · ∂(a′) + a′ · ∂(a)− a∂(a′)− a′∂(a) ∈ E1.
Therefore, DE0 ⊂ E1.
For a subset U of S(C), we set
C[D](U) = span{ Dm(u) | u ∈ U, m ∈ N }.
Define
IB = S(C) · C[D](E) ⊂ S(C),
an ideal of a commutative associative algebra S(C).
Lemma 5.2. IB is an ideal of a vertex Poisson algebra S(C). Moreover,
S(C)(0) = (IB)(0) ⊕A and,
S(C)(1) = (IB)(1) ⊕ B.
Proof. Since D is a derivation on S(C) and D(C[D](E)) ⊂ C[D](E), it follows that
DIB ⊂ IB. (5.8)
Let v ∈ A⊕ B, and u ∈ E. We claim that for m ∈ N,
viD
m(u) ∈ C[D](E) for all i ∈ N.
We prove this by an induction onm. For the case whenm = 0, it follows immediately
from Lemma 5.1. Recall that for i ∈ N, [D, vi] = −ivi−1 (see Proposition 2.5). We
now assume that for n < m, viD
n(u) ∈ C[D](E) for all i ∈ N. Observe that
viD
m(u) = DviD
m−1(u) + ivi−1D
m−1(u).
By an induction hypothesis, we conclude that viD
m(u) ∈ C[D](E) for all i ∈ N.
Therefore, for m ∈ N,
viD
m(u) ∈ C[D](E) for all i ∈ N. (5.9)
Next, we show that for v ∈ A ⊕ B, i ∈ N, viIB ⊂ IB. Let v ∈ A ⊕ B and i ∈ N.
By (2.12), (5.9), we have that for a ∈ S(C), u ∈ E, m ∈ N,
vi(a · D
mu) = a · vi(D
mu) + vi(a) · D
mu ∈ IB.
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This implies that for v ∈ A⊕ B, i ∈ N,
viIB ⊂ IB. (5.10)
Next, we will show that for a ∈ S(C), w ∈ IB, i ∈ N,
aiw ∈ IB.
By (2.8), (5.8), (5.10), we have that for w ∈ IB, v ∈ A⊕ B, i ∈ N,
wiv ∈ IB.
Furthermore, by (5.10), Corollary 4.9, (2.8), and (5.8), we conclude that
(Dmv)iw ∈ IB, and wi(D
mv) ∈ IB
for all v ∈ A⊕ B, w ∈ IB, i ∈ N, and m ≥ 1. Hence, for w ∈ IB, i ∈ N,
wiC ⊂ IB.
Let w ∈ IB, i ∈ N. Since wi is a derivation on S(C) and wiC ⊂ IB, it follows that
wiS(C) ⊂ IB. (5.11)
Hence, by (2.8), (5.8), (5.11), we can conclude that for a ∈ S(C), w ∈ IB, i ∈ N,
aiw ∈ IB and IB is an ideal of S(C) as a vertex Poisson algebra.
Next, we will show that S(C)(0) = (IB)(0)⊕A and S(C)(1) = (IB)(1)⊕B. Clearly,
(IB)(0) = S(A)E0 and (IB)(1) = S(A)DE0 + S(A) · B · E0 + S(A) ·E1.
By Lemma 5.1, we have S(A)DE0 ⊂ S(A) · E1. Since B is an A-module, it implies
that for a, a′ ∈ A, b ∈ B
b · (a · a′)− b · (aa′)
= (a · a′) · b− (aa′) · b
= a · (a′ · b)− a · (a′b) + a · (a′b)− (aa′) · b
= a · (a′ · b)− a · (a′b) + a · (a′b)− (aa′) · b+ (aa′)b− (aa′)b
= a · (a′ · b)− a · (a′b) + a · (a′b)− (aa′) · b+ (aa′)b− a(a′b) ∈ S(A) ·E1.
Therefore,
S(A) · B · E0 ⊂ S(A) · E1, and (IB)(1) = S(A) · E1.
Moreover, we have
S(C)(0) = S(A) = A⊕ (IB)(0),
and
S(C)(1) = S(A) · B = B ⊕ (IB)(1).
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Set
S(C)B = S(C)/IB,
an N-graded vertex Poisson algebra.
Theorem 5.3. Let B be a Courant A-algebroid and let S(C)B =
∐
n∈N (S(C)B)(n) be
the associated N-graded vertex Poisson algebra. We have that (S(C)B)(0) = A and
(S(C)B)(1) = B. Moreover, for any n ≥ 1,
(S(CB))(n) = span{ D
n1(b1) · D
n2(b2) · ... · D
nk(bk)
| bi ∈ B, n1 ≥ ... ≥ nk ≥ 0, k ≥ 1, n1 + ...+ nk + k = n }.
Proof. By Lemma 5.2, we have (S(C)B)(0) = A and (S(C)B)(1) = B. For a subset U
of S(C)B, we set
C[D]U = Span{ Dm(u) | u ∈ U, m ∈ N }.
We will show that ∐
n≥1
(S(C)B)(n) = S(C[D]B) · C[D]B.
Here, S(C[D]B) is a symmetric algebra over the space C[D]B. By Theorem 4.15, it
is enough to show that (C[D]B) · A ⊂ C[D]B. Clearly, for a ∈ A, b ∈ B, we have
b · a = a · b = ab+ a · b− ab = ab ∈ B.
Recall that for u, v ∈ S(C)B, n ∈ N, we have
Dn(u · v) =
n∑
i=0
(
n
i
)
Di(u) · Dn−i(v).
Let a ∈ A, b ∈ B, n ≥ 1. By Proposition 4.4, we have
(Dnb) · a = Dn(a · b)−
n∑
i=1
(
n
i
)
Di(a) · Dn−i(b)
= Dn(ab)−
n∑
i=1
(
n
i
)
Di−1(∂(a)) · Dn−i(b).
Therefore, for a ∈ A, b ∈ B and n ∈ N, we have (Dnb) · a ∈ S(C[D]B) · C[D]B. It
follows that ∐
n≥1
(S(C)B)(n) = S(C[D]B) · C[D]B.
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6 Appendix
Definition 6.1. [LLi] A vertex algebra is a vector space V equipped with a linear
map
Y : V → (EndV )[[x, x−1]],
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ EndV ) (6.1)
and equipped with a distinguished vector 1, called the vacuum (vector), such that for
u, v ∈ V ,
unv = 0 for n sufficiently large, (6.2)
Y (1, x) = 1, (6.3)
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v (6.4)
and
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (6.5)
the Jacobi identity.
References
[BeD] A. Beilinson, and V. Drinfeld, Chiral Algebras, Colloquium Publications,
Vol. 51, Amer. Math. Soc., Providence, 2004.
[Bo] R. E. Borcherds, Vertex algebras, Kac-Moody algebras, and the Monster,
Proc. Natl. Acad. Sci. USA 83 (1986), 3068-3071.
[Br] P. Bressler, Vertex algebroids II, arXiv: math.AG/0304115.
[BrC] P. Bressler and A. Chervov, Courant algebroids, arXiv: hep-th/0212195.
[Co] T. Courant, Dirac manifolds, Trans. A.M.S. 319 (1990), 631-661.
[Di] L.A. Dickey, Soliton equations and Hamiltonian systems, World Scientific
(1991).
[DLiM] C. Dong, H.-S. Li and G. Mason, Vertex Lie algebra, vertex poisson alge-
bras and vertex algebras, in: Recent Developments in Infinite-Dimensional
Lie Algebras and Conformal Field Theory, Proceedings of an International
Conference at University of Virginia, May 2000, Contemporary Math. 297
(2002), 69-96.
26
[FB] D. Ben-Zvi and E. Frenkel, Vertex Algebras and Algebraic Curves, Mathe-
matical Surveys and Monographs, Vol. 88, Amer. Math. Soc., Providence,
2001.
[FHL] I. Frenkel, Y.-Z. Huang and J. Lepowsky, On axiomatic approaches to
vertex operator algebras and modules, Memoirs Amer. Math. Soc. Vol.
104, no. 494, 1993.
[GMS] V. Gorbounov, F. Malikov and V. Schechtman, Gerbes of chiral differential
operators, II, Vertex Algebroids, Invent. Math. 155 (2004), no. 3, 605-680.
[K] V. G. Kac, Vertex Algebras for Beginners, University Lecture Series 10,
Amer. Math. Soc., 1997.
[LLi] J. Lepowsky and H.-S. Li, Introduction to Vertex Operator Algebras and
Their Representations, Progress in Math., 227, Birkha¨user, Boston, 2003.
[Li1] Representation theory and tensor product for vertex operator algebras,
Ph.D. thesis, Rutgers University, 1994.
[Li2] H.-S. Li, Vertex algebras and vertex Poisson algebras, Commun. Contemp.
Math. 6 (2004), 61-110.
[Li3] H.-S. Li, Abelianizing vertex algebras, Commun. Math. Phys. 259 (2005),
391-411.
[LiY] H.-S. Li and G. Yamskulna, On certain vertex algebras and their modules
assoicated with vertex algebroids, J. Alg. 283 (2005), 367-398.
[LiuWX] Z.-J. Liu, A. Weinstein and P. Xu, Mainn triples for Lie bialgebroids, J.
Diff. Geometry 45 (1997), 547-574.
[LiuX] Z.-J. Liu and P. Xu, Dirac structures and dynamical r-matrices,
math.DG/9903110.
[P] M. Primc, Vertex algebras generated by Lie algebras, J. Pure Appl. Alg.
135 (1999), 253-293.
[Ro] D. Roytenberg, Courant algebroids, derived brackets and even symplectic
supermanifolds, Ph.D. thesis, UC Berkeley, 1999; math.DG/9910078.
[RoW] D. Roytenberg and A. Weinstein, Courant algebroids and strongly homo-
topy Lie algebras, Lett. Math. Phys. 46 (1998), 81-93.
27
