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Integral transform method (Fourier or Laplace transform, etc) is more often effective to do the
theoretical analysis for the stochastic processes. However, for the time-space coupled cases, e.g.,
Le´vy walk or nonlinear cases, integral transform method may fail to be so strong or even do not work
again. Here we provide Hermite polynomial expansion approach, being complementary to integral
transform method. Some statistical observables of general Le´vy walks are calculated by the Hermite
polynomial expansion approach, and the comparisons are made when both the integral transform
method and the newly introduced approach work well.
I. INTRODUCTION
Currently, it is universally acknowledged that anoma-
lous diffusions are ubiquitous in the natural world [1, 2].
In general the diffusion can be classified according to the
relation between the mean squared displacement (MSD)
and time t, that is
〈
x2(t)
〉 ∼ tα with 0 < α < 1, α = 1,
and α > 1 respectively corresponding to subdiffusion,
normal diffusion, and superdiffusion [2]. Two popular
models of describing anomalous diffusions are random
walks [3] and Langevin pictures [4, 5]. The continuous
time random walk (CTRW) is composed of two random
variables: waiting time and jump length. When the first
moment of waiting time and/or second moment of jump
length diverge(s), the CTRW usually models anomalous
diffusion, and the probability density function (PDF) of
positions satisfies the fractional Fokker-Planck equation
[2, 6, 7]. While the CTRW has its equivalent Langevin
picture [8], the CTRW and Langevin picture also have
their own particular advantages or disadvantages in de-
scribing anomalous diffusion; for example, it is more con-
venient to use Langevin picture to model anomalous dif-
fusion under external potential. Sometimes, the Fokker-
Planck equation of Langevin picture can be conveniently
obtained by means of subordination [9].
In the framework of CTRW, if the second moment of
the jump length diverges and the average waiting time is
finite, the process is Le´vy flight [2]. While Le´vy flight can
effectively describe many physical phenomena, its diver-
gent second moment implies infinite speed of particles,
making the process less physical in some sense. To rem-
edy this weak point of Le´vy flight, the time and space
coupled random walk is introduced, named as Le´vy walk
[10]. The most popular method to analyze the PDFs of
Le´vy walk and CTRW model is integral transform, e.g.,
Laplace or Fourier transform. However, for Le´vy walk,
the drawbacks of this kind of method begin to emerge.
For example, the explicit expression of the inverse Fourier
transform of the PDF can not be obtained due to the
coupled space and time. By using the special properties
of Hermite polynomials, we build the Hermite polyno-
mial expansion approach, which can effectively deal with
many cases that the integral transform method cannot.
So, Hermite polynomial expansion approach is comple-
mentary to integral transform method, and in this paper
we will use it to discuss more general Le´vy walks.
For the original one dimensional Le´vy walk, in each
step, its velocity is taken as a constant v0, the walking
time τ is a random variable obeying a specified distri-
bution, and its motion is symmetric. In fact, the dis-
tribution of the direction of motion, as a random vari-
able, plays an important role, especially in higher dimen-
sions [11]. The ordinary Le´vy walk generally displays
superdiffusion or normal diffusion. One of the conclu-
sions obtained in this paper is that Le´vy walk can also
show subdiffusion. A general Le´vy walk introduced in
[10] is that the velocity itself (not only the direction) can
be considered as a random variable [12]. Another gener-
alization is the Le´vy walk with multiple internal states
[13]. It seems to be a natural assumption that the larger
in distance or longer in time a particle moves in one step,
the smaller the velocity is. In [14], the authors take the
walking length of each step as τα, where τ is the walking
duration of each step. In this paper, we will consider a
more general form, in which the velocity is a function of
walking distance or walking time in each step, and the
equivalence between taking the velocity as a general func-
tion of moving distance and as function of moving time
will also be built up. Besides, we discuss the Le´vy walk
with its velocity depending on the current position; in
this case, the integral transform method does not work
again and we resort to Hermite polynomial expansion
approach.
The rest of the paper is organized as follows. In Sec.
II, we first establish the Hermite polynomials to approach
the Le´vy walk with constant velocity, and verify the
new method by comparing the PDF and MSD with the
ones obtained by directly performing Fourier and Laplace
transforms. Then based on the Hermite polynomial se-
ries, the iteration equations for the density of first passage
time are given as well. In Sec. III, we mainly consider
the Le´vy walk with its velocity being a function of walk-
2ing length or walking time of each step. We build the
model and analyze it through different ways. According
to some specific examples of this kind of Le´vy walk, the
interesting phenomena are observed. It turns out that
when v(ρ) = 1/ρ the Le´vy walk will always show normal
diffusion no matter how to choose the walking length dis-
tribution. Then in Sec. IV, Hermite polynomial expan-
sion approach is used to deal with the Le´vy walk with its
velocity depending on the current position. We conclude
the paper with summation in Sec. V.
II. INTRODUCING HERMITE POLYNOMIAL
EXPANSION APPROACH BY ANALYZING
CLASSICAL LE´VY WALK
Taking the classical Le´vy walk as a toy model, we
introduce the Hermite polynomial expansion approach
and establish its analysis framework. The velocity of the
Le´vy walk is taken as a constant denoted by v0. And we
consider the one dimensional symmetric case. Thus for
q(x, t)–the density of the particle just arriving at position
x at time t and having a chance to change the moving
direction, there exists the well-known equation
q(x, t) =
1
2
∫ t
0
q(x− v0τ, t− τ)φ(τ)dτ
+
1
2
∫ t
0
q(x+ v0τ, t− τ)φ(τ)dτ + P0(x)δ(t),
(1)
where P0(x) represents the distribution of the initial po-
sition and φ(τ) still denotes the walking time density. In
this section we simply take P0(x) = δ(x), where δ(x) is
Dirac delta function. For the density function of finding
the particle at position x at time t, denoted by P (x, t),
there is the equation
P (x, t) =
1
2
∫ t
0
q(x − v0τ, t− τ)Ψ(τ)dτ
+
1
2
∫ t
0
q(x+ v0τ, t− τ)Ψ(τ)dτ,
(2)
where Ψ(τ) represents the survival probability defined as
Ψ(τ) =
∫ ∞
τ
φ(τ ′)dτ ′. (3)
Considering that the Hermite polynomials form an or-
thogonal basis of the Hilbert space with the inner prod-
uct
〈
f, g
〉
=
∫∞
−∞ f(x)g¯(x)e
−x2dx, here we assume that
q(x, t) and P (x, t) can be, respectively, decomposed as
q(x, t) =
∑∞
n=0Hn(x)Tn(t) exp(−x2), (4)
P (x, t) =
∑∞
n=0Hn(x)T˜n(t) exp(−x2), (5)
where Hn(x), n = 0, 1, · · · , represent the Hermite poly-
nomials. Substituting (4) into (1) leads to
∞∑
n=0
Hn(x)Tn(t) exp(−x2)
=
1
2
∞∑
n=0
∫ t
0
Hn(x− v0τ) exp[−(x− v0τ)2]Tn(t− τ)φ(τ)dτ
+
1
2
∞∑
n=0
∫ t
0
Hn(x+ v0τ) exp[−(x+ v0τ)2]Tn(t− τ)φ(τ)dτ
+ P0(x)δ(t).
(6)
Utilizing the properties ofHn(x) shown in (B3) and (B5),
multiplying Hm(x),m = 0, 1, · · · , n on both sides of (6),
and considering∫ ∞
−∞
Hn(x − v0τ)Hm(x) exp[−(x− v0τ)2]dx
=
∫ ∞
−∞
Hn(y) exp(−y2)Hm(y + v0τ)dy
=
∫ ∞
−∞
Hn(y) exp(−y2)
m∑
k=0
m!(2v0τ)
m−kHk(y)
k!(m− k)! dy,
(7)
there exists
√
π2mm!Tm(t) =
1
2
m∑
k=0
m!
k!(m− k)!
∫ t
0
√
π2kk!
[
(2v0τ)
m−k + (−2v0τ)m−k
]
Tk(t− τ)φ(τ)dτ +Hm(0)δ(t). (8)
Taking Laplace transform defined as gˆ(s) = Lt→s{g(t)} =
∫∞
0
e−stg(t)dt on both sides of (8), then we obtain the
iteration relation of {Tˆm(s)} as
√
π2mm!Tˆm(s) =
1
2
m∑
k=0
√
π2km!
(m− k)!
[
(2v0)
m−k + (−2v0)m−k
]Lτ→s{τm−kφ(τ)}Tˆk(s) +Hm(0). (9)
3Then Tˆm(s) can be obtained from the iteration relation
(9). Here we show the results of Tˆ0(s) and Tˆ2(s) as ex-
amples, which will be used in the following. Considering
H0(x) = 1 and some other values of Hn(x) at x = 0
shown in (B4), we obtain
Tˆ0(s) =
1√
π(1− φˆ(s))
. (10)
Taking m = 2 in (9) leads to
23
√
πTˆ2(s) =
√
π(2v0)
2φ′′(s)Tˆ0(s) + 23
√
πφˆ(s)Tˆ2(s)
+H2(0).
(11)
Further utilizing (10) results in
Tˆ2(s) =
φˆ(s) + 2v20φˆ
′′(s)− 1
4
√
π(φˆ(s)− 1)2
. (12)
It should be noted that Tˆm(s) = 0 for odd m.
Then we begin to build up the relation between Tˆm(s)
and ˆ˜Tm(s), which will constitute P (x, t). According to
(2) and (5), similarly we have the iteration relation of
{ ˆ˜Tm(s)} as
ˆ˜Tm(s) =
1
2
m∑
k=0
1
(m− k)!
[
vm−k0 + (−v0)m−k
]
· Lτ→s
{
τm−kΨ(τ)
}
Tˆk(s).
(13)
It can be calculated that
ˆ˜T0(s) = Tˆ0(s)Ψˆ(s) =
1√
πs
, (14)
ˆ˜T2(s) =
(φˆ(s)+2v20 φˆ
′′(s)−1)Ψˆ(s)
4
√
π(φˆ(s)−1)2 +
v20Ψˆ
′′(s)
2
√
π(1−φˆ(s)) . (15)
According to (B2), we have the Fourier transform, which
is defined as g¯(k) = F{g(x)} = ∫∞−∞ e−ikxg(x)dx,
F{Hn(x) exp(−x2)} =
√
π(−ik)n exp
(
− k
2
4
)
. (16)
Thus ˆ¯P (k, s) =
∑∞
n=0
√
π(−ik)n exp (− k24 ) ˆ˜Tn(s). Since
ˆ¯P (k = 0, s) =
√
π ˆ˜T0(s) =
1
s , we conclude that the PDF
is normalized. From (13), it can be noted that ˆ˜Tm(s) = 0
for odd m. Therefore
P¯ (k, t) =
∞∑
n=0
T˜2n(t)(−1)n
√
πk2n exp
(
− k
2
4
)
; (17)
and according to
〈
xm(t)
〉
= (i)m
dm
dkm
P (k, t)
∣∣∣∣
k=0
, (18)
it can be noted that the odd order moment is 0, which
is reasonable since the process is symmetric and starts
at x = 0. In the following we will verify our results by
using them to solve the PDF and MSD of Le´vy walk.
According to [10], the Fourier-Laplace transform of the
PDF of Le´vy walks has the form
ˆ¯P (k, s) =
Ψˆ(s+ ikv0) + Ψˆ(s− ikv0)
2− [φˆ(s+ ikv0) + φˆ(s− ikv0)]
. (19)
First, it can be simply shown that the first two terms of
(17) can also be obtained from (19). In fact, inserting
(14) and (15) into (17) leads to
ˆ¯P (k, s) =
1
s
exp
(
−k
2
4
)
− k2
[
(φˆ(s) + 2v20φˆ
′′(s)− 1)Ψˆ(s)
4(φˆ(s)− 1)2
+
v20Ψˆ
′′(s)
2(1− φˆ(s))
]
exp
(
−k
2
4
)
+
∞∑
n=2
(−1)n√πk2n
· ˆ˜T2n(s) exp
(
− k
2
4
)
,
(20)
the first two terms of which can be directly obtained by
doing the Taylor expansion of the expression in square
bracket at k = 0 of
ˆ¯P (k, s) =
[
Ψˆ(s+ ikv0) + Ψˆ(s− ikv0)
2− [φˆ(s+ ikv0) + φˆ(s− ikv0)]
exp
(
k2
4
)]
· exp
(
−k
2
4
)
.
(21)
Next we turn to the discussion of MSD. From (17) and
(18), there exists〈
x2(s)
〉
= Lt→s{
〈
x2(t)
〉}
=
√
π
2
ˆ˜T0(s) + 2
√
π ˆ˜T2(s)
=
1
2s
+
(φˆ(s) + 2v20φˆ
′′(s)− 1)Ψˆ(s)
2(φˆ(s)− 1)2
+
v20Ψˆ
′′(s)
(1− φˆ(s))
.
(22)
Specifically, if we consider the flight time with the power
law density, i.e., φ(τ) = α/(τ0(1 + τ/τ0)
1+α), where
τ0 > 0 and α > 0. According to [10], the correspond-
ing asymptotic Laplace transform when α 6= 1, 2 is
φˆ(s) ∼ 1− τ0
α− 1s− τ
α
0 Γ(1− α)sα +
τ20
(α− 2)(α− 1)s
2.
(23)
Substituting (23) into (22) recovers the well-know results
of long time t: for 0 < α < 1,
〈
x2(t)
〉 ∼ (1 − α)v20t2;
for 1 < α < 2,
〈
x2(t)
〉 ∼ 2v20(α−1)(3−α)(2−α) t3−α; for α > 2,〈
x2(t)
〉 ∼ 2v20α−2 t. Another representative flight time dis-
tribution is the tempered α stable one, which has the
form ce−λxfα(x) with 0 < α < 1 and λ > 0, and fα(x)
represents the one-sided α stable Le´vy distribution. Its
4Laplace transform is e−[(s+λ)
α−λα][15], the insertion of
which into (22) results in: for small t (large s),
〈
x2(s)
〉 ∼ 2v20(1− α exp(λα − sα)sα)
s3
∼ 2v
2
0
s3
, (24)
that is
〈
x2(t)
〉 ∼ v20t2; while for long time t (small s),
〈
x2(s)
〉 ∼ (1 + α(−1 + λα))v20
λs2
, (25)
that is
〈
x2(t)
〉 ∼ (1+α(−1+λα))v20tλ . Another recently in-
troduced tempered walking time density is [16]
φˆ(s) =
1
1 + s(s+ λ)µ−1[1 + (s+ λ)−δ]α
, (26)
where 0 < δ < µ < 1, 0 < α < 1, and λ is still the tem-
pered parameter. After substituting this walking time
distribution into (22), we can still obtain that the MSD
transfers from t2 for short time into t for long time.
From the above discussions, one can note that the
Hermite polynomial expansion approach solves the issues
that the integral transform methods work for. The Her-
mite polynomial expansion approach can also solve some
problems that the integral transform methods can not (or
very hard to) deal with, e.g., the density of first passage
time.
II.1. Iteration equations for the density of first
passage time
First passage time is one of the most important sta-
tistical quantities [17, 18]. It can be considered as the
time that the particle first get out of the domain Ω.
From [19], the following equation connects the density
of the first passage time f(t) and the survival probability
S(t) :=
∫
Ω
P (x, t)dx,
F (t) :=
∫ t
0
f(u)du = 1− S(t), (27)
that is f(t) = − ddtS(t). For Le´vy walk, the density of
the first passage time is very hard to calculate, because
of the challenge of performing inverse Fourier transform.
However, it can be solved by using Hermite polynomials
approach. Here we simply consider the domain Ω as an
interval [−L,L]. Then by noticing (17), there exists
S(t) =
∫ L
−L
P (x, t)dx
=L
∞∑
n=0
(−1)n21+n(2n− 1)!!
· 1F1
(
1
2
+ n;
3
2
;−L2
)
T˜2n(t),
(28)
where 1F1(a; b; z) represents the confluent hypergeomet-
ric function defined as
1F1(a; b; z) =
∞∑
n=0
a(n)zn
b(n)n!
(29)
with
a(0) = 1,
a(n) = a(a+ 1)(a+ 2) · · · (a+ n− 1).
Thus we conclude that the density of the first passage
time f(t) for Le´vy walk satisfies the following equations
in the Laplace domain
fˆ(s) = 1− sSˆ(s),
Sˆ(s) = L
∞∑
n=0
(−1)n21+n(2n− 1)!!1F1
(
1
2
+ n;
3
2
;−L2
)
ˆ˜T2n(s),
ˆ˜Tm(s) =
1
2
m∑
k=0
1
(m− k)!
[
vm−k0 + (−v0)m−k
]Lτ→s{τm−kΨ(τ)}Tˆk(s),
√
π2mm!Tˆm(s) =
1
2
m∑
k=0
√
π2km!
(m− k)!
[
(2v0)
m−k + (−2v0)m−k
]Lτ→s{τm−kφ(τ)}Tˆk(s) +Hm(0).
(30)
Currently, we only give the equations that the distribu-
tion of first passage time satisfies, and in the future, we
will further consider how to asymptotically solve these
equations.
III. LE´VY WALK WITH VELOCITY
DEPENDING ON WALKING LENGTH OR
WALKING TIME OF EACH STEP
This section focuses on symmetric Le´vy walk with ve-
locity depending on the distance or time of each step,
denoted as ρ or τ , respectively. We first build up the
5models to describe these two kinds of Le´vy walks. Es-
sentially, they are equivalent, which will be shown in the
following discussions.
III.1. Le´vy walk with velocity depending on the
distance of each step
We consider the symmetric one dimensional Le´vy walk
with velocity v = v(ρ) instead of a constant, where ρ rep-
resents the walking length of a step with the density λ(ρ).
Thus the flight time τ = ρv(ρ) = f(ρ) satisfies the density
φ(τ) = λ(f−1(τ)) · |[f−1(τ)]′| under the assumption that
f(ρ) is strictly monotone. Then the density of the par-
ticles just reaching position x at time t right after some
steps, denoted as q(x, t), satisfies the equation
q(x, t)
=
1
2
∫ ∞
0
dρ
∫ t
0
[
q(x− ρ, t− τ) + q(x+ ρ, t− τ)]
· δ(ρ− f−1(τ))φ(τ)dτ + P0(x)δ(t),
(31)
where P0(x)δ(t) represents the initial condition. Then we
can also find the relation between the PDF P (x, t), rep-
resenting the probability of finding particles at position
x at time t, and q(x, t) as
P (x, t)
=
1
2
∫ ∞
0
dρ
∫ t
0
[
q(x− ρ, t− τ) + q(x+ ρ, t− τ)]
· δ(ρ− f−1(τ))
∫ ∞
τ
φ(η)dηdτ.
(32)
The integral
∫∞
τ
φ(η)dη in (32) can be equivalently con-
sidered as the survival probability in the ordinary Le´vy
walk [10]. By the Hermite polynomial expansion ap-
proach, inserting (4) into (31) leads to
√
π2mm!Tˆm(s)
=
1
2
m∑
k=0
√
π2km!
(m− k)!Lτ→s
{[
(2f−1(τ))m−k
+ (−2f−1(τ))m−k]φ(τ)}Tˆk(s) +Hm(0).
(33)
The Tˆm(s) can be obtained from the above iteration re-
lation, such as,
Tˆ0(s) =
1√
π(1− φ(s)) ,
Tˆ2(s) =
Lτ→s{(f−1(τ))2φ(τ)}
2
√
π(1− φ(s))2 −
1
4
√
π(1− φ(s)) .
(34)
Similarly, the { ˆ˜Tm(s)} can be got from (5) and (32) as
2mT˜m(t)
=
1
2
m∑
k=0
2k
(m− k)!
∫ t
0
[
(2f−1(τ))m−k
+ (−2f−1(τ))m−k]Tk(t− τ)
∫ ∞
τ
φ(η)dηdτ.
(35)
Taking Laplace transform of (35) results in
ˆ˜Tm(s)
=
1
2
m∑
k=0
1
(m− k)! Tˆk(s)Lτ→s
{[
(−f−1(τ))m−k
+ (f−1(τ))m−k
] ∫ ∞
τ
φ(η)dη
}
,
(36)
which leads to
ˆ˜T0(s) =
1√
πs
,
ˆ˜T2(s) =
Mˆ1
2
√
π(1− mˆ0) +
mˆ1
2
√
πs(1− mˆ0) −
1
4
√
πs
(37)
with
mˆ0 = Lτ→s{λ[f−1(τ)]|[f−1(τ)]′|},
mˆ1 = Lτ→s{[f−1(τ)]2λ[f−1(τ)]|[f−1(τ)]′|},
Mˆ1 = Lτ→s
{
[f−1(τ)]2
∫ ∞
τ
λ[f−1(η)]|[f−1(η)]′|dη
}
.
(38)
Then the MSD in Laplace space is
〈
x2(s)
〉
=
√
π
2
ˆ˜T0(s) + 2
√
π ˆ˜T2(s)
=
mˆ1
s(1 − mˆ0) +
Mˆ1
1− mˆ0 .
(39)
Next, we derive (39) by integral transform method. Tak-
ing Fourier transform of (31) w.r.t. x leads to
q¯(k, t) =
1
2
∫ t
0
(
exp(if−1(τ)k) + exp(−if−1(τ)k))φ(τ)
· q¯(k, t− τ)dτ + P¯0(k)δ(t)
=
∫ t
0
cos(f−1(τ)k)λ(f−1(τ))|[f−1(τ)]′|
· q¯(k, t− τ)dτ + P¯0(k)δ(t).
Further taking Laplace transform w.r.t. t results in
ˆ¯q(k, s) =Lτ→s{cos(kf−1(τ))λ(f−1(τ))|[f−1(τ)]′|}
· ˆ¯q(k, s) + P¯0(k).
(40)
On the other hand, by performing Fourier and Laplace
transforms of (32), w.r.t. x and t, respectively, we have
ˆ¯P (k, s)
=Lτ→s
{
cos(kf−1(τ))
∫ ∞
τ
λ(f−1(η))|[f−1(η)]′|dη
}
· ˆ¯q(k, s)
=
Lτ→s{cos(kf−1(τ))
∫∞
τ λ(f
−1(η))|[f−1(η)]′|dη}P¯0(k)
1− Lτ→s{cos(kf−1(τ))λ(f−1(τ))|[f−1(τ)]′|} .
(41)
6From (41), one can easily check the normalization of P (x, t). In fact,
Lτ→s
{∫ ∞
τ
λ(f−1(η))|[f−1(η)]′|dη
}
= Lτ→s
{
1−
∫ τ
0
λ(f−1(η))|[f−1(η)]′|dη
}
=
1
s
(1− Lτ→s{λ(f−1(τ))|[f−1(τ)]′|}).
(42)
Then
ˆ¯P (k = 0, s) =
Lτ→s{
∫∞
τ λ(f
−1(η))|[f−1(η)]′|dη}
1− Lτ→s{λ(f−1(τ))|[f−1(τ)]′|} =
1
s
, (43)
which implies the normalization of P (x, t). Rewriting (41) as
ˆ¯P (k, s) =
∑∞
j=0(−1)j k
2j
(2j)!Lτ→s{(f−1(τ))2j
∫∞
τ
λ(f−1(η))|[f−1(η)]′|dη}P¯0(k)
1−∑∞j=0 k2j(2j)!Lτ→s{(f−1(τ))2jλ(f−1(τ))|[f−1(τ)]′|} (44)
and taking P0(x) = δ(x), the MSD of Le´vy walk can be simply solved, being the same as (39).
III.2. Examples of Le´vy walk with velocity
depending on the length of each step
In this subsection we will consider some representative
velocity functions v(ρ) and calculate the corresponding
MSDs. As for v(ρ) = v0, where v0 is a constant, it can be
easily verified that (41) reduces to (19). In the following,
we discuss a little bit general cases, in which f(ρ) is a
strictly monotonically increasing function. The request
on f(ρ) is reasonable in the sense that the longer distance
a particle walks implies the longer time it will take.
III.2.1. Being 1/ρ for velocity function v(ρ)
When v(ρ) equals to 1/ρ, the surprising result is that
the MSD always grows linearly with time t no matter
what kind of walking length density λ(ρ) is. In this case,
f−1(τ) =
√
τ . Therefore according to (39), we have
mˆ1 = Lτ→s{τλ[f−1(τ)]f−1(τ)′}
= − d
ds
Lτ→s{λ[f−1(τ)]f−1(τ)′}
= − d
ds
m0
(45)
and
Mˆ1 = Lτ→s
{
τ
(
1−
∫ τ
0
λ(f−1(η))f−1(η)′dη
)}
= − d
ds
Lτ→s
{
1−
∫ τ
0
λ(f−1(η))f−1(η)′dη
}
= − d
ds
1−m0
s
.
(46)
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FIG. 1. Simulations of MSD for Le´vy walk with velocity
v(ρ) = 1/ρ and different kinds of walking length distribu-
tions λ(ρ), sampling over 104 realizations. The dots with
different kinds of marks represent the corresponding simula-
tion results of Le´vy walk, whose walking length distribution
λ(ρ) = α
(1+ρ)1+α
with different regions of α, while the real line
is the theoretical result,
〈
x2(t)
〉
= t.
Then
〈
x2(s)
〉
=
m1 + sM1
s(1−m0)
=
−m′0 + 1s (1−m0 + sm′0)
s(1−m0)
=
1
s2
,
(47)
which indicates
〈
x2(t)
〉
= t, meaning normal diffusion.
The result can be verified by the simulations shown in
Fig. 1.
III.2.2. Being 1/ρn for velocity function v(ρ)
Consider the general cases of v(ρ) = 1ρn with n > 0.
First, let n ∈ N , and then f−1(τ) = τ 11+n . The distribu-
7tion of the walking length is taken as
λ(ρ) =
1
τ0
α
(1 + ρ/τ0)1+α
, (48)
where τ0 is a constant and in this paper we simply let τ0 =
1 for the convenience of calculation. Here we still need to
calculate mˆ0, mˆ1, and Mˆ1, respectively. According to the
definition of mˆ0 given in (38), first we need to calculate
mˆ0 = Lτ→s
{
1
1 + n
τ−
n
1+n
α
(1 + τ
1
1+n )1+α
}
. (49)
According to [20], the Laplace transform of (49) can be
presented through Meijer G-function defined in (A1)
Lτ→s
{
τµ(τ1/k + z)ν
}
=
(
1
2π
)k−1
(z/k)ν
Γ(−ν)sµ+1
·Gk,k+1k+1,k
(
1
p
∣∣∣∣∆(1,−µ) ,∆(k, ν + 1)∆(k, 0)
)
,
(50)
where Re(µ) > −1, |arg(z)| < π, z ∈ C and ∆(k, a) =
a
k ,
a+1
k , . . . ,
a+k−1
k . Therefore
mˆ0 =
α
1 + n
Lτ→s{τ−
n
n+1 (1 + τ
1
1+n )−α−1}
=
α
1 + n
(1 + n)1+α
(2π)nΓ(1 + α)s
1
1+n
·Gn+1,n+2n+2,n+1
(
1
s
∣∣∣∣∆
(
1, n1+n
)
,∆(1 + n,−α)
∆(1 + n, 0)
)
.
(51)
Here and in the following, we use the symbol O[sν ] :=
Csν with C being a constant. Then basing on the rep-
resentation of Meijer G-function as generalized hyperge-
ometric functions (A2) and utilizing the definition (A4),
we finally obtain the asymptotic behavior of m0 for large
time t (small s)
mˆ0 =s
− 1
1+n
[
s
1
1+n
( ∞∑
j=0
O[sj ]
)
+ s
α+n+1
n+1
( ∞∑
j=0
O[sj ]
)
+ s
α+n
n+1
( ∞∑
j=0
O[sj ]
)
+ . . .+ s
α+1
n+1
( ∞∑
j=0
O[sj ]
)]
∼1 +O[s] +O[s α1+n ].
(52)
On the other hand, m1 can also be obtained from its
asymptotic behavior
mˆ1
= Lτ→s
{
τ
2−n
1+n
α
1 + n
1
(1 + τ
1
1+n )1+α
}
=
α
1 + n
(1 + n)1+α
Γ(1 + α)s
3
1+n
·Gn+1,n+2n+2,n+1
(
1
s
∣∣∣∣∆
(
1, n−21+n
)
,∆(1 + n,−α)
∆(1 + n, 0)
)
= s−
3
n+1
[
s
3
1+n
( ∞∑
j=0
O[sj ]
)
+ s
α+n+1
n+1
( ∞∑
j=0
O[sj ]
)
+ s
α+n
n+1
( ∞∑
j=0
O[sj ]
)
+ . . .+ s
α+1
n+1
( ∞∑
j=0
O[sj ]
)]
∼
∞∑
j=0
O[sj ] + sα−21+n
( ∞∑
j=0
O[sj ]
)
.
(53)
Before turning to calculate M1, we need to first calculate
the integral∫ ∞
τ
λ(f−1(η))f−1(η)′dη =1−
∫ τ
0
λ(f−1(η))f−1(η)′dη
=(1 + τ
1
1+n )−α.
(54)
Then
Mˆ1
= Lτ→s{τ 21+n (1 + τ 11+n )−α}
=
(n+ 1)α
Γ(α)s
n+3
n+1
·Gn+1,n+2n+2,n+1
(
1
s
∣∣∣∣∆
(
1, −21+n
)
,∆(1 + n, 1− α)
∆(1 + n, 0)
)
= s−
n+3
n+1
[
s
n+3
1+n
( ∞∑
j=0
O[sj ]
)
+ s
α+n
n+1
( ∞∑
j=0
O[sj ]
)
+ s
α+n−1
n+1
( ∞∑
j=0
O[sj ]
)
+ . . .+ s
α
n+1
( ∞∑
j=0
O[sj ]
)]
∼
∞∑
j=0
O[sj ] + sα−n−31+n
( ∞∑
j=0
O[sj ]
)
.
(55)
Finally, we get the asymptotic behaviour of
〈
x2(t)
〉
with
its Laplace transform
〈
x2(s)
〉
=
m1 + sM1
s(1−m0) ∼
1 +O[sα−2n+1 ]
O[s2] +O[sα+n+1n+1 ]
. (56)
Equation (56) is the asymptotic behaviour of MSD with
the velocity v(ρ) = 1ρn and power law walking length
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FIG. 2. Numerical simulations of MSD of Le´vy walk under
the conditions of n > 1, α > 2, and 0 < α < 2 by sampling
over 104 realizations (in log-log scale). The circles, stars, and
squares represent the simulation results of symmetric Le´vy
walk with velocities v(ρ) = 1/ρ1+n and walking length dis-
tributions λ(ρ) = α
(1+ρ)1+α
, where n = 1.5, α = 3.5 (for
circles), n = 1.5, α = 1.5 (for stars) and n = 2.5, α = 2.5
(for squares), respectively. The real, dotted, and dashed lines
represent the corresponding theoretical results with the slope
of 1, 2/(n+ 1) = 2/2.5, and α/(1 + n) = 2.5/3.5.
distribution. When n = 1, then from (56) there exists
〈
x2(s)
〉 ∼ C1 + C2sα−22
C3s2 + C4s
α+2
2
, (57)
where after some calculations C1 = C3 =
2
(α−1)(α−2)
and C2 = C4 = Γ(1 − α2 ). Then we can conclude that〈
x2(s)
〉 ∼ 1s2 , i.e., 〈x2(t)〉 ∼ t, which also indicates that
the choice of walking length distribution doesn’t influence
the MSD. When n > 1 and α > 2, we have
〈
x2(s)
〉 ∼ 1O[s2] +O[s α1+n+1] , (58)
implying that
〈
x2(t)
〉 ∼
{
t, if α > n+ 1,
t
α
1+n , if 2 < α < n+ 1,
(59)
which indicates this kind of Le´vy walk becomes subd-
iffusion when 2 < α < n + 1. On the other hand, if
0 < α < 2, then α+n+11+n < 2 and there exists
〈
x2(s)
〉 ∼ O[sα−21+n ]
O[s2] +O[sα+n+11+n ]
∼ sα−21+n−α+n+11+n = s−3−n1+n .
(60)
That is 〈
x2(t)
〉 ∼ t 21+n , (61)
indicating a subdiffusion for n > 1. Here in order to let
the indexes of G-function used through the calculations
make sense, n must be an integer. However according to
the simulation results shown in Fig. 2, one can conclude
that the results shown in (59) and (61) can be extended
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FIG. 3. Numerical simulations of MSD of Le´vy walk when
0 < n < 1 by sampling over 104 realizations (in log-log scale).
region of n region of α MSD category of diffusion
0 < n < 1
0 < α < n+ 1 ∼ t
2
1+n
superdiffusion
n+ 1 < α < 2 ∼ t1+
2−α
n+1
α > 2 ∼ t
normal diffusionn = 1 all α > 0 = t
1 < n
n+ 1 < α ∼ t
2 < α < n+ 1 ∼ t
α
1+n
subdiffusion
0 < α < 2 ∼ t
2
1+n
TABLE I. MSDs classified by n and α.
the domain of n into real number that is bigger than 1.
From (61), one can note that α has no influence on MSD
when 0 < α < 2 and n > 1. Besides it can be noted that
when n ≥ 1 and the velocity v(ρ) = 1ρn , the Le´vy walk
always show subdiffusion and normal diffusion. However
when 0 < n < 1, from (56) it can be predicted that
〈
x2(t)
〉 ∼


t if α > 2,
t1+
2−α
n+1 if n+ 1 < α < 2,
t
2
1+n if α < n+ 1,
(62)
implying that when 0 < n < 1, the Le´vy walk will always
show superdiffusion or normal diffusion, which is verified
by the numerical simulations given in Fig. 3. All the
results are summarized in Tab. I.
III.2.3. Being ρ/(exp(ρ)− 1) for velocity function v(ρ)
We further consider the velocity function v(ρ) =
ρ
exp(ρ)−1 , which indicates the longer distance a particle
walks, the longer time it may take, and such walking du-
ration increases exponentially with ρ. Then one can eas-
ily obtain f(ρ) = exp(ρ)−1, i.e., ρ = f−1(τ) = ln(1+ τ).
As for λ(ρ), we first take it to be µ exp(−µρ) with µ > 0.
In order to obtain MSD by utilizing (39), we still need to
calculate mˆ0, mˆ1, and Mˆ1 from (38). After calculations,
there is
mˆ0(s) = µ exp(s)E1+µ(s), (63)
9FIG. 4. Numerical simulations of MSD of Le´vy walk with the
velocity v(ρ) = ρ
exp(ρ)−1
by sampling over 104 realizations.
The walking length distribution follows λ(ρ) = exp(−ρ). In
Figures (a) and (b), the circles represent the simulation re-
sults. The (red) solid line in Figure (a) is the theoretical
result obtained from the numerical inverse Laplace transform
of (66). Figure (b) tries to compare the MSD of this Le´vy
walk with normal diffusion, the slope of the MSD of which is
one.
where Eµ(s) represents the exponential integral function;
and it satisfies the asymptotic behavior
mˆ0(s) ∼
{
exp(s)(1 + (γ − 1 + ln(s))s) if µ = 1,
µ exp(s)(sµΓ(−µ) + 1µ + s1−µ ) otherwise,
(64)
where γ is Euler’s constant with approximate value
0.577216. And
mˆ1 = 2µ exp(s)G
4,0
3,4
(
s
∣∣∣∣ µ+ 1, µ+ 1, µ+ 10, µ, µ, µ
)
,
Mˆ1 = 2 exp(s)G
4,0
3,4
(
s
∣∣∣∣ µ, µ, µ0, µ− 1, µ− 1, µ− 1
)
.
(65)
When µ = 1, for big t there exists the asymptotic behav-
ior in Laplace domain
〈
x2(s)
〉 ∼ − 2 exp(s)
s2(γ + ln(s))
∼ − 2
s2 ln(s)
. (66)
When s tends to zero, for any given positive ǫ, s2 <
−s2 ln(s) < s2−ǫ. So, the MSD grows slower than t but
faster than t1−ǫ when t goes to infinity; see Fig. 4.
III.3. Some notes and discussions
In the previous subsections, we mainly focus on the
Le´vy walk with its velocity depending on the walking
length of each step. Further, it’s natural to ask what
happens if the velocity is a function of the walking dura-
tion τ of each step. It can be shown that essentially they
are equivalent. In fact, following the derivation of (41),
when v = v(τ), the PDF P (x, t) in the Fourier-Laplace
space can also be obtained as
ˆ¯P (k, s) =
Lτ→s{cos(v(τ)τk)
∫∞
τ
φ(η)dη}
1− Lτ→s{cos(v(τ)τk)φ(τ)} , (67)
where φ(τ) is the PDF of walking time for each step of
moving. Considering the facts ρ = v(τ)τ and f(ρ) ≡
τ = ρv(ρ) , we obtain ρ = f
−1(τ), and then v(τ) = f
−1(τ)
τ .
That is to say, we can transfer the v(ρ) and λ(ρ) equiva-
lently into v(τ) and φ(τ) = λ(f−1(τ))f−1(τ)′.
By comparing the PDFs, here we would like to make
some notes on the major differences between the Le´vy
walk with constant velocity and with the velocity de-
pending on the moving length ρ of each step. The dot-
ted line in Fig. 5 is for the Le´vy walk with velocity
v = 1, while the taller one is for the Le´vy walk with
velocity v(ρ) = 1/ρ; their walking length density is
λ(ρ) = α/(1+ρ)1+α with α = 1.5. It can be seen that the
main feature of the PDF for nonconstant v(ρ) is the ap-
pearance of ‘U’ shape; more details, including the depen-
dence of the shape on the parameters, will be discussed
in the next paragraph. Now, we first turn to discuss the
position of the high peak of the PDF. For the Le´vy walk
(starting from the origin) with velocity v(ρ) = 1/ρn and
n > 0, or equivalently v(τ) = f−1(τ)/τ = τ−n/(n+1),
the position of the particle is ±v(t)t = ±t1/(n+1) if the
particle does not finish its first step till time t, otherwise
the farthest position that the particle can reach is bigger
than t1/(n+1) since t
1/(n+1)
1 + t
1/(n+1)
2 > (t1 + t2)
1/(n+1).
From the simulations shown in Fig. 6, one can note that
±t1/(n+1) are the positions of the high peaks of the PDF
if it has.
According to Fig. 6, it also turns out that the ‘U’ shape
doesn’t always appear. More precisely, Fig. 7 shows
that the shapes of PDF relate to the choice of α. For
0 < α < 1, the ‘U’ shape always exists; for 1 < α < 2
and n > 1, the ‘U’ shape can also be observed (not shown
in Fig. 7); for 1 < α < 2 and 0 < n < 1, the ‘U’
shape disappears, however there are still 2 sharp points
at x = ±t1/(n+1), respectively; for α > 2 and 0 < n < 1,
the PDF turns out to be smooth. Besides from Fig. 8,
it can be observed that if taking α > 2 and n > 2, when
t is large enough, the ‘U’ shape gradually disappears.
The above phenomena may be considered as the effect
of heavy tail. When 0 < α < 1, due to the dominant
effect of heavy tail, there is a big probability that the
particle hasn’t finished its first step, and it will cause
peaks around the points ±v(τ)τ . For the other cases,
the tail becomes less heavy, so it forms a competition
between α and n.
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FIG. 5. Comparison of the PDFs of ordinary Le´vy walk and
Le´vy walk with the velocity v(ρ) = 1/ρn by sampling over
105 realizations. The flatter one is symmetric Le´vy walk (at
time t = 103) with v = 1 and walking length distribution
λ(ρ) = α/(1 + ρ)1+α, where α = 1.5. All the parameters of
the taller one with a ‘U’ shape are the same as the ones of
the flatter one except v = 1/ρ.
FIG. 6. (Colored online) Simulations of PDFs of symmetric
Le´vy walks with the velocity v = 1/ρn by sampling over 105
realizations at time t = 103. All the walking length distribu-
tions are the same, being λ(ρ) = α/(1 + ρ)α with α = 1.5.
The velocities are chosen as v = 1/ρn respectively with the
parameter n = 0.5 (blue stars), n = 1 (orange circles), and
n = 1.5 (purple squares).
IV. LE´VY WALK WITH VELOCITY
DEPENDING ON THE CURRENT POSITION
In this section, we discuss the Le´vy walk with velocity
depending on the current position, i.e., v = v(x). As a
concrete example, we take v(x) = v0 − cτ x, where c is a
positive constant, and v0 is a non-zero constant. It seems
that the integral transform method does not work for this
model, and we have to resort to Hermite polynomial ex-
pansion approach. When v0 = 0 or c = 1, the model will
be trivial. If v0 = 0, the particle will soon be attracted to
the position x = 0, meaning P (x, t) = δ(x) after a long
time. If c = 1, then δ(ρ+( cτ (x− ρ)− v0)τ) = δ(x− v0τ).
FIG. 7. (Colored online) Simulations of PDFs of symmet-
ric Le´vy walks with velocity v = 1/ρn at time t = 103, by
choosing different walking length distribution and sampling
over 105 realizations. The walking length distributions are
λ(ρ) = α/(1 + ρ)1+α with the parameters taken as n = 0.5,
t = 103, α = 0.5 (dotted line with red squares), α = 1.5
(dashed line with orange circles), and α = 2.5 (real line with
purple stars).
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FIG. 8. Simulations of PDFs of symmetric Le´vy walks with
velocity v = 1/ρ1.5 at different times by sampling over 105
realizations. The walking length distributions are the same,
λ(ρ) = α/(1+ρ)1+α, α = 1.5; while the observation times are
t = 104 and t = 102 (the inner picture).
The governing equation of q(x, t) becomes
q(x, t)
=
∫ ∞
−∞
∫ t
0
q(x− ρ, t− τ)φ(τ)
· δ(x− v0τ)dτdρ + P0(x)δ(t).
(68)
In the following, we assume that c 6= 1 and v0 6= 0.
After some calculations, there exists
q(x, t) =
1
|c− 1|
∫ t
0
q
(
v0τ − x
c− 1 , t−τ
)
φ(τ)dτ+P0(x)δ(t).
(69)
Here we still use Hermite polynomials in (4) to approach
q(x, t). After multiplying Hm(x) and integrating with
11
respect to x, we have
√
π2mm!Tm(t)
=
∞∑
n=0
∫ t
0
1
|c− 1|
∫ ∞
−∞
Hn
(
v0τ − x
c− 1
)
Tn(t− τ)Hm(x)dx
· φ(τ)dτ +Hm(x0)δ(t).
(70)
First note that
1
|c− 1|
∫ ∞
−∞
Hn
(
v0τ − x
c− 1
)
exp
(
−
(
v0τ − x
τ − 1
)2)
·Hm(x)dx
=
∫ ∞
−∞
Hn(y) exp(−y2)Hm(v0τ − (c− 1)y)dy.
(71)
Then basing on the properties of Hermite polynomials
(B3), (B5), and (B6), the equation for Hm(v0τ−(c−1)y)
can be obtained as
Hm(v0τ − (c− 1)y)
=
m∑
k=0
m!
k!(m− k)!Hk(−(c− 1)y)(2v0τ)
m−k
=
m∑
k=0
m!
(m− k)! (2v0τ)
m−k
⌊ k
2
⌋∑
i=0
(1 − c)k−2i(c2 − 2c)i
(k − 2i)!i!
·Hk−2i(x).
(72)
Substituting (72) into (70) and taking Laplace transform
w.r.t. t lead to the recurrence relation√
π2mm!Tˆm(s)
=
m∑
k=0
⌊ k
2
⌋∑
i=0
m!2m−2i
√
π
(m− k)!i! Tˆk−2i(s)
· Lτ→s{(v0τ)m−k(1− c)k−2i(c2 − 2c)iφ(τ)}
+Hm(x0).
(73)
From (73), we can obtain
Tˆ0(s) =
1√
π(1− φˆ(s)) , (74)
Tˆ1(s) =
−x0 + x0φˆ(s) + v0φˆ′(s)√
π(φˆ(s)− 1)(1 + (c− 1)φˆ(s)) , (75)
and√
π23Tˆ2(s) =2
2
√
πv20φˆ
′′(s)Tˆ0(s)− 23
√
πv0(1− c)
· φˆ′(s)Tˆ1(s) + 23
√
π(1− c)2φˆ(s)Tˆ2(s)
+ 2
√
π(c2 − 2c)φˆ(s)Tˆ0(s) +H2(x0).
(76)
Then we consider the PDF of finding the particle at po-
sition x at time t, which can be obtained as
P (x, t) =
∫ ∞
−∞
dy
∫ t
0
q(x− y, t− τ)Ψ(τ)
· δ
(
y +
( c
τ
(x − y)− v0
)
τ
)
dτ.
(77)
Rewrite P (x, t) as the form of (5). After taking Laplace
transform w.r.t. t, we have
ˆ˜Tm(s)
=
m∑
k=0
⌊ k
2
⌋∑
i=0
2−2i
(m− k)!i! Tˆk−2i(s)
· Lτ→s{(v0τ)m−k(1− c)k−2i(c2 − 2c)iΨ(τ)}.
(78)
Then
ˆ˜T0(s) = Ψˆ(s)Tˆ0(s) =
1√
πs
,
ˆ˜T1(s) = −v0Ψˆ′(s)Tˆ0(s) + (1 − c)Ψˆ(s)Tˆ1(s),
ˆ˜T2(s) =
1
2
v20Ψˆ
′′(s)Tˆ0(s)− v0(1− c)Ψˆ′(s)Tˆ1(s)
+ (1− c)2Ψˆ(s)Tˆ2(s) + 1
4
(c2 − 2c)Ψˆ(s)Tˆ0(s).
(79)
According to (5), there exists
〈
x(s)
〉
=
√
π ˆ˜T1(s)〈
x2(s)
〉
=
√
π
2
ˆ˜T0(s) + 2
√
π ˆ˜T2(s)
=
1
2s
+ 2
√
π ˆ˜T2(s).
(80)
In the following, we consider different kinds of flight time
distributions φ(τ). First we investigate the power-law
flight time as the form shown in (23). For 0 < α < 1,
φˆ(s) ∼ 1 − Γ(1 − α)sα. After some calculations, we can
obtain 〈
x(s)
〉 ∼ (1− α)v0
s2
, (81)
〈
x2(s)
〉 ∼ (2− α)(1 − α)v20
s3
. (82)
Thus the corresponding inverse Laplace transforms are〈
x(t)
〉 ∼ (1− α)v0t, (83)〈
x2(t)
〉 ∼ (2− α)(1 − α)v20
2
t2. (84)
For 1 < α < 2, φˆ(s) ∼ 1− 1α−1s− Γ(1 − α)sα, and〈
x(t)
〉
=
(α− 1)v0
2− α t
2−α, (85)
〈
x2(t)
〉
=
(α− 1)v20
3− α t
3−α. (86)
For the exponential distribution, we simply consider the
Laplace transform with the form of φˆ(s) = 11+s . Then
〈
x(t)
〉
=
v0
c
, (87)
〈
x2(t)
〉
=
2v20
(2− c)c2 for c < 2, (88)〈
x2(t)
〉
= v20t for c = 2, (89)
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FIG. 9. Simulations of MSD of Le´vy walk with velocity
v(x) = v0 −
c
τ
x. Each dot is obtained by averaging over 104
realizations. The above figure shows the simulations of MSD
of Le´vy walk with α = 0.5, c = 1.5 (circles) and α = 1.5,
c = 1.5 (squares). The lower one illustrates the Le´vy walk
with φ(τ ) = exp(−τ ), and c = 2 (circles), c = 1.5 (squares in
the inner figure).
According to (87) and (88), it turns out that the particle
has a localization. The results above are verified by the
numerical simulations shown in Fig. 9.
V. CONCLUSION
This paper discusses the Le´vy walk with velocity de-
pending on walking length or walking time of each step,
and with velocity being a function of current position.
When doing the dynamical analyses of the Le´vy walk, we
introduce the Hermite polynomial expansion approach,
which can be effectively used to analyze the time-space
coupled or nonlinear models. This approach is an im-
portant complement to integral transform method. Both
the integral transform method and Hermite polynomial
expansion approach work for the Le´vy walk with veloc-
ity depending on walking length or walking time of each
step. One of the striking results is that when v(ρ) = 1/ρ
the process will always show a normal diffusion, no mat-
ter what kind of walking length distribution is. By nu-
merical simulations, the rich structure information of the
PDF is uncovered. As for the Le´vy walk with velocity
being a function of current position, we use the Hermite
polynomial expansion approach to do the analysis with
also some interesting phenomena uncovered. This kind
of orthogonal polynomial approaches will be further de-
veloped in the coming researches.
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Appendix A: A brief introduction of Meijer
G-function and generalized hypergeometric function
Here we only briefly introduce the definition and some
important properties of Meijer G-function. For more de-
tails, one can refer to [20]. The Meijier G-function of
order (m,n, p, q), where 0 ≤ m ≤ q and 0 ≤ n ≤ p, is
defined as
Gm,np,q
(
z
∣∣∣∣(ap)(bq)
)
≡ Gm,np,q
(
z
∣∣∣∣a1, . . . , apb1, . . . , bq
)
=
1
2πi
∫
L
Γ
[
b1 + s, . . . , bm + s, 1− a1 − s, . . . , 1− an − s
an+1 + s, . . . , ap + s, 1− bm+1 − s, . . . , 1− bq − s
]
z−sds; (A1)
where L is a contour defined in [20]. One of the most important properties of Meijer G-function is the repre-
sentation of generalized hypergeometric functions
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Gm,np,q
(
z
∣∣∣∣(ap)(bq)
)
=
=
n∑
k=1
Γ
[
ak − a1, . . . , ak − ak−1, ak − ak+1, . . . , ak − an, 1 + b1 − ak, . . . , 1 + bm − ak
ak − bm+1, . . . , ak − bq, 1 + an+1 − ak, . . . , 1 + ap − ak
]
zak−1
· qFp−1
(
1 + (bq)− ak
1 + (ap)
∗ − ak
;
(−1)q−m−n
z
)
(A2)
under the assumptions p ≥ q; aj − ak 6= 0,±1,±2, · · · ;
j 6= k; j, k = 1, 2, · · · , n, and some requests on the con-
tour L. Here (ap)
∗− ak ≡ a1− ak, · · · , ak−1− ak, ak+1−
ak, · · · , ap − ak;
Γ
[
a1, · · · , ap
b1, · · · , bq
]
=
∏p
k=1 Γ(ak)∏q
l=1 Γ(bl)
, (A3)
and the function qFp−1 in (A2) represents the generalized
hypergeometric function, which is defined as
pFq
(
a1, · · · , ap
b1, · · · , bq
; z
)
=
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n!
(A4)
with (a)0 = 1 and (a)n = a(a + 1)(a + 2) · · · (a + n− 1)
for n ≥ 1.
Appendix B: A brief introduction to Hermite
polynomials and orthogonal polynomials
For a system of polynomials fn(x) with degree
[fn(x)] = n, if there is a function ω(x) [ω(x) ≥ 0] on
the interval a ≤ x ≤ b such that∫ b
a
fn(x)fm(x)ω(x)dx = 0, (B1)
for n 6= m with n,m = 0, 1, 2, · · · , then the system of
polynomials fn(x) is called orthogonal on the interval
a ≤ x ≤ b w.r.t. the weight function ω(x) [21]. Fol-
lowing different kinds of weight functions and/or inter-
vals, there are the corresponding orthogonal polynomials
[20, 21]. One of the most important kind of orthogonal
polynomials defined on (−∞,∞) are Hermite polynomi-
als with the weight function ω(x) = e−x
2
. It can also be
calculated as
Hn(x) = (−1)nex
2 dn
dxn
e−x
2
. (B2)
Its orthogonality is given as∫ ∞
−∞
Hm(x)Hn(x)e
−x2dx =
√
π2nn!δn,m, (B3)
where δn,m is the Kronecker delta function. Here we only
illustrate some of the important properties of Hermite
polynomials. The values of Hermite polynomials at 0 are
very useful
Hn(0) =
{
0 if n is odd,
(−2)n2 (n− 1)!! if n is even, (B4)
which indicates the recursion relation Hn(0) = −2(n −
1)Hn−2(0). Besides the following two expressions are also
important in this paper:
Hn(x+ y) =
n∑
k=0
(
n
k
)
Hk(x)(2y)
n−k (B5)
and
Hn(γx) =
⌊n
2
⌋∑
i=0
γn−2i(γ2 − 1)i
(
n
2i
)
(2i)!
i!
Hn−2i(x), (B6)
where ⌊n2 ⌋ is the biggest integer smaller than n2 .
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