Rodents perform object localization, texture and shape discrimination very precisely through whisking. During whisking, microcircuits in corresponding barrel columns get activated to segregate and integrate tactile information through the information processing pathway. Sensory signals are projected through the brainstem and thalamus to the corresponding 'barrel columns' where different cortical layers are activated during signal projection. Therefore, having precise information about the layer activation order is desirable to better understand this signal processing pathway. This work proposes an automated, computationally efficient and easy to implement method to determine the cortical layer activation from intracortically recorded local field potentials (LFPs) and derived current source density (CSD) profiles:
detecting various events (E1-E4) that characterize the LFPs recorded from 28 different layers of the barrel cortex upon mechanical whisker stimulation. 29 Latencies of the different events from the stimulus-onset are determined and 30 the activation order of the cortical layers is calculated using the latency of 31 E2 (i.e. the highest negative peak). 32 Generally, however, scientists determine the cortical layer activation or-33 der based on the current flow through the cortical layers by calculating the 34 current source density corresponding to the LFPs. Therefore, this analysis 35 is also implemented in the program, thus allowing for automated calcula-36 tion of the layer activation order from CSDs obtained using the δ-source 37 inverse current source density (δ-Source iCSD) method (Pettersen et al., 38 2006) . The program first calculates the latency of the first sink's peak from 39 the stimulus-onset of each CSD, then it groups the recordings layerwise and 40 stores the minimum latencies corresponding to each layer in an increasingly 41 ordered list. The layer activation order is determined automatically by tak-42 ing the minimum latency of each layer. The program was tested on LFPs 43 measured from the rat barrel cortex under whisker stimulation. Resulting 44 CSDs and layer activation order were comparable with previously recorded 45 data (Jellema et al., 2004) and compatible with the intracortical network 46 architecture of the barrel cortex (Fox, 2008) . We found that the activation 47 order estimated using the LFPs and CSDs are similar. Also, automated re-48 sults on layer activation order using LFPs were supported by an in-depth 49 manual analysis of the same data samples. Figure 1 : Experimental setup depicting its various components. The arrow on the metal tube connected to the stimulator shows the direction of its movement. Bottom is the stimulus waveform used in driving the speaker, causing dorsal-ventral movement of whisker that is inserted in the metal tube.
The signals 103
The LFPs recorded from a barrel column of the rat S1 cortex by stimulat- 104 ing the corresponding whisker can be differentiated by their specific charac-105 teristics based on the depth or layer they are recorded from. Figure 2 shows 106 a representative depth profile of one of our experiments. 107 As illustrated in (Ahrens and Kleinfeld, 2004; Kublik, 2004) , usually in 108 upper cortical layers (I, II) the signals are expected to have a small positive 109 peak, followed by a main negative peak, a positive peak and a slow negative 110 valley that gradually tends to reach the baseline at the end. In the middle 111 layers (III, IV, and V) the signals are expected to have the main negative 112 peak (without the first small positive peak) followed by a slow positive peak 113 and a slow negative valley tending to reach zero at the end. Deep in the 114 cortex (layer VI), the main negative peak becomes smaller and usually gets 115 divided into two smaller negative peaks, followed by a slow positive peak 116 and then the slow negative valley. These characteristics of the signals can be 117 exploited in automated detection of the layers from the recorded signals.
118
Figure 2: Depth profile of local field potentials recorded from the E1 barrel column by stimulating the E1 whisker where the different features of the signals can be easily seen. The full depth profile contained equidistant recordings spaced by 90 µm, but for the ease of visualization only representative signals from each layer are shown. Figure 3 : GUI of the layer activation order calculation method using LFPs. This GUI provides an easy way for the non-programming background users to use the method in analyzing their data obtained from experiments.
Method
The method takes the signal files recorded from the rat barrel cortex upon is an event and not just background spontaneous brain activity. If the signal 159 is found to be going down, then the maximum negative peak is found and 160 from this peak the signal ranging ± 5 ms is scanned for occurrence of yet 161 another negative peak. If this second negative peak is found, the E1 is set 162 as the first occurring negative peak and the E2 is the second negative peak, 163 otherwise, the E1 is absent and the E2 is the maximum negative peak.
164
The detection of the rest of the events is very straightforward. It has 165 been empirically found that the next event (E3, i.e., slow positive peak) 166 occurs within the next 100 ms of the second event and the last event (E4, 167 i.e., slow negative valley) within the 200 ms of the previous event.
168
Once the events (E1-E4) are detected, latencies are calculated by sub-169 tracting the occurrence time of these events from the stimulus-onset time.
170
The signal characteristics and the latencies are saved in a file for further 171 processing.
172
After the latencies are calculated for all signal files, they are assigned to 
Determining cortical layer activation order using CSD 178
Due to the widespread use of current source density (CSD) analysis to 179 obtain the layer activation order, we implemented also this approach in our 180 program. To calculate the CSDs, we considered the δ-Source Inverse CSD 181 method (δ-source iCSD) as explained in the next subsection. Figure 6 shows 182 the Matlab graphical user interface that generates the CSD profile from 183 the LFPs and calculates the layer activation order.
184 Figure 6 : GUI of the layer activation order calculation method using CSDs.
The δ-Source iCSD method 185
The method, which has been adopted from Pettersen et al. (Pettersen et 186 al., 2006) , divides the cortex to infinitely thin current discs each of radius R 187 with constant planar CSD, C p . For every recording site there is a disc with 188 a determined C p that lies in the xy plane. In this way, we have a δ function 189 in the z-direction, whose value is C p at the recording site and zero between 190 two consecutive recording sites. The potential φ(z) at the center of a disc 191 positioned at the position z ′ with recording pitch of h is given by: electrode's contact points, and can be calculated using:
where F is an N ×N matrix, denoting that from N values of LFPs we 2008, respectively; default value for the method is considered to be 250 µm) 204 and are given by:
Now the CSD profiles can be estimated by inversing the matrix F and 206 multiplying with the calculated potentials at various recording positions: figure 7 (A, B) . Hypo-244 thetical signal propagation pathways across the barrel intracortical network 245 are inferred from the CSD profile and the latencies temporal pattern (as seen 246 in figure 7 (C)) (Fox, 2008; Jellema et al., 2004) .
247
To verify the activation order, sinks are shaded and along with sources 248 they are annotated (as seen in figure 7 (B) ), and a plausible neuronal network (Fox, 2008; Jellema et al., 2004) showing the possible connections among neurons in different cortical layers. Arrows indicate either signal propagation (alphabet-to-alphabet: propagation of sinks; number-to-number: propagation of sources) or directed inward current (number-to-alphabet: current flow from source to sink) according to the nomenclature adapted by (Jellema et al., 2004) . From the analysis of the CSD profile and latencies it is inferred that, there are two dominant sink-source complexes. The first one is initiated at the upper part of layer Va (sink 'a') and ending at layer I (sink 'f'); the second one is initiated at the lower part of layer Vb (sink 'g') and ending at layer VI (sink 'l'). The two complexes are assumed to be caused by the monosynaptic thalamic input (Fox, 2008) and are initiated through the sinks 'a' and 'g' after whisker stimulation. The first complex is supposed to be initiated by the pyramidal cells situated in the upper part of layer Va. This complex is propagated through neurons in the layer IV, III, and II. The axons of these cells are projected towards layer III (in case of Va) and layer I (in case of IV, III, and II). Propagation of this complex created huge sinks (sinks 'a' to 'f' in the CSD profile) and sources (1, 4, 3, and 6). The second complex is supposed to be initiated by pyramidal cells situated in the lower part of layer Vb and propagated through the lower portion of layer Va. During this propagation sinks 'g' to 'k' with increasing amplitude are generated. Indeed, the sink 'g' at the beginning of propagation is relatively small. Afterwards, sinks increase in amplitude and width possibly due to the fact that pyramidal cells involved in propagation receive other excitatory inputs from layer IV. Sources 2, 5, 7, 8, and 9 are associated to sinks 'g', 'h', 'i', 'j' 'c' and 'k', respectively. In layer VI and deeper polysynaptic delayed inputs caused additional sinks (sinks 'l'). Wires represent schematically excitatory connections. Figure 8 : Simplified architecture of a barrel column as described in (Fox, 2008) . When a whisker is stimulated, the information first goes to the thalamus, and then from the thalamus to the corresponding barrel. As it can be seen from the picture, there are two principal thalamic inputs (VPm) that are in layer IV and at the border between layers Vb and VI. The thalamic inputs in layer IV activate both excitatory (represented by stellate cells) and inhibitory cells (represented by basket cells). These basket cells provide feedforward perisomatic inhibition from the VPm and feedback inhibition to the excitatory stellate cells. The LTS (low threshold spike) cells do not receive a thalamic input directly, so they are involved only in the feedback inhibition. The excitatory output from here is then projected to layers II/III. It should be noted that there are connections between inhibitory cells, in order to increase inhibition, and between the excitatory cells themselves. From the literature, it is known that stellate cells connect mainly with other stellate cells and pyramidal cells with other pyramidal cells. The excitatory cells of the granular layer (IV) then project to the supragranular layers (II/III). The connections between layer IV and layers II/III are numerous and strong, which may reflect the large amplitude of the sinks in these regions. Even in this case, basket cells provide both feedforward and feedback inhibition as the chandelier cells project to the axon initial segment of pyramidal cells. The excitatory outputs from these pyramidal cells are projected to layers V/VI. The output of the supragranular layers becomes the input for the infragranular layers, i.e., layers II-Va and III-Vb reciprocally connect within a column. Pyramidal cells of layers V and VI can be inhibited by inhibitory cells of same or other layers, such as the Martinotti cells. Sensory information finally reaches layer VI, whose cells are reciprocally connected with layer Vb cells, and from there comes back to the thalamus. From the picture it can be noted that layer IV connects also with layer Va and VI cells. The dash-dot-dashed and dashed lines are the feedback connections that project from the layer Vb back to layer III and from the layer VI back to the inhibitory cells of layer IV, respectively.
A simplified architecture of a barrel column reconstructed from (Fox, The method was applied to a number of datasets and found to be working 292 quite well except a few situations (2% of occurrence rate) where an error of 293 ± 300 µs was noticed in latency calculation. Particularly, latency calculation 294 error was occurring in case of signals containing slow stimulus artifacts (with 295 frequency components less than 250 Hz). As latencies are in terms of a 296 few milliseconds up to hundred of milliseconds, this error can be considered 297 negligible. Figure 9 shows representative signals and their respective detected 298 events after a run of the method. 299 Figure 9 : LFP depth profile with detected events using the method mentioned in section 3.1. The signals were recorded equidistantly (90 µm pitch). For better visualization only representative signals from each layer are shown.
When compared, the latency results for the layer activation order ob-300 tained from the LFPs and the CSD profile ( figure 10 and figure 11 ) are found 301 similar in terms of activation sequence, but not with respect to their values.
302
The layerwise latencies of CSDs are larger than those of the LFPs. This is 303 due to the fact that, in case of the CSDs, latencies are calculated as the dif-304 ference between time instance of the first sink's peak and the stimulus-onset, 305 whereas the latencies for the LFPs are calculated as the difference between 306 the time instance of the E2 and the stimulus-onset. For determining the layer activation order using CSDs, a common ref-308 erence point is required to calculate the latencies, which can be the exact 309 initiation of the first sink (Kaur et al., 2005; Mitzdorf and Singer, 1980; 310 Mitzdorf, 1985; Swadlow et al., 2002) or the peak of the first sink (Castro- The latencies calculated by the automated method for the LFPs (depth 325 profile can be seen in figure 9 ) were also compared with the manually calcu-326 lated latencies and the results were found to be similar (table 1) profile. This profile was then used to calculate the layer activation order using 360 LFPs and CSDs.
361
To obtain the layer activation order from the grand average LFPs, the 362 latencies of different events (E1-E4) were calculated and grouped layerwise.
363
The minimum latency in each layer was found and sorted in ascending order, 364 thus providing the activation order. The CSD profile was calculated using the 365 grand average LFP profile through application of δ-iCSD method. Latencies 366 were calculated considering the first sink's peak and were grouped layerwise.
367
The minimum latency in each layer was found and sorted in ascending order 368 to obtain the activation order.
369 Figure 13 shows the latencies obtained from the grand average LFP profile 
Conclusion

376
Whisking in the rodents is one of the most important ways in exploring 377 the environments. To understand the whisking mechanism, its role in lo-378 calizing objects and discriminate among them based on shape and texture 379 are under extensive study. To perform this kind of studies, determining the 380 signal processing pathway and, in turn, the order of activation of different 381 cortical layers is very important. Scientists perform this task manually which 382 is time consuming and boring. As evidenced above, the proposed method is 
