[1] We have implemented a module for tropospheric aerosols (GOCART) online in the NASA Goddard Earth Observing System version 4 model and simulated global aerosol distributions for the period 2000-2006. The new online system offers several advantages over the previous offline version, providing a platform for aerosol data assimilation, aerosol-chemistry-climate interaction studies, and short-range chemical weather forecasting and climate prediction. We introduce as well a methodology for sampling model output consistently with satellite aerosol optical thickness (AOT) retrievals to facilitate model-satellite comparison. Our results are similar to the offline GOCART model and to the models participating in the AeroCom intercomparison. The simulated AOT has similar seasonal and regional variability and magnitude to Aerosol Robotic Network (AERONET), Moderate Resolution Imaging Spectroradiometer, and Multiangle Imaging Spectroradiometer observations. The model AOT and Angstrom parameter are consistently low relative to AERONET in biomass-burning-dominated regions, where emissions appear to be underestimated, consistent with the results of the offline GOCART model. In contrast, the model AOT is biased high in sulfate-dominated regions of North America and Europe. Our model-satellite comparison methodology shows that diurnal variability in aerosol loading is unimportant compared to sampling the model where the satellite has cloud-free observations, particularly in sulfate-dominated regions. Simulated sea salt burden and optical thickness are high by a factor of 2-3 relative to other models, and agreement between model and satellite over-ocean AOT is improved by reducing the model sea salt burden by a factor of 2. The best agreement in both AOT magnitude and variability occurs immediately downwind of the Saharan dust plume.
Introduction
[2] Aerosols scatter and absorb solar and longwave radiation, perturbing the energy balance of Earth's atmosphere [McCormick and Ludwig, 1967; Charlson and Pilat, 1969; Atwater, 1970; Mitchell, 1971] . Aerosols additionally have complex and not yet well-understood effects on cloud brightness [Twomey, 1974] and the occurrence and intensity of precipitation [Gunn and Phillips, 1957; Liou and Ou, 1989; Albrecht, 1989] and so play a role in modulating Earth's climate and hydrological cycle [e.g., Ramanathan et al., 2001a] . Long-range transport of aerosol pollutants can as well impact the air quality and visibility far from sources [e.g., Prospero, 1999; Jaffe et al., 2003; Bertschi et al., 2004; Colarco et al., 2004] . The extent of anthropogenic influence on the global aerosol system is the determinate and key uncertainty in anthropogenic radiative forcing of Earth's climate system [Intergovernmental Panel on Climate Change, 2007] .
[3] Because of this role of aerosols in modulating Earth's climate, a considerable aerosol observing system has evolved, especially since the late 1990s. This observing system includes space-based remote sensing platforms [e.g., Herman et al., 1997; Goloub et al., 1999; King et al., 1999; Kaufman et al., 2002; Stephens et al., 2002; Winker et al., 2003] , networks of ground-based sampling [e.g., Malm et al., 1994; Prospero, 1999] and remote sensing instruments [e.g., Holben et al., 1998; Welton et al., 2001] , and occasional aircraft campaigns that include detailed in situ sampling and remote sensing measurements [e.g., Ramanathan et al., 2001b; Swap et al., 2003; Reid et al., 2003; Singh et al., 2006] . Despite this progress, however, coordination of these various measurements remains challenging , and there remain large gaps in both the characterization of aerosol composition (i.e., size, shape, absorption) and the spatial and temporal coverage of these observations (i.e., throughout the vertical column, over bright surfaces, in the vicinities of clouds) [e.g., Chin et al., 2009a] .
[4] Chemical transport models (CTMs) have emerged as important tools for filling in these observational gaps, either by formally homogenizing the observing systems through data assimilation [e.g., Collins et al., 2001; Zhang et al., 2008] or by serving as a platform to interpret observations from diverse sources [e.g., Rasch et al., 2001; Chin et al., 2002 Chin et al., , 2003 Colarco et al., 2002 Colarco et al., , 2003 Heald et al., 2006; Matichuk et al., 2007 Matichuk et al., , 2008 . The aerosol models noted above are of a class of "offline" CTMs: the meteorology driving the aerosol simulation is prescribed. By contrast, an "online" simulation couples the dynamics of the aerosol distributions to the atmospheric thermodynamic state so that the solutions are fully interactive and the impact of, for example, variations in aerosol properties can feed back on the system. This online approach has been taken in some air quality forecasting systems [e.g., Jacobson, 1997a Jacobson, , 1997b Grell et al., 2005] and is the basis for interactive assessment of the impact of aerosol distributions on future climate [e.g., Koch, 2001; Perlwitz et al., 2001] . Recently, the European Center for Medium-Range Weather Forecasting (ECMWF) has made strides toward an operational online global aerosol and weather forecasting system that includes prognostic aerosol distributions and a data assimilation capability [Morcrette et al., 2009; Benedetti et al., 2009] .
[5] In this paper we introduce a new online aerosol modeling system, based on the merger of a well-known offline aerosol transport model (the Goddard Chemistry, Aerosol, Radiation, and Transport model, GOCART) with the state-of-the-art NASA Goddard Earth Observing System (GEOS) atmospheric general circulation model and data assimilation system. There are a number of advantages of including GOCART online within the GEOS modeling system. The GEOS system routinely performs near-realtime meteorological forecasts; the inclusion of aerosols in this system automatically provides an additional chemical weather forecasting capability. The GEOS system already incorporates data assimilation of meteorological parameters; the inclusion of aerosols will permit an explicit treatment of aerosol effects in the observation operators of current IR sensors (e.g., AIRS, IASI, TOVS), at the same time providing a first step toward a generalized aerosol data assimilation capability. In these respects our effort here is similar to the ECMWF effort noted above. The GEOS system, however, is also being developed with an Earth system modeling capability; the same system used in the forecasting and data assimilation mode can be run as a climate model to explore radiative and chemical feedbacks on the climate system.
[6] This paper seeks to establish the credibility of the baseline aerosol simulations in this new model both in terms of performance relative to other aerosol models and comparisons to observations. We focus here on the quantitative comparison of the simulated aerosol optical thickness to observations from a network of ground-based sun photometers (Aerosol Robotic Network, AERONET) and satellite observations (Moderate Resolution Imaging Spectroradiometer, MODIS, and Multiangle Imaging Spectroradiometer, MISR) over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] . A related study using these simulations [Nowottnick et al., 2009 ] deals with one aspect of this modeling system in greater detail in a case study of the sensitivity of mineral dust distributions to dust source scheme, augmented by extensive field campaign measurements. The evaluation of the model with respect to other aspects of the global aerosol observing system (e.g., CALIPSO space-based lidar observations) will be the subject of future studies, and we note that the underlying GEOS model core is itself evolving to higher spatial resolutions and newer physical parameterizations.
[7] In section 2 we describe the new modeling system and the data sets used in its evaluation. In section 3 we present the results of our model and the comparisons of simulated aerosol burden, lifetime, and optical thickness to other similar aerosol models and observational data sets. In section 4 we discuss the overall model results. Section 5 provides a brief conclusion.
Methodology

Model Description
[8] We have implemented an aerosol transport module online within the NASA Global Modeling and Assimilation Office (GMAO) Goddard Earth Observing System version 4 (GEOS-4) atmospheric general circulation model (AGCM) [Bloom et al., 2005] . GEOS-4 is based on the finite-volume dynamical core [Lin, 2004] and contains physical parameterizations based on the National Center for Atmospheric Research (NCAR) Community Climate Model version 3 (CCM3) physics package [Kiehl et al., 1996] . GEOS-4 incorporates version 2 of the Community Land Model (CLM2, Bonan et al., 2002) . The Physical-space Statistical Analysis System (PSAS) is the backbone of the meteorological assimilation system in GEOS-4 [Bloom et al., 2005] .
[9] GEOS-4 can be run in climate, data assimilation, or replay modes. In climate mode, the initial conditions are set and the model provides a forecast for a specified time. In assimilation mode, the model is run similarly to climate mode, but a meteorological analysis is performed every 6 h to adjust the model temperature, wind, and pressure fields. In replay mode, the model is forced by a previous analysis. By construction, the GEOS-4 replay with an identical version of the model used to generate the analysis reproduces the analysis meteorology exactly. Replay mode allows us to simulate the period of time covered by the previous analysis but without the computational cost of actually running the analysis. This mode is most similar to how offline CTMs work.
[10] The aerosol module incorporated in GEOS-4 is based on the NASA GOCART model as described in Chin et al. [2002] and contains components for dust, sea salt, black and organic carbon, and sulfate aerosols. Previously, GOCART has been run as an offline CTM driven by assimilated meteorology [Chin et al., 2002 [Chin et al., , 2007 [Chin et al., , 2009b . In GEOS-4, GOCART is run online within the AGCM. Here, by "online" we mean that the aerosol transport and dynamics are consistent with the GEOS-4 AGCM meteorological fields at every time step. This can be contrasted with an offline simulation in which the meteorology at a particular time step is interpolated from the bounding analyses. We note that the aerosols are not radiatively coupled to the AGCM in the version of GEOS-4 used here.
[11] We replay GEOS-4 from the GEOS-DAS CERES analyses [Bloom et al., 2005] for the years 2000-2006. The analyses are available every 6 h at a spatial resolution of 1.25°longitude × 1°latitude with 55 vertical layers between the surface and about 80 km. An important caveat in our replay approach is that while we replay the winds, pressures, and temperature fields from the analyses, we do not use their moisture fields, instead allowing the model to develop its own moisture climatology. This approach reduces the GEOS-DAS tendency toward excessive precipitation in the tropics (i.e., the GEOS-DAS system has a dry bias when assimilating moisture observations) and improves the comparison between model and observed precipitation data sets [Bloom et al., 2005] . We note this is a novelty of the online system discussed here, in that offline CTMs generally lack the physical mechanisms to develop their own humidity fields. Additionally, although the model advection and physical processes are conservative of the total air mass, the replayed pressure fields are not; tracer mass concentration is explicitly enforced in our model by requiring the same dry mass of each aerosol tracer before and after the new analysis is introduced in the replay step.
[12] We run the model at the same horizontal resolution as the analyses but reduce the number of vertical levels in the stratosphere so that we run with only 32 vertical levels. The model physical and chemical time step is 30 min; this time step is further split during the finite-volume dynamics [Lin, 2004] . The aerosol fields are initialized from zero and we allow a 3-month spin-up for the period October-December 1999.
[13] Below we summarize our treatment of each aerosol species in our online implementation of GOCART in GEOS-4 in order to document differences from our reference Chin et al. [2002] version of GOCART. We note that, as in Chin et al. [2002] , our aerosols are treated as external mixtures and do not interact with each other. The assumption of external mixing has implications for aerosol optical properties, as internally mixed (e.g., coated) particles may have very different optical properties than their component constituents may imply (e.g., enhanced absorption due to coatings, as in Jacobson [2001] ). We acknowledge this limitation in the current model and suggest exploring this further in the future as more detailed aerosol microphysics will be incorporated in the model and permit internal mixing to be considered (e.g., including microphysical mechanisms as in Bauer et al. [2008] ). 2.1.1. Dust
[14] As in Chin et al. [2002] , the spatial distribution and magnitude of dust sources in our model follows from Ginoux et al. [2001] and is based on the association of observed dust source locations with large-scale topographic depressions. We have modified this source map over China to reflect the influence of recent land use change on dust emissions . We additionally incorporate the particle size-dependent threshold wind speed formulation to initiate dust emissions from Marticorena and Bergametti [1995] (their equation (6)). Owing to differences in the GEOS-4 climatology of surface winds relative to previous versions of the GEOS-DAS assimilated meteorology (such as those used in previous GOCART simulations) we have adjusted the global scaling constant for dust emissions (see Ginoux et al. [2001] equation (2)) to C = 0.375 mg s 2 m −5 (Ginoux et al. [2001] used C = 1 mg s 2 m −5
and obtained emissions of 1814 Tg yr −1 for 0.1-6 mm radius particles; we obtain an average emissions of 1475 Tg yr −1 over that size range). We discretize the dust particle size distribution into eight size bins spaced between 0.1-10 mm radius, following the size partitioning in Tegen and Lacis [1996] . Four of the size bins are in the range 1-10 mm radius; for each of these bins we assume the soil mass fraction s r = 0.25. Because the particle fall velocity is negligible for submicron particles we group the first four size bins (0.1 mm r 1 mm) into a single transported bin but retain the subbin particle size distribution of Tegen and Lacis [1996] for purposes of optics calculation. For purposes of emission, the grouped first bin has soil mass fraction s r = 0.1. Our dust removal is by sedimentation, dry deposition, wet removal, and convective scavenging as in Chin et al. [2002] .
[15] We compute optical properties for each of our size bins assuming that the subbin particle size distribution is described by the functional form d(Mass)/d(ln r) = constant [after Tegen and Lacis 1996] . Assuming sphericity and a constant particle density across the size bin, this implies a power-law distribution for the subbin particle number size distribution (i.e., d(Number)/dr ∼ r −4 ). As for other aerosol species, we assume Mie scattering [Wiscombe, 1980] and refractive indices from the Global Atmospheric Data Set (GADS [Koepke et al., 1997] ), although we modify the refractive indices for dust somewhat across the visible part of the spectrum to more closely match a climatology of refractive indices retrieved from the ground-based AERO-NET sun/sky photometer observations [Holben et al., 1998; Dubovik et al., 2002] at Capo Verde, off the west African coast and under the summer Sahara dust plume. The implications of this choice of refractive indices is a less absorbing dust aerosol at near-UV and visible wavelengths than the GADS inventory would indicate, consistent with recent studies [e.g., Kaufman et al., 2001; Colarco et al., 2002; Sinyuk et al., 2003] . At 550 nm, the single scatter albedo for our 2000-2006 mean dust particle size distribution is 0.93 over Saharan Africa using the refractive indices in this study (n ref = 1.45 − 0.0022i), compared with 0.87 using the GADS refractive indices (n ref = 1.53 − 0.0055i).
Sea Salt
[16] By mass, the dominant source of aerosol globally is sea salt produced by wind action at the ocean surface. We are at present not interested in simulating the optically less important and short-lived giant-sized sea salt aerosol particles (dry radius > 10 mm), so we consider here only the indirect production mechanism from bursting bubbles [Monahan et al., 1986] , as modified by Gong [2003] to account better for the size distribution of small sea salt particles. Accordingly, we simulate the lifecycle of sea salt aerosols using five size bins spanning the range 0.03-10 mm dry radius, where the emissions are a function of the particle size and surface wind speed (Gong [2003] equation (2)). We assume the particles undergo hygroscopic growth according to the equilibrium parameterization of Gerber [1985] (see also Gong et al. [1997] ). Aerosol losses due to sedimentation, dry deposition, wet removal, and convective scavenging are as in Chin et al. [2002] . The humidified particle size enters our computations of the particle fall velocity, deposition velocity, and optical parameters.
Carbonaceous Aerosol
[17] We track separately black and organic carbon aerosols. In what follows, we represent organic carbon aerosols in our model in terms of particulate organic matter (POM, where POM = 1.4 × organic carbon mass, see Textor et al. [2006] ). The sources of these aerosol particles arise from anthropogenic and natural sources, including fossil fuel, biofuel, and biomass-burning emission sources, and (in the case of organic carbon) from the oxidation of biogenic emissions from plant matter. Our biomass burning source is from the Global Fire Emission Database version 2 (GFEDv2) [van der Werf et al., 2006] and provides monthly varying emissions keyed to satellite fire detections. Owing to the heat generated in the fires we distribute their emissions uniformly throughout the planetary boundary layer height in the grid box fire emissions occur in, although we note that recent evidence suggests a significant fraction of wildfire smoke emissions could be injected above the boundary layer [e.g., Kahn et al., 2008] , which would have impacts on the longrange transport of the smoke. We have time-invariant sources of fossil fuels and biofuels, and a monthly varying climatology of biogenic emissions, following from Chin et al. [2002] , except that we have modified biofuel and fossil fuel sources in the United States to a monthly varying climatology as in Park et al. [2003] . Aerosol losses are by dry deposition, wet removal, and convective scavenging as in Chin et al. [2002] . Following Cooke et al. [1999] and Chin et al. [2002] , we account for the chemical processing ("aging") of the carbonaceous aerosols as a conversion from a hydrophobic to hydrophilic mode with an e-folding timescale of 2.5 d [Maria et al., 2004] . The hydrophobic component of the aerosol has equivalent optical properties to the hydrophilic component at 0% relative humidity but is not subject to wet removal or convective scavenging processes. The hydrophilic component is subject to these removal processes. The aerosol optical properties are as in Chin et al. [2002] .
Sulfate Aerosols
[18] The treatment of sulfate aerosol cycle is updated somewhat from Chin et al. [2002] . We have primary emissions of dimethylsulfide (DMS), sulfur dioxide (SO 2 ), and sulfate (SO 4 ). We use the GFEDv2 inventory discussed above to provide monthly varying emissions of SO 2 from biomass-burning sources. SO 2 emissions from explosive volcanic injection are based on data from the Global Volcanism Program [Siebert and Simkin, 2002] and SO 2 retrievals from the Total Ozone Mapping Spectrometer [Carn et al., 2003] and OMI spacecraft instruments and emissions from continuously outgassing volcanoes are from the AeroCom inventories used in similar modeling studies [Dentener et al., 2006] . DMS emissions are based on a monthly varying climatology of oceanic DMS concentrations as described in Chin et al. [2002] . Anthropogenic emissions from biofuel and fossil fuel are formulated similarly as for carbonaceous aerosol, as in Chin et al. [2002] and Park et al. [2003] . The sulfur chemistry cycle follows from Chin et al. [2000] . We use prescribed oxidant fields of hydroxyl radical (OH), nitrate radical (NO 3 ), and hydrogen peroxide (H 2 O 2 ) from a monthly varying climatology produced from simulations of tropospheric chemistry in the offline Harvard University GEOS-CHEM model , with stratospheric OH superimposed from simulations in the NASA/GMI model [Kinnison et al., 2001] . We track separately DMS, SO 2 , SO 4 , and methanesulfonic acid (MSA), which have losses by dry deposition, wet removal, and convective scavenging as in Chin et al. [2002] . The treatment of sulfate aerosol optical properties is as in Chin et al. [2002] .
Data Sets
[19] In order to establish the credibility and performance of our new GEOS-4 modeling system, we compare our simulated aerosol distributions to other similar aerosol models, including a recent version of the offline GOCART CTM driven by the GEOS-4 meteorological analyses [Chin et al., 2009b] , as well as to several ground-based and satellite observational data sets. We briefly describe those data sets here.
AeroCom Models
[20] We compare the results of our simulations to the models participating in the Aerosol Comparisons between Observations and Models (AeroCom) project (http://nansen. ipsl.jussieu.fr/AeroCom). The AeroCom initiative was created in 2003 to provide a consistent platform for comparing aerosol models with each other and with various data sets [Textor et al., 2006; Kinne et al., 2006; Schulz et al., 2006] . A recent analysis of 16 global aerosol models participating in AeroCom focused on aerosol lifecycle [Textor et al., 2006] and aerosol optical properties [Kinne et al., 2006] . We do not attempt here an exhaustive comparison of our model to all of those individually, but rather we highlight the range and mean of the AeroCom models to establish the reasonableness of our model relative to the community state of the art. Included in the AeroCom suite of models is a version of the offline GOCART CTM as driven by the older GEOS-3 meteorological analyses [e.g., Chin et al., 2007] .
Offline GOCART Run with GEOS-4 Analyses
[21] Because of the heritage of our online GEOS-4 simulations with the offline GOCART CTM, we compare our model results of the recent results of the offline GOCART system as driven by the GEOS-4 meteorological analyses [Chin et al. 2009b] . Ideally, the principal difference in the two sets of simulations should be the difference between online and offline simulation streams. This is unfortunately not the case, and we note several differences between the online system that is the subject of this paper and the recent offline GOCART results. First, the offline system described in Chin et al. [2009b] was run at a coarser spatial resolution (2.5°longitude × 2°latitude with 30 vertical layers) than our online system. Additionally, the Chin et al. [2009b] offline model results were driven with more recent inventories for anthropogenic emissions of carbonaceous aerosols and sulfate precursors [Streets et al., 2009] . There were as well some variations in the dust and sea salt emission source functions. Chin et al. we use in our results, and they adjust the power law dependence on wind speed in the Gong [2003] sea salt flux equation to somewhat reduce sea salt emissions. Finally, we note that the version of GOCART implemented online in GEOS-4 was developed independently and from an earlier version of the GOCART system than the Chin et al. [2009b] results, so there is likely some variation in particular process algorithms.
AERONET
[22] AERONET measures the spectral aerosol optical thickness (AOT) through a ground-based network of sun/ sky scanning photometers [Holben et al., 1998 ]. AERONET has been operating since the early 1990s in support of NASA Earth Observing Satellite validation. Over its lifetime there have been about 400 sites operated, with about 250 sites active as of late 2008. Spectral AOT to an accuracy of ±0.015 is determined from direct sun measurements made every 15 min of the spectral transmission at 340, 380, 440, 500, 670, 870, and 1020 nm [Holben et al., 2001] . From the AOT measurements, the Angstrom parameter can be determined as
where t l is the AOT at two wavelengths l 1 and and l 2 . The Angstrom parameter gives important information about particles size: for particles relatively large compared to the wavelength, a is small (a < 1; e.g., dust), while for small particles the AOT varies more strongly with wavelength and a > 1 is typical. Additionally, a has a dependency on relative humidity in that as particles swell the Angstrom parameter will generally decrease in magnitude. In our analysis we use the Version 2 (http://aeronet.gsfc.nasa.gov/), Level 2 (cloudscreened, quality-assured) AERONET direct sun derived AOT product, specifically the AOT at 500 nm and the 440 nm-870 nm Angstrom parameter. Critical to AERONET operation is a uniform calibration and cloud-screening procedure [Smirnov et al., 2000] .
MODIS
[23] The space-based MODIS provides near-global, daily retrievals of AOT in cloud-free and glint-free conditions using separate algorithms over ocean [Tanré et al., 1996 [Tanré et al., , 1997 and land [Levy et al., 2007a [Levy et al., , 2007b . There are two MODIS instruments. MODIS on the Terra satellite has been operational since early 2000. MODIS on the Aqua satellite has been operational since mid-2002. MODIS-Terra has a daytime equator crossing time of 10:30 AM local and MODIS-Aqua has a daytime equator crossing time of 1:30 PM local. The land and ocean aerosol retrieval algorithms are lookup table based, where the desired aerosol properties are inverted from a table of precomputed spectral radiances that account for different possible size and composition mixtures of aerosols. Over ocean, the AOT is retrieved from radiance measurements at six wavelengths between 550 and 2130 nm, with the AOT product available in seven channels (470, 550, 660, 870, 1240, 1630, and 2130 nm) . Over land, a reduced number of channels are available because of the brightness and inhomogeneity of the land surface relative to the ocean; the land retrieval uses the radiances measured at 470, 660, and 2130 nm to provide AOT at three channels (470, 550, and 660 nm). The uncertainty in the MODIS aerosol products is characterized such that one standard deviation of the retrievals fall within Dt = ±0.03 ± 0.05t over the ocean and Dt = ±0.05 ± 0.15t over land relative to collocated AERONET measurements [Remer et al., 2005] . In our analysis we use the land and ocean AOT retrievals valid at 550 nm from the Collection 5 MODIS algorithm products [Remer et al., 2005 [Remer et al., , 2008 .
MISR
[24] MISR is aboard the same Terra spacecraft as MODIS-Terra and has also been making retrievals of aerosol properties since early 2000. MISR contains nine push-broom cameras to observe the same point on Earth from nine different angles (nadir, ±26.1°, ±45.6°, ±60.0°, and ±70.5°) and in four spectral bands (446, 558, 672, and 866 nm) . Aerosol retrievals are performed using a lookup table approach as well, with retrievals provided at 17.6 × 17.6 km 2 horizontal resolution, where constraint of angular information from the multiangle viewing geometry is used to characterize the aerosols and also permits retrievals over bright surfaces [Martonchik et al., 2004; Abdou et al., 2005; Kahn et al., 2005] . The MISR swath width along the ground is at least 360 km, providing global coverage approximately every 9 d. The uncertainty in the MISR AOT retrieval is characterized such that two thirds of the retrievals fall within the larger of 0.05 or 0.2t relative to collocated AERONET measurements [Kahn et al., 2005] . The MISR product does not provide a quality assurance (QA) flag as was done for MODIS, but the MISR "best estimate" AOT selected for this study implies high confidence in the aerosol retrieval. We use the latest version of the MISR aerosol retrieval algorithm (version F12_0022).
Results
[25] We run the GEOS-4 model with online GOCART aerosols for the period October 1999-December 2006, with the first three months representing a spin-up period. The model is run in a replay mode driven by the GEOS-DAS CERES analyses as described above. We retain the results for the period 2000-2006 for our analysis. We archive the instantaneous snapshot of the model aerosol distributions every 6 h (at 0, 6, 12, and 18 UTC). Time-averaged diagnostic fields relevant to the aerosol budget and lifetime are also archived every 6 h.
Aerosol Budgets and Lifetimes
[26] In this section we discuss the aerosol lifecycle in our GEOS-4 implementation of GOCART relative to similar aerosol models. Table 1 provides a summary of our multiyear average aerosol emissions, burdens, lifetimes, and loss rates. We discuss the GEOS-4 emissions, burdens, and aerosol sink processes and put them in the context of the AeroCom model suite and specifically compare our GEOS-4 results to the offline GOCART model results from Chin et al. [2009] ( Table 1) .
Emissions
[27] Figures 1 and 2 summarize the emissions graphically for our experiment. Figure 1 shows the spatial distribution of the aerosol sources averaged over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] . The major dust sources in the Sahara, the Arabian peninsula, and Asia (the Takla Makan and Gobi deserts) are apparent, as are the lesser dust sources in southern Africa, Patagonia, Australia, and the North American Southwest. Sea salt emissions are at a maximum in the extratropics (the "Roaring Forties" in the Southern Hemisphere, particularly).
Sulfate aerosol emissions and production are highest in the industrial regions of the eastern U.S., central Europe, and Southeast Asia. Carbonaceous aerosols have important anthropogenic sources in the same regions, as well as major Note. For each cell, the top (bold) number is the result of our GEOS-4 simulations, the second (italicized) number is the result of the offline GOCART model [Chin et al., 2009b] , the third number is the average of the AeroCom models (see text), and the final numbers (in parentheses) are the range of the AeroCom models.
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sources from biomass burning in equatorial and southern Africa, South America, and the boreal forests in Siberia and Canada.
[28] Figure 2 shows the climatological monthly aerosol emissions for the period 2000-2006. The shading indicates the maximum and minimum monthly emissions over this period, and so illustrates the range of interannual variability in our model. Also shown are the mean monthly global emissions over this time period (black line). For species other than carbonaceous aerosols the monthly emissions are within 10% of the mean over the period simulated. For dust and sea salt, the emissions are driven by variability in model dynamics (specifically, the surface wind speed) and, in the case of dust, variability in the soil moisture. For sulfate, there is a weak link to the model dynamics via the wind speed dependence of DMS emissions. The dominant source of sulfate aerosol production is via chemical oxidation of SO 2 , which incorporates the DMS source and is more strongly linked to the model dynamics by the aqueous phase production of sulfate occurring as SO 2 is oxidized in cloud and rain water (the mean monthly chemical production of sulfate is shown by the dashed black line, which dominates the overall source of sulfate aerosol and accounts for most of the variability shown in the total source).
[29] The largest interannual variability in aerosol sources is for carbonaceous aerosols (Figure 2 ). Black carbon emissions account for only about 15% of the mass of total carbonaceous aerosol emissions. About 50-60% of the total carbonaceous emissions are due to anthropogenic, biofuel, and biogenic sources (the dashed black line); we do not account for any interannual variability in these sources. The remaining, but highly variable, contribution to emissions is due to biomass burning. The interannual variability in biomass burning emissions of carbonaceous aerosols is shown by the darker shaded trace, which varies by as much as 100% about the mean (black line through the shading).
[30] As noted above, in addition to the GEOS-4 results shown in Table 1 we also show the results of the AeroCom model suite and the offline GOCART results. It was not possible to abstract the range of AeroCom model values from the reference paper, so we instead went to the AeroCom website and viewed the data directly. Results from 17 models are used. Not all fields were reported for all models on the website, so when we show the mean and range of values from AeroCom in Table 1 it should be understood that we are showing the mean and range for each species only for the models reporting the relevant quantities on the AeroCom website. Despite this difference, there are only small differences in the mean values of quantities we show in Table 1 relative to the Textor et al. [2006] paper (see their Figure 1 and Table 10 ).
[31] For all species, the annual average emissions in GEOS-4 are within the range of the AeroCom models. We note that this is also true of the offline GOCART results. The greatest diversity in the AeroCom emissions are for dust and sea salt, which is primarily related to what part of the particle size distribution the individual models are simulating but is also related to differences in the meteorology used in the different models. The GEOS-4 emissions differ somewhat from the offline GOCART emissions. The larger dust emission scaling constant used in Chin et al. [2009b] results in about 65% greater dust emissions in the offline model, which is not the factor of 2.13 the scaling constant choices in the two models would imply. Although both models use the same winds, the offline model has spatially averaged them to its coarser resolution, so because of the nonlinear relationship of dust emissions to wind speed the offline model would have lower emissions if the scaling constants were identical. The modification to the sea salt emission flux equation results in lower overall sea salt emissions in the offline GOCART, although again the coarser spatial resolution filters out some of the higher surface wind speeds in the meteorological analyses. Emissions are more similar for carbonaceous aerosols, as well as for emissions and production of sulfate, with nearly identical black carbon emissions, somewhat more emissions of POM, and somewhat less production of sulfate in the offline GO-CART. As noted above, there were differences in the emission inventories for anthropogenic emissions in these species, but the principle difference appears to be the emission factor choices for determining biomass-burning emissions. In GEOS-4 we use the biome-dependent emission factors from Andreae and Merlet [2001] (e.g., 4.76, 0.48, and 0.35 g kg −1 of dry matter burned, respectively, for POM, black carbon, and SO 2 in savannah and grassland), whereas in the offline GOCART the emission factors chosen have larger magnitudes (11.2, 1, and 1.1 g kg −1 dry matter in all biomes [Chin et al., 2009b] ), corresponding to significantly higher biomass-burning aerosol emissions in GOCART (56 Tg POM yr −1 versus 30 Tg yr −1 in GEOS-4). GEOS-4 has a somewhat greater sulfate aerosol source than GOCART. We include in our budget of sulfate sources the chemical production of sulfate aerosol from oxidation of SO 2 . Primary emissions of sulfate are similar in GEOS-4 and GOCART, so the discrepancy in the total sulfate source is due to chemistry. We point out that different oxidant fields are used in GEOS-4 than in GOCART, and as well that the aqueous production of sulfate from SO 2 reaction with H 2 O 2 will depend on the model hydrological cycle, which is also different in GEOS-4 than in GOCART owing to differences in the meteorology.
Burdens
[32] For all species except sea salt, the annual average aerosol burden in GEOS-4 is within the range of the AeroCom models (Table 1) . As with emissions, the greatest diversity in the AeroCom models is for dust and sea salt, again reflecting differences in the particle size distributions the various models consider. The burdens of black carbon and sulfate are very similar in the online GEOS-4 and the offline GOCART. As suggested by the emissions, the burden of dust in the offline GOCART is higher than in GEOS-4 but only by about 20% (interestingly, the offline GOCART dust burden is high and outside the range of the AeroCom models). Also as suggested by emissions, the POM burden is about 20% higher in the offline GOCART than in GEOS-4. For sea salt, the burden in GEOS-4 is more than twice the GOCART burden and about three times the magnitude of the average AeroCom burden. We discuss the implications of the high sea salt burden on simulated aerosol optical thickness in sections 3.2 and 4.
Lifetimes and Sink Processes
[33] Despite significantly lower emissions of dust in GEOS-4 than in GOCART, the two models develop similar burdens. The explanation is that in GEOS-4 the dust aerosol atmospheric residence time (or lifetime) is about one and a half days longer than in GOCART (5.85 days vs. 4.33 days). Here, the lifetime t is computed as the aerosol burden divided by the loss rate sink. In order to separate the aerosol losses into the losses from dry and wet processes, respectively, we compute the loss frequency k as in Textor et al. [2006, equation (7) ], computed analogously to the chemical first order loss rate coefficient:
As defined, the greater the removal rate the more efficient that process is at removing aerosols in our model. The aerosol lifetimes and loss frequencies are tabulated in Table 1 .
[34] For all species, the aerosol lifetimes in GEOS-4 are within the range of the AeroCom models. This is true also for aerosol loss frequencies, except in the case of POM for the wet loss frequency, which is just outside the lower end of the AeroCom results. In general, however, the aerosol lifetimes in GEOS-4 are somewhat higher than either the mean of the AeroCom results or the GOCART values. The result is that despite lower emissions of dust and carbonaceous aerosols in GEOS-4 relative to GOCART, the burdens are basically similar. The exception is for sulfate, where the GEOS-4 lifetime is shorter than the GOCART lifetime (4.42 d versus 5.73 d), owing to somewhat more efficient removal processes. For carbonaceous aerosols, the removal rates are essentially the same in GEOS-4 as in GOCART.
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[35] For both dust and sea salt, the removal of aerosol in GEOS-4 is less efficient than in GOCART because of dry removal processes. The total dry removal is the sum of dry deposition due to turbulent mixing in the model surface layer (all species) and removal by gravitational settlings (only dust and sea salt). The turbulent dry deposition parameterization is identical for all aerosol species in GEOS-4 and is reasonable for sulfate and carbonaceous aerosols compared to other models, so weaker dry loss process in GEOS-4 for dust and sea salt is attributed to settling. Unfortunately, unraveling that further is beyond the scope of this study. The algorithms used for settling differ somewhat in GEOS-4 relative to GOCART, and there are additional considerations related to the different spatial resolutions used in the two models.
Aerosol Optical Thickness
[36] In this section we focus on evaluating the aerosol distributions simulated by GEOS-4 in terms of the AOT. Relative to aerosol mass, there are considerably more data available to constrain modeled AOT because of the availability of global satellite data sets and the extensive, long running ground-based sun photometer observations from the AERONET [Holben et al., 1998 ]. We first compare simulated AOT in GEOS-4 to the results of the AeroCom models and offline GOCART, and then we compare to observational data sets.
Comparison of GEOS-4 AOT to Models
[37] In order to derive AOT from modeled mass distributions, a conversion must be applied that implies assumptions about aerosol particle size distribution, composition, and effects of aerosol hygroscopicity on optical properties. This conversion is expressed here in terms of the mass extinction efficiency (b ext ), which is in practice precomputed in a lookup table for each species as a function of wavelength, relative humidity, and (depending on the species) particle size. In Table 2 we summarize the various models' globally, annually averaged AOT, as well as the mass extinction efficiency (at l = 550 nm) implied by their AOT and mass burdens (see Kinne et al. [2006] , Table 4 ).
[38] For all aerosol species except sea salt and sulfate, the GEOS-4 mean AOT is within the range of the AeroCom results. The GEOS-4 AOT of carbonaceous and sulfate aerosols is similar to the offline GOCART results, and GEOS-4 has a higher AOT of sea salt and a lower AOT of dust than in GOCART. For dust and POM the GEOS-4 AOT is nearly the same as the mean of the AeroCom results and about 25% higher than the AeroCom mean for black carbon. As already discussed, the GEOS-4 burden of sea salt is considerably higher than in any of the AeroCom models; consequently, the AOT due to sea salt is also high. The sulfate AOT is only slightly outside the range of the AeroCom models. Both the sulfate mass burden and mass extinction efficiency for sulfate in GEOS-4 are about 10% greater than the AeroCom mean values, but it should be stressed that some of the AeroCom models compensate for high or low mass burdens with lower or higher mass extinction efficiencies to produce AOT values somewhere near the mean [Kinne et al., 2006] . It should be noted, for example, that although the offline GOCART burden of sea salt is higher than the AeroCom mean, its AOT is lower and the mass extinction efficiency used is on the low end of the AeroCom models. This is not necessarily significant of anything, as the mass extinction efficiency and burden are both a function of what part of the particle size distribution is considered in the model. Here, though, the significant difference in the GEOS-4 and GOCART mass extinction efficiencies for sea salt are related to the less efficient loss processes in GEOS-4, which favors retaining the more optically efficient part of the size spectrum. We point out, however, that all of the GEOS-4 and GOCART simulated mass extinction efficiencies are within the range of the AeroCom models.
Comparison of GEOS-4 AOT to Observational Data Sets
[39] In the following we compare our model results to observations of the AOT from ground-based and satellite measurements. In the results that follow, we make one correction to the model based on the previous discussion. We have already identified that the sea salt aerosol burden in the model is high and outside the bounds of the AeroCom models despite reasonable emissions (Table 1 ). The explanation for this is in the much slower sea salt aerosol loss in GEOS-4 relative to other models, particularly in terms of dry removal processes. This plays out in the AOT by leading to much larger sea salt component AOT than in the AeroCom models (Table 2 ). The improvement of the sea salt component in the model is beyond the scope of this study, so in the remainder of the paper we scale our sea salt burdens by a factor of 0.5 (i.e., we cut the sea salt burden in half) in order to facilitate and improve comparison to observational data sets.
Comparisons With AERONET
[40] We compare the simulated aerosol optical thickness and Angstrom parameter from the model with observations from AERONET. Our approach is to construct a consistent database of monthly mean AERONET and model spectral AOT values. We bin the AERONET observations at a 6-h time resolution centered at our model synoptic output times of 0, 6, 12, and 18 UTC. The monthly mean of the AERONET AOT is the weighted average of the binned AERONET data in a month, where the mean of each 6-h time bin is weighted by the number of observations that compose it. In order not to bias the results by erroneous or anomalous observations (e.g., clouds that slip through the cloud screening) we require a minimum of four observations per time bin and four valid time bins per month to compose a monthly mean. The model AOT at 500 nm is sampled and weighted consistently with that (i.e., we make the model monthly mean AOT at a site using only times when AERO-NET had measurements). The monthly mean Angstrom parameter is composed in a similar fashion.
[41] Figure 3 shows the distribution of AERONET sites used in our study. We have selected only sites with three or more valid monthly means for each month (each of January, February, etc.) during the period 2000-2006. This selection process reduces us from several hundred potential AERO-NET sites to only 53 sites, but these sites have long-term, high-quality records of the total column aerosol burden over our simulation period. Table 3 shows the names of each site, the Principal Investigator (PI), and its location. Additionally, Table 3 and Figure 3 summarize the comparison of our model to the 53 selected AERONET sites. In Figure 3 each AERONET site has an associated shaded symbol where the symbol's orientation and shading indicate the model's AOT bias relative to the observations. Table 3 gives the number of months for which the sites and model were compared, the correlation coefficient, bias, and skill score. The general pattern is that (1) the model is biased low in AOT in biomass burning influenced regions in South America and Southern Africa, (2) the model AOT is similarly biased low in the dust and biomass burning influenced regions in Sahelian Africa, (3) the model AOT is similar in magnitude to the observed AOT across the western United States (although we point out that the AOT is low in magnitude at these sites), (4) the model AOT is generally biased high in the eastern United States and anthropogenic pollution influenced sites in Europe, and (5) the model AOT is low compared to Asian sites influenced by mixtures of dust and pollution (e.g., Kanpur, India (#47) and Beijing).
[42] Figures 4-7 show the comparison of the model AOT and Angstrom parameter to AERONET observations at four sites representing different aerosol regimes. Similar plots are made for all 53 sites shown in Figure 3 ; we show only four sites here for brevity and for their representation of different aerosol environments. Each panel shows the time series, a scatter plot, and a relative distribution (PDF) of the model and observed values of AOT and Angstrom parameter, as well as some statistics of the comparison: number of months compared, correlation coefficient (r), absolute bias, root- Table 3 for corresponding site names). The symbol indicates the model bias in AOT relative to the observations, with an upwardpointing symbol indicating the model is biased high and downward-pointing symbol indicating the model is biased low. The shading indicates the magnitude of the bias.
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mean-square variance, skill score, and linear fit parameters. The skill score follows from Taylor [2001, equation (4) ] and assesses the performance of the model in terms of both its correlation and variance relative to the observations. As defined, the skill score approaches zero as the correlation becomes negative or the variance approaches either zero or infinity and approaches unity as the model variance approaches the observed variance and the correlation approaches 1.
[43] GSFC (Figure 4 , #13 in Figure 3 and Table 3 ) is dominated by anthropogenic aerosols. The model captures the pronounced seasonal variability in the observed AOT and is well correlated with both the AOT (r = 0.83) and Angstrom parameter (r = 0.70) at this site, but with a high bias in the AOT (b = 0.054) and low bias in the Angstrom parameter (b = −0.326).
[44] Alta Floresta ( Figure 5, #22 ) is influenced by seasonally varying biomass burning. Again, the model is well correlated and has similar seasonal variability to the observed AOT (r = 0.83) and Angstrom exponent (r = 0.78), importantly capturing the annual peak in AOT due to biomass burning. Here, however, the model is biased low relative to the observed AOT (b = −0.158) and biased slightly high relative to the Angstrom parameter (b = 0.135). The (Figure 3 ), name and PI, latitude, longitude, and elevation (h in [m]) for each site, the number of monthly means compared (n), as well as the correlation coefficient (r), bias (b), and skill (s) for both AOT (t) and Angstrom parameter (a).
underestimate in the AOT is most evident during the peak AOT of the biomass burning season (August-September), and varies from year to year, where the difference between the model and observations is most pronounced in 2002 and 2006, whereas in 2004 and 2005 the model almost captures the observed peak in AOT.
[45] Capo Verde (Figure 6 , #27) is influenced by transport of dust from Saharan sources. The model is well correlated with the AOT (r = 0.77) and captures the seasonal variability in the dust loading with a slight high bias (b = 0.002) but is less well correlated with the Angstrom parameter (r = 0.42) and is biased low (b = −0.039). Note that in contrast to GSFC and Alta Floresta, the Angstrom exponent is negatively correlated with the AOT, which is consistent with the assertion that the site is dominated by dust aerosols: as the dust load increases, the importance of large particles to AOT increases and the Angstrom parameter decreases. The model tends to underestimate the observed Angstrom parameter at times when the model overestimates the AOT, suggesting that the simulated dust loading is too high at certain parts of the year (e.g., latter half of 2000).
[46] Beijing (Figure 7 , #49) is influenced both by dust from the Takla Makan and Gobi deserts as well as anthropogenic pollutants. The model is again well correlated in the AOT (r = 0.74) but has a significant low bias (b = −0.32).
The correlation with the Angstrom parameter is somewhat more modest (r = 0.66) and the bias is also low (b = −0.34). The seasonal peak in the simulated Angstrom parameter is correlated with the peak in the model AOT, and at those peaks the modeled Angstrom parameter is similar in magnitude to the observed values. Although the model peak AOT is significantly less than the observed peak in the AOT, the similarity between the modeled and observed Angstrom parameter at these times suggests a similar composition of the modeled aerosol load to what is observed. At times of year when the observed and simulated AOT are at a minimum, however, the model significantly underestimates the Angstrom parameter, which suggests that the aerosol composition in the model is relatively dominated by dust as opposed to pollution, which would be more consistent with the observations. We point out that our aerosol emissions data set for anthropogenic pollutants is based on 1995 numbers and so is likely inadequate for how aerosol loads have changed in China in recent years.
[47] Figure 8 shows a comparison of all the monthly means we have evaluated from the 53 selected AERONET sites over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] , presented as a scatter plot of the model AOT versus the observed AOT, and likewise for the Angstrom parameter. Overall, the model is well correlated with the observed AOT but underestimates its 
Comparisons to MODIS
[48] For purposes of comparing the model to the MODIS observations we have begun with the Level 2 MODIS AOT retrievals, available nominally at a 10 × 10 km 2 spatial resolution. We construct a gridded satellite product consistent with the formal construction of the MODIS Level 3 gridded products. That is, we aggregate the individual retrievals to the model's 1.25°× 1°spatial resolution. In the aggregation step, the grid-box mean AOT is determined by weighting the individual retrievals by their quality assurance (QA) flags. QA flags indicate the level of reliability of the retrievals, with values ranging from 0 (lowest quality) to 3 (highest quality). This aggregation and weighting is performed with MODIS data available ±3 h of the model synoptic output times (0, 6, 12, and 18Z) . The monthly mean AOT of the satellite observations is formed from this aggregated data set by weighting the grid-box average AOT for each synoptic time by its grid-box total QA value. The monthly mean of the model AOT is formed by sampling the model AOT at each synoptic time at points where the MODIS retrievals exist and weighting each model grid-box AOT with the same MODIS grid-box QA weighting. The result is a monthly mean of the model AOT with the model sampled only at times and locations where MODIS makes observations.
[49] The approach described above of weighting and sampling the model AOT values in a fashion consistent with the satellite observations is obviously of importance when considering, e.g., data assimilation of satellite AOT measurements. It is not, however, an approach we have seen commonly applied to many modeling studies. Chin et al. [2004] and Matichuk et al. [2007 Matichuk et al. [ , 2008 describe similar approaches to sampling and comparing model output to satellite observations, but do not show what effect this strategy has on the comparison. More typically, when the model monthly mean AOT is compared to satellite observations it is shown as the average of the model fields at all synoptic output times (i.e., as was done above in our budget analysis).
[50] In the spirit of putting the sampling approach described above on a better foundation we consider here several alternative approaches to constructing the model monthly mean for comparison with satellite observations. The "sampled" approach is the method described above. In the "unsampled" approach we take the simple mean of the model AOT output at all synoptic times with no weighting for satellite observations. The "swath" approach is somewhere in the space between the sampled and unsampled approaches; in the swath approach we mask out the model AOT in locations outside of the MODIS Terra observational swath before composing the monthly mean. This approach amounts to selecting the model aerosol fields at times consistent with the MODIS observations and includes all points where MODIS potentially could have made a retrieval (i.e., we do not exclude cloud cover, bright surfaces, or sun glint in this approach). As we will discuss shortly, the swath approach has results essentially identical to the unsampled approach, so we will not illustrate or tabulate its results.
[51] Figures 9 and 10 show the 7-year average of the MODIS Terra 550 nm AOT and the GEOS-4 model AOT for the period 2000-2006. Figure 9 shows the unsampled monthly mean of the model AOT compared to the satellite observations, while Figure 10 shows the sampled model comparison. On the left half of each figure we show the satellite average AOT (top) and the model average AOT (bottom). On the right half of each figure we show a difference plot of the long-term average of the model and satellite AOT (top) and a plot of the correlation of the model and satellite monthly means at each grid box.
[52] Similarities between the satellite and model apparent in both comparisons include the magnitude and position of the dust plume coming out of Africa, the relatively high aerosol loading along the Indian base of the Tibetan plateau and in the region of the Takla Makan desert and eastern China, and the Asian pollution plume crossing the northern Pacific Ocean. There are notable differences as well: the model underestimates the aerosol loading in the western United States and in the biomass-burning-dominated regions in South America and southern Africa, the model overestimates the aerosol loading in the northern Atlantic and northern Pacific, and the model overestimates the aerosol loading in the southern ocean. Generally speaking, the model is well correlated with the satellite monthly means (60% of grid points have r > 0.4) over both ocean and land, with notably poorer correlation in the southern ocean, northern Atlantic Ocean, and the ocean west of Central America (where the model had enhanced AOT relative to the observations).
[53] Although the features in both model sets are similar, there are notable differences. First, the unsampled model AOT (Figure 9 ) is visibly "smoother" in appearance than in the sampled case (Figure 10) . Second, the global mean AOT is greater in the unsampled case than in the sampled case. This is notably apparent in several ocean regions, including the sea salt band in the "Roaring Forties" and the anthropogenic export plumes between North America and Europe and between Asia and North America. The difference plots in Figures 9 and 10 reveal these features, as well as making clear also that the unsampled long-term average AOT is greater in primarily anthropogenic polluted regions in North America (U.S. east coast), central Europe, and Southeast Asia. The sampled model results would suggest essentially no bias in the long-term average AOT between the model and MODIS AOT on the U.S. east coast, a small high bias in the model over central Europe, and a significant low bias over Southeast Asia. The unsampled model, however, shows a high bias in the model in all three regions. On the other hand, there are minimal differences between these two approaches in the western United States, the Saharan dust plume from North Africa, or in biomass burning influenced regions in South America and Southern Africa. The correlations of the model observations are also affected, mainly in the enhanced positive correlation under the Saharan dust plume and somewhat less negative correlation west of Central America in the sampled model case, as well as the more apparent negative correlation near Antarctica in the unsampled model case. We will discuss the differences of the sampled and unsampled model monthly mean AOT further in the Discussion (section 4) and restrict ourselves to considering the sampled monthly mean for remainder of this section.
[54] We considered the comparison of the model to satellite AOT in 20 regions over land and ocean illustrated in Figure 11 . Figure 12 shows the temporal variability of the satellite and model monthly mean AOT for several of those regions. Over the land, globally the MODIS AOT t 550 = 0.21 and the sampled model AOT t 550 = 0.17 is well correlated with the MODIS observations (r = 0.75). For brevity, we graphically show the same analysis for South America, the western United States, and Southeast Asia. The statistics in these and other land regions from Figure 11 are shown in Table 4 . The analysis for South America is similar to what was shown with the AERONET data: the model significantly underestimates the AOT in this region, particularly in the peak biomass burning season (August-September). In the western United States the model AOT is about half of the MODIS AOT magnitude but is well correlated (r = 0.73). In Southeast Asia the model AOT also underestimates the MODIS AOT magnitude, notably in 2003 when there was greatly enhanced biomass burning from wildfires in Siberia.
[55] Over the ocean, the MODIS AOT t 550 = 0.16 and the sampled model AOT t 550 = 0.14, and the correlation is somewhat poorer (r = 0.57) than globally over the land. We graphically show the ocean analysis additionally for only the tropical North Atlantic, the Caribbean, and the Southern Ocean, but the analysis for other ocean regions shown in Figure 11 is summarized as well in Table 4 . In the tropical North Atlantic, where the aerosol load is dominated by mineral dust, the model develops a similar magnitude and temporal evolution (r = 0.86) to the MODIS observations. For comparison we show the Caribbean basin, which is the receptor of much of that mineral dust and see that the model AOT is considerably less than the observed AOT, suggesting too much removal of dust as it transits the Atlantic. In the Southern Ocean the model AOT is dominated by sea salt aerosols, and despite our reduction of the overall sea salt burden the model AOT is still about 10% greater than the MODIS observations.
MISR
[56] We aggregate the MISR Level 2 retrieved AOT at 558 nm to our model grid in a similar fashion to what was done for MODIS. In Figure 12 we also show the MISR monthly mean AOT average over each region (statistics for these and other regions are also tabulated in Table 4 ). In general, the MISR monthly mean AOT is similar in magnitude and well correlated with the MODIS observations, despite the sampling and weighting differences in the two data sets. The magnitude of the MISR AOT is generally less than the MODIS values, most significantly over land, and especially in North America and Asia. Note that the reduced spatial sampling of MISR relative to MODIS implies that MODIS observes more of the high aerosol events that can dominate the regionally averaged AOT. Over the ocean regions, the correlation of the MISR and MODIS monthly means is always greater than 0.9 except in especially cloudcovered regions (e.g., Northern Ocean, Southern Ocean, and southeastern Pacific) where sampling would be more of a consideration. The correlation of MISR and MODIS is similarly high over the land, except in North Africa (r = 0.75), where MISR sees considerably more of the surface than MODIS, and in northern Asia (r = 0.72), where MISR has a considerably lower AOT than MODIS.
[57] The comparison of the model to MISR is qualitatively similar to the model versus MODIS results. The notable exception illustrated in Figure 12 is over the western United States, where the MISR AOT is much lower than MODIS and similar in magnitude to the model (MISR AOT is biased low relative to MODIS, as is the model AOT). We note that for the results shown in Figure 12 , the model traces are from the model sampled with the MODIS observation statistics. Strictly speaking, the model should be sampled consistently with the MISR observations to form a second set of monthly means for this comparison. We have done this (not shown) and the results indicate some differences, especially over the high latitudes and bright desert regions (Northern Africa) owing to different sampling statistics of MISR in these regions, but this does not substantially change the conclusions here.
Discussion
[58] We showed that the GEOS-4 aerosol emissions and simulation of aerosol lifecycle (burden and loss rates) is generally within the range of the AeroCom suite of models and is similar to the offline GOCART model. The significant differences between GEOS-4 and the offline GOCART relate to scaling of dust and sea salt emissions and differences in biomass burning emissions. The dry removal processes of dust and sea salt seem underestimated in GEOS-4 with respect to GOCART and the AeroCom models. The somewhat longer wet removal lifetime of carbonaceous aerosols in GEOS-4 relative to the AeroCom models may be related to longer conversion time of hydrophobic to hydrophilic modes assumed in GEOS-4. A shorter conver- Figure 10 . As in Figure 9 but for the sampled monthly mean of the model compared to the satellite observations. sion time to the hydrophilic mode would lead to more rapid wet removal but also might improve the AOT comparison in biomass-burning regions because this will lead to a higher AOT in higher humidity environments. These issues will be the subjects of further work elsewhere.
[59] The remainder of our discussion focuses on the simulated aerosol optical thickness. For all species, the GEOS-4 mass extinction efficiencies assumed are within the range of the AeroCom values. The simulated AOT magnitude is also similar to the offline GOCART and AeroCom model results, except in the cases of sea salt (as discussed above) and sulfate. For sulfate, the simulated AOT is slightly higher than the range of AeroCom models but is similar to GOCART. Likewise, the mass extinction efficiency for sulfate is somewhat greater than the mean of the AeroCom results. The mass extinction efficiency for sulfate is a strong function of environmental humidity, and so differences may arise here because of the humidity values in GEOS-4 relative to other models.
[60] For the remainder of the analysis here we recall that we have reduced the sea salt burden in the model by a factor of two. The simulated AOT is well correlated with the overall AERONET AOT and Angstrom parameter values (Figure 8 ) and we develop similar seasonal and interannual variability, as illustrated for select AERONET sites representative of different aerosol regimes (Figures 4-7) . The model has its lowest skill in AOT (s t < 0.4 as in Table 3 ) at 8 of the 53 sites considered, which are primarily biomass burning influenced sites in South America, southern Africa, and Australia. The model Angstrom parameter is biased low relative to AERONET at all sites and has its lowest skill (s a < 0.4 as in Table 3 ) at 4 of the 53 sites, 3 of which are dust dominated (Solar Village, Dakar, and Dalanzadgad) . The fourth site is Mongu, which is biomass burning dominated; likewise, Dakar and Dalanzadgad have seasonal incursions of influence from biomass burning.
[61] The MODIS and MISR data sets are well correlated with each other (Table 4) , with the worst correlations occurring over land in northern Asia and northern Africa and over the ocean in the southeastern Pacific. We would not necessarily expect good correlation over northern Asia and northern Africa because of the prevalence of bright surfaces (deserts and snow in Asia, deserts in Africa) that particularly hamper the MODIS retrievals. It is not immediately clear why the correlation is less good over the southeastern Pacific, except that in our analysis this is a relatively small region that is frequently cloud obscured. Over ocean, the bias between MODIS and MISR monthly mean AOT is 0.015 or smaller. Over land, the biases are generally greater, with MODIS having a higher AOT in all regions except northern Africa, where few retrievals are ever attempted. The bias is the largest over the western United States and in southeastern and western Asia. A recent study comparing MODIS land retrievals and AERONET observations in these regions (R. C. Levy, L. A. Remer, R. G. Kleidman, S. Mattoo, C. Ichoku, and T. F. Eck, Global evaluation of the Collection 5 MODIS aerosol products over land, submitted to Atmospheric Chemistry and Physics, 2010) generally found that MODIS AOT is high relative to AERONET, which is attributed to poorly characterized retrievals over marginally bright surfaces. This high bias in the MODIS AOT explains the better agreement of the model with MISR and AERONET in these regions.
[62] Comparing the sampled and unsampled model AOT to one another in Table 4 and Figures 10-12 reveals that the regional AOT is greater in the unsampled model case in all regions considered except the tropical North Atlantic. In general, the unsampled model has greater overall skill at reproducing the MODIS AOT observations over land, while the sampled model has better skill over the ocean (Table 4) . Over land, the unsampled model compares better to MODIS in biomass-burning areas (in northern and southern Africa, South America, and southern and western Asia), where the Figure 11 . Map showing the region definitions used in Figure 12 and Table 4. COLARCO ET AL.: GEOS-4 SIMULATED AEROSOL DISTRIBUTIONS D14207 D14207 sampled model AOT is considerably lower than the satellite observations. Over ocean, the unsampled model compares more favorably in the Indian Ocean, southwest Pacific, and North and South Atlantic regions.
[63] We consider three possible explanations for differences in the sampled and unsampled model mean AOT. First, we consider a diurnal effect: in constructing the unsampled model comparison we are using the AOT from all four model synoptic output times (0, 6, 12, and 18 UTC) throughout the month and not simply at the satellite overpass time, and because of diurnal variations in aerosol loading and optical properties (e.g., response to environmental humidity) we might find the explanation for the difference. To investigate this case we constructed four additional unsampled model monthly mean analyses, one each averaging the model output only at 0, 6, 12, and 18 UTC (for brevity, results not shown here). While the greatest differences between the unsampled and sampled model regional AOT (Table 4) is as much as 40% over land and 20% over the ocean (depending on the region), the difference between any of the four synoptic unsampled and "all-times" unsampled monthly regional AOT is only abut [64] We note here that the swath approach to constructing the monthly mean described previously yields essentially identical results to the unsampled approach. Just as there were no real variations in the model monthly mean AOT with the 0, 6, 12, and 18 UTC model output were separately compared to one another and to the "all-times" unsampled monthly mean, the swath approach amounts to sampling the model at the same local time at all grid boxes (i.e., the MODIS Terra daytime overpass at the equator is approximately 10:30 AM local time) and so is really just a variation on the diurnal sampling described above. Because the results for the swath approach are so similar to the unsampled approach we neglect consideration of it in the remaining discussion. These results imply the diurnal variation in AOT is negligible to the monthly mean.
[65] A second possible explanation is in the seasonal frequency of observation. Since MODIS requires sunlight to make aerosol retrievals, as sunlight retreats at high latitudes in the winter there are fewer retrievals made, and a seasonal shift in the northernmost retrievals is apparent as monthly mean plots are compared. In a similar fashion, MODIS does not make retrievals over the bright snow-or ice-covered surfaces that generally follow the same seasonal pattern as sunlight. We constructed again the monthly analysis for the unsampled model separately for each of our four synoptic output times, this time, however, masking the individual monthly means so that we only retained grid boxes that were present in the monthly mean of the satellite observations. The results of this comparison (also not shown) were nearly identical to the synoptic unsampled monthly regional AOT described above.
[66] The explanation then for the difference between the unsampled and sampled model mean AOT is thus in spatial sampling within an orbital swath of the MODIS instrument. In other words, it is important to the monthly mean where MODIS does and does not make retrievals on a particular orbit. Since MODIS does not retrieve aerosols in cloudy conditions, for example, its retrieved AOT must be considered biased toward less humid environments. We illustrate this point in Figure 13 , which shows the model daily average AOT and the model and MODIS cloud fraction on 5 June 2000. Our choice of date here is arbitrary, merely to illustrate the point. On the left we show the simple model daily average AOT (top) and the same data masked to exclude locations MODIS Terra did not make an aerosol retrieval (bottom). On the right we show the model daily average cloud fraction (top) and the MODIS cloud fraction (bottom). Evaluating the model cloud fraction in the context of the MODIS observations is beyond the scope of this study, but there is a visible correlation between the high cloud fraction features in the model and MODIS data, as well as between high model cloud fraction and high model AOT. While we have not performed this analysis for all days aggregated in Figures 9 and 10, we can with some confidence state that the difference between the sampled and unsampled monthly mean model AOT is due to this feature of the sampled model AOT being biased against high cloud fraction. Because MODIS does not retrieve AOT in highcloud-fraction environments, the sampled model AOT comparison to MODIS observations seems the more appropriate comparison to make.
[67] Overall, there is consistency in our interpretation of the model AOT in terms of the AERONET and satellite data sets. For all land regions except Europe and the eastern United States the model is biased low in AOT relative to MODIS (Table 4 and Figure 10 ), consistent with the overall comparison to AERONET. The high biases in Europe and the eastern United States are explained in terms of the relatively high sulfate AOT magnitude, which is the dominant component of AOT in these regions. The worst model skill over land relative to MODIS is in South America, where we have underestimated biomass burning emissions; we have a large low bias relative to MODIS in southern Africa for the same basic reason. The model's lowest biases relative to MODIS are in the western United States and western Asia, but we have pointed out that MODIS is likely biased high in these regions and that the model agrees better with MISR as a result. Note. Where a continent name is given, the entire continent (as defined by the shading in Figure 11 ) is used in the average. For ocean regions we also given the latitude and longitude of the bounding boxes used (ocean grid points only) in the averaging. For each region we show the monthly mean AOT (ht 550 i), correlation coefficient (r), bias (b), and skill, where the correlation coefficient, bias, and skill are relative to the MODIS observations. Two instances of the model are shown: our sampled model monthly mean statistics (G4) and the unsampled model monthly mean statistics (G4uns).
[68] Over the ocean the picture is somewhat different, with a clear positive bias remaining in the model at high southern latitudes ( Figure 10 ). As discussed earlier, the model has a high sea salt aerosol burden relative to other models, and even after reduction of the burden by a factor of 2 the GEOS-4 AOT remains somewhat high. In other ocean regions where sea salt is not the dominant component, however, there tends to be a low bias in the model AOT relative to MODIS. West of southern Africa, for example, where biomass burning is an important player, we see the result of too low export of biomass burning aerosol into this region. Likewise we see too little export of dust from the Sahara Desert into the tropical North Atlantic and Caribbean regions, and even a hint of the dust plume traveling too far to the south. We also see a low bias in regions influenced by complicated mixtures of dust, pollution, and biomass burning aerosols (Indian Ocean and Indonesian ocean region). This analysis suggests, for example, that the removal of dust downwind of the Sahara is too efficient in our model because although we have the seasonal variability in AOT in the Caribbean we underestimate the magnitude of the peak AOT (in June and July) by almost a factor of 2 (Figure 12 ).
Conclusions
[69] We have implemented a version of the GOCART aerosol module online in the GEOS-4 atmospheric general circulation model and data assimilation system. The model has been used to simulate the global distributions of aerosols for the period 2000-2006. The emissions, burdens, and lifetimes of aerosols in GEOS-4 are within the range of similar aerosol models that participated in the AeroCom model intercomparison studies and are similar to the results of the offline GOCART model. The exception to the above statement is that the modeled sea salt aerosol burden is about three times greater than the mean of the AeroCom models and about twice as great as the burden developed in the offline GOCART model. We attribute the excessive sea salt burden to inefficient removal by through sedimentation. To a lesser extent this is also a problem in the treatment of dust aerosols in our model.
[70] For all species in the model, the aerosol mass extinction efficiency used is within the range of the AeroCom results. For all species except sea salt and sulfate the model AOT is also within the range of the AeroCom results. For sea salt, the AOT is greater than the mean of the AeroCom results by nearly a factor of 3, consistent with the high sea salt burden discussed above. The sulfate AOT in the model is about 60% greater than the mean of the AeroCom results but is similar in magnitude to the offline GOCART model and is only 5% greater than the highest sulfate AOT of the AeroCom models.
[71] The model total AOT exhibits similar regional and seasonal variability to observations from the AERONET ground-based sun photometers and the space-based MODIS and MISR instruments. Additionally, the model has similar seasonal variability and magnitude in the simulated Angstrom parameter as the AERONET observations at most sites. Compared to AERONET, however, the model AOT and Angstrom parameter are overall biased low, with the model AOT being underestimated especially where the observed AOT value is high. The model AOT is generally low in regions primarily influenced by biomass burning, pointing to errors in emissions used to drive the model and possibly to errors in aging of smoke aerosols from their hydrophobic to hydrophilic modes. This is also the case with the offline GOCART model [Chin et al., 2009b] . In contrast, the model AOT is biased high relative to the observations in primarily sulfate-dominated regions of the U. S. east coast and Europe. The best agreement in both the magnitude and variability of the AOT between the model and observations is immediately downwind of the Saharan dust plume. Fidelity between the model over ocean AOT and satellite AOT is greatly improved by reducing the model sea salt burden by a factor of 2.
[72] The above results point out strengths and limitations in current model evaluation strategies. With global constraints on AOT from satellite data sets, aerosol models are frequently able to match the observations [e.g., Kinne et al., 2006] . The pathway to making that match, however, is less well constrained. As indicated in this paper and the AeroCom results [Textor et al., 2006] , for example, differences in the simulated aerosol lifetimes among models can be quite large. We point out that aerosol lifetime and mass are relatively unconstrained on the global scale. This requires a deeper level of analysis and suggests new requirements for next generation space-based observations to provide greater information about aerosol composition.
[73] Additionally, we considered various strategies for comparing the model AOT to satellite monthly mean AOT. We find that the agreement in the comparison is significantly affected by the choice of sampling strategy. The model monthly mean AOT is generally higher if it is computed as the simple mean of all model output relative to the mean computed by first sampling the model at times and locations of satellite AOT retrievals. The differences between the unsampled and sampled monthly mean AOT seems not to result from diurnal variability in either the simulated aerosol load or optical properties but rather to be related to sampling biases introduced because the satellite only observes AOT under clear-sky conditions. Although there remain biases in the model itself due to errors in emissions and aerosol processes, this analysis suggests a need for model studies to consider these sampling issues in model-data comparisons. We argue here that the sampled model comparison is the more appropriate one to make.
[74] These results provide a foundation for future online studies of global aerosol distributions in the GEOS model. The next generation GEOS version 5 (GEOS-5) model permits investigation of the aerosol direct and semidirect radiative effects through interaction of aerosol fields and the model's radiation package. Additionally, the GEOS chemistryclimate model [Pawson et al., 2008] has implemented stratospheric and (soon) tropospheric chemistry modules into the same GEOS-5 framework that incorporates the online GOCART, which will permit interaction between aerosols and atmospheric chemistry. Future work will also emphasize addressing weaknesses found in the current model, including the lifecycle of sea salt aerosols, biomassburning aerosol sources, and the treatment of aerosol humidification and subsequent impact on aerosol optical properties.
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