Introduction
All structures exhibit damping when subjected to vibrations. Steady state harmonic vibration can be viewed as a cyclical exchange of energy from elastic potential energy to kinetic energy. Such an energy exchange mechanism is not completely efficient in the sense that the structure would lose some mechanical energy in each cycle. The energy is converted into other thermodynamically irreversible forms such as heat. The specific ways in which vibration energy is dissipated are dependent on the underlying physical mechanisms, which are numerous, complex, and often nonlinear ͓1,2͔. For example, modeling damping due to friction at joints in a typical built-up structure such as an aircraft wing or an automotive body is beyond the reach of the current state of the art ͓3͔. Considerable difficulties arise when damping models other than viscous are considered ͓4͔. Given the complexity in detail, it is not surprising that fairly simple viscous damping models that account for the overall amount of energy loss have gained wide popularity among engineers. Proportional or Rayleigh damping is one such engineering model. The origins of this model can be traced to the works of Lord Rayleigh ͓5͔ in 1877.
The equation of motion of a viscously damped system is expressed by
where M, C, and K are, respectively, the N ϫ N mass, viscous damping, and stiffness matrices, f͑t͒ is the applied forcing function, and q͑t͒ is the dynamic displacement response. If the system were undamped, then Eq. ͑1͒ could be solved very efficiently using the techniques of modal analysis ͓6-11͔. In this case the undamped modes, also known as classical normal modes, satisfy an orthogonality relationship with respect to the mass and stiffness matrices, as expressed by
͑3͒
Here modes are normalized according to Eq. ͑2͒ and
͑5͒
The eigenvalues are arranged such that 1 Ͻ 2 Ͻ 3 , . . . , Ͻ k . The above "modal" analysis significantly simplifies the dynamic analysis because complex multiple-degree-of-freedom ͑MDOF͒ systems can be effectively treated as a collection of single-degreeof-freedom oscillators.
To include dissipation in the modal analysis of nonconservative systems, which most of the real structures are, it is convenient to assume proportional damping: a special type of viscous damping. The proportional damping model expresses the damping matrix as a linear combination of the mass and stiffness matrices, that is,
where ␣ 1 and ␣ 2 are real scalars. This damping model is also known as "Rayleigh damping" or "classical damping." Modes of classically damped systems preserve the simplicity of the real normal modes as in the undamped case and, hence, the justification for a proportional damping model. Caughey and O'Kelly ͓12͔ derived the condition that the system matrices must satisfy so that viscously damped linear systems possess classical normal modes. They proved that the series representation of damping
is the necessary and sufficient condition for the existence of classical normal modes for systems without any repeated roots. If only the first two terms of this series are retained, then we recover the Rayleigh damping in Eq. ͑6͒. Later Adhikari ͓13͔ proposed a further generalization of proportional damping by which the damping matrix can be expressed in terms of smooth continuous functions involving specially arranged mass and stiffness matrices. In this paper we will discuss an experimental identification of the generalized proportional damping.
System identification plays a crucial role in the validation of numerical models. In the context of damped multiple-degree-offreedom linear dynamical systems, the process of system identification involves identification of the mass, damping, and stiffness matrices. While it is possible to obtain the mass and stiffness matrices of a system using the finite element ͑FE͒ method, the damping matrix must generally be identified with experimental measurements. Many researches have proposed methods to identify the viscous damping matrix from experimental measurements ͑see Pilkey and Inman ͓14͔ for a survey͒. These methods can be divided into two broad categories ͓15͔: ͑a͒ damping identification from modal testing and analysis ͓13,16-31͔ and ͑b͒ direct damping identification from the forced response measurements in the frequency or time domain ͓15,32-39͔. The modal method entails estimating the modal parameters, such as natural frequencies, damping ratio, and mode shapes, from the measured transfer functions, and consequently the damping matrix is reconstructed from the estimated modal parameters. Direct methods, on the other hand, bypass the modal parameter extraction step and fit the damping matrix to the measured response. A recent study has classified and compared different viscous damping identification methods ͓40͔.
Complex engineering structures, in general, will have nonproportional damping. For a nonproportionally damped system, the equations of motion in the modal coordinates are coupled through the off-diagonal terms of the modal damping matrix ͑damping matrix transformed into modal basis͒, and consequently the system possesses complex modes instead of real normal modes. Complex modes can arise for various other reasons also ͓41͔, for example, due to the gyroscopic effects, aerodynamic effects, nonlinearity, and experimental noise. Adhikari and Woodhouse ͓24,25͔ proposed a few methods to identify damping from experimentally identified complex modes. In spite of a large amount of research, understanding and identification of complex modes are not well developed as real normal modes. The main reasons are as follows ͓4͔:
• By contrast with real normal modes, the "shapes" of complex modes are not generally clear. It appears that unlike the ͑real͒ scaling of real normal modes, the ͑complex͒ scaling or normalization of complex modes has a significant effect on their geometric appearance. This makes it particularly difficult to experimentally identify complex modes in a consistent manner ͓42͔.
• The imaginary parts of the complex modes are usually very small compared to the real parts, especially when the damping is small and the modes are well separated ͓4͔. This makes it difficult to reliably extract complex modes using numerical optimization methods in conjunction with experimentally obtained transfer function residues. • The phase of complex modes is highly sensitive to experimental errors, ambient conditions, and measurement noise and is often not repeatable in a satisfactory manner ͓4͔.
In order to bypass these difficulties, often real normal modes are used in an experimental modal analysis. A detailed analysis on the measurability of complex modes can be found in Ref.
͓4͔.
The experimental damping identification method proposed in this paper assumes that the system is effectively proportionally damped so that the complex modes can be neglected. The outline of the paper is as follows. In Sec. 2, the generalized proportional damping is briefly reviewed. The damping identification method using the generalized proportional damping is discussed in Sec. 3. The issues regarding the error propagation associated with the method are discussed in Sec. 4. The proposed damping identification technique is applied to a free-free beam, a quasiperiodic clamped plate with slots, and two coupled beams in Secs. 5-7. 
Generalized Proportional Damping
If a system has any of the matrices ͑K, M, or C͒ singular then the condition͑s͒ involving that matrix has ͑have͒ to be disregarded and the remaining condition͑s͒ has ͑have͒ to be used in the above result. The concept of generalized proportional damping was proposed by Adhikari ͓13͔ using Theorem 1. Here we briefly review the main points required for further developments.
Consider conditions ͑a͒ and ͑b͒ of Theorem 1; premultiplying ͑a͒ by M −1 and ͑b͒ by K −1 , one has
͑8͒
where
The role of this commutative property in classical normal loads is revisited in Ref.
͓43͔. For any two matrices A and B, if A commutes with B, ␤͑A͒ also commutes with B, where the real function ␤͑x͒ is smooth and analytic in the neighborhood of all the eigenvalues of A. Thus, in view of the commutative relationships in Eq. ͑8͒, the representations like C = M␤͑M −1 K͒ and C = K␤͑K −1 M͒ can be used. The damping matrix can be expressed by adding these two quantities as
such that the system possesses classical normal modes. The functions ␤ 1 ͑·͒ and ␤ 2 ͑·͒ should be analytic in the neighborhood of all the eigenvalues of their argument matrices. Moreover, ␤ i ͑·͒ should be a mapping from the positive real line to the positive real line, that is, ␤ i ͑·͒ : R + → R + for C to be positive definite. In spite of this restriction, these functions can have very general forms. The expressions of C in Eq. ͑9͒ gets restricted because of the special nature of the arguments in the functions.
Rayleigh's result Eq. ͑6͒ can be obtained directly from Eq. ͑9͒ as a special case by choosing each matrix function as a real scalar times an identity matrix, that is,
The damping matrix expressed in Eq. ͑9͒ provides a new way of interpreting the Rayleigh damping or "proportional damping" where the scalar constants ␣ i associated with M and K are replaced by arbitrary matrix functions ␤ i ͑·͒ with proper arguments. Transactions of the ASME
Clearly, not all forms of variations of j with respect to j can be captured using Eq. ͑11͒. The motivation of using the generalized proportional damping is the ability to model the frequency variation of the damping factors in a simple manner. Using Eqs. ͑2͒ and ͑3͒, one obtains
͑13͒
Because the functions ␤ 1 ͑·͒ and ␤ 2 ͑·͒ are assumed to be analytic in the neighborhood of all the eigenvalues of M −1 K and K −1 M respectively, they can be expressed in polynomial forms using the Taylor series expansion. Following Bellman ͓44͔ ͑Chap. 6͒, we may obtain
͑15͒
Considering Theorem 2 and using Eqs. ͑12͒ and ͑13͒, we have
͑16͒
Utilizing Eqs. ͑14͒ and ͑15͒ and carrying out the matrix multiplications, Eq. ͑16͒ reduces to
This equation can be written in terms of the modal damping factors as
This analysis shows that using the generalized proportional damping, it is possible to model any variation of the damping factors with respect to the frequency. This is the basis and motivation behind the damping identification method discussed in the next section.
Damping Identification Using Generalized Proportional Damping
3.1 Damping Identification in a Single Subsystem. From Eq. ͑20͒ it can be observed that for the purpose of damping identification, the function ␤ 2 can be omitted without any loss of generality. The functional variation represented by the second term in Eq. ͑20͒ can be accommodated by redefining the function ␤ 1 suitably. To simplify the identification procedure, the damping matrix is therefore expressed by
Using this simplified expression, the modal damping factors can be obtained as
The function f͑·͒ can be obtained by fitting a continuous function representing the variation of the measured modal damping factors with respect to the natural frequencies. In order to obtain a positive definite identified damping matrix, the function f͑·͒ must be a mapping from the positive real line to the positive real line, that is, f͑·͒ : R + → R + . From Eqs. ͑21͒ and ͑22͒, note that in the argument of f͑·͒, the term j can be replaced by ͱ M −1 K while obtaining the damping matrix. With the fitted function f͑·͒, the damping matrix can be identified using Eq. ͑23͒ as
The damping identification procedure itself does not introduce significant errors as long as the modes are not highly complex. From Eq. ͑25͒ it is obvious that the accuracy of the fitted damping matrix depends heavily on the accuracy of the mass and stiffness matrix models. In summary, this identification procedure can be described by the following steps:
1. Measure a suitable transfer function H ij ͑͒ by conducting vibration testing. 2. Obtain the undamped natural frequencies j and modal damping factors j , for example, using the circle-fitting method. 3. Fit a function = f͑͒ : R + → R + , which represents the variation of j with respect to j for the range of frequencies considered in the study. 4. Calculate the temporary matrix
5. Obtain the damping matrix using
Most of the currently available finite element based modal analysis packages usually offer Rayleigh's proportional damping model or a constant damping factor model. A generalized proportional damping model together with the proposed damping identification technique can be easily incorporated within the existing finite element tools to enhance their damping modeling capabilities without using significant additional resources.
Damping Identification in Coupled Subsystems.
The method proposed in the previous section is ideally suitable for small structures for which "global" measurements can be obtained. For a large complex structure such as an aircraft, neither the global vibration measurements nor the processing of global mass and stiffness matrices in the manner described before are straightforward. However, it is possible to identify the generalized proportional damping models for different components or substructures chosen suitably. For example, to model the damping of an aircraft fuselage, one could fit generalized proportional damping models for all the ribs and panels by testing them separately and then combine the element ͑or substructure͒ damping matrices in a way similar to the assembly of the mass and stiffness matrices in the standard finite element method. The overall damping modeling procedure can be described as follows:
1. Divide a structure into m elements/substructures suitable for individual vibration testing.
Measure a transfer function H ij
͑e͒ ͑͒ by conducting vibration testing of the eth element/substructure.
3. Obtain the undamped natural frequencies j ͑e͒ and modal damping factors j ͑e͒ for the eth element/substructure.
4. Fit a function ͑e͒ = f ͑e͒ ͑͒ : R + → R + , which represents the variation of damping factors with respect to the frequency for the eth element/substructure.
Calculate the matrix
6. Obtain the element/substructure damping matrix using the fitted proportional damping function as Ĉ ͑e͒ =2M ͑e͒ T ͑e͒ f ͑e͒ ϫ͑T ͑e͒ ͒. 7. Repeat steps 2-6 for all e =1,2, . . . ,m. 8. Obtain the global damping matrix as Ĉ = ͚ e=1 m Ĉ ͑e͒ . Here the summation is over the relevant degrees-of-freedom as in the standard finite element method.
It is anticipated that the above procedure would result in a more realistic damping matrix compared to simply using the damping factors arising from global vibration measurements. Using this approach, the damping matrix will be proportional only within an element/substructure level. After the assembly of the element/ substructure matrices, the global damping matrix will, in general, be nonproportional. Experimental and numerical works are currently in progress to test this method for large systems.
Error Propagation in the Damping Identification Method
In the previous section, the method for damping identification was developed, assuming that the mass and stiffness matrices are known exactly. The presence of modeling errors of some kind is inevitable in any experimental analysis. In this section, the influence of errors in the mass and stiffness matrices on the identified viscous damping matrix is investigated. For detailed discussions on the correlation and updating of the mass and stiffness matrices, we refer the readers to Refs. ͓6-8,45,46͔.
Consider that errors in the mass and stiffness matrices are ⌬M and ⌬K. In reality these errors are random in nature. Here we assume that the symmetric matrices ⌬M and ⌬K are small compared to M and K so that they only represent a "first-order" effect. Suppose the system matrices are function of a variable . Therefore, the identified damping matrix
Differentiating Eq. ͑28͒ with respect to , we have
where fЈ͑x͒ = ‫ץ‬f / ‫ץ‬x. Differentiating Eq. ͑29͒ with respect to ͑see the book by Harville ͓47͔, Chap. 15 for matrix differentiation͒, we have
͑31͒
Considering that as the elements of the matrices and variations are small, we can write ‫ץ‬M͑͒ / ‫ץ‬ Ϸ ⌬M and ‫ץ‬K͑͒ / ‫ץ‬ Ϸ ⌬K for all . We are interested in calculating ⌬Ĉ Ϸ ‫ץ‬Ĉ ͑͒ / ‫.ץ‬ Substituting ‫ץ‬T͑͒ / ‫ץ‬ from Eq. ͑31͒ into Eq. ͑30͒ and simplifying, we have
This equation shows how the errors in the mass and stiffness matrixces propagate through the damping identification procedure.
Damping Identification in a Free-Free Beam

System Model and Experimental Methodology.
A steel beam with a uniform rectangular cross section is considered for the experiment. The physical and geometrical properties of the steel beam are shown in Table 1 . For the purpose of this experiment, a double sided glued tape is sandwiched between the beam and a thin aluminum plate. This arrangement is similar to a constrained layer damping ͑see Ref. ͓48͔ for a review on this topic͒.
The impulse is applied at 11 uniformly spaced locations on the beam. We have tried to simulate the free-free condition for the beam by hanging it using two strings. The two string arrangement for suspending the beam is found to reduce the torsional modes. A schematic diagram of the experimental setup is shown in Fig. 1 The vibration response of the beam is measured using the Polytec™ laser vibrometer. The laser beam, which is targeted at a selected measurement point on the test structure, is reflected and interferes with a reference beam inside the scanning head. Since the surface of the test structure movies in space with a varying velocity due to vibrations, the reflected laser beam will have a frequency that is different from that of the reference beam. This is due to the well known Doppler effect. Measuring this shift in frequency permits the determination of the velocity component of the surface in a direction parallel to the laser beam. The interfered light is processed by the vibrometer controller, which generates an analog voltage signal that is proportional to the surface target velocity in the direction parallel to the emitted laser beam. By sampling a reference signal, the laser scanner can be triggered by an external excitation source signal such as an impulse hammer signal. The excitation and laser measurement signals are fed to a PC with an independent data logging ability.
The Polytec™ vibrometer software allows one to choose the data acquisition settings such as the sampling frequency, vibrometer sensitivity scale, filters, and window functions. The in-house data logging software is used to process the measured signals. This software has the capability to log time series, calculate spectra, and perform modal analysis and curve fitting to extract natural frequencies and mode shapes.
Results and Discussions.
Results from the initial testing on the "undamped beam," that is, without the damping mechanism, showed that damping is extremely light. This ensures that the significant part of the damping comes from the localized con- Table 2 . Timoshenko bending beam elements were used for the FE model. The degrees-of-freedom of the FE model ͑N͒ used in this study is 90, and the associated FE mesh is shown in Fig. 2 . The schematic diagram of the FE mesh of the beam is shown in Fig. 2 .
Percentage errors in the natural frequencies obtained from the finite element method with respect to the experimental methods are also shown in Table 2 .
From the first two columns of this table, we fit a continuous function. Figure 3 , shows the variation of modal damping factors for the first 11 modes.
Looking at the pattern of the curve in Fig. 3 we have selected the function f͑•͒ as
where a i , i = 1 , . . . , 6, are undetermined constants. Using the data in Table 2 , together with a nonlinear least-squares error minimization approach, the fitted parameters are found to be. Recalculated values of j using this fitted function is compared with the original function in Fig. 3 . This function ͑the dotted line͒ matches well with the original modal data. We have also plotted the f͑͒ in Eq. ͑33͒ as functions of the natural frequencies from the experimental measurement and FE in Fig. 3 . Both plots are reasonably close because the difference between the measured and FE natural frequencies is small in this case. Note that neither the function in Eq. ͑33͒ nor the parameter values in Eq. ͑34͒ are unique. One can use more complex functions and sophisticated parameter fitting procedures to obtain more accurate results. Now that the function f͑͒ has been identified, the next step is 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 to substitute the 90ϫ 90 FE mass and stiffness matrices in Eq. ͑25͒ ͑or, equivalently, in Eq. ͑27͒͒ to obtain the damping matrix. For this example we have
Fig. 1 Schematic representation of the experimental setup of the free-free beam
Interestingly, the first part of the Ĉ matrix in Eq. ͑35͒ is the classical Rayleigh damping, while the second part is mass proportional in the sense of generalized proportional damping. The second part can be viewed as the correction needed to the Rayleigh damping model for the measured data set. Here we have compared our damping identification method with the following four methods:
͑a͒ Inverse modal transformation method: This is a simple, yet very general, method to obtain the proportional damping matrix. Adhikari and Woodhouse ͓24͔ also used this approach in the context of identification of nonproportionally damped systems. From experimentally obtained modal damping factors and natural frequencies, one can construct the diagonal modal damping matrix CЈ = ⌽ T C⌽ as
CЈ = 2⍀ ͑36͒
From this, the damping matrix in the original coordinate can be obtained using the inverse transformation as
͑37͒
For a given structure, if the degrees-of-freedom of the FE model and experimental model ͑that is, the number of sensors and actuators͒ are the same, Eq. ͑37͒ and the proposed method would yield similar damping matrices. Usually the numerical model of a structure has more degrees-of-freedom compared to the degrees-of-freedom of the experimental model. Suppose that the numerical model has a dimension N and we have measured the modal parameters of first n Ͻ N number of modes. The dimension of CЈ in Eq. ͑36͒ will be n ϫ n, whereas for further numerical analysis using the FE method we need the C matrix to be of the dimension N ϫ N. This implies that there is a need to extrapolate the available information. If the modal matrix from a FE model is used, one way this can be achieved is by using a N ϫ n rectangular ⌽ matrix in Eq. ͑37͒, where the n columns of ⌽ would consist of the mode shapes corresponding to the measured modes. Since ⌽ becomes a rectangular matrix, a pseudo-inverse is required to calculate ⌽ −T and ⌽ −1 in Eq. ͑37͒. Using the pseudo-inverse, the identified damping matrix can be obtained using Eq. ͑37͒ as
͑b͒ Rayleigh's proportional damping method: This is perhaps the most widely used approach for damping identification. The constants ␣ 1 and ␣ 2 can be obtained by an error minimization ͑least-squares for example͒ approach using Eq. ͑11͒. Once ␣ 1 and ␣ 2 are obtained, the damping matrix can be calculated using Eq. ͑6͒. ͑c͒ Caughey series method: Géradin and Rixen ͓49͔ outlined a systematic method to obtain the damping matrix using the Caughey series ͑Eq. ͑7͒͒. The coefficients ␣ j in series ͑7͒ can be obtained by solving the linear system of equations
The mass and stiffness matrices and the constants ␣ j calculated from the preceding equation can be substituted in Eq. ͑7͒ to obtain the damping matrix. Géradin and Rixen ͓49͔ mentioned that the coefficient matrix W in Eq. ͑40͒ becomes ill conditioned for systems with well separated natural frequencies. ͑d͒ Polynomial fit method: In the Caughey series method, the coefficient matrix W in Eq. ͑40͒ becomes highly ill conditioned for systems with well separated natural frequencies. Therefore, a polynomial a of lower degree may be fitted to avoid the ill conditioning problem. The reconstructed damping matrix will have a similar form to the Caughey series except that it will be truncated.
The modal damping factors obtained using the proposed generalized proportional damping matrix in Eq. ͑35͒ is shown in Fig. 4 .
In the same plot the results obtained from the other methods are also shown. In order to apply the inverse modal transformation method, only the first 11 columns of the analytical modal matrix are retained to obtain the truncated modal matrix ⌽ R 90ϫ11 . This approach reproduces the damping factors for the first 11 modes very accurately. However, beyond the first 11 modes the damping factors obtained using the inverse modal transformation method is just zero ͑that is, effectively all the modes become undamped͒. The best fitted Rayleigh damping matrix for this example is obtained as Ĉ b = 2.28M + 1.06 ϫ 10 −6 K ͑41͒
It was not possible to obtain the constants ␣ j from Eq. ͑39͒ using the Caughey method because the associated W matrix became highly ill conditioned. For the polynomial fit method, only a 
͑43͒
The damping matrix corresponding to the polynomial in Eq. ͑42͒ can be obtained as
͑44͒
This matrix, like the Rayleigh damping matrix, shows high modal damping values beyond the fitted modes.
Damping Identification in a Clamped Plate With Slots
System Model and Experimental Methodology.
In this section we consider a two-dimensional structure. A schematic model of the test structure is shown in Fig. 5 . This is fabricated by making slots in a mild steel rectangular plate of 2 mm thickness, resulting in three-cantilever beams joined at their base by a rectangular plate.
A schematic diagram of the test rig is shown in Fig. 6 . The test system is fixed to a heavy table at the root so that the threecantilever-like vanes are free to oscillate. A pendulum type impulse hammer is used to excite each vane of the structure close to the base of each vane. This mechanism delivers the impulse exactly at the same point repeatedly, so that better measurements can be obtained.
The data flow in the experiments is as follows. The impulse hammer signal is passed through a charge amplifier and then fed to the PC data logging system. The vibration response measured by the vibrometer is also fed to the PC to compute the frequency response function ͑FRF͒. The frequency response of this system shown in Fig. 7 exhibits a characteristic clustering of vibration modes into bands ͓4͔. Notice that the coherence is very close to unity ͑zero on log scale͒ until 500 Hz, and the data of interest are in the range of 10-300 Hz. Thus a good FRF for each input/ output combination was obtained. Also the peaks in each pass band are identifiable. Hence modal identification methods can be applied with ease on this data. The mode shapes for the three modes in the second and third bands are as shown in Figs. 8 and  9 , respectively.
It can be seen that in the second pass band the cantilever beams deform in the second mode and that in the third pass band they deform in the third mode. Thus the approximate mode shapes in each pass band are ͓1 1 1͔, ͓1 0 −1͔, and ͓1 −2 1͔ based on a particular mode of single cantilever. Furthermore, by suitably varying the geometric parameters such as B, L, S, and W in Fig. 5 , the modal overlap in each pass band can be controlled.
Results and Discussions.
The finite element mesh of the test structure is shown in Fig. 10 .
Measured natural frequencies, damping factors, and natural frequencies obtained from the FE method for the first nine modes are shown in Table 3 .
Four noded rectangular plate bending elements were used for the FE model using the ABAQUS/standard software ͑Hibbit, Kralson & Soresen, Inc., Providence, RI͒. The resulting system model has 972 degrees of freedom. Percentage errors in the natural frequencies obtained from the finite element method with respect to the experimental methods are also shown in this table.
From the first two columns of Table 3 , we fit a continuous function. Figure 11 shows the variation of modal damping factors for the first nine modes.
Looking at the pattern of the curve in Fig. 11 , we have selected the function f͑•͒ as
where a i , i = 0 , . . . , 6 are undetermined constants. Using the data in Table 3 , together with a nonlinear least-squares error minimization approach, results in 
͑46͒
Recalculated values of j using this fitted function are compared with the original function in Fig. 11 . This function ͑the dotted line͒ matches well with the original modal data. We have also plotted the f͑͒ in Eq. ͑33͒ as a function of the natural frequencies from the experimental measurement and FE in Fig. 11 . Both plots are reasonably close because the difference between the measured Fig. 9 Mode shapes corresponding to the three modes in the third pass band. It can be noticed that each of the cantilever beams deforms in its third mode in this band. Also notice that the second beam does not deform at all in the second mode of the pass band; i.e., it is a node. "a… Mode 1, "1, 1, 1…; "b… Mode 2, "1, 0, -1…; "c… Mode 3, "1, -2, 1…. Transactions of the ASME and FE natural frequencies is small in this case. Again, neither the function in Eq. ͑45͒ nor the parameter values in Eq. ͑46͒ are unique. One can use more complex functions and sophisticated parameter fitting procedures to obtain more accurate results. After the identification of the function f͑͒, the next step is to substitute the 972ϫ 972 FE mass and stiffness matrices in Eq. ͑25͒ ͑or, equivalently, in Eq. ͑27͒͒ to obtain the damping matrix. For this example we have
͑47͒
Again we have compared our damping identification method with the other four methods discussed before. The modal damping factors obtained using the proposed generalized proportional damping matrix in Eq. ͑47͒ are shown in Fig. 12 .
In the same plot the results obtained from the other methods are also shown. In order to apply the inverse modal transformation method, only the first nine columns of the analytical modal matrix are retained to obtain the truncated modal matrix ⌽ R 972ϫ9 . This approach reproduces the damping factors for the first nine modes very accurately. However, beyond the first nine modes, the damping factors obtained using the inverse modal transformation method is just zero ͑that is, effectively all the modes become undamped͒. The best fitted Rayleigh damping matrix for this example is obtained as
It was not possible to obtain the constants ␣ j from Eq. ͑39͒ using the Caughey method because the associated W matrix became highly ill conditioned. For the polynomial fit method, only a thirdorder polynomial could be fitted to avoid the ill-conditioning problem. The best fitted third-order polynomial in this case turns out to be The damping matrix corresponding to the polynomial in Eq. ͑49͒ can be obtained as
Damping Identification in Point Coupled Beams
7.1 System Model and Experimental Methodology. In this section, experimental damping identification on a coupled onedimensional structure will be described. The structure comprises two mild steel cantilevered beams of different lengths with point masses, coupled by a brass rod, as shown in Fig. 13 . The physical parameters of each beam, the coupling rod and the point masses are as given in Table 4 . The drive-point response at the point of coupling between two beams was measured for individual beams without coupling first and then on the coupled system using the impulse excitation technique. The FRFs are used to obtain the natural frequency and damping factors using the procedures described earlier in Sec. 5.
Results and Discussions.
Timoshenko beam elements are used for the finite element model of the beams. Measured natural frequencies, damping factors, and natural frequencies obtained from the FE method for the top, bottom, and coupled beams are shown in Table 5 .
The resulting model has 45 degrees of freedom for the top beam, 27 degrees of freedom for the top beam for the bottom beam, and 177 degrees of freedom for the coupled system. The schematic diagram of the FE mesh of the coupled beam system is shown in Fig. 14. Percentage errors in the natural frequencies obtained from the finite element method with respect to the experimental methods are also shown in this table. Figure 15 shows the variation of modal damping factors for the top beam, the bottom beam, and the coupled system.
From the first two columns of Table 5 , we fit continuous functions corresponding to these variations. The following functions are selected for the three cases, respectively:
where a i , b i , and c i are undetermined constants. Using the data in Table 5 , together with a nonlinear least-squares error minimization approach, results in Recalculated values of j using these fitted functions are compared with the original functions in Fig. 15 . These functions match well with the original modal data. Now that the functions f͑͒ have been identified for the three cases, the next step is to substitute the respective FE mass and stiffness matrices in Eq. ͑25͒ ͑or, equivalently, in Eq. ͑27͒͒ to obtain the damping matrix. For this example we have 
͑58͒
For this example the damping factors of the coupled system were available. This allowed us to obtain the damping matrix of the coupled system using the generalized proportional damping. If the damping factors of the coupled system were not available, the corresponding damping matrix could have been obtained from the damping matrices corresponding to the top and bottom beams, respectively.
Conclusions
The damping matrix identification approach based on generalized proportional damping is considered in this paper. The generalized proportional damping expresses the damping matrix in terms of smooth continuous functions involving specially arranged mass and stiffness matrices so that the system still posseses classical normal modes. This enables one to model variations in the modal damping factors with respect to the frequency in a simplified manner. Once a scalar function is fitted to model such variations, the damping matrix can be identified very easily using the proposed method. This implies that the problem of damping identification is effectively reduced to the problem of a scalar function fitting. The method is simple and requires the measurement of damping factors and natural frequencies only. Closedform expressions are derived for the error propagation in the damping identification method. The proposed method is applicable to any linear structures, provided that damping is not very high and the modes are not too close so that they can be assumed to be real. If a system is heavily damped and modes are highly complex, the proposed identified damping matrix can be a good starting point for more sophisticated analyses.
The damping matrix identification method was applied to three laboratory based examples involving a free-free beam, a plate with slots, and a system consisting of two coupled beams. For the first two examples, the proposed method was compared to existing methods such as the inverse modal transformation method, Rayleigh proportional damping method, Caughey series method, and polynomial fit method. The modal damping factors recalculated using the damping matrix obtained from the proposed generalized viscous damping method agree well with the measured damping factors. The proposed methodology is simple and sufficiently general to be applied in large-scale industrial structures. ␣ ϭ a vector containing the constants in the Caughey series C ϭ viscous damping matrix f͑t͒ ϭ applied dynamic loading K ϭ stiffness matrix M ϭ mass matrix ⍀ ϭ diagonal matrix containing the natural frequencies ⌽ ϭ undamped modal matrix q͑t͒ ϭ dynamic response ͑generalized coordinates͒ T ϭ a temporary matrix, T = ͱ M −1 K W ϭ coefficient matrix associated with the constants in the Caughey series ϭ diagonal matrix containing the modal damping factors v ϭ a vector containing the modal damping factors j ϭ natural frequencies f͑·͒ ϭ fitted modal damping function j ϭ modal damping factors ͑·͒ T ϭ matrix transpose ͑·͒ −1 ϭ matrix inverse ͑·͒ −T ϭ matrix inverse transpose ͑·͒ ͑e͒ , ͑·͒ ͑e͒ ϭ ͑·͒ of the eth element/substructure
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