Abstract. We propose a "twisted" variation of zeta functions introduced by David Goss in 1979.
Introduction
Let F q be a finite field having q elements, and let θ be an indeterminate over F q ; the Carlitz-Goss zeta function is defined as follows ( [21] , chapter 8):
where (x; y) ∈ C × ∞ × Z p , A := F q [θ], A +,d := {a ∈ A, a monic , deg θ a = d}, and C ∞ is the completion of an algebraic closure of F q (( 1 θ )). The facts that ζ A (.) converges on S ∞ := C × ∞ × Z p and is "essentially algebraic" (i.e. for y ∈ N, ζ A ((θ y x; −y)) is a polynomial in x −1 with coefficients in A) can be proved by using the following vanishing result: for n ∈ N, for d(q − 1) > ℓ q (n), a∈A +,d a n = 0, where ℓ q (n) is the sum of digits of n in base q (this is a consequence of the combinatorial result: [21] , Lemma 8.8.1). The Carlitz-Goss zeta function is an example of a new kind of L-series introduced by D. Goss in [19] (see also [20] ). The "special values" of these type of L-functions are at the heart of function field arithmetic and we refer the interested reader to (this list is clearly not exhaustive): [3] , [13] , [24] , [36] .
Let s, n ∈ N, n ≥ 1, let x ∈ C × ∞ and y 1 , . . . , y n ∈ Z p ; let's consider the following "twisted" version of the Carlitz-Goss zeta function: ζ A (t 1 , . . . , t s ; θ 1 , . . . , θ n ; (x; y 1 , . . . , y n )) :
where t 1 , . . . , t s ∈ C ∞ , θ 1 , . . . , θ n ∈ C × ∞ and are such that 1 θi , i = 1, . . . , n, is in the maximal ideal of the valuation ring of C ∞ . Using the fact that ∀t 1 , . . . , t s ∈ C ∞ , ∀d > s q−1 , a∈A +,d a(t 1 ) · · · a(t s ) = 0 (this is again a consequence of [21] , Lemma 8.8.1), one can prove that ζ A (t 1 , . . . , t s ; θ 1 , . . . , θ n ; .) converges on C × ∞ ×Z n p and that this function is essentially algebraic, i.e. for y 1 , . . . , y n ∈ N: ζ A (t 1 , . . . , t s ; θ 1 , . . . , θ n ; ( n i=1 θ yi i x; −y 1 , . . . , −y n )) ∈ F q [t 1 , . . . , t s , θ 1 , . . . , θ n , x −1 ].
Observe that if s = 0, n = 1 and θ 1 = θ, we recover the Carlitz-Goss zeta function, and if s ≥ 0, n = 1, θ 1 = θ, we recover the L-series introduced by F. Pellarin in [28] . Our aim in this article is to extend the above construction to the case where K/F q is a global function field, ∞ is a place of K, and A is the ring of elements of K which are regular outside ∞. Although the twisted zeta functions proposed in this paper are in the spirit of the twisted Carlitz-Goss zeta functions defined above, the proof of the convergence of these functions, and their v-adic interpolation at finite places v of K, are more subtle and based on a technical key Lemma which generalizes the vanishing result mentioned above (Lemma 3.2). The zeta functions introduced by D. Goss as well as their deformations over affinoid algebras are examples of such twisted zeta functions (see example 5.2).
The main ingredient to our construction is what we called admissible maps (section 2). Let K ∞ be the ∞-adic completion of K, let F ∞ be the residue field of K ∞ , and let sgn : K . Let π be a prime of K ∞ such that π ∈ Ker sgn . Let K ∞ be a fixed algebraic closure of K ∞ , let F q be the algebraic closure of F q in K ∞ , then sgn can be naturally extended to a morphism sgn : K ∞ → F × q (see section 2) according to our choice of π. Let v ∞ : K ∞ → Q ∪ {+∞} be the valuation on K ∞ such that v ∞ (π) = 1. For x ∈ K × ∞ , let's set: x = x sgn(x)π v∞(x) .
Let I(A) be the group of non-zero fractional ideals of A. By definition, an admissible map η : I(A) → K ∞ is a map such that there exist n(η) ∈ Z p , γ(η) ∈ K The twisted zeta functions considered in this work are constructed with the help of such admissible maps (section 4). Let's give a basic example. Let η : I(A) → K Observe that K(η)/K is a finite extension, and K ∞ ( η )/K ∞ is also a finite extension. Let s, n ∈ N, n ≥ 1. Let C ∞ be the completion of K ∞ . Let ρ 1 , . . . ρ s : K(η) ֒→ C ∞ be s F p -algebra homomorphisms, and let σ 1 , . . . , σ n : K ∞ ( η ) ֒→ C ∞ be n continuous F p -algebra homomorphisms. For u = (x; (y 1 , . . . , y n )) ∈ C × ∞ × Z n p , let's set: One can easily notice that the above function, and its twists by some characters, generalize the twisted Carlitz-Goss zeta function. We refer the reader to section 5 for more detailed examples.
For the sake of completeness, in the last section of this article, we also introduce multiple twisted zeta functions, as well as their v-adic interpolation at finite places v of K, in the spirit of Thakur's multiple zeta values ( [4] , [39] ).
Notation and preliminaries
Let F q be a finite field having q elements and of characteristic p. Let K/F q be a global function field (F q is algebraically closed in K). Let ∞ be a place of K. We denote by K ∞ the ∞-adic completion of K, and by F ∞ the residue field of K ∞ . We fix K ∞ an algebraic closure of K ∞ . Let K be the algebraic closure of K in K ∞ , and let F q ⊂ K be the algebraic closure of F q in K ∞ . Let C ∞ be the completion of K ∞ . Let A be the ring of elements of K which are regular outside of ∞. Let v ∞ : K ∞ → Z ∪ {+∞} be the normalized discrete valuation associated to the local field K ∞ . We still denote by v ∞ : C ∞ → R ∪ {+∞} the extension of v ∞ to C ∞ .
Let I(A) be the group of fractional ideals of A, and P(A) = {αA, α ∈ K × }. Recall that Pic(A) = I(A) P(A) is a finite abelian group. For any ideal I ⊂ A, I = {0}, we set:
Note that this function on non-zero ideals of A extends naturally to a morphism deg : I(A) → Z. In particular, we have:
where
be a sequence of elements in K ∞ such that x 1 = x, and for n ≥ 1, x n+1 n+1 = x n . Let z ∈ Q, write z = m n! , m ∈ Z, n ≥ 1, we set:
n . This is well-defined. We set:
Observe that U ∞ is a Q p -vector space. We have:
Let y ∈ K × ∞ , then y can be written in a unique way:
Observe that the map . x : K × ∞ → U ∞ is a group homomorphism such that for y ∈ U ∞ , y x = y. We will need the following Lemma in the sequel (see also [22] , Lemma 2):
be a group homomorphism such that for ∀y ∈ U ∞ , y ′ = y. Then there exists a unique element u ∈ U ∞ such that:
2) Let sgn :
Then there exist e ∈ N, e ≡ 1 (mod q − 1), and an element ζ ′ ∈ F × q , such that:
e ζ ′v∞(y) .
3) For i = 1, 2, let . i : K × ∞ → U ∞ be a group homomorphism such that ∀y ∈ U ∞ , y i = y, and let γ i ∈ K × ∞ . Let's assume that there exist an open subgroup of finite index N ⊂ K × ∞ , and n 1 , n 2 ∈ Z p , such that:
Then n 1 = n 2 .
Proof. 1) We have:
There exists e ∈ N, e ≡ 1 (mod q − 1) such that:
Let π be any element of K × ∞ such that v ∞ (π) = 1, and set:
Thus n 1 = n 2 .
A map η : I(A) → K ∞ will be called admissible if there exist an open subgroup of finite index N ⊂ K × ∞ , an element n(η) ∈ Z p , an element γ ∈ K × ∞ , and a group homomorphism . : K ∞ → U ∞ , with . | U∞ = Id U∞ , such that:
By Lemma 2.1, this definition does not depend on the choice of . , n(η) is welldefined, and γ is well-defined modulo U n(η)
∞ . Note also that the product of admissible maps is an admissible map.
We observe that any constant map from I(A) to K ∞ is admissible. An admissible map η will be called algebraic if η(I(A)) ⊂ K.
Let's give a fundamental example, due to D. Goss, of such an admissible map ( [21] , section 8.2). Let t be a prime of
If I ∈ I(A), then there exists an integer h dividing | Pic(A) |, such that:
We set:
∞ is a group homomorphism and:
Thus, by Lemma 2.1, [.] t is an algebraic admissible map.
From now in, we fix a prime π of K ∞ (π ∈ K ∞ , v ∞ (π) = 1). We also fix a sequence (π n ) n≥1 of elements in K ∞ such that π 1 = π, and ∀n ≥ 1, π n+1 n+1 = π n . By our previous construction, attached to this choice of such a sequence, we have a group homomorphism . = . π : K × ∞ → U ∞ , and a group homomorphism sgn = ω π : K × ∞ → F × q . For I ∈ I(A), we set:
where:
is a group homomorphism such that:
.
Observe that [.] is an algebraic admissible map, and . : I(A) → U ∞ is an admissible map.
In that case, we set K(η) := K(F ∞ , γ η π −n(η) , η(I), I ∈ I(A)). Let's observe that, if η is algebraic then K(η)/K is a finite extension.
Let (F, v F ) be a field which is complete with respect to a non-trivial valuation v F : F → R ∪ {+∞} and such that F is a F q -algebra.
Let n ≥ 1, we set:
We view S F,n as an abelian group with group action written additively. Let
. . , z n ) ∈ S F,n and I ∈ I(A), we set:
Observe that for I ∈ I(A), u, u
be an open subgroup of finite index, and let's set:
is a finite abelian group. Let χ : I(A) → K ∞ be a map such that:
Observe that χ is an admissible map. Let γ ′ ∈ K × ∞ , and let z ∈ Z p . Then
is an admissible map with M (η) = N, n(η) = z, and
Reciprocally, let η be an admissible map. Select
∀I ∈ I(A), ∀J ∈ P(M (η)), χ(IJ) = χ(I).
Remark 2.3. Let T /K ∞ be a finite extension, let F T be the residue field of T, and let π ′ be a prime of T. Let σ : T ֒→ F be a continuous
Let y = σ(π ′ ). Then v F (y) > 0, and:
Thus the choice of a continuous F p -algebra homomorphism σ : T ֒→ F is equivalent to the choice of an element y ∈ F × , v F (y) > 0, and ϕ ∈ Gal(F T /F p ).
A Key Lemma
Let E/K be a finite extension, E ⊂ K, let g E be the genus of E, and let O E be the integral closure of A in E. Let I(O E ) be the group of fractional ideals of O E , and let
be the group homomorphism such that, if P is a maximal ideal of O E and if P = P ∩ A is the corresponding maximal ideal of A, then:
Note that, if I = xO E , x ∈ E × , then:
where N E/K : E → K denotes also the usual norm map. Let ∞ 1 , . . . , ∞ r be the places of E above ∞. For i = 1, . . . , r, let f i be the residual degree of ∞ i /∞. Let v 1 , . . . , v r be the valuations on E associated to these places. We denote by E vi the v i -adic completion of E, i = 1, . . . , r. Let B ⊂ O E , B ∈ I(O E ). We denote by I(B) the group of fractional ideals of O E which are relatively prime to B. For i = 1, . . . , r, let N i be an open subgroup of finite index of E × vi , and let m i ≥ 0 be the least integer such that:
Observe that N ) is a finite abelian group. Let:
More generally, let S be a finite set, possibly empty, of maximal ideals of O E which are relatively prime to B. We denote by I S (B) the group of fractional ideals of I(O E ) which are relatively prime to B P∈S P. We also set P S (B, N ) = P(B, N ) ∩ I S (B).
Observe that we have a natural group isomorphism:
We recall a basic result ( [21] , Lemma 8.8.1):
Lemma 3.1. Let r ∈ N, and let W be a finite dimensional F p -vector space.
Proof. We recall its proof for the convenience of the reader. First, note that for
Let's set:
When we develop the above product and sum over ζ 1 , . . . , ζ α ∈ F p , the sums that appear are of the form:
with i 1 , . . . , i α ∈ N, and i 1 + · · · + i α ≤ r. Since r < (p − 1)α, these sums vanish and therefore S = 0.
֒→ F be an F p -algebra homomorphism. Lemma 3.1 combined with the Riemann-Roch Theorem yields the following result which will be crucial in the sequel. Lemma 3.2. Let η be a generator of the cyclic group F × ∞ . Let I be a non-zero ideal of O E with I ∈ I S (B). Let F E be the algebraic closure of
where [E : K] sep is the separable degree of the finite extension E/K, then we have:
In particular, let's set:
, then we have:
Proof. The proof of the Lemma is based on the arguments used in the proof of [21] , Theorem 8.9.2. We give a detailed proof for the convenience of the reader. Since there is a finite number of ideals J of A such that deg J = m, and, given such an ideal J, there is a finite number of ideals
Observe that:
We now assume that
We have (see [21] , Lemma 8.9.3):
is a group homomorphism, we have:
Let cO E ∈ S m,S (I, B, N, k). Then:
We have:
).
Let's fix 1 ≤ i ≤ l, and let
Let E 1 /K consist of the elements of E which are separable over K. Let p
Therefore, we can assume that E/K is a finite separable extension. Let F be an algebraic closure of F. Then, for i = 1, . . . , s, ρ i extends to a morphism
∞ an open subgroup of finite index with the following property:
∀I ∈ I(B), ∀J ∈ P(B, N ), χ(IJ) = χ(I).
Corollary 3.3. Let s ≥ 0 be an integer and let, for i = 1, . . . , s, ρ i :
, then:
Proof. For m ≥ 0, let's set:
Let's observe that, by the proof of Lemma 2.1, for i = 1, . . . , s, there exist e i ∈ Z, e i ≡ 1 (mod q − 1), and ζ i ∈ F × q such that:
Let χ : I(A) → F be a map such that:
Let h =| Pic(A) | . Select I 1 , . . . , I h ∈ I(A), I 1 , . . . , I h ⊂ A, a system of representatives of Pic(A). Then U m is equal to:
, and
For simplicity, we set:
Then m≥0 U m is equal to the finite sum (Lemma 3.2):
4. Several variable twisted zeta functions 4.1. The ∞-adic case.
Let E/K be a finite extension, and let B and N as in the previous section. Let S be a finite set, possibly empty, of maximal ideal of O E which are relatively prime to B. Let χ : I(B) → F be a map such that:
Let s ≥ 0, n ≥ 1 be two integers. Let ψ 1 , . . . , ψ s , η 1 , . . . η n : I(A) → K ∞ be s + n admissible maps. We assume that for j = 1, . . . , n, η j (I(A)) ⊂ K × ∞ , and
The following sum converges in F :
We denote the above sum by ζ S,OE (ρ, ψ; σ, η; χ; u).
Proof. The proof is in the spirit of the proof of [5] , Proposition 6. Let ∞ 1 , . . . , ∞ r be the places of E above ∞. let v 1 , . . . , v r be the valuation on E associated to these places. We denote by E vi the v i -adic completion of E,
vi is an open subgroup of finite index. For i = 1, . . . , r, let:
is also an open subgroup of finite index. Let's set:
Let's define V m,j to be the following sum:
Then:
Note that v F • ρ i | K is a valuation on K, thus, it is equivalent to the trivial valuation or to the valuation attached to a place of K. This implies that there exists integers D, D ′ ∈ R, such that for all m ≥ 0, for all j ∈ {1, . . . , h} and for all aO E ∈ S m,S (I j , B, N ′ ), we have:
If l ∈ N, we denote by ℓ p (l) the sum of the digits of l in base p. By Lemma 3.2, if m 1 , . . . m n ∈ N are such that m 1 + . . . + m n ≥ 1 and if
Now, let l ∈ N, and select k 1 , . . . , k n ∈ N \ {0} such that:
For example, write −z i = j≥0 u i,j p j , u i,j ∈ {0, . . . , p−1}, and set
Then, if m ≥ Cn(l + 1), we have:
Thus, there exists D ′′ ∈ R such that:
Therefore, for m ≥ Cn, there exists D ′′′ ∈ R such that we have: Assume that ψ 1 , . . . , ψ s , η 1 , . . . η n , and χ are group homomorphisms, then note that if u = (x; z 1 , . . . , z n ) with v F (x) << 0, we have:
where P runs through the set of maximal ideals of O E that are contained in I S (B).
, ψ i (I), I ∈ I(A)) → F be an F p -algebra homomorphism. For j = 1, . . . , n, let f j : Z → 1 + (q − 1)Z be a map, and let η j : I(A) → K × ∞ be a map such that
where sgn
Let's define l 1 , . . . , l s , l ′ 1 , . . . , l ′ n ∈ N as follows:
For i = 1, . . . , s, there exist e i ∈ Z, e i ≡ 1 (mod q − 1), and ζ i ∈ F × q such that:
We assume that:
Note that ψ 1 , . . . , ψ s , η 1 , . . . , η n are admissible maps.
Proof. For i = 1, . . . , n, let y i = σ i (π 
Then, we have:
The assertion is then a consequence of the proof of Corollary 3.4.
The case of finite places.
Let v be a finite place of K, i.e. v : K → Z ∪ {+∞} is a discrete valuation on K such that there exists a ∈ A with v(a) = 1. Let P v = {a ∈ A, v(a) > 0} be the maximal ideal of A corresponding to the finite place v. We denote by K v the v-adic completion of K. We fix K v an algebraic closure of K v . Then v extends to a valuation v : K v → Q ∪ {+∞}. We fix a K-morphism K ֒→ K v , and, by abuse of notation, we will identify the elements in K with their images in K v . We fix π v a prime of K v , i.e. π v ∈ K v and v(π v ) = 1. Then, as in section 2, ∀x ∈ K × v , x can be written in a unique way:
. . , ψ s , η 1 , . . . η n be s + n admissible maps. We assume that n(ψ i ) ∈ N, i = 1, . . . , s, and n(η j ) ∈ Z, j = 1, . . . , n, and that our s + n admissible maps are algebraic. We assume that, for j = 1, . . . , n, η
Let (F, v F ) be a field which is complete with respect to a non-trivial valuation v F : F → R ∪ {+∞} and such that F is an F q -algebra.
Let n ≥ 1, and let's set:
For u = (x; z 1 , . . . , z n ; δ) ∈ S v,F,n , I ∈ I(A), we set:
Let E/K be a finite extension, and let B and N as in the previous section. Let S be a finite set, possibly empty, of maximal ideals of O E which are relatively prime to B. Let S v be the union of S and the maximal ideals of O E above P v and that do not divide B. Let χ : I(B) → F be a map such that:
∀I ∈ I(B), ∀J ∈ P(B, N ), χ(IJ) = χ(I).
For i = 1, . . . , s, let ρ i : K(ψ i ) ֒→ F be an F p -algebra homomorphism. Let u = (x; z 1 , . . . , z n ; δ) ∈ S v,F,n .
Theorem 4.4. The following sum converges in F :
Proof. The proof of the Theorem is similar to the proof of Theorem 4.1. We only give a sketch of the proof. Let N ′ be as in the proof of Theorem 4.1. Let I 1 , . . . , I h ∈ I Sv (B), I 1 , . . . , I h ⊂ O E be a system of representatives of
Let V m,j be the following sum:
Note that there exist integers D, D ′ ∈ R, such that, for m ≥ 0, j ∈ {1, . . . , r} and aO E ∈ S m,Sv (I j , B, N ′ ), we have:
By the proof of Lemma 3.2, there exists an integer C ≥ 1 such that, for
and δ ∈ Z, we have:
, we have:
where y i = σ i (π v ). We conclude as in the proof of Theorem 4.1.
Examples

The case
We take π = θ −1 . In that case d ∞ = 1, Pic(A) = {1}, and we set A + = {a ∈ A, a monic} = {a ∈ A, sgn(a) = 1}.
Let s ≥ 0, n ≥ 1, and e 1 , . . . , e s , l 1 , . . . , l n ∈ N. Let (F, v F ) be a complete field with respect to a non-trivial valuation v F and such that F is an F q -algebra. Recall that S F,n = F × × Z n p . Let E/K be a finite extension. Let E 1 /E be a finite abelian extension and let (., E 1 /E) be the Artin symbol. Let χ : Gal(E 1 /E) → F × be a group homomorphism. If P is a maximal ideal of O E , we set:
If we apply Theorem 4.1, we get:
Corollary 5.1. Let x 1 , . . . , x s ∈ F, and let y 1 , . . . , y n ∈ F such that v F (y i ) < 0, i = 1, . . . , n. Then, for z 1 , . . . , z n ∈ Z p and for x ∈ F, the following sum converges in F :
where for y ∈ F, v ∞ (y) < 0, and for a ∈ A + , a(y) = a(y) y deg θ a . Let X is an indeterminate over K, and write:
Then, for all m ≥ 0, . (m) : A → A is an F q -linear map and we have:
Proposition 5.2. Let x 1 , . . . , x s ∈ F, m 1 , . . . , m s ∈ N, and let y 1 , . . . , y n ∈ F such that v F (y i ) < 0, i = 1, . . . , n. Then, for z 1 , . . . , z n ∈ Z p and for x ∈ F, the following sum converges in F : Proof. Let t 1 , . . . , t s be s indeterminates over F and let T s (F ) be the Tate algebra in the variables t 1 , . . . , t s with coefficients in F. Let F ′ be the completion of the field of fraction of T s (F ). Let x 1 , . . . , x s ∈ F, y 1 , . . . , y n ∈ F such that v F (y i ) < 0, i = 1, . . . , n, z 1 , . . . , z n ∈ Z p , and x ∈ F. By Corollary 5.1, the following sum converges in F ′ :
Since T s (F ) is closed in F ′ , we get S ∈ T s (F ). For i = 1, . . . , s, we have:
But, we have:
where S(m 1 , . . . , m s ) ∈ F, and lim m1+...+ms→+∞ S(m 1 , . . . , m s ) = 0. Therefore, we get:
We refer the interested reader to [5] and [11] for the arithmetic properties of a special case of the above sums.
Recall that C ∞ be the completion of K ∞ . Let t 1 , . . . , t s , z be s+1 indeterminates over C ∞ , and let T be the Tate algebra in the variables t 1 , . . . , t s , z with coefficients in C ∞ . Let F be the completion of the field of fractions of T. Take in Corollary 5.1
we get that the following infinite sum converges in T and is in fact an entire function on C s+1 ∞ :
The above sums were introduced in [28] . In particular, for all n ∈ Z, the sum
defines an entire function on C s+1 ∞ . Observe that, by Corollary 3.3 and Corollary 3.4, if n ≤ 0, this sum is finite and furthermore it vanishes at z = 1 if s − n ≡ 0 (mod q − 1), s − n ≥ 1. Using a special case of Anderson's log-algebraicity Theorem for [2] , [38] paragraphs 8.9 and 8.10, see also [9] , [8] , [10] and the forthcoming work of M. Papanikolas [27] ), F. Pellarin proved ( [28] ), for s = 1, a formula connecting L(1; t 1 ; 1) to a special function introduced by G. Anderson and D. Thakur ([3] ). This formula reflects an analytic class number formulaà la Taelman ([35] , [36] , [17] , [18] ) for L(1; t; 1) (see [8] ). Such an analytic class number formula has been generalized in [16] to a larger class of L-series (in particular for L(n; t; z), for n ≥ 1). We also refer the reader to [5] , [6] , [23] , [30] , [31] , [32] , [33] , [34] , [37] for various arithmetic and analytic properties of the series L(n; t; z), n ∈ Z. Now, let P be a monic irreducible polynomial in A of degree d. Let C P be the completion of an algebraic closure K P of the P -adic completion of K. Let A P be the valuation ring of K P . Then:
Let (F, v F ) be a complete field with respect to a non-trivial valuation v F and such that F is an F q d -algebra. Let σ : K P ֒→ F be a continuous F p -algebra homomorphism. Then:
Furthermore:
Let E/K be a finite extension and let E 1 /E be a finite abelian extension. Let χ : Gal(E 1 /E) → F × be a group homomorphism. Let S P be the set of maximal ideals of O E above P. If we apply Theorem 4.4, then, by the proof of Proposition 5.2, we get:
. . , z n ∈ Z p , for δ ∈ Z, and for x ∈ F, the following sum converges in F :
Let t 1 , . . . , t s , z be s + 1 indeterminates over C P , and let T P be the Tate algebra in the variables t 1 , . . . , t s , z with coefficients in C P . Let F P be the completion of the field of fractions of T P . Take in the above Corollary
δ ∈ Z, we get that the following sum converges in T P and is in fact an entire function on
In particular, ∀n ∈ Z, the sum
defines an entire function on C s+1 P . We refer the reader to [7] , [10] , for various arithmetic properties of "special values" of the series L P (n; t; z), n ∈ Z.
Twisted Goss zeta functions.
In this example, A is "general". Recall that C ∞ be the completion of K ∞ . Let s ≥ 1 be an integer. Let F ⊂ F q be a field containing F ∞ . Let k s (F) be defined as follows: -if s = 1, k(F) = F((y 1 )) where y 1 is an indeterminate over F, -if s ≥ 2, let y s be an indeterminate over k s−1 (F), and set
Let L/K ∞ be a finite extension and let O L be the valuation ring of L. Then:
where F L is the residue field of L, and π L is a prime of O L . Let's consider the following tensor product:
This ring can be identified naturally with
can be written in a unique way:
If L ⊂ L ′ , then we have a natural injective map compatible with v ∞ :
We denote by C ∞,s the completion (for v ∞ ) of the inductive limit lim − →L/K∞ finite L s . Note that C ∞ , k s (F q ) ⊂ C ∞,s , and the residue field of C ∞,s is k s (F q ).
Let z be an indeterminate over C ∞,s , we denote by T z (C ∞,s ) the Tate algebra in the variable z with coefficients in C ∞,s .
We fix a K-embedding of K in C ∞ . As in section 2, we consider [.] the Goss admissible map, i.e. for I ∈ I(A), we have:
where π is our fixed prime of K ∞ . Note that V = K([I], I ∈ I(A)) is a finite extension of K. Recall that V is viewed as a subfield of K ∞ ([I], I ∈ I(A)). Let O V be the integral closure of A in V. Since, for a ∈ K × , we have [aA] = a/ sgn(a), we deduce that if I is a non-zero ideal of
Let's observe that T ρ,z (C ∞ ) is an affinoid algebra over C ∞ (this is of also the case for
. . , t s , z are s + 1 indeterminates over C ∞ . Let T s,z (C ∞ ) be the Tate algebra in the variables t 1 , . . . , t s , z with coefficients in C ∞ . Clearly:
If we apply Theorem 4.1, we get as a special case:
Corollary 5.4. Let E/K be a finite extension. Let x ∈ Z p , the following sum converges in T ρ,z (C ∞ ) :
Furthermore, as a function in z, it defines an entire function on C ∞ with values in T ρ (C ∞ ).
5.3.
A-harmonic series attached to some admissible maps.
In this example, we work in the case A general. 
Note that there exists an open subgroup of finite index
is a finite abelian group and:
∀I ∈ I(A), ∀J ∈ P, χ(IJ) = χ(I).
Then, by Theorem 4.1, L η,A (χ n ; .) converges on S ∞ . Now, let x ∈ C × ∞ , and observe that:
Thus, for all n ∈ Z, the following function in the variable z is entire on C ∞ :
Observe that, by Lemma 3.2, if m n(η) ≤ 0, we have:
Let's furthermore assume that η is an algebraic admissible map. Let E = K(η(I), I ∈ I(A)) which is a finite extension of K, and let
where K ∞ denotes the completion of the field of fractions of the Tate algebra in the variable z with coefficients in K ∞ . From the above discussion, we get:
The following sum converges in T z (E ∞ ) :
Furthermore, if m n(η) ≤ 0, we have:
Let v be a finite place of K, and let P v be the maximal ideal of A associated to v. Let I(P v ) be the group of fractional ideals of A which are relatively prime to P v . Let C v be the v-adic completion of K v . Let η be our admissible map introduced in the beginning of the paragraph, and we assume that η is algebraic. Let χ :
, and observe that:
Thus, for all n ∈ Z, the following function in the variable z is entire on C v :
By Lemma 3.2, if m n(η) ≤ 0, then:
In particular, if P v = αA, α ∈ M (η) (there exist infinitely many such maximal ideals by Chebotarev's density Theorem), then, for m ∈ Z we get:
We refer the interested reader to a forthcoming work of the authors dedicated to the arithmetic of such A-harmonic series ( [12] ).
Multiple several variable twisted zeta functions
We briefly explain how the constructions in Section 4 can easily be generalized in the spirit of Thakur's construction of positive characteristic multiple zeta values; the reader interested by the arithmetic of multiple zeta values for K = F q (θ) is referred to (this list is not exhaustive): [4] , [39] , [40] , [25] , [26] , [14] , [15] , [29] . We keep the notation of Section 4.
Let r ∈ N, r ≥ 1. Let s 1 , . . . , s r ∈ N and n 1 , . . . , n r ∈ N \ {0}. Let (F, v F ) be a field which is complete with respect to a non-trivial valuation v F : F → R ∪ {+∞} and such that F is an F q -algebra. We set:
). For i = 1, . . . , r, let ψ 1,i , . . . , ψ si,i be s i admissible maps such that n(ψ j,i ) ∈ N. For i = 1, . . . , r, j = 1, . . . , s i , let ρ j,i : K(ψ j,i ) → F be an F p -algebra homomorphism. For i = 1, . . . , r, we set:
Let E/K be a finite extension. Let B ⊂ O E be a non-zero ideal. Let v 1 , . . . , v n be the places of E above ∞, and for j = 1, . . . , n, let N j be an open subgroup of finite index of E × vj (E vj is the v j -adic completion of E), and we set : N = j=1,...,n N j .
Let S be a finite set, possibly empty, of maximal ideal of O E which are relatively prime to B. For i = 1, . . . , r, let χ i : I(B) → F be a map such that: For i = 1, . . . , r, let η 1,i , . . . , η ni,i be n i admissible maps with values in K × ∞ . For i = 1, . . . , r, j = 1, . . . , n i , let σ j,i : K( η j,i ) → F be a continuous F p -algebra homomorphism. For i = 1, . . . , r, let u i = (x i ; z 1,i , . . . , z ni,i ) ∈ F × × Z ni p , for I ∈ I(A), we set:
We fix i ∈ {1, . . . , r}. Let d ≥ 0 be an integer, for u i ∈ F × × Z ni p , we set:
By the proof of Theorem 4.1 and Remark 4.2, we get:
..,nr) , then the following sums converge in F :
S dj;S,OE (ρ j , ψ j ; σ j , η j ; χ j ; u j ).
We furthermore assume that n(η j,i ) ∈ Z, j = 1, . . . , n i , i = 1, . . . , r, and that all our admissible maps are algebraic. Let v be a finite place of K, and Let P v be the maximal ideal of A corresponding to the finite place v.
For i = 1, . . . , s, j = 1, . . . , s i , let ρ j,i : K(ψ i ) ֒→ F be an F p -algebra homomorphism. For i = 1, . . . , r, we set as above:
ni , for I ∈ I(A), we set:
Let E/K be a finite extension, and let B, N, χ 1 , . . . , χ r , and S as above. Let S v be the union of S and the maximal ideals of O E above P v and that do not divide B.
We fix i ∈ {1, . . . , r}. Let d ≥ 0 be an integer, for u i ∈ F × × Z ni p × Z ni , we set: S v;dj ;S,OE (ρ j , ψ j ; σ j , η j ; χ j ; u j ).
Let's pursue our basic example 5.3. Let η : I(A) → K × ∞ be an admissible map such that n(η) ∈ Z. Let r ≥ 1 be an integer and let z 1 , . . . , z r be r indeterminates over C ∞ . Let n = (n 1 , . . . , n r ) ∈ Z r . Let's define Z η,A (n; z) ∈ K(η i Let's assume that η is algebraic. Let v be a finite place of K, and let P v be the maximal ideal of A associated to v. Let I(P v ) be the group of fractional ideals of A which are relatively prime to P v . Let C v be the v-adic completion of K v . We define Note that, if n 1 , . . . , n r ≤ 0, then: Z v,η,A (n; z) ≡ Z η,A (n; z) (mod P n1 A[z 1 , . . . , z r ]).
Furthermore, for n ∈ Z r , we observe that Z v,η,A (n; z) is the P v -adic limit of certain sequences Z η,A ((m k , n 2 , . . . , n r ); z) ∈ K[z 1 , . . . , z r ], m k ≤ 0, where m k is suitably chosen and m k converges p-adically to n 1 . Indeed, let T z (K v ) be the Tate algebra in the variables z 1 , . . . , z r , with coefficients in K v equipped with the Gauss valuation associated to v and still denoted by v. Observe that, if m ≤ 0, we have: , n 2 , . . . , n r ); z).
To our knowledge, and in the case A = F q [θ], these type of elements Z v,η,A (n; 1) ∈ K v have not been studied so far, and it would be very interesting to obtain informations on such type of objects, especially in the spirit of [4] .
