To arrange the uncategorised and unlabelled data into different clusters and finding the actual label of each datum from the huge volume by extracting useful and unique information is a real challenge. In this article, an automatic clustering by elitism-based multi-objective differential evolution (AC-EMODE) algorithm has been proposed to deal with partitioning the data into different clusters. This work includes three objectives to handle complex datasets. This generates a suitable Pareto front by simultaneously optimising three objectives. In addition to that, a very effective concept is followed for getting the best solution from the optimal Pareto front. A comparative analysis of the proposed approach with another six population-based methods has been carried out. These techniques are applied to ten datasets and the results reveal that the proposed approach can be considered as one of the alternative powerful methods for all data clustering applications in various fields.
Introduction
Clustering is the process of segregating a dataset into groups where each group objects are similar to each other, whereas dissimilar to the objects in other groups. Each group is termed as a cluster. In the past few decades, cluster analysis has shown its significant role in various fields, such as engineering, medical sciences, social sciences, and economics, etc.
Traditional data clustering techniques can be categorised into hierarchical or partitional (Frigui and Krishnapuram, 1999; Leung et al., 2000) . The output of a hierarchical clustering is a tree representing a sequence of clustering, where each cluster is a part of the dataset. Hierarchical algorithms are of two types: agglomerative (bottom-up) and divisive (top-down). In agglomerative algorithms, initially each individual object is considered as a separate cluster and gradually they are merged into large clusters, whereas in divisive algorithms initially the entire dataset is considered as a single cluster and successively divided into smaller clusters. In the case of hierarchical algorithms neither number of classes requires to be detailed a priori, nor does it depend on the initial conditions. The major drawback of these hierarchical clustering methods is that they may fail in separating overlapping clusters because of lacking in knowledge about the global shape and size of the cluster (Das et al., 2008) . On the contrary, partitional clustering algorithms attempt to segregate the dataset into a set of a predefined number of separate clusters. The aim of these algorithms is to optimise certain criteria. The criteria either may be the minimisation of some measure of dissimilarity within the clusters or the maximisation of the dissimilarity of different clusters. The proposed algorithm for clustering is based upon partitional clustering technique.
One of the most widely used partitional clustering algorithms is K-means (MacQueen, 1967) algorithm, which uses a square error function as an objective function for minimisation. No doubt it is easy to implement, but it suffers from a drawback that it converges to a local minimum from the starting position of the search (Selim and Ismail, 1984; Nayak et al., 2017) . Many nature-inspired algorithm such as genetic algorithm (GA) (Holland, 1975) , artificial bee colony (ABC) (Karaboga and Basturk, 2007) , ant colony optimisation (ACO) (Dorigo, 1992) and particle swarm optimisation (PSO) (Kennedy, 2010) have been used to deal with the local minima problem.
Day by day researchers all over the world propose new algorithms to encounter the complexity of the rapidly growing data in the real world. This literature is restrained in the field of evolutionary potential clustering. Data clustering can be formulated as an optimisation problem and can be solved by using evolutionary search metaheuristics like GA (Holland, 1975) and DE (Storn and Price, 1997) , etc. In these search processes, a population of candidate solutions is created and iteratively a better population is generated by altering and selecting better candidates for the next generation. Better candidates are selected based on an objective function that evaluates their excellence. In case of GA and DE, mutation helps in exploring solutions in the local neighbourhood of the existing population. Crossover is the process of recombining information among different candidate solutions. Unlike K-means, using these methods like mutation, crossover and selection simultaneously these procedures can easily cope with the local optima.
Besides traditional classifications, based on the clustering criterion accepted by the algorithm, Chang et al. (2009) have distinguished four classes of clustering algorithms. The first group includes those algorithms that based on the idea that the same cluster should be shared by neighbour data. Algorithms such as density-based methods (Ester et al., 1996) and nearest neighbour methods (Lu and Fu, 1978) coming under this first group. These algorithms work well to detect clusters of arbitrary shapes but these are not robust enough to handle a small spatial separation between clusters. For constructing a final solution, algorithms that emphasise on intra-clusters variation (intra-clusters points or centres) are coming under the second set. Algorithms like K-means (MacQueen, 1967) , and learning-network clustering (Brugger et al., 2008) belong to the second group of algorithms. As mentioned in Chang et al. (2009) , the second group of algorithms is very effective in dealing with spherical and well-separated clusters, but they may not be capable enough to handle more complicated cluster structures. Bi-clustering algorithms (Madeira and Oliveira, 2004) are coming under the third category. Algorithms that comprise the optimisation of different characteristics of the dataset belong to the fourth set of algorithms. Multi-objective clustering algorithms (Dehuri et al., 2006) and also clustering ensembles approaches (Hong et al., 2008) have their place in this group. As this paper considers more than one features for optimisation, the proposed algorithm falls in this group.
When researchers started thinking about evolutionary algorithms for solving clustering problems they found clustering is the process that emphasises on minimisation of intra-cluster distance and maximisation of inter-cluster distance. However, in early time, it is found that researchers have considered minimisation of intra-cluster distance is the major standard to be used for clustering whereas, maximisation of inter-cluster distance has been overlooked in very often. Gradually, researchers used many indexes such as Dunn's (1973) index, DB index (Davies and Bouldin, 1979) , Xie-Beni index (Xie and Beni, 1991) , PBM index (Pakhira et al., 2004) , CS measure (Chou et al., 2004) , etc. to validate the clusters, which are the outcome of any of the evolutionary algorithms optimisation process. These indices not only give stress on intra-cluster distance but also emphasises on cluster separation. But the major problem of all of the above proposed techniques is that they have chosen the cluster number of each dataset manually, which is not practically feasible. Due to this many automatic evolutionary algorithms have been proposed to deal with this automatic cluster number generation. The most important goal of all of the above proposed automatic algorithms is to find the actual cluster number of any dataset. These algorithms use only one objective function and the limited knowledge that the objective has is not sufficient to deal with all types of datasets. Because of this multi-objective algorithms fetched the attention of many researchers in the recent past. By this, many aspects of a dataset have been taken into consideration by using more than one objective at a time for clustering.
DE developed by Storn and Price (1997) , is one of the most widely used metaheuristic optimisation technique and with little parameter adjustment, this can be used for data clustering for getting an optimal result. In this article, a novel elitism-based multi-objective differential evolution (MODE) is proposed where multiple aspects of a dataset for clustering has been taken into consideration in the form of three objectives. In addition to that, a unique method is applied to select the best solution from the optimised Pareto front. In this paper, this new algorithm is referred as automatic clustering by elitism-based multi-objective differential evolution (AC-EMODE).
In this study, the proposed AC-EMODE algorithm for numerical optimisation problems is tried on clustering. For studying the performance of AC-EMODE the standard benchmark problems (eight real data and two artificial data) are considered. The details of real datasets are mentioned in the UCI repository (Bache and Lichman, 2013) and details of the artificial dataset can be found in Bandyopadhyay and Maulik (2002, 2001) . To prove the efficiency of the proposed algorithm a comparison is performed with some of the nature inspired multi-objective algorithms such as VAMOSA (Saha and Bandyopadhyay, 2010) and MOCK (Handl and Knowles, 2007) and four single objective-based algorithms such as VGAPS (Bandyopadhyay and Saha, 2008) , GCUK (Maulik and Bandyopadhyay, 2003) , IFCM (Bezdek, 1973; Bandyopadhyay, 2011) and IAL (Duda et al., 2001; Everitt et al., 2001; Bandyopadhyay, 2011) .
The rest of the paper is organised as follows. Section 2 provides the basic concept of classical differential evolution and elitism-based MODE and gives an idea about multiobjective problem formulation over data clustering. In Section 3, discussion regarding the novel concept behind the proposed method is presented. Section 4 illustrates the implementation procedure and the proposed algorithm in step by step manner. Section 5 represents the part of an experimental study and result discussion, where the performance of the proposed algorithm is being testified. Finally, the conclusion is given in Section 6.
Materials and methods
This section detailed all classical methods and concepts that have been incorporated with the proposed approach.
The data clustering problem
The clustering problem can be formulated as a multi-objective optimisation problem by simultaneously optimising (minimising/maximising) N number of objective functions.
[ ]
Here, C is the number of possible clusters of a dataset. F is the set of objective functions requires for optimisation. Here, Optimum implies either minimum or maximum depending on the nature of the objective. For our convenience, let us consider all the objectives that we are dealing with are minimisation problems i.e., minimum is the better. Then, we can rewrite the equation (1) as follows.
[ ] 
Hence, the Pareto optimal solutions comprise of all non-dominated solutions and the best solution out of those Pareto optimal solutions can be obtained based on users prerequisite.
Classical DE
DE is a nature-inspired, population-based metaheuristics evolutionary optimisation technique, proposed by Storn and Price (1997) . This is a simple and an efficient technique for global optimisation. DE is popular because of its advantages like it is easy to implement, it is reliable and overall it is an effective global optimisation technique. In this section, the working principle of DE is described. Classical DE has four main steps, initialisation, mutation, crossover, and selection.
Step 1 Initialisation Three regulatory parameters that control the whole DE process are scaling factor (F), crossover rate (CR) and population size (NP). The mentioned control parameters are initialised here, along with another parameter called maximal iteration number (GN) is also initialised in this section. Additionally, the whole population of NP with D-dimensional parameter is initialised with its all candidate solutions uniformly within a search space constrained by the predefined lower and upper bounds
Step 2 Mutation After initialisation, a mutant vector V i,gn is generated with respect to each individual target vector X i,gn of the present population, where i = 1, …, NP. Each mutant vector V i,gn of D dimension for iteration gn is generated by using one of the following mutation strategies:
• DE/rand/1/bin: 
• DE/rand-to-best/1/bin: 
• DE/best/2/bin: 
• DE/rand/2/bin:
Here, 5 1 2 3 4 , , , ,
r r r r r are randomly generated integers within the range [1, NP], which are not only mutually exclusive but also different from the index i. X best,gn is the best vector in the population at generation gn with respect to the fitness function. Here, F is a constant and real control parameter within [0, 2].
Step 3 Crossover After mutation, a trail vector
., )
is generated from the corresponding target vector X i,gn and mutant vector V i,gn by applying a crossover operation as follows:
Here, crossover coefficient is a constant within the range [0, 1] and j rand denotes a random integer in the range [1, D] . The condition j = j rand ensures that trial vector U i,gn will differ from its corresponding target vector X i,gn by at least one parameter (Qin et al., 2009 ).
Step 4 Selection
In this section, the fitness value of each trial vector f(U i,gn ) and corresponding target vector f(X i,gn ) is evaluated and compared. If the trial vector has less or equal fitness value than target vector, then the target vector will be replaced by the trial vector in the population of the next generation. Otherwise, target vector will continue to the population of the next generation. This can be represented as follows:
, otherwise
Step 5 Stopping criteria
The above three steps, i.e., mutation, crossover, and selection will be repeated until the maximum iteration number (GN) is reached.
Elitism-based MODE
This algorithm is a multi-objective variant of the classical DE, i.e., the same steps of the classical DE is followed except few changes, as we are dealing with optimisation of more than one objective function. The same concepts of traditional DE such as mutation and crossover are shadowed in this algorithm except the selection process. Here, instead of following the traditional DE process the very well-known elitism principle of NSGA-II is followed. Which helps to select each and every good solution generation by generation without losing one. Here, the generated population (trail vector U) and the initial population (target vector X) each of size N are united together and evaluated based on predefined objectives. Based on non-domination principle each solution of the combined population of size 2N is ranked and sorted. Out of these solutions, the top N non-dominated solutions are selected for next generation based on non-domination rank and crowding distance. The details of crowding distance are well illustrated in NSGA-II (Deb et al., 2002) . Most of the steps of this multi-objective approach are similar as that of MODE (Xue et al., 2003) , but the major difference comes in the mutation step of DE. Randomly selecting a solution as the best solution from the non-dominated solution set in mutation may confuse the searching process or exploit the searching towards a particular objective. Because of that, the elitism principle is applied only to the selection process of DE in the proposed concept.
A novel concept for clustering
This section gives an idea about the novel concepts that have been proposed in this algorithm. At first, three objective functions have been formulated for optimisation. Finally, a unique fuzzy method is articulated to choose the best solution of the Pareto front.
Objective formulation
The basic logic behind any of the clustering algorithm is to make compact clusters with well-separated cluster centers. Here, minimisation of intra-cluster distance and maximisation of inter-cluster distance are usually taken into consideration for better clustering purpose. The minimisation of number of clusters can be considered as one of the major criteria for getting good clusters as this lead to the generation of a compact cluster. Basing on these concepts, three objectives have been considered for clustering. Out of the three objectives, first one is the Xie-Beni validity index. Xie-Beni index measures the goodness of the partition by considering both compactness of every cluster and separation between cluster centers. To get the required partition, the Xie-Beni index needs to be minimised over the generated clusters. Xie-Beni index can be represented as follows.
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Here, W is the partition matrix and Z is the set of cluster centers. Where
where n represents the total number of data objects and K is the number of clusters. If w ik = 1, it represents i th object present in the K th cluster or if w ik = 0, i th object is not contained in the K th cluster. Here, D denotes the Euclidian distance. The second objective that has been suggested in this theme is derived from the PBM index proposed in Pakhira et al. (2004) and can be stated as follows.
Similarly, here also W and D represents the partition matrix and Euclidian distance respectively. The numerator that is depicted here is nothing but the sum of the intra-cluster distance, whereas the denominator represents the maximum inter-cluster distance of any two of the existing clusters. Most importantly, the numerator represents the closeness of data points within a cluster and the denominator represents the separation measurement. Maximising the cluster separation and minimising the intra-cluster distance leads to the quality partitioning of the dataset. Hence, to get good partition over existing clusters SYM requires to be minimised. Though both of the above objectives look alike, but they somehow differ in the denominator part. The first one concentrates on maximising the closest inter-cluster distance, whereas the second maximises the inter-cluster distance of the two most distant clusters. However, both of the objective's goals is to maximise inter-cluster distance and minimise the sum of the intra-cluster distance. Looking at the above concepts this can be easily analysed that the increase in K, can lead to the minimisation of the sum of the intra-cluster distance and maximisation of the inter-cluster distance as well. So it may happen that the first two objectives bias the algorithm towards a high number of clusters and that motivates for considering a third objective which has control over the unnecessary increase in cluster number.
The third objective that has been considered is to minimise K in an aim to get control over the negative aspect of the above two objectives. If minutely the first two objectives are analysed, this can be noticed that the goal of the each is to get compact and well-separated clusters. By minimising Xie-Beni index and the proposed SYM function, the minimum and maximum inter-cluster distance of any two clusters increases which leads to well-separated clusters. In addition to that, minimisation of number of clusters adds value to the compactness of a cluster. By this process, this paper has considered four fundamentally different aspects of a good clustering solution, where the first two aspects talk about separation of clusters and rest two emphases on a minimum number of dense cluster formation.
Hence, the overall objective of the proposed algorithm can be formulated as follows.
( )
Here, K is the number of existing clusters in a dataset and has been considered as the third objective to be minimised.
Finding the best compromised solution
For the selection of the best compromise solution of the Pareto front, in most of the cases, people have considered one validity index that returns good compact clusters. But by doing so the selected validity index may not consider the importance of all the objectives that have been considered for optimisation. Because of this, a fuzzy concept is followed (Abido, 2003) in this article can be considered as a decision maker for determining the best compromised solution. A membership function that has been followed to assign a membership value to each individual of the Pareto front set is depicted as follows. 
Here, N pareto is the number of non-dominated solutions in the Pareto front and M represents the number of objective functions. The best compromise solution is the one for which µ k is the maximum. To work this concept clearer an instance has been illustrated below.
Let us consider 3 (N pareto ) number of non-dominated solutions and 2 (M) number of objective functions for this design. So the two sets of fitness value for three non-dominated solutions can be portrayed as follows. 
By using the membership values for each fitness function a normalised membership value can be assigned to each of the non-dominated solutions with the help of equation (18). For example, µ k for k = 2 can be calculated in the following manner. Like this, µ k for k = 1 will be evaluated and the non-dominated solution in the Pareto front for which µ k value is the maximum is the desired compromised solution.
Proposed AC-EMODE for clustering
This section elaborates the step by step implementation of the proposed algorithm.
Population presentation and initialisation
In any population-based metaheuristic, optimisation technique includes a multidimensional problem space where each particle represents a solution to that respective problem. For the purpose of clustering, the centroids of each cluster need to be found out. Hence, each solution of the population represents the coordinates of the centroids of each cluster which is to be optimised. The prime goal of this automatic algorithm is to find out the number of clusters present in an unknown dataset. For example, the j th attribute of the i th solution at the current generation, gn = 0 is produced by
The maximum and the minimum number of clusters within which the search process will be conducted can be portrayed as K max and K min respectively. This population consists of NP number of solutions and each solution is encoded with the coordinates of all the centroids of K max number of clusters. If each centroid is of dimensions, then parameter D can be initialised to K max × d. Considering this, the initial population of the first generation, i.e., gn = 0 can be depicted as follows. 
. .
In order to select the active clusters of each solution vector in the population, a threshold matrix has been created and concatenated with the above matrix. This matrix is of NP × K max size and that decides which centroids out of K max number of centroids of each solution are active in the current generation. Threshold matrix can be visualised as follows. 
The upper bound and lower bound of each element of the matrix T gn are one and zero respectively. The element with a threshold value greater than 0.5 reflects the activation of the corresponding centroid in P gn . Hence, T gn is generated in such a way that at least two of the elements of each row should have threshold value more than 0.5, which imitates that a dataset should have minimum two numbers of clusters. Concatenating the threshold matrix T gn with P gn the equation (20) 
Fitness evaluation
Each solution needs to be preprocessed before fitness evaluation. While preprocessing a solution each active node can be carefully chosen depending on its corresponding threshold value. Hence, the reformed solution with all active centroids can be designated for fitness calculation. This can be clearer with the following example. Let the K max value is five and each centroid is of dimension 3. Now the population P gn with population size NP can be represented as follows. 
Like this, each solution of the population is restructured depending on the corresponding threshold value of each centroid. Thereafter, each solution is evaluated using Section 3.1.
Data processing for fitness evaluation
The evaluation of the fitness function is possible only after processing the data into a number of clusters as per the selected solution. Based on the active centroids of the respective solution clustering is possible with the help of Euclidean distance measure. If a sample X = {X 1 , X 2 ,…, X n } represents a dataset and to be partitioned into K number of clusters then it should satisfy the following:
Here, C i represents i th cluster out of K number of clusters. If z i and z j are the active centroids and represent clusters C i and C j respectively, then the members of this cluster can be predicted by the following equation:
This represents x m object can be a member of the cluster C i if its Euclidian distance to the centroid of C i i.e., z i must be less than or equal to any other cluster centroid. Once the whole dataset is partitioned into a number of clusters the fitness can be evaluated by using Section 3.1.
Rejection of poor solution
In the course of generating random centroids, it may happen some of the centroids generated during this period produces clusters with less than one object, i.e., an empty cluster. The solutions consist of this type active centroids are considered to be poor solutions and should be rejected or reformed within the prescribed limit. Rejection of a poor solution can be possible by replacing either a very large number or a very small number for the corresponding fitness value for a minimisation or a maximisation problem respectively.
Termination criterion
The steps of mutation, crossover, selection and fitness evaluation will be repeated until the maximum number of iterations (GN) is reached. The optimised string or chromosome of cluster centroids represents the solution to the clustering problem.
Proposed algorithm
In AC-EMODE for clustering, to give importance to all the objectives a novel fuzzy method i.e., equations (17, 18), for selecting best compromise solution from the Pareto front is used. Considering F = 0.3 and Cr = 0.9, this implementation gives better results in our case. The size of the population has been considered over here is 150, i.e., NP = 150. Here, K max denotes the number of maximum classes present per solution and d represents the number of features.
Pseudocode for AC-EMODE-based clustering:
1 Begin 2 Find the upper and lower bounds within which the search space will be uniformly randomised using the following steps:
2.1 Find the minimum and maximum of the whole dataset by taking the min and max of that data respectively.
t a s e t =
This provides two vectors represent the minimum and the maximum value of each feature of the dataset of size 1 × d respectively. Then X UB and X LB can be achieved by simultaneously concatenating vector U and L respectively for K max times.
3 Do the uniform randomisation of the search space within the calculated upper and lower bounds to initialise the population, P gn = {X 1,gn , …, X NP,gn } Here, gn = 0. Generate threshold matrix T gn as per equation (21) and concatenate T gn and P gn by following equation (22) to get updated P gn with threshold.
4 While (maximum iteration number not reached)/stopping criteria. 5 After reaching maximum iteration (termination criterion) the best compromise solution can be found out by following Section 3.2.
6 The number of active centroids of the selected best compromise solution is the required result i.e., the number of optimised clusters of the dataset.
7 End of algorithm.
Experiments on datasets and result discussion
In this section, the proposed AC-EMODE has been applied to different real as well as artificial datasets and compared with some of the popular algorithms such as VAMOSA, MOCK, GCUK, VGAPS, IFCM, and IAL to validate its efficiency. 
Datasets used
In this paper, eight real datasets such as iris, crude oil, cancer, wine, lung cancer, glass, bupaLD, and thyroid have been considered for evaluation purpose. These datasets are most familiar benchmarks among researchers and are extensively used in many of the papers published in the last decade for performance comparison among different clustering techniques. A brief summary of these benchmark datasets has been listed in Table 1 . For a detail description of each real dataset, one can refer to the UCI repository (Bache and Lichman, 2013) . Along with this, this paper has taken care of two more artificial datasets, such as AD_3_2 and AD_4_3. The brief detailing is done in Table 1 and well described in Bandyopadhyay and Maulik (2002, 2001) .
Measures used for cluster quality evaluation
This section talks about the measure that has been used in this paper to quantify the efficiency of the proposed methodology in terms of quality cluster generation. The measure that has been used in this literature is Minkowski score (MS). The MS helps to compute the deviation of a specific solution from its ideal solution. The detail description are as follows. Let us consider two sets of data, such as T and O are available for quality check. Here T represents the target solution, whereas O represents the obtained solution. Let us consider the followings:
• n 11 represents the number of pairs of elements that are present in both O and T clusters.
• n 01 represents the number of pairs that are only present in O cluster.
• n 10 represents the number of pairs that are only present in T cluster.
• n 00 represents the number of pairs that are neither in cluster O nor in cluster T. Now the MS is defined as 01 10 11 10 n n MS n n
If there is no misclassification between the target and the obtained results, then the values of n 01 and n 10 becomes zero. Such a case leads to the optimum result of MS. This MS is not biased by the number of clusters in a solution and used as a potential approach for cluster quality assessment. Table 3 Comparative analysis of generated cluster number and corresponding average Minkowski score This algorithm was implemented using MATLAB 7.6.0. The maximum number of iterations that has been considered here is not fixed for different dataset rather it varies with the size of the current dataset being evaluated and can be calculated as 200 * , Ceil N where N is the total number of objects in a dataset. The parameters F and C r are set to 0.3 and 0.9 respectively for each case. For the fitness function calculation, the values of K max and K min are initialised to 15 and 2 respectively. Here the proposed algorithm AC-EMODE is compared with few other multi-objective evolutionary-based algorithm VAMOSA, MOCK, and some single objective-based clustering algorithms such as GCUK, VGAPS, IFCM, and IAL. The comparison is deliberated in terms of number of generated clusters and MS, which are reflected in Table 3 . To validate the results further, the best generated cluster centroids based on MS are provided in Table 4 to Table 11 . However, the centroids of Glass and Lung cancer are not provided because AC-EMODE fails to predict an accurate number of clusters for these datasets. Figure 1 to Figure 10 represents the generated Pareto front of each of the datasets that have been used for clustering in this article. Whereas Figure 11 to Figure 12 gives a visual representation of the actual clusters and best-obtained clusters for artificial data AD_3_2, and AD_4_3, respectively. The results of all other algorithms that have been considered here for comparison with the proposed algorithm are referred from paper (Bandyopadhyay, 2011; Wikaisuksakul, 2014) . All these scores have been averaged over 30 independent runs of AC-EMODE. The number of clusters that have been optimised by each of the algorithms is summarised in Table 3 . Italic number represents a correct prediction of cluster number and least MS achieved by the corresponding algorithm and blank spaces represent the unavailability of data. Considering the number of cluster generation the AC-EMODE is far ahead of all four single objective-based evolutionary algorithm. For wine dataset, the AC-EMODE outperformed GCUK, VGAPS, IFCM, and IAL with a large margin. Although MOCK, VAMOSA and AC-EMODE are able to indicate the accurate number of clusters for Wine dataset, their efficiencies with respect to MS are different. Here, AC-EMODE performs the best with an average MS value 0.67. For cancer, except IFCM and IAL all others along with the proposed theme give an accurate result. However, VAMOSA dominates the others in terms of MS value. The AC-EMODE overpasses both of the multi-objective algorithm, MOCK, and VAMOSA, in the case of Iris dataset. In this case, though VGAPS is equivalent with AC-EMODE in the production of an accurate number of clusters, but it lags in terms of the goodness of the cluster. Whereas for lung cancer all except MOCK, VGAPS, and AC-EMODE achieve three numbers of clusters. Here, GCUK got the least MS and in rest of the cases, the results are comparable in terms MS. The proposed one dominates over MOCK, VAMOSA, GCUK, and IFCM for predicting the number of clusters in Thyroid dataset. For this case, the proposed approach also outperforms other compared methods in terms of producing good clusters with least MS. The artificial datasets, AD_3_2 and AD_4_3, are evaluated correctly by AC-EMODE by producing an optimal number of clusters. Interestingly for glass dataset, none of the considered techniques achieve correct result except IFCM because of the very high overlapping nature of the data objects. The largest MS value clarifies that IFCM produces clusters that do not properly match with the appropriate class label. Meanwhile, AC-EMODE produces the second best result in terms of MS value for glass dataset. MOCK, VAMOSA, VGAPS, and AC-EMODE are able to predict an accurate number of clusters in case of the bupaLD dataset. However, results are comparable in terms of MS. Two out of ten datasets, including both real and artificial datasets, the proposed AC-EMODE fails to produce actual clusters. Crude oil is also evaluated correctly. Remarkably, the proposed algorithm's performance is superlative in six out of ten datasets (represented in italic) in terms of MS value and in rest of the cases, the results are comparable. Considering all artificial and real datasets, the suggested algorithm provides an accurate number of clusters in maximum cases in comparison with all other mentioned algorithm and the value of MS reflects its adeptness in a quality cluster generation.
MOCK
The Pareto front of one of the 30 independent runs for each dataset is pictorially depicted from Figures 1-10 . The solution which is a part of the Pareto front is non-dominated by nature. The AC-EMODE algorithm does not emphasise on cluster accuracy. However, the clustering accuracy that has been achieved in two of the artificial datasets such as AD_3_2 and AD_4_3 are quite impressive. These two datasets conquer 100% accuracy for cluster generation. This result can be confirmed by referring to the centroids portrayed in Tables 10 and 11 , respectively. Figures 11-12 are there to give a visual description of the clusters that have been obtained by AC-EMODE and how it diverges from the actual cluster of these artificial datasets.
Analysing Tables 2-11 , this can be observed that taking three well defined objectives for clustering has a high impact on cluster number prediction and quality cluster generation. Considering all the above analysis, it is perceived that the proposed AC-EMODE can be accepted as an effective alternative for automatic data clustering.
Conclusions
In this paper, an AC-EMODE algorithm has been proposed. Here, three novel objectives are proposed for cluster evaluation. This multi-objective algorithm not only gives importance on the closeness of objects within a cluster and separation between the clusters but also gives equal importance to minimisation of number of clusters as the third objective that adds value to the compactness of each cluster. In addition to that, a unique procedure for selection of the best solution from the generated Pareto front has been illustrated in this paper. The best solution is extracted by considering the values of every objective with the help of fuzzy concept. The eight real datasets and two artificial datasets are used for performance measurement purpose and it is found that AC-EMODE outperformed all six metaheuristic processes with a significant margin. Most importantly, the centroids of each dataset have been provided, which substantiate the efficacy of AC-EMODE. The outcome for all of the ten datasets reveals the superiority of the proposed algorithm. All these comparisons of results lead to a conclusion that AC-EMODE can be considered as an effective alternative for data clustering.
