Abstract: Classification rules that incorporate additional information usually present in discrimination problems are receiving certain attention during the last years as they perform better than the usual rules. Fernández, M. A., C. Rueda and B. Salvador (2006) : "Incorporating additional information to normal linear discriminant rules," J. Am. Stat. Assoc., 101, 569-577, proved that these rules have lower total misclassification probability than the usual Fisher's rule. In this paper we consider two issues; on the one hand, we compare these rules with those based on shrinkage estimators of the mean proposed by Tong, T., L. Chen and H. Zhao (2012): "Improved mean estimation and its application to diagonal discriminant analysis," Bioinformatics, 28(4): 531-537. with regard to four criteria: total misclassification probability, area under ROC curve, well-calibratedness and refinement; on the other hand, we consider the estimation of the true error rate, which is a very interesting parameter in applications. We prove results on the apparent error rate of the rules that expose the need of new estimators of their true error rate. We propose four such new estimators. Two of them are defined incorporating the additional information into the leave-one-out-bootstrap. The other two are the corresponding cross-validation after bootstrap versions. We compare these estimators with the usual ones in a simulation study and in a cancer trial application, showing the good behavior of the rules that incorporate additional information and of the new leave-one-out bootstrap estimators of their true error rate.
Introduction
Consider the classical discrimination problem with two populations Π 1 and Π 2 . Denote the training sample from which the rule is built as M n = {(X i , Y i ), i = 1, …, n}, where X is the p-dimensional vector of classifiers and Y = 1, 2 is the binary variable identifying the population. Denote also as P XY the joint distribution of the vector (X, Y). With this scheme, a classification rule is an application :{ { 1,2 }} { 1,2 } p n p n R × × → R R that classifies a new observation p u∈R into one of the two available populations: R n (M n , u)∈{1, 2}. In applications it is usual that some additional information is available. Recent papers considering additional information issues are, for example, Lin et al. (2007) , Simmons and Peddada (2007) , Beran and Dümbgen (2010) and Oh and Shin (2011) . It is frequent that this information tells us that the observations from one of the populations, for example Π 1 , take higher (or lower) values than those coming from the other, i.e., Π 2 . The incorporation of this kind of information into the classification rule has been shown to improve the performance of the rule. To our best knowledge, the first paper in this line was Long and Gupta (1998) . More recently, Fernández et al. (2006) generalized and improved the results in that paper and proposed rules that take into account this additional information and have lower total misclassification probabilities (TMP) than the classical rules that do not consider this information. A good example of this situation appears in Section 5 where bladder cancer patients are known to usually take higher values in some variables (and lower in others) than healthy people. This information is then used to build a classification rule that outperforms Fisher's rule and that, as studied in Salvador et al. (2008) , has good robustness properties with respect to its theoretical assumptions. From now on, we will refer to these rules as restricted rules, as they come from order restriction information on the populations.
There are more rules proposed in the literature that may be compared with those in Fernández et al. (2006) . In this paper we compare the latter with those based on shrinkage estimators of the mean proposed by Tong et al. (2012) . The comparison is motivated by the fact that the restricted rules can also be viewed as "shrinkage" rules since they are based on projections, and projection is a contractive operator.
In this paper we will not only compare the behavior of the discrimination procedures through the TMP (which was the only criterion considered in Fernández et al.) . It is well known that there are some other ways of comparing the behavior of the procedures. For example, in medical classification problems, probabilistic classifiers are more frequently used than classification rules since they allow making complex clinical decisions. For probabilistic classifiers, it is frequent to use other measures such as the area under the ROC (receiving operating characteristic) curve, usually known as AUC (see, for example, Faraggi and Reiser, 2002; Pepe et al., 2004 , and references therein), or well-calibratedness and refinement, introduced and developed by Kim and Simon (2011) . All these measures will be considered in the comparison of the procedures.
Another key issue for a discrimination procedure is the evaluation of its performance for a given training sample. When TMP is considered, this is usually done by estimating the true error rate E n of the rule R n , which is the misclassification probability of the rule conditioned to the available training sample. Namely, E n = Error(R n ) = P XY (R n (M n , X)≠Y/M n ). The evaluation of the behavior of the rule using TMP, which is the expected, or unconditional, true error rate E(E n ), allows the study of global properties of the rule but not the evaluation of E n for a given sample M n .
The best way of estimating E n for a classification rule is to use an independent sample, usually called test sample. However, in practice it is common that the sample size is not large enough to split it into a training and a test sample as that would decrease the efficiency of the rule. For this reason, the estimation of E n for the usual rules such as Fisher's linear rule, the quadratic discriminant rule, the nearest neighbors rules or random forest rules, is a widely studied topic in the literature. Parametric and non-parametric estimators of E n have been proposed, and non-parametric estimators based on resampling have shown a good performance for the above mentioned rules. Schiavo and Hand (2000) summarizes the work made on this topic until that date. More recent references are, for example, Steele and Patterson (2000) , Wehberg and Schumacher (2004) , Fu et al. (2005) , Molinaro et al. (2005) , Kim and Cha (2006) or Kim (2009) . In this paper, we check that the usual estimators are not expected to work well for the restricted rules and tackle the problem of proper estimation of E n for the restricted rules defining new estimators that will also be useful when other performance measures, such as AUC, are considered.
The layout of the paper is as follows. In Section 2 we start reviewing the restricted rules defined in Fernández et al. and those in Tong et al. (2012) . In Section 3 we consider different performance measures and compare the behavior of the rules described in Section 2 with respect to those measures. Section 4 is devoted to the practical estimation of E n . A real data case dealing with bladder cancer is presented in Section 5. Finally, in Section 6 we discuss the results and summarize the conclusions.
Classification rules
In this Section we present the rules that will be compared throughout the paper. The rules that incorporate additional information defined in Fernández et al. are summarized in Subsection 2.1 and related to Fisher's discriminant rule and to those based on shrinkage defined in Tong et al., which are described in Subsection 2.2.
From now on, we assume two p-dimensional normal populations Π 1 and Π 2 with means μ 1 and μ 2 respectively, and common covariance matrix Σ. Using the notation given in the Introduction, we have that
Let us denote as j X the sample mean vector of the observations coming from population j (i.e.,
), for j = 1, 2, and S the pooled sample covariance matrix. If we denote as p u∈R a new observation to be classified, the optimal (theoretical) Bayes rule is:
where δ = μ 1 -μ 2 . Let us further assume equal a priori probabilities π j , j = 1, 2, so, from now on,
The usual linear classification rule, also known as Fisher's discriminant rule, is obtained replacing the unknown parameters μ 1 , μ 2 and Σ by their estimators 1 , X 2 X and S:
where 1 2 . X X δ= − As already mentioned, we will also assume that there is some additional information available on the problem being considered. For example, in medical contexts it is usual that patients take higher values in some variables (and lower in others) than healthy people. Mathematically, this information on the mean vectors can be incorporated using cones that restrict the parameter space. Namely, we assume that the difference between the mean vectors δ belongs to C, where C is a closed, convex, polyhedral cone in
For the two populations case, one of the most interesting cones is the positive orthant cone { : 0, },
where T is the subset of predictors for which the means of the two populations are known to be higher in the first of the two populations.
Generally speaking, polyhedral cones are widely used in restricted inference, because they cover the most interesting cases from a practical standpoint. Among these cones are the simple order cone
(where q is the number of illness levels with 1 denoting absence of illness or the control level), used when there is an increasing relation between the level of the illness and the predictors; the tree order cone
used when it is known that the level of the predictors increase when the illness is present but it is not sure that they increase when the severity of the illness increases; and the already mentioned positive orthant cone.
For more details on cones of restrictions and their geometry, the reader may consult Robertson et al. (1988) or Silvapulle and Sen (2005) .
Classification rules with additional information
In order to obtain a classification rule that incorporates the additional information available for the problem, Fernández et al. (2006) start rewriting rule (1) as
where c i = n i /(n 1 +n 2 ), i = 1, 2 and c = (c 1 -c 2 )/2. The new classification rule is then obtained replacing Σ by S, c 1 μ 1 +c 2 μ 2 by 1 1 2 2 c X c X + and the restricted parameter δ by an estimator that incorporates the additional information. To be more precise, δ is replaced by a member of the family , The estimator is proposed for fixed sampling size n j , j = 1, 2, for each population, and large dimension p. They construct a shrinkage-based discriminant diagonal rule replacing the population means by the proposed shrinkage means and considering a diagonal covariance matrix. The reason for considering a diagonal covariance matrix is the fact that, if p is greater than n j , j = 1, 2, singularity problems appear. To overcome these problems, Dudoit et al. (2002) introduced the diagonal linear discriminant analysis (DLDA), which, when the sample size is small, performed very well compared with more sophisticated classifiers in terms of accuracy and stability (Dettling, 2005; Lee et al., 2005) . The shrinkage mean-based diagonal linear discriminant analysis (SmDLDA) proposed by Tong et al. is based on the following shrinkage estimators for μ j , j = 1, 2:
where ˆo pt j r is the optimal shrinkage parameter estimation, S j the diagonal of the sample covariance matrix, j X the sample mean vector and j X the grand sample mean across all variables in population Π j for j = 1, 2:
Tong et al. show that SmDLDA outperforms DLDA in a wide range of situations when TMP criterion is considered.
In this section we compare the performance of Fisher, SmDLDA, R n (0) and R n (1) rules with regard to some of the most usual performance measures considered in practice, in scenarios similar to those in Tong et al. (with large p and not so large n), via a simulation study.
As already mentioned, we consider two populations Π 1 and Π 2 with multivariate normal distributions N p (μ 1 , Σ) and N p (μ 2 , Σ).
In the first scenario we assume an identity covariance matrix, i.e., Σ = I p . We consider μ 1 = (0, …, 0, μ 1, d+1 , …, μ 1, p ) and μ 2 = -μ 1 , where (μ 1, d+1 , …, μ 1, p ) is a random sample of size p-d from the uniform distribution U(0, 0.5). With these vector means, it is clear that we must focus on the positive orthant restrictions case, that is, δ µ µ
We consider two values of p (50 and 200) and two values of n = n 1 = n 2 (10 and 20). For each p, we consider six different values of d: 0, 0.1 × p, …, 0.5 × p. For each simulation, we generate a training set of size n and a test set of size 5n for each population Π j , j = 1, 2. We repeat the procedure 1000 times. To overcome the singularity of the pooled sample covariance matrix, all rules use as estimated covariance matrix the diagonal of the pooled sample covariance matrix, diag(S). The results for p = 50 are similar to those for p = 200, so we only include the results for p = 50.
The second scenario considers the case where the observations are correlated. Let the following block diagonal structure be the true covariance matrix:
where Σ ρ has the auto-regresive structure: 
TMP
The total misclassification probability (TMP), also known as misclassification rate or prediction error, is the probability that a new observation is misclassified. To approximate this value we use the proportion of misclassified observations over the total number of observations in the test sets.
The TMP values obtained for Fisher, SmDLDA, R n (0) and R n (1) rules are summarized in Figure 1 . As we can see in the figure, R n (0) takes the lowest TMP values for high values of d followed by R n (1), while for low values of d SmDLDA is the one that yields the lowest TMP values. These values are not far from those of R n (0) and R n (1), which take very similar TMP values.
For the second scenario, we can see that, except for ρ = 0, R n (0) takes lowest values with regard to the TMP, followed very closely by R n (1).
Other performance measures
As already commented in the Introduction, probabilistic classifiers that provide an estimate of the probability of membership in each class for new cases are often more useful than classification rules that just assign cases to a class. For this reason, in the construction of medical probabilistic classifiers, other performance measures than just the misclassification rates are used. In fact, one-dimensional summary measures such as the misclassification rate are rarely used in practice (Pepe et al., 2004) . Specifically, the most commonly used global index of diagnosis accuracy is the area under the ROC curve (AUC). Additionally, other measures such as well-calibratedness and refinement, introduced and developed by Kim and Simon, can be used.
In order to assess performance measures such as AUC, well-calibratedness and refinement, we need to transform the classification rules [Fisher, SmDLDA and R n (γ), γ = 0, 1] into probabilistic classifiers. Let f 1 and f 2 be the normal probability density functions of populations Π 1 and Π 2 . The optimal (theoretical) Bayes rule (1) is equivalent to
where p(u; μ 1 , μ 2 , Σ) is the predictive probability of class 1 for a new case u. The function 1 2 (.; , , ):
As we did in the previous section, in the rest of the paper we will continue assuming that 1 2 1 . and S, we obtain the restricted R n (γ) probabilistic classifiers, that we will denote as ( ) . n R p γ * For the simulations, as the dimension p is too high and it is not possible to estimate all values in S, we will replace S by diag(S).
AUC
The AUC is very frequently used in medical contexts as a measure for the effectiveness of diagnostic markers. In these contexts, a patient is assessed as positive or negative depending on whether the corresponding probabilistic classifier value ( ) p u is greater than or less than or equal to a given threshold value. For each thres hold value, there is a corresponding probability of a true positive (sensitivity) and a corresponding probability of a true negative (specifity). The ROC curve is a plot of sensitivity versus 1-specifity for all threshold values. The AUC of the empirical ROC curve for a probabilistic classifier p is the Mann-Whitney U statistic (cf. Pepe et al., 2006 ): 
Well-calibratedness and refinement
A probabilistic classifier p is well calibrated if for any predictive probability w, 0 < w < 1, ( 1| ( ) ) . P C p u w w = = = That is, the proportion of the cases that the probabilistic classifier predicts with probability w are actually class 1, is w.
A probabilistic classifier is refined if the predictive probabilities w tend to be close to 0 or 1. Refinement is defined as the expected value of
with respect to the predictive probability w. To assess the calibration and refinement, Kim and Simon define two measures: calibration score (CS) and refinement score (RS). First, let us first partition the unit interval into m equal subintervals or bins
For each bin B k , let q k be the proportion of predictions w that fall into B k , r k the relative frequency of predictions in B k for class 1, and u k the center point of B k . Then
.
The results of the simulations conducted to compare ,
n R p * with regard to wellcalibratedness and refinement appear in Figure 3 .
From this figure, it is clear that, again, takes lowest refinement scores for low values of d and ρ. As a final conclusion for this Section, we can say that, even in high dimensional data with small sample size problems, R n (0) and R n (1) compete well with SmDLDA outperforming it in a number of configurations. We also think that the fact that the estimators used in restricted rules are motivated by the additional information available on the problem to be considered can be seen as a conceptual advantage over the "blind" shrinkage estimators considered by SmDLDA.
Practical estimation of true error rate
In the previous Section we considered the evaluation of the global (unconditional) performance of the discrimination procedures. As mentioned in the Introduction, in practice it is necessary to evaluate the behavior of the discrimination procedure for a given training data set. The best way of performing this conditional evaluation would be to have an independent test data set. However, in practice it is not common to have this second data set, so estimators of performance measures not based on the existence of the test set have been developed. Many of these procedures are, in one way or another, based on the resubstitution error also called apparent error rate. The resubstitution estimator or apparent error rate, APP, estimates the true error rate E n as the proportion of observations in the training sample that are wrongly classified by the rule. It is well known (see, for example, McLachlan, 1976 , or Efron, 1983 that APP is a biased estimator that underestimates the true error rate because the training sample data are used twice, both to build the rule and to check its accuracy.
We start this Section by describing, in Subsection 4.1, the most usual procedures designed to correct the bias of APP. Then, in Subsection 4.2 we prove a property of the APP of the restricted rules that expose that the APP of these rules does not behave in the same way than that of Fisher's rule. For this reason, the usual correction procedures cannot be expected to perform well. Consequently, in Subsection 4.3 we give new proposals for the estimation of the true error rate for the restricted rules. Finally, in Subsection 4.4 we show how these estimators perform via a simulation study.
Notice that these estimators can also be useful for other performance measures such as AUC since the estimation of these measures can be based on the computation of misclassification probabilities (1-specificity and 1-sensibility).
Usual resampling based estimators
There are many non parametric estimators for the true error rate of a classification rule based on resampling techniques. In this subsection we describe the most usual ones.
The cross-validation, or leave-one-out, method was proposed in Lachenbruch and Mickey (1968) . With this method one of the observations in the training sample is left out, then the classification rule is computed and the excluded observation is classified. This is repeated with each of the observations in the training sample. Then the cross-validation error, CV, is just the proportion of observations misclassified using this procedure. It is well known that this estimator has lower bias than APP.
Efron shows that CV has a low bias but a not so low variability and proposes estimators based on the bootstrap methodology. Let us denote as P X Y X Y n * * = = with s, i∈{1, …, n}). The probability that an observation from the original training sample is not included in the bootstrap training sample depends on n and is approximately 0.368. The bootstrap version of the classification rule is the rule based on the bootstrap training sample. From this methodology Efron proposes several ways of estimating the classification error. We consider two of them: the leave-one-out bootstrap (LOOBT) and the bootstrap 632 (BT632).
For the LOOBT estimator, B bootstrap training samples are considered and B bootstrap versions of the classification rule are obtained. Then each of these rules is used for classifying the original observations not belonging to the corresponding bootstrap training sample. Finally, LOOBT is the proportion of observations not correctly classified using this procedure. Efron notices that LOOBT tends to overestimate the true error rate and then proposes BT632 = 0.368‧APP+0.632‧LOOBT. In certain cases the value of APP is close to 0 (overfitting) so that BT632 is close to 0.632‧LOOBT and the true error is underestimated. For these situations with high overfitting, Efron and Tibshirani (1997) propose the bootstrap 632+, defined as BT632+ = (1-α) APP+αLOOBT, with α > 0.632. In Section 4.2 we will see that APP for rules R n (γ), γ∈[0, 1], is higher than APP for Fisher's rule. Consequently, the overfitting problem for these rules is less important and we do not consider BT632+ in our study.
More 
Theoretical results for the APP of restricted rules
Here we obtain some properties of APP for the restricted rules. In particular, in Theorem 1 we prove that APP is less optimistic for the rules R n (γ), γ∈[0, 1], than for Fisher's rule. The proof of the Theorem is deferred to the Appendix in order to improve the readability of the paper. The result will be proved for known Σ. Under this condition a simple transformation allows us to further assume that Σ = I. Recall also that throughout the paper equal a priori probabilities are being considered. In these conditions, the apparent error rate of rule R n (γ), γ∈[0, 1], is (App(γ)+APP 2 (γ))/2, where 
E(APP(γ)) ≥ E(APP(0)) ≥ E(APP(Fisher)).

Remark 2 In Fernández et al. it is proved that, if n 1 = n 2 , the true error rate of rules R n (γ), γ∈[0, 1], is lower than that of Fisher's rule. Moreover, in all simulations performed the true error rate of rules R n (γ), is higher than their expected apparent error rates. As from Theorem 1, E(APP(γ)) ≥ E(APP(Fisher)), this suggests that if n 1 = n 2 the bias of APP for rules R n (γ), γ∈[0, 1] is lower than that for Fisher's rule.
A possible explanation for this is that the restricted rules are less dependent on the training sample values than Fisher's rule, as they are built not only using the training sample but also the additional information available for the problem.
Consequently, the usual procedures designed to correct the bias of APP cannot be expected to perform well. This points to the need for new estimators of E n , specific for these restricted rules.
New proposals
In this subsection we propose new true error rate estimation procedures based on resampling techniques for the restricted rules. These methods modify LOOBT and BCV to make them able to cope properly with the information included in the rule. We will denote as BT2 and BT3 the methods generated from LOOBT, and BT2CV and BT3CV the ones coming from BCV.
The additional information we are considering can be written as δ = μ 1 -μ 2 ∈C, where
is the appropriate cone of restrictions. Let us denote as C the following random cone generated by 1 2 :
The true error rate estimator BT2 is computed in a way similar to LOOBT but considering bootstrap classification rules generated using projections onto cone C instead of C for each bootstrap training sample. In The heuristic under BT2 is that the "bootstrap world" should mirror the "real world". In the "real world" the original training sample M n is obtained from the populations Π j , j = 1, 2, that verify δ = μ 1 -μ 2 ∈C. In the "bootstrap world" the population is M n , which verifies 1 2 . X X C δ= − ∈ Therefore, the bootstrap versions of the rules should be obtained replacing the cone C by . C Our second proposal to use the additional information in a way that the "bootstrap world" imitates the "real world" is to adapt the original training sample, instead of modifying the cone, as follows.
Assume that the original training sample M n does not verify the restrictions, i.e., µ µ δ * * * − = − = ∈ Now, the proposed estimator of the true error rate, that we denote as BT3, is LOOBT replacing the original training sample by the transformed one. In this way, the bootstrap samples are extracted from populations that verify the same property that is fulfilled by the populations from which the original training sample is extracted.
We also consider cross-validation after bootstrap versions of BT2 and BT3. They are denoted as BT2CV and BT3CV, respectively.
Estimators behavior: simulation study
The behavior of an estimator Ê of the true error rate E n is analyzed through the distribution of the random variable ˆ. n E E E − As usual, this measure can be decomposed in a variance and a bias component:
In this section we conduct a simulation study to compare the behavior of the estimators APP(γ), CV(γ), LOOBT(γ), BT632(γ), BCV(γ), BT2(γ), BT3(γ), BT2CV(γ)
and BT3CV(γ) of the true error rate E n (γ) of the restricted classification rules R n (γ).
The purpose of this study is to propose a reasonable estimator of E n (γ) when the training sample does not fulfill the restrictions. For simplicity we consider p = 3 and identity covariance matrix and study the positive orthant restrictions case, i.e., 3 3 { : 0, 1,2, 3}.
We generate training samples of size n 1 = n 2 = 10, from populations Π 1 , N 3 (δ, Σ), and Π 2 , N 3 (0, Σ), for different values of δ and Σ. Since in practice sample sizes and covariances are usually larger, we have also run the simulations with bigger sample sizes (n 1 = n 2 = 50) accordingly rescaling the covariance matrix, obtaining similar results. The simulations were performed for many values of δ both in the interior of the cone and on the frontier of 3 O + and for several values of Σ.
However, since there was no significative variation in the results, in order to save space we only present here the results obtained for Σ = I and when δ is the vertex of the cone (0, 0, 0) or it is in the interior of 3 . O + To be more precise, we show the results for values of δ in the diagonal direction of the cone, i.e., δ = λ(1, 1, 1) with λ ≥ 0. The values of λ have been chosen so that ||δ|| 2 = 0, 0.25, 0.5, …, 2.5. Notice that the values considered cover the situations where discrimination is easy since the distance between the means ||δ|| 2 is large, and others where the samples from the populations are much more likely to overlap. Larger values of ||δ|| 2 are not given since for those values the restrictions are almost always fulfilled and therefore the true error estimation procedures are equivalent.
For each scenario, we generate 1000 training samples for which the rules R n (γ), with γ∈{0, 0.5, 1}, are determined. For each of these three rules we compute APP, CV, LOOBT, BT632, BCV, BT2, BT3, BT2CV and BT3CV. The number of bootstrap replicas considered for the estimators involving bootstrap was B = 100. The true error rate E n for each training sample was computed using a test sample with 1000 observations from each of the two populations. Using this procedure we have 1000 values of the deviation distribution of each of the 9 error estimators. 
Again, in order to save space, as the results obtained for the three classification rules were similar, in Table 1 we only present the values for γ = 1. For each value of ||δ|| 2 , the two lowest values of ( ) A E appear in bold. Notice that the lowest values are the ones for BT2 and BT3 for almost all values of ||δ|| 2 . In Figure 4 we represent the values of ( ) A E and ( ) B E depending on ||δ|| 2 for the nine estimators of the true error rate that we are considering. As in other simulation studies, APP generally has the largest negative bias, CV has the lowest bias but it is the one with highest variance, and LOOBT shows a positive bias. Estimators BCV, BT2CV, BT3CV and BT632 exhibit a negative bias. The new estimators proposed in this paper BT2 and BT3, which modify the bootstrap in order to cope with the additional information incorporated to the rules, have similar behavior. This is somehow surprising since they are based on very different ideas. They are also the best estimators of the true error rate for the smallest values of ||δ|| 2 . These are obviously the most interesting situations in practice, as they correspond to scenarios where the discrimination is more difficult and where the additional information is more likely to play a key role in the rule.
In order to have a more thorough idea of their behavior, we also obtained kernel estimators of the density of the deviation distribution for each of the nine estimators of E n . The kernel density estimators corresponding to scenario ||δ|| 2 = 0.3 for the new estimators proposed in this paper, namely BT2, BT3, BT632, BT2CV and BT3CV, are represented in Figure 5 . From this figure it is clear that the kernel estimators for BT2 and BT3 have the lowest values of bias and variance among the five represented in the graph. The estimators BT2CV and BT3CV have a similar variance component but are much more biased, while the BT632 has a higher variance component than the rest.
Therefore, we conclude with the recommendation of BT2 and BT3 as estimators of the true error rate of the restricted rules.
Application: bladder cancer data
The data considered in this application come from a bladder cancer project aimed to select classifiers in the context of an in vitro diagnostic tool for the disease. Our industrial and pharmaceutical partners in this research are Proteomika S.L. and Laboratorios SALVAT, S.A. For intellectual property reasons, the names of the proteins used in this study are not disclosed in the paper.
Patients were classified in five levels based on cytoscopy. First level is control level (i.e., negative result of cytoscopy, therefore considered as absence of bladder cancer) and the other four are denoted as Ta, T1G1, T1G3 and T2, each of them corresponding to increasingly advanced levels of cancer. This combines the TNM staging (see UICC, 2009 ) and the grading. To be more precise, stage T describes the size of the tumor and whether it has spread and grade G refers to the appearance of the cells under the microscope. For this application, and in order to keep the populations balanced we will consider the control level as population Π 1 and levels T1G3 and T2 as population Π 2 .
As usual in this kind of research, an initial database was provided. The purpose of this pilot study was to confirm or discard the associations among the proteins and the illness in order to establish a larger multicenter study. The data set D 1 contained information on 41 patients from Π 1 and 32 from Π 2 and 11 proteins together with the real stage of the illness the patients belonged to. This is the initial data set and the one we will use to build the rules. In the usual statistical terminology this is the training set.
We started considering all 11 available proteins but we obtained that, when these proteins were used together for classifying, the results were not as good as when a smaller number of proteins was considered. This was confirmed when simple studies made using t-tests told us that not all proteins were relevant. Moreover, our industrial and pharmaceutical partners informed us that, based on previous knowledge, three of the 11 proteins were expected to be more informative than the rest. Therefore, based on that previous knowledge and on the results of our studies, we decided to use four proteins in this study to discriminate among Π 1 and Π 2 . It is clear that this sort of selection procedure can only be done when there is some prior information and the total number of variables is small. Obviously, we are aware that nowadays in many disciplines it is common to collect high dimensional data in a limited number of samples, and it becomes necessary to use variable selection algorithms. This is a very important issue that will be considered further in the discussion Section.
We will denote the four proteins selected as P 1 , P 2 , P 3 and P 4 . For each of these four proteins it was expected that higher values on the proteins were related to more advanced stages of the illness, i.e., δ = μ 2 -μ 1 ∈O + . As usual, the values of the proteins levels have been transformed logarithmically so that the variables are approximately normally distributed. The mean values in each of the populations and the pooled covariance matrix obtained from this data set appear in Table 2 . From this table it is obvious that the additional information was not fulfilled by the training set so the classifications rules R n (γ) are relevant in this problem. Table 3 contains the values for the restricted estimator γ δ * appearing in these rules for γ∈{0, 1}. We use this data set D 1 as a training set to build the rules. In this bladder cancer research, a second data set D 2 containing measures on the same 11 proteins and the real illness stage for a different set of 118 patients was received in a later stage. We use this second set D 2 as a test set.
Before obtaining an estimator of the true error rate of the rules, it will be useful to compare the 4 rules considered in the paper with regard to the performance measures introduced in Section 3. Rules are built from D 1 and evaluated with D 2 .
We can see in Table 4 that R n (1) takes the lowest calibration score. Refinement scores are very similar for all the rules, being R n (0) the one that takes the lowest value.
In Figure 6 we represent the ROC curves for the rules built from D 1 . We can see that the best ROC curve is that of R n (1). Consequently, R n (1) has the largest AUC (see Table 4 ).
We use D 2 set as a test set in order to obtain an estimator of the true error rate of the rules. In this way we will be able to compare the estimators of the true error rate previously defined with another value obtained from an independent sample and evaluate the behavior of the true error rate estimators in this application. Table 5 contains the results obtained with the nine estimators of the true error rate considered in the paper and the independent estimation obtained from D 2 . The bootstrap values have been obtained generating B = 100 bootstrap samples as in Subsection 4.4. There are several questions that are worth noticing. One of them is the fact that, as mentioned in Subsection 4.2, APP increases with γ, which is logical since the rules with higher values of γ are less dependent from the original training sample. Moreover, for the data in the application, APP is higher than the independent estimation of the true error obtained from D 2 for rule R n (1). This is not usual for Fisher's rule although it may happen more frequently for the restricted rules since APP usually increases and the true error decreases with γ. Notice, however, that from the results obtained in the simulations Section APP still has a negative bias as estimator of the true error rate. We can observe that, even in this not standard case, the BT2 estimator, which had the second best behavior in the simulations, has a very good performance for the values of γ considered.
In conclusion, we can see that, as in previous Sections, the combination of rule R n (1) with the estimator BT2 yields good results in this case.
Discussion
In the classical problem of discrimination between two normal populations with equal covariance matrices, Fernández et al. defined new classification rules that take into account the additional information that is frequently available in classification problems (restricted rules) and showed that these rules have lower misclassification error than the usual Fisher's rule. These rules, that we denote as R n (γ), γ∈[0, 1], are obtained from Bayes rule considering estimators of the mean vector of the populations that take into account the additional information of the problem by projecting the sample means on the cone defined by the additional information.
As projection is a contractive operator, these restricted rules can be viewed as shrinkage rules. Tong el al. have recently proposed to consider James-Stein type shrinkage estimators of the means to define discrimination rules known as SmDLDA rules. Considering scenarios similar to those in Tong et al., we have compared, via a simulation study, the performance of the restricted rules R n (γ) with that of SmDLDA and Fisher's rule using several of the most common criteria used in the literature. The criteria considered are the total misclassification probability (TMP), the area under ROC curve (AUC), the refinement (RS) and the wellcalibratedness (CS). The results obtained show that the restricted rules compete well with SmDLDA, even for high dimensional situations, under any of the four criteria considered, showing better performance under many of the conditions considered in the simulations. The restricted rules also have the advantage that the shrinkage in these rules is not "blind" but motivated by the information at hand.
Another important issue for any classification rule is the estimation of the true error rate, i.e., the error rate of a given training sample. This problem has not been considered so far for the restricted rules. In this paper we check that the apparent error rate (APP) as estimator of the true error rate of the restricted rules has a different behavior than that of Fisher's rule. Namely, in Theorem 1 we prove that the expected apparent error of these rules is higher than that of Fisher's rule. As the true error rate of Fisher's rule is higher than that of the new rules, this means that these new rules do not suffer so much overfitting as Fisher's rule. Consequently, the usual procedures that try to reduce the bias of APP for estimating the true error rate such as CV, LOOBT, BT632 or BCV do not work as well as they should, and new estimators for the true error rate, specific for the restricted rules, are needed. We consider two methods based on different bootstrap procedures that take into account the additional information available on the problem. The first one, that we denote as BT2, adjusts the cone of restrictions to the training sample while the second one, denoted as BT3, adjusts the training sample to the cone of restrictions. The corresponding cross-validation after bootstrap versions of these procedures, BT2CV and BT3CV, are also considered.
Based on a simulation study we check that the new procedures BT2 and BT3 generally perform better as estimators of the true error rate, E n , than the usual estimators designed for rules that do not account for additional information. Their performance is especially good for situations where the populations are not too separated. This is the scenario where the new rules are more interesting since it is the case where training samples not fulfilling the restrictions are more likely to appear.
We can also notice that for these rules it is not necessary to perform cross-validation after bootstrap, since BT2CV and BT3CV do not behave better than BT2 or BT3. Therefore, we conclude with the recommendation of estimators BT2 and BT3 to evaluate the true error rate of the discrimination rules defined in Fernández et al. (2006) .
All the work in this paper has been applied to a real bladder cancer project. Four rules have been considered [Fisher's, SmDLDA, R n (0) and R n (1)]. We observed that R n (1) is the one with best behavior with respect to three of the four evaluation measures considered (namely, true error rate, area under ROC curve and calibration score) and that all four rules have similar results for the refinement score. We also compared the estimations of the true error rate for the new estimators proposed and we exposed the good behavior of the new estimator BT2 for the restricted rules R n (0) and R n (1).
There is still work to be done for the restricted rules. A very important issue for a rule is variable selection. In many disciplines high dimensional data with small sample size are collected. These cases highlight the need for variable selection algorithms, with which to perform some kind of general variable selection strategy. A good recent proposal is that of Graf and Bauer (2009) , who perform model selection based on FDR-thresholding optimizing the area under the ROC curve. We think that this proposal may be very useful for restricted rules. In any case, this is a very interesting area that we will explore in future works. 
