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ABSTRACT

Two-dimensional (2D) materials have attracted tremendous research interest, as they offer novel
physics, facile visualization by electron and scanning probe microscopy, and the potential to
become next-generation electronic materials, all due to reduced dimensionality. Large-area 2D
single crystals are needed for both fundamental scientific experiments and electronic device
applications. New methods need to be developed to exploit state-of-the-art microscopy in the
scientific investigation of 2D materials. Mechanisms behind the behavior of 2D-material based
devices need to be resolved and new device concepts and applications need to be explored. This
dissertation addresses these three aspects of 2D materials research.
Using chemical vapor deposition growth of graphene on copper as a platform, the first part of my
research in this thesis demonstrates a facile method involving a simple in-situ treatment of the
copper catalytic substrate right before the growth that results in mm-sized graphene single
crystals, elucidating the key factors of achieving large-area 2D single crystals.
The second part of this work developed experimental methods to resolve important issues
in 2D materials research by employing modern transmission electron microscopy. Here, a
method has been developed to determine the edge orientation and termination without imaging
the edge down to the atomic scale of monolayer hexagonal boron nitride (h-BN), enabling a
direct comparison to theoretical predictions. Another important issue in 2D materials research is
the determination of the layer count and its lateral spatial uniformity. In this work, a method is
developed to map the layer count of a 2D material at nanometer-scale lateral resolution over
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extended areas, utilizing a combination of mass-thickness mapping offered by STEM and
element-specific quantization afforded by electron energy loss spectrum (EELS) mapping.
The last part of this thesis work unravels the multiple mechanisms behind the behavior of
field effect transistors (FETs) based on PdSe2. The change in device behavior in early reports
from ambipolar to n channel was puzzling. As commonly encountered in device research, many
factors, including channel material properties, defects, contaminants, and contact effects, are
almost always entangled. Here, I use multiple control devices to unravel various mechanisms and
provide consistent explanations for device behvior variations.
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CHAPTER 1
INTRODUCTION

1

1.1

Brief history of two-dimensional materials

The research domain of two-dimensional materials (2D) has expanded rapidly since 2004, when
the monolayer graphene was first isolated from bulk graphite, under ambient conditions. 1 Before
this discovery, the common wisdom was that 2D materials cannot exist in free-standing form
thermodynamically, and only serve as a building block for their three-dimensional (3D)
counterparts.2 Interestingly, monolayer graphene and hexagonal boron nitride (h-BN) have been
synthesized and extensively studied on 3D transition metals substrates in ultra-high vacuum
environments earlier,3 but those 2D films were never isolated from their parent 3D substrates,
under ambient environment. Initial samples of monolayer graphene were prepared by the scotch
tape-assisted exfoliation of graphite and then transferring the resulting exfoliated flakes onto
silicon-dioxide/silicon (SiO2/Si) substrates.1,4 It is worth mentioning here that the thickness of
SiO2 on Si has also played a crucial role in the first identification of monolayer graphene. 5 Under
visible light illumination, monolayer graphene exhibits a weak interference-like contrast on a
SiO2 film of critical thickness.5 This distinction between monolayer graphene and the underlying
SiO2/Si diminishes if the thickness of SiO2 deviates slightly from the critical values.5 The initial
samples of exfoliated monolayer graphene exhibited surprisingly higher crystal quality and
showed charge carrier mobilities on the orders of several thousand even at ambient temperatures.
1,4

Graphene is a semi-metal with its charge carriers naturally confined in 2D. 1,2 The fact that

high-quality samples can be prepared even by a simple scotch tap-assisted exfoliation, opened a
new avenue to study the interesting physics of 2D electron gas, 6 , 7 which was previously
restricted to the interfaces of III-V heterostructures only. 8 This scheme of exfoliation-from-alayered-3D-compound has been applied to other materials as well, e.g., hexagonal boron nitride
(h-BN),4 molybdenum disulfide (MoS2),4 Niobium diselenide (NbSe2),4 black phosphorus,9 and
2

more recently to even Antimony.10,11 To date, the study of the existence of various materials in
2D form remains a topic of intense theoretical and experimental research. 12 On the experimental
side, much progress has been made in the large-scale synthesis of high-quality crystals of 2D
materials especially monolayer graphene13 and h-BN.14 This rapid progress in the realm of 2D
materials eventually led to a Nobel Prize in 2010.
1.2

Graphene

Graphene is an atomically thin arrangement of carbon atoms in a honeycomb lattice. 2 It is the
symmetry of this lattice which gives rise to some unusual electronic properties that are not
encountered in conventional 3D semiconductors. 15 , 16 Each carbon atom in graphene is sp2
hybridized, forming three sigma (σ) bonds with the three nearest-neighboring carbon atoms. 17,18
The remaining 2pz orbitals on each carbon atom that lie perpendicular to the honeycomb lattice
do not take part in sp2 hybridization and form π bonds.17 It is the presence of sp2 hybridization,
which gives rise to a planar structure of graphene.18 Fig. 1-1a shows a honeycomb lattice of
graphene, which is in fact composed of two equivalent hexagonal sub-lattices labeled as “A” and
“B.”15,17 The dashed rhombus in Fig. 1-1a containing two carbon atoms is the unit cell of the
honeycomb lattice, with a1 and a2 as the basis vectors.17,18 The C-C bond length in graphene is
1.42Å which translates to an in-plane lattice constant of 2.46Å.18 Fig. 1-1a also shows two high
symmetry directions in this lattice, labeled as “zigzag” and “armchair” and separated by an angle
of 30°.18 Fig. 1-1b shows a reciprocal lattice corresponding to the hexagonal Bravais lattice in
Fig. 1-1a.17,18 The hexagonal contour in Fig. 1-1b shows the first Brillouin zone corresponding to
the basis vectors b1 and b2.17,18 The crystallographic letters Γ, K, K’ and M, represent high
symmetry points in the Brillouin zone. The two in-equivalent crystallographic points K and K’ at
the corners of the first Brillouin zone have an important significance in determining the
3

Figure 1-1. Graphene lattice in real and reciprocal space. (a) Honeycomb lattice in real space.
The dashed rhombus shows the unit cell of hexagonal Bravais lattice consisting of two carbon
atoms “A” and “B” (b) Reciprocal space lattice corresponding to the hexagonal Bravais lattice
in (a). The solid contour shows the first Brillouin zone, while the crystallographic letters Γ, K,
K’ and M signify high symmetry points.
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electronic properties of graphene as explained next. Fig. 1-2 shows a complete band structure of
graphene in 3D.18 The right portion of Fig. 1-2 shows the zoom-in of the band structure at one of
the corner points K of the first Brillouin zone. Clearly, at low energies, the energy bands are
linear and meet at the corner point K. This unusual behavior implies that graphene is a zerobandgap semiconductor, and the charge carrier density in graphene can be changed continuously
from electrons to holes or vice-versa by an external electric field.1,4,6,7,15,16,18 The energydispersion relation in the vicinity of the corner points K or K’ can be written as: 𝐄± ≈ ±ℏ𝑣 q
where v =

, c is the speed of light in vacuum, q=k-K is a momentum relative to the corner

points, and k is the crystal momentum in 2D space.6,7,15,16,18 In conventional 3D semiconductors,
e.g., Si, the energy-dispersion relation resulting from the solution of Schrodinger equation is
quadratic.15,16,19 It implies that charge carriers behave as having an effective mass “me” and under
the influence of an external force move with an effective velocity “v” that is dependent on their
effective mass “me” and crystal momentum “k” as v =

𝐤

. In case of graphene, the remarkable

result is the appearance of linear energy-momentum dispersion that entails that the charge
carriers in graphene behave effectively as massless-relativistic particles. 15,16 This is because the
linear dispersion results from a Dirac-like Hamiltonian in 2D, and the later is used to describe the
behavior of relativistic particles.15,16 The corner points K and K’ of the first Brillouin zone,
where the energy bands meet are known as Dirac points, and linear-energy bands in the vicinity
of these points are referred to as Dirac cones.18
1.3

Hexagonal boron nitride

In terms of the structural arrangement of atoms, bulk-h-BN is analogous to graphite in that it is
composed of 2D sheets held together by weak van der Waals forces. 20 Fig. 1-3 shows the real
5

Figure 1-2. Complete bandstructure of graphene in 3D. The energy bands meet at the corners of
the first Brillouin zone, i.e., K and K’. Zoom-in of the band structure near the vicinity of corner
point K reveals that the energy bands are linear, at low energies. Reprinted with permission from
ref. 18. Copyrights 2009 American Physical Society.
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Figure 1-3. Real space lattice of monolayer h-BN. The two sub-lattices in monolayer h-BN are
occupied by alternating boron and nitrogen atoms. Dashes rhombus shows the unit cell of the
hexagonal Bravais lattice containing boron and nitrogen atoms.
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space lattice of a monolayer h-BN. Akin to graphene, monolayer h-BN has a honeycomb lattice,
but with an important difference that the two sub-lattices are now non-equivalent, and are
occupied by alternating Boron and Nitrogen atoms that gives rise to nonequivalent atomic
potentials with the result that monolayer h-BN is an insulator.21 Also, due to the presence of two
nonequivalent sub-lattices, the top and bottom zigzag edges in the honeycomb lattice shown in
Fig. 1-3 are terminated by Boron and Nitrogen atoms. The dashed rhombus in Fig. 1-3 shows a
unit cell of monolayer h-BN, containing Boron and a Nitrogen atom. The boron-nitrogen bond
length in case of monolayer h-BN is 1.45Å that translates to in an in-plane lattice constant of 2.50
Å, a mismatch of 1.8% relative to graphene.21
Due to the insulating behavior and 2D nature of h-BN, thin flakes having thicknesses on
the orders of tens of nm serve as an excellent atomically-flat substrates to reduce corrugations
and increase charge carrier mobilities of graphene, compared to conventional SiO 2/Si
substrates.22,23,24 Also, thin flakes of h-BN having thicknesses of 1-2 nm serve as an excellent
tunnel dielectric in 2D-to-2D tunneling devices. 25,26,27
1.4

Research motivation and goals

As mentioned earlier in the introduction that graphene has some excellent material properties,
and in order to bring graphene closer to commercial applications, methods for its growth of the
large area, high-quality crystals are highly desirable. Towards that goal, chemical vapor
deposition (CVD) is one such method that has recently received much attention for the
synthesisof large area, monolayer graphene crystals on copper. 28,29 In this thesis, a simple method
for the CVD growth of mm-sized graphene single crystals will be presented that involves a brief
in-situ pretreatment of copper foils.

8

The hetero-interfaces of crystalline materials is an interesting research ground to search
for exotic materials behavior, because sometimes an interesting physics arise, unique to a
particular interface.30,31 The in-plane interface of zigzag-oriented monolayer graphene and h-BN
is predicted to be spin polarized.32,33 In order to realize such heterointerfaces with precise edge
orientations, it is important to first study the edge orientations of individually grown materials as
crystals. In this thesis, an electron microscopy-based method will be presented to study the edge
orientations of the CVD-grown, triangular-shaped, monolayer crystals of h-BN.
As mentioned earlier in the introduction, due to its insulating and inherent 2D nature, one
of the emerging applications for few-layer h-BN is a tunnel dielectric in 2D-to-2D tunneling
devices.25,26,27 Such devices require h-BN of uniform thickness. As will be explained later in this
thesis, the currently available characterization techniques lack adequate spatial resolutions, to
detect non-uniformity in the layer count of CVD-grown 2D material films, at a spatial resolution
of hundreds of nm. To overcome this limitation, two complementary and corroborating electron
microscopy based techniques will be presented, to map out the layer count of few-layer h-BN
films at a spatial resolution of tens of nm.
Apart from graphene, the research field of 2D materials has expanded into the study of
other layered materials as well, with most notable being the family of transition metal
dichalcogenides.34 While the most well-studied members of this family are MoS 2 and WS2,34 the
other less-studied members of this family are gaining attention as well. 35 Recently few-layer
palladium diselenide (PdSe2) has been exfoliated from the bulk flakes. 36,37 The as-fabricated
field-effect transistors (FETs) based on PdSe2 as a channel showed ambipolar conduction.36,37
After low-temperature vacuum annealing, the PdSe2 FET devices showed predominant n-type
conduction,36 but the underlying reason for this shift in the device behavior after annealing is not
9

known. In this thesis, control FET device studies are conducted to reveal that few-layer PdSe 2 is
an intrinsic n-type semiconductor, and the ambipolar device behavior observed in earlier
reports36,37 was extrinsic, which got introduced unintentionally during device processing.
1.5

Outline of the dissertation

Chapter 2 is dedicated to the survey of the experimental methods and techniques used to
undertake the research described in this dissertation. Chapter 3 describes the CVD growth of
single crystals of monolayer graphene on the re-solidified copper surface. Chapter 4 details an
electron microscopy-based method to deduce edge orientations of triangular-shaped crystals of
monolayer h-BN. Chapter 5 is dedicated to the description of two complimentary electron
microscopy-based techniques to map-out the layer count of CVD-grown few-layer h-BN at a
higher spatial resolution. Chapter 6 explains the fabrication and testing of few-layer PdSe 2 FET
devices to reveal the intrinsic n-type nature of as-exfoliated few-layer PdSe 2 flakes. Chapter 7
summarizes the key contributions of this thesis to the research domain of 2D materials.
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CHAPTER 2
SURVEY OF THE EXPERIMENTAL TECHNIQUES
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2.1

Material synthesis
2.1.1

Chemical vapor deposition

Chemical vapor deposition (CVD) is a commonly used technique in the semiconductor industry
for thin film deposition of semiconductors. 1 In this process, precursors in the form of gases or
vapors are transported by a carrier gas to a reaction chamber,1 as shown in Fig. 2-1. Some
fraction of the precursors along with the carrier gas, diffuse to a catalytic substrate which is held
at a certain temperature. Based on the designed chemistry of precursors, a chemical reaction
takes place at the surface of the substrate, and a thin film of resulting material gets deposited.
The by-products of chemical reaction in the vapor phase are carried away by the carrier gas. If
the entire reaction chamber is heated externally, e.g., by a furnace, the scheme is known as hotwall CVD. On the other hand, if only the substrate is heated locally, while the chamber walls are
kept at a lower temperature, the process is known as cold-wall CVD. The deposition can be
carried out either at atmospheric pressure (APCVD) or low pressure (LPCVD). 1 Sometimes the
target substrate for deposition is thermally unstable at higher reaction temperatures involved in
the CVD process. In that case, plasma is introduced in the CVD process to help pyrolyze the
precursors at lower temperatures. This technique is known as plasma enhanced chemical vapor
deposition (PECVD).1
The CVD furnace used in this study is shown in Fig. 2-2. It is essentially a PECVD a
system which in this study was operated in a hot-wall APCVD mode. A 2’’ diameter quartz tube
serves as a reactor, which is heated externally by the furnace. The copper foils which serve the
dual purpose of catalyst, as well as deposition substrates, are usually placed in a quartz boat, at
the center of the furnace. The upstream of the furnace is fed by carrier gases, i.e., hydrogen and
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Figure 2-1. Chemical Vapor Deposition. A schematic diagram showing a process of CVD. A
carrier gas transports precursor gases or vapor into a reactor, where they diffuse to a substrate.
As a result of a chemical reaction that takes place at the surface of the substrate, a thin film of
material gets deposited. The by-products are carried away by a carrier gas.
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Figure 2-2.
2. Photograph of a hot
hot-wall
wall CVD system used for the growth of graphene and h-BN.
h
The reactor is essentially a long quartz tube that is heated externally by a furnace.
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argon. The mass flow controllers control the flow rates of gases. Hydrogen serves as a dual role
in the CVD growth of graphene2 and h-BN3 on copper. It not only keeps the copper surface clean
by reducing any surface oxide back to pure copper but also a controlled amount of hydrogen
during growth regulates the film thickness to strictly monolayer by etching away any extra active
species that can otherwise contribute to the growth of more than layer.2 For the CVD growth of
graphene, highly diluted methane balanced with argon serve as a carbon source. 4 At a
temperature of 1000°C and above, methane decomposes into carbon radicals on the copper
surface that rearrange into graphene.5 For the CVD growth of h-BN, Ammonia-Borane complex
(BH3-NH3) is used as a precursor.6 It is a white solid, which when heated close to 120°C, start to
liberate hydrogen violently.7 At a temperature of 1000°C and above, it completely decomposes
on a copper surface to form crystalline h-BN.6
The downstream-end of this CVD system can be switched between the exhaust or the
roughing pump, as shown in Fig. 2-3. The liquid nitrogen cold-trap inserted between the
downstream-end and the roughing pump not only prevents back-streaming of pump-oil into the
quartz tube but also avoids condensation of any gas vapor coming from the quartz tube, inside
the pump-oil.
In a typical growth experiment, after inserting acid-cleaned copper foils into the quartz
tube, the whole CVD system is pumped down to a base pressure of ~20 mTorr and then vented
back to atmospheric pressure with argon. This process of pump-down and venting is usually
repeated three times to keep the inner ambient of quartz tube clean, before the growth process.
After this step, the furnace is ramped-up at 20°C/min to a certain growth temperature, under
argon and hydrogen ambient. When the desired temperature is reached, either dilute methane in
argon is introduced into the gas stream for the growth of graphene crystals, 4 or Ammonia-Borane
20

Figure 2-3.
3. A photograph showing the downstream end of the CVD furnace. The downstream of
the CVD system can be switched between the exhaust or the roughing pump. The liquid nitrogen
cold-trap is inserted between the downstream
downstream-end
end and the roughing pump, to prevent any
condensation of the vapor inside the pump
pump-oil as welll as the backstreaming of pump-oil
pump
into the
quartz tube.

21

complex is heated by an external heating belt for the growth of h-BN crystals. 6 After the growth
process is finished, the furnace is opened for the fast-cooling of the copper foils without
changing the gas flows. The samples are typically unloaded, when the temperature falls below
80°C, under argon ambient only.
2.2

Characterization techniques
2.2.1

Scanning electron microscope

A Scanning electron microscope (SEM) uses a highly focused electron-beam to produce highquality images from specimens, at a spatial resolution much higher compared to an optical
microscope.8,9,10 One of the main advantages of using an electron-beam for sample illumination
is that electrons can be easily accelerated to higher energies, which dictates their shorter
wavelength compared to visible light.8,9,10 A spatial resolution of sub-10 nm can be achieved in
modern SEM, by accelerating an electron-beam up to 30kV. 8 In an SEM, an electron-beam is
raster-scanned across the specimen surface. Due to the interaction of electron-beam with the
specimen, different types of electrons are emitted that can be detected with a dedicated detector.
10

A computer software then correlates a signal from the detector, with the corresponding

position of the electron-beam during raster-scan, to generate an image of the sample. A variety of
specimens, including biological materials, can be studied in SEM under various conditions, e.g.,
high vacuum or medium pressures, specific gas environment, low or elevated temperatures. As
the electron beam impinges the sample surface, a variety of electrons are emitted from the
interaction volume, which is essentially a tear-shaped specimen volume, 10 as shown in Fig. 2-4.
The resolution of SEM is limited, not only by the probe-size of the electron beam but also by the
spatial dimensions of the interaction volume. Low energy secondary electrons (SE) having
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Figure 2-4. Interaction volume in SEM. The electron beam-sample interaction results in the
emission of a variety of electrons, from a tear-shaped volume of a specimen, known as
interaction volume. Each of these electrons contains valuable information about the sample.
Reprinted with permission from ref. 8.
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energies between 5-50 eV, and lower escape depth of 5-50 nm are most commonly used for
imaging purpose, as they provide detailed information about the topography of specimen. 8 Some
of the incident electrons are reflected back, as a result of their elastic interactions with the atoms
of the sample.9 These are known as back-scattered electrons, having energies from 50eV up to
the energies of the primary electron beam. As a result of stronger Coulomb interaction between
the nuclei of heavy atoms and incident electrons, the emission of back-scattered electrons
increases with the atomic number of elements comprising the specimen. Hence, imaging with
back-scattered electrons naturally depicts Z-contrast. 8 During sample-electron beam interaction,
most of the incident electrons are scattered, and some of these scattered electrons undergo
diffraction, as they are incident on the crystal planes of the specimen at Bragg angles. 10 These
electrons are called diffracted back-scattered electrons and can be used to study the crystalline
orientation of a sample in a technique known as electron backscatter diffraction (EBSD). 11 The
high energy incident electron beam can also knock-off some of the core-shell electrons in the
atoms of the specimen, resulting in some empty positions in the electronic shells. Electrons from
higher shells jump to lower energy levels to fill those holes, resulting in X-ray emission of a
characteristic wavelength that is dictated by the energy difference between the two levels
involved in this transition.12 Atoms of different elements have distinct energy levels. Hence, the
wavelength of the emitted X-rays serves as a fingerprint to identify a particular element, in a
technique known as energy dispersive spectroscopy (EDS).12 The high energy electrons incident
on the sample are further decelerated, as they travel deeper into the specimen, as a result of their
strong interaction with the nuclei of atoms in the specimen. This process results in the emission
of Bremsstrahlung X-rays, whose maximum energy cannot be greater than the energy of incident
electron beam.12 Finally, if the primary electron beam with a sufficiently high energy is incident
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on a semiconductor specimen, it can excite electrons from valence to conduction band of a
material. Electrons in the conduction bands relax to lower energy states, by the emission of
photons that can be used for imaging in a technique known as Cathodoluminescence (CL)
imaging.8
In the SEM imaging of a sample with rough topography, the angle of incidence of the
electron beam relative to the sample is important, as it changes the dimensions of the interaction
volume that in turn dictates the emission of secondary and back-scattered electrons. 13 Hence,
samples with rough topography require careful consideration, for the proper interpretation of
bright and dark features in the corresponding SEM images.
2.2.2

Atomic force microscopy

An atomic force microscopy (AFM) can be used not only for specimen imaging but also to
reveal local properties of materials as well.14 The operating principle of an AFM14 is shown in
Fig. 2-5. A cantilever with a sharp tip attached at the bottom is scanned in a raster-fashion over
small regions of a sample. A stationary laser beam is directed over a cantilever head, and the
laser reflected-off is sensed by a fixed four-quadrant photodiode. The horizontal and vertical
deflections of a cantilever, due to tip-sample interaction can be measured, by keeping track of a
quadrant that detects the reflected laser. The entire system is a part of feedback loop that adjusts
different parameters to control the movement of a cantilever. The AFM tips are made from either
silicon or silicon nitride, with tip-ends having dimensions of few tens of nm. 14 The lateral
resolution of AFM is low up to tens of nm, but the vertical resolution can be up to 0.1 nm. 15 This
is the key advantage of an AFM over electron and optical microscopes because later cannot
measure sample thickness with higher resolutions. AFM can be operated in different modes,
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Figure 2-5.. Operating principle of an AFM. A sharp tip attached to a cantilever scans across a
sample surface, while a laser beam is guided to the cantilever head. The reflected laser is
intercepted by a four-quadrant
quadrant photodiode that detects horizontal and vertical deflections of the
cantilever, as a result of tip-sample
sample interactions. The feedback loop translates the vertical
movement of the cantilever to generate images of surface topography. Reprinted
ted with permission
from ref. 14.
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depending upon the information of interest. 14 In a force mode, the mechanical properties of a
sample, e.g., Young’s modulus as a function of the separation between tip and sample can be
measured.14 AFM can also be used to scribe features on a sample surface, in a controlled
manner.16 In an imaging mode, the response of the tip, as a result of sample-tip interaction can be
used to study the topography of a sample. The imaging procedure can be further classified into
contact, non-contact and tapping modes.16 In a contact mode, a tip comes in contact with a
surface during scanning. The vertical deflections of the tip are a direct measure of surface
topography. This imaging mode is also known as a constant height mode because a feedback
loop keeps the tip-sample distance constant while the tip scans across the surface. The
adjustments needed to raise or lower the cantilever height are directly translated to generate an
image of sample topography. There is another variant of contact mode known as a constant force
mode, in which the force acting on a tip is kept constant, during scanning. The changes in the tipheight are then a direct measure of surface topography. In a non-contact mode, a cantilever
oscillates at a resonant frequency and amplitude, while it scans across the specimen. Due to the
tip-sample interactions, the resonant frequency of the tip is reduced. The feedback loop then
adjusts the distance between tip and sample surface, to maintain the resonant frequency of the
cantilever. This variation in tip-sample distance is then translated by an imaging software, to
generate an image of the surface. In a tapping mode, a cantilever oscillates at a resonant
frequency, and a feedback loop maintains the amplitude of oscillation during scanning.
Depending upon the surface topography of the specimen, the tip intermittently touches the
surface, and as a consequence, its amplitude of oscillation gets reduced. The feedback loop then
adjusts the height of cantilever to preserve its amplitude of oscillation. The imaging software
then uses the intermittent sample-tip interactions to generate images of sample topography
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2.2.3

Transmission electron microscope

A Transmission electron microscopy (TEM) uses a very high energy beam of electrons to study
thin specimens at a very high spatial resolution of up to sub-nm. 17 The advantage of using an
electron beam for sample imaging is that the former can be accelerated to very high energies, to
achieve higher spatial resolutions.17 Typical TEM operate between 100-300kV. Another
advantage of using electron beam for specimen illumination is that it is easier to build electron
sources that produce higher brightness.17 A TEM specimen is usually very thin up to few tens of
nm, and as an electron beam impinges upon the sample, only a fraction of it passes through it.
An image obtained from TEM is not straightforward to elucidate, compared to an SEM image,
and a proper understanding of a particular TEM operating mode is needed for image
interpretation. Lenses in TEM are electromagnetic, just like in an SEM, and their strengths can
be changed, by changing the currents passing through the coils. An electron column of a typical
TEM17 is shown in Fig. 2-6. An electron source produces a very bright and coherent electron
beam to generate high spatial resolution images from specimens. The two condenser lenses
define illumination area and spot size of an electron beam, on the sample. The condenser lenses
can be used to produce either parallel or convergent electron beam. For normal TEM imaging
and diffraction modes, a parallel electron-beam is used for sample illumination. In scanning
transmission electron microscopy (STEM) mode, a highly convergent electron-beam is used for
imaging purpose. A condenser aperture can be inserted in the electron beam path, to reduce any
aberrations introduced by the condenser lenses. The objective condenser and imaging lenses are
used to focus and magnify an image of the specimen. The specimen sits in between these two
lenses. The objective aperture can be inserted, to increase in an image contrast. Intermediate
lenses magnify the image produced by the objective lenses that is further magnified by the
28

Figure 2-6. An electron column of a typical TEM. A bright and coherent electron beam produced
by an electron source is condensed by condenser lenses, to define an illumination area on the
sample. Objective lenses are used to focus and magnify an image of the sample that is further
magnified by intermediate and projector lenses and is finally displayed on the fluorescent screen.
Reproduced with permission from ref. 17.
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projector lenses and is finally displayed on the phosphor screen.
A TEM is operated in either imaging or diffraction mode.17 The difference between the
two can be explained with the help of ray-diagrams, as shown in Fig. 2-7. 17 A parallel beam of
electrons is impingent on the sample. During the process of image formation, an objective lens
produces both diffraction patterns from the sample in the back-focal plane, as well as the realspace image in the imaging plane. Thus, both the imaging and back-focal planes are conjugate.
The intermediate lens can be focused onto either back focal-plane to magnify diffraction patterns
from the specimen (Fig. 2-7a), or it can be focused onto imaging plane (Fig. 2-7b) to magnify a
real-space image of the sample. In a selected-area diffraction (SAED) mode, a selected-area
aperture is inserted in the imaging plane to select a portion of the sample that contributes to the
diffraction on the screen.17
A TEM can also be used to generate diffraction contrast images. 17 There are two imaging
modes to obtain diffraction contrast images. In a bright-field imaging mode, an objective
aperture is inserted in the imaging plane of an objective lens to intercept the diffracted beams,
while allowing the directly transmitted beam through the sample for image formation, as shown
in Fig. 2-8a. In a dark-field imaging mode, an objective aperture can be used to intercept the
directly transmitted beam, and only allows one of the diffracted beams for image formation, as
shown in Fig. 2-8b.
2.2.4

Z-Contrast scanning transmission electron microscope

In a scanning transmission electron microscope (STEM), a highly converged electron beam is
raster-scanned across the sample, just like in an SEM.17 The main differences, however ,
compared to an SEM, are that the sample in a STEM is very thin, and a transmitted electron30

Figure 2-7. Two common operating modes of TEM. (a) In a diffraction mode, an intermediate
lens is focused onto the diffraction pattern produced by the objective lens in the back-focal plane.
(b) In a real-space imaging mode, an intermediate lens is focused onto the real-space image
produced by the objective lens in the imaging plane. In both cases, projection lens serves to
further magnify the image produced by the intermediate lens and displays it on the screen.
Reproduced with permission from ref. 17.
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Figure 2-8. Diffraction contrast imaging in TEM. (a) In a bright-field imaging mode, an
objective aperture is inserted in the imaging plane of an objective lens to block diffracted
electron-beams, and only allows directly transmitted beam through the sample for image
formation. (b) In a dark-field imaging mode, an objective aperture is inserted to intercept directly
transmitted electron-beam, while allowing only one of the diffracted beams for image formation.
Reproduced with permission from ref. 17.
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beam through the sample is used for image formation. In the modern aberration-corrected
STEM, atomic resolution imaging can be achieved. 18
As the high energy electron beam interacts with the atoms in the specimen it gets
scattered,17 as shown in Fig. 2-9a. If an electron-beam interacts with the electron cloud in an
atom only, it is scattered by a small angle θ2. However, an electron that comes close to a nucleus
gets scattered by a large angle θ1, due to the strong Coulomb attraction. Greater the atomic
number of the nucleus, larger will be the scattering angle. In some cases, the primary electronbeam is even back-scattered, if the scattering angle is greater than 90°, as shown in Fig. 2-9a. For
the electron-beam sample interaction shown in Fig. 2-9a, the principal electron beam does not
lose much of its energy, hence, such interactions are termed as elastic. Also, there is no phase
relationship between the scattered electrons that are scattered at large angles by the isolated
atoms. This high angle-scattering of an incident high energy electron by an isolated atom is
known as incoherent Rutherford scattering.17 The signal intensity I due to scattered electrons
scales with atomic number Z of the scattering atom approximately as I  Z2, and therefore
imaging with such scattered electrons, naturally depicts Z-contrast in the images. 17 This is the
idea behind Z-contrast STEM,19 as shown in Fig. 2-9b, where a large annular detector known as
high-angle annular dark-field detector (HAADF) is used to collect electrons that are scattered at
large angles, by the atoms in the specimen. Typical values of β1 and β2 are ～50 mrad and ～ 200
mrad, respectively.19 The presence of Z-contrast makes the interpretation of images much easier,
as the heavier elements in the specimen contribute to the bright features in the images.
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Figure 2-9. Incoherent Rutherford scattering and Z-contrast STEM. (a) A high energy incident
electron is scattered by a large angle θ2, due to the strong Coulomb attraction force exerted by a
nucleus of an isolated atom. (b) In a Z-contrast STEM, electrons that are scattered at large angles
by the atoms in the specimen are collected by a large annular detector. These scattered electrons
naturally contain elemental Z-contrast. Typical values of β1 and β2 are ～50 mrad and ～ 200
mrad, respectively. Reproduced with permission from ref. 19.

34

2.2.5

Raman spectroscopy

As a vibrational spectroscopy technique, Raman spectroscopy is used as a fingerprint to identify
materials and compounds.20 If a sample is illuminated by a laser, the electromagnetic field of
photons, induce a dipole moment in molecules exciting them to a virtual high energy state. 20 This
excited state is short-lived, on the order of femtoseconds, and the molecule returns to ground
state and a scattered photon is released having same energy and wavelength as the incident
photon. This elastic scattering, which is predominant when a monochromatic light is scattered by
particles much smaller than the wavelength of incident light, is known as Rayleigh scattering, 21
as shown in the left portion of Fig. 2-10. Raman scattering, however, is inelastic as the
wavelength of the scattered photon is either higher or lower than the incident photon. 21 In Stokes
Raman scattering (middle panel of Fig. 2-10), a molecule excited to a virtual high energy state by
an incident photon returns to a vibrational lower energy state by releasing a scattered photon that
has a lower energy and longer wavelength, than the incident photon. The probability of such an
event is very low, e.g., one in a million. That is why, the strength of Raman scattering signal is
much weaker than a Rayleigh scattering. In an Anti-Stokes Raman scattering event, a molecule
already in a vibrational high energy state returns to ground state, due to its interaction with an
incident photon. As a result, a scattered photon having a shorter wavelength and higher energy
than the incident photon is released. These shifts in the energies of the scattered photons with
reference to the incident photons are the characteristics of the molecules comprising the sample,
and hence serve as fingerprints, to identify materials. Not all the molecular vibrations are Raman
active. Only the vibrations modes that can change the polarizability of a molecule contribute to
Raman scattering.21 The statistics of the population of the molecules in the ground state or
vibrational high energy states are dictated by Bose-Einstein statistics. 22 Hence, the population of
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Figure 2-10. Rayleigh vs Raman scattering. In Rayleigh scattering, a molecule excited to a
virtual high energy state by an incident photon returns to a ground state, and a scattered photon is
released having same energy and wavelength as the incident photon. In a Stokes Raman
scattering, an incident photon excites a molecule to a virtual high energy state which later returns
to a vibrational lower energy state, by releasing a scattering photon of longer wavelength than
the incident photon. In an Anti-Stokes scattering, an incident photon brings a molecule already in
a vibrational energy state to a ground state, by releasing a scattered photon having a shorter
wavelength than the incident photon. Reprinted with permission from ref. 21.
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of molecules in vibrational high energy, states is much lower, compared to molecules in ground
states, at room temperature.22 As a result, the intensity of Anti-Stokes Raman scattering signal is
much lower than the Stokes Raman scattering.22
A typical Raman spectrum is plotted as an intensity of the scattered light during Raman
scattering process versus Raman shift, where Raman shift (cm-1) =

−

.21

Representing a Raman spectrum in the units of Raman shift, makes it independent of the
excitation wavelength.21 The high intensity Rayleigh scattering signal that does not contain any
useful sample information is usually rejected by a filter, during data acquisition.21 Typically, a
Raman spectrum of a material only shows a Stokes part, as the Anti-Stokes part carries the same
information as the Stokes part, but with a much reduced signal intensity. 21 Apart from the
identification of materials, Raman spectroscopy can reveal much more information about a
particular specimen.20 The width of the Raman peaks depicts the crystallinity of the sample, with
sharper peaks indicating higher crystallinity of a given sample. 20 The heights of the characteristic
Raman peaks of a material indicate relative concentration of that material in a mixture. 20 Also,
the shifts in the position and direction of the characteristic Raman peaks can be used to evaluate
stress and strain in a material.20 By using a polarized laser light for data acquistion, the Raman
peaks due to certain molecular vibrations can be enhanced depending upon laser polarization,
which can reveal more information about the orientation of molecules in the specimen. 20
Next, we discuss the Raman spectrum of monolayer graphene. Fig. 2-11a shows a typical
Raman spectrum of pristine (top panel) and defective (bottom panel) monolayer graphene. 23 If a
sample is illuminated with laser with excitation wavelength of 514nm, the most important peaks
in the Raman spectrum of pristine monolayer graphene are G and 2D peaks, with Raman shifts
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Figure 2-11. Raman spectrum of monolayer graphene. (a) Raman spectrum of pristine (top
panel) and defective (bottom panel) monolayer graphene. (b) In-plane and opposite motions of
carbon atoms belonging to different sub-lattices are responsible for the G peak in graphene (c)
Breathing motion of carbon atoms in the ring is responsible for the observation of D peak.
Reprinted with permission from ref. 23. Copyrights 2013 Macmillan Publishers Limited.
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of ~ 1580 cm-1 and 2680 cm-1, respectively, and less intense 2D’’ and D+D’’ bands occurring
with Raman shifts of ~ 3250 cm-1 and 2450 cm-1, respectively.23 For a defective graphene,
additional peaks arise with most intense being the D peak with a Raman shift of 1350 cm -1, and
less intense D’ and D+D’ peaks with Raman shifts of ~ 1620 cm -1 and 2950 cm-1.23 The G peak
is the characteristics of sp2 nature of carbon atoms in graphene, and is due to the opposite inplane motion of the carbon atoms belonging to different sub-lattices 23 as shown in Fig. 2-11b.
The D peak is due to the breathing motion of the carbon atoms in the rings 23 as shown in Fig. 211c.
Due to the absence of bandgap in graphene, Raman scattering in graphene is always
resonant meaning that the excited vibrational state happens to be an electronic state with a
definite energy.23,24 The G peak in graphene is the only peak that arises from the fundamental
selection rule in Raman scattering process i.e., q ≈ 0 which is satisfied by the phonons near the
center point Γ of the first Brillouin zone in the reciprocal space.23,24 As a result, G peak is nondispersive meaning that its frequency does not shift with the change in the wavelength of laser
excitation.24
Fig. 2-12a shows the first order Raman scattering process explaining the origin of G
peak.23 An electron with a given wavevector k is excited by an incident laser photon from a filled
valence band to an empty conduction band in graphene. A phonon with a wave vector q ≈ 0
brings this excited electron back to the valence band, with the release of a photon to conserve the
overall energy in this transition.
The rest of the peaks in Raman spectrum of graphene involve more than one phonons,
hence either double resonance (DR) or triple resonance (TR) processes have been proposed to
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Figure 2-12. Raman scattering processes responsible for different peaks in monolayer graphene.
Blue arrows represent electron-hole pair generation facilitated by an incident laser photon of a
given energy. Red arrows represent electron-hole pair recombination along with a release of
resulting photon. Black dashed arrows represent intermediate transitions of electrons or holes
facilitated by phonons or defects. (a) First order Raman scattering process for G peak involving
phonons with wave vector q ≈ 0. (b-g,j,k) Double resonance process responsible for D’, D, 2D
and D+D’’ peaks. (h,i,l) Triple resonance process responsible for 2D’, 2D, D+D’’ and D+D’
peaks. Orange labels indicate the contributions of those processes to the corresponding peaks are
small. Pink regions represent filled energy states. Reprinted with permission from ref. 23.
Copyrights 2013 Macmillan Publishers Limited.
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explain their origin.23,24
Fig. 2-12i explain the TR process responsible for the 2D and D+D’’ peaks, in intrinsic
graphene, where fermi-level lies at the K-point of Brillouin zone.23 First, an electron with a given
wave vector k near the K-valley of graphene is excited by an incident laser from valence to the
conduction band. This excited electron gets in-elastically scattered by a phonon of energy E phonon
and wave vector q to a neighboring conduction band state with wave vector k+q belonging to the
K’-valley. This excited electron then falls back to the valence band state with a wave vector k+q,
belonging to the same K’-valley. Then, a hole corresponding to valence band state with wave
vector k, belonging to the K-valley is scattered by a phonon with wave vector q to recombine
with this electron in the valence band state k+q, belonging to K’-valley. As a result of this
electron-hole pair recombination, a photon is released. This process has three resonant subprocesses namely electron-hole pair generation, electron-hole scattering, and electron-hole pair
recombination.23,24 Figs. 2-12j and 2-12k show two DR processes that can also explain the origin
of the 2D peak, but their contribution is small compared to the TR process mentioned earlier. 23
This TR process responsible for the 2D peak is only possible in monolayer graphene, due to its
unique perfect symmetry of conduction and valence bands around the Dirac point. 24 Also due to
this TR process, the strength of the 2D peak is strongest in monolayer graphene, compared to the
higher number of graphene layers.24 Since, 2-4 layers of graphene exhibit band structures
involving multiple conduction and valence bands around the K-point, the electronic states
belonging to different bands can satisfy the requirements of DR process for the 2D peak. 24 As a
result, 2D peak in 2-4 layers of graphene is composed of different sub-peaks, which can be used
to differentiate up to 4 layers of graphene.24 Also, a 2D peak does not require any phonon
contribution from defects, hence it always shows up in pristine graphene. 23 The 2D peak happens
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to be at roughly twice the Raman shift corresponding to the D peak, that is why it is labeled as
“2D”.
Fig. 2-12d explains the origin of D peak.23 Here an electron with a given wave vector k
around K-valley is first excited by a laser of given energy E laser. This excited electron is then inelastically scattered by a phonon of energy Ephonon and wave vector q to a neighboring
conduction band state with wave vector k+q, belonging to the K’-valley. This electron then
returns to the valence energy state corresponding to energy E laser-Ephonon and wave vector k+q,
belonging to the same K’-valley. A defect with wave vector -q then elastically scatters back this
electron to the original valence band state with wave vector k, belonging to the K-valley,
resulting in the release of a photon. This entire process is DR because it involves two resonant
sub-processes namely electron-hole pair generation and recombination.23,24 Figs. 2-12e and 2-12f
show two other possibilities of DR processes that can be used to explain the origin of D peak, but
their contribution compared to the DR process in Fig. 2-12d is small. 23
Fig. 2-12b shows an intra-valley DR process responsible for D’ peak. 23 This process is
very similar to the DR process for D peak shown in Fig. 2-12d, except that in this case an
electron with wavevector k in the excited state gets scattered by a phonon with wave vector q to
the conduction band state with wavevector k+q, belonging to the same K-valley. A defect with
wave vector –q finishes the DR process by scattering an electron from valence band state with
wave vector k+q to a starting valence band state with wavevector q, both belonging to same Kvalley, and releasing a photon. Figs. 2-12c and 2-12g explain two other possibilities of DR
process for D’ peak.23 Since a defect is required to complete DR process for both D and D’
peaks, these peaks only show up in samples of defective graphene.23,24 In fact, in highly defective
graphene samples ID/IG ratio can be used to estimate crystal size.24
42

Fig. 2-12h explains the TR process responsible for the overtone of D’ peak 23 i.e. 2D’
peak. This is very similar to the TR process responsible for the 2D peak in Fig. 2-12i, except that
in this case scattering of an electron during the intermediate transitions is an intra-valley process
involving conduction and valence band states of the same K-valley. Since no defects are
involved in the intermediate transitions, this peak always shows up in pristine graphene, just like
the 2D peak.23
Finally Fig. 2-12l shows TR process responsible for D+D’ peak. 23 An electron with a
wavevector k near the K-valley of graphene is first excited by an incident laser from valence to
the conduction band. This excited electron gets in-elastically scattered by a phonon of energy
Ephonon1 and wave vector q1 to a neighboring conduction band state with wave vector K+q1,
belonging to the K’-valley. This electron then returns to the valence band state with wave vector
K+q1 and is further in-elastically scattered by another phonon of energy E phonon2 and wave vector
q2 to the neighboring valence band state with wave vector K+q1+q2, belong to the same K’valley. A defect with wavevector q1+q2 then scatters a hole from the valence band state with
wave vector k belonging to the K-valley, to the valence band state with wavevector K+q1+q2
belonging to the K’-valley, thus resulting in the release of the photon as a result of electron-hole
pair recombination.
All the peaks in Raman spectrum of graphene involving DR and TR processes, except the
G peak are dispersive, meaning that their peak positions shift with the change in the excitation
wavelength of the incident laser.24 The reason for this behavior is that the wave vector of
electron k in the excited state is dictated by the energy of the incident laser photon E laser.24 When
Elaser is increased or decreased, the wave vector of an electron in the excited state around Kvalley is increased or decreased, accordingly.24 Also, the wave vector of phonon q required to
43

complete the intermediate transitions of electrons between different energy states, and its
corresponding energy hω(q) is increased or decreased, accordingly.24 As a result, Raman shifts
corresponding to different peaks are shifted, depending upon E laser.24
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CHAPTER 3
SYNTHESIS OF MILLIMETER-SIZE HEXAGON-SHAPED GRAPHENE
SINGLE CRYSTALS ON RESOLIDIFIED COPPER
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This chapter is a slightly modified version of the paper with the same title published in ACS
Nano in September 2013 by Ali Mohsin, Lei Liu, Peizhi Liu, Wan Deng, Ilia N. Ivanov,
Guoliang Li, Ondrej E. Dyck, Gerd, Duscher, John R. Dunlap, Kai Xiao and Gong Gu. The
introduction in this chapter has been expanded to cover the most recent developments in this
research area. Also, the supporting information in the published paper has been included as a part
of the main text in this chapter.
All the figures and most of the text in this chapter are reproduced with permission from
Mohsin, A.; Liu, L.; Liu, P.; Deng, W.; Ivanov, I. N.; Li, G.; Dyck, O. E.; Duscher, G.; Dunlap,
J. R.; Xiao, K.; Gu, G. Synthesis of Millimeter-Size Hexagon Shaped Graphene Single Crystals
on Re-solidified Copper. ACS Nano 2013, 7, 8924-8931. Copyright 2013 American Chemical
Society.
As a first author of the paper, I was responsible for (1) Designing of the experiments for
the CVD growth of graphene crystals. (2) Optimization of the growth parameters. (3)
Characterization of graphene crystals by Optical microscopy, SEM, and Raman. (4) Transfer of
the graphene crystals onto the TEM grids. (5) Data analysis and writing of the manuscript. L. L.
assembled the CVD system on which CVD growth experiments were carried out. P. L. and G. D.
did the TEM characterization of the graphene crystals. Wan Deng performed the AFM of the
different copper surfaces. I.N.I. acquired Raman area maps. G. L. and O.E.D performed EBSD
characterization. J. R. D trained me on the SEM. K.X. and G.G. oversaw the research.
3.1

Abstract

We present a facile method to grow millimeter-size, hexagon-shaped, monolayer, single-crystal
graphene domains on commercial metal foils. After a brief in situ treatment, namely melting and
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subsequent re-solidification of copper at atmospheric pressure, a smooth surface is obtained,
resulting in the low nucleation density necessary for the growth of large-size single-crystal
graphene domains. Comparison with other pretreatment methods reveals the importance of
copper surface morphology and the critical role of the melting-resolidification pretreatment. The
effect of important growth process parameters is also studied to determine their roles in
achieving low nucleation density. Insight into the growth mechanism has thus been gained.
Raman spectroscopy and selected area electron diffraction confirm that the synthesized
millimeter-size graphene domains are high-quality monolayer single crystals with zigzag edge
terminations.
3.2

Introduction

Copper has recently become a popular catalytic substrate for the CVD growth of graphene, due
to its low carbon solubility at typical growth temperatures. 1 Low or atmosphere pressure CVD
grown graphene on copper is polycrystalline, 2 formed by the coalescence of domains. 3,4 The
polycrystalline nature lowers the overall electrical performance of CVD graphene-based
devices,5 although certain types of grain boundaries are relatively benign to electrical transport. 6
Recently, synthesis of hexagon-shaped single-crystal graphene domains attracted considerable
interest in the graphene CVD community. 7,8,9,10,11,12 The hexagonal crystallite shape is desirable
due to the well-defined edge geometry (zigzag)11 which is shown to have interesting electronic
properties.13 In the earlier reports, the size of hexagonal single-crystal graphene domains was
limited to tens of microns.7,8,9,10,11,12 Later reports revealed that smooth copper surface
morphology plays an important role to limit the initial density of graphene nuclei to grow large
single-crystal domains. 14,15,16,17,18 By extended thermal annealing of the Cu foil, Wang et al.
demonstrated square-shaped sub-millimeter single-crystal graphene domains with jagged
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edges.14 Yan et al. reported the synthesis of hexagonal single-crystal graphene domains up to 2.4
mm in size by the prolonged pretreatment of copper foils including high-pressure annealing (~ 2
atm) for an extended period (7 hours) following electrochemical polishing. 15 Chen et al.
synthesized ~1.8 mm, single-crystal graphene domains by reducing copper evaporation from the
inner walls of a copper enclosure used as a catalytic substrate, but the synthesis required low
pressure (~70 mTorr) for a prolonged time (~ 6 hours). 16 To overcome the barriers imposed by
solid copper on the control of nucleation density, Geng et al. and Wu et al. grew graphene
crystallites on liquid copper.17,18 Contrary to intuition, graphene nucleation density was higher on
liquid copper than in the aforementioned reports and the domain size was limited to 200 µm. 17,18
The possible reason, subjected to further studies, is that the gradient in carbon concentration
during cooling leads to convection within the liquid copper, which limits the size of graphene
domains.19 The controlled amount of oxygen has also been found to play a key role in the growth
of large area single crystals of monolayer graphene. 20 , 21 By ramping-up the temperature of
copper foils before graphene growth in argon environment only, Lin et al. showed that the
nucleation density of graphene could be lowered by several orders of magnitude that resulted in
the synthesis of graphene crystals up to sub-cm in dimensions. 20 Also, by introducing a small
pulse of pure oxygen before the graphene growth under low-pressure conditions, Hao et al.
showed the successful synthesis of cm-sized single crystals of graphene. 21 The authors also
showed that the introduction of oxygen just before the graphene growth, not only passivates the
surface defects in copper that can otherwise contribute to uncontrolled graphene nucleation but
also accelerates the graphene growth process by changing the growth mechanism from edgeattachment–limited to the diffusion-limited regime.21 More recently, Wu et al. developed an
efficient way to synthesize an inch-sized graphene single crystals by a local feeding of carbon

51

source, on an optimized Ni-Cu alloy substrate. 22 The use of Ni-Cu alloy allowed isothermal
segregation of carbon that accelerated the graphene growth process. 22
3.3

Results and discussion

APCVD was used as a synthesis technique in this study due to its simple setup. Growth at
atmospheric pressure also avoids copper evaporation from the foil substrate, an issue associated
with low-pressure CVD (LPCVD). 23 Fig. 3-1a summarizes the growth of graphene on the
resolidified copper surface. Commercial copper foils of 99.999% purity were used to minimize
uncontrolled nucleation due to impurities, which can segregate on the resolidified copper surface
after melting.9 After very brief initial cleaning to remove any manufacturer coating, copper foils
are placed on a tungsten foil, to prevent de-wetting of liquid copper on quartz. 17,18 To melt the
copper, the substrate is heated at 1100 °C for 30 minutes under argon (940 sccm) and hydrogen
(60 sccm). Then, the temperature is slowly ramped down to 1075°C, i.e. below the melting point
of bulk copper (1084 °C), and the copper re-solidifies. Growth is carried out at this temperature,
with 0.1% dilute methane in argon, hydrogen, and argon flowing at 46, 100, and 854 sccm,
respectively, for 5 hours. Fig. 3-1b shows a photograph of the graphene domains made visible by
oxidizing the unprotected copper surface by heat treatment on a hot plate.14 Fig. 3-1c shows a
scanning electron microscope (SEM) image of the two graphene domains, identified in Fig. 3-1b.
The side-to-side distance is ~ 1 mm, and the 120° angles between the hexagon sides are clearly
identifiable. Compared to previous reports on millimeter-size single-crystal graphene, 15,16
domains obtained in this study are more regular hexagons without rough edges.
Graphene growth on copper initiates by the formation of small stable single-crystal
clusters, which then coalesce to form a polycrystalline film. 3 Therefore, the key step in growing
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Figure 3-1. (a) A simple method to grow millimeter-size graphene single crystals on melted and
resolidified copper. (b) Photograph of the synthesized domains. (c) SEM image of an area
identified in (b).
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millimeter-size domains is to have only one single-crystal cluster in ~ 1mm 2 area. To reveal the
importance of copper surface morphology in achieving this goal, Fig. 3-2 shows graphene grown
on different copper surfaces for 30 minutes at the same temperature (1075° C). Fig. 3-2a shows
nearly complete graphene coverage on a solid copper foil that was annealed at 1075° C for 30
minutes before the graphene growth, with small un-covered copper surface areas as the one
indicated by an arrow. Fig. 3-2b shows the graphene grown on electro-polished foils (also
annealed at 1075° C for 30 minutes before the graphene growth), where the fraction of uncovered copper regions is much higher compared to Fig. 3-2a, indicating lower nucleation
density on electro-polished foils. However, the nucleation density is still too high for the growth
of millimeter-size domains. In Fig. 3-2c, on melted and re-solidified copper, only three
hexagonal nuclei are present in a ~ 3mm2 area. Fig. 3-2d shows a higher magnification image of
the boxed region in Fig.3-2a. Areas of darker contrasts, indicated by arrows, are assigned as
multi-layer graphene.1 Fig. 3-2e is a higher magnification image of the boxed region in Fig. 4-2b.
Interestingly, all the graphene domains have small multilayer regions at the centers. This is due
to the mounds introduced during electropolishing, as will be shown later, which can have a
higher density of active carbon species, leading to stable graphene clusters. 24 The domain size, in
this case, is ~ 40 µm. Fig. 3-2f is a higher magnification image of the region boxed in Fig. 3-2c,
showing a graphene domain on melted and re-solidified copper, which exhibits a distinct
hexagon shape with sides 120° apart, as well as a uniform contrast within it, indicating the
absence of multilayer regions. The domain size, in this case, is ~ 55 µm, larger than obtained on
electro-polished foils. The wrinkle-like features can also be seen as indicated by an arrow. These
are due to the rolling features on the tungsten foil underlying the Cu foil, as will be shown later.
To further clarify the growth on thermally annealed solid copper , Fig. 3-3 shows SEM
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Figure 3-2. Comparison of graphene nucleation density on different copper surfaces. SEM
images of (a) thermally annealed solid copper; (b) electro-polished foil; (c) melted and
resolidified copper. (d-f) Higher magnification images of the areas identified in (a-c).
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Figure 3-3. Graphene crystallites grown on thermally annealed solid copper over a short time
duration (10 minutes). (a) Graphene domains preferentially nucleate along the surface
irregularities, as they follow the pattern of underlying rolling marks on copper surface. Higher
magnification images of the dashed (b) and the solid (c) boxes in (a).
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images of graphene crystallites grown over a shorter duration of 10 minutes at the same
temperature of 1075° C, as in Fig. 3-2 above. Fig. 3-3a shows that a high density of graphene
nuclei roughly follow the underlying rolling features, present on commercial copper foils, 9,1415
while Figs. 3-3(b,c) indicate that graphene nucleation density is low in the regions between the
rolling marks. When the growth was carried out for 30 minutes, however, the dense graphene
nuclei on the thermally annealed foil coalesced to result in nearly complete graphene coverage,
as shown in Fig. 3-2a earlier. The higher initial nucleus density on the rolling features also leads
to the formation of small multi-layer graphene regions.
To understand the significant reduction in the graphene nucleation density on
melted and re-solidified copper as compared to thermally annealed and electro-polished foils,
Fig. 3-4 shows the AFM topographical images of these copper foil surfaces. Fig. 3-4a shows that
the root mean square (RMS) roughness of the as-received copper foil is ~ 166 nm and the surface
is very irregular as shown by the corresponding line profile in Fig. 3-4e. Thermal annealing
without melting and resolidification, as well as electro-polishing, reduces surface irregularities as
shown by the line profile in Fig. 3-4e. Noticeably, for the melted and re-solidified copper, the
surface roughness is only 8 nm and the surface profile is the smoothest in Fig. 3-4e. Interestingly
in Fig. 3-4d, an additional set of features can also be seen. These are due to the surface
morphology of the underlying tungsten foil. To verify, Fig. 3-5a and b show AFM images for the
as-received tungsten foil as well as a foil annealed in the same manner as melted and resolidified
copper foils. Fig. 3-5d and e show the corresponding SEM images taken at a tilt angle of 75°.
The improvement in the surface roughness is slight, if any, after annealing (6.78 nm) compared
to the as-received (6.96 nm), which is expected as tungsten is a refractory metal and th e
temperature at copper is melted in this study (1100° C) is well below the melting point of
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Figure 3-4. AFM topographical images of various copper surfaces. (a) As-received, (b)
Thermally annealed, (c) Electro-polished, and (d) Melted and resolidified. (e) AFM line profiles
corresponding to the white dashed lines marked in a-d.
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Figure 3-5. AFM and tilted SEM images of tungsten foils and re-solidified copper (a, b, c) AFM
topographic images of (a) as-received, (b) annealed tungsten foils. And (c) melted and resolidified copper (d, e) SEM images of (a) as-received and (b) annealed tungsten foil at a tilt
angle of 75°.
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tungsten (above 3000 °C). Nevertheless, the surface roughness of the tungsten foil (~ 7 nm) is
low compared to as-received, electro-polished and thermally annealed copper foils. Careful
examination of Figs. 3-5(b,c) shows that the re-solidified Cu surface is slightly planarized
although the RMS roughness is comparable to the annealed tungsten foil surface. The
planarization is due to the large copper foil thickness (0.25 mm). As the re-solidified copper
surface largely conforms to the underlying tungsten foil surface, the smooth copper surface
morphology originating from the smooth tungsten surface is critical to the low nucleation density
in graphene growth.
To complement the topological information displayed by AFM images, Figs. 3-6 show
the SEM images at a tilt angle of 75° for the different copper surfaces discussed above. Fig. 3-6a
shows the rough topography of the as-received copper foil with rolling marks. The annealed
solid copper surface in Fig. 3-6b is smoother but still with significant rolling features. Fig. 3-6c
shows that mounds are introduced on the copper surface during electrochemical polishing.
Electro-polishing planarizes the copper surface better than thermal annealing of solid copper, but
cannot completely eliminate rolling marks. The left-over rolling marks and the mounds
introduced during polishing contribute to a nucleation density that is still high. Fig. 3-6d shows
the melted and re-solidified copper, where visible features originate from the underlying tungsten
foil.
The above results show that the Cu surface morphology is one of the most important
factors to limit graphene nucleation density. This can be understood from the thermodynamics
and kinetics of the growth process. Since precursor adsorption is favorable on surface
irregularities,25 the local concentration of active carbon species, which lead to graphene growth,
is higher along the rolling marks than in smooth regions. This higher concentration can
60

Figure 3-6. SEM images of various copper surfaces at a tilt angle of 75°. (a) As-received foil; (b)
Thermally annealed solid copper; (c) Electro-polished foil; (d) Melted and resolidified copper.
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overcome the thermodynamic barrier for nucleation,25 leading to a high density of graphene
nuclei. Moreover, diffusion of active carbon species is limited in the presence of rolling
marks,24,26 leading to the formation of multilayer graphene. In contrast, smooth copper surface
morphology facilitates surface diffusion,26 resulting in a lower nucleation density on melted and
resolidified copper.
To highlight the importance of the melting-resolidification treatment as opposed to
merely high-temperature annealing of solid copper, Fig. 3-7a shows graphene domains obtained
on copper foils annealed at 1080°C and Fig. 3-7b show graphene domains grown on melted and
re-solidified copper. In both cases, graphene growth was carried out at 1075°C for 30 minutes.
Figs. 3-7(a,b) indicate that graphene nucleus density/size is higher/smaller for the copper melted
at 1080°C compared to 1100°C. At 1080°C, a temperature very close to but below the melting
point of bulk copper (1084°C), the copper surface is flowing. This movement removed the
majority of the rolling marks but did not eliminate their effect completely. Therefore, the surface
is not sufficiently smooth, leading to the still high nucleation density. In contrast, only one largesize hexagonal graphene domain is present in ~ 1mm 2 area on the copper that was melted at
1100°C followed by resolidification.
Figs. 3-7(c,d) compare the effect of growth temperature on nucleation density and grain
size on resolidified Cu, with growth time fixed at 30 minutes. Fig. 3-7c shows four graphene
nuclei, each ~ 25 µm in size, in a ~ 1 mm2 area, typical of the graphene grown at 1050° C on
resolidified copper. As the growth temperature increases to 1075° C, only one ~ 65 µm graphene
domain is present in ~1 mm2. This temperature dependence can be explained in the framework of
existing graphene nucleation model.24 At the higher temperature, increased desorption rate and
capture rate prevents further nucleation after the initial stage, while the increased capture rate
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Figure 3-7. Dependence of graphene nucleation density on thermal pretreatment and growth
temperature. (a, b) SEM images of graphene on copper foil annealed/melted for 30 min at (a)
1080°C and (b) 1100°C. Growth temperature (1075°C) and growth time (30 min) were kept
constant. (c, d) SEM images of the graphene grown at (c) 1050°C and (d) 1075°C. Melting
temperature (1100°C) and growth time (30 min) were fixed. Scale bars are 0.2 mm
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due to higher carbon species mobility increases growth rate and therefore the grain size grown in
a fixed duration. Notice that the partition between the capture- and desorption-controlled regimes
in the nucleation density-temperature dependence is very different in APCVD then in LPCVD
studied in previous work.24
Hydrogen also plays an important role in graphene synthesis.3 Vlassiouk et al. showed
that hydrogen acts as both an activator and an etching reagent during graphene growth. 9
Although the presence of oxygen impurity in commonly used ultrahigh purity (UHP)-grade
hydrogen is shown to be necessary for graphene etching, 27 the discussion below is independent
of the exact chemistry as the O2 impurity is inevitable unless a hydrogen purifier is incorporated
in the CVD system. To gain further insight into the role of hydrogen in our experiments, the
hydrogen partial pressure during growth is varied, while keeping synthesis temperature (1075°
C), dilute methane flow rate (46 sccm), total flow rate (1000 sccm), and growth time (90
minutes) constant. For three experiments, the hydrogen flow rate is 100 sccm during the first 60
minutes of growth followed by 30 minutes of growth with hydrogen flow rates 80 sccm (Fig. 38a), 90 sccm (Fig. 3-8b) and 100 sccm (Fig. 3-8c), respectively.
Comparison of Figs. 3-8(a-c) seems to suggest that it is desirable to accelerate growth
after initial nucleation by decreasing hydrogen partial pressure, but careful examination of Fig.
3-8b indicates that secondary graphene domains begin to nucleate when hydrogen flow rate was
decreased to 90 sccm and that the size of secondary graphene domains is significantly bigger in
Fig. 3-8a, where the hydrogen flow rate was reduced even further to 80 sccm. Hydrogen acts as
an etching reagent and thus suppresses secondary nucleation. There is a competition between the
growth of existing graphene domains and the formation of secondary nuclei. When the hydrogen
flow rate is reduced, the local concentration of active carbon species is high enough that it can
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Figure 3-8. Dependence of nucleation density on hydrogen partial pressure and the increase in
domain size with growth time. (a-c) SEM images of the graphene crystallites synthesized for 90
minutes, under 100 sccm of hydrogen during the first 60 minutes of growth followed 30 minutes
of (a) 80 sccm, (b) 90 sccm, and (c) 100 sccm hydrogen flow. (d-e) Graphene domains grown for
(d) 100, (e) 200, and (f) 300 minutes, with a constant hydrogen flow rate (100 sccm). Scale bars
are 0.2 mm.
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overcome the thermodynamic barrier for nucleation,25 leading to secondary graphene domains.
Also, when the hydrogen flow rate is reduced to 80 sccm in Fig. 3-8a, the edges of the primary
graphene domain begin to show an increased inward curvature compared to graphene domain
obtained in Fig. 3-8c. Due to the formation of secondary graphene nuclei nearby, the effective
rate of attachment of carbon species to the primary graphene domain is reduced, resulting in an
inward curvature. Notice that the above analysis is not contradictory to previous work, 24 where
nucleation does not occur after the initial stage due to the competition from capture. Here, the
nucleus density is sufficiently low, therefore new nuclei can form, not affected by existing nuclei
at distances much longer than the mean travel distance of active carbon species.
Next Figs. 3-8(d,e) show the evolution of graphene domains with time towards millimeter
sizes. Synthesis temperature (1075°C), dilute methane flow rate (46 sccm) and hydrogen flow
rate (100 sccm) were all kept constant. For growth times 100 minutes (Fig. 3-8d), 200 minutes
(Fig. 3-8e), and 300 minutes (Fig. 3-8f), the side-to-side distances for the graphene domains are
~ 0.3 mm, ~ 0.63mm, and ~ 1 mm, respectively. This largely linear time dependence indicates
that the growth velocity of the edge is constant as can be deduced as follows. Growth velocity v
of the hexagonal edge can be defined as 28 v 

1 dA
where D is the side-to-side distance, S is
L dt

the length of the edge, A = (3/2)DS is the area and L = 6S is the perimeter of the hexagon, as
shown in Fig. 3-9. Hence, v 

1 dD
. The increase in the size of an existing domain is due to the
4 dt

attachment of carbon atoms to the growth front.24,29 Due to the very low nucleus density, there is
virtually no competition between nuclei in capturing the active carbon species. Therefore, the.
increase in a linear dimension of a growing crystallite is simply proportional to the diffusion rate,
i.e. average, of the active carbon species, which is constant at a fixed temperature.
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Figure 3-9. Hexagon with important length parameters identified
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Raman spectroscopy is an important graphene characterization technique to determine the
number of layers, the presence of defects,30 as well as edge types.31 Fig. 3-10a shows an optical
image of a graphene domain transferred to a 300 nm SiO2/Si substrate. The color-coded stacked
Raman spectra corresponding to the discrete points identified in Fig. 3-10a are shown in Fig. 310b. The important peaks, D (~ 1322 cm-1), G (~ 1589cm-1) and 2D (~ 2646 cm-1) agree well
with the literature.32,33 The excellent consistency of these spectra indicates the uniformity of our
synthesized domains. The 2D to G peak intensity ratio (I2D/IG > 2 ), the position of the 2D peak
(~2646 cm-1) and the full width half maximum (FWHM) of the 2D peak (~33cm -1), suggests that
the graphene crystallite is a monolayer.34,35 The high G to D peak intensity ratio (IG/ID) above ~
10 at all spots including spots 3 and 4 at corners indicates high quality as well as zigzag edge
termination of the graphene domain.31 Two very weak peaks at 1448 cm1 and 1529 cm1 are due
to polymethyl methacrylate (PMMA) residue introduced during the transfer step; 36 their absolute
intensities are very small compared to the G peak. To further reveal the spatial uniformity of the
transferred graphene, the mappings of I2D/IG, FWHM and position of the 2D peak, and IG/ID are
shown in Figs. 3-10(c-f). The mean values of 2D the peak position (~ 2650cm -1), I2D/IG ratio
(>2), and 2D peak FWHM (~ 25 cm-1) indicate that the synthesized domain is uniformly
monolayer.34,35 High average G to D peak intensity ratio (~100), along with its uniformity
throughout the crystallite, indicates that the zigzag edges are of same high quality as the center of
the graphene domain.
To demonstrate the single-crystal, of the synthesized graphene crystallites on re-solidified
copper, SAED results are presented next. An SEM image of a graphene domain transferred onto
transmission electron microscope (TEM) grid is shown in Fig. 3-11a, where the edges of the
graphene domain are identified by dashed lines. SAED patterns at random location of the
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Figure 3-10. Raman characterization. (a) Optical image of the graphene crystallite transferred to
a 300 nm SiO2/Si substrate. (b) Color-coded stacked Raman spectra corresponding to the spots
identified in (a). (c) 2D to G peak intensity ratio (I2D/IG ), (d) FWHM of the 2D peak, (e) Position
of the 2D peak, and (f) G to D peak intensity ratio (IG/ID) maps of another crystallite.

69

Figure 3-11. SAED characterization. (a) SEM image of the graphene domain transferred onto a
TEM grid. The edges of the domain are delineated by dashed lines. (b-i) SAED patterns taken in
different windows of the TEM grid.

70

graphene domain on TEM grid are acquired, including those near the edges and near the center
of the graphene domain. Eight representative patterns are shown in Figure 3-11(b-i). Hexagonal
diffraction spots confirm the presence of graphene.14,15,16,17,18 To quantify the rotation of the
graphene lattice at each location, an angle θ is defined as shown in Fig. 3-11b. The less than 3°
maximum variation shows the single-crystal nature of the graphene domain.
3.4

Conclusion

A simple method for the growth of millimeter-size, single-crystal, monolayer graphene domains,
on commercial metal foils is devised in this study, that only requires brief in situ treatment of
the substrate at atmospheric pressure. The nucleation density, a key factor in obtaining large size
single crystal domains, strongly depends on the copper surface morphology. Thermal annealing
below the copper melting point or electro-polishing cannot effectively eliminate surface
irregularities, therefore the nucleation density remains high after both treatments. When copper is
melted and then re-solidified on a tungsten foil, a smooth surface is obtained resulting in a
significant reduction in nucleation density. A relatively high growth temperature results in an
increased desorption of active carbon species, which further reduces the nucleation density.
Hydrogen partial pressure is also critical since hydrogen suppresses secondary nucleation, which
competes against existing nucleus growth, and therefore skews the competition towards the
latter. Raman spectroscopy indicates that the graphene domains obtained are single layered with
negligible defects and zigzag edge terminations. Moreover, SAED patterns confirm the singlecrystal natures of the synthesized domains.
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3.5

Experimental methods
3.5.1

Graphene synthesis

High purity commercial copper foils (99.999%, 0.25 mm thick, Alfa- Aesar) and tungsten foils
(99.95%, 0.05 mm thick, Alfa-Aesar) were used. The gases used in this research were of ultrahigh purity (UHP) grade supplied by Airgas. Dilute methane (0.1%) balanced with argon was
used as the carbon precursor. The growth was performed in a commercial CVD reactor (OTF1200X-80-II-4CV-PE-SL, MTI) with a 2 in. diameter processing tube. Before growth, copper
foils were dipped in dilute nitric acid and DI water for 20 seconds each and gently dried with a
nitrogen gun. The copper foil was then placed on a tungsten foil and loaded into the quartz tube.
The whole CVD system was then pumped down to the base pressure and then back-filled with
argon and hydrogen. This procedure was repeated twice to minimize air residue in the
subsequent growth process. After bringing the processing tube to atmospheric pressure,
hydrogen and argon flow rates were adjusted to 60 sccm and 940 sccm, respectively. The
temperature was first ramped up to 1000°C in 50 minutes and then to 1100°C in 10 minutes. The
temperature was kept constant for 30 minutes and then slowly ramped down (1°C/minute) to
1075°C. After temperature stabilization for 10 minutes, dilute methane was introduced at a flow
rate of 46 sccm and hydrogen and argon flow rates were changed to 100 sccm and 854 sccm,
respectively. After the growth, the furnace was cooled without changing the gas flows. The
sample was unloaded below 80°C under argon and hydrogen flow. To make graphene domains
visible, the substrate was heated at 300°C on a hot plate for 2 minutes. For electro-polishing, the
as-received copper foil was used as the cathode in a home-built electrochemical cell, while
another piece of copper foil was used as the anode. Ortho-phosphoric acid (85%, Sigma-Aldrich)
was used as an electropolishing solution and foils were polished at a DC voltage of 5V for 30
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minutes.
3.5.2

Characterization

For Raman characterization graphene was transferred onto 300 nm SiO 2/Si substrate using
PMMA.1 Immediately after spin coating PMMA at 4000 rpm for 60 seconds, the substrate was
then baked at 160°C for 10 minutes on a hot plate. Tungsten was then etched away by a tungsten
etchant (Tungsten etch TFW, Transene company) and copper was removed by a copper etchant
(APS-100, Transene company). The membrane was then transferred to a clean SiO 2/Si substrate
and PMMA was removed by subsequent dipping in acetone (~ 4 hours) and chloroform
(overnight) at room temperature. For SAED characterization, a graphene/PMMA membrane was
scooped onto a TEM grid (Quantifoil) directly. The PMMA was then removed by thermal
annealing at 370°C for 2 hours in 100 sccm of hydrogen and 1000 sccm of argon.
Scanning electron microscope images were acquired using an LEO 1525 SEM operated
at 5 kV. SAED patterns were obtained using a Zeiss Libra 200 MC TEM operated at 200 kV.
Raman spectra were recorded using a Renishaw confocal Raman microscope with 633nm laser
excitation. Atomic force microscopy (Asylum, Oxford Instruments) was carried out in the
tapping mode in the air at room temperature.
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CHAPTER 4
EXPERIMENTALLY DETERMINED EDGE ORIENTATION OF
TRIANGULAR CRYSTALS OF HEXAGONAL BORON NITRIDE
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This chapter is a slightly modified version of the paper with the same title published in Physica
Status Solidi B in April 2017 by Ali Mohsin, Nicholas G. Cross, Lei Liu, Peizhi Liu, Gerd
Duscher, and Gong Gu. The introduction in this chapter has been expanded to cover literature
review about the growth of triangular crystals of h-BN. Also, the supporting information in the
published paper has been included as a part of the main text in this chapter.
All the figures and most of the text in this chapter are reproduced with permission from
Mohsin, A.; Cross, N. G.; Liu, L.; Liu, P.; Duscher, G.; Gu, G. Experimentally Determined Edge
Orientation Of Triangular Crystals Of Hexagonal Boron Nitride. Phys. Stat. Solidi. B 2017, 254,
1700069. Copyright 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
As a first author of the paper, I was responsible for (1) Designing of the experiments for
the CVD growth of h-BN crystals. (2) Optimization of the growth parameters. (3)
Characterization of h-BN crystals by Raman. (4) Transfer of the h-BN crystals onto the TEM
grids for further characterization. (5) Data analysis and writing of the manuscript. L. L.
assembled the CVD system on which CVD growth experiments were carried out. N.G.C and
P.L. carried out the STEM characterization of the h-BN crystals under the supervision of G.D.
G.G. proposed the experimental scheme and oversaw the research.
4.1

Abstract

This work demonstrates a method to directly determine edge orientations of three-fold symmetric
two-dimensional crystals in real space, without resolving the edge structure. In an annular darkfield scanning transmission electron microscope, the orientation of an edge is derived from the
overall edge direction recorded at a low magnification and the crystal orientation revealed by
atomic resolution, element-contrast imaging at a high magnification. By applying this method,
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the edge orientation of equilateral triangle-shaped hexagonal boron nitride (h-BN) crystals grown
by chemical vapor deposition on Cu is experimentally determined for the first time. The
experimentally determined nitrogen-terminated zigzag edges validate the kinetic theory of h-BN
crystal growth, which is a useful case study of the growth of 2D crystals lacking inversion
symmetry.
4.2

Introduction

Crystal shape and surface orientation manifest the interplay between the thermodynamics and
growth kinetics of the crystal, following principles that have been illustrated with fictitious twodimensional (2D) crystals as pedagogical models for easy visualization. 1 The advent of real 2D
crystals enables experimental investigation of real 2D models, leveraging facile visualization of
2D crystals by conventional and advanced microscopy, 2 in principle allowing for experimental
determination of edge orientations. Furthermore, an interface formed by heteroepitaxy on a
crystalline substrate surface may exhibit novel physics determined by the orientation of the
interface.3,4 Similarly, in the case of epitaxy in two dimensions, specific orientations of the 1D
interface can also lead to unique properties. For example, the zigzag-oriented interface between
graphene and hexagonal boron nitride (h-BN) is predicted to be spin polarized. 5,6 In order to
realize such predicted peculiar properties, it is important to determine the orientations of the
starting 2D crystal edges, which turns into the 1D interface upon heteroepitaxial growth.
After graphene single crystals were grown on copper, 7 Kim et al. demonstrated the
LPCVD growth of equilateral triangle-shaped monolayer h-BN crystals on copper, using
Ammonia-Borane (AB) complex as a precursor. 8 Interestingly, the authors showed that by
increasing the temperature of the precursor source, the triangular h-BN islands evolved into
different shapes.8 Using AB as a precursor source, Guo et al. developed a more controlled way to
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grow triangular crystals of few layers (1-4) h-BN exclusively, by LPCVD.9 The authors loaded
the copper foil in a small quartz tube closed at one end. 9 Since the closed end of the small quartz
tube faced the precursor, the later diffused slowly from the open end of the small tube to reach
the copper foils, allowing slower growth of h-BN.9 Tay et al. demonstrated the APCVD growth
of h-BN on copper, using AB as a precursor.10 The authors studied the growth parameters in
detail and found that precursor temperature of 60°C was sufficient to growth monolayer
triangular islands of h-BN, while further increase in the precursor temperature resulted in the
growth of h-BN islands with more complex and irregular shapes,10 consistent with the
observation of Kim et al.8 Han et al. revealed that during the growth of monolayer h-BN
triangles on copper using AB as a precursor source, nanoparticles of poly-aminoborane
(BH2NH2) accumulate at the edges of individual triangles that are generated as the precursor is
heated and carried away into the high-temperature zone of furnace. 11 By enclosing the precursor
in a filter, which traps the nanoparticles liberated by the heated precursor, the authors
demonstrated the growth of monolayer h-BN free of nanoparticles.11 In all the previous studies
mentioned so far, the individual domain size of monolayer h-BN triangle was limited to below
5µm.8,9,10,11 Wang et al. found that by ramping up the temperature of pre-annealed copper foils in
argon environment only during LPCVD, resulted in the reduced nucleation density of monolayer
h-BN islands.12 This procedure allowed the growth of triangular monolayer h-BN up to 20 µm in
lateral dimensions.12 Tay et al. showed that electropolishing of copper before APCVD growth
resulted in an order of magnitude reduction in the nucleation density of h-BN islands on
copper. 13 This reduced island density allowed the growth of triangular h-BN crystals with
dimensions up to 35µm.13 Interestingly, the authors observed the growth of hexagonal domains
of h-BN on some regions of copper foils as well, which had never been observed experimentally
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before.13 The authors attributed this observation to an increased diffusion of B, N radicals on the
smooth copper surface after electropolishing, along with an increased content of surface oxygen
on copper foil caused by the phosphoric acid solution during electropolishing. 13 Both of these
factors changed the growth kinetics of h-BN, by allowing the B, N radicals to attach to existing
edges of h-BN, irrespective of their polarity.13 Lu et al. demonstrated the LPCVD growth of
triangular monolayer of h-BN up to 90µm on a copper-nickel alloy of an optimized
composition.14 The authors also observed white particles of poly-amino borane accumulating at
the edges of monolayer h-BN crystals,14 consistent with the observation of Han et al.11 The
authors conclude that the presence of those nanoparticles is the main culprit in the higher
nucleation density of h-BN on copper, as those poly-amino borane nanoparticles cannot be
converted to h-BN at the temperature of 1050°C, used in that study. 14 A controlled amount of a
stronger catalyst i.e. Ni, helps to decompose those nanoparticles which result in either desorption
of B, N radicals or the formation of strong Ni-B or Ni-N bonds, with an overall result that the
nucleation density of monolayer h-BN crystals is greatly reduced.14 Song et al. demonstrated
LPCVD growth of wafer-scale films of monolayer h-BN on copper, consisting of triangular hBN islands, up to 72µm in lateral dimensions. 15 The author used a copper foil enclosure
approach,16 which not only results in a smooth inner surface of foil due to reduced evaporation of
copper under lower pressure environment at the higher growth temperature but also slows down
the diffusion of precursors reaching the inner copper surface, effectively lowering the nucleation
density.15 Wu et al. found that by pre-annealing the copper foils for 2-3 hours in argon
environment only, and then carrying out the growth in a mixed argon and hydrogen environment,
resulted in the growth of monolayer triangular h-BN islands, with lateral dimensions exceeding
100µm.17 The authors hint that the presence of a trace of oxygen during argon annealing only
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might have changed the surface morphology of copper foil, that helped in the reduction of
nucleation density of h-BN, the exact mechanism, however, remains unclear. 17 Recently Stehle et
al. studied the shape evolution of monolayer h-BN crystals on copper and found that shape of hBN crystals evolve from triangles to truncated triangles and even hexagons, depending upon the
position and distance of copper foil from the precursor source. 18 The authors attribute this
evolution in the shape of h-BN crystals to the variation in the atomic ratios of B and N species,
from the upstream end of the quartz tube to the downstream end. 18
Based on the first-principles calculation result that the edge energy is the lowest for the
N-terminated zigzag edge,19 Kim et al. suggested that the edges of the equilateral triangle-shaped
2D crystals were zigzag with nitrogen termination.8 Later reports of CVD-grown, equilateral
triangle-shaped monolayer h-BN crystals on copper all assumed N-terminated zigzag
edges,9,10,11,12,13,14,15,17,18 citing Kim et al.8 The edge orientation of these triangular crystals has
nevertheless not been experimentally verified. Crystal growth is intrinsically a nonequilibrium
process, therefore crystal shape and edge orientation may be dominated by process kinetics and
deviate from the equilibrium picture. Indeed, more recent theory work 20 points out that the
equilibrium shape under common growth conditions calculated by edge energy minimization is
not the experimentally observed triangle. Also recently, the growth of h-BN crystals with shapes
other than regular triangles, e.g., truncated triangles13,21 or hexagons13,18,21 has been reported,
again different from the equilibrium shapes.19 By considering kinetics under various conditions,
Zhang et al. reproduced all experimentally observed h-BN crystal shapes on Cu.20 According to
the new kinetic theory,20 the sides of CVD grown equiangular triangle h-BN crystals on Cu are
N-terminated zigzag edges, but the reason is not edge energy minimization. To fully verify the
theory, a method to determine orientations of all edges, especially the short and long edges of the
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truncated triangles, is highly desirable.
Here, by leveraging the elemental contrast (Z contrast) and atomic resolution of the
annular dark-field scanning transmission electron microscope (ADF STEM), 22 we validate for
the first time that the edges of equilateral triangle-shaped h-BN crystals grown by CVD on
copper under the widely used condition are indeed zigzag-oriented with N termination. The exact
atomic structure of edges may undergo reconstructions, e.g. in the case of zigzag-edges of
graphene23 that can change reversibly under the electron beam in the STEM, 24 and hence is not
the focus of this work. Instead, we acquire overview STEM images of an h-BN crystal to locate
edges, and combine this information with the atomically resolved, Z-contrast images of the
interior, or “bulk”, of the 2D crystal, to deduce the edge orientations; N- and B- terminated
zigzags without detailed atomic structures (reconstructions) are regarded as edge orientations
180 apart from each other. This study not only verifies the theoretical prediction 20 but also
justifies the assumed edge orientations of h-BN in our earlier work on the van der Waals epitaxy
of h-BN on Cu(100).25 The method used can also be applied to resolve the edge orientations of
other 2D crystals such as transition metal dichalcogenides.
4.3

Results and discussion

Due to the fragile nature and reactivity of 2D crystal edges in general, it is very challenging to
preserve the atomic structure of the edges during transfer from the copper foil substrate and
subsequently resolve the structure by microscopy. This is depicted in Fig. 4-1a, which shows an
overview STEM image of a CVD grown graphene. The graphene was grown by CVD on copper 7
foil and transferred by a PMMA-assisted26 procedure. Fig. 4-1b shows a zoomed-in image of Fig.
4-1a. While the exact edge atomic structure, obscured by contamination that tends to accumulate
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Figure 4-1. STEM images of suspended graphene edges. (a) Overview image showing an edge of
a PMMA transferred graphene island. While the PMMA-assisted transfer maintains the integrity
of the edge, but the edge itself is covered by contamination. (b) Zoomed-in image of panel a. (c)
Overview STEM image showing an edge of a direct transferred graphene island. With direct
transferred, although the edges are cleaner, but the structural integrity of the as-grown edge is
lost.
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on edges and possibly reconstructed,24 cannot be resolved, the atomic resolution image
unambiguously reveals the bulk orientation and therefore the edge orientation. In order to reduce
contamination introduced by PMMA-assisted transfer, 26 Figs. 4-1(c,d) shows the STEM images
of CVD grown graphene that was direct-transferred27 onto a TEM grid. While the edges tend to
be relatively cleaner compared to PMMA-assisted graphene in Figs. 4-1(a,b), but the suspended
edges are broken, and orientations of as-grown edges are not preserved.
Fig. 4-2a displays an SEM image of the as-grown h-BN crystals on a copper foil. We
optimized the CVD conditions to grow h-BN crystals with triangular shape only. Some of the hBN crystals grow as oppositely oriented triangles, highlighted by the purple and brown dashed
contours, due to the orientational alignment with the underlying Cu(100) grain. 25,28 The lattice of
h-BN is composed of two sub-lattices occupied by nitrogen and boron atoms respectively. 20
Hence, h-BN lacks inversion symmetry and a zigzag-edged triangle can be either B- or Nterminated.8,20 This is shown by the schematic in Fig. 4-2b, which highlights the need for
unambiguous experimental determination of the two opposite zigzag edge orientations. Fig. 4-2c
shows an SEM image of h-BN crystals after transfer from the copper foil onto a TEM grid. After
the transfer process, the h-BN triangles with sharp edges can still be identified by SEM,
emphasizing the high fidelity of the transfer procedure. A pair of oppositely oriented h-BN
crystals, delineated by the red and green dashed triangles, are further examined for edge
orientations, as explained next.
Fig. 4-3a shows an overview STEM image of the triangular h-BN crystal delineated by
the red dashed triangle in Fig. 4-2c. The h-BN crystal on the amorphous carbon film of the TEM
grid shows sufficient contrast to identify the edges, which are indicated by a white dashed
triangular contour, shifted away from the actual edges to not obscure them. Fig. 4-3b is an
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Figure 4-2. CVD grown h-BN crystals. (a) SEM image of equilateral triangle-shaped h-BN
crystals on copper. More complicated shapes arise from merged triangles. Purple and brown
dashed contours highlight oppositely oriented triangles. (b) Schematic showing two possible
edge terminations for zigzag-edged triangular crystals of h-BN. (c) SEM image of the h-BN
crystals after transfer onto TEM grid. Red and green dashed triangles highlight a pair of h-BN
crystals, which were examined for edge orientations by STEM in Fig. 4-3.
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Figure 4-3. Edge orientation determination of triangle-shaped h-BN crystals. (a) Overview
STEM image of the red delineated h-BN crystal in Fig. 4-2c. The edges are emphasized by white
dashed lines, shifted away from the edges to avoid obscuring. (b) Atomically resolved image
acquired in the interior of the h-BN crystal in panel a, overlaid with colored spots representing B
and N atoms. (c) Schematic illustration of the edge and bulk orientations of the h-BN crystal in
panels a and b. (d) Overview STEM image of the green delineated h-BN crystal in Fig. 4-2c.
Similar to panel a the edges are signified by the shifted white dashed lines. (e) Atomically
resolved image taken in the 2D bulk of the h-BN crystal in panel d, superimposed with the
colored spots representing B and N atoms. (f) Schematic representation of the edge and bulk
orientations of the h-BN crystal in panels d and e.

89

atomic-resolution Z-contrast image taken in the interior of the same h-BN crystal. Red and blue
dots overlaid on this image signify nitrogen and boron atoms, respectively, at the atomic
positions, as identified by the atomic number Z calculated from the intensity at each position.
Fig. 4-3c shows a schematic, combining the lattice orientation information derived from the
atomic resolution image Fig. 4-3b, and the contour of h-BN crystal from the overview image Fig.
4-3a. Clearly, the edges of this h-BN crystal are zigzag-oriented and N-terminated. It is worth
mentioning here that, in a STEM, there is no rotation of images with increasing or decreasing
magnification, since scan coils simply change the area over which they are scanned. 29 This is in
contrast to a TEM, where changing magnification is accompanied by an image rotation due to
the helical paths of electrons.29 To ensure that there is no change of rotation in the scan direction
with varying magnifications, a simple procedure was adopted. Starting at a high magnification
(atomic resolution) the magnification was reduced in steps and identifying features between each
image were compared. This procedure showed there was no rotation in MAADF image scan
direction with a reduction to the magnification.
Next the edge orientation of the other h-BN crystal, which is delineated by the green
dashed triangle in Fig. 4-2c is revealed. Similar to the discussion above, Fig. 4-3d is an
overview, STEM image, where the h-BN crystal edges are signified by the shifted white dashed
contour. Fig. 4-3e shows an atomically resolved image acquired in the 2D bulk of the h-BN
crystal shown in Fig. 4-3d, with superimposed colored spots signifying B and N atoms. Fig. 4-3f
shows a schematic, combining the lattice orientation information extracted from the atomic
resolution image Fig. 4-3e and the contour of h-BN edges from the overview image Fig. 4-3d.
Once again the edges of the h-BN crystal in Fig. 4-3d are also zigzag-oriented and N-terminated.
The examination of these two crystals verifies in real space that their 2D bulks are oppositely
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oriented, i.e., in two opposite directions, consistent earlier conclusions drawn from diffraction
experiments.25 For statistical significance, Fig. 4-4 shows another pair of triangular crystals of hBN, whose edge-orientations turned out to be N-terminated and zigzag oriented. No armchair or
B-terminated zigzag edges have ever been observed in this study.
The procedure discussed above determines the edge orientations by combining the
“macroscopic” directions of the edges with the “bulk” orientation of the 2D crystal that is
resolved by Z-contrast, atomic resolution imaging, circumventing the difficulty in directly
imaging the atomic structure of the edges. This method can be used to further confirm the edge
orientations of the “truncated triangle” (or equiangular but not equilateral hexagon) crystals of hBN grown under B-rich conditions.13,18,21 Moreover, the method can also be applied to determine
the edge orientations of other 2D materials. With “macroscopic” edge directions recorded in an
overview image, edge orientations can in principle be determined by resolving the “bulk”
orientation. This can be done for three-fold symmetric 2D crystals by diffraction only if particle
beams are in the suitable energy range, and the rotation angle between the diffractogram and the
real space image needs to be determined by a skillful scheme. 29 Low-energy electron diffraction
patterns of h-BN show three-fold symmetry,25 but the correspondence between relative spot
brightness (bright/dark spots) and opposite orientations (B-/N-terminated zigzag) is not directly
known and must be inferred by complicated simulation. The method discussed in this chapter, in
contrast, directly resolves opposite edge orientations of 2D crystals that lack inversion symmetry.
Another advantage of this method is that the difficulty of suspending intact, as-grown
edges on TEM grid for atomic resolution imaging (Fig. 4-1) is circumvented. It is important to
note here that N-terminated zigzag in this work simply refers to the edge orientation. The actual
edges may or may not be truncated edges terminated by N atoms as shown in Fig. 4-2.
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Figure 4-4. Edge orientation determination of triangle-shaped h-BN crystals. (a) Overview
STEM image of an h-BN crystal. The edges are emphasized by white dashed lines, shifted away
from the edges to avoid obscuring. (b) Atomically resolved image acquired in the interior of the
h-BN crystal in panel a, overlaid with colored spots representing B and N atoms. (c) Schematic
illustration of the edge and bulk orientations of the h-BN crystal in panels a and b. (d) Overview
STEM image of another h-BN crystal, which is oppositely oriented to the crystal in panel a. The
crystal edges are signified by the shifted white dashed lines. (e) Atomically resolved image taken
in the 2D bulk of the h-BN crystal in panel d, superimposed with the colored spots representing
B and N atoms. (f) Schematic representation of the edge and bulk orientations of the h-BN
crystal in panels d and e.
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Nevertheless, high-resolution TEM images of equilateral triangular holes in h-BN 30,31,32
indicate that the sides of the holes are bulk truncated zigzag edges without reconstructions,
although terminations cannot be resolved due to lack of Z-contrast. While the formation kinetics
of those hole edges are different from that of the grown outer edges of crystals, the absence of
edge reconstruction should be universal for all h-BN zigzag edges. Indeed, unreconstructed
zigzag edges have been assumed in theoretical works . 33,34
4.4

Conclusion

In this study, the edge orientations of equilateral triangle-shaped h-BN crystals grown by CVD
under a widely used condition have been resolved experimentally for the first time. All the
examined edges are zigzag-oriented and N-terminated. Interestingly, for each apparently
oppositely oriented pair of equilateral triangle-shaped crystals, both triangles have N-terminated
zigzag edges but opposite bulk orientations, consistent with the previous experimental study. 25
This experimental determination finally verifies the long-held presumption in the literature about
edge orientation of h-BN crystals grown on copper. Our CVD growth uses H 3B-NH3 as the
precursor, presumably providing a feedstock relatively balanced in B and N, which is predicted
to lead to N-terminated zigzag edges for kinetic reasons rather than edge energy minimization. 20
4.5

Experimental methods
4.5.1

Growth of triangular h-BN crystals

Commercial copper foils (99.999%, 25 µm thick, Alfa Aesar) were used for the growth of h-BN
crystals. The growth was performed with a commercial CVD system (OTF-1200X-80-II-4CVPE-SL, MTI) with a 2 in. diameter quartz tube. The Ar and H2 were ultra-high purity (UHP)
grade gases, supplied by Airgas. Before growth, Cu foils were dipped in dilute nitric acid and DI
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water for 20 seconds each and subsequently dried gently with a nitrogen gun. The foils were then
loaded into a quartz tube (2’’ diameter), which was then pumped down to the base pressure and
then back-filled with Ar. This process was repeated three times. At atmospheric pressure, H 2 and
Ar flows were adjusted to 100 and 900 sccm, respectively. The temperature was first ramped up
to 1000°C in 50 minutes, and then to 1040 °C in 10 minutes. H 2 and Ar flows were adjusted to
100 and 400 sccm, respectively. To initiate h-BN growth, 0.5 mg of ammonia borane 8 was
sublimed for 6.5 minutes at ~120 °C, using an external heating belt. 25 After the h-BN growth, the
furnace was opened for rapid cooling without changing the gas flows. Foils were unloaded after
the temperature dropped to around 50 °C under Ar ambient.
4.5.2

Transfer of h-BN crystals onto TEM grids

To reduce carbon contamination, a direct-transfer technique was used to transfer h-BN crystals
onto transmission electron microscope (TEM) grids.27 Briefly, holey carbon TEM grids were
placed faced down onto the h-BN covered copper foils. A few drops of isopropyl alcohol were
placed on the TEM grid and allowed to dry naturally for ~ 15 minutes. Afterward, to enhance the
adhesion between the holey carbon film and h-BN crystals, the TEM grids were heated on a hot
plate at 120 C for 20 minutes. The underlying copper foil was etched away by a commercial
etchant (CE-100, Transene). The etching time was ~ 60 minutes. To reduce carbon residue, the
TEM grids were floated for ~12 hours on the surface of a 1:1 solution of commercial
hydrochloric acid and de-ionized (DI) water.35 The TEM grids were then further floated on three
DI water baths, and allowed to dry naturally. In order to further reduce carbon contamination, the
TEM grids were briefly annealed in air at 200 ºC for 30 min on a hot plate 35 and then annealed at
160 C in high vacuum for 8 hours, prior to loading in the STEM.
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4.5.3

Microscopy characterization

Scanning electron microscope (SEM) images were acquired with an LEO 1525 SEM at 5 kV.
The STEM imaging was performed with a Nion aberration-corrected UltraSTEM 100 TM electron
microscope, operated at 60 kV. The UltraSTEM 100 TM has third and fifth-order aberration
correcting capabilities, and a spatial resolution of 1.1Å. To differentiate between atom types (N
and B), Z-contrast imaging was employed. 36 This technique allows for the atom-by-atom
determination of the atomic number Z by signal intensity from, in the case of 2D materials, a
single atom alone. An annular detector is used to detect the transmitted electrons scattered to
high angles. The contrast of such images follows approximately as Z squared. 37 , 38 , 39 The
technique is able to differentiate B,C, and N in single layers.22 All the Z-contrast STEM images
were acquired using the medium angle annular dark field (MAADF) detector. During imaging,
the high angle annular dark field (HAADF) detector was retracted to allow additional scattered
electrons to reach the MAADF. This has the effect of reducing the Z-contrast but improving the
signal-to-noise ratio. The atomic resolution Z-contrast images were acquired with a camera
length of 1.24 m, a convergence semi-angle of 30 mrad, a collection semi-angle of
approximately 50 mrad, a pixel count of 1024 × 1024 pixels, and a pixel dwell time of 32 μs.
The Z-contrast overview images were acquired under the same conditions as mentioned above,
but with a pixel count of 2024 × 2024 pixels. The atomic resolution Z-contrast images were postprocessed by a Lucy-Richardson deconvolution, a maximum entropy algorithm that treats the
imaging probe as a point spread function.40,41 Deconvoluting probe shape contributions from the
image has the effect of consolidating atom shape and improves the signal-to-noise ratio.
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CHAPTER 5
MAPPING THE LAYER COUNT OF FEW-LAYER HEXAGONAL
BORON NITRIDE AT HIGH LATERAL SPATIAL RESOLUTIONS
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This chapter is a slightly modified version of the paper with the same title published in 2D
Materials in October 2017 by Ali Mohsin, Nicholas G. Cross, Lei Liu, Kenji Watanabe, Takashi
Taniguchi, Gerd Duscher and Gong Gu. The introduction in this chapter has been expanded to
cover literature review related to the growth of few-layer h-BN. Also, the supporting information
in the published paper has been included as a part of the main text in this chapter.
All the figures and most of the text in this chapter are reproduced with permission from
Mohsin, A.; Cross, N. G.; Liu, L.; Watanabe, K.; Taniguchi, T.; Duscher, G.; Gu, G. Mapping
The Layer Count Of Few-Layer Hexagonal Boron Nitride At High Lateral Spatial Resolutions
2D Mater. 2018, 5, 015007. Copyright 2017 IOP Publishing Limited.
As a first author of the paper, I was responsible for (1) Designing of the experiments for
the CVD growth of few-layer h-BN films. (2) Optimization of the growth parameters. (3)
Assembling of the CVD system on which growth experiments were carried out. (4)
Characterization of few-layer h-BN films by SEM. (5) Transfer of few-layer h-BN films onto the
TEM grids for further characterization. N.G.C. carried out STEM characterization under the
supervision of G.D. L.L. exfoliated thin flakes from the bulk h-BN crystals. K.W. and T.T. grew
bulk h-BN crystals. G.D. and G.G. proposed the experimental schemes and wrote the
manuscript.
5.1

Abstract

Layer count control and uniformity of 2D layered materials are critical to the investigation of
their properties and to their electronic device applications, but methods to map 2D material layer
count at nanometer-level lateral spatial resolutions have been lacking. Here, we demonstrate a
method based on two complementary techniques widely available in transmission electron
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microscopes to map the layer count of multilayer h-BN films. The mass-thickness contrast in
HAADF imaging in the STEM mode allows for thickness determination in atomically clean
regions with high spatial resolution (sub-nanometer) but is limited by surface contamination. To
complement, another technique based on the boron K ionization edge in the EELS spectrum of hBN is developed to quantify the layer count so that surface contamination does not cause an
overestimate, albeit at a lower spatial resolution (nanometers). The two techniques agree
remarkably well in atomically clean regions with discrepancies within ±1 layer. For the first
time, the layer count uniformity on the scale of nanometers is quantified for a 2D material. The
methodology is applicable to layer count mapping of other 2D layered materials, paving the way
toward the synthesis of multilayer 2D materials with homogeneous layer count.
5.2

Introduction

Important physical properties such as the band structure of a two-dimensional (2D) layered
material may strongly depend on the layer count, 1 which must be controllable and homogeneous
for electronic device applications. Furthermore, the constituent 2D materials in van der Waals
heterostructures,2 which have recently become an important research direction, must also have
controllable uniform layer counts. Hexagonal boron nitride (h-BN) has emerged as an important
ingredient of these heterostructures.2,3,4,5,6 As a 2D insulator, h-BN is a good choice for tunnel
dielectric in 2D-to-2D tunneling devices.4,5,6 When used as a supporting substrate for 2D
semiconductors, h-BN dramatically enhance their electrical transport. 7 These applications of hBN require smoothness and therefore layer count uniformity of multilayer h-BN. The application
in the tunneling devices also requires control over the h-BN thickness or layer count beside the
uniformity thereof.
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Multilayer h-BN can be exfoliated from bulk crystals, such as those high-quality crystals
grown by recrystallization of h-BN using a metal solvent. 8 The inherent randomness of the
exfoliation process, however, precludes good control of the layer count of the resulting flakes,
the area of which is also limited by the exfoliation process. To achieve large area, h-BN has been
grown by chemical vapor deposition (CVD).6,9,10,11,12,13,14,15,16 Reliable determination of the layer
count and its spatial uniformity are important for the aforementioned electronics device
applications of h-BN thin films. The most popular method for determining the number of layers
is based on counting the layer fringes at the edges of a hole in the film, 9,10,11,12,13,14,15 similar to
the common technique used to determine the number of walls of a nanotube. 17 The shortcoming
of this method is that it reveals the number of layers only at the edges of a film. Atomic force
microscopy provides another means to characterize thin films of h-BN, 10,11,12,14,16 but it is
incapable of mapping the layer count of an h-BN thin film because it cannot differentiate
between true thickness variation and substrate roughness or surface contamination. Raman
spectrum mapping overcomes this issue as the characteristic Raman signature of h-BN can
differentiate between 1-3 layers of h-BN,18 but the spatial resolution is limited to hundreds of
nanometers and it is not suitable for thicker films. While low-energy electron reflectivity (LEER)
spectra19,20 provide a true “layer counting” method, the spatial resolution of layer count mapping
based thereon is limited to the sub-micrometer level by low-energy electron microscopy
(LEEM). Furthermore, LEEM instruments are much less widely available than TEMs.
To overcome the limitations of the above-mentioned techniques, here we employ two
complementary characterization techniques, namely STEM and EELS to determine the number
of layers in an h-BN thin film.With these two techniques corroborating each other, monolayer
accuracy and high spatial resolution are achieved. We point out that advanced atomic-resolution
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STEMs are not required; a TEM operating in the STEM mode suffices. Therefore our method
can be widely adopted. HAADF imaging, a technique that relies on Rutherford scattering,
resulting in intensity I that scales with atomic number Z of the scattering atom approximately as I
∝ Z2, and therefore elemental contrast, i.e. Z-contrast can be used to directly correlate intensity to
sample thickness.21,22,23,24 This is because the intensity exhibits a mass thickness contrast. For a
uniform single phase material with homogeneous composition and structure (e.g. h-BN in this
study), the variation in intensity depends only on sample thickness. Inevitable surface
contamination complicates this seemingly straightforward method, however, necessitating a
complementary technique to eliminate the effect of surface contamination. To this end, EELS
mapping is performed to acquire boron K ionization edge intensity maps, which are used to
generate maps of the areal density of boron atoms by modeling the EELS core-loss edge using xray photoabsorption (XRPA) differential cross-section. A simple calculation then converts the B
atom areal density to h-BN layer count. In EELS, the boron K-edge does not overlap other
features. More important, surface contaminants are mostly organic adsorbates, which are
unlikely to contain B. While this ‘see-through-the-junk’ technique allows for layer count
mapping without being affected by surface contamination, the larger pixel size of EELS mapping
as compared to that of STEM imaging reduces spatial resolution of the method. Therefore, these
two techniques complement and corroborate each other. We find the two methods agree
remarkably well in mapping the inhomogeneous layer count of a multilayer h-BN film grown by
CVD on Cu. To gain further confidence in our methodology, we have mapped an exfoliated hBN sample that is known to be uniform in thickness distribution, and find that indeed the two
techniques combined can accurately determine the layer count. Our work reveals that the layer
count of h-BN grown by CVD on Cu is inhomogeneous and that the thickness uniformity of
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CVD-grown multilayer h-BN needs improvement for electronic device applications. Moreover,
the methodology developed here is also applicable to thin films of other 2D materials e.g.
transition metals dichalcogenides.25
5.3

Results and discussion

Before the description of the STEM-based method to determine layer count, the morphology of
the as-grown h-BN film on the copper foil is studied with an SEM. Fig. 5-1a is an overview SEM
image, where wrinkles in the h-BN film (e.g., the one indicated by a blue arrow), which are
similar to those in CVD-grown graphene on copper, 26 indicate full coverage of h-BN film on the
foil. The wrinkles are more clearly shown in zoomed-in image Fig. 5-1b. Furthermore, there is a
high density of adlayers, as indicated by red and green arrows in Fig. 5-1b There are two types of
adlayers: one consisting of very dense clusters of h-BN, having sizes of tens of nm (green
arrows) and the others comprising of somewhat isolated triangles, having the dimensions of
several hundreds of nm (red arrows). Further zoomed-in SEM images in Figs. 5-1(c,d) highlight
both of these adlayer types. It is worth noting that the presence of these adlayers contributes to
the layer count variation. Due to the small lateral dimensions of the adlayers, the variation in
layer count cannot be resolved by the methods mentioned earlier in the introduction.
Next, the h-BN film was transferred onto a TEM grid, and layer count maps were derived
from HAADF images acquired in the STEM mode of the TEM. Fig. 5-2 details the procedure to
convert raw HAADF-STEM image of an h-BN film to a layer count map. Fig. 5-2a shows a raw
image of an h-BN film. A hole in the region of interest is identified to determine the absolute
value of background intensity due to the dark current, and right inset shows a zoomed-in image
of the hole (vacuum). A red line is drawn along the hole in the right-inset and left inset shows an
intensity profile along the red line, corresponding to the dark current. Fig. 5-2b shows the same
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Figure 5-1. SEM images of CVD grown hh-BN
BN film on copper. (a) Overview SEM image. (b)
Zoomed-in
in image highlighting wrinkles in the hh-BN film (blue arrows). (c,d) Further zoomed-in
zoomed
images, showing very dense clusters of adlayers, having sizes of tens of nm (green arrows) and
somewhat isolated triangles with dimensions of few several hundreds of nm (red arrows).
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Figure 5-2. Converting HAADF STEM image to layer count map. (A) Raw HAADF-STEM
image of the h-BN film. A hole is identified, and right inset shows a zoomed-in image of the
hole. The left inset shows profile along the red line, where vacuum (hole) exhibits non-zero
absolute intensity due to dark current. (B) Same image after the subtraction of dark current.
Insets show zero intensity in the hole. (C) HAADF STEM image in panel b, after dividing every
pixel by the intensity of a single layer of h-BN. Inset is an intensity profile highlighting three
regions which are 0, 2 and 1 layer thick. (D) False-color layer count map directly derived from
(c) by rounding each pixel value to an integer number of layers. (E) Layer count map derived
from (c) by first applying a series of Gaussian filters and then rounding to an integer number of
layers.
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image as Fig. 5-2a, after the subtraction of background intensity from the entire image. The
right-inset in Fig. 5-2b shows that the same hole identified in Fig. 5-2a now has zero intensity.
Then, the smallest step size from a contamination-free area is identified, to determine the
intensity of a single layer of h-BN. The presence of a single layer of h-BN at the particular pixel
of HAADF image is corroborated with the corresponding pixel in the EELS map. Then, the
intensity of every pixel in the HAADF image is divided by the intensity of a single layer of hBN, to convert the entire image into a layer count map as shown in Fig. 5-2c, assuming the
intensity of every pixel of the HAADF image scales linearly with the local layer count as the
coherent Bragg scattering can be justifiably ignored. The map is now in the unit of h-BN layers
but not yet discretized to integer layer count. The inset shows an intensity profile along the red
line, corresponding to three regions which are identified as 0, 2, and 1 layer thick. Note that the
spatial variation in the absolute values of intensities corresponding to 1 and 2 layers is due to the
presence of surface contamination distributed randomly in the form of web throughout the
image. Fig. 5-2d shows a false color layer map obtained by rounding the absolute pixel values in
Fig. 5-2c, and assigning them to a discrete number of layers. Fig. 5-2e shows another false-color
layer map derived from Fig. 5-2c, where the map is first smoothed by a series of four Gaussian
filters to reduce the effects of high-frequency noise, before converting it into an integer number
of layers, as in Fig. 5-2d. This filtering led to a slight broadening of features, especially where
surface contamination layers were thick. Lastly, the values of every pixel were rounded into
integers.
Fig. 5-3a shows a more detailed analysis of the layer count map shown in Fig. 5-2e. The
size of this map is 529 nm × 529 nm and the pixel size is about 0.28 nm × 0.28 nm. In the
mapped area, there are atomically clean regions separated by unavoidable surface

110

Figure 5-3. Layer count mapping of the h-BN film based on HAADF imaging in STEM mode.
(a) Color-coded layer count map. Areas with significant surface contamination are saturated as
white and assigned layer count > 5. Most of the rest of the film exhibits layer counts of 1 or 2.
Small adlayers at a length scale of tens of nm are observed (light pink and purple regions with
total layer counts of 2 and 3, respectively). Red dashed triangular contour shows an adlayer with
lateral dimensions of roughly 200 nm. The small, cluster-like and the big, triangular adlayers are
respectively consistent with those observed in SEM images (Fig. 5-1). Black regions represent
holes in the film. (b) Bar graph showing frequency of occurrence for pixels values in (a).
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contamination.Since the surface contamination results in artificially large thickness variation,
such region are assigned a unique color code of white and labeled as layer count > 5. Black
regions where the layer count is zero represent holes in the film, introduced during the transfer
process. The majority of the h-BN film is composed of 1 to 2 layers. Fig. 5-3a shows the layer
count varying between 2 and 3 (light pink and purple regions), at a length scale of several tens of
nm. This variation is attributed due to the dense clusters of h-BN adlayers, shown earlier in SEM
images (Fig. 5-1). A triangular region mostly comprising of 2-3 layers, delineated by the red
dashed contour can also be seen. Such triangular shaped regions are attributed to the isolated
triangles of h-BN, with lateral dimensions of several hundreds of nm, also shown earlier in SEM
images (Fig. 5-1). Fig. 5-3b shows a histogram of the number of pixels in Fig. 5-3a for each layer
count value. It shows that a large percentage of the area is covered by contamination. It is
surprising that there are almost as many 4-layer pixels as single layer pixels. Closer examination
reveals that 4-layer regions are mostly within or at the rims of areas of surface contamination.
This highlights the importance of proper interpretation of the result and being mindful of the
large influence surface contamination has on the HAADF images. To overcome the shortcoming
introduced by the presence of contamination in the reliable determination of a number of layers
in HAADF image, criteria will be presented later to identify contaminated areas with higher
confidence.
To complement the layer count mapping by HAAD imaging, which provides high spatial
resolution but suffers from corrupted layer count values in unavoidable contaminated regions,
EELS mapping is performed to acquire boron K ionization edge intensity maps, which are used
to generate maps of the areal density of boron atoms by modeling the EELS core-loss edge using
X-ray photoabsorption differential cross-section. A simple calculation then converts the B atom
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areal density to h-BN layer count, as will explained next.
A systematic model-based approach is employed to quantify EELS mapping data. A
method similar in spirit to but slightly different from that described by Verbeeck and Van Aert 27
is applied, to calculate layer count for each pixel of the EELS map. Fig. 5-4a plots the raw EELS
spectrum from a typical pixel (black curve) of an EELS map, along with fitting curves. The loss
spectrum, normalized against the total beam count I0 (without sample), is modeled as
C ( E ) / E
d
,
 AE  r  aE 2  bE  c  P
I0
dE

(1)

where C(E) is the count at energy loss E, E = 0.411 eV is the energy dispersion of the energy
channel, d/dE is the energy-differential scattering cross-section of the concerned ionization
edge, and A, r, a, b, c, and P are fitting parameters. The first four terms ( AE  r  aE 2  bE  c )
model the background as a power-law decay modified by a polynomial to capture deviations
from a simple power law. To obtain values of the fitting parameters, the differential cross section
d/dE (dark green curve) calculated by the XRPA theory is used, without the modulation by the
chemical or crystallographic environment. Therefore, least squares fitting is performed to the
blue curve, which is the raw spectrum within two windows. Here, for the B K-edge, the first
window is from 170 eV to 184 eV (i.e. 5 eV below the onset of the B-K-edge), and the second
window is from 249 eV (where the modulation vanishes) to 279 eV (i.e. 5 eV below the carbon
K-edge). The power r from fitting is in the range of 2 to 4 for all spectra, as expected. After the
fitting, the actual B K-edge is obtained by subtracting the background ( AE  r  aE 2  bE  c
)from the raw spectrum and is plotted as the red curve. By subtracting the background terms i.e.,
( AE  r  aE 2  bE  c ), equation 1 can be re-arranged as below.
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Figure 5-4. Layer count mapping by EELS. (a) Typical EELS and corresponding fitting curves.
(b) Layer count map based on EELS analysis in. (c) Histogram of layer count in (b).
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C (E)
I0

E
P
d
dE

(2)

Since [C(E)/E]/I0 is an inelastic scattering probability and dσ/dE is an inelastic scattering
probability for a single atom, their ratio P is the areal density of B atoms. Finally, the layer count
is obtained by dividing P by the B atom areal density of a single layer of h-BN (18.2 nm2) and
then rounding to the nearest integer. The B atom density of a single layer is determined using
single crystal x-ray diffraction crystallographic data.28
For the most accurate quantification of the layer count, the boron K ionization edge is
used. The B K-edge has an onset at 189 eV, a low energy for core electron energy losses, and
thus a large scattering cross section with no other features that overlap and interfere with it. Kedge cross sections are the most reliably known compared to other ionization edges for all
elements. 29 The nitrogen K-ionization edge is not used in the determination of layer count
because surface contaminations may contain nitrogen. 30 Additionally, nitrogen has a smaller
cross-section which results in a less reliable ionization edge.
Fig. 5-4b is a layer count map derived from the EELS analysis described above. Its field
of view is 0.5 µm × 0.5 µm, identical to that of Fig.5-3a, as EELS were acquired simultaneously
with the HAADF image. The much larger pixel size (about 16 nm × 16 nm, each made of 64 ×
64 HAADF image pixels) of EELS mapping, however, limits the spatial resolution of this
technique. By using the boron K ionization as a signature of the h-BN material to quantify the
layer count, the EELS map in Fig. 5-4b is unaffected by surface contamination, thus providing a
see-through-the-dirt technique. As in Fig. 5-3a, black regions here in Fig. 5-4b also represent
holes in the film. This map, not corrupted by surface contamination although at a lower spatial
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resolution than Fig. 5-3a, clearly shows that the majority of the film in the field of view is
composed of a single layer while areas comprising of 2 and 3 layers are also present. As in Fig.
5-3a, the same triangular adlayer can be discerned and is also delineated by red dashed lines.
Also, a region of unusually high layer count at the top right corner of Fig. 5-4b is present,
coincident to the same high layer count region in Fig. 5-3a with larger lateral dimensions than
typical contaminated areas. Its h-BN equivalent mass thickness is 35 layers. This region is
attributed to a nanoparticle of poly-aminoborane and its partially dehydrogenated derivatives,
which are by-products of the precursor (H3B-NH3) decomposition, as reported in the literature.31
The histogram of the pixels of EELS map in Fig. 5-4b shows that the h-BN film is dominated by
monolayer regions, with bi- and trilayer regions also present. The model-based analysis has an
error of about ±10% in mass thickness, mostly arising from the uncertainty in the energydifferential cross-section. This error is insignificant when the mass thickness is discretized to
layer count. Interpreting the EELS-derived layer count map in conjunction (Fig. 5-4b) with the
HAADF imaging-derived map (Fig. 5-3a), we conclude that the film is composed of one
continuous monolayer of h-BN with randomly distributed discontinuous adlayers consisting of 1
to 2 layers in addition to the continuous monolayer.
Worth mentioning is an alternative EELS-based technique used to estimate sample
thickness values, the log-ratio method.32 This method has larger errors (~ ±20%), and does not
differentiate surface contamination from the true h-BN film. At a low spatial resolution, as our B
K-edge analysis, it does not provide any merit to complement the HAADF imaging.
The comparison of the layer count measured by the two techniques is presented next. Fig.
5-5a maps the absolute value of layer count difference between Figs. 5-3a and 5-4b. The EELS
map in Fig. 5-4b is re-pixelated without loss of information to match the pixel density of the
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Fig. 5-5. Comparison of layer count distributions determined by HAADF imaging and EELS
mapping. (a) Map of the absolute value of layer count difference between Figs. 5-3a and Figs. 54b. (b) Layer count map derived from HAADF imaging in Fig. 5-3a (c) Histogram of layer count
discrepancy. A side-by-side comparison of Figs. 5-5(a,b) indicates remarkable agreement
between the two techniques, with discrepancies > 1 layers only in contaminated regions.
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HAADF image Fig. 5-3a. Zero layer count difference (coded black in Fig. 5-5a) represents a
perfect agreement between the two techniques. Fig. 5-5c is the histogram of pixel values Fig. 55a (i.e. layer count differences between Figs. 5-3a and 5-4b). HAADF imaging derived layer
count map in Fig. 5-3a is also shown in Fig. 5-5b for side-by-side comparison, which indicates
that regions with layer count discrepancy of 3 and above in Fig. 5-4a largely match those with
layer count  4; these are the contaminated regions. Layer count discrepancies of 2 are seen
essentially within or at the rims of the contaminated regions, attributed to the effects of
smoothing (Gaussian filtering), discretizing, and pixelating. In the clean regions, the remarkable
agreement between the two techniques is attested by the dominance of zero layer count
difference regions. There is also an appreciable fraction of the contamination-free regions
exhibiting layer count differences of 1, attributable to errors in both methods redistributed by
the combined effects of smoothing, discretizing, and pixelating.
In order to clearly map out the layer count in the clean areas, it is important to first
identify them. Figure 5-6a maps out the contaminated areas according to the following criterion:
(Layer count by imaging  5) OR (discrepancy between imaging and EELS  3), (3)
All pixels satisfying this criterion are considered contaminated and colored red, while the rest are
represented by gray levels proportional to the imaging-derived mass thicknesses before rounding
to integer layer counts. High intensities are clearly seen surrounding the red areas, indicating that
this criterion misses the rims of the contaminated areas. In order to include the rims of the
contaminated areas, a simple criterion is employed:
(discrepancy between imaging and EELS  t),
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(4)

(a)

(b)

100 nm

100 nm

Figure 5-6. Identifying the contaminated areas. (a) Contaminated areas identified by criterion
(1) colored in red, with rest of map in grayscale proportional to mass thickness derived from
HAADF imaging. (b) Contaminated areas colored in red, identified by criterion (4) with t = 1.5.
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where t is a threshold. Here, the discrepancy is calculated from mass thickness values before
rounding to integers, thus the threshold does not need to be an integer. After trying a series of
decreasing values for t, Fig. 5-6b identifies the contaminated areas with t = 1.5. Visually, the
contaminated areas are well represented. It is worth mentioning here that the contaminated areas
by criterion (3) are identified first, and then expanded to include the rims, instead of arbitrarily
setting t in order to claim discrepancies are not larger than 1 in clean areas.
Fig. 5-7 and Table 5-1 below show details of the layer count mapping and statistics in the
clean areas. Since the criterion used in Fig. 5-7a identifies contaminated areas with high
confidence as discussed above (Fig. 5-6b), Fig. 5-7b represents the layer count statistics of the hBN film. For comparison, Fig. 5-7(c,d) shows the layer count map and histogram of the same
region excluding contaminated areas using criterion (3) alone. For better comparison, the pixel
count values in histograms Figs. 5-7(b,d) are listed in Table 5-1. Significant differences are only
seen for layer counts 3 and 4, because criterion (3) fails to identify rims of contaminated areas as
such. The established criterion results in a visually excellent discrimination of contaminated
areas, indicating the reliability of the method. Once again, layer count map in Fig.5-7a shows a
triangle-shaped, large adlayer region (see dashed contour in Fig. 5-3a) along with numerous
irregularly shaped, smaller adlayer regions on a monolayer background, consistent with the SEM
pictures in Fig. 5-1.
The above results, with a remarkable agreement between the two techniques, reveal that
the CVD-grown h-BN on Cu under study is non-uniform in layer count. To gain further
confidence of the finding, the two methods are applied to determine layer count of exfoliated hBN from a bulk crystal,8 a sample known to be spatially uniform in terms of thickness. Data on
this sample were collected using an UltrasSTEM 100 operated at 60 kV. The 128 nm × 128 nm
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Figure 5-7. Layer count mapping and statistics of CVD-grown h-BN excluding contaminated
areas. (a) Layer count map of the same region as in Fig. 6-3a with contaminated areas colored
coded white (labeled “C” in color code bar), with contaminated areas identified by the criterion
(4) with t =1.5. (b) Histogram of (a). (c) Layer count map of the same region with contaminated
areas identified by criterion (3). (d) Histogram of (c).
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Table 5-1. Layer count statistics

Layer count
0
1
2
3
4
Contaminated

Pixel count (106 pixels)
Criterion (4) with t = 1.5
Criterion (3)
(Fig. 6-7a,b)
(Fig. 6-7c,d)
0.1023
0.1036
0.3952
0.4117
0.9271
0.9838
0.2784
0.5353
0.0324
0.2524
1.9506
1.3996
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Pixel count difference
between the two criteria
1.2%
4.2%
6.1%
92%
678%
28%

EELS map consisting of 25 × 25 pixels, each 5.12 nm × 5.12 nm, was acquired with a postcolumn spectrometer (Enfina by Gatan, Inc.). The energy dispersion was 0.3 eV and the
acquisition time was 1.5 s/pixel. The HAADF STEM image was acquired simultaneously by
subdividing each EELS map pixel into 16 × 16 imaging pixels, each 0.32 nm × 0.32 nm. Figs. 58(a,b) show the layer count maps derived from HAADF imaging and EELS mapping,
respectively. The upper left half of the field of view is a 4-layer thick, as determined by both
techniques. To the lower right is a belt where the layer count is determined to be 8 by HAADF
imaging but 9 by EELS mapping. The bottom right corner is a vacuum region. A natural
explanation is that the 4-layer flake folded onto itself, resulting in a doubled layer count (8
layers). The +1 layer error in the folded region by EELS mapping can be attributed to solid-state
effects in the crystalline sample not accounted for in our layer count quantification procedure.
Additionally, this technique is only accurate to 10% of sample thickness so the discrepancy is
expected.
5.4

Conclusion

For few-layer 2D materials, the thickness is represented by an integer layer count. Uniformity of
the layer count and in some cases control over its exact value is critical to their electronic device
applications. Accurate and high spatial resolution (nanometer level) measurement of layer count
for few-layer 2D materials has been lacking. Two complementary techniques, both based on
TEM, to accurately map the layer count of few-layer h-BN at high spatial resolution are
demonstrated. By HAADF imaging in the STEM mode, layer count mapping at a 0.25 nm lateral
spatial resolution is achieved. Unavoidable surface contamination, however, corrupts the layer
count measurement in the contaminated areas. To overcome this difficulty, a “see-through-the
junk” technique based on EELS takes advantage of the absence of B in surface contamination to
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Figure 5-8. Layer count maps of an h-BN flake exfoliated from bulk. (a) From HAADF imaging.
(b) From EELS mapping. These maps indicate that a 4 layer flake folds onto itself, resulting in
the 8-layer region, which is slightly overestimated to be 9 layers by EELS.
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map the true layer count of h-BN by quantitatively analyzing the B K-edge spectrum of each
pixel of the EELS map. Limited by the spatial resolution of EELS mapping, the pixel size is 16
nm. In contamination-free areas, the two methods highly agree with each other. The
nonuniformity in layer count of the h-BN grown by CVD on Cu under study is revealed. The
method to determine layer count and its spatial variation provide a measurement tool for
developing h-BN growth methods that result in controlled thickness and uniformity thereof. The
method is applicable to other 2D materials. For transition metal dichalcogenides, for example,
the influence of the organic contamination on the first technique based on HAADF imaging will
be negligibly small due to the large atomic numbers of the constituent elements compared to C
and other elements in usual organic contaminants, while the second techniques may yield less
reliable results for reasons that have been discussed. The demonstrated method paves the way
towards the synthesis of multilayer 2D materials with homogeneous layer count.
5.5

Experimental methods
5.5.1 CVD growth of h-BN films

Commercial copper foils (99.9%, 20 µm thick, Nilaco) were used for the growth of h-BN thin
films. The growth was performed with a commercial CVD system (OTF-1200X-80-II-4CV-PESL, MTI) with a 2 in. diameter quartz tube. The Ar and H2 were ultra-high purity (UHP) grade
gases, supplied by Airgas. Before growth, copper foils were first electropolished for 90 sec in a
solution containing 20 mL of D.I. water, 10 mL of orthophosphoric acid, 10 mL of ethanol, 1
mL of isopropyl alcohol and 0.2 g of urea.33 The electropolished foils were then loaded into a
quartz tube (2’’ diameter), which was first pumped down to the base pressure and then backfilled with Ar. This process was repeated three times. Copper foils were then annealed for 1hr at
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1050 C under 200 sccm of H2 and 1000 sccm of Ar, at atmospheric pressure. After annealing,
the furnace was opened for cooling down without changing gas flows. Foils were unloaded at
room temperature. For h-BN synthesis, the annealed copper foils were loaded again into a
separate quartz tube (2’’ diameter), which was first pumped down to the base pressure and then
back-filled with Ar. This process was repeated three times. At atmospheric pressure, H 2 and Ar
flows were adjusted to 100 and 900 sccm, respectively. The temperature was first ramped up to
1000 °C in 50 minutes and then to 1040 °C in 10 minutes. Then H 2 and Ar flows were adjusted
to 100 and 400 sccm, respectively. To initiate h-BN growth, 20 mg of ammonia-borane 10,12,13 was
sublimed for 20 minutes at ~120°C, using an external heating belt. After the h-BN growth, the
furnace was opened for rapid cooling without changing gas flows. Foils were unloaded around
50°C under Ar ambient.
5.5.2

Transfer of h-BN films onto TEM Grids

The h-BN films need to be transferred onto TEM grids for STEM imaging and EELS analysis.
To reduce carbon contamination, a direct-transfer technique 34 was used to transfer h-BN films
onto the transmission electron microscopy (TEM) grids. Briefly, a holey carbon membranecovered Au TEM grid was placed facing down onto the h-BN covered copper foil. A few drops
of isopropyl alcohol were then placed on the TEM grids and allowed to dry naturally for ~ 15
minutes. Afterward, to enhance the adhesion between the holey carbon and h-BN films, the TEM
grids were heated on a hot plate at 120 C for 20 minutes. The underlying Cu foil was etched
away by a commercial etchant (CE-100, Transene). The etching time was ~ 60 minutes. The
TEM grids were then floated for ~12 hours on the surface of a solution of commercial
hydrochloric acid 1:1 diluted in de-ionized (DI) water. 35 The TEM grid was then further floated
on three D.I. water baths and allowed to dry. In order to reduce organic contamination, the TEM
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grids were briefly annealed in the air (200 ºC for 30 min), prior to inserting into the TEM. 35
5.5.3

Microscopy and microanalysis

Scanning electron microscope (SEM) images of h-BN on Cu were acquired with an LEO 1525
SEM operated at 5kV before being transferred to TEM grids. After the transfer, TEM
characterization was performed with a Libra MC 200 TEM with an electron monochromator,
capable of sub-200 meV energy resolution, and a Kohler illumination system. The TEM was
operated at 200 kV in STEM mode. The in-column 90 filter was used with an energy dispersion
of 0.411 eV when collecting EELS data. The collection semi-angle (β) was 20.6 mrad, and the
convergence semi-angle (α) was 9 mrad. For HAADF imaging, the camera length was chosen to
be 1200 mm which results in an inner angle of the HAADF detector to be about 100 mrad
(corresponding to ~40 nm1 reciprocal distance) and the outer angle was 300 mrad. The HAADF
images were acquired simultaneously with the EELS map but at different spatial resolutions. For
the CVD grown h-BN, the 529 nm  529 nm field of view contains 1920  1920 HAADF image
pixels, each roughly 0.28 nm  0.28 nm. To ensure sufficient signal-to-noise ratio for EELS
mapping, 64  64 HAADF image pixels are binned into one EELS map pixel, roughly 17.6 nm 
17.6 nm in size. Therefore the EELS map is a 30  30 array. A raster scan is performed within
each 64  64 array of HAADF image pixels. Each EELS spectrum had a dwell time of 1.5 s,
corresponding to a dwell time of 366 s for each HAADF pixel. The extended dwell time of
EELS acquisition yields high count values and signal-to-noise ratios.
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5.5.4

EELS data analysis

The basis for the analysis of EELS data is:

I K ( E )
I0

E
,
N
d

(1)

dE

where N is the areal density of atoms of the element to be analyzed, IK(E) the intensity (counts)
at energy loss E of the core-loss edge corresponding to the element to be analyzed, E the energy
dispersion of the energy channel, I0 the intensity (total counts) of the incident electron beam, and
dσ/dE the energy-differential scattering cross-section of the element. A core-loss edge in an
EELS spectrum gives the inelastic scattering probability by electrons occupying, in this case, the
boron K-shell. Here, IK(E) is the core-loss spectra after background removal, the procedure of
which is discussed in detail in Results and Discussion. The total current of the probe is found by
a Ronchigram in a vacuum and having the CCD camera of the TEM calibrated for conversion
between counts and electrons. The ionization edge energy-differential scattering cross-section
dσ/dE is modeled by the x-ray photoabsorption (XRPA) theory, which is very reliable. 36
Collection angle correction according to the cross-section of Egerton was used. 37 In this work,
we do not account for plural scattering, because the film thickness is significantly less than 10
nm.29 However, if this experiment is to be replicated with thicker samples, this effect would be
accounted for by convoluting the low-loss spectrum with modeled ionization edge. The inelastic
scattering probability [IK(E)/E]/I0 is divided by the cross-section dσ/dE (i.e., inelastic
scattering probability for a single atom) to obtain the areal density of B atoms, which is then
converted to h-BN layer count, with the known areal density of B atoms in an h-BN monolayer.
EELS maps were analyzed with Quantifit, a Python program for EELS data analysis. 38
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CHAPTER 6
STUDY OF THE INTRINSIC BEHAVIOR OF PALLADIUM DISELENIDE
FIELD-EFFECT TRANSISTORS
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6.1

Abstract

The overall behavior of an FET device is determined not only by the electron or hole-dominant
nature of the channel, but also by the effect of contacts. Very often in device studies, both of
these factors are entangled. In this work, we untangle these factors to show that few-layer
palladium diselenide based FET has an intrinsic n-type conduction. Control set of devices reveal
that when the channel is fully encapsulated and the channel:contact interface is kept instrinsic
during device fabrication, the as-fabricated PdSe2 FET shows dominant n-type conduction, and
this device behavior is not due to the preferred electron-injection behavior of the contacts, rather
it is the instrinsic behavior of the channel itself. Further it is revealed that by engineering the
metal:semiconductor interface alone, it is possible to shift the overall FET device behavior from
ambipolar to n-type conduction, without changing the intrinsic nature of the channel itself
6.2

Introduction

Graphene is the most widely studied two-dimensional (2D) material, 1 but the absence of bandgap
makes it less attractive for the applications that require a finite bandgap e.g. FET device for logic
applications.2 Apart from graphene, another extensively studied 2D semiconducting material is
molybdenum disulfide (MoS2), 3 which belongs to a family of layered- materials known as
transition metal dichalcogenides: MX2, where M represents a transition element and X is a
halogen.4 In transition metal dichalcogenides, a layer of transition metal atoms is sandwiched
between a layer of halogen atoms through strong covalent bonds. 3,4 This stack of three layers is
held together by weak van der Waals forces, thus allowing for the exfoliation of these
materials.3,4 Recently, research has expanded into other less-studied members of this family. 5
One of the new members of this family with crystal structure deviating from the conventional
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transition metal dichalcogenides is palladium diselenide (PdSe 2). 6 , 7 The monolayer PdSe2 is
predicted to have a bandgap of 1.1eV, and a high electron mobility of ~ 42000 cm 2/Vsec.6 PdSe2
has a layered structure consisting of PdSe4 tetragons that are held together by strong covalent
bonds, forming a wavy structure.7 There is no covalent bonding in between the layers, which is a
characteristic of layered transition metal dichalcogenides. 7 The key difference, however, between
a conventional MX2 and PdSe2 is that palladium atoms in later are four-fold coordinated, while
M atoms in MX2 are six-fold coordinated.7 PdSe2 exhibits layer dependent bandgap,8 like the
other semiconducting transition metal dichalcogenides, 9 but with an important difference that
bulk PdSe2 has an almost negligible bandgap,8,10 while few-layer PdSe2 forms a narrow-bandgap
semiconductor.7,8
Very recently, bulk crystals of PdSe2 have been synthesized, and subsequently exfoliated
down to few-layers by Chow et al.7 Early FET devices based on few-layers PdSe2 with Ti/Au
top-contacts revealed ambipolar characteristics at room temperature. 7,8 After low-temperature
vacuum-annealing at 450K, Chow et al. observed that the PdSe2 FET devices showed a
predominant n-type conduction, with an increased electron mobility. 7 Similar improvement in
the n-type conduction has been observed by low-temperature vacuum-annealing in case of WSe 2
FETs with Ti as top-contacts.11 Qiu et al. argued that oxygen preferentially binds to the defect
sites in the basal plane of MoS2, leading to the p-doping of the later. After low-temperature
vacuum-annealing, such oxygen is desorbed, resulting in the recovery of n-type device
conduction.12 Chow et al. also argued that the desorption of surface adsorbates after vacuum
annealing was responsible in a shift of their FET device behavior from ambipolar to n-type
conduction.7 Since the early results on PdSe2 based FET devices were affected by the extrinsic
factors,7,8 the intrinsic behavior of the FET devices based on this newly discovered material is
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not known, thus requiring further investigation.
The overall FET device behavior is determined not only by the intrinsic nature of the
channel material but also by the contacts as well, and quite often these factors are enmeshed. In
this chapter, control devices are designed to untangle the effect of contamination on the channel
and contact properties in determining the overall device behavior of PdSe 2-based FET. The
PdSe2 FET device in which channel is fully encapsulated during device fabrication shows a
dominant n-type conduction in the as-fabricated state, and at ambient temperature. In a control
device, when only the PdSe2 channel is purposely contaminated during device fabrication while
keeping the rest of the fabrication steps constant , the device behavior becomes p-type pointing
to the fact that the observe n-type conduction of the fully encapsulated device was not due to the
preferred electron-injection behavior of the contacts rather it the intrinsic behavior of the channel
itself. Further, it is revealed that by changing the electronic properties of Ti:PdSe 2 interface by
performing Ar+ ion bombardment on the later, it is possible to change the overall device
behavior from ambipolar to n-type conduction, without changing the channel behavior.
6.3

Results and discussion

To clarify the origin of the observed ambipolar device behavior of the as-fabricated PdSe 2 FET
in earlier reports, four types of devices were studied in this report as shown by the schematics in
Fig. 6-1. Fig. 6-1a shows a graphic representation of the side-view of fully encapsulated (type 1)
device. The important characteristic of this architecture is that the top surface of PdSe 2 channel,
and the PdSe2: few-layer graphene (FLG) interface, never see any extrinsic contamination during
the device processing,13,14 as will be shown later. Thus, an intrinsic van der Waals interface exists
between PdSe2 and FLG. Also, due to the inherent 2D nature of FLG and PdSe 2 flakes, the
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Figure 6-1. Type of FET devices studied to understand the origin of ambipolar conduction in
PdSe2 based FET. (a) Fully encapsulated (type 1) device. (b) Type 2 device, which is very
similar to the type 1 device except that the top surface of PdSe2 channel was purposely
contaminated during device processing. (c) Ti/Au top-contacted (type 3) device (d) Type 4
device where the contact region between Ti and PdSe2 is cleaned by successive oxygen plasma,
and Ar+ ion bombardment, before metal deposition.
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possibility of Fermi-level pinning, as in the case of transition metal dichalcogenides and 3D
metal contacts15 is also precluded.16
To rule out the effect of FLG-contacts in introducing any asymmetry in the device
characteristics due to preferred electron or hole injection into PdSe 2 channel, a type 2 device was
studied as shown by the schematics in Fig. 6-1b. Compared to the type 1 device, the key
difference here is that the top surface of PdSe2 was first purposely processed by a dummy
photolithography step, and then later by the polycarbonate (PC) processing. The dummy
photolithography step was performed first to mimic the device fabrication procedure in ref. 7,
where the channel sees the photolithography residue during device processing, while the PC was
used to pick-up the PdSe2 flake from the source substrate onto the pre-exfoliated FLG flakes on
the target substrate. 17 The device characteristics to be presented later will reveal that this
processing strongly suppresses the dominant n-type conduction of PdSe 2 device that was
observed in case of type 1 device. It is worth noting here the contact region between PdSe 2 and
FLG in this device is also intrinsic, similar to type 1 device, so by comparing the device behavior
of these two type of devices, we can deduce the intrinsic behavior of PdSe 2 channel. The
contaminated PdSe2 flake in type 2 device was also encapsulated by a top BN flake. This step
was included to preserve the effect of contamination on the channel during the rest of the device
processing while making electrical contacts to the FLG electrodes.
Fig. 6-1c shows a schematic of Ti/Au top-contacted PdSe2 (type 3) device, having the
same architecture as the one studied by Chow et al.7 It is worth mentioning here that the interface
between PdSe2 and Ti in this device may be contaminated with photoresist residue, which is
introduced during photolithography step before the deposition of Ti/Au as top contacts. To
mitigate the effect of such contamination on device characteristics, a type 4 device was studied
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as well as shown by the schematic in Fig. 6-1d, where the contact region between PdSe 2 and the
metal electrode was cleaned by the successive oxygen plasma, 18 and Ar+ ion bombardment,19
with photoresist acting as a mask to protect the channel region. It is worth emphasizing here that
the channel region of both type 3 and 4 devices, see the same effect of photolithography
processing, while the only difference is between the Ti: PdSe 2 interface. Thus by comparing, the
behavior of these two type of device we can deduce the effect of contacts in determining the
overall device behavior.
Next, we detail the fabrication steps for the four type of devices. Fig. 6-2 shows the steps
involved in the fabrication of type 1 device. Fig. 6-2a shows the first step, where the FLG flakes
are exfoliated on a 285 nm SiO2/Si substrates by a scotch-tape. 20 Since the FLG flakes are
exfoliated from the bulk graphite flakes on the scotch tape, the top surface of FLG is clean and
does not require any solvent cleaning step to remove any tape residues. 21 Next, the PdSe2 flakes
are exfoliated on another 285 nm SiO2/Si substrates, as shown in Fig. 6-2b. It is worth
mentioning here that before the exfoliation of FLG, PdSe2, and h-BN flakes in this study, all the
starting 285 nm SiO2/Si substrates in this study were treated with oxygen plasma, following the
solvent cleaning step. This treatment which is well known to leave SiO 2 surface hydrophilic, due
to the presence of OH-terminated functional groups,18 and is different compared to the refs. 7
and 8, where no such treatment was performed on SiO 2/Si substrates, prior to the exfoliation of
PdSe2.22 Fig. 6-2c shows the h-BN flake after it is picked by a PDMS/PC stamp. 17 It is worth
noting here that the bottom side of h-BN, that was originally in contact with the clean SiO 2
surface will make contact with thin PdSe2 flakes in the next step, and only the top side of h-BN
gets contaminated by the PC processing. Fig. 6-2d, shows the PC/h-BN/PdSe 2 stack, landed on
the pre-exfoliated FLG flakes from the first step. Only the part of PdSe 2, outlined by a red
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Figure 6-2. Fabrication procedure for the fully encapsulated (type 1) device. (a) As-exfoliated
FLG flakes on an oxygen plasma cleaned 285 nm SiO2/Si substrate. (b) As-exfoliated PdSe2
flakes on an oxygen plasma cleaned 285 nm SiO2/Si substrate (c) H-BN flake picked up by a
PC/PDMS stamp. (d) PC/h-BN/PdSe2 stack landed onto FLG from Fig. 6-2a. (e) Stack after the
removal of PC by solvents. (f) Ti/Au contacts are made to FLG by standard photolithography
and metal lift-off procedure. (g) AFM height mapping of the PdSe2 flake, highlighted by the
yellow-boxed region in Fig. 6-2f. (h) Line profile taken across the red line in Fig. 6g. Scale bars
are 10 µm in panels a-f, and 5 µm in panel g.
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contour in Fig. 6-2b was picked up by the PDMS/PC/h-BN stamp. Also, the bottom side of
PdSe2 that was originally in contact with the clean SiO 2 surface on the source substrate, makes
contact with the top clean surface of FLG. Fig. 6-2e shows the stack after the removal of PC by
solvents. Some part of FLG was lifted-off after this step, due to the stronger interaction between
thick PC and FLG, and folded onto the other FLG-electrode. The device structure was completed
by a standard photolithography and metal lift-off procedure to make Ti/Au contacts with FLG, as
shown in Fig. 6-2f. The portion of FLG that had folded-over in the previous step was burnt by
Joule heating,23 before the device measurement, as shown by the white arrow in Fig. 6-2f. Fig. 62g shows the AFM height mapping of the encapsulated PdSe 2 flake, which is highlighted by the
yellow-boxed region in Fig. 6-2f. Fig. 6-2h shows the height profile taken across the red line in
Fig. 6-2g. The thickness of this PdSe2 flake is ~ 12.0 nm, with an estimated bandgap of ~ 0.2 eV8
Next, we show the steps involved in the fabrication of type 2 device in Fig. 6-3. Fig. 6-3a
shows the starting FLG flakes exfoliated on an oxygen plasma cleaned 285 nm SiO 2/Si substrates
by a scotch-tape. Next, the PdSe2 flakes are exfoliated on another oxygen plasma cleaned 285
nm SiO2/Si substrates, as shown in Fig. 6-3b. Now a dummy photolithography step was
performed on the as-exfoliated PdSe2 flake in Fig. 6-3b, where a photoresist was spin-coated,
flood-exposed and developed subsequently. Then the PdSe 2 flake was picked-up by a PDMS/PC
stamp and landed on the FLG flakes, which is shown in Fig. 6-3c after PC removal. Only the part
of PdSe2 flake, outlined by a red contour in Fig. 6-3b was picked-up by the PDMS/PC stamp.
Fig. 6-3d shows the as-exfoliated h-BN flake on another oxygen plasma cleaned 285 nm SiO 2/Si
substrate. This h-BN flake was picked-up by another PDMS/PC stamp and landed on the
PdSe2/FLG stack from Fig. 6-3c. Fig. 6-3e shows the h-BN/PdSe2/FLG stack after PC removal.
Fig. 6-3f shows the final device after making Ti/Au contacts with FLG using photolithography
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Figure 6-3. Fabrication procedure for purposely contaminated type 2 device. (a) As-exfoliated
FLG flakes on an oxygen plasma treated 285 nm SiO2/Si substrate. (b) As-exfoliated PdSe2
flakes on an oxygen plasma cleaned 285 nm SiO2/Si substrate. (c) A dummy photolithography
step is first performed on the PdSe2 flake in Fig. 6-3b, and then landed on the FLG flakes from
Fig. 6-3a, using a PDMS/PC stamp. PdSe2/FLG stack after PC removal by solvents. (d) Asexfoliated h-BN flake on an oxygen plasma cleaned 285 nm SiO 2/Si substrate. (e) H-BN flake
transferred onto the PdSe2/FLG stack in Fig. 6-3c. (f) Ti/Au contacts are made to the FLG by
standard photolithography and metal lift-off procedure. (g) AFM height mapping of the PdSe 2
flake, highlighted by the yellow-boxed region in Fig. 6-3f. (h) Line profile taken across the red
line in Fig. 6-3g. Scale bars are 10 µm in panels a-f, and 5 µm in panel g.
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and metal lift-off procedure. Fig. 6-3g shows the AFM height mapping of the encapsulated PdSe 2
flake, which is highlighted by the yellow-boxed region in Fig. 6-3f. Fig. 6-3h shows the height
profile taken across the red line in Fig. 6-3g. The thickness of this PdSe 2 flake is ~ 16.0 nm. It is
worth mentioning here that there might be some residues on this PdSe 2 flake due to the
processing steps introduced purposely before the h-BN encapsulation, therefore, the thickness of
the PdSe2 flake as measured by AFM may not be very accurate.
Next, we detail the fabrication of type 3 device in Fig. 6-4. Fig. 6-4a shows the starting
PdSe2 flakes exfoliated on an oxygen plasma cleaned 285 nm SiO 2/Si substrate. Fig. 6-4b shows
the device structure after making Ti/Au top contacts to PdSe2 using photolithography and metal
lift-off procedure. Fig. 6-4c shows the AFM height mapping of the PdSe 2 flake, which is
highlighted by the yellow-boxed region in Fig. 6-4b Fig. 6-4d shows the height profile taken
across the red line in Fig. 6-4b. The thickness of this PdSe2 flake is ~ 18.0 nm, but since this
PdSe2 flake had seen photolithography process, this thickness may not be accurate due to the
presence of possible photolithography residues.
Fig. 6-5 shows the steps involved in the fabrication of type 4 device. Fig. 6-5a shows the
starting as-exfoliated PdSe2 flakes on an oxygen plasma cleaned 285 nm SiO2/Si substrate. Next,
a photoresist was used as a mask to define the contacts regions on the PdSe 2 channel, as shown
in Fig. 6-6b. Fig. 6-5c shows the contact areas of PdSe2 after successive oxygen plasma, and Ar+
ion bombardment. Finally, the device structure is completed by depositiong Ti/Au as top
contacts to the bombarded PdSe2 region, using photolithography and metal lift-off procedure, as
shown in Fig. 6-5d.
As mentioned earlier, low-temperature annealing has been reported to change the device
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Figure 6-4. Fabrication procedure for the type 3 device with Ti/Au as top contacts (a) Asexfoliated PdSe2 flakes on an oxygen plasma treated 285 nm SiO2/Si substrate (b) Completed
device with Ti/Au as top contacts to the PdSe2 channel by a standard photolithography and metal
lift-off procedure. (c) AFM height mapping of the PdSe 2 flake, highlighted by the yellow-boxed
region in Fig. 6-4b. (d) Line profile taken across the red line in Fig. 6-4c. Scale bars are 10 µm in
panels a-b, and 5 µm in panel c.
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Figure 6-5.
5. Fabrication procedure for the type 4 device
device. (a) As-exfoliated
exfoliated PdSe2 flakes on an
oxygen plasma treated 285 nm SiO2/Si substrate. (b) The photoresist used as a mask to define
contact regions on the PdSe2 channel
channel. (c) The contact regions of PdSe2 after cleaning with an
oxygen plasma, and an Ar+ ion bombardment treatment. (d)) Final device with Ti/Au as top
contacts to the bombarded PdSe2 region. Scale bars are 10 µm in panels a-d.

146

behavior of PdSe2 FET devices from ambipolar to n-type conduction. 7 To understand the effect
of annealing, all the four type of devices in this study were annealed for 2 hrs at 180°C under the
constant flow of N2 in a glovebox, and the device measurements were taken before and after
annealing, in the air.
Next, we show the output characteristics of all the four devices. Figs. 6-6a and 6-6b show
the output characteristics of the as-fabricated type 1 device depicting an electron dominant
conduction. The linearity of the output curves in Figs 6-6a and 6-6b indicates that the device
characteristics are not contact-limited.24,25,26,27 After annealing, the output curves remain linear,
while the hole-conduction is suppressed and the electron-conduction is enhanced further, as
shown by the Figs. 6-6c and 6-6d, respectively and will be discussed later in the transfer
characteristics.
The output characteristics of the as-fabricated type 2 device are shown in Figs. 6-7a and
6-7b, indicating a supression of the n-type conduction, compared to the type 1 device. This
behavior is attributed to the surface contamination introduced by the dummy photolithography
step, and PC processing during the device fabrication, as mentioned earlier. The linearity of the
output curves in Figs 6-7a and 6-7b confirms that FLG-contacts can inject holes into p-doped
PdSe2 channel as well, and the observed dominant n-type conduction behavior of the asfabricated type 1 device is due to the intrinsic n-doping of the PdSe2 channel, and not an
extrinsic effect caused by the possible favorable electron-injection of the FLG-contacts into the
PdSe2 channel. After annealing, the output curves of type 2 device remain linear, while the
device behavior become nearly symmetric ambipolar, as depicted by Figs. 6-7c and 6-7d,
respectively. This behavior will be discussed later in the transfer characteristics.
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Figure 6-6. Output characteristics of fully encapsulated type 1 device. (a,b) Linear output curves
showing that the device behavior is not limited by the contacts, while the electron-conduction
behavior is dominant. (c,d) Output curves remain linear after annealing, while the holeconduction is suppressed, and the electron-conduction is enhanced.
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Figure 6-7. Output characteristics of type 2 device. (a,b) Hole-dominant conduction with linear
output curves indicates that FLG-contacts can inject holes into the p-doped PdSe 2 channel as
well (c,d) Output curves remain linear after annealing, while the overall device behavior
becomes more ambipolar.
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Figs. 6-8a and 6-8b show the output characteristics of the as-fabricated nearly symmetric
ambipolar conduction. The output curves for both hole and electron conductions show Schottkylike behavior,25,27 which is more pronounced in the case of electron conduction. Figs. 6-8cand 68d show that the output curves for both hole and electron-conduction become linear at low-V ds,
after low-temperature annealing, indicating an improvement in the contact resistance between Ti
and PdSe2, while the electron-conduction is enhanced markedly. This enhancement in the
electron-conduction of type 3 device after glove box annealing is very similar to the device
behavior reported by Chow et al., after low-temperature vacuum annealing.7 It is worth
mentioning here that the hole-conduction in type 3 device is not suppressed after glove box
annealing, unlike the results reported by Chow et al.7 The possible reason will be discussed in
the context of transfer characteristics, to be presented later.
The output characteristics of the as-fabricated type 4 device are shown in Figs. 6-9a and
6-9b. The device behavior clearly shows an electron-dominant conduction. The reason for this
enhancement in the n-type conduction will be presented later in the context of transfer
characteristics. After annealing, the output curves for the electron-conduction become more
linear even for higher Vds, along with a further enhancement in the electron-conduction, as
shown by Figs. 6-9c and 6-9d, respectively.
Next, we compare the transfer characteristics of all four types of devices before and after
glove box annealing in Figs. 6-10a and 6-10b, respectively. The as-fabricated type 1 device
clearly depicts an electron-dominant conduction as shown by the red curve in Fig. 6-10a with the
maximum electron-conductivity of ~ 29.5 µS-□ at Vgs = 54V, and the maximum holeconductivity of ~ 0.3 µS-□ Vgs = -54V. The transfer characteristics of the as-fabricated type 2
device are shown by the purple curve in Fig. 6-10a, which depict a hole-dominant conduction,
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Figure 6-8. Output characteristics of type 3 device with Ti/Au as top contacts. (a,b) Both the hole
and electron-conduction are Schottky-limited which is more pronounced for the later. (c,d)
Output curves become linear for both hole and electron-conduction after annealing, while the
overall device behavior becomes n-type.
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Figure 6-9. Output characteristics of type 4 device, where the contact regions between Ti and
PdSe2 are cleaned before metal depostion. (a,b) The output curves are linear for both hole and
electron injection, while the n-type device behavior is dominant (c,d) After annealing, electronconduction is enhanced further, along with a slight increase in hole-conduction as well.
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Figure 6-10. Transfer characteristics of the four type of devices before and after annealing at V ds
= 0.1V (a) As-fabricated type 1 device show an electron-dominant conduction. Type 2 device
show a hole-dominant conduction before annealing. As-fabricated type 3 device show nearly
symmetric ambipolar conduction, while type 4 device shows an n-type behavior before
annealing. (b) N-type behavior becomes more pronounced for type 1 device after annealing.
Type 2 device shows a more symmetric ambipolar conduction after annealing. Both type 3 and
type 4 devices exhibit a dominant n-type conduction behavior after annealing.
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with the maximum hole-conductivity of ~ 3.8 µS-□ at Vgs = -54V, and a maximum electronconductivity of ~1.2 µS-□ at Vgs = 54V. The electron-conductivity in the as-fabricated type 2
device is suppressed by a factor of ~ 24, compared to the type 1 device, while the holeconductivity is increased by a factor of ~13. Although the PdSe2:FLG interface is intrinsic in
both type of devices, but the main difference is in the channel region which is intrinsic in type 1
device and contaminated in type 2 device. A more than an order of magnitude increase in the
hole-conductivity of type 2 device, compared to the type 1 device indicates that the FLGcontacts can inject holes into purposely contaminated PdSe2 channel as well, and the observed ntype conduction of type 1 device is not due to the preferred electron-injection behavior of FLGcontacts into the PdSe2 channel, rather later is the intrinsic behavior of few-layer PdSe 2 channel
itself, most likely due to the presence of Se vacancies,19 and the ambipolar device behavior
observed in the earlier reports was extrinsic.7,8 It is worth mentioning here that the slope of the
hole-conduction in the type 1 device is more steep, compared to the results by Chow et al. 7 The
possible reason for this behavior will be presented later.
The transfer characteristics of the as-fabricated type 3 device show nearly symmetric
ambipolar conduction, as indicated by the green curve in Fig. 6-10a. The maximum electronconductivity of the as-fabricated type 3 device is ~ 1.3 µS-□ at Vgs = 54V, while the maximum
hole-conductivity is 1.7 µS-□ at Vgs = -54V. This device behaviour is consistent with ref. 7. The
as-fabricated type 4 depicts an electron-dominant conduction as shown by the blue curve in Fig.
6-10a, with the maximum electron-conductivity of ~ 16 µS-□ at Vgs = 54V, and a maximum
hole-conductivity of ~0.8 µS-□ at Vgs = -54V. The maximum hole-conductivity of type 4 device
is suppressed by a factor ~ 2.1 compared to the maximum hole-conductivity of type 3 device,
while the maximum electron-conductivity of type 4 device is increased by a factor of ~
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12.3compared to the maximum electron-conductivity of type 3 device. Since the PdSe 2 channel
region of both type 3 and 4 devices see the similar effect of photolithography processing, the
observed difference in the device behavior is due to the Ti:PdSe 2, which is different in both type
of devices. Since Ar+ ion bombardment is known to change the electronic properties of
transition metal dichalcogenides,19 and given that the maximum hole-conductivity of type 4
device is suppressed compared to the type 3 device leads to the conclusion that the observed
dominant n-type conduction of type 4 device is due to the preferred electron injection behavior
of the Ti and Ar+ ion bombarded PdSe2 interface.
The red curve in Fig. 6-10b shows the transfer characteristics of type 1 device after glove
box annealing. The maximum electron-conductivity of the annealed device increased by a factor
of 1.7, compared to the as-fabricated state, reaching a value of ~ 52 µS-□ at V gs = 54V, while the
maximum hole-conductivity remains at the same value of ~ 0.3 µS-□ V gs = -54V. Comparing
the transfer characteristics of the type 1 device before and after annealing reveals that the entire
transfer characteristics are shifted to the left after annealing, but the slope of the hole-conduction
remains the same. We attribute this finite hole conduction to be the intrinsic nature of the PdSe 2
flakes used in this study, possibly due to differences in the synthesis method for the bulk PdSe 2
crystals, compared to bulk crystals synthesized in ref. 7.
From the purple curve in Fig. 6-10b, the maximum electron-conductivity of type 2 device
after annealing is increased by a factor of 3.6, compared to the as-fabricated state, reaching a
value of ~ 4.4 µS-□ at Vgs = 54V, while the maximum hole-conductivity is decreased by a factor
of 1.3 reaching a value of ~ 2.9 µS-□ Vgs = -54V. For type 1 device, the improvement in the
electron-conduction after annealing is attributed to an improved van der Waals contact 28 between
PdSe2 and FLG, while for type 2 device, the enhancement in the electron-conduction, and the
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simultaneous suppression of the hole-conduction is associated with the combined effect of
improved van der Waals contact between PdSe2 and FLG, and the reduction in the p-doping of
the channel due to the surface contamination introduced on channel intentionally during device
fabrication. The latter conjecture is plausible because surface contamination would be mobile at
the annealing temperature of 180°C.29 Since type 2 device was encapsulated by a top h-BN cover
just like type 1 device, the effect of intentional channel doping could not be reverted completely,
after annealing the device at low temperature for 2 hrs only.
Type 3 device after annealing shows a marked increase in the electron-conduction by a
factor of ~ 40, compared to the as-fabricated state, reaching a maximum value of ~ 52 µS-□ at
Vgs = 54V as shown by the green curve in Fig. 6-10b. This behavior is consistent with the result
reported by Chow et al.7 The maximum hole-conductivity is nearly doubled after annealing,
reaching a value of ~ 3.5 µS-□ at Vgs = -54V. This trend is opposite to the result reported by
Chow et al., who found that after vacuum annealing, the hole-conduction was actually
suppressed by a factor of ~ 7 compared to the as-fabricated device.7 Comparing the transfer
characteristics for type 1 and 3 devices after annealing reveals that they have nearly identical
slopes for the hole-conduction, which is attributed to the intrinsic nature of the PdSe 2 flakes used
in this study, as mentioned earlier, but the point of minimum conductivity for type 1 device is
shifted towards large negative gate voltage, while for the type 3 device the point of minimum
conductivity is centered around Vg=0, that is why hole-conduction is apparently higher for type 3
devices compared to the type 1 device. Since the type 3 device has seen the photolithography
process, it may leave some residues on the PdSe2 flakes which cannot be removed by lowtemperature glove-box annealing. This conjecture is further corroborated by the fact while the
ON/OFF ratios of type 1 and type 3 devices after annealing are nearly identical, but the thickness
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of the PdSe2 flake in type 3 device, as measured by AFM was higher compared to the thickness
of PdSe2 flake in type 1 device. While the point of minimum conductivity for fully-encapsulated
type 1 device is located at large negative Vgs, which is typical for n-type conduction, but due to
the presence of photolithography residues on the PdSe2 flake in type 3 device, which acts as a
weak p-dopant, the point of minimum conductivity is located at ~ Vgs= 0V for type 3 device.
The improvement in the maximum hole-conductivity for type 3 device after annealing, is due to
the improvement in the contact resistance, but since the hole-conduction is weaker compared to
the electron-conduction, that is why the improvement in hole-conductivity is smaller compared
to the improvement in the electron-conductivity.
Type 4 device after annealing shows a further increase in the electron-conduction by a
factor of ~2.8 reaching a maximum value of ~ 45.7 µS-□ at V gs = 54V, as shown by the blue
curve in Fig. 5-10b. The hole-conduction, on the other hand, is increased by a factor of ~2.4 as
well after annealing reaching a maximum value of ~1.9 µS-□ at V gs = - 54V. This finite holeconduction of type 4 device after annealing is consistent with the device behavior of type 3
device and is attributed to the intrinsic behavior of PdSe 2 flakes used in this study, as mentioned
earlier.
Table 6-1 summarizes the behavior of all four type of devices before and after annealing,
based on the transfer characteristics discussed above. As-fabricated type 1 device shows an
electron-dominant conduction, due to the intrinsic n-doping of the PdSe 2 channel, which was
preserved during device fabrication. This was confirmed by the behavior of the as-fabricated
type 2 device, which like type 1 device also had FLG as bottom-contacts, but showed a
pronounced hole-conduction due to the intentional contamination introduced on the PdSe 2
channel during the device fabrication, which led to the p-doping of the later. After annealing,
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both type 1 and 2 devices show an improvement in the electron-conduction due to the improved
van der Waals contact between PdSe2 and FLG. Additionally, hole conduction in type 2 device
was slightly suppressed after annealing that also accounted for the partial recovery of the
intrinsic electron- conduction of the PdSe2 channel. As-fabricated type 3 shows nearly symmetric
ambipolar behavior, due to the contact limited electron-injection, which is overcome by the
glove box annealing, leading to a pronounced n-type behavior. Type 4 device before annealing
shows an electron-dominant conduction due to the preferred electron injection behavior of Ti:
Ar+ ion bombared PdSe2 interface. This electron-dominant conduction behavior was enhanced
further after low-temperature annealing, due to a reduced contact resistance of Ti: Ar+ ion
bombarded PdSe2 interface. Both type 3 and 4 devices, shows a finite hole-conduction after
annealing, and this behavior is attributed to the istrinsic nature of the PdSe 2 flakes used in this
study.
The field-effect mobilities are extracted from the linear region of the transfer
characteristics using the equation: µ =
where Cox =

×
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and are also listed in table 6-1,

is the gate-oxide capacitance per unit area, and d = 285 nm is the thickness of

the SiO2 gate oxide. As-fabricated type 1 device shows a high electron mobility of ~ 43
cm2/Vsec, which increases further to ~85.0 cm2/Vsec after annealing, due to an improved van der
Waals contact between PdSe2 and FLG, as mentioned earlier. Type 2 device shows an
improvement in the electron-mobility by a factor of ~ 3.5 after annealing, due to an improved
van der Waals contact, and a partial decrease in the p-doping of the channel. The hole mobility is
only slightly decreased after annealing, as the later was insufficient to completely eliminate the
effect of the intentional p-doping of the PdSe2 channel. Type 3 device shows a marked increase
in the electron mobility after annealing, which is attributed to the reduction in the contact
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Table 6-1. Summary of the device characteristics.
Before Annealing

After Annealing

Type

Ratio of

Electron

Hole

Ratio of

Electron

Hole

of

electron-to-hole

mobility

mobility

electron-to-

mobility

mobility

device

conductivity at

(cm2/

(cm2/

hole

(cm2/

(cm2/

Vgs =

Vsec)

Vsec)

conductivity at

Vsec)

Vsec)

± 54V

Vgs =
± 54V

Type

~ 43.0

-

~ 173.3

~85.0

-

~ 0.3

~ 2.0

~ 5.6

~ 1.5

~7.0

~ 5.5

~ 0.8

~ 3.0

~ 2.6

~ 14.8

~ 115.0

-

~ 20.3

~ 40.1

-

~ 24.1

~ 100.1

~ 5.5

~ 98.3
1
Type
2
Type
3
Type
4
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resistance of Ti:PdSe2 interface. Type 4 device had a higher electron-mobility compared to type
3 device in the as-fabricated state. After annealing, electron-mobility of type 4 device enhanced
further due to the reduction of Ti:Ar+ ion bombarded PdSe 2 interface resistance after annealing.
6.4

Conclusion

In summary, we have untangled the effect of channel behavior and the effect of contacts to show
that PdSe2-based FET has an intrinsic n-type conduction. When the PdSe 2 channel and
PdSe2:contact interface do not see the effect of any extrinsic contamination during device
processing, the as-fabricated and fully-encapsulated PdSe 2 device shows dominant n-type
conduction. Comparison with a control device in which channel is purposely contaminated while
keeping the channel:contact interface instrinsic reveals that the observed dominant n-type
conduction of the fully-encapsulated device is not due to the preferred electron-injection
behavior of the contacts rather it is the intrinsic behavior of the channel itself. Further it is
revealed that by engineering the metal and PdSe2 interface, it is possible to shift the device
behavior from ambipolar to n-type, without changing the intrinsic behavior of the PdSe 2 channel.
6.5

Experimental methods
6.5.1

FET device fabrication and characterization

Before the exfoliation of 2D flakes, the 285 nm SiO2/Si substrates used in this study were
cleaned with acetone and isopropanol, followed by an oxygen plasma cleaning step. For
transferring 2D flakes from one substrate to another, PDMS/PC stack attached to a glass-slide
was used as a stamp.17 The entire flake-transfer procedure was carried out by using a custommade aligned transfer setup.30 To make PC stamps, an 8% w/w solution of PC in chloroform was
spin-coated on a dummy oxygen plasma cleaned SiO2/Si substrates at 4000 rpm for 60 sec. The
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PC film was further dried by heating at 150°C17 for 10 minutes. After this step, a PC stamp in the
form of the small piece can be lifted-off the SiO2/Si substrates to be further attached to a PDMS
stamp on a glass slide. For picking up a 2D flake, a PDMS/PC stack was brought in contact with
a target flake held around 145°C. When the temperature cools down to 90°C, the flake is picked
up by the PDMS/PC stamp. For landing a 2D flake onto a target substrate, the PDMS/PC/flake
stack was pressed onto a target substrate, and the later was quickly heated to melt the PC film
around 145°C, while the PDMS stamp was lifted up. This procedure leaves the PC/flake stack on
the desired substrate. Finally, to improve the adhesion of 2D flake on the target substrate, the
later was heated at 150°C for 10 min. After cooling down, the PC film was first dissolved in NMethyl-2-pyrrolidone (NMP) for 30 min. and then in chloroform for another 30 min. Finally, the
substrates were rinsed with isopropanol and dried with N2. FET devices were fabricated with
standard photolithography process using S1813 as a photoresist. The electrical contacts for
probing were made with the electron-beam deposition of 15 nm thick Ti, and 50 nm thick Au.
All the devices were tested in air using Keithley 4200 parameter analyzer. Type 4 device in this
study with photoresist as a mask was exposed to 5 min. of oxygen plasma at 200 mTorr,
followed by 15 min. of Argon plasma at 1Torr, before metal deposition. The RF power for both
the processes was 30W.
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CHAPTER 7
SUMMARY AND FUTURE WORK
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7.1

Summary

Following are the original contributions of this thesis to the emerging field of 2D materials:
1)

A facile APCVD based method for graphene growth is presented that involves melting

and re-solidification of copper on tungsten foil before the graphene growth process. This pretreatment results in a smooth copper surface that enables the growth of mm-sized graphene
single crystals. Characterizations by SAED in TEM and Raman spectroscopy revealed that the
synthesized graphene crystals are monolayer thick, and single crystalline.
2)

A STEM-based scheme is presented in this thesis to experimentally determine the edge

orientations of CVD-grown triangular crystals of h-BN on Cu, 1 for the first time. The edgeorientation turned out to be zigzag-oriented and N-terminated, as predicted by the theory. 2 The
demonstrated method consists of determining a macroscopic edge direction of an edge obtained
from an overview STEM image of a 2D crystal, combined with the lattice orientation
information determined from the atomic resolution STEM image acquired in 2D bulk, to deduce
the macroscopic edge orientation. This scheme is general and is applicable to other 2D materials
that lack mirror-symmetry e.g. transition metal dichalcogenides.
3)

Two electron microscopy based corroborating techniques have been developed in this

thesis to map out the layer count of CVD grown few-layer h-BN films at a much higher spatial
resolution, compared to the state-of-the-art techniques known in the literature. The first method
that involves STEM-HAADF imaging is based on mass-thickness contrast which is normalized
to the intensity of monolayer h-BN to determine the layer count. This method although having a
very higher spatial resolution of 0.25 nm, however, is insensitive to the carbon contamination
introduced on a 2D film during transfer. Hence, layer count by STEM-HAADF imaging can only
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be determined reliably in the atomically clean regions. To overcome this limitation, the boron Kedge in the EELS spectrum of h-BN has been used as a marker to detect h-BN even in the
presence of organic contamination. The overall density of boron atoms in a given pixel is
determined from the EELS spectrum of h-BN, and by knowing the density of boron atoms in
monolayer h-BN, layer count has been derived. The spatial resolution of this method is low i.e.,
16 nm compared to STEM-HAADF imaging, hence the two techniques complement each other.
4)

In this thesis, control field-effect transistor (FET) devices have been fabricated and

measured out to show the recently synthesized and exfoliated palladium diselenide is an intrinsic
n-type semiconductor. The as-fabricated h-BN encapsulated PdSe2 FET with few-layer graphene
(FLG) as bottom-contacts showed predominant electron-conduction. The as-fabricated control
device with purposely p-doped PdSe2 channel showed dominant hole-conduction, indicating that
the observed n-type behavior of the fully encapsulated clean PdSe 2 device is not due to the
favorable electron-injection of FLG-contacts, rather it is the intrinsic behavior of the PdSe 2
channel. Un-encapsulated PdSe2 devices with Ti/Au-top contacts showed nearly symmetric
ambipolar conduction, consistent with the earlier studies. When the contact region between Ti
and PdSe2 was cleaned by successive oxygen plasma and Ar+ ion bombardment before metal
deposition during device fabrication, the as-fabricated PdSe 2 FET showed n-type behavior
indicating that the observed ambipolar behavior of the as-fabricated Ti/Au-top contacted PdSe 2
FET was due to the contact-limited electron-injection.
7.2

Future work

Based on the research carried out in this thesis, following further studies are recommended.
1)

Graphene crystals grow on resolidified copper in this study nucleate at random locations.
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From FET device processing point of view, crystals grown in a periodic array would be more
beneficial because in that case, the location of potential grain-boundaries can be known after the
graphene growth, and such regions can be avoided for making useful devices. Yu et al.
demonstrated such an array of CVD grown graphene crystals by using PMMA as seeds, but the
size of graphene crystals was limited to ten microns only. 3 This seeding-approach can be
extended to grow an array of mm-sized graphene crystals. Also recently, dry transfer technique
has been demonstrated to pick-up CVD grown graphene crystals on copper by exfoliated h-BN
flakes as stamps.4 Also, this approach can be applied to an array of mm-sized graphene crystals
mentioned earlier, such that a PMMA-capped high-quality CVD grown thin film of h-BN, can be
first used to pick-up an array of mm-sized graphene crystals from resolidified copper surface.
Then, this stack of PMMA/h-BN/graphene can be transferred to another thin film of CVD grown
h-BN on Ni to create a PMMA/h-BN/graphene/h-BN/Ni stack. The bottom Ni can be etched
away, and the top PMMA can be removed in a solvent. Finally, the FET devices can be made by
making 1D-contacts to graphene.5
2)

Recently h-BN crystals with shapes other than the commonly observed triangles have

been synthesized.6 The developed method in this thesis can be systematically applied to study the
edge orientation of those crystals.7,8,9 Also, the recent theoretical study suggested that triangular
crystals of h-BN grown on Ni catalyst will have zigzag oriented and B-terminated edges. 10 The
method developed in this thesis can be used to experimentally verify this conjecture.
3)

The two electron microscopy-based methods developed in this thesis revealed that the

CVD grown film of few-layer h-BN on copper was highly non-uniform in terms of layer count.
Recently single crystal Ni (111) has been demonstrated to grow large area spatially uniform twolayer thick film of h-BN.11 the The two methods developed here will be used to characterize and
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optimize the CVD growth of spatially uniform 6-9 layer of h-BN on Ni (111), for tunneldielectric applications.12
4)

During the course of FET device fabrication based on few-layer PdSe 2, it was observed

that gentle Ar+ ion plasma can change the electrical conductivity of intrinsic PdSe 2 by three
orders of magnitude. By using this highly conductive phase of PdSe 2 as source-drain contacts, a
FET device with self-aligned gates needs can be demonstrated. 13 Also, this conducting phase
needs to be studied by electron microscopy to understand the underlying for its conducting
nature.
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