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Das Wichtigste in Ku¨rze
Konjunkturprognosen werden regelma¨ßig von Instituten, Banken und Versicherungen ver-
o¨ffentlicht, wie beispielsweise im Rahmen der halbja¨hrlichen Gemeinschaftsdiagnose der
Wirtschaftsforschungsinstitute. Vor allem die sogenannten Punktprognosen zu wichtigen
gesamtwirtschaftlichen Kennzahlen erhalten dabei besondere Aufmerksamkeit. Die stati-
stische Unscha¨rfe, die mit diesen Prognosen verbunden ist, wird allerdings kaum kommu-
niziert.
Die vorliegende Arbeit diskutiert Ursachen fu¨r Unsicherheiten von Konjunkturprognosen
und demonstriert die Berechnung von empirischen Prognoseintervallen. Die Verwendung
empirischer Prognoseintervalle fu¨r eine Beurteilung der Signifikanz von Prognoserevisio-
nen wird fu¨r den Median der Prognosen vier deutscher Wirtschaftsforschungsinstitute fu¨r
die Entwicklung folgender volkswirtschaftlicher Kennziffern exemplarisch veranschaulicht:
Reales Bruttoinlandsprodukt, private und o¨ffentliche Konsumausgaben, Ausru¨stungsin-
vestitionen, Ausfuhren und Einfuhren, Zahl der Erwerbsta¨tigen sowie Verbraucherpreise.
Der Analyse liegen Beobachtungen von 1980 bis 2004 zugrunde. Es zeigt sich, dass vor
allem geringfu¨gige Prognoserevisionen meistens keine wesentlich neuen Einscha¨tzungen
hinsichtlich der zuku¨nftigen konjunkturellen Entwicklung signalisieren.
Fu¨r eine Beurteilung der grundsa¨tzlichen Prognoseschwierigkeit wurden die Medianpro-
gnosen der Institute in einem weiteren Untersuchungschritt alternativen Zeitreihenmo-
dellen vom Typ ARIMA gegenu¨bergestellt. Die Institutsprognosen weisen gegenu¨ber den
Zeitreihenmodellen durchweg eine ho¨here Gu¨te auf, wenn die Wurzel des mittleren qua-
dratischen Prognosefehlers als Maßstab herangezogen wird. Allerdings sind deutliche Un-
terschiede in der Prognosepra¨zision der betrachteten volkswirtschaftlichen Kennziffern
feststellbar.
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Zusammenfassung
Die vorliegende Arbeit diskutiert Ursachen fu¨r Unsicherheiten von Konjunk-
turprognosen und demonstriert die Berechnung von empirischen Prognoseinterval-
len. Die Verwendung empirischer Prognoseintervalle fu¨r eine Beurteilung der Si-
gnifikanz von Prognoserevisionen wird fu¨r den Median der Prognosen vier deut-
scher Wirtschaftsforschungsinstitute fu¨r die Entwicklung folgender volkswirtschaft-
licher Kennziffern exemplarisch veranschaulicht: Reales Bruttoinlandsprodukt, pri-
vate und o¨ffentliche Konsumausgaben, Ausru¨stungsinvestitionen, Ausfuhren und
Einfuhren, Zahl der Erwerbsta¨tigen sowie Verbraucherpreise. Der Analyse liegen
Beobachtungen von 1980 bis 2004 zugrunde. Es zeigt sich, dass vor allem geringfu¨gi-
ge Prognoserevisionen meistens keine wesentlich neuen Einscha¨tzungen hinsichtlich
der zuku¨nftigen konjunkturellen Entwicklung signalisieren. Fu¨r eine Beurteilung der
grundsa¨tzlichen Prognoseschwierigkeit wurden die Medianprognosen der Institute in
einem weiteren Untersuchungschritt alternativen Zeitreihenmodellen vom Typ ARI-
MA gegenu¨bergestellt. Die Institutsprognosen weisen gegenu¨ber den Zeitreihenmo-
dellen durchweg eine ho¨here Gu¨te auf, wenn die Wurzel des mittleren quadratischen
Prognosefehlers als Maßstab herangezogen wird. Allerdings sind deutliche Unter-
schiede in der Prognosepra¨zision der betrachteten volkswirtschaftlichen Kennziffern
feststellbar.
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1 Einleitung
Konjunkturprognosen werden regelma¨ßig von Instituten, Banken und Versicherungen
vero¨ffentlicht, wie beispielsweise im Rahmen der halbja¨hrlichen Gemeinschaftsdiagnose
der Wirtschaftsforschungsinstitute. Vor allem die sogenannten Punktprognosen zu wich-
tigen gesamtwirtschaftlichen Kennzahlen erhalten dabei besondere Aufmerksamkeit. Die
statistische Unscha¨rfe, die mit diesen Prognosen verbunden ist, wird allerdings kaum kom-
muniziert. Dass Konjunkturprognosen mit Unsicherheit behaftet sind, liegt in der Natur
der Sache. Erstaunlich ist allerdings, dass die Prognostiker in der Regel keine explizi-
ten Schwankungsbreiten ihrer Einscha¨tzungen angeben, obwohl dafu¨r eigentlich Metho-
den der Statistik zur Verfu¨gung stehen. Konjunkturprognosen sind fu¨r eine Reihe von
Wirtschaftsakteuren, deren Entscheidungen maßgeblich von zuku¨nftigen Entwicklungen
abha¨ngen, von großem Interesse. Als typische Beispiele seien die Haushaltsplanungen des
Staates sowie Investitionsentscheidungen von Unternehmen genannt. Fu¨r die Empfa¨nger
von Prognosen kann es wichtig sein, die Unsicherheiten, mit denen die Prognosen behaftet
sind, zu kennen.
Borbe´ly und Meier (2005) schlagen eine Bootstrap-Methode zur Erfassung der Unsicher-
heit modellbasierter Prognosen unter Beru¨cksichtigung von Modellunsicherheiten vor. Am
Beispiel von Prognoseintervallen fu¨r die Entwicklung der Konsumentenpreisentwicklung
in Deutschland wird dieses Vorgehen demonstriert und fu¨r eine Analyse der Deflationsri-
siken eingesetzt. Es zeigt sich, dass die Prognoseintervalle fu¨r die Preisentwicklung sehr
rasch mit der La¨nge des Prognosezeitraums zunehmen und nach wenigen Quartalen be-
reits die Nulllinie umschliessen. Ebenfalls modellbasiert bei der Analyse von Fehlerquellen
und Unsicherheiten gesamtwirtschaftlicher BIP- und Inflationsprognosen geht Heilemann
(2004) vor. Sehr knapp zusammengefasst kommt Heilemann (2004) zu dem Ergebnis,
dass im Prinzip die gegenwa¨rtigen Fehler beobachteter Konjunkturprognosen die Gren-
ze der Genauigkeit von Konjunkturprognosen markieren, wenn die Simulationsrechnun-
gen des RWI-Konjukturmodells als Vergleichsgrundlage herangezogen werden. Deutliche
Erho¨hungen der Treffsicherheit du¨rften demnach aus heutiger Sicht schwer erreichbar sein.
Heilemann (2004) spricht sich dafu¨r aus, die Grenzen der Genauigkeit von Konjunktur-
prognosen besser zur Kenntnis zu nehmen, da fu¨r konjunkturpolitisches Handeln oder
Unterlassen die Risikobehaftung von Prognosen von wesentlichem Interesse ist. Der vor-
liegende Beitrag setzt in gewisser Weise an dieser Empfehlung an. Nicht die Verbesserung
von Konjunkturprognosen steht im Zentrum der Betrachtung, sondern die angemessene
Erfassung und Darstellung der Unsicherheit von Konjunkturprognosen fu¨r Deutschland.
Fritsche (2005) berechnet Prognosegu¨temaße fu¨r BIP- und Inflationsprognosen fu¨r
Deutschland von mehreren nationalen Instituten und supranationalen Institutionen und
fu¨hrt Tests auf Unverzerrtheit und Rationalita¨t durch. Schwerpunkt der Betrachtung bil-
det in dieser Studie die Auswertung der einzelnen Institutsprognosen. Das von Fritsche
(2005) ermittelte empirische Prognoseintervall zum 95%-Signifikanzniveau der Median-
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prognose zur BIP-Entwicklung ist weit und betra¨gt ± 2%, das Intervall zum 66%-Niveau
immer noch ± 1%. Auch diese Untersuchung zeigt, dass gesamtwirtschaftliche Prognosen
mit einiger Unscha¨rfe verbunden sind.
Diese kurze Einfu¨hrung in die Literatur stellt einen sehr beschra¨nkten Ausschnitt aus
diesem sehr umfangreichen Forschungsgebiet dar und soll lediglich dazu dienen, die un-
mittelbaren Ansatzpunkte der eigenen Arbeit aufzuzeigen.1
Welche Argumente fu¨r und gegen eine Angabe von Prognoseintervallen sprechen, wie
diese na¨herungsweise berechnet werden ko¨nnen und wie solche Ergebnisse fu¨r die Beurtei-
lung von laufenden Prognosen und Prognoserevisionen verwendet werden ko¨nnen, wird im
Folgenden na¨her betrachtet. Vor allem die Nutzung von empirischen Prognoseintervallen
fu¨r die Einscha¨tzung von Prognoserevisionen wurde in der Literatur bisher noch nicht
erwogen.
2 Unterschiedliche Methoden der Konjunkturpro-
gnose
Den Prognostikern stehen zur Erfu¨llung ihrer Aufgabe eine Vielzahl unterschiedlicher
Verfahren zur Verfu¨gung, die sich generell in drei Kategorien einordnen lassen: Indikato-
rengestu¨tzte Ansa¨tze, makroo¨konometrische Strukturmodelle und iterativ-analytische Ver-
fahren.
Beim Indikatorenansatz werden Vorlaufeigenschaften von Konjunkturindikatoren
(z.B. Konjunkturumfragen) zur Prognoseerstellung genutzt. Das monatliche DIW-
Konjunkturbarometer beispielsweise scha¨tzt die Vera¨nderungsrate des realen Bruttoin-
landsprodukts (BIP) auf Sicht der jeweils folgenden zwei Quartale auf Grundlage von In-
dikatoren mit Vorlaufeigenschaften. Der monatlich von der EU-Kommission vero¨ffentlichte
BIP-Indikator nutzt ebenfalls vorlaufende Informationen einer Reihe von Zeitreihen fu¨r
eine Abscha¨tzung der Quartalsvera¨nderungsrate des Eurozonen-BIP. In dieses Prognose-
modell gehen Fru¨hindikatoren wie die Neuzulassung von PKW, das Verbrauchervertrauen
der privaten Haushalte, das Gescha¨ftsklima im Einzelhandel, Stimmungsindikatoren zum
Baugewerbe, die Zinsstrukturkurve und einige mehr ein.2
Den makroo¨konometrischen Strukturmodellen liegt eine andere Herangehensweise zugrun-
de. Hier werden wechselseitige Abha¨ngigkeiten zwischen den Wirtschaftssektoren u¨ber
umfangreiche Gleichungssysteme abgebildet und fu¨r Prognosen herangezogen. Solche Mo-
1Vgl. u.a. Hinze (2005), Nierhaus (2001), Nierhaus (2005), Do¨pke und Fritsche (2004), Heilemann
und Stekler (2003) und Gro¨mling (2005) fu¨r weitere Arbeiten, die sich mit der Gu¨te makroo¨konomischer
Prognosen fu¨r Deutschland befassen.
2Die Konstruktion des Prognosemodells sowie eine vollsta¨ndige Beschreibung der verwendeten Fru¨hin-
dikatoren ist in Grasmann und Keeremann (2001) zu finden.
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delle fu¨r Deutschland werden etwa von einigen Wirtschaftsforschungsinstituten und der
Deutschen Bundesbank eingesetzt, auf supranationaler Ebene werden la¨nderu¨bergreifende
Makromodelle beispielsweise von der Europa¨ischen Zentralbank und der OECD verwen-
det.3
Das iterativ-analytische Verfahren ist fu¨r Prognosezeitra¨ume von ein bis zwei Jahren be-
sonders geeignet und wird in Deutschland unter anderem vom Sachversta¨ndigenrat zur
Begutachtung der gesamtwirtschaftlichen Entwicklung und den Wirtschaftsforschungsin-
stituten eingesetzt. Dieses Verfahren basiert auf dem System der volkswirtschaftlichen
Gesamtrechnung. In einem mehrstufigen Prozess werden dabei Prognosen, die u¨ber ver-
schiedene Methoden und Herangehensweisen ermittelt werden, solange abgeglichen, bis
eine in sich konsistente Vorhersage vorliegt. Vorteil dieses Verfahrens ist seine Flexibilita¨t
sowie die Mo¨glichkeit, neben quantitativen auch qualitative Annahmen zu beru¨cksichti-
gen. Die Entstehung einer Prognose auf Basis des iterativ-analytischen Verfahrens ist fu¨r
Außenstehende aufgrund der Komplexita¨t und der Vielzahl an eingesetzten Methoden
jedoch nicht mehr nachvollziehbar.
3 Die Zukunft ist unsicher
Allen Verfahren ist jedoch gemein, dass sie nur zuverla¨ssige Prognose liefern ko¨nnen, so-
lange die unterstellten o¨konomischen Zusammenha¨nge stabil sind und sich die getroffenen
Annahmen als richtig erweisen. Da Prognosen gewo¨hnlich unter bestimmten Annahmen
entstehen (z.B. Annahmen u¨ber den O¨lpreis, u¨ber die Geld- und Fiskalpolitik oder Wech-
selkurse) spricht man auch von bedingten Prognosen. Wirtschaftliche Rahmenbedingun-
gen a¨ndern sich jedoch regelma¨ßig und sind nur bedingt vorhersehbar. Bestimmte Schocks,
wie beispielsweise Naturkatastrophen, sind u¨berhaupt nicht vorhersehbar. Zudem sorgen
regelma¨ßige Revisionen der amtlichen Statistik fu¨r ru¨ckwirkende A¨nderungen der Histo-
rie von volkswirtschaftlichen Daten, so dass die Ausgangslage der Prognose nicht mehr
gu¨ltig ist. Prognosen unterliegen also Fehlerrisiken, die auch mit zunehmender Verbes-
serung der Verfahren nicht auszuschließen sind und gegenu¨ber denen der Prognostiker
machtlos ist. Eine Angabe von Schwankungsbereichen, in den z.B. eine prognostizierte
BIP-Entwicklung anzusiedeln ist, wu¨rde der Unsicherheit der Prognose deswegen ange-
messen Rechnung tragen.
Die Unsicherheit u¨ber eine Prognose wird u¨blicherweise u¨ber den erwarteten mittleren
quadratischen Prognosefehler (Mean Squared Error, MSE) ausgedru¨ckt:
MSE(Y Pt+h|t) = E(Yt+h − Y Pt+h|t)2 (1)
3Ausfu¨hrlich dokumentiert wird das makroo¨konometrische Modell der Bundesbank in Deutsche Bun-
desbank (2000). Richardson (1988) beschreibt das INTERLINK-Modell der OECD.
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Y Pt+h|t ist die zum Zeitpunkt t erstellte Prognose fu¨r die Variable Yt+h und E(...) bezeichnet
den Erwartungswert. Mit h wird der Prognosehorizont angegeben. Bei erwartungstreuen
Prognosen ist der MSE gleich der Prognosefehlervarianz.4 Der MSE ist die zentrale Gro¨ße
fu¨r die Berechnung von Prognoseintervallen.
In der Praxis ist es allerdings meist schwierig, eine exakte Quantifizierung fu¨r (1) zu finden.
Theoretische Ausdru¨cke fu¨r den MSE existieren zwar fu¨r eine Reihe von Prognosemodel-
len (z.B. AR-Modelle und ARIMA-Modelle). Fu¨r komplizierte Mehrgleichungssysteme,
die daru¨ber hinaus nicht-lineare Zusammenha¨nge modellieren oder Modelle, in denen
Entwicklungen u¨ber exogene Variablen auf Basis von Erfahrungswerten (z.B. konkrete
Annahmen u¨ber den Verlauf des O¨lpreises) vorgegeben werden, ko¨nnen in der Regel keine
theoretischen Lo¨sungen fu¨r (1) gefunden werden (vgl. Chatfield, 1993 ). Das in der Praxis
ha¨ufig eingesetzte iterativ-analytische Verfahren schließt im Prinzip die Herleitung eines
analytischen MSE aus.
Wenn analytische Formeln fu¨r (1) fehlen, ko¨nnen jedoch empirische MSE berechnet wer-
den, die auf der Beobachtung der Prognosefehler basieren. Fu¨r eine unverzerrte Prognose
gilt, dass E(Yt+h − Y Pt+h|t) = 0 und E(Yt+h − Y Pt+h|t)2 = V ar(Yt+h − Y P1+h|t) ist, wobei
V ar(...) die Varianz bezeichnet. Wenn die Prognosefehler normalverteilt sind, kann ein
Prognoseintervall fu¨r eine Vertrauenswahrscheinlichkeit von 100 ∗ (1− α)% wie folgt be-
rechnet werden:
Y Pt+h|t ± zα/2
√
V ar(Yt+h − Y Pt+h|t) (2)
α ist die vorgegebene Irrtumswahrscheinlichkeit und zα/2 das entsprechende Quantil der
Standardnormalverteilung, welches mit der Wurzel des durchschnittlichen quadratischen
Prognosefehlers (RMSE, Root Mean Squared Error) multipliziert wird. Man beachte die
A¨hnlichkeit von (2) zu der Berechnung von Konfidenzintervallen bei der Scha¨tzung unbe-
kannter, aber fester Parameter, beispielsweise mit der Methode der Kleinsten Quadrate.
Die klassische Interpretation eines solchen Konfidenzintervalls ist wie folgt (vgl. Hogg und
Craig, 1995, S. 269 ): Vor der wiederholten Durchfu¨hrung des unabha¨ngigen Zufallsex-
periments betra¨gt die Wahrscheinlichkeit, dass das Konfidenzintervall den unbekannten,
aber festen Parameter entha¨lt, 100∗(1−α)%. Im Gegensatz dazu ist ein Prognoseintervall
eine Scha¨tzung der Bandbreite eines unbekannten zuku¨nftigen Wertes, der als Zufallsva-
riable zum Zeitpunkt der Prognoseerstellung betrachtet werden kann. Durch (2) werden
die unteren und oberen Werte dieses Intervalls vorgegeben.
4 Empirische Prognoseintervalle
Die Berechnung von Prognoseintervallen wird im Folgenden fu¨r Prognosen des DIW, des
ifo, des IfW und des RWI fu¨r eine Auswahl an volkswirtschaftlichen Kennziffern durch-
gefu¨hrt. Betrachtet werden die Mediane der Prognosen dieser Institute fu¨r die Jahre 1980
4Vgl. z.B. Schro¨der (2002), S. 449
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bis 2004, da die Prognosen der Institute nicht einzeln ausgewertet werden sollen. Die
Prognosen weisen Horizonte von 6, 12 und 18 Monaten auf. Diese Horizonte entsprechen
ungefa¨hr der Vero¨ffentlichungsstruktur der Institutsprognosen, wenn die halbja¨hrlichen
Prognosepublikationen im Rahmen der Gemeinschaftsdiagnose nicht beru¨cksichtigt wer-
den.5 Eine Prognose mit einem Horizont von 12 Jahren wird im Dezember des voran-
gehenden Jahres oder im Januar des Prognosejahres vero¨ffentlicht. Die Prognosen mit
Horizonten von 6 und 18 Monaten werden u¨blicherweise im Juni oder Juli vero¨ffentlicht
und prognostizieren die Entwicklung des laufenden und des na¨chsten Jahres. Da die In-
stitutsprognosen nicht alle zum exakt gleichen Zeitpunkt vero¨ffentlicht werden, sondern
gelegentlich auch im Zeitverlauf variieren, ist der Informationsstand nicht identisch. Aus
diesem Grunde ist eine strenge Gegenu¨berstellung und Gu¨tebewertung der Prognosen
nicht sachgerecht. Auch dies ist ein Grund fu¨r die folgende Einschra¨nkung der Analyse
auf die Medianprognose, da dadurch das Problem unterschiedlicher Informationen um-
gangen wird.
Amtliche Zahlen zur Volkswirtschaftlichen Gesamtrechnung werden u¨blicherweise mehr-
mals revidiert, so daß zur U¨berpru¨fung der Prognosegenauigkeit mehrere Werte zur
Verfu¨gung stehen. Aufgrund der zeitlichen Na¨he zum Prognosezeitraum und weil die
Auswirkungen statistischer Revisionen von den Prognostikern kaum pra¨zise abzuscha¨tzen
sind, werden in U¨bereinstimmung mit der Literatur den Prognosen die ersten Vero¨ffentli-
chungen des Statischen Bundesamtes als realisierte Werte gegenu¨bergestellt. Da bis etwa
1991 das Augenmerk auf dem Bruttosozialprodukt (BSP) lag, wird bis einschließlich 1991
die Vera¨nderungsrate des BSP und ab 1992 die Vera¨nderungsrate des BIP verwendet.
Von 1980 bis 1994 beziehen sich die Daten auf das fru¨here Bundesgebiet, ab 1995 wird
Deutschland betrachtet. Tabelle 1 gibt eine U¨bersicht u¨ber die analysierten Daten.
Vor der Berechnung der Prognoseintervalle werden die Prognosefehler der Mediane der
Institutsprognosen auf Erwartungstreue und Normalverteilung getestet. Fu¨r den Test auf
Erwartungstreue werden Holden und Peel (1990) folgend die Prognosefehler auf eine Kon-
stante regressiert. Diese Konstante gibt die durchschnittliche Abweichung der Prognosen
von der Realisation an. Nur wenn die Konstante signifikant von null verschieden ist, wird
die Hypothese der Erwartungstreue der Prognose verworfen. Fu¨r den Test auf die Normal-
verteilung der Prognosefehler wurde die Test-Statistik von Jarque-Bera berechnet. Unter
der Nullhypothese dieses Tests sind die Prognosefehler normalverteilt.
Die in Tabelle 1 ausgewiesene Konstante der Regression enstpricht dem mittleren Pro-
gnosefehler (ME, Mean Error). Die Prognosen fu¨r den privaten Konsum sind ab einem
Prognosehorizont von einem Jahr als nicht erwartungstreu (verzerrt) zu betrachten. So-
wohl die Prognosen mit einem Horizont von 12 Monaten als auch die Prognosen mit einem
Horizont von 18 Monaten waren im Durchschnitt um 0,39 beziehungsweise um 0,64 Pro-
zentpunkte u¨ber den tatsa¨chlichen Jahresvera¨nderungsraten. Die Medianprognosen der
5In Fritsche (2005), S. 363, findet sich eine Abbildung, die die typischen Vero¨ffentlichungszeitpunkte
der Prognosen der nationalen und internationalen Institutionen auf einem Zeitstrahl abbildet.
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Tabelle 1: Test auf Erwartungstreue der Medianprognosen und Normalverteilung der
Prognosefehler
Variable Horizont RMSE1 ME (Mean Error)2 Jarque-Bera3
Bruttoinlandsprodukt (real) 6 Monate 0,48 0,07 1,00
12 Monate 1,06 -0,05 0,33
18 Monate 1,51 -0,32 1,18
Private Konsumausgaben (real) 6 Monate 0,53 -0,16 0,25
12 Monate 0,99 -0,39*** 1,51
18 Monate 1,32 -0,64*** 0,49
Konsumausgaben des Staates (real) 6 Monate 0,94 0,13 3,07
12 Monate 0,99 0,08 1,10
18 Monate 1,05 0,04 1,33
Ausru¨stungsinvestitionen (real) 6 Monate 3,31 -1,68** 1,10
12 Monate 4,88 -1,48 1,45
18 Monate 6,51 -2,44** 3,80
Ausfuhr (real) 6 Monate 1,74 -0,05 0,04
12 Monate 4,07 0,78 0,04
18 Monate 5,03 0,39 0,75
Einfuhr (real) 6 Monate 2,19 -0,47 5,14*
12 Monate 3,53 -0,12 17,79***
18 Monate 4,62 -0,53 15,20***
Erwerbsta¨tige 6 Monate 0,58 -0,22 84,85***
12 Monate 0,68 -0,35 0,88
18 Monate 0,84 -0,57 0,89
Verbraucherpreise 6 Monate 0,30 -0,01 14,36***
12 Monate 0,74 -0,08 5,75*
18 Monate 0,90 -0,09 0,99
Anmerkungen: 1Wurzel des durchschnittlichen quadratischen Prognosefehlers (RMSE, Root Mean Squa-
red Error), 2Angaben in Jahresvera¨nderungsraten und Prozent, 3Jarque-Bera-Statistik ist Chi-Quadrat-
verteilt mit 2 Freiheitsgraden, Stu¨tzbereich 1980 bis 2004, ***/**/* Signifikanz zum 1%/5%/10%-Niveau
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Institute haben also die Entwicklung zum privaten Konsum u¨ber die na¨chsten ein bis
eineinhalb Jahre im Durchschnitt zu optimistisch eingescha¨tzt. Eine a¨hnliche Verzerrung
ist fu¨r die Prognosen zur Entwicklung der Ausru¨stungsinvestionen festzustellen. Hier sind
die durchschnittlichen Prognosefehler fu¨r die Horizonte 6 Monate und 18 Monate signifi-
kant von Null verschieden, der durchschnittliche Prognosefehler auf Sicht von 12 Monaten
ist insignifkant zum 10%-Niveau, allerdings ebenfalls positiv. Fu¨r die restlichen Gro¨ßen
ko¨nnen die Prognosen als erwartungstreu erachtet werden. Sie erfu¨llem somit eine wichtige
Eigenschaft optimaler Prognosen.
Die letzte Spalte der Tabelle 1 zeigt die Ergebnisse der Tests auf Normalverteilung der
Prognosefehler. Hier wird die Jarque-Bera-Teststatistik der Prognosefehler fu¨r die unter-
schiedlichen Prognosehorizonte ausgewiesen. Eine Normalverteilung der Prognosefehler
kann bis auf die Einfuhrentwicklung, die Erwerbsta¨tigenentwicklung sowie die Verbrau-
cherpreisentwicklung fu¨r alle getesteten VGR-Prognosen und fu¨r alle drei Prognosehori-
zonte festgestellt werden. Die Ablehnung der Normalverteilung fu¨r die Prognosefehler der
Einfuhren stehen in Zusammenhang mit statistischen Ausreißern im Jahr 1993, die auf
eine A¨nderung in der Erfassung des Außenhandels zuru¨ckgehen. Bei einer Auswertung
ohne Beru¨cksichtigung der Prognosefehler im Jahr 1993 kann auch fu¨r diese Gro¨ße die
Normalverteilungshypothese nicht abgelehnt werden.
Ebenfalls ausgewiesen in Tabelle (1) sind die durchschnittlichen quadratischen Prognose-
fehler (RMSE), welche erwartungsgema¨ß fu¨r alle Prognosen mit zunehmendem Horizont
gro¨ßer werden. Der RMSE ist zentraler Ausgangspunkt zur Erstellung empirischer Pro-
gnoseintervalle. Gema¨ß Formel (2) wird der RMSE fu¨r den jeweiligen Prognosehorizont
mit den entsprechenden Quantilen der Normalverteilung multipliziert, um einen oberen
und unteren Wert fu¨r die Intervalle zu erhalten.
Abbildung 1 demonstriert diese Berechnung fu¨r die Medianprognose der Institute zur rea-
len BIP-Entwicklung auf Sicht von 12 Monaten. In der Grafik wurde ein Prognoseintervall
fu¨r eine Vertrauenswahrscheinlichkeit von 50% abgetragen.
Die Angabe von 50%-Intervallen ist aus praktischer Sicht gegenu¨ber den u¨blichen Interval-
len von 95% zweckma¨ßiger (vgl. Granger, 1996): Prognoseintervalle auf dem 95%-Niveau
haben eine relativ große Spannweite und sind deshalb kaum noch zu vermitteln. Das 95%-
Intervall fu¨r die BIP-Prognose im Jahr 2004 wu¨rde beispielsweise eine Spanne -0,4 v.H.
bis 3,8 v.H. aufweisen. Im Gegensatz dazu erstreckt sich das 50%-Prognoseintervall fu¨r
das Jahr 2004 u¨ber eine Spanne von 1,1% bis 2,5%. Daru¨ber hinaus sind 50%-Intervalle
robuster gegenu¨ber der Verteilungsannahme von Prognosefehlern und Ausreißern. Die
Plausibilita¨t des Intervalls kann zudem leicht anhand der historischen Fehler beurteilt
werden. Wie aus Abbildung 1 hervorgeht, wird ungefa¨hr die Ha¨lfte der tatsa¨chlichen Wer-
te von dem Prognoseintervall abgedeckt. Je weiter die Prognosen in die Zukunft reichen,
desto gro¨ßer ist die Prognoseunsicherheit, wie an den steigeden Werten fu¨r die RMSE
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Abbildung 1: BIP-Prognosen und Prognoseintervalle
in Tabelle 1 ersichtlich ist. Deshalb werden auch die Prognoseintervalle mit wachsendem
Prognosehorizont zunehmend breiter.
5 Signifikanz von Prognoserevisionen
Volkswirtschaftliche Prognosen werden regelma¨ßig revidiert, sobald neue Informationen
u¨ber die aktuelle Konjunktursituation und den weiteren Ausblick vorliegen. Neubewertun-
gen sind bei gea¨ndertem Informationsstand geradezu notwendig um die wichtige Eigen-
schaft der Informationseffizienz von Prognosen aufrecht zu erhalten. Revisionen a¨ndern
die entsprechende Punktprognose, aber auch das daraus abgeleitete Prognoseintervall.
Ob solche Revisionen im Bereich der u¨blichen Prognoseunsicherheit anzusiedeln sind,
kann anhand einer Gegenu¨berstellung des neuen Prognosewertes und des Progno-
seintervalls vor Revision beurteilt werden. Formal la¨ßt sich dies wie folgt aus-
dru¨cken: Eine nach r Perioden revidierte Prognose Yt+h−r|t+r fu¨r einen Horizont von
h − r ist mit einer Vertrauenswahrscheinlichkeit von 100 ∗ (1 − α)% nicht signi-
fikant, falls diese Revision von dem Prognoseintervall der urspru¨nglichen Prognose(
yt+h|t − zα/2
√
V ar(Yt+h − Y P1+h|t), yt+h|t + zα/2
√
V ar(Yt+h − Y P1+h|t)
)
umschlossen wird.
Abbildung 2 verdeutlicht dies, indem neben dem 50 v.H.-Prognoseintervall der BIP-
Vera¨nderung auf Sicht von 18 Monaten aus der Vorperiode die neue Prognose auf Sicht
von 12 Monaten abgetragen wird. Letztere entspricht der Prognose, die revidiert wurde.
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Abbildung 2: Signifikanz von Prognoserevisionen
Aus der Abbildung 2 geht hervor, dass ca. 45% der revidierten Prognosen insignifikant
zum 50%-Niveau waren. Ein Signifikanztest zu den u¨blichen 90%- oder 95%-Niveaus mit
entsprechend weiteren Prognoseintervallen wu¨rde die Mehrzahl der Prognoserevisionen als
statistisch insignifikant erscheinen lassen. Eine systematische U¨bersicht u¨ber den Anteil
signifikanter Prognoserevisionen u¨ber den Beobachtungszeitraum von 1980 bis 2004 gibt
Tabelle 2. Ausgangspunkt fu¨r die Beurteilung einer Prognoserevision fu¨r das laufende
Jahr ist eine Prognose, die zur Mitte des Jahres erstellt wurde und die Vera¨nderungs-
rate der entsprechenden Variablen fu¨r das laufende Jahr prognostiziert. Diese Prognose
revidiert die Prognose, die zu Beginn des Jahres abgegeben wurde und ebenfalls auf die
Vera¨nderungsrate des laufenden Jahres abzielte. Liegt die Prognose aus der Jahresmitte
im Prognoseintervall, welches sich durch die Prognose zu Jahresbeginn ergeben hat, ist die
Revision als insignifikant anzusehen. Entsprechend werden die Anteile der insignifikanten
Revisionen fu¨r das folgende Jahr ermittelt: Hier wird die Prognose zu Beginn des Jahres
dem Prognoseintervall der Prognose aus der Mitte des Vorjahres gegenu¨bergestellt. In der
Tabelle sind die entsprechenden Ergebnisse fu¨r Vertrauenswahrscheinlichkeiten von 50%
und 90% dargestellt.
Legt man eine Vertrauenswahrscheinlichkeit von 90% zugrunde, wie es fu¨r statistische
Hypothesentests u¨blich ist, kann nur ein verschwindend geringer Anteil von Revisionen
der Medianprognosen als signifikant bezeichnet werden. Selbst bei einer Vertrauenswahr-
scheinlichkeit von 50% war die Mehrzahl der Prognoserevisionen fu¨r die hier betrachteten
volkswirtschaftlichen Kennziffern insignifikant. Insbesondere geringfu¨gige Revisionen von
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Tabelle 2: Anteile signifikanter Prognoserevisionen an den gesamten Revisionen u¨ber
den Zeitraum 1980 bis 2004
fu¨r das laufende Jahr fu¨r das folgende Jahr
50%-Niveau 90%-Niveau 50%-Niveau 90%-Niveau
Bruttoinlandsprodukt (real) 0,36 0,04 0,42 0,04
Private Konsumausgaben (real) 0,40 0,04 0,21 0,00
Konsumausgaben des Staates (real) 0,24 0,00 0,46 0,00
Ausru¨stungsinvestitionen (real) 0,20 0,00 0,21 0,00
Ausfuhr (real) 0,40 0,00 0,21 0,00
Einfuhr (real) 0,24 0,00 0,08 0,00
Erwerbsta¨tige 0,44 0,04 0,21 0,04
Verbraucherpreise 0,56 0,08 0,08 0,00
Prognosen signalisieren also meistens keine wesentlich neuen Einscha¨tzungen hinsichtlich
der zuku¨nftigen konjunkturellen Entwicklung.
6 Grundsa¨tzliche Prognoseschwierigkeiten
Die generellen Unsicherheiten von Konjunkturprognosen ko¨nnen durch den RMSE und
die daraus abgeleiteten Prognoseintervalle nur unzureichend ausgedru¨ckt werden, da der
RMSE eines Prognosemodells fu¨r sich allein schwierig zu interpretieren ist. Eine Nor-
malisierung ist deshalb no¨tig, um die Gro¨ßenordnung der Variablen zu beru¨cksichtigen.
Dafu¨r wird u¨blicherweise der RMSE des zu u¨berpru¨fenden Prognosemodells dem RM-
SE eines Referenzmodells gegenu¨bergestellt. Der Quotient aus beiden RMSE ergibt den
Theil’schen Ungleichheitskoeffizienten (Theil’s U). Wenn das Prognosemodell besser als
das Referenzmodell im Sinne eines geringeren durchschnittlichen quadratischen Progno-
sefehlers abschneidet, sollte Theil’s U kleiner als eins sein.6
Im Folgenden wird Theil’s U herangezogen, um zu beurteilen, welche volkswirtschaft-
lichen Kennziffern grundsa¨tzlich besser zu prognostizieren sind als andere. Die isolierte
Betrachtung der Prognosefehler hilft hier nicht weiter, da nicht eindeutig ist, welche gene-
relle Streuung mit der Zielgro¨ße einer bestimmten Prognose verbunden ist. Die Kenntnis
dieser grundsa¨tzlichen Unsicherheiten kann fu¨r die Empfa¨nger von Prognosen durchaus
hilfreich sein. Beispielsweise ist es fu¨r die Steuerscha¨tzung interessant zu wissen, ob die
Bemessungsgrundlage fu¨r Konsumsteuern und Einkommensteuern mit unterschiedlicher
Genauigkeit prognostiziert werden. Fu¨r die Arbeitsmarktpolitik oder fu¨r die Abscha¨tzung
6Formal ist Theil’s U definiert als RMSEPrognosemodellRMSEReferenzmodell , vgl. z.B. Schro¨der (2002), S. 449
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der Einnahmen der Sozialversicherungen ist eine Kenntnis u¨ber die Prognosequalita¨t der
Erwerbsta¨tigenentwicklung und der Arbeitslosigkeit von entscheidender Bedeutung.
In der Literatur wird fu¨r die Berechnung des Theil’s U ha¨ufig ein Random Walk als Re-
ferenzmodell verwendet oder direkt die Standardabweichung der Zielgro¨ße ins Verha¨ltnis
zum RMSE des Prognosemodells gesetzt7. Im letzten Fall werden die Prognosen also mit
einer Methode verglichen, die lediglich auf Durchschnittswerten der realisierten Zielgro¨ße
aufbaut. Bei einem Random Walk als Prognosemodell ist die optimale Prognose gleich
dem Wert der letzten Beobachtung. Daher wird die Randomw Walk-Prognose ha¨ufig auch
als naive Prognose bezeichnet, da keine weitere Information außer der letzten Realisation
der Zielgro¨ße Eingang in die Vorhersage findet.
Fu¨r die Berechnung der Theil’s U-Werte in Tabelle 3 wurden als alternative Referenz
zu den Median-Prognosen der Wirtschaftsforschungsinstitute hingegen ARIMA-Modelle
eingesetzt, da hier ein ambitionierterer Maßstab als Referenz herangezogen wird, um zu
aussagefa¨higeren Gu¨temaße fu¨r die Institutsprognosen zu kommen. Diese Zeitreihenmo-
delle wurden mit Quartalsdaten des Statistischen Bundesamts gescha¨tzt und auf Basis des
modifizierten Schwarz-Informationskriteriums spezifiziert. Entsprechend der Abgrenzung
der Institutsprognosen wurden bis 1994 Daten fu¨r das fru¨here Bundesgebiet und danach
fu¨r Deutschland verwendet. Der statistische Stu¨tzbereich fu¨r die ARIMA-Scha¨tzungen
beginnt im 1. Quartal 1968 und endet in dem jeweiligen Quartal, in dem die Prognose
erstellt wird. Theil’s U-Werte wurden fu¨r Prognosehorizonte von 6, 12 und 18 Mona-
ten berechnet. In der Tabelle 3 sind Durchschnitte der Theil’s U-Werte u¨ber diese drei
Horizonte angegeben, um die Pra¨zision der Prognosen insgesamt zu erfassen.
Tabelle 3: Gu¨te der Institutsprognosen
Theil’s U1 Standardfehler
Verbraucherpreise 0,45 1,55
Konsumausgaben des Staates (real) 0,48 1,23
Bruttoinlandsprodukt (real) 0,56 1,57
Private Konsumausgaben (real) 0,57 1,51
Ausfuhr (real) 0,58 4,61
Ausru¨stungsinvestitionen (real) 0,74 6,47
Einfuhr (real) 0,75 4,45
Erwerbsta¨tige 0,82 2,58
Anmerkungen: 1ARIMA-Modelle als Benchmark, arithmetisches Mittel der 6-, 12- und 18-
Monatsprognosen
7vgl. u.a. Heilemann und Stekler (2003) , Ruoss und Savioz (2002), Pons (2000) oder Ash, Smyth
und Heravi (1997) fu¨r Untersuchungen in dieser Richtung. Carnot, Koen und Tissot (2005), S. 238f
beschreiben weitere Varianten und Anwendungsmo¨glichkeiten des Theil’schen Ungleichheitskoeffizienten.
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Kein ARIMA-Modell kann exaktere Vorhersagen treffen als die Medianprognosen der
Institute, wenn die Wurzel des durchschnittlichen quadratischen Prognosefehlers als Maß-
stab herangezogen wird, da der Theil’sche Ungleichheitskoeffizient keiner Variablen gro¨ßer
als eins ist. Dieses Ergebnis spricht fu¨r die Gu¨te der Medianprognose der Institute. Ein-
deutig zu erkennen ist auch die unterschiedliche Genauigkeit, mit der die verschiedenen
VGR-Kennziffern prognostiziert werden. Am besten gelingt die Prognose der Verbraucher-
preise, wa¨hrend die Entwicklung der Erwerbsta¨tigen am ungu¨nstigsten im Vergleich zum
Referenzmodell ausfa¨llt. Die Unterschiede in der Prognosegu¨te des Brutoinlandsprodukts,
des privaten Verbrauchs und der Ausfuhren sind gering. Mehr Schwierigkeiten bereiten die
Prognosen zur Entwicklung der Ausru¨stungsinvestitionen sowie zur Einfuhrentwicklung.
Generell ist festzustellen, dass die Prognoseschwierigkeit mit zunehmender Streuung der
Zielgro¨ße steigt. Die Verwendung eines relativ einfachen Zeitreihenmodells wird folglich
mit steigender Varianz der zu prognostizierenden Variablen zunehmend zweckma¨ßiger.
Alternative Methoden, die bedeutend mehr Aufwand fu¨r die Prognoseerstellung erfor-
dern, sind fu¨r solche unstetigen Zielgro¨ßen kaum mehr in der Lage, wesentlich bessere
Prognosen zu liefern.
7 Schlussfolgerungen
Die Berechnung von empirische Prognoseintervallen sowie eine Analyse der Signifikanz von
Prognoserevisionen auf Grundlage dieser Intervalle wurde fu¨r den Median der Prognosen
vier deutscher Wirtschaftsforschungsinstitute fu¨r eine Reihe volkswirtschaftlicher Kennzif-
fern demonstriert. Es zeigt sich, dass vor allem geringfu¨gige Prognoserevisionen meistens
keine wesentlich neuen Einscha¨tzungen hinsichtlich der zuku¨nftigen konjunkturellen Ent-
wicklung signalisieren. Fu¨r eine Beurteilung der grundsa¨tzlichen Prognoseschwierigkeit
makroo¨konomischer Gro¨ßen wurden die Medianprognosen der Institute in einem weiteren
Untersuchungschritt alternativen Zeitreihenmodellen gegenu¨bergestellt. Die Institutspro-
gnosen weisen gegenu¨ber den Zeitreihenmodellen durchweg eine ho¨here Gu¨te auf, wenn
die Wurzel des mittleren quadratischen Prognosefehlers als Maßstab herangezogen wird.
Allerdings sind deutliche Unterschiede in der Prognosepra¨zision der betrachteten volks-
wirtschaftlichen Kennziffern feststellbar.
Die Angabe von expliziten Intervallen fu¨r Konjunkturprognosen ist nicht u¨blich. Unsicher-
heit wird zumindest in den ausfu¨hrlicheren Gutachten u¨ber qualitative Informationen zu
den Prognosenannahmen zum Ausdruck gebracht. Das weitverbreitete iterativ-analytische
Prognoseverfahren erschwert zudem die Kalkulation exakter Prognoseintervalle. Einen
Ausweg ko¨nnten hier empirische Prognoseintervalle liefern. Allerdings kann die Streuung
historischer Prognosefehler auch zu starken Fehleinscha¨tzungen u¨ber die Prognoseunsi-
cherheit fu¨hren, wenn sich die bedingte Varianz der Zielgro¨ße im Zeitverlauf a¨ndert, wie
es beispielsweise bei Finanzmarktdaten regelma¨ßig der Fall ist. Elegantere Alternativen
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der Kalkulation von Prognoseintervallen existieren, wenn das wahre Modell der zu pro-
gnostizierenden Variablen bekannt ist. Dann ko¨nnen unmittelbar theoretische Prognose-
intervalle abgeleitet werden. U¨blicherweise ist das wahre Modell des datenerzeugenden
Prozesses allerdings nicht bekannt, so dass ein Modell empirisch angepasst werden muss.
Da dabei die funktionale Form sowie die Parameter des Modells gescha¨tzt werden mu¨ssen,
ergibt sich eine zusa¨tzliche Quelle der Prognoseunsicherheit, die die resultierenden Pro-
gnoseintervalle dementsprechend verbreitern.8 Fu¨r die Evaluation externer Prognosen, wie
beispielsweise der Prognosen von Wirtschaftsforschunginstituten oder Banken, scheiden
diese Mo¨glichkeiten in der Regel aus, da die eingesetzten Verfahren eine Reproduktion
der Prognosen durch Außenstehende nicht ermo¨glichen. Die Qualita¨t dieser Prognoseme-
thoden kann deshalb nur anhand der vero¨ffentlichten Prognosen und der Prognosefehler
beurteilt werden.
Ein weiteres Problem von Prognoseintervallen stellt die Wahl der Vertrauenswahrschein-
lichkeit dar, da diese maßgeblich fu¨r die Spannweite der Intervalle ist. Ein objektives
Kriterium fu¨r die Bestimmung dieser Vertrauenswahrscheinlichkeit existiert nicht und
Spielra¨ume bei der Berechnung von Prognoseintervallen sind unvermeidlich. Letztendlich
muss der Empfa¨nger von Prognosen, fu¨r den diese bei seinen Entscheidungen wichtig sind,
beurteilen, welches Vertrauen er Konjunkturprognosen zu Grunde legt und mit welchen
mo¨glichen Auspra¨gungen er zu rechnen hat. Empirische Prognoseintervalle, die zugege-
benermaßen nur eine grobe Vorgehensweise darstellen, ko¨nnen dafu¨r eine Hilfestellung
bieten. Beachtet man alle Einschra¨nkungen im Zusammenhang mit der Berechnung von
Prognoseintervallen, ko¨nnte eine Konjunkturprognose unter Angabe von Schwankungsbe-
reichen fu¨r die Prognostiker eventuell noch schwieriger zu kommunizieren sein.
8Chatfield (1993), S. 124 demonstriert die Korrektur fu¨r den MSE des zugrundliegenden Prognose-
intervalls, wenn die Parameter des Prognosemodells gescha¨tzt werden. Demnach ha¨ngt die Korrektur
positiv von der Anzahl der zu scha¨tzenden Parameter ab. Eine geringe Anzahl an Beobachtungen tra¨gt
ebenfalls zu einer Zunahme des MSE bei. Die Methode von Borbe´ly und Meier (2005) erlaubt ebenfalls
eine Beru¨cksichtigung von Modellunsicherheiten bei der Kalkulation modellbasierter Prognoseintervalle.
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