Abstract. In this paper, the sphere packing bound of Fano, Shannon, Gallager and Berlekamp and the zero-rate bound of Berlekamp are extended to general classical-quantum channels. The upper bound for the reliability function obtained from the sphere packing coincides at high rates, for the case of pure state channels, with a lower bound derived by Burnashev and Holevo [21]. Thus, for pure state channels, the reliability function at high rates is now exactly determined. For the general case, the obtained upper bound expression at high rates was conjectured to represent also a lower bound to the reliability function, but a complete proof has not been obtained yet. Finally, the obtained zero-rate upper bound to the reliability function of a general classical-quantum channel with no zero-error capacity coincides with a lower bound obtained by Holevo, thus determining the exact expression.
Introduction
A number of results in the theory of classical communication through quantum channels have been obtained in the past years that parallel many of the results obtained in the period 1948-1965 for classical channels (see [14] for a very comprehensive overview). In this paper we are primarily concerned with the study of error exponents for optimal transmission at rates below the channel capacity. Upper bounds to the probability of error of optimal codes for pure state channels were obtained Burnashev and Holevo [21] that are the equivalent of the so called random coding bound obtained by Fano [9] and Gallager [10] and of the expurgated bound of Gallager [10] for classical channels. The expurgated bound was then extended to general quantum channels by Holevo [15] . The formal extension of the random coding bound expression to non-pure states is conjectured to represent an upper bound for the general case but no proof has been obtained yet (see [21, 15] ).
What seems to be a missing step in these quantum versions of the classical results is an equivalent of the so called sphere packing bound as a lower bound to the probability of error for transmission at rates below the channel capacity. This is probably due to the fact that a complete solution for the problem of determining the optimal asymptotic error exponents in quantum hypothesis testing has been obtained only very recently. In particular, the so called quantum Chernoff bound was obtained in [2] , for the direct part, and in [17] , for the converse part (both results were obtained in 2006, see [1] for an extensive discussion). Those two works also essentially provided the basic tools that enabled the solution of the so called asymmetric problem in [16, 1] , where the set of achievable pairs of error exponents for the two hypotheses are determined.
This result is usually called Hoeffding bound in the quantum statistic literature. The authors in [1] attribute the result for the classic case also to Blahut [5] and Csiszár and Longo [8] . It is the author's impression, however, that the result was already known much before, at least between information theorists at the MIT, since it is essentially used in Fano's 1961 book [9] (even if not explicitly stated in terms of hypothesis testing) and partially attributed to some 1957 unpublished seminar notes by Shannon. A more explicit formulation in terms of binary hypothesis testing is contained in [19, 20] in a very general form, which already considers the case of distributions with different supports (compare with [5] and see for example [1, Sec. 5.2] ) and also provides results for finite observation lengths and varying statistical distributions (check for example [20, Th. 1, pag. 524] ). This is in fact what is needed in studying error exponents for hypothesis testing between different codewords of a code for a general discrete memoryless channel.
The main difference in the study of error exponents in binary hypothesis testing contained in [5] and [8] is that those papers are more focused on the role of the Kullback-Leibler discrimination (or relative entropy), which can be used as a building block for the study of the whole problem in the classic case. In [19, 20] , instead, what is now known as Rényi divergence was used as the building block. The two approaches are equivalent in the classic case, and it was historically the presentation in terms of the ubiquitous Kullback-Leibler divergence which emerged as the preferred one as opposed to the Rényi divergence. Along this same line, a simpler and elegant proof of the sphere packing bound, again in terms of the Kullback-Leibler divergence, was derived by Haroutunian [13] by comparing the channel under study with dummy channels with smaller capacity. This proof, which is substantially simpler than the one presented in [19] , was then popularized by [7] , and became the preferred proof for this classic result. It is worth pointing out that Blahut as well, in [5] , present a statement of the sphere packing bound in terms of Kullback-Leibler divergences, even if the proof is then more similar to the one used in [19] .
In light of the experience with the classical results on hypothesis testing and on the sphere packing, one may feel that a similar approach may be successful in the quantum case. As a matter of fact, however, as pointed out in [16, Sec. 4, Remark 1] and [1, Sec. 4.8] , it turns out that the solution to the study of error exponents in quantum hypothesis testing can be expressed in terms of the Rényi divergence and not in terms of the Kullback-Leibler divergence. Thus, since the sphere packing bound is essentially based on the theory of binary hypothesis testing, it is reasonable to expect that Haroutunian's approach to the sphere packing bound may fail in the quantum case. This could be in our opinion the reason why a quantum sphere packing bound has not been established yet.
In this paper we propose a derivation of a sphere packing bound and a zerorate bound for quantum channels by following closely the approach used in [9, 19] . The quantum case is related to the classical one by means of the Nussbaum-Szko la mapping [17] , that represented the key point in proving the converse part of the quantum Chernoff bound (see [1] for more details). This allows to formulate a quantum version of the Shannon-Gallager-Berlekamp bound [19, Th. 5] on binary hypothesis testing. The proof of the sphere packing bound used in [19] will then be adapted to obtain the equivalent bound for quantum channels while the zero-rate bound follows immediately. This proves how powerful the methods employed in [19] are.
Building blocks used in this work are taken from different works in the literature, albeit contained in different papers and with different notations. For this reason, in order to keep this paper self contained, we prefer to restate and reshape all those major results here in a unified presentation, always referencing the original works were those results were obtained.
notation
The choice of the notation is difficult since different references will be used that adopted different notations, sometimes using the same symbol with different meaning. For example, the parameter s in [15] is used with a different meaning than in [19] and [1] . Since this paper is mostly based on [19] we prefer to follow as closely as possible the notation used there. For the quantum part we try to use the notation of [15] and of [1] . A list of used symbols follows ̺, ς are two general density operators λ i , |x i are the eigenvalues and eigenvectors of ̺ µ j , |y j are the eigenvalues and eigenvectors of ς ρ, σ are operators such that, for a particular case of ̺ and ς, we can write ̺ = ρ ⊗N and ς = σ ⊗N Π is an operator used for a quantum decision measurement s is the parameter in the Rényi divergence as used in [19, 1] K is the size of input alphabeto of a channel, that is the number of available states H is the Hilbert space of signal states S k (for k = 1, . . . , K) is the generic signal state in H N is the block size of the code M is the number of codewords, i.e., the size of the code w is a codeword k 1 , . . . , k N of N input indices; w 1 . . . , w M are the codewords of the code S w is the signal associated to w, that is S w = S k1 ⊗ S k2 · · · ⊗ S kN Π m is the operator associated to the decision for decoding w m .
q is the vector (q 1 , . . . , q K ) representing the composition of the codewords f is a dummy state used as a reference (playing the same role as f in [19] ) ρ is the parameter s/(1 − s) as defined in [10] (called s in [15] )
Binary Hypothesis Testing
Let ̺ and ς be two density operators in a Hilbert space H. We are interested in the problem of discriminating between the hypotheses that a given system is in state ̺ or ς. We suppose here that the two density operators have non-disjoint supports, for otherwise the problem is trivial. The decision has to be taken based on the result of a measurement that can be identified with a pair of positive operators {1 − Π, Π}. The probability of error given that the system is in state ̺ or ς are respectively P e|̺ = Tr Π̺ and P e|ς = Tr(1 − Π)ς. (3.1) Of particular importance in quantum statistics is the case where ̺ and ς are N -fold tensor powers of some operators, that is ̺ = ρ ⊗N and ς = σ ⊗N for some operators ρ and σ. In this case, one is usually interested in the asymptotic behaviour of the probability of error as N goes to infinity. The following result was recently derived in [2] , [17] (see also [1] ) Theorem 1 (Quantum Chernoff Bound). Let ρ, σ be density operators and let η 1 and η 2 be positive real numbers. For any fixed N let
where the infimum is over all measurements. Then
Note that the coefficients η 1 , η 2 have no effect on the asymptotic exponential behavior of the error probability. With fixed η 1 , η 2 , the optimal projectors are such that the error probabilities P e|ρ ⊗N and P e|σ ⊗N have the same exponential decay in N .
In some occasions, and in particular for the purpose of the present paper, it is important to characterize the performance of optimal tests when different exponential behaviour for the two error probabilities are needed. The following result has been recently obtained as a generalization of the previous theorem [16] , [1] Theorem 2. Let ρ, σ be density operators with non-disjoint supports and let and ψ = Tr(σ supp(ρ)). For all s in the interval 0 ≤ s ≤ 1 define φ(s) = log Tr ρ 1−s σ s and for all non-negative real numbers r define
Let P the set of all sequences of operators Π (N ) such that
Furhtermore, a sequence {Π (N ) } ∈ P exists that satisfies (3.6) with equality.
This generalization of the Chernoff bound, however, is not yet sufficient for the purpose of the present paper. In channel coding problems, in fact, what is usually of interest if the more general problem of distinguishing between two states that are represented by tensor product of non-identical density operators, that is
In this case, it is clear that the probability of error depends on the composition of the two states ̺ and ς, that is on the sequences ρ 1 , ρ 2 , · · · and σ 1 , σ 2 , · · · and an asymptotic result of the form of Theorems 1 and 2 is not to be hoped in general. For example, after the obvious redefinition of P (N ) e in Theorem 1, the limit on the left hand side of (3.3) may even not exist.
For this reason, it is useful to establish a more general result than Theorems 1 and 2 which is stated directly in terms of the operators ̺ and ς. This is precisely what is done in [19, Th. 5] for the classical case and we aim here at deriving at least the corresponding converse part of that result for the quantum case. Following [19, Sec. 3] , for any real s in the interval 0 < s < 1, define the quantity
and let then by definition
Theorem 3 (Quantum Shannon-Gallager-Berlekamp Bound). Let ̺, ς be density operators with non-disjoint supports, let Π be a measurement operator for the binary hypothesis test between ̺ and ς and let the probabilities of error P e|̺ , P e|ς be defined as in (3.1). Then, for any 0 < s < 1, either
Proof. This theorem is essentially the combination of the main idea introduced in [17] for proving the converse part of the quantum Chernoff bound and of [19, Th. 5] , the classic version of this same theorem. Since some intermediate steps of those proofs are needed, we unroll the details here for the reader's convenience. Following [1] , let the spectral decomposition of ̺ and ς be respectively
where {|x i } and {|y j } are orthonormal bases. First observe that it suffices to consider orthogonal projectors Π form the Quantum Neyman Pearson Lemma. So, one has Π = Π 2 = Π1Π = j Π|y j y j |Π. Symmetrically, we have that
(3.14)
Thus, for any positive η 1 , η 2 one has
where the second last inequality is motivated by the fact that for any two complex numbers a, b one has |a| 2 + |b| 2 ≥ |a + b| 2 /2. Now, following [17] , consider the two probability distributions defined by the Nussbaum-Szkola mapping
These two probability distributions are both positive for at least one pair of (i, j) values, since we assumed ̺, ς to have non-disjoint supports. Furthermore, they have the nice property that 20) so that
and observe that
where the subscript Q s means that the expected values are with respect to the probability distribution Q s . Hence, if one defines the set 
Hence, in Y s , Q s (i, j) is bounded by the minimum of the two expressions on the right hand side of (3.27) and (3.28). If we call η 1 the coefficient of P 1 (i, j) in (3.27) and η 2 the coefficient of P 2 (i, j) in (3.28), then we obtain 1 2
Now note that the last expression, by the definition of P 1 and P 2 in (3.19), exactly equals the sum in (3.18) . So, with the selected values of η 1 and η 2 we have
2 /8, concluding the proof.
Sphere Packing Bound
Following [15] , consider a classical-quantum channel with an input alphabet of K symbols {1, . . . , K} with associated density operators S k , k = 1, . . . , K in a finite dimensional Hilbert space H. The N -fold product channel acts in the tensor product space H ⊗N of N copies of H. To a codeword w = (k 1 , k 2 , . . . , k N ) is associated the signal state S w = S k1 ⊗ S k2 · · ·⊗ S kN . A block code with M codewords is a mapping from a set of M messages {1, . . . , M } into a set of M codewords w 1 , . . . , w M . A quantum decision scheme for such a code is a collection of M positive operators
The rate of the code is defined as
The probability that message m ′ is decoded when message m is transmitted is P (m ′ |m) = Tr Π m ′ S wm . The probability of error after sending message m is
and we define the probability of error of the code as
For any positive R and integer N , we define P (N ) e (R) as the minimum error probability over all codes of block lenght N and rate at least R. For rates R smaller than the capacity of the channel, P (N ) e (R) goes to zero exponentially fast in N . The reliability function of the channel is defined as
It is very well known (see [6, 11] ) that the same function E(R) results if in (4.4) one substitutes P e with the maximum probability of error over codewords
Here, we will in fact find bounds for E(R) by deriving bounds for P e,max .
The purpose of this section is to adapt the proof of the sphere packing bound in [19, Sec . IV] to the case of quantum channels. This results in the following theorem.
Theorem 4 (Sphere Packing Bound). For all positive rates R and all positive ε < R, E(R) ≤ E sp (R − ε), (4.6) where E sp (R) is defined by the relations
Remark 1. For some channels, the function E sp (R) can be infinite for R small enough. The role of the arbitrarily small constant ε is only important for one single value of the rate R = R ∞ , which is the infimum of the rates R such that E sp (R) is finite.
We will follow closely the proof given in [19, Sec. IV] for the classic case. It is the author's belief that the proof of the sphere packing bound used in [19] is not really widely known, expecially within the quantum information theory community, because, as explained in the introduction, the much simpler approach used in [13] has become much more popular 1 Furthermore, some intermediate steps in the proof are clearly to be adjusted from the classical case to the quantum case. Hence, for the reader's convenience, we prefer to go through the whole proof used in [19] directly speaking in terms the quantum channels and trying to simplify it as much as possible in view of the 1 Viterbi and Omura [22] define "an intellectual tour-de-force", even if characterized by "flavor, style, elegance", the proof of the sphere packing bound of [19] and Gallager himself defines it as "quite complicated" [12] and "tedious and subtle to derive" [11] . It is also important to point out that even if [19] contains the first formal proof of this result, the bound itself had been discovered earlier by Fano [9, Ch. 9] with a "proof" that, even in its non rigorousness, is in this author's opinion an equally impressive tour-de-force. It is not easy to understand precisely when the formal proof was subsequently obtained and by whom. In fact, even if first published in the mentioned 1967 paper [19] , the result must have been somehow accepted before, at least at the MIT, since Berlekamp mentions the bound and the main properties of the function Esp(R) in an overview of the known results on the reliability function in his 1964 PhD thesis [3, Ch. 1: Historical Backgound], with references only to [18] , [9] and [10] "and others". Note also that Fano do not call it "sphere packing bound" in his book while Berlekamp does in his thesis. The role played by Shannon's work [18] in the choice of the name is clear, but it is not clear to this author what was the impact of Shannon's work in terms of insight for obtaining the sphere packing bound of discrete memoryless channels (it is worth pointing out that many results were not published by their authors at that time, see for example the Elias bound which is described in [20] ).
It is a remarkable fact that in [9, Ch. 9] Fano derived for the first time (to the best of this author's knowledge) the so called random coding bound and the bound for random constant composition codes for a general discrete memoryless channel, building upon work of Elias on the binary symmetric channel. He then proved that the two bounds coincide for the optimizing composition/distribution and they are both tight in that case at high rates since they coincide also with the sphere packing bound there. Even if Fano's proof of the sphere packing bound was not complete in some steps [19, 12] , it is however correct with respect to the elaboration of the many complicated and "subtle" equations that allowed him to obtain the result anew.
It is worth pointing out that [9, Ch. 9] basically gave the structure of the proof based on large deviations and hypothesis testing, also solving the resulting minmax optimization problem with a direct approach which, in this author's opinion, could be defined "tedious" but not "unenlightening" [19, pag. 91] , and which opened in any case the way that allowed to subsequently obtain the formal proof in a simplified way. It is not possible for this author to understand if parts of the results in [9, Ch. 9] were already known at an empirical level within the MIT information theorists or not.
weaker results that we are pursuing with respect to [19, Th. 5] (we are here only interested in the asymptotic first order exponent, while in [19] bounds for fixed M and N are obtained).
Proof. The key point is using Fano's idea [9] of bounding the probability of error for at least one codeword w m by studying a binary hypothesis testing problem between S wm and a dummy state f , which is only used as a measure for the decision operator Π m . Roughly speaking, we will show that there exists one m and a state f such that -the probability under state f of the outcome associated to the decision for message m, call it P (m|f ) = Tr(Π m f ), is small ; -state f is only distinguishable from S wm to a certain degree in a binary detection test. Using Theorem 3, this will imply that the probability P (m|m) cannot be too high. The whole proof is devoted to the construction of such a state f , which has to be chosen properly depending on the code. We are now ready to start the detailed proof.
We first simplify the problem using a very well known observation, that is, the fact that for the study of E(R) we can only consider the case of constant composition codes. It is by now very well known that every code with rate R and block length N contains a constant composition subcode of rate R ′ = R − o(1), where o(1) goes to zero when N goes to infinity (see [4, 22, 7] ). This is due to the fact that the different compositions of codewords of lenth N is only polynomial in N while the code size is exponential. Hence, we will focus on this constant composition subcode and consider it as our initial code. Let thus our code have M codewords with the same composition. Let c k be the number of occurrences of symbol k in each word and define then q k as the ratio c k /N , so that the vector q = (q 1 , q 2 , . . . , q K ) is obviously a probability distribution over the K input symbols.
Let now f be a state in H ⊗N . We will first apply Theorem 3 using one of the codewords as state ̺ and f as state ς. This will result in a trade-off between the rate of the code R and the probability of error P e,max , where both quantities will be parameterized in the parameter s, a higher rate being allowed if a larger P e,max is tolerated and vice-versa. This trade-off depends of course on q and f . We will later pick f properly so as to obtain the best possible bound for a given R valid for all compositions q.
For any m = 1 . . . , M , consider the binary hypothesis testing between S wm and f . We assume that their are not disjoint and define the quantity
Applying Theorem 3 with ̺ = S wm , ς = f and Π = 1 − Π m , we find that for each s in 0 < s < 1, either 
In these equations we begin to see the aimed trade-off between the rate and the probability of error. It is implicit here in the definition of µ(s) that both equations depend on S wm and f . Since m has been fixed, we can drop its explicit indication and use simply w in place of w m from this point on. We will now call R(s, S w , f ) the right hand side of (4.14), that is
This expression allows us to write µ ′ (s) in (4.13) in terms of R(s, S w , f ) so that, taking the logarithm in equation (4.13), our conditions can be rewritten as either
At this point, we have to exploit the fact that we are considering a fixed composition code. Since we want our result to depend only on the composition q and not on the particular sequence w, we choose f so that the function µ(s) also only depends on the composition q. We thus choose f to be the N -fold power of a state f in H, that is f = f ⊗N . We this choice, in fact, we easily check that, if Thus, µ(s) actually only depends on the composition q and on f , and not on the particular w. It is useful to remember that since we assumed the supports of f and S w to be non-disjoint, the supports of S k and f are not disjoint if q k > 0, so that all terms in the sum are well defined. We would like to make now more explicit our notation setting
Note that we also have
With the same procedure used to obtain (3.25) using the Nussbaum-Szkola mapping (3.19), we see that for fixed s and f , µ ′′ k (s, f ) is a variance of a finite random variable and it is thus non-negative and bounded by a constant for all k. Taking the largest of these constants, say C(s, f ), we find that
We also observe that since µ ′′ k (s, f ) ≥ 0 for all k, µ k (s, f ) is convex in s for all choices of f , a fact that will be useful later. The essential point here is that the contribution of µ(s) and µ ′ (s) in our bounds will grow linearly in N , while the contribution of µ ′′ (s) will only grow with √ N . Hence, the terms involving µ ′′ (s) in our equations will not have any effect on the first order exponent of our bounds. A formalization of this fact, however, is tricky. In [19] the effect of µ ′′ (s) in the classic case is dealt with by exploiting the fact that µ ′′ k (s, f ) is a variance and proving that, uniformly over s and f , s µ ′′ k (s, f ) ≤ log(e/ √ P min ), where P min is the smallest non-zero transition probability of the channel. This allows to proceed to obtain a bound valid for finite N . In our case, this procedure appears to be more complicated. If µ k (s, f ) is studied in the quantum domain of operators S k and f , then µ ′′ k (s, f ) is not a variance, and thus a different approach must be studied; if µ k (s, f ) is studied by means of the Nussbaum-Szkola mapping, then in (3.25) both P 1 and P 2 vary when only f varies, and thus there is no such P min to be used. For this reason, we need to take a different approach and we content ourselves with finding a bound on E(R) using the asymptotic regime N → ∞.
Simplifying again the notation in light of the previous observations, let us write R(s, q, f ) for R(s, S w , f ). Using the obtained expression for µ(s), our conditions are either
Now we come to the most critical step. Given a rate R, we want to bound P e,max for all codes. We can fix first the composition of the code, bound the probability of error, and then find the best possible composition. Since we can choose s and f , for a given R and q, we will choose them so that the first inequality is not satisfied, which will imply that the second one is, thus bounding P e,max .
The point here is that we are free to chose s and f , but we then need to optimize the composition q in order to have a bound valid for all codes. This direct approach, even in the classic case, turns out to be very complicated (see [9, Sec. 9 .3 and 9.4, pag. 188-303] for a detailed and however instructive analysis). The authors in [19] thus proceed in a more synthetic way by stating the resulting optimal f and q as a function of s and then proving that this choice leads to the desired bound. Here, we will follow this approach showing that the same reasoning can be applied also to the case of quantum channels.
It is important to point out that it is not possible to simply convert the quantum problem to the classical one using the Nussbaum-Szkola mapping (3.19) directly on the states S k and f and then using the construction of [19, eqs. (4.18) - (4.20)] on the obtained classical distributions. In fact, in (3.19) , even if one of the two states is kept fixed and only the other one varies, both distributions vary. Thus, even if f is kept fixed, the effect of varying S k for the different values of k would not be compatible with the fact that in [19, eq. (4.20) ] a fixed f s has to be used which cannot depend on k. Fortunately, it is instead possible to exactly replicate the steps used in [19] by correctly reinterpreting the construction of f and q in the quantum setting.
For any s in the interval 0 < s < 1, let q s = (q 1,s , . . . , q K,s ) satisfy the equations
where 
which surely admits a minimum in the simplex of probability distributions. Furthermore, equation (4.29) is satisfied with equality for those k with q k,s > 0, as can be verified by multiplying it by q k,s and summing over k. Then, we define
Since we can choose s and f freely, we will now tie the operator f to the choice of s, using f s for f . We only have to keep in mind that µ ′ (s) and µ ′′ (s) are computed by holding f fixed. The vector q s will instead be used later. Note further that we fullfill the requirement that f and S k have non-disjoint supports, since the left hand side in (4.29) must be positive for all k.
As in [19, eqs (4.21)-(4.22)], we see that, using f s in place of f in the definition of µ k (s, f ), we get
Using (4.29) we then see that
with equality if q k,s > 0. Here, we have used equation (4.30), the definitions (4.9) and (4.8), and the the fact that q s minimizes (4.31). Thus, with the choice of f = f s , equations (4.27) and (4.28) can be rewritten as (for each s) either
Now, for a fixed R, we are free to choose s and then use the two conditions. Using exactly the same procedure used in [19, pag. 100-102], It can be proved that R(s, q, f s ) is a continuous function of s. We omit the details since the proof is precisely the same, with the only difference that, for 0 < s < 1, the strict convexity of j α 1/(1−s) j in the probability vector α = (α 1 , α 2 , . . .) used there must be replaced by the strict convexity of Tr(α 1/(1−s) ) in the density operator α. Thus, for fixed R, we can only have three possibilities:
Dealing with these possibilities for a fixed code is more complicated in our case than in [19] due to the fact that we have not been able to bound uniformly the second derivatives µ ′′ k (s, f s ) for s ∈ (0, 1). Thus, we have to depart slightly from [19] . Instead of considering a fixed code of block length N , consider sequences of codes. From the definition of E(R) in (4.4), it is obvious that there exists a sequence of codes of block- lengths N 1 , N 2 , . . . , N n , . . . , and rates R 1 , R 2 , . . . , R n , . . . such that R = lim n R n and
Each code of the sequence will in general have a different composition q n but must anyway fall in one of the above three cases. Thus, one of those cases is verified infinitely often. Since the compositions q n are in a bounded set, there exists a subsequence of codes such that q n converge to, say,q. Thus, we can directly assume this subsequence is our own sequence and safely assume that q n →q. Suppose now that case (1) is verified infinitely often. Thus, for infinitely many n, there is an s = s n in the interval 0 < s < 1 such that R n = R(s, q n , f sn ). Hence, since the values s n are in the interval (0, 1), there must exists an accumulating point for the s n in the closed interval [0, 1]. We will first assume that such an accumulating points exists satisfying 0 <s < 1. A subsequence of codes then exists with the s n tending tos. Let this subsequence be our new sequence. We can first substitute R(s n , q n , f sn ) with R n in (4.38). Letting then n → ∞, we find that R n → R and the last two terms on the right hand side of (4.38) vanish, since µ ′′ k (s, f s ) is bounded s sufficiently close tos = 0, 1. Hence, we obtain
If the only accumulating point for the s n iss = 1 ors = 0, the above procedure cannot be applied since we cannot get rid of the last two terms in (4.38) by letting n → ∞, because we have not bounded µ ′′ k (s, f s ) uniformly over s ∈ (0, 1), and it may well be that µ k (s, f s ) is unbounded near s = 0 or s = 1. These cases, however, can be handled with the same procedure used for cases (2) and (3) to be discussed below.
Suppose thus that case (2) above is verified infinitely often, or that case (1) is verified infinitely often with the only accumulating points = 0 for the values s n . Then, since R n → R and q n →q, we easily deduce that for all s ∈ (0, 1) we have R(s,q, f s ) ≤ R, that is, R(s,q, f s ) is also bounded over s. Given any ε 1 > 0, for any fixed s ∈ [ε 1 , 1) we must have R(s, q n , f s ) ≤ R n infinitely often, so that we can focus on the subsequence of codes with this property. Since condition (4.37) is not satisfied for these codes, (4.38) must be satisfied. Since s ∈ [ε 1 , 1) is fixed, we can make n → ∞ so that the last two terms on the right hand side of (4.38) vanish again and we get that for all s ∈ [ε 1 , 1)
Letting then ε 1 → 0, we can let s → 0 as well. Using the fact that R(s,q, f ) is bounded for s ∈ (0, 1), and using the known properties of E 0 (·), we find that E(R) ≤ 0. Thus, surely E(R) ≤ E sp (R) proving the theorem in this case.
Finally, suppose now that either case (3) above is verified for infinitely many n or that case (1) is verified infinitely often with the only accumulating points = 1 for the values s n . Given any ε 1 > 0, for all s ∈ (0, 1 − ε 1 ], the inequality R n < R(s, q n , f s ) is verified infinitely often. Let us focus again on this subsequence as if it was our sequence. For any fixed s ∈ (0, 1 − ε 1 ], taking the limit n → ∞ in (4.37) with R n in place of R, remembering that we are working on sequences of codes such that q n →q and R n → R, we obtain
Now, by the fact that µ k (s, f ) is convex and non-positive for all f , it is possible to observe that µ k (s,
where in the last step we have used the fact that, as seen from (4.36), the choice
Hence, for any ε 2 > 0, we find
ρε 2 (4.52)
It then suffices to let ε 1 → 0 to see that E sp (R − ε 2 ) is unbounded for any ε 2 > 0 which obviously implies that E(R) ≤ E sp (R−ε 2 ) for all positive ε 2 , thus concluding the proof of the theorem.
Zero Rate Bound
As in the classical case, the sphere packing bound is not tight in general at low rates and it is in many cases very loose. For example, it is infinite for all non-trivial pure state channels at rates sufficiently low, even if there is no pair of orthogonal states, which means that the zero-error capacity is zero 3 . Thus, it is interesting to further investigate possible lower bounds to the probability of error at low rates. For classical channels, an improvement of the sphere packing bound for channels with no zero error capacity was obtained in [20] based on two important results:
(1) A zero rate bound [20, Th 4] , first derived by Berlekamp in his PhD thesis [3, Ch. 2], which asserts that, for a discrete memoryless channel with transition probabilities P (j|k),
The right hand side of the above equation is also the value of the expurgated bound of Gallager as R → 0 and this implies that the bound is tight and that the expression determines the reliability function at zero rate. (2) A straight line bound [20, Th. 6 ], attributed to Shannon and Gallager in
Berlekamp's thesis [3, pag. 6] which asserts that, given an upper bound E lr (R) to the reliability function which is tighter than E sp (R) at low rates, it is possible to combine E lr (R) ad E sp (R) to obtain an improved upper bound on E(R) by drawing a straight line from any two points on the curves E lr (R) and E sp (R). Combining these two results, the authors obtain an upper bound to E(R) which is strictly better than the sphere packing bound for low rates and is tight at rate R = 0. We only consider here a quantum generalization of the zero-rate bound, a possible generalization of the straight line bound being still under investigation at the moment.
For quantum channels, a zero rate bound has been obtained by Burnashev and Holevo [21] for the case of pure state channels which essentially parallel the classic result. That is, they proved that in the case of pure states S k = |ψ k ψ k |, if there is no pair of orthogonal states, then
As for the classic case, this bound coincides with a lower bound given by the expurgated bound as R → 0, thus providing the exact expression. For general non-pure states channels, the reliability at zero rate was considered by Holevo [15] . In that case, however the obtained upper and lower bound differ for a coefficient of two, giving
(5.3) Note that the lower bound is the generalization of (5.2), while the upper bound it twice as much. Thus, we are inclined to believe that the correct expression should be the first one. This is actually the case as stated in the following theorem.
Theorem 5. For a general classical quantum channel with states S k , k = 1, . . . , K, no two of which are orthogonal, the reliability function at zero rate is given by the expression
Proof. This theorem is the quantum equivalent of [20, Th. 4] and it is a direct consequence of Theorem 3, which implies that [20, Th. 1] essentially also applies to pairs of codewords for a classical-quantum channel. The only required modification is that the coefficients 1/4 there are to be replaced by 1/8 and that the constant P min there must be redefined as
where i, k = 1 . . . , K and λ j (S) is the j-th (non-null) eigenvalue of the state S. This can be noticed by observing that in [20, eq. (1.10)] the distributions P (·|i) and P (·, k) are to be replaced by the distributions given by the Nussbaum-Szko la mapping when applied to states S i and S k . It can be then noticed that the proof of [20, Th. 4] holds exactly unchanged in this new setting since it only depends on [20, Th. 1] and on the definition and additivity property of the function µ(s). We do not go through the proof here since it is very long and it does not need any change.
It is interesting to briefly discuss the coefficient 2 in the Holevo upper bound for E(0 + ), that is in the right hand side of (5.3). First observe that for classical channels, the equivalent expression would be
This bound (in the classic case) is much easier to prove than Berlekamp's bound (5.1). First note that Berlekamp's bound is relatively simple to prove for the case of pairwise reversible channels as defined in [20] , which is a different way to say that the function µ i,k (s), computed between any two of the conditional distributions of the channel P (·|i) and P (·|k), is always minimized in s = 1/2. Similarly, the bound (5.6) is relatively simple to prove for general channels with the same procedure using the convexity of the non-positive function µ i,k (s), which implies that the minimum of µ i,k (s) is not smaller than twice the value in µ i,k (1/2). For general channels, Berlekamp's bound is much more difficult to prove and, roughly speaking, it is essentially a combinatorial result on the fact that when the number of codewords grows to infinite, there must be at least a pair of codewords w 1 , w 2 with a joint composition which makes the function µ w1,w2 (s) between them minimized in s = 1/2 (asymptotically).
In the quantum case, we observe a similar situation and we can say that pure state channels are a quantum case of pairwise reversible channels. The bound (5.2) can be proved in a relatively simple way due to the fact that for pure state channels the function µ i,k (s) is always minimized in s = 1/2, since it is constant. Actually, the fact that µ i,k (s) is constant makes the pure state case much similar to the case where P (j|i) = P (j|k) for all i, j, k such that both P (j|i) and P (j|k) are positive, as in the case of the symmetric binary erasure channel. For general quantum channels, instead, it is relatively easy to prove the bound on the right of (5.3) and Berlekamp's procedure is required in order to remove the coefficient 2.
Finally, it is worth pointing out that, as opposed to the zero-rate bound, deriving a quantum version of the straight line bound seems to be a more complicated task, if even possible. The straight line bound in the classical case, indeed, is proved by exploiting the fact that a decoding decision can always be implemented in two steps by splitting the output sequence in two blocks, applying a list decoding on the first block and a low rate decoding on the second one. In the case of quantum channels, this procedure does not apply directly since the optimal measurements are in general entangled and are not equivalent to separable measurements. Even if the problem appears more difficult, however, it may not be hopeless, since a straight line bound could be derived even if some weaker version of [19, Th. 1] could be proved for the quantum case. This topic is the objective of ongoing research.
conclusion and future work
In this paper, the sphere packing bound and the zero-rate bound of [19, 20] have been generalized to the case of general classical-quantum channels. The purpose of this work was only to derive the main results for the general cases. A detailed analysis of the properties of E sp (R) for pure and non-pure state channels in the low rate region is the objective of ongoing work, as well as a possible derivation of an equivalent of the straight line bound for quantum channels.
