Existence of isometric immersions into nilpotent Lie groups by de Lira, J. H. & Melo, M.
ar
X
iv
:0
81
0.
33
07
v1
  [
ma
th.
DG
]  
18
 O
ct 
20
08
Existence of isometric immersions into nilpotent Lie groups
Jorge H. S. de Lira∗ and Marcos F. Melo †
Abstract
We establish necessary and sufficient conditions for existence of isometric immer-
sions of a simply connected Riemannian manifold into a two-step nilpotent Lie group.
This comprises the case of immersions into H-type groups.
MSC 2000: 53C42, 53C30
1 Introduction
The fundamental theorem of submanifold theory, usually referred to as Bonnet’s theorem,
states that the Gauss, Codazzi and Ricci equations constitute a set of integrability con-
ditions for isometric immersions of a simply connected Riemannian manifold in Euclidean
space with prescribed second fundamental form. From the viewpoint of exterior differential
systems, this result is a classical application of Frobenius’s theorem. At this respect, we
refer the reader to [5], [10] and [18] for instance.
Versions of Bonnet’s Theorem for immersions in Riemannian spaces were recently
achieved by Benoit Daniel in [6] and [7] and by P. Piccione and V. Tausk in [16] and
[17]. In [7], Daniel consider immersions in three dimensional homogeneous spaces with
four dimensional isometry group as Heisenberg spaces and Berger spheres. These ambi-
ents are regarded there as total spaces of Riemannian submersions over constant curvature
surfaces, fibered by flow lines of a vertical Killing vector field ξ. It is proved that the
ambient curvature tensor expressed in terms of a frame adapted to the immersion may
be completely determined by the first and second fundamental forms and by the normal
component ν and tangencial projection T of ξ. Since Gauss and Codazzi equations involve
these projections, it is necessary to consider two additional first order differential equations
in ν and T . The augmented set of equations is then a complete integrability condition.
In [17], Piccione and Tausk prove a general existence result for affine immersions into
affine manifolds endowed with a G-structure. The immersions should preserve the G-
structure and the ambient spaces are required to be infinitesimally homogeneous. Roughly
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speaking, this last condition assures that the ambient curvature is constant when com-
puted in terms of frames belonging to a G-reduction of the frame bundle. This method
encompasses all classical results as well as Daniel’s results. Another applications of this
technique in the context of Lie groups and Lorentzian Geometry may be found in [11], [12],
[13] and [15].
The Heisenberg spaces studied in [7] are nilpotent Lie groups. Indeed, two-step nilpo-
tent Lie groups form a distinguished class of geometric objects which include real, complex
and quaternionic Heisenberg spaces and more generally H-type groups (see, e.g., [9], [8], [1]
and [2]). These groups have some remarkable analytical properties and appear in distinct
areas as Harmonic Analysis (v. [4]) and General Relativity (v. [14]).
These remarks motivate us to raise the question of extending Bonnet’s theorem from
the classical case, which corresponds to Abelian groups, to two-step nilpotent Lie groups.
Theorem 1 below yields such an extension in the spirit of the results in [7].
A brief outline of this paper may be given as follows. Let N be a (n+ n′)-dimensional
two-step nilpotent Lie group, where n′ is the dimension of the center z in its Lie algebra.
As occurs in [7], z is spanned by left-invariant n′ Killing vector fields En+k, k = 1, . . . , n
′,
whose covariant derivatives determine certain skew-symmetric tensors Jk, k = 1, . . . , n
′.
The Section 2 is devoted to show that the curvature tensor in N may be computed in
an arbitrary frame {ea}
n+n′
a=1 solely in terms of the tensors Jk and the projections U
k
a =
〈En+k, ea〉. The curvature form relative to the frame {ea}
n+n′
a=1 is given by the tensor Q
defined in Section 2.1.2.
In the particular case of a frame adapted to an isometric immersion, this implies that
Gauss, Codazzi and Ricci equations are completely written only in terms of the first and
second fundamental forms and the normal and tangential projections of the Killing vector
fields En+1, . . . , En+n′ and their covariant derivatives. This is the content of Section 3.
In Sections 4 and 5, we establish sufficient conditions for immersing isometrically a
simply connected Riemannian manifold M into N , with prescribed second fundamental
form. For this, we consider a real Riemannian vector bundle E over M with rank m′ =
n + n′ − m so that the Whitney sum S = TM ⊕ E is a trivial bundle. We define an
orthonormal global frame {Eˆa}
n+n′
a=1 in S and then transplante the definitions of the tensors
Jk and Q to this setting. This may be done in last analysis because these tensors depend
on the structural constants of N . We then prove
Theorem 1 a) Let Mm be a Riemannian simply connected manifold and let E be a real
Riemannian vector bundle with rank m′ so that S = TM ⊕ E is a trivial vector bundle.
Let ∇ˆ and Rˆ be respectively the compatible connection and curvature tensor in S and ∇
and ∇E the compatible connections induced in TM and E, respectively. We fix a global
orthonormal frame {Eˆk}
n+n′
k=1 in S. Define Jˆk and Qˆ as in (4.1) and (4.4), respectively.
Assume that these fields satisfy the Gauss, Codazzi and Ricci equations
Rˆ = Qˆ (1.1)
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and the additional equations
∇ˆEˆn+k = −1/2 Jˆk, k = 1, . . . , n
′. (1.2)
Thus, there exists an isometric immersion f : M → N covered by a bundle isomorphism
f⊥∗ : E → TM
⊥
f , where TM
⊥
f is the normal bundle along f so that f
⊥
∗ is an isometry when
restrited to the fibers and satisfies
f⊥∗ ∇
E
XV = ∇
⊥
Xf
⊥
∗ V, X ∈ Γ(TM), V ∈ Γ(E), (1.3)
f⊥∗ II(X,Y ) = ∇¯f∗Xf∗Y − f∗(∇XY ), X, Y ∈ Γ(TM), (1.4)
where ∇¯ and ∇⊥ denote, respectively, the connections in N and TM⊥f and the tensor
II ∈ Γ(T ∗M ⊗ T ∗M ⊗ E) is defined by
∇ˆXY = ∇XY + II(X,Y ), X, Y ∈ Γ(TM). (1.5)
b) Let f, f˜ be two isometric immersions from M to N with second fundamental forms IIf
and II
f˜
satisfying
IIf (X,Y ) = ΦIIf˜ (X,Y ), X, Y ∈ Γ(TM), (1.6)
and normal connections ∇⊥ and ∇˜⊥ on the respective normal bundles TM⊥f and TM
⊥
f˜
related by
Φ∇⊥XV = ∇˜
⊥
XΦ(V ), V ∈ Γ(TM
⊥
f ), (1.7)
where Φ : TM⊥f → TM
⊥
f˜
is a vector bundle isomorphism satisfying
〈Φ(V ),Φ(W )〉 = 〈V,W 〉, V,W ∈ Γ(TM⊥f ). (1.8)
Fixed a left-invariant frame {Ek}
n+n′
k=1 in N we assume that
〈f∗X,En+k〉 = 〈f˜∗X,En+k〉, X ∈ Γ(TM) (1.9)
and that
〈V,En+k〉 = 〈Φ(V ), En+k〉, V ∈ Γ(TM
⊥
f ). (1.10)
for k = 1, . . . , n′.
Then, there exists an isometry L : N → N such that f˜ = L ◦ f .
The ultimate reason for refer to (1.1) as Gauss, Codazzi and Ricci equations is that the
tensor Qˆ imitates the curvature tensor in N when written in terms of a frame adapted to
an isometric immersion. We point out that imposing that S is trivial allows us to give an
intrinsic meaning to the tensors Jˆk. Hypothesis (1.1) and (1.2) play here the same role as
the construction of a flat bundle endowed with parallel sections in the proof of the classical
case.
Our method keeps some resemblance with the proof of Bonnet’s theorem given by P.
Ciarlet and F. Larsonneur in [3]. Indeed, Theorem 1 may be regarded as establishing
sufficient conditions for immersing an open set of the Euclidean space into a two-step
nilpotent Lie group.
3
2 Two-step nilpotent Lie groups
Let N be a Lie group with Lie algebra n and Maurer-Cartan form ωn. The Levi-Civita`
connection of a given left-invariant metric 〈·, ·〉 on N is
2∇¯EF = [E,F ] − ad
∗
E · F − ad
∗
F ·E, (2.1)
where E,F are left-invariant vector fields in n and
〈ad∗E · F,G〉 = 〈F, [E,G]〉, E, F,G ∈ n.
We suppose that n may be decomposed as n = z⊕ v with
[v, v] ⊂ z, [z, n] = {0}, (2.2)
what implies that N is a two-step nilpotent Lie group. Let us denote by n and n′ the
dimensions of v and z, respectively. We suppose that the direct sum n = z⊕v is orthogonal.
The relations (2.2) then yield
∇¯EF =
1
2
[E,F ], E, F ∈ v, (2.3)
∇¯EZ = ∇¯ZE = −
1
2
JZE, E ∈ v, Z ∈ z, (2.4)
∇¯ZZ
′ = 0, Z, Z ′ ∈ z, (2.5)
where the operator JZ : v → v associated to a vector field Z ∈ z is defined by JZ = ad
∗Z.
This operator may be extended to the whole algebra n as
JZ := −2∇¯Z. (2.6)
It is useful to consider also the (0, 2) tensor field equally denoted by JZ and defined by
JZ(E,F ) = 〈JZE,F 〉.
2.1 Some auxiliary tensors
According to the decomposition n = v ⊕ z, we choose an orthonormal left-invariant frame
field
E1, . . . , En, En+1, . . . , En+n′ , (2.7)
so that the first n vectors are in v and the next n′ ones are in z. Fixed this choice of frame,
we define the structural constants of N by
[Ek, El] =
n+n′∑
r=1
σrklEr, 1 ≤ k, l ≤ n+ n
′. (2.8)
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If {θk}n+n
′
k=1 denotes the co-frame dual to {Ek}
n+n′
k=1 , then the corresponding connection
forms in N are given by
θkl =
1
2
n+n′∑
r=1
τklr θ
r, (2.9)
where
τklr = σ
k
rl + σ
l
kr + σ
r
kl. (2.10)
We also define the curvature 2-form Θ = {Θkl }
n+n′
k,l=1 of N associated to (2.7) by
Θkl =
1
4
n+n′∑
r,s,t=1
(
τklrτ
r
st + τ
k
rsτ
r
lt
)
θs ∧ θt. (2.11)
These forms satisfy the structural equations
dθk +
n+n′∑
l=1
θkl ∧ θ
l = 0, θkl = −θ
l
k (2.12)
and
dθkl +
n+n′∑
r=1
θkr ∧ θ
r
l = Θ
k
l , (2.13)
where 1 ≤ k, l ≤ n+ n′.
2.1.1 Christoffel tensor
Given the left-invariant frame above, we denote Jk = JEn+k , 1 ≤ k ≤ n
′. Fixed this
notation, we define in N the tensor field
L(X,Y, V ) = −
1
2
n′∑
k=1
〈JkV,X〉〈Y,En+k〉+
1
2
n′∑
k=1
〈JkY,X〉〈V,En+k〉
−
1
2
n′∑
k=1
〈JkY, V 〉〈X,En+k〉, X, Y, V ∈ Γ(TN). (2.14)
In order to derive a local expression for L, we consider a frame {ea}
n+n′
a=1 defined in an open
set N ′ of N by
ea =
n+n′∑
b=1
EbA
b
a, (2.15)
for some map A : N ′ → SOn+n′ . For 1 ≤ a ≤ n + n
′ and 1 ≤ k ≤ n′, we define the
functions
Uka = θ
n+k(ea) = A
n+k
a . (2.16)
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Thus, if (ωa)n+n
′
a=1 and (ω
b
a)
n+n′
a,b=1 are respectively the dual forms and the connection forms
associated to the frame {ea}
n+n′
a=1 , one has
ωa(∇¯En+k) = dU
k
a −
∑
c
Ukc ω
c
a =:
1
2
∑
b
ukab ω
b. (2.17)
Hence, one gets
Jk =
n+n′∑
a,b=1
ukabω
a ⊗ ωb. (2.18)
Notice that
〈JkV,W 〉 = −2〈∇¯VEn+k,W 〉 = −2
∑
l,r
〈V,El〉〈W,Er〉〈∇¯ElEn+k, Er〉
=
∑
l,r
〈V,El〉〈W,Er〉σ
n+k
lr . (2.19)
In local terms, that is, setting V = ea,W = eb, one has
ukab =
n∑
l,r=1
AlaA
r
bσ
n+k
lr . (2.20)
Using the local frame, one computes
L(X, ea, eb) = −
1
2
n′∑
k=1
〈Jkeb,X〉〈ea, En+k〉+
1
2
n′∑
k=1
〈Jkea,X〉〈eb, En+k〉
−
1
2
n′∑
k=1
〈Jkea, eb〉〈X,En+k〉
= −
1
2
n+n′∑
c=1
n′∑
k=1
(
Ukau
k
bc − U
k
b u
k
ac + U
k
c u
k
ab
)
ωc(X).
One then defines the matrix of 1-forms λ = (λab )
n+n′
a,b=1 by
λab = L( · , ea, eb), (2.21)
that is,
λab = −
1
2
n+n′∑
c=1
n′∑
k=1
(
Ukau
k
bc − U
k
b u
k
ac + U
k
c u
k
ba
)
ωc. (2.22)
We now use the equation (2.20) for obtaining an alternative expression for λ, which
will be useful later.
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Proposition 1 The 1-form λ = (λab )
n+n′
a,b=1 defined in (2.21) satisfy
λ = A−1θA, (2.23)
where θ = (θkl )
n+n′
k,l=1. Thus, the connection form ω = (ω
a
b )
n+n′
a,b=1 is given by
ω = A−1dA+ λ. (2.24)
Proof. Using (2.1) and (2.10), one obtains
τklr =


σkrl, 1 ≤ l, r ≤ n and k ≥ n+ 1,
σrkl, 1 ≤ k, l ≤ n and r ≥ n+ 1,
σlkr, 1 ≤ k, r ≤ n and l ≥ n+ 1.
Thus, (2.22) and (2.20) yield
λab = −
1
2
n+n′∑
c=1
n′∑
k=1
(Ukau
k
bc − U
k
b u
k
ac − U
k
c u
k
ab)ω
c
= −
1
2
n+n′∑
c=1
n′∑
k=1
n∑
l,r=1
UkaA
l
bA
r
cσ
n+k
lr ω
c +
1
2
n+n′∑
c=1
n′∑
l=1
n∑
k,r=1
AkaU
l
bA
r
cσ
n+l
kr ω
c
+
1
2
n+n′∑
c=1
n′∑
r=1
n∑
k,l=1
AkaA
l
bU
r
c σ
n+r
kl ω
c
what implies that
λab =
1
2
n+n′∑
c,k,l,r=1
AkaA
l
bA
r
cτ
k
lrω
c =
1
2
n+n′∑
k,l,r=1
AkaA
l
bτ
k
lrθ
r =
n+n′∑
k,l=1
AkaA
l
bθ
k
l
=
n+n′∑
k,l=1
(A−1)akθ
k
l A
l
b
= (A−1θA)ab
This finishes the proof of the proposition. 
2.1.2 A curvature-type tensor
We then define a (0, 4) covariant tensor Q in N by
Q(X,Y, V,W ) = Q1(X,Y, V,W ) +Q2(X,Y, V,W ), (2.25)
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where X,Y, V and W are vector fields in N and Q1 and Q2 are given by
Q1(X,Y, V,W )
=
1
4
〈JkX,W 〉〈JkV, Y 〉+
1
2
〈JkY,X〉〈JkW,V 〉 −
1
4
〈JkY,W 〉〈JkV,X〉
−
1
2
∑
k
〈W,En+k〉〈(∇¯XJk)V, Y 〉+
1
2
∑
k
〈V,En+k〉〈(∇¯XJk)W,Y 〉
+
1
2
∑
k
〈Y,En+k〉〈(∇¯XJk)W,V 〉+
1
2
∑
k
〈W,En+k〉〈(∇¯Y Jk)V,X〉
−
1
2
∑
k
〈V,En+k〉〈(∇¯Y Jk)W,X〉 −
1
2
∑
k
〈X,En+k〉〈(∇¯Y Jk)W,V 〉
and
Q2(X,Y, V,W )
= −
1
4
∑
k,l
〈En+k,W 〉〈En+l, V 〉〈JkY, JlX〉+
1
4
∑
k,l
〈En+k,W 〉〈En+l,X〉〈JkY, JlV 〉
−
1
4
∑
k,l
〈En+k, Y 〉〈En+l, V 〉〈JkW,JlX〉+
1
4
∑
k,l
〈En+k, Y 〉〈En+l,X〉〈JkW,JlV 〉
+
1
4
∑
k,l
〈En+k,W 〉〈En+l, V 〉〈JkX,JlY 〉 −
1
4
∑
k,l
〈En+k,W 〉〈En+l, Y 〉〈JkX,JlV 〉
+
1
4
∑
k,l
〈En+k,X〉〈En+l, V 〉〈JkW,JlY 〉 −
1
4
∑
k,l
〈En+k,X〉〈En+l, Y 〉〈JkW,JlV 〉.
An important relation between λ and Q is given by the following lemma
Lemma 1 The components Qba of Q are given by the 2-forms
Qab := Q( · , · , eb, ea) =
(
dλ+ λ ∧ ω + ω ∧ λ− λ ∧ λ
)
a
b . (2.26)
Proof. Denoting the right hand side in (2.26) by Λab and expanding it, it results that
−2Λad =
∑
c
∑
k
(
(dUka −
∑
b
Ukb ω
b
a)u
k
dc − (dU
k
d −
∑
b
Ukb ω
b
d)u
k
ac − (dU
k
c −
∑
b
Ukb ω
b
c)u
k
ad
+Uka (du
k
dc −
∑
b
ukdbω
b
c −
∑
b
ukbcω
b
d)
−Ukd (du
k
ac −
∑
b
ukabω
b
c −
∑
b
ukbcω
b
a)
−Ukc (du
k
ad −
∑
b
ukabω
b
d −
∑
b
ukbdω
b
a)
+Uka
∑
b
ukbcλ
b
d −
∑
b
Ukb λ
b
du
k
ac − U
k
c
∑
b
ukabλ
b
d
)
∧ ωc. (2.27)
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The covariant derivative of the (0, 2) tensor Jk has components given in terms of the frame
{ea}
n+n′
a=1 by
∇¯Jk(ea, eb) = du
k
ab − u
k
dbω
d
a − u
k
adω
d
b =: ∇¯u
k
ab. (2.28)
Using (2.17) and (2.28), one gets
−2Λad =
∑
k,c,c′
(
−
1
2
ukc′au
k
dc +
1
2
ukc′du
k
ac +
1
2
ukc′cu
k
ad
)
ωc
′
∧ ωc
+
∑
k,c
(
Uka ∇¯u
k
dc − U
k
d ∇¯u
k
ac − U
k
c ∇¯u
k
ad
)
∧ ωc
+
∑
k,c
(
Uka
∑
b
ukbcλ
b
d −
∑
b
Ukb λ
b
du
k
ac − U
k
c
∑
b
ukabλ
b
d
)
∧ ωc.
The last three terms may be calculated using that for 1 ≤ k ≤ n′, 1 ≤ a ≤ n+ n′, one has
dUka −
∑
c
Ukc ω
c
a +
∑
c
Ukc λ
c
a = 0. (2.29)
For proving (2.29), using (2.14), one computes
∑
c
Ukc λ
c
a =
∑
c
Ukc L(·, ec, ea) = L(·, En+k, ea)
= −
1
2
∑
l
(
〈Jlea, ·〉〈En+k, En+l〉 − 〈JlEn+k, ·〉〈ea, En+l〉
+〈JlEn+k, ea〉〈·, En+l〉
)
= −
1
2
(
〈Jkea, ·〉 −
∑
l
〈JlEn+k, ·〉〈ea, En+l〉 −
∑
l
〈JlEn+k, ea〉〈·, En+l〉
)
.
However, given any vector field V in N , one has
〈JlEn+k, V 〉 =
∑
r,s
〈En+k, Er〉〈V,Es〉σ
n+l
rs =
∑
s
〈V,Es〉σ
n+l
n+k,s = 0.
Therefore, one concludes that
∑
c
Ukc λ
c
a = −
1
2
〈Jkea, ·〉 = −
1
2
∑
b
ukabω
b = dUka −
∑
c
Ukc ω
c
a,
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as desired. This proves (2.29). Thus, we may write
−2Λad =
∑
k,c,c′
(
−
1
2
ukc′au
k
dc +
1
2
ukc′cu
k
ad
)
ωc
′
∧ ωc
+
∑
k,c
(
Uka ∇¯u
k
dc − U
k
d ∇¯u
k
ac − U
k
c ∇¯u
k
ad
)
∧ ωc
+
∑
k,c
(
Uka
∑
b
ukbcλ
b
d − U
k
c
∑
b
ukabλ
b
d
)
∧ ωc.
Nevertheless, in view of (2.14), it follows that
Uka
∑
b
ukbcλ
b
d + U
k
c
∑
b
ukbaλ
b
d =
∑
b
(
〈En+k, ea〉〈Jkeb, ec〉+ 〈En+k, ec〉〈Jkeb, ea〉
)
L(·, eb, ed)
=
1
2
∑
l
〈En+k, ea〉〈En+l, ed〉〈Jkec, Jl·〉 −
1
2
∑
l
〈En+k, ea〉〈En+l, ·〉〈Jkec, Jled〉
+
1
2
∑
l
〈En+k, ec〉〈En+l, ed〉〈Jkea, Jl·〉 −
1
2
∑
l
〈En+k, ec〉〈En+l, ·〉〈Jkea, Jled〉.
Therefore, one concludes that
Λad =
∑
k,c,c′
(1
4
ukc′au
k
dc −
1
4
ukc′cu
k
ad
)
ωc
′
∧ ωc
−
1
2
∑
k,c,c′
(
Uka ∇¯c′u
k
dc − U
k
d ∇¯c′u
k
ac − U
k
c ∇¯c′u
k
ad
)
ωc
′
∧ ωc
−
∑
k,l,c,c′
(1
4
〈En+k, ea〉〈En+l, ed〉〈Jkec, Jlec′〉 −
1
4
〈En+k, ea〉〈En+l, ec′〉〈Jkec, Jled〉
+
1
4
〈En+k, ec〉〈En+l, ed〉〈Jkea, Jlec′〉 −
1
4
〈En+k, ec〉〈En+l, ec′〉〈Jkea, Jled〉
)
ωc
′
∧ ωc,
what finishes the proof of the lemma. 
This lemma has the following consequence, which characterizes geometrically the tensor
Q.
Proposition 2 The tensor Q satisfies the equation
Q = A−1ΘA (2.30)
where Θ = (Θkl )
n+n′
k,l=1 are the curvature forms defined in (2.11).
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Proof. One has
dω + ω ∧ ω
= d(A−1dA) +A−1dA ∧A−1dA+ dλ+ λ ∧ λ+ λ ∧A−1dA+A−1dA ∧ λ
= −A−1dA ∧A−1dA+A−1dA ∧A−1dA+ d(A−1θA) +A−1θ ∧ θA
+A−1θ ∧ dA+A−1dAA−1 ∧ θA
= dA−1 ∧ θA+A−1dθA−A−1θ ∧ dA+A−1θ ∧ θA
+A−1θ ∧ dA− dA−1 ∧ θA
= A−1(dθ + θ ∧ θ)A = A−1ΘA. (2.31)
On the other hand we have
d(ω − λ) + (ω − λ) ∧ (ω − λ) = −A−1dA ∧A−1dA+A−1dA ∧A−1dA = 0, (2.32)
what implies that
dω + ω ∧ ω = dλ− λ ∧ λ+ ω ∧ λ+ λ ∧ ω. (2.33)
Hence (2.31) and (2.33) give the desired result. 
3 Isometric immersions into two-step nilpotent Lie groups
From now on, we consider a simply connected Riemannian manifold Mm. We denote
m′ = n+ n′ −m.
From the calculations above, we infer the following necessary conditions for the existence
of isometric immersions in N with prescribed second fundamental form. In the statement,
R¯ denotes the curvature tensor in N .
Proposition 3 Let f : M → N be an isometric immersion. Then, the Gauss, Ricci and
Codazzi equations are given by
R¯(f∗X, f∗Y, V,W ) = Q(f∗X, f∗Y, V,W ), X, Y ∈ Γ(TM), V,W ∈ Γ(f
∗TN). (3.1)
Moreover, the following additional equations are satisfied
∇¯XEn+k = −
1
2
JkX, X ∈ Γ(TM) (3.2)
for k = 1, . . . , n′.
Proof. After identifying M and the immersed submanifold f(M) ⊂ N , we consider an
orthonormal frame {ea}
m+m′
a=1 defined in an ambient open neighborhood of an arbitrary
point in M . This frame may be chosen adapted to the immersion, that is, in such a way
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that, along points in M , the first m fields in this frame are tangent to M and the other m′
ones are local sections of the normal bundle TM⊥f .
Let A be given as above by (2.15). Then, the connection forms {ωab }
m+m′
a,b=1 satisfy
dωab +
∑
c
ωac ∧ ω
c
b = (A
−1ΘA)ab , (3.3)
where Θ is given by (2.11). Since the right-hand side in (3.3) corresponds to the ambi-
ent curvature tensor expressed in terms of the adapted frame, this equation corresponds
to Gauss, Codazzi and Ricci equations, respectively, as we may easily verify considering
suitable ranges of indices a, b. Hence, (2.30) in Proposition 2 implies (3.1).
The equation (3.2) follows immediately from the preceding discussion. 
4 Existence of an adapted frame
We now consider a real Riemannian vector bundle E over M with rank m′ and the Whitney
sum bundle S = TM ⊕ E. The metric in S is also represented by 〈·, ·〉. Let ∇ˆ and Rˆ be
respectively the compatible connection and curvature tensor in S.
We suppose that S is a trivial vector bundle and then we fix a globally defined orthonor-
mal frame Eˆ1, . . . , Eˆn+n′ in S. Hence, for any k = 1, . . . , n
′, one defines
〈JˆkV,W 〉 =
n∑
l,r=1
〈V, Eˆl〉〈W, Eˆr〉σ
n+k
lr , V,W ∈ Γ(S), (4.1)
where the constants σn+klr are given by (2.8). It is obvious from the definition that
〈JˆkV, Eˆn+l〉 = 0 (4.2)
since σn+kr,n+l = 0.
Now, we define in terms of Jˆk tensors Lˆ and Qˆ in S by
Lˆ(X,Y, V ) = −
1
2
n′∑
k=1
〈JˆkV,X〉〈Y, Eˆn+k〉+
1
2
n′∑
k=1
〈JˆkY,X〉〈V, Eˆn+k〉
−
1
2
n′∑
k=1
〈JˆkY, V 〉〈X, Eˆn+k〉, X, Y, V ∈ Γ(S) (4.3)
and for X,Y ∈ Γ(TM) and V,W ∈ Γ(S),
Qˆ(X,Y, V,W ) = Qˆ1(X,Y, V,W ) + Qˆ2(X,Y, V,W ), (4.4)
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where
Qˆ1(X,Y, V,W )
=
1
4
〈JˆkX,W 〉〈JˆkV, Y 〉+
1
2
〈JˆkY,X〉〈JˆkW,V 〉 −
1
4
〈JˆkY,W 〉〈JˆkV,X〉
−
1
2
∑
k
〈W, Eˆn+k〉〈(∇ˆX Jˆk)V, Y 〉+
1
2
∑
k
〈V, Eˆn+k〉〈(∇ˆX Jˆk)W,Y 〉
+
1
2
∑
k
〈Y, Eˆn+k〉〈(∇ˆX Jˆk)W,V 〉+
1
2
∑
k
〈W, Eˆn+k〉〈(∇ˆY Jˆk)V,X〉
−
1
2
∑
k
〈V, Eˆn+k〉〈(∇ˆY Jˆk)W,X〉 −
1
2
∑
k
〈X, Eˆn+k〉〈(∇ˆY Jˆk)W,V 〉
and
Qˆ2(X,Y, V,W )
= −
1
4
∑
k,l
〈Eˆn+k,W 〉〈Eˆn+l, V 〉〈JˆkY, JˆlX〉+
1
4
∑
k,l
〈Eˆn+k,W 〉〈Eˆn+l,X〉〈JˆkY, JˆlV 〉
−
1
4
∑
k,l
〈Eˆn+k, Y 〉〈Eˆn+l, V 〉〈JˆkW, JˆlX〉+
1
4
∑
k,l
〈Eˆn+k, Y 〉〈Eˆn+l,X〉〈JˆkW, JˆlV 〉
+
1
4
∑
k,l
〈Eˆn+k,W 〉〈Eˆn+l, V 〉〈JˆkX, JˆlY 〉 −
1
4
∑
k,l
〈Eˆn+k,W 〉〈Eˆn+l, Y 〉〈JˆkX, JˆlV 〉
+
1
4
∑
k,l
〈Eˆn+k,X〉〈Eˆn+l, V 〉〈JˆkW, JˆlY 〉 −
1
4
∑
k,l
〈Eˆn+k,X〉〈Eˆn+l, Y 〉〈JˆkW, JˆlV 〉.
We then suppose that
〈Rˆ(X,Y )V,W 〉 = Qˆ(X,Y, V,W ), X, Y ∈ Γ(TM), V,W ∈ Γ(S). (4.5)
We also assume the following condition
∇ˆXEˆn+k = −
1
2
JˆkX, X ∈ Γ(TM), k = 1, . . . , n
′. (4.6)
The connection in S induces connections ∇ in M and ∇E in E. More precisely, defining
II ∈ Γ(T ∗M ⊗ T ∗M ⊗ E) by
∇ˆXY = ∇XY + II(X,Y ), X, Y ∈ Γ(TM) (4.7)
and defining, for V ∈ Γ(E),
〈SV (X), Y 〉 = 〈II(X,Y ), V 〉, (4.8)
13
one obtains
∇ˆXV = −SVX +∇
E
XV. (4.9)
In terms of the decomposition Eˆn+k = Tk + Nk, Tk ∈ Γ(TM), Nk ∈ Γ(E), the condition
(4.6) becomes
∇XTk − Sk(X) +∇
E
XNk + II(Tk,X) = −
1
2
Jˆk(X), X ∈ Γ(TM), (4.10)
where Sk = SNk .
Definition 1 Given a connected simply connected open subset M ′ ⊂ M , we fix a map
Uˆ ∈ C∞(M ′,Rn
′(n+n′)). A frame e :M ′ → F(S) with components
e1, . . . em, em+1, . . . em+m′
is admissible if the first m sections are vector fields in M ′ and the last m′ ones are sections
in E and, moreover, if it holds that
〈Eˆn+k, ea〉 = Uˆ
k
a , 1 ≤ k ≤ n
′. (4.11)
In particular, this implies that
〈Tk, ei〉 = 〈Eˆn+k, ei〉 = Uˆ
k
i (4.12)
for i = 1, . . . ,m and
〈Nk, eα〉 = 〈Eˆn+k, eα〉 = Uˆ
k
α (4.13)
for α = m+1, . . . ,m+m′. The transition map from the frame {Eˆk}
n+n′
k=1 to an admissible
frame {ea}
m+m′
a=1 is given by an admissible map, that is, if
ea =
n+n′∑
k=1
EˆkA
k
a, (4.14)
then A is if the form
A(x) =
(
∗
Uˆ(x)
)
, (4.15)
where the block Uˆ(x) corresponds to the last n′ lines.
We denote by
ω1, . . . , ωm, ωm+1, . . . , ωm+m
′
(4.16)
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the real-valued 1-forms dual to the frame {ea}
m+m′
a=1 . The Riemannian connection ∇ˆ is given
in terms of this frame by the matrix ω = (ωab )
n+n′
a,b=1. Hence, the first structural equation is
written as
dωa +
∑
b
ωab ∧ ω
b = 0, ωab = −ω
b
a. (4.17)
Regarding each Jˆk as (0, 2) tensor, we write them locally as
Jˆk =
∑
a,b
uˆkabω
a ⊗ ωb, k = 1, . . . , n′. (4.18)
Thus in local terms the equation (4.6) is rewritten as
∑
k
(
dUˆka −
∑
b
Uˆkb ω
b
a
)
=
1
2
∑
k
uˆkab ω
b. (4.19)
The local expression for Lˆ is given by the 1-forms
λˆab = Lˆ( · , ea, eb). (4.20)
Following the calculations in Section 2.1.1, we conclude that
λˆab = −
1
2
n+n′∑
c=1
n′∑
k=1
(
Uˆka uˆ
k
bc − Uˆ
k
b uˆ
k
ac + Uˆ
k
c uˆ
k
ba
)
ωc. (4.21)
The local expression for Qˆ is given by the 2-forms
Qˆad = Qˆ(·, ·, ed, ea). (4.22)
One notices that the hypothesis (4.5) is rephrased in terms of these forms as
dωab +
∑
c
ωac ∧ ω
c
b = Qˆ
a
b . (4.23)
We may verify proceeding as in the proof of the Lemma 1 and using (4.2) that
Qˆad := Qˆ( ·, , · , ed, ea) =
(
dλˆ+ λˆ ∧ ω + ω ∧ λˆ− λˆ ∧ λˆ
)
a
d. (4.24)
Combining equations (4.23) and (4.24), one deduces that ωˆ := ω − λˆ satisfies the zero
curvature equation
dωˆ + ωˆ ∧ ωˆ = 0. (4.25)
A suitable version of (2.29) allows us to claim that
dUˆka −
∑
b
Uˆkb ω
b
a +
∑
b
Uˆkb λˆ
b
a = 0. (4.26)
We then prove the following result.
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Proposition 4 Assume that (4.5) and (4.6) hold. Let M ′ ⊂ M be a connected simply
connected open subset. Then there exists an admissible map A ∈ C∞(M ′,SOn+n′) so that
A−1dA = ω − λˆ (4.27)
with initial condition A(x0) = Id, for a given x0 ∈M
′.
Proof. We want to assure the existence of an admissible map so that
A−1dA = ωˆ, (4.28)
where ωˆ = ω − λˆ.
If we denote by µ : Mn+n′R→ R
n′(n+n′) the projection on the last n′ lines, the condition
(4.14) means that µ(A(x)) = Uˆ(x). The set of admissible maps define a submanifold of
M × SOn+n′ , namely
U =
{
(x,A) : A =
(
∗
Uˆ(x)
)}
, (4.29)
whose tangent space at a point (x,A) is
T(x,A)U =
{
(v,B) : B =
(
∗
dUˆ(x) · v
)}
. (4.30)
Let ω¯ ∈ Λ1(SOn+n′ , son+n′) be the Maurer-Cartan form in SOn+n′ . Thus, the equation
(4.28) is written as
ωˆ = A∗ω¯. (4.31)
For solving this equation, we define a 1-form Υ in M ′ × SOn+n′ with values on son+n′ by
Υ = pi∗1ωˆ − pi
∗
2ω¯, (4.32)
where pi1 :M ×SOn+n′ →M and pi2 :M ×SOn+n′ → SOn+n′ are the natural projections.
We then define the distribution D = kerΥ on U. More precisely
(v,B) ∈ D(x,A) if and only if ωˆx(v) = ω¯A(B) (4.33)
In order to prove that (4.33) defines a distribution we must verify that kerΥ has con-
stant rank. We begin by proving that the differential of pi1 restricted to D(x,A) is a
monomorphism. In fact, if pi1∗(v,B) = 0 for some (v,B) ∈ D(x,A) then v = 0. Since
0 = ωˆx(v) = ω¯A(B), it follows that B = 0. Therefore,
dimkerΥ(x,A) ≤ m.
Now, given (v,B) ∈ T(x,A)U we have
µ
(
AΥ(x,A)(v,B)
)
= µ
(
Aωˆx(v)−Aω¯A(B)
)
= µ
(
Aωˆx(v)−AA
−1 ·B
)
= µ
(
A
)
ωˆx(v)− µ
(
B
)
= Uˆ ωˆx(v)− dUˆx(v) = 0
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where in the last equality we used equation (4.26). We then had verified that
ImΥ(x,A) ⊂ {B ∈ son+n′ : µ(AB) = 0}
Thus, if B ∈ ImΥ(x,A) then B = ω¯A(B) for some B tangent to A such that µ(B) = 0. This
means that
ImΥ(x,A) ⊂ ω¯A
(
ker µA
)
where ker µA = {B ∈ TASOn+n′ : µ(B) = 0}. Since ω¯A is an isomorphism, it follows that
ω¯A
(
ker µA
)
and kerµA have same dimension. Thus,
dimkerΥ(x,A) ≥ m.
Hence, D(x,A) is m dimensional, for all x ∈M
′, A ∈ U.
Now we verify the integrability of D. The zero curvature equation (4.25) implies that
dΥ = dωˆ − dω¯ = ωˆ ∧ ωˆ − ω¯ ∧ ω¯ = (ω¯ +Υ) ∧ (ω¯ +Υ)− ω¯ ∧ ω¯
= ω¯ ∧Υ+Υ ∧ ω¯.
Thus if one calculates dΥ at some vector (v,B) ∈ D(x,A) one obtains Υ(v,B) = 0 and
then dΥ(v,B) = 0 too. So the ideal kerΥ is differential and then the distribution D is
integrable.
Since pi is a local diffeomorphism between the simply connected domain M ′ and the
integral leaf of D passing through (x0, Id), a standard monodromy reasoning implies that
this leaf as the graph x 7→ A(x) of a certain map A ∈ C∞(M ′,SOn+n′) which by definition
satisfies (4.14) and (4.31). 
Given an admissible map A : M ′ → SOn+n′ solving (4.27), one defines a frame {ea}
m+m′
a=1
in S along M ′ by (4.14). The corresponding sets of dual 1-forms are related by
θˆk =
m+m′∑
a=1
Akaω
a. (4.34)
It stems from (4.1) that the local expression for Jˆk in the frame {ea}
n+n′
a=1 is
−
1
2
uˆkab = −
1
2
〈Jˆkea, eb〉 =
∑
l,r
〈ea, Eˆl〉〈eb, Eˆr〉σ
n+k
lr =
∑
l,r
AlaA
r
bσ
n+k
lr .
We then define
θˆkl =
1
2
∑
r
τklrθˆ
r =
1
2
∑
a
∑
r
τklrA
r
aω
a. (4.35)
In view of these facts, we are able to restate Proposition 1 in the current context.
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Proposition 5 The admissible frame obtained above as solution of the equation (4.27)
satisfies
λˆ = A−1θˆA, (4.36)
where θˆ = (θˆkl )
n+n′
k,l=1 is defined in (4.35).
Proof. It suffices to mimic the proof of Proposition 1 in Section 2.1.1. 
We finally define the following 2-forms
Θˆkl =
1
4
∑
s,t
(
τklrτ
r
st + τ
k
rsτ
r
lt
)
θˆs ∧ θˆt =
1
4
∑
a,b
∑
s,t
(
τklrτ
r
st + τ
k
rsτ
r
lt
)
AsaA
t
bω
a ∧ ωb. (4.37)
Then we are able to prove the following result.
Proposition 6 The admissible frame defined above as solution of the equation (4.27) sat-
isfies
Qˆ = A−1ΘˆA, (4.38)
where Θˆ = (Θˆkl )
n+n′
k,l=1 is defined in (4.37).
Proof. From (4.27) and (4.36) it follows that
dλˆ = dA−1 ∧ θˆA+A−1dθˆA−A−1θˆ ∧ dA
= −A−1dA ∧A−1θˆA+A−1dθˆA−A−1θˆA ∧A−1dA
= −(ω − λˆ) ∧ λˆ+A−1dθˆA− λˆ ∧ (ω − λˆ)
= 2λˆ ∧ λˆ− ω ∧ λˆ− λˆ ∧ ω +A−1dθˆA.
Therefore, in view of (4.24), we conclude that
Qˆ = dλˆ− λˆ ∧ λˆ+ ω ∧ λˆ+ λˆ ∧ ω = λˆ ∧ λˆ+A−1dθˆA
= A−1θˆA ∧A−1θˆA+A−1dθˆA
= A−1
(
dθˆ + θˆ ∧ θˆ
)
A. (4.39)
However, it follows from (4.35), (4.17) and (4.27) that
dθˆkl =
1
2
∑
a
∑
r
τklr(dA
r
a ∧ ω
a +Aradω
a) =
1
2
∑
a,b
∑
r
τklr(dA
r
b ∧ ω
b −Araω
a
b ∧ ω
b)
=
1
2
∑
a,b
∑
r
τklr(dA
r
b −A
r
aω
a
b ) ∧ ω
b
= −
1
2
∑
b
∑
r
τklr(Aλˆ)
r
b ∧ ω
b.
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However Aλˆ = AA−1θˆA = θˆA. Hence, one gets
dθˆkl = −
1
2
∑
b
∑
r
τklr(θˆA)
r
b ∧ ω
b = −
1
2
∑
b
∑
r,s
τklrθˆ
r
s ∧A
s
bω
b = −
1
2
∑
r,s
τklrθˆ
r
s ∧ θˆ
s
= −
1
4
∑
r,s,t
τklrτ
r
stθˆ
t ∧ θˆs.
On the other hand, one has
∑
r
θˆkr ∧ θˆ
r
l =
1
4
∑
r,s,t
τkrsτ
r
ltθˆ
s ∧ θˆt.
Therefore, one concludes that
dθˆ + θˆ ∧ θˆ = Θˆ. (4.40)
Gathering (4.39) and (4.40) we finish the proof. 
5 Proof of the Theorem
Part a. In view of the hypothesis in Theorem 1, Proposition 4 implies that there exists
an admissible map A :M → SOn+n′ which solves (4.27) and satisfies (4.36) and (4.38) for
{θˆk}n+n
′
k=1 and {θˆ
k
l }
n+n′
k,l=1 defined in (4.35) and (4.37), respectively.
We fix in n = Rn+n
′
the orthonormal frame {e¯k = ωn(Ek)}
n+n′
k=1 . We then define the
following 1-form on M ×N with values on n
Π = pi∗N ωn−
n+n′∑
k=1
m+m′∑
a=1
e¯k(A
k
a ◦ piM )pi
∗
Mω
a,
where piN : M × N → N and piM : M ×N → M are the canonical projections. We then
consider the distribution P = kerΠ on M ×N . Thus, using (4.17) and (4.27), we calculate
(omitting projections)
dΠ = dωn−
∑
a,k
e¯k dA
k
a ∧ ω
a −
∑
a,k
e¯k A
k
a dω
a
= −
1
2
[ωn, ωn]−
∑
a,k
e¯k (Aωˆ)
k
a ∧ ω
a +
∑
a,c,k
e¯kA
k
a ω
a
c ∧ ω
c
= −
1
2
[Π +
∑
k
e¯kθˆ
k,Π+
∑
l
e¯lθˆ
l]−
∑
a,k
e¯k (Aωˆ)
k
a ∧ ω
a +
∑
a,c,k
e¯kA
k
a ω
a
c ∧ ω
c.
19
Hence, one has
dΠ = −
1
2
[Π,Π]−
1
2
[Π,
∑
k
e¯kθˆ
k]−
1
2
[
∑
l
e¯lθˆ
l,Π]−
1
2
∑
k,l
[e¯kθˆ
k, e¯lθˆ
l]
−
∑
a,k
e¯k (Aω)
k
a ∧ ω
a +
∑
a,k
e¯k (Aλˆ)
k
a ∧ ω
a +
∑
a,c,k
e¯kA
k
a ω
a
c ∧ ω
c.
Thus considering equality modulo Π it follows that
dΠ = −
1
2
∑
k,l
θˆk ∧ θˆl [e¯k, e¯l]−
∑
a,c,k
e¯k A
k
cω
c
a ∧ ω
a +
∑
a,c,k
e¯k A
k
c λˆ
c
a ∧ ω
a +
∑
a,c,k
e¯k A
k
cω
c
a ∧ ω
a
= −
1
2
∑
k,l
θˆk ∧ θˆl [e¯k, e¯l] +
∑
a,c,k
e¯kA
k
c λˆ
c
a ∧ ω
a.
However using (4.36) one obtains
dΠ = −
1
2
∑
k,l,r
e¯rσ
r
kl θˆ
k ∧ θˆl +
∑
a,b,c
∑
k,l
e¯k A
k
c λˆ
c
b(A
−1)blA
l
a ∧ ω
a
= −
1
2
∑
k,l
∑
r
e¯kσ
k
rl θˆ
r ∧ θˆl +
∑
k,l
e¯kθˆ
k
l ∧ θˆ
l =
∑
k,l
e¯k
(
θˆkl −
1
2
∑
r
σkrlθˆ
r
)
∧ θˆl.
Therefore P is involutive since by (4.35) one has
θˆkl =
1
2
∑
r
σkrlθˆ
r +
1
2
∑
r
µklrθˆ
r, (5.1)
where µklr = σ
l
kr + σ
r
kl satisfies µ
k
lr = µ
k
rl. This symmetry implies that
∑
l
(
θˆkl −
1
2
∑
r
σkrlθˆ
r
)
∧ θl =
1
2
∑
l,r
µklrθˆ
r ∧ θˆl = 0,
what gives the integrability condition
dΠ = 0 mod Π.
We may verify that an integral leaf through the identity y0 in N is a graph over M . The
function that graphics this leaf is an isometric immersion f :M → N with initial condition,
say, f(x0) = y0, for a given point x0 ∈M .
Indeed, given a tangent vector (v,w) ∈ P(x,y) with y = f(x), we have f∗(x) · v = w and
ωn(w)−
n+n′∑
k=1
m+m′∑
a=1
e¯kA
k
a(x)ω
a(v) = 0
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what yields after left translating both sides by y
f∗(x) · v = w =
n+n′∑
k=1
m+m′∑
a=1
Ek(f(x))A
k
a(x)ω
a(v).
Since A(x) is an orthogonal matrix, we conclude that f is an isometric immersion and that
ea|f(x) =
n+n′∑
k=1
Ek|f(x)A
k
a(x), 1 ≤ a ≤ m+m
′,
defines an adapted frame along f with corresponding dual co-frame {ωa}m+m
′
a=1 . Thus, it
follows from (4.17) that {ωab }
m+m′
a,b=1 are the connection forms. Thus, (4.27) and (4.36) imply
that {θˆkl }
n+n′
k,l=1 are the connection forms in N along f with respect to the left-invariant frame
{Ek}
n+n′
k=1 . The equation (4.40) assures that {Θˆ
k
l }
n+n′
k,l=1 are the corresponding curvature
forms along f . Finally, (4.37) guarantees that Qˆ is the curvature form in N at points of
f(M) associated to the adapted frame {ea}
m+m′
a=1 .
The choice of the initial condition f(x0) = y0 is not a serious restriction, since an
isometric immersion with initial condition y ∈ N is obtained merely composing f and the
left translation by yy−10 .
Part b. From (1.9) and (1.10) it follows that that there exist local orthonormal frames
{ea}
m+m′
a=1 and {e˜a}
m+m′
a=1 respectively adapted to f and f˜ such that the orthogonal matrices
Aka = 〈ea, Ek〉, A˜
k
a = 〈e˜a, Ek〉 (5.2)
satisfy
µ(A) = µ(A˜). (5.3)
Moreover, (1.6) and (1.7) imply that the connection forms ω and ω˜ for adapted frames
along f and f˜ satisfy at corresponding points ω = ω˜.
Finally, (5.3), (2.22) and (2.17) imply that the Christoffel tensors λ and λ˜ associated
to these adapted frames are equal at corresponding points. We then conclude that A and
A˜ both satisfy the equation
A−1dA = ω − λ (5.4)
Now, left translation by f(x0)f˜(x0)
−1 followed by a suitable rotation in Tf(x0)N , if neces-
sary, assure that we may suppose that A(x0) = A˜(x0). Hence, the uniqueness of Darboux
primitives in a simply connected domain implies that A = A˜.
Thus, we have
ωm|f(x)(f∗ea) =
∑
k
e¯kA
k
a (5.5)
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and
ωm|f˜(x)(f˜∗ea) =
∑
k
e¯kA
k
a. (5.6)
Therefore, f and f˜ describe integral leaves of the distribution P we defined above passing
through the point f(x0) ∈ N . The uniqueness part of Frobenius’s theorem implies that
f = f˜ .
This finishes the proof of Theorem 1.
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