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EXACTLY SOLVABLE MODELS AND BIFURCATIONS: THE CASE OF THE
CUBIC NLS WITH A δ OR A δ′ INTERACTION.
RICCARDO ADAMI AND DIEGO NOJA
Abstract. We explicitly give all stationary solutions to the focusing cubic NLS on the line, in
the presence of a defect of the type Dirac’s delta or delta prime. The models proves interesting
for two features: first, they are exactly solvable and all quantities can be expressed in terms of
elementary functions. Second, the associated dynamics is far from being trivial. In particular,
the NLS with a delta prime potential shows two symmetry breaking bifurcations: the first
concerns the ground states and was already known. The second emerges on the first excited
states, and up to now had not been revealed. We highlight such bifurcations by computing the
nonlinear and the no-defect limits of the stationary solutions.
1. Introduction
In recent years, the spectacular development of experimental techniques in condensed
matter and ultracold gases, has greatly increased the interest in the mathematical modeling
of the dynamics of Bose-Einstein condensates, i.e. in the Gross-Pitaevskii equation
i∂tψ(t, x) = −∆ψ(t, x)±λ|ψ(t, x)|2ψ(t, x)+V (x)ψ(t, x), t ∈ R, x ∈ Rd, λ > 0 (1.1)
where the unknown ψ(t, ·) is the wavefunction of the condensate, the potential V models
the action of an external field, and the cubic term summarizes the effects of the two-body
interactions among the particles in the condensate. It is well-known that the coupling
constant ±λ of the nonlinearity is proportional to the scattering length of such a two-
body interaction.
The function V can be characterized by the same lengthscale of the condensate, for
instance when it models the trap confining the system, or by a much shorter lengthscale,
for instance when it describes the effect of an inhomogeneity or of an impurity.
In this paper we focus on the latter case, restrict our study to the so-called cigar-shaped
condensates, i.e. effectively one-dimensional systems, and specialize to the choices
1. V (x) = −αδ0, α > 0. 2. V (x) = −γδ′0, γ > 0. (1.2)
While choice 1. can be rigorously described as the action of a delta-shaped potential to be
understood in the sense of distributions, the formalization of choice 2. requires to make
resort to the self-adjoint extension theory due to Von Neumann and Krein ([5, 4]). Using
such theory, one ends up by defining the singluar interactions in (1.2) by means of suitable
boundary conditions (see [5, 6]).
In the present paper we consider the equations
i∂tψ(t) = Hjψ(t)− α|ψ(t)|2ψ(t), t ∈ R, j = 1, 2 , (1.3)
where the hamiltonian operator H1 and H2 are defined as follows:
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• H1 is the quantum Hamiltonian operator associated to an attractive Dirac’s delta
potential. Its precise definition is the following: given α > 0,
D(H1) := {ψ ∈ H2(R\{0}) ∪H1(R), ψ′(0+)− ψ′(0−) = αψ(0+) = αψ(0−)}
(H1ψ)(x) = −ψ′′(x).
(1.4)
• H2 is the quantum Hamiltonian operator associated to an attractive delta prime
potential. Given γ > 0,
D(H2) := {ψ ∈ H2(R\{0}), ψ′(0+) = ψ′(0−), ψ(0+)− ψ(0−) = −γψ′(0+)}
(H2ψ)(x) = −ψ′′(x).
(1.5)
Thinking of the applications to models for BEC, the natural mathematical environment
is the energy space. It is widely known (see e.g. [1]) that the energy space for the Dirac’s
delta case is
Qδ := H
1(R) (1.6)
and, given ψ ∈ Qδ, the related energy functional reads
Eαδ(ψ) :=
1
2
∫
R
|ψ′(x)|2 dx− α
2
|ψ(0)|2 − λ
4
∫
R
|ψ(x)|4 dx. (1.7)
On the other hand, for the delta prime interaction the energy space reads
Qδ′ := H
1(R+)⊕H1(R−). (1.8)
and, given ψ ∈ Qδ′ , the related energy functional reads
Eγδ′(ψ) :=
1
2
lim
ε→0
[∫ −ε
−∞
|ψ′(x)|2 dx+
∫ +∞
ε
|ψ′(x)|2 dx
]
− 1
2γ
|ψ(0+)− ψ(0−)|2
− λ
4
∫
R
|ψ(x)|4 dx.
(1.9)
In [1] it was proven that the problem given by (1.3) is globally well-posed for any initial
data in the related energy space. Moreover, L2-norm and energy are conserved quantities.
As already stressed, the main focus of the present paper is given by the stationary states
of (1.3). We call stationary state any square-integrable solution to the equation (1.3) of
the type
ψω(t, x) = e
iωtφω(x), ω > 0. (1.10)
As a consequence, the function φω must solve the stationary Schro¨dinger equation
Hjφω − λ|φω|2φω + ωφω = 0, j = 1, 2 (1.11)
that can be rephrased as the problem of finding a function φω in the appropriate energy
space that satisfies the equation
− φ′′ω − λ|φω|2φω + ωφω = 0, x 6= 0 (1.12)
and fulfils the boundary conditions already given in (1.4) and (1.5):
• in the case of the Dirac’s delta potential
φ′ω(0+)− φ′ω(0−) = −αφω(0+) = −αφω(0−); (1.13)
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• in the case of the delta prime interaction
φω(0+)− φω(0−) = −γφ′ω(0+) = −γφ′ω(0−). (1.14)
It is well-known that any L2 solution to (1.12) must be of the following type:
φω(x) :=

√
2ω
λ sech(
√
ω(x− x1)), x < 0√
2ω
λ sech(
√
ω(x− x2)), x > 0,
(1.15)
so the problem of finding stationary states reduces to the issue of determining the param-
eters x1 and x2 in order to fulfil the matching condtions (1.13) or (1.14).
In this paper we find all stationary solutions to equation (1.3) for both linear Hamilto-
nians operators H1 and H2 and perform two kinds of limit on them: the so-called linear
limit, i.e. λ → 0+ and the no-defect limit, which amounts to α → 0+ for the Dirac’s
delta potential; for the delta prime interaction it is not so immediate to give a notion of
no-defect limit, so we study both limits γ → 0+, that seems to be justified as a no-defect
limit by (1.5), and γ → +∞ that, according to (1.9) seems to be justified as a no-defect
limit too.
It is well-known that the standard nonlinear Schro¨dinger equation in dimension one
is a completely integrable system ([16]); adding a perturbation complete integrability is
broken but some characters of exact solvability are retained. For example perturbating
with a Dirac’s delta interaction, the stationary states of the system can still be exactly
computed ([8, 13, 11, 10, 14]). In analogy with these cases, the problem of the stationary
states for equation (1.3) with a delta prime interaction proves exactly solvable too. In
addition, as shown in [2], the structure of the family of ground states can exhibit non-
trivial bifurcations.
The paper is organized as follows: in Section 2 we treat the case of the Dirac’s delta
potential, while in Section 3 we study the effect of a delta prime interaction. Comments
on the arising bifurcations are given after any theorem.
1.1. Notation. Along with the symbols already introduced for energy spaces and energy
functionals, we make use of the following notation:
• The Lp(R)-norm of the function ψ is denoted by ‖ψ‖p. The energy norm is re-
ferred to as ‖ψ‖Qδ and ‖ψ‖Qδ′ , for the case with a Dirac’s delta and a delta prime
potential, respectively.
• We make use of a family of functionals called action, defined as follows: choose
ω > 0, then
Sω(ψ) = E(ψ) +
ω
2
‖ψ‖22, (1.16)
where E can be either Eαδ or Eγδ′ according to the case one is examining.
• For any A,B > 0, C ∈ R we define the function
φ(A,B,C;x) := A sech(Bx− C) (1.17)
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1.2. A preliminary lemma. The following lemma provides an estimate that will be
repeatedly used along the paper.
Lemma 1.1. Defined the function φ(A,B,C) as in (1.17), the following estimate holds:
‖φ(A,B,C)− φ(A′, B′, C ′)‖H1(R+)
≤ c|A−A′|‖sech(B·)‖H1(R) + c|B −B′|‖e−min(B,B
′)|·|‖H1(R) + c|C − C ′|‖sech(B·)‖H2(R),
(1.18)
where c is a positive constant.
Proof. By triangular inequality
‖φ(A,B,C)− φ(A′, B′, C ′)‖H1(R+)
≤ |A−A′|‖φ(1, B, 0)‖H1(R) + |A′|‖φ(1, B, 0)− φ(1, B′, 0)‖H1(R)
+ |A′|‖φ(1, B′, C)− φ(1, B′, C ′)‖H1(R+)
=:(I) + (II) + (III)
(1.19)
Term (I) is already in its final form, let us work on (II) and (III).
Concerning (II), notice that
|sech(Bx)− sech(B′x)| ≤ 4|e−Bx − e−B′x| ≤ 4|B −B′|e−min(B,B′)|x|,
thus
‖sech(B·)− sech(B′·)‖22 ≤ 16|B −B′|2‖e−min(B,B
′)|·|‖22.
Analogously,∣∣∣∣ ddx (sech(Bx)− sech(B′x))
∣∣∣∣ ≤ 6|e−Bx − e−B′x||B −B′|e−min(B,B′)|x|,
then
‖sech(B·)− sech(B′·)‖H1(R) ≤ c|B −B′|‖e−min(B,B
′)|·|‖H1(R)
Finally, concerning term (III), we observe that
̂φ(1, B′, C)(k)− ̂φ(1, B′, C)(k) = e
−ikC − e−ikC′
B′
ŝech
(
k
B′
)
,
where f̂ denotes the Fourier transform of the function f . Then, a straightforward estimate
gives
‖φ(1, B′, C)− φ(1, B′, C)‖2H1(R) ≤
|C − C ′|2
|B′|2
∫
R
(1 + |k|2)|k|2
∣∣∣∣ŝech( kB′
)∣∣∣∣2 dk.
The proof is complete. 
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Figure 1. ψδω for α = 1, λ = 1 and ω = 1 ω = 9.
2. Dirac’s delta defect
Here we investigate the stationary states of the system
i∂tψ(t, x) = H1ψ(t, x)− λ|ψ(t, x)|2ψ(t, x) (2.1)
As shown by several authors ([15, 11, 3]), there exists a unique branch of stationary states
that reads
ψαδ,ω =
√
2ω
λ
sech(
√
ω(|x| − x¯α,ω)) (2.2)
where
x¯α,ω =
1
2
√
ω
log
2
√
ω − α
2
√
ω + α
.
Notice that x¯α,ρ,λ < 0.
The typical situation is represented in Figure 1.
By direct computation, one has the following results for L2-norm, energy and action:
Proposition 2.1. The L2-norm, the energy, and the action of the stationary states given
in (2.2) read
‖ψαδ,ω‖22 =
4
√
ω
λ
− 2α
λ
E(ψαδ,ω) = −2
3
ω
3
2
λ
+
α3
12λ
Sω(ψαδ,ω) =
4
3
ω
3
2
λ
− αω
λ
+
α3
12λ
(2.3)
It was proven in [11, 3] that such a branch of stationary states is indeed made of orbitally
stable ground states. Since from (2.3) the squared L2-norm of the elements of the branch
is a monotonically increasing function of the frequency ω, it is possible to reparamatrize
the family of ground states in terms of the squared L2-norm, that in the following will be
denoted by ρ, just by replacing
√
ω =
λρ
4
+
α
2
,
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so one obtains
ϕαδ,ρ(x) = ψαδ,ω(ρ)(x) =
(√
λρ
2
√
2
+
α√
2λ
)
sech
((
λρ
4
+
α
2
)
(x− x¯α,ρ,λ)
)
x¯α,ρ,λ = xα,ω(λ,ρ) =
2
λρ+ 2α
log
λρ
λρ+ 4α
(2.4)
2.1. Linear limit. Here we study the linear limit at constant mass of the of the ground
state (2.4).
Theorem 2.2. The following limit holds
ϕαδ,ρ −→
√
ρα
2
e−
α
2
|·| in H1(R), as λ→ 0 + . (2.5)
Proof. By triangular inequality,∥∥∥∥ϕαδ,ρ −√ρα2 e−α2 |·|
∥∥∥∥
H1(R)
≤
∥∥∥∥ϕαδ,ρ − φ( α√2λ, α2 , x¯α,ρ,λ
)∥∥∥∥
H1(R)
+
∥∥∥∥φ( α√2λ, α2 , x¯α,ρ,λ
)
− ϕ1
∥∥∥∥
H1(R)
+
∥∥∥∥ϕ1 −√ρα2 e−α2 |·|
∥∥∥∥
H1(R)
=(I) + (II) + (III)
(2.6)
where ϕ1(x) :=
√
2
λαe
−α
2
(|x|−x¯α,ρ,λ). Noting that ϕαδ,ρ = φ
(√
λρ
2
√
2
+ α√
2λ
, λρ4 +
α
2 , x¯α,ρ,λ
)
,
term (I) can be estimated by Lemma 1.1 as
(I) ≤ cρ
√
λ
∥∥∥sech(α
2
·
)∥∥∥
H1(R)
+ cρλ
∥∥∥e−α2 |·|∥∥∥
H1(R)
.
Concerning term (II), by straightforward computations one has∥∥∥∥φ( α√2λ, α2 , x¯α,ρ,λ
)
− ϕ1
∥∥∥∥2
2
=
4α2
λ
∫ +∞
0
e−α(x−x¯α,ρ,λ)
(eα(x−x¯α,ρ,λ) + 1)2
dx
≤ 4α
2
λ
e3α(x−x¯α,ρ,λ)
∫ +∞
0
e−3αx dx ≤ cρ3α2λ2,
(2.7)
where, in the last line, we used the definition of x¯α,ρ,λ. Furthermore,∥∥∥∥ ddx
(
φ
(
α√
2λ
,
α
2
, x¯α,ρ,λ
)
− ϕ1
)∥∥∥∥2
2
=
4α4
λ
∫ +∞
0
∣∣∣∣∣ e−α(x−x¯α,ρ,λ)eα(x−x¯α,ρ,λ) + 1 + eα(x−x¯α,ρ,λ)(eα(x−x¯α,ρ,λ) + 1)2
∣∣∣∣∣
2
dx
≤ cα4
∫ +∞
0
e−α(x−x¯α,ρ,λ) dx ≤ cα4ρ3λ2.
(2.8)
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Concerning (III), it is sufficient to notice that
ϕ1(x) =
√
2
λ
α
(
λρ
λρ+ 4α
) α
λρ+2α
e−
α
2
|x|,
and since √
2
λ
α
(
λρ
λρ+ 4α
) α
λρ+2α
−→
√
ρα
2
as λ→ 0+
we have that term (III) vanishes too and the proof is complete. 
2.2. No-defect limit.
Theorem 2.3. The following limit holds:
ϕαδ,ρ −→ φ
(
λρ
2
√
2
,
λρ
4
, 0
)
in H1(R), α→ 0 + .
Proof. The result immediately follows from Lemma 1.1, once observed that
ϕαδ,ρ = φ
(√
λρ
2
√
2
+
α√
2λ
,
λρ
4
+
α
2
, x¯α,ρ,λ
)
.

3. Delta prime defect
Here we investigate the stationary states of the system
i∂tψ(t, x) = H2ψ(t, x)− λ|ψ(t, x)|2ψ(t, x). (3.1)
To this purpose, we reduce equation (1.12) with boundary conditions (1.14) to a couple
of systems of two equations in two real unknowns. For the convenience of the reader, we
preliminarily solve such systems.
3.1. Two algebraic systems. We preliminary solve a couple of systems that will be used
in order to explicitly write down the stationary solutions to (1.3), (1.14).
Proposition 3.1. For any ω > 0, the only solution (t1, t2) to the system
T+ :=

t21 − t41 = t22 − t42
t−11 − t−12 = γ
√
ω
(3.2)
satisfying the condition 0 ≤ t1, t2 ≤ 1, is given by
t1 =
1−
√
1 + γ2ω +
√
γ2ω − 2 + 2
√
1 + γ2ω
2γ
√
ω
t2 =
−1 +
√
1 + γ2ω +
√
γ2ω − 2 + 2
√
1 + γ2ω
2γ
√
ω
(3.3)
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Proof. Along the proof we consider the case γ = 1. The generic case can be recovered by
the replacement ω → γ2ω.
The first equation in (3.2) rewrites as
(t21 − t22)(t21 + t22 − 1) = 0,
so the system splits into two subsystems T1,+ and T2,+, defined by
T1,+ :=

t1 = t2
t−11 − t−12 =
√
ω
and
T2,+ :=

t21 + t
2
2 = 1
t−11 − t−12 =
√
ω
The system T1,+ can be solved only for ω = 0, so we are not interested in such a solution
Let us consider the system T2,+. Multiplying the second equation by t1t2 one obtains
t2 − t1 =
√
ωt1t2, (3.4)
thus squaring both sides, using the first equation of T2 and imposing positivity, we obtain
t1t2 =
√
1 + ω − 1
ω
and so, by (3.4)
t2 − t1 =
√
1 + ω − 1√
ω
. (3.5)
By (3.5) and the first equation of T2,+, we finally get (3.3). 
Proposition 3.2. The solutions (t1, t2) to the system
T− :=

t21 − t41 = t22 − t42
t−11 + t
−1
2 = γ
√
ω
(3.6)
with the condition 0 ≤ t1, t2 ≤ 1, can be classified as follows:
(1) For 0 < ω ≤ 4
γ2
there are no solutions.
(2) For ω > 4
γ2
there exists the solution
t1 = t2 =
2
γ
√
ω
. (3.7)
(3) For ω > 8
γ2
there exist two solutions (t1, t2), and (t2, t1), where
t1 =
1 +
√
1 + γ2ω +
√
γ2ω − 2− 2
√
1 + γ2ω
2γ
√
ω
t2 =
1 +
√
1 + γ2ω −
√
γ2ω − 2− 2
√
1 + γ2ω
2γ
√
ω
(3.8)
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Proof. As in the previous proof, we put γ = 1 and to write the final result we perform the
change ω → γ2ω. We rewrite the first equation in (3.8) as
(t21 − t22)(t21 + t22 − 1) = 0,
so the system (3.8) is equivalent to the union of the systems
T1,− :=

t1 = t2
t−11 + t
−1
2 =
√
ω
and
T2,− :=

t21 + t
2
2 = 1
t−11 + t
−1
2 =
√
ω
The system T1,− gives the solution (3.7). The condition ω > 4 emerges by the prescription
t1, t2 < 1, so point 1. is proven.
Let us consider the system T2,−. Multiplying the second equation by t1t2 one obtains
t1 + t2 =
√
ωt1t2, (3.9)
thus squaring both sides, using the first equation of T2,− and imposing positivity, we have
t1t2 =
1 +
√
1 + ω
ω
and so, by (3.9)
t1 + t2 =
1 +
√
1 + ω√
ω
. (3.10)
By (3.10) and the first equation of T2,−, we finally get (3.8). The positivity of the quantity
under the square root of (3.8) gives the condition ω > 8, so the proof is complete. 
3.2. Stationary states for the case with a δ′ potential. In the following theorem we
explicitly give all solutions to (1.12)-(1.14).
Theorem 3.3. The stationary states of equation (1.3) can be classified as follows:
(1) The unperturbed symmetric solitary wave
ψ0,0ω (x) :=
√
2ω
λ
sech(
√
ωx). (3.11)
Such solutions are present for any ω > 0.
(2) The asymmetric non-changing sign solutions
ψ
x1±,x2±
ω,+ (x) :=

√
2ω
λ sech(
√
ω(x− x1±)), x < 0√
2ω
λ sech(
√
ω(x− x2±)), x > 0,
(3.12)
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x1+ =
1
2
√
ω
log
1 + t1
1− t1 , x2+ =
1
2
√
ω
log
1 + t2
1− t2
x1− = − 1
2
√
ω
log
1 + t2
1− t2 , x2− = −
1
2
√
ω
log
1 + t1
1− t1
, (3.13)
where the couple (t1, t2) solves the system (3.2).
Such solutions are present for any ω > 0.
(3) The changing sign solutions, which, in turn, can be classified as
(a) the antisymmetric solutions
ψx¯,−x¯ω,− :=

−
√
2ω
λ sech(
√
ω(x− x¯)), x < 0√
2ω
λ sech(
√
ω(x+ x¯)), x > 0,
(3.14)
where
x¯ =
1
2
√
ω
log
γ
√
ω + 2
γ
√
ω − 2 . (3.15)
Such solutions are present for ω > 4
γ2
;
(b) the asymmetric solutions
ψ
x¯1±,x¯2±
ω,− :=

√
2ω
λ sech(
√
ω(x− x¯1±)), x < 0
−
√
2ω
λ sech(
√
ω(x− x¯2±)), x > 0,
(3.16)
x¯1+ =
1
2
√
ω
log
1 + t1
1− t1 , x¯2+ = −
1
2
√
ω
log
1 + t2
1− t2
x¯1− =
1
2
√
ω
log
1 + t2
1− t2 , x¯2− = −
1
2
√
ω
log
1 + t1
1− t1
, (3.17)
where the couple (t1, t2) solves the system (3.6).
Such solutions are present for any ω > 8
γ2
.
See Figure 2 and Figure 3 for a representation of the typical behaviours.
Proof. The fact that ψ0,0ω is a stationary state can be established by direct computation.
For the other stationary states, one has to fix the parameters x1 and x2 in (1.15)
imposing the matching conditions (1.14). It turns out that there are two families of
solutions, according to the choice of the sign of φω in the positive halfline: the changing
sign and the non changing sign solutions.
– In order to obtain the family of non changing sign solutions ψ
x1,±,x2±
ω,+ , one defines
tanh(
√
ωxi) = ti and system (1.14) translates into the system
T+ :=

t21 − t41 = t22 − t42
t−11 − t−12 = γ
√
ω
, 0 ≤ t1, t2 ≤ 1.
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Figure 2. ψ
x1+,x2+
ω,+ for γ = 1, λ = 1, ω = 9 and pure soliton with ω = 1.
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Figure 3. ψx¯,−x¯ω,− and ψ
x1+,x2+
ω,− for γ = 1, λ = 1, ω = 9.
Then, the possible couples (x1, x2) are two, that we denote by (x1+, x2+) and (x1−, x2−)
and are given by (3.12), where the couple (t1, t2) is given by (3.3).
– In order to find the family of changing sign solutions ψ
x¯1±,x¯2±
ω,− , the parameters ti =
| tanh(√ωxi)| solve the system
T− :=

t21 − t41 = t22 − t42
t−11 + t
−1
2 = γ
√
ω
, 0 ≤ t1, t2 ≤ 1.
Then, (3.7) immediately provides solutions (3.14). On the other hand, equation (3.8)
provides two further couples (x1±, x2±), defined in (3.17). 
By direct comptutations, one can prove the following
Proposition 3.4. The L2-norm, the energy, and the action of the stationary states found
in Theorem 3.3, are explicitly given by
(1) For the unperturbed symmetric solitary wave
‖ψ0,0ω,+‖22 =
4
λ
√
ω, Eγδ′(ψ
0,0
ω,+) = −
2
3λ
ω
3
2 , Sω(ψ
0,0
ω,+) =
4
3λ
ω
3
2 . (3.18)
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(2) For the asymmetric non-changing sign stationary states
‖ψx1±,x2±ω,+ ‖22 =
4
λ
√
ω +
2
λγ
√
1 + γ2ω − 2
λγ
Eγδ′(ψ
x1±,x2±
ω,+ ) = −
2
3λ
ω
3
2 +
2− γ2ω
3λγ3
√
γ2ω + 1− 2
3λγ3
Sω(ψ
x1±,x2±
ω,+ ) =
4
3λ
ω
3
2 +
2
3λγ3
(γ2ω + 1)
3
2 − ω
λγ
− 2
3λγ3
(3.19)
(3) For the antisymmetric solutions
‖ψx¯,−x¯ω,− ‖22 =
4
λ
√
ω− 8
γλ
, Eγδ′(ψ
x¯,−x¯
ω,− ) =
16
3γ3λ
− 2
3λ
ω
3
2 , Sω(ψ
x¯,−x¯
ω,− ) =
16
3γ3λ
−4 ω
γλ
+
4
3λ
ω
3
2
(3.20)
(4) For the asymmetric, changing sign solutions
‖ψx¯1±,x¯2±ω,− ‖22 =
4
λ
√
ω − 2
λγ
√
1 + γ2ω − 2
λγ
Eγδ′(ψ
x¯1±,x¯2±
ω,− ) = −
2
3λ
ω
3
2 +
γ2ω − 2
3λγ3
(
√
γ2ω + 1)− 2
3λγ3
Sω(ψ
x¯1±,x¯2±
ω,− ) =
4
3λ
ω
3
2 +
2
3λγ3
(γ2ω + 1)
3
2 − ω
λγ
− 2
3λγ3
(3.21)
Remark 3.5. In any family of stationary states ψ0,0ω,+, ψ
x1±,x2±
ω,+ , ψ
x¯,−x¯
ω,− , and ψ
x¯1±,x¯2±
ω,− , intro-
duced in Theorem 3.3, the L2-norm is a monotonically increasing function of the frequency
ω that diverges at infinity. In other words, it is a bijection of the interval (0,+∞) into
itself.
3.3. Minimizing the action on the Nehari manifold. Here we consider the varia-
tional problem given by minimizing the action Sω at fixed ω > 0 on the natural constraint
called the Nehari manifold
Eγδ′(ψ)− λ
4
‖ψ‖44 = 0. (3.22)
Proposition 3.6. 1. For any ω > 0,
Sω(ψ
0,0
ω,+) < Sω(ψ
x1±,x2±
ω,+ ). (3.23)
2. For any ω > 4
γ2
,
Sω(ψ
x¯,−x¯
ω,− ) < Sω(ψ
0,0
ω,+) < Sω(ψ
x1±,x2±
ω,+ ). (3.24)
3. For any ω > 8
γ2
,
Sω(ψ
x¯1±,x¯2±
ω,− ) < Sω(ψ
x¯,−x¯
ω,− ) < Sω(ψ
0,0
ω,+) < Sω(ψ
x1±,x2±
ω,+ ). (3.25)
Proof. Inequalities (3.23) and (3.24) follow immediately from (3.18), (3.19), (3.20).
The first inequality in (3.25) is proven by (3.20) and (3.21). In particular, one gets that
the inequality is equivalent to
3γ2ω < 6 +
2
3
(γ2ω + 1)
3
2
that is immediately verified for any ω > 8
γ2
. 
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Remark 3.7. Define the function ∆+(ω) := Sω(ψ
x1,±,x2,±
ω,+ )− Sω(ψ0,0ω,+) and remark that
∆+(0) =
d
dω
∆+(0) = 0,
while d
2
dω2
∆+(ω) =
γ2
2 (γ
2ω + 1)−1/2 > 0.
This phenomenon suggests that the stationary states ψ
x1,±,x2,±
ω,+ bifurcate from a stationary
state corresponding to the case with no defect, i.e., states of the type φ(
√
2ω
λ ,
√
ω, x0), for
some x0, at ω > 0.
By an analogous computation one findes that the stationary states ψ
x¯1±,x¯2±
ω,− bifurcate from
ψx¯,−x¯ω,− at ω >
8
γ2
.
3.4. Minimizing the energy in the manifold of constant mass. Here we consider
the variational problem of minimizing the energy Eγδ′ on the manifold consisting of the
function with given L2-norm
√
ρ > 0 and finite energy. As a consequence of Remark
3.5, one can parametrize the stationary states by the value ρ of their squared L2-norm
ρ ∈ (0,+∞), instead of ω. In the following, given ρ > 0, we make use of the notation
ϕ0,0ρ,+ := {ψ0,0ω,+, ω s.t. ‖ψ0,0ω,+‖22 = ρ}
and analogously for the other families ϕ
x1±,x2±
ρ,+ , ϕ
x¯,−x¯
ρ,− , and ϕ
x¯1±,x¯2±
ρ,− .
Proposition 3.8. 1. For any ρ > 0,
Eγδ′(ϕ
x¯,−x¯
ρ,− ) < Eγδ′(ϕ
0,0
ρ,+) < Eγδ′(ϕ
x1±,x2±
ρ,+ ). (3.26)
2. For any ρ > 8γλ
(√
2− 1),
Eγδ′(ϕ
x¯1±,x¯2±
ρ,− ) < Eγδ′(ϕ
x¯,−x¯
ρ,− ) < Eγδ′(ϕ
0,0
ρ,+) < Eγδ′(ϕ
x1±,x2±
ρ,+ ). (3.27)
Proof. In order to make the formulas less cumbersome, we show the computations for the
particular case λ = 1, γ = 1 only. The general formulas can be then recovered by the
scaling laws
ω → γ2ω, ρ→ γλρ, Eδ′ → γ3λEγδ′ , (3.28)
that can be directly verified.
Then, we make explicit the dependence of ω, and then of the energy, on ρ. To this aim,
it proves simpler and more practical to write down the function
√
ω(ρ) An elementary but
lengthy computation shows that
• For the family ϕ0,0ρ,+
ω =
ρ2
16
, Eδ′(ϕ
0,0
ρ,+) = −
ρ3
96
. (3.29)
• For the family ϕx1±,x2±ρ,+
√
ω =
2ρ+ 4−
√
ρ2 + 4ρ+ 16
6
Eδ′(ϕ
x1±,x2±
ρ,+ ) = −
5
216
ρ3 +
1
54
(ρ2 + 4ρ+ 16)
3
2 − 5
36
ρ2 − 4
9
ρ− 32
27
.
(3.30)
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• For the family ϕx¯,−x¯ρ,−
√
ω =
ρ
4
+ 2, Eδ′(ϕ
−x¯,x¯
ρ,− ) = −
ρ3
96
− ρ
2
4
− 2ρ. (3.31)
• For the family ϕx¯1±,x¯2±ρ,−
√
ω =
2ρ+ 4 +
√
ρ2 + 4ρ+ 16
6
Eδ′(ϕ
x¯1±,x¯2±
ρ,− ) = −
5
216
ρ3 − 1
54
(ρ2 + 4ρ+ 16)
3
2 − 5
36
ρ2 − 4
9
ρ− 32
27
.
(3.32)
So, the first inequality in (3.26) is immediately proven. For the second inequality, one first
extends by continuity the functions Eδ′(ϕ
0,0
ρ,+) and E(ϕ
x1±,x2±
ρ,+ ) up to the value ρ = 0 and
obtains
dj
dρj
Eδ′(ϕ
0,0
0+,+) =
dj
dρj
Eδ′(ϕ
x1±,x2±
0+,+ ) = 0, j = 0, 1, 2.
Furthermore,
d3
dρ3
Eδ′(ϕ
0,0
0+,+) =
d3
dρ3
Eδ′(ϕ
x1±,x2±
0+,+ ) = −
1
16
.
The second inequality in (3.26) is then proven by
0 =
d4
dρ4
Eδ′(ϕ
0,0
ρ,+) <
d4
dρ4
Eδ′(ϕ
x1±,x2±
ρ,+ ) = 12(ρ
2 + 4ρ+ 16)−
5
2 .
It remains to prove the first inequality in (3.27). First, observe that
Eδ′(ϕ
x¯,−x¯
8(
√
2−1),−) = Eδ′(ϕ
x¯1±,x¯2±
8(
√
2−1),−) = −
16
3
(2
√
2− 1)
and
d
dρ
Eδ′(ϕ
x¯,−x¯
8(
√
2−1),−) =
d
dρ
Eδ′(ϕ
x¯1±,x¯2±
8(
√
2−1),−) = −4.
Now, we consider the second derivative. The statement d
2
dρ2
Eδ′(ϕ
x¯,−x¯
ρ,− ) >
d2
dρ2
Eδ′(ϕ
x¯1±,x¯2±
ρ,− )
proves equivalent to (ρ2 + 4ρ
1
2 + 16)
1
2 (ρ2 + 4ρ
1
2 + 10) > −1116ρ+ 29 , which is satisfied for
any ρ ≥ 8(√2− 1). The proof is complete.

3.5. Linear limit for the stationary states.
Theorem 3.9. For λ→ 0+, the following limits hold:
ϕ0,0ρ,+ −→ 0, in the weak topology of Qδ′ (3.33)
ϕ
x1±,x2±
ρ,+ −→ 0, in the weak topology of Qδ′ (3.34)
ϕ−x¯,x¯ρ,− −→
√
2ρ
γ
e
− 2
γ
|·|
, in the strong topology of Qδ′ (3.35)
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Proof. Limit (3.33) is immediately proven once observed that, afer rescaling (3.28), from
(3.29) one has
√
ω = λρ4√γ , so that
√
ω vanishes in the limit.
To prove (3.34) notice that the first formula in (3.30), after rescaling (3.28), gives
√
ω =
2γλρ+ 4−
√
γ2λ2ρ2 + 4γλρ+ 16
6γ
,
so that
√
ω ≈ λρ4√γ , as in the previous case.
Limit (3.35) is mapped into limit (2.5) by the replacement γ → 4α , so the reader is
referred to the proof of Theorem 2.2.

Remark 3.10. Notice that the nonlinear limit for the stationary states ϕ
x¯1±,x¯2±
ρ,− is non-
sensical: as λ vanishes, the mass ρ of the state is overcome by the threshold 8λγ (
√
2 − 1)
under which there is no such a state. In other words, in order for ϕ
x¯1±,x¯2±
ρ,− to exist, the
nonlinearity must be not only present, but also sufficiently strong.
Remark 3.11. A closer look to the limit (3.34) shows that, in such case, both x1+, x2+
diverge positively (analogously x1−, x2− diverge negatively) as λ→ 0+ (see (3.13), (3.3)).
As a consequence, in the nonlinear limit the corresponding stationary state ϕ
x1±,x2±
ρ,+ (or,
equivalently, ψ
x1±,x2±2
ω,+ ) takes the shape of a soliton that runs towards the infinity. Con-
versely, this means that, starting from the linear dynamics generated by H2 and turning on
the nonlinearity, two stationary states arises from very far away and approach the origin
as λ grows.
Remark 3.12. Limit (3.35) shows that the nonlinear symmetric changing sign stationary
state ϕx¯,−x¯ρ,− bifurcates from the linear ground state of the Hamiltonian H2.
3.6. No-defect limits. As stressed in Section 1, we perform two kinds of no-defect limits.
Theorem 3.13. For γ → 0+, the following limits hold in the space Qδ′ defined in (1.8):
ϕ
x1±,x2±
ρ,+ −→ φ
(√
λ
2
ρ
2
,
λρ
4
,
2
λρ
± log(3 + 2
√
2)
)
, in the strong topology of Qδ′(3.36)
ϕ−x¯,x¯ρ,− −→ 0, in the sense of ditributions (3.37)
Proof. Limit (3.36) is obtained by observing that, by (3.30) with the rescaling (3.28), ω ≈
λρ
4 as λ→ 0+. As a consequence, by (3.3) and (3.12), one gets x1± → ± 2λρ log(3 + 2
√
2).
(3.36) then follows from Lemma 1.1.
To prove (3.37) we just notice that, from the first identity in (3.31), ω → ∞ and,
through (3.28), γω → 2. Then (3.15) shows that x¯→∞. 
Remark 3.14. It is immediate to observe that the stationary state ϕ0,0ρ,+ is untouched as γ
varies, while ϕ
x¯1±,x¯2±
ρ,− ceases to exist as γ ≤ 8λρ(
√
2− 1).
Remark 3.15. Limit (3.36) shows that the stationary states ϕ
x1±,x2±
ρ,+ bifurcate from the
nonlinear soliton φ
(√
λ
2
ρ
2 ,
λρ
4 ,
2
λρ log(3 + 2
√
2)
)
at ρ > 0.
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Theorem 3.16. For γ → +∞, the following limits hold in the space Qδ′ defined in (1.8):
ϕ
x1+,x2+
ρ,+ −→ χ(−∞,0] φ
(√
λ
2
ρ
3
,
λρ
6
, 0
)
, in the weak topology ofQδ′ (3.38)
ϕ−x¯,x¯ρ,− −→ φ
(√
λ
2
ρ
2
,
λρ
4
, 0
)
, in the strong topology ofQδ′ (3.39)
ϕ
x¯1+,x¯2+
ρ,− −→ χ[0,+∞) φ
(√
λ
2
ρ,
λρ
2
, 0
)
, in the strong topology ofQδ′ (3.40)
where χI denotes the characteristic function of the set I.
Proof. To prove the limit (3.38), notice first that, from (3.30) and the scaling law (3.28)
one has
√
ω → λρ6 . Then, (3.3) shows that t1 → 0 as t2 → 1, so it must be x1+ → 0
and x2+ → ∞. Lemma (1.1) shows that in the left halfline the convergence is strong in
the space H1(R−), while in the positive halfline there is a full soliton that run aways,
weakening the convergence to zero.
Limit (3.39) is an immediate consequence of (3.31) and (3.15) through Lemma (1.1).
Finally, limit (3.40) is proven through (3.32), that shows
√
ω → ρ2 , (3.8), that gives
t1,+ → 1 and t2,+ → 0, and Lemma (1.1). 
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