Although much of the research on clinical versus actuarial prediction shows statistical methods to be superior to the clinician (Gough, 1962; Meehl, 1954) , Meehl (1959) has advanced some factors which theoretically might favor the clinician over the actuary. One such theoretical advantage is the clinician's purported ability to make use of configural, or patterned, relationships existing between a set of predictors and a criterion. In this sense, the notion of a configural relationship between predictors and criterion refers to . . . the situation in which the indication of a given variable with respect to the criterion is not constant, but the weight, and possibly even the "direction" [sign] of contribution of that variable, are functions of the values which the other predictor variables have taken on [Meehl, 1954, p. 132]. This purported advantage of the clinician to utilize cues configurally assumes that: (a) the relationship between the predictors and the criterion is configural, and (b) the clinician does approximate this relationship more accurately than any of the statistical methods. The second assumption is meant to imply only that the probability of a given clinician applying a particular and significantly valid configural rule is large in relation to the prob-1 This investigation was supported by research grant (MH-04439) from the National Institutes of Health to Oregon Research Institute, Eugene.
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ability that a rule with equal or greater validity will be discovered via statistical operations, given a finite set of data. Obviously, any consistent combinatorial utilization of objective data by a human can be expressed in mathematical form and therefore become incorporated into an actuarial prediction function.
With few exceptions (e.g., Hammond, Hursch, & Todd, 1964; Hoffman, 1960; Kleinmuntz, 1963; Lykken & Rose, 1963; Meehl, 1959) most of the research in this area has been directed toward the determination of the best functional relationship between predictors and criterion, rather than the determination of how the clinician himself is processing the data. When the predictors utilized are the MMPI clinical scales and the criterion is an independent diagnosis of "psychotic" or "neurotic," two studies, using the same data, have led to opposite conclusions. Meehl (1959) found that the rationally derived, configural Meehl-Dahlstrom rules (Meehl & Dahlstrom, 1960) outperformed both clinicians and the linear discriminant function in predicting the criterion, while Goldberg (1965) concluded that a simple linear composite of single scales outperformed both the clinician and the more complex configural rules. Whether or not the relationship between the predictors and criterion is actually configural, it may still be the case that the clinician is making judgments of a configural nature, and thus could, in theory, take advantage of any patterned relationships 70 existing between predictors and criterion. As Meehl (19S4) notes, . . . there is a lot of loose talk around these days about nonlinear relations . . . but we ought not to browbeat the statisticians with this phrase until we know more about where these nonlinear dependencies occur and how much they pay off predictively over and above the much-maligned linear regression system [p. 131]! The present paper was concerned primarily with the manner in which the clinician himself processes predictor information, that is, the modus operandi whereby he draws inferences concerning neuroticism versus psychoticism from MMPI test data. The statistical analyses employed in this study were intended to indicate the extent to which clinical judgments are configural or nonconfigural in nature. The further question was raised as to whether configurality of clinical judgment is related (a) to the accuracy of the clinician in predicting an outside criterion, or (b) to the amount of training the clinician had received.
METHOD Subjects
The data utilized in the present study were originally collected by Meehl and Dahlstrom (Meehl, 1959) . Thirteen of the Ss were PhD clinical psychologists obtained from the faculty at the University of Minnesota and from hospitals and clinics around the Minneapolis area. Sixteen of the 5s were predoctoral clinical trainees at the University of Minnesota. These 29 judges were given seven groups (samples) of MMPI profiles, one group at a time, and were required to sort each group of profiles on an 11-point forced normal distribution ranging from "neurotic" through "neutral" to "psychotic." The judge, himself, determined the point on the distribution where the diagnoses changed from neurotic to psychotic. Each MMPI profile consisted of the eight clinical scales (excluding Mf) and the three validity scales. The judges were given no information about the samples other than that they represented males who were under psychiatric care and who had been diagnosed as psychotic or neurotic.
Samples
In the initial data collection by Meehl and Dahlstrom, seven samples of MMPI profiles from adult male psychiatric patients were obtained from clinical installations around the country. The samples, which differed from one another in several important respects, are described in detail in Meehl and Dahlstrom (1960) and in Goldberg (196S) . The percentage of psychotics in the samples ranged from 37% to 64%, with a median of 51%. In at least four of the seven samples criterion contamination must be assumed to exist.
In general it may be said for all samples that MMPI profiles were eliminated from consideration in cases of suspected mental deficiency, organic brain damage, physical illness, psychopathic personality, and invalidity as measured by the MMPI validity scales. For the present purposes, the seven samples were divided into two groups on the basis of size; the larger samples (Sample Di, # = 181; Sample D a , # = 166; Sample D 8 , # = 200) were used as derivation samples for the three models, and the smaller samples (Sample V«, N = 92 ; Sample V B , N = 77 ; Sample Ve, N = 103 ; and Sample V?, # = 42) were used for cross-validation purposes.
Models
For each of the 29 judges, three simulation models, or equations (linear, quadratic, and sign), were compared. The independent, or predictor, variables (x) were the 11 MMPI scales and the dependent, or predicted, variables were the clinical judgments (;'). For a given judge, the least-squares fit was determined for the three models on each of the derivation samples (Di, D a , and D a ), and the resulting equations were cross-validated on each of the four smaller samples (Vi, V», Ve, and V?) . This procedure enabled a comparison of the three models both across judges for a given sample and across samples for a given judge.
The three models are described as follows:
1. The linear model may be expressed as follows for a given profile:
}' = 61*1 + 62*2 + • • • + or, in more concise notation, as Here, the x's correspond to the MMPI raw scale scores, which the clinician received as input, transformed to deviation scores; the b's represent the least-square regression weights for predicting the clinical judgments in deviation score form. The multiple correlation, RH<, between the actual judgment (;') and the predicted judgment (;') provides an indication of the extent to which the responses of the judge may be adequately described by a linear combination of the input variables.
2. The quadratic model includes the 11 terms of the linear model plus 66 additional terms composed of the squares and products of the original set. Again, in deviation score notation the equation may be written as:
The first term in the quadratic equation contains the sum of the 11 MMPI scales in deviation score form; the second term contains the sum of the squares of these 11 scales; the third term contains all possible products of pairs of scales. Due to these product terms, the quadratic model is a special case of a configural or patterned model.
In this regard, a configural model, in general, may be viewed as a model in which one or more of the second-order mixed partial derivatives do not vanish (Meehl, 1954 (Meehl, , 1959 . This criterion also distinguishes a configural or patterned model from a simple nonlinear one. Thus, both j = x and j = x* are nonconfigural even though the latter is also nonlinear. On the other hand, j = xz is configural. As Meehl notes, a nonpatterned model may be either linear or nonlinear; it is one in which the dependence of j upon one of the * variables is invariant with respect to the other independent variables. This is not the case for a patterned model.
For purposes of this paper, therefore, a clinician will be called configural provided there can be shown to exist a model (relating the input data to his judgments) which satisfies the above criteria for configurality and which provides a significantly better fit to the data than is provided by a linear or nonconfigural model. For the quadratic model utilized here, the question centers about the product terms. If the multiple correlation of judgments regressed on the quadratic predictor space is high, the clinician is most likely combining input data in a configural manner, provided that in an appropriate statistical sense at least one of the configural terms has a coefficient that does not vanish (fiij^O).
3. The sign model consists of a linear combination of 70 clinical signs as described by Goldberg (196S) . 2 Goldberg defined a sign as any scale score or combination of scores however simple or complex, which can be specified precisely (e.g., non-judgmentally). An operational definition of a sign in this sense is any index which can be programmed for the computer [p. 4] .
Although the variables of both the linear and quadratic models are signs in Goldberg's sense, the sign model differs in important respects from each of the other two models: from the linear model by its inclusion of configural terms and from the quadratic model by the rational nature of the signs. Where the quadratic model is simply a general mathematical expression involving all possible firstand second-order terms of the 11 MMPI scales, the sign model involves rationally chosen variables (based on the 11 scales) which were compiled from the empirical clinical literature, from personal communication with MMPI experts, from clinical folklore, and from empirical derivation by the author (Goldberg, 196S) . Thus, for an index to be included in the sign model it wa's presumed that a clinician 2 Goldberg's (196S, p. 4) first 62 signs were included in the present study along with the 8 MMPI clinical scales converted to ranks (Goldberg, 1965, p. 16) . might actually utilize it; this assumption was not made for the indexes of the quadratic model.
The sign model, then, was a linear combination of both simple and complex (configural) terms which were classified by Goldberg into the following four categories:
1. Single scale scores, K corrected where appropriate and transformed to T scores. (These are the 11 variables of the linear model.)
2. Linear combinations of single scale scores, such as the arithmetic difference between pairs of scales (e.g., Ft -Sc).
3. Complex or configural combinations of a few scales, such as the number of scales with T scores greater than 70.
4. Highly complex, configural formulas such as those requiring a sequential strategy (e.g., the Meehl-Dahlstrom, 1960, rules) .
The values of all variables were coded into 10 intervals for ease in data processing. Such coding did not change the shapes of the original distributions (Goldberg, 1965) .
The program used to compute the regression weights for the models follows an iterative scheme first described by Horst and Smith (1950) , modified by Hoffman (1961) . This program determines the beta weights only for a subset of variables beyond which further increments in the value of the multiplecorrelation coefficient are negligible. After program iteration, the optimal beta weights for the final subset of variables are those weights that would have been obtained on that subset alone. Thus, the final number of variables entering into the regression equation varies for each judge and for each model. Since, in general, the final number of variables for the quadratic and sign models is considerably less than the total number of variables, shrinkage is partially alleviated, though some capitalization on chance still occurs.
The design employed for assessing the adequacy of a given model for predicting the ratings of a judge is provided in Figure 1 . Because of presumed sample differences, optimal weights for predicting clinical judgments from each model were computed separately in each of the derivation samples (Di, D a , and Da). These same weights were then applied to each of the four cross-validation samples (V«, Vs, V», and Vr). Averaging the multiple correlations between predicted and obtained judgments over the four cross-validation_ samples_yielded a single predictive index (Vi, Va, and Vs) for equations developed from each of the three derivation samples. These three predictive indexes were themselves averaged, giving an overall index of simulation (57). This measure represents the average crossvalidated multiple correlation between predicted and obtained clinical judgments, based on all derivation and all cross-validation samples. The procedure was employed for the three different mathematical models for each judge. Thus, for each judge there was an overall simulation index for the linear model (S/L), an overall index for the quadratic model (S/Q) , and an overall index for the sign model A judge was classified as "configural" provided the following criteria were met: (a) the simulation index for either the quadratic or sign model was higher than that obtained for the linear model; (6) at least one of the configural terms in the "best" model (i.e., that model with the highest SI) had a high beta weight relative to the other terms; (c) a configural model was the best-fit model for at least two of the three derivation samples. It should be noted that these are weak conditions for configurality since the above criteria can be met, yet the judgment variance still may be accounted for primarily on the basis of a linear combination of the variables. It is further noted that the present models are in no sense exhaustive of the set of models which could be chosen to simulate a judge's cognitive activity. However, because of the broad sampling of combinations of the input variables by both the sign and quadratic models, a relatively high SI for either of these models would constitute an adequate level of description of the judge as an information processor (Hoffman, 1960) . Since each simulation model in a given derivation sample was cross-validated on the four smaller samples, the weighted average multiple correlation of the four cross-validation samples (Vi) can be taken as an indication of the adequacy of each model within each derivation sample. Table 2 presents these weighted average multiple correlations for each of the larger samples (D 1; D 2 , and D s ). In general, the multiple correlations held up extremely well upon cross-validation. This suggests both that the models chosen were highly descriptive of the judgment process and that the process employed by the judges was consistent from sample to sample.
RESULTS AND DISCUSSION
Of primary interest in the present study is the consistency observed from sample to sample in the "linearity" or "configurality" of a given judge. Inspection of Table 2 provides evidence on this question. In Sample DI, 12 of the 29 judges are best described by a linear model. Of these 12, 8 are best described as linear in Sample D 2 and, of these, 5 are linear in D 8 . Sixteen of the 29 are best described by a configural model (either quadratic or sign) in Sample DI; 14 of these are also configural in Sample D 2 and, of these, 13 are configural in D 3 .
When the average correlations in Table 2 are themselves averaged across the three derivation samples, a general index of simulation (SI) is obtained for each model. These Sis are presented in Table 3 along with the model's average correlation with the criterion diagnosis.
The "best" model for a given judge is taken to be that model with the highest average cross-validated multiple correlation over all samples, that is, the model with the highest 57. From Table 3 it is seen that 13 of the judges are best described by the sign model; the quadratic model yields the best predic-tions for three of the judges; the linear model predicts best for 12 judges; for one judge the sign model and the linear model predict equally well. For all 13 judges best described by the sign model, at least one of the configured terms had associated with it a relatively large nonzero beta coefficient. The same was true for the three judges best described by the quadratic model. Thus, 16 of the 29 judges of this study were classified as "configural" rather than "linear," and, further, these 16 judges met the consistency criterion of configural classification in at least two of the three derivation samples (see Table 2 ). The actual magnitude of the Sis was quite striking in light of the fact that they represent cross-validated correlations based on a large number of predictors relative to the total sample size.
The Sign Model
Since the sign model best characterized 13 of the 16 configural judges, beta coefficients were utilized as a means of estimating the preponderance of configural (as opposed to linear) terms in the sign model. The magnitude of the beta coefficient may not be a good indicator of the relative contribution of independent variables in predicting a criterion, especially when intercorrelations are high (Hoffman, 1960) . Although nonzero coefficients always imply that the predictors to which they refer make some contribution to the variance of predicted scores, the magnitude of their contributions will vary, depending upon the predictor intercorrelations. With these limitations in mind, the following procedure was followed to estimate the extent of configurality of judgments for those 16 judges who had been labeled "configural."
For each judge within each derivation sample each of the seven signs with the largest weights was classified as belonging to one of the following categories: (a) single scale score or rank; (b) linear combination of single scales; (c) simple configural or nonlinear combination of a few scales; (d) highly complex, configural formulas. 8 For each of the 16 configural judges, the best-fit model contained at least one highly configural index (Category d) in at least one of the derivation samples. In fact, for the majority of these judges, either highly configural or nonlinear signs appeared with the largest beta weights, as compared with single scales or linear combinations of single scales. Since, for many judges, the difference between the S7 of the sign model and that of the linear model was small, the classification of type of signs "used" lent additional evidence that the classification of judges as configural versus linear was essentially accurate. An interesting question arises as to whether clinicians, as a group, tend to employ different procedures when judging different samples of profiles. Although the various samples were not identified for the judges, each sample was presented separately for judging. It may be the case that clinicians modify their judgments in some systematic way from sample to sample on the assumption that they can recognize a new sample as different from preceding samples requiring a differential weighting of the MMPI data. The specific question to be put to these data is whether, as a group, judges utilize data in more configural ways for some samples of patients than for others. To test this hypothesis, a score was assigned to each judge for each sample, the magnitude of the score indicating the "configurality" of the judge in that sample. The score used was the number (out of a possible seven) of signs occurring among the seven signs with the largest beta coefficients which fell either into Category c, simple configural and nonlinear or Category d, highly configural. Each judge, therefore, received a score ranging from 0 to 7 indicating the extent of his configurality for each of the derivation samples. For these scores, a two-way mixed-model analysis of variance (McNemar, 1962, p. 314 ) was performed for repeated measures across the three samples. The null hypothesis assumed no differences between the mean number of configural signs for the three populations from which the derivation samples were drawn. Table 4 presents a breakdown of the variance components, along with the degrees of freedom for the analysis. The obtained F ratio between samples was significant at p < .01, indicating that the type of sign utilized in clinical judgments changes with a change in sample. The mean number of configural signs for the samples was: Sample DI, X = 3.9; Sample D ? , X = 2.9; and Sample D 8 , X = 3.9. The judges, on the average, appear to function less configurally with respect to Sample D 2 . This suggests that judges can and do take account of presumed sample differences in making their judgments.
Training and Accuracy
To determine the relationship between the type of judge (configural or linear) and amount of clinical training (staff or trainee), a chi-square was performed and found nonsignificant (x 2 =1.13, df=l). Thus, a judge's tendency to make configural judgments is not a function of training and experience, and these findings are consistent with those of others (Goldberg, 1959 (Goldberg, , 1965 Oskamp, 1962) who found amount of clinical training unrelated to various parameters of clinical judgments.
Nor was a relationship found between the type of judge and accuracy (from Goldberg, 1965) as measured by the ranks of the judges on the validity coefficients over all samples, derivation and cross-validation. When accuracy ranks are dichotomized at the midrank, the chi-square (for df = 1) was .99. Although the linear model in general predicts the criterion diagnosis better than the configural models over all samples (Table 3) , it is not the case that the linear judges are the more accurate over all samples. Presumably the linear judges were not assigning optimal weights to the signs which they did utilize or else they were utilizing invalid signs. The reader is referred to Hursch, Hammond, and Hursch (1964) for a formulation of this question.
The present research suggested that many clinicians do utilize cues configurally in diagnosing an MMPI profile as psychotic or neurotic, and from the magnitude of the crossvalidated multiple correlations between MMPI scales and judgments it was assumed that these judges performed at a fairly high level of consistency. Nevertheless, the clinical judges of the present study did change the extent of their configurality in processing MMPI profiles with presumed sample changes. In fact, judges as a group tended to be more configural in their judgments for some samples than for others. The parameters of these judgment "shifts" from sample to sample were not isolated in the present study although it would be important to know why they occurred.
A note of caution should be added to the discussion of differences between linear and configural judges. Though the differences ap-pear reliable, their magnitude is not large; the judgments of even the most seemingly conngural clinicians can often be estimated with good precision by a linear model. Whether this fact depreciates the concept of configurality of clinical judgments as herein operationally denned or the adequacy of the models and data used is a matter for further research. It would be useful to be able to work within a context of models which estimate the percentage of judgment variance attributable to conngural terms, to linear terms, and to error.
