The article searches for the possible presence of determinism in heart rate variability ͑HRV͒ signals by using a new approach based on NARMA ͑nonlinear autoregressive moving average͒ modeling and free-run prediction. Thirty-three 256-point HRV time series obtained from Wistar rats submitted to different autonomic blockade protocols are considered, and a collection of surrogate data sets are generated from each one of them. These surrogate sequences are assumed to be nondeterministic and therefore they may not be predictable. The original HRV time series and related surrogates are submitted to NARMA modeling and prediction. Special attention has been paid to the problem of stationarity. The results consistently show that the surrogate data sets cannot be predicted better than the trivial predictor-the mean-while most of the HRV control sequences are predictable to a certain degree. This suggests that the normal HRV signals have a deterministic signature. The HRV time series derived from the autonomic blockade segments of the experimental protocols do not show the same predictability performance, albeit the physiological interpretation is not obvious. These results have important implications to the methodology of HRV analysis, indicating that techniques from nonlinear dynamics and deterministic chaos may be applied to elicit more information about the autonomic modulation of the cardiovascular activity. © 2000 American Institute of Physics.
I. INTRODUCTION
The regulation of the cardiac frequency, arterial pressure, and other cardiovascular variables is mediated mainly by the autonomic nervous system, together with intrinsic and extrinsic homeostatic mechanisms ͑Levy, 1990; Levy and Schwartz, 1994; Berne and Levy, 1998͒ . Complex variations are observed in these variables and the analysis of their variability has become an important noninvasive tool to study the sympatho-vagal interactions in many pathophysiological conditions, such as myocardial infarction and diabetic neuropathy ͑Malik and Camm, 1995͒. Heart rate variability ͑HRV͒ represents one of the most promising variables for such studies.
During the last two decades, a great deal of work has been devoted to understanding the physiological information behind the variability of the cardiac cycle. Among the well established analysis tools, time and frequency domain methods from linear systems theory can provide valuable information for physiological interpretation of HRV and clinical use ͑Malik and Camm, 1995; Malik, 1998͒ . However, nonlinear dynamics are certainly involved in the complex interactions among neural, humoral, and hemodynamic variables. It has been speculated that methods of nonlinear dynamics and deterministic chaos might provide a powerful tool to educe more information for better understanding the mechanisms of cardiovascular control ͑Task Force European Soc. Cardiology & North American Soc. Pacing and Electrophysiology, 1996; Mansier et al., 1996; Griffith, 1996; Hoyer et al., 1996; Yambe et al., 1998͒ . Since chaotic determinism for cardiac rhythm was first assumed ͑Babloyantz and Destexhe, 1988; Kaplan and Goldberger, 1991͒ , the literature has shown ambiguous conclusions ͑Kaplan and Glass, 1992; Kanters et al., 1994; Guzzetti et al., 1996; Le Pape et al., 1997; Braun et al., 1998͒. According to the Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology ͑1996͒, standards for analyzing HRV signals based on nonlinear systems theory and deterministic chaos ''are lacking and the full scope of these methods cannot be assessed. Advances in technology and the interpretation of the results of nonlinear methods are needed before these methods are ready for physiological and clinical studies.'' Even though this was stated in 1996, it is still a fact despite all the development in this field.
Tools for signal analysis based on linear and nonlinear theory abound in the literature. However, the choice of the methods and the interpretation of the results can be facilitated if one knows, for example, that the underlying dynamics has some degree of determinism. It could be questioned if the chaos theory is really useful if the cardiac system is not manifestly deterministic. In this respect, Govindan et al. ͑1998͒ applied surrogate and predictability analysis to study the dynamics of several normal and pathological electrocardiogram ͑ECG͒ signals. They found some evidence that suggest deterministic chaos in ECG. Even though ECG signals have very important clinical applications, HRV captures the more intricate relation between the neural and cardiovascular systems. Furthermore, since HRV ''looks'' random, it is a challenging problem to look for determinism in such signal.
It is the objective of this article to search for evidence of deterministic signature in HRV signals. It should be noted that no assumption is made regarding the dynamics of the system. By using surrogate data analysis ͑Theiler et al., 1992͒ and NARMA modeling technique ͑Aguirre and Billings, 1995b͒, a general framework is built to characterize this important aspect of the HRV time series. If determinism manifests, then appropriate tools, including some from deterministic chaos theory can be used to better understand the cardiac system.
The results suggest the presence of determinism in the data in most cases. Moreover, when the autonomic nervous system is pharmacologically blocked at a cardiac level, the deterministic signature in the HRV signal seems to be reduced. This loss of determinism might have important physiological implications in the study of autonomic interactions in cardiac control, and the correct interpretation of this phenomenon is still open to further research.
The outline of the article is as follows. Section II describes the data and discusses the test for nonstationarity. Analysis of determinism and surrogate data sets are briefly presented in Sec. III. Section IV describes the framework for NARMA ͑nonlinear autoregressive moving average͒ modeling and prediction. The algorithm for testing determinism is described in Sec. V along with tests using a wide variety of well known time series. The results are discussed in Sec. VI and the main conclusions are summarized in Sec. VII.
II. THE DATA
A. Experimental protocols
Experimental animals
Experiments were conducted in eleven conscious unrestrained Wistar rats weighing between 210 to 285 g. All animals were housed individually in cages and a standard rat chow and water were available ad libitum.
Surgery
Rats were anesthetized with ether for the surgical procedures described below. The left femoral vein was catheterized ͑PE10 sterile polyethylene catheter sealed to PE50 under hot air and filled with heparinized saline͒ to enable drug injections. The catheter was closed with a stainless pin when not in use. Silver electrodes were subcutaneously implanted for the measurement of standard lead II electrocardiogram ͑ECG͒ signal. The distal end of the catheter and lead wires were tunneled under the skin to exit through a small incision in the scruff of the neck. This surgical procedure allowed the chronically catheterized and implanted rats unrestricted movement to all areas of the cage for the duration of the experiment. After completion of surgical procedures, a period of at least two days was allowed for the animal to recover. Proper placement of the catheter was confirmed at necropsy.
Extraction of the HRV signals
The ECG signal was conditioned by an electrocardiographic amplifier and analog-to-digital converted with a sampling frequency of 500 Hz and a resolution of 12 bits. The tachogram, defined as the sequence of RR interbeat intervals, was determined from the digitized ECG by taking the time interval between two successive maxima of R waves of the QRS complexes with an accuracy of 1 ms using an algorithm based on first derivative with an adaptive threshold. The automatic detection of R waves was visually checked to eliminate incorrect detection. This cardiac event series were finally transformed in a regularly sampled time series, with a sampling time of 250 ms, by an appropriate preprocessing technique based on a cubic polynomial interpolation of inverse interval function values. This technique generates a minimum of harmonic components and other artifacts and it is fully described by Guimarães and Santos ͑1998͒ and in the references therein. In the present study, we have considered the HRV as the characteristic signal of the oscillations between consecutive instantaneous heart rate around the mean heart rate. All artifact-corrupted data were rejected.
Drugs
Muscarinic blockade was performed with 2 mg/kg of atropine methyl sulfate and ␤ 1 -adrenergic blockade with 1 mg/kg of atenolol. All drugs were dissolved in sterileisotonic saline and were administered by intravenous ͑i.v.͒ injection.
Experimental protocols
Thirty-three HRV time series of approximately 3600 points were taken from the following experimental protocol sections: ͑i͒ five rats numbered #2-#6 submitted to the sequence control ͑baseline condition͒, atropine, and atenolol, with 10 min interval between each phase and ECG recordings of 15 min at each phase; ͑ii͒ six rats numbered #7-#12 submitted to the sequence control, atenolol, and atropine, with the same intervals between phases and same ECG recording time. Figure 1 shows a strip plot of one representative preprocessed HRV time series.
Data
Finally, one short stationary 256-point segment was carefully chosen from each one of the above time series to compose the data of 33 stationary HRV time series. The tests of stationarity are discussed in the next section. Figure 2 shows one representative example of the stationary HRV time series for the protocols control, atropine, and atenolol. The power spectrum density ͑PSD͒ of each HRV signal is shown to illustrate power alterations due to the pharmacological blockade. The PSD shows three important frequency bands, namely: ͑a͒ ''high-frequency band'' or the respiratory sinus arrhythmia related band, which occurs at about the mean breathing frequency of the animal ͑1.2 Hz͒; ͑b͒ ''lowfrequency band'' or Mayer wave-like sinus arrhythmia related band, which occurs at about 0.1 Hz spontaneous vasomotor activity; and ͑c͒ ''very-low-frequency band,'' which is the band of less than 0.05 Hz frequencies. Power alterations in the high-frequency band have been attributed to changes in cardiac parasympathetic activity, whereas in the lowfrequency band they have been related to changes in both sympathetic and parasympathetic activities. The physiological elucidation of the very-low-frequency band power is, however, less established, albeit some researchers have related it to thermoregulatory activity, to the renin-angiotensin system and to other systems that involve humoral factors ͑Cerutti et al., 1991; Task Force European Soc. Cardiology & North American Soc. Pacing and Electrophysiology, 1996; Persson, 1997͒.
B. Test of Stationarity
One requirement for the application of most linear or nonlinear signal processing techniques is stationarity. Changes in the dynamics during the measurement constitute an undesired complication for the analysis. Unfortunately it is not a trivial task to confidently test for stationarity. The literature has recent work on this matter ͑Isliker and Kurths, 1993; Manuca and Savit, 1996; Schreiber, 1997͒ . While the classical methods look for statistical fluctuations of some parameters in nonoverlapping segments S 1 , . . . , SL of the time series ͑Bendat and Piersol, 1986; Priestley, 1988͒, these new methods focus on the dynamics underlying the time series.
In this study, two techniques were used to select, from the measurements, a stationary HRV time series of length Nϭ256. The techniques discussed below were extensively used in a previous work by Guimarães ͑1996͒. Stationary HRV time series selected from these methods have proven adequate for time and frequency analysis and the underlying dynamics extracted from the analysis were consistent with physiological interpretation. However, these tests of stationarity are not foolproof. It is important to note that physiological data are inherently nonstationary, and in the present work the data were obtained from conscious unrestrained rats interacting with an ever-changing environment. The tests of stationarity search for segments that are as close to stationary as possible. Some positively-tested stationary HRV signals used in this work seem to show traces of nonstationarity and they were excluded from the analysis. A thorough discussion appears in Secs. V and VI.
The technique proposed by Bendat and Piersol ͑1986͒, known as reverse arrangements test, divides the time series y(k), 0рkрNϪ1, into L segments of length M, where the lth segment is defined as y l (m)ϭy(mϩlM ) for 0рmрM Ϫ1 and 0рlрLϪ1. The mean, ȳ l , and the standard deviation, l , of each segment are calculated. A set ͕c l ͖ is defined, where c l can be either ȳ l or l . A test function
0рiрLϪ1, 0р jрLϪ1, iϽ j, is used to determine the total number of reverse arrangements, given by the random variable
where A i ϭ⌺ jϭiϩ1 LϪ1 h i j . The time series is assumed stationary if A L;(1Ϫ␣/2) ϽAϽA L; (␣/2) , where ␣ϭ0.05 ͑confidence interval of 5%͒.
In the second technique, the time series y(k), 0рK рNϪ1, is divided into two nonoverlapping segments of equal length ͑128 points͒. Autoregressive models of the same order are estimated for the two segments. The order is determined by Akaike criteria over the analysis of the first segment of the HRV time series. The poles and respective confidence elliptical regions associated with the first segment are plotted in the complex plane. Next, only the poles associated FIG. 2 . Stationary HRV time series and respective power spectrum density ͑PSD͒ for the ͑a͒ control, ͑b͒ atropine, and ͑c͒ atenolol protocol sections for one representative rate ͑rat #4͒ that have shown a deterministic signature in its data. The spectral power in the ''high-frequency band'' ͑about 1.2 Hz͒ is drastically reduced by the application of atropine, an antagonist for muscarinic cholinoceptors that blockade the vagal activity on the heart. The power in the ''low-frequency band'' ͑about 0.1 Hz͒ have been related to changes in both sympathetic and parasympathetic activities. It becomes more prominent during the atropine administration. The application of atenolol, an antagonist for ␤ 1 -adrenoceptors, blockades the sympathetic activity at cardiac level suppressing the power in the lowfrequency band. Power remains in the ''very-low-frequency band,'' since other physiological factors influence this band.
with the second segment are plotted in the same plane. If all the poles fall within the confidence regions, the time series is assumed to be stationary ͑Pagani et Guimarães, 1996͒. Figures 3͑a͒, 3͑b͒ show the result of this test applied to a possibly stationary HRV time series. The poles of the AR models estimated for two segments of 128 points are located inside the confidence regions, suggesting that the linear dynamics of these segments are similar. On the other hand, Fig.  3͑d͒ shows some poles outside the confidence regions, suggesting that the HRV time series of Fig. 3͑c͒ is not stationary.
III. DETECTING DETERMINISM
A number of test statistics for the detection of determinism have been used in the literature. The method proposed by Kaplan and Glass ͑1992͒ is adequate to quantify determinism in densely sampled data. Also the technique of false nearest-neighbors by Kennel et al. ͑1992͒ can be used. Kaplan ͑1994͒ proposed a method to test for determinism based on consistency with a continuous dynamical mapping. He argued that the technique could be applied to short data sets from moderate-dimensional noisy systems or lowdimensional systems with large Lyapunov exponents. Mansier et al. ͑1996͒ applied a nonlinear prediction method ͑Sugihara and May, 1990͒ and surrogate data sets to address the question if the HRV series is the output of a deterministic dynamical system. They showed that prediction index is better for the experimental series than for its surrogate series and suggested that these differences are thus in favor of a nonlinear deterministic system for the HRV times series under study. Chon et al. ͑1997͒ proposed a method to test chaotic determinism based on fitting a nonlinear autoregressive model to the time series followed by the analysis of the characteristic exponents of the model over the observed probability distribution of states for the system. They applied the method to HRV time series of 4096 points and their preliminary analysis suggested a nonchaotic deterministic component in these signals. Another approach was proposed by Barahona and Poon ͑1996͒, which is similar to the method used in this work. They found nonlinear determinism in HRV signals of length 1000 points. This article discusses the similarities and peculiarities of their method in Sec. IV.
The predictor used in the methods presented above usually require a time series with a large number of points, which is difficult to obtain with biomedical signals when stationarity is required. The approach presented in this article seems more appropriate for HRV signals, since NARMA modeling can be used with a very modest number of points and the surrogate data sets can be easily generated.
A. Surrogate data sets
The method of surrogate data analysis ͑Theiler et al., 1992͒ is being used in this work to test for determinism. The main idea behind this approach is as follows. Take the original times series and generate an artificial sequence that is assumed to be a realization of a Gaussian linear process or a class that is somewhat wider. Usually this new sequence retains some properties of the original signal, such as power spectrum. This ''surrogate data'' is, by definition, random and it represents the null hypothesis that should be rejected if the original signal has a deterministic signature. To discriminate the deterministic aspect of the time series, a prediction index is used after submitting the original time series and the surrogate data sets to nonlinear modeling and prediction. This method can be used to exclude certain classes of dynamics, but it does not allow for a more general characterization of the time series.
In this study, phase randomized surrogate data and amplitude-adjusted surrogate data ͑Theiler et al., 1992͒ are FIG. 3 . Test of stationarity of two HRV time series: ͑a͒ possibly stationary time series since ͑b͒ the poles of AR models of two nonoverlapping segments are confined in a confidence region; ͑d͒ in this case some poles are outside the confidence region, suggesting that the HRV time series shown in ͑c͒ is nonstationary. generated from the HRV time series. This type of surrogates were adequate during the validation of the algorithm and there was not enough evidence in the HRV data to suggest the use of other types of surrogates. This, of course, does not exclude the idea of using different surrogates ͑Kaplan and Glass, 1993͒ or even design a special one for HRV signals. An up-to-date discussion can be found in Schreiber ͑1999͒.
The phase randomized surrogate sets y s (k) are generated by first calculating the discrete time Fourier transform Y (n) of the HRV sequence y(k), where 0рnрNϪ1 and 0рk рNϪ1. The phase information is randomized and then transformed back to the time domain by
where 0р␣ n Ͻ2 are independent uniform random numbers. Therefore, this new sequence has the same secondorder properties as the original HRV signal, but it is otherwise random. The amplitude-adjusted surrogate sets are obtained by first generating a set of Gaussian random numbers x(k), 0 рkрNϪ1. Then, the HRV times series y(k) is rescaled according to the Gaussian distribution so that the ranks of both time series agree; that is, if y(k) is the kth smallest of all the yЈs, then x(k) will be the kth smallest of all the xЈs. Next this new sequence is phase randomized by the previous algorithm. Finally, the surrogate set is created by again rescaling the last sequence by the histogram of the original HRV time series. Figure 4 shows one of the measured HRV signal ͑upper trace͒, the corresponding phase randomized surrogate sequence ͑center͒ and the amplitude-adjusted surrogate sequence ͑lower trace͒. A visual impression from Fig. 4 is that complexity remains in the surrogate data.
IV. NARMA MODELING AND PREDICTION

A. Model identification from data
Consider the nonlinear autoregressive moving average model ͑NARMA͒ ͑Leontaritis and Billings, 1985͒
where n y and n e are the maximum lags considered for the process and noise terms, respectively, y(k) is a time series, e(k) accounts for uncertainties, possible noise, or unmodeled dynamics, and F l ͓•͔ is some nonlinear function of y(k) and e(k) with degree of nonlinearity lZ ϩ . In this paper, the map F l ͓•͔ is a polynomial of degree l. In order to estimate the parameters of this map, Eq. ͑4͒ has to be expressed in prediction error form as
where (k) is white noise and
and where (kϪ1) is a vector which contains linear and nonlinear combinations of terms of the form y(kϪi) and (kϪ j) up to and including time kϪ1. It should be noted that the model output regressors are linear and nonlinear combinations of degree up to l of the variables ͓ y(k Ϫ1) . . . y(kϪn y )͔. Hence the model dynamical order is n y . The indication kϪ1 in Eq. ͑5͒ is just a reminder that the latest information used by the model corresponds to time k Ϫ1, thus emphasizing the predictor character of the model. The independent variables of model ͑5͒, called regressors, for the sake of presentation were grouped in three sets, namely y (kϪ1) which includes linear and nonlinear combinations of output terms only ͑this is the deterministic part of the model͒, and ͓ y T (kϪ1) T (kϪ1)͔ T which includes nonlinear cross terms of output and residuals and linear and nonlinear combinations of residual terms ͓(kϪ j)͔ only. It is vital to realize that in making predictions only the deterministic part of the model will be used, that is ŷ (k) ϭ y y . The stochastic part of the model is used only during parameter estimation as a means of drastically reducing parameter bias induced by noise in the observations. This is a standard procedure in system identification ͑Ljung, 1987͒.
If model ͑5͒ is taken over a set of data with N observations, Eq. ͑5͒ can be used to define a set of equations ͑con-straints͒ that involve the unknown vector of parameters . Such a set of equations can be written in matrix form as
where ⌿R (NϪn y )ϫ(n p ϩn ) is known as the regressor matrix. Each column of this matrix is generated by taking each regressor in ⌿ T (kϪ1) over the data. The vector of residuals, , is defined as the difference between the vector of measured data, y, and the one-step-ahead prediction ⌿ . The parameter vector can be estimated by orthogonal leastsquares techniques ͑Chen et al., 1989͒. Hence parameter estimation is performed for a linear-in-the-parameters model which is closely related to Eq. ͑5͒ and which is represented as
where n p ϩn is the number of ͑process plus noise͒ terms in the model, ͕g͖ iϭ1 n p ϩn are constant parameters and the regres-
n p ϩn are constructed from the original monomials to be orthogonal over the data records. Finally, parameters of the model in Eq. ͑5͒ can be calculated from the
A criterion for selecting the most important terms in the model can be devised as a by-product of the orthogonal parameter estimation procedure. The maximum mean-squared prediction error ͑MSPE͒ of the signal is by definition y 2 (k), where the overbar indicates time averaging. Hence squaring Eq. ͑8͒ and taking time average gives rise to squared terms of the form w i 2 (k) and a great number of cross terms. Because of orthogonality only w i 2 (k) and 2 (k) will not vanish. Therefore, the reduction in the MSPE due to the inclusion of the ith term, g i w i (k), in the auxiliary model of Eq. ͑8͒ is (1/N)g i 2 w i 2 (k). Expressing this reduction as a percentage of the signal total MSPE yields the error reduction ratio ͑ERR͒
The error reduction ratio, defined in Eq. ͑9͒, yields a convenient way of ranking all possible candidate terms in decreasing order of importance. Hence those terms with large values of ERR are selected to form a parsimonious model. In practice Eq. ͑9͒ is unsuitable for computation because it requires knowing the parameters g i that have to be estimated. In fact, a compact and very efficient algorithm can be implemented to rank the candidate regressors in descending order of importance without needing prior knowledge of the parameters ͑Korenberg et al., 1988͒. This procedure has two major advantages, namely ͑i͒ it reduces inaccuracies due to numerical ill-conditioning, and ͑ii͒ aids in selecting the structure of the final model. The choice as to where to stop including terms into the model has to be decided by other means, for instance using information criteria. A similar model representation, but with a different structure selection procedure, has been used to analyze cardiovascular signals ͑Celka et al., 1999͒.
B. Data prediction
As mentioned before, the main idea of testing for determinism using predictions and surrogates consists of using some kind of predictor to make forecasts over real and surrogate data. Because the surrogates are designed to be random, unless the predictions over the data are significantly different from the surrogate counterparts there will be no evidence of determinism in the data. For reasons to be discussed below, it is important to notice that the predictions over the real data need not be better but must be qualitatively different from those obtained over the surrogates.
The idea of using predictions to assess data characteristics is not new. Sugihara and May ͑1990͒ used predictions as a means to distinguish low-dimensional chaos from noise ͑high-dimensional chaos͒. Casdagli ͑1991͒ used model predictions to quantify the degree of determinism and nonlinearity in several sets of data. Schreiber ͑1999͒ reviews prediction-based methods to detect nonlinear dynamics in data sequences. More recently, predictions have been used as a tool to detect determinism in physiological data ͑Cao, 1997; Govindan et al., 1998͒ . A common feature to most works is that the prediction used is based on local linear prediction techniques ͑Farmer and Sidorowich, 1987͒ which typically require generous amounts of data in order to perform well.
In this article a global nonlinear predictor of the form ŷ (k)ϭ T (kϪ1) y is used to make forecasts over the measured data and respective surrogates. In this predictor, T (kϪ1) contains previously predicted values of the signal, therefore y(k) is sometimes referred to as the free-run prediction of the model or as to the model predicted output. Among the advantages of this approach the following can be listed: ͑i͒ data requirements are much less exacting than for other methods ͑typically a few hundred observations are sufficient͒; ͑ii͒ the predictors are very compact and can be written in closed form; and ͑iii͒ predictors are globally nonlinear. Some important differences between local linear and globally nonlinear model structures have been commented in Kadtke et al. ͑1993͒ and Aguirre ͑1994͒. For each one of the 33 HRV 256-point time series, 16 random phase surrogates and 16 amplitude-adjusted surrogates were generated. NARMA models are then fitted to the first 200 points of each one of these 1089 sequences ͑a total of 33 original HRV sequences and 1056 surrogates͒. The details of the procedure will be given in the next section.
In order to compare model performance over the observed data and the surrogates, the following index was used:
where ŷ (k) is the free-run predicted signal, ȳ is the average value of the measured signal y(k) over an estimation data window of length L. The interpretation of Eq. ͑10͒ is straightforward. This index compares the model-predicted output performance with the trivial mean value predictor. Values smaller than unity indicate improvement compared to the ''trivial'' predictor and suggest a greater degree of predictability of the time series.
Therefore, for each training window ͑of measured data or surrogates͒ a different predictor was estimated. Such predictors are, in a sense, optimal for the given number of model terms and maximum lags ͑see below͒. It is also important to notice that for each training window, criterion ͑9͒ was used to select the most important regressors. The performance of each predictor on the measured data and respective surrogates were then compared. The results are summarized in Sec. VI.
A work that shares a number of common features with the procedure put forward in this paper has been published by Barahona and Poon ͑1996͒. The model representation ͑5͒ is the same and the index used to quantify predictor performance is very similar to Eq. ͑10͒. The main differences of the procedures are the following. Firstly, the objective is different. Barahona and Poon ͑1996͒ seek to establish if there are signs of nonlinearity in the data. To do this they fit linear and nonlinear models to the data and to surrogates. Unless the nonlinear models perform significantly better than the linear ones, the null hypothesis of a linear Gaussian process is not rejected. In this article we are concerned in finding determinism, which could turn out to be either linear or nonlinear. Secondly, Barahona and Poon ͑1996͒ use an information criterion to select the structure of the fitted models. The order of the terms considered is predefined and is always the same. In this article we also use an information criterion to decide when to stop including terms in the model, but criterion ͑9͒ is used to rank the candidate terms in order of importance. This is known to yield significantly better models. Thirdly, because the structure of our models is carefully chosen, free-run predictions are, in the vast majority of the cases, stable. This enables us to use such predictions to compare predictor performance in a way which is much more demanding and revealing. On the other hand ͑presumably because the models structure is somewhat inadequate͒, Barahona and Poon ͑1996͒ use one-step-ahead predictions to compare model performance. Finally, in this article, an autoregressive model is fitted to the data and a moving average is fitted to the residuals in order to ensure that (k) are white and therefore significantly reduce parameter bias.
V. THE ALGORITHM FOR TESTING DETERMINISM
The procedure followed in this work basically tries to assess if the performance of predictors is significantly better for the measured data when compared to the surrogates. As the latter are random by design, predictions should not be significantly better than the data average value, which can be considered a trivial predictor. If the performance of a predictor over measured data is significantly better from the average performance of predictions over the respective surrogates, then there is some evidence of determinism.
The proposed algorithm consists basically of three stages: ͑i͒ generation of surrogate data sets, ͑ii͒ NARMA modeling, and ͑iii͒ prediction and hypothesis testing. This section presents the complete procedure of the algorithm and illustrates how the algorithm performs with some well known systems.
A. Procedure
The following steps summarize the complete procedure. A few remarks are contained in each step to help choose the necessary parameters.
• Step 1. Given a time series y(k) 1 N , generate a surrogate data set. Phase randomized surrogate data and amplitudeadjusted surrogate data were considered in this work. Different surrogates may be used to model a class that is wider than the Gaussian linear process ͑Theiler et al., 1992͒, and an ad hoc surrogate can be designed in specific cases ͑Kaplan and Glass, 1993͒. Many realizations are recommended to validate the statistical test. In this article, 16 surrogates were generated for each class, giving a total of 32 for each time series to be tested.
• Step 2. Define n y , n e , and l, the maximum lag for the process terms, the maximum lag for the noise terms, and the degree of nonlinearity, respectively. Usually, n y and n e were set to 5 and 2, respectively. If some information about the system is known, it is possible to adjust these variables to better values. For example, smaller n y works better for a logistic map. The degree of nonlinearity was set to 2 for all tests. This has shown to give more stable models with the data at hand. Furthermore, for lϾ2 no significant improvement in model performance was observed. The models are nested since a model with n p terms has the n p Ϫ1 terms of the previous model plus a new term selected using ERR. All parameters, on the other hand, are totally different for each model. In this article the following values were used n min ϭ2 and n max ϭ20.
• Step 6. From the (n max Ϫn min ϩ1) NARMA models found in
Step 
B. Validation
Before using the algorithm to investigate the presence of determinism in HRV time series, it was tested using a wide variety of well-known short time series (Nϭ256). Model identification was carried out with 200 points, and the remaining 56 were compared with 56 free-run predicted points according to the error criterion given by the RMSE.
The first set of time series includes three deterministic systems: two continuous dynamical systems-Rössler and Lorentz-and one discrete map-the logistic equation. Since the time series taken from these systems are stationary and deterministic, it is expected that their prediction performance are superior to their respective surrogates, given a RMSE below unity for some prediction time. This scenario is referred to as the first paradigm in this article, namely: if the original time series is deterministic, the RMSE should be smaller than the mean RMSE of the surrogates ͑usually it is approximately 1͒. The first paradigm regards the rejection of the null hypothesis of randomness and it is possible to suggest the presence of a deterministic signature in the data. The Rössler's equation is defined ͑Rössler, 1976͒ by a set of equations ẋ ϭϪ(yϩz), ẏ ϭxϩ␣y, and ż ϭ␣ϩz(x Ϫ), with ␣ϭ0.2 and ϭ5.7. The sampling time was chosen according to Aguirre ͑1995͒. The time series was taken from the x-variable sampled at T s ϭ0.08.
The Lorenz equations are given by ẋ ϭ(yϪx), ẏ ϭx ϪyϪxz, and ż ϭxyϪ␤z, with ϭ10, ␤ϭ8/3, and ϭ28. This system was simulated and the time series was taken from the x-component sampled at T s ϭ0.04.
The logistic equation y(k)ϭy(kϪ1)͓1Ϫy(kϪ1)͔ was simulated for 11 values of the parameter , ranging from 2.99 to 3.99 with increments of 0.1. FIG. 5 . Each line corresponds to one well-known time series. The first column shows the original time series, the second column one of the 32 surrogates ͑random phase͒, and the third column presents the prediction performance, given by the prediction error RMSE, of the original time series ͑solid line͒ and the interval of two standard deviation around the mean RMSE of the surrogates ͑dotted line͒. Paradigm 1 is verified in ͑a͒, ͑b͒, and ͑c͒. The RMSE curves for the original time series were different from the mean RMSE of the surrogates, showing better performance over some prediction time ͓the scale of the ordinate in ͑a͒ and ͑c͒ starts at zero since the model fits very well and the RMSE approaches zero during some prediction time͔. According to the algorithm, the null hypothesis of randomness could be rejected, suggesting the presence of determinism in these time series. This is in agreement of the underlying dynamics. Paradigm 2 is verified in ͑d͒ and ͑e͒. The RMSE curve of the time series is most of the time inside the interval of 2 standard deviation, and no significant differences can be observed between the original and the surrogate series. Models cannot explain the dynamics of the time series better than the randomness in the surrogates and no determinism can be inferred. Figures 5͑a͒, 5͑b͒, 5͑c͒ show the time series, one example of its surrogates, and the prediction performance ͑RMSE͒ for each one of these dynamical systems. It can be verified that the algorithm worked well with all of them, since the results were coherent with the deterministic characteristic of the data. The prediction performance observed in these cases is the scenario of paradigm 1. Now, two stochastic processes are considered: a uniformly distributed random sequence with zero mean and unit variance, and a Gaussian random process. Since these time series are stationary and stochastic, it is expected that their prediction performance would be similar to their respective surrogates. This means that each predicted time series of length 56 is around its mean, giving a RMSE around one, for both the original and surrogates time series. This is the second paradigm considered in this article: if the original time series is stochastic, the graphical representation of the RMSE should be around ͑''around'' means plus-minus one standard deviation͒ the RMSE for the surrogates ͑usually it is approximately 1͒. In this case, the null hypothesis of randomness cannot be rejected and it is not possible to advocate for a deterministic signature in the data.
The algorithm was tested using 11 realizations of each process. The Gaussian random process can be represented by a randomly forced linear dynamical system ẋ ϭAxϩBe and yϭcx, where A and B are matrices of constants, c is a constant vector, and e is a Gaussian distributed time series. In this article the following values were used: Aϭ͓Ϫ11; Ϫ0.50͔, Bϭ͓0.5;0.5͔, and cϭ͓10͔. Figures 5͑d͒, 5͑e͒ show the time series, one example of its surrogates, and one representative example of the prediction performance ͑RMSE͒ for each one of these two stochastic processes. The results were coherent with the randomness characteristic of the data. No significant differences could be observed between the prediction performance of the original and the surrogate time series in 100% of all realizations of these processes, which is the scenario of paradigm 2. Therefore, no traces of determinism could be verified by the test.
To demonstrate the robustness of the algorithm in the presence of noise, the time series from the dynamical systems were corrupted with about 10% additive uncorrelated noise. The prediction performance suggested the presence of determinism in the data and demonstrated that paradigm 1 is still verified.
Tests using the HRV signals, to be discussed thoroughly in the next section, revealed that a given predictor over measured data can be significantly worse than the performance over surrogates. A bad performance could be caused by the fact that the dynamics underlying the identification window are different from those underlying the prediction window. This is a common situation when the data are nonstationary and the models are nonlinear, because such models are quite FIG. 6 . ͑a͒ Time series from a logistic map with nonstationarity in the prediction window ͑change of parameter in 15 points͒. The nonstationarity part of the prediction window can be identified by observing that the prediction performance becomes worse. ͑b͒ Time series from a logistic map with nonstationarity in both the identification and prediction windows ͑change of parameter in 15 points in each window͒. The prediction performance is worse in the nonstationary part of the prediction window. The nonstationarity in the identification window affects the overall performance of the predictor model.
FIG
. 7. This figure shows four cases that suggest determinism in the data. The prediction index is consistently better for the original HRV time series ͑solid line͒ than the prediction index RMSE computed for the surrogates ͑the mean of the index and an interval of one standard deviation is shown on both sides of the prediction curve for the surrogates-dotted line͒. These are typical scenarios of paradigm 1 in Table I . Observe how atenolol reduced the deterministic signature in the HRV signal of the rat #4. Notes: ctr-control protocol section; atatenolol protocol section; atr-atropine protocol section; ctr04-number identifies the rat.
sensitive to changes in the underlying dynamics. To test such a situation, nonstationarity was introduced in the dynamics of a logistic map. A few nonstationary time series were simulated by introducing changes in the parameter in the prediction window and in both prediction and identification windows. The nonstationarity caused the nonlinear models to predict worse in the nonstationary parts of the prediction window. Figure 6 shows two examples of this. In ͑a͒, change in was made in the prediction window and in ͑b͒, change in was made in both prediction and identification windows. This scenario is referred to as the third paradigm in this article, namely: if the original time series is nonstationary, the RMSE can be erratic, changing from smaller to bigger than the mean RMSE of the surrogates. When paradigm 3 is present, we suspect of nonstationarity in the data even though this may not be the case in general. In any case, the present algorithm cannot be applied, since, as it was stated earlier, the method relies on stationarity. Furthermore, if the data are really nonstationary, the null hypothesis can incorrectly be rejected because the surrogates are stationary, even if the data are random ͑Timmer, 1998͒.
VI. TEST OF DETERMINISM IN HRV SIGNALS
The 33 HRV 256-point time series and respective 16 random phase surrogates and 16 amplitude-adjusted surrogates were submitted to the test of determinism, according to the procedure described in the previous section.
The maximum lag for the process terms, n y , was set to 5 and the maximum lag for the noise terms, n e , was set to 2. The degree of nonlinearity was set to 2 for all time series. A degree of 3 did not give better performance and models became more unstable, due to overparametrization ͑Aguirre and Billings, 1995a͒.
Given n y , n e , and the degree of nonlinearity, 23 candidate terms were made available for the application of the ERR criterion ͑9͒, in order to rank them in order of importance. n min and n max were set to 2 and 20, respectively. Then, 19 models were identified using an identification window of 200 points. The model with the minimum Akaike's index was automatically selected as the predictor model.
It is interesting to note that the models for the surrogates had on average more linear terms ͑78.03%͒ than the models for the HRV time series ͑60.61%͒. This observation agrees with the fact that the surrogates used in this work are realizations of a Gaussian linear process and reinforces the idea that the HRV signals have nonlinear components.
The predictor was used to simulate the remaining 56 points of the time series and the RMSE index vector was calculated. The results are shown in Figs. 7 and 8. Note that the RMSE index for the surrogates is usually around 1 for all cases. An interesting feature seen in Fig. 7 is that the prediction performance over the data and surrogates tend to become similar after 16 points, which is equivalent to 4 s ͑re-call that the sampling time is 250 ms͒. It should be borne in mind that all forecasts are model free-run predictions. Because of the nature of the data, time correlations fade after 6 to 8 s. Consequently, the analysis should focus mainly on the first 4 s of forecasts which corresponds to, approximately, 22 heartbeats.
Paradigm 1 discussed above is the scenario of Fig. 7 , when measurement predictions are better than surrogates. As the predictor is moved along the complete data set, the performance deteriorates indicating that the underlying dynamics are moving apart from the dynamics underlying the iden-TABLE I. The lines in this table refer to the protocol sections used to collect the HRV time series: control, atenolol, and atropine. Column ''Paradigm 1'' presents the percentage number of time series in each protocol section that show strong evidence of determinism ͑Fig. 7͒. The prediction performance of the original HRV time series is superior to the prediction performance of the surrogates. The hypothesis of randomness in the data can be rejected. Autonomic blockade by atenolol and atropine seems to reduce the predictability of the HRV signals. The column ''Paradigm 2'' shows the percentage of the time series that appears to be random. It is not possible to advocate for a deterministic signature in the HRV signal since the performance of the prediction over measured data is similar to the performance over surrogates ͑Fig. 8͒. The null hypothesis of randomness cannot be rejected in this case. Because a few HRV time series seems to be random, it is possible to suggest that the deterministic dynamics is predominant in the HRV time series. The column ''Paradigm 3'' shows the percentage number of time series that were left out of the analysis, since they may be nonstationary, even though they passed the stationarity tests discussed in the Sec. II B ͑Fig. 9͒. Considering the valid HRV time series ͑excluding those from paradigm 3͒, the column ''Suggest Determinism'' shows the percentage of the valid time series that suggest the presence of deterministic signature in the HRV signals. Control  55%  9%  36%  86%  Atenolol  36%  46%  18%  44%  Atropine  18%  64%  18%  22% FIG. 8. This figure presents three examples where it is not possible to advocate for determinism in the data. The prediction index curve for the original HRV time series ͑solid line͒ is most of the time inside the interval of one standard deviation from the mean of the surrogates ͑dotted line͒, and no longer significant differences can be observed between the original and the surrogate series. Models cannot explain the dynamics of the HRV signal better than the randomness in the surrogates. These are typical scenarios of paradigm 2 in Table I . Notes: ctr-control protocol section; at-atenolol protocol section; atr-atropine protocol section; ctr02-number identifies the rat.
Protocol Paradigm 1 Paradigm 2 Paradigm 3 Suggest Determinism
tification window. These results suggesting determinism consistently appeared in 86% of the cases computed for control HRV sequences, that is, when the data were collected before the administration of any drugs ͑baseline conditions͒. However, the results obtained for the HRV signals labeled atenolol and atropine, that is, date collected after the administration of autonomic blockade drugs suggest a loss of determinism. Similar results were also observed by Mansier et al. ͑1996͒ . After atropine injection, they observed a reduction of a predictability index using local linear predictors. The reduction of deterministic signature brings the time series closer to a stochastic signal. These results suggest that drugs ͑atenolol and atropine͒ affect the cardiovascular system by reducing the degree of determinism in HRV signal. The efferent activity of the autonomic nervous system at a cardiac level is substantially blocked and it seems that the dynamics of the cardiovascular control system loses some determinism. This might have an important physiological interpretation but more investigation should be carried out to better understand this phenomenon. Paradigm 2 discussed above is the scenario of Fig. 8 . These results do not suggest determinism in the data. It is not possible to advocate for deterministic signature in the HRV signal since the performance of the prediction over measured data is similar to the performance over surrogates. Only a small number of cases were classified according to this paradigm, suggesting that the determinism is prevalent in HRV signal.
A few HRV time series were classified according to paradigm 3, as presented in Table I ͑see Fig. 9 for two examples͒. Because paradigm 3 could be induced by nonstationarity, such time series were left out of the analysis, even though they passed the stationarity tests discussed above. More investigation is being carried out to elucidate more information about this paradigm. Table I presents a summary of the results. Recall that 33 HRV time series were analyzed: 11 for control, 11 for atenolol, and 11 for atropine protocol sections. For each protocol section, the results were classified according to the three paradigms discussed above. The column ''Paradigm 1'' presents the percentage number of time series in each protocol section that show strong evidence of determinism ͑Fig. 7͒. Note, as pointed out, how the autonomic drugs influence the predictability of the HRV signals. Smaller number of HRV time series showing determinism were found for atenolol and atropine protocol sections. The column ''Paradigm 2'' shows the percentage of the time series in each protocol section that appears to be random ͑Fig. 8͒. Because a few time series seem to be random, it is possible to suggest that the deterministic dynamics is predominant in the HRV time series. ''Paradigm 3'' is included in the third column of Table I to inform how many time series were left out of the test, since they may be inappropriate by the possible presence of nonstationarity.
VII. CONCLUSION
This article was concerned with the analysis of deterministic signature in heart rate variability ͑HRV͒ time series. No assumption was made regarding the dynamics of the system. By using NARMA modeling and surrogate data analysis, traces of determinism in the dynamics of the HRV signals under study have been found. The work considered 33 HRV time series obtained from Wistar rats submitted to pharmacological autonomic blockade. The results have shown that the prediction index is good ͑86% of the cases͒ before drug injection, which suggest the presence of determinism in the normal HRV signals. After pharmacological intervention, the prediction performance was no longer very different between the original and the surrogate series, which suggests that a deterministic signature is prevalent in the dynamics of a normal cardiac function. The apparent reduction of determinism for the cases, in which autonomic blockade drugs were administered, might have an interesting, but not obvious, physiological interpretation and more investigation in this direction is under way.
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