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Abstract--In the present paper we investigate various tructural properties ofa class of trlvalent 
network graphs, known as Moebius graphs, and then propose an O(N) optimal routing algorithm 
where N is the number of nodes in the graph. We also discuss the fault-tolerance aspects of such 
families of graphs. 
1. INTRODUCTION 
The interconnection topology plays an important role in the study of multiprocessor network de- 
sign and modeling the network by an undirected graph consitutes a major part of interconnection 
topology research. In this model the vertices (nodes) of the graph denote the different processors 
or sites of the network, while the edges represent the full duplex communication li es between the 
nodes. An important assumption is that the network graph is connected and any node can reach 
any other node either directly (if they are adjacent in the graph) or via some intermediate nodes. 
Any interconnection structure used to realize a computer network should be able to accommodate 
a large number of sites and should maintain low upper bound on internode distance (to minimize 
communication delay) and also low upper bound on the number of connections per processor (to 
minimize the cost of the network). Given a set of processors the objective of designing a network 
graph is twofold: to keep the degree of each node minimum and to make the diameter of the 
graph as small as possible. These two objectives inherently conflict with each other and different 
authors have proposed and investigated quite a large number of graph structures. One of the 
most interesting family of such graphs is that of the trivalent network graphs [1,2], where each 
node is constrained to have at most three neighbors. The best known trivalent graphs [1], named 
as Moebius graphs, allow N - 2 n processors to be connected in a network of diameter _~ [2n/2J 
for anyn> 1. 
Authors in [1] have established the aforementioned lower bound on the diameter of the graph 
and have proposed an algorithm that computes a path between any pair of nodes of length 
equal to that bound. But this lower bound is not apparently achieved in a moderately sized 
Moebius graph, and more importantly, in any given Moebius graph minimal paths between many 
pairs of nodes are much smaller than the said bound. When a graph is to be used to construct 
computer networks, it is very essential to compute the shortest or the minimal path between 
arbitrary pair of nodes in order to minimize the inter-processor communication delay. Although 
the algorithm in [1] computes paths within the lower bound of the diameter of the graph, it 
almost never produces the minimal path between two given vertices. Our purpose in this paper 
is to investigate in details the algebraic structure of such Moebius graphs and then to utilize 
those properties to develop an efficient O(N) algorithm for optimal routing between any pair of 
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vertices in the network graph. Throughout the rest of the paper we assume that the number N 
of nodes of the graph is T ~ for some integer n >__ 1. 
2. PROPERT IES  OF MOEBIUS GRAPHS 
Let n be a fixed integer greater than 1 and let 2" denote the set S = {s0s l . . . s , - l ] s l  E 
(0 ,1) ,  0 < i < n - 1). 
DEFINITION. The trivalent network graph, named as Moebius graph, or order n is defined to be 
an undirected graph G = (V, E) with vertex set V, ivm = 2 n and (u, v) E E, iff either u = f(r) ,  
or f - l (v ) ,  or g(v) , where f and g are two mapping functions (2" ---* 2") given by: 
f(so sl .. • s . -2  s . - l )  = s l  s2  . .  • s . - i  8o 
g(SOSl . . .Sn-2Sn-1)  = 8081. . .Sn -28n-1 .  
Here (so sl . . .  s ,_ l )  is the usual binary representation of any node in G. Similarly, the inverse 
functions f -1  and g-1 are defined as follows: 
f -1 ($0 . . .  8n-2 Sn-1) = 8n--1 80 . . .$n-2,  
g- l ( s0  s t . . .  s . -2  s , -1 )  = so s t . . .  
Obviously f is an asymmetric transition function (i.e., f (u)  = v.does not, in general, imply 
f ( r )  -- u), while g is symmetric (g(u) - v always implies that g(v) -- u), and, hence, the graph 
is trivalent. Moebius graphs of order 3 and 4 are shown in Figure 1. 
LEMMA 1. Let r and r' denote the run measures, i.e., the number of blocks of l 's and O's in 
the binary representation of two nodes v and v' in G. I f  v I is reached by a singJe asymmetric 
f ru i t ion ,  i.e., = or v' = then 
1) r I : r or r - 1, i f r  is even, and 
2) d = r or r + 1, i f r  is odd. 
PROOF. Since f consists of taking out one bit from the left end of v and putting its complement 
at the right end of v in forming r', it is clear that r ~ can differ from r at most by 1. We also 
observe that, whenever a binary vector starts and ends with the same symbol, 0 or 1, r has to 
be odd, and if v starts and ends with different symbols, r has to be even. It then readily follows 
that if r is even and r' = f(v), then r' can be either r or r - 1, and if r is odd, r ~ can be either 
ro r  r+ l .  | 
REMARK. It is clear that Lemma 1 holds when the function f is replaced by its inverse f -1 .  
LEMMA 2. Let r and r I denote the run measures of two nodes v and v I. I f  v' = g(v), then 
l r  - r ' l  = 1. 
PROOF. It follows directly from the definition of the function g that r' is either greater or less 
than r by exactly one. | 
Again this lemma holds if g is replaced by g-1. 
THEOREM 1. /n a Moebius graph G, the run measures of any pair of ~acent  vertices differ by 
at most 1. 
PROOF. It clearly follows from Lemma 1 and 2 and the definition of a Moebius graph. 
DEFINITION. Any cycle in a Moebius graph G consisting of only f-edges (induced by the asym- 
metric functions f 'o r  f - l )  is called an f-cycle. For example, (000, 001, 011, 111,110, 100, O00}is 
an f-cycle, as shown in Figure la. 
DEFINITION. The complement o[ a vertex u is a vertex v such that the binary representation 
of v is obtained by complementing the bits in the binary representation of u. For example, 
complement of the vertex lOll is the vertex 0100 in the Moebius graph of order 4. 
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'13dvalent etwork graphs and optimal routing 
f 
s s 0 f 0 l 
1 010 I01 
f 
Figure la. Moebius graph for n = 3. 
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Figure lb. Moebius graph for n = 4. 
LEMMA 3. All of the 2 n nodes of a Moebius graph of order n are partitioned into vertex disjoint 
f-cycles. 
PROOF. It follows directly from the definition that starting from an arbitrary vertex u, if the f 
function is repeatedly applied, a cycle of length at most 2n is traced in a Moehius graph of order 
n. Hence, all vertices are on some/-cycle. That these f-cycles are vertex disjoint follows from 
the observation that f (v l )  = u -- f(v2), if and only if vl = v2. II 
LEMMA 4. Any node and its complement must be in the same f-cycle. 
PROOF. It follows directly from the definition of the function f since any vertex can reach its 
complement by at most n repeated applications of the f-transition in a Moehius graph of order 
n. II 
THEOREM 2. /n a Moebius graph of order n there is at least one f-cycle of length 2p if[ n = pq 
and q is odd. 
PROOF. Let p he a positive integer, p _< n. Applying the f-transitions p times on any vertex 
vl - s0sl . . . sn -2sn-1 ,  we can reach a vertex v2 -- spsp+l . . .sn-1 i0~1 . . . ip-1.  For v2 to be 
the complement of vl, a set of relations among the different hits of vl must hold which is termed 
the set of consistency relations induced by p. Let this he denoted by CP~. Also let n = p +/c. 
To derive the consistency relations, the following two cases axe considered: 
Case 1: p _</c. In order that v2 is complement of vl, vl must be hit wise equal to v2. 
~1 - -  8081 • • • 8k -1  81~ 8k+1 • • ,8n -1 ,  
~ = s-p ~p+l  . . . ~ . -1  so  s l  . . . se -1 .  
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The bits on the right hand side of the dotted line are related by the following set of equstions: 
80 = Sk, 
81 = Sk+ 1, 
(1) 
8p-1 = an-1 .  
Similarly the bits on the left hand side are related by the set of equations 
Sp = SO, 
Sp+l  = 81, 
(2) 
an-1  = 8k- -1 .  
It may be noted that the equations in (1) are of the form s~ = si+k, 0 _< i ~ p -  1 and those in (2) 
are of the form s~ - ~_~, p < i < , - 1. Hence it can be easily checked that the consistency 
relation involving so will be of the form 
SO- -Sk  -- S . -2p  -- " "  -- SO, 
where the bits involved are always of the form san-~p or s,n-~p, a = [~p/n], ~ increases from 1, 
by a step of unity. This consistency relation is closed when an --/~p, i.e.,/~ -- n/(p, n), (p, n) 
being the GCD of p and , ,  and a - p/(p, , ) .  As long as any equation from (1) is used to get 
the consistency relation, the value of (~ - a) remains unchanged, as k - n - p. But the use 
of any equation from (2) increases the value of (/~ - a) by one. Furthermore, since p _< /c, to 
get the consistency relation, at least one equation from (2) is used between two successive uses 
of equations from (1). Hence the bits san-~p appears in complimented form in the consistency 
relation if ( /~-  a) is odd and in uncomplemented form otherwise. [For example, if n - 22, 
p = 2 and/~ = 20, the consistency relation for so is given by: so - -  822-2 .2  - "  s22-3 .2  " -  " ' "  = 
i22-10.2 = s22-11.2. Again i f ,  = 22, p = 6 and k = 16, the consistency relation for So is given 
by so = s22-s = 822-2 .6  - "  822-3 .6  ~ 82 .22-4 .6  = 82 .22-5 .6  - "  82.22-6.6 -.~ 82.22-7 .6  ~-- 83 .22-s .6  " -  
ss .22-9 .6  = ss .~-10 .e  = ss .22-11 .e . ]  
Similarly the consistency relation for any bit si, 1 < i < p -  1, which is not included in the 
consistency relation of s0, will include the bits of the form sa.-pe+~ or ~om-~p+i where, as before, 
= r/~p/.] and the bit will appear in complemented or uncomplemented form depending on 
whether (/~ - a) is odd or even. The number of bits in each of these consistency relations is 
n/(p, ,) since ~ increases from 1 to n/(p, n) in steps of unity. 
Case 2: p >/~. In this case also the bits s0,sl, . . . ,  s , -1 are connected by Equations (1) and (2). 
The only difference is that between two successive uses of equations from (2) at least one equation 
from (1) must be used to get a consistency relation. It can then be easily checked as in Case 1, 
that the consistency relation for any bit sl, 0 _< i _< p -  1, is of the form si = sa.-~p+i or i.._pv+~ 
where ~ =/~ - L~k/nJ = r~p/n], 1 </~ _< n/(p, n), and the bit is complemented or uncomple- 
mented, depending on whether (~-  a) is odd or even. [For example, if n - 22, p = 18 and k = 4, 
the consistency relation for so is given by so - s22-1s = s2.22-2.1s = ss.22-a.ls = s4.22-4 is = 
SS.22--5.1S --" 85.22--6.18 --" 86 .22- -7 .18 "-- 87 .22- -8 .18 - "  '~8.22--9.18 - "  89.22- -10.18 " -  89 .22- -11 .18"]  
Combining both the cases, it can be said that the consistency relation can be obtained, if and 
only if 
n - p is even. 
- - -  (p , . )  
We have to consider three possible cases: 
Case a: Let (p, n) - p. Hence, n - pq, q _> 1. Now for a consistency relation to exist, q must be 
odd. 
~'Yivalent etwork graphs and optimal routing 43 
Case b: Let p be an integer such that (p,n) = p. Hence p = ap where a > 1. The consistency 
relations for using f-transit ions/J  times can be obtained iff n - p / (p ,  n) is even, i.e., a is odd. 
Next it is shown that the consistency relations obtained by using p f-trausitions are exactly the 
same as those with p f-transitions. 
Let the bits in the consistency relations for p f-transitions be of the form scn-6~,+i or ~¢n-6~+i, 
0 < i < p - l ,  1 <_ 5 < n / (p ,n )  = n /p= q, 1 <_ ~ <_ p / (p ,n )  = a. Also let 5p = bn+r ,  
0 <_ r < n = pq. Hence r = 5p - bn = ap5 - bpq. Or we can write 
r = p (a 5 rood q). (3) 
Similarly, an - 5p = nrSp/n] - 5p = n (b + 1) - bn - r = n - r. Or we can write 
~n - 5p = n - p (a  5 rood q) or 0. (4) 
Since (p, n) = p and n = pq, p = ap, we have (a, q) = 1. Let 61 and 62 be two distinct values of 5 
and let a51 = mlq+r  and a52 = m2q+r. So a (51-52) = (ml -m2)  q # 0. Since (a, q) = 1, (51-52) 
must have q as a factor, which is impossible since 1 _< 51, 52 _< q. Hence, a51 rood q # a52 rood q 
when 51 # 62. Thus, from Equation (4), it can be seen that the bits sen-a~+~ in the consistency 
relations for p f-transitions are the same as those for p f-transitions. Furthermore, a5 -'- bq + c, 
where c - a5 rood q. So a (5 - ~) - bq - a~r + c "" (~ - 1) q - a¢ -I- c -- ~ (q - a) - q + e. Hence, 
c must be odd when (6 - ~) is even and vice versa. In other words, (5 - ~) is even or odd, 
depending on whether (c - 1) is even or odd. Since (c -  1) is the value for (/3 - c~) corresponding 
to a bit san-~p+l in the consistency relation for p f-transitions, both p and p produce the same 
consistency relation. 
Case c: For any 7 < P, (7, n) < p. Hence the consistency relation for 7 f-transitious will involve 
bits s~n-~p+i or ~n_~p+i, 1 < ~ < n/(7, n). Hence, ~max > nq/p, i.e., 7 will lead to different 
consistency relations from those ofp. It follows from (a), (b) and (c) that there is a cycle of half 
length p when n = pq and q is odd. I 
COROLLARY 1. For all n there exists in a Moebius graph of order n at least one f-cycle of length 
2n. 
COROLLARY 2. For odd n there exists exactly one f-cycle of  length 2. For even n, no such 
f-cycle of  length 2 exists. 
COROLLARY 3. lY n is prime, all but one f-cycles are of length 2n. I f  n is a power of 2 all f -cycles 
are  of length 2n. 
COROLLARY 4. Any f-cycle will contain vertices having at most two values of run measures, r 
and r + 1, where r is odd and 1 < r < n. 
THEOREM 3. / f (v l ,v2 , . . .  ,v2p) denotes an f-cycle of a Moebius graph o£ order n and i f  p < n, 
then there does not exist any i, j < 2p, such that vi is reached from vj by a single symmetric 
transition. 
PROOF. We prove this by contradiction. Let v = so sl . . .  s , - I  be a vertex in a f-cycle of length 
2p where n = pq and q (>1) is odd. Since the complement of v is reached by applying the 
f-transit ion p times, it is clear that, for 0 < i < p, 
s i  = sp+i  = s2p+i  - -  sap+i  = "'" = s (e -1 )p+i .  (5) 
Let fro(v) denote the vertex that is reached from v by successively applying f-transitions m times, 
m < 2p. Also let the same vertex be reached from v by a single g-transition, i.e., f 'n(v)  = g(v). 
Now 
fro(p) ._ Sm Sm+l . . .Sn-1  '~0,~1...,~m-1, and 
g(v) = so s l  s . - s ,~ . -2 ,~, , _ l  
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Since fro(v) is assumed to be equal to g(v), the following sets of equations are obtained: 
80 -" Sin, 
81 = 8m+1, 
8n-m-1  "- 8n -1 ,  
8n-m = 40, 
8n- -m+l  --" 81, 
8n--3 "-- 8m-a ,  (7) 
8n--2 = Sm--2~ 
8n-1  -" 8m--1. (8)  
Three possible range of values for m are considered now. 
Case 1: m -~ p. This directly leads to contradiction, since by Equation (5) So - ~p, while from (6), 
S 0 - "  8 m "-- 8p•  
Case 2: m < p. By Equation (8), s,-1 = 8m-1. Repeatedly applying Equations (6) and (5) 
and noting that with every use of (5) the bit gets complemented [this happens m/(p,  m) - 1 
times], we get that an-1 is either s~-i or ap-1. Similarly, by Equation (7) and repeated use of 
(5) and (6), we also get sn-a is either ~-a  or sp-8. Thus either of these two sets of relations 
{an_  1 "- Sp_ 1 and 8n_ s = Sp-3)  and  {8n--1 "-- ip--1 and S.-s = sp-s} will lead to contradiction, 
as by Equation (5), s , - i  = 8p-1 and an-8 = sp-3, since n = pq and q is odd. 
Case 3: p < m < 2p. All of the above discussions are also valid for m = p + r, 0 < r < m. 
Thus for p < n,g(v) cannot be equal to fr~(v) for m < 2p. Hence, the theorem is proved• | 
REMARK. It may be noted that for p = n, two vertices in an f-cycle may be linked by a single 
g-transition. This can be seen for n = 3 as in Figure 1. The next theorem deals with the vertex 
connectivity of Moebius graphs. 
THEOREM 4. For any two vertices u and v in a Moebius graph G, there exist at least two vertex 
disjoint paths connecting u and v. 
PROOF. It is noted that G is partitioned into vertex disjoint f-cycles and G remains connected 
via the symmetric transition g. Let us consider two such f-cycles cl and c2 and let u and v be 
two vertices uch that u E Cl, v E c2 and u = g(v). Also let fi and 0 denote the complementary 
vertices of u and v, respectively. Then from earlier results, it follows that g(0) = fi and ~ E cl 
and ~ E c2. Obviously, then the claim follows for all the vertices belonging to the two f-cycles cl 
and c~. If the two cycles el and c2 are not directly connected by any g-transition they must be 
connected via other f-cycles and two vertex disjoint paths can be found accordingly. The main 
point to observe is that if two f-cycles are connected by s g-transition, there must be another 
g-transition between the complementary vertices, and any vertex and its complimentary vertex 
always belong to the same f-cycle. Moreover, ff two vertices belong to the same f-cycle, the case 
is trivial, thereby proving the theorem. | 
Theorem 4 has an important consequence which can be utilized to ensure correct communic~ 
tion of messages in presence of faulty processor nodes in the computer network. Since there exist 
at least two vertex-disjoint paths between any pair of vertices, if one of these paths is rendered 
ineffective due to faults developed in any one of the processors in that path, the other path can 
be invoked to ensure correct propagation of data once the presence of the fault is made known. 
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3. OPTIMAL ROUTING USING HEURISTIC SEARCH 
In this section we utilize the general theory of heuristic search [3-5] to design an efficient O(N) 
algorithm to compute the minimal path between any two given vertices in a Moebius graph with 
N vertices. Of the two given nodes (between which the path is to be computed) one is called 
the start node, denoted by s, and the other is called the destination or the goal node, denoted 
by d. The basic idea of using the heuristic search of computing a path from a start node to a 
destination ode in a given symmetric graph is to generate all possible immediate successors of 
s and choose one among them which has the most potential to be its successor in the desired 
minimal path. The potential is measured in terms of an evaluation function that depends on 
the knowledge gained so far and some intrinsic heuristic estimate assigned to each node of the 
graph. This is repeated until the goal node is reached. The optimality of the computed path and 
the complexity of the algorithm depends on the choice of the evaluation function as well as the 
intrinsic heuristic estimates of the nodes. 
In our case of a Moebius graph with N(2n) nodes, the cost of a path is defined to be the 
number of edges in the path, i.e., all the edges in the graph are assumed to have unit cost (any 
node can reach its adjacent node in constant time). We'll use the algorithm C of [4] to design our 
routing algorithm. We use the following evaluation function ~(v) for any node v in G to direct 
the search: 
= + 
where 0(v) is the cost of the best path so far known, from the start node s to the node v, and ~(v) 
represents the heuristic estimate assigned to this node, v. The choice of this heuristic estimate 
function for different nodes in the search graph will critically determine the search results. We 
propose that given the destination ode d, any other node v in G is assigned a heuristic estimate 
as: 
- It(v) - r(d)[, 
where the function r returns the run measure of the vertex. The routing algorithm can now be 
described as follows, which will compute the minimal path between any two given nodes s and d 
in a given Moebius graph G. Here 0P~.N and CLOS~.n are two simple lists which are initially empty 
and R is a real variable. By convention the start as well as the destination ode are assigned 
zero heuristic estimate, i.e., ~(s) = ~(d) = 0. 
The Routing Algorithm 
Input: The graph G, two nodes s and d, and the the heuristic estimate function ~. 
Output: Length of the minimal path between s and d in G. 
Step 1: OPEN := s; R := 0; l)(s) := 0; ~(s) := 0; 
Step 2: Select a set S of nodes from flPF.~ such that s = {vlv E OPgN and ~?(v) < R}. Select a 
node m from S such that ~(m) is the smallest. If s is empty, then consider those nodes 
in OPEN with minimum £ values and select from them a node m with minimum 
value. Set R := ~(m). [Ties are resolved arbitrarily but always in favor of goal nodes.] 
Remove m from 0PEN and put it in CLOSgD. 
Step 3: If m happens to be the destination ode d, then exit with £(m) as the output. 
Step 4: Generate all the immediate successors of the node m (by applying the symmetric and 
asymmetric transition functions of the Moebius graph). For each immediate successor 
rn' of m, set y'(m') :---- ~(m) + 1. 
Step 5: If m' is not already in either OP~.N or CLOSF.D, set ~(m') : -" y~(m') and ~(m') :=  
9(m' )  + Put  m'  in  0P . 
Step 6: If rn' is already in OPgl| or in CLOS~n, and ~(m'), then set ~(m'): -- y'(m') and 
~(m') - ~(m') + ~(m'). If m' is  in CLOSRD, remove it and put it in OPF..N. 
Step 7: Go to Step 2. 
REMARKS. The above routing algorithm outputs the length of the minimal path between two 
given nodes s and d. And it is easy to trace the minimal path by using an additional linked list 
to remember the nodes m selected at step 2 of the algorithm. 
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DEFINITION. A heuristic estimate ~ is called admissible [4] if for all nodes v E G, ~(v) <_ c(v), 
where e(v) denotes the actual ength of the minimal path from v to d. 
THEOREM 5. The heuristic estimate function ~ as proposed in this section is adndssible. 
PROOF. We show that for any node v in the graph G, ~(v) <_. e(v), where e(v) denotes the 
minimal distance of v from the destination vertex d. Using Theorem 2, the result follows. 1 
THEOREM (~. The proposed routing algorithm always computes the minimal path between any 
pair of start and destination vertices in the graph G. 
PROOF. Follows from Theorem 3.1 of [4], since under the proposed heuristic estimate the search 
is always admissible. | 
DEFINITION. Given a search graph G and a destination of node d, a heuristic estimate ~is called 
consistent [3] iff for every pair of nodes (m, n) in G the following condition holds: 
- <_ c (m,  n ) ,  
where c(m, n) is the cost Of the shortest path joining the nodes m and n. 
THEOREM 7. The heuristic estimate ~(v) is consistent. 
PROOF. Assume the theorem is false. Then there exists a pair of nodes (m, n) such that 
- > c (m,  
Now we can write 
= I t (mr  - rCd) l ,  = - 
Substitution in the earlier equation yields 
I t (m) -  r (d) [ -  I t (n ) -  r(d)] > c(m, n). 
Since for any three integers A, B, and C we know that [A - B[ - [C -  B[ <_ [A - C[, we get 
I , ' (m)  - > 
From Theorem 1we know that the run measures of any two adjacent vertices in a Moebins graph 
differ by at most 1, and, hence, c(m, n) < Ir(m) - r(n)l , which contradicts he above. Hence, the 
theorem. | 
THEOREM 8. The proposed routing algorithm has an worst-case xecution time complexity of 
O(N), where N is the number of nodes in the Moebius graph G. 
PROOF. Follows from the consistency of the heuristic estimate [3,4]. 
REMARKS. The proposed algorithm works even in the presence of faulty nodes. Theorem 4 tells 
us that in a Moebius graph G, for any two given vertices, there exist at least two vertex disjoint 
paths. In absence of any faulty node, our algorithm picks up the minimal path between the two 
nodes. Now if any node becomes faulty, that node should not be used in computing the path. 
This can be easily accomplished by checking the presence of any known faulty node in the list 
0PEI at every stage of node selection from 0PEi in the Step 2 of the algorithm, and deleting that 
node from 0PBI[ (without putting it in CLOSED). But if the faulty node happens to invalidate the 
only minimal path between the nodes  and d, our algorithn will pick up the next best path (path 
of next smallest length). 
4. CONCLUSION 
In this paper, we have investigated, in detail, different structural properties of Moebins graphs 
which can be used for implementing computer networks. Then we have used those properties 
to design an efficient routing algorithm that computes the shortest path between any two given 
nodes in the network graph in only O(N) time. This is a significant improvement over the existing 
algorithm in [1], which computes a path always equal to the upper bound on diameter of the 
graph. We have shown that this family of Moebius graphs has also the fault-tolerance properties, 
i.e., for any two given nodes there exist in a Moebius graph two vertex disjoint paths. Thus any 
computer network developed on a Moebius graph is able to tolerate any arbitrary single node 
failure. We have also shown that our proposed routing algorithm works even in the presence of 
such node failures; it always picks up the shortest available path in the network, bypassing the 
faulty node. 
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