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We study the multivariate integration problem
∫
Rd f (x) ρ(x) dx,
with ρ being a product of univariate probability density functions.
We assume that f belongs to a weighted tensor-product repro-
ducing kernel Hilbert space of functions whose mixed first deriva-
tives, when multiplied by a weight function ψ , have bounded
L2-norms. Aftermapping into the unit cube [0, 1]d, the transformed
integrands are typically unbounded or have huge derivatives near
the boundary, and thus fail to lie in the usual function space set-
ting where many good results have been established. In our previ-
ous work, we have shown that randomly shifted lattice rules can
be constructed component-by-component to achieve a worst case
error bound of order O(n−1/2) in this new function space setting.
Using a more clever proof technique together with more restric-
tive assumptions, in this article we improve the results by proving
that a rate of convergence close to the optimal order O(n−1) can
be achieved with an appropriate choice of parameters for the func-
tion space. The implied constants in the big-O bounds can be in-
dependent of d under appropriate conditions on the weights of the
function space.
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1. Introduction
High-dimensional integrals arising from practical applications often take the form of multivariate
expected values∫
Rd
f (x)ρ(x) dx, (1)
where ρ(x) is a multivariate probability density function. Option pricing in mathematical finance
is one such example, in which case ρ(x) is often taken to be Gaussian. In this article, we assume
that ρ(x) is the product of univariate functions. In many applications, including option pricing in
the Black–Scholes model, a factorized form of the probability density function is typically achieved
by a preliminary coordinate transformation. In other cases, it may be useful to introduce artificially a
factorization of the integrand as in (1), by choosingρ(x) tomodel the general behavior of the integrand
for large values of |x|, and then defining f (x) to be the integrand divided by ρ(x). We shall consider
such an example in this article (of maximum likelihood estimation in statistics), in which it proves to
be useful to consider a number of possibilities for ρ(x), both Gaussian and non-Gaussian.
Quasi-Monte Carlo (QMC) methods can be used to approximate these integrals, after mapping the
integral to the unit cube (0, 1)d by changing the integration variable for each component of x to
the cumulative probability distribution which corresponds to that variable (see Section 2). However,
there is a well known difficulty, that this transformation often results in integrands which are either
unbounded near the boundary of the cube or have very large derivatives near the boundary. This often
means that the existing theory on QMC methods cannot strictly be applied, since the usual analysis
assumes that the transformed integrands are continuous and bounded in [0, 1]d, and their mixed first
derivatives are square integrable in (0, 1)d.
In recent articles [9,18], we addressed this problem by assuming that f belongs to specially
modified function spaces, and established that randomly shifted lattice rules can be constructed to
achieve a worst case error of order n−1/2. Using a more clever proof technique together with more
restrictive assumptions, in this article we improve upon the results of [9] by proving that a rate of
convergence close to n−1 can be achieved with an appropriate choice of parameters for the function
spaces.
The general setting is laid out in Section 2, and the main results are then stated and proved in
Section 3. In Section 4, we illustrate our results for a Poisson time series maximum likelihood integral.
2. Our setting
2.1. General framework
The problem is that of approximating an integral over Rd,
Iρ,d(f ) :=
∫
Rd
f (x)ρ(x) dx, (2)
where
ρ(x) =
d∏
j=1
φ(xj), (3)
and φ : R → R+ is a probability density function over R, i.e., φ(t) ≥ 0 and
∫∞
−∞ φ(t) dt = 1. In (3),
we have assumed for simplicity that the functional dependence in each factor of ρ is the same, but it
is easy to extend the results of this article to themore general case in which φ(xj) is replaced by φj(xj).
To avoid pathological situations, we shall assume that there is no interval on which φ(x) = 0.
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The first step in developing the approximation scheme is to map the integral to the unit cube. For
this purpose, we introduce the cumulative probability distribution Φ : R→ (0, 1) corresponding to
φ, i.e.,
Φ(x) =
∫ x
−∞
φ(t) dt,
and let Φ−1 : (0, 1) → R denote its inverse. Then, with the substitution u = Φ(x) := (Φ(x1), . . . ,
Φ(xd))T, we map the integral to the open unit cube (0, 1)d, obtaining
Iρ,d(f ) = Id(g) :=
∫
(0,1)d
g(u) du, with g(u) = f (Φ−1(u)), (4)
whereΦ−1(u) := (Φ−1(u1), . . . ,Φ−1(ud))T.
Under this mapping, for any normed linear space F of functions defined on Rd, there exists an
isometric space G of functions defined on (0, 1)d such that
f ∈ F ⇐⇒ g = f (Φ−1(·)) ∈ G and ‖f ‖F = ‖g‖G.
For convenience, in the following we shall define the function space setting with respect to F , but
analyze the integration error in G.
The general framework for the following function space setting and the error analysis is that used,
for example, in [9,18]. We restrict ourselves to weighted tensor-product reproducing kernel Hilbert
spaces F = H(KF ). The reproducing kernel KF : Rd × Rd → R is a function which satisfies
KF (·, y) ∈ F for all y ∈ Rd,
KF (x, y) = KF (y, x) for all x, y ∈ Rd, and
〈f , KF (·, y)〉F = f (y) for all f ∈ F and y ∈ Rd.
Since we consider tensor-product spaces, the reproducing kernel is of a product form, i.e.
KF (x, y) =
d∏
j=1
KF ,j(xj, yj) for all x, y ∈ Rd. (5)
Due to isometry between the two spaces, G = H(KG) is also a reproducing kernel Hilbert space, and
the kernel is given by
KG(u, v) = KF (Φ−1(u),Φ−1(v)) =
d∏
j=1
KF ,j(Φ−1(uj),Φ−1(vj)) for all u, v ∈ (0, 1)d.
To ensure that the initial error of the integration problem,
e0,d := sup
‖f ‖F ≤1
|Iρ,d(f )| = sup
‖g‖G≤1
|Id(g)|,
is finite, we need to assume that the function h(·) := ∫Rd KF (·, y) ρ(y) dy belongs to the spaceF , and
then
[e0,d]2 = ‖h‖2F =
∫
Rd
∫
Rd
KF (x, y)ρ(x)ρ(y) dx dy <∞.
Our proof techniques require an even stronger assumption that∫
Rd
KF (x, x)ρ(x) dx <∞.
Clearly, it implies that F is embedded in the ρ-weighted L2(Rd) space whose inner product is given
by
〈f , f˜ 〉L2,ρ :=
∫
Rd
f (x)f˜ (x)ρ(x) dx.
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Due to the product structure of KF and ρ, the above two conditions simplify to∫ ∞
−∞
∫ ∞
−∞
KF ,j(x, y)φ(x)φ(y) dx dy <∞ (6)
and ∫ ∞
−∞
KF ,j(x, x)φ(x) dx <∞ (7)
for all j = 1, 2, . . . , d.
A QMC rule with points t1, . . . , tn ∈ (0, 1)d approximates an integral over the unit cube
Id(g) =
∫
(0,1)d
g(u) du
by an equal-weight average
Qn,d(g) = 1n
n∑
k=1
g(tk).
The worst case error for a QMC rule in a function space G is defined as
en,d(t1, . . . , tn) := sup
‖g‖G≤1
|Id(g)− Qn,d(g)|.
It is well known that
[en,d(t1, . . . , tn)]2 =
∫
(0,1)d
∫
(0,1)d
KG(u, v) du dv
− 2
n
n∑
k=1
∫
(0,1)d
KG(u, tk) du+ 1n2
n∑
k=1
n∑
`=1
KG(tk, t`).
As a benchmark for comparison, we consider the QMC mean
[Mn,d]2 :=
∫
(0,1)nd
[en,d(t1, . . . , tn)]2 dt1 · · · dtn
= 1
n
(∫
(0,1)d
KG(u, u) du−
∫
(0,1)d
∫
(0,1)d
KG(u, v) du dv
)
.
Lattice rules are a family of QMC rules which were traditionally used for periodic integrands,
see e.g., [12]. Their role for non-periodic integrands was established in, e.g., [14,15]. By now it is
well known that good generating vectors can be constructed component-by-component using fast
algorithms and achieving near-optimal worst case error bounds in weighted Sobolev spaces, see e.g.,
[1–3,5,7,10,11,13]. See also [8] for a story on recent developments of lattice rules.
A shifted rank-1 lattice rule with generating vector z ∈ Zd and shift ∆ ∈ (0, 1)d is a QMC rule with
points given by
tk =
{
kz
n
+∆
}
, k = 1, 2, . . . , n,
where the braces around a vector indicate that we take the fractional part of each component in the
vector. Let en,d(z,∆) denote the worst case error for a shifted rank-1 lattice rule. Since wewant to use
random shifts, we study the ‘‘shift-averaged’’ worst case error
[eshn,d(z)]2 :=
∫
(0,1)d
[en,d(z,∆)]2 d∆
= −
∫
(0,1)d
∫
(0,1)d
KG(u, v) du dv + 1n
n∑
k=1
K shG
({
kz
n
}
, 0
)
,
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where
K shG (u, v) :=
∫
(0,1)d
KG({u+∆}, {v +∆}) d∆, u, v ∈ (0, 1)d,
is the shift-invariant kernel associated with KG. The shift-invariant kernel is actually a function of one
variable, sincewe can alwayswrite K shG (u, v) = κ({u−v}) for the function κ(t) := K shG (t, 0). We con-
struct the generating vector z one component at a time,minimizing the shift-averaged error [eshn,d(z)]2
in each step.
2.2. Specific function space setting
We now discuss the function spaces from [9], first introduced in [17], see also [4,16]. Due to the
tensor-product nature of the spaces, it suffices to consider just the univariate case. Letψ : R→ R be
a Lebesgue measurable and almost everywhere positive function. The space F consists of absolutely
continuous functions f : R→ Rwith derivative f ′ bounded in the following way:
‖f ′ψ‖2L2(R) =
∫ ∞
−∞
|f ′(x) ψ(x)|2 dx <∞,
that is, the function ψ is used as the weight function in a weighted L2-norm on the derivatives. This
space is a separable Hilbert space when equipped with the inner product
〈f , f˜ 〉F = f (0)f˜ (0)+ 1
γ
∫ ∞
−∞
f ′(x)f˜ ′(x)ψ2(x) dx,
and the norm is given by ‖f ‖F = 〈f , f 〉1/2F . Here, γ > 0 is a weight parameter introduced tomoderate
the relative importance of successive variables in the multivariate case. The value of γ affects the
inner product and the norm in F , but does not change the space itself. The choice of the function ψ ,
however, does change the space.
We assume that∫ y
x
1
ψ2(t)
dt <∞ for all finite x and y,
for which an obvious sufficient condition is that ψ be positive and continuous on (−∞,∞). Then, it
is easily verified that F is a reproducing kernel Hilbert space with the kernel
KF (x, y) = 1+ γ ηF (x, y), (8)
where
ηF (x, y) =

∫ min(x,y)
0
1
ψ2(t)
dt if x, y > 0,∫ 0
max(x,y)
1
ψ2(t)
dt if x, y < 0,
0 otherwise.
For this function space, conditions (6) and (7) are equivalent to
C0 :=
∫ 0
−∞
Φ2(t)
ψ2(t)
dt +
∫ ∞
0
(1− Φ(t))2
ψ2(t)
dt <∞, (9)
and
C1 :=
∫ 0
−∞
Φ(t)
ψ2(t)
dt +
∫ ∞
0
1− Φ(t)
ψ2(t)
dt <∞, (10)
respectively, as is shown by the following lemma.
140 F.Y. Kuo et al. / Journal of Complexity 26 (2010) 135–160
Lemma 1. For each j = 1, 2, . . . , d, assume KF ,j(x, y) is defined by (8) with γ replaced by γj. Condition
(6) holds if and only if C0 <∞, in which case∫ ∞
−∞
∫ ∞
−∞
ηF (x, y)φ(x)φ(y) dx dy = C0.
Condition (7) holds if and only if C1 <∞, in which case∫ ∞
−∞
ηF (x, x)φ(x) dx = C1.
Proof. For simplicity we prove only the second part, leaving the first part to the reader. From (8), we
have ∫ ∞
−∞
KF ,j(x, x)φ(x) dx = 1+ γj
∫ ∞
−∞
ηF (x, x)φ(x) dx,
with ∫ ∞
−∞
ηF (x, x) φ(x) dx =
∫ 0
−∞
(∫ 0
x
1
ψ2(t)
dt
)
φ(x) dx+
∫ ∞
0
(∫ x
0
1
ψ2(t)
dt
)
φ(x) dx
=
∫ 0
−∞
(∫ 0
−∞
1
ψ2(t)
1t>x dt
)
φ(x) dx+
∫ ∞
0
(∫ ∞
0
1
ψ2(t)
1t<x dt
)
φ(x) dx, (11)
where 1 denotes the indicator function. On the other hand, C1 involves the same iterated integrals
with the order reversed,
C1 =
∫ 0
−∞
(∫ 0
−∞
φ(x)1t>x dx
)
1
ψ2(t)
dt +
∫ ∞
0
(∫ ∞
0
φ(x)1t<x dx
)
1
ψ2(t)
dt. (12)
Fubini’s theorem implies that (11) is finite if and only if (12) is finite, and if either is finite then the
corresponding integrals in the two expressions are equal. 
The reproducing kernel in the d-dimensional space is then given by (5), with KF ,j as in (8), but with
γ replaced by γj. (We could also replace ψ by ψj, but for simplicity in the following we shall take the
same function ψ for each dimension.)
2.3. Five families of probability distributions
In this article, wewill consider five families of probability distributions, namely, the normal family,
the logistic family, the double-sided exponential family, the Student family, and the rational family. A
summary of these five families are presented in Table 1.
It happens that for all five families the density functions are symmetric about x = 0, and are in-
creasing on (−∞, 0). Thus,
φ(−x) = φ(x) and Φ(−x) = 1− Φ(x) for all x ∈ R,
and
Φ−1(1− u) = −Φ−1(u) for all u ∈ (0, 1).
Unavoidably, all the inverse cumulative distribution functions Φ−1 : (0, 1) → R are unbounded at
the boundary.
We especially favor the normal, the logistic, and the Student families because the density functions
φ are smooth, and hence the inverse cumulative distribution functionsΦ−1 are smooth at least in the
interior of (0, 1). This has an impact on the features of the transformed integrands g = f (Φ−1(·)). As
we shall explain below, the logistic family and the Student family are equivalent, modulo constants, to
the double-sided exponential family and the rational family, respectively. It is often more convenient
toworkwith the latter families, and that iswhy they are included.We nowprovide some details about
these families of distributions that will be needed later.
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Table 1
Five families of probability distributions with parameter ν > 0.
φ(x) Φ(x) Φ−1(u)
Normal
e−x2/(2ν)√
2piν
No closed form No closed form
Logistic
ex/ν
ν (1+ ex/ν)2
ex/ν
1+ ex/ν ν ln
(
u
1− u
)
Exponential
e−|x|/ν
2ν

1
2
ex/ν , x ≤ 0
1− 1
2
e−x/ν , x > 0

ν ln (2u) , u ∈
(
0,
1
2
]
ν ln
(
1
2− 2u
)
, u ∈
(
1
2
, 1
)
Student Tν
(
1+ x
2
ν
)−(ν+1)/2
,
where Tν = 1√
νpi
Γ ( ν+12 )
Γ ( ν2 )
No closed form No closed form
Rational
ν
2
(1+ |x|)−(ν+1)

1
2
(1− x)−ν , x ≤ 0
1− 1
2
(1+ x)−ν , x > 0

1− (2u)−1/ν , u ∈
(
0,
1
2
]
(2− 2u)−1/ν − 1, u ∈
(
1
2
, 1
)
• Normal family. Let φnor,ν(x) denote a normal density with standard deviation ν > 0. Mill’s ratio,
(1− Φnor,1(x))/φnor,1(x), has a well known expansion dating back to Laplace,
ex
2/2
∫ ∞
x
e−t
2/2 dt ∼ 1
x
(
1− 1
x2
+ 1 · 3
x4
− 1 · 3 · 5
x6
+ · · ·
)
for all x > 0.
With the aid of this, we can write
ν
x
(
1− ν
x2
)
φnor,ν(x) ≤ 1− Φnor,ν(x) ≤ νx φnor,ν(x) for all x > 0.
There is no closed form expression for Φ−1nor,ν(u), and this makes our later analysis more difficult
with the normal family.
• Logistic and double-sided exponential families. Letφlogit,ν(x) denote a logistic densitywith parameter
ν > 0. It is easy to see that the logistic density is equivalent, modulo constants, to the double-sided
exponential density φexp,ν(x). Indeed,
1
4
e−|x|/ν ≤ e
x/ν
(1+ ex/ν)2 =
1
(ex/ν + 2+ e−x/ν) ≤ e
−|x|/ν for all x ∈ R.
Thus, we have
1
2
≤ φlogit,ν(x)
φexp,ν(x)
≤ 2 and 1
2
≤ Φlogit,ν(x)
Φexp,ν(x)
≤ 2 for all x ∈ R,
and this yields
Φ−1exp,ν
(u
2
)
≤ Φ−1logit,ν(u) ≤ Φ−1exp,ν (min(1, 2u)) for all u ∈ (0, 1).
• Student and rational families. Let φstu,ν(x) denote a Student density with degree of freedom ν > 0.
We remark that the Γ (·) in the scaling constant Tν (see Table 1) denotes the gamma function.
There is no closed form formula for the cumulative distribution function. Fortunately, the Student
density is equivalent, modulo constants, to the rational density φrat,ν(x). Indeed, it is not hard to
verify that
min(1, ν) ≤ (1+ |x|)
2
1+ x2/ν ≤ 1+ ν for all x ∈ R.
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Table 2
Different combinations of φ(x) and ψ(x)with parameters ν > 0 and α > 0.
ψ(x) = e−x2/(2α) ψ(x) = e−|x|/α ψ(x) = (1+ |x|)−α
F contains, e.g., ex
2/(2β) with β > α F contains, e.g., ex/β with β > α F contains, e.g., (1+ x)β
with β < α + 12
φnor,ν(x) (9) holds iff α > ν Both (9) and (10) hold Both (9) and (10) hold
(10) holds iff α > 2ν
φlogit,ν(x) (9) holds iff α > ν Both (9) and (10) hold
φexp,ν(x) Both (9) and (10) fail (10) holds iff α > 2ν
φstu,ν(x) (9) holds iff 2α + 1 < 2ν
φrat,ν(x) Both (9) and (10) fail Both (9) and (10) fail (10) holds iff 2α + 1 < ν
Thus, we have
Bν ≤ φstu,ν(x)
φrat,ν(x)
≤ Aν and Bν ≤ Φstu,ν(x)
Φrat,ν(x)
≤ Aν for all x ∈ R, (13)
with
Aν := 2Tν
ν
(1+ ν)(ν+1)/2 > 1 and Bν := 2Tν
ν
[min(1, ν)](ν+1)/2 < 1. (14)
It then follows that
Φ−1rat,ν
(
u
Aν
)
≤ Φ−1stu,ν(u) ≤ Φ−1rat,ν
(
min
(
1,
u
Bν
))
for all u ∈ (0, 1). (15)
2.4. Role of the weight function ψ
The significance of the weight function ψ lies in the fact that by a proper choice, we can make
the space F very large or very small. Note that there is no requirement for ψ to be a probability
density function, i.e.,
∫∞
−∞ ψ(t) dt need not be 1. Furthermore, it is not essential that ψ be smooth in
R. For convenience, wewill considerψ to be of the form proportional to the normal, the double-sided
exponential, or the rational densities. Finally, as noted already, there is no reason why we need to
use the same choice of ψ for each dimension, though for simplicity we shall continue to do so in this
article.
Using Table 1 and the properties of the distributions discussed above, we can derive necessary
and sufficient conditions for (9) and (10) under various combinations of φ and ψ . These results are
summarized in Table 2.
Note that due to the symmetry of these families of distributions, the two integrals in (9) are equal,
and so are the two integrals in (10). We remark also that the scaling of the function ψ affects the
magnitude of C0 and C1.
2.5. Known results
We now review the results from [9]. Let (γ1, γ2, . . .) denote the sequence of weights, with γj > 0
being the weight for the inner product in dimension j. The inner product in d dimensions is given by
〈f , f˜ 〉F =
∑
u⊆{1,...,d}
 1∏
j∈u
γj
∫
R|u|
∂ |u|f
∂xu
(xu, 0)
∂ |u| f˜
∂xu
(xu, 0)
∏
j∈u
ψ2(xj) dxu
 ,
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where xu = (xj)j∈u and (xu, 0) denotes a d-dimensional vector whose jth component is xj if j ∈ u and
0 otherwise. The shift-invariant kernel associated with KG is of the form
K shG (u, v) =
d∏
j=1
(
1+ γj θ({uj − vj})
)
, u, v ∈ (0, 1)d,
with
θ(x) =
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
dt +
∫ 0
Φ−1(1−x)
Φ(t)− 1+ x
ψ2(t)
dt, x ∈ (0, 1). (16)
The QMC mean and the shift-averaged worst case error for lattice rules satisfy
[Mn,d]2 = 1n
(
d∏
j=1
(1+ C1γj)−
d∏
j=1
(1+ C0γj)
)
,
and
[eshn,d(z)]2 = −
d∏
j=1
(1+ C0γj)+ 1n
n∑
k=1
d∏
j=1
(
1+ γjθ
({
kzj
n
}))
,
where C0 and C1 are defined in (9) and (10). It was proved in [9] that a generating vector z∗ constructed
by the component-by-component algorithm satisfies
eshn,d(z
∗) < Mn,d.
Note that
∏d
j=1(1+ C1γj) = exp(
∑d
j=1 log(1+ C1γj)) ≤ exp(C1
∑d
j=1 γj). Thus, if
∑∞
j=1 γj <∞, then
we have eshn,d(z
∗) = O(n−1/2)with the implied constant independent of d.
3. Main results
3.1. Fourier series of θ
We write θ , given by (16), in terms of its Fourier series
θ(x) =
∑
h∈Z
θˆ (h)e2pi ihx, with θˆ (h) =
∫ 1
0
θ(x)e−2pi ihx dx.
It follows from the definitions of C0, C1, and θ in (9), (10), and (16) that
θˆ (0) =
∫ 1
0
θ(x) dx = C0 and
∑
h∈Z
θˆ (h) = θ(0) = C1.
We now compute the Fourier coefficients of θ . For h 6= 0, we have
θˆ (h) =
∫ 1
0
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
e−2pi ihx dt dx+
∫ 1
0
∫ 0
Φ−1(1−x)
Φ(t)− 1+ x
ψ2(t)
e−2pi ihx dt dx
=
∫ 1
0
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
e−2pi ihx dt dx+
∫ 1
0
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
e2pi ihx dt dx
= 2
∫ 1
0
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
cos(2pihx) dt dx.
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Splitting the integral over x ∈ (0, 1) into two atΦ(0), we can write
θˆ (h) = 2
∫ Φ(0)
0
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
cos(2pihx) dt dx
+ 2
∫ 1
Φ(0)
∫ Φ−1(x)
0
x− Φ(t)
ψ2(t)
cos(2pihx) dt dx
= 2
∫ 0
−∞
1
ψ2(t)
∫ Φ(t)
0
(Φ(t)− x) cos(2pihx) dx dt
+ 2
∫ ∞
0
1
ψ2(t)
∫ 1
Φ(t)
(x− Φ(t)) cos(2pihx) dx dt.
Using integration by parts, we obtain for h 6= 0∫ Φ(t)
0
(Φ(t)− x) cos(2pihx) dx = (Φ(t)− x) sin(2pihx)
2pih
∣∣∣∣Φ(t)
x=0
+
∫ Φ(t)
0
sin(2pihx)
2pih
dx
= sin
2(pihΦ(t))
2pi2h2
,
and similarly,∫ 1
Φ(t)
(x− Φ(t)) cos(2pihx) dx = sin
2(pihΦ(t))
2pi2h2
.
Thus,
θˆ (h) = 1
pi2h2
∫ ∞
−∞
1
ψ2(t)
sin2(pihΦ(t)) dt = 1
pi2h2
∫ 1
0
sin2(pihu)
ψ2(Φ−1(u))φ(Φ−1(u))
du.
Clearly, θˆ (h) > 0 and θˆ (h) = θˆ (−h) for all h.
Although in general Fourier coefficients take complex values, for the function θ the Fourier coeffi-
cients are real and positive. Moreover, since
∑
h∈Z θˆ (h) = C1 <∞, we are certain that θˆ (h) <∞ for
all h ∈ Z.
3.2. Worst case error bound for the component-by-component construction
The following theorem gives both lower and upper bounds on the shift-averaged worst case error
eshn,d(z
∗). The upper bound is obtained under the assumption that
∃C2 > 0 ∃r2 > 12 : θˆ (h) ≤
C2
|h|2r2 ∀ h 6= 0. (17)
If (17) holds, then according to the theorem the generating vector z∗ constructed by the component-
by-component algorithm satisfies
eshn,d(z
∗) = O(n−r2+δ), δ > 0.
The implied constant in the big-O bound is independent of d if
∞∑
j=1
γ
1
2r2−2δ
j <∞,
but depends on δ. The lower bound is obtained under the assumption that
∃C3 > 0 ∃r3 > 12 : θˆ (h) ≥
C3
|h|2r3 ∀ h 6= 0. (18)
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Ideally, we would like to have r2 as close to r3 as possible. Later, we shall obtain r2 and r3 for some
specific examples.
In the theorem, ζ (x) := ∑∞h=1 h−x for x > 1 denotes the Riemann zeta function, Zn := {1 ≤ z ≤
n : gcd(z, n) = 1} denotes the set of positive integers no greater than n that are relatively prime to n,
and ϕ(n) denotes Euler’s totient function, i.e., the number of elements in Zn.
Theorem 2. (a) Suppose that (18) holds. For any generating vector z , we have
[eshn,d(z)]2 ≥
1
n2r3
2ζ (2r3)C3γ1
1+ C0γ1
d∏
j=1
(
1+ C0γj
)
.
(b) Suppose that (17) holds. The generating vector z∗ ∈ Zdn constructed by the component-by-component
algorithm satisfies
[eshn,d(z∗)]2 ≤
1
[ϕ(n)]1/λ
(
d∏
j=1
(
(1+ C0γj)λ + 2ζ (2r2λ)Cλ2 γ λj
)− d∏
j=1
(1+ C0γj)λ
)1/λ
for all λ ∈ (1/(2r2), 1].
Proof. We begin by deriving an alternative formula for [eshn,d(z)]2. Using the Fourier series represen-
tation of θ , we can write
[eshn,d(z)]2 = −
d∏
j=1
(
1+ C0γj
)+ 1
n
n∑
k=1
d∏
j=1
(
1+ γj
∑
h∈Z
θˆ (h)e2pi ihkzj/n
)
.
Writing γ := (γ1, . . . , γd) and r(γ, h) :=∏dj=1 r(γj, hj), where
r(γ , h) :=
{
1+ C0γ if h = 0,
γ θˆ(h) if h 6= 0,
we have
[eshn,d(z)]2 = −
d∏
j=1
(
1+ C0γj
)+ 1
n
n∑
k=1
d∏
j=1
∑
h∈Z
e2pi ihkzj/n r(γj, h)
= −
d∏
j=1
(
1+ C0γj
)+ 1
n
n∑
k=1
∑
h∈Zd
e2pi ikh·z/nr(γ, h)
= −
d∏
j=1
(
1+ C0γj
)+ ∑
h∈Zd
h·z≡0 (mod n)
r(γ, h) =
∑
h∈Zd\{0}
h·z≡0 (mod n)
r(γ, h).
In the second to last step above, we used the property
1
n
n∑
k=1
e2pi ikh·z/n =
{
1 if h · z ≡ 0 (mod n),
0 otherwise.
Notice that the reciprocal of the function r(γ , h)definedhere is very similar to the function rα(γ , h)
in the definition of weighted Korobov spaces. Moreover, the error expression derived above is also
of the same form as the worst case error for weighted Korobov spaces. We will prove this theorem
following the argument in [2,5] for obtaining the optimal rate of convergence in weighted Korobov
spaces.
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Proof of (a). Since r(γ, h) > 0 for all h, we can obtain a lower bound to the error by dropping some
terms in the sum as follows:
[eshn,d(z)]2 =
∑
h∈Zd\{0}
h·z≡0 (mod n)
r(γ, h) ≥
∑
h∈Zd
h1 6=0,h1≡0 (mod n)
hj=0 ∀j=2,3,...,d
r(γ, h)
≥
∑
h1∈Z\{0}
h1≡0 (mod n)
C3γ1
|h1|2r3
d∏
j=2
(
1+ C0γj
)
= 1
n2r3
2ζ (2r3)C3γ1
1+ C0γ1
d∏
j=1
(
1+ C0γj
)
.
Proof of (b). We prove this result by induction. In the following, we will make use of Jensen’s
inequality multiple times; it states that if ak ≥ 0 for all k then∑k ak ≤ (∑k aλk )1/λ for all λ ∈ (0, 1].
For d = 1 and z∗1 ∈ Zn (thus, z∗1 has no factor in common with n), we have
[eshn,1(z∗1 )]2 =
∑
h1∈Z\{0}
h1≡0 (mod n)
r(γ1, h1) ≤
∑
h1∈Z\{0}
h1≡0 (mod n)
C2γ1
|h1|2r2 =
2ζ (2r2)C2γ1
n2r2
. (19)
For any λ ∈ (1/(2r2), 1], we can use 2λ ≤ 2, [ζ (2r2)]λ ≤ ζ (2r2λ), and n2r2λ ≥ ϕ(n) to verify that
2ζ (2r2) C2γ1
n2r2
≤
(
(1+ C0γ1)λ + 2ζ (2r2λ) Cλ2 γ λ1 − (1+ C0γ1)λ
ϕ(n)
)1/λ
.
This proves the error bound for d = 1.
Suppose that the error bound holds for z∗ ∈ Zdn. We now proceed to prove the error bound for
dimension d+ 1. We have
[eshn,d+1(z, zd+1)]2 =
∑
(h,hd+1)∈Zd+1\{0}
(h,hd+1)·(z,zd+1)≡0 (mod n)
r(γd+1, hd+1)r(γ, h)
= (1+ C0γd+1)
∑
h∈Zd\{0}
h·z≡0 (mod n)
r(γ, h)+
∑
hd+1∈Z\{0}
hd+1≡0 (mod n)
∑
h∈Zd
h·z≡0 (mod n)
r(γd+1, hd+1)r(γ, h)
+
∑
hd+1∈Z\{0}
hd+1 6≡0 (mod n)
∑
h∈Zd
h·z≡−hd+1zd+1 (mod n)
r(γd+1, hd+1)r(γ, h), (20)
wherewe separated out the hd+1 = 0 terms and partitioned the remaining terms into two parts based
on whether or not hd+1 is a multiple of n. The first part in (20) is precisely
(1+ C0γd+1)[eshn,d(z)]2.
Using the same estimate as in (19) for the sumover hd+1, we see that the second part in (20) is bounded
by
2ζ (2r2)C2γd+1
n2r2
(
[eshn,d(z)]2 +
d∏
j=1
(1+ C0γj)
)
.
Let E(zd+1) denote the third part in (20). Since we choose zd+1 ∈ Zn to minimize [eshn,d+1(z, zd+1)]2,
and the only dependence on zd+1 is in E(zd+1), we conclude that our choice z∗d+1 satisfies
E(z∗d+1) ≤ E(zd+1) ∀zd+1 ∈ Zn
H⇒ [E(z∗d+1)]λ ≤ [E(zd+1)]λ ∀zd+1 ∈ Zn ∀λ ∈ (0, 1]
H⇒ [E(z∗d+1)]λ ≤
1
ϕ(n)
∑
zd+1∈Zn
[E(zd+1)]λ ∀λ ∈ (0, 1].
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Using Jensen’s inequality, we can then write
[E(z∗d+1)]λ ≤
1
ϕ(n)
∑
zd+1∈Zn
( ∑
hd+1∈Z\{0}
hd+1 6≡0 (mod n)
∑
h∈Zd
h·z≡−hd+1zd+1 (mod n)
r(γd+1, hd+1) r(γ, h)
)λ
≤ 1
ϕ(n)
∑
zd+1∈Zn
∑
hd+1∈Z\{0}
hd+1 6≡0 (mod n)
∑
h∈Zd
h·z≡−hd+1zd+1 (mod n)
[r(γd+1, hd+1)]λ [r(γ, h)]λ
= 1
ϕ(n)
n−1∑
c=1
∑
zd+1∈Zn
∑
hd+1∈Z\{0}
hd+1≡−c z−1d+1 (mod n)
∑
h∈Zd
h·z≡c (mod n)
[r(γd+1, hd+1)]λ [r(γ, h)]λ,
where z−1d+1 denotes the multiplicative inverse of zd+1 in Zn, i.e., zd+1z
−1
d+1 ≡ 1 (mod n).
For fixed c ∈ [1, n− 1], we have {cz−1d+1 (mod n) : zd+1 ∈ Zn} = {czd+1 (mod n) : zd+1 ∈ Zn}. Let
g = gcd(c, n). Then, gcd(c/g, n/g) = 1 and
∑
zd+1∈Zn
∑
hd+1∈Z\{0}
hd+1≡−c z−1d+1 (mod n)
[r(γd+1, hd+1)]λ ≤
∑
z∈Zn
∑
hd+1∈Z\{0}
hd+1≡−c z (mod n)
Cλ2 γ
λ
d+1
|hd+1|2r2λ
=
∑
z∈Zn
∑
m∈Z
Cλ2 γ
λ
d+1
|mn− cz|2r2λ
= g−2r2λ
∑
z∈Zn
∑
m∈Z
Cλ2 γ
λ
d+1
|m(n/g)− (c/g)z|2r2λ
= g−2r2λ
∑
z∈Zn
∑
h∈Z\{0}
h≡−(c/g)z (mod n/g)
Cλ2 γ
λ
d+1
|h|2r2λ
≤ g−2r2λg
n/g−1∑
z=1
∑
h∈Z\{0}
h≡z (mod n/g)
Cλ2 γ
λ
d+1
|h|2r2λ
= Cλ2 γ λd+1g1−2r2λ
(
2ζ (2r2λ)− 2ζ (2r2λ)
(n/g)2r2λ
)
≤ 2ζ (2r2λ) Cλ2 γ λd+1
(
1− 1
n2r2λ
)
,
which is independent of c. Note that the condition λ > 1/(2r2) ensures that ζ (2r2λ) < ∞ and
g1−2r2λ ≤ 1. Then, we use
n−1∑
c=1
∑
h∈Zd
h·z≡c (mod n)
[r(γ, h)]λ =
∑
h∈Zd
h·z 6≡0 (mod n)
[r(γ, h)]λ
≤
∑
h∈Zd
[r(γ, h)]λ − [r(γ, 0)]λ
≤
d∏
j=1
(
(1+ C0γj)λ +
∑
hj∈Z\{0}
Cλ2 γ
λ
j
|hj|2r2λ
)
−
d∏
j=1
(1+ C0γj)λ
=
d∏
j=1
(
(1+ C0γj)λ + 2ζ (2r2λ) Cλ2 γ λj
)− d∏
j=1
(1+ C0γj)λ.
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Putting everything together, we conclude that for any z , the component z∗d+1 chosen by the algo-
rithm satisfies
[eshn,d+1(z, z∗d+1)]2 ≤ (1+ C0γd+1) [eshn,d(z)]2 +
2ζ (2r2) C2γd+1
n2r2
(
[eshn,d(z)]2 +
d∏
j=1
(1+ C0γj)
)
+
[
2ζ (2r2λ) Cλ2 γ
λ
d+1(1− n−2r2λ)
ϕ(n)
×
(
d∏
j=1
(
(1+ C0γj)λ + 2ζ (2r2λ) Cλ2 γ λj
)− d∏
j=1
(1+ C0γj)λ
)]1/λ
.
Using the error bound for z∗ from the induction hypothesis, together with Jensen’s inequality, 2λ ≤ 2,
[ζ (2r2)]λ ≤ ζ (2r2λ), and n2r2λ ≥ ϕ(n), we conclude that
[eshn,d+1(z∗, z∗d+1)]2 ≤
[(
(1+ C0γd+1)λ + 2ζ (2r2λ) C
λ
2 γ
λ
d+1
n2r2λ
+ 2ζ (2r2λ) Cλ2 γ λd+1
(
1− 1
n2r2λ
))
× 1
ϕ(n)
(
d∏
j=1
(
(1+ C0γj)λ + 2ζ (2r2λ) Cλ2 γ λj
)− d∏
j=1
(1+ C0γj)λ
)
+ 2ζ (2r2λ) C
λ
2 γ
λ
d+1
n2r2λ
d∏
j=1
(1+ C0γj)λ
]1/λ
≤ 1[ϕ(n)]1/λ
(
d+1∏
j=1
(
(1+ C0γj)λ + 2ζ (2r2λ)Cλ2 γ λj
)− d+1∏
j=1
(1+ C0γj)λ
)1/λ
.
This completes the proof. 
3.3. Rate of decay of θˆ (h)
In this subsection, we will bound θˆ (h) for a number of different combinations of φ and ψ to find
the constants C2, C3, r2, and r3 in (17) and (18). To provide an overview, we begin by summarizing the
values of r2 and r3 in Table 3 (cf. Table 2).
Wewill discuss each combination in Examples 1–6. Since all our choices of φ andψ are symmetric
about x = 0, we can write for h 6= 0
θˆ (h) = 2
pi2h2
∫ 1/2
0
sin2(pihu)
ψ2(Φ−1(u)) φ(Φ−1(u))
du. (21)
It suffices to consider just h ≥ 1.
We will make use of the following simple lemma.
Lemma 3. For h ≥ 1, we have∫ 1/2
0
u−1−a sin2(pihu) du ≤ ha 2pi
a
(2− a)a for all 0 < a < 1, (22)
and ∫ b/2
0
u−1−a sin2(pihu) du ≥ ha 2
ab2−a
2− a for all 0 ≤ a, b ≤ 1. (23)
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Table 3
Rate of decay of θˆ (h) for different combinations of φ(x) and ψ(x).
ψ(x) = e−x2/(2α) ψ(x) = e−|x|/α ψ(x) = (1+ |x|)−α
φnor,ν(x) Example 4 Example 5 Example 6
r2 = 1− ν
α
, r2 = 1− δ ∀δ ∈ (0, 12 ), r2 = 1− δ ∀δ ∈ (0,min( 12 , 98αν)),
α > 2ν,
r3 is unknown r3 is unknown r3 is unknown
φlogit,ν(x) Example 1 Example 2
φexp,ν(x) r2 = r3 = 1− ν
α
, r2 = 1− δ ∀δ ∈ (0,min( 12 , αν)),
α > 2ν
r3 = 1
φstu,ν(x) Example 3
φrat,ν(x) r2 = r3 = 1− 2α + 12ν ,
2α + 1 < ν
Proof. For the upper bound, we substitute t = hu, replace the upper limit h/2 by∞, and use sin2(pi t)
≤ pi2t2 for t ∈ [0, 1/pi ] and sin2(pi t) ≤ 1 for t ≥ 1/pi , giving∫ 1/2
0
u−1−a sin2(pihu) du = ha
∫ h/2
0
t−1−a sin2(pi t) dt
≤ ha
(
pi2
∫ 1/pi
0
t1−a dt +
∫ ∞
1/pi
t−1−a dt
)
= ha 2pi
a
(2− a)a .
For the lower bound,we substitute t = hu, replace the upper limit hb/2by b/2, anduse sin2(pi t) ≥ 4t2
for t ∈ (0, b/2], giving∫ b/2
0
u−1−a sin2(pihu) du = ha
∫ hb/2
0
t−1−a sin2(pi t) dt ≥ ha
∫ b/2
0
4t1−a dt = ha 2
ab2−a
2− a .
This completes the proof. 
Example 1. Consider the combination
φ(x) = φlogit,ν(x) and ψ(x) = e−|x|/α, with α > 2ν, ν > 0.
Using the explicit formulas from Table 1, we have for u ∈ (0, 1/2]
φlogit,ν(Φ
−1
logit,ν(u)) =
u(1− u)
ν
and ψ(Φ−1logit,ν(u)) =
(
u
1− u
)ν/α
.
Thus, we have from (21) that
θˆ (h) = 2ν
pi2h2
∫ 1/2
0
u−1−2ν/α(1− u)−1+2ν/α sin2(pihu) du.
We use the estimate 1/2 ≤ 1− u ≤ 1 for u ∈ (0, 1/2] to obtain
2ν
pi2h2
∫ 1/2
0
u−1−2ν/α sin2(pihu) du ≤ θˆ (h) ≤ 2
2−2ν/αν
pi2h2
∫ 1/2
0
u−1−2ν/α sin2(pihu) du,
and then take a = 2ν/α and b = 1 in (22) and (23) to conclude that C3h−2r3 ≤ θˆ (h) ≤ C2h−2r2 for
h ≥ 1, with
C2 = 2
1−2ν/αα2
pi2−2ν/α(α − ν) , C3 =
22ν/ααν
pi2(α − ν) , and r2 = r3 = 1−
ν
α
.
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It is easy to see that if we replace φ(x) = φlogit,ν(x) by φ(x) = φexp,ν(x), then we get the same values
of r2 and r3, but with different constants C2 and C3. 
Example 2. Next, we consider the combination
φ(x) = φlogit,ν(x) and ψ(x) = (1+ |x|)−α, with ν, α > 0,
that is φ(x) is the same as in the previous example, but ψ(x) has changed. For this combination, we
have the explicit formula
θˆ (h) = 2ν
pi2h2
∫ 1/2
0
u−1(1− u)−1
(
1+ ν ln
(
1− u
u
))2α
sin2(pihu) du. (24)
It is known that ln(y) ≤ c(y1/c − 1) for all c > 0 and y ≥ 1. Taking c = α/δ and y = (1 − u)/u,
we obtain for all u ∈ (0, 1/2]
1 ≤
(
1+ ν ln
(
1− u
u
))2α
≤
(
1+ αν
δ
[(
1− u
u
)δ/α
− 1
])2α
≤
(αν
δ
)2α (1− u
u
)2δ
≤
(αν
δ
)2α
u−2δ for all δ ∈ (0, αν).
This, together with the estimate 1/2 ≤ 1− u ≤ 1 for u ∈ (0, 1/2], leads to
2ν
pi2h2
∫ 1/2
0
u−1 sin2(pihu) du ≤ θˆ (h) ≤ 4ν
pi2h2
(αν
δ
)2α ∫ 1/2
0
u−1−2δ sin2(pihu) du.
Now restricting δ < 1/2, and taking a = 2δ in (22) for the upper bound and a = 0 and b = 1 in
(23) for the lower bound, we conclude that C3h−2r3 ≤ θˆ (h) ≤ C2h−2r2 for h ≥ 1, with
C2 = 2ν
pi2−2δ(1− δ)δ
(αν
δ
)2α
and r2 = 1− δ for all δ ∈
(
0,min
(
1
2
, αν
))
,
and
C3 = ν
pi2
and r3 = 1.
Again, if we replace φ(x) = φlogit,ν(x) by φ(x) = φexp,ν(x), then r2 and r3 remain the same, but the
constants C2 and C3 will change.
The δ in the upper bound is a proxy for a logarithmic factor. In fact, we may show that there exist
constants C ′2 and C
′
3 such that
C ′3h
−2(ln(h))1+2α ≤ θˆ (h) ≤ C ′2h−2(ln(h))1+2α
for sufficiently large h. This is shown in the Appendix. 
Example 3. Here, we consider the combination
φ(x) = φstu,ν(x) and ψ(x) = (1+ |x|)−α, with 2α + 1 < ν, α > 0.
First, we derive an upper bound for θˆ (h) given by (21). There is no explicit formula for Φ−1stu,ν(u).
Fortunately, using (13)–(15) and the monotonicity of the functions we can derive for u ≤ 1/2
ψ2(Φ−1stu,ν(u))φstu,ν(Φ
−1
stu,ν(u)) ≥ ψ2
(
Φ−1rat,ν
(
u
Aν
))
Bνφrat,ν
(
Φ−1rat,ν
(
u
Aν
))
=
(
2u
Aν
)2α/ν
Bν
ν
2
(
2u
Aν
)1+1/ν
,
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with the equality due to the explicit formulas from Table 1. This leads to
θˆ (h) ≤ 2
1−(2α+1)/νA1+(2α+1)/νν
νBνpi2h2
∫ 1/2
0
u−1−(2α+1)/ν sin2(pihu) du.
Taking a = (2α + 1)/ν in (22), we conclude that θˆ (h) ≤ C2h−2r2 for h ≥ 1, with
C2 = 2
2−(2α+1)/νA1+(2α+1)/νν ν
Bνpi2−(2α+1)/ν(2ν − 2α − 1)(2α + 1) and r2 = 1−
2α + 1
2ν
.
We can derive a lower bound for θˆ (h) in a similar way. From (13)–(15) and the monotonicity of
the functions, we have for u ≤ Bν/2
ψ2(Φ−1stu,ν(u))φstu,ν(Φ
−1
stu,ν(u)) ≤ ψ2
(
Φ−1rat,ν
(
u
Bν
))
Aνφrat,ν
(
Φ−1rat,ν
(
u
Bν
))
=
(
2u
Bν
)2α/ν
Aν
ν
2
(
2u
Bν
)1+1/ν
,
which yields
θˆ (h) ≥ 2
1−(2α+1)/νB1+(2α+1)/νν
νAνpi2h2
∫ Bν/2
0
u−1−(2α+1)/ν sin2(pihu) du.
Taking a = (2α + 1)/ν and b = Bν in (23), we see that θˆ (h) ≥ C3h−2r3 for h ≥ 1, with
C3 = 2B
3
ν
Aνpi2(2ν − 2α − 1) and r3 = r2 = 1−
2α + 1
2ν
.
It is easy to see that ifwewere to replaceφ(x) = φstu,ν(x)withφ(x) = φrat,ν(x) from the beginning,
then we just need to replace the numbers Aν and Bν both by 1 in the constants C2 and C3. 
Example 4. Here, we consider the combination
φ(x) = φnor,ν(x) and ψ(x) = e−x2/(2α), with α > 2ν, ν > 0.
It follows from (21) that
θˆ (h) = 2
√
2piν
pi2h2
∫ 1/2
0
exp
( [Φ−1nor,ν(u)]2
2ν
(
1+ 2ν
α
))
sin2(pihu) du.
We claim that
exp
( [Φ−1nor,ν(u)]2
2ν
)
≤ 1
u
for all u ∈ (0, 1/2). (25)
To prove this claim, first we write it in an equivalent form:
exp
([Φ−1nor,ν(u)]2/(2ν)) ≤ u−1 ⇐⇒ [Φ−1nor,ν(u)]2 ≤ −2ν ln(u)
⇐⇒ −Φ−1nor,ν(u) ≤
√−2ν ln(u) (26)
⇐⇒ Φ−1nor,ν(u) ≥ −
√−2ν ln(u)
⇐⇒ u ≥ Φnor,ν(−
√−2ν ln(u)),
noting that Φ−1nor,ν(u) < 0 for u ∈ (0, 1/2). Now, define f (u) := u − Φnor,ν(−
√−2ν ln(u)). The
function f is continuous on the interval (0, 1), and
f ′(u) = 1− 1
2
√
pi
√− ln(u) ≥ 0 for u ≤ e
−1/(4pi) ≈ 0.9235,
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indicating that f is increasing on (0, 1/2). Since f (0) = 0, this confirms that f (u) ≥ 0 for u ∈ (0, 1/2),
which proves our claim.
Hence, we have
θˆ (h) ≤ 2
√
2piν
pi2h2
∫ 1/2
0
u−1−2ν/α sin2(pihu) du.
Taking a = 2ν/α in (22), we conclude that θˆ (h) ≤ C2h−2r2 for h ≥ 1, with
C2 =
√
2piνα2
pi2−2ν/α(α − ν)ν and r2 = 1−
ν
α
.
We were unable to obtain a meaningful lower bound on θˆ (h). 
Example 5. Next, we consider the combination
φ(x) = φnor,ν(x) and ψ(x) = e−|x|/(2α), with ν, α > 0,
where φ(x) is as in the previous example but ψ(x) has changed. For this combination, we have
θˆ (h) = 2
√
2piν
pi2 h2
∫ 1/2
0
exp
( [Φ−1nor,ν(u)]2
2ν
− Φ
−1
nor,ν(u)
α
)
sin2(pihu) du
≤ 2
√
2piν
pi2h2
∫ 1/2
0
u−1 exp
(√−2ν ln(u)
α
)
sin2(pihu) du, (27)
with the inequality following from (25) and (26). It can be verified that exp(p
√
ln(y)) ≤ exp(p2/
(4q)) yq for all y ≥ 1 and p, q > 0. Taking p = √2ν/α, y = 1/u and q = 2δ, we obtain
θˆ (h) ≤ 2
√
2piν eν/(4α
2δ)
pi2 h2
∫ 1/2
0
u−1−2δ sin2(pihu) du for all δ > 0.
Now we restrict δ < 1/2, take a = 2δ in (22), and conclude that θˆ (h) ≤ C2h−2r2 for h ≥ 1, with
C2 =
√
2piν eν/(4α
2δ)
pi2−2δ(1− δ)δ and r2 = 1− δ for all δ ∈
(
0,
1
2
)
.
Again the δ hides a logarithmic factor; see the Appendix for details. 
Example 6. In our final example, we consider the combination
φ(x) = φnor,ν(x) and ψ(x) = (1+ |x|)−α, with ν, α > 0,
where φ(x) is as in the previous two examples but ψ(x) is different again. For this example, we have
θˆ (h) = 2
√
2piν
pi2h2
∫ 1/2
0
exp
( [Φ−1nor,ν(u)]2
2ν
) (
1− Φ−1nor,ν(u)
)2α
sin2(pihu) du
≤ 2
√
2piν
pi2h2
∫ 1/2
0
u−1
(
1+√−2ν ln(u))2α sin2(pihu) du, (28)
with the inequality following from (25) and (26). Using ln(y) ≤ c(y1/c − 1) for all c > 0 and y ≥ 1,
with c = α/δ and y = 1/u, we obtain
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(
1+√−2ν ln(u))2α ≤ (1+√2αν
δ
(
u−δ/α − 1))2α
≤
(
1+
√
2αν
δ
(
u−δ/α − 3
4
))2α
≤
(
2αν
δ
)α
u−2δ for all δ ∈
(
0,
9
8
αν
)
where for the second last step we used t ≤ t2 + 1/4 with t = √u−δ/α − 1, and for the last step
1 < 34
√
2αν/δ for δ ∈ (0, 9αν/8). Thus,
θˆ (h) ≤ 2
√
2piν
pi2h2
(
2αν
δ
)α ∫ 1/2
0
u−1−2δ sin2(pihu) du for all δ ∈
(
0,
9
8
αν
)
.
With the additional restriction δ < 1/2, we take a = 2δ in (22) and conclude that θˆ (h) ≤ C2h−2r2 for
h ≥ 1, with
C2 =
√
2piν
pi2−2δ(1− δ)δ
(
2αν
δ
)α
and r2 = 1− δ for all δ ∈
(
0,min
(
1
2
,
9
8
αν
))
.
As in Examples 2 and 5, the δ hides a logarithmic factor; see the Appendix. 
This completes the derivation of the results in Table 3.
3.4. Optimal rate of convergence
Let en,d(Qn,d) denote the worst case error of a general quadrature rule in our function space G. We
define the optimal rate of convergence by
r∗ := sup
{
r > 0 : lim
n→∞ en,d(Qn,d)n
r = 0
}
.
It is known from [16] that for any φ(x) andψ(x) and any sequence {Qn,d}∞n=1 of algorithms, each using
at most n function values, their worst case errors cannot converge to zero faster than 1/n even for the
scalar case (d = 1). That is, we have
r∗ ≤ 1.
In this article, we focus on shifted rank-1 lattice rules with random shift, and we base our theory
on the existence of a shift∆ for which the worst case error of a shifted lattice rule satisfies
en,d(z,∆) ≤ eshn,d(z).
It is easier to workwith the shift-averaged error eshn,d(z) both in theory and in practice. Thus, we define
also the optimal rate of convergence of the shift-averaged error,
rsh∗ := sup
{
r > 0 : lim
n→∞ e
sh
n,d(z)n
r = 0
}
.
We have trivially
rsh∗ ≤ r∗ ≤ 1.
From Theorem 2, it follows that
r2 ≤ rsh∗ ≤ r3,
where the left and right inequalities hold if (17) and (18) hold, respectively.
We now summarize the optimal rate of convergence for Examples 1–6 in Table 4 (cf. Table 3). The
results clearly show that we have the optimal rate of convergence r∗ = 1, when φ(x) vanishes much
faster than ψ(x) does; see Examples 2, 5 and 6. Note that in Examples 1 and 3, we know the exact
value of rsh∗ but it is unknown whether rsh∗ = r∗.
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Table 4
Optimal rate of convergence for different combinations of φ(x) and ψ(x).
ψ(x) = e−x2/(2α) ψ(x) = e−|x|/α ψ(x) = (1+ |x|)−α
φnor,ν(x) Example 4 Example 5 Example 6
1− ν
α
≤ rsh∗ ≤ r∗ ≤ 1, rsh∗ = r∗ = 1 rsh∗ = r∗ = 1
α > 2ν
φlogit,ν(x) Example 1 Example 2
φexp,ν(x) rsh∗ = 1−
ν
α
≤ r∗ ≤ 1, rsh∗ = r∗ = 1
α > 2ν
φstu,ν(x) Example 3
φrat,ν(x) rsh∗ = 1−
2α + 1
2ν
≤ r∗ ≤ 1,
2α + 1 < ν
4. Illustration
As an illustration of our theory, we consider the maximum likelihood approach to a class of highly
structured generalized responsemodels in statistics known as generalized linear mixed models. We be-
gin by recalling the problem in its original form aswell as a transformation proposed in [6, Example 1],
see [6] for a comprehensive discussion. We consider a simple parameter driven Poisson state-space
model. For our purposes here, the likelihood of the model parameters β , κ , and σ can be expressed as
L(β, κ, σ ) =
∫
Rd
(
d∏
j=1
exp
(
yj(wj + β)− ewj+β
)
yj
)
exp
(− 12wTΣ−1w)√
(2pi)d det(Σ)
dw, (29)
where the count data y = (y1, . . . , yd) is a given vector of nonnegative integers, and the covariance
matrix Σ is Toeplitz, with entries Σi,j = σ 2 κ |i−j|/(1 − κ2) for i, j = 1, . . . , d, and κ ∈ (0, 1). For a
given vector y, the goal is to find the combination of numbers (β, κ, σ ) that leads to the maximum
log-likelihood ln(L(β, κ, σ )). To solve this problem, we need to embed the likelihood integral calcu-
lation in an optimization procedure. Thus, we need to evaluate (29) many times with different input
parameters β , κ , and σ .
The focus of the experiments in [6] was on finding an appropriate transformation strategy for a
given set of input parameters (β, κ, σ ) to bring the integral (29) into the unit cube and then evaluate
the transformed integral using QMC methods. It was observed in [6] that this transformation process
plays a crucial role. The naive approach, i.e., simply diagonalizing the covariance matrixΣ = AAT and
using the substitution w = Ax to get independent standard normal densities and then mapping into
the unit cube using x = Φ−1nor,1(u), gives very poor results as already reported in [6]. On the other hand,
good results were obtained in that article after appropriate ‘‘recentering’’ and ‘‘rescaling’’, which we
explain below.
The integral (29) can be expressed as a constant times the integral
∫
Rd exp(F(w)) dw, with a
unimodal function
F(w) =
d∑
j=1
(
yj(wj + β)− ewj+β
)− 1
2
wTΣ−1w, (30)
whose gradient and Hessian are given by
∇F(w) = y − eβew −Σ−1w and ∇2F(w) = −diag(eβew)−Σ−1.
We find w∗ such that ∇F(w∗) = 0 and then takeΣ∗ = (−∇2F(w∗))−1, that is, w∗ is the stationary
point of F(w), andΣ∗ is a matrix which describes the curvature of F(w) atw∗. (Note that the ∗ in our
notation does not mean Hermitian transpose.) The stationary point can be found numerically using
Newton’s iteration. WritingΣ∗ = A∗A∗T, we can express the transformation process as follows:
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Rd
exp(F(w)) dw = det(A∗)
∫
Rd
exp(F(A∗x+w∗)) dx (31)
= det(A∗)
∫
Rd
exp(F(A∗x+w∗))
d∏
j=1
1
φ(xj)︸ ︷︷ ︸
f (x)
d∏
j=1
φ(xj)︸ ︷︷ ︸
ρ(x)
dx (32)
= det(A∗)
∫
(0,1)d
exp(F(A∗Φ−1(u)+w∗))
d∏
j=1
1
φ(Φ−1(uj))︸ ︷︷ ︸
g(u)=f (Φ−1(u))
du. (33)
The first step (31) translates and recenters the mode, and rotates and rescales the axes. This helps to
eliminate spiky integrands and takes care of integrands with support far away from the origin in Rd.
The second step (32) introduces a univariate probability density function φ and brings the problem
into the form (2). Finally, the last step (33) maps the integral into the unit cube using the inverse
cumulative distribution functionΦ−1 and transforms the problem into the form (4).
Encouraging results were obtained in [6] with the normal density φ(x) = φnor,1(x) and the logistic
density φ(x) = φlogit,0.6(x), combined with A∗ being either the Cholesky factor or the ‘‘principal com-
ponents’’ factor (based on the eigenvalue decomposition) ofΣ∗. Further numerical experiments indi-
cate that the Student density φ(x) = φstu,20(x) gives even better results. To get an idea of the features
of the transformed integrands g(u), in Fig. 1 we present graphs of some two-dimensional projections
from a 25-dimensional transformed integrand based on the three different density functions φ(x).
The general framework of the current article begins with an integral of the form (2). Thus, we need
to start our discussion for the maximum likelihood problem from the step (32). In the following, we
will consider three different choices of the density function φ(x).
4.1. Normal density
We begin with
φ(x) = φnor,1(x).
Then, the function f in (32) is
f (x) = (√2pi)d exp
(
d∑
j=1
(
yj((A∗x)j + w∗j + β)− e(A
∗x)j+w∗j +β
)
− 1
2
(A∗x+w∗)TΣ−1(A∗x+w∗)+ 1
2
xTx
)
= (√2pi)d exp
(
d∑
j=1
(
yj((A∗x)j + w∗j + β)− e(A
∗x)j+w∗j +β
+ e
βew
∗
j
2
(A∗x)2j − (Σ−1Tw∗)j(A∗x)j
)
− 1
2
w∗TΣ−1w∗
)
,
where (A∗x)j denotes the jth component of the matrix vector product A∗x, and where the last step
follows fromΣ∗−1 = Σ−1 + diag(eβew∗).
If (A∗x)j goes to+∞ for any j, then the exponent of f is dominated by−e(A∗x)j+w∗j +β and f (x) goes
to 0. Otherwise, if (A∗x)j goes to−∞ for any j, then the exponent of f is dominated by eβew∗j (A∗x)2j /2
and f (x) goes to∞. In turn, this explains the boundary behavior of the transformed integrand g(u) in
the first graph of Fig. 1.
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Fig. 1. Two-dimensional projections of different transformed integrands g(u).
After straightforward but long calculations, it can be shown that for f to belong to our function
space we would need to take
ψ(x) = e−x2/(2α),
with α satisfying α > 2ν = 2, yet small enough to control the growth of the factor
exp
(
d∑
j=1
eβew
∗
j
2
(A∗x)2j
)
.
In other words, we need
α <
eβ
2
∥∥∥diag (ew∗j ) A∗∥∥∥
2
.
This condition may be incompatible with α > 2, making the normal transformation of uncertain
validity, especially when d is large.
4.2. Logistic density
Consider next the logistic density function with parameter ν > 0,
φ(x) = φlogit,ν(x).
Then, the function f in (32) is
f (x) = νd exp
(
d∑
j=1
(
yj((A∗x)j + w∗j + β)− e(A
∗x)j+w∗j +β
)
− 1
2
(A∗x+w∗)TΣ−1(A∗x+w∗)
)
d∏
j=1
(
exj/ν + 2+ e−xj/ν) .
Clearly, the dominating terms of f are the negative exponential and negative quadratic terms in
the exponent. Thus, f (x) goes to 0 when any component of x goes to±∞, regardless of the value of ν.
Hence, the transformed integrand g(u) is always bounded, and this explains the features of the second
graph of Fig. 1.
Since the mixed derivatives of f are also dominated by f (x), it can be verified that the function f
belongs to our space for any choice of
ψ(x) = e−|x|/α, with α > 2ν.
Then, we have from Example 1 that
rsh∗ = 1−
ν
α
≤ r∗ ≤ 1.
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Alternatively, it can also be verified that f belongs to our space for
ψ(x) = (1+ |x|)−α,
with any choice of α. In this case, we have from Example 2 that
rsh∗ = r∗ = 1.
4.3. Student density
Finally, we take φ(x) to be the Student density function with degree of freedom ν > 0, that is,
φ(x) = φstu,ν(x).
Then, the function f in (32) is
f (x) = 1
T dν
exp
(
d∑
j=1
(
yj((A∗x)j + w∗j + β)− e(A
∗x)j+w∗j +β
)
− 1
2
(A∗x+w∗)TΣ−1(A∗x+w∗)
)
d∏
j=1
(
1+ x
2
j
ν
)(ν+1)/2
.
Again, the dominating terms of f are the negative exponential and negative quadratic terms in the
exponent. Thus, f (x) goes to 0 when any component of x goes to ±∞, regardless of the value of ν.
Hence, the transformed integrand g(u) is always bounded, and this explains the features of the third
graph of Fig. 1.
Similarly, we see that the mixed derivatives of f are dominated by f (x). Thus, to have f belonging
to our space we may take
ψ(x) = (1+ |x|)−α, with 2α + 1 < ν.
Then, we have from Example 3 that
rsh∗ = 1−
2α + 1
2ν
≤ r∗ ≤ 1.
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Appendix
To explain the role of δ in the exponent r2 from Examples 2, 5 and 6, we now use a different ap-
proach to obtain more precise rate of decay of θˆ (h). As we shall see, the exponent δ is to offset a
logarithmic factor.
Example 2 revisited. Here, we demonstrate that for sufficiently large h, there exist constants C ′2 and
C ′3 such that
C ′3 h
−2(ln(h))1+2α ≤ θˆ (h) ≤ C ′2 h−2(ln(h))1+2α.
From Example 2, we see that θˆ (h) has an upper bound given by
θˆ (h) ≤ 2ν
pi2−2δ(1− δ)δ
(αν
δ
)2α
h−2+2δ for all δ ∈
(
0,min
(
1
2
, αν
))
.
158 F.Y. Kuo et al. / Journal of Complexity 26 (2010) 135–160
We take δ = 1/ ln(h) with h > emax(2,1/(αν)), so that the condition on δ is satisfied. Then h2δ = e2,
pi2−2δ > pi , 1− δ > 1/2, and thus
θˆ (h) ≤ 4νe
2(αν)2α
pi
h−2(ln(h))1+2α for all h > emax(2,1/(αν)).
This proves the upper bound.
To prove the lower bound, we need the following result: for any measurable and monotonically
decreasing function q : [0,∞)→ R+, we have∫ h/2
1/4
q(t) sin2(pi t) dt ≥ 1
4
∫ bh/2−5/4c+5/4
1/4
q(t) dt for all h ≥ 3. (34)
Indeed, let `∗ := bh/2− 5/4c. Since sin2(pi t) ≥ 1/2 on any subinterval [j+ 1/4, j+ 3/4], j ∈ Z, we
have ∫ h/2
1/4
q(t) sin2(pi t) dt ≥ 1
2
`∗∑
j=0
∫ j+3/4
j+1/4
q(t) dt
≥ 1
4
`∗∑
j=0
[∫ j+3/4
j+1/4
q(t) dt +
∫ j+5/4
j+3/4
q(t) dt
]
= 1
4
∫ `∗+5/4
1/4
q(t) dt,
with the second inequality due to the fact that q(t) is decreasing.
We are now ready to obtain a lower bound on θˆ (h). Substituting t = hu in (24), we have
θˆ (h) = 2ν
pi2h2
∫ h/2
0
h
t(h− t)
(
1+ ν ln
(
h− t
t
))2α
sin2(pi t) dt.
We split the integral into two parts: t ∈ [0, 1/4] and t ∈ [1/4, h/2]. For the integral over t ∈ [0, 1/4],
we use sin2(pi t) ≥ 8t2, h/(h− t) ≥ 1, and (h− t)/t ≥ 4h− 1 ≥ 3h for h ≥ 1. For the integral over
t ∈ [1/4, h/2], we use (34). This yields for all h ≥ 3
θˆ (h) ≥ 2ν
pi2h2
[
8(1+ ν ln(3h))2α
∫ 1/4
0
t dt
+ 1
4
∫ bh/2−5/4c+5/4
1/4
h
t(h− t)
(
1+ ν ln
(
h− t
t
))2α
dt
]
= ν(1+ ν ln(3h))
2α
2pi2h2
+ −1
2pi2h2(1+ 2α)
(
1+ ν ln
(
h− t
t
))1+2α∣∣∣∣∣
bh/2−5/4c+5/4
t=1/4
.
It is easy to show that
h− (bh/2− 5/4c + 5/4)
bh/2− 5/4c + 5/4 =

2h+ 3
2h− 3 if h is even
2h+ 1
2h− 1 if h is odd
 ≤ 115 for all h ≥ 3,
while (h− 1/4)/(1/4) = 4h− 1 ≥ 3h. These lead to
−
(
1+ ν ln
(
h− t
t
))1+2α∣∣∣∣∣
bh/2−5/4c+5/4
t=1/4
≥ (1+ ν ln(3h))1+2α − (1+ ν ln(11/5))1+2α
≥
(
1− (1+ ν ln(11/5))
1+2α
(1+ ν ln(9))1+2α
)
(1+ ν ln(3h))1+2α.
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On omitting the first term in the above lower bound, and using 1+ ν ln(3h) ≥ ν ln(h), we obtain the
desired lower bound for h ≥ 3, with
C ′3 =
ν1+2α
2pi2(1+ 2α)
(
1− (1+ ν ln(11/5))
1+2α
(1+ ν ln(9))1+2α
)
.
This completes our derivation. 
Example 5 revisited. Substituting t = hu in (27), we obtain
θˆ (h) ≤ 2
√
2piν
pi2h2
∫ h/2
0
t−1 exp
(√
2ν ln(h/t)
α
)
sin2(pi t) dt
≤ 2
√
2piν
pi2h2
[
pi2
∫ 1/pi
0
t exp
(√
2ν ln(h/t)
α
)
dt +
∫ h/2
1/pi
t−1 exp
(√
2ν ln(h/t)
α
)
dt
]
,
where we used sin2(pi t) ≤ pi2t2 for t ∈ [0, 1/pi ] and sin2(pi t) ≤ 1 for t ≥ 1/pi .
It can be verified that the first integrand t exp(
√
2ν ln(h/t)/α) is monotonically increasing in t if
h ≥ t eν/(2α2). Thus, the first integral can be bounded from above by substituting t = 1/pi , provided
that h ≥ eν/(2α2)/pi . On the other hand, the second integral can be bounded fromabove by substituting
t = 1/pi into exp(√2ν ln(h/t)/α). Hence, we have
θˆ (h) ≤ 2
√
2piν
pi2h2
[
exp
(√
2ν ln(pih)
α
)
+ exp
(√
2ν ln(pih)
α
)∫ h/2
1/pi
t−1 dt
]
= 2
√
2piν
pi2h2
(
1+ ln
(
pih
2
))
exp
(√
2ν ln(pih)
α
)
for all h ≥ e
ν/(2α2)
pi
.
Here, the dominating logarithmic factor is of the form ln(h) exp(c
√
ln(h)). 
Example 6 revisited. We follow the same general strategy as in the previous example. From (28), we
obtain
θˆ (h) ≤ 2
√
2piν
pi2h2
[
pi2
∫ 1/pi
0
t
(
1+√2ν ln(h/t))2α dt + ∫ h/2
1/pi
t−1
(
1+√2ν ln(h/t))2α dt] .
It can be verified that the first integrand is monotonically increasing in t if h ≥ t eα .
Following the argument in the previous example, we finally obtain
θˆ (h) ≤ 2
√
2piν
pi2h2
(
1+ ln
(
pih
2
))(
1+√2ν ln(pih))2α for all h ≥ eα
pi
.
The dominating logarithmic factor in this case is (ln(h))1+α . 
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