Abstract: Determination of the optimal configurations of identical point charges on a unit sphere, known as Thomson's problem, is a well-known energy optimization problem in physics. In this paper we have determined the minimum energy for various values of using Symbiotic Organisms Search (SOS) algorithm, up to = 200. The energy values considered in the study are found to be in good agreement with the existing values. Results are presented for various values of ranging from 3 to 200 along with the convergence graph. We found that SOS algorithm provides better optimal values of energy compared to hybrid approach of Evolutionary algorithm and Spectral Gradient for unconstrained condition (EA_SG2) method.
Introduction
Determination of the optimal configuration of point charges on a unit sphere is one of the well-known and unsolved problems in electrostatics. This is called Thomson's problem, named after the physicist Joseph John Thomson [1] , who, in 1904, studied a related but different arrangement of point charges in his plum pudding atom model to demonstrate the atomic structure. In this model, the repulsive point charges were the electrons embedded into a positive sphere which formed spherical shells, repelling each other with a force given by Coulomb's law. Thus, the potential energy of the system is: (1)
Where, is the electron charge, 0 is the permittivity of space, and is the distance between particles and .
Thomson's problem ranks 7 in the famous list of Steve Smale's [2] , 18 problems for our century, which have proved to be useful in many scientific and technological domains ranging from Biology [3] to telecommunication. While Thomson's plum pudding model could not withstand the experimental tests, the irregularities found in the numerical computations of energy values have been found to correspond with electron-shell filling in atoms [4] .
Apart from its physical significances, the Thomson's problem is useful in many other fields. In biology, it is the problem of determining the arrangements of the protein subunits which comprise the shells of spherical viruses (e.g. adenoviruses). In structural chemistry, it is the problem of finding regular arrangements for protein's S-layers (e.g. Archaea protein). It also has its applications in other fields as coding theory in mathematics, telecommunications (e.g. the Iridium LEO satellite constellation, cell access points for mobile phones, radio relays locations), sociology, economy, etc.
From an optimization point of view, the Thomson's problem is of great interest to computer researchers also, as it provides an excellent testing problem for new optimization algorithms, due to the exponential growth of the number of configurations with local minimum energy. Recently Min-Yuang Cheng and Doddy Prayogo [5] have developed Symbiotic Organisms Search (SOS), a new and powerful meta heuristic optimization algorithm. This algorithm simulates symbiotic interaction strategies that organisms use to survive in the ecosystem. A main advantage of SOS algorithm over other meta heuristic algorithm is that algorithmic operations do not require any specific algorithmic parameters. This algorithm is more efficient to provide the optimal solutions within very few iterations compared to other heuristic algorithms.
In this paper, mathematical modeling and the various approaches used to solve Thomson's are discussed in section (2) . In section (3) , an overview of the SOS algorithm used to solve Thomson's problem is presented. The implementation details of proposed algorithm and computational results are elaborated in sections (4) and (5) respectively. The conclusions drawn from the present study are elucidated in section (6).
Mathematical formulation of Thomson's problem
Given identical point charges placed at 1 , 2 ,…, in the surface of the unit sphere, the electrostatic potential energy between them is given as
Thomson's problem is to determine the configuration of those points that minimizes the energy in Eq 2. We denote the unit sphere by 2 in the Euclidean space, such that 2 = 3 ∈ ℝ 3 : ∥ ∥= 1 and = 1 , … , is the set of the point charges on 2 . The point ∈ 2 can be expressed with its three cartesian coordinates, but if we consider a spherical system, (̂,̂,̂), with = 1, … , , omitting the constant sphere radius = 1, the point can be parameterized by only two variables ∈ [0,2 ] and ∈ [0, ]. Therefore, we have, , = ̂,̂ and ̂= sin cos ̂+ sin sin ̂ + cos ̂, where (,,̂) are the unit vectors in cartesian coordinate system. Therefore, the distance between two point charges is given by: ∥ − ∥= ( , , , ).
( , , , ) = √2(1 − sin sin cos( − ) − cos cos
Where denotes longitude and denotes colatitude of the ℎ point charge, for = 1,2, … , . Hence our goal is to solve the following minimization problem,
The objective function is infinitely differentiable and has an exponential number of large local minimum energies. The number of unknowns are 2 . The fitness value need to be calculated using Equation (4) .
Many researchers have tried to solve Thomson's problem, using a variety of methods such as Generalized Simulated Annealing [6] , Monte Carlo approaches [7] , the steepest-descent and conjugate gradient algorithm [8] , [9] , Genetic Algorithm [10] , non monotone Spectral Gradient Method [11] , Particle Swarm Optimization [12] , Hybrid Approach using evolutionary algorithm and modified spectral gradient method(EA_SG2) [13] . Thomson's problem serves as an ideal benchmark for testing new global optimization algorithms.
Symbiotic Organisms Search (SOS)
The proposed SOS algorithm [5] simulates the interactive behaviour seen among organisms in nature. Organisms rarely live in isolation due to dependence on other species for sustenance and even survival. This dependence-based relationship is known as symbiosis.
A. The basic concepts of symbiosis
The word Symbiosis is derived from a Greek word, means living together. De Bary [5] used the term symbiosis in 1878 to describe the cohabitation behaviour of organisms of different species. Today, symbiosis is used to describe a relationship between any two distinct species. Symbiotic relationships may be either facultative, meaning the two organisms choose to cohabitate in a mutually beneficial but nonessential relationship, or obligate, meaning the two organisms depends on each other for their survival.
The most common symbiotic relationships found in nature are mutualism, commensalism and parasitism. Mutualism is a symbiotic relationship between two different species in which both are benefitted. Commensalism is a symbiotic relationship between two different species in which one benefits and the other is neutral or unaffected. Parasitism is a symbiotic relationship between two different species in which one benefits and the other is badly harmed.
Mutualism
Commensalism Parasitism Figure 1 . Symbiotic Relationship Figure 1 illustrates a group of symbiotic organisms living together in an ecosystem. Generally, organisms develop symbiotic relationship as a strategy to adapt to their environmental changes. Symbiotic relationships may also help organisms to increase their fitness and survival reward over the long-term. Therefore, it is reasonable to conclude that symbiosis is present and continues to shape and sustain all modern ecosystems.
B. The Symbiotic Organisms Search (SOS) algorithm
Existing meta heuristic algorithms simulate the natural biological strategy. For example, in Artificial Bee Colony (ABC) [14] , [15] , it simulates the scrounging behaviour of honeybee swarms. In Particle Swarm Optimization (PSO) [16] , it simulates the animal flocking behaviour. In Genetic Algorithm [17] , it imitates the process of organic evolution. In SOS algorithm, the process of searching the fittest organism through the symbiotic interactions are used. Initially SOS algorithm was formulated to solve numerical optimization over a continuous search space.
Analogous to other population-based algorithms, SOS algorithm also uses a population of candidate solutions to the necessary areas in the search space in the process of looking for the optimal global solution. SOS algorithm commences with an initial population called the initial ecosystem. In the initial ecosystem, a group of organisms are randomly generated within the search space. Each organism corresponds to one candidate solution of the problem. Each organism in the ecosystem is related to a certain fitness value, that reflects its degree of adaptation to survive.
Almost all metaheuristic algorithms adopts a sequence of operations at each iteration in order to generate new solutions for the next iteration. A standard GA [18] has two parameters, namely crossover and mutation. Harmony Search [19] offers three rules to amend a new harmony. They are memory considering, pitch adjusting and randomly choosing. Ant Bee Colony algorithm includes three phases to find the best food source. Those phases are the employed bee, onlooker bee, and scout bee phases. In SOS, new solution generation is governed by the similar interactions between two organisms in the ecosystem. Three phases that resemble the real biological interaction model are introduced. They are mutualism phase, commensalism phase and parasitism phase.
These characteristics of the symbiotic interaction is the main principle of each phase. The phase of interactions that benefits both the organisms is the mutualism phase; benefits one organism and do not affect the other is the commensalism phase; benefits one organism and actively harm the other is the parasitism phase. Each organism interacts with the other organisms randomly through all phases. This process is repeated for all the organisms in the ecosystems, until termination criteria are met.
Algorithm 1 describes these SOS algorithm procedures and each procedure is explained in the following section.
B.1 Mutualism phase
Mutualism is a symbiotic relationship, which benefits both participating organisms. For example, the relationship between butterfly and flowers. Butterfly sucks the nectar from the flowers that serves as a source of its livelihood -an activity that benefits butterflies. This activity also benefits flowers as it spreads the pollen grains in the due process, that helps in pollination. This phase imitates such mutualistic relationships.
In SOS algorithm, is an organism that corresponds to the ℎ member of the ecosystem. Another organism is then randomly selected from the ecosystem to relate with . Both organisms involve in a mutualistic relationship to enhance the survival advantage in the ecosystem. New candidate solutions for and are calculated based on the mutualistic symbiosis between organisms and , which is shown in Eq 5 and Eq 6.
= + rand (1, ) * ( − Mutual_Vector * 1 )
rand(1, ) in Equation (5) and Equation (6) is a vector of random numbers. The purpose of 1 and 2 is interpreted as follows. In nature, some mutualistic relationships might receive a maximum beneficial advantage for one organism than the other. In other words, organism A might receive a large benefit while interacting with organism B. Meanwhile, organism B might only get less benefit while interacting with organism A. Beneficial factors 1 and 2 are determined randomly as either 1 or 2. These factors represent the degree of benefit to each organisms. Figureure 2 shows the different steps involved in the mutualism phase. Equation (7) shows a vector called Mutual_Vector that represents the characteristics of relationship between organism and . The part of equation, ( − Mutual_Vector * 2 ), reflects the mutualistic behaviour to achieve the goal of increasing their survival advantage. According to the Darwin's evolution theory [20] , only the fittest organisms will prevail, all creatures are forced to increase their degree of adaptation to their ecosystem. Some organisms employ symbiotic relationship with others to enhance their survival habitation. The represents the highest degree of adaptation. Hence, is the global solution to denote the highest degree of adaptation such that, to increment the fitness of both the organisms. Finally, the new organisms are updated only if their new fitness is better than their previous fitness.
B.2 Commensalism phase

Figure 2. Mutualism Phase
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Commensalism is a symbiotic relationship in which one organism is benefitted and the other organism is unaffected. For example, The relationship between remora fishes and sharks. The remora shark sticks firmly to the shark and eats remnant food, thus obtaining a benefit. The shark hardly receives benefit and also unaffected by the activities of remora fish. Figure  3 shows the different steps involved in the Commensalism Phase.
Alike mutualism phase, an organism, is selected randomly from the ecosystem to interact with . In this context, organism tries to benefit from the interaction. However, organism is neither benefitted nor harmed from the relationship. The new solution of is calculated from Equation (8) that depicts a symbiotic commensalism relationship. The organism is updated only if its new fitness is better than its previous fitness. 
In this equation, the expression ( − ), reflects the advantageous benefit provided by to facilitate to enhance its survival in the ecosystem. The highest degree of adaptation in current organism is represented as .
B.3 Parasitism phase
Parasitism is a symbiotic relationship in which one organism receives maximum benefit while the other is actively harmed. For example, the symbiotic relationship between plasmodium and human beings. The parasite plasmodium utilizes its relationship with the anopheles mosquito in order to get into the human hosts. The parasite plasmodium flourishes and reproduces inside the human body, thus receiving benefit while the human host suffers malaria which is a fatal disease.
In SOS algorithm, organism is given a character similar to the anopheles mosquito in the creation of an artificial parasite called Parasite_Vector. Parasite_Vector is created in the search space by replicating organism by modifying the randomly selected dimensions using a random number. Organism is selected randomly from the ecosystem to be a host for the Parasite_Vector. The Parasite_Vector tries to substitute in the ecosystem. The fitness value is compared for both the organisms. If Parasite_Vector has a better fitness value, it will kill the organism and occupy its position in the ecosystem. If the fitness value of is better, will be immune to the parasite and will be able to live longer in that ecosystem. 
Implementation of SOS algorithm for Thomson's problem
This section introduces the step-by-step procedure for implementing SOS algorithm to the Thomson's Problem. The potential energy given in Equation (4) is our objective function. The search space for colatitudes and longitudes are (0, π) and (0,2π) respectively. Here the problem is demonstrated for = 2 charges.
Step 1: Ecosystem Initialization Initially, the ecosize and the maximum number of iterations are set.
 Number of organisms(eco_size)=10.  Maximum iteration(max_iter) =20.
The initial ecosystem is formed by generating random numbers between lower and upper bounds of the search space for the ecosystem size(eco_size) values and a design variable ( = 2) number, using random number generator in Matlab. This ecosystem is expressed as, where is the ecosystem, is the ecosystem for colatitudes, is the ecosystem for longitudes and is its corresponding fitness values.
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Figure 5. The complete outline of SOS algorithm
Step 2: Identify the best solution 2 has the minimum fitness value of the whole ecosystem. In this case 2 is identified as .
Step 3: Mutualism phase
Initially is set as 1, organism 1 is matched to . Meanwhile, organism is selected randomly from the ecosystem. In this case, 5 is selected as . Mutual_Vector is determined using Equation (7). Benefit Factors ( 1 and 2 ) are determined by randomly assigning value of either 1 or 2.  Mutual_Vector is determined for and as (1.0032015, 0.8543130) and (3.4010805, 3.958866) respectively.  1 = 1 and 2 = 1. New candidate solutions 1 and 2 are calculated using Eq 5 and Eq 6 . Step 4: Commensalism phase Organism 7 is selected randomly from the ecosystem. New candidate solutions 1 and 1 are calculated using Eq 8. Step 6: Go to step 2 if the current is not the last organism of the ecosystem. Otherwise proceed to step 7.
Step 7: Stop if one of the termination criteria is reached; or else return to step 2 and begin the next iteration.
All these seven steps are illustrated in the flow chart in Figure 5 . Although Thomson's problem is one of the difficult optimization problems in electrostatics, SOS algorithm determines the optimal solution even before it completes the maximum number of iterations. For = 11 case, the optimal solution reached with just 8 iterations in 0.16s.
Computational results
Figure 6. Convergence Plot
Minimizing Energy of Point Charges on a Sphere using Symbiotic The variable of our problem has the form ( 1 , 2 , … , ; 1 , 2 , … , ) where represents the number of points to be distributed on the surface of the sphere. SOS algorithm is implemented using MATLAB R2012a. This algorithm does not require any specific algorithm parameters. The minimum energy values obtained by implementing SOS algorithm is tabulated in the Table 1 . From the results presented in Table 1 , we can find that in most values of the SOS algorithm finds good approximate minimum energies given in the literature [13] . The SOS algorithm is also tested for large number of charges (up to a maximum of = 200) and their corresponding minimum energies are tabulated in the Table 2 . The spherical coordinates of the point charges for different values of are tabulated in the Table 2 .
The distribution of ten point charges is tested with different number of iterations and the solutions are tabulated in Table 2 . The maximum number of iterations has no effect on the energy values, after reaching convergence. This indicates a good convergence quality of the algorithm. The convergence plot is plotted for different values of . The program was tested for 100 iterations, but from the Figure 6 , we can infer that the optimal solutions converge within very few iterations. The distribution of point charges on a unit sphere is also plotted for = 10 and = 20 and it is shown in the Figure 7 . 
Conclusion
Symbiotic Organisms Search algorithm is implemented to minimize the energy of point charges on a unit sphere. It is found that SOS algorithm provides better optimum energy values as seen in Table 1 . Further, it is noted that SOS algorithm has good convergence characteristics. The convergence time needed for various cases is found to be very minimal, thereby saving computational resources. This method is found to give good approximate values of the energy to obtain optimal configurations of point charges on unit sphere.
