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Abstract
Buoyant plumes in cold fresh water are of interest because of the possibility of
buoyancy reversal due to the nonlinear relation between temperature and density
in water. Thus an initially rising plume may become a fountain. This project aims
to mathematically model such plumes and fountains using numerical simulation by
the means of a commercial software, Comsol Multiphysics. Both turbulent and lam-
inar cases were investigated in different geometries, and with the assumption that
density is a quadratic function of temperature. The turbulent flow cases as con-
sidered here in this thesis are relevant to practical applications such as industrial
discharge in cold lakes: whereas, the laminar flow case relates to laboratory experi-
ments which are typically at scales too small for the flow to be turbulent. Previous
investigation on warm discharge placed more attention on the biological implications
of the spread along the lake bed, and not interested in analysing the dynamics of
such flow, which turns out to be our focus. Furthermore, investigations on buoyant
plumes that become negatively buoyant at later time (fountain flow) as considered
previously, are based on the assumption that density is a linear function of tem-
perature: where entrainment always reduces buoyancy. Whereas, the consideration
of the temperature of maximum density is crucial and realistic in many practical
situations, especially the power station warm discharge. Mixing is then bound to
produce a mixture that is denser than both the discharge and the ambient water
if receiving water is less than Tm: where this situation differs from plumes with
linear mixing properties. Therefore, our focus is to better fathom the behaviour of
warm discharge so as to give a detailed description of the flow, and also to observe
buoyancy reversal whenever water that is denser than both the discharge and the
receiving water is produced. The simulations were carried out for Prandtl number
Pr = 7&11.4 and over the ranges of Froude number 0.1  Fr  5 and Reynolds
numbers 50  Re  106, with source temperatures that are assumed to be higher
than the temperature of maximum density Tm, and the ambient water below the Tm.
Our results show some distinct behaviours from those experimental investigations
by Bukreev, who also considered warm discharge where water that has temperature
above the temperature Tm is initiated into a medium below Tm. The results here
also showed some differences from those investigations with the linear dependence
relation assumption.
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CHAPTER 1
GENERAL INTRODUCTION
1
1.1. Introduction
1.1 Introduction
It is a known fact that temperature dependence of water density is non-monotonic.
In normal conditions, 3.98°C is the temperature of maximum density Tm for fresh
water at atmospheric pressure, sometimes taken as 4°C in numerical calculations;
and density differences are small for temperature variation between 0°C or 10°C.
This irregular behaviour in the property of water is the primary cause for a number
of phenomena (Bukreev, 2005). The study of such behaviour is an important area of
research and this can be found in many practical applications. When water masses
with temperatures on either sides of the temperature of maximum density (Tm) in
fresh water meet, then mixing will certainly produce a mixture that is denser than
either of the original water masses, a process known as "cabbeling" (Foster, 1972
and Bukreev & Gusev, 2011). This in turn leads to the formation of the phenom-
ena such as the formation of "thermal bar" (Zilitinkevich et al.1992). Sometimes a
buoyant plume can also experience buoyancy reversal (forming a fountain) as denser
fluid descends to the floor. This denser water on the floor in turn forms density
currents.
This behaviour is mostly found in lakes, especially in holomictic lakes, and in the
area where the two water masses meet, cabbeling water forms a descending plume
that draws in surrounding water, causing a sharp thermal front (Bukreev, 2005).
This thermal front was first noticed by Forel (1880), who called it the barre ther-
mique (thermal bar) as it forms a barrier between water masses with temperature
on either side of 4°C. A thermal bar is a hydrodynamic feature that develops within
the shores of holomictic lakes during the seasonal transition to stratified conditions,
due to the shorter amount of time required for shallow areas of the lake to stratify.
During the spring to be precise, if for example we are considering shallow regions
near the shores of a lake, surface water gets warmer as a result of direct heating
from the sun, it is then expected that the near shore regions of the lake will warm
faster than the deeper part, due to their smaller volume and additional radiation
absorption by the lake bed (Holland & Kay, 2003 and Holland et al. 2003). If the
initial temperature of the lake was below 4°C then the shallow region will certainly
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Figure 1.1: Schematic presentation of spring thermal bar driven by a surface heat
input.
Figure 1.2: Schematic of plume with buoyancy reversal, also showing domain for
computations.
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be warmer than 4°C and the deep region cooler; then a thermal
bar will form between these waters as the mixture is at 4°C and sinks (see Fig.1.1).
Water within the thermal bar sinks until it reaches a depth where it is no longer
denser than the surrounding fluid. This may happen for several reasons, such as en-
trainment of lower density water into the plume or varying thermal characteristics
of the surrounding water.
Buoyant plumes in cold water are also of great interest because of the possibility
of buoyancy reversal due to the nonlinear relation between temperature and den-
sity in water. Thus, an initially rising plume may become a fountain when a warm
water discharge (which is less dense) is introduced to the bed of a lake or into any
large body of water that is quiescent and homogeneous. The latter is considered
to be more dense as compared to the former. The warm water will form a rising
plume, penetrating a finite distance in the medium while reducing its temperature
significantly as it mixes with cold water from the surroundings, then falls back as
a plunging plume around the source forming a fountain (Kay, 2007). The resulting
flow could be laminar, transitional, or turbulent. A practical source for which such
behaviour could be found is in the disposal of waste water from power generating
plant.
In specifics, thermoelectric power generating plants are known to have been using
a large amount of water which was estimated to be of about 201 billion gallons per
day (Fleischil & Hayat, 2014) mostly used for cooling. There are three basic types
of cooling systems namely; once-through, closed-cycle, and dry cooling. The once-
through cooling pattern is known to be the most water-intensive and the cause of the
most severe environmental impacts, such as the killing of billions of fish, degrading
aquatic ecosystems, and increasing the temperature of our rivers, lakes, and ocean
waters by about 8 to 12°C once its warm discharge is released downstream (Madden
et al. 2013; Kay, 2007; Macqueen, 1979; Marmoush et al. 1984 and Pittock et al.
2015, Pp. 55-56). In the once-through cooling systems, water is usually withdrawn
from a pool or lake and redirected through a condenser where it absorbs heat from
the steam, and then discharged back to its initial source at higher temperatures.
Thus, this discharge will certainly be less dense than the receiving water, so will ob-
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Figure 1.3: Schematic of plume reaching lake surface before experiencing buoyancy
reversal.
viously form rising plumes at the initial stage and will penetrate further depending
on the temperature difference between them; but if the receiving water is below the
Tm then, buoyancy reversal due to cabbeling will occur (see Fig.1.2). Furthermore,
if the ambient water is not deep enough, there is also the possibility that the plume
could rise to the surface quickly and still be positively buoyant, where it spreads
outwards as a surface gravity current, cooling further by entrainment and possibly
by losing heat to the atmosphere: then cabbeling is bound to occur in the surface
gravity current and any mixture that has either mixed to the Tm or to a tempera-
ture close to it will sink. The nose of the current could spread further, but will be
completely arrested at later time, in which case the dense water will form a fountain
by falling back close to the source (see Fig.1.3).
As a matter of fact, when any of these means of thermal pollution are situated
close to natural water bodies, the discharge of such warm water may definitely give
rise to environmental problems; where the sudden increase in the water temperature
after discharge also leads to "thermal shock" killing aquatic life that has become
acclimatised to living in a stable temperate environment. A confirmation to this
fact was also recorded by Hoglund & Spigarelli (1972) in Lake Michigan, where they
carried out a survey and made an observation of water at the temperature 5.7°C at
5
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the bed in a domain of a power station outfall while the natural ambient temper-
ature was 0.5°C, and this they take to a conclusion that the relatively warm but
dense water had been formed by this cabbeling process (Kay, 2007). Though, they
placed their attention more on the biological implications of the spread of this warm
water along the lake bed, and were not interested in analysing the dynamics of such
flow. Whereas, it is also important for us to give thorough analysis on the dynamics
behind such discharge so as to enhance policy making towards the protection of the
aquatic ecosystems. Though, some detailed investigation on power station warm
discharge can also be seen here (Fossati et al. 2011; Abbaspour et al. 2005; Lowe et
al. 2009; Kim & Cho, 2006; Chieh & Asce, 1987 and Yunli et al. 2005).
1.2 The Objective of the research
There has been extensive research on the behaviour of plumes and fountains based
on the assumption that density is a linear function of temperature, where denser
fluid is being injected upwards into a less dense ambient or the other way round.
Whereas, the consideration of Tm is crucial and realistic in many convection flows,
especially when water is under consideration, such as the power station problem,
for which mixing is bound to produce a mixture that is denser and sinks: as warm
discharge that is assumed higher than the temperature of maximum density Tm
mixes with the ambient water below Tm. This situation differs from plumes with
linear mixing properties, for which entrainment always reduces buoyancy. Hence,
it is important to determine here the fundamental physics (dynamics) behind such
discharge, where buoyancy reversal requires a nonlinear relation between density
and the mixing ratio of discharged and ambient fluids: assuming density to be a
quadratic function of mixing ratio, with the mixed fluid denser than the mean of
the constituents’ densities.
Therefore, in this research we aim to mathematically model such plumes and foun-
tains using numerical simulations to investigate both turbulent and laminar cases
using the assumption that density ⇢ is taken as a quadratic function of temperature
T . This will provide realistic reasoning towards scientific development and may also
enhance policy making towards the protection of the aquatic ecosystems. To this
6
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end, it is important to ask questions such as:
1). Does the behaviour of the fountains depend on a single or multiple parame-
ters?
2). How does the behaviour of the fountains change as the simulation parameter
varies?
3). How does the fountain’s behaviour vary with geometry?
Implementation of these research questions for the modelling and simulation of the
dynamics of warm discharge is a challenging task, which in turn has led to little
research using the quadratic dependence relation assumption. However, we hope
to proffer solutions by making these questions the focus of our research. Note that
buoyancy reversal is the key feature to observe in our simulations. This study will
be restricted to unstratified ambient conditions. The ambient is assumed to be a
quiescent and homogeneous body of water, colder than the temperature of maximum
density. Warm water, initially less dense than the ambient, is injected at constant
speed from an orifice in the base of the container.
1.3 A brief review of Plumes with buoyancy reversal
There have been several analyses on both turbulent and laminar flow fountains
in stratified and unstratified mediums. These have also been studied analytically,
experimentally, numerically and theoretically, using the linear and the quadratic
dependence relation assumptions. However, more attention was placed on fountain
flow cases using the linear dependence relation assumption, where density is assumed
to be a linear function of temperature. The entrainment assumption of Morton et al.
(1956) is also used for turbulent plumes. The hypothesis of Morton et al. (1956) has
it that ambient fluid is entrained at a velocity proportional to the vertical velocity
within the plume. In order for one to make use of this entrainment assumption of
Morton et al. (1956), the plume must be fully turbulent and this would be obvious
in a power station discharge, with its large volume flux. Hence, Kay (2007) carried
out an investigation on turbulent line fountains using this entrainment assumption
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of Morton et al. (1956) by upwards injection of warm water into a cold ambient
and obtained useful results that give insight to both rising and descending plumes.
Though, the results were obtained using the assumption that density is a quadratic
function of temperature. The author indicated thereafter that there is a limitation
with the entrainment assumption approach, when using the quadratic dependence
relation assumption that this can only model a plume as far as the level where it is
arrested, but cannot account for the reversed flow in a fountain.
Caulfield & Woods (1995) have used a modified version of the entrainment as-
sumption of Morton et al. (1956) in a model for plumes whose density varies non-
monotonically with mixing ratio in an unstratified medium, by assuming that the
density varies quadratically with the quantity of entrained ambient fluid. Their
study is similar to warm water being injected downwards into an ambient colder
than the temperature of maximum density, in which case the plume may form an
inverted fountain or may continue downwards without being arrested, depending
on the initial conditions. An experimental investigation was later carried out by
Bukreev & Gusev, (2011) that involved the injection of warm water upwards into
an ambient below the temperature of maximum density at low Reynolds number, so
that a laminar fountain was produced; as in the turbulent case studied by Turner
(1966), they noted periodic oscillations of the fountain height, and they also found
that at certain times the descending dense water would be displaced to one side
of the rising plume. However, they only presented a few examples of experimental
results, without any systematic investigation of how the flow depends on source con-
ditions.
An experimental study where warm discharge above the temperature of maximum
density was introduced into ambient water below Tm that formed surface gravity
current had also been made by Marmoush et al. (1984). The authors were the first
to investigate such via this means. The mixing was found to be sufficiently vigorous
to eventually arrest the gravity current, after which a plume was observed to descend
from the head of the arrested current. Marmoush et al. (1984) found an empirical
scaling law for the distance travelled by the gravity current before arrest, but did
not analyse the subsequent descending plume. In like manner, Bukreev (2006b)
considered the case where the warm discharge was taken to be at a temperature
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 in =19.7°C, and the receiving water at temperature  in = 0.2°C, where the author
observed a vertical front at the point where the two water masses meet. The author
reported to have observed this behaviour within the first 10 -12 seconds as fluid in
that region became dense and sank to the bottom, before most of the buoyant water
propagated in the form of a surface current. The author also noticed the develop-
ment of Kelvin-Helmholtz instabilities as the current spread further on the floor.
It is very obvious from here that this area of research (the dynamical analysis of
warm discharge in cold fresh water) has not received much attention in the past.
Thus, this fact triggers this present research using the quadratic dependence relation
of density on temperature to investigate such flows.
1.4 Organisation of the Thesis
This thesis covers two dimensional numerical simulations of fountains with line and
axisymmetric sources using the aid of a computational model. Now that we have
laid emphasis on the challenging nature of the subject, let us also stress that it is
possible to make good progress provided we accept and acknowledge the limitations
of our mathematical models and boundary conditions. In this introductory chapter,
we have briefly examined the preliminary concepts of the subject and review of re-
lated literature, but more detailed review will be provided at the beginning of every
section.
The second chapter is concerned with the relevant mathematical formulations and
various functional relationships underlying fluid transport for buoyancy driven flows.
Methodology and Mesh Sensitivity test is also discussed.
The third chapter considers the presentation of numerically simulated results for
different cases of laminar line fountains together with code verification test for at
least one of the results to ensure that the results converge.
The fourth chapter is concerned with the relevant mathematical formulations and
various functional relationships underlying the simulations of axisymmetric laminar
fountains and the presentation of the numerically simulated results for different cases
of axisymmetric laminar fountains.
The fifth chapter is concerned with the relevant mathematical formulations and var-
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ious functional relationships underlying the Implementation of the Spalart-Allmaras
turbulence model and the k  " model for a turbulent line fountain, and the presen-
tation of numerically simulated results from both the Spalart-Allmaras turbulence
model and the k   " model for comparison
The sixth chapter is concerned with the conclusions and recommendations for fur-
ther work.
Note, we wish to make clear here that the axisymmetric laminar fountains that will
be consider in chapter four using a cylindrical domain for the computation, does
not apply to the practical scenario as regards the power station warm discharge into
a lake. However, we have also decided to examine the behaviour of such fountains
with this configuration so as to compare with similar analysis of axisymmetric foun-
tains considered in the past by several authors such as: Lin & Armfield (2000a, b,
c; 2004) Ansong et al. (2008) Grant (1974)) where qualitative analysis were given
on the fountains behaviour.
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CHAPTER 2
GENERAL MODEL FORMULATION
FOR LAMINAR LINE FOUNTAINS
In modelling the behaviour of warm plumes in cold fresh water, buoyancy reversal
due to the nonlinear relation between temperature, T and density, ⇢ in water is a
key physical phenomenon to observe. As such, we assume a quadratic dependence
relation of density on temperature in all of our models so as to have a good illustra-
tion of the real dynamics.
⇢ = ⇢m    (T   Tm)2 (2.0.1)
This, we believe is a very good assumption that will enable us to examine the
behaviour of warm discharge in cold fresh water. Oosthuizen & Paul (1996) in
their work also confirmed that this assumption gives a good fit to experimentally
observed variation of the density of water with the discharged water temperature
between approximately 0°C and 10°C (Kay, 2007). The terms in Equation (2.0.1)
are defined as, Tm being the temperature of maximum density, ⇢m is the density at
that temperature, T is the temperature and ⇢ is the density, while   is a coefficient
describing the density-temperature relation, given as   = 8.0⇥ 10 3 kg.m 3(°C) 2
(Kay, 2007 and Moore & Weiss, 1973). Note that Tm = 3.98°C is the temperature
of maximum density in fresh water at atmospheric pressure, approximately 4°C and
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the density at that temperature is ⇢m = 1.000⇥ 103 kg.m 3.
2.1 General Governing Equations
We will consider here the already established general form for fluid transport equa-
tion for buoyancy driven flows, and these include:
D⇢
Dt
=  ⇢r ·V (2.1.1)
⇢
DV
Dt
= ⇢g  rp+ µr2V + 1
3
µr(r ·V) (2.1.2)
⇢cp
DT
Dt
= r · krT +  ˜T Dp
Dt
+ µ + q000, (2.1.3)
where D/Dt is the substantial derivative operator, r · V is the divergence of the
velocity vector, and r2 being the Laplacian operator (Gebhart et al. 1988, Pp. 11-
42 ; Zienkiewicz et al. 2014, Pp. 211-218 and Grova & Shackelford, 2007, Pp. 11-8 -
11-9). The quantities in (2.1.1) - (2.1.3) include velocity V = (u, v, w); the tempera-
ture T ; the gradient of static pressure rp; the local body force due to gravity ⇢g; the
viscous dissipation energy effect µ ; the volumetric energy generation rate q000; ⇢ is
the density, cp being the specific heat capacity, and the coefficient of thermal expan-
sion  ˜; the thermal conductivity k and the time t. These equations can be used for
both laminar and turbulent flows as the case may be. Equation (2.1.1) is the mass
continuity condition, a scalar equation relating the rate of density change of the fluid
instantaneously at a point in the fluid field, through its substantial derivative D/Dt,
to the local rate of expansion or compression resulting from the velocity field r ·V
(Grova & Shackelford, 2007, Pp. 11-8 - 11-9), while equation (2.1.2) is a vector rela-
tion, that equates the local acceleration to the sum of the local body force, pressure
gradient, and viscous forces per unit volume for a Newtonian fluid. From the body
force per unit volume ⇢g, ⇢ is the local density and g the gravitational force per
unit mass. Lastly, equation (2.1.3) is also a scalar, resulting from an energy balance
and it equates the rate of temperature increase to the sum of several effects. This
includes the volumetric gain of energy by conduction, the pressure term from the
12
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general stress tensor; this pressure is identified with the usual thermodynamically
significant equilibrium pressure level, as an approximation (Gebhart et al. 1988, Pp.
11- 42). The volumetric strength of any distributed energy source internal to the
fluid material arises as q000, which may be a function of location, temperature, etc.
The viscous dissipation term µ , is the volumetric rate of flow energy dissipation
into thermal energy.
The complexity of the dynamics in a natural convection process are clearly visi-
ble in this set of equations. Because of the coupled nature of these equations, we
have to solve all four equations, if it’s two-dimensional, or five equations, if it’s
three-dimensional, simultaneously. In spite of these difficulties, the study of natu-
ral convection flows through the governing equations has produced a large amount
of information of importance in understanding and predicting transport behaviour
using the computational fluid dynamics CFD approach. Only a limited number of
analytical solutions exist, most for academic purposes (Grova & Shackelford, 2007,
Pp. 11-8 - 11-9).
Since µ and k are dependent primarily on temperature, and insignificant variation
occurs in processes involving very small temperature differences, these properties
may often be taken as constant. Nevertheless, for processes not involving large tem-
perature differences, density differences may often be approximated in a way that
greatly simplifies the equation. Knowing that the fluid under consideration is in-
compressible (water), and that the density difference is sufficiently small, but is only
important in causing a buoyancy force: then, r ·V in (2.1.1) and (2.1.2) may then
be taken as zero. The thermal effects arising in (2.1.3) from the distributed source
q000, and from µ  are often very small. For fluid with constant density except in the
buoyancy term which is the difference between hydrostatic pressure gradients within
and outside the plume then, the term  ˜T DpDt ⇡ 0, (Byron Bird et al. 2007, p. 338).
The difference between the body force and the pressure force in (2.1.2) ⇢g  rp is
given as g(⇢  ⇢1). This buoyancy term can be derived by considering the body
force and the pressure field term in the momentum equation as follows;
⇢g  rp, (2.1.4)
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where g = (gx, gy, gz) for the Cartesian coordinate system, is the gravitational force
vector per unit mass. ⇢ is the instantaneous local density and p the local static
pressure in the fluid. Now, if the flow to be described is in two space coordinates x
an y and knowing that the gravitational force is vertical and acts downwards; then
the body force due to gravity would be modelled by (gx,= 0, gy =  g, gz = 0) this
implies g = (0, gy, 0) =  gjˆ, where jˆ is uint vector in j direction. If we also consider
the hydrostatic pressure ph that will result from the fluid everywhere at rest but at
the reference density ⇢1, then a relation for the postulated hydrostatic pressure ph
is
rph = g⇢1. (2.1.5)
Then, we can write (2.1.4) as
g⇢ rp = g⇢ rph  r(p  ph) (2.1.6)
= g⇢  g⇢1  r(p  ph) (2.1.7)
= g(⇢  ⇢1) r(p  ph) (2.1.8)
= g(⇢  ⇢1) rpm, (2.1.9)
where pm is the motion pressure field (Gebhart et al. 1988, p. 20).
Therefore, (2.1.1) - (2.1.3) can now be written in two-dimensional cartesian coor-
dinates for incompressible fluid using the various assumptions, together with the
Boussinesq approximation as:
@u
@x
+
@v
@y
= 0 (2.1.10)
⇢(
@u
@t
+ u
@u
@x
+ v
@u
@y
) =  @p
@x
+ µ(
@2u
@x2
+
@2u
@y2
) (2.1.11)
⇢(
@v
@t
+ u
@v
@x
+ v
@v
@y
) =  @p
@y
+ µ(
@2v
@x2
+
@2v
@y2
) + g(⇢1   ⇢) (2.1.12)
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⇢cp(
@T
@t
+ u
@T
@x
+ v
@T
@y
) = k(
@2T
@x2
+
@2T
@y2
) (2.1.13)
for a two dimensional laminar time dependent flow case. Though, for the sake of
clarity we have omitted the subscript m of the motion pressure.
The equation (2.1.10) - (2.1.13) are also valid for both isothermal and non-isothermal
flows. Equations (2.1.10) - (2.1.13) are the continuity equation, x-component and
y-component momentum equations and energy equation respectively, and are used
for incompressible fluids with constant liquid properties. Here u and v denote the
velocity component in the the x and y direction respectively, where y is vertically
upward and x is the coordinate perpendicular to y. We can now rewrite the buoyancy
term in (2.1.12) using (2.0.1) to suit our assumptions as follows:
@u
@x
+
@v
@y
= 0 (2.1.14)
⇢(
@u
@t
+ u
@u
@x
+ v
@u
@y
) =  @p
@x
+ µ(
@2u
@x2
+
@2u
@y2
) (2.1.15)
⇢(
@v
@t
+ u
@v
@x
+ v
@v
@y
) =  @p
@y
+ µ(
@2v
@x2
+
@2v
@y2
) + g [(T   Tm) + (T1   Tm)](T   T1)
(2.1.16)
⇢cp(
@T
@t
+ u
@T
@x
+ v
@T
@y
) = k(
@2T
@x2
+
@2T
@y2
) (2.1.17)
Details of the transformation in (2.1.16) is shown in appendix A.
To this end, (2.1.14) - (2.1.17) are the basic equations for this piece of research.
2.2 Methodology
The laws of physics for space and time-dependent problems are usually given in
terms of partial differential equations (PDEs), and for a considerable number of
geometries and problems these PDEs cannot be solved analytically, based on the
complexity and the coupling of the system of equations. Instead, methods of ap-
proximation are required that are based upon different types of discretisation. This
process approximates the PDEs with numerical model equations which are solved,
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using computational fluid dynamics (CFD) approach. In order to achieve this, it
uses algorithms and numerical methods to solve problems regarding the fluid flow.
We will make use of COMSOL Multiphysics software, which serves as the pivotal
package for the simulations in this research.
COMSOL Multiphysics is a commercial general-purpose software platform, which
is based on advanced numerical methods for modelling and simulation of physics
based problems. COMSOL Multiphysics primarily uses the Finite Element Method
(FEM) to compute single and multiphase simulations. Navier Stokes equation is
the basis for most of the CFD modelling problems, and other additional equations
are also developed such as turbulent model equations to take into account real life
situations (the power station problem). The underlying finite element discretisation
method in COMSOL Multiphysics is the Galerkin method and the time stepping
scheme used by the time dependent solver for fluid flow is the Backward Differenti-
ation Formulas (BDF). More important details can also be found in the COMSOL
Multiphysics Cyclopedia. The stabilised formulations are adapted to the selected
description and the functions for the fluid properties by the physics interfaces, which
also suggest solver configurations and solver settings for the type of flow described.
From the physics interfaces, we are concerned with the following types of fluid flow:
Single-Phase Flow: Here the CFD Module enables us to solve multiple variations
of the Navier-Stokes equations to model flows in all velocity regimes. This includes
the modelling of laminar, turbulent flow and lots more. For the turbulent flows,
the interface provides us with different choice of turbulent models that are solved
together with the Reynolds-Averaged Navier-Stokes (RANS) equations. These tur-
bulent models include the k   ", low-Reynolds k   ", Spalart-Allmaras turbulence
models and lots more. There is also provision to manipulate all of the variables in
the Navier-Stokes equations and the terms in the turbulence models.
Non-isothermal Flow: Thermally induced buoyancy forces are considered by de-
fault in both laminar and turbulent flows when coupled to heat transfer. This is
appropriate for this research work based on the coupled nature of the system of
equations and to enable us to capture the real dynamics of the given problem as
temperature varies.
16
2.2. Methodology
Meshing in a MultiPhysics environment is about subdividing the computational
domain into smaller domains called elements. Meshing in COMSOL is also an im-
portant part that needs serious attention. Whenever FEM is used, it is important
to know that the accuracy of our results is also connected to the mesh size used. As
mesh size decreases towards zero (leading to a model of infinite size), that is when we
move toward the exact solution. We can choose among the pre-defined meshing op-
tions: Physics-controlled and User-Controlled. Choosing from the Physics-controlled
inter-face is called default-style meshing. In our case we have used 0.05 mesh size
for the entire domain (i.e., uniform meshing style), where the element type used is
triangular and it is of the first order. However, aim of simulation is to minimise the
error between the exact and the numerical solution, and to ensure that the error is
below some accepted tolerance level. Even though the exact solution is not known,
we can estimate the relative error in the approximated solution. Note that, relative
tolerance is the convergence criteria value in COMSOL, which we have to be 10 4
in this particular work. Mesh dependence test was also carried out to ensure that
the appropriate mesh size is used for the simulation, this we will discuss in detail in
the next chapter.
Furthermore, we also attempt to reproduce some of the results by Srinarayana et
al. (2008), particularly those in Fig. 3 and Fig. 5 with Froude number Fr = 2&8,
Prandtl number Pr = 7, Reynolds number Re = 100 with source temperature
  =  1 within the time range 10  ⌧  240 as shown here in Figure 2.1 and 2.2
using the same mesh size as we have used in this thesis. The general behaviour in the
results appears similar as recorded by Srinarayana et al. (2008). However, the flap-
ping behaviour for the result in Figure 2.2 was observed to have occurred a bit earlier
within the simulation time when the uniform meshing style was used as compared to
the time showed by Srinarayana et al. (2008). This difference might be as a result
of the simulation package (code) Gerris. Their results were obtained using the Ger-
ris open source code (Popinet, 2003), a quad-tree based adaptive mesh solver which
uses a fractional-step projection method. The advective terms are discretised using a
second-order Godunov type scheme, the remaining terms use standard second-order
schemes and the equations are solved using a semi-implicit multi-grid approach.
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Figure 2.1: Evolution of temperature field for Fr = 2, Pr = 7, Re = 100 with
  =  1 at time 10  ⌧  150
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Figure 2.2: Evolution of temperature field for Fr = 8, Pr = 7, Re = 100 with
  =  1 at time 10  ⌧  240
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Here in this thesis, we have also applied stabilisation method to prevent unwanted
instabilities. It is known that when solving convection dominated transport prob-
lems, it is always likely that these numerical schemes can lead to numerical un-
certainty, such as spurious oscillations in the solution. However, COMSOL Mul-
tiphysics automatically uses stabilisation methods to prevent this spurious oscilla-
tions. We can also consider the following COMSOL Multiphyscs website for more
details (Nine, 2013 and COMSOL Multiphysics Cyclopedia, COMSOL Multiphysics
Reference Manual).
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CHAPTER 3
WARM DISCHARGES IN COLD FRESH
WATER: NUMERICAL SIMULATION
OF LAMINAR/TRANSITIONAL LINE
PLUMES
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3.1 Numerical simulation of laminar line plumes
3.1.1 A Brief Introduction
There have been many studies in the past, that analyse both turbulent and laminar
flow fountains in the more usual situation of linear dependence relation of density on
temperature, where a negatively buoyant fluid is being injected upwards into a less
dense ambient. Lin & Armfield, (2000a and 2000b) used computational models for
axisymmetric and two-dimensional laminar fountains to determine linear relations
of the form zm/x0 = a0 + a1Fr between the final, steady fountain height zm and
the source Froude number Fr = V0/(x0g00)1/2 in the range 0.2  Fr  1.0. Here
x0 is the half-width of a line source or the radius of an axisymmetric source, V0
and g00 are respectively the mean velocity and reduced gravity at the source, and
the numerical coefficients a0 and a1 depend on the source geometry (axisymmetric
or line source) and velocity profile. They also found similar linear relations for the
fountain width, and quadratic relations of the form tm/(x0/V0) = b0 + b2Fr2 for
the time tm taken to establish the steady fountain height. These computations were
carried out for a fixed Reynolds number Re = 200 and Prandtl number Pr = 7;
subsequent computations in which these parameters were varied (Lin & Armfield,
2003) indicated that zm/x0 = a0 + a1FrRe 1/2 (and similarly for fountain width)
as long as Re  200, but the fountain height and width become independent of
Reynolds number at larger values of Re.
When the range of Froude numbers was extended up to Fr = 10 and the symmetry
constraint in the computational domain was removed, Srinarayana et al. (2008)
found that the fountain remained steady and symmetric only up to Fr ⇡ 2.25. At
higher Froude numbers, lateral oscillations ("flapping") were found; these were pe-
riodic for Fr  4.0 but chaotic for Fr > 4.0. The scaling for the fountain height
was zm/x0 ⇠ Fr1.15 in the periodic oscillation regime, and zm/x0 ⇠ Fr4/3 with
chaotic flapping. These results were obtained with a uniform velocity profile at the
fountain source; subsequently, Srinarayana et al. (2013) assumed a parabolic source
velocity profile and obtained different values of the transition Froude numbers, and
a Fr2 scaling for fountain height in the periodic flapping regime. Laboratory ex-
periments by Williamson et al. (2008b) and Srinarayana et al. (2010) revealed a
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broader range of fountain behaviours, and determined how transitions between the
behaviours depended on both Froude and Reynolds numbers. Most recently, a very
thorough experimental investigation of the dependence of fountain height on both
Froude and Reynolds numbers has been reported by Burridge et al. (2015). While
the above studies have all considered flows in which the buoyancy flux opposes the
momentum flux at the source, there has been less attention given to fountains arising
from buoyancy reversal.
Therefore, the purpose of the present section is to report on the numerical sim-
ulated results for laminar line fountains that result from buoyancy reversal. The
ambient is assumed to be a quiescent and homogeneous body of water, colder than
the temperature of maximum density. Warm water, initially less dense than the
ambient, is injected at constant speed from a line orifice in the base of the container,
so the flow is assumed two-dimensional. Buoyancy is strictly a result of the temper-
ature difference between the source and the ambient fluids. We keep the Reynolds
and Prandtl numbers the same in all simulations, Re = 50 and Pr = 7, and vary the
Froude number which represents the balance between inertia and buoyancy forces.
3.1.2 Governing Equations and Boundary Conditions
Our computational study uses a rectangular domain of height H/xin = 25, i.e.,
0  Y  25 and width L/xin = 30, i.e.,  15  X  15 with open sides and rigid,
no-slip top and base, except for an orifice of width 2xin in the centre of the base,
through which warm fluid is injected at mean velocity vin.
The velocity profile at the plume source is assumed parabolic as for laminar Poiseuille
flow (cf. (Srinarayana et al. 2013)),
v(x, 0) =
3
2
vin[1  ( x
xin
)2] (3.1.1)
The temperature Tin of this injected fluid is constant, and the initial ambient tem-
perature T1 is uniform.
To define dimensionless variables, the difference between the ambient and the tem-
perature of maximum density provides a natural temperature scale, while the source
conditions provide the only length and velocity scales; the domain dimensions are
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not suitable length scales, as they are taken to be large enough for conditions at
the sides and top of the domain to have no effect on the plume. Hence, we non-
dimensionalise the coordinates x, y, velocity components u, v, time t, pressure p and
temperature T by
U =
u
vin
V =
v
vin
X =
x
xin
Y =
y
xin
⌧ =
t
xin
vin
P =
p
⇢v2in
  =
T   T1
Tm   T1 ,
(3.1.2)
where x and u are horizontal, y and v are vertical. We also define dimensionless
parameters, the Reynolds, Prandtl and Froude numbers, by
Re =
vinxin
⌫
, P r =
⌫
↵
, F r2 =
⇢mv2in
g (Tm   T1)2xin , (3.1.3)
where ⌫ and ↵ are the respective diffusivities of momentum and heat, ⌫ = µ⇢ and
↵ = k⇢cp , where µ is viscosity, k is thermal conductivity and cp is specific heat.
In terms of these dimensionless variables and parameters, equations (2.1.14) - (2.1.17)
(the continuity equation, the horizontal and vertical momentum equations and the
thermal energy equation) can be written as;
@U
@X
+
@V
@Y
= 0 (3.1.4)
@U
@⌧
+ U
@U
@X
+ V
@U
@Y
=   @P
@X
+
1
Re
(
@2U
@X2
+
@2U
@Y 2
) (3.1.5)
@V
@⌧
+ U
@V
@X
+ V
@V
@Y
=  @P
@Y
+
1
Re
(
@2V
@X2
+
@2V
@Y 2
) +
1
Fr2
[ 2   2 ] (3.1.6)
@ 
@⌧
+ U
@ 
@X
+ V
@ 
@Y
=
1
RePr
(
@2 
@X2
+
@2 
@Y 2
) (3.1.7)
The only unusual term here is the buoyancy term (the last term in the vertical
momentum equation), the form of which is determined by the quadratic equation of
state (2.0.1). Details of this transformation can be seen in appendix B.
Our initial conditions are an undisturbed, homogeneous medium,
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U = 0, V = 0,   = 0, for ⌧ < 0 (3.1.8)
For ⌧   0 we have boundary conditions as follows. On the side walls:
@U
@X
= 0,
@V
@X
= 0,
@ 
@X
= 0 at X = ± L
2xin
(3.1.9)
At the plume source in the base of the domain:
U = 0, V (X, 0) = 1.5[1 X2],   =  in for |X|  1, at Y = 0 (3.1.10)
Elsewhere on the base:
U = 0, V = 0,
@ 
@Y
= 0 for |X| > 1, at Y = 0 (3.1.11)
At the top of the domain:
U = 0, V = 0,
@ 
@Y
= 0 at Y =
H
xin
(3.1.12)
We shall take  in = 2.5 throughout this study, which is equivalent to a discharge
at 10°C into an ambient at 0°C. However, the Froude number will be varied, so the
magnitude of buoyancy will be varied while retaining the same relative buoyancies
of source and ambient with respect to water at maximum density. The numerical
solution obtained by COMSOL Multiphysics software, will be illustrated mainly
by contour plots of dimensionless temperature on a scale between dark red for the
ambient temperature   = 0.0 and white for the source temperature   = 2.5. Note
that   = 1.0 corresponds to the temperature of maximum density while   = 2.0
is the temperature at which warm water has the same density as the ambient cold
water.
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3.1.3 Numerical Results for Free laminar line plumes
A brief overview of the temperature field with contour plot at dimensionless time
⌧ = 1 for Reynolds number Re = 50 and Prandtl number Pr = 7, but with Froude
number Fr = 0.2, 0.5, 1 and 2.5, is shown in Fig.3.1 (a), (b), (c), (d) respectively.
Thus after the warm discharge at the source we observe the emergence of a rising
plume as it travels upwards varying distances for the various Froude numbers as
shown in (a), (b), (c), (d). Fig.3.1 (a) shows that the plume develops much faster
than those in panel (b) - (d), with substantial amount of denser fluid on the floor and
is still symmetric at this time. Meanwhile, simulations for other values of Froude
number (Fig.3.1 (b) - (d)) at this same time shows that the plumes are still positively
buoyant, but rise slowly and no denser fluid is recorded yet. As time progresses, we
noticed that maximum rise height is attained in all the various Froude numbers
simulations, where fluid that has mixed up to the temperature of maximum density
descends from the upper part of the plume forming a fountain: with the denser
fluid spreading out as a density current on the floor (see Fig.3.2 (a), Fig.3.3 (a)-(b),
Fig.3.4 (a)-(c), Fig.3.5 (a)-(d) up to Fig.3.7 (a)-(d)). It is clear from the simulations
that plumes with lower Froude numbers have greater buoyancy at initial time and as
such could develop faster than those with higher Froude numbers that tend to rise
slowly as a result of the reduced buoyancy force. This behaviour from hence forth
will be referred to as the "Froude number effect". Therefore, maximum rise height
is reached quickly for small Froude numbers and takes much longer time as Froude
number increases. The vertical penetration length of the fountains with lower values
of Froude number is shorter as a result of the intense mixing compared to those with
higher Froude number with slow mixing rate.
This slow rise of the plumes with higher Froude numbers as shown in Fig. 3.3
(d) also enables us to see clearly that a plume could have a mushroom like shape at
initial time, and it is also symmetric with a vortex on both sides before it attains
its maximum rise height (see Fig.3.4 (d)). Further more, the plume also exhibited a
remarkable behaviour ("head detachment") as it gets to its initial maximum height,
where the head of the up flowing plume became dense and this also appears to be
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Figure 3.1: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 1
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Figure 3.2: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 1.6
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Figure 3.3: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 5
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heavier than the projecting neck, and in turn resulted in the head being pinched
off from the body of the up flowing plume. Immediately after the head detachment
behaviour, there was also a sudden decrease in the fountain’s height followed by a
flapping motion. This is as a result of the strong interaction between descending
fluid after detachment and the rising plume (the detached head descends directly on
the up flowing plume and suppresses the plume further downwards) (see Fig.3.3 (b),
Fig.3.5 (d) and Fig.3.6 (d)). Note here that, since the production of denser fluid
that interacts with the rising plume is continuous, head detachment behaviour and
flapping motion are also continuous. This behaviour does serve as a shield covering
the fountain core: but then as the core gets exposed either as it flaps from side to
side or after the denser fluid must have descended to the floor, the fountain’s top
is observed exhibiting bobbing motion. This bobbing behaviour is also continuous
whenever denser fluid at the fountain’s top descends or as the core gets exposed (see
Fig.3.3 (a), Fig.3.4 (a), Fig.3.5 (a) and Fig.3.6 (a)).
Note that flapping motion is dependent on the head detachment behaviour which
leads to deformation of the fountains from being symmetric to asymmetric. It is
clear from the earlier time intervals, that the fountain starts symmetrically with
vortex on both sides before the head detachment process that leads to unsteady
behaviour or the flapping motion. However, apart from the initial head detachment
behaviour as observed in these investigation, this results have some similarities with
those obtained by Srinarayana et al. (2008) for a laminar plane fountain with Fr = 8
using the linear dependence relation assumption of density on temperature; they also
observed a flapping motion from side to side as the fountain’s head was repeatedly
detached: though, they did not give any explanation that give rise to the flapping
behaviour.
On the floor of the domain, a gravity current starts with a leading head that dis-
places the ambient fluid (Simpson, 1982). This horizontal spread is slow because of
the small density difference between them (see Fig.3.3 (b), Fig.3.4 (c), Fig.3.5 (d)).
The spread of the current is steady except when it is perturbed by the arrival of
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Figure 3.4: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 17
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Figure 3.5: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 30
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Figure 3.6: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 47
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Figure 3.7: Temperature field for the various Fr values with Reynolds number
Re = 50 and Prandtl number Pr = 7 at time ⌧ = 70
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new dense fluid from a detached head, which may cause oscillations downstream.
Further insight can be gained by examining profiles of temperature and velocity
components up the centre-line of the plume (X = 0). The temperature profiles
in Fig.3.8 confirmed that plumes with higher Froude number penetrate to greater
heights and reach maximum height at later times. Though, the height of all plumes
decreases following maximum penetration. In more detail, there is a region of almost
uniform temperature immediately above the source (Fig.3.8 (b) -(d)) except for the
profile with the smallest Froude number which decreases rapidly very close to the
source (see Fig.3.8 (a)). Above this, the decrease in temperature with height is not
monotonic: there are fluctuations in the temperature, which then reaches a local
maximum before decreasing sharply to the ambient temperature at the top of the
plume. Difference in the penetration height as shown in Fig.3.1 - 3.6 is also reflected
in the various temperature distribution plots, that there was intense mixing within
the plume for lower values of Froude numbers as indicated by the fluctuations in
temperature, which leads to shorter penetration height. Whereas, for higher Froude
numbers, the mixing is less intense so the penetration height is higher. Nevertheless,
the most buoyant fluid always rises to the top and descends after mixing.
Profiles of horizontal velocity component up the plume centre-line for the various
Froude numbers are shown in Fig. 3.9 (a) - (d). Even at the earliest time, there is
strong side-to-side motion close to the source in the case of Fr = 0.2 and 0.5 (Fig.
3.9 (a) and (b)). At higher Froude numbers the sideways motion takes longer to
develop and is less intense but extends to greater heights as clearly seen shown in
(Fig. 3.9 (c) and (d)). The profiles of vertical velocity component (Fig. 3.10 (a) -
(d)) for the various Froude numbers also show intense fluctuations near the source at
the lowest Froude number, with substantial downward velocities recorded at some
times. At higher Froude numbers the decrease in vertical velocity with height is
smoother, but still involves some degree of fluctuation (Fig. 3.10 (d)); downward
velocities are found in the upper part of the plume after it has reached its maximum
height, as the head detaches and starts to sink.
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Figure 3.8: Dimensionless centreline temperature distribution  (0, y) at time ⌧ =
5, 17, 30, 47, 70, for plumes with Re = 50, Pr = 7,  in = 2.5 and a Fr = 0.2, b
Fr = 0.5, c Fr = 1, and d Fr = 2.5
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Figure 3.9: Dimensionless centreline X-component Velocity distribution U(0,y) at
time ⌧ = 5, 17, 30, 47, 70, for plumes with Re = 50, Pr = 7,  in = 2.5 and a
Fr = 0.2, b Fr = 0.5, c Fr = 1, and d Fr = 2.5
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Figure 3.10: Dimensionless centreline Y-component Velocity distribution V(0,y) at
time ⌧ = 5, 17, 30, 47, 70, for plumes with Re = 50, Pr = 7,  in = 2.5 and a
Fr = 0.2, b Fr = 0.5, c Fr = 1, and d Fr = 2.5
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Figure 3.11: Variation of maximum plume height with Froude number.
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Figure 3.12: Time taken for plume to reach maximum height.
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The maximum rise height Zn attained by the plumes and the time ⌧n taken to
attain those heights are tabulated for a range of Froude numbers up to 2.5 as given
in appendix F Table 7.1: and plotted in Figures 3.11 and 3.12. Srinarayana et al.
(2008) identified three regimes of Froude number dependence for the height of their
fountains over a wide range of Froude numbers using the linear dependence relation.
Whereas, in this study our data (0.1  Fr  2.5) only permit us to identify a single
regime with confidence using the quadratic dependence relation. Thus, this is shown
by the straight lines in Figures 3.11 and 3.12, which represent best fit power laws
obtained by linear regression of logZn and log⌧n on logFr:
Zn ⇡ 9.286Fr0.755 [R2 ⇡ 0.996] (3.1.13)
with a maximum variation of ⇡ ±0.059 in the slope for fountain’s rise height Zn and
⌧n ⇡ 11.197Fr1.174 [R2 ⇡ 0.997], (3.1.14)
with a maximum variation of ⇡ ±0.098 in the slope for time taken to reach this rise
height ⌧n where R2 is the regression coefficient in each case.
3.1.4 Mesh Sensitivity
As we have highlighted earlier that the accuracy of any numerical solution is also
connected to the mesh size used. As mesh size decreases towards zero (leading to a
model of infinite size), that is when we move towards the exact solution. Therefore,
mesh dependence test was conducted to ensure that the appropriate mesh size is
used for the simulation. This we have considered by examining both the temperature
distribution and velocity field at the point (0, 2) for Re = 50, Fr = 1, Pr = 7 and
plotted as a function of time for different mesh sizes (0.1, 0.08, 0.07, 0.05 and 0.04)
as shown in Figure 3.13 and 3.14. It is clear from Fig.3.13 and 3.14 that both the
temperature distribution and the velocity field at that point converges as mesh size
decreases. Though, this converging behaviour is not very apparent in Fig. 3.13,
unlike that in Fig. 3.14 where the solution converges gradually to a single solution
as mesh size decreases. Thus, we can say that solutions are bound to be independent
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Figure 3.13: The temperature at the point (0, 2) for Re = 50, Fr = 1 and Pr = 7
and plotted as a function of time for mesh size 0.1, 0.08, 0.07, 0.05 and 0.04
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Figure 3.14: The vertical velocity at the point (0, 2) for Re = 50, Fr = 1 and Pr = 7
and plotted as a function of time for mesh size 0.1, 0.08, 0.07, 0.05 and 0.04
of the mesh used, if the mesh size is  0.05.
3.1.5 Code verification Test
Here in this section, we have also considered it reasonable to verify the codes that
we have used for the simulation so as to ensure that the proposed equations are
solved. Though, the method of discretisation in Comsol Multiphysics is the Galerkin
Method, but then, we are unable to specify the position of every mesh point so
as to determine the values at each nodal point. However, the only means with
which we can extract these values from Comsol for the verification is by numerical
interpolation using the finite difference method. Despite the fact that we are using
a different scheme for the verification, we still believe that we can obtain closely
related approximations to the equations. Thus, we will concentrate on the case with
Reynolds number Re = 50, Froude number Fr = 1, Prandtl number Pr = 7, at
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point (0, 2 ), which is the centre of the plume, and at time ⌧ = 5. The vertical  Y
and horizontal step size  X is the same 0.05; while that of the time step  ⌧ = 0.1.
After using the Forward Difference Method as shown in (3.1.15), (3.1.16), (3.1.17)
and (3.1.18) for the interpolation, the following approximations were obtained for
the equations in (3.1.4), (3.1.5), (3.1.6) and (3.1.7).
V (X, Y, ⌧) = V ni,j;
@V
@⌧
=
V n+1i,j   V ni,j
 ⌧
;
@V
@X
=
V ni+1,j   V ni,j
 X
;
@V
@Y
=
V ni,j+1   V ni,j
 Y
;
@2V
@Y 2
=
V ni,j+1   2V ni,j + V ni,j 1
 Y 2
;
@2V
@X2
=
V ni+1,j   2V ni,j + V ni 1,j
 X2
(3.1.15)
U(X, Y, ⌧) = Uni,j;
@U
@⌧
=
Un+1i,j   Uni,j
 ⌧
;
@U
@X
=
Uni+1,j   Uni,j
 X
;
@U
@Y
=
Uni,j+1   Uni,j
 Y
;
@2U
@Y 2
=
Uni,j+1   2Uni,j + Uni,j 1
 Y 2
;
@2U
@X2
=
Uni+1,j   2Uni,j + Uni 1,j
 X2
(3.1.16)
 (X, Y, ⌧) =  ni,j;
@ 
@⌧
=
 n+1i,j    ni,j
 ⌧
;
@ 
@X
=
 ni+1,j    ni,j
 X
;
@ 
@Y
=
 ni,j+1    ni,j
 Y
;
@2 
@Y 2
=
 ni,j+1   2 ni,j +  ni,j 1
 Y 2
;
@2 
@X2
=
 ni+1,j   2 ni,j +  ni 1,j
 X2
(3.1.17)
@P
@X
=
P ni+1,j   P ni,j
 X
;
@P
@Y
=
P ni,j+1   P ni,j
 Y
; (3.1.18)
For the Continuity Equation in (3.1.4), we have that
@U
@X
=  0.900347022; @V
@Y
= 0.910710949 (3.1.19)
Thus,
@U
@X
+
@V
@Y
⇡ 0.010 (3.1.20)
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Even though the individual terms in the continuity equation (3.1.19) are different,
by definition their sum is zero. This we can achieve if rounded off within one decimal
place. This assured us that the solution at the centre of the plume is well resolved
to some extent in the continuity equation.
For the X-Momentum equation (3.1.5), we have that,
@U
@⌧
=  0.001550458;U @U
@X
=  0.004042746;V @U
@Y
= 0.00828627;
@P
@X
=  0.004370912; 1
Re
(
@2U
@X2
) =  0.00030398; 1
Re
(
@2U
@Y 2
) =  0.000168113
(3.1.21)
Thus, the left hand side of X-Momentum equation becomes:
@U
@⌧
+ U
@U
@X
+ V
@U
@Y
⇡ 0.003 (3.1.22)
While the right hand side of X-Momentum equation becomes:
  @P
@X
+
1
Re
(
@2U
@X2
+
@2U
@Y 2
) ⇡  0.014 (3.1.23)
Whereas, the left (3.1.22) hand side of the X-Momentum equation showed positive
while the right (3.1.23) hand side of the X-Momentum equation showed negative;
but then, the combination of each of the individual terms in both the left and right
hand side appear very small especially, the right hand side. Though to some extent
the left hand side might be reasonable when put into consideration the height and
time at which the results were obtained. The maximum variation between the left
and the right hand side of the X-Momentum equation is ⇡ ±0.011 when compared,
which is also too large. Nevertheless, we are still believing that the results from both
sides of the X-Momentum equation are too small, especially the right hand side and
as such, are not very well resolved at the centre of the plume.
For the Y-Momentum equation (3.1.6), we have that,
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@V
@⌧
=  0.27636697;U @V
@X
=  0.000579581;V @V
@Y
= 2.273645601;
@P
@Y
=  0.849099775;
1
Re
(
@2V
@X2
) =  0.112232389; 1
Re
(
@2V
@Y 2
) = 0.012951756;
1
Fr2
[ 2 2 ] = 1.249950585
(3.1.24)
Thus, the left hand side of Y-Momentum equation becomes:
@V
@⌧
+ U
@V
@X
+ V
@V
@Y
⇡ 1.997 (3.1.25)
While the right hand side of Y-Momentum equation becomes:
 @P
@Y
+
1
Re
(
@2V
@X2
+
@2V
@Y 2
) +
1
Fr2
[ 2   2 ] ⇡ 2.000 (3.1.26)
Meanwhile, both the left (3.1.25) and the right (3.1.26) hand sides are positive in
the Y-Momentum equation, and the combination of each of the individual terms
in both side showed positive with a maximum variation ⇡ ±0.003 between the left
and the right hand side. Here we can see that despite the small variation between
the left and the right, combination of each of the individual terms in both sides is
bigger as compared to those for the X-Momentum equation. Thus, the results in
this Y-Momentum equation are believed to have been well resolved to some extent.
For the temperature equation (3.1.7), we have,
@ 
@⌧
= 4.38936E 05 ⇡ 0;U @ 
@X
=  2.8426E 06 ⇡ 0;V @ 
@Y
=  0.000634676 ⇡ 0;
1
RePr
(
@2 
@X2
) =  9.04332E   05 ⇡ 0; 1
RePr
(
@2 
@Y 2
) =  4.28228E   06 ⇡ 0 (3.1.27)
Thus, the left hand side of temperature equation becomes:
@ 
@⌧
+ U
@ 
@X
+ V
@ 
@Y
⇡  0.001 (3.1.28)
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While the right hand side of temperature equation becomes:
1
RePr
(
@2 
@X2
+
@2 
@Y 2
) ⇡ 0 (3.1.29)
Lastly, results from the temperature equation again showed very small but negative
on the left (3.1.28) and approximately zero on the right (3.1.29) hand side. The
temperature of the plume at the centre and around the source is very warm. Being
that the step size is small, the temperature variation within the various points is
always very small, unless the interpolation is made with a bigger step size where
variations within points may be very significant. Thus, even though the results from
both left and right hand sides of the temperature equation are very small, we can
still say that the results are well resolved to some extent with a maximum variation
of ⇡ ±0.001 between them.
We have also considered the verification at a different point (1, 4), at some point
away from the centre of the plume at time ⌧ = 18.5 when the plume flaps from
side-to-side using the same simulated result. After going through the same process
for the interpolation, we were able to obtain the following approximations for the
equations in (3.1.4), (3.1.5), (3.1.6) and (3.1.7).
For the Continuity Equation in (3.1.30), we have that
@U
@X
= 0.994254883;
@V
@Y
=  0.944376959 (3.1.30)
Thus,
@U
@X
+
@V
@Y
⇡ 0.050 (3.1.31)
Sum of the individual terms in the Continuity Equation here is not also exactly
zero (see (3.1.31)), but can still be approximated to zero if rounded off within one
decimal place. The concern here is that the error has increased when compared to
the case considered at the centre of the plume. Thus, even though the equations are
solved, we believe that they are not well resolved at far field. For the X-Momentum
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equation (3.1.5), we have that,
@U
@⌧
= 0.776302159;U
@U
@X
=  0.522480222;V @U
@Y
=  0.981591748;
@P
@X
= 0.822060431;
1
Re
(
@2U
@X2
) = 0.087816738;
1
Re
(
@2U
@Y 2
) = 0.057985022 (3.1.32)
Thus, the left hand side of X-Momentum equation becomes:
@U
@⌧
+ U
@U
@X
+ V
@U
@Y
⇡  0.728 (3.1.33)
While the right hand side of X-Momentum equation becomes:
  @P
@X
+
1
Re
(
@2U
@X2
+
@2U
@Y 2
) ⇡  0.820 (3.1.34)
with a maximum variation of ⇡ ±0.092 between them.
For the Y-Momentum equation (3.1.6), we have that,
@V
@⌧
= 1.359198125;U
@V
@X
= 2.298359138;V
@V
@Y
=  1.031952167; @P
@Y
=  3.231176395;
1
Re
(
@2V
@X2
) =  0.173101313; 1
Re
(
@2V
@Y 2
) =  0.027355843; 1
Fr2
[ 2 2 ] =  0.551364049
(3.1.35)
Thus, the left hand side of Y-Momentum equation becomes:
@V
@⌧
+ U
@V
@X
+ V
@V
@Y
⇡ 2.626 (3.1.36)
While the right hand side of Y-Momentum equation becomes:
 @P
@Y
+
1
Re
(
@2V
@X2
+
@2V
@Y 2
) +
1
Fr2
[ 2   2 ] ⇡ 2.479 (3.1.37)
with a maximum variation of ⇡ ±0.147 between them.
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For the temperature equation (3.1.7), we have,
@ 
@⌧
= 0.037151784;U
@ 
@X
= 3.755329264;V
@ 
@Y
=  4.264271888;
1
RePr
(
@2 
@X2
) =  0.240483718; 1
RePr
(
@2 
@Y 2
) =  0.084005826 (3.1.38)
Thus, the left hand side of temperature equation becomes:
@ 
@⌧
+ U
@ 
@X
+ V
@ 
@Y
⇡  0.472 (3.1.39)
While the right hand side of temperature equation becomes:
1
RePr
(
@2 
@X2
+
@2 
@Y 2
) ⇡  0.324 (3.1.40)
with a maximum variation of ⇡ ±0.148 between them.
Combination of the individual terms from both the left (3.1.33) and the right (3.1.34)
hand side of the X-Momentum equation are too small when compared to that con-
sidered at the centre of the plume. The same was also recorded for the temperature
equation where the combination of the individual terms from both the left (3.1.39)
and the right (3.1.40) hand side of the equation also showed too small. While the
combination of the individual terms from both the left (3.1.36) and the right (3.1.37)
hand side of the Y-Momentum equation is also bigger as compared to those for the
X-Momentum equation; but then, the difference in all the sides as mentioned is
greater than those considered at the centre. This also points to the fact that the
equations are not well resolved at far field.
In conclusion, the discrepancies in the approximations at the centre (0, 2) of the
plume for each of the equations is smaller, as compared to that considered off the
centre at point (1, 4). We noticed from the data obtained that the gradient in the
flow variables within the step size at this point (1, 4) is steep, which we believe is
as a result of the difference in the mixture within the flapping zone that has led
to this discrepancy. Whereas, the interpolation considered at the centre (0, 2) of
the plume showed that the flow variables are well resolved to some extent within
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the step size as compared to the former. Nevertheless, we can say here that despite
the discrepancies that we might have recorded from the verification exercise, it is
still clear that the proposed set of equations are solved by the Comsol Multiphysics
especially, the vertical momentum equation where we have introduced a force term.
The data from the Comsol file for the calculation are given in Appendix G (7.7.1)
and (7.7.2).
3.1.6 Concluding remarks
We have investigated laminar plumes with a quadratic dependence of density on
temperature by means of a computational model. With dimensionless source tem-
perature  in = 2.5 a fairly small degree of mixing is required to achieve buoyancy
reversal at   = 2. The mixing is most vigorous in plumes with the smallest Froude
number (greatest buoyancy), which rise fastest initially but are brought to rest most
rapidly as the mixing generates negatively buoyant fluid. Plumes with higher Froude
number have less buoyancy and rise more slowly, these are subject to slower mix-
ing, and so could reach greater height before sufficient negatively buoyant fluid is
produced to halt their rise. Our empirical Froude number dependences in equations
(3.1.13) and (3.1.14) are similar to the scalings for fountain height and time scale
proposed by Lin and Armfield (2000c) for very weak fountains, Zn / Fr2/3 and
⌧n / Fr4/3. A fountain is defined to be very weak if inertia effects are negligible, so
that there is a balance between buoyancy and viscous forces; thus a fountain is very
weak if Fr ⌧ 1, whereas we have found (3.1.13) and (3.1.14) to apply for Froude
numbers up to about 2.5. A possible explanation for this is as follows. The mecha-
nism for halting the rise of the plume differs between our case and that of laminar
fountains: whereas fountains have negative buoyancy regardless of any mixing, in
our plumes negative buoyancy only appears as the consequence of mixing. With a
laminar plume, that mixing is by thermal conduction, and with fixed Prandtl num-
ber the thermal conductivity is a fixed multiple of the viscosity. So the plume height
may be determined by a balance between buoyancy and conduction even when in-
ertia is not negligible, and this balance will yield the same Froude number scaling
as the buoyancy-viscosity balance in very weak fountains.
As well as recording plume heights, we have examined the behaviour of the plumes in
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detail. Although plumes were symmetric at initial time interval, they subsequently
display side- ways flapping, which appears to be a consequence of the head detach-
ing as it approaches its maximum height. The head at this stage is denser than the
plume fluid below, and displaces the plume sideways as it sinks. After reaching the
floor, the dense mixed fluid spreads sideways as a gravity current.
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3.2 Numerical Simulations of a Laminar fountain
that Impinges on a Free-Slip top in Cold Fresh
Water.
3.2.1 A Brief Introduction
We have extensively studied plane laminar line fountains in the previous section
using the quadratic dependence relation assumption and observed head detachment
behaviour, followed by flapping and bobbing motion. Maximum rise height was
attained quickly for fountains with lower values of Froude number and took much
longer time to attain that same height as Froude number increases. However, the
domain was assumed to be large enough for that investigation to be carried out.
Whereas, if we consider this discharge site to be in a shallow lake then there is the
possibility that the most buoyant plume could rise to the surface and form a sur-
face gravity current before sinking. Fountains on the whole can be classified as free
(plane) fountains where the plume penetrates a finite distance in the ambient fluid
and sinks to the floor (Fig.1.2); and impinging fountains where the plume impinges
on a flat ceiling or any other interface, then the stagnation pressure will force the
fluid to spread outwards along the surface as gravity current, and further entrain-
ment of cold water into the gravity current will lead to buoyancy reversal as a result
of cabbeling (Fig.1.3). The characteristics of plane fountains are governed by the
Froude number, the Reynolds number, the Prandtl number and the source temper-
ature; alternatively, the Richardson number, Ri = Fr 2, can also be used instead of
the Froude number, as used in some studies (see, e.g., Friedman, 2006 and Friedman
& Katz, 2000). Meanwhile, for impinging fountains, we have an additional control
parameter such as H, the height of the ceiling and details of these parameters will
be given in the next subsection.
We have reviewed some of these investigations on plane fountains by previous au-
thors in the above sections and chapter: though, theirs are mainly negatively buoy-
ant plumes except for Turner (1966) who has investigated on plumes that experience
buoyancy reversal.
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There have also been some detailed investigations on laminar and turbulent flow
fountains that impinge on a ceiling that use the linear dependence assumption. Sri-
narayana et al. (2009a) considered the behaviour of two-dimensional impinging plane
fountains formed by injecting fluid vertically upwards into a homogeneous fluid of
lower density at constant Reynolds and Prandtl numbers , and buoyancy effects are
a result of the temperature variation between the fountain, the ambient and the
ceiling. The scaling and numerically simulated results show that the augmented
spreading distance Hd + Xd has the scaling of Hd + Xd ⇠ XinFr 29 ( HXin )
1
2 (  ✓H/Xin )
 1
3
in the range studied, where Hd is the maximum fountain height, Xd is the spreading
distance measured at Hd; height of the ceiling H, half width of the inlet jet Xin
and the dimensionless temperature difference between fountain source and ceiling
 ✓. The authors Srinarayana et al. (2009b) investigated the transient behaviour of
fountains that impinge on the ceiling to examine how fountains vary with Fr, Re,
Pr and H, where they added that the fountains spread outwards along the ceiling
after impingement on the ceiling before sinking. However, they were able to identify
a steady measurable spreading distance within the range of Reynolds numbers con-
sidered, except for Re > 125 where a chaotic behaviour was found, and for H > 30 a
side-to-side flapping motion were also recorded. The augmented spreading distance
was found to scale with Fr2/3 and with H1/2, but to be independent of Re and Pr.
Holstein and Lemckert (2001) obtained H + Ld / H0.5Fr0.4 from experiments with
fountains impinging on a rigid surface, while Lemckert (2004) found H + Ld/Fr0.74
for fountains impinging on a free surface.
Light induced fluorescence visualisation method was also used by Cooper and Hunt
(2007) to describe the behaviour of a turbulent fountain that impinges on a surface
at a distance H from the fountain source in a quiescent environment of uniform den-
sity. The authors reported that impingement of the fountain results in a buoyant
radial wall jet that spreads horizontally before separating from the plate at a radius
Rsp. The re-entrainment into the fountain and wall jet of buoyant fluid released on
separation leads to the formation of a toroidal vortex of outer radius ⇠ Rsp. The
correlation Rsp/H = 0.03Ri0.75rad , deduced from theoretical scalings and the results of
their experiments, successfully relates the maximum non-dimensional radial spread
to the Richardson number Rirad that characterises the source of the buoyant radial
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wall jet, where H is the distance between the source and the plate.
Some investigations have also shown that the behaviour of a fountain that impinges
on a solid surface is similar to plumes that were either injected downwards or upwards
in a strongly stratified medium. Ansong et al. (2008) carried out an experimental
study on axisymmetric turbulent fountains in a two-layer stratified environment,
where they observed the fountains to exhibit three regimes of flow after an overshoot
on the ceiling before spreading out as surface gravity current. They also obtained
a relation that analyses the initial speeds of the resulting radial currents and added
that the regimes were determined empirically using regime parameters which govern
the relative initial momentum of the fountain and the relative density difference of
the fountain and the ambient fluid. Two regimes were also observed from the spread-
ing currents: a constant-velocity regime and an inertia-buoyancy regime in which the
front position, R, scales with time, t, as R ⇠ t 34 . Series of experimental studies have
also been carried out by V.I. Bukreev that involved various configurations of warm
water discharge into a cold ambient. These have included classical lock-exchange
(Bukreev 2006a) and a variety of other arrangements in which warm and cold water
are brought into contact across a vertical plane (Bukreev 2006b). Such experiments
demonstrate clearly the effects of buoyancy reversal and the confinement of the flow
by the upper boundary of the receiving water, but do not simulate the near-field of
a discharge from an outfall, where the flow would be in the form of a buoyant plume
or jet.
We will therefore carry out numerical simulations on laminar fountains that impinge
on the ceiling using the quadratic dependence relation assumption. The analysis will
be carried out for fixed Reynolds and Prandtl numbers of Re = 50 and Pr = 7, with
different dimensionless source temperatures  in and Froude numbers which repre-
sent the balance between inertia and buoyancy forces. The ambient is considered to
be quiescent and homogeneous, colder than the temperature of maximum density.
Warm water, initially less dense than the ambient, is injected at constant speed from
a line orifice in the base of the container, so the flow is assumed two- dimensional.
All the assumptions given in the previous section on the liquid properties hold.
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3.2.2 Governing Equations and Boundary Conditions
The set of equations (3.1.4) - (3.1.7) as used in §3.1 holds with the various boundary
conditions. The set of dimensionless variables and equations (3.1.2) and (3.1.3) used
for non-dimensionalisation also holds. The domain in study has width L = 40xin,
i.e.,  20  X  +20 and height H/xin = 10 i.e., 0  Y  10, with an orifice of
width 2xin at the centre of the domain, through which the warm fluid is injected
at mean velocity vin. It is also important to mention here that the term Ld is used
to describe the spread length of the impinging fluid along the surface, while Lad
the spread length up to the nose of the surface gravity current as shown in Fig.1.3.
Velocity profile at the source is also the same as in (3.1.1). The inlet temperature
Tin is assumed constant, and the initial ambient temperature T1 is uniform.
Our initial conditions are an undisturbed, homogeneous medium,
U = 0, V = 0,   = 0, for ⌧ < 0 (3.2.1)
For ⌧   0 we have boundary conditions as follows. On the side walls:
@U
@X
= 0,
@V
@X
= 0,
@ 
@X
= 0 at X = ± L
2xin
(3.2.2)
At the plume source in the base of the domain:
U = 0, V (X, 0) = 1.5[1 X2],  in = 2.5 or 4 for |X|  1, at Y = 0 (3.2.3)
Elsewhere on the base:
U = 0, V = 0,
@ 
@Y
= 0 for |X| > 1, at Y = 0 (3.2.4)
At the top of the domain:
@U
@Y
= 0, V = 0,
@ 
@Y
= 0 at Y =
H
xin
(3.2.5)
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3.2.3 Numerical Results for Line Plume Impinging on a Free-
slip top in Cold Fresh Water
The evolution of temperature field for fountains that impinge on a surface with
source temperature  in = 2.5 or 4, and for a fixed Reynolds number Re = 50 is
shown within the time range 5  ⌧  95 for Froude number Fr = 3. After initiat-
ing the warm discharge at the source, we observe the head of the up flowing plume
advancing quickly towards the surface for plumes with source temperature  in = 4
and slowly for plumes with source temperature  in = 2.5 with vortex on both sides
symmetrically (Fig.3.15 (a), (b) and Fig.3.16 (a) - (c)). At the point when the plume
touches the surface (Fig.3.15 (c) and Fig. 3.16 (d)), this penetrating head spreads
outwards freely on both sides along the surface as a surface gravity current, which
was later arrested before descending to the floor. It is obvious that the descending
vortex head is also associated with the entrainment of ambient fluid and part of
the denser fluid was also re-entrained back into the up flow of the fountain, while
the rest descends to the floor and spreads as a gravity current (see Fig.3.15 (f) and
Fig.3.16 (g) & (h)). The mixing rate before and after impingement is very different
for the various source temperatures, where plumes with source temperature  in = 4
mix faster as a result of the greater buoyancy force that arises from the temperature
input, which enables the mixing process to produce a mixture that is denser than
the ambient. However, the interior part of the fountains contains both dense fluid
and the large scale vortex which seems to have retained slightly warmer fluid: but
then, the warmest fluid is at the outermost part of the fountain. This dense fluid
at the interior of the fountains (Fig.3.15(f)) further gives the insight that most of
the fluid in the head of the initially up flowing plume (Fig.3.15b and Fig.3.15c) had
almost become dense immediately after the plume touches the ceiling, and in turn
causes the large vortex on both sides to sink (see Fig.3.15(d)).
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Figure 3.15: Evolution of temperature field for Fr = 3,  in = 4, Prandtl number
Pr = 7 and Reynolds number Re = 50 at time 5  ⌧  95
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Figure 3.16: Evolution of temperature field for Fr = 3,  in = 2.5, Prandtl number
Pr = 7 and Reynolds number Re = 50 at time 5  ⌧  95
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However, If we compare the time of development for fountains in Fig.3.15 with those
in Fig.3.16, we can see clearly that those with source temperature  in = 4 develop
faster than those with source temperature  in = 2.5, and as such, the fountain in
(Fig.3.16 (f)) for  in = 2.5 has not developed up to the stage as shown in Fig.3.15
(f), but with vortex on both sides that descends to the floor. This is as a result of
the reduced buoyancy force that arises from the low source temperature input as
compared to the former.
As time further increases, the positively buoyant fluid at the outer part (nose of
the gravity current) has started rising, trying to spread further along the surface
(see Fig.3.15 (g) and (h)). If we examine the rate of spread between Fig.3.15(f)
and Fig.3.15(h) carefully, we could observe that the spreading behaviour within this
range is slow or a halting process, and as such takes much longer time for the fluid
to spread along the ceiling. This halting process we can also call "waiting period".
This halting behaviour in the spreading distance is as a result of the initial entrain-
ment of ambient water and the re-entrainment of dense fluid back into the up flowing
fountain, that has made the fountain’s interior to become dense: as such, fluid could
only rise again if more of the warmer fluid has been released from the source to
energise the outer part of the fountain. We could also observe considerable mixing
within this region of the large vortex at the fountain’s interior, where any of the
fluid that has mixed up to the temperature   < 2 spreads outwards on the floor as
a density current, allowing the entire interior to be dominated by fairly warm fluid
(see Fig.3.15 (i)). Though, the large vortices are still retained at the interior part
of the fountain. This in turn gives the insight that there will be continuous mixing
process at the interior, knowing that these vortices have entrained ambient fluid at
initial time. Thereafter, we noticed a sudden increase in the spreading distance of
the surface gravity current, as the outer part of the fountain became energised. This
halting behaviour of the surface gravity current as observed in the fountains with
source temperature  in = 4 (Fig.3.15), is also applicable to the fountains with source
temperature  in = 2.5 (Fig.3.16), but the continuous release of warm water from the
source in this case could not energise the outer part of the fountain to enable the
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Figure 3.17: Temperature field for Fr = 1.5, 2.5, 4, 5, Prandtl number Pr = 7
Reynolds number Re = 50 and for  in = 4 or 2.5 at time ⌧ = 80
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Figure 3.18: Dimensionless temperature profiles at the surface  (X, 9) at time ⌧ =
10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for Fr =
1.5 and 3
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Figure 3.19: Dimensionless horizontal velocity profiles at the surface U(X, 9) at
time ⌧ = 10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for
Fr = 1.5 and 3
61
3.2. Numerical Simulations of a Laminar fountain that Impinges on a Free-Slip
top in Cold Fresh Water.
Figure 3.20: Dimensionless vertical velocity profiles at the surface V (X, 9) at time
⌧ = 10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for
Fr = 1.5 and 3
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nose of these fountains to spread along the ceiling. This is as a result of its reduced
temperature input as compared to the former, and also the fact that most of the
fluid becomes dense before the ceiling (see Fig.3.16 (h), (i) and (j)). Meanwhile, as
time further increases for the case of the fountains with source temperature  in = 4,
most of the buoyant fluid had spread further along the ceiling, where denser fluid de-
scends from the surface gravity current as it spreads Fig.3.15 (j): and the spreading
behaviour at the ceiling for fountains with source temperature  in = 2.5 is absolutely
different at this time. In this case, we could only observe an expansion in the width
of the fountain, but the fairly warm fluid on the outer part is not energetic enough
to rise to the ceiling even at much later time. This behaviour can then lead us to a
conclusion that these fountains with source temperature  in = 2.5 at ⌧ = 80 have
attained a fully developed stage (see Fig.3.16 (j)).
It is also interesting to mention here that an inspection of the buoyancy term in
(3.1.6) shows that buoyancy will be greater with lower Froude numbers and in turn
leading to intense mixing at the source. As a result of this, such plumes are bound to
have a short penetration height, especially, now that a fairly high domain is used, so
may not spread on the ceiling but rather result in a flapping motion as observed by
George & Kay (2016) and Srinarayana et al. (2008). Therefore, we have considered
more impingement cases using values within the range 1.5  Fr  5 as presented
in Fig.3.17, so as to gain more insight on the spreading behaviour of the surface
gravity current for the various dimensionless source temperatures  in. Figure 3.17
shows a combination of temperature field for both  in = 4 and 2.5, at time ⌧ = 80
and for different values of Froude numbers, where the results on the left hand side
with  in = 4 are very different from those on the right with  in = 2.5. We noticed
that the spreading distance for lower Froude numbers is shorter irrespective of the
source temperature as compared to that of the higher Froude numbers. Though,
denser fluid is produced quickly as a result of the greater buoyancy force that arises
from lower Froude number.
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Figure 3.21: Dimensionless temperature profiles on the floor  (X, 1) at time ⌧ =
43, 60, 80, 95, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for Fr = 1.5 and 3
and Re = 50
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Figure 3.22: Dimensionless horizontal velocity profiles on the floor U(X, 1) at time
⌧ = 43, 60, 80, 95, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for
Fr = 1.5 and 3 and Re = 50
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Figure 3.23: Dimensionless vertical velocity profiles on the floor V (X, 1) at time
⌧ = 43, 60, 80, 95, for plumes with Re = 50, Pr = 7,  in = 2.5 & 4, and for
Fr = 1.5 and 3 and Re = 50
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The spreading behaviour of the fountains with source temperature  in = 4 at ⌧ = 80
appears almost the same when Froude number takes higher values (Fr   4), but
they have different mixing rate as this is evident in the production of denser water
within the time. It is also interesting to state here that, our results here in this
section show some similarities with those obtained by Srinarayana et al. (2009b)
for a transient behaviour of impinging fountain and a linear dependence of density
on temperature. They also observe that the descending plume’s head with vortex
on both sides entrained ambient fluid and also the re-entrainment of denser fluid
into the up flow was noticed. The authors also confirmed slight flapping motion
as domain height increases to H = 40, which leads to a scenario where fountains
could not impinge properly. Though, they carried out their investigation on a range
of Reynolds and Froude numbers with varied domain height, where results appear
different as the parameters change.
Furthermore, we did not attempt to determine scalings for augmented spreading
distance H+Ld as a function of Fr as was done for negatively buoyant fountains by
Srinarayana et al. (2009b). Though, it might be possible in the case with  in = 2.5,
with further simulations over a wider range of Froude numbers (above about 2),
since the fountains here could become steady within our simulation time. Whereas,
plumes with  in = 4 would require a much wider computational domain and much
longer time at the ceiling level before a steady measurable spreading distance may be
observed. It is expected that the surface current water would eventually be arrested
as a result of further densification by mixing (Marmoush et al. 1984). Despite this
fact, we have not been able to continue our computations to verify all these.
Profiles of temperature and the various velocity components of the surface grav-
ity current at the height Y = 9 (a distance xin below the ceiling) were examined,
so as to get more information on the spreading behaviour of the current, and this is
shown in Fig.3.18, Fig.3.19 and Fig.3.20, for the various Froude numbers as labeled
(a), (b), (c) and (d). Profiles of temperature for Froude number Fr = 1.5 in Fig.3.18
(a) and (b) show that there was mixing as the most buoyant fluid rises to the ceiling,
especially within the range X = 0  6 at the ceiling level. When examined properly,
we can again notice that most of the fluid within this range X = 1.0  3.5 is already
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Figure 3.24: Variation of spreading distance Ld & Lad along the surface for  in = 2.5
and 4 with respect to time ⌧n at Fr = 3.
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Figure 3.25: Spreading distance Ld along the surface for  in = 2.5 and 4 as a function
of time ⌧n at Fr = 3. with logarithmic scale
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dense at the various simulation times for fountains with source temperature  in = 4
(Fig.3.18 (a)), except at time ⌧ = 80 that looks slightly warmer. Whereas, fountains
with source temperature  in = 2.5 (Fig.3.18 (b)) shows that production of denser
fluid starts right at the point of impingement (within the range X = 0  6). This is
because source with  in = 2.5 requires little mixing before attaining the same density
with the ambient and as such, most of the mixing is done before impingement which
leads to the production of much denser fluid within the simulation time. Meanwhile,
profiles of temperature for Froude number Fr = 3 in Fig.3.18 (c) show that the fluid
at the point of impingement up to the distance 2 on the ceiling is very warm, before
cooling drastically. These fountains have greater buoyancy force that arises from
the high source temperature input so could spread farther. Furthermore, profiles of
temperature in Fig.3.18 (d) also show that fluid at the point of impingement was
fairly warm before mixing further along the ceiling. Though, less fluctuations were
recorded in this case at the ceiling level, because of its reduced source temperature
input that could not enable the fluid to spread farther. The manner with which the
vortex on both sides descends after a small distance from the point of impingement
is also depicted in the temperature plots. These are the regions where we have the
rapid decrease immediately after the source around 2  X  5 at times ⌧   20.
However, the fluctuations in the profiles with source temperature  in = 4 are more
intense, because of its high temperature input. The general fluctuations in the tem-
perature profiles shows that decrease in temperature with horizontal length is not
monotonic.
Both Profiles of vertical and horizontal velocities also show that motion at the ceil-
ing level is strong, and this can be confirmed from the magnitude of the fluctuations
as shown in Fig.3.19 and Fig.3.20. Though, there are differences in the magnitude,
where the horizontal velocity of the fluid for the lower Froude numbers appears to
be higher than those with high Froude numbers. Even as a rapid decrease in the
temperature profiles was recorded immediately after the source around 2  X  5
at times ⌧   20, this vortex is also seen as peaks in the outward and downward
velocity components around 5  X  7 in Figures 3.19 (c) and 3.20 (c). A well
developed gravity current was only possible at the last simulation time, ⌧ = 80 in
Figure 3.19 (c). The vortex with warm fluid is still pronounced in this case, with
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strong outward and downward flow near X = 5, and the negative horizontal veloci-
ties beyond X = 9 at later times (Figure 3.19 (d)) indicate entrainment of ambient
water into the sinking flow. For the profiles of vertical velocity, downwards veloc-
ities were also recorded in the various panels (Fig.3.20 (a) - (d)), such downwards
velocities indicate the process as fluid that has mixed up to a temperature   < 2
and starts to sink at the ceiling level. Though, most of this movement occurs within
the distance X = 0   8 at the various simulation times. Lastly, with Fr = 1.5
and  in = 2.5, we see large variations in both the temperature and velocity profiles
from one time of plotting to the next. This indicates side-to-side flapping motion:
strong mixing of water which is only slightly buoyant at the source means that it
has lost all its buoyancy when it impinges on the ceiling, and it behaves similarly to
an unconfined plume (George & Kay 2016).
Profiles of temperature and the various velocity components of the density cur-
rent at the height Y = 1 were also examined, and are shown in Fig.3.21, Fig.3.22
and Fig.3.23, for the various Froude numbers as labeled (a), (b), (c) and (d) (in
which the earliest time shown is ⌧ = 43 because the plume fluid has not recirculated
to the floor until close to this time). The general distribution in the profiles for the
various Froude numbers cases considered appeared similar. However, the profiles of
temperature (Fig.3.21 (a) - (d)) show that the region Y = 1 contains denser fluid
that is of different temperatures depending on the time that is under consideration:
but most importantly and irrespective of the time considered, it is clear that most
of the fluid in this region is denser than the ambient fluid. Though, the reason for
the difference in temperatures at the various times is that, during the time when the
large vortices were descending after impingement, there was entrainment process of
ambient water and also re-entrainment of denser fluid up into the rising plume (see
Fig.3.15 (e) - (h), Fig.3.16 (g) - (i)), before the denser fluid touches the floor. There-
fore, the mixing process continues as fairly warm but dense fluid spreads outwards
as a density current. Profiles of horizontal velocity components (Fig.3.22) also give
an explicit description of the density current, where the flow inward towards the
central part of the plume reaches its greatest speed near X = 5, and an outward
flow beyond X = 10.
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Figure 3.26: Evolution of temperature field with free-slip top for Fr = 3,  in = 4,
Prandtl number Pr = 11.4 and Reynolds number Re = 50 at time 5  ⌧  95
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Figure 3.27: Evolution of temperature field with free-slip top for Fr = 3,  in = 2.5,
Prandtl number Pr = 11.4 and Reynolds number Re = 50 at time 5  ⌧  95
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The flow is stronger with Fr = 1.5 than with Fr = 3, because the greater mixing
with lower Froude number produces dense water more rapidly, yielding a greater
volume for both the inward and outward flows. There is also a slight tendency for
the inward flow to be stronger with  in = 4 while the outward flow is stronger with
 in = 2.5; the vortex circulation which brings fluid inward near the floor may be
stronger in the former case due to the greater buoyancy in the central plume gener-
ating greater vorticity.
Profiles of vertical velocity components (Fig.3.23) also show some downwards veloc-
ities, and these indicate the process as the most dense fluid in the density current
descends to the lower part of the density current. This most dense fluid is mainly
apparent within the regions of X = 5  10 and mixes outwards, and this behaviour
is recorded for the various Froude number values. However, mixing is continuous
until the density current mixes up to the same temperature as the ambient fluid.
Table 7.2 and 7.3 in appendix F, contain values that were obtained empirically
which correspond to the spreading distance for both Lad and Ld and plotted as a
function of time ⌧ in Fig.3.24 for the various source temperatures  in = 4 and 2.5.
The spread length for fountains with source temperature  in = 4 as indicated Ld 4
and Lad 4 both captured the period where the surface gravity current halted before
spreading at much later time. Lad 4 is the spread length up to the nose and this
is represented by the red dot, which indicates that there exist different phases in
the flow. The first is a linear phase, where the spreading distance increases uni-
formly before halting. The second phase is where the spreading behaviour became
very slow or halted, and this was the period when the outer part of the fountain
gradually became energetic to rise again to the ceiling before spreading, which we
described as a period of halt or "waiting period". The spread length Ld with source
temperature  in = 4, represented by the blue dots also confirmed the behaviour as
the surface gravity current halted before spreading again on the ceiling, causing a
sudden increase as captured in Fig.3.15 (f) - (h). We can see clearly from these
plots that both measurement from the nose and the spread length merge at this
point where the fountains halted. Lastly, is the phase where both the measurement
from Ld 4 and Lad 4 continue to spread again at much later time (⌧ = 43   95)
after the halting process as shown in Fig.3.15(g) - (j). Whereas, the behaviour as
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observed in the spread length Ld of the fountains with source temperature  in = 2.5,
as represented by the green dots is different. Here, the spreading behaviour at initial
time was smooth, but after the initial vortex had descended to the floor; then, the
surface gravity current halted and subsequent discharge of the warm fluid could not
energise the outer part of this fountain to spread along the ceiling. Though, the
trend in the plot shows there exist two phases, which enabled us to obtain relations
that describe these different phases (spreading distance Ld) as a function of time for
both fountains with source temperature  in = 4 & 2.5.
Thus, this is shown by the straight lines in Fig. 3.25, which represent best fit power
laws obtained by linear regression of logLd on log⌧n:
Ld 4 ⇡ 0.827⌧ 0.638n [R2 ⇡ 0.969] (3.2.6)
with a maximum variation of ⇡ ± 0.135 in the first phase or regime for fountains
with source temperature  in = 4. The time range within which this first regime is
valid for lies between 20  ⌧  38.
Meanwhile, the red points in the spreading distance for fountains with source tem-
perature  in = 4 represent the waiting period, and this falls within the time range
⌧ = 41  53. Immediately after this halt period, we obtain the following relation in
(3.2.7) for the last regime for fountains with source temperature  in = 4
Ld 4 ⇡ 1.678⌧ 0.521n [R2 ⇡ 0.927], (3.2.7)
with a maximum variation of ⇡ ± 0.177, and the time range within which this last
regime is valid for lies within 56  ⌧  83.
Whereas, (3.2.8) and (3.2.9) are the relations for fountains with source tempera-
ture  in = 2.5:
Ld 2.5 ⇡ 0.371⌧ 0.764n [R2 ⇡ 0.964] (3.2.8)
which falls with the time range 20  ⌧  50. Meanwhile, the transition range for
the spreading distance for fountains with source temperature  in = 2.5 is within
the time range ⌧ = 50  56. Then, we also obtain a relation that describes the last
regime as follows:
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Ld 2.5 ⇡ 4.025⌧ 0.146n [R2 ⇡ 0.908] (3.2.9)
and the time range within which this last regime is valid for lies between 59  ⌧  83,
where R2 is the regression coefficient in each case.
We also wish to make clear here that the choice of Prandtl number Pr = 7 that we
have used may not be the most appropriate value for the simulation as regards the
power station warm discharge in cold fresh water, where mixing is bound to produce
mixture at Tm. For the quadratic dependence relation assumption as proposed here,
Prandtl number Pr = 11.4 would have been more appropriate. However, based on
the choice of Prandtl number Pr = 7 as used in earlier investigations by Lin & Arm-
field, (2000, 2003, 2004), Srinarayana et al. (2008), etc., for the linear dependence
relation assumption, we have considered the same so as to carry out a comparative
analysis. Nevertheless, we have also considered impinging fountains using the same
boundary condition as in this section (free-slip top) for Fr = 3,  in = 2.5 & 4,
Reynolds number Re = 50 but with different Prandtl number Pr = 11.4 to examine
the behaviour of the fountains as Prandtl number takes a different value, if this
change does cause any significant effect.
The evolution of temperature field for fountains with Fr = 3, Reynolds number
Re = 50 and Prandtl number Pr = 11.4 is shown in Fig.3.26 and 3.27 for the
various source temperatures  in = 4 & 2.5 respectively. These results presented
here appear almost the same for the various source temperatures  in = 2.5 & 4 as
compared to those in Fig. 3.15 and 3.16 with Prandtl number Pr = 7. All the be-
haviours as explained above were also captured here, as the entrainment of ambient
fluid and re-entraiment of denser fluid into the up flow were also observed. The halt
period was also observed in both cases, where fountains with source temperature
 in = 2.5 attain a fully developed stage faster as compared to the fountains with
source temperature  in = 4 that could spread further after the halt period. How-
ever, a slightly greater spreading distance was observed here as compared to those
with Prandtl number Pr = 7, and this is evident in figure 3.26 with Prandtl number
Pr = 11.4 at time ⌧ = 80. This is as a result of the further decrease in the thermal
conductivity (diffusion rate). Nevertheless, this does not cause any significant effect
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on the flow scenario: hence we can conclude by saying that the different behaviours
as recorded here are mainly dependent on the source temperature, Froude number,
Reynolds number, with insignificant contributions from the Prandtl number.
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3.2.4 Concluding remarks
A thorough investigation on the behaviour of laminar line fountains that impinge
on the ceiling was made. Most importantly, the results obtained here are closely
similar and are directly comparable to the study of negatively buoyant fountains by
Srinarayana et al. (2009b). Within the range of control parameters that we have
used for the simulation, three different phases of flow scenario have been found, of
which two were also observed in Srinarayana et al. (2009b). The plumes at initial
time developed vortex on both sides that entrains ambient fluid: and a process of
re-entrainment of dense fluid back to the up flow at later times was also noticed
as vortex on both sides descends to the floor: where most of the denser fluid at
the interior of the fountain spreads outwards as a density current. In specifics, for
higher values of Froude number and with  in = 2.5, after the plume impinges on
the ceiling, the vortices expand to fill the full height of the domain. The flow then
appears to have attained a stable measurable spread length (although our compu-
tational time was not sufficient to verify this), with a sloping flow descending to the
floor on the outer side of the vortices; and part of this dense fluid is re-entrained
into the central part of the plume while the remainder of this dense, mixed fluid
flows outward along the floor as a density current. Whereas, in the case of the lower
values of Froude number as used here (Fr = 1.5) and with  in = 2.5, the plume
impinges rather weakly on the ceiling and then flaps from side to side, similarly to an
unconfined plume as observed previously by George & Kay (2016) and Srinarayana
et al. (2008). Similar flows were seen in Srinarayana et al. (2009) when the domain
height was considerably high; though, we have not varied the domain height, but we
have used lower Froude numbers than in Srinarayana et al. (2009). Large domain
height can be considered as an alternative for small Froude number, because the
height of (unconfined) plumes and fountains increases with Froude number.
The part that is of most interest in the present investigation, which does not also
have any counterpart in the case of negatively buoyant fountains, is that found with
source temperature  in = 4 and Fr = 2.5. Though, the initial stage of the flow is
similar to the case with  in = 2.5: but then, as the plume impinges on the ceiling,
spreads some distance horizontally as surface gravity current and then descends on
the outer side of the vortices which were generated on either side of the central up
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flowing plume. This descent is reinforced by the presence of dense fluid resulting
from mixing with the ambient. In the end a sufficient volume of unmixed, positively
buoyant water emerges into the ceiling flow to separate from the descending flow,
and after a halting period this forms a surface gravity current along the ceiling. At
the same time, dense mixed fluid in the descending flow forms a gravity current
along the floor. A similar coexistence of light and dense gravity currents in cold
water is observed in the experiments of Bukreev (2006b). Though, in that study
(Bukreev (2006b)), the surface gravity current is halted as it loses its buoyancy
through mixing, but our simulations have not continued to that stage as a result
of the domain size used. Relations were also drawn that describe the spreading
behaviour as a function of time (3.2.6) - (3.2.9) for the various regimes. Different
values of Prandtl number were also considered and we concluded that irrespective of
the Prandtl number used this does not cause any significant effect on the flow sce-
nario. Hence, the behaviours as recorded in this section are mainly dependent on the
source temperature, Froude number, Reynolds number, with very little contribution
from the Prandtl number.
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3.3 Numerical Simulations of a Laminar fountain
that Impinges on a No-slip top in Cold Fresh
Water.
3.3.1 A Brief Introduction
We have reviewed some of the earlier studies on laminar fountains that impinge on
a ceiling in the previous section; and in order not to make repetition, we will refer
to the brief introduction in section 3.2.1. Though, all the cases considered in the
above reviewed works are with the linear dependence relation assumption. But then,
the results in section 3.2.3 have been published which makes use of the quadratic
dependence relation assumption (George & Kay, 2017), where distinct behaviour in
the impinging fountains was also recorded. Note that we have previously emphasised
the fact that if the discharge is initiated in a domain with less depth, then there is
the possibility that the plume could rise to the surface quickly and still be positively
buoyant, where it spread outwards freely as a surface gravity current, cooling fur-
ther as lighter fluid mixes with ambient. Cabbeling will occur in the surface gravity
current and any mixture that has either mixed to the Tm or to a temperature close
to it will sink (see Fig.1.3). Thus, in order to depict real flow scenario along the
lake surface, the choice of boundary condition (free-slip top) as used previously is
appropriate.
However, we have also decided to investigate a similar kind of flow as that in section
3.3, where it is assumed here that there exists a solid boundary at the surface (no-
slip top). This ensured that as the most buoyant fluid rises to the ceiling, stagnation
pressure will force the fluid to spread outwards along the ceiling until cabbeling ar-
rests the penetrating nose of this surface current and it will sink forming a fountain.
Along the ceiling as fluid spread outwards, the interaction between the ceiling and
the fluid causes a drag which in turn reduces the velocity of the current. As such, it
will also be interesting to examine the behaviour of such fountains along the ceiling
and compare the penetration length of the surface current with that of the free-slip
top. Though, we are aware that this case (no-slip top) does not really apply to the
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power station problem, but then, this might also be relevant to some experimentally
studied cases (Cooper and Hunt (2007), Holstein and Lemckert (2001), Lemckert
(2004)) though, at scale too small to be turbulent. The laminar case as considered
here is very similar to that considered by Srinarayana et al. (2009b), though, with
the usual linear dependence relation assumption.
Therefore we will here in this section carry out numerical simulations on laminar
fountains that impinge on a no-slip top using the quadratic dependence relation
assumption as used previously. This analysis will again be carried out for the same
set of parameters as used in section 3.2.1, except for Prandtl number which we now
have to be Pr = 11.4 and compare with those in section 3.2.1 with free-slip top.
The ambient is considered to be quiescent and homogeneous, colder than the tem-
perature of maximum density. Warm water, initially less dense than the ambient,
is injected at constant speed from a line orifice in the base of the container, so the
flow is assumed two- dimensional. All the assumptions given in the previous section
on the liquid properties hold.
3.3.2 Governing Equations and Boundary Conditions
Here in this subsection, we will make use of all the equations and assumptions as
recorded in subsection (3.2.2) so as not to make much repetition. The set of equations
(3.1.4) - (3.1.7) as used in §3.2 holds with the various initial and boundary conditions,
except for condition at the top where we have free-slip top.
At the top of the domain:
U = 0, V = 0,
@ 
@Y
= 0 at Y =
H
xin
(3.3.1)
The set of dimensionless variables and equations (3.1.2) and (3.1.3) used for non-
dimensionalisation also holds. The domain in study has width L = 40xin, i.e.,
 20  X  +20 and height H/xin = 10 i.e., 0  Y  10, with an orifice of width
2xin at the centre of the floor, through which the warm fluid is injected at mean
velocity vin. It is also important to mention here that the term Ld is use to describe
the spread length of the impinging fluid along the ceiling, while Lad the spread length
up to the nose of the surface gravity current as shown in Fig.1.3. Velocity profile
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at the source is also the same as in (3.1.1). The inlet temperature Tin is assumed
constant, and the initial ambient temperature T1 is uniform.
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3.3.3 Numerical Results for Line Plume Impinging on a No-
slip top in Cold Fresh Water
We have presented here the evolution of temperature field for fountains that impinge
on a no-slip top with source temperature  in = 2.5 or 4, and for a fixed Reynolds
number Re = 50 and shown within the time range 5  ⌧  95 for Froude number
Fr = 3. After introducing the warm discharge at the source, this forms an upward
plume with vortex on both sides symmetrically, and rises quickly towards the ceil-
ing for plumes with source temperature  in = 4 and slowly for plumes with source
temperature  in = 2.5 ( see Fig.3.28 (a), (b) and Fig.3.29 (a) - (c)). As the plume
touches the ceiling, the stagnation pressure then causes the fluid to spread outwards
along the ceiling as a surface gravity current, with the initial vortices descending
after becoming dense. A process of entrainment of ambient fluid and re-entrainment
of denser fluid back into the up flow of the fountain were also observed, even as the
vortices on both sides continue to descend to the floor and spread outwards as a
density current (see Fig.3.28 (f) and Fig.3.29 (g) & (h)). Plumes with source tem-
perature  in = 4 mix faster as a result of their greater buoyancy force that arises
from the temperature input, and this enables quick production of denser fluid which
then descends. This is evident in Fig.3.28 with the interior part dominated by denser
fluid of different temperatures. The combination of the different temperatures at the
interior is as a result of the entrainment process at earlier time by the vortices: but
then, the warmest fluid is at the outermost part of the fountain. The difference
in the mixing rate for plumes with source temperature  in = 4 and  in = 2.5 has
also played a crucial role in the time of development for the various fountains when
compared (see Fig.3.28 and Fig.3.29).
However, the spreading behaviour in the fountains with source temperature  in = 2.5
does not change at the ceiling after the vortex on both sides has touched the floor
(see Fig. 3.29 (g) - (j) ), but we could only observe slightly warm but dense water
spreading on the floor as it mixes further as a density current. This is as a result of
the reduced temperature input, so very little mixing is required for the fountains to
produce a mixture that has the same density as the ambient. Therefore, we can say
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Figure 3.28: Evolution of temperature field with No-slip top for Fr = 3,  in = 4,
Prandtl number Pr = 11.4 and Reynolds number Re = 50 at time 5  ⌧  95
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Figure 3.29: Evolution of temperature field with No-slip top for Fr = 3,  in = 2.5,
Prandtl number Pr = 11.4 and Reynolds number Re = 50 at time 5  ⌧  95
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Figure 3.30: Temperature field with No-slip top for Fr = 1.5, 2.5, 5, Prandtl number
Pr = 11.4 Reynolds number Re = 50 and for  in = 4 or 2.5 at time ⌧ = 80
here that these fountains with source temperature  in = 2.5 in figure 3.29 have
reached a steady measurable state within the simulation time.
Whereas, the spreading behaviour at the ceiling is different in the fountains with
source temperature  in = 4. When we examine carefully Fig.3.28(f) to Fig.3.28(h),
we observe that the distance of spread within this time range does not change sig-
nificantly before it began to spread again at much later time. The halting behaviour
within this time interval at the ceiling is as a result of the initial entrainment of
ambient water and the re-entrainment of dense fluid back into the fountain, that has
made the fountain’s interior become dense: as such, fluid could only spread again
if more of the warmer fluid has been released from the source to energise the outer
part of the fountains. Therefore, as time further increases for the case of the foun-
tains with source temperature  in = 4, most of the positively buoyant fluid spreads
further along the ceiling (see Fig.3.28 (i) and (j)).
We have also considered more impingement cases within Froude number range
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Figure 3.31: Dimensionless temperature profiles at the ceiling  (X, 9) at time ⌧ =
10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for
Fr = 1.5 and 3
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Figure 3.32: Dimensionless horizontal velocity profiles at the ceiling U(X, 9) at time
⌧ = 10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for
Fr = 1.5 and 3
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Figure 3.33: Dimensionless vertical velocity profiles at the ceiling V (X, 9) at time
⌧ = 10, 20, 35, 50, 80, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for
Fr = 1.5 and 3
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1.5  Fr  5 as presented in Fig.3.30 for the various dimensionless source tem-
peratures  in at time ⌧ = 80. The results show that spreading distance for lower
Froude numbers is shorter irrespective of the source temperature as compared to
those with higher Froude numbers. This is as a result of the greater buoyancy force
that arises from lower Froude number that led to quick mixing, so most of the fluid
is dense before getting to the ceiling, therefore is not energetic enough to spread
farther. The behaviour for the very low Froude number (Fig. 3.30 (b)) with source
temperature  in = 2.5 is even different from the others as shown in Fig.3.30, despite
their short spreading distance. Such plumes are subject to short penetration height
because of their reduced temperature input, so we were able to observe flapping
motion from side to side as in the case for plane fountains by George & Kay (2016)
and Srinarayana et al. (2008).
The general behaviours as observed here in this section are directly comparable
with those results in section 3.2.3 with free-slip top, especially those fountains with
source temperature  in = 2.5 (see Fig.3.16 and Fig.3.29). A steady measurable
distance was reached in both cases and the behaviours within the various time in-
tervals as shown also corresponds closely. Here the reduced temperature input plays
a crucial role in the mixing as most of the fluid is dense before getting to either the
ceiling or the surface; so there is insignificant difference in the mixing rate at the
ceiling level. Whereas, this is different for the fountains with source temperature
 in = 4 (see Fig.3.15 and Fig.3.28) as it is evident in their rate of development
within the various time intervals as shown. The reason for this is that the plumes
after impingement spread outwards freely as they move further along the surface
for the fountains with free-slip top. These fountains could spread faster and denser
water is also produced quicker as this can be seen on the floor when compared
(see Fig.3.15(f)-(j) and Fig.3.28(f)-(j)). Meanwhile, the plume fluid could spread
outwards after impingement, but then, there is a drag at the point of contact for
fountains with the no-slip top condition. This in turn led to slow movement at the
ceiling level, which reduces the spreading rate to some extent and also takes slightly
longer time to produce denser fluid and to develop up to the stage as those for the
free-slip top when compared within the simulation time as shown. Besides the slight
delay in the rate of development, all other behaviours were also recorded as given in
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section 3.2.3.
Profiles of temperature and the various velocity components on the surface current
at the height Y = 9 were also examined as shown in Fig.3.31, Fig.3.32 and Fig.3.33,
for fountains with source temperature  in = 4 & 2.5, and for the various Froude
numbers as labeled (a), (b), (c) and (d). In same manner, we have also considered
profiles of temperature and the various velocity components on the density current at
the height Y = 1 as shown in Fig.3.34, Fig.3.35 and Fig.3.36, for the various Froude
numbers as labeled (a), (b), (c) and (d) (in which the earliest time shown is also
⌧ = 43 because the plume fluid has not recirculated to the floor until close to this
time). The general distribution in the profiles for the various Froude numbers cases
considered here are also very similar to those in Fig.3.18 - 3.23, with insignificant
variation in their magnitudes. For more explanations, we can refer to the discussion
in section 3.2.3 so as to avoid more repetition.
Table 7.16 and 7.17 in appendix F contain values that were obtained empirically
which corresponds to the spreading distance for both Lad and Ld and plotted as a
function of time ⌧ in Fig.3.37 for the various source temperatures  in = 4 and 2.5.
The spread length for fountains with source temperature  in = 4 as indicated Ld 4
and Lad 4 both captured the halt period before the current continued to spread again
at much later time. Lad 4 is the spread length up to the nose and Ld 4 spread length
at the surface represented by the red and blue dots as described in the previous
section; all indicates there exist three phases in the flow. The first is a linear phase,
where the spreading distance increases uniformly before halting. The second phase
is where the spreading continued after a halt period. Whereas, the behaviour in the
spread length Ld for fountains with source temperature  in = 2.5, as indicated by the
green dots is different. The halt phase is not very apparent unlike that with  in = 4,
but rather the plot shows there exist at least two phases of flow, which enabled us
to obtain relations that describe these different phases (spreading distance Ld) as a
function of time for both fountains with source temperature  in = 4 & 2.5. We wish
to make clear here that the two red points in the spreading distance for fountains
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Figure 3.34: Dimensionless temperature profiles on the floor  (X, 1) at time ⌧ =
43, 60, 80, 95, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for Fr =
1.5 and 3 and Re = 50
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Figure 3.35: Dimensionless horizontal velocity profiles on the floor U(X, 1) at time
⌧ = 43, 60, 80, 95, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for
Fr = 1.5 and 3 and Re = 50
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Figure 3.36: Dimensionless vertical velocity profiles on the floor V (X, 1) at time
⌧ = 43, 60, 80, 95, for plumes with Re = 50, Pr = 11.4,  in = 2.5 & 4, and for
Fr = 1.5 and 3 and Re = 50
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Figure 3.37: Variation of spreading distance Ld & Lad along the ceiling for  in = 2.5
and 4 with respect to time ⌧n at Fr = 3.
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Figure 3.38: Spreading distance Ld along the ceiling for  in = 2.5 and 4 as a function
of time ⌧n at Fr = 3. with logarithmic scale
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with source temperature  in = 4 represent the halting period that separates the two
phases of flow, and this falls within the time range ⌧ = 74   77. Meanwhile, the
transition range for the spreading distance for fountains with source temperature
 in = 2.5 is within the time range ⌧ = 53  56. Relations will only be drawn for the
two flow regimes or phases to describe the spreading behaviour in each of the cases
considered and not the transition phase.
Thus, we have obtained the following relations and this is shown by the straight
lines in Fig.3.38, which represent best fit power laws obtained by linear regression
of logLd on log⌧n:
Ld 4 ⇡ 3.541⌧ 0.186n [R2 ⇡ 0.901] (3.3.2)
with a maximum variation of ⇡ ±0.108 in the first regime for fountains with source
temperature  in = 4, and the time range within which this first regime is valid lies
between 26  ⌧  71.
Ld 4 ⇡ 1.218⌧ 0.511n [R2 ⇡ 0.976], (3.3.3)
where, (3.3.3) is the relation for the second regime for fountains with source temper-
ature  in = 4 and the time range within which this last regime is valid lies between
80  ⌧  89 .
Whereas, (3.3.4) and (3.3.5) are the relations describing the behaviour of the foun-
tains with source temperature  in = 2.5
Ld 2.5 ⇡ 0.628⌧ 0.589n [R2 ⇡ 0.987] (3.3.4)
Ld 2.5 ⇡ 4.553⌧ 0.089n [R2 ⇡ 0.884] (3.3.5)
with a maximum variation of ⇡ ±0.066 only in the first regime. Meanwhile, the
time range within which the first and the last regime ((3.3.4) and (3.3.5) ) is valid
lies between 26  ⌧  50 and 59  ⌧  89 respectively, with R2 being the regression
coefficient in each case.
When we examine carefully the relations that were drawn from the spreading be-
haviour at the ceiling for both fountains with free-slip top and no-slip top, we can
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also gain insight into them. These relations ((3.2.6) - (3.2.9)) and ( (3.3.2) - (3.3.5))
also showed the difference in the spreading behaviours along the ceiling as discussed
earlier for both fountains with free-slip top and no-slip top. That is, the gradient of
the relation in the first regime for the free-slip top (3.2.6) was steeper than that in
(3.3.2) for a no-slip top. This steepness gives us the insight on how fast the plume
fluid spread outwards along the ceiling after it touched the ceiling for fountains with
source temperature  in = 4; and a similar behaviour was also recorded for the foun-
tains with source temperature  in = 2.5 (see (3.2.8) and (3.3.4)).
In a similar manner, these behaviours were also recorded for the fountains with
source temperature  in = 2.5 and  in = 4 in the last regime (see (3.2.9) & (3.3.5)
and (3.2.7) & (3.3.3)). But then, the rate of spread after the halt or transition pe-
riod is slow in the cases for  in = 2.5 as compared to the speed it started with. The
possible explanation might be that the plume fluid at any point far away from the
initial point of impingement is believed to have mixed with the ambient to an extent,
so such plume fluid may not be energetic enough even if it is still positively buoyant
as compared to the plume fluid at some point close to the point of impingement.
Whereas, plume fluid could maintain some level of speed for fountains with source
temperature  in = 4 even after the halt period because of the greater temperature
input.
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3.3.4 Concluding remarks
We have investigated the behaviour of laminar line fountains that impinge on a
no-slip top, and observed that the results here are directly comparable to those by
George & Kay (2017) and also to the negatively buoyant fountains by Srinarayana
et al. (2009b) as explained above: except for the difference in the spreading be-
haviour of the current at the top. Within the range of parameters that we have
used, we could achieve a fully developed stage for fountains with source tempera-
ture  in = 2.5. In these fountains, very little mixing is required for fountains to
produce a mixture that is at the temperature   = 2.0, which is of the same density
as that of the ambient before sinking. The spreading behaviour for both no-slip top
and free-slip top is very similar for fountains with the source temperature  in = 2.5,
because most of the fluid in the head of the plume had become dense even before
impingement. Based on this, the plume fluid is not energetic enough to spread far-
ther, which led to a fully developed stage quicker, and in turn making the drag on
the plume fluid at the ceiling for the case with no-slip condition not to be apparent.
Whereas, the drag at the ceiling was apparent for the case with source temperature
 in = 4, and this led to shorter spreading distance as compared to that found by
George & Kay (2017) for a frees-slip top. This difference is very clear when compar-
ing the time of development as shown, that it took a little longer time for positively
buoyant fluid to energise the outer part of the fountains to spread further, unlike
that with the free-slip top that could spread outwards freely and in turn attained
greater spreading distance.
Relations were also obtained that describe the spreading behaviour as a function of
time as given in (3.3.2) - (3.3.5). The closeness in the spreading behaviour for foun-
tains with source temperature  in = 2.5 is also evident in the expressions. Whereas
much difference is shown for that with source temperature  in = 4 especially within
the halt period and when it began to spread again.
Lastly in the case with lower value of Froude number as used here (Fr = 1.5) and
with  in = 2.5, the plume impinges rather weakly so could not spread outwards,
rather it flaps from side to side, very similarly to the results by George & Kay
(2017) and also to an unconfined plume as observed previously by George & Kay
(2016) and Srinarayana et al. (2008). Similar flows were seen in Srinarayana et al.
(2009) when the domain height was considerably high; though, we have not varied
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the domain height, but we have used lower Froude numbers than in Srinarayana
et al. (2009). Large domain height can be considered as an alternative for small
Froude number, because the height of (unconfined) plumes and fountains increases
with Froude number.
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3.4 Moderately High-Reynolds Number Simulation
of Laminar Plane Line Fountains in Cold Fresh
Water.
3.4.1 A Brief Introduction
We have considered both laminar plane fountains and impinging fountains in the pre-
vious sections with fixed Reynolds number Re = 50, Prandtl number Pr = 7, and
over the range of Froude number 0.1  Fr  5, where the spreading distance and
the maximum rise height of the fountains were described as a function of time ⌧ and
Froude numbers Fr. The free fountains were found to be laminar and symmetric at
initial time, followed by head detachment and flapping behaviour that causes defor-
mation (asymmetric) in the fountains at later time. Nevertheless, the characteristics
of plane fountains are governed by the Froude number, the Reynolds number, the
Prandtl number and the source temperature. The previous results have also shown
the importance of some of these source parameters, especially the Froude number Fr
and source temperature   as they were varied, and their influence on the behaviour
of the various fountains. It is clear that laminar flow fountains have received wider
attention in the past, especially using the linear dependence relation assumption:
whereas, the behaviour of these fountains as Reynolds number increases is also cru-
cial to many practical applications. However, there is some detailed analysis on such
fountain flows with high Reynolds number based on the linear dependence relation
assumption and most of which we have also reviewed in our previous sections and
chapter.
Nevertheless, Philippe et al. (2005) have also reported experimentally on laminar
fountains as they transition to turbulent flow over the ranges of Froude and Reynolds
number 1 . Fr . 200 and 0 < Re < 100. The authors described the fountain’s
behaviour to be steady but later became unsteady as the values of both Re and Fr
increases. They also noticed that viscous dissipation was significant for Re . 50,
and the penetration height scales with Zm/R0 = CFrRe , where   ⇠ 0.5  0.6 and
R0 is the source radius. In order to be more accurate in their findings on the transi-
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tional state, the authors carried out more surveys for 60 < Re < 350 where the flow
became more turbulent, and noticed that the effect of viscosity was less important.
Zhang & Baddour (1997) have also carried out an experimental study on the be-
haviour of transitional and turbulent fountains over the ranges of Reynolds number
650 < Re < 5400 and Froude number 0.62 < Fr < 113. The authors observed
the behaviour of the fountains to be almost stable, with slight oscillations in height
together with little entrainment of the ambient fluid for low Froude numbers. They
also in a further study (Zhang & Baddour 1998) observed similar behaviour in turbu-
lent round fountains over the range 850 < Re < 12750 and 0.37 < Fr < 36.2, where
they noticed that the fountain height at Froude number Fr = 0.94 and Reynolds
number Re = 1560 were found to be steady with some slight mixing, and there
were fluctuations in height which increase with Froude number. Furthermore, they
observed that for Fr < 7 the mean maximum penetration height no longer scales
linearly with Froude number but rather is best represented by Zm/R0 = 1.7Fr1.3
and Zm/R0 = 3.06Fr for Fr > 7. Kaye & Hunt (2006) also obtained a scaling rela-
tion analytically for initial rise height of transitional and weak turbulent fountains.
With the entrainment equation they also provided scaling relations for three regions,
Zm/R0 ⇠ Fr for forced fountains (i.e., for very large Froude number Fr   3) and
Zm/R0 ⇠ Fr2 for intermediate fountains (i.e. this occurs within the Froude number
range 1  Fr  3) and Zm/R0 ⇠ Fr2/3 for weak fountains (i.e. this occurs within
the Froude number range 0 < Fr  1).
Lin & Armfield (2000c) investigated very weak fountains using numerical simula-
tions over the range of Froude number 0.0025  Fr  0.2 with Re = 200 and came
up with the following relation Zm/R0 ⇠ Fr2/3. They further added that inertial
effects are small in fountains with very low Froude number, therefore, dimensional
consistency requires Zm ⇠ (⌫2/ 0)1/3, where ⌫ and  0 are the kinematic viscosity
and reduced gravity between fountain and ambient respectively. They further make
some simulations for 5  Re  800, with Fr = 0.05 and presented the relation
Zm/R0 = 0.1615 + 0.3803Re 2/3. The authors also in their later investigation (Lin
& Armfield 2004) studied axisymmetrically the behaviour of transitional fountains
over the ranges of Froude and Reynolds numbers 1  Fr  8 and 200  Re  800,
where they could find the mean height which scales FrRe1/4; and also with the
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remark that above Re = 200 the fountains were totally unsteady and the axisym-
metric assumptions may not be valid.
Williamson et al. (2008b) also carried out an experimental investigation on foun-
tain flow over the ranges of Froude and Reynolds numbers 0.7 < Fr < 100 and
10 < Re < 2000. They were able to obtain different regimes on a Reynolds and
Froude number plane, where the first regime is a laminar flapping motion that
grows to multimodal flapping motion, and that buoyancy forces dominate the flow
within the laminar and transitional region for Fr . 10. Fountain behaviour is
characterised by the interaction between a succession of rising and falling fountain
fronts, which leads to bobbing and flapping behaviour. That transition between
steady behaviour, the initial flapping modes and the unsteady laminar bobbing flow
can be described by this relation FrRe2/3 = C. The authors added that transition
to turbulence occurs at Re > 120, independent of Froude number, and the flow
becomes fully turbulent at Re ⇡ 2000. They further added that for Fr > 10 and
Re . 120, sinuous shear-driven instabilities were observed in the buoyant plume,
and within 120 . Re these instabilities were responsible for intermittent breakdown
of the fountain into turbulent flow. They also added that the mean maximum pene-
tration height for high Froude number laminar fountain flow is mostly fitted by this
relation Zm/R0 = 0.347FrRe0.5 as proposed by Philippe et al. (2005). Though,
the relation does not apply to low Froude number laminar fountains, and because
of the complexity in the transitional region, they were unable to obtain a relation
to describe it, and none of the previously proposed scalings could also describe the
transitional region.
All the above investigations as reviewed here in this section use the linear dependence
assumption. Therefore, it will also be interesting to examine the behaviour using
the quadratic dependence relation for case where Reynolds number takes higher
values. This is an extension of our previous work (George & Kay 2016), and will
be carried out over the ranges of Froude and Reynolds numbers 0.1  Fr  2.5,
100  Re  1000 and for a fixed Prandtl number Pr = 7 with source temperature
 in = 2.5. We will consider in our subsequent chapters cases with much higher
Reynolds number, using a sophisticated turbulent model equation based on the fact
that the set of equations as used here may not account for a more chaotic flow.
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3.4.2 Governing Equations and Boundary Conditions
Here in this subsection, we will make use of all the equations and assumptions
as recorded in subsection (3.1.2) so as not to make much repetition. The set of
equations (3.1.4) - (3.1.7) as used in section (3.1) together with the initial and
boundary conditions (3.1.8) - (3.1.12) holds. The set of dimensionless variables and
equations (3.1.2) and (3.1.3) used for non-dimensionalization also holds. The domain
in study consists of a domain width L of total L = 60xin, i.e.,  30  X  +30
and a domain height H/xin = 30 i.e., 0  Y  30, with an orifice of width 2xin at
the centre of the floor, through which the warm fluid is injected at mean velocity
vin. The velocity profile at the source is also the same as contained in (3.1.1). The
temperature Tin at the source is assumed constant  in = 2.5, and the initial ambient
temperature T1 is uniform.
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3.4.3 Numerical Results for Moderately High-Reynolds Num-
ber Simulation of Laminar Plane Line Fountains in Cold
Fresh Water.
The simulations in this section are carried out over the ranges of Reynolds number
100  Re  1000 and Froude numbers 0.1  Fr  2.5, with a fixed value of
Prandtl number Pr = 7, but results are only shown for specific Reynolds numbers
and at Froude number Fr = 1, 1.5 and 2.5. Figures 3.39 - 3.41 show the evolution of
temperature field at Fr = 2.5 and Reynolds number Re = 200, 600, and 1000 within
the time interval 6  ⌧  70. Thus the results shows that an initially rising plume
suddenly experiences multiple detachment of head before reaching its maximum
penetration height, unlike the results in §3.1.3 where only a single head detachment
was observed. Based on this multiple detachment behaviour, the fountain’s upper
part was observed to be chaotic, and this occurs faster as compared to the results in
§3.1 with Reynolds number Re = 50. Though, this difference is not very apparent as
Re increases (see Fig.3.39 (c) - (f), 3.40 (c) - (f) and 3.41 (c) - (f)). Furthermore, the
fountains’ mixing rates are also slightly different for Fr < 2 because of the Froude
number effect that arises from the buoyancy term (3.1.6) which causes the fountains
to experience vigorous mixing, alongside the increasing inertial forces as Reynolds
numbers increase. This leads to short penetration height and the chaotic behaviour
occurring very close to the source (see Fig.3.42). The large concentration of denser
fluid from the multiple detachment at the upper part descends directly on the rising
plume, suppressing the plume further downwards. As this continues, we observe
that this descending fluid on both sides of the plume restricts the plume’s body
from flapping and also from rising further upwards: where this strong interaction
between the descending and the up flow leads to sudden decrease in the fountain’s
height (see Fig.3.39 (e) - (f), 3.40 (e) - (f) and 3.41 (e) - (f)). However, as denser fluid
sinks to the floor clearing the upper part of the up flowing fountain, this exposes the
fountains core and in turn enables it to form bobbing motion together with flapping
motion. Meanwhile, denser fluid that has descended, spreads along the floor with a
leading head as a
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Figure 3.39: Evolution of temperature field for Re = 200, Fr = 2.5 within dimen-
sionless time interval 6  ⌧  70
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Figure 3.40: Evolution of temperature field for Re = 600, Fr = 2.5 within dimen-
sionless time interval 6  ⌧  70
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Figure 3.41: Evolution of temperature field for Re = 1000, Fr = 2.5 within dimen-
sionless time interval 6  ⌧  70
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density current, and displaces the ambient fluid while spreading further (Simpson,
1982). This horizontal motion is slow due to the small density difference between
the current and the ambient. The spread of the current is steady except when it is
perturbed by the arrival of new dense fluid from a detached head, which may cause
oscillations downstream.
The general rate of mixing within the plumes before attaining maximum height
is also observed to be slightly faster with higher values of Reynolds numbers ir-
respective of the value of the Froude number used: and this is as a result of the
dominant inertial force that causes instabilities that grows to a multiple detachment
behaviour in the flow. This in turn enables the rising plume to attain a mixture that
is dense faster resulting in a short penetration height. Though, the difference in the
penetration height here as compared to results in §3.1 for Re = 50 is also very small.
Figure 3.42 shows the temperature field for Froude numbers Fr = 1 & 1.5, and
these fountains at time ⌧ = 20 show that there was fairly intense mixing very close
to the source. Though, it is difficult to specify the contribution that arises from the
various source parameters, because lower Froude numbers imply greater buoyancy
that results in intense mixing as well as the increasing inertial forces from the vari-
ous Reynolds numbers. However, an inspection on the gravity current from Fig.3.42
shows that the spreading distance of that with Reynolds number Re = 1000 seemed
farther than the fountain with Re = 200 at Fr = 1. This also indicates that foun-
tains with higher Reynolds numbers mix faster as a result of their greater inertial
forces and attain a mixture that is dense before sinking.
Note that this analysis is restricted to the range of data set used here in the section.
A fully turbulent flow may not be observed properly based on the set of equations
used in this section, because as Reynolds number takes higher values, the timescales
of the fluctuations in the system may become too short that it is computationally
unfeasible to solve the Navier Stokes equations in Comsol Multiphysics.
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Figure 3.42: Temperature field for Reynolds number Re = 200, 600 and 1000 at
Fr = 1&1.5 and at time ⌧ = 20
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(a) Re = 200 (b) Re = 600
(c) Re = 1000
Figure 3.43: Dimensionless centreline temperature distribution  (0, y) at time ⌧ =
6, 10, 15, 25, 30, 40, for plumes with Fr = 2.5, Pr = 7,  in = 2.5 and a Re = 200, b
Re = 600, and c Re = 1000
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(a) Re = 200 (b) Re = 600
(c) Re = 1000
Figure 3.44: Dimensionless centreline X-component Velocity distribution U(0,y) at
time ⌧ = 6, 10, 15, 25, 30, 40, for plumes with Fr = 2.5, Pr = 7,  in = 2.5 and a
Re = 200, b Re = 600 and c Re = 1000
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(a) Re = 200 (b) Re = 600
(c) Re = 1000
Figure 3.45: Dimensionless centreline Y-component Velocity distribution V(0,y) at
time ⌧ = 6, 10, 15, 25, 30, 40, for plumes with Fr = 2.5, Pr = 7,  in = 2.5 and a
Re = 200, b Re = 600 and c Re = 1000
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Therefore, there is need for the consideration of turbulent cases with other additional
sophisticated equations that will account for such flows. These results as presented
here also show some similarities with those obtained by Williamson et al. (2008b)
where they carried out an experimental investigation on the transient behaviour of
fountain flow with the usual linear dependence relation assumption. Though, they
described these behaviours as a laminar flapping motion that grows to a circling
or multimodal flapping motion, and that the behaviour became more chaotic, and
was found to exhibit a laminar bobbing motion as Froude and Reynolds numbers
increase, indicating a transition to fully turbulent flow behaviour.
Profiles of dimensionless temperature   at the centre (X = 0) of the fountain are
also presented as a function of the dimensionless Y-coordinate at Fr = 2.5 for the
various Reynolds numbers Re = 200, 600 and 1000 in Fig.3.43 (a), (b) and (c) re-
spectively. The distribution is almost the same except for the fluctuations (mixing)
at some specific times for the various Reynolds numbers. There are regions of uni-
form temperature distribution close to the source, where the uniform distance for
Re = 1000 in Fig.3.43 (c) appears to be shorter as compared to the distance in
Fig.3.43(a) and (b). The decrease in temperature for the various Reynolds numbers
is non-monotonic. Profiles of horizontal velocity component at the plume’s core
(X = 0) are also shown in Fig.3.44 for the various Reynolds numbers. These plots
show that there was insignificant level of horizontal motion at earlier time intervals
for the various Reynolds numbers as shown in Fig.3.44 (a) - (c) at Froude number
Fr = 2.5, but the motion became pronounced at later time. The magnitude of the
fluctuations in all the various Reynolds number plots is high, as compared to that in
Figure 3.9 (d): this also indicates that the flows in this direction were strong after
the initial time with some degree of flapping. Profiles of vertical velocity component
as shown in Fig.3.45 also show some degree of fluctuation in them with reasonable
downward velocities recorded at various times. Note here that downward velocities
are found at the upper part of the fountains as mixture attains temperature of max-
imum density and sinks. The fluctuations in the profiles also corresponds to the
fact that vertical mixing above the fountain’s source is also significant for the var-
ious Reynolds numbers. Therefore, profiles of both horizontal and vertical velocity
components confirm that the fountain flows as presented here in this section are not
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purely laminar but rather chaotic, though, they appear similar to those in §3.1.
The maximum rise height Zn attained by the plumes and the time ⌧n taken to
attain those heights for Reynolds numbers Re = 200, 600&1000 are tabulated for
a range of Froude numbers up to 2.5 in appendix F Table 7.4 - 7.6. In a similar
manner, the maximum rise height Zn attained by the plumes and the time ⌧n taken
to attain those heights for Froude number Fr = 2.5 are also tabulated for a range of
Reynolds numbers up to 1000 in appendix F Table 7.7 and plotted as a function of
Re in Fig.3.46. These results show a slightly decreasing trend even though the trend
appears almost negligible in its variation. This gives the insight that the fountain’s
height decreases slightly within the Reynolds number range 200  Re  1000 as
considered. Therefore, we can identify a single regime from the data set used, and
this is shown as a straight line that represents the best linear fit obtained by linear
regression of Zn and ⌧n on Re:
Zn ⇡ 18.395  0.002Re [R2 = 0.982] (3.4.1)
⌧n ⇡ 28.525  0.003Re [R2 = 0.958], (3.4.2)
where R2 is the regression coefficient in each case. It would have been interesting if
more values of Re were considered to examine the behaviour of the fountains further,
but then, the set of equations as used in this section may not allow us to test for
higher Re, and this we know will become more chaotic: therefore, the use of a more
sophisticated model is important.
Meanwhile, Fig.3.47 and Fig.3.48 represent the fountain’s maximum height and the
time taken to attain these heights for Re = 200, 600 and 1000 and plotted as a
function of Fr. These plots show an increasing trend, confirming the fact that
fountains’ penetration height increase with Froude numbers. A single regime could
also be identified from the various plots as shown in Fig.3.47 and Fig.3.48, where
it is shown as a straight line that represents the best fit power laws obtained by
linear regression of logZn and log⌧n on logFr for Re = 200, 600 and 1000 as shown
in table 3.1 below, where the regression coefficient R2 in all the cases is R2 > 0.9 .
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Table 3.1: Relations describing the
maximum rise height Zn and the time
taken to attain that height ⌧n for the
Re = 200, 600 & 1000.
Re Zn formula ⌧n formula
200 8.0862Fr0.6805 9.0677Fr1.0611
600 7.8933Fr0.6443 8.6561Fr1.0268
1000 7.8803Fr0.6571 8.425Fr1.0702
It is also important to note that all the data used in this section were determined
empirically from the simulation. The results as shown table 3.1 are not very different
from the power laws for Re = 50 (3.1.13) and (3.1.14) in §3.1.3. However, those
results show steeper in the slope as compared to the plots here. This is a clear
indication that plumes with lower Reynolds number have less vigorous mixing so the
plume could penetrate farther upwards before denser fluid is produced significantly
to halt their rise as compared to those with higher Reynolds numbers with slightly
shorter penetration height as observed here.
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Figure 3.46: Maximum penetration height and time taken to attain this height with
respect to Reynolds number
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Figure 3.47: Variation of Fountain’s maximum penetration height for Re = 200, 600
and 1000 as a function of Fr
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Figure 3.48: Time taken for Fountain to attain maximum height for Re = 200, 600
and 1000 as a function of Fr
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3.4.4 Concluding remarks
We have carried out a thorough investigation on the transient behaviour of line
plumes in cold fresh water over the ranges of Froude and Reynolds numbers 0.1 
Fr  2.5 and 100  Re  1000, with a fixed value of Prandtl number Pr = 7.
Though, this study is an extension of our previous studies in §3.1 where Reynolds
number was kept fixed. As Reynolds number increases, we were able to observe the
case where plumes possess multiple head detachment behaviour. This behaviour
in turn leads to large concentration of denser fluid at the top most part of the up
flowing plume with some degree of flapping motion together with bobbing at later
time. This multiple detachment behaviour was described as a state of transition
from laminar to a chaotic flow for the various Reynolds numbers considered. The
unstable mode increases slightly with Reynolds number which in turn leads to quick
production of denser fluid before the maximum rise height. Most of these behaviours
as mentioned here were also observed in an experimental study of negatively buoyant
fountains by Williamson et al. (2008b) and are directly comparable to our case here.
Within the range of control parameters in their studies, they also observe different
phases of unstable behaviours. The first is a laminar flapping motion that grows to
multimodal flapping motion, and with increasing Froude and Reynolds numbers, the
fountains’ behaviour becomes more chaotic, exhibiting a laminar bobbing motion.
Whereas, these separate behaviours as observed by the authors, as both Froude and
Reynolds numbers increases, occur in each of the various cases of Reynolds number
considered in our investigation. Though, their laminar flow cases for much lower
values of Reynolds numbers Re < 120 and Fr < 2.1 appear similar to our previous
results in §3.1.3. The fountain’s behaviour in both Williamson et al. (2008b) and
George & Kay (2016) is characterised by the interaction between a succession of
rising and falling fountain heads, which leads to bobbing and flapping behaviour.
Williamson et al. (2008b) also added that transition to turbulence occurs at Re >
120, independent of Froude number, as a result of the growing inertial forces, but
could observe a flow that becomes fully turbulent at Re ⇡ 2000. They further added
that for Fr > 10 and Re . 120, sinuous shear-driven instabilities were observed in
the buoyant plume, and within Re & 120 these instabilities were responsible for
intermittent breakdown of the fountain into turbulent flow. Whereas, our simula-
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tions could not show a fully turbulent scenario here at Re ⇡ 1000, because of the
set of equations used. As Reynolds number takes higher values in our case, the
timescales of the fluctuations in the system may become too short that it is compu-
tationally unfeasible to solve the Navier Stokes equations in Comsol Multiphysics.
Hence, there is need for us to use other additional sophisticated equations that will
account for a turbulent flow. Hence, sinuous shear-driven instabilities that grow
with time that will cause intermittent breakdown of the fountain into turbulent flow
may be observed when much higher values of Reynolds number will be considered.
The general behaviours of the fountains here and those in §3.1 are almost the same
with fairly similar mixing, especially at later times. The only difference in them
is the multiple detachment of head behaviour as a result of the dominant inertial
forces that leads to large concentration of denser fluid at the top most part of the up
flowing fountain. Whereas, §3.1 shows just a single detachment before the flapping
and bobbing motion.
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4.1 Numerical simulation of Axisymmetric laminar
plumes
4.1.1 A Brief Introduction
As we have earlier stated in the general introduction in chapter one, the axisym-
metric laminar fountains here in this chapter that we are about to consider using
a cylindric domain for the computation, does not really apply to the practical sce-
nario as regards the power station warm discharge into a lake. This is because such
computations prevents sideways flapping as we have observed from the previous sim-
ulations and such restriction does not agree with real life situation. But then, we
have decided to examine the behaviour of these fountains with this configuration;
where similar investigations of axisymmetric fountains have also been considered in
the past and some of which we have also reviewed in the previous chapters, such
as the analysis by Lin & Armfield (2000a and 2000b), Bloomfield & Kerr (1998 and
1999), Ansong et al. (2008) and so on, though, with the usual linear dependence
relation assumption. Nevertheless, the authors Lin & Armfield (2000c), also in-
vestigated very weak axisymmetric and planar fountains using dimensional analysis
and direct simulations over the range 0.0025  Fr  0.2 with Re = 200, where
they stated that the inertial effects are so small within this Froude number range as
compared to the buoyancy and viscous effects, which leads to the assumption used
in the dimensional analysis that the fountain behaviour would depend mainly on
buoyancy and viscosity: and were able to come forth with scalings for the fountain’s
height, width and the time taken for the flow in the fountain core to be steady.
The authors through the numerical simulations, investigated the dependence of the
flow on Froude, Reynolds and Prandtl number over the ranges 5  Re  800 with
Fr = 0.05 and Pr = 7, and for 0.7  Pr  10 with Fr = 0.05 and Re = 200;
where they obtained best fit relations for all cases using linear regression, and con-
cluded that these results from the regression show very strong agreement with the
scalings from dimensional analysis. The authors Lin & Armfield (2002) have also
studied the behaviour of weak axisymmetric and planar fountains that result from
injecting denser fluid upwards into large containers with fluid that is stably strat-
ified using scaling and numerical analysis, and obtained the following scaling for
the non-dimensional maximum penetration height zm = Zm/Xin ⇠ Fr2/3/Re1/3s1/3,
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where s = d✓1/dy is the non-dimensional temperature stratification number, and
validated this relation with direct numerical simulation results for 0.2  Fr  1.0,
20  Re  200, and 0.1  s  5.0. They also in their further investigations (Lin
& Armfield 2004) studied the behaviour of transitional fountains over the ranges of
Froude and Reynolds number 1  Fr  8 and 200  Re  800 and found that, for
Re  200, there is little mixing between the downflow of the fountain and the ambi-
ent, and when Re   400 the mixing between the downflow of the fountain and the
ambient becomes stronger. The authors also added that the fountain’s penetration
height zm was found fluctuating and not being steady, even as the flow reaches the
quasi-steady state. Their numerical results show that the averaged maximum foun-
tain penetration height zm,av scales zm,av = 0.974FrRe1/4 2.623 for 1 < Fr  8 and
100  Re  800. They also concluded by saying that, above Re = 200 the fountains
were totally unsteady and the axisymmetric assumptions may not be valid.
It is clear that all the above investigations are based on the linear dependence re-
lation assumption: whereas, the quadratic dependence relation assumption has not
received any attention in the past. Therefore we will consider here in this section
laminar axisymmetric fountains using the quadratic dependence relation assumption
of density on temperature so as to fathom the dynamics of such flows.
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Figure 4.1: (a) Sketch of the system and (b) the computational domain for Axisym-
metric fountain flow
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4.1.2 Governing Equations and Boundary Conditions
From the already established general form for fluid transport equation for buoyancy
driven flows as stated in §2.1, we only need to rewrite (2.1.10) - (2.1.13) in cylindrical
coordinates for incompressible fluid with the assumption that all the liquid properties
are constant except for the buoyancy term. Hence the continuity, momentum and
energy equation in nonconservative form are as follows:
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We can now rewrite the buoyancy term in (4.1.3) using (2.0.1) as we did previously
(see appendix A.1 for details). Therefore, our new set of equation now becomes,
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The temperature Tin of the injected fluid is constant, and the initial ambient temper-
ature T1 is uniform. The domain dimensions are not suitable length scales, because
they are taken to be large enough for conditions at the sides and top of the domain
to have no effect on the plume. Thus, we non-dimensionalise the coordinates r, z,
velocity components u, v, time t, pressure p and temperature T by
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U =
u
vin
V =
v
vin
R =
r
rin
Z =
z
rin
⌧ =
t
rin
vin
P =
p
⇢v2in
  =
T   T1
Tm   T1
(4.1.9)
where x and u are horizontal, y and v are vertical. We also define dimensionless
parameters, the Reynolds, Prandtl and Froude numbers, by
Re =
vinrin
⌫
, P r =
⌫
↵
, F r2 =
⇢mv2in
g (Tm   T1)2rin , (4.1.10)
where ⌫ and ↵ are the respective diffusivities of momentum and heat, ⌫ = µ⇢ and
↵ = k⇢cp , where µ is viscosity, k is thermal conductivity and cp is specific heat.
In terms of these dimensionless variables and parameters, equations (4.1.5) - (4.1.9)
(the continuity equation, the radial and vertical momentum equations and the ther-
mal energy equation) can be written as;
1
R
@(RU)
@R
+
@V
@Z
= 0 (4.1.11)
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@R
) +
@2 
@Z2
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Details of this transformation can be seen in appendix C.
The domain of study as shown in Fig.4.1(b) is made up of domain height H/r0 = 50,
i.e., 0  Z  50 and radius D/2r0 = 30, i.e., 0  R  30 with rigid no-slip top,
sides and base, except for an orifice of radius r0 in the centre of the base, through
which warm fluid is injected at mean velocity vin. The velocity profile at the plume
source is assumed parabolic as given below,
v(r, 0) = 2vin[1  ( r
rin
)2] (4.1.15)
The initial and boundary conditions are as follows:
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U = 0, V = 0,   = 0, for ⌧ < 0 (4.1.16)
For ⌧   0 we have boundary conditions as follows. On the side walls:
U = 0, V = 0,
@ 
@R
= 0 for R =
D
2rin
, 0  Z  H
rin
(4.1.17)
At the plume source in the base of the domain:
U = 0, V (R, 0) = 2[1 R2],   = 2.5 for 0  R  1, Z = 0 (4.1.18)
Elsewhere on the base:
U = 0, V = 0,
@ 
@Z
= 0 for 1 < R  D
2rin
, Z = 0 (4.1.19)
At the top of the domain:
U = 0, V = 0,
@ 
@Z
= 0 for 0  R  D
2rin
, Z =
H
rin
(4.1.20)
We shall take  in = 2.5 throughout this study, which is equivalent to a discharge
at 10°C into an ambient at 0°C. Froude number will be varied, so the magnitude of
buoyancy will be varied while retaining the same relative buoyancies of source and
ambient with respect to water at maximum density.
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4.1.3 Numerical Results for Axisymmetric Laminar Plumes
in Cold Fresh Water.
Numerically simulated results are presented here for axisymmetric laminar fountains
over the Froude numbers range 0.1  Fr  2.5 with fixed Reynolds number Re = 50
and Prandtl number Pr = 7. Though, the results are only shown for some specific
values of Froude numbers Fr = 0.2, 0.5, 1.0 and 2.5 as given in Figure 4.2, 4.3, 4.4
and 4.5 respectively. After introducing the warm water at the source, we observed
the rising plume as it travels upwards to a finite distance before halting, then, a
sudden decrease in height occurs from its initial rise height and it later became steady
below this initial height. This particular behaviour is observed within the Froude
number range Fr  0.6. More so, we also noticed that the difference in the maximum
penetration height between successive values of Froude numbers within this range
appears large. However, as Froude number increases, the fountains exhibited entirely
different behaviour within the Froude number range 1.1  Fr  2.5, where the initial
rise height is the same as the final height. Difference in the maximum penetration
height between successive values of Froude numbers in this case, appears to be
very small. Apart from the difference in the penetration height, the mixing rate as
observed from the various fountains also is different with respect to Froude numbers.
This difference in the mixing is also clear from the various figures, where Fig. 4.2
with Fr = 0.2 shows that there is a reasonable amount of denser fluid at the source
at ⌧ = 2.5 and as time progresses, sufficient amount of this denser fluid was being
produced even as it spreads on the floor as a gravity current. Whereas, there is little
or no denser fluid at this same time ⌧ = 2.5 for Fr = 0.5, 1, and 2.5 as shown in
Fig. 4.3 (a), 4.4 (a) 4.5 (a) but it only became significant as time progresses. This
behaviour is as a result of the reduced buoyancy force at the source that has led to
slow mixing as Froude number increases. As always stated in the previous chapters
and by definition from the buoyancy force term in (4.1.13); this gives the insight
that lower Froude numbers mean greater buoyancy at the source, while fountains
with higher Froude numbers have reduced buoyancy, and this enables the plume to
penetrate the ambient fluid further upwards to attain greater maximum height as
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Figure 4.2: Evolution of temperature field for Fr = 0.2 and for Reynolds number
Re = 50, Prandtl number Pr = 7, at time ⌧ = 2.5, 10, 15, 35 and 65
128
4.1. Numerical simulation of Axisymmetric laminar plumes
Figure 4.3: Evolution of temperature field for Fr = 0.5 and for Reynolds number
Re = 50, Prandtl number Pr = 7, at time ⌧ = 2.5, 10, 15, 35 and 65
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Figure 4.4: Evolution of temperature field for Fr = 1.0 and for Reynolds number
Re = 50, Prandtl number Pr = 7, at time ⌧ = 2.5, 10, 15, 35 and 65
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Figure 4.5: Evolution of temperature field for Fr = 2.5 and for Reynolds number
Re = 50, Prandtl number Pr = 7, at time ⌧ = 2.5, 10, 15, 35 and 65
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compared to those with the lower Froude number, because these fountains are sub-
jected to slow mixing. In other words, plumes with higher Froude number take
much longer time to reach a fully developed stage as compared to those with lower
Froude numbers which developed very quickly. The fountains here could not exhibit
flapping motion as recorded in the previous chapters as a result of the axisymmetric
condition posed on the set of equations. Our results also show some similarities with
those obtained by Lin & Armfield (2000a) for direct simulation of weak axisymmetric
fountains in a homogeneous fluid, where they also observed that the plumes initially
halted at a height Zmi, then experienced a sudden decrease in height Zmt, before
finally rising to its maximum height Zmf . Though, their results were obtained for
Fr = 1.0 and considerably higher values of Reynolds numbers as compared to ours,
and by the injection of a dense fluid upwards into a large container of homogeneous
fluid of lower density, with the usual linear dependence relation assumption. The
simulation in their later work (Lin & Armfield 2000c; 2004) also shows some similar-
ities in the results, but no detailed explanation was given in terms of the dependence
of the plumes on the source parameters.
Profiles of dimensionless temperature at the core (R = 0) are also shown in Fig.
4.6 for the various Froude numbers (Fr = 0.2, 0.5, 1.0&2.5 as labeled (a), (b), (c)
and (d) respectively). The temperature distribution appears differently in each of
the cases considered, where Fig.4.6 (a) (for Fr = 0.2) shows a rapid decrease in
the temperature at all times. This is an indication that mixing rate for the lowest
Froude number is intense. Mixing between fountain and ambient fluid occurs mostly
at the projecting tip (see Fig.7.4 - 7.7 in appendix E) as a result of the axisymmetric
condition posed on the equation, which prevents the plume from flapping from side
to side for further mixing. Figure 7.4 - 7.7 in appendix E is a zoomed version of the
results in Fig.4.2 and 4.3, together with stream lines and surface vectors to enable us
to see clearly the direction of the flow. Because the simulations here in this section
do not permit sideways mixing, we could observe that warmer fluid does penetrate
farther upwards. This also enables fountains with high Froude number to penetrate
farther,
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(a) Fr = 0.2 (b) Fr = 0.5
(c) Fr = 1 (d) Fr = 2.5
Figure 4.6: Dimensionless centreline temperature distribution  (0, Z) at time ⌧ =
2.5, 10, 15, 35, 65, for plumes with Re = 50, Pr = 7,  in = 2.5 and a Fr = 0.2, b
Fr = 0.5, c Fr = 1.0, and d Fr = 2.5
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(a) Fr = 0.2 (b) Fr = 0.5
(c) Fr = 1
(d) Fr = 2.5
Figure 4.7: Dimensionless centreline Z-component Velocity distribution V(0,Z) at
time ⌧ = 2.5, 10, 15, 35, 65, for plumes with Re = 50, Pr = 7,  in = 2.5 and a
Fr = 0.2, b Fr = 0.5, c Fr = 1.0, and d Fr = 2.5
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Figure 4.8: Variation of Fountain maximum Height with Froude number
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Figure 4.9: Time taken for Fountain to reach maximum Height with Froude number
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as a result of the Froude number effect that leads to reduced buoyancy force, for
which fountains are subjected to slow mixing: and as such, the temperature dis-
tribution is smoother (Fig.4.6(d)) than Fig.4.6(a) - (c). Profiles of vertical velocity
components are also shown in Fig.4.7 for the various Froude numbers. These results
are also giving us the insight that there was high velocity (intense movement of fluid)
very close to the source for fountains with lower Froude numbers. Magnitude of the
motion in the fluid is also higher ( see Fig.4.7(a)) as compared to the magnitude of
the motion in fountains with higher Froude numbers (see Fig.4.7 (d)). Nevertheless,
some downwards velocities are also recorded in Fig.4.7(a), and this mainly occurs
at the upper part of the plume as mixture attains temperature of maximum density
and sinks. Meanwhile, these downwards velocities are insignificant in Fig.4.7(b), (c)
and (d), which confirms the fact that less denser fluid is produced as Froude number
increases within the simulation time as showed here.
Table 7.8 in appendix F shows the maximum rise height Zn attained by the plumes
and the time ⌧n taken to attain those heights, tabulated for a range of Froude number
up to 2.5, and plotted in Fig.4.8 and 4.9. These figures correspond to the different
mixing behaviour as explained previously: therefore we can comfortably identify two
major regimes from the simulations over the Froude number range (0.1  Fr  2.5)
with confidence. The first regime is within Fr  0.6, where initial rise height is not
the same as the final height; and the second regime is where the initial is the same
as the final rise height and this behaviour was observed within the Froude number
range 1.1  Fr  2.5. Meanwhile, Fr = 0.7, 0.8, 0.9 and 1 stands as the transition
point between these two regimes. Thus, these regimes are shown by straight lines in
Figures 4.8 and 4.9, which represent best fit power laws obtained by linear regression
of logZn and log⌧n on logFr:
Zn ⇡ 42.641Fr1.392 [R2 ⇡ 0.996] (4.1.21)
and
⌧n ⇡ 38.821Fr1.658 [R2 ⇡ 0.996], (4.1.22)
with a maximum variation of ⇡ ±0.204 in the slope for the time ⌧ taken to attain
the maximum rise height. The second regime scales;
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Zn ⇡ 25.205Fr0.280 [R2 ⇡ 0.994] (4.1.23)
and
⌧n ⇡ 33.166Fr0.948 [R2 ⇡ 0.991], (4.1.24)
where R2 is the regression coefficient in each case. Plot for the time taken to attain
maximum height as shown in Fig.4.9 also shows clearly the two regimes. This figure
did not capture the transitional points (Fr = 0.7, 0.8, 0.9 and 1) between these two
regimes as clearly shown in Fig. 4.8.
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4.1.4 Concluding remarks
We have extensively carried out an investigation on axisymmetric laminar fountains
over the Froude number range 0.1  Fr  2.5 and for a fixed Reynolds number
Re = 50 and Prandtl number Pr = 7, using the quadratic dependence relation
assumption with dimensionless source temperature   = 2.5. The results show two
regimes: the first regime is within Froude number Fr  0.6, and this is the region
with a very steep slope (see Fig.4.8).
This is where the rising plume penetrates the ambient and halts at some distance
above the source, and experiences a sudden decrease in height and stops a short dis-
tance below the initial rise height to stabilise. These behaviours as observed in
the first regime are also comparable to the negatively buoyant fountains by Lin &
Armfield (2000a). The authors in their work observed three distinct stages in the
fountain’s rise height, numerically simulated initial, temporary and final heights,
and plotted these against Fr within the range 0.1  Fr  1.0, and obtained best
linear fit from linear regression. The first stage is where the plumes initially halted
at a height Zmi, then experienced a sudden decrease to the height Zmt. The two
stages were also observed in our case within Fr  0.6, and stabilised below the
initial height.
Furthermore, the authors added that when Fr > 1.0, the numerical results showed
that fountain height increases rapidly, and fountains within this region are termed
forced fountains. This rapidly increasing behaviour as observed by Lin & Armfield
(2000a) for the higher Froude numbers was also noticed in our case, but this occurs
in the first regime within Fr  0.6, and it is as a result of the greater buoyancy
forces that arise from lower Froude numbers enabling the plumes to penetrate faster,
and they are also brought to rest rapidly. Slowly increasing trend was observed in
the second regime 1.1  Fr  2.5 in our case, and this trend appears fairly similar
to the plots within the range 0.1  Fr  1.0 by Lin & Armfield (2000a). In our
results, the second regime is where the initial rise height is the same as the final rise
height. Our empirical Froude number dependence equations that represent best fit
power laws obtained by linear regression of logZn and log⌧n on logFr as shown in
(4.1.21) - (4.1.24) are also fairly similar to the scalings for fountain height and time
scale proposed by Lin and Armfield (2000c) for very weak fountains, Zn / Fr2/3
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and ⌧n / Fr4/3. To this end it is also useful to carry out an investigation on higher
Reynolds number despite the fact that the system does not allow flapping and also
to fathom the general behaviour of the plumes.
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4.2 Numerical simulation of Moderately High-Reynolds
Number Axisymmetric laminar plumes in Cold
Fresh Water
4.2.1 A Brief Introduction
An extensive study on axisymmetric laminar flow fountains has just been carried out
in the previous section. Two regimes were identified from the fountains’ penetration
behaviour. Relations were also drawn from the empirically determined values of the
fountain’s height and the time taken to reach those heights, which represent best fit
power laws obtained by linear regression of logZn and log⌧n on logFr. This section
is an extension of the previous studies by considering higher values of Reynolds
number so as to analyse the behaviour of the fountains as Reynolds number vary.
No work had been carried out with the quadratic dependence relation assumption,
however there are investigations on axisymmetric fountains with the usual linear
dependence relation assumption for which we have also carried out a thorough review
in the previous sections and chapters. Therefore we will refer to the literature in
§3.3 and 4.1, especially to the literature by Lin & Armfield (2000a; 2000c and 2004),
Grant (1974), so as to gain insight to the behaviour of a rising plume with increasing
Reynolds number.
4.2.2 Governing Equations and Boundary Conditions
Here in this section, we will also refer to all the equations and assumptions as
recorded in subsection (4.1.2) so as not to make much repetition. The set of equations
(4.1.11) - (4.1.14) as used in §4.1 together with the initial and boundary conditions
(4.1.16) - (4.1.20) holds. The set of dimensionless variables and equations (4.1.9)
and (4.1.10) used for non-dimensionalization also holds. The domain of study as
shown in Fig.4.1(b) is made up of domain height H/r0 = 50, i.e., 0  Z  50 and
radius D/2r0 = 25, i.e., 0  R  25 with rigid top, no-slip sides and base, except for
an orifice of width r0 in the centre of the base, through which warm fluid is injected
at mean velocity vin. The velocity profile at the plume source is assumed parabolic
as given in (4.1.15). The temperature Tin of this injected fluid is constant, and the
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initial ambient temperature T1 is uniform.
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4.2.3 Numerical Results for Moderately High-Reynolds Num-
ber Axisymmetric Laminar Plumes.
Presented here are numerically simulated results for axisymmetric fountains over the
ranges of Reynolds number 200  Re  1000 and Froude number 0.1  Fr  2.5
with fixed Prandtl number Pr = 7. Though, the results are only shown for specific
values of Reynolds number (Re = 200, 600 and 1000) as given in Fig.4.10 - 4.12
respectively at Fr = 2.5, and also in Fig.4.13 - 4.15 at Fr = 0.6 for the respective
Reynolds numbers. After the discharge is initiated at the source, we observe the
rising plume as it travels upwards with a fairly round tip (head) to a finite dis-
tance with its body dominated by wavy structures (see Fig.4.11 & 4.12). This
is a clear indication that the results contain some degree of instabilities generated
within the system as Reynolds number increases. Though, these wavy structures
are not too obvious in Fig.4.10 as a result of the reduced inertial force that arises
from low Reynolds numbers, which has also led to slow mixing between the source
and the ambient, and coupled with the Froude number effect that leads to reduced
buoyancy force. As the plume continues to travel upwards, we noticed that the
momentum with which it is traveling with has reduced gradually until the tip of the
plume halted at first height: where the dense fluid at this tip descends directly on
the rising plume (Note, the halting and the behaviour where denser fluid descends
directly on the rising plume occurs very quickly). This entire process continued until
the rising plume reaches its maximum height (final height), before reducing drasti-
cally in height, and repeated the entire process (see Fig.4.11(d) - (h), Fig. 4.12(d) -
(h)). It is clear from here that the halting process at the different stages before its
maximum rise height is as a result of the strong interaction between the descending
denser fluid and the rising plume.
It was also observed that the fairly round tip was maintained up to its maximum rise
height, irrespective of the instabilities (wavy structures) within the plume. Though,
slight deformation in the plume’s head does occur, whenever the denser fluid at the
top descends, and after which the plume’s head gains its fairly round shape (see
Fig.4.12(e) - (g)). These behaviours as explained above, were observed within the
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Figure 4.10: Evolution of temperature field for Re = 200, Fr = 2.5 within the
dimensionless time interval 10  ⌧  90
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Figure 4.11: Evolution of temperature field for Re = 600, Fr = 2.5 within the
dimensionless time interval 10  ⌧  90
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Figure 4.12: Evolution of temperature field for Re = 1000, Fr = 2.5 within the
dimensionless time interval 10  ⌧  90
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ranges of Froude numbers Fr = 1.4  2.5 for Re = 200, Fr = 1.0  2.5 for Re = 600
and Fr = 0.9   2.5 for Re = 1000. Whereas, fountains within the Froude number
ranges Fr  1.3 for Re = 200, Fr  0.9 for Re = 600 and Fr  0.8 for Re = 1000,
are very different from those in Fig. 4.10 - Fig.4.12. The behaviour within these
Froude number ranges shows that the rising plumes maintained their fairly round
tip at initial time, but sudden change occurs at this tip at some point above the
source, where the plume’s head becomes very sharp and accelerates faster penetrat-
ing the ambient fluid to a greater height before halting. In this case, the first rise
height after the erratic (sudden acceleration) behaviour turns out to be the maxi-
mum height of the various fountains, before descending drastically to continue with
this same process (see Fig. 4.13 - 4.15). If we examine Fig.4.13 - 4.15 carefully, we
can also notice that the wavy structures as observed in the previous results are not
clear here, but then, the sudden acceleration after its initial rise appears remarkable.
A confirmation of these behaviours as observed was also considered differently in
Figure 4.16 and 4.17. These figures show the situation where fountain’s rise height
Zn changes with time ⌧n: and this we examine through the use of specific value
of Froude number Fr = 2.5 & Fr = 0.6, that represents the two behaviours or
regimes for the various Reynolds numbers considered. Figure 4.16 with Fr = 2.5
corresponds to the behaviour, where fountains rise gradually with a fairly round tip
until maximum rise height was reached, and still maintained its fairly round head
before reduces in height. Fig.4.16(b) & (c) also shows that maximum rise height is
reached quickly for fountains with Reynolds number Re = 600 and 1000.
Figure 4.17 with Fr = 0.6 also corresponds to the behaviour exhibited by the plumes
in Fig.4.13 - Fig.4.15, where the plumes initially started with a fairly round tip, but
later developed a sharp tip and penetrated the ambient fluid faster upwards to reach
its maximum height before decreasing in height drastically to continue with the same
process. Though, subsequent rising after it has decreased in height drastically for
Reynolds number Re = 200 and 600 was not as intense as that observed for foun-
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Figure 4.13: Evolution of temperature field for Re = 200, Fr = 0.6 within the
dimensionless time interval 4  ⌧  25
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Figure 4.14: Evolution of temperature field for Re = 600, Fr = 0.6 within the
dimensionless time interval 4  ⌧  25
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Figure 4.15: Evolution of temperature field for Re = 1000, Fr = 0.6 within the
dimensionless time interval 4  ⌧  25
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tains with Reynolds number Re = 1000 at Froude number Fr = 0.6.
Though, it is clear from the buoyancy term (4.1.13), that lower Froude numbers
have much greater buoyancy force at the source than the higher Froude numbers.
Therefore, the net force that arises from the source parameters (lower Froude num-
bers and the various Reynolds numbers) shows that the fountains will certainly
experience a more vigorous mixing: but the sudden acceleration after projecting a
sharp front is unique. Figures 4.10 - 4.15 show clearly that, as denser fluid gets to the
floor, its spreads on the floor as a density current with a leading head that displaces
the ambient fluid cooling further, and the velocity with which it spreads is slow
because of the small density difference between them. Our results also show some
similarities with those obtained by Lin & Armfield (2000a), where they observed
the plume as it reduces in height from initial Zmi to temporary Zmt before rising
to its final height Zmf . Grant (1974) in his work "A numerical model of instability
in axisymmetric jets" observed the quasi-periodic structures within the system as
Reynolds number increases. Lin & Armfield (2004) also noticed these instabilities
generated within the plume for Re   400 and added that there were fluctuations
even when the flow reached a quasi-steady state. Whereas, all these were obtained
using the usual linear dependence relation of density on temperature.
Figure 4.18 shows the profiles of dimensionless temperature at the core (R = 0)
at Fr = 2.5 for the various Reynolds numbers Re = 200, 600 and 1000.
The wavy structures that were observed in the plumes are also captured in the
fluctuations for the various plots, and these fluctuations appear very similar for the
various Reynolds numbers considered. Though Fig.4.18 (b) and (c) shows that there
is stronger mixing with higher Reynolds number than that of the result in Fig.4.18
(a), as such, fairly warm but dense water could be found at greater height for foun-
tains with Re = 200. Profiles of vertical velocity component at the core (R = 0) at
Fr = 2.5 for the various Reynolds number Re = 200, 600 and 1000 are also shown
in Fig.4.19. The velocity distributions in these results also appear similar, where the
oscillation as well relates to the wavy structures as observed in Figures 4.13 - 4.15.
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(c) Zn as a function of ⌧ for Re = 1000
Figure 4.16: Variation of Fountain’s height with respect to time ⌧ at Fr = 2.5, for
a Re = 200, b Re = 600 and c Re = 1000
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Figure 4.17: Variation of Fountain’s height with respect to time ⌧ at Fr = 0.6, for
a Re = 200, b Re = 600 and c Re = 1000
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(a) Re = 200 (b) Re = 600
(c) Re = 1000
Figure 4.18: Dimensionless centreline Temperature distribution  (0, y) for Fr = 2.5
and Re = 200, 600 and 1000 respectively
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(a) Re = 200 (b) Re = 600
(c) Re = 1000
Figure 4.19: Dimensionless centreline Y-component Velocity distribution V(0,y) for
Fr = 2.5 and Re = 200, 600 and 1000 respectively
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However, the velocity magnitude increases slightly with Reynolds numbers. These
results also show some degree of downwards velocities: and as we have always said,
the downwards velocities mainly occur at the upper part of the plume as mixture
become dense and starts to sink.
The maximum rise height Zn attained by the plumes and the time ⌧n taken to
attain those heights for the various Reynolds numbers are tabulated for a range
of Froude numbers up to 2.5 as given in appendix F Table 7.9 - 7.11. Whereas,
tables 7.12 and 7.13 in appendix F show the maximum rise height Zn attained by
the plumes and the time ⌧n taken to attain those heights tabulated for a range of
Reynolds numbers up to 1000, and plotted in Fig. 4.20 (a) & (b) and Fig. 4.21
(a) & (b) as a function of Reynolds number Re. These plots give the insight that,
irrespective of the difference in the mixing for the various Reynolds numbers, the
maximum penetration distance attained by the various fountains shows a fairly de-
creasing trend in both figures. Though, this trend to an extent may be regarded as
being negligible, because it is approximately zero. Nevertheless, we can comfortably
identify a single regime from the data set used, and this is shown as a straight line
representing the best linear fit obtained by linear regression of Zn and ⌧n on Re:
Zn ⇡ 30.012  0.002Re [R2 ⇡ 0.997] (4.2.1)
⌧n ⇡ 35.729  0.003Re [R2 ⇡ 0.987], (4.2.2)
for the fountains in Fig.4.20, where R2 is the regression coefficient in each case.
Plots for the maximum rise height Zn and the time ⌧n taken to attain those heights
for the various Reynolds numbers at Froude number Fr = 0.6 in Fig.4.21 also show
a slightly decreasing trend, but with a pattern in the form of different regimes.
Though, the decrease in height is only evident within 300  Re  500, and after-
wards the fountains seemed to have almost the same height ( see Fig.4.21(a)).
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Figure 4.20: Maximum penetration height and time taken to attain this height with
respect to Reynolds number at Froude number Fr = 2.5
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Figure 4.21: Maximum penetration height and time taken to attain this height with
respect to Reynolds number at Froude number Fr = 0.6
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Figure 4.22: Variation of Fountain’s maximum penetration height for Re = 200, 600
and 1000 as a function of Fr
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Figure 4.23: Time taken for Fountain to attain maximum height for Re = 200, 600
and 1000 as a function of Fr
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Table 4.1: Relations de-
scribing the maximum
rise height Zn and the
time taken to attain
that height ⌧n for the
Re = 200, 600 & 1000.
Re 1st range of Fr Zn formula ⌧n formula
200 0.1- 1.3 18.396Fr0.6096 13.492Fr1.0342
600 0.1- 0.9 20.033Fr0.6651 14.559Fr1.1207
1000 0.1- 0.8 19.014Fr0.6378 13.367Fr1.0595
Meanwhile, Fig.4.22 for Re = 200, 600 and 1000 as labeled (a), (b) and (c) repre-
sents fountain’s maximum rise height and Fig.4.23 shows the time taken to attain
these heights and plotted as a function of Fr. These plots also confirmed the differ-
ent behaviours exhibited by the plumes within the various Froude numbers ranges,
and as such, we can comfortably identify two regimes for each of the Reynolds num-
ber. The first regime is where the plume starts with a fairly round head and later
accelerates faster with a sharp tip penetrating much higher distance, while the sec-
ond regime is the regime where the plumes maintained their fairly round tips from
initial rise to their maximum heights. Therefore, each of these regimes are shown
as a straight line representing the best fit power laws obtained by linear regression
of logZn and log⌧n on logFr for Re = 200, 600 and 1000 as shown in table 4.1, with
a maximum variation in the first regime of ⇡ ±0.118, 0.233 and 0.164, in the slope
for the maximum rise height Zn for Re = 200, 600 and 1000 respectively. In like
manner, ⇡ ±0.166, 0.238 and 0.195 are the maximum variations in the time taken
to reach the maximum rise height Zn in the first regime for Re = 200, 600 and 1000
respectively.
While table 4.2 show the relations that describe the second regime with a maxi-
mum variation of ⇡ ±0.042 and 0.070 in the slope for the maximum rise height Zn
for Re = 600 and 1000. In like manner, ⇡ ±, 0.093 and 0.089 are the maximum
variations in the time taken to reach the maximum rise height Zn in the second
regime for Re = 600 and 1000 respectively: where the regression coefficient R2 in
all the cases is R2 > 0.944.
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Table 4.2: Relations
describing the maxi-
mum rise height Zn and
the time taken to attain
that height ⌧n for the
Re = 200, 600 & 1000.
Re 2nd range of Fr Zn formula ⌧n formula
200 1.4 - 2.5 16.087Fr0.4794 14.616Fr0.7316
600 1.0 - 2.5 16.756Fr0.4084 13.815Fr0.7783
1000 0.9 - 2.5 15.747Fr0.516 13.471Fr0.8234
4.2.4 Concluding remarks
We have carried out a detailed study on the behaviour of axisymmetric line fountains
over the ranges of Reynolds number 200  Re  1000 and Froude number 0.1 
Fr  2.5 with fixed Prandtl number Pr = 7. These results are also an extension of
our previous results in §4.1.3, where Reynolds number was kept fixed. Both results
appear very different from each other, especially in the aspect of the development
of wavy structures along fountain’s body as Reynolds number increases and within
different sub-ranges of Froude number. This is a clear indication that fountains
here are in transition to turbulent state. While fountains were found to be purely
laminar for Re = 50, but then, the mixing was intense for lower Froude number
because of their greater buoyancy forces. Similar wavy structures were also noticed
by Grant (1974): though, the author described this behaviour as a quasi-periodic
structure within the plume as Reynolds number takes values Re   1400. In a similar
way, Lin & Armfield (2004) in a numerical simulation also noticed these instabilities
as Reynolds number takes values Re   400; but then, the authors did not give
much detail in their analysis as we have done. Apart from these instabilities or
wavy structure within the plumes, our results also show erratic behaviour, where an
initially rising plume with a fairly round head, suddenly develops a sharp front to
accelerate faster, penetrating much higher distance to its maximum height, before
descending drastically. This erratic behaviour is distinct from every other result with
the linear dependence relation assumption. Our previous results in §4.1.3 showed
that the fountains penetrate the ambient to their maximum heights before decreasing
in height to become stable below the initial rise height. Similar behaviour was also
recorded by Lin & Armfield (2000a), where they observed the plumes as they rose
to their initial height Zmi and decreased in height temporarily to Zmt before rising
to their final height Zmf and became stable. Whereas, the results here are entirely
different from theirs, and this has been explained in detail previously: but then,
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no stable measurable height was recorded as clearly shown in Figure 4.16 and 4.17,
for the various ranges of Froude numbers and Reynolds number considered. Lin &
Armfield (2000a) identify three stages: initial height Zmi, temporal height Zmt and
final height Zmf from their results. Whereas, we were able to identify two distinct
stages for each of the Reynolds numbers considered when height was plotted against
Froude numbers. Mathematical relations were also drawn from the best fit power
laws obtained by linear regression of logZn and log⌧n on logFr as given in tables
4.1 and 4.2. Based on the range of Reynolds numbers considered, we were able to
present mathematical relations that were also drawn from the best linear fit obtained
by linear regression of logZn and log⌧n on logRe so as to predict the maximum rise
height of the fountains as Reynolds number increases, and this is given in (4.2.1)
& (4.2.2) for the fountains at Froude number Fr = 2.5 .
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5.1 Numerical Simulations Using the Spalart-Allmaras
and k " Turbulence Model for Free Shear Flows
5.1.1 A Brief Introduction
The chaotic behaviour of the fountains as Reynolds number increases is becom-
ing more realistic as regards the power station problem with its large volume flux.
We have given thorough analysis on the behaviour of both line and axisymmetric
fountains with moderately high Reynolds numbers in the previous chapters, where
fountains were observed to gradually become chaotic. Thus, if very high values of
Reynolds number are considered it is certain that the timescales of the fluctuations
in the system will become so short that it will be computationally unfeasible to
solve the Navier Stokes equations. The higher the Reynolds number the greater the
shear, making the flow to be unpredictable as it becomes very rapid in time and
space. Therefore, these are a special kind of flows as compared to those considered
in the previous chapters, and as such will be difficult to describe with the set of
equations that were used previously. The nature of such chaotic flow is such that it
is neither one nor two dimensional and not steady, but inherently unstable and three
dimensional, but then, resolving these in the three directions can also be computa-
tionally intensive. Though, not that this cannot be achieved, but then, it can take so
many weeks or months to actualise. One of the approaches to calculating turbulent
flows is by directly solving the three dimensional form of the Navier Stoke equations,
and this is called the Direct Numerical Simulation (DNS). This approach is feasible
when we have super-computer at our disposal for weeks and months (Piquet, 2010,
Pp. 25-26).
But then, there is also an other efficient way in which these flows can be described;
instead of considering the full variations of the flows up to the smallest time step
and space increment, we may be interested in the overall behaviour of the system
that is under consideration. Based on this, Osborne Reynolds in the late nineteenth
century came up with some averaging rules or conditions and obtained what is now
known as the Reynolds Averaged Navier-Stokes (RANS) (Pal Arya, 1998, P 166),
where an instantaneous quantity say u is decomposed into its averaged u¯ and fluctu-
ating u0 quantities ( Reynolds, 1895). The conditions are then used in deriving the
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equations for mean variables from those of the instantaneous variables. Since the av-
eraging procedure that strictly satisfies the Reynolds conditions automatically is the
ensemble averaging, this type of averaging is generally implied in theory (Pal Arya,
1998, P 166 and Piquet, 2010, P 28). However, the concept behind the ensemble
averaging is to suppose that we have repeated the turbulent experiment N times,
using the same initial and boundary conditions. It is certain that every realisation of
the experiment will be different. Then, the ensemble average by definition is equal
to
U¯ = lim
N!1
1
N
NX
n=1
U (n), (5.1.1)
where the index n indicates the realisation of the experiment. But then, it is most
appropriate to use the theory of stochastic processes for the mathematical description
of the ensemble average, where the variables are described in terms of a probability
distribution. Take for instance the turbulent velocity component U . Then, we now
introduce the probability distribution function P (U), which can also be defined so
that Z U+
U 
P (U)dU (5.1.2)
gives the proportion of realisations in the ensemble for which U takes on values in
the range U  < U < U+, (i.e., the probability that it falls in that range). The
probability of a given event is thus the proportion of the ensemble for which it
occurs. Since U must always take on some value,Z +1
 1
P (U)dU = 1 (5.1.3)
is an identity which the distribution function, P (U), must always satisfy.
The average can be computed by taking the proportion of the sample in the range U
to U +dU which is equal to P(U)dU, multiply by U and integrating over all possible
values of U , we can rewrite (5.1.1) as
U¯ =
Z +1
 1
UP (U)dU. (5.1.4)
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This expression is the formal definition of the ensemble average.
Given several flow quantities, it is also possible to define a joint probability distri-
bution function: for instance, if we consider two random variables, U and V (two
velocity components at the same point or one velocity component at two different
points), the proportion of the ensemble in which U takes values between U and
U + dU , and V takes values between V and V + dV is given by P (U, V )dUdV .
Thus, the probability which is a non-negative function , is such that the integral
over all variables is unity. Z +1
 1
Z +1
 1
P (U, V )dUdV = 1 (5.1.5)
Therefore, the average of the product of U and V can then be computed as
(UV ) =
Z +1
 1
Z +1
 1
(UV )P (U, V )dUdV (5.1.6)
Similar description can also be extended to all other quantities such as pressure and
temperature (Mathieu & Scott, 2000, Pp. 31- 37; Pope, 2000, Pp. 34 - 42 and
Piquet, 2010, Pp. 37 - 39 ).
Thus, from the Reynolds decomposition, u¯ is the mean of u and u0 is the fluctu-
ation part of u, where the ensemble average of a quantity (or expression involving
quantities) is denoted by an over-bar. Then, upon averaging, the nonlinear advection
terms not only yield mean flow terms but also additional terms called the turbulent
fluxes, which we will consider in details in the next section.
Therefore, there is the need for an additional sophisticated and less computationally
intensive turbulence model that will take account of these additional terms (tur-
bulent fluxes). There are several turbulence models introduced in the past, which
are also known as Eddy Viscosity Models and some of these include: the algebraic
turbulence model (zero-equation model), one-equation model, two-equation mod-
els (Pope, 2000; Pradeep, 2013): where the increasing complexity of some of these
models and the larger computational effort, when they are applied to real life prob-
lems, are not always justified by a qualitative improvement in the solutions (Fares
& Schro¨der, 2004). Among these closure models the Spalart-Allmaras Turbulence
model has also shown to be efficient, reliable and also shows good convergence when
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applied to practical problems (Deck et al. 2002). Hence, we will consider here one
of the Reynolds Averaged Navier-Stokes (RANS) turbulence models, the Spalart-
Allmaras Turbulence model which is a one-equation model that solves for a single
additional variable which in turn makes it less memory-intensive than the other tur-
bulence models, and this we believe will enable us to analyse the flow scenario. More
details on the importance of Spalart-Allmaras Turbulence model and other widely
used turbulent models are given in Fares & Schro¨der, 2004; Spalart & Allmaras,
1994 and Wilcox, 2006.
There have been numerous studies on the behaviour of turbulent flow fountains
with different geometries and in different domain configurations in the past; and we
have also considered most of these investigations in the previous chapters. However,
Morton (1959a, b) was the first to investigate turbulent forced plumes in both homo-
geneous and stratified environments, where he analysed the plumes as forced plumes
with the entrainment equations to quantify both the increasing radius, the decreas-
ing buoyancy and the velocity. From an experimental investigation, Turner (1966)
suggested that height of the fountain should be of the form Zm = CM3/4F 1/2 if
the flow is controlled by the fluxes of momentum (M) and buoyancy (F ) at the
source, where the author found the constant C = 2.46, M and F are also defined
as M = ⇡r2u2 and F = ⇡ 0r2u. We also have  0 as the reduced gravity between
the fountain and the ambient fluid at the source, r being the radius and u the ve-
locity. Though, there have been some discrepancies in the constant C which seems
not to have a unique value. Nevertheless, there are several other detailed theoreti-
cal and experimental investigations that provide good information on the behaviour
of turbulent fountains, and can also be seen in the reviews on both turbulent jets
and plumes by Turner (1986), List (1982), Campbell & Turner (1989), Baines et al.
(1990) and Bloomfield & Kerr (1998). Different types of turbulence models have
also been used to investigate the behaviour of turbulent convection flow (Peng &
Davidson (1999), Chen & Nikitopoulos (1979) and Henkes et al. (1991)).
Recently, Burridge & Hunt (2012) also carried out an experimental investigation
on a wide range of Froude numbers, where fountains attain an initial height before
settling back and fluctuate about a lesser steady height. Though, they added that
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this behaviour is not always the same for all the Froude numbers and the ratio
  = Zi/Zss of the initial Zi and steady Zss rise height varies significantly within
about 0.5     2. The authors further added that there was also head detachment
behaviour, and this detached head could rise above the fountain further upwards
before descending. However, they were able to identify three major regimes during
the study. Further detailed studies of turbulent fountains can also be found in Hunt
& Burridge (2015), Carazzo et al. (2010), Lin & Linden (2005) and Williamson et
al. (2011).
We will in this section investigate the behaviour of a turbulent fountain using an
additional equation, the Spalart-Allmaras model together with the RANS, so as to
give a good description to the dynamics in the power station warm discharge. How-
ever, we will also briefly consider an additional turbulent model, the k   " together
with the RANS and compare with result from the Spalart-Allmaras model. The
proposed set of equations with the quadratic dependence relation assumption are
considered in the next section.
5.1.2 Governing Equations and Boundary Conditions
We will describe the turbulent velocity field as ensemble average velocity u¯ and the
fluctuating components u0 as given below;
u = u¯+ u0, v = v¯ + v0, T = T¯ + T 0, p = p¯+ p0 (5.1.7)
Knowing that the various quantities in the two-dimensional time-dependent Navier
Stokes equations as given in (2.1.14) - (2.1.17) are unsteady, we can then re-write
these equations ((2.1.14) - (2.1.17)) using the Reynolds decomposition as given in
(5.1.1) together with the basic rules for averaging as follows;
@u¯
@x
+
@v¯
@y
= 0 (5.1.8)
@u¯
@t
+ u¯
@u¯
@x
+ v¯
@u¯
@y
=  1
⇢
@p¯
@x
+ ⌫(
@2u¯
@x2
+
@2u¯
@y2
)  @(u
0u0i)
@xi
(5.1.9)
168
5.1. Numerical Simulations Using the Spalart-Allmaras and k   " Turbulence
Model for Free Shear Flows
@v¯
@t
+ u¯
@v¯
@x
+ v¯
@v¯
@y
=  1
⇢
@p¯
@y
+ ⌫(
@2v¯
@x2
+
@2v¯
@y2
)  @(v
0u0i)
@xi
+
g 
⇢m
[(T¯   Tm) + (T1   Tm)](T¯   T1) (5.1.10)
@T¯
@t
+ u¯
@T¯
@x
+ v¯
@T¯
@y
= ↵(
@2T¯
@x2
+
@2T¯
@y2
)  @(T
0u0i)
@xi
, (5.1.11)
where
@(u0u0i)
@xi
=
@(u0u0)
@x
+
@(v0u0)
@y
(5.1.12)
@(v0u0i)
@xi
=
@(v0u0)
@x
+
@(v0v0)
@y
(5.1.13)
@(T 0u0i)
@xi
=
@(T 0u0)
@x
+
@(T 0v0)
@y
(5.1.14)
The fluctuation term T 02 that arises from the buoyancy force term in (5.1.4) is
assumed to be negligible. Equations (5.1.8) - (5.1.11) are called Reynolds Averaged
Navier Stokes RANS. If we compare these equations to (2.1.14) - (2.1.17), it is clear
that there are new additional terms from the momentum equation as given in (5.1.9)
and (5.1.10) which are the Reynolds stresses or apparent turbulent shear stress (Som,
2008, p. 289). Whereas, the extra term in the energy equation as given in (5.1.11)
is the turbulent heat flux; they are the fluctuating components of the temperature
and velocity. An approximation for the Reynolds stresses has to be done, which
sets in relation the apparent turbulent shear stresses with the velocity field of the
average flow (Ser´or et al. 2003 and Spalart and Allmaras, 1994). The stresses in
tensor notation are given as:
u0ju
0
i = ⌫t(
@u¯j
@xi
+
@u¯i
@xj
) (5.1.15)
that the Reynolds stresses or the turbulent stresses are assumed to be proportional
to the mean-velocity gradient (Ser´or et al. 2003 and Spalart and Allmaras, 1994).
More so, similar assumption also holds for the turbulent heat fluxes that they are
proportional to the mean temperature gradient and are given in tensor notation as;
 T 0u0i =  
@T¯
@xi
, (5.1.16)
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where ⌫t is the kinematic eddy viscosity, and   the turbulent diffusivity of heat.
Both the eddy viscosity and the turbulent diffusivity of heat are properties of the
flow, not the fluid. In order to relate these two quantities together, the turbulent
Prandtl number is introduced. This we assumed constant and it is given as;
Prt =
⌫t
 
(5.1.17)
We can now substitute (5.1.9), (5.1.10) and (5.1.11) into (5.1.3)-(5.1.5) and we have:
@u¯
@x
+
@v¯
@y
= 0 (5.1.18)
@u¯
@t
+ u¯
@u¯
@x
+ v¯
@u¯
@y
=  1
⇢
@p¯
@x
+ (⌫ + ⌫t)(
@2u¯
@x2
+
@2u¯
@y2
) (5.1.19)
@v¯
@t
+ u¯
@v¯
@x
+ v¯
@v¯
@y
=  1
⇢
@p¯
@y
+ (⌫ + ⌫t)(
@2v¯
@x2
+
@2v¯
@y2
)
+
g 
⇢m
[(T¯   Tm) + (T1   Tm)](T¯   T1) (5.1.20)
@T¯
@t
+ u¯
@T¯
@x
+ v¯
@T¯
@y
= (↵ +
⌫t
Prt
)(
@2T¯
@x2
+
@2T¯
@y2
) (5.1.21)
Details of all the transformations in this section can be found in appendix D.
Next we will consider the Spalart-Allmaras model so as to close the system of equa-
tions (RANS). Note here that the eddy viscosity is computed by an intermediate
variable called the Spalart-Allmaras variable (Zymaris et al. 2009) or working vis-
cosity variable ⌫ˆ through the relation
⌫t = fv1⌫ˆ, where fv1 =
X¯3
X¯3 + C3v1
and X¯ =
⌫ˆ
⌫
, (5.1.22)
and this working viscosity variable is known to have the same dimensions as that of
viscosity (Deck et al. 2002). fv1 is a damping function (Ser´or et al. 2003 and Spalart
and Allmaras, 1994), and X¯ is defined as the ratio of working viscosity variable to
the molecular kinematic viscosity. The Spalart-Allmaras turbulence model is then
given as;
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@⌫ˆ
@t
+u
@⌫ˆ
@x
+v
@⌫ˆ
@y
= Cb1Sˆ⌫ˆ+
1
 
(
@
@xj
[(⌫+ ⌫ˆ)
@⌫ˆ
@xj
]+Cb2
@⌫ˆ
@xj
@⌫ˆ
@xj
) Cw1fw( ⌫ˆ
d
)2 (5.1.23)
Note that this model (5.1.17) is made up of the time derivative and convective terms
on the left hand side followed by the production, diffusion, and destruction of the
eddy viscosity terms on the right hand side of the equation respectively. Definitions
of other parameters and variables include;
Sˆ = ⌦+
⌫ˆ
2vd
2
fv2, fv2 = 1  X¯
1 + X¯fv1
, fw = g
⇤(
1 + C6w3
g⇤6 + C6w3
)
1
6 ,
g⇤ = r⇤ + Cw2(r⇤6   r⇤), r⇤ = ⌫¯
S¯2vd
2
(5.1.24)
and
⌦2 = 2⌦ij⌦ij (5.1.25)
is the magnitude of the vorticity, and d in both production and destruction terms
is defined as the distance from the data point to the nearest solid surface and only
boundaries with no-slip condition need to be considered while calculating the dis-
tance. Whereas,
⌦ij =
1
2
[
@ui
@xj
  @uj
@xi
] (5.1.26)
is the rotation tensor. The constants together with their respective values for the
Spalart-Allmaras model are as follows;
Cb1 = 0.1355, Cb2 = 0.622, Cw2 = 0.3, Cw3 = 2,   =
2
3
,
v = 0.41, Cv1 = 7.1. Cw1 =
Cb1
2v
+
1 + Cb2
 
(5.1.27)
The complete Spalart-Allmaras turbulence model includes a boundary layer transi-
tion model (used for modelling the laminar to turbulent transition at a pre-specified
point) called the Trip function. It is easier to use the trip function for simple ge-
ometries, but is difficult to apply for complex geometries and is usually omitted.
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However, this can be fixed by setting the production term to zero in the region of
the flow upstream of the desired transition location. At the wall ⌫ˆ = 0, this avoids
the production and destruction of turbulence viscosity on slip walls and far field
boundaries.
Therefore, the RANS turbulence model in dimensionless form is as follows, with
the equations for non-dimensionalization also given below.
U¯ =
u¯
v¯in
V¯ =
v¯
v¯in
X =
x
xin
Y =
y
xin
⌧ =
t
xin
v¯in
P¯ =
p¯
⇢v¯2in
 ¯ =
T¯   T1
Tm   T1 ⌫ˆ
⇤ =
⌫ˆ
⌫
Sˆ⇤ =
Sˆ
v¯in
xin
, d⇤ =
d
xin
, ⌫⇤t =
⌫t
⌫
(5.1.28)
@U¯
@X
+
@V¯
@Y
= 0 (5.1.29)
(
@U¯
@⌧
+ U¯
@U¯
@X
+ V¯
@U¯
@Y
) =   @P¯
@X
+
1
Re
(1 + ⌫⇤t )(
@2U¯
@X2
+
@2U¯
@Y 2
) (5.1.30)
(
@V¯
@⌧
+ U¯
@V¯
@X
+ V¯
@V¯
@Y
) =  @P¯
@Y
+
1
Re
(1+ ⌫⇤t )(
@2V¯
@X2
+
@2V¯
@Y 2
) +
1
Fr2
[ ¯2  2 ¯] (5.1.31)
(
@ ¯
@⌧
+ U¯
@ ¯
@X
+ V¯
@ ¯
@Y
) = (
1
RePr
+
⌫⇤t
RePrt
)(
@2 ¯
@X2
+
@2 ¯
@Y 2
) (5.1.32)
@⌫ˆ⇤
@⌧
+ U¯i
@⌫ˆ⇤
@Xi
= Cb1Sˆ
⇤⌫ˆ⇤ +
1
 Re
(
@
@Xj
[(1 + ⌫ˆ⇤)
@⌫ˆ⇤
@Xj
] + Cb2
@⌫ˆ⇤
@Xj
@⌫ˆ⇤
@Xj
)  Cw1fw
Re
(
⌫ˆ⇤
d⇤
)2
(5.1.33)
⌫ =
µ
⇢
↵ =
k
⇢cp
1
Re
=
⌫
v¯inxin
1
Pr
=
↵
⌫
1
Fr2
=
g (Tm   T¯1)2xin
⇢mv¯2in
(5.1.34)
The computational study in this section uses a rectangular domain of heightH/xin =
21, i.e., 0  Y  21 and width L/xin = 10, i.e., 5  X  5 with open sides and
rigid, no-slip top and base, except for an orifice of width 2xin in the centre of the
base, through which warm fluid is injected at a uniform velocity vin. Note here that
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the temperature Tin at the source is constant, and the initial ambient temperature
T1 is uniform.
Our initial conditions are an undisturbed, homogeneous medium;
U¯ = 0, V¯ = 0,  ¯ = 0, ⌫ˆ⇤ = 0 for ⌧ < 0 (5.1.35)
For ⌧   0 we have boundary conditions as follows. On the side walls:
@U¯
@X
= 0,
@V¯
@X
= 0,
@ ¯
@X
= 0,
@⌫ˆ⇤
@X
= 0 at X = ± L
2xin
, (5.1.36)
At the plume source in the base of the domain:
U¯ = 0, V¯ (X, 0) = 1,  ¯ = 2.5, ⌫ˆ⇤ = 0 for |X|  1, at Y = 0 (5.1.37)
Elsewhere on the base:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, ⌫ˆ⇤ = 0 for |X| > 1, at Y = 0 (5.1.38)
At the top of the domain:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, ⌫ˆ⇤ = 0 at Y =
H
xin
(5.1.39)
In a similar manner, we again consider the k " closure model so as to compare with
results from the Spalart-Allmaras model. The k   " model is among the category
of two-equation models in which two properties of turbulence, namely k, and " are
solved. The original model was first proposed by Jones and Launder (1972). Here
the eddy viscosity ⌫t is related to the kinetic energy, k, and the rate of its dissipation,
" as follows:
⌫t = Cµk
2/", (5.1.40)
where Cµ is the model constant.
The transport equation of k, is derived from the exact Navier-Stokes equations,
while the transport equation of " is modelled since the exact equation for " yields
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too many double and triple correlations of fluctuating properties which becomes
nearly impossible to measure with any accuracy (i.e., the transport equation for "
was obtained using physical reasoning and is therefore similar to the mathematically
derived transport equation of k , but is not exact). Thus, equations for the turbulent
kinetic energy k, and its rate of dissipation ", that will describe the physics of
turbulence for incompressible fluid are presented such that:
@k
@t
+ u¯
@k
@x
+ v¯
@k
@y
=
@
@xj
[(⌫ +
⌫t
 k
)
@k
@xj
] + ⌫t(
@u¯i
@xj
+
@u¯j
@xi
)
@u¯i
@xj
  " (5.1.41)
@"
@t
+ u¯
@"
@x
+ v¯
@"
@y
=
@
@xj
(
⌫t
 "
@"
@xj
) + C"1
"
k
⌫t(
@u¯i
@xj
+
@u¯j
@xi
)
@u¯i
@xj
  C"2 "
2
k
, (5.1.42)
where C"1 C"2 are the model constants.
The k  " model as shown in (5.1.41) and (5.1.42) is made up of the time derivative
and convective terms on the left hand side for both k and ", followed by the diffusion,
production and destruction terms of both k and " on the right hand side of the
equations respectively. The constants together with their respective values for the
k   " model are as follows;
Cµ = 0.09, C"1 = 1.44, C"2 = 1.92,  k = 1,  " = 1.3. (5.1.43)
Therefore, the k   " model in dimensionless form, together with the equations for
non-dimensionalization are given below.
U¯ =
u¯
v¯in
, V¯ =
v¯
v¯in
, X =
x
xin
, Y =
y
xin
⌧ =
t
xin
v¯in
, ⌫⇤t =
⌫t
⌫
, K =
k
v¯2in
, "⇤ =
x2in"
v2in⌫
(5.1.44)
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Re
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)
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(5.1.45)
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@"⇤
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Re
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The computational domain for the k   " model is of height H/xin = 21, i.e., 0 
Y  21 and width L/xin = 20, i.e., 10  X  10 with open sides and rigid, no-slip
top and base, except for an orifice of width 2xin in the centre of the base, through
which warm fluid is injected at a uniform velocity vin.
Our initial conditions are an undisturbed, homogeneous medium;
U¯ = 0, V¯ = 0,  ¯ = 0, K = 0, "⇤ = 0 for ⌧ < 0 (5.1.47)
For ⌧   0 we have boundary conditions as follows. On the side walls:
@U¯
@X
= 0,
@V¯
@X
= 0,
@ ¯
@X
= 0,
@K
@X
= 0,
@"⇤
@X
= 0, at X = ± L
2xin
,
(5.1.48)
At the plume source in the base of the domain:
U¯ = 0, V¯ (X, 0) = 1,  ¯ = 2.5, K = 0, "⇤ = 0 for |X|  1, at Y = 0
(5.1.49)
Elsewhere on the base:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, K = 0, "⇤ = 0 for |X| > 1, at Y = 0 (5.1.50)
At the top of the domain:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, K = 0, "⇤ = 0 at Y =
H
xin
, (5.1.51)
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5.1.3 Numerical Results from Spalart-Allmaras and k " Tur-
bulence model Line Plumes.
We have carried out thorough investigation on the behaviour of turbulent line foun-
tains using the Spalart-Allmaras and k   " turbulent models with high Reynolds
number Re = 106, and fixed Prandtl number Pr = 7, within the Froude number
range 0.1  Fr  2.5 and shown at different time intervals. Though, the results are
only shown for specific values of Froude number Fr = 0.5, 1, 1.8 and 2.5. Figures
5.1 - 5.4 show the evolution of temperature field using the Spalart-Allmaras model,
where after initiating the warm discharge at the source, we observed the head of a
rising plume that travels upwards in each of the Froude number cases considered.
(Note: some of the behaviours that we intend discussing were not captured with the
smaller domain as used in 5.1 - 5.4. Simulations with the smaller domain provide a
clear view of the dynamics and some important features for the analysis. Meanwhile,
some of these features as observed with the smaller domain are not very clear as
they appear very thin in the bigger domain; but this domain enables us to picture
the flow scenario at much later time or in the far-field. Therefore, we have also
provided results for which the domain width and height is much larger (i.e., domain
of height H/xin = 25, and width L/xin = 30, with open sides and rigid, no-slip
top and base, except for an orifice of width 2xin ) in appendix E, Fig.7.1 - Fig.7.3,
to enable us present a very good analysis). As time progresses, we observed that
the initially projected head with large vortex had been separated from the body
of the up flowing plume, and this head was the only part that could penetrate the
ambient fluid further upwards, leaving a cluster of other detached heads behind (see
Appendix E. Fig.7.2(a) and Fig.7.3(a) - (c)). However, it is clear from Fig.5.3 (d) -
(f) and Fig.5.4(c) - (d) that, before the head detachment process, there are also a
number of smaller vortices formed along the body of the up flowing plume, which
connects the initial head to the source. We can also observe on the same body
the development of sinuous shear-driven instabilities very close to the initial head
as they entrain ambient fluid into the up flow (see Fig.5.3(c) -(f) and Fig.5.4(c) -(d) ).
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Figure 5.1: Evolution of temperature field using the Spalart-Allmaras model for
turbulent flow fountains at Fr = 0.5 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  6
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Figure 5.2: Evolution of temperature field using the Spalart-Allmaras model for
turbulent flow fountains at Fr = 1 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  13
178
5.1. Numerical Simulations Using the Spalart-Allmaras and k   " Turbulence
Model for Free Shear Flows
Figure 5.3: Evolution of temperature field using the Spalart-Allmaras model for
turbulent flow fountains at Fr = 1.8 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  20
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Figure 5.4: Evolution of temperature field using the Spalart-Allmaras model for
turbulent flow fountains at Fr = 2.5 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  28
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These instabilities were generated at the source at initial time and grow with time
causing the fountain with smaller vortices aligned along the body to breakdown as
time progresses to a more chaotic fountain Fig.5.1 (d), Fig.5.2(d), Fig.5.3 (d) & (e)
and Fig.5.4(e) & (f). The head separation behaviour was not noticed as Froude num-
ber decreases (Fig.5.1 and Fig.5.2), but all other behaviours were also observed. As
the plume becomes chaotic, so the more intense the mixing becomes and in turn led
to the production of denser fluid at a temperature  in < 2 within a short period. We
also noticed that the turbulent fountains were continuously entraining ambient fluid
after the head had been detached (see Appendix E. Fig.7.2(a)-(c) and Fig.7.3(a)-
(d)). It is also observed that the chaotic nature of the fountains is strongly influenced
by the lower Froude numbers that supply greater buoyancy force and in turn lead to
intense mixing (Fig.5.1) very close to the source, and this intensity decreases around
the source with increasing Froude number (Fig.5.3 and 5.4). This effect arises from
the buoyancy term (5.1.25) and plays a crucial role in the general behaviour of the
fountains with the quadratic dependence relation assumption as also proposed in this
research. This behaviour was also observed in §3.1 for Reynolds number Re = 50
at Froude number Fr = 0.2. Though, the sinuous shear was not observed in that
case, because of the reduced inertial forces. The general chaotic behaviour except
for the head detachment, is mainly dependent on the Reynolds number and Froude
number. We have studied a range of Reynolds number 50  Re  1000 and Froude
numbers 0.1  Fr  2.5 in the previous chapters where Prandtl number was kept
fixed, but could not observe these large scale instabilities, but only with very high
Reynolds numbers as observed here.
We also observed the scenario where the initially detached large scale vortex head de-
scended directly on the rising plume restricting the fountain from flowing further up-
wards (see Appendix E. Fig.7.1(a) - (d), Fig.7.2(c) & (d) and Fig.7.3(c) & (d)). The
head detachment behaviour can be described further within three ranges of Froude
numbers: first is the range where head detachment was not observed but rather
sinks directly on the rising plume immediately after being chaotic 0.2  Fr  0.8
(see Fig. 5.1(c) & (d)).
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(a) Fr = 1 (b) Fr = 1.8
Figure 5.5: Dimensionless centreline temperature distribution  ¯(0, y) using the
Spalart-Allmaras model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106, Pr = 7,
 in = 2.5 and a Fr = 1, b Fr = 1.8
(a) Fr = 1 (b) Fr = 1.8
Figure 5.6: Dimensionless centreline X-component Velocity distribution U¯(0, y) us-
ing the Spalart-Allmaras model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106,
Pr = 7,  in = 2.5 and a Fr = 1, b Fr = 1.8
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(a) Fr = 1 (b) Fr = 1.8
Figure 5.7: Dimensionless centreline Y-component Velocity distributionV¯ (0, y) using
the Spalart-Allmaras model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106,
Pr = 7,  in = 2.5 and a Fr = 1, b Fr = 1.8
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Figure 5.8: Maximum penetration height and time taken to attain this height with
respect to Froude number using the Spalart-Allmaras model
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This further confirmed the fact that the more chaotic a fountain becomes the shorter
its penetration height. 0.9  Fr  1.6 is the range where the detached head could
travel a very short distance upwards before descending directly on the up flowing
fountain, and this behaviour is clear in Fig.7.1 in appendix E. Lastly, is where the
head could travel farther before descending directly on the up flowing fountains, in
the range 1.7  Fr  2.5 (see Fig.7.2 and Fig.7.3 in appendix E). The results also
show that the Froude number effect is pronounced at the earlier stages for higher
Froude number simulations, where the mixing rate is reduced at the source as a
result of the reduced buoyancy force. After the denser fluid had descended to the
floor, we observed that the flow in the density current is slow and steady with a
leading head as it displaces the ambient fluid while spreading further. This is as a
result of the small density difference between the current and the ambient.
Profiles of dimensionless temperature  ¯ at the fountain’s core (X = 0) are also
shown and plotted as a function of Y in Fig.5.5 for Fr = 1 and 1.8. The figures
show that the temperature decrease is not monotonic. The fluctuations in the sys-
tem indicate that there was intense mixing at some point above the source, where
the penetration distance before descending for plumes with Fr = 1 in Fig.5.5 (a)
appears shorter as compared to those in Fig.5.5 (b). There are also regions of uni-
form temperature in Fig.5.5(a) and Fig.5.5(b) very close to the source. Whereas,
this difference is as a result of the Froude number effect (reduced buoyancy) that
leads to slow mixing at the source enabling the plumes at Fr = 1.8 to penetrate
higher. In addition, we also noticed that the fountain’s core, around the source is
always smoother and this region contains very warm water even as both flanks mix
with the ambient (see Fig.5.2 and Fig.5.3). This also corresponds to the regions with
uniform temperature very close to the source (see Fig.5.5(a) and (b)). Profiles of
both horizontal and vertical component velocities are shown in Fig.5.6 and Fig.5.7
respectively for the various Froude numbers. Fig.5.6 confirms the fact that there was
a fairly small degree of horizontal mixing at initial time, but it became significant
at later times. Though, the length of the motion in this direction appeared shorter
for Fr = 1 for the simulation time as shown here. Meanwhile, the vertical velocity
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Figure 5.9: Evolution of temperature field using the k   " turbulent model for
turbulent flow fountains at Fr = 0.5 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  6
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Figure 5.10: Evolution of temperature field using the k   " turbulent model for
turbulent flow fountains at Fr = 1 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  13
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Figure 5.11: Evolution of temperature field using the k   " turbulent model for
turbulent flow fountains at Fr = 1.8 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  20
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profile Fig.5.7
confirmed the intensity of the mixing with very high peaks between Y = 3.5 and 5
for both fountains with Froude number value Fr = 1 and 1.8. Though, the magni-
tude of the fluctuations confirmed the fact that lower Froude numbers have much
greater buoyancy force that results in vigorous mixing and in turn leads to shorter
penetration height. There is also some degree of downwards velocities in Fig.5.7
at different times for the various Froude numbers, and these downwards velocities
shows the behaviour of the plumes as fluid that has become dense starts to sink.
Figures 5.9 - 5.12 show the evolution of temperature field using the k   " tur-
bulent model with the same source parameters as used in the case of the Spalart-
Allmaras model. Results here are also shown only for specific values of Froude
number Fr = 0.5, 1, 1.8 and 2.5 as presented above. However, the domain of com-
putation here is of height H/xin = 21, and width L/xin = 20, with open sides and
rigid, no-slip top and base, except for an orifice of width 2xin. Reason for this do-
main size is that, all the features that we intend discussing are apparent, unlike the
case of Spalart-Allmaras model where two domains were used in order to see clearly
some of the behaviours.
After initiating the warm discharge at the source, the plume fluid traveled upwards
in each of the Froude number cases considered as also observed in the case of the
Spalart-Allmaras model. And as time progresses, we could also observe the scenario
where the initially projected head with large vortex is separated from the body of
the up flowing plume, and penetrates the ambient fluid further upwards, leaving a
cluster of other detached heads behind (see Fig.5.10(e) & (f) and Fig.5.12(f) - (i)).
Before the head detachment process, we could also observe from Fig.5.9 - Fig.5.12
the development of sinuous shear-driven instabilities very close to the initial head as
they entrain ambient fluid into the up flow. These instabilities were generated at the
source at initial time and grow with time causing the fountain’s body that connects
the initial head to the source to breakdown as time progresses to a more chaotic foun-
tain (see Fig.5.9 - Fig.5.12). As the plume becomes chaotic, so the more intense the
mixing becomes and in turn led to the production of denser fluid at a temperature
 in < 2 within a short period. The descending fluid was also observed restricting
the fountain from flowing further upwards as denser fluid descends directly on the
188
5.1. Numerical Simulations Using the Spalart-Allmaras and k   " Turbulence
Model for Free Shear Flows
Figure 5.12: Evolution of temperature field using the k   " turbulent model for
turbulent flow fountains at Fr = 2.5 Prandtl number Pr = 7, Reynolds number
Re = 106 within the dimensionless time interval 1  ⌧  28
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rising plume. It was also observed that the chaotic nature of the fountains is strongly
influenced by the lower Froude numbers that supply greater buoyancy force and in
turn lead to intense mixing (Fig.5.9) very close to the source, and this intensity
decreases around the source with increasing Froude number (Fig.5.11 and 5.12). As
we have also highlighted earlier in the results with the Spalart-Allmaras model, the
general chaotic behaviour except for the head detachment, is mainly dependent on
the Reynolds number and Froude number.
The head detachment behaviour here can also be described within different ranges
of Froude numbers as in the case of the results with the Spalart-Allmaras model.
The first range of Froude number falls within 0.2  Fr  0.8, and this is where head
detachment was not observed but sinks directly on the rising plume immediately af-
ter being chaotic (see Fig. 5.9(b) & (d)). This also confirmed the fact that the more
chaotic a fountain becomes the shorter its penetration height. The second range falls
within 0.9  Fr  1.6, and it is where the detached head could travel a very short
distance upwards before descending directly on the up flowing fountain, and this can
be seen in Fig.5.10(e) & (f). Lastly, is where the detached head could travel farther
before descending directly on the up flowing fountains, in the range 1.7  Fr  2.5
(see Fig.5.11 and Fig.5.12). The results also show that the Froude number effect is
pronounced at the earlier stages for higher Froude number simulations, where the
mixing rate is reduced at the source as a result of the reduced buoyancy force.
It is also apparent from Fig.5.9 - Fig.5.12 that, after the denser fluid had descended
to the floor, it spreads outwards as density current, and the flow in the density
current is slow with a leading head as it displaces the ambient fluid while mixing
further. This is as a result of the small density difference between the current and
the ambient.
We have also considered the profiles of dimensionless temperature  ¯ at the foun-
tain’s core (X = 0). This is shown and plotted as a function of Y in Fig.5.13 for
Fr = 1 and 1.8. The figures show that the temperature decrease is not monotonic.
The fluctuations in the system indicate that there was intense mixing at some point
above the source, where the penetration distance before descending for plumes with
Fr = 1 in Fig.5.13 (a) appears shorter as compared to those in Fig.5.13 (b). This
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(a) Fr = 1
(b) Fr = 1.8
Figure 5.13: Dimensionless centreline temperature distribution  ¯(0, y) using the
k   " turbulent model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106, Pr = 7,
 in = 2.5 and a Fr = 1, b Fr = 1.8
difference is as a result of the Froude number effect (reduced buoyancy) that leads
to slow mixing at the source enabling the plumes at Fr = 1.8 to penetrate higher.
Profiles of both horizontal and vertical component velocities are shown in Fig.5.14
and Fig.5.15 respectively for the various Froude numbers. Fig.5.14 confirms the fact
that there was a fairly small degree of horizontal mixing at initial time, but it became
significant at later times. Though, the horizontal penetration length of the motion
appears shorter for Fr = 1 for the simulation time as showed here. Meanwhile, the
vertical velocity profile Fig.5.15 confirmed the intensity of the mixing with very high
peaks between Y = 3.5 and 5 for both fountains with Froude number value Fr = 1
and 1.8. Though, the magnitude of the fluctuations confirmed the fact that lower
Froude numbers have much greater buoyancy force that results in vigorous mixing
and in turn leads to shorter penetration height. The plots also show some degree of
downwards velocities (see Fig.5.15) at different times for the various Froude num-
bers, and these downwards velocities show the behaviour of the plumes as fluid that
191
5.1. Numerical Simulations Using the Spalart-Allmaras and k   " Turbulence
Model for Free Shear Flows
(a) Fr = 1 (b) Fr = 1.8
Figure 5.14: Dimensionless centreline X-component Velocity distribution U¯(0, y)
using the k  " turbulent model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106,
Pr = 7,  in = 2.5 and a Fr = 1, b Fr = 1.8
has become dense starts to sink.
To this point, we make clear that both results from the Spalart-Allmaras model
Fig.5.1- 7, and the k   " turbulent model Fig.5.9- 15 as discussed so far in this
section are very similar. Both turbulent models showed the development of intense
shear-driven instabilities within the fountains, and also the different mixing rate and
head detachment behaviours within subranges of Froude numbers.
These results also show some similarities with those obtained by Burridge & Hunt
(2012), where they also observed these behaviours through an experimental study
that the fountain starts with a lead vortex in the form of a domed cap followed by
other smaller vortices along the stem of the fluid that links the lead vortex and the
nozzle. They also observed the pinch off of the lead vortex from the up flowing foun-
tain and later ejection of fluid from this lead vortex downwards to the up flowing
fountains that causes a breakdown of the aligned ribbed fountain to a fully turbu-
lent flow that can be characterized by numerous smaller eddies. These behaviours
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(a) Fr = 1 (b) Fr = 1.8
Figure 5.15: Dimensionless centreline Y-component Velocity distributionV¯ (0, y) us-
ing the k   " turbulent model at time ⌧ = 6, 10, 18, 25, for plumes with Re = 106,
Pr = 7,  in = 2.5 and a Fr = 1, b Fr = 1.8
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Figure 5.16: Maximum penetration height and time taken to attain this height using
the k   " turbulent model with respect to Froude number
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were also recorded by Williamson et al. (2011) and they noticed that subsequent
dynamics varies widely depending on Froude numbers. Though, both works were
carried out based on the the assumption that density is a linear function of tem-
perature. However, Burridge & Hunt (2012) also noticed three different ranges of
Froude number for which the lead vortex penetrates either farther distance, short
distance or falls immediately after detachment. These different cases of vortex head
detachment were also notice by Maruga´n-Cruz et al. (2009) when examining the
behaviour of initial development of negatively buoyant jets both experimentally and
numerically.
The maximum height Zn attained by the plume and the time ⌧ taken to attain
that height are tabulated for a range of Froude numbers up to 2.5 in Table 7.14 in
appendix F, and plotted as a function of Froude number Fr in Figures 5.8(a) and
(b) for fountains with the Spalart-Allmaras model.
While Figures 5.16(a) and (b) show the maximum height Zn attained by the
plume and the time ⌧ taken to attain that height and these are tabulated also for a
range of Froude numbers up to 2.5 in Table 7.18 in appendix F for fountains with the
k  " turbulent model. The maximum rise height plots (Fig.5.8 (a) and Fig.5.16(a))
agree with the different behaviours as exhibited by the fountains, and as such three
regimes could be identified for the various Froude number ranges. First is the regime
that lies within the Froude number range 0.2  Fr  0.8 in both Fig.5.8 (a) and
Fig.5.16(a), where the head sinks immediately after being chaotic (i.e. head did not
separate from the plume’s body). The second regime is within the Froude number
range 0.9  Fr  1.6 in both Fig.5.8 (a) and Fig.5.16(a); this is where the detached
head could penetrate a little further before descending directly on the rising plume.
Whereas, the last regime is within the range 1.7  Fr  2.5; this is the regime
where detached head penetrates the ambient farther leaving the bulk denser fluid
before descending.
We can see clearly that all the three regimes are shown as a fairly straight line that
lies within the Froude number ranges, representing the best linear fit obtained by
linear regression of Zn and ⌧n on Fr in both results with the Spalart-Allmaras and
with the k   " model in table 5.1 and 5.2 below.
Though, the relations in table 5.1 are associated with a maximum variation of ⇡
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Table 5.1: Rela-
tions describing
the maximum
rise height
Zn and the
time taken to
attain that
height ⌧n from
the Spalart-
Allmaras model
Regime Fr range Zn formula ⌧n formula
1st 0.2-0.8 ⇡ 8.491Fr + 0.686 ⇡ 10.643Fr   0.164
2nd 0.9-1.6 ⇡ 6.404Fr + 1.488 ⇡ 11.607Fr   0.921
3rd 1.7-2.5 ⇡ 7.356Fr + 2.212 ⇡ 10.917Fr + 3.042
Table 5.2:
Relations de-
scribing the
maximum rise
height Zn and
the time taken
to attain that
height ⌧n from
the k " model
Regime Fr range Zn formula ⌧n formula
1st 0.2-0.8 ⇡ 9.259Fr + 0.249 ⇡ 11.500Fr   0.950
2nd 0.9-1.6 ⇡ 2.817Fr + 7.621 ⇡ 12.655Fr   0.706
3rd 1.7-2.5 ⇡ 12.509Fr   8.799 ⇡ 17.633Fr   8.397
±1.323, ±1.758 and ±1.484 in the slope for the first, second and third regimes
respectively for the maximum rise height Zn. And a variation of ⇡ ±1.417, ±2.167
and ±2.238 in the slope for the first, second and third regimes for the time ⌧ taken
to attain the maximum rise height.
In a similar manner, the relations in table 5.2 from the k   " model are associated
with a maximum variation of ⇡ ±1.042, ±0.893 and ±1.534 in the slope for the
first, second and third regimes for the maximum rise height Zn. And a variation of
⇡ ±2.100, ±3.834 and ±2.000 in the slope for the first, second and third regimes
for the time ⌧ taken to attain the maximum rise height.
The general behaviour of the fountains as observed and the various temperature,
maximum rise height plots and the various velocities here are very similar despite
the different turbulent model (Spalart-Allmaras and k   " model) used. Any slight
variation recorded might be as a result of the difference in the turbulent model, but
then, the general behaviour of the results is also closely similar to that recorded by
Williamson et al. (2011) in a numerical simulation and Burridge & Hunt (2012)
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in an experimental study of negatively buoyant fountains. Though, in terms of the
relation that describes the fountain’s maximum rise height, Williamson et al. (2011)
indicated that the mean fountain penetration height of their results scales with pre-
viously reported relation Zm = 2.46Fr: but then, the assumptions behind analytical
derivations of the relation are not supported by their results.
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5.1.4 Concluding remarks
We have investigated the behaviour of a turbulent fountain using the Spalart-
Allmaras and the k   " model over the Froude number range 0.1  Fr  2.5 and
for a fixed Reynolds number Re = 106, Prandtl number Pr = 7. These results are
also an extension of our previous studies, where we considered a range of Reynolds
number 50  Re  1000 and Froude numbers 0.1  Fr  2.5 in chapter three,
where Prandtl number was kept fixed. Those results did not show any large scale
instabilities, but only with very high Reynolds numbers as observed here. Therefore,
the general chaotic behaviour here in these results except for the head detachment, is
mainly dependent on the Reynolds number and Froude number. However, these re-
sults as discussed in §5.1.3 are of three distinct behaviours. Firstly, is the behaviour
where the head did not separate from the plume’s body, but sinks immediately after
being chaotic. This regime was also captured in the fountain’s maximum height
plots: this we identified as a fairly straight line between 0.2  Fr  0.8, and is
comparable to the behaviours observed in a numerical simulation by Williamson et
al. (2011), and by Burridge & Hunt (2012) in an experimental study of negatively
buoyant fountains. Though, the range of Froude numbers for which this behaviour
was recorded in Burridge & Hunt’s experiment is 1.7  Fr  2.8, and Fr = 2.1
in Williamson et al. (2011). The reason for this behaviour is that the volume of
the rising vortex head appears to be comparatively large relative to the fountain
body. Though, intense mixing is usually observed very close to fountain’s sources
when lower Froude numbers are considered. This in turn leads to quick production
of denser fluid within the head. Similar behaviour was also observed in our previous
work by George & Kay (2016) when lower Froude number was considered.
Secondly, we observed a case when the initial head was separated from the plume’s
body and could travel a short distance upwards before sinking directly on the rising
plume. This behaviour was also described as a fairly straight line in the maxi-
mum height plot and recorded within the Froude number range 0.9  Fr  1.6
for both results from the Spalart-Allmaras and the k   " model. Williamson et al.
(2011) and Burridge & Hunt (2012) also recorded similar behaviour with Fr = 4
and 2.8  Fr  5.5. The vortex head in their case detaches from the upflowing
fountain but is overcome by buoyancy forces and descends back to its body. Lastly,
the plume’s head further penetrated the ambient fluid after being detached from its
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body, leaving a cluster of other detached heads behind. This behaviour can only be
experienced within the Froude number range 1.7  Fr  2.5, and is also clear from
the maximum height plot. Similar head detachment behaviour was also recorded
by Williamson et al. (2011) and Burridge & Hunt (2012) for Fr = 7 and within
the Froude number range Fr   5.5. We were also able to draw relations that de-
scribe the maximum rise height as it varies with Froude number in table 5.1 and 5.2
for the various turbulent models, where the various regimes were also captured. In
conclusion, the rise height of these turbulent fountains is always limited when the
source temperature   = 2.5, because it requires very little mixing to attain the same
density as the ambient, at   = 2.
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5.2 Numerical Simulations of a Line Plume Imping-
ing on a Free-Slip top in Cold FreshWater Using
the Spalart-Allmaras model.
5.2.1 A Brief Introduction
We have carried out an in-depth study on free turbulent line fountains in the previ-
ous section using the Spalart-Allmaras and the k " turbulent model, where different
fountains’ behaviours were observed within different ranges of Froude numbers in
a computational domain that was assumed to be high and wide enough for the in-
vestigation. If we could consider a case where the domain height is low, (shallow
lake) together with the assumption that the surface does not serve as an extra heat
source: then, there is the possibility that the most buoyant fluid could rise to the
ceiling, and spread outwards along the ceiling as a surface gravity current as studied
earlier in section 3.2.3 and 3.3.3. Note here that the nose of the surface gravity
current is not the only part expected to descend, but any part of the fluid (mixture)
that has mixed up to the temperature   < 2 even as it continues to spread (see
Fig.1.3). Those fountains in section 3.2.3 and 3.3.3 show that centre lines of the
various fountains were very warm, especially for fountains with high Froude num-
bers. The plumes at initial time had vortex on both sides that entrains ambient
fluid, and further re-entrainment of dense fluid back to the up flow was also noticed.
The vortex on both sides descended to the floor, where most of this denser fluid
at the interior that resulted from the entrainment of ambient fluid spread out as a
gravity current. Different spreading behaviours were observed based on the free-slip
and no-slip condition applied on the ceiling. Besides that, we observed that the
general spreading behaviour of the fluid at the ceiling level is mainly dependent on
the dimensionless source temperature and the Froude number.
Turbulent impinging fountains on the whole have received a wide treatment but
mainly with the usual linear dependence relation assumption for which Cooper and
Hunt (2004) studied the behaviour of axisymmetric, turbulent flow fountains that
impinge on a horizontal plate at a distance H, where they observed that the im-
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pinging fountain generates a buoyant radial wall jet that spreads on the plate up to
a point where buoyancy forces overcome the effects of momentum and the flow sep-
arates from the plate at a radius Rsp. They were able to present a relation that will
predict the steady-state spreading radius (Rsp) from the fountain source Archimedes
number. The authors also added that light induced fluorescence experiments have
confirmed that upward flow of the buoyant fluid from the impinging fountain cannot
be modelled as a line plume arising from a ring of radius Rsp, owing to re-entrainment
of the separating fluid by the fountain and radial jet. The authors Cooper and Hunt
(2007) again used the light induced fluorescence visualisation method to describe the
behaviour of a turbulent fountain that impinges on a surface. The flow structure
within the turbulent fountain was described to be complex and is primarily depen-
dent on the fountain source Froude number and the height H. Though, they placed
more attention on situations where fountains are energetic when impinging on the
plate, and added that impingement of the fountain results in a buoyant radial wall
jet that spreads horizontally before separating from the plate at a radius Rsp. The
re-entrainment into the fountain and wall jet of buoyant fluid released on separation
leads to the formation of a toroidal vortex of outer radius ⇠ Rsp. The correlation
Rsp/H = 0.03Ri0.75rad , deduced from theoretical scalings and the results of their ex-
periments, successfully relates the maximum non-dimensional radial spread to the
Richardson number Rirad that characterises the source of the buoyant radial wall jet.
Godbole et al. (2006) carried out simulations of impinging axisymmetric turbulent
fountain flows in a saline water environment with the aid of a commercially available
CFD package. Though, the study is a precursor to a theoretical and experimental
investigation of flows induced by the gas metal arc welding (GMAW) process by the
same authors, and found results to be of good agreement with those of Cooper and
Hunt (2004). They added that the lateral spread of the impinging fountain along
the horizontal surface determines the initial size of the source of the buoyant plume
that is subsequently formed and is thus a crucial parameter in predicting the spread
of pollutants via the plume. More scientific research on turbulent fountains that
impinge on the ceiling can be found in Freire et al. (2015), Chiriac & Ortega, (2002)
and Lawrence & Maclatchy, (2001).
It is obvious from the above reviews that there has been no investigation that uses
the quadratic dependence relation assumption, whereas, this is crucial in the analy-
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sis of warm discharges at a temperature above the temperature of maximum density
Tm and the receiving water below Tm . Hence, we will carry out numerical simu-
lations on turbulent line fountains that impinge on the ceiling using the quadratic
dependence relation assumption for both free-slip and no-slip top. The investigation
will be carried out for fixed Reynolds and Prandtl numbers of Re = 106 and Pr = 7,
with different dimensionless source temperature   = 4 or 2.5 and Froude number
Fr = 2.5 and 3.0, which represents the balance between inertia and buoyancy forces.
The ambient is considered to be quiescent and homogeneous, colder than the tem-
perature of maximum density. Warm water, initially less dense than the ambient, is
injected at constant speed from a line orifice in the base of the domain so the flow is
assumed two- dimensional. All the assumptions given in the previous section (§5.1)
on the liquid properties hold.
5.2.2 Governing Equations and Boundary Conditions
The set of equations as used in §5.1.2 holds. The domain in study consists of a
domain of total width L = 60xin, i.e.,  30  X  +30 and a domain height
H/xin = 12 i.e., 0  Y  12, with an orifice of width 2xin at the centre of the
domain, through which the warm fluid is injected at a uniform velocity vin.
Our initial conditions are an undisturbed, homogeneous medium;
U¯ = 0, V¯ = 0,  ¯ = 0, ⌫ˆ⇤ = 0 for ⌧ < 0 (5.2.1)
For ⌧   0 we have boundary conditions as follows. On the side walls:
@U¯
@X
= 0,
@V¯
@X
= 0,
@ ¯
@X
= 0,
@⌫ˆ⇤
@X
= 0 at X = ± L
2xin
, (5.2.2)
where L is the width of the domain.
At the plume source in the base of the domain:
U¯ = 0, V¯ (X, 0) = 1,  ¯in = 2.5 or 4 ⌫ˆ
⇤ = 0 for |X|  1, at Y = 0
(5.2.3)
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Elsewhere on the base:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, ⌫ˆ⇤ = 0 for |X| > 1, at Y = 0 (5.2.4)
At the top of the domain:
@U¯
@Y
= 0, V¯ = 0,
@ ¯
@Y
= 0, ⌫ˆ⇤ = 0 at Y =
H
xin
(5.2.5)
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5.2.3 Numerical Results for Turbulent Line Plume Impinging
on a Free-slip top in Cold Fresh Water
The evolution of temperature field for fountains that impinge on a ceiling with
source temperature  in = 2.5 or 4, and for a fixed Reynolds number Re = 106 is
shown within the time range 4  ⌧  75 for Froude number Fr = 2.5 and 3.0.
After initiating the warm discharge at the source, we observe the head of a rising
plume with vortex advancing very quickly towards the ceiling for fountains with
source temperature   = 4 (Fig. 5.17(a) & (b) and Fig. 5.19a)& (b)) and very
slowly for fountains with source temperature   = 2.5 (Fig. 5.18a)-(d) and Fig.
5.20a)-(d)). At the point of initial impingement, we observe that the neck region
of the plumes has started becoming chaotic (Fig. 5.17(c) and Fig. 5.18(e)), with
the body of the fountains (Fig. 5.17 - Fig. 5.20) structured in a ribbed outline.
This behaviour is as a result of the greater inertial forces (or the increasing shear)
that have generated instabilities very close to the source, and have caused the lead
vortex head to breakdown to a more chaotic fountain at later time. But then,
after impingement, the plume fluid spread outwards along the ceiling as a surface
gravity current. As time progresses, the plume fluid also spreads farther along the
surface and more production of large scale vortices was also observed; where the
penetrating nose of the current with the large scale vortices descends gradually even
as it continues to spread (Fig. 5.17(e)-(f), Fig. 5.18 (i)- (l), Fig. 5.19 (e)- (h)
and Fig. 5.20 (h)- (j)). During this process, we could observe that the spreading
behaviour at earlier time at the surface was very fast and smooth, but (at some
point) as time further increases, a separation of the nose of the gravity current from
the ceiling was observed from time to time, (i.e., this happens whenever the tip of
the leading large scale vortex that spreads along the ceiling is dense and thereby
sinks gradually). This separation in turn causes a delay in the spread rate of the
surface gravity current.
The general vertical penetration, mixing and spreading behaviour in these results
are very different for the various source temperatures, where plumes with source
temperature   = 4 mix faster as a result of their greater relative buoyancy force
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Figure 5.17: Evolution of temperature field for Fr = 2.5,   = 4 and Reynolds
number Re = 106 at time 4  ⌧  75
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Figure 5.18: Evolution of temperature field for Fr = 2.5,   = 2.5 and Reynolds
number Re = 106 at time 4  ⌧  75
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Figure 5.19: Evolution of temperature field for Fr = 3.0,   = 4 and Reynolds
number Re = 106 at time 4  ⌧  75
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Figure 5.20: Evolution of temperature field for Fr = 3.0,   = 2.5 and Reynolds
number Re = 106 at time 4  ⌧  75
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that arises from the temperature input, together with the dominant inertial forces,
which leads to the quick production of denser fluid: and this fast mixing is ob-
served even before and after the initial impingement. We also observe the centre
line (X = 0) of the fountains to be warm, even as the flanks mix with the ambient:
and this is as a result of the Froude number effect that leads to reduced buoyancy
force at the source. Fountains with source temperature   = 4 develop faster and the
surface current could spread farther even as denser fluid from the large scale vortices
descends from the ceiling; as compared with the fountains with source temperature
  = 2.5. On the floor, the density current spreads outwards with a leading head
that displaces the ambient fluid Fig.5.18(i)-(k): the rate of spread is expected to be
slow, because of the small density difference between the current and the ambient
fluid. It is interesting to note here that the general behaviour of the fountains here
is also dependent on the different source temperature, the Froude numbers and the
Reynolds number.
Profiles of temperature and the various velocity components on the surface grav-
ity current at the height Y = 11 and within the horizontal range X = 0   30 are
presented in Fig.5.21, Fig.5.22 and Fig.5.23. The profiles of temperature (Fig.5.21)
confirm the fact that the spread length for the plumes with source temperature
  = 4 is greater than those with   = 2.5. However, the mixing rate at the ceiling
was intense for the various Froude number and   values, which in turn leads to
the quick production of denser fluid before sinking. Profiles of horizontal velocity
also show that motion along the ceiling in this X-direction is strong, especially, for
fountains with source temperature   = 4 as shown in Fig.5.22(a)& (c).
Fountains with higher Froude numbers could spread farther as compared to those
with lower Froude numbers. This is a confirmation of the fact that higher Froude
numbers have reduced buoyancy force at the source, which enables the warmer fluid
to penetrate farther. Profiles of vertical velocity are shown in Fig.5.23: this also
agrees with the vigorous mixing behaviour of the fountains at the ceiling. The
motion in the profile therefore is intense for the various source temperatures and
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(a) Fr = 2.5 and   = 4 (b) Fr = 2.5 and   = 2.5
(c) Fr = 3 and   = 4 (d) Fr = 3 and   = 2.5
Figure 5.21: Dimensionless temperature profiles at the ceiling  (X, 11) at time ⌧ =
10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for Fr =
2.5 and 3.
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(a) Fr = 2.5 and   = 4 (b) Fr = 2.5 and   = 2.5
(c) Fr = 3 and   = 4 (d) Fr = 3 and   = 2.5
Figure 5.22: Dimensionless horizontal velocity profiles at the ceiling U(X, 11) at
time ⌧ = 10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for
Fr = 2.5 and 3
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(a) Fr = 2.5 and   = 4 (b) Fr = 2.5 and   = 2.5
(c) Fr = 3 and   = 4 (d) Fr = 3 and   = 2.5
Figure 5.23: Dimensionless vertical velocity profiles at the ceiling V (X, 11) at time
⌧ = 10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for
Fr = 2.5 and 3
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Figure 5.24: Variation of spreading distance Ld at the ceiling for   = 2.5 and 4 with
respect to time ⌧ at Fr = 3.
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Figure 5.25: Variation of spreading distance Ld at the ceiling for   = 2.5 and 4 with
respect to time ⌧ at Fr = 3 with logarithmic scale
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Froude numbers with very significant downwards velocities, where the downwards
velocities indicate the process as fluid starts to sink. Motion in the plots for foun-
tains with source temperature   = 4 at the ceiling is greater as this is apparent up
to the region X > 20 (see Fig.5.23(a) and (c)) as compared to those with source
temperature   = 2.5 that could not spread to the length X = 20 (see Fig.5.23(b)
and (d)). Nevertheless, these behaviours correspond to the various simulations as
shown in Fig.5.17 - Fig.5.20. Both profiles of temperature and the various velocity
components give the insight that most of the mixing that leads to the production of
denser fluid occurs at the ceiling level.
Table 7.15 in appendix F contain values that were obtained empirically that cor-
respond to the spreading distance Ld on the ceiling and plotted as a function of
the dimensionless time ⌧ in Fig. 5.24 for the various source temperatures   = 4
and 2.5. Both plots confirm the explanation given above that, the spreading of the
current immediately after impingement was smooth and fast at earlier time. From
the spreading behaviour for fountains with source temperature   = 4 and at Froude
number Fr = 3, as shown in Fig. 5.24, we could observe this smooth and fast
spreading behaviour within the earlier time range 16  ⌧  26 as indicated by the
steep slope with blue colour. Whereas, subsequent spread at later time became slow
and halted within sub time interval . This behaviour is always clear whenever the
large scale vortices at the ceiling have become dense and descend at some point away
from the point of impingement within the simulation time range 28  ⌧  75. In the
same manner, a similar behaviour was also observed from the fountains with source
temperature   = 2.5 and at Froude number Fr = 3. In this case, we observed the
smooth and fast spreading behaviour within the time range 24  ⌧  32 as also
indicated by the steep slope with the red dots, in Fig.5.24: while subsequent spread
at later time became slow and halted from time to time at some point away from
the point of impingement within the simulation time range 34  ⌧  75.
Therefore, we could identify two regimes in each of the cases considered and rela-
tions were obtained that describe these different phases (spreading distance Ld) as a
function of time for both fountains with source temperature   = 4 & 2.5. Thus, this
is shown lines in Fig.5.25, which represents best fit power laws obtained by linear
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Table 5.3: Relations describing the
spread length Ln along the ceiling as
a function of time ⌧n for   = 4
Phase Ln 4 formula Variation in Ln 4
1st ⇡ 0.147⌧ 1.448 ⇡ ±0.201
2nd ⇡ 8.557⌧ 0.200 ⇡ ±0.135
Table 5.4: Relations describing
the spread length Ln along the
ceiling as a function of time ⌧n
for   = 2.5
Phase Ln 2.5 formula Variation in Ln 2.5
1st ⇡ 4E   05⌧ 3.638 ⇡ 0
2nd ⇡ 2.446⌧ 0.418 ⇡ ±0.119
regression of logLd on log⌧n in table 5.3 and 5.4.
When the slope is examined within the various regimes as given in table 5.3 and 5.4,
these results also captured the spreading behaviour along the surface. First was a
very fast spreading behaviour which corresponds to the steep slope in both fountains
with   = 2.5 and 4 after impingement. Whereas the subsequent spreading decreases
as time progresses which in turn corresponds to the decreasing slopes after the first
stage.
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5.2.4 Concluding remarks
We have thoroughly investigated the behaviour of a turbulent line fountain that
impinges on a free-slip top, using the Spalart-Allmaras model as a closure to the
RANS equations, with fixed Reynolds and Prandtl number, and for different val-
ues of Froude number Fr = 2.5 and 3.0 and source temperatures   = 2.5 and 4.0.
The results as explained above show some similarities to those of the negatively
buoyant plumes investigated by Cooper & Hunt (2004), Godbole et al. (2006) and
Cooper & Hunt (2007), through numerical simulation and experimental studies of
impinging axisymmetric turbulent fountains. These behaviours include: a smooth
and fast spreading behaviour of the surface gravity current at earlier time interval
16  ⌧  26 and 24  ⌧  32 for fountains with source temperature   = 4 and
  = 2.5 respectively in our case here. Meanwhile, Cooper & Hunt (2004), Godbole
et al. (2006) and Cooper & Hunt (2007) described the initial spreading behaviour of
the wall jet to be linear, and that the velocity of the radial wall jet decreased with
increasing radius. Though, they did not specify the time range for which this was
observed.
We further observe the development of large scale vortices along the plume’s body
as time progresses, and these vortices were also found on the ceiling as they move
along as a gravity current. These are responsible for the disruption of the smooth
spread of the current at earlier time, and also responsible for the decrease in velocity
because they contains a mixture of both warm and dense fluid: but then, when it is
fully dense it sinks and this process causes separation of the fluid from the ceiling.
Cooper & Hunt (2004), Godbole et al. (2006) and Cooper & Hunt (2007) also ob-
served similar spreading behaviour: though, the case of the spreading of large scale
vortices was not recorded: but then, they reported on the process of entrainment
and re-entrainment of dense fluid before the nose of the current separated from the
wall. Cooper & Hunt (2007) also added that as the buoyant radial outflow separated
and lifted from the plate it did not form a line plume (circular in plan). Rather,
the separated flow was re-entrained into both the radial outflow and the descending
fountain, and a toroidal vortex was formed. In our case, we were able to draw rela-
tions that describe the spreading behaviour of the current as a function of time as
shown in table 5.3 and 5.4.
215
5.3. Numerical Results for Turbulent Line Plume Impinging on a No-slip top in
Cold Fresh Water
5.3 Numerical Results for Turbulent Line Plume
Impinging on a No-slip top in Cold Fresh Water
The choice of boundary condition (free-slip top) as considered previously in section
5.2.3 is appropriate to the real flow scenario along the lake surface. But then,
we have also decided to consider a similar kind of flow with no-slip top so as to
examine the behaviour of the turbulent fountains along the ceiling as we did in
section 3.3.3 above. Therefore, this analysis will again be carried out for the same
set of parameters as used in section 5.2.3, using the Spalart-Allmaras model as also
used in section 5.2.3 and compare with results for a free-slip top. The ambient
is considered to be quiescent and homogeneous, colder than the temperature of
maximum density. Warm water, initially less dense than the ambient, is injected at
constant speed from a line orifice in the base of the container. All the assumptions
given in the previous section on the liquid properties holds. We will also make use of
all the equations as recorded in §5.2.2 together with the various initial and boundary
conditions, so as not to make much repetition, except for condition at the top where
we have no-slip top as follows:
At the top of the domain:
U¯ = 0, V¯ = 0,
@ ¯
@Y
= 0, ⌫ˆ⇤ = 0 at Y =
H
xin
(5.3.1)
The results here are also shown only for Froude number Fr = 2.5 and 3.0 for the
various source temperatures. After initiating the warm discharge at the source, we
observe the head of a rising plume with vortex on both sides advancing very quickly
towards the ceiling for fountains with source temperature   = 4 (Fig. 5.26(a) &
(b) and Fig. 5.28a)& (b)) and very slowly for fountains with source temperature
  = 2.5 (Fig. 5.27a)-(c) and Fig. 5.29a)-(c)). At the point of initial impingement,
we observe the neck region of the plumes started becoming chaotic (see Fig. 5.26(b)
and Fig. 5.10(c)), with the body of the fountains (Fig. 5.26 and - Fig. 5.28) struc-
tured in a ribbed outline. This behaviour is as a result of the greater shear (inertial
forces) that has generated instabilities within the plume, causing the lead vortex
head to breakdown to a more chaotic fountain at later time. As time progresses,
the plume fluid spreads outwards along the ceiling as a surface gravity current, and
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Figure 5.26: Evolution of temperature field with no-slip top for Fr = 2.5,   = 4,
Prandtl number Pr = 7 and Reynolds number Re = 106 at time 4  ⌧  75
we can observe more production of large scale vortices that spread along the ceil-
ing, where the penetrating nose of the current with the large scale vortices descends
gradually even as it continues to spread (Fig. 5.26(c)-(d), Fig. 5.27 (d)- (e), Fig.
5.28 (c)- (e) and Fig. 5.29 (d)- (e)). During this process, we could also observe that
the spreading behaviour at earlier time on the ceiling was very fast and smooth, but
(at some point) as time progresses, a separation of the nose of the gravity current
from the ceiling was observed from time to time, (i.e., this happens whenever the tip
of the leading large scale vortex that spreads along the ceiling is dense and thereby
sinks gradually as also observed in the case with the free-slip top). This separation
in turn causes a delay in the spread rate of the surface gravity current.
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Figure 5.27: Evolution of temperature field with no-slip top for Fr = 2.5,   = 2.5,
Prandtl number Pr = 7 and Reynolds number Re = 106 at time 4  ⌧  75
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Figure 5.28: Evolution of temperature field with no-slip top for Fr = 3.0,   = 4,
Prandtl number Pr = 7 and Reynolds number Re = 106 at time 4  ⌧  75
The plume fluid could spread outwards after impingement, but then, there is a drag
at the point of contact for fountains with the no-slip top condition. This in turn led
to slow movement of the fluid at the ceiling level, and also takes slightly longer time
to develop up to the stage as those for the free-slip top (Fig.5.17- Fig.5.18) when
compared within the simulation time as shown. Besides the slight delay in the rate
of development as a result of the drag, all other behaviours are also similar to the
results in section 5.2.3.
The rate of development, vertical penetration, mixing and spreading behaviour in
the results here are also different for the various source temperatures when com-
pared. Plumes with source temperature   = 4 mix faster as a result of their greater
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Figure 5.29: Evolution of temperature field with no-slip top for Fr = 3.0,   = 2.5,
Prandtl number Pr = 7 and Reynolds number Re = 106 at time 4  ⌧  75
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relative buoyancy force that arises from the temperature input, together with the
dominant inertial forces, which leads to the quick production of denser fluid. This
fast mixing behaviour is apparent even before and after the initial impingement.
On the floor of the domain, the density current spreads outwards with a leading
head that displaces the ambient fluid, where its rate of spread is expected to be
slow, because of the small density difference between the current and the ambient
fluid. The general behaviour of the fountains here is dependent on the source pa-
rameters (source temperature, the Froude numbers and the Reynolds number), and
also greatly influenced by the no-slip top condition.
Profiles of temperature and the various velocity components on the surface grav-
ity current at the height Y = 11 and within the horizontal range X = 0   30
are presented in Fig. 5.30, Fig. 5.31 and Fig. 5.32. The profiles of temperature
(Fig.5.30) confirm the fact that the spread length for the plumes with source tem-
perature   = 4 is greater than those with   = 2.5, but then, the overall spread
length is shorter than those in Fig.5.21 because of the no-slip condition at the top,
unlike those of the free-slip top that could spread farther. However, the mixing rate
at the ceiling was intense for the various Froude number and   values, which in turn
leads to the quick production of denser fluid before sinking.
Profiles of horizontal velocity also show that motion along the ceiling in the X-
direction is strong, especially for fountains with source temperature   = 4 as shown
in Fig.5.31(a)& (c). It is also evident here that surface current for fountains with
higher Froude numbers could spread farther as compared to those with lower Froude
numbers. This is a confirmation to the fact that higher Froude numbers have re-
duced buoyancy force at the source, which enables the warmer fluid to penetrate
farther. But then, the penetration distance appears shorter when compared with
those in Fig.5.22, because of the no-slip condition at the ceiling. Profiles of vertical
velocity are shown in Fig.5.32; this also agrees with the vigorous mixing behaviour
of the fountains at the ceiling. The motion in the profile therefore is intense for the
various source temperatures and Froude numbers with very significant downwards
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Figure 5.30: Dimensionless temperature profiles at the surface  (X, 11) at time
⌧ = 10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for
Fr = 2.5 and 3.
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Figure 5.31: Dimensionless horizontal velocity profiles at the surface U(X, 11) at
time ⌧ = 10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for
Fr = 2.5 and 3
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Figure 5.32: Dimensionless vertical velocity profiles at the surface V (X, 11) at time
⌧ = 10, 20, 30, 40, 50, for plumes with Re = 106, Pr = 7,  in = 2.5 & 4, and for
Fr = 2.5 and 3
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Figure 5.33: Variation of spreading distance Ld along the surface for   = 2.5 and 4
with respect to time ⌧ at Fr = 3.
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Figure 5.34: Variation of spreading distance Ld along the surface for   = 2.5 and 4
with respect to time ⌧ at Fr = 3, with logarithmic scale
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velocities, where the downwards velocities here also indicate the process as fluid
starts to sink. Motion in the plots for fountains with source temperature   = 4
at the ceiling is greater (see Fig.5.32(a) and (c)) as compared to those with source
temperature   = 2.5 (see Fig.5.32(b) and (d)). Both profiles of temperature and the
various velocity components also confirmed the fact that most of the mixing that
leads to the production of denser fluid occurs at the ceiling level.
Table 7.19 in appendix F contain values that were obtained empirically that corre-
spond to the spreading distance Ld on the ceiling and plotted as a function of the
dimensionless time ⌧ in Fig. 5.33 for the various source temperatures   = 4 and 2.5.
The plots here also confirm the explanation given above and also appear similar to
that in Fig.5.24. Especially for fountains with source temperature   = 4, the current
immediately after impingement was smooth and fast at earlier time. This behaviour
is evident within the earlier time range 16  ⌧  30 as indicated by the steep slope
with blue colour, and afterwards the spread became slow and halted from time to
time. This behaviour is always clear whenever the large scale vortices at the ceiling
have become dense and descend at some point away from the point of impingement
within the simulation time range 30  ⌧  75. A similar behaviour was also ob-
served from the fountains with source temperature   = 2.5 and at Froude number
Fr = 3. First was the smooth and fast spreading behaviour within the time range
26  ⌧  40 as also indicated by the steep slope with the red dots, in Fig.5.33; and
afterwards the spread became slow and halted from time to time at some point away
from the point of impingement within the simulation time range 40  ⌧  75.
Therefore, we could identify two regimes in each of the cases considered which is
similar to the cases in Fig.5.24. Relations are also drawn that describe these dif-
ferent phases (spreading distance Ld) as a function of time for both fountains with
source temperature   = 4 & 2.5. Thus, this is shown by the lines in Fig.5.34, which
represent best fit power laws obtained by linear regression of logLd on log⌧n in table
5.5 and 5.6. The slope within the various regimes as given in table 5.5 and 5.6, also
captured the spreading behaviour along the ceiling as also explained in the cases
with the free-slip top.
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Table 5.5: Relations describing the
spread length Ld along the open sur-
face as a function of time ⌧n for   = 4
Phase Ld 4 formula Error Ld 4
1st ⇡ 0.275⌧ 1.126 ⇡ ±0.154
2nd ⇡ 4.745⌧ 0.309 ⇡ 0.179
Table 5.6: Relations describing the
spread length Ld along the open surface
as a function of time ⌧n for   = 2.5
Phase Ld 2.5 formula Error Ld 2.5
1st ⇡ 0.042⌧ 1.509 ⇡ ±0.239
2nd ⇡ 15.196⌧ 0.086 ⇡  0.055
5.3.1 Concluding remarks
We have also investigated the behaviour of a turbulent line fountain that impinges on
a no-slip top, using the Spalart-Allmaras model as a closure to the RANS equations
as we did in the case for the free-slip top, with fixed Reynolds and Prandtl number,
and for different values of Froude number Fr = 2.5 and 3.0 and source temperatures
  = 2.5 and 4.0. The results here are also similar to those of the free-slip top as
shown in section 5.2.3. The behaviours as observed include: a smooth and fast
spread of the surface gravity current at earlier time interval, which is also similar to
behaviour observed by Cooper & Hunt (2004), Godbole et al. (2006) and Cooper &
Hunt (2007), and this we have also discussed in section 5.2.3.
After the fast and smooth stage, the plume fluid in the current became slow and
halted from time to time, which was also evident in the case with the free-slip top
in section 5.2.3. However, the main difference between the two cases (free-slip and
no slip top) is the drag that the current experienced at the ceiling for the no-slip
case that in turn causes a delay in the spreading of the plume fluid at the ceiling
level. Whereas, the plume fluid could spread outwards freely for the free-slip top.
Relations were also drawn that describe the spreading behaviour of the current as a
function of time as shown in table 5.5 and 5.6.
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6.1 Summary/Conclusion
The thesis presented here is focused on the numerically simulated results for buoyant
plumes in cold fresh water by the means of a commercial software (computational
fluid dynamics (CFD) module) COMSOL Multiphysics. We have considered both
laminar and turbulent cases in different geometries with the assumption that density
is a quadratic function of temperature. The simulations were carried out for a fixed
Prandtl number Pr = 7&11.4 and over the ranges of Froude number 0.1  Fr  5
and Reynolds numbers 50  Re  106 and varied source temperature between
2.5 and 4 as the case may be. The validity of our results here, however, relies upon
the assumptions made in the formulation of the original model, the code verifica-
tion exercise, mesh dependence test and the reproduction of some of the results by
Srinarayana et al. (2008), particularly those in Fig. 3 and Fig. 5 with Fr = 2&8,
Pr = 7, Re = 100 with   =  1 at the source within the time range 10  ⌧  240 as
shown here in Figure 2.1 and 2.2 using the same mesh size as we have used in this
thesis.
As we have earlier emphasised, the consideration of Tm is crucial and realistic in
many convection flows, especially the power station warm discharge for which mix-
ing produces a mixture that is dense and sinks, and this is only possible when the
receiving water is below the Tm. Meanwhile, this situation differs from plumes with
linear mixing properties, where entrainment always reduces buoyancy. Thus, the
motivation for the exploration of this concept within the work is to provide realistic
reasoning towards scientific development and policy making.
It is interesting to mention here that we were able to observe the key feature "buoy-
ancy reversal" as mixture became dense in all the simulations considered. Simu-
lations for the plane laminar line fountains as presented in §3.1.3, exhibit "head
detachment" behaviour as plumes approach their maximum heights. The head at
this stage is denser than the plume fluid below, and displaces the plume sideways
as it sinks. Meanwhile, all other behaviours such as side-ways flapping and bobbing
motion, which appears to be a consequence of the head detachment are directly
comparable to the numerical results for negatively buoyant plumes obtained by Sri-
narayana et al. (2008) for a laminar plane fountain with Fr = 8. The experimental
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studies by Bukreev et al. (2011) and Bukreev & Gavrilov (2010) also appear similar
to our results, as fountains undergo buoyancy reversal whenever mixture becomes
denser than both the discharge and the ambient water. Their study is closely re-
lated to ours because the only mechanism for halting the rising plume is by mixing.
Though, they failed to give detailed description of the flow and their source parame-
ter dependence. Our results in this section were carried out over the Froude number
range 0.1  Fr  2.5, and for a fixed Reynolds number Re = 50 and Prandtl
number Pr = 7, with constant source temperature   = 2.5. Though, the choice of
Prandtl number Pr = 7 that we have used may not be the most appropriate value
for the simulation but Pr = 11.4, especially for the power station warm discharge in
cold fresh water, where mixing will certainly produce mixture at Tm. However, we
have used Prandtl number Pr = 7 in most of our investigations based on the choice
of Prandtl number (Pr = 7) as used in earlier investigations by Lin & Armfield,
(2000, 2003, 2004), Srinarayana et al. (2008), etc., so as to enable us to carry out a
comparative analysis.
The fountain’s behaviour differs as Froude numbers were varied within 0.1  Fr 
2.5; the mixing is most vigorous in fountains with the smallest Froude number (great-
est buoyancy), which rise fastest initially but are brought to rest most rapidly as
the mixing generates negatively buoyant fluid. Whereas, plumes with higher Froude
number have less buoyancy and rise more slowly, these are subject to slower mixing,
and so could reach greater height before sufficient negatively buoyant fluid is pro-
duced to halt their rise. The choice of source parameter values as used in this section
is a suitable set of values for a laminar flow case, especially, the low Reynolds num-
ber as we have considered, and with the dimensionless source temperature  in = 2.5
a fairly small degree of mixing is required to achieve buoyancy reversal at  in = 2.
We also found it important to consider a range of both the Reynolds and the Froude
number so as to examine the behaviour of the fountains as both parameters vary.
Thus, §3.4.3 provides us with such results, where these plumes were studied over
the Reynolds number range 100  Re  1000. These results showed a multiple
head detachment behaviour that leads to large concentration of denser fluid at the
top most part of the up flowing plume. Though, this multiple head detachment
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behaviour increases slightly with Reynolds number and is different from those in
our previous study. As such, the multiple detachment behaviour was described as a
state of transition from laminar to a chaotic flow for the various Reynolds numbers
considered. Though, there was some degree of flapping and bobbing motion at much
later time which is similar to our previous results where Reynolds number was kept
fixed (Re = 50) in §3.1.3. The experimental study of negatively buoyant fountains
by Williamson et al. (2008b) is also directly comparable to our case here. Within
the range of control parameters in their studies, they observe different phases of
unstable behaviours. First was a laminar flapping motion that grows to multimodal
flapping motion, and with increasing Froude and Reynolds numbers, their fountains
became more chaotic, exhibiting a laminar bobbing motion. Whereas, these sepa-
rate behaviours as observed by the authors, as both Froude and Reynolds numbers
increase, occur in each of the various cases of Reynolds number considered in our
investigation. Though, their laminar flow cases for much lower values of Reynolds
numbers Re < 120 and Fr < 2.1 appear similar to our previous results in §3.1.3.
Williamson et al. (2008b) were able to observe a transition to turbulence case at
Re > 120 and a fully turbulent flow at Re ⇡ 2000. Whereas, our simulations could
not show a fully turbulent scenario here at Re ⇡ 1000 based on the set of equa-
tion used: because it is certain that as Reynolds number takes higher values the
timescales of the fluctuations in the system was too short that it is computationally
unfeasible to solve the Navier Stokes equations in Comsol Multiphysics. Based on
this, we briefly considered a case at Re = 1100 and 2000 using the Spalart-Allmaras
model at Froude number Fr = 2.5 and observed that the fountains were not fully
turbulent but then, at ⌧   30 and Re   1100, we observe a process where the ini-
tially projected head could penetrate the ambient upwards instead of just forming a
cluster of detached heads (see Fig.7.4) in appendix E. Whereas, this behaviour was
not captured with the set of equations as used above. Hence, there is need for us
to use other additional sophisticated equations that will account for a turbulent flow.
Therefore, we have also investigated the behaviour of a fully turbulent fountain us-
ing the Spalart-Allmaras model and the k  " model over the Froude number range
as in the previous studies, and for a fixed Reynolds number Re = 106. These results
possess large scale instabilities as never observed in our earlier simulations, except
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for the head detachment and flapping behaviour that appears similar. However,
these results as presented in §5.1.3, are of three different behaviours. A behaviour
where head did not separate from the plume’s body, but sinks immediately after
being chaotic. This regime was also captured in the fountain’s maximum height
plots. These results are also comparable to the behaviours observed in a numerical
simulation by Williamson et al. (2011) and Burridge & Hunt (2012) in an experi-
mental study of negatively buoyant fountains. The reason for this behaviour is that
the volume of the rising vortex head appears to be comparatively large relative to
the fountain body. Similar behaviour where head did not separate from the plume’s
body was also noticed in our earlier work (George & Kay (2016)) for Fr = 0.2, but
not the large scale instabilities as observed here even with Fr = 0.5. Note that the
vigour in George & Kay (2016) for Fr = 0.2 is as a result of the greater buoyancy
forces that arise from the buoyancy term. Whereas, the vigour here is a combination
of both greater buoyancy and inertial forces (greater shear).
The second behaviour is a case where the head was separated from the plume’s
body and could travel a short distance upwards before sinking directly on the ris-
ing plume. This behaviour was also captured in the maximum height plot and
recorded within the Froude number range 0.9  Fr  1.6. Williamson et al. (2011)
and Burridge & Hunt (2012) also recorded similar behaviour within Fr = 4 and
2.8  Fr  5.5. The vortex head in their case detaches from the upflowing fountain
but is overcome by buoyancy forces and descends back to its body. Lastly, is the
case where the plume’s head could further penetrate the ambient fluid after being
detached from its body, leaving a cluster of other detached heads behind.
This behaviour can only be experienced within the Froude number range 1.7 
Fr  2.5, and is also clear from the maximum height plot. Similar head detach-
ment behaviour was also recorded by Williamson et al. (2011) and Burridge & Hunt
(2012) for Fr = 7 and within the Froude number range Fr   5.5. There was also
the development of sinuous shear-driven instabilities along the plume’s body, and
these eddies were found entraining ambient fluid into the plume. Thus, the gen-
eral chaotic behaviour here in our results except for the head detachment, is mainly
dependent on the Reynolds number and Froude number. It is also interesting that
results from both the Spalart-Allmaras model and the k " model are closely similar
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despite their difference. We were also able to draw relations that describe the max-
imum rise height as it varies with Froude number for the various regimes. However,
Williamson et al. (2011) and Burridge & Hunt (2012) were able to draw a conclu-
sion that the mean fountain penetration height of their results scales with previously
reported relation Zm = 2.46Fr: but then, the assumptions behind analytical deriva-
tions of the relation are not supported by their results.
We were also able to draw up relations that best describe the fountains’ maximum
height for the results in §3.1.3 and §3.3.3 for plane line fountains. Thus, our empiri-
cal Froude number dependences in equations (3.1.13) and (3.1.14) are similar to the
scalings for fountain height and time scale proposed by Lin and Armfield (2000c)
for very weak fountains, Zn / Fr2/3 and ⌧n / Fr4/3. Though, very weak fountains
implies Fr ⌧ 1, whereas we have found (3.1.13) and (3.1.14) to apply for Froude
numbers up to about 2.5. In the same manner, we obtained the relations in table
3.1 for fountains with Re = 200, 600 and 1000. Though, these relations in table 3.1
do not show no much difference from the cases in (3.1.13) and (3.1.14) for fountains
with Re = 50. But then, the slope in (3.1.13) and (3.1.14) tells us that plumes with
Re = 50 penetrate the ambient fluid farther than those with Re   200. In similar
way, we obtained Reynolds number dependences relations in equations (3.4.1) and
(3.4.2), where the slopes are almost negligible, but then, it is still evident from the
plots (Fig.3.46) that there exists a significant relationship between Re and Zn.
After the extensive studies on plane line fountains, we have also examined foun-
tains that impinge on the ceiling with different source temperature values, and such
fountains have an additional control parameter H, height of the ceiling. Thus, with
a more reduced domain height, we have also presented numerically simulated results
for laminar and turbulent fountains that impinge on a free-slip and no-slip top in
§3.2.3, §3.3.3, §5.2.3 and §5.3.3. We observed similar behaviours from both cases,
only that plume fluid could spread and develop faster after impingement for foun-
tains with the free-slip top and was slow because of the drag that occurs as a result
of the no-slip condition imposed at the ceiling. From these results, we observed that
variation of Prandtl number between Pr = 7&11.4 does not make much difference,
both in development and the spreading behaviour. These results in §3.2.3 and §3.3.3
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for Re = 50 are similar and directly comparable to the study of negatively buoyant
fountains by Srinarayana et al. (2009b).
Our results were found to be described in three different phases of flow scenario, of
which two were also recorded by Srinarayana et al. (2009b). In the simulations for
higher values of Froude number and with  in = 2.5, the vortices expand to fill the
full height of the domain after the plume had touched the ceiling. The flow then
appears to have reached a fully developed stage with a sloping flow descending to
the floor on the outer side of the vortices; and part of this dense fluid is re-entrained
into the plume while the remaining dense fluid flows outward along the floor as a
density current. Whereas, in the case of the lower values of Froude number as used
here (Fr = 1.5) and with  in = 2.5, the plume impinges very weakly on the ceiling
and then flaps from side to side, similar to our previous results (George & Kay) and
Srinarayana et al. (2008). Similar flows were seen in Srinarayana et al. (2009) when
the domain height was considerably higher; though, we have not varied the domain
height, but we have used lower Froude numbers than in Srinarayana et al. (2009).
Large domain height can be considered as an alternative for small Froude number,
because the height of plane plumes and fountains increases with Froude number.
The behaviour of the fountains appears very different when a source temperature
 in = 4 with Fr = 2.5 was used: this does not have any counterpart in the case of
negatively buoyant fountains. After the plume impinges on the ceiling, it spreads
outwards to some distance as a surface gravity current and then descends on the
outer side of the vortices that were developed on either side of the central up flowing
plume. This descent is reinforced by the presence of dense fluid resulting from mix-
ing with the ambient. In the end a sufficient volume of unmixed, positively buoyant
water emerges into the ceiling flow to separate from the descending flow, and af-
ter a halting period this forms a surface gravity current along the ceiling. At the
same time, dense mixed fluid in the descending flow forms a density current along
the floor. A similar coexistence of light and dense gravity currents in cold water is
observed in the experiments of Bukreev (2006b). Though, the author showed that
the surface gravity current is halted as it loses its buoyancy through mixing, but our
simulations have not continued to that stage as a result of the domain size used.
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A different kind of flow scenario was recorded as Reynolds number takes much higher
values as shown in §5.2.3 and §5.3.3. These results are not directly comparable to
those in §3.2.3 and §3.3.3 because of the development of large scale vortices along
the plume’s body at later time, these large scale vortices were also found spreading
along the ceiling as a gravity current. Though, the spreading behaviour at earlier
time on the ceiling appears similar to those in §3.2.3 and §3.3.3 and also to those
of the negatively buoyant plumes investigated by Cooper & Hunt (2004), Godbole
et al. (2006) and Cooper & Hunt (2007). After the plume had touched the ceiling,
we observed a smooth spread of the surface gravity current and this occurs very
fast within the earlier time interval before the development and spreading of the
large scale vortices along the ceiling at later time. These large scale vortices were
responsible for the disruption of the smooth spread of the current at earlier time.
Decrease in velocity of the surface current along the ceiling is also caused by these
large scale vortices; they contain a mixture of both warm and dense fluid: but then,
when it is fully dense it sinks and this process causes separation of the fluid from
the ceiling. The various behaviours exhibited by the fountains enable us to identify
different regimes or phases of flow scenario; where relations were drawn from these
various regimes that describe the spreading behaviour of the current as a function
of time.
Lastly, we have also examined axisymmetric laminar/transitional fountains in §4.1.3
and §4.2.3. As we have highlighted earlier that these axisymmetric fountains do not
really apply to the practical scenario as regards the power station warm discharge
into a lakes. But then, we have also examined the behaviour of these fountains to
compare with earlier investigations by Lin & Armfield (2000). For the laminar foun-
tains, the results were described to be in two regimes. Firstly is a behaviour where
the up flowing plume penetrated the ambient fluid and halted at some distance
above the source, but then experienced a sudden decrease in height and stopped a
short distance below the initial rise height to stabilise. This behaviour was also cap-
tured in the maximum rise height plot and was observed within the Froude number
range Fr  0.6. This behaviour by the plume is also comparable to the negatively
buoyant fountains by Lin & Armfield (2000a). Though, the authors observe three
distinct behaviours in the fountain’s rise height within the Froude number range
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0.1  Fr  1.0: first is the behaviour where plumes initially halted at a height Zmi,
then experienced a sudden decrease in the height Zmt as also observed in our case
within Fr  0.6 before stabilising. The authors also added that fountain height
increases rapidly within the Froude number range Fr > 1.0. Whereas, this be-
haviour occurs in the first regime within Fr  0.6 in our case, and it is as a result
of the greater buoyancy forces that arises from lower Froude numbers enabling the
plumes to penetrate faster and they are also brought to rest so rapidly. The second
behaviour occurs within the Froude number range 1.1  Fr  2.5, and it’s where
the initial rise height is the same as the final rise height. This regime is distinct
from those observed by Lin & Armfield (2000a) for negatively buoyant plumes. Our
Froude number dependence equations that represent best fit power laws obtained
by linear regression of logZn and log⌧n on logFr as shown in (4.1.21) - (4.1.24) are
also fairly similar to the scalings for fountain height and time scale proposed by Lin
and Armfield (2000c) for very weak fountains, Zn / Fr2/3 and ⌧n / Fr4/3.
We have also examined a transition to turbulent case as shown in §4.2.3, where
a range of higher Reynolds numbers were considered as compared to our previous
results in §4.1.3 where Reynolds number was kept fixed at Re = 50. The plumes
in this section possess wavy structures along fountain’s body as Reynolds number
increases and within different sub-ranges of Froude number. Similar wavy structures
as observed in our case were also noticed by Grant (1974): though, the author de-
scribed this behaviour as a quasi-periodic structure within the plume as Reynolds
number takes values Re   1400. In a similar way, Lin & Armfield (2004) in a
numerical simulation also noticed these instabilities as Reynolds number takes val-
ues Re   400; but then, the authors did not give much detail in their analysis as
we have done. Our results also showed erratic behaviour, where an initially ris-
ing plume with a fairly round head, suddenly develops a sharp front to accelerate
faster, penetrating much higher distance to its maximum height, before descending.
This erratic behaviour is distinct from every other result with the linear dependence
relation assumption. Our previous results in §4.1.3 and those by Lin & Armfield
(2000a), observed a final height Zmf where the plume became stable; whereas, no
stable measurable height was recorded for the various ranges of Froude numbers and
Reynolds number considered. We were able to identify two distinct regimes for each
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of the Reynolds numbers considered here as also in the case with Re = 50 when
height was plotted against Froude numbers. Slope in the maximum height plot for
the first regime in §4.1.3 (see (4.1.21)) is greater than those of the first regime in
§4.2.3 as shown in table 4.1. This is an indication that the penetration height for
the axisymmetric laminar fountains decreases slightly with Reynolds number.
In conclusion, we have really demonstrated the behaviour of a warm discharge in
cold fresh water in different configurations and found some distinct behaviours from
those experimental investigations by Bukreev, who also considered warm discharge
where water that has temperature above the temperature Tm is initiated into a
medium below Tm. Our results also showed some differences from those investiga-
tions with the linear dependence relation assumption. In terms of protecting the
aquatic ecosystems our investigation did not really provide a reliable solution, but
to some extent gives us an in depth understanding of the flow scenario of both the
gravity current along the ceiling and that which moves along the floor, and also the
plume behaviour within the medium. The various behaviours observed are mainly
dependent on the Froude number, Reynolds number and the source temperatures.
Fountains’ rise height is always limited, especially, when the source temperature
  = 2.5 is used, because it requires very little mixing to attain the same density as
the ambient. We are also aware that there might be limitations based on the geom-
etry (2D) used for the various simulations, especially those of the turbulent cases
which is as a result of the insufficient computer power to carry out a 3D simulation.
But then, the results as presented here in this thesis have enabled us to fathom the
flow scenario and in turn will stand as a starting point to encourage other researchers
to continue with more investigations.
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6.2 Further Work
Power station warm discharges are expected to be turbulent and as we have earlier
highlighted, such flows are inherently three dimensional and for more practical situ-
ations, the discharge source is expected to be axisymmetric. Though we have mostly
considered this discharge from a line source assuming that it was made from a dif-
fuser. Therefore, an implementation of a three-dimensional flow with axisymmetric
source for both laminar and turbulent cases are required so as to observe the full
range of possible behaviours, using the quadratic dependence relation assumption.
This should be carried out over ranges of Reynolds, Froude and Prandtl numbers,
with different source temperatures.
We also suggest experimental investigation on what we have considered so as to
compare with the numerical results here.
Further computational investigations of plumes with buoyancy reversal due to non-
linear dependence of density on temperature is suggested for higher values of Froude
number for the case considered in §3.1.3, in particular to determine whether there
is a different regime for Fr   2.
It is also suggested here that investigation of the fountains with source tempera-
tures   = 2.5 as shown in figure 3.15, §3.2.3, be re-considered, with lower domain
height, if we can observe similar behaviour as that with source temperatures   = 4
or a fully developed fountain with steady spreading distance as recorded by Sri-
narayana et al. (2009b).
Lastly, is a suggestion that variation of source temperature  in be considered in
all the flow scenarios as we have considered in this thesis.
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From equation (2.1.12) we have that,
⇢(
@v
@t
+ u
@v
@x
+ v
@v
@y
) =  @p
@y
+ µ(
@2v
@x2
+
@2v
@y2
) + g(⇢1   ⇢) (7.1.1)
Now using the quadratic dependence relation equation in (2.0.1)
⇢m   ⇢ =  (T   Tm)2 (7.1.2)
and
⇢m   ⇢1 =  (T1   Tm)2 (7.1.3)
Then subtracting (7.1.3) from (7.1.2) we have
(⇢1   ⇢) =  [(T   Tm) + (T1   Tm)](T   T1) (7.1.4)
Substituting (7.1.4) into (7.1.1), our new vertical momentum equation becomes
u
@u
@x
+ v
@u
@y
= ⌫
@2u
@y2
+
g 
⇢m
[(T   Tm) + (T1   Tm)](T   T1) (7.1.5)
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U =
u
vin
V =
v
vin
X =
x
xin
Y =
y
xin
⌧ =
t
xin
vin
P =
p
⇢v2in
  =
T   T1
Tm   T1 ,
(7.2.1)
We can re-write the last equation from (7.2.1) as:
 (Tm   T1) = (T   T1), T =  (Tm   T1) + T1 (7.2.2)
Substituting (7.2.2) into the buoyancy term in (7.1.5) we have
g 
⇢m
[ (Tm   T1)  2(Tm   T1)] (Tm   T1)
=
g 
⇢m
[ 2   2 ](Tm   T1)2 (7.2.3)
In like manner, we can re-write the velocity components from (7.2.1) as:
@u
@x
=
vin
xin
@U
@X
(7.2.4)
@2u
@x2
=
vin
x2in
@2U
@X2
(7.2.5)
@u
@y
=
vin
xin
@U
@Y
(7.2.6)
@2u
@y2
=
vin
x2in
@2U
@Y 2
(7.2.7)
@v
@y
=
vin
xin
@V
@Y
(7.2.8)
@2v
@y2
=
vin
x2in
@2V
@Y 2
(7.2.9)
@v
@x
=
vin
xin
@V
@X
(7.2.10)
@2v
@x2
=
vin
x2in
@2V
@X2
(7.2.11)
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@p
@x
=
⇢v2in
xin
@P
@X
(7.2.12)
@p
@y
=
⇢v2in
xin
@P
@Y
(7.2.13)
@u
@t
=
v2in
xin
@U
@⌧
(7.2.14)
@v
@t
=
v2in
xin
@V
@⌧
(7.2.15)
@T
@t
=
vin(Tm   T1)
xin
@ 
@⌧
(7.2.16)
@T
@x
=
(Tm   T1)
xin
@ 
@X
(7.2.17)
@T
@y
=
(Tm   T1)
xin
@ 
@Y
(7.2.18)
@2T
@x2
=
(Tm   T1)
x2in
@2 
@X2
(7.2.19)
@2T
@y2
=
(Tm   T1)
x2in
@2 
@Y 2
(7.2.20)
Substituting (7.2.2) - (7.2.20) into (2.1.14) - (2.1.17) gives the set of equations in
(3.1.4) - (3.1.7).
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U =
u
vin
V =
v
vin
R =
r
rin
Z =
z
rin
⌧ =
t
rin
vin
P =
p
⇢v2in
  =
T   T1
Tm   T1
(7.3.1)
From (7.3.1) we can write,
@u
@r
=
vin
rin
@U
@R
(7.3.2)
@2u
@r2
=
vin
r2in
@2U
@R2
(7.3.3)
@u
@z
=
vin
rin
@U
@Z
(7.3.4)
@2u
@z2
=
vin
r2in
@2U
@Z2
(7.3.5)
@v
@z
=
vin
R0
@V
@Z
(7.3.6)
@2v
@z2
=
vin
r2in
@2V
@Z2
(7.3.7)
@v
@r
=
vin
rin
@V
@R
(7.3.8)
@2v
@r2
=
vin
r2in
@2V
@R2
(7.3.9)
@p
@r
=
⇢v2in
rin
@P
@R⇤
(7.3.10)
@p
@z
=
⇢v2in
rin
@P
@Z
(7.3.11)
@u
@t
=
v2in
rin
@U
@⌧
(7.3.12)
@v
@t
=
v2in
rin
@V
@⌧
(7.3.13)
@T
@t
=
vin(Tm   T1)
rin
@ 
@⌧
(7.3.14)
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@T
@r
=
(Tm   T1)
rin
@ 
@R
(7.3.15)
@T
@z
=
(Tm   T1)
rin
@ 
@Z
(7.3.16)
@2T
@r2
=
(Tm   T1)
r2in
@2 
@R2
(7.3.17)
@2T
@z2
=
(Tm   T1)
r2in
@2 
@Z2
(7.3.18)
Substituting (7.3.2) - (7.3.18) into (4.1.5) - (4.1.8) gives the set of equations in
(4.1.11) - (4.1.14).
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We will make use of some given rules together with the Reynolds decomposition
term as given below to re-write (2.1.14) - (2.1.17). The rules we have are as follows:
considering two signals A(x,t) and B(x,t) then we can write
A(x, t) = A(x) + A0(x, t) and B(x, t) = B(x) + B0(x, t) (7.4.1)
@A
@x
=
@A¯
@x
; A+B = A¯+ B¯; A¯ = A¯; A¯0 = 0 (7.4.2)
A · B = A¯B¯ + A0 · B0; A¯ · B = A¯B¯; A¯ · B0 = 0; A0 · B0 6= 0 (7.4.3)
Then, the Reynolds decomposition terms are as follows;
u = u¯+ u0, v = v¯ + v0, T = T¯ + T 0, p = p¯+ p0, (7.4.4)
where the first terms are the instantaneous variable while the terms with bar¯are
the time average terms and the prime 0 representing the fluctuating part.
Using (A.3.1) - (A.3.4) we can now re-write (2.1.14) as
@
@x
(u¯+ u0) +
@
@y
(v¯ + v0) = 0 (7.4.5)
@u¯
@x
+
@u0
@x
+
@v¯
@y
+
@v0
@y
= 0 (7.4.6)
Taking the average of all the terms and applying the rules we have
@u¯
@x
+
@v¯
@y
= 0 (7.4.7)
We can then re-write (2.1.15) as,
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⇢[
@u¯
@t
+
@
@x
(u¯+ u0)(u¯+ u0) +
@
@y
(v¯ + v0)(v¯ + v0)] =
  @
@x
(p¯+ p0) + µ[
@2
@x2
(u¯+ u0) +
@2
@y2
(u¯+ u0)] (7.4.8)
⇢[
@u¯
@t
+
@(u¯u¯)
@x
+
@(u¯u0)
@x
+
@(u0u¯)
@x
+
@(u0u0)
@x
+
@(v¯u¯)
@y
+
@(v¯u0)
@y
+
@(v0u¯)
@y
+
@(v0u0)
@y
] =
  [@p¯
@x
+
@p0
@x
] + µ[
@2u¯
@x2
+
@2u0
@x2
+
@2u¯
@y2
+
@2u0
@y2
] (7.4.9)
Taking the average of all the terms and applying the rules we also have
⇢[
@u¯
@t
+
@(u¯u¯)
@x
+
@(u0u0)
@x
+
@(v¯u¯)
@y
+
@(v0u0)
@y
] =  @p¯
@x
+ µ[
@2u¯
@x2
+
@2u¯
@y2
] (7.4.10)
⇢[
@u¯
@t
+
@(u¯u¯)
@x
+
@(v¯u¯)
@y
] =  @p¯
@x
+ µ[
@2u¯
@x2
+
@2u¯
@y2
]   ⇢[@(u
0u0)
@x
+
@(v0u0)
@y
] (7.4.11)
The same process holds for the equation in the vertical direction and we arrive at
the following equation after the assumption that the fluctuation term T 02 that arises
from the buoyancy force term is negligible:
⇢[
@u¯
@t
+
@(u¯v¯)
@x
+
@(v¯v¯)
@y
] =  @p¯
@y
+ µ[
@2v¯
@x2
+
@2v¯
@y2
]  (⇢[@(u
0v0)
@x
+
@(v0v0)
@y
]) +
g 
⇢m
[(T¯   Tm) + (T¯1   Tm)](T¯   T¯1), (7.4.12)
Lastly, we can re-write (2.1.17) as follows
⇢cp[
@T¯
@t
+
@
@x
(u¯+ u0)(T¯ + T 0) +
@
@y
(v¯+ v0)(T¯ + T 0)] = k[
@2
@x2
(T¯ + T 0) +
@2
@y2
(T¯ + T 0)]
(7.4.13)
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⇢cp[
@T¯
@t
+
@(u¯T¯ )
@x
+
@(u¯T 0)
@x
+
@(u0T¯ )
@x
+
@(u0T 0)
@x
+
@(v¯T¯ )
@y
+
@(v¯T 0)
@y
+
@(v0T¯ )
@y
+
@(v0T 0)
@y
] =
k[
@2T¯
@x2
+
@2T 0
@x2
+
@2T¯
@y2
+
@2T 0
@y2
] (7.4.14)
Taking the average of all the terms and applying the rules we also have
⇢cp[
@T¯
@t
+
@(u¯T¯ )
@x
+
@(u0T 0)
@x
+
@(v¯T¯ )
@y
+
@(v0T 0)
@y
] = k[
@2T¯
@x2
+
@2T¯
@y2
] (7.4.15)
⇢cp[
@T¯
@t
+
@(u¯T¯ )
@x
+
@(v¯T¯ )
@y
] = k[
@2T¯
@x2
+
@2T¯
@y2
]  ⇢cp[@(u
0T 0)
@x
+
@(v0T 0)
@y
] (7.4.16)
The stresses in tensor notation as given in (5.1.9)
u0ju
0
i = ⌫t(
@u¯j
@xi
+
@u¯i
@xj
) (7.4.17)
and
@(T 0u0)
@x
+
@(T 0v0)
@y
=
@(T 0u0i)
@xj
, (7.4.18)
where
 T 0u0i =  
@T¯
@xi
and Prt =
⌫t
 
(7.4.19)
We can now substitute (7.4.17) and (7.4.19) into (5.1.3) - (5.1.5) knowing that
(7.4.7) can also be written in tensor form as @ui@xi = 0 then,
@u¯
@x
+
@v¯
@y
= 0 (7.4.20)
@u¯
@t
+ u¯
@u¯
@x
+ v¯
@u¯
@y
=  1
⇢
@p¯
@x
+ (⌫ + ⌫t)(
@2u¯
@x2
+
@2u¯
@y2
) (7.4.21)
@v¯
@t
+ u¯
@v¯
@x
+ v¯
@v¯
@y
=  1
⇢
@p¯
@y
+ (⌫ + ⌫t)(
@2v¯
@x2
+
@2v¯
@y2
)
+
g 
⇢m
[(T¯   Tm) + (T¯1   Tm)](T¯   T¯1) (7.4.22)
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@T¯
@t
+ u¯
@T¯
@x
+ v¯
@T¯
@y
= (↵ +
⌫t
Prt
)(
@2T¯
@x2
+
@2T¯
@y2
) (7.4.23)
Using (5.1.22) on (5.1.12 - 5.1.15) and (5.1.17) following the same pattern as we did
in appendix B and C then, we arrive at the set of equations as in (5.1.23 - 5.1.27)
in dimensionless form.
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(a) (b)
(c) (d)
Figure 7.1: Evolution of temperature field for turbulent flow fountains at Fr = 1.6
Prandtl number Pr = 7, Reynolds number Re = 106 within the dimensionless time
interval 16  ⌧  30
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(a) (b)
(c) (d)
Figure 7.2: Evolution of temperature field for turbulent flow fountains at Fr = 1.8
Prandtl number Pr = 7, Reynolds number Re = 106 within the dimensionless time
interval 25  ⌧  33
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(a) (b)
(c) (d)
Figure 7.3: Evolution of temperature field for turbulent flow fountains at Fr = 2.5
Prandtl number Pr = 7, Reynolds number Re = 106 within the dimensionless time
interval 30  ⌧  50
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(a) Fr = 2.5, ⌧ = 32 and Re = 1100 (b) Fr = 2.5, ⌧ = 37 and Re = 1100
(c) Fr = 2.5, ⌧ = 30 and Re = 2000 (d) Fr = 2.5, ⌧ = 35 and Re = 2000
Figure 7.4: Temperature field for Reynolds number Re = 1100 and 2000 Froude
number Fr = 2.5 at time ⌧ = 30, 32, 35, 37
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Table 7.1: Maxi-
mum plume height
Zn and time taken
to reach that height
at Froude numbers
0.1  Fr  2.5
from the fountains
in §3.1.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.8 1.873 1.0 10.5 9.279 1.9 24.5 15.170
0.2 1.9 2.660 1.1 12.4 10.000 2.0 26 15.830
0.3 2.5 3.550 1.2 12.8 10.210 2.1 27.2 16.380
0.4 3.8 4.427 1.3 14.4 10.970 2.2 29.5 17.140
0.5 4.5 5.231 1.4 16 11.710 2.3 30.5.5 17.700
0.6 6.2 6.262 1.5 18.3 12.290 2.4 32.5 18.250
0.7 7.2 6.976 1.6 19.8 13.440 2.5 33.5 19.340
0.8 8.6 7.933 1.7 21.3 14.290 - - -
0.9 9.8 8.506 1.8 23 14.981 - - -
Table 7.2: Vari-
ation of spread-
ing distance Ld
& Lad for Fr =
3 at the ceiling
with respect to
time ⌧ for Tem-
perature   = 4
from the foun-
tains in §3.2.3
⌧n Ld Lad ⌧n Ld Lad ⌧n Ld Lad
11 1.853 3.374 38 8.110 12.970 65 14.560 14.910
14 3.485 6.305 41 12.500 13.570 68 14.830 15.420
17 4.495 7.670 44 13.070 14.000 71 15.130 15.920
20 5.395 8.540 47 13.470 14.110 74 15.530 16.440
23 6.141 9.240 50 13.750 14.070 77 16.020 16.840
26 6.766 10.040 53 13.890 14.060 80 16.710 17.360
29 7.268 10.950 56 14.030 14.150 83 17.290 18.020
32 7.667 11.830 59 14.170 14.300 - -
35 7.950 12.470 62 14.340 14.540 - -
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Table 7.3: Variation of spread-
ing distance Ld for Fr = 3 at the
ceiling with respect to time ⌧ for
Temperature   = 2.5 from the
fountains in §3.2.3
⌧n Ld ⌧n Ld ⌧n Ld ⌧n Ld
11 - 35 5.854 59 7.326 83 7.654
14 - 38 6.179 62 7.357 - -
17 1.420 41 6.497 65 7.390 - -
20 3.271 44 6.768 68 7.407 - -
23 4.052 47 7.052 71 7.415 - -
26 4.578 50 7.217 74 7.591 - -
29 5.057 53 7.381 77 7.616 - -
32 5.512 56 7.505 80 7.643 - -
Table 7.4: Maximum
plume height Zn and
time taken to reach
that height at Froude
numbers 0.1  Fr 
2.5 for Re = 1000
from the fountains in
§3.4.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.7 1.729 1.0 8.5 7.874 1.9 16.7 11.804
0.2 1.5 2.678 1.1 9.1 8.539 2.0 17.85 12.320
0.3 2.3 3.659 1.2 10.1 8.946 2.1 18.75 12.830
0.4 3.2 4.334 1.3 11.2 9.370 2.2 20.0 13.140
0.5 4.0 5.056 1.4 12.0 9.609 2.3 20.5 13.910
0.6 5.1 5.587 1.5 12.5 10.190 2.4 22.0 14.540
0.7 6.0 6.228 1.6 13.5 10.460 2.5 23.0 17.390
0.8 6.8 6.896 1.7 14.5 11.020 - - -
0.9 7.6 7.412 1.8 15.5 11.540 - - -
Table 7.5: Maximum
plume height Zn and
time taken to reach
that height at Froude
numbers 0.1  Fr 
2.5 for Re = 600 from
the fountains in §3.4.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.8 1.794 1.0 8.5 7.838 1.9 17.0 12.100
0.2 1.7 2.814 1.1 9.3 8.217 2.0 17.8 12.380
0.3 2.6 3.609 1.2 10.5 8.772 2.1 18.6 12.870
0.4 3.3 4.519 1.3 10.9 9.169 2.2 19.5 13.140
0.5 4.3 5.029 1.4 11.8 9.757 2.3 20.7 13.700
0.6 5.1 5.582 1.5 13.0 10.280 2.4 21.6 14.160
0.7 6.0 6.258 1.6 14.0 10.500 2.5 22.9 16.470
0.8 7.0 6.906 1.7 15.0 11.040 - - -
0.9 7.8 7.422 1.8 16.0 11.464 - - -
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Table 7.6: Maximum
plume height Zn and
time taken to reach
that height at Froude
numbers 0.1  Fr 
2.5 for Re = 200 from
the fountains in §3.4.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.8 1.686 1.0 8.9 8.107 1.9 18.0 12.390
0.2 1.7 2.763 1.1 9.8 8.776 2.0 19.2 13.020
0.3 2.5 3.565 1.2 10.8 8.972 2.1 20.1 13.590
0.4 3.4 4.285 1.3 11.6 9.410 2.2 21.3 14.040
0.5 4.3 5.154 1.4 12.7 10.130 2.3 22.0 14.530
0.6 5.3 5.687 1.5 14.0 10.440 2.4 24.0 15.010
0.7 6.2 6.324 1.6 15.0 11.040 2.5 25.0 17.080
0.8 7.2 6.877 1.7 16.0 11.650 - - -
0.9 7.9 7.423 1.8 17.0 11.950 - - -
Table 7.7: Maximum plume height Zn
and time taken to reach that height for
Reynolds number 100  Re  1000 at
Fr = 2.5 from the fountains in §3.4.3
Re ⌧n Zn Re ⌧n Zn
100 32.5 20.6 600 26.9 17.29
200 28.2 18.11 700 26.5 17.17
300 27.5 17.91 800 26.3 16.9
400 27.4 17.66 900 26.1 16.82
500 26.9 17.4 1000 25.8 16.7
Table 7.8: Maxi-
mum rise height
Zn of fountains
and time taken to
reach that height
at Froude numbers
0.1  Fr  2.5 for
Re = 50 from the
fountains in §4.1.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.9 1.657 1.0 34.0 24.760 1.9 59.0 30.230
0.2 2.6 4.601 1.1 37.5 25.950 2.0 63.0 30.620
0.3 4.9 8.421 1.2 40.0 26.620 2.1 68.0 31.090
0.4 8.0 12.410 1.3 43.0 27.380 2.2 71.0 31.480
0.5 13.5 16.850 1.4 44.7 27.770 2.3 75.0 31.810
0.6 17.0 18.890 1.5 47.2 28.160 2.4 78.0 31.990
0.7 21.8 20.430 1.6 50.0 28.900 2.5 81.0 32.350
0.8 27.4 22.160 1.7 53.2 29.360 - - -
0.9 31.0 23.620 1.8 56.7 29.830 - - -
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Table 7.9: Maxi-
mum plume height
Zn and time taken
to reach that height
at Froude numbers
0.1  Fr  2.5 for
Re = 1000 from the
fountains in §4.2.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.6 1.207 1.0 13.9 16.170 1.9 23.0 22.120
0.2 2.4 6.655 1.1 14.7 16.800 2.0 24.5 22.950
0.3 3.7 8.840 1.2 15.5 16.840 2.1 25.0 23.230
0.4 5.0 10.660 1.3 16.4 17.520 2.2 26.0 23.930
0.5 6.8 12.660 1.4 17.5 18.560 2.3 26.7 24.410
0.6 7.8 13.800 1.5 18.6 19.440 2.4 27.6 24.440
0.7 9.6 16.110 1.6 20.0 19.860 2.5 28.2 24.780
0.8 9.8 15.120 1.7 21.0 20.810 - - -
0.9 12.2 14.870 1.8 21.5 21.480 - - -
Table 7.10: Maxi-
mum plume height
Zn and time taken
to reach that height
at Froude numbers
0.1  Fr  2.5 for
Re = 600 from the
fountains in §4.2.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.6 1.244 1.0 14.2 17.530 1.9 23.3 21.920
0.2 2.4 6.697 1.1 14.8 17.520 2.0 24.1 22.370
0.3 3.7 8.767 1.2 15.5 17.680 2.1 24.8 22.770
0.4 5.1 10.780 1.3 16.7 18.290 2.2 25.7 23.430
0.5 6.9 13.560 1.4 17.5 18.980 2.3 26.2 23.710
0.6 8.2 14.290 1.5 18.7 19.610 2.4 26.9 24.020
0.7 11.2 18.610 1.6 20.1 19.970 2.5 27.5 24.390
0.8 10.2 15.980 1.7 21.2 20.520 - - -
0.9 12.7 16.940 1.8 22.4 21.320 - - -
Table 7.11: Maxi-
mum plume height
Zn and time taken
to reach that height
at Froude numbers
0.1  Fr  2.5 for
Re = 200 from the
fountains in §4.2.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.6 1.406 1.0 14.0 19.000 1.9 23.8 22.110
0.2 2.4 6.414 1.1 15.5 19.600 2.0 24.5 22.500
0.3 3.8 8.547 1.2 15.5 19.400 2.1 25.2 22.960
0.4 5.4 10.500 1.3 16.0 18.800 2.2 26.0 23.500
0.5 7.1 12.880 1.4 18.5 18.590 2.3 26.7 23.930
0.6 8.4 14.380 1.5 19.6 19.510 2.4 27.5 24.240
0.7 9.0 15.500 1.6 20.5 20.300 2.5 28.4 24.860
0.8 10.3 17.000 1.7 21.5 20.770 - - -
0.9 13.0 17.800 1.8 22.8 21.560 - - -
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Table 7.12: Maximum plume height Zn
and time taken to reach that height for
Reynolds number 200  Re  1000 at
Fr = 2.5 from the fountains in §4.2.3
Re ⌧n Zn Re ⌧n Zn
200 37.0 30.37 700 34.3 28.46
300 35.6 28.96 800 34.1 28.39
400 35.0 28.74 900 33.9 28.33
500 35.2 28.68 1000 33.8 28.22
600 34.5 28.52 - - -
Table 7.13: Maximum plume height Zn
and time taken to reach that height for
Reynolds number 200  Re  1000 at
Fr = 0.6 from the fountains in §4.2.3
Re ⌧n Zn Re ⌧n Zn
200 14.5 21.73 700 9.0 14.42
300 10.5 16.93 800 8.2 14.37
400 10.0 15.19 900 8.2 14.41
500 9.5 14.51 1000 8.2 14.43
600 9.2 14.48 - - -
Table 7.14: Maximum
plume height Zn and
time taken to reach
that height using
the Spalart-Allmaras
model at Froude num-
bers 0.1  Fr  2.5
for Re = 106 from the
fountains in §5.1.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 1.2 1.005 1.0 10.8 7.933 1.9 24.3 16.55
0.2 2.0 2.591 1.1 11.8 8.305 2.0 24.8 17.12
0.3 2.8 3.468 1.2 13.2 8.897 2.1 26.0 17.747
0.4 3.9 4.225 1.3 13.7 9.619 2.2 26.6 18.831
0.5 5.0 5.081 1.4 15.2 10.42 2.3 27.7 18.952
0.6 6.2 5.906 1.5 16.4 10.976 2.4 29.7 19.812
0.7 7.4 6.664 1.6 18.0 12.148 2.5 30.4 20.307
0.8 8.5 7.118 1.7 21.2 14.216 - - -
0.9 9.6 7.646 1.8 23.0 15.394 - - -
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Table 7.15:
Variation of
spreading dis-
tance Ld for Fr
= 3 at the ceil-
ing with respect
to time ⌧ for
Temperature
  = 2.5&4 from
the fountains in
§5.2.3
⌧n Ld Ld4 ⌧n Ld Ld4 ⌧n Ld Ld4
16 0.000 8.134 34 10.321 17.568 53 12.977 19.439
18 0.000 9.755 36 11.54 18.129 56 12.626 19.455
20 0.000 11.109 38 12.044 17.69 59 12.279 19.5
22 0.000 13.177 40 11.603 18.386 62 12.403 19.695
24 4.065 14.552 42 11.65 19.131 65 13.644 18.995
26 5.462 15.172 44 12.14 18.894 68 14.807 19.269
28 7.419 15.27 46 12.926 19.196 72 14.859 19.188
30 9.03 16.893 48 13.227 19.121 75 15.045 19.137
32 9.024 17.262 50 13.043 18.695 - - -
Table 7.16: Variation of
spreading distance Ld &
Lad for Fr = 3 at the ceil-
ing with respect to time
⌧ for Temperature   =
4 from the fountains in
§3.3.3
⌧n Ld Lad ⌧n Ld Lad ⌧n Ld Lad
26 6.16 9.5 50 7.33 13.15 74 8.8 15.7
29 6.52 10.25 53 7.4 13.17 77 9.54 16.54
32 6.81 10.99 56 7.45 13.47 80 11.44 17.26
35 7 11.7 59 7.5 13.79 83 11.67 17.89
38 7.15 12.34 62 7.57 13.18 86 11.8 18.56
41 7.22 12.89 65 7.6 13.95 89 12.11 19.36
44 7.26 13.26 68 7.64 14.56 - -
47 7.3 13.31 71 7.73 15.11 - -
7.6 Appendix F
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Table 7.17: Variation of spreading
distance Ld for Fr = 3 at the ceiling
with respect to time ⌧ for Temper-
ature   = 2.5 from the fountains
in §3.3.3
⌧n Ld ⌧n Ld ⌧n Ld
26 4.16 50 6.23 74 6.68
29 4.56 53 6.36 77 6.7
32 4.87 56 6.44 80 6.71
35 5.19 59 6.52 83 6.72
38 5.46 62 6.6 86 6.74
41 5.569 65 6.65 89 6.77
44 5.89 68 6.65 - -
47 6.09 71 6.66 - -
Table 7.18: Maxi-
mum plume height
Zn and time taken
to reach that height
using the k   "
turbulent model
at Froude numbers
0.1  Fr  2.5 for
Re = 106 from the
fountains in §5.1.3
Fr ⌧n Zn Fr ⌧n Zn Fr ⌧n Zn
0.1 0.8 1.249 1.0 12.0 10.726 1.9 25.0 15.17
0.2 1.6 2.274 1.1 14.0 10.59 2.0 27.0 16.125
0.3 2.0 2.856 1.2 14.7 10.958 2.1 28.5 17.163
0.4 3.2 3.852 1.3 14.9 11.282 2.2 30.0 18.537
0.5 4.7 4.983 1.4 15.5 11.35 2.3 33.0 20.210
0.6 5.6 5.656 1.5 18.0 11.928 2.4 34.0 21.450
0.7 6.7 6.416 1.6 20.5 12.228 2.5 35.2 22.363
0.8 9.2 8.040 1.7 21.0 12.585 - - -
0.9 11.0 10.078 1.8 24.0 13.633 - - -
Table 7.19:
Variation of
spreading dis-
tance Ld for Fr
= 3 at the ceil-
ing with respect
to time ⌧ for
Temperature
  = 2.5&4 from
the fountains in
§5.2.5
⌧n Ld Ld4 ⌧n Ld Ld4 ⌧n Ld Ld4
16 0.000 5.986 34 8.765 12.528 53 11.129 17.289
18 0.000 7.228 36 9.502 13.817 56 11.003 17.087
20 0.000 8.244 38 10.084 14.533 59 11.079 16.13
22 0.000 9.106 40 10.576 15.379 62 11.031 16.526
24 0.000 9.889 42 10.834 16.239 65 10.658 16.555
26 5.493 10.711 44 10.884 16.519 68 10.161 16.705
28 6.41 11.664 46 10.750 16.683 72 10.235 16.883
30 7.352 12.417 48 10.900 16.821 75 10.498 17.013
32 7.968 12.356 50 10.863 16.937 - - -
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7.7 Appendix G
Values from Text files at (0, 2)
V ni,j = 2.496561179;V
n+1
i,j = 2.468924482;V
n 1
i,j = 2.527303807;V
n
i+1,j = 2.490107343;
V ni,j+1 = 2.542096726;V
n
i 1,j = 2.488985966;V
n
i,j 1 = 2.452644601;U
n
i,j = 0.004490209;
Un+1i,j = 0.004335163;U
n 1
i,j = 0.004578498;U
n
i+1,j =  0.040527142;Uni,j+1 = 0.004656163;
Uni 1,j = 0.049469563;U
n
i,j 1 = 0.004303241; 
n
i,j = 2.499983528; 
n+1
i,j = 2.499987917;
 n 1i,j = 2.499980271; 
n
i+1,j = 2.499951875; 
n
i,j+1 = 2.499970817; 
n
i 1,j = 2.499936052;
 ni,j 1 = 2.499992492;P
n
i,j =  0.1259849;P ni+1,j =  0.126203446;P ni,j+1 =  0.168439889
(7.7.1)
Values from Text files at (1, 4)
V ni,j = 1.092733318;V
n+1
i,j = 1.22865313;V
n 1
i,j = 0.996605468;V
n
i+1,j = 0.87404994;
V ni,j+1 = 1.04551447;V
n
i 1,j = 1.289779031;V
n
i,j 1 = 1.136532685;U
n
i,j =  0.525499276;
Un+1i,j =  0.44786906;Un 1i,j =  0.574760968;Uni+1,j =  0.475786532;Uni,j+1 =  0.570413792;
Uni 1,j =  0.564234928;Uni,j 1 =  0.473336633; ni,j = 1.669802919; n+1i,j = 1.673518098;
 n 1i,j = 1.72567331; 
n
i+1,j = 1.312492317; 
n
i,j+1 = 1.474683405; 
n
i 1,j = 1.816690269;
 ni,j 1 = 1.791417336;P
n
i,j = 1.562227602;P
n
i+1,j = 1.603330624;P
n
i,j+1 = 1.400668782
(7.7.2)
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NOMENCLATURE
Roman script:
Cb1 Constant in Spalart-Allmaras turbulence model
Cv1 Constant in Spalart-Allmaras turbulence model
Cb2 Constant in Spalart-Allmaras turbulence model
Cw2 Constant in Spalart-Allmaras turbulence model
Cw3 Constant in Spalart-Allmaras turbulence model
cp Specific heat capacity
d Distance to the nearest solid wall in Spalart-Allmaras turbulence model
D/Dt substantial derivative operator
Fr Froude number
fw Function in Spalart-Allmaras turbulence model
g Gravitational Acceleration
g⇤ Function in Spalart-Allmaras turbulence model
k Thermal conductivity
Lad describing the spread length up to the nose of the surface gravity current
Ld describing the spread length of the impinging fluid along the ceiling
p Pressure
p¯ Time average Pressure
Pr Prandtl number
Prt the turbulent Prandtl number
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Nomenclature
q000 volumetric energy generation rate
Re Reynolds number
t time.
T Temperature
T¯ Time average Energy
T 0 Fluctuating Energy component
Tm Temperature of maximum density
T 0u0i Turbulent heat flux
T1 Ambient temperature
u Velocity component in the x direction
u¯ time average velocity
u0 Fluctuating velocity component
u0ju
0
i Reynolds stresses in tensor notation
v Velocity component in the y direction
vin Characteristic source velocity.
vm Maximum velocity of the parabolic profile
X¯ Ratio of eddy viscosity variable in Spalart-Allmaras turbulence model
xin Characteristic source length.
x, y Model coordinates
k⇤, kinetic energy.
Greek script:
  Coefficient describing the density-temperature relation
 ˜ coefficient of thermal expansion
  Constant in Spalart-Allmaras turbulence model
 Constant in Spalart-Allmaras turbulence model
⇢ Density
r ·V divergence of the velocity vector
  Dissipation term
µ Dynamic viscosity
rp Gradient of static pressure
⌫t Kinematic eddy viscosity
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Nomenclature
⌫ Kinematic viscosity
r2 Laplacian operator
⇢m Maximum density
↵ Thermal diffusivity
  Turbulent diffusivity of heat
⌦ Vorticity magnitude
⌫ˆ Working kinematic viscosity variable.
" The rate of energy dissipation.
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