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Abstract
Condensing zero range processes (ZRPs) are stochastic interacting particle systems that
exhibit phase separation with the emergence of a condensate. Standard approaches for deriving
a hydrodynamic limit of the density fail in these models, and an effective macroscopic description
has not been rigorously established, yet. In this article we prove that the limiting triple (pi,W, σ)
of the empirical density, the empirical current, and the empirical jump rate of the ZRP satisfies
the continuity equation ∂tpi = −divW in the sense of distributions. Here (pit)t≥0 is a w
∗-
continuous curve of finite non-negative measures on the torus Td, σt ∈ H
1(Td) and Wt = −∇σt
is a vector-valued measure that is absolutely continuous with respect to the Lebesgue measure,
for all almost all t ≥ 0. In order to obtain a closed equation we propose a generalization of
Young measures and we prove that for symmetric ZRPs on the torus, the hydrodynamic limit
of the density is a generalized Young-measure-valued weak solution pi = (pit)t≥0 to a saturated
filtration equation ∂tpi = ∆Φ(pi). Furthermore we prove a one-sided two-blocks estimate and
we give an equivalent criterion for its validity. Assuming the validity of the two-blocks estimate
one obtains the equation ∂tpi = ∆Φ(pi
ac) for the empirical density, where pi = piac + pi⊥ is the
Radon-Nikodym decomposition.
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1 Introduction
Symmetric Zero Range Processes (ZRPs) are interacting particle systems on a lattice such that each
particle jumps at an exponential rate g(k) that depends only on the number k of particles that
occupy the same site of the lattice, through some function g : Z+ −→ R+ called the local jump rate.
Particles that jump change position according to a symmetric transition probability p. In the study of
their hydrodynamic limit it is customary to take as lattice the discrete torus TdN := {0, 1, . . . , N−1}
with periodic boundary conditions, so that the phase space of the ZRP is the space MdN := Z
T
d
N
+ of
configurations of particles, and for each η ∈ MdN η(x) is the number of particles at x ∈ TdN . Then
the empirical process (πNt )t≥0 of the ZRP (ηt)t≥0 is defined by
πNt =
1
Nd
∑
x∈Td
N
ηt(x)δ x
N
∈ M+(Td).
HereM+(Td) is the space of non-negative Borel measures on Td. In the study of the hydrodynamic
limit of the ZRP we are interested in proving the convergence of the diffusively rescaled laws of
the empirical process (πNt )t≥0 to a law on the Skorohod space D(0, T ;M+(Td)) that is supported
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by trajectories that satisfy an evolutionary partial differential equation, the so called hydrodynamic
limit.
Since their introduction by Spitzer in 1970, ZRPs have attracted a lot of attention, one reason
being that for particular choices of local jump rate functions g they exhibit phase transition phe-
nomena, via the emergence of mass condensation at densities above a critical density ρc. So ZRPs
can serve as a simple prototype model for the study of condensation phenomena, [4, 16, 21]. ZRPs
that can exhibit condensation are called condensing. Obtaining the hydrodynamic limit of condens-
ing ZRPs in closed form is a difficult open problem since none of the existing methods of proving
hydrodynamic limits applies due to the lack of a replacement lemma and the fact that expected
hydrodynamic equation is not always well-posed.
In this article, apart from the empirical density process (πNt )t≥0 we consider the empirical current
(WNt )t≥0 and the empirical jump rate (σ
N
t )t≥0 processes of the ZRP defined by
WNt =
1
Nd−1
d∑
j=1
∑
x∈TdN
{
g(η(x)) − g(η(x+ ej))
}
δ x
N
ej , σ
N
t =
1
Nd
∑
x∈TdN
g(η(x))δ x
N
and we will prove that their laws are concentrated as N → +∞ on paths (π,W, σ) satisfying the
continuity equation {
∂tπ + divW = 0
W = −∇σ
in (0, T )×Td (1)
in the sense of distributions, where ∂t is the time-derivative, div is the spatial divergence and ∇ is
the spatial gradient. Here for (almost) all t ≥ 0 πt is finite non-negative measure, Wt is a vector-
valued measure absolutely continuous with respect to Lebesgue measure and σt ∈ H1(Td). The
relative compactness of the empirical density process on the Skorohod space of paths of non-negative
measures is well-known by [24, Lemma 5.1.5], which as noted there is valid even for condensing zero
range processes. Here we prove the relative compactness of the empirical jump rate and current in
the weak-star (w∗) topology of appropriate L∞w∗-spaces of w
∗-measurable Banach valued paths.
More importantly, we give a first closed hydrodynamic equation for condensing ZRPs in terms
of a notion of generalized Young measures, using only the extension of the one-block estimate to
condensing ZRPs in [28] and not the full replacement lemma. Ordinary Young-measures are not
sufficient to yield a closed hydrodynamic equation, since they may lose track of the mass that is
in condensed phase. For this reason we consider a generalization of Young measures that, loosely
speaking, allows us to encode the mass in condensed phase on a separate coordinate, namely a
measure µ ∈ M+(Td). More precisely we define the generalized Young functionals as elements of
the dual of the Banach space
C1(T
d ×R+) :=
{
F ∈ C(Td ×R+)
∣∣∣ ∃F¯ ∈ C(Td) : lim
λ→∞
sup
u∈Td
∣∣∣F (u, λ)
1 + λ
− F (u)
∣∣∣ = 0}
equipped with norm ‖F‖∞;1 := sup(u,λ)∈Td×R+ |F (u,λ)|1+λ . Viewing the empirical distribution of the
ZRP as a generalized Young-functional via
pi
N,ℓ
t :=
1
Nd
∑
x∈Td
N
δ x
N
⊗ δηℓt (x)
where ηℓ(x) = 1
(2ℓ+1)d
∑
|y|≤ℓ η(x + y) and using the generalization of the one-block estimate for
condensing ZRPs with bounded jump rate proved in [28] we obtain that all limit points as N and
then ℓ tend to infinity of the laws of the empirical density piN,ℓ of the ZRP are supported on
trajectories that satisfy the closed hydrodynamic equation
∂tpi = ∆Φ(pi) (2)
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in the sense of distributions. Again, the path-space for the empirical density of the ZRP in terms
generalized Young measures will be an appropriate L∞w∗-spaces. As we will see, generalized Young-
functionals are represented by pairs (ρ, ρ⊥) ∈ M1(Td × R+) × M(Td) where ρ is an ordinary
Young-measure, referred to as the regular part of the generalized Young-functional, and ρ⊥ is a non-
negative Borel measure onTd, referred to as the singular part of the the generalized Young-functional
pi. Such pairs act on maps F ∈ C1(Td ×R+) via
〈F,pi〉 =
∫
F (u, λ)dρ(u, λ) +
∫
F (u)dρ⊥(u), pi = (ρ, ρ⊥).
Viewing the empirical distribution of the ZRP as a generalized Young-functional, any limiting point
of the family of diffusively rescaled empirical processes of the ZRP is concentrated on trajectories
pi = (ρ, µ) such that ρ contains all mass at sites with local particle density ≤M and µ the rest mass
as M → +∞.
Furthermore, the usefulness of generalized Young-functionals is not restricted in yielding a closed
hydrodynamic equation for the ZRP. They are also a natural setting to study the two-blocks estimate
in the case of condensing ZRPS. The two-blocks estimate is one of the two basic lemmas in the proof
of the replacement lemma [24, Lemma 5.1.10], the other being the one-block estimate. The one-block
estimate was proved for condensing ZRPs in [28] for bounded cylinder functions and is improved in
this article by extending the class of admissible cylinder functions to the class of all asymptotically
linear cylinder maps. The generalized Young-functionals allow us to separate the fluid from the solid
phase and we are thus able to study how the two-blocks estimate may fail in condensing ZRPs. As
we will see, in general the micro-block averages ηℓ(x) underestimate the fluid phase compared to the
macro-averages η[Nε]. Here [Nε] is the integer part of Nε. Indeed, using the notion of generalized
Young measures we are able to adapt the “cut off of large densities” Lemma [24, Lemma 5.4.2]
used in the proof of the two-blocks estimate. Using this adaptation of cutting of the large densities,
Lemma 5.8 herein, we are able to interchange micro-block averages by macro-block averages of
truncated micro-block averages, which allows us to compare the micro and macro-block averages
ηℓ(x) and η[Nε] as N ↑ ∞, ε ↓ 0 and then ℓ ↑ ∞. This comparison result allows us to give an
equivalent condition for the validity of the two-blocks estimate.
We note here that the cut-off Lemma 5.8 can not be proven by the argument used in the proof
of the original “cut-off lemma” in [24, Lemma 5.4.2] since condensing the equilibrium states of
condensing ZRPs do not have full exponential moments. Thus our argument via the use of generalized
Young measures seems to be necessary here.
Once the correct topologies have been chosen on the path-spaces of the empirical processes
described above, obtaining their relative compactness, the continuity equation (1) and the hydro-
dynamic limit (2) in terms of generalized Young-functionals is rather straightforward and relies on
an application of Prokhorov’s theorem and the portmanteu theorem. Since the L∞w∗-spaces are not
polish spaces as is usually the case, we collect in the appendix known results of functional analy-
sis [25] for a precise description of the L∞w∗-spaces and results of topological measure theory [30, 27]
according to which the usual theory of convergence of probability measures on polish spaces remains
valid in completely regular submetrizable spaces. In the case of the empirical current in particular,
in order to obtain the relative compactness we view it as a first order distribution. Simplifying the
relative compactness by the choice of topology comes with a price though, since the limiting empir-
ical current need not be a vector-valued measure any more. Thus the additional regularity result
σt ∈ H1(Td) a.s. is required to conclude via the identity W = −∇σ that any limiting point of the
laws of the empirical current process is concentrated on paths of vector-valued measures.
Plan of the paper: In Section 2 we recall basic facts on condensing ZRPs and describe the various
empirical processes that will be considered in article. In Section 3 we state our main results regarding
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the hydrodynamic limit of condensing ZRPs. In Section 4 we study the notion of generalized Young
measures and their decomposition in regular and singular parts. Section 5 contains the proofs of our
main results. More precisely, in Section 5.1 we collect relative compactness results for various empiri-
cal processes in terms of generalized Young measures and prove basic properties of their limiting laws.
Section 5.2 contains the proof of the one-block estimate (Theorem 3.1 herein). Sections 5.3 and 5.4
contain the proofs of the continuity equation (Theorem 3.2) and the energy estimate (Theorem 3.3),
respectively, and Section 5.5 contains the proof of the closed hydrodynamic equation ∂tpit = ∆Φ(pi)
in terms of generalized Young measures (Theorem 3.4). In Section 5.6 we give the proof of the
two-blocks comparison (Theorem 3.5) and in Section 5.7 we prove the one-sided replacement lemma
(Theorem 3.6). Finally, for the convenience of the reader, in the appendix we collect the results from
functional analysis and topological measure theory that will be used throughout the main text.
2 Preliminaries
2.1 Zero Range Processes
We give in this section the definition of ZRPs. A standard reference for the material in this section
is the textbook [24] and the article [21]. A local jump rate is a function g : Z+ −→ R+ such that
g(k) = 0 ⇐⇒ k = 0 (3a)
‖g′‖∞ := supk∈Z+ |g(k + 1)− g(k)| < +∞, and (3b)
The limit ϕc := limk→∞ g!(k)
1
k > 0 exists. (3c)
where g!(0) := 1 and g!(k) := g(1) · g(2) · · · · · g(k). Assumption (3a) of local jump rates means that
the rate at which particles leave a site is zero if and only if the site is empty, assumption (3b) is
necessary to define the ZRP on the infinite latticeMd∞ := Z
Z
d
+ . In the study of the hydrodynamic it is
used to bound certain quantities by the total number of particles and can be relaxed the assumption
that there exists C > 0 such that g(k) ≤ (1 + C)k. Finally assumption (3c) is mainly required for
the equivalence of ensembles to hold. An elementary step distribution is a probability distribution
p ∈ PZd (where for any polish spaceM we denote by PM the space of all Borel probability measures
on M) such that its support {z ∈ Zd|p(z) > 0} is bounded and the markov kernel p(x, y) := p(y−x)
is an irreducible random walk kernel.
Instead of defining the ZRP on the infinite lattice Md∞ it is more convenient to consider ZRPs
that evolve on the discrete d-dimensional tori TdN
∼= (Z/NZ)d ∼= {0, 1, . . . , N − 1}d, N ∈ N, and
consider the limit as N →∞. The state space of a ZRP evolving on TdN is the space of configurations
M
d
N := Z
T
d
N
+ .
Elements of MdN are usually denoted by η, in which case ηx is the number of particles occupying
the site x ∈ TdN . We will denote by η(x) : MdN −→ Z+, x ∈ TdN , the natural projections. The
(diffusively rescaled) symmetric nearest neighbour ZRP of local jump rate function g on the discrete
torusTdN is the unique Markov jump process on the Skorohod path-spaceD(R+;M
d
N ) with generator
LN : D(LN ) ≤ B(MdN ) −→ B(MdN ) given by the formula
LNf(η) = N2
∑
x,y∈TdN
{
f(ηx,y)− f(η)}g(ηx)p(y − x),
where ηx,y is the configuration resulting from η by moving a particle from x to y and p is the nearest
neighbour random walk kernel rescaled so as to have total “probability” equal to 2d, i.e. p(ej) =
p(−ej) = 1, j = 1, . . . , d. The factor N2 corresponds to the diffusive rescaling necessary, due to
the symmetry of the kernel p, in order for the macroscopic profile to evolve. The rescaling of the
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kernel p is made so that a coefficient 12d that would otherwise appear in the hydrodynamic equation
is set to 1. We denote by SNt : M
d
N −→ PMdN the transition semi-group of the ZRP. We will denote
by (P ηN )η∈MdN ⊆ PD(R;MdN ) the diffusively rescaled Markov kernel defined by the generator LN .
Given a sequence of initial distributions {µN0 ∈ PMdN}N∈N we will write
P
µN0
N :=
∫
M
d
N
P ηN dµ
N
0 (η)
the law of the ZRP starting from µN0 , and if the sequence of initial distribution is fixed we will simply
write PN := P
µN0
N .
The total number of particles is conserved by the stochastic dynamics of the ZRP. Furthermore,
the assumption that the support of the elementary step distribution p generates Zd implies that
all configurations with the same number of particles communicate and therefore the communication
classes of the ZRP are exactly the hyperplanes
M
d
N,K :=
{
η ∈MdN
∣∣∣ ∑
x∈Td
N
η(x) = K
}
, K ∈ Z+,
with a fixed number of particles, and for each (N,K) ∈ N × Z+, there exists a unique equilibrium
state νdN,K ∈ PMdN concentrated on MdN,K. We will refer to the family {νN,K}(N,K)∈N×Z+ as the
canonical ensemble of the ZRP.
We will consider MdN embedded in M
d
∞ via the periodic extension M
d
N ∋ η 7→ η˜ ∈ Md∞ of
configurations. This is defined via the pull-back of the natural projection qN : Z
d → TdN , qN (z) =
z +NZd, i.e.
η˜(z) := q∗Nη(z) = η(z +NZ
d), ∀η ∈MdN .
We will also consider the finite lattice TdN embedded in Z
d via the left inverse jN of the natural
projection qN for which jN (T
d
N ) = {−[N2 ], . . . , [N−12 ]}d. For any J ⊆ Zd we will write MdJ := ZJ+
so that with the identification TdN ⊆ Zd just described MdN = Md
T
d
N
. Furthermore, for η ∈ MdJ we
will write |η|J,1 :=
∑
x∈J η(x) for the ℓ1-norm of the configuration η and set | · |N,1 := | · |TdN ,1. A
map Ψ: Md∞ → R is called a cylinder map if it depends on a finite number of coordinates, i.e. if
there exists a finite J ⊆ Zd for which there exists map ΨJ : MdJ → R+ such that Ψ = ΨJ ◦ ηJ . Here
ηJ : Md∞ → MdJ denotes the natural projection. Such a set J will be called a supporting set for Ψ.
If J,K ⊆ Zd are supporting sets for the cylinder map Ψ then the set J ∩K is also a supporting set
for Ψ and thus for each cylndric map Ψ there exists a unique minimal supporting set for Ψ which
will be called the support of Ψ and will be denoted by JΨ, i.e.
JΨ =
⋂{
J ⊆ Zd ∣∣ J finite for which ∃ΨJ : MdJ → R such that Ψ = Ψ ◦ ηJ}.
The number kΨ := ♯JΨ of elements of the support of Ψ is called the size of Ψ. The cylinder map
Ψ = ΨJ(η
J ) is called sublinear if in addition
lim
|η|J,1→+∞
ΨJ(η)
|η|J,1 = 0. (4)
This definition does not depend on the choice of J ⊆ Zd and ΨJ : MdJ → R+ for which hΨ = ΨJ(ηJ).
We will use the following notation for spatial averages of a cylinder map Ψ: MdN → R. For
ℓ, L ∈ Z+ we write
Ψℓ(η) :=
1
(2ℓ+ 1)d
∑
|y|≤ℓ
τyΨ(η) (5)
for the block average of radius ℓ we will denote by
Ψℓ,L = Ψℓ,L :=
1
Ld⋆ℓ
d
⋆
∑
|y|≤ℓ
∑
|z|≤L
τy+zΨ (6)
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the double block average of radii ℓ and L. Thus for example ηℓ(x) = 1(2ℓ+1)2
∑
|y|≤ℓ η(x+ y).
The function Z ≡ Zg : R+ −→ [1,∞] defined by the power series
Z(ϕ) :=
∞∑
k=0
ϕk
g!(k)
is called the normalising partition function associated to the local jump rate function g. The radius
of convergence of Z is ϕc = lim infk→∞
k
√
g!(k) and so assumption (3c) of local jump rate functions
guaranties that Z has non-trivial domain of convergence. Obviously any partition function Z :
R+ −→ [1,+∞] is C∞ on [0, ϕc) with all of its derivatives strictly positive there. By Abel’s theorem
on power-series, Z and all of its derivatives are lower semi-continuous onR+. For any ϕ ∈ DZ := {ϕ ∈
R+|Z(ϕ) < +∞}, the product distribution ν¯Nϕ ≡ ν¯Nϕ,g ∈ PMdN with common marginal ν¯1ϕ ∈ PZ+
given by
ν¯1ϕ{k} =
1
Z(ϕ)
ϕk
g!(k)
, k ∈ Z+
is called the zero range product distribution on TdN of rate g and fugacity ϕ.
Note that whenever ϕc ∈ DZ the one-site zero range distribution ν¯1ϕc corresponding to the critical
fugacity ϕc is defined. The zero range product distributions ν¯
N
ϕ ∈ PMdN , ϕ ∈ DZ , are equilibrium
distributions, i.e. ν¯Nϕ L
N = 0, and translation invariant, that is τx♯ν¯
N
ϕ := ν¯
N
ϕ ◦ τ−1x = ν¯Nϕ for all
x ∈ TdN , where τx : MdN −→ MdN denotes the translation operator (τxη)y = ηx+y. In fact they are
the only translation invariant equilibrium states of the ZRP that are also product measures. Let
us note here that for any measurable map f : M → N and any measure µ on M we will denote by
f♯µ := µ ◦ f−1 the push forward measure of µ on N .
As is well known, the zero range product distributions can be reparametrised by the density. The
mean density function R : DZ −→ [0,+∞] defined by
R(ϕ) = Eν¯Nϕ [η(0)] =
∫
kdν¯1ϕ(k) =
ϕZ ′(ϕ)
Z(ϕ)
(7)
is continuous on DZ , it is obviously C∞ on [0, ϕc), and as shown in [24], it is strictly increasing.
Consequently, it’s inverse Φ := R−1 : R(DZ) −→ DZ is well defined. Of course [0, ρc) ⊆ R(DZ) ⊆
[0, ρc], where
ρc ≡ R(ϕc) := lim
ϕ↑ϕc
R(ϕ) ∈ (0,∞], (8)
and ρc ∈ R(DZ) iff ϕc ∈ DZ . The number ρc defined in (8) is called the critical density. We will
say that a ZRP is a condensing ZRP if ϕc < +∞ and we will say that a condensing ZRP is weakly
condensing ZRP if ρc = +∞ and strongly condensing ZRP if ρc < +∞. By reparametrising the zero-
range distributions by the mean jump rate Φ we get for any ρ ∈ R(DZ) an equilibrium distribution
νNρ of mean density ρ:
νNρ := ν¯
N
Φ(ρ), ρ ∈ R(DZ). (9)
We will refer to the family defined in (9) as the grand canonical ensemble of the ZRP.
The various possibilities for the set R(DZ) are as follows. As is proved in [24], whenever ϕc /∈ DZ ,
that is whenever ϕc = +∞ or ϕc < +∞ and Z(ϕc) = +∞, we have that ρc = +∞. In this case
R(DZ) = R+, there is no equilibrium state ν¯1ϕ corresponding to the critical fugacity ϕ = ϕc and
the mean jump rate function Φ is defined on all of R+. On the other hand if ϕc ∈ DZ then
R(DZ) = [0, ρc] and in this case, as is shown by (7), the critical density is finite if and only if
Z ′(ϕc) ≡ supϕ<ϕc Z ′(ϕ) < +∞. In particular, whenever ρc < +∞ we have that ϕc ∈ DZ and so
the grand canonical ensemble contains the equilibrium distribution ν¯1ϕc with density equal to the
critical density ρc. Note that in the special case that ϕc ∈ DZ \DZ′ there exists an equilibrium state
νN∞ = ν¯
N
ϕc corresponding to infinite density ρc = +∞ and R(DZ) = [0,+∞].
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Example 2.1 (The Evans Model) As an example of a condensing ZRP in [16] Evans introduces
ZRPs with local jump rate function
gb(k) = 1{k≥1}
(
1 +
b
k
)
, b ≥ 0. (10)
It is well known ([21]) that ϕc = 1 for all b ≥ 0 and that the corresponding ZRP is weakly condensing
for b ∈ [0, 2] and strongly condensing for b > 2 with critical density ρc = ρc(b) = 1b−2 . In fact for
b ∈ [0, 1] we have that ϕc /∈ DZ and there is no equilibrium state with critical mean density ρc = +∞
while for b > 1 the critical equilibrium state ν¯1ϕc scales as k → +∞ as a polynomial distribution of
order k−b. Thus more precisely ϕc /∈ DZ so that R(DZ) = [0,+∞) iff b ∈ [0, 1], ϕc ∈ DZ \ DZ′ so
that R(DZ) = [0,+∞] iff b ∈ (1, 2] and finally for b > 2 we have that ϕc ∈ DR = DZ′ so that the
first moment of the grand canonical distribution ν¯1ϕc is finite, thus leading to a finite critical density
ρc < ∞ and R(DZ) = [0, ρc] ⊆ R+. For b > 3 the critical equilibrium state ν1ρc has finite second
order moments and R′−(ϕc) < +∞ while R′−(ϕc) = +∞ for b ∈ [0, 3]. A precursor of the Evans
model has been studied in [13].
We note that the mean jump rate function Φ is Lipschitz with Lipschitz norm ≤ ‖g′‖∞ and is
the mean jump rate function since for all ρ ∈ R(DR) we have that
EνNρ [g(η(0))] =
∫
g(k)dν1ρ(k) =
1
Z(Φ(ρ))
∞∑
k=0
g(k)
Φ(ρ)k
g!(k)
= Φ(ρ).
More generally, for any cylinder map Ψ: Md∞ → R+ we define the (grand canoninical) homologue
map Ψ˜ : R(DR)→ R of Ψ by
Ψ˜(ρ) =
∫
Ψdν∞ρ , ρ ∈ R(DR).
With this definition we have that Φ = g˜(η(0)).
The logarithmic moment generating function Λρ∗ := Λν1ρ∗ of ν
1
ρ∗ , ρ∗ ∈ (0, ρc), given by
Λρ∗(θ) = log
Z
(
eθΦ(ρ∗)
)
Z
(
Φ(ρ∗)
) ,
has proper domain DΛρ∗ such that (−∞, bρ∗) ⊆ DΛρ∗ ⊆ (−∞, bρ∗ ], where bρ∗ := log φcΦ(ρ∗) > 0. In
particular when ϕc = +∞ then ν1ρ∗ has full exponential moments for all ρ∗ ≥ 0, that is Λρ∗(θ) =∫
eθkdν1ρ∗(k) < +∞ for all θ ∈ R, ρ∗ ≥ 0. If ϕc < +∞ then ν1ρ∗ has some exponential moments if
ρ∗ < ρc while at the critical density ρ = ρc we have that bρc = 0 and ν
1
ρc does not have exponential
moments.
The phase transition in ZRPs with finite critical density has been described in [16] and proved
rigorously in [21, Theorem 1] as a continuous phase transition in the thermodynamic limit by using
the relative entropyH(·|·) to count the distance between the canonical and grand canonical ensemble,
which in general for any probability measures µ, ν on a measurable space (M,F) is defined by
H(µ|ν) =
{∫
dµ
dν log
dµ
dν dν if µ≪ ν
+∞ otherwise
.
Here as usual the convention 0 log 0 = limt↓0 t log t = 0 is made. A useful inequality is the so called
relative entropy inequality according to which for any bounded measurable f : M → R∫
f dµ ≤ inf
θ>0
1
θ
{
log
∫
eθf dν +H(µ|ν)
}
(11)
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To be precise, the equivalence of ensembles states that if πL :MdN −→MdL, N ≥ L, are the natural
projections and we set νLN,K := π
L
♯ νN,K , then for fixed L ∈ N, for all ρ ≥ 0 it holds that
lim
N,K→+∞
K/Nd→ρ
H(νLN,K |νLρ∧ρc) = 0. (12)
In particular νLN,K −→ νLρ∧ρc weakly as N,K →∞ and K/Nd → ρ.
An elegant application of this result has been recently given in [7], where it is shown that for
subcritical densities ρ ≤ ρc the equivalence of ensembles (12) can be applied to yield weak convergence
in duality with respect cylinder maps Ψ ∈ L1+ε(ν∞ρ ) for some ε > 0. As we will see in Lemma 5.3
this implies that for ρ ≤ ρc the weak convergence νLN,K −→ νLρ is in duality with respect all cylinder
functions that have at most linear growth and that in the case ρ > ρc the weak convergence ν
L
N,K −→
νLρc can be strengthened to convergence in duality with respect to all sublinear cylinder maps Ψ. Of
course this cannot strengthened to linear cylinder maps for ρ > ρc since even for the linear cylinder
function η(0) ∫
η(0)dνN,K −→ ρ > ρc as N,K →∞ and K/Nd → ρ.
In other words, at the thermodynamic limit we have a mean total loss of mass equal to ρ − ρc at
each site. As it has been proven, in many cases the excess mass of all the sites is concentrated on
a single random site. We refer to [21, 3, 2] for a detailed description of the phase separation in the
Evans model.
In particular the equivalence of ensembles yields via Lemma 5.3 that for any sublinear cylinder
map Ψ: Md∞ → R+
lim
N,K→∞
K/Nd→∞
∫
ΨdνN,K =
∫
Ψdν∞ρ∧ρc = Ψ˜(ρ ∧ ρc),
for all ρ ≥ 0. Thus for any sublinear map Ψ: Md∞ → R we define its extended homologue map Ψ by
extending Ψ˜ on all of R+ via
Ψ(ρ) = Ψ˜(ρ ∧ ρc), for all ρ ≥ 0. (13)
This extension has been considered in the particular case of the mean jump rate function Φ for
bounded local jump rate functions g in [21] and also in [22] which contains a heuristic discussion
on the hydrodynamics of strongly assymetric ZRPs in the Eulerian scaling. It turns out [28] that
this choice of Φ is the right one in order to extend the one-block estimate to ZRPs with finite
critical density. As we will see in this article the one-block estimate in condensing ZRPs holds in
general for sublinear maps. In the case of weakly condensing ZRPs the one-block estimate holds for
asymptotically linear cylinder maps, where a cylinder map Ψ: Md∞ → R is called asymptotically
linear if there exists a = (ax)x∈JΨ ∈ RJΨ such
lim
|η|JΨ,1→∞
∣∣∣ΨJΨ(η)〈a, η〉 − 1∣∣∣ = 0.
If such a ∈ RJΨ exists then it is unique and it is denoted by ∇Ψ(∞) = (∂xΨ(∞))x∈JΨ . Of course
here 〈a, η〉 = ∑x∈JΨ axη(x). Furthermore, if we want to extend the one block estimate in strongly
condensing ZRPs to asymptotically linear maps we have to define the extended homologue Ψ of an
asymptotically linear cylinder map Ψ: Md∞ → R by
Ψ(ρ) = Ψ˜(ρ ∧ ρc) + 〈∇Ψ(∞),1J 〉(ρ− ρc)+, ρ ≥ 0. (14)
Of course here JΨ ⊆ Zd is the support of the cylinder map Ψ and 〈∇Ψ(∞),1JΨ〉 =
∑
x∈JΨ
∂xΨ(∞).
We note that in the case of weakly condensing ZRPs and for sublinear cylinder maps Ψ in the case
of strongly condensing ZRPs formula (14) reduces to (13).
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So far, the hydrodynamic limit of ZRPs has only been proven under the assumption that ϕc =
+∞ for L2 initial profiles via the entropy method of Guo-Papanikolaou-Varadhan and in the case
that ϕc /∈ DZ for C2+θ initial profiles via the relative entropy method of H.T Yau, which both
exclude ZRPs with finite critical density. The hydrodynamic limit was extended in [28] to strongly
condensing ZRPs with bounded jump rates for which the assumption ϕc /∈ DZ is not satisfied, but
only in the case that we start the process from some C2+θ strictly sub-critical initial profile ρ0, i.e.
supu∈Td ρ0(u) < ρc.
2.2 The empirical processes
In this section we briefly describe the various empirical processes that we will use to obtain informa-
tion on the hydrodynamic behaviour of condensing ZRPs.
2.2.1 Empirical densities and the empirical jump rate
The empirical density is the function πN : MdN →M+(Td) given by
πN (η) =
1
Nd
∑
x∈TdN
η(x)δ x
N
and by a slight abuse of notation we continue to denote by πN the empirical density process
πN : D(0, T ;MdN) → D(0, T ;M+(Td)) induced on the Skorohod spaces by πN (η)(t) := πNηt . Since
M
d
N has the discrete topology the induced map π
N on the Skorohod spaces is continuous regardless
of the topology considered on M+(Td). Here M+(Td) denotes the set of all non-negative finite
Borel measures equipped with the weak topology i.e. the w∗-topology is inherits as a subspace of
C(Td)∗. Even though the w∗ topology is never metrizable, the restriction of the w∗-topology of
M(Td) = C(Td)∗ on the cone M+(Td) of non-negative measures is metrizable by a complete met-
ric, and thus is a polish space. Such a metric d on M+(Td) is defined [24, Section 4.1] by choosing
a dense family {fk}k=1 ⊆ C(Td) with f1 ≡ 1 and setting
d(µ, ν) =
∑
k∈N
1
2k
|〈µ, fk〉 − 〈ν, fk〉|
1 + |〈µ, fk〉 − 〈ν, fk〉| .
In what follows, the Skorohod space D
(
0, T ;M+(Td)
)
is considered with respect to this metric on
M+(Td).
The empirical jump rate is the map σN : MdN →M+(Td) defined by
σN (η) =
1
Nd
∑
x∈TdN
g(η(x))δ x
N
.
Since the empirical jump rate σN is not a conserved quantity in order to obtain the relative compact-
ness of σN we have to consider a weaker topology than the Skorohod one for the path space of the
empirical jump rate process. We do this by considering the empirical jump rate process as a random
variable taking values on the dual space L1(0, T ;C(Td))∗ equipped with the w∗-topology and the
corresponding Borel σ-algebra. Since C(Td)∗ ∼=M(Td) does not have the Radon-Nikodym property,
the dual space L1(0, T ;C(Td))∗ is not isometric to the space L∞(0, T ;M(Td)) of strongly measur-
able maps. Following [25] will give a precise description of the dual L∞w∗(0, T ;X
∗) of L1(0, T ;X) for
any Banach space X in the appendix. SinceMdN has the discrete topology the map σ
N is continuous
and thus the induced mapping σN : D(0, T ;MdN)→ D(0, T ;M(Td)) on the Skorohod spaces is con-
tinuous. Here we consider the space M(Td) equipped with the total variation norm. By composing
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this induced mapping with the continuous injection from D(0, T ;M(Td)) to L∞w∗(0, T ;M(Td)) given
in Proposition A.13, we obtain the the empirical jump rate process as the continuous random variable
σN : D(0, T ;MdN)→ L∞w∗(0, T ;M(Td)).
Here continuity is with respect to the w∗-topology on the target space L∞w∗(0, T ;M(Td)) and thus σN
is a random variable with respect to the Borel σ-algebra of the w∗-topology of L∞w∗(0, T ;M(Td)) ∼=
L1(0, T ;C(Td))∗. With respect to the duality pairing ⟪·, ·⟫ between L1(0, T ;C(Td)) and its dual
space L∞w∗(0, T ;M(Td)) the empirical jump rate process is given by
⟪f, σN⟫ =
∫ T
0
1
Nd
∑
x∈TdN
ft
( x
N
)
g(ηt(x)) dt, f ∈ L1(0, T ;C(Td)).
With a slight abuse of notation we can also view the empirical distribution πN as taking values in
L∞w∗(0, T ;M+(Td)) via the natural continuous injection fromD(0, T ;M+(Td))→ L∞w∗(0, T ;M+(Td))
of Proposition A.13. Since the injection i is continuous, relative compactness of the laws πN♯ P
N ∈
PD(0, T ;M+(Td)), N ∈ N of the empirical density process in the Skorohod space implies the rel-
ative compactness of the laws of the empirical density process also when viewed as taking values in
L∞w∗(0, T ;M+(Td)).
More generally, for any cylinder map Ψ: Md∞ → R we will denote by σN,Ψ : D(0, T ;MdN) →
L∞w∗(0, T ;M(Td)) the empirical distribution process defined by duality via
⟪f, σN,Ψ⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
ft
( x
N
)
τxΨdt. (15)
With this notation, πN = σN,η(0) and σN = σN,g(η(0)). With similar reasoning as in the definition of
the empirical jump rate process this is a continuous map and thus a well defined random variable.
2.2.2 The empirical current
The current along the bond (x, y) ∈ TdN ×TdN for the ZRP in the discrete torus TdN is the function
WNx,y :M
d
N −→ R given by
WNx,y(η) = L
N(η, ηx,y)− LN(η, ηy,x) = [g(ηx)− g(ηy)]p(y − x) (16)
for all η ∈MdN . The empirical current map is the function WN : MdN →M(Td;Rd) defined by
WN =
1
Nd−1
d∑
i=1
( ∑
x∈TdN
WNx,x+eiδ xN
)
· ei =:
d∑
i=1
WN,i · ei.
An initial idea is to regard the empirical current process as a random variable WN : D(0, T ;MdN) 7→
L1(0, T ;C(Td;Rd))∗ where the target space is considered equipped with its w∗-topology. How-
ever, proving the relative compactness of the empirical current in this w∗-convergence turns out
to be difficult. We note that the empirical current has deterministically zero total current, that is
WN (Td) ≡ 0 on MdN . As such we can regard the empirical current map as taking values on the
target space M0(Td;Rd) of Rd-valued measures W with zero total mass W (Td) = 0 ∈ Rd and
considerM0(Td;Rd) as a subspace of the dual of the space X 1(Td) := C1(Td;Rd)/Rd of C1 vector
fields G : Td → Rd modulo constants equipped with the norm
‖G‖X 1 := sup
u∈Td
|DG(u)| = ∥∥|DG|∥∥
C(Td)
= ‖DG‖C(Td;Rd×d)
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where DG is the derivative of G and for a matrix A ∈ Rd ×Rd we denote by |A|2 :=∑di,j=1 a2ij its
Frobenius norm. The space X 1(Td) is a separable Banach space since it is by definition isometric to
the closed subspace
{DG|G ∈ X 1(Td)} ≤ C(Td;Rd×d)
of the separable Banach space C(Td;Rd×d) ∼= C(Td)d2 .
We will view the linear space M0(Td;Rd) as a subspace of X 1(Td)∗ via the natural injection
I : M0(Td;Rd) →֒ X 1(Td)∗ defined by
IW (G) :=
∫
〈G, dW 〉 ≡
d∑
i=1
∫
Gi dW i, G = (Gi)di=1 ∈ X 1(Td).
In this way we will identify each W ∈ M0(Td;Rd) with TW ∈ X 1(Td)∗ and write W (G) = IW (G)
for G ∈ X 1(Td) and the norm of a current W ∈ M0(Td;Rd) ≤ X 1(Td)∗ is given by
‖W‖X 1(Td)∗ = sup
‖G‖
X1≤1
∫
〈G, dW 〉.
Via this embedding we consider the empirical current map as taking values in X 1(Td)∗ i.e.
WN (G) =
1
Nd−1
d∑
j=1
∑
x∈TdN
Gi
( x
N
)
Wx,x+ei , G = (G
i)di=1 ∈ X 1(Td).
Then the mapWN : MdN → X 1(Td)∗ defined above induces the continuous mapWN : D(0, T ;MdN)→
D(0, T ;X 1(Td)∗) which in turn by composing with the continuous injection D(0, T ;X 1(Td)∗) →֒
L∞w∗(0, T ;X 1(Td)∗) given in Proposition A.13 yields the empirical current process
WN : D(0, T ;MdN)→ L∞w∗(0, T ;X 1(Td)∗)
as a continuous random variable, where again the target space is equipped with its w∗-topology.
Via the duality L∞w∗(0, T ;X 1(Td)∗) ∼= L1(0, T ;X 1(Td))∗ and the corresponding pairing ⟪·, ·⟫ the
empirical current process is given by
⟪G,WN⟫ =
∫ T
0
1
Nd−1
d∑
i=1
∑
x∈Td
N
Git
( x
N
)
Wx,x+ei(ηt) dt, G ∈ L1(0, T ;X 1(Td)).
2.2.3 The micro and macro empirical densities
In order to give a closed hydrodynamic equation for the ZRP and in the study of the replacement
lemma it will be useful to model the empirical distribution of the ZRP as a “Young-measure”. Since
the ZRP takes non-negative values the corresponding empirical “Young-measures” will be measures
on Td×R+. In a particle system that takes real values or a particle system with m species, m ∈ N,
the corresponding empirical measures would be measures on Td ×R or Td ×Rm respectively.
A measure ρ ∈ P(Td × R+) with marginal on Td equal to the Lebesgue measure is called
an (ordinary) Young measure and the space of Young measures is denoted by Y(Td). Via the
disintegration theorem [1, Theorem 5.3.1] to each Young measure ρ ∈ Y(Td) there corresponds a
uniquely determined Lebesgue-a.s. defined Borel family of probability measures (ρu)u∈Td and ρ is
recovered by the integral ρ =
∫
δu ⊗ ρu du, i.e.∫
F (u, λ) dρ(u, λ) =
∫
T
d
∫
R+
F (u, λ) dρu(λ) du, ∀F ∈ B(Td ×R+).
By a slight abuse of language we will often refer to the elements of the spaceM(Td×R+) of (signed)
Borel measures on Td ×R+ with finite total variation as Young measures on Td ×R+.
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A Young-measure ρ ∈ Y(Td) is said to have finite r-th moments if ∫ λr dρ(u, λ) < +∞ and
the space of all Young-measures with finite r-th moment will be denoted by Yr(Td). We interpret
the 1-st moment as the mass of a Young-measure and for each r ≥ 1 and m > 0 we will denote by
Yr,m(Td) the space of all Young-measures ρ ∈ Yr(Td) with total mass∫
T
d×R+
λdρ(u, λ) =
∫
T
d
∫
R+
λρu(λ) du = m.
In order to obtain a closed hydrodynamic equation for condensing ZRPs relying only on the
one-block estimate a first idea is to view the empirical distribution of the ZRP as an element of the
space M1(Td ×R+) via the micro-empirical density map ρN,ℓ : MdN →M1(Td ×R+) given by
ρN,ℓ :=
1
Nd
∑
x∈TdN
δ x
N
⊗ δηℓ(x),
i.e. as the process ρN,ℓ : D(0, T ;MdN)→ L∞w∗(0, T ;M1(Td ×R+)) given by
⟪F,ρN,ℓ⟫ :=
∫ T
0
1
Nd
∑
x∈Td
N
Ft
( x
N
, ηℓt (x)
)
dt, F ∈ L1(0, T ;C1(Td ×R+)). (17)
However, as it turns out, ordinary Young-measures with finite r-th moments as described in
Section 4.1 are not sufficient for this purpose since they may lose track of the mass in condensed
phase in the macroscopic limit, i.e. as N → +∞ and then ℓ→ +∞ To overcome this difficulty and
to be able to take into account the mass that is lost by the Young measures we define a notion
of generalized Young-measures. This generalized notion is based on a duality result in Section 4.1,
according to which the subspace Mr(Td ×R+) ofM(Td ×R+) of Young-measures with finite r-th
moment equipped with the norm
‖ρ‖TV,r :=
∫
T
d×R+
(1 + λr) d|ρ|(u, λ),
where |ρ| is the variation of ρ, is isometric to the dual of the Banach space (Cr(Td ×R+), ‖ · ‖∞,r)
of all continuous maps F : Td ×R+ → R+ for which the map
T
d ×R+ ∋ (u, λ)→ F (u, λ)
1 + λr
belongs in the space C0(T
d×R+) of maps that vanish at infinity, where the norm ‖ · ‖∞,r is defined
by
‖F‖∞,r := sup
(u,λ)∈Td×R+
|F (u, λ)|
1 + λr
. (18)
This duality allows us to consider the space Mr(Td × R+) equipped with the corresponding w∗-
topology. This w∗-topology is not strong enough to assure that no r-th moment is lost when taking
limits since it can happen that ρn −→ ρ in the w∗- topology while∫
λr dρ(λ) < lim inf
n→+∞
∫
λr dρn.
In view of this duality result we denote by BrC(T
d×R+) the space of all F ∈ C(Td×R+) such
that ‖F‖∞,r < +∞ where ‖ · ‖∞,r is the norm given in (18) and we define the space
Cr(T
d ×Rd) :=
{
F ∈ BrC(Td ×R+)
∣∣∣ ∃f ∈ C(Td) s.t. ∥∥∥F (·, λ)
1 + λr
− f(·)
∥∥∥
∞
λ→+∞−→ 0
}
. (19)
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Thus Cr(T
d ×R+) consists of all F ∈ BrC(Td ×R+) such that ‖F‖∞,r < +∞ and the recession
function
RrF (u) ≡ RF (u) := lim
λ→+∞
F (u, λ)
λr
, F ∈ Cr(Td ×R+) (20)
is well-defined for all u ∈ TdN , with the limit as λ→ +∞ being uniform over all u ∈ Td. As shown
in Proposition 4.3 the space Cr(T
d×R+) is a closed subspace of BrC(Td×R+) and thus a Banach
space when equipped with the norm ‖ · ‖∞,r. We define the space of generalized Young-functionals
(of order r when r 6= 1) as
Mr(Td ×R+) := Cr(Td ×R+)∗
equipped with the dual norm
‖pi‖TV,r := sup
F∈Cr(T
d×R+)
‖F‖∞,r≤1
pi(F ).
The recession operator R ≡ Rr : Cr(Td ×R+)→ C(Td) defined in (20) is a linear contraction since
the limit is assumed uniform over all u ∈ Td and Cr(Td × R+) = kerR = R−1({0}) is a closed
subspace of Cr(T
d×R+). We will denote by j : Cr(Td×R+) →֒ Cr(Td×R+) the natural injection.
Then the adjoint of j gives a w∗-continuous surjective contraction
j∗ : Mr(Td ×R+)→Mr(Td ×R+).
A generalized Young-functional pi is called non-negative if it is a positive functional i.e. if pi(F ) ≥ 0
for all non-negative F ∈ Cr,+(Td×R+). The space of all non-negative generalized Young-functionals
on Td ×R+ is denoted by Mr,+(Td ×R+). The space of all non-negative Young-functionals pi ∈
Mr,+(Td × R+) such that the restriction j∗(pi) ≡ pi|Cr(Td×R+) ∈ Cr(Td × R+)∗ is via the Riesz
isomorphism Theorem 4.2 a probability measure ρ ∈ Pr(Td ×R+) is denoted by Pr(Td ×R+). If
pi ∈ Pr(Td ×R+) and m ∈ PTd then pi is called a generalized m-Young measure if U♯ρ = m where
U : Td×R+ → Td is the projection on the first coordinate, and the space of all generalized m-Young
measures is denoted by TmPr(T
d × R+). In the case that m = L
T
d is the Lebesgue measure on
T
d then elements of Yr(Td) := TL
T
d
Pr(T
d ×R+) are called generalized Young measures. Finally,
with Λ ∈ Cr(Td×R+) denoting the projection on the second coordinate, we say that a non-negative
generalized Young-functional pi ∈ Mr,+(Td × R+), r ≥ 1, has total mass m > 0 if pi(Λ) = m.
The space of all non-negative generalized Young-functionals with total mass m > 0 will be denoted
by Mr,m(Td × R+) and its subspace consisting of generalized Young measures will be denoted as
Yr,m(Td) = TL
T
d
Pr,m(T
d ×R+).
Note that any element ρ ∈Mr(Td ×R+) can integrate any measurable map F : Td ×R+ → R
with at most r-th growth at infinity, i.e. ‖F‖∞,r < +∞ and thus an extension operator E : Mr(Td×
R+)→Mr(Td ×R+) is defined via
〈F,E(ρ)〉 =
∫
F dρ, F ∈ Cr(Td ×R+).
We will regardMr(Td×R+) as a subspace ofMr(Td×R+) via the extension operator E. Also for
all r ≥ 0 and all m > 0 we have E(Yr(Td)) ⊆ Yr(Td) and E(Yr,m(Td)) ⊆ Yr,m(Td) and thus we will
regard Yr(Td) and Yr,m(Td) as subspaces of Yr(Td) and Yr,m(Td) respectively via the extension
operator E.
As we will see in Section 4, where we will study generalized Young measures in more detail, any
generalized Young-functional pi ∈ Mr(Td ×R+) can be represented uniquely by a pair (ρpi, ρ⊥pi ) ∈
Mr(Td×R+)×M(Td). The action of pi on functions F ∈ Cr(Td ×R+) is recovered from the pair
(ρpi, ρ
⊥
pi ) by the formula
〈F,pi〉 =
∫
T
d×R+
F (u, λ) dρpi(u, λ) +
∫
T
d
RF (u) dρ⊥pi (u)
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according to which pi = E(ρpi) + R
∗(ρ⊥pi ) with R
∗ : M(Td) → Mr(Td × R+) being the adjoint of
the recession operator R. Thus as we will see any Young measure pi can be written uniquely as the
sum pi = p̂i + pi⊥ where p̂i := E(ρpi) ∈ Mr(Td × R+) is the extension of a uniquely determined
Young measure ρpi and pi
⊥ := R∗(ρ⊥pi ) ∈ Mr(Td ×R+) is a generalized Young measure that acts
on maps F ∈ Cr(Td ×R+) only through their recession function RF via the integration
∫
RF dρ⊥pi
for a uniquely determined Borel measure ρ⊥pi ∈ M(Td). We will refer to p̂i as the regular part of
pi and to ρpi as the (ordinary) Young measure ρpi representing the regular part of pi, and we will
refer to pi⊥ as the singular part of pi and to ρ⊥pi as the measure representing the singular part of
pi. We will sometimes write pi = (ρ, ρ⊥) to denote the fact that the generalized Young-functional
pi ∈ Mr(Td × R+) is represented by the pair (ρ, ρ⊥) ∈ Mr(Td × R+) ×M(Td) via the relation
pi = R(ρ) +R∗(ρ⊥).
This representation is also valid on the level of path-measures. Indeed as we will see in Sec-
tion 4 the extension operator E is bounded and w∗-Baire measurable (see the end of Section A.1
in the appendix for the notion of w∗-Baire measurability considered here) and therefore induces
by Proposition A.18 a w∗-Baire measurable (and thus also w∗-measurable) operator, still denoted
by E, on the corresponding L∞w∗-spaces. Also the recession operator R : Cr(T
d × R+) → C(Td)
induces an operator, still denoted by R, on the corresponding L1-Bochner spaces and its ad-
joint R∗ : L∞w∗(0, T ;M(Td)) → L∞w∗(0, T ;Mr(Td × R+)) is w∗-continuous. Then any generalized
Young path-measure pi ∈ L∞w∗(0, T ;M1(Td × R+)) is represented uniquely by a pair (ρpi, ρ⊥pi ) ∈
L∞w∗(0, T ;M1(Td ×R+))× L∞w∗(0, T ;M(Td)) via the decomposition pi = E(ρpi) +R∗(ρ⊥pi ) and this
decomposition is w∗-Baire measurable. The action of pi on test functions F ∈ L1(0, T ;C1(Td×R+))
is recovered from the pair (ρpi, ρ
⊥
pi ) via
⟪F,pi⟫ =
∫ T
0
∫
T
d×R+
Ft(u, λ) dρpit(u, λ) dt+
∫ T
0
∫
T
d
RFt(u) dρ
⊥
pit
(u) dt.
Using the notion of generalized Young-functionals we define the micro-empirical density map
piN,ℓ : MdN →M1(Td ×R+), N ∈ N, ℓ ∈ Z+ of the ZRP by the formula
〈F,piN,ℓ〉 = 〈F,E(ρN,ℓ)〉 = 1
Nd
∑
x∈TdN
F
( x
N
, ηℓ(x)
)
, F ∈ C1(Td ×R+). (21)
Since MdN has the discrete topology the map pi
N,ℓ is continuous. Thus the induced map
piN,ℓ : D(0, T ;MdN)→ D(0, T ;M1(Td ×R+))
is continuous where hereM1(Td×R+) is considered with the dual norm ‖·‖TV ;1. Thus by composing
this map with the continuous injection
D(0, T ;M1(Td ×R+))→ L∞w∗(0, T ;M1(Td ×R+))
given by Proposition A.13, we obtain that the the micro-empirical process
piN,ℓ : D(0, T ;MdN)→ L∞w∗(0, T ;P1(Td ×R+)) ⊆ L∞w∗(0, T ;M1(Td ×R+))
is continuous and thus a random variable. We define the macro-empirical process piN,ε, N ∈ N,
ε > 0 of the ZRP by
piN,ε := piN,[Nε] : D(0, T ;MdN)→ L∞w∗(0, T ;P1(Td ×R+)).
Finally, for any M > 0 we will also consider the M -modified micro-empirical density process
piN,ℓ;M : D(0, T ;MdN)→ L∞w∗(0, T ;P1(Td ×R+)), ℓ ∈ Z+, defined by
⟪F,piN,ℓ;M⟫ =
∫ T
0
1
Nd
∑
x∈TdN
{
Ft
( x
N
, ηℓt (x) ∧M
)
+RFt
( x
N
)
(ηℓt (x)−M)+
}
dt (22)
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in duality with respect to test functions F ∈ L1(0, T ;C1(Td × R+)) and the M -modified macro-
empirical density process piN,ε;M := piN,[Nε];M , ε > 0. By the same reasoning as all the other
L∞w∗-valued process defined in this section these are also well defined continuous random variables.
Generalized Young measures are related to Borel measures via the barycentric projection map
B : M1(Td ×R+)→M(Td) that is defined by
B(pi)(f) = pi
(
Λf(U)
)
, f ∈ C(Td)
where U : Td×R+ → Td and Λ: Td×R+ → R+ are the natural projections. Since Λf(U) ∈ C1(Td×
R+) for all f ∈ C(Td) it is obvious B is w∗-continuous. Thus by Proposition A.20 it induces a w∗-
continuous operator B : L∞w∗(0, T ;M1(Td ×R+))→ L∞w∗(0, T ;M(Td)) on the corresponding spaces
of L∞w∗-path-measures denoted by the same symbol B. More generally for any map Ψ ∈ C1(R+),
where C1(R+) is the space of all continuous maps Ψ: R+ → R such that the limit Ψ′(∞) :=
limλ→+∞
Ψ(λ)
λ ∈ R exists, we consider the Ψ-projection BΨ : M1(Td ×R+)→M(Td) given by
BΨ(pi)(f) = pi
(
Ψ(Λ)f(U)
)
, pi ∈M1(Td ×R+). (23)
Since BΨ is w
∗-continuous it also induces a w∗-continuous operator on the corresponding L∞w∗-
spaces. As we will see in section 4.4 if pi ∈ TmM1,+(Td × R+) and pi = E(ρ) + R∗(ρ⊥) for
some ρ ∈ M1,+(Td × R+), ρ⊥ ∈ M+(Td) then BΨ(pi) = Ψ(ρ) dm + Ψ′(∞)ρ⊥ where Ψ(ρ) is the
m-a.e. defined map
Ψ(ρ)(u) =
∫
Ψ(λ) dρu(λ). (24)
with (ρu)u∈Td being the m-a.e. defined disintegration of ρ with respect to its first marginalm = U♯ρ,
i.e. ρ =
∫
T
d δu⊗ρu dm(u), whose existence is guaranteed by [1, Theorem 5.3.1]. In particular if Ψ is
sublinear, i.e. Ψ∞ = 0 then BΨ(pi) depends only on the regular part p̂i = E(ρ) of pi and is a measure
absolutely continuous with respect to m.
2.3 Hydrodynamic limits
In order to obtain the hydrodynamic limit of condensing ZRPs one has to prove when starting from
a sequence of initial distributions µN0 ∈ PMdN associated to some macroscopic profile µ0 ∈M+(Td),
i.e.
lim
N→+∞
µN0
{∣∣〈G, πN − µ0〉∣∣ > δ} = 0, ∀G ∈ C(Td), δ > 0, (25)
one would ideally like to prove that the laws
(
πNt )0≤t≤T
)
♯
PN of the empirical process of the diffusively
rescaled ZRP starting from {µN0 } converge weakly in an appropriate topology to a Dirac measure δπ
supported on the unique solution π ∈ [0, T ]→M+(Td) (in some appropriate sense) of the saturated
filtration equation {
∂tπ = ∆Φ(π)
π0 = µ0
(26)
where Φ ≡ Φ is the extended mean jump rate function of the ZRP. In general the standard approach
towards this aim is to prove that the laws QN := ((πNt )0≤t≤T )♯P
N ∈ PX of the ZRP are relatively
compact with respect to an appropriate path space X and then show that any subsequential limit Q of
{QN}N∈N is supported by a set of curves π ∈ X satisfying an evolutionary equation, e.g. (26), which
is then called the hydrodynamic equation. If then the hydrodynamic equation satisfies uniqueness
of solutions it follows that any subsequential limit point of the sequence QN starting from {µN0 } is
supported by the unique solution π of (26) and thus the whole sequence converges to δπ ∈ PX .
Giving a precise meaning to the notion of solutions of the hydrodynamic equation and choosing
the path space X of solutions in the program above is part of the problem. In the particular case
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of condensing ZRPs equation (26) is ill-behaved. Namely, for weakly condensing ZRPs it is not
uniformly parabolic for unbounded profiles since
lim
ρ→+∞
Φ′(ρ) = 0
while for strongly condensing ZRPs Φ
′
(ρ) = 0 on (ρc,+∞) with Φ being possibly non-differentiable
at ρc. For example in the Evans model the extended mean jump rate Φ is differentiable for b ∈ [0, 3]
while Φ
′
−(ρc) > 0 for b > 3.
In this article we will also examine the set of subsequential limit points of the sequence of laws
of the joint empirical processes
(πN ,WN , σN ) : D(0, T ;MdN)→ D(0, T ;M+(Td))× L∞w∗(0, T ;X 1(Td)∗)× L∞w∗(0, T ;M+(Td))
and show that they are concentrated on trajectories (π,W, σ) satisfying the continuity equation
∂t + divW = 0 with Wt = −∇σt in (0, T )×Td in the sense of distributions. We will also examine
the set of subsequential limit points of the sequence of laws of the micro-empirical distribution piN,ℓ
on the space L∞w∗(0, T ;M1,+(Td × R+)) of generalized Young path-measures and show that any
subsequential limit point is concentrated on solutions of the closed form equation (26) with respect
to an appropriate sense in terms of generalized Young measures.
2.3.1 The continuity equation
Let (πt)t≥0 ⊆ M+(Td) and (Wt)t≥0 ⊆ M(Td;Rd) be Borel families of measures. By [10, Lemma
4.1] if π solves the continuity equation ∂tπ = divWt in the sense of distributions and pi, W satisfy∫ T
0
πt(T
d) dt < +∞ and
∫ T
0
|Wt|(Td) dt < +∞
then there exists a weakly continuous curve π˜ : [0, T ] → M+(Td) such that πt = π˜t for almost all
t ∈ [0, T ] and for this curve π˜ for all G ∈ C1([0, T ]×Td)∫
Gt dπ˜t −
∫
Gs dπ˜s =
∫ t
s
∫
T
d
∂rGr dπ˜r dr +
∫ t
s
∫
T
d
〈∇Gr , dWr〉dr. (27)
Thus given µ0 ∈ M+(Td) one says that the Borel families π = (πt)0≤t≤T ⊆ M+(Td) and W =
(Wt)0≤t≤T ⊆M(Td;Rd) satisfy the initial value problem{
∂tπt + divWt = 0
π0 = µ0
(28)
if π = (πt)0≤t≤T is a weakly continuous curve satisfying ∂tπ+divW = 0 in the sense of distributions
and π0 = µ0.
For our purposes the currentW = (Wt)0≤t≤T in the continuity equation is has to be modelled as a
w∗-measurable curve in X 1(Td)∗. We say that a density/current pair (π,W ) ∈ L∞w∗(0, T ;M+(Td))×
L∞w∗(0, T ;X 1(Td)∗) satisfies the continuity equation ∂tπ + divW = 0 if∫ T
0
∫
T
d
∂tGt dt+
∫ T
0
〈∇Gt,Wt〉dt = 0, ∀G ∈ C1,2c ((0, T )×Td). (29)
Here we require G to be twice continuously differentiable in space so that the curve (∇Gt)0≤t≤T
defines an element of L∞(0, T ;X 1(Td)). As we will see in Proposition 5.10 the existence of a
w∗-continuous representative π˜ ∈ Cw∗(0, T ;M+(Td)) for which (27) holds is also valid in the
case that the current W = (Wt)0≤t≤T is more generally modelled as an element of the space
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L1w∗(0, T ;X 1(Td)∗), but for all G ∈ C1,2([0, T ] × Td) in this case. Thus we say that (π,W ) ∈
L1w∗(0, T ;M+(Td))×L1w∗(0, T ;X 1(Td)∗) satisfies the initial value problem (28) if the continuous rep-
resentative π˜ in the a.s. equality class of π satisfies π˜0 = µ0. In particular if π ∈ L1w∗(0, T ;M+(Td))
solves the initial value problem (28) then by applying (27) for the constant map G ≡ 1 it follows
that π˜t(T
d) = π˜0(T
d) = µ0(T
d) for all 0 ≤ t ≤ T .
We will say that a triple (π,W, σ) ∈ L∞w∗(0, T ;M+(Td))×L∞w∗(0, T ;X1(Td)∗)×L∞w∗(0, T ;M+(Td))
satisfies the continuity equation{
∂tπ = −divW
W = −∇σ
in (0, T )×Td (30)
in the sense of distributions if ∂tπ + divW = 0 holds in the sense of (29) and∫ T
0
〈F,Wt〉dt =
∫ T
0
〈divFt, σt〉dt, ∀ F ∈ L1(0, T ;X 1(Td)). (31)
This is stronger than requiring that the equation ∂tπ = −divW = ∆σ holds in the sense if distribu-
tions since this would be equivalent to requiring that (31) holds for maps F ∈ L1(0, T ;X 1(Td)) that
are spatial gradients of C2-functions i.e. Ft = ∇ft for some ft ∈ C2(Td) for almost all t ∈ [0, T ].
2.3.2 Closed form equations
A rigorous interpretation of equation (26) allowing for measure-valued solutions has been given in
[19] in dimension d = 1 by interpreting equation (26) as a gradient flow in the quadratic Wasserstein
space M+,m(Td) of measures with a fixed total mass m = µ0(Td). The gradient flow formulation
result in [19] allows then the writers to obtain uniqueness and existence of solutions in the sense of
distributions to problem (26) by interpreting it as the problem{
∂tπ = ∆Φ(ρ),
π0 = µ0
(32)
where π = ρ dL
T
d + π⊥, π⊥ ⊥ L
T
d is the Radon-Nikodym decomposition of π with respect to
Lebesgue measure L
T
d on the torus. Uniqueness of the weak solutions of problem (32) is obtained
in [19] in the class of weakly continuous measure-valued curves with finite kinetic energy that take
values in the space CM+(Td) of continuous measures defined as
CM+(Td) =
{
π = ρ du+ π⊥
∣∣ ρ ∈ C(Td; [0, ρc]), L
T
d{ρ = ρc} = 0, π⊥{ρ < ρc} = 0
}
.
Namely for any µ0 ∈ M+(Td) there exists a unique weak solution π = ρ du + π⊥ : R+ →M+(Td)
to problem (32) in the sense that Φ(ρ) ∈W 1,1(Td) and∫ ∞
0
∫
∂tft dπt dt =
∫ ∞
0
∫
〈∇ft(u),∇Φ(ρt(u))〉du dt, ∀ f ∈ C1c ((0, T )×Td)
such that
(a) The curve (πt)t≥0 is weakly continuous in M+(Td) and π0 = µ0,
(b) πt ∈ CM+(Td) for Lebesgue almost all t > 0, and
(c)
∫ T1
T0
J (πt) dt < +∞ for all 0 < T0 < T1 < +∞
where J : M+(Td)→ [0,+∞] is the generalized Fisher dissipation functional
J (π) =

∫
{ρ>0}
|∇Φ(ρ(u))|2
ρ(u) du if π = ρ du+ π
⊥ ∈ CM+(Td) and Φ ◦ ρ ∈ W 1,1(Td)
+∞ otherwise
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The assumptions in [19] require that Φ is C1 with Φ′(ρ) > 0 for all ρ ∈ R+, which restricts the
applicability of this gradient flow formulation to weakly condensing ZRPs.
In this article we consider a weaker notion of solutions via the notion of generalized Young
measures. First for any (ordinary) Lebesgue-Young path-measure ρ ∈ TL
T
d
P1(T
d ×R+) and any
map Φ ∈ C1(R+) we define the composition Φ(ρ) : Td → R+ by the formula
Φ(ρ)(u) :=
∫
Φ(λ) dρu(λ), for L
T
d -almost all u ∈ Td, (33)
where (ρu)u∈Td is the LTd -a.s. defined disintegration of ρ with respect to its first marginal U♯ρ =
L
T
d . Given a Lipschitz map Φ such that
Φ′(∞) := lim
λ→+∞
Φ(λ)
λ
= 0 (34)
we say that a map pi = (ρ, µ) ∈ L∞w∗(0, T ;Y1(Td) is a generalized Young-measure valued weak
solution of the problem
∂tpi = ∆Φ(pi) (35)
if {
Φ(ρt) ∈W 1,1(Td) for almost all t ∈ [0, T ],∫ T
0 pit
(
Λ∂tf(U)
)
dt =
∫ T
0 〈∇ft(u),∇Φ(ρt)(u)〉du dt, ∀ f ∈ C1c ((0, T )×Td)
. (36)
We note that by (34) any weak solution pi = (ρ, µ) ∈ L∞w∗(0, T ;Y1(Td)) to problem (35) is also a
mild solution in the sense that∫ T
0
pit
(
Λ∂tf(U) + Φ(Λ)∆f(U)
)
dt = 0, ∀ f ∈ C1,2c ((0, T )×Td). (37)
2.3.3 Subsequential limit sets
For any sequence {An}∞n=1 of subsets An ⊆ M of a submetrizable topological space M and any
sequence {qn}∞n=1 ⊆M of points we set
Lim
n→+∞
An =
∞⋂
n=1
∞⋃
k=n
Ak, Lim
n→+∞
qn := Lim
n→+∞
{qn}.
If the union
⋃
n∈NAn is relatively compact in M then Limn→+∞An is non-empty and consists of
all subsequential limits of points of the sets An, i.e.
∅ 6= Lim
n→+∞
An =
{
q ∈M
∣∣∣ ∃ qkn ∈ Akn , kn < kn+1, n ∈ N : lim
n→+∞
qkn = q
}
and Limn→+∞ An is compact.
In exhibiting the continuity equation as a hydrodynamic limit of the laws of the joint process
(πN ,WN , σN ) we will show that the sequence
QN := (πN ,WN , σN )♯P
N ∈ P(L∞w∗(0, T ;M+(Td))× L∞w∗(0, T ;X 1(Td)∗)× L∞w∗(0, T ;M+(Td)))
is relatively compact and that any limit point Q ∈ LimN→+∞QN is concentrated on a measurable
set of trajectories (π,W, σ) that satisfy equation (30).
In proving the closed-form generalized Young-measure valued equation (35) in the hydrodynamic
limit we will first show that the double sequence of laws
QN,ℓ := piN,ℓ♯ P
N ≡ ((piN,ℓt )0≤t≤T )♯PN ⊆ PL∞w∗(0, T ;M1,+(Td ×R+))
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is relatively compact and then that any subsequential limit
Q ∈ Lim
ℓ→+∞
(
Lim
N→+∞
QN,ℓ
)
=: Lim
ℓ,N↑∞
QN,ℓ
of {QN,ℓ} as N → +∞ and then ℓ → +∞ is concentrated on generalized Young-measure valued
weak solutions of (35). Equation (35) in terms of generalized Young measures is the first closed form
equation given for condensing ZRPs and it relies only on the one-block estimate and not the full
replacement lemma.
A property that will be used often is the following. If {QN} ⊆ PM is a relatively compact
sequence of probability measures on the completely regular submetrizable space M and Q∞ :=
LimN→+∞Q
N then for all f ∈ BC(M)
lim sup
N→+∞
∫
f dQN = max
Q∞∈Q∞
∫
f dQ∞.
A similar property holds for multi-parametric families of probability measures. For example, if
{QN,ℓ}N,ℓ ⊆ PM is a relatively compact double sequence of probability measures and Q∞,∞ :=
Limℓ,N↑∞Q
N,ℓ then for all f ∈ BC(M)
lim sup
ℓ,N↑∞
∫
f dQN,ℓ = max
Q∞,∞∈Q∞,∞
∫
f dQ∞,∞.
We note finally that if {QN}N∈N is a sequence of families QN ⊆ PM of probability measures
in a completely regular submetrizable space M and f : M → N is a continuous map from M to the
completely regular submetrizable space N then
f♯
(
Lim
N→+∞
QN
)
= Lim
N→+∞
f♯QN (38)
where for any family Q ⊆ PM we set f♯Q =
{
f♯Q
∣∣ Q ∈ Q}.
2.3.4 Assumptions on the initial distributions
A sequence {µN0 ∈ PMdN} of initial distributions satisfies the O(Nd)-entropy assumption if there
exist constant ρ∗ ∈ (0, ρc) such that
C(ρ∗) := sup
N∈N
1
Nd
H(µN0 |νNρ∗) < +∞. (39)
Since ν1ρ∗ has some exponential moments if ρ∗ < ρc it follows by the relative entropy inequality (11)
that if (39) holds for some ρ∗ ∈ (0, ρc) then it also holds for all ρ ∈ (0, ρc) ∩R.
We will note here that in condensing ZRPs the O(Nd)-entropy assumption does not prohibit us
from starting the ZRP from a sequence of initial states µN0 ∈ PMdN associated to a macroscopic
profile µ0 ∈ M+(Td) having a condensate at a point u ∈ Td. For example consider the measure
µ0 = ρ0 dL
T
d + αδu ∈ M+(Td) where ρ0 : Td → R is a measurable bounded and a.e. continuous
continuous function and α ≥ 0. In the case that there is no condensate, i.e. a = 0 then the sequence
{νNρ0(·)}N∈N of product measures with slowly varying profile ρ0 ∈ B(Td) satisfies the O(Nd)-entropy
assumption since
lim
N→+∞
1
Nd
H(νNρ0(·)|νNρ∗) =
∫
Λ∗ρ∗
(
ρ0(u) ∧ ρc
)
du < +∞ (40)
for all ρ∗ ∈ (0, ρc). Here Λ∗ρ∗ : R→ R+ is the Legendre transform of Λρ∗ given by
Λ∗ρ∗(ρ) =
ρ log
Φ(ρ∧ρc)
Φ(ρ∗)
− log Z(Φ(ρ∧ρc))Z(Φ(ρ∗)) , ρ ≥ 0
+∞, ρ < 0
. (41)
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Indeed, and H(ν1ρ |ν1ρ∗) = Λ∗ρ∗(ρ) for all ρ ∈ [0, ρc] ∩R. Therefore
1
Nd
H(νNρ0(·)|νNρ∗) =
1
Nd
∑
x∈TdN
H(ν1ρ0(x/N)∧ρc |ν1ρ∗) =
∫
T
d
Λ∗ρ∗
(
ρ0
( [Nu]
N
)
∧ ρc
)
du.
The function Λ∗νρ∗ is always finite and smooth on all of R+, and therefore since we assume the profile
ρ0 to be bounded and almost surely continuous, the required limit in (40) follows by the bounded
convergence theorem.
According to he following example the O(Nd)-entropy assumption is satisfied even by initial
distributions that can have a condensate at some macroscopic point u ∈ Td.
Example 2.2 Let {νNρ0(·);u,α}N∈N be the sequence of product measures with slowly varying param-
eter associated to some bounded and a.s. continuous profile ρ0 ∈ B(Td) and a Dirac mass α > 0 at
x ∈ Td, i.e.
νNρ0;u,α = δ[αNd] ⊗
⊗
x∈Td
N
\{[Nu]}
νρ0( xN ) =: δ[αNd] ⊗ ν
N\u
ρ0(·)
∈ P(Z+ × ZT
d
N\{[Nu]}
+ )
∼= PMdN ,
Then {νNρ0;u,α}N∈N is associated to the measure µ0 = αδu + ρ0 dLTd ∈M+(Td) and
lim
N→+∞
1
Nd
H(νNρ0(·);u,α|νNρ∗) =
∫
T
d
Λ∗νρ∗
(
ρ0(u) ∧ ρc
)
du+ α log
φc
Φ(ρ∗)
(42)
for all ρ∗ ∈ (0, ρc). In particular, whenever φc < +∞ the sequence {νNρ0(·);u,α} is associated to
the measure µ0 which has a condensate of mass α > 0 at u ∈ Td and satisfies the O(Nd)-entropy
assumption.
Proof For all N ∈ N we have that
H(νNρ0(·);u,α|νNρ∗) = H(δ[αNd]|ν1ρ∗) +H(ν
N\u
ρ0(·)
|νTdN\{[Nu]}ρ∗ ). (43)
By a simple computation H(δ[αNd]|ν1ρ∗) = − log νρ∗([ρNd]) for all ρ ∈ [0, ρc] ∩ R and therefore by
property (3c) of local jump rates
lim
N→+∞
1
Nd
H(δ[ρNd]|ν1ρ∗) = limN→+∞
[αNd]
Nd
log
[αNd]
√
g!([αNd])
Φ(ρ∗)
= α log
φc
Φ(ρ∗)
. (44)
Furthermore, we obviously have that
H(ν
N\u
ρ0(·)
|νTdN\{[Nu]}ρ∗ ) = H(νNρ0(·)|νNρ∗)− Λ∗ρ∗
(
ρ0
( [Nu]
N
)
∧ ρc
)
.
Since the profile ρ0 : T
d −→ R+ is assumed bounded and Λ∗ρ∗ is continuous and finite on R+ by (41)
we obviously have that
lim
N→∞
1
Nd
Λ∗νρ∗
(
ρ0
( [Nu]
N
)
∧ ρc
)
= 0
and therefore by (44), (43) and (40) it follows that
lim
N→+∞
1
Nd
H(νNρ0(·);u,α|νNρ∗) =
∫
T
d
Λ∗ρ∗
(
ρ0(u) ∧ ρc
)
du + ρ log
φc
Φ(ρ∗)
which is finite whenever φc < +∞. 
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3 Main Results on condensing ZRPs
In all the following results we assume that the ZRP is weakly condensing i.e. with finite critical
fugacity ϕc < +∞ and that the laws {PN} of the (diffusively rescaled) ZRP start from a sequence
of initial distributions µN0 ∈ P1MdN , N ∈ N, associated to a macroscopic profile µ0 ∈ M+(Td) and
satisfying the O(Nd)-entropy assumption with constant C0 < +∞ for some ρ∗ ∈ (0, ρc). For ZRPs
with unbounded jump rate g we furthermore assume that µN0 ∈ P2MdN , N ∈ N.
The first result is the one-block estimate. In part (a) we generalize the one-block estimate for
condensing ZRPs to unbounded cylinder functions Ψ: MdN → R. In part (b) we reformulate the
one-block estimate in terms of the joint law of the process σN,Ψ defined in (15), the micro-empirical
distribution piN,ℓ of the ZRP defined in (21) and the Ψ-projection defined in (23).
Theorem 3.1 (One-block estimate for condensing ZRPs) (a) Let Ψ: R+ → R be the extended
homologue function defined in (14) of the asymptotically linear cylinder map Ψ: Md∞ → R. Then
for all H ∈ L1(0, T ;C(Td)) and all δ > 0
lim sup
ℓ,N→+∞
E
N
∣∣∣ ∫ T
0
1
Nd
∑
x∈Td
N
Ht(x/N)
[
τxΨ
ℓ(ηt)−Ψ
(
ηℓt (x)
)]
dt
∣∣∣ = 0. (45)
(b) Let Ψ: Md∞ → R be an asymptotically linear cylinder function. Then the extended homologue
Ψ: R+ → R is asymptotically linear, i.e. Ψ ∈ C1(R+) and Ψ′(∞) = 〈∇Ψ(∞,1J〉, the family of laws
Q
N,ℓ
Ψ := (σ
N,Ψ,piN,ℓ)♯P
N is relatively compact and any limit point
QΨ ∈ Lim
ℓ,N→+∞
Q
N,ℓ
Ψ ⊆ P
(
L∞w∗(0, T ;M(Td))× L∞w∗(0, T ;M1(Td ×R+))
)
is concentrated on the graph of the Ψ-projection, i.e.
QΨ
{
(σ,pi)
∣∣ σ = BΨ(pi)} = 1 (46)
where BΨ : L
∞
w∗(0, T ;M1(Td ×R+)) → L∞w∗(0, T ;M(Td)) is the Ψ-projection induced on the L∞w∗-
spaces of path-measures.
Theorem 3.2 We set Ω := D(0, T ;M+(Td))×L∞w∗(0, T ;X 1(Td)∗)×L∞w∗(0, T ;M+(Td)) and con-
sider the image
QN := (πN ,WN , σN )♯P
N ∈ PΩ (47)
of the law PN of the diffusively rescaled ZRP starting from µN0 via the triple (π
N ,WN , σN ). Then the
sequence {QN}N∈N ⊆ PΩ is sequentially relatively compact in the weak topology of PΩ. Furthermore,
any limit point Q∞ of the sequence {QN} is concentrated on trajectories (π,W, σ) ∈ Ω such that
(a) The continuity equation {
∂tπ + divWt = 0
Wt = −∇σt
in (0, T )×Td (48)
holds in the sense of distributions.
(b) π ∈ C(0, T ;M+(Td)), π0 = µ0 and πt(Td) = µ0(Td) for all t ∈ [0, T ].
(c) σt ≪ L
T
d , ‖ dσtdL
T
d
‖L∞(Td) ≤ ϕc a.s. for all 0 ≤ t ≤ T .
(d) σt ≪ πt, ‖ dσtdπt ‖L∞(πt) ≤ ‖g′‖∞ a.s. for all 0 ≤ t ≤ T , and
(e) dσtdL
T
d
∈ H1(Td) and Wt = −(∇ dσtdL
T
d
) dL
T
d ∈ M0(Td;Rd) ≤ X 1(Td)∗ for a.s. all 0 ≤ t ≤ T .
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The proof of Theorem 3.2(e) relies on the following regularity result which is worth stating in
its own right. Let us note that for non-condensing ZRPs in which case ϕc = +∞ it is known
by [24, Remark 5.1.8] that the first marginal of the law Q∞ is concentrated on trajectories π ∈
D(0, T ;M+(Td)) such that πt ≪ L
T
d for all 0 ≤ t ≤ T . Thus by Theorem 3.2(d) in case ϕc = +∞
in place Theorem 3.2(c) it holds that σt ≪ L
T
d and dσtdL
T
d
≤ ‖g′‖∞ dπtdL
T
d
for almost all 0 ≤ t ≤ T .
In particular ‖σ‖TV ;∞ ≤ ‖g′‖∞µ0(Td) Q3-a.s. for all σ ∈ L∞w∗(0, T ;M+(Td)). Also, as will be clear
from the proof, when ϕc = +∞ instead of Theorem 3.2(e) it only holds that σt ∈ W 1,1(Td) a.s. for
all 0 ≤ t ≤ T .
Theorem 3.3 Any subsequential limit point Q3 of the sequence {QN3 } of the third marginals on
L∞w∗(0, T ;M+(Td)) of the laws QN defined in (47) is concentrated on a w∗-measurable subspace of
path-measures Ω0 ⊆ L∞w∗(0, T ;M+,ac(Td)) ≤ L∞w∗(0, T ;M(Td)) such that for all σ ≡ dσdL
T
d
∈ Ω0
there exist L2((0, T )×Td)-functions (L1((0, T )×Td) if the ZRP is non-condensing) denoted by ∂jσ,
j = 1, . . . , d, satisfying∫ T
0
∫
T
d
∂jHt(u)σ(t, u) du dt = −
∫ T
0
∫
T
d
Ht(x)∂jσ(t, u) du dt (49)
and, setting ∇σ :=∑dj=1 ∂jσ · ej for all σ ∈ Ω0, the energy estimate∫ T
0
∫
T
d
‖∇σ(t, u)‖2
σ(t, u)
du dt < +∞. (50)
holds. In particular Q3 is concentrated in trajectories σ ∈ L∞w∗(0, T ;M+,ac(Td)) such that σt ∈
H1(Td) (σt ∈W 1,1(Td) if the ZRP is non-condensing) for almost all 0 ≤ t ≤ T .
Theorem 3.4 Let QN,ℓ := piN,ℓ♯ P
N be the law of the empirical generalized Young distribution of the
ZRP and let
Q ∈ Lim
ℓ→+∞
Lim
N→+∞
QN,ℓ
be any limit point of {QN,ℓ}. Then Q is concentrated on generalized Young-measure-valued weak
solutions pi ∈ L∞w∗(0, T ;Y1,m(Td)) of the non-linear diffusion equation
∂tpi = ∆Φ(pi)
in the sense of (36) which (with the map Φ(ρpit) being defined as in (24)) also satisfy the energy
estimate ∫ T
0
∫
T
d
‖∇Φ(ρpit)(u)‖2
Φ(ρpit)(u)
du dt < +∞. (51)
The next result concerns the two-blocks estimate for asymptotically linear cylinder maps Ψ: Md∞ →
R. Although we do not prove the full two-blocks estimate we prove a comparison property for the
micro and macro-empirical density processes and a characterization of when the micro and macro-
empirical processes piN,ℓ and piN,ε are interchangeable in the limit as N → ∞, ε → 0 and then
ℓ → ∞. We will restrict attention to a subfamily {pik(ℓ)N ,mℓ}(N,ℓ) of the micro-empirical processes
along which the laws Qk
(ℓ)
N
,mℓ = pi
k
(ℓ)
N
,mℓ
♯ P
k
(ℓ)
N converge. As a first we prove a truncated double-block
estimate which in essence allows us to replace the mean number of particles ηℓ(x) around a point
x ∈ TdN with the truncated double-block average (ηℓ(x) ∧M)[Nε]. In terms of the micro-truncated
double-block empirical density piN,ℓ;M ;ε : D(0, T ;MdN)→ L∞w∗(0, T ;M1(Td ×R+)) defined by
⟪F,piN,ℓ;M,ε⟫ =
∫ T
0
1
Nd
∑
x∈TdN
{
Ft
( x
N
, (ηℓt (x) ∧M)[Nε]
)
+RFt
( x
N
)
(ηℓt (x) −M)+[Nε]
}
dt (52)
Furthermore, using the truncated double-block estimate we are able to compare the micro and
macro-empirical densities piN,ℓ and piN,ε as N → +∞, ε→ 0 and ℓ→ +∞.
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Theorem 3.5 (Two-blocks comparison) Let {k(ℓ)N }∞N=1, ℓ ∈ N, and {mℓ}∞ℓ=1 be diverging sequences
such that the subfamily of the micro-empirical laws
QN,ℓ∗ := Q
k
(ℓ)
N ,mℓ = pi
k
(ℓ)
N ,mℓ
♯ P
k
(ℓ)
N
converges weakly to a probability law Q∞,∞∗ ∈ PL∞w∗(0, T ;Y1(Td)) as N ↑ ∞ and then ℓ → ∞.
(a) (Truncated double-block estimate) For all asymptotically linear maps Ψ ∈ C1(R+) and all
G ∈ L1(0, T ;C(Td))
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
E
k
(ℓ)
N
∣∣⟪G,BΨ(pik(ℓ)N ,mℓ)−BΨ(pik(ℓ)N ,mℓ;M ;ε)⟫∣∣ = 0. (53)
Consequently any subsequential limit point of the family of laws
(pik
(ℓ)
N ,mℓ ,pik
(ℓ)
N ,mℓ;M ;ε)♯P
k
(ℓ)
N ∈ PL∞w∗(0, T ;P1(Td ×R+))2
as N → +∞, ε→ 0, ℓ→ +∞ and then M → +∞ is concentrated on a measurable set of trajectory
pairs (pi∞,pi0) ∈ L∞w∗(0, T ;Y1(Td))2 such that BΨ(pi∞) = BΨ(pi0) for all Ψ ∈ C1(R+).
(b) (Micro-macro block comparison) Any limit point of the family of laws
Q
N,ℓ,ε
∗ := (pi
k
(ℓ)
N ,mℓ ,pik
(ℓ)
N ,ε)♯P
k
(ℓ)
N ∈ PL∞w∗(0, T ;P1(Td ×R+))2 (54)
as N → +∞, ε→ 0 and ℓ→ +∞ is concentrated on a measurable set of trajectory pairs (pi∞,pi0) ∈
L∞w∗(0, T ;Y1(Td))2 such that for almost all t ∈ [0, T ]
(i) B(pi∞t ) = B(pi
0
t ) where B : P1(T
d ×R+)→M+(Td) is the barycentric projection.
(ii) The disintegrations (ρupi∞t )u∈Td , (ρ
u
pi0t
)u∈Td satisfy ρ
u
pi∞t
≤st ρupi0t for Lebesgue a.s. all u ∈ T
d,
i.e. for almost all u ∈ Td∫
Ψdρupi∞t ≤
∫
Ψdρupi0t
, for all non-decreasing maps Ψ ∈ C1(R+).
(iii) ρ⊥pi∞t ≥ ρ⊥pi0t , i.e. ρ
⊥
pi∞t
(f) ≥ ρ⊥
pi0t
(f) for all f ∈ C+(Td).
(c) Finally, the two-blocks estimate holds in the class C1,↑(R+) of non-decreasing maps Ψ ∈ C1(R+)
in the sense that the subsequential limit set
Q
∞,∞,0
∗ := Lim
ℓ↑,ε↓0,N↑∞
Q
N,ℓ,ε
∗ ⊆ PL∞w∗(0, T ;Y1(Td))
of the family defined in (54) satisfies
Q
∗{
(pi∞,pi0)
∣∣ BΨ(pi∞) = BΨ(pi0), ∀Ψ ∈ C1,↑(R+)} = 1, ∀Q∗ ∈Q∞,∞,0∗ (55)
if and only if for any subfamily {(k(m
(1)
ℓ
)
k
(1;ℓ,i)
N
,m
m
(1)
ℓ
, ε
(1;ℓ)
i } of {(k(ℓ)N ,mℓ, ε)}, where the sequence {m(1)ℓ }ℓ∈N
is diverging, the sequences {ε(1;ℓ)i }∞i=1 converge to 0 for all ℓ ∈ N and {k(1;ℓ,i)N }∞N=1 is diverging for
all i, ℓ ∈ N, there exists a further subfamily{(
k
(
m
(1)
m
(2)
ℓ
)
k
(1;m(2)ℓ ,ε
(2;ℓ)
i )
k
(2;ℓ,i)
N
,m
m
(1)
m
(2)
ℓ
, ε
(
1;m
(2)
ℓ
)
ε
(2;ℓ)
i
)}
=: {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}(N,ℓ,i) (56)
of {(k(ℓ)N ,mℓ, ε)} along which
lim sup
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N
∫ T
0
1
(k¯
(ℓ,i)
N )
d
∑
x∈Td
k¯
(ℓ,i)
N
[(ηm¯ℓt (x) −M)+][k¯
(ℓ,i)
N
ε¯
(ℓ)
i ]
1[0,M ](η
m¯ℓ
t (x)
[k¯
(ℓ,i)
N
ε¯
(ℓ)
i ]) dt = 0. (57)
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Remark 3.1 In case the two-blocks estimate as stated in (55) holds then it also holds for all maps
Ψ ∈ C1(R+), i.e.
Q
∗{
(pi∞,pi0)
∣∣ BΨ(pi∞) = BΨ(pi0), ∀Ψ ∈ C1(R+)} = 1, ∀Q∗ ∈ Q∞,∞,0∗ . (58)
Indeed, since any function Ψ ∈ C1(R+) ∩ Lip(R+) can be written as the difference Ψ = Ψ1 −Ψ2 of
two non-decreasing maps Ψ1,Ψ2 ∈ C1,↑(R+) and any map Ψ ∈ C1(R+) can be approximated by the
sequence of Lipschitz maps Ψk(λ) := Ψ0,k(λ) + Ψ
′(∞)λ, k ∈ N, where Ψ0,k are the Moreau-Yosida
approximations, given by (186), of the sublinear part Ψ0(λ) := Ψ(λ)−Ψ′(∞)λ of Ψ, (58) follows by
the dominated convergence theorem.
By the one-block estimate and the two-blocks comparison we obtain the following one-sided
version of the replacement lemma in terms of the subsequential limit points of the family of joint
laws
Q
N
Ψ := (σ
N,Ψ, πN )♯P
N ∈ P(L∞w∗(0, T ;M(Td))×D(0, T ;M+(Td)), N ∈ N. (59)
Theorem 3.6 (Super-replacement lemma) Let Ψ: R+ → R be the extended homologue function
defined in (13) of a sublinear cylinder map Ψ: Md∞ → R+. Then:
(a) The map
D(0, T ;M+(Td)) ∋ π 7→
(
Ψ(πact ) dLTd
)
0≤t≤T
=: IΨ(π) ∈ L∞w∗(0, T ;M+(Td)), (60)
where π = πac + π⊥ is the Radon Nikodym decomposition of π with respect to Lebesgue measure, is
measurable and if the extended homologue Ψ is non-decreasing then for all subsequential limit points
Q
∞
Ψ ∈ Q
∞
Ψ := Lim
N↑∞
Q
N
Ψ
it holds that σΨ ≤ Ψ(πac) dL
T
d for Q
∞
Ψ -.a.s. all (σ
Ψ, π) ∈ L∞w∗(0, T ;M+(Td))×D(0, T ;M+(Td)).
Furthermore, if each diverging sequence {kN}∞N=1 has a subsequence, still denoted by {kN}, such
that any subfamily {(k(ℓ)N ,mℓ)}(N,ℓ) of {(kN , ℓ)}(N,ℓ) has a subfamily, still denoted by {(k(ℓ)N ,mℓ)}(N,ℓ),
such that any subfamily {(k(ℓ,i)N ,mℓ, ε(ℓ)i )} of {(k(ℓ)N ,mℓ, ε)} has a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}
along which (57) holds, then the full replacement lemma holds in the sense that for all sublinear
cylinder maps Ψ: Md∞ → R+
Q
∞
Ψ
{
σΨ = Ψ(πac) dL
T
d
}
= 1, ∀Q∞Ψ ∈ Q
∞
Ψ .
By assuming that for a sequence {µN0 } of initial distributions of the ZRP the condition for
the validity of the two-blocks estimate is satisfied, at least in some small time interval [0, T0], one
obtains by the continuity equation (48) and the replacement lemma that all limit points of the laws
QN = πN♯ ∈ PD(0, T ;M+(Td)) are concentrated on trajectories π ∈ C(0, T ;M+(Td)) such that
Φ(πac) ≡ Φ(πac ∧ ρc) ∈ H1(Td), the equation
∂tπ = ∆Φ(π
ac), π = πac + π⊥, πac ≪ L
T
d , π⊥ ⊥ L
T
d
holds in the sense of distributions and satisfy the energy estimate∫ T
0
∫
{πact >0}
‖∇Φ(πact (u))‖2
πact (u)
du dt < +∞.
4 Generalized Young measures
Our main goal is to study in more detail the space Mr(Td ×R+) := Cr(Td ×R+)∗ of generalized
Young-functionals. By definition they are the continuous linear functionals of the space Cr(T
d×R+),
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which is defined in (19). We recall also the recession operator Rr : Cr(T
d × R+) → C(Td) which
is defined in (20). Since the limit in the definition of the recession operator Rr is assumed to be
uniform it follows that Rr is a contraction. Indeed for any F ∈ Cr(Td ×R+) we have that
‖RrF‖∞ = lim
λ→+∞
‖F (λ,r)‖∞ ≤ ‖F‖∞,r.
Here we denote by F (λ,r) ∈ C(Td) the map F (λ,r) := F (·,λ)1+λr . Furthermore Rr is surjective since for
any f ∈ C(Td) we have that RrF = f where F ∈ Cr(Td×R+) is given by F (u, λ) = f(u)λr and its
kernel is kerRr = Cr(T
d ×R+). As is shown in Theorem 4.2 of Section 4.1, by a simple application
of the classic Riesz isomorphism C0(T
d ×R+)∗ =M(Td ×R+)
(Cr(T
d ×R+), ‖ · ‖∞,r)∗ ∼= (Mr(Td ×R+), ‖ · ‖TV ;r). (61)
We will also identify the spaces C(Td)∗ and M(Td) via the classic Riesz isomorphism. Thus the
adjoint R∗r of the recession operator yields a bounded and w
∗-continuous operator R∗r : M(Td) →
Mr(Td ×R+) via the formula R∗(µ)(F ) =
∫
T
d RF dµ. We introduce also the extension operator
E : Mr(Td ×R+) ∼= Cr(Td ×R+)∗ →Mr(Td ×R+) := Cr(Td ×R+)∗
defined by
E(ρ)(F ) =
∫
T
d×R+
F dρ, F ∈ Cr(Td ×R+). (62)
This extension operator is well defined since Cr(T
d × R+) ⊆
⋂
ρ∈Mr(Td×R+)
L1(ρ), where in the
calligraphic L1-spaces we do not identify almost surely equal functions.
Lemma 4.1 The extension operator E : Mr(Td ×R+)→Mr(Td ×R+) is the pointwise w∗-limit
of a sequence of w∗-continuous operators and thus it is w∗-measurable.
Proof For each M > 0 let ΠM : Cr(T
d ×R+) → Cr(Td ×R+) be the linear operator defined by
ΠM (F )(u, λ) = F (u, λ∧M). Then ΠM is a contraction and its adjoint EM := Π∗M : Mr(Td×R+)→
Mr(Td ×R+) is w∗-continuous. Thus it suffices to show that EM w∗-converges pointwise to E as
M → +∞. Of course then E will be w∗-measurable by Proposition A.3 in the appendix. So let
ρ ∈Mr(Td ×R+). For each M > 0 and F ∈ Cr(Td ×R+)
|E(ρ)(F )− EM (ρ)(F )| ≤
∫
|F (u, λ)− F (u, λ ∧M)| d|ρ|(u, λ).
Obviously F (u, λ)−F (u, λ∧M) −→ 0 asM → +∞ and |F (u, λ)−F (u, λ∧M)| ≤ 2‖F‖∞,r(1+λr) ∈
L1(|ρ|) so that an application of the dominated convergence theorem concludes the proof. 
A generalized Young measure pi is called regular if (E ◦ j∗)(pi) = pi where j∗ is the adjoint of the
natural inclusion j : Cr(T
d × R+) → Cr(Td × R+) and it is called singular if j∗(pi) = 0. Thus a
generalized Young measure pi is regular if it is of the form pi(F ) =
∫
F dρ for some ρ ∈ Mr(Td×R+)
and singular if it vanishes on all maps F ∈ Cr(Td ×R+), which as we will see implies that it is of
the form pi(F ) = R∗(µ)(F ) =
∫
T
d RF dµ for some measure µ ∈M(Td).
In the context of generalized Young measures we will denote by U : Td×R+ → Td and Λ: Td×
R+ → R+ the natural projections. It is easy to see that for r ∈ R+ and any continuous function
Ψ: R+ → R+ such that
lim
λ→+∞
Ψ(λ)
λr
= 1,
the space Cr(T
d ×R+) can be split as the direct sum
Cr(T
d ×R+) = Cr(Td ×R+)⊕Ψ(Λ) · [C(Td) ◦ U ],
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where Ψ(Λ) · [C(Td) ◦ U ] = {Ψ(Λ)(f ◦ U) ∣∣ f ∈ C(Td)}.
In Section 4.1 we prove the Riesz isomoprhism (61) for ordinary Young measures. In Section 4.2
we prove the representation Theorem 4.1 below which yields the decomposition of a generalized
Young measure pi into a regular and a singular part. Then we adapt these results to the level
of path-measures in Section 4.3 and finally in Section 4.4 we describe the barycentric projection
B : M1(Td ×R+)→M(Td).
Theorem 4.1 (a) Let the product space Mr(Td ×R+)×M(Td) be equipped with the norm
‖(ρ, µ)‖TV ;r := sup
F∈Cr(Td×R+)\{0}
∫
Fdρ+
∫
RFdµ
‖F‖∞,r . (63)
The norm ‖ · ‖TV ;r satisfies
max{‖ρ‖TV ;r + ‖µ‖TV } ≤ ‖(ρ, µ)‖TV,r ≤ ‖ρ‖TV ;r + ‖µ‖TV (64)
and thus is equivalent to all the product norms on Mr(Td ×R+)×M(Td).
(b) There is a unique isometry I = (I1, I2) : Mr(Td ×R+)→Mr(Td ×R+)×M(Td) such that
pi(F ) =
∫
T
d×R+
F d(E ◦ I1)(pi) +
∫
T
d
RF dI2(pi), for all F ∈ Cr(Td ×R+). (65)
Its inverse J = I−1 is given by J(ρ, µ) = E(ρ) +R∗(µ), i.e.
J(ρ, µ)(F ) =
(
E(ρ) +R∗(µ)
)
(F ) =
∫
F dρ+
∫
RF dµ, F ∈ Cr(Td ×R+). (66)
(c) The first coordinate I1 of I is the restriction operator j∗, i.e. the adjoint of the natural inclusion
j : Cr(T
d ×R+) →֒ Cr(Td ×R+), the second coordinate I2 is given by the formula
I2(pi)(f) = lim
M→+∞
pi
(
(Λ −M)+Λr−1f(U)). (67)
(d) The isometry I is positive i.e. it satisfies
I
(Mr,+(Td ×R+)) =Mr,+(Td ×R+)×M+(Td). (68)
(e) The first coordinate I1 = j∗ of the isometry I is w∗-continuous and the restriction of the second
coordinate I2 on Mr,+(Td×R+) is positively upper w∗-semicontinuous in the sense that for any net
{piα}α∈A ⊆Mr,+(Td×R+) converging to pi ∈Mr,+(Td×R+) in the w∗-topology of Mr(Td×R+)
and any non-negative map f ∈ C+(Td)
lim sup
α
I2(piα)(f) ≤ I2(pi)(f). (69)
Before proceeding with the proof of Theorem 4.1 let us see how it can easily be rephrased to yield
a uniquely defined decomposition of a generalized Young measure into a regular and singular part.
Corollary 4.1 (a) For any pi ∈ Mr(Td × R+) there exists a uniquely determined decomposition
pi = p̂i + pi⊥ of pi where p̂i ∈ Mr(Td × R+) is regular and pi⊥ ∈ Mr(Td ×R+) is singular. This
decomposition satisfies
max{‖p̂i‖TV,r, ‖pi⊥‖TV,r} ≤ ‖pi‖TV,r ≤ ‖p̂i‖TV,r + ‖pi⊥‖TV,r (70)
and pi is non-negative if and only if both p̂i and pi⊥ are non-negative.
(b) The operators D̂,D⊥ : Mr(Td ×R+)→Mr(Td ×R+) defined by D̂(pi) = p̂i and D⊥(pi) = pi⊥
are linear, bounded and w∗-Baire.
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(c) The restriction D̂|MR,+(Td×R+) of D̂ on Mr(Td × R+) is positively w∗-lower semicontinuous
and the restriction D⊥|Mr,+(Td×R+) is positively w∗-upper semicontinuous, i.e. for any map F ∈
Cr,+(T
d ×R+) and any net {piα}α∈A ⊆Mr,+(Td ×R+) converging to some pi ∈ Mr,+(Td ×R+)
in the w∗-topology
lim inf
α
piα(F ) ≥ p̂i(F ) and lim sup
α
pi⊥α (F ) ≤ pi⊥(F ). (71)
Proof (a) Let pi ∈ Mr(Td × R+), let I = (I1, I2) be the isometry of Theorem 4.1 and set p̂i :=
E(I1(pi)) and pi⊥ := R∗(I2(pi)) where E and R are the recession operators. Then since E is a right
inverse of the restriction operator j∗, i.e. j∗ ◦ E = idMr(Td×R+) it obviously holds that
(E ◦ j∗)(p̂i) = E ◦ (j∗ ◦ E)(I1(pi)) = E(I1(pi)) = p̂i
so that p̂i is regular. Since R ◦ j ≡ 0 and thus j∗ ◦R∗ ≡ 0 it also holds that j∗(pi⊥) = j∗(R∗(pi)) = 0.
Thus pi⊥ is singular and by the formula of J := I−1
E(I1(pi)) +R∗(I2(pi)) = J(I(pi)) = pi
so that (p̂i,pi⊥) is a decomposition of pi as the sum of a regular and a singular generalized Young
measure. The decomposition pi = p̂i+pi⊥ is unique since if pi = p̂i1+pi
⊥
1 is another decomposition of
pi as a sum of a regular and singular generalized Young measure then pi⊥ −pi⊥1 is singular and thus
(p̂i − p̂i1)(F ) = (pi⊥1 − pi⊥)(F ) = 0 for any F ∈ Cr(Td ×R+). Thus j∗(p̂i − p̂i1) = 0 and therefore
since p̂i, p̂i1 are regular
p̂i − p̂i1 = E(j∗(p̂i − p̂i1)) = 0,
which proves that the decomposition of generalized Young measures as a sum of regular and singular
generalized Young measures is unique. Since E is norm-preserving and, as we will see in the proof
of Theorem 4.1, the adjoint R∗ of the recession operator is also norm-preserving, inequalities (70)
follow by (a) of Theorem 4.1. The fact that pi is non-negative if and only if p̂i and pi⊥ follows by
(d) of the same Theorem. For the proof of (b) we note that D̂ = E ◦ j∗ is w∗-Baire according to
Proposition A.5 as the composition of a w∗-continuous operator j∗ with the w∗-Baire operator E.
Consequently D⊥ = idMr(Td×R+) − D̂ is also w∗-Baire. Finally the semicontinuity property (71)
follows by Theorem 4.1(e) since pi⊥ = R∗ ◦ I2(pi), R∗ is w∗-continuous and pi = p̂i + pi⊥. 
As it is evident by the proof of this corollary, the regular and singular decomposition operators
ae given by the explicit relations
D̂ = E ◦ j∗, D⊥ = R∗ ◦ I2, (72)
where E : M1(Td × R+) → M1(Td × R+) is the natural extension operator defined in (62),
j : C1(T
d×R+) →֒ C1(Td×R+) is the natural subspace inclusion, R∗ : M(Td)→M1(Td×R+) is
the adjoint of the recession operator R defined in (20) and I2 is the second coordinate of the isometry
I of Theorem 4.1.
4.1 A Riesz representation theorem for Young measures
Let Λ: Td ×R+ → R+ be the projection Λ(u, λ) = λ on the second coordinate. Likewise we will
denote by U : Td ×R+ → Td the projection on the first coordinate. Given r ∈ (0,∞) we denote by
Br(T
d ×R) the set of all measurable real-valued functions on Td ×R+ with bounded polynomial
growth of order r, i.e.
Br(T
d ×R+) :=
{
F ∈ L0(Td ×R+)
∣∣∣ |F | ≤ C(1 + Λr) for some C ≥ 0}.
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Here L0(Td ×R+) is the space of all measurable maps F : Td ×R+ → R. By convention B0(Td ×
R+) = B(T
d×R+) and for r = +∞ we define B∞(Td×R+) the set of all measurable maps that map
bounded sets to bounded sets. As a shorthand we setBrC
k(Td×R+) := Br(Td×R+)∩Ck(Td×R+),
k ∈ Z+.
Also, we will denote by Mr(Td ×R+) the space of all finite Borel signed measures on Td ×R+
with finite r-th moments, i.e.
Mr(Td ×R+) :=
{
ρ ∈M(Td ×R+)
∣∣∣ ∥∥Λ∥∥Lp(|ρ|) <∞}.
Here for r ∈ (0, 1) we set ‖Λ‖Lr(|ρ|) :=
∫
Λr d|ρ|. Again we setM0(Td×R+) =M(Td×R+). Note
thatM∞(Td ×R+) is the space of all finite signed measures with bounded support. Finally, we set
Mr,+(Td ×R) :=M+(Td ×R+) ∩Mr(Td ×R) the set of non-negative measures with finite r-th
moments and Pr(T
d ×R+) := P(Td ×R+) ∩Mr(Td ×R+) the set of probability measures with
finite r-th moments. Then for all r ∈ [0,+∞]
Br(T
d ×R+) =
⋂
ρ∈Pr(Td×R+)
L1(ρ).
Proposition 4.1 Let r ∈ (0,∞). Then
(a) The space Br(T
d ×R+) becomes a Banach spaces with the norm
‖F‖∞,r :=
∥∥∥ |F |
1 + Λr
∥∥∥
∞
= sup
(u,λ)∈Td×R+
|F (u, λ)|
1 + λr
, F ∈ Br(Td ×R+).
(b) Convergence with respect to ‖ · ‖∞,r implies uniform convergence in bounded subsets of Td ×R+
(but not the converse). Therefore the subspace BrC(T
d ×R+) ≤ Br(Td ×R+) is closed, and thus
a Banach space when equipped with the restriction of ‖ · ‖∞,r.
(c) The space Mr(Td ×R+) becomes a Banach space when equipped with the norm
‖ρ‖TV,r = ‖ρ‖TV + ‖Λ‖r∨1Lr(|ρ|) = ‖(1 + Λr)dρ‖TV , ρ ∈ Mr(Td ×R+).
(d) The bilinear map 〈·, ·〉 : Br(Td ×R+)×Mr(Td ×R+) −→ R given by 〈F,ρ〉 =
∫
F dρ satisfies
|〈F,ρ〉| ≤ ‖F‖∞,r‖ρ‖TV,r (73)
for all (F,ρ) ∈ Br(Td ×R+)×Mr(Td ×R+) and is a strongly non-degenerate dual pairing, i.e. it
induces the linear isometric inclusions
Br(T
d ×R+) ∋ F 7→ 〈F, ·〉 ∈ Mr(Td ×R+)∗,
Mr(Td ×R+) ∋ ρ 7→ 〈·,ρ〉 ∈ Br(Td ×R+)∗.
(e) The pairing 〈·, ·〉 is also a strongly non-degenerate dual pairing between the spaces BrC(Td×R+)
and Mr(Td ×R+).
Proof (a) Let {Fn} ⊆ Br(Td × R+) be a Cauchy sequence. Then the sequence Gn := Fn1+Λr is a
Cauchy sequence in B(Td ×R+) which is a Banach space. Thus there exists G ∈ B(Td ×R+) such
that ‖Gn − G‖∞ −→ 0. But then F := G(1 + Λr) ∈ Br(Td ×R+) and ‖Fn − F‖∞,r −→ 0 which
proves that Br(T
d ×R+) is Banach. To prove (b) we suppose that Fn −→ 0 in Br(Td ×R+) and
let M > 0. Then
sup
T
d×[0,M ]
|Fn| = (1 +M r) sup
T
d×[0,M ]
|Fn|
1 +M r
≤ (1 +M r)‖Fn‖∞;p n→+∞−→ 0.
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Therefore convergence in Br(T
d×R+) implies uniform convergence in bounded subsets of Td×R+.
To see that the converse is false consider the family {Λq}0<q≤r ⊆ Bp(Td ×R+). It is obvious that
Λq −→ Λr uniformly in bounded subsets of Td × R+ as q → r, while ‖Λr − Λq‖∞,p ≥ 1 for all
q < r. The claim (c) follows from the fact that (M(Td ×R+), ‖ · ‖TV ) is a Banach space, since the
function Tr :Mr(Td ×R+) −→M(Td ×R+) defined by Tr(ρ) = (1 + Λr) dρ is a surjective linear
isometry. For the proof of the remaining claims (d) and (e) we note that inequality (73) is obvious
and it readily implies that ‖〈F, ·〉‖Mr(Td×R+)∗ ≤ ‖F‖∞,r and ‖〈·,ρ〉‖Br(Td×R+)∗ ≤ ‖ρ‖TV ;r for all
F ∈ Br(Td ×R+) and all ρ ∈Mr(Td ×R+). On the other hand, we have that
‖〈F, ·〉‖Mr(Td×R+)∗ = sup
ρ6=0
|〈F,ρ〉|
‖ρ‖TV,r ≥ sup(u,λ)∈Td×R+
|〈F, δ(u,λ)〉|
‖δ(u,λ)‖TV,r = ‖F‖∞,r,
for all F ∈ Br(Td ×R+) and therefore ‖〈F, ·〉‖ = ‖F‖∞,r. Since ‖ρ‖BrC(Td×R+)∗ ≤ ‖ρ‖Br(Td×R+)∗
in order to complete the proof of the proposition it remains to show that ‖ρ‖TV ;r ≤ ‖ρ‖BrC(Td×R+)∗
for all ρ ∈Mr(Td×R+). So let ρ ∈ Mr(Td×R+) and let X = P ∪N be a Hahn decomposition of
T
d ×R+ with respect to ρ. Since Td ×R+ is polish, the finite measures ρ+ = ρ|P and ρ− = −ρ|N
are regular and thus for every n ∈ N there exist compact sets KnP ⊆ P , KnN ⊆ N such that
ρ+(P \KnP )∨ρ−(N \KnN) ≤ 1n for all n ∈ N. Of course we can assume that the sequences {KnP}n∈N
and {KnN}n∈N are increasing and if we set K∞P :=
⋃
n∈NK
n
P , K
∞
N :=
⋃
n∈NK
n
N we obviously have
that ρ+(P \K∞P ) = ρ−(N \K∞N ) = 0. Since Td ×R+ is a metric space, there exist for every n ∈ N
functions φnP , φ
n
N ∈ BC(Td ×R+) such that 1KnP ≤ φnP ≤ 1−1KnN and 1KnN ≤ φnN ≤ 1−1KnP for all
n ∈ N. Obviously the sequences {φnP }, {φnN} converge pointwise in K∞P ∪K∞N . In particular
lim
n→∞
φnP =
{
1, in K∞P
0, in K∞N
lim
n→∞
φnN =
{
0, in K∞P
1, in K∞N
.
But |ρ|(K∞P ∪K∞N ) = |ρ|(Td ×R+) and therefore
lim
n→∞
φnP = 1K∞P = 1P , limn→∞
φnN = 1K∞N = 1N , |ρ|-a.e..
Since |(φnP −φnN )(1+Λp)| ≤ (1+Λr) ∈ L1(|ρ|) we have by the dominated convergence theorem that
lim
n→∞
∫
(φnP − φnN )(1 + Λr) dρ =
∫
(1P − 1N )(1 + Λr) dµ =
∫
(1 + Λr) d|ρ| = ‖ρ‖TV ;r.
Therefore since −1 ≤ 21Kn
P
− 1 ≤ φnP − φnN ≤ 1− 21KnN ≤ 1,
‖〈·,ρ〉‖BrC(Td×R+)∗ = sup
‖F‖∞,r≤1
〈F,ρ〉 ≥ lim
n→∞
∫
(φnP − φnN )(1 + Λp) dρ = ‖ρ‖TV,r
and the proof is complete. 
We will denote by C0(T
d×R+) the subspace of BC(Td×R+) consisting of functions that vanish
at infinity, i.e. F ∈ C0(Td ×R+) if and only if
lim
λ→+∞
sup
u∈Td
|F (u, λ)| = 0,
which is a separable closed subspace of BC(Td × R+). As we will see, by applying the Riesz
representation theorem according to which C0(T
d ×R+)∗ =M(Td ×R+) it follows that Mr(Td ×
R+) is a dual space, with separable predual the space
Cr(T
d ×R+) :=
{
F ∈ BrC(Td ×R+)
∣∣∣ F/(1 + Λr) ∈ C0(Td ×R+)}.
Since C0(T
d×R+) it follows that Cr(Td×R+) is also a closed separable subspace of BrC(Td×R+)
and so Cr(T
d ×R+) is a separable Banach space with the restriction of the norm ‖ · ‖∞,r.
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Proposition 4.2 For any r ∈ [0,+∞) the dual pairing
〈·, ·〉 : BrC(Td ×R+)×Mr(Td ×R+)→ R
induces a linear surjective isometry
Ir : (Mr(Td ×R+), ‖ · ‖TV ;r)→ (Cr(Td ×R+), ‖ · ‖∞,r)∗
via the formula Ir(ρ)(F ) = 〈F,ρ〉. In particular
‖ρ‖TV ;r = sup
F∈Cr(T
d×R+)
F 6=0
∫
Fdρ
‖F‖∞,r , ρ ∈Mr(T
d ×R+).
Proof According to our definitions, the case r = 0 is the Riesz representation theorem. The
case r > 0 is a simple consequence of the Riesz representation theorem. Indeed, recall that we have
denoted by Tr : M(Td×R+)→Mr(Td×R+) the surjective isometry defined by Tr(ρ) = (1+Λr)dρ.
Also, the operator Sr : Cr(T
d ×R+)→ C0(Td ×R+) defined by Sr(F ) = F1+Λr is a linear surjective
isometry and its adjoint S∗r : C0(T
d ×R+)∗ → C0(Td ×R+)∗ is also an isometry. It is elementary
to check that the operator Ir makes the diagram
M0(Td ×R+) C0(Td ×R+)∗
Mr(Td ×R+) Cr(Td ×R+)∗
I0
Tr S
∗
r
Ir
(74)
commutative. Therefore Ir = S
∗
r ◦ I0 ◦T−1r is a linear surjective isometry as the composition of three
surjective isometries. 
The w∗-topology that the spaceMr(Td×R+) inherits as the dual of the separable Banach space
Cr(T
d×R+) will be called the Cr-topology. The Wasserstein topology of order r is the (metrizable)
topology characterized by
lim
n→+∞
ρn = ρ ⇐⇒ lim
n→+∞
∫
F dρn =
∫
F dρ, ∀ F ∈ BrC(Td ×R+).
Since BqC(T
d ×R+) ⊆ Cr(Td ×R+) for all q < r the Cr-topology is obviously stronger than the
Wasserstein topology of order q for all q < r but weaker than the Wasserstein topology of order r.
In fact limn→∞ ρn = ρ in the r-th Wasserstein topology if and only if ρn −→ ρ in the Cr-topology
and limn→∞
∫
Λr dρn =
∫
Λr dρ.
Proposition 4.3 The space Cr(T
d×R+) is a closed subspace of BrC(Td×R+) and thus a Banach
space when equipped with the norm ‖ · ‖∞,r.
Proof Let {Fn}∞n=1 ⊆ Cr(Td ×R+) be a sequence converging to F ∈ BrC(Td ×R+), i.e.
lim
n→+∞
‖Fn − F‖∞,r = 0. (75)
By the definition of the space Cr(T
d×R+) for each n ∈ N there exists Fn ∈ C(Td), i.e. Fn := RFn
is the recession function of Fn, such that
lim
λ→+∞
‖F (λ,r)n − Fn‖∞ = 0, F (λ,r)(·) :=
F (·, λ)
1 + λr
∈ C(Td), λ ≥ 0. (76)
With this notation ‖F‖∞,r = supλ≥0 ‖F (λ,r)‖∞ for any F ∈ BrC(Td×R+) and thus for all n,m ∈ N
‖Fn − Fm‖∞ ≤ ‖Fn − F (λ,r)n ‖∞ + ‖Fn − Fm‖∞,r + ‖F (λ,r)m − Fm‖∞.
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Taking the limit as λ → +∞ we obtain by (76) that ‖Fn − Fm‖∞ ≤ ‖Fn − Fm‖∞,r which shows
that {Fn} is Cauchy in C(Td) since {Fn} converges to F in BrC(Td×R+). Therefore, since C(Td)
is Banach, there exists F ∈ C(Td) such that limn→+∞ ‖Fn − F‖∞ = 0 and with F being the limit
of {Fn} in BrC(Td ×R+) we have to show that
lim
λ→+∞
‖F (λ,r) − F‖∞ = 0. (77)
But
lim
λ→+∞
‖F (λ,r) − F‖∞ = lim
λ→+∞
lim
n→+∞
‖F (λ,r)n − Fn‖∞
and thus in order for (77) to hold the double limit as n → +∞ and then λ → +∞ above must
be interchangeable. But this is indeed true since by the assumption that {Fn} converges to F in
BrC(T
d ×R+) that the convergence limn→+∞ F (λ,r)n = F (λ,r) in C(Td) is in fact uniform over all
large λ and thus the double limit can be interchanged. Indeed, for all n ∈ N
sup
λ≥0
‖F (λ,r)n − F (λ,r)‖∞ = sup
λ≥0
∥∥∥Fn(·, λ) − F (·, λ)
1 + Λ(·, λ)r
∥∥∥
∞
= ‖Fn − F‖∞
and therefore
‖F (λ,r) − F‖ ≤ ‖F (λ,r) − F (λ,r)n ‖∞ + ‖F (λ,r)n − F‖∞ ≤ ‖Fn − F‖∞,r + ‖F (λ,r)n − F‖∞
which shows that
lim sup
λ→+∞
‖F (λ,r) − F‖ ≤ ‖Fn − F‖∞,r + ‖Fn − F‖∞
and taking the limit as n→ +∞ we conclude the proof. 
4.2 Proof of Theorem 4.1
The representation of generalized Young measures via a pair of an ordinary Young measure and a
Borel measure is based on the following two functional analytic lemmas. Before stating those lemmas
let us recall that for any Banach subspace C0 of a Banach space C0 we denote by
C⊥0 :=
{
pi ∈ C∗0
∣∣ pi(F ) = 0 for all F ∈ C0}
the annihilator of C0 in C
∗
0. If j : C0 →֒ C0 is the natural inclusion and j∗ : C
∗
0 → C∗0 its adjoint
operator j∗(pi) = pi|C0 , pi ∈ C
∗
0 then ker j
∗ = C⊥0 . In the abdtract Lemma 4.2 it might be useful
conceptually to have in mind the spaces C0 = Cr(T
d×R+), C0 = Cr(Td×R+) and E the extension
operator defined in (62) and in Lemma 4.3 that follows it the recession operatorR : C0 → C := C(Td)
with kernel kerR = C0.
Lemma 4.2 Let C0 be a subspace of the Banach space C0 and let j : C0 →֒ C0 be the natural
inclusion. Let E : C∗0 → C
∗
0 be a linear extension operator, i.e. j
∗ ◦ E = idC∗0 . Then the map
PE := idC∗0
− E ◦ j∗ : C∗0 → C
∗
0
is a linear projection on ker j∗ = C⊥0 , i.e. PE(C0) ⊆ C⊥0 and PE |C⊥0 = idC⊥0 and the map
TE = (j
∗, PE) : C
∗
0 → C∗0 × C⊥0 (78)
is a linear isomorphism with inverse SE given by
SE(ρ,pi
⊥) = E(ρ) + pi⊥, ∀(ρ,pi⊥) ∈ C∗0 × C⊥0 .
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Furthermore, the norm ‖ · ‖0 on C∗0 × C⊥0 that makes TE an isometry, i.e.
‖(ρ,pi⊥)‖0 := ‖SE(ρ,pi⊥)‖C∗0 = sup
‖F‖C0
6=0
E(ρ)(F ) + pi⊥(F )
‖F‖C0
, (ρ,pi⊥) ∈ C∗0 × C⊥0
satisfies
‖ρ‖C∗0 ≤ ‖(ρ,pi⊥)‖0 ≤ ‖E(ρ)‖C∗0 + ‖pi
⊥‖C∗0
and if E is such that for all F ∈ C0
∃{Fn} ⊆ F + C0 : ‖Fn‖C∗0 ≤ ‖F‖C∗0 and limn→+∞E(ρ)(Fn) = 0, ∀ρ ∈ C
∗
0 (79)
then also ‖(ρ,pi⊥)‖0 ≥ ‖pi⊥‖C∗0 and PE is a contraction.
Proof The kernel ker j∗ is always equal to the annihilator C⊥0 since j
∗(pi) = 0 if and only if pi(F0) = 0
for all F ∈ C0.. The map PE is obviously linear and it is a projection on ker j∗ since on one hand
j∗ ◦ PE = j∗ − j∗ ◦ (E ◦ j∗) = 0
which implies that ImPE := PE(C
∗
0) ⊆ ker j∗ and on the other hand for any pi⊥ ∈ C⊥0 we have
j∗(pi⊥) = 0 and thus PE(pi
⊥) = pi⊥ − E(j∗(pi⊥)) = pi⊥ − E(0) = pi⊥ so that PE |C⊥0 = idC⊥0 and
thus PE is indeed a linear projection on ImPE = ker j
∗ = C⊥0 . Furthermore the projection PE
induces the direct sum decomposition
C
∗
0 = kerPE ⊕ ImPE = ImE ⊕ ker j∗ = ImE ⊕ C⊥0 . (80)
Indeed, any pi ∈ C∗0 can be written as the sum pi = (pi − PE(pi)) + PE(pi). Here obviously PE(pi) ∈
ImPE = ker j
∗ and pi − PE(pi) = E(j∗(π)) ∈ ImE. But by the assumption j∗ ◦ E = idC∗0 we have
that
PE ◦ E = E − (E ◦ j∗) ◦ E = E − E = 0
and therefore ImE ⊆ kerPE . Of course it is obvious by the definition of PE that kerPE ⊆ ImE.
This sum in (80) is direct since if pi ∈ kerPE ∩ ImPE then on one hand we have that pi = E(j∗(pi))
while on the other hand pi ∈ ImPE = ker j∗ and thus pi = E(j∗(pi)) = E(0) = 0.
Consequently the map T˜E = (idC∗0
− PE , PE) : C∗0 → ImE × C⊥0 is a linear inverse of the
summation operation +: ImE × C⊥0 → C
∗
0. Furthermore the map E is necessarily injective as a
right inverse and since it is a right inverse for j∗ in fact ‖E(ρ)‖C∗0 ≥ ‖ρ‖C∗0 for all ρ ∈ C∗0 . In
particular ImE ∼= C∗0 with a linear isomorphism being the map j∗|ImE : ImE → C∗0 . Thus the map
j∗|ImE × idC⊥0 is a linear isomorphism and since j∗ ◦ PE = 0
(j∗|ImE × idC⊥0 ) ◦ T˜E =
(
j∗(idC∗0
− PE), PE
)
= (j∗, PE) = TE .
Thus the map TE defined in (78) is a linear isomorphism as the composition of linear isomorphisms.
Since T˜−1E = + and j
∗|−1ImE = E : C∗0 → ImE it follows that the inverse of TE is given by
SE = T
−1
E = T˜
−1
E ◦ (j∗|ImE × idC⊥0 )−1 = + ◦ (E × idC⊥0 ) = E + idC⊥0
as claimed.
We prove finally the bounds for the norm ‖ · ‖0 on C∗0 × C⊥0 . So let (ρ,pi⊥) ∈ C∗0 × C⊥0 . First,
since ‖F‖C0 = ‖F‖C0 and pi⊥(F ) = 0 for all F ∈ C0
‖(ρ,pi⊥)‖0 = sup
F∈C0\{0}
E(ρ)(F ) + pi⊥(F )
‖F‖C0
≥ sup
F∈C0\{0}
ρ(F )
‖F‖C0
= ‖ρ‖C∗0 .
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On the other hand we obviously have that ‖(ρ,pi⊥)‖0 ≤ ‖E(ρ)‖C∗0 + ‖pi⊥‖C∗0 and so it remains to
show the inequality ‖(ρ,pi⊥)‖0 ≥ ‖pi⊥‖C∗0 under the assumption that E satisfies property (79) for
all F ∈ C0. So let ε > 0 and choose Fε ∈ C0 such that ‖pi⊥‖C∗0 ≤
pi⊥(Fε)
‖Fε‖C0
− ε. There exists then a
sequence {F εn}∞n=1 ⊆ Fε+C0 such that ‖F εn‖C0 ≤ ‖Fε‖C0 and limn→+∞E(ρ)(F εn) = 0 for all ρ ∈ C∗0 .
Since {F εn} ⊆ Fε + C0 and pi⊥ ∈ C⊥0 we have that pi⊥(F εn) = pi⊥(Fε) for all n ∈ N and thus
‖(ρ,pi⊥)‖0 ≥ sup
n∈N
E(ρ)(F εn) + pi
⊥(F εn)
‖F εn‖C0
≥ sup
n∈N
E(ρ)(F εn) + pi
⊥(Fε)
‖Fε‖C0
≥ lim sup
n→+∞
E(ρ)(F εn) + pi
⊥(Fε)
‖Fε‖C0
=
pi⊥(Fε)
‖Fε‖C0
≥ ‖pi⊥‖C∗0 + ε.
Since this is true for any ε > 0 it follows that ‖(ρ,pi⊥)‖0 ≥ ‖pi⊥‖C∗0 as required. In particular for
all pi ∈ C∗0 we have ‖pi‖C∗0 = ‖(j∗(pi), PE(pi))‖0 ≥ ‖PE(pi)‖C∗0 and thus PE is a contraction. 
Lemma 4.3 Let R : C0 → C be a bounded surjective of Banach spaces. We set C0 := kerR and
j : C0 →֒ C0 the subspace inclusion. If j∗ : C∗0 → C∗0 admits a norm-preserving right inverse E : C∗0 →
C
∗
0 there exists a unique mapping I = (I1, I2) : C
∗
0 → C∗0 × C∗ such that
pi(F ) = E(I1(pi))(F ) + I2(pi)(RF ), ∀(F,pi) ∈ C0 × C∗0. (81)
This mapping is a linear isomorphism with inverse J = I−1 given by the formula
J(ρ, µ)(F ) = E(ρ)(F ) +R∗(µ)(F ) = E(ρ)(F ) + µ(RF ), F ∈ C0
for all (ρ, µ) ∈ C∗0 ×C∗. Furthermore, if E satisfies (79) for all F ∈ C0 and R is a contraction such
that
for all f ∈ C there exists F ∈ R−1({f}) such that ‖F‖C0 ≤ ‖f‖C (82)
then the adjoint R∗ is norm-preserving and the norm ‖ · ‖∗ on C∗0 × C∗ that makes I an isometry
satisfies
max
{‖ρ‖C∗0 , ‖µ‖C∗} ≤ ‖(ρ, µ)‖∗ ≤ ‖ρ‖C∗0 + ‖µ‖C∗ , (ρ, µ) ∈ C∗0 × C∗
and is thus equivalent with all the product norms on C∗0 × C∗.
Proof If such a map I exists then for all F ∈ C0 = kerR we have that j∗(π)(F ) = I1(pi) and thus
I1 = j
∗. Then I2 : C
∗
0 → C∗ satisfies I2(pi)(RF ) = pi(F )−E(j∗(pi))(F ) for all F ∈ C0 which since R
is surjective characterizes I2 uniquely. Thus if such a map I exists it is unique. The existence of this
map I follows by Lemma 4.2 and the first isomorphism theorem of linear algebra. Indeed, Lemma 4.2
yields a linear isomorphism TE : C
∗
0 → C∗0 × C⊥0 . Furthermore C⊥0 is isomorphic to (C0/C0)∗ with
an isomorphism being given by the adjoint of the natural quotient map [·]C0 : C0 → C0/C0 . Indeed,
since [·]C0 is surjective its adjoint [·]∗C0 : (C0/C0)∗ → C
∗
0 is injective and Im[·]∗C0 ≤ C⊥0 . The map
Q : C⊥0 → (C0/C0)∗ given by the formula Q(pi⊥)(F + C0) = pi⊥(F ) is well-defined on the specified
domains since pi⊥ ∈ C⊥0 and Q(pi⊥) : C0/C0 → R is bounded with ‖Q(pi⊥)‖(C0/C0 )∗ ≤ ‖pi
⊥‖C∗0 . The
map Q is the inverse of [·]∗C0 : (C0/C0)∗ → C⊥0 . Now since R : C0 → C is a bounded surjection with
kerR = C0 by the first isomorphism theorem it induces a linear isomorphism
R/C0 :
C0/C0 → C via
R/C0(F + C0) = R(F ). The induced map
R/C0 is obviously bounded and by the inverse mapping
theorem it has a continuous inverse. Consequently its adjoint (R/C0)
∗ : C∗ → (C0/C0)∗ is a bi-
Lipschitz linear isomorphism. Thus we can define the map I : C
∗
0 → C∗0 × C∗ as
I :=
(
idC∗0
× ((R/C0)∗)−1
) ◦ (idC∗0 ×Q) ◦ TE . (83)
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Then I is a linear isomorphism by definition. Since TE = (j
∗, PE) we obviously have that I1 = j
∗
and I satisfies (81) since for all pi ∈ C∗0 and all F ∈ C0
E(I1(pi))(F ) + I2(pi)(RF ) = E(j
∗(pi))(F ) + ((R/C0)
−1)∗ ◦Q ◦ PE(pi)(RF )
= E(j∗(pi))(F ) +Q ◦ PE(pi)(F + C0)
= E(j∗(pi))(F ) + PE(pi)(F ) = pi(F ).
The inverse of I is the map
J = SE ◦ (idC∗0 × [·]∗C0) ◦
(
idC∗0
× (R/C0)∗
)
: C∗0 × C∗ → C
∗
0. (84)
Since [·]∗C0 ◦ (R/C0)∗ =
(
(R/C0) ◦ [·]C0
)∗
= R∗ : C∗ → C⊥0 ≤ C
∗
0 it follows that the inverse J = I
−1
is given for all (ρ, µ) ∈ C∗0 × C∗ by the formula
Now the norm ‖ · ‖∗ on C∗0 × C∗ that makes I an isometry is the norm that makes the map
idC∗0
× (R∗)−1 : C∗0 × C⊥0 → C∗0 × C∗ an isometry where C∗0 × C⊥0 is equipped with the norm ‖ · ‖0
defined in Lemma 4.2, so that
‖(ρ, µ)‖∗ = ‖(ρ, R∗µ)‖0 = sup
F∈C0
E(ρ)(F ) + µ(RF )
‖F‖C0
and therefore if E is norm-preserving and satifies (79) for all F ∈ C0 then
max{‖ρ‖C∗0 , ‖R∗µ‖C∗0} ≤ ‖(ρ, µ)‖∗ ≤ ‖E(ρ)‖C∗0 + ‖R
∗µ‖C∗0 = ‖ρ‖C∗0 + ‖R
∗µ‖C∗0 .
If we assume now that R : C0 → C is a contraction then ‖R∗µ‖C∗0 ≤ ‖µ‖C∗ . If also R is such that
for all f ∈ C there exists F ∈ R−1({f}) such that ‖F‖C0 ≤ ‖f‖C then given ε > 0 we can choose
fε ∈ C such that ‖µ‖C∗ ≤ µ(fε)‖fε‖C + ε and then by choosing Fε ∈ R−1(fε) with ‖Fε‖C0 ≤ ‖fε‖C we
obtain
‖R∗µ‖C∗0 = sup
F∈C0
µ(RF )
‖F‖C∗0
≥ µ(RFε)‖Fε‖C∗0
≥ µ(fε)‖fε‖C ≥ ‖µ‖C
∗ − ε
which since ε > 0 is arbitrary shows that R˜∗ : C∗ → C⊥0 ≤ C
∗
0 is norm-preserving and completes the
proof. 
We proceed now with the proof of Theorem 4.1. We start by proving parts (a) and (b) by applying
Lemma 4.3 on the recession function R : Cr(T
d × R+) → C(Td) for which kerR = Cr(Td × R+)
and the extension operator E : Mr(Td × R+) → Mr(Td × R+) defined in (62) so that C0 =
Cr(T
d ×R+), C0 = Cr(Td ×R+) and C = C(Td). We thus obtain the existence of a unique linear
map I = (I1, I2) : Mr(Td×R+)→Mr(Td×R+)×M(Td) such that (65) holds, whose inverse J is
given by (66). By definition the norm ‖·‖TV,r defined in (63) is the norm onMr(Td×R+)×M(Td)
that makes I an isometry and thus in order to check that (64) holds we have to verify that E is norm-
preserving and satisfies property (79) for every F ∈ Cr(Td×R+) and that the surjective contraction
R satisfies (82). By the Riesz isomorphism (61) and Proposition 4.1 it follows that the extension
operator E is an isometric injection. To check that it satisfies property (79) let F ∈ Cr(Td ×R+)
and let Ψn : R+ → R+, n ∈ N, be given by the formula Ψn(λ) = (λ− n)+λr−1. Then
Fn := Ψn(Λ) ·RF (U) = F + (Ψn(Λ) · RF (U)− F ) ∈ F + Cr(Td ×R+),
the norms of the maps Fn satisfy
‖Fn‖∞,r = sup
λ≥0
(λ− n)+λr−1
1 + λr
‖RF‖∞ = ‖RF‖∞ ≤ ‖F‖∞,r
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and by the dominated convergence theorem, for any ρ ∈Mr(Td ×R+)
lim
n→+∞
∫
Fn dρ = lim
n→+∞
∫
Ψn(λ) ·RF (u) dρ(u, λ) = 0. (85)
Thus E satisfies property (79). Similarly, for any f ∈ C(Td) the map F := (1 + Λr)f(U) belongs in
R−1({f}) and ‖F‖∞,r = ‖f‖∞ so that R satisfies (82) and R∗ is norm-preserving. This completes
the proof of statements (a) and (b) of Theorem 4.1.
For the proof of (c) we start by noting that I1 = j∗ by (83) and thus we only have to obtain
the formula (67) for the second coordinate I2. Since Λrf(U) ∈ R−1({f}) ⊆ Cr(Td ×R+) we have
that I2(pi)(f) = pi(Λrf(U)) − E ◦ I1(pi)(Λrf(U)). But since I1(pi) ∈ Mr(Td ×R+) is a measure
with finite r-th moments (Λ ∧M)Λr−1|f(U)| ≤ Λr|f(U)| ∈ L1(ρ) for all M > 0 and thus by the
dominated convergence theorem
lim
M→+∞
∫
(Λ ∧M)Λr−1f(U) dI1(pi) =
∫
Λrf(U) dI1(pi) = E ◦ I1(pi)(Λrf(U)). (86)
But pi
(
(Λ∧M)Λr−1f(U)) = ∫ (Λ∧M)Λr−1f(U) dI1(pi) since I1 = j∗ is the restriction operator and
(Λ ∧M)Λr−1f(U) ∈ Cr(Td ×R+), and therefore by the formula of I2(pi) we obtain (67).
Next we prove (d) i.e that I is positive. So let pi ∈ C1(Td ×R+) be positive. Then obviously
I1(pi) is positive and we have to show that I2(pi) is also positive. We note that if f ≥ 0 we have
that (Λ ∧M)f(U) ≤ Λf(U) for every M > 0 and thus since (Λ ∧M)f(U) ∈ C1(Td ×R+) and pi is
assumed positive we have that∫
(Λ ∧M)f(U) dI1(pi) = pi(Λ ∧Mf(U)) ≤ pi(Λf(U)).
Taking the limit as M → +∞ it follows by the monotone convergence theorem that
E ◦ I1(pi)(Λf(U)) = ∫ Λf(U) dI1(pi) ≤ pi(Λf(U)).
Therefore by (65) we have that∫
fdI2(pi) = pi
(
Λf(U)
)− ∫ Λf(U)dI1(pi) ≥ 0,
which proves that I is positive. Since J = I−1 is obviously positive equality (68) follows.
Finally we prove (e). Since I1 = j∗ is the adjoint of a bounded operator it is w∗-continuous.
We thus have only to prove the positive upper w∗-semicontinuity of I2 in (69). Note that for all
non-negative pi ∈ Mr,+(Td ×R+) and f ∈ C+(Td) it follows by (67) that
I2(pi)(f) = inf
M>0
pi
(
(Λ −M)+Λr−1f(U)).
Since (Λ−M)+Λr−1f(U) ∈ Cr(Td×R+) ≤Mr(Td×R+)∗ the functional ℓf,M : Mr(Td×R+)→ R
given by ℓf,M (pi) = pi
(
(Λ−M)+Λr−1f(U)) is w∗-continuous and therefore the mapMr,+(Td×R+) ∋
pi 7→ I2(pi)(f) is upper w∗-semicontinuous as the infimum of the w∗-continuous linear functionals
ℓf,M over M > 0. This completes the proof of Theorem 4.1. 
4.3 Generalized Young path-measures
Our next goal is to lift the results of the previous section to the level of generalized Young path-
measures, which are elements
pi = (pit)0≤t≤T ∈ L∞w∗
(
0, T ;Mr(Td ×R+)
) ∼= L1(0, T ;Cr(Td ×R+))∗.
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To do so we will apply Lemma 4.3 on the maps induced by the recession operator R and the extension
operator E. We will use the following notation for the norms of the L1-Bochner spaces and the L∞w∗-
spaces:
‖F‖∞,r;1 := ‖F‖L1(0,T ;Cr(Td×R+)), ‖f‖∞;1 := ‖f‖L1(0,T ;C(Td))
‖pi‖TV,r;∞ := ‖pi‖L∞
w∗
(0,T ;Mr(Td×R+))
, ‖µ‖TV ;∞ := ‖µ‖L∞
w∗
(0,T ;M(Td)).
Since L1(0, T ;Cr(T
d ×R+)) is embedded in L1(0, T ;Cr(Td ×R+)) via the operator j¯ induced by
the subspace inclusion j : Cr(T
d ×R+)→ Cr(Td ×R+) via j¯(F )(t) = j(Ft) for almost all t ∈ [0, T ]
we will also use the symbol ‖ · ‖∞,r;1 for the norm of L1(0, T ;Cr(Td ×R+)).
By Lemma 4.1 the extension operator E : Mr(Td × R+) → Mr(Td × R+) is w∗-Baire norm
preserving injection and by Proposition A.18 it induces a w∗-Baire norm-preserving operator
E¯ : L∞w∗(0, T ;Mr(Td ×R+))→ L∞w∗(0, T ;Mr(Td ×R+))
via the formula E¯(ρ)(t) = E(ρt) for almost all t ∈ [0, T ]. We will view L∞w∗(0, T ;Mr(Td×R+)) as a
subspace of L∞w∗(0, T ;Mr(Td×R+)) via the injection E¯ and thus we will also write ‖·‖TV,r;∞ for the
norm of L∞w∗(0, T ;Mr(Td ×R+)). Furthermore, the recession operator R : Cr(Td ×R+)→ C(Td)
induces an operator R¯ : L1(0, T ;Cr(T
d ×R+))→ L1(0, T ;C(Td)) on the L1-Bochner spaces. Since
the recession operator has a bounded right inverse, for example the map T : C(Td)→ Cr(Td ×R+)
given by T (f) = Λrf(U), it follows that R¯ is surjective with bounded right inverse the map T¯ .
Theorem 4.2 (a) We set
L∞w∗(0, T ;Mr(Td ×R+)×M(Td)) := L∞w∗(0, T ;Mr(Td ×R+))× L∞w∗(0, T ;M(Td))
and on the product space L∞w∗(0, T ;Mr(Td ×R+)×M(Td)) we define the norm
‖(ρ, µ)‖TV,r;∞ := sup
F∈L1(0,T ;Cr(Td×R+))\{0}
|⟪F, E¯(ρ)⟫+ ⟪R¯F, µ⟫|
‖F‖∞,r;1 . (87)
The norm ‖ · ‖TV,r;∞ defined in (87) satisfies
max{‖ρ‖TV,r;∞, ‖µ‖TV ;∞} ≤ ‖(ρ, µ)‖TV,r;∞ ≤ ‖ρ‖TV,r;∞ + ‖µ‖TV ;∞
and is thus equivalent to all the product norms on the space L∞w∗(0, T ;Mr(Td ×R+)×M(Td)).
(b) There is a unique isometry
I¯ = (I¯1, I¯2) : L∞w∗(0, T ;Mr(Td ×R+))→ L∞w∗(0, T ;Mr(Td ×R+)×M(Td)) (88)
such that
⟪F,pi⟫ = ⟪F, E¯(I¯1(pi))⟫+ ⟪R¯F, I¯2(pi)⟫, for all F ∈ L1(0, T ;Cr(Td ×R+)). (89)
(c) The first coordinate I¯1 of I is the restriction operator j¯∗, i.e. the adjoint of the natural inclusion
j¯ : L1(0, T ;Cr(T
d × R+)) →֒ L1(0, T ;Cr(Td × R+)) and the second coordinate I¯2 is given by the
formula
I¯2(pi)(f) = lim
M→+∞
pi
(
(Λ−M)+Λr−1f(U)), f ∈ L1(0, T ;C(Td)). (90)
(d) The isometry I¯ satisfies I¯(pi)(t) = I(pit) for almost all t ∈ [0, T ] and it is positive i.e.
I¯
(
L∞w∗(0, T ;Mr,+(Td ×R+))
)
= L∞w∗
(
0, T ;Mr,+(Td ×R+)×M+(Td)
)
. (91)
(e) The restriction of the isometry I¯ on L∞w∗(0, T ;Mr,+(Td×R+)) is positively w∗-semicontinuous in
the sense that if the net {piα}α∈A ⊆ L∞w∗(0, T ;Mr,+(Td×R+)) converges to pi ∈ L∞w∗(0, T ;Mr,+(Td×
R+)) in the w
∗-topology and F ∈ L1(0, T ;Cr,+(Td ×R+)), f ∈ L1(0, T ;C+(Td)) are non-negative
then
lim inf
α
I¯1(piα)(F ) ≥ I¯1(pi)(F ) and lim sup
α
I¯2(piα)(f) ≤ I¯2(pi)(f). (92)
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Proof The proof is similar to the proof of Theorem 4.1. Here we apply Lemma 4.3 on the induced
recession function R¯ : L1(0, T ;Cr(T
d×R+))→ L1(0, T ;C(Td)) for which ker R¯ = L1(0, T ;Cr(Td×
R+)) and the induced extension operator E¯ : L
∞
w∗(0, T ;Mr(Td ×R+))→ L∞w∗(0, T ;Mr(Td ×R+))
defined in (62), which is a right inverse to the induced injection j¯∗ = j∗ : L∞w∗(0, T ;Mr(Td×R+))→
L∞w∗(0, T ;Mr(Td ×R+)). We thus obtain the existence of a unique linear map
I¯ = (I¯1, I¯2) : L∞w∗(0, T ;Mr(Td ×R+))→ L∞w∗(0, T ;Mr(Td ×R+)×M(Td))
satisfying (89). By definition the norm ‖ · ‖TV,r;∞ defined in (87) is the norm on L∞w∗(0, T ;Mr(Td×
R+)×M(Td)) that makes I¯ an isometry. Since E¯ is norm-preserving in order to check that (87) holds,
by Lemma 4.1 it suffices to verify that E¯ satisfies property (79) for every F ∈ L1(0, T ;Cr(Td×R+))
and that the surjective contraction R¯ satisfies (82). To check that E¯ satisfies property (79) let
F ∈ L1(0, T ;Cr(Td × R+)) and let Ψn : R+ → R+, n ∈ N, be given by Ψn(λ) = (λ − n)+λr−1.
Then
Fn := Ψn(Λ) · R¯F (U) = F + (Ψn(Λ) · R¯F (U)− F ) ∈ F + L1(0, T ;Cr(Td ×R+)),
the norms of the maps Fn satisfy
‖Fn‖∞,r;1 =
∫ T
0
‖Fn,t‖∞,r dt = sup
λ≥0
(λ− n)+λr−1
1 + λr
∫ T
0
‖RFt‖∞ dt = ‖RF‖∞;1 ≤ ‖F‖∞,r;1.
By a double application of the dominated convergence theorem
lim
n→+∞
∫ T
0
∫
Fn,t dρt dt = lim
n→+∞
∫ T
0
∫
Ψn(λ) ·RFt(u) dρt(u, λ) dt = 0 (93)
for any ρ ∈ L∞w∗(0, T ;Mr(Td × R+)). Thus E¯ satisfies property (79). Similarly, for any f ∈
L1(0, T ;C(Td)) the map F := (1 + Λr)f(U) belongs in R¯−1({f}) and ‖F‖∞,r;1 = ‖f‖∞;1 so that R¯
satisfies (82). This completes the proof of statements (a) and (b) of Theorem 4.2.
Claim (c) follows similarly to (c) of Theorem 4.1 by a double application of the dominated conver-
gence theorem. The first claim of (d) follows by (89) since the Lebesgue differentiation theorem im-
plies that for almost all t ∈ [0, T ], for any F ∈ Cr(Td×R+) it holds 〈F,pit〉 = 〈F,E(ρpit)〉+〈RF, µpit〉
and the second claim then follows by claim (d) of Theorem 4.1. The proof of (e) is also similar to
the proof of (e) of Theorem 4.1. 
We will say that pi ∈ L∞w∗(0, T ;Mr(Td×R+)) is a regular Young path-measure if E¯ ◦(j¯)∗(pi) = pi
and singular if (j¯)∗(pi) = 0. We note that E¯ ◦ (j¯)∗ = E¯ ◦ j∗ = E ◦ j∗ by Propositions A.20 and A.18
and thus pi = (pit)0≤t≤T is regular if and only if pit is regular for almost all t ∈ [0, T ]. Likewise pi is
singular if and only if pit is singular for almost all t ∈ [0, T ].
Corollary 4.2 (a) For any pi ∈ L∞w∗(0, T ;Mr(Td×R+)) there exists a uniquely determined decom-
position pi = p̂i+pi⊥ of with p̂i ∈ L∞w∗(0, T ;Mr(Td×R+)) being regular and pi⊥ ∈ Lw∗(0, T ;Mr(Td×
R+)). Furthermore
max{‖p̂i‖TV,r;∞, ‖pi⊥‖TV,r;∞} ≤ ‖pi‖TV,r;∞ ≤ ‖p̂i‖TV,r;∞ + ‖pi⊥‖TV,r;∞, (94)
and pi ∈ L∞w∗(0, T ;Mr,+(Td×R+)) if and only if both p̂i and pi⊥ belong to L∞w∗(0, T ;Mr,+(Td×R+)).
(b) The operators D̂∞, D
⊥
∞ on L
∞
w∗(0, T ;Mr(Td ×R+)) defined by D̂∞(pi) = p̂i and D⊥∞(pi) = pi⊥
coincide with the operators D̂ and D⊥ induced on the space L∞w∗(0, T ;Mr(Td ×R+)) by the maps
D̂ and D⊥, i.e.
D̂∞(pi) =
(
D̂(pit)
)
t∈[0,T ]
, D⊥∞(pi) =
(
D⊥(pit)
)
t∈[0,T ]
in L∞w∗(0, T ;Mr(Td ×R+)).
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Consequently the maps D̂∞ and D
⊥
∞ are pointwise w
∗-limits of w∗-continuous operators. Thus they
are w∗-Baire, and thus w∗-measurable.
(c) The restriction of D̂∞ on L
∞
w∗(0, T ;Mr,+(Td ×R+)) is positively w∗-lower semicontinuous and
the restriction D⊥∞ on L
∞
w∗(0, T ;Mr,+(Td × R+)) is positively w∗-upper semicontinuous, i.e. for
any map F ∈ Cr,+(Td × R+) and any net {piα}α∈A ⊆ Mr,+(Td × R+) converging to some pi ∈
Mr,+(Td ×R+) in the w∗-topology
lim inf
α
piα(F ) ≥ p̂i(F ) and lim sup
α
pi⊥α (F ) ≤ pi⊥(F ). (95)
Proof The proof of (a) and (c) is similar to the proof of Corollary 4.1 where here we define p̂i :=
E¯ ◦ (j¯)∗(pi) and pi⊥ := (R¯)∗ ◦ I¯2 with I¯ = (I¯1, I¯2) being the isometry of Theorem 4.2. For the proof
of (b) we note that by Propositions A.20 and A.18 we have that D̂∞ = E¯ ◦ (j¯)∗ = E ◦ j∗ = D̂ and
D⊥∞ = idL∞
w∗
(0,T ;Mr(Td×R+))
− D̂∞ = idMr(Td×R+) − D̂ = idMr(Td×R+) − D̂ = D⊥.
The fact that D̂∞ = D̂ and D
⊥
∞ = D
⊥ implies by Proposition A.18 that the maps D̂∞, D
⊥
∞ are w
∗-
analytically measurable and thus they are also w∗-measurable. In fact, by Lemma 4.1 we have that E
is the pointwise w∗-limit of the sequence of w∗-continuous operators Π∗M : Mr(Td×R+)→Mt(Td×
R+) where ΠM : Cr(T
d×R+)→ Cr(Td×R+) is the operator defined by ΠM (F )(u, λ) = F (u, λ∧M).
Thus by Proposition A.19 the operator D̂∞ is the pointwise w
∗-limit of the sequence of the w∗-
continuous operators Π∗M ◦ j∗ = (j ◦ ΠM )∗ : L∞w∗(0, T ;Mr(Td ×R+)) → Lw∗(0, T ;Mr(Td ×R+)),
M ∈ N. Likewise, by the formula of I2 we have that D⊥ is the pointwise w∗-limit of the sequence
of w∗-continuous operators R∗ ◦ T ∗M = (TM ◦ R)∗ : Mr(Td × R+) → Mr(Td × R+) where here
TM : C(T
d)→ Cr(Td ×R+) is the linear operator TMf = (Λ−M)+Λr−1f(U) and thus by Propo-
sition A.19 the operator D⊥∞ is the pointwise w
∗-limit of the sequence of operators R∗ ◦ T ∗M . 
The M -modified micro empirical density piN,ℓ;M of the ZRP defined in (22) is decomposed as
the sum piN,ℓ;M = p̂iN,ℓ;M + pi⊥,N,ℓ;M of regular and singular generalized Young-functional valued
process. Here
p̂iN,ℓ;M : D(0, T ;MdN)→ L∞w∗(0, T ;M1(Td ×R+))
is the M -truncated empirical distribution of the ZRP defined via duality by
⟪F, p̂iN,ℓ;M⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
Ft
( x
N
, ηℓt (x) ∧M
)
dt, F ∈ L1(0, T ;C1(Td ×R+)) (96)
and pi⊥,N,ℓ;M = R¯∗ ◦ ρ⊥,N,ℓ;M where ρN,ℓ;M,⊥ : D(0, T ;MdN)→ L∞w∗(0, T ;M+(Td)) is the M -excess
empirical density defined by
⟪f, ρ⊥,N,ℓ;M⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
ft
( x
N
)
(ηℓt (x)−M)+ dt
and R∗ is the adjoint of the recession operator R : L1(0, T ;C1(T
d×R+))→ L1(0, T ;C1(Td×R+)).
Proposition 4.4 The sets
V1 = L
∞
w∗(0, T ;Mr,+(Td ×R+))
V2 = L
∞
w∗(0, T ;Mr,m(Td ×R+)), m > 0
V3 = L
∞
w∗(0, T ;Pr(T
d ×R+))
V4 = L
∞
w∗(0, T ;TmPr(T
d ×R+)), m ∈M+(Td)
are (w∗-)closed subspaces of L∞w∗(0, T ;Mr(Td × R+)). In particular L∞w∗(0, T ;Y1,m(Td)) is a w∗-
closed subspace of L∞w∗(0, T ;Mr(Td ×R+)).
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Proof The space Mr,+(Td × R+) is a w∗-closed subspace of Mr(Td × R+) as the dual cone in
the sense of (275) of the positive cone Cr,+(T
d ×R+) and thus by Proposition A.14 it follows that
L∞w∗(0, T ;Mr,+(Td ×R+)) is a closed subspace of L∞w∗(0, T ;Mr(Td ×R+)).
We check next that V2 is a closed subspace. So let {piα}α∈A ⊆ V2 be a net converging to some
pi ∈ L∞w∗(0, T ;Mr,+(Td ×R+)). Then for all measurable E ⊆ [0, T ] with strictly positive Lebesgue
measure
m =
1
L
T
d(E)
∫
E
〈Λ,piα,s〉ds = ⟪ 1L
T
d(E)
1EΛ,piα⟫
and thus since {piα}α∈A converges to pi,
1
L
T
d(E)
∫
E
〈Λ,pis〉ds = ⟪ 1L
T
d(E)
1EΛ,pi⟫ = lim
α
⟪ 1L
T
d(E)
1EΛ,piα⟫ = m.
Since this holds for all measurable E ⊆ [0, T ] with L
T
d(E) > 0 it follows that pit(Λ) = m for almost
all t ∈ [0, T ], i.e. pi ∈ L∞w∗(0, T ;Mr,m(Td ×R+)). The fact that V3 is also closed follows similarly.
We prove finally that V4 is closed. The natural projection U : T
d ×R+ → Td induces the pull-
back U ♯ : C(Td) → C1(Td × R+) via U ♯(f) = f(U), which is obviously a linear contraction. Its
adjoint (U ♯)∗ : M1(Td ×R+)→M(Td) is exactly the push-forward operator U♯ of measures. Thus
U♯ : M1(Td ×R+)→M(Td) is w∗-continuous and induces by Corollary A.20 the linear operator
(U ♯)∗ ≡ U♯ : L∞w∗(0, T ;M1(Td ×R+))→ L∞w∗(0, T ;M(Td)).
This is w∗-continuous as the adjoint of the induced operator U ♯ : L1(0, T ;C(Td))→ L1(0, T ;C1(Td×
R+)) on the Bochner L
1-spaces. As we have seen the natural injection j : C1(T
d×R+) →֒ C1(Td×
R+) induces the projection j∗ ≡ (j¯)∗ : L∞w∗(0, T ;M1(Td ×R+))→ L∞w∗(0, T ;M1(Td ×R+)) which
is also w∗-continuous. Thus the composition
U♯ ◦ j∗ : L∞w∗(0, T ;P1(Td ×R+))→ L∞w∗(0, T ;M+(Td))
is w∗-continuous and
L∞w∗(0, T ;TmP1(T
d ×R+)) =
(
U♯ ◦ j∗
)−1
({cm})
where cm ∈ L∞w∗(0, T ;M+(Td)) is the path almost everywhere equal to m ∈ M+(Td). Therefore
L∞w∗(0, T ;TmP1(T
d ×R+)) is closed in L∞w∗(0, T ;P1(Td ×R+)) as the inverse image of a closed set
via a continuous map. Since L∞w∗(0, T ;P1(T
d×R+)) is closed in Lw∗(0, T ;M1(Td×R+)) it follows
that L∞w∗(0, T ;TmP1(T
d × R+)) is also closed in L∞w∗(0, T ;M1(Td × R+)). Therefore V4 is closed
since V4 = I
(
L∞w∗(0, T ;TmP1(T
d ×R+))
)
and I¯ is a homeomorphism. Finally
L∞w∗(0, T ;Y1,m(Td)) = L∞w∗(0, T ;P1,m(Td ×R+)) ∩ L∞w∗(0, T ;Y1(Td))
is w∗-closed as the intersection of w∗-closed subspaces. 
We close this section noting that since Cr(T
d×R+) is separable the space L1(0, T ;Cr(Td×R+)) is
also separable by Proposition A.11 and thus the results on topological measure theory of Section A.1
apply for the space of probability measures on the dual space L∞w∗(0, T ;Mr(Td × R+)) equipped
with its w∗-topology.
4.4 Barycentric projection
We consider first the barycentric projection B1 : M1(Td×R+)→M(Td) ordinary Young measures
defined by duality via
〈f,B1(ρ)〉 = 〈f(U)Λ,ρ〉, ∀f ∈ C(Td).
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Each functional B1(ρ) ∈ M(Td) thus defined is indeed bounded with ‖B1(ρ)‖TV ≤
∫
Λd|ρ| and the
map B1 is a linear contraction. Note that B1 is not w
∗-continuous with respect to the topology of
M1(Td ×R+).
According to the disintegration theorem [1, Theorem 5.3.1] for each m ∈ M+(Td) and each
m-Young measure ρ ∈ TmM1,+(Td ×R+) there exists a unique m-almost everywhere defined w∗-
measurable family (ρu)u∈Td ⊆ P1R+ of probability measures such that
ρ(F ) =
∫∫
F (u, λ) dρu(λ) dm(u), ∀F ∈ B1(Td ×R+).
Therefore if we define the barycentric density b(ρ) of a Young-measure ρ ∈ M1,+(Td ×R+) via its
disintegration (ρu)u∈Td ⊆ P1R+ as the map b(ρ) ∈ L1+(U♯ρ) given by
b(ρ)(u) =
∫
λdρu(λ), for U♯ρ-almost all u ∈ Td
then
〈f,B1(ρ)〉 =
∫
T
d
f(u)
∫
λdρu(λ) dU♯ρ(u) =
∫
T
d
f(u)b(ρ)(u) dU♯ρ(u)
and therefore B1(ρ) ≪ U♯ρ with dB1(ρ)dU♯ρ = b(ρ) ∈ L1+(U♯ρ). The barycentric projection defined
above yields for each m ∈ M+(Td) a surjective linear operator
B1|Tm : TmM1,+(Td ×R+)→ L1+(m) dm := {f dm|f ∈ L1+(m)} ≤M+(Td).
A right inverse for B1|Tm is given by L1+(m) dm ∋ ρ dm 7→
∫
δu⊗ δρ(u) dm(u) ∈ TmM1,+(Td×R+).
The barycentric projection B1 can be extended on the domain M1(Td ×R+) to a barycentric
projection B : M1(Td × R+) → M(Td). Namely, for each pi ∈ M1(Td × R+) the barycentric
projection π ∈ M(Td) of pi is the measure π := B(pi) defined by
π(f) := B(pi)(f) = pi
(
Λf(U)
)
, ∀ f ∈ C(Td).
The map B is the adjoint of the bounded linear injective contraction
C(Td) ∋ f 7→ Λf(U) ∈ C1(Td ×R+)
and as such it is surjective, bounded and w∗-continuous. Since E is the w∗-pointwise limit of
the operators Π∗M where ΠM : C1(T
d × R+) → C1(Td × R+) is given by ΠMF = F (U,Λ ∧ M)
and B is w∗-continuous it follows that B1 = B ◦ E is the limit of the w∗-continuous operators
B1,M = B ◦Π∗M : M1(Td ×R+)→M(Td) and thus it is w∗-Baire.
The restriction B : M1,+(Td × R+) → M+(Td) of the barycentric projection on non-negative
Young measures remains surjective for the target spaceM+(Td) when further restricted on Y1(Td).
Indeed, if µ ∈ M+(Td) has the Radon-Nikodym representation µ = ρ + ρ⊥ with ρ ≪ L
T
d and
ρ⊥ ⊥ L
T
d then for the generalized Young measure pi := E(ρ) +R∗(ρ⊥) where ρ =
∫
δu ⊗ δρ(u) du ∈
P1(T
d×R+) it holds that B(pi) = µ. Indeed, by definition pi(F ) =
∫
F (u, ρ(u)) du+
∫
RF (u) dρ⊥(u)
for all F ∈ C1(Td ×R+) and therefore
B(pi)(f) = pi(Λf(U)) =
∫
f(u)ρ(u) du+
∫
f(u) dρ⊥(u) =
∫
f dµ.
Since B1 = B ◦E it follows that B ◦ D̂ = B ◦E ◦ j∗ = B1 ◦ j∗ and for any ρ⊥ ∈ M(Td) we have
that
B(R∗(µ))(f) = R∗(µ)(Λf(U)) = µ
(
R(Λf(U)
)
= µ(f)
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so that B ◦ R∗ = idM(Td). Thus if pi ∈ Y1(Td) and the decomposition pi = p̂i + pi⊥ is represented
by the pair (ρpi, ρ
⊥
pi ) ∈ Y1(Td) ×M+(Td), i.e. p̂i = E(ρpi) and pi⊥ = R∗(ρ⊥pi ) then the barycentric
projection B is given by
B(pi) = B(p̂i) +B(pi⊥) = B1(ρ) +B(R
∗(ρ⊥)) = b(ρ) dL
T
d + ρ⊥.
Since the measure ρ⊥pi representing the singular part pi
⊥ of pi is the measure I2(pi) where I2 is the
second coordinate of the isometry I of Theorem 4.1 we have the functional relation
B ◦D⊥(pi) = ρ⊥pi = I2(pi), pi ∈M1(Td ×R+), (97)
which together with the identity B ◦ R∗ = idM(Td) shows that the restriction of B on ImD⊥ =
D⊥(M(Td)) is invertible with inverse the adjoint R∗ of the recession operator.
Since the barycentric projection B : M1(Td×R+)→M(Td) is a w∗-continuous linear operator it
induces a barycentric projection B¯ : L∞w∗(0, T ;M1(Td×R+))→ L∞w∗(0, T ;M(Td))) on the respective
L∞w∗-spaces such that B¯(pi)(t) = B(pit) for all pi ∈ L∞w∗(0, T ;M1(Td ×R+)). This is of course w∗-
continuous and restricts to a surjection B¯ : Lw∗(0, T ;Y1(Td)) → L∞w∗(0, T ;M+(Td)). Since B1
is bounded and w∗-analytic it follows that B1 also induces an operator B¯1 on the corresponding
L∞w∗-spaces and B¯1 = B¯ ◦ E¯.
More generally, for any Ψ ∈ C1(R+) i.e. such Ψ: R+ → R is continuous and the limit Ψ′(∞) :=
limλ→+∞
Ψ(λ)
λ exists we will consider the projection BΨ : M1(Td ×R+)→M(Td) given by
BΨ(pi)(f) = pi
(
Ψ(Λ)f(U)
)
, f ∈ C(Td)
and set B1,Ψ = BΨ ◦E the restriction of BΨ onM1(Td×R+) via the injection E : M1(Td×R+)→
M1(Td×R+). Of course then B = BΨ and B1 = B1,Ψ for Ψ = idR+ . The map BΨ is w∗-continuous
for all Ψ ∈ C1(R+) and B1,Ψ is the pointwise w∗-limit as M → +∞ of the w∗-continuous operators
BΨ ◦ Π∗M , where ΠM is the operator defined in the proof of Lemma 4.1 and thus it is w∗-Baire
measurable by Proposition A.3. Furthermore, if Ψ ∈ C1(R+) i.e. if Ψ∞ = 0, then B1,Ψ is also
w∗-continuous.
For any ρ ∈M1(Td ×R+)
B1,Ψ(ρ)(f) = ρ
(
Ψ(Λ)f(U)
)
=
∫
T
d
f(u)
∫
R+
Ψ(λ) dρu(λ) dU♯ρ(u)
where (ρu)u∈Td is the U♯ρ-a.s. defined disintegration of ρ. Thus if for each m ∈M+(Td) we define
the Ψ-density map bΨ : TmM1,+(Td ×R+)→ L1+(m) dm ≤M(Td) via
bΨ(ρ)(u) ≡ Ψ(ρ)(u) :=
∫
R+
Ψ(λ) dρu(λ), m-a.s. ∀u ∈ Td (98)
then B1,Ψ(ρ) = bΨ(ρ) dm. Also for any µ ∈M(Td)
BΨ(R
∗(µ))(f) = R∗(µ)
(
Ψ(Λ)f(U)
)
= µ
(
R(Ψ(Λ)f(U))
)
= Ψ∞µ(f) = Ψ∞ · B(R∗(µ))
so that BΨ ◦ R∗ = Ψ∞ · idM(Td). Therefore for all pi ∈ TmM1(Td × R+), if p̂i = E(ρ) and
pi⊥ = R∗(ρ⊥), then
BΨ(pi) = BΨ ◦ D̂(pi) +BΨ ◦D⊥(pi) = bΨ(ρ) dm+Ψ′(∞)ρ⊥, (99)
which yields the functional relation BΨ = BΨ ◦ D̂ +Ψ′(∞) ·B ◦D⊥.
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5 Proofs
5.1 Relative compactness of the empirical Young measures
In this section we collect the results on the relative compactness of the laws of the micro and macro
empirical density of the ZRP and their basic properties.
Proposition 5.1 Let PN be the law of the diffusively rescaled ZRP on the Skorohod space D(0, T ;MdN),
starting from a sequence {µN0 ∈ P1MdN}N∈N of initial distributions with total mass m > 0 in proba-
bility. Then the family
QN,ℓ := piN,ℓ♯ P
N ∈ PL∞w∗(0, T ;P1(Td ×R+)), N ∈ N, ℓ ∈ Z+ (100)
of the laws of the micro empirical density process of the ZRP is sequentially relatively compact.
Proof Since L∞w∗(0, T ;P1(T
d ×R+)) is a w∗-closed subspace of L∞w∗(0, T ;M1(Td ×R+)) and the
latter space is a completely regular submetrizable topological space, by the Prokhorov-Le Cam
Theorem A.1 it suffices to show that {QN,ℓ} is uniformly tight. By the Banach-Alaoglu theorem the
ball Br := {‖ · ‖TV,1;∞ ≤ r} is w∗-compact in L∞(M1(Td ×R+)) and therefore it suffices to show
that
sup
(N,ℓ)∈N×Z+
QN,ℓ(Bcr) = sup
(N,ℓ)∈N×Z+
PN{‖piN,ℓ‖TV,1;∞ > r} r→+∞−→ 0.
For any F ∈ L1(0, T ;C1(Td ×R+))
⟪F,piN,ℓ⟫ ≤
∫ T
0
‖Ft‖∞,1
Nd
∑
x∈TdN
(
1 + ηℓt (x)
)
dt =
∫ T
0
‖Ft‖∞,1
(
1 + 〈1, πNt 〉
)
dt
and therefore by the conservation of the total number of particles
‖piN,ℓ‖TV,1;∞ = sup
‖F‖
L1(0,T ;C1(T
d×R+))
≤1
⟪F,piN,ℓ⟫
PN -a.s.
=
(
1 + 〈1, πN0 〉
)
sup
‖F‖
L1(0,T ;C1(T
d×R+))
≤1
∫ T
0
‖Ft‖∞,1 dt
≤ 1 + 〈1, πN0 〉 (101)
But by the bound (101) we have that for all (N, ℓ) ∈ N× Z+
PN{‖piN,ℓ‖TV,1;∞ > r} ≤ PN
{
1 + 〈1, πN0 〉 > r
}
= µN0
{〈1, πN 〉 > r − 1}
and therefore
lim
r→+∞
sup
(N,ℓ)∈N×Z+
PN{‖piN,ℓ‖TV,1;∞ > r} ≤ lim
r→+∞
sup
N∈N
µN0
{〈1, πN 〉 > r − 1} = 0 (102)
where the last limit holds by the following Lemma 5.1 and the assumptions on the sequence {µN0 }
of initial distributions. 
Since {QN,[Nε]|N ∈ N, ε > 0} ⊆ {QN,ℓ|N ∈ N, ℓ ∈ Z+} it is evident by (102) that the family
QN,ε := QN,[Nε], N ∈ N, ε > 0, is also relatively compact in PL∞w∗(0, T ;P1(Td ×R+)).
Lemma 5.1 Let {µN0 ∈ PMdN} be a sequence of initial distributions. If {µN0 } satisfies the O(Nd)-
entropy assumption then
sup
N∈N
∫
〈πN , 1〉dµN0 < +∞.
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If {µN0 } satisfies either the O(Nd)-entropy assumption or is associated to a macroscopic profile
µ0 ∈M+(Td) then
lim
M→+∞
sup
N∈N
µN0
{〈1, πN 〉 > M} = 0. (103)
Proof By the relative entropy inequality we have that∫
〈πN , 1〉dµN0 ≤
1
θNd
{
log
∫
eθN
d〈πN ,1〉dνNρ∗ +H(µ
N
0 |νNρ∗)
}
for all θ > 0 and all N ∈ N. But∫
eθN
d〈πN ,1〉dνρ∗ =
∫ ∏
x∈Td
N
eθη(x)dνρ∗ =Mν1ρ∗ (θ)
Nd
and therefore ∫
〈πN , 1〉dµN0 ≤
1
θ
{
Λρ∗(θ) +
1
Nd
H(µN0 |νNρ∗)
}
for all θ > 0 and all N ∈ N. It follows that
lim sup
N→+∞
∫
〈πN , 1〉dµN0 ≤
Λρ∗(θ) +K∗
θ
for all θ > 0. But ρ∗ < ρc and thus ν
1
ρ∗ has exponential moments, and therefore by choosing
θ∗ ∈ DΛρ∗ \ {0} in the inequality above we obtain (5.1).
If {µN0 } satisfies the O(Nd)-entropy assumption then (103) follows by Chebyshev’s inequality. In
fact (103) holds without the O(Nd)-entropy assumption as long as {µN0 } ⊆ P1MdN has bounded total
mass in probability in the sense that there exists A > 0 such that limN→+∞ µ
N
0 {〈1, πN 〉 > A} = 0,
and this holds with A = µ0(T
d) + δ, δ > 0, whenever {µN0 } is associated to a macroscopic profile
µ0 ∈M+(Td). 
We will denote by Q∞,ℓ the set of all subsequential limit points of {QN,ℓ}N∈N for each fixed
ℓ ∈ Z+, where QN,ℓ is the law of the micro-empirical density of the ZRP, and we will denote by
Q
∞,∞ the subsequential limit set Limℓ→+∞Q
∞,ℓ so that
Q
∞,∞ = Lim
ℓ→+∞
Q
∞,ℓ = Lim
ℓ→+∞
Lim
N→+∞
QN,ℓ.
Likewise, we set
Q
∞,0 := Lim
ε→0
Q∞,ε, Q∞,ε := Lim
N→+∞
QN,ε, ε > 0.
Proposition 5.2 For each ℓ ∈ Z+, ε > 0,
Q
∞,ℓ ∪Q∞,ε ⊆ PL∞w∗
(
0, T ;TL
T
d
P1(T
d ×R+)
)
and if the sequence {µN0 } of initial distribution has total mass m > 0 then
Q
∞,ℓ ∪Q∞,ε ⊆ PL∞w∗
(
0, T ;Y1,m(Td)
)
In particular since L∞w∗
(
0, T ;Y1(Td)
)
and L∞w∗(0, T ;P1,m(T
d×R+)
)
are closed subspaces, the same
inclusions hold for the set Q∞,∞ ∪Q∞,0.
Proof We will show the claim for the set Q∞,ε, the proof for the set Q∞,ℓ being similar. So let
ε > 0 and let Q∞,ε ∈ Q∞,ε be a subsequential limit point. We note first that for any generalized
Young path-measure pi ∈ L∞w∗(0, T ;M1,+(Td ×R+)) it holds that
pi ∈ L∞w∗(0, T ;Y1(Td)) ⇐⇒ ⟪H(U),pi⟫ =
∫ T
0
∫
Ht(u) du dt, ∀H ∈ L1(0, T ;C(Td)).
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Therefore, since L1(0, T ;C(Td)) is separable, in order to prove the first claim it suffices to show that
Q∞,ε
{
pi ∈ L∞w∗(0, T ;P1(Td ×R+))
∣∣∣ ⟪H(U),pi⟫ = ∫ T
0
∫
Ht(u) du dt
}
= 1 (104)
for each H ∈ L1(0, T ;C(Td)). This follows by the portmanteau theorem. Indeed, the functional
⟪H(U), ·⟫ : L∞w∗(0, T ;M1(Td ×R+))→ R is w∗-continuous and thus for each δ > 0 the set
AH,δ :=
{
pi ∈ L∞w∗(0, T ;P1(Td ×R+))
∣∣∣ ∣∣∣⟪H(U),pi⟫− ∫ T
0
∫
Ht(u) du dt
∣∣∣ > δ}
is open in L∞w∗(0, T ;P1(T
d ×R+)). Thus if for each ε > 0 we pick a sequence {k(ε)N } ⊆ N such that
Q∞,ε = limN→+∞Q
k
(ε)
N
,ε then by the portmanteau theorem
Q∞,ε(AH,δ) ≤ lim inf
N→+∞
Qk
(ε)
N
,ε(AH,δ) ≤ lim sup
N→+∞
QN,ε(AH,δ)
= lim sup
N→+∞
PN
{∣∣∣ ∫ T
0
(〈Ht(U),piN,εt 〉 −Ht(u)) du dt∣∣∣ > δ} = 0.
The last limit inferior is indeed equal to 0 since due to the fact that H ∈ L1(0, T ;C(Td)) it holds
that
lim
N→+∞
⟪H(U),piN,ε⟫ = lim
N→+∞
∫ T
0
1
Nd
∑
x∈TN
Ht
( x
N
)
dt =
∫ T
0
∫
Ht(u) du dt.
Since δ > 0 was arbitrary, (104) holds.
For the second claim we note that by the Lebesgue differentiation theorem for any generalized
Young path-measure pi ∈ L∞w∗(0, T ;M1,+(Td ×R+)) it holds that
pi ∈ L∞w∗(0, T ;P1,m(Td ×R+)) ⇐⇒ ⟪fΛ,pi⟫ = m
∫ T
0
ft dt, ∀f ∈ L1(0, T ),
where fΛ is the map given by (fΛ)t(u, λ) = λft for (t, u, λ) ∈ [0, T ]×Td ×R+. Therefore in order
to prove the second claim we have to show that for any Q∞,ε ∈Q∞,ε, f ∈ L1(0, T ) and δ > 0
Q∞,ε
{∣∣∣⟪fΛ,pi⟫−m ∫ T
0
ft dt
∣∣∣ > δ} = 0
But the set Bf,δ :=
{∣∣⟪fΛ,pi⟫−m ∫ T
0
ft dt
∣∣ > δ} is open in L∞w∗(0, T ;M1(Td ×R+)) and therefore
by the portmanteau theorem if {k(ε)N }N∈N is a sequence such that limN→+∞Qk
(ε)
N ,ε = Q∞,ε then
Q∞,ε(Bf,δ) ≤ lim inf
N→+∞
Qk
(ε)
N
,ε(Bf,δ) ≤ lim sup
N→+∞
PN
{∣∣∣⟪fΛ,piN,ε⟫−m ∫ T
0
ft dt
∣∣∣ > δ}
= lim sup
N→+∞
PN
{∣∣∣ ∫ T
0
(〈Λ,piN,εt 〉 −m)ft dt∣∣∣ > δ}.
Therefore, since 〈Λ,piN,ε〉 = 〈1, πN〉 for all ε > 0 it follows that
Q∞,ε(Bf,δ) ≤ lim sup
N→+∞
µN0
{∣∣〈1, πN 〉 −m∣∣ > δ(∫ T
0
|ft| dt
)−1}
= 0
where the last limit superior is equal to 0 due to the fact that {µN0 } has total mass m in probability.
Proposition 5.3 Let PN be the law of the diffusively rescaled ZRP on the Skorohod space D(0, T ;MdN),
starting from a sequence {µN0 ∈ PMdN}N∈N of initial distributions having total mass m > 0 in proba-
bility and let piN,ℓ;M be the M -modified micro-empirical density process of the ZRP. Then the family
of Borel probability measures
QN,ℓ;M := piN,ℓ;M♯ P
N ∈ PL∞(0, T ;P1(Td ×R+)), N ∈ N, ℓ ∈ Z+, M > 0 (105)
is sequentially relatively compact.
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Proof Since the recession operator is a contraction, for all F ∈ L1(0, T ;C1(Td ×R+))
⟪F,piN,ℓ,M⟫ ≤
∫ T
0
1
Nd
∑
x∈Td
N
{
‖Ft‖∞,1
(
1 + ηℓt (x) ∧M
)
+ ‖RFt‖∞(ηℓt (x) −M)+
}
dt
PN -a.s.≤ ‖F‖∞,1;1
(
1 + 〈1, πN0 〉
)
and therefore ‖piN,ℓ;M‖TV,1;∞ ≤ 1 + 〈1, πN0 〉 for PN -a.s. all η ∈ D(0, T ;MdN) for all N ∈ N, ℓ ∈ Z+,
M > 0. Therefore as in the proof of Proposition 5.1 it follows that
lim
r→+∞
sup
(N,ℓ,M)∈N×Z+×(0,+∞)
PN{‖piN,ℓ;M‖TV,1;∞ > r} = 0
which according to the Prokhorov-Le Cam and Banach-Alaoglu theorems proves the relative com-
pactness of the family {QN,ℓ;M}(N,ℓ,M). 
This proposition implies that the family QN,ε;M := QN,[Nε];M , N ∈ N, ε > 0, M > 0 is also
relatively compact. The following simple lemma will be useful in comparing as M → +∞ the micro
and macro-empirical distributions piN,ℓ and piN,ε of the ZRP with their modified versions piN,ℓ;M
and piN,ε;M := piN,[Nε];M defined in (22).
Lemma 5.2 If for each F ∈ L1(0, T ;Cr(Td ×R+)) we set
F (λ,r) = (F
(λ,r)
t )0≤t≤T =
(Ft(·, λ)
1 + λr
)
0≤t≤T
∈ L1(0, T ;C(Td))
then
lim
λ→+∞
∥∥F (λ,r)t −RFt∥∥∞;1 ≤ limM→+∞
∫ T
0
sup
λ>M
∥∥F (λ,r)t − R¯rFt∥∥∞ dt = 0. (106)
Proof The first inequality in (106) is obvious. The right hand-side limit follows by the dominated
convergence theorem. Indeed, if F ∈1 (Cr(Td ×R+)) then for almost all 0 ≤ t ≤ T and all λ ∈ R+
‖F (λ,r)t −RrFt‖∞ ≤ ‖F (λ,r)t ‖+ ‖RrFt‖∞ ≤ 2‖Ft‖∞,r,
and therefore the map t 7→ supM>0 ‖F (λ,r)t − RrFt‖∞ is dominated by the integrable function
2‖F·‖∞,r ∈ L1(0, T ). Thus, since by the definition of the recession operator
lim
M→+∞
sup
M>0
∥∥F (λ,r)t −RrFt∥∥∞ = 0
for almost all 0 ≤ t ≤ T , the limit (106) follows by the dominated convergence theorem. 
Proposition 5.4 Let PN be the law of the diffusively rescaled ZRP on the Skorohod space D(0, T ;MdN)
starting from a sequence {µN0 ∈ PMdN}N∈N of initial distributions having total mass m > 0. Then
for any F ∈ L1(0, T ;C1(Td ×R+))
lim
M→+∞
sup
ℓ∈Z+
sup
N∈N
E
N |⟪F,piN,ℓ⟫− ⟪F,piN,ℓ;M⟫| = 0.
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Proof For each F ∈ L1(0, T ;C1(Td ×R+)),
⟪F,piN,ℓ⟫− ⟪F,piN,ℓ;M⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
{
Ft
( x
N
, ηℓt (x)
)
− Ft
( x
N
,M
)}
1{ηℓt(x)>M}
dt
−
∫ T
0
1
Nd
∑
x∈Td
N
RFt
( x
N
)
(ηℓt (x)−M)+
=
∫ T
0
1
Nd
∑
x∈TdN
{
Ft
( x
N
, ηℓt (x)
)
−RFt
( x
N
)
ηℓt (x)
}
1{ηℓt(x)>M}
dt
−
∫ T
0
1
Nd
∑
x∈Td
N
{
Ft
( x
N
,M
)
−RFt
( x
N
)
M
}
1{ηℓt(x)>M}
dt
=
∫ T
0
1
Nd
∑
x∈Td
N
{Ft( xN , ηℓt (x))
ηℓt (x)
−RFt
( x
N
)}
ηℓt (x)1{ηℓt (x)>M}dt
−
∫ T
0
1
Nd
∑
x∈TdN
{Ft( xN ,M)
M
− RFt
( x
N
)}
M1{ηℓt(x)>M}dt
and therefore∣∣⟪F, πN,ℓ⟫− ⟪F,piN,ℓ;M⟫∣∣ ≤ ∫ T
0
sup
λ≥M
∥∥∥Ft(·, λ)
λ
−RFt
∥∥∥
∞
1
Nd
∑
x∈Td
N
ηℓt (x)1{ηℓt (x)>M}dt
+
∫ T
0
∥∥∥Ft(·,M)
M
−RFt
∥∥∥
∞
1
Nd
∑
x∈Td
N
M1{ηℓt(x)>M}dt
≤ 2
∫ T
0
sup
λ≥M
∥∥∥Ft(·, λ)
λ
−RFt
∥∥∥
∞
1
Nd
∑
x∈Td
N
ηℓt (x)dt
= 2
∫ T
0
sup
λ≥M
∥∥∥Ft(·, λ)
λ
−RFt
∥∥∥
∞
|ηt|1
Nd
dt.
Consequently, by the conservation of the total number of particles, PN -a.s. it holds that
∣∣⟪F,piN,ℓ⟫− ⟪F,piN,ℓ;M⟫∣∣ ≤ 2〈1, πN0 〉∫ T
0
sup
λ≥M
∥∥∥Ft(·, λ)
λ
−RFt
∥∥∥
∞
dt =: 2〈1, πN0 〉AM (F ).
By this inequality it follows that
E
N |⟪F,piN,ℓ⟫− ⟪F,piN,ℓ;M⟫| ≤ 2AM (F )EN 〈1, πN0 〉 = 2AM (F )
∫
〈1, πN〉dµN0
for all (N, ℓ) ∈ N× Z+ and therefore
sup
(N,ℓ)∈N×Z+
E
N |⟪F,piN,ℓ⟫− ⟪F,piN,ℓ;M⟫| ≤ 2AM (F ) sup
N∈N
∫
〈1, πN 〉dµN0 . (107)
But since F ∈ L1(0, T ;C1(Td ×R+)), by Lemma 5.2 we have that
lim
M→+∞
AM (F ) = lim
M→+∞
∫ T
0
sup
λ≥M
∥∥∥Ft(·, λ)
λ
−RFt
∥∥∥
∞
dt = 0
and therefore the claim follows by Lemma 5.1 and the inequality (107). 
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By inequality (107) it is obvious that this last proposition is also valid for the macro-empirical
density piN,ε;M . Since the families {QN,ℓ}(N,ℓ)∈N×Z+ and {QN,ℓ;M}(N,ℓ,M)∈N×Z2+ are sequentially
relatively compact, the family of the joint laws
Q
N,ℓ;M
:= (piN,ℓ;M ,piN,ℓ)♯P
N ∈ P(L∞w∗(0, T ;P1(Td ×R+))2)
is also sequentially relatively compact. Since
{QN,ε;M |N ∈ N, ε > 0M > 0} ⊆ {QN,ℓ;M |N ∈ N, ℓ ∈ Z+ M > 0}
the family {QN,ε;M} is also relatively compact. By Proposition 5.3 it follows that any limit point of
the family {QN,ℓ;M} as N , ℓ and then M tend to infinity is concentrated on the diagonal and the
same is true for the family {QN,ε;M}. We state this more precisely as a proposition.
Corollary 5.1 Any subsequential limit point
Q ∈ Lim
M→+∞
Lim
ℓ→+∞
Lim
N→+∞
Q
N,ℓ;M
is concentrated on the diagonal, i.e.
Q
{
(pi1,pi2) ∈ L∞w∗(0, T ;P1(Td ×R+))2
∣∣ pi1 = pi2} = 1.
The same is true for any subsequential limit point
Q ∈ Lim
M→+∞
Lim
ε→0
Lim
N→+∞
Q
N,ε;M
Proof For any F ∈ L1(0, T ;C1(Td ×R+)) the map IF : L∞(0, T ;P1(Td ×R+))2 → R+ given by
IF (pi1,pi2) =
∣∣⟪F,pi1⟫− ⟪F,pi2⟫∣∣
is w∗-continuous and therefore for any δ > 0 the set
AF,δ :=
{
(pi1,pi2) ∈ L∞w∗(0, T ;P1(Td ×R+))2
∣∣ |⟪F,pi1⟫− ⟪F,pi2⟫| > δ}
is open in the product of the w∗-topologies on L∞(0, T ;P1(T
d×R+))2. Let nowQ be a subsequential
limit point of Q
N,ℓ;M
as N , ℓ and then M tend to infinity. Then by the portmanteau theorem,
Chebyshev’s inequality and Proposition 5.4
Q(AF,δ) ≤ lim sup
M→+∞
lim sup
ℓ→+∞
lim sup
N→+∞
Q
N,ℓ;M
(AF,δ)
≤ lim sup
M→+∞
sup
ℓ∈Z+
sup
N∈N
PN
{|⟪F,piM,ℓ;M⟫− ⟪F,piN,ℓ⟫| > δ} = 0. (108)
Now, since L1(0, T ;C1(T
d ×R+)) is separable we can choose a dense sequence {Fn}n∈N and then
Q
{
(pi1,pi2)
∣∣ pi1 6= pi2} = Q( ⋃
n,k∈N
{
|⟪Fn,pi1⟫− ⟪Fn,pi2⟫| > 1
k
})
= 0
which concludes the proof. Let us verify the first inequality in (108). By the definition of Q there
exist then a sequence {Mn}n∈N ⊆ R+ converging to infinity and
Q
∞,∞;Mn ∈ Lim
ℓ→+∞
Lim
N→+∞
Q
N,ℓ;Mn
, ∀n ∈ N
such that limn→+∞Q
∞,∞;Mn
= Q. Then by the portmanteau theorem
Q(AF,δ) ≤ lim inf
n→+∞
Q
∞,∞;Mn
(AF,δ). (109)
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Next, by the definition of Q∞,∞;Mn , n ∈ N, there exists for each n ∈ N a sequence {m(n)ℓ }ℓ∈N ⊆ Z+
and
Q
∞,m
(n)
ℓ
;Mn ∈ Lim
N→+∞
Q
N,m
(n)
ℓ
;Mn
, ℓ ∈ N
such that limℓ→+∞Q
∞,m
(n)
ℓ
;Mn
= Q
∞,∞;Mn
for all n ∈ N and thus by the portmanteau theorem
Q
∞,∞;Mn
(AF,δ) ≤ lim inf
ℓ→+∞
Q
∞,m
(n)
ℓ
;Mn
(AF,δ). (110)
Finally, by the definition of Q
∞,m
(n)
ℓ
;Mn
, for any (ℓ, n) ∈ N2 there exists a sequence {k(ℓ,n)N }N∈N
such that
lim
N→+∞
Q
k
(ℓ,n)
N
,m
(n)
ℓ
;Mn
= Q
∞,m
(n)
ℓ
;Mn
, ∀(ℓ, n) ∈ N2
and therefore by the portmanteau theorem again
Q
∞,m
(n)
ℓ
;Mn
(AF,δ) ≤ lim inf
N→+∞
Q
k
(ℓ,n)
N
,m
(n)
ℓ
;Mn
(AF,δ) ≤ lim sup
N→+∞
Q
N,m
(n)
ℓ
;Mn
(AF,δ). (111)
By combining (109), (110) and (111) we thus obtain
Q(AF,δ) ≤ lim inf
n→+∞
Q
∞,∞;Mn
(AF,δ) ≤ lim inf
n→+∞
lim inf
ℓ→+∞
Q
∞,m
(n)
ℓ
;Mn
(AF,δ)
≤ lim inf
n→+∞
lim inf
ℓ→+∞
lim sup
N→+∞
Q
N,m
(n)
ℓ
;Mn
(AF,δ) ≤ lim sup
M→+∞
lim sup
ℓ→+∞
lim sup
N→+∞
Q
N,ℓ;M
(AF,δ)
which proves the first inequality in (108) and concludes the proof. 
Corollary 5.2 Let {mℓ}∞ℓ=0 and {k(ℓ)N }∞N=1, ℓ ∈ Z+ be sequences of integers increasing to infinity
such that the limit
lim
N→+∞
Qk
(ℓ)
N
,mℓ =: Q∞,mℓ (112)
exists for all ℓ ∈ Z+ and the limit
lim
ℓ→+∞
Q∞,mℓ =: Q∞,∞ (113)
also exists. Then if for each M > 0 we set QN,ℓ;M∗ := Q
k
(ℓ)
N ,mℓ;M ,
Q
∞,∞;∞
∗ := Lim
M→+∞
Lim
ℓ→+∞
Lim
N→+∞
QN,ℓ;M∗ = {Q∞,∞}.
Proof Let Q∗ ∈ Q∞∞;∞∗ . We will show that Q∗ = Q∞,∞. By the definition of the set Q∞∞;∞∗
there exists a sequence {Mn}∞n=1 ⊆ (0,+∞) diverging to +∞ and
Q∞,∞;Mn∗ ∈Q∞,∞;Mn∗ := Lim
ℓ→+∞
Lim
N→+∞
QN,ℓ;Mn∗
such that
Q∗ = lim
n→+∞
Q∞,∞;Mn∗ . (114)
Then by the definition of the set Q∞,∞;Mn∗ there exists for each n ∈ N a strictly increasing sequence
{m(n)ℓ }∞ℓ=1 of natural numbers and
Q
∞,m
(n)
ℓ
;Mn
∗ ∈Q∞,m
(n)
ℓ
;Mn
∗ := Lim
N→+∞
Q
N,m
(n)
ℓ
;Mn
∗
such that
Q∞,∞;Mn∗ = lim
ℓ→+∞
Q
∞,m
(n)
ℓ
;Mn
∗ (115)
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and finally by the definition of the set Q
∞,m
(n)
ℓ
;Mn
∗ there exists for each n ∈ N and ℓ ∈ Z+ a strictly
increasing sequence {k(n,ℓ)N }N∈N of natural numbers such that
Q
∞,m
(n)
ℓ
;Mn
∗ = lim
N→+∞
Q
k
(n,ℓ)
N ,m
(n)
ℓ
;Mn
∗ . (116)
Consequently
Q∗ = lim
n→+∞
lim
ℓ→+∞
lim
N→+∞
Q
k
(n,ℓ)
N
,m
(n)
ℓ
;Mn
∗ = lim
n→+∞
lim
ℓ→+∞
lim
N→+∞
Q
k
(m
(n)
ℓ
)
k
(n,ℓ)
N
,m
m
(n)
ℓ
;Mn
.
We consider now the family of the joint laws
Q
N,ℓ;M
:= (piN,ℓ;M ,piN,ℓ)♯P
N ∈ PL∞w∗(0, T ;M1(Td ×R+))2
and set Q
N,ℓ;M
∗ := Q
k
(ℓ)
N ,mℓ;M for all N ∈ N, ℓ ∈ Z+, M > 0. This family is relatively compact and
thus for each (n, ℓ) ∈ N×Z+ there exists a further subsequence {k(n,ℓ)θN }N of {k
(n,ℓ)
N }N such that the
limit
Q
∞,m
(n)
ℓ
;Mn
∗ := lim
N→+∞
Q
k
(n,ℓ)
θN
,m
(n)
ℓ
;Mn
∗ ∈ Lim
N→+∞
Q
N,m
(n)
ℓ
;Mn
∗ =: Q
∞,m
(n)
ℓ
;Mn
∗
exists, for each n ∈ N there exists a further subsequence {m(n)
j
(n)
ℓ
}ℓ of {m(n)ℓ }ℓ such that the limit
Q
∞,∞;Mn
∗ := lim
ℓ→+∞
Q
∞,m
(n)
j
(n)
ℓ
;Mn
∗ ∈ Lim
ℓ→+∞
Q
∞,m
(n)
ℓ
;Mn
∗ ⊆ Lim
ℓ→+∞
Q
∞,ℓ;Mn
∗ =: Q
∞,∞;Mn
∗
exists and finally there exists a further subsequence {Min}n of {Mn}n such that the limit
Q
∞,∞;∞
∗ := limn→+∞
Q
∞,∞;Min
∗ ∈ Lim
M→+∞
Q
∞,∞;M
=: Q
∞,∞;∞
∗
exists. Then
Q
∞,∞;∞
∗ = lim
n→+∞
lim
ℓ→+∞
lim
N→+∞
Q
k
(in,j
(in)
ℓ
)
θN
,m
(in)
j
(in)
ℓ
;Min
∗ . (117)
Since obviously
Q
∞,∞;∞
∗ ∈ Lim
M→+∞
Lim
ℓ→+∞
Lim
N→+∞
Q
N,ℓ;M
∗ ⊆ Lim
M→+∞
Lim
ℓ→+∞
Lim
N→+∞
Q
N,ℓ;M
it follows by Corollary 5.1 that Q
∞,∞;∞
∗ is concentrated on the diagonal and thus its marginals
coincide. But the first marginal of Q
∞,∞;∞
∗ is Q∗ and its second marginal is Q
∞,∞. Indeed, the first
marginal of Q
N,ℓ;M
∗ is the measure pi
1
♯Q
N,ℓ;M
∗ = Q
N,ℓ;M
∗ and therefore by (117) and the continuity
of pi1♯
pi1♯Q
∞,∞;∞
∗ = limn→+∞
lim
ℓ→+∞
lim
N→+∞
pi1♯Q
k
(in,j
(in)
ℓ
)
θN
,m
(in)
j
(in)
ℓ
;Min
∗
= lim
n→+∞
lim
ℓ→+∞
lim
N→+∞
Q
k
(in,j
(in)
ℓ
)
θN
,m
(in)
j
(in)
ℓ
;Min
∗ .
But for each n ∈ N, ℓ ∈ Z+ the sequence {k(in,j
(in)
ℓ
)
θN
} is a subsequence of {k(in,j
(in)
ℓ
)
N } and therefore
by (116)
lim
N→+∞
Q
k
(in,j
(in)
ℓ
)
N
,m
(in)
j
(iℓ)
ℓ
;Min
∗ = Q
∞,m
(in)
j
(in)
ℓ
;Min
∗ .
50
Likewise, for each n ∈ N the sequence {m(n)
j
(n)
ℓ
}ℓ is a subsequence of {m(n)ℓ }ℓ and thus by (115)
lim
ℓ→+∞
Q
∞,m
(in)
j
(in)
ℓ
;Min
∗ = Q
∞,∞;Min
∗
and finally since {Min)} is a subsequence of {Mn} it follows by (114) that
pi1♯Q
∞,∞;∞
∗ = limn→+∞
Q
∞,∞;Min
∗ = Q∗.
Similarly, the second marginal of Q
N,ℓ;M
∗ is the measure
pi2♯Q
N,ℓ;M
∗ = Q
k
(ℓ)
N
,mℓ =: QN,ℓ∗
and therefore by (117), the continuity of pi2♯ and the assumptions (112) and (113)
pi2♯Q
∞,∞;∞
∗ = limn→+∞
lim
ℓ→+∞
lim
N→+∞
pi2♯Q
k
(in,j
(in)
ℓ
)
θN
,m
(in)
j
(in)
ℓ
;Min
∗
= lim
n→+∞
lim
ℓ→+∞
lim
N→+∞
Q
k
(in,j
(in)
ℓ
)
θN
,m
(in)
j
(in)
ℓ
∗ = lim
n→+∞
lim
ℓ→+∞
Q
∞,m
(in)
j
(in)
ℓ
∗ = Q
∞,∞
and the proof is complete. 
The analogous result to Corollary 5.2 for the case of the family {QN,ε;M}. We leave its state-
ment to the reader. More importantly, the M -modified empirical density process piN,ℓ;M yields the
correct decomposition in regular and singular path-measures. We make this precise in the following
proposition in the case of the family {QN,ℓ;M} and leave the statement of the analogous result for
the family {QN,ε;M} to the reader.
Proposition 5.5 Let D̂,D⊥ : L∞w∗(0, T ;M1(Td ×R+)) → L∞w∗(0, T ;M1(Td ×R+)) be the regular
and singular decomposition operators and let {k(ℓ)N }∞N=1, ℓ ∈ N and {mℓ}∞ℓ=1 be diverging sequences
such that the iterated limit
lim
ℓ→+∞
lim
N→+∞
Qk
(ℓ)
N
,mℓ =: Q∞
exists. Then
lim
M→+∞
lim
ℓ→+∞
lim
N→+∞
D̂♯Q
k
(ℓ)
N ,mℓ;M = D̂♯Q
∞
and
lim
M→+∞
lim
ℓ→+∞
lim
N→+∞
D⊥♯ Q
k
(ℓ)
N
,mℓ;M = D⊥♯ Q
∞.
The same results also hold if we take ℓ = [Nε] and take the limit as N → +∞, ε → 0 and then
M → +∞.
Proof We denote by ΠM : C1(T
d×R+)→ C1(Td×R+),M > 0, the bounded linear operator defined
by ΠMF (u, λ) = F (u, λ ∧M). We also denote by ΠM : L1(0, T ;C1(Td ×R+))→ L1(0, T ;C1(Td ×
R+)) the induced operator on the L
1-spaces. Then the adjoint Π∗M : L
∞
w∗(0, T ;M1(Td × R+)) →
L∞w∗(0, T ;M1(Td ×R+)) is bounded and w∗-continuous and
⟪D̂ ◦ piN,ℓ;M , F⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
Ft
( x
N
, ηℓt (x) ∧M
)
dt = ⟪Π∗M ◦ j∗ ◦ piN,ℓ, F⟫
for all F ∈ L1(0, T ;C1(Td ×R+)). Therefore
D̂ ◦ piN,ℓ;M = Π∗M ◦ j∗ ◦ piN,ℓ (118)
51
which yields
D̂♯Q
N,ℓ;M = (Π∗M ◦ j∗)♯QN,ℓ (119)
for all (N, ℓ,M) ∈ N×Z2+. Thus since Π∗M ◦j∗ : L∞w∗(0, T ;M1(Td×R+))→ L∞w∗(0, T ;M1(Td×R+))
is (w∗, w∗)-continuous we have by (119) and the assumption that
lim
ℓ→+∞
lim
N→+∞
D̂♯Q
k
(ℓ)
N ,mℓ;M = (Π∗M ◦ j∗)♯ lim
ℓ→+∞
lim
N→+∞
Qk
(ℓ)
N ,mℓ = (Π∗M ◦ j∗)♯Q∞
and therefore in order to conclude the proof it suffices to prove that
lim
M→+∞
(Π∗M ◦ j∗)♯Q = D̂♯Q, ∀ Q ∈ PL∞w∗(0, T ;M1(Td ×R+)).
But this is true since Π∗M ◦ j∗ w∗-converges pointwise to D̂ = E ◦ j∗ as we have seen in the
proof of Corollary 4.2, and this in turn implies that (Π∗M ◦ j∗)♯ converges pointwise to D̂♯ on
PL∞w∗(0, T ;M1(Td × R+)). For the second limit, recalling that TM : C(Td) → C1(Td × R+) is
the operator TMf = (Λ−M)+f(U),
D⊥ ◦ piN,ℓ;M = R∗ ◦ T ∗M ◦ piN,ℓ (120)
and as we have also seen in the proof of Corollary 4.2 the maps R∗ ◦ T ∗M w∗-converge pointwise to
D⊥ as M → +∞ and the claim follows as the first limit. 
In the course of the proof of the replacement lemma where we will compare the processes piN,ℓ
and piN,[Nε] apart from interpolating between them with the micro-truncated double-block empirical
density process piN,ℓ;M ;ε introduced in (52) we will also interpolate with the process macro-truncated
double-block empirical density process piN,ℓ,ε;M : D(0, T ;MdN) → L∞w∗(0, T ;M1(Td × R+)) defined
via duality with test maps F ∈ L1(0, T ;C1(Td ×R+)) by the formula
⟪F,piN,ℓ,ε;M⟫ =
∫ T
0
1
Nd
∑
x∈TdN
{
Ft
( x
N
, η
ℓ,[Nε]
t (x) ∧M
)
+RFt
( x
N
)
(ηℓ,[Nε](x)−M)+
}
dt, (121)
where ηℓ,[Nε](x) is the double-block average as defined in (6). We note that the regular part p̂iN,ℓ,ε;M
of the process piN,ℓ,ε;M is equal to (Π∗M ◦ j∗)♯piN,ℓ,ε, where
piN,ℓ,ε : D(0, T ;MdN)→ L∞w∗(M1,+(Td ×R+))
is the double-block empirical process defined by
⟪F,piN,ℓ,ε⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
F
( x
N
, ηℓt (x)
[Nε]
)
dt, F ∈ L1(0, T ;C1(Td ×R+)). (122)
Proposition 5.6 Suppose that the ZRP starts from a sequence of initial profiles {µN0 } with total
mass m > 0 in probability. Then the families of the path-laws
QN,ℓ;M ;ε := piN,ℓ;M ;ε♯ P
N ∈ PL∞w∗(0, T ;P1(Td ×R+)), (123)
QN,ℓ,ε;M := piN,ℓ,ε;M♯ P
N ∈ PL∞w∗(0, T ;P1(Td ×R+)), (124)
QN,ℓ,ε := piN,ℓ,ε♯ P
N ∈ PL∞w∗(0, T ;P1(Td ×R+)) (125)
over all N ∈ N, ε > 0, ℓ ∈ Z+ and M > 0 are relatively compact and any limit point of each of these
families as N → +∞, ε→ 0, ℓ→ +∞ and then M → +∞ is concentrated on L∞w∗(0, T ;Y1,m(Td)).
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Proof Since the recession operator R : C1(T
d ×R+)→ C(Td) is a contraction
∣∣⟪F,piN,ℓ;M ;ε⟫∣∣ ≤ ∫ T
0
‖Ft‖∞;1
Nd
∑
x∈Td
N
{
1 + (ηℓt (x) ∧M)[Nε]} dt
+
∫ T
0
‖RFt‖∞
Nd
∑
x∈Td
N
(ηℓt (x)−M)+[Nε] dt
≤
∫ T
0
‖Ft‖∞;1
Nd
∑
x∈TdN
{
1 + η
ℓ,[Nε]
t (x)} dt =
∫ T
0
‖Ft‖∞;1(1 + 〈1, πNt 〉) dt.
Therefore by the conservation of the total number of particles
sup
(ℓ,ε,M)∈Z+×(0,∞)2
‖piN,ℓ;M ;ε‖TV,1;∞ ≤ 1 + 〈1, πN0 〉, PN -a.s., N ∈ N. (126)
and thus
sup
(N,ℓ,M,ε)∈N×Z+×(0,∞)2
PN
{‖piN,ℓ;M ;ε‖TV,1;∞ > A} ≤ sup
N∈N
µN0
{
〈1, πN〉 > A− 1}.
The claim then follows by Lemma 5.1. The processes piN,ℓ,ε;M and piN,ℓ,ε also satisfy the bound (126)
and their laws are also relatively compact. Finally we note that the double-block empirical density
map piN,ℓ,ε : MdN →M1(Td ×R+) satisfies for all H ∈ L1(0, T ;C(Td)) the relations
〈H(U),piN,ℓ,ε〉 = 1
Nd
∑
x∈Td
N
H
( x
N
)
and 〈Λ,piN,ℓ,ε〉 = 〈1, πN 〉
and therefore the proof of the second claim follows similarly to the proof of Proposition (5.2). 
By similar computations to the ones yielding inequality (107) we also obtain the inequality
sup
(N,ℓ,ε)∈N×Z+×(0,+∞)
E
N |⟪F,piN,ℓ,ε⟫− ⟪F,piN,ℓ,ε;M⟫| ≤ 2AM (F ) sup
N∈N
∫
〈1, πN 〉dµN0
where AM (F ) =
∫ T
0
supλ≥M
∥∥Ft(·,λ)
λ − RFt
∥∥
∞
dt. This inequality yields the analogous result to
Proposition 5.4 for the double-block empirical density piN,ℓ,ε, i.e.
lim
M→+∞
sup
ℓ∈Z+
sup
ε>0
sup
N∈N
E
N |⟪F,piN,ℓ,ε⟫− ⟪F,piN,ℓ,ε;M⟫| = 0, ∀F ∈ L1(0, T ;C1(Td ×R+)). (127)
Proposition 5.7 Let Q
N,ℓ,ε;M
:= (piN,ℓ,ε,piN,ℓ,ε;M)♯P
N , N ∈ N, ℓ ∈ Z+, ε,M > 0, be the family
joint laws of the double-block and the macro-truncated double-block empirical density process of the
ZRP and let
Q ∈ Q∞,∞,0;∞ := Lim
M→+∞
Lim
ℓ→+∞
Lim
ε→0
Lim
N→+∞
Q
N,ℓ,ε;M
be a limit point of this family. Then Q is concentrated on the diagonal and if {mℓ}ℓ∈N ⊆ Z+ is
a diverging sequence, {θ(ℓ)ε }ε>0, ℓ ∈ N, are maps converging to zero as ε → 0 and {k(ℓ,ε)N }N∈N,
(ℓ, ε) ∈ N× (0,+∞) are diverging sequences such that the iterated limit
lim
ℓ→+∞
lim
ε→0
lim
N→+∞
Qk
(ℓ,ε)
N ,mℓ,θ
(ℓ)
ε =: Q∞,∞,0
exists then
Lim
M→+∞
Lim
ℓ→+∞
Lim
k→+∞
Lim
N→+∞
Qk
(ℓ,ε)
N ,mℓ,θ
(ℓ)
ε ;M = {Q∞,∞,0}.
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Proof The proof is similar to the proof of Corollaries 5.1 and 5.2. 
Similarly to the relations (118) and (120) the double block empirical process satisfies the relations
D̂ ◦ piN,ℓ,ε;M = Π∗M ◦ j∗ ◦ piN,ℓ,ε and D⊥ ◦ piN,ℓ,ε;M = R∗ ◦ T ∗M ◦ piN,ℓ,ε (128)
and the analogous result to Proposition 5.5 holds for the double-block process.
Proposition 5.8 Let D̂,D⊥ : L∞w∗(0, T ;M1(Td ×R+)) → L∞w∗(0, T ;M1(Td ×R+)) be the regular
and singular decomposition operators and let {mℓ}ℓ∈N ⊆ Z+ be a diverging sequence, for each ℓ ∈ N
let {θ(ℓ)ε }ε>0 be a map converging to zero as ε → 0 and let {k(ℓ,ε)N }N∈N, (ℓ, ε) ∈ N × (0,+∞) be a
diverging sequence as N → +∞ such that the iterated limit
lim
ℓ→+∞
lim
ε→0
lim
N→+∞
Qk
(ℓ,ε)
N
,mℓ,θ
(ℓ)
ε =: Q∞,∞,0
exists. Then
lim
M→+∞
lim
ℓ→+∞
lim
ε→0
lim
N→+∞
D̂♯Q
k
(ℓ,ε)
N
,mℓ,θ
(ℓ)
ε = D̂♯Q
∞,∞,0
and
lim
M→+∞
lim
ℓ→+∞
lim
ε→0
lim
N→+∞
D⊥♯ Q
k
(ℓ,ε)
N
,mℓ,θ
(ℓ)
ε = D⊥♯ Q
∞,∞,0.
Proof The claim follows by the same arguments in the proof of Proposition 5.5 by using the rela-
tions (128) in place of the relations (118) and (120) and is omitted. .
5.2 The one-block estimate
For any asymptotically linear cylinder map Ψ: Md∞ → R we set AN,ℓΨ := Ψℓ − Ψ(ηℓ(0)). Then in
order to prove the one-block estimate we have to show that for all H ∈ L1(0, T ;C(Td))
lim sup
ℓ,N→+∞
E
N
∣∣∣ ∫ T
0
1
Nd
∑
x∈TdN
Ht
( x
N
)
τxA
N,ℓ
Ψ (ηt) dt
∣∣∣ = 0. (129)
We will first reduce the case of asymptotically linear cylinder maps to sublinear cylinder maps. So
let Ψ: Md∞ → R be an asymptotically linear cylinder map with support J = JΨ ⊆ Zd and gradient
∇Ψ(∞) ∈ RJ at infinity. Then, denoting by ηJ : Md∞ → ZJ+ the natural projection, the function
Ψ0 = Ψ− 〈∇Ψ(∞), ηJ 〉 is sublinear and Ψ = Ψ0 + 〈∇Ψ(∞), ηJ 〉. For each ℓ ∈ Z+
Ψℓ =
1
ℓd⋆
∑
|y|≤ℓ
τyΨ = Ψ
ℓ
0 + 〈∇Ψ(∞), ηJ 〉ℓ = Ψℓ0 + 〈∇Ψ(∞), ηℓJ 〉
where ηℓJ is defined coordinate-wise, i.e. η
ℓ
J = (η
ℓ(x))x∈J . Furthermore for all ρ ∈ [0, ρc] ∩R+
Ψ˜(ρ) = Ψ˜0(ρ) +
∫
〈∇Ψ(∞), ηJ 〉dν∞ρ = Ψ˜0(ρ) + ρ〈∇Ψ(∞),1J 〉
where 1J ∼= (1, . . . , 1) ∈ RJ and thus
Ψ(ρ) = Ψ˜(ρ ∧ ρc) + (ρ− ρc)+〈∇Ψ(∞),1J 〉
= Ψ˜0(ρ ∧ ρc) + (ρ ∧ ρc)〈∇Ψ(∞),1J 〉+ (ρ− ρc)+〈∇Ψ(∞),1J 〉
= Ψ0(ρ) + ρ〈∇Ψ(∞),1J 〉. (130)
Therefore AℓΨ = A
ℓ
Ψ0
+〈a, ηℓJ〉−ηℓ(0)〈a, 1J〉 and thus in order to reduce the case of asymptotically
linear cylinder functions to sublinear functions it suffices to show that
lim sup
ℓ,N→+∞
E
N
∣∣∣ ∫ T
0
1
Nd
∑
x∈TdN
Ht
( x
N
)
τx(〈a, ηℓJ 〉 − ηℓ(0)〈a,1J〉)(ηt) dt
∣∣∣ = 0 (131)
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for all H ∈ L1(0, T ;C(Td)), J ⊆ Zd and a ∈ RJ . Since(〈a, ηℓJ 〉 − ηℓ(0)〈a,1J 〉)(ηt) =∑
z∈J
azη
ℓ
t (z)− ηℓt (0)
∑
z∈J
az
the time integrand in (131) is equal to
IN,ℓ,H,at (η) :=
1
Nd
∑
x∈Td
N
Ht
( x
N
)∑
z∈J
az
{
ηℓt (x + z)− ηℓt (x)
}
=
1
Nd
∑
x∈Td
N
∑
z∈J
az
{
Ht
(x− z
N
)
−Ht
( x
N
)}
ηℓt (x).
Since H ∈ L1(0, T ;C(Td)), given ε > 0, there exists a function δ¯ε ∈ L∞(0, T ) depending on H
such that δ¯ε(t) > 0 for almost all t ∈ [0, T ] and
d
T
d(u, υ) < δ¯ε(t) =⇒ |Ht(u)−Ht(υ)| < ε, a.s.-∀ t ∈ [0, T ].
Furthermore since ‖H·‖∞ ∈ L1(0, T ) for each ℓ ∈ Z+ there exists δℓ > 0 such that
L(0,T )(E) < δℓ =⇒
∫
E
‖Ht‖∞ dt < ℓ−1.
Since L(0,T )({δ¯ℓ−1(·) = 0}) = 0 for all ℓ ∈ Z+, for each ℓ ∈ Z+ there exists kℓ ∈ N such that
L(0,T )({δ¯ℓ−1(·) < 1kℓ }) < δℓ. Then for all N, ℓ∣∣∣ ∫
{δ¯ℓ−1 (·)<k
−1
ℓ
}
IN,ℓ,H,at dt
∣∣∣ ≤ 2|a|1 ∫
{δ¯ℓ−1(·)<k
−1
ℓ
}
‖Ht‖∞ 1
Nd
∑
x∈Td
N
ηℓt (x) dt
PN -a.s.≤ 2|a|1〈1, πN0 〉
∫
{δ¯
ℓ−1 (·)<k
−1
ℓ
}
‖Ht‖∞ dt
≤ 2|a|1ℓ−1〈1, πN0 〉L(0,T )({δ¯ℓ−1(·) < k−1ℓ }). (132)
On the other hand, setting b := supz∈J |z| < +∞ for each ℓ ∈ Z+ we can choose Nℓ ∈ N such that
b/N < k−1ℓ for all N ≥ Nℓ and then for all ℓ ∈ Z+, N ≥ Nℓ∣∣∣ ∫
{δ¯
ℓ−1(·)≥k
−1
ℓ
}
IN,ℓ,H,at dt
∣∣∣ ≤ ∫
{δ¯
ℓ−1(·)≥k
−1
ℓ
}
1
Nd
∑
x∈TdN
∑
z∈J
|az|
∣∣∣Ht(x− z
N
)
−Ht
( x
N
)∣∣∣ηℓt (x) dt
≤ |a|1ℓ−1
∫
{δ¯
ℓ−1 (·)≥k
−1
ℓ
}
1
Nd
∑
x∈Td
N
ηℓt (x) dt
PN -a.s.
= |a|1ℓ−1⋆ 〈πN0 , 1〉L(0,T )({δ¯ℓ−1(·) ≥ k−1ℓ }). (133)
It follows by (132) and (133) that for each ℓ ∈ Z+ and all N ≥ Nℓ
E
N
∣∣∣ ∫ T
0
IN,ℓ,H,at dt
∣∣∣ ≤ 2|a|1ℓ−1⋆ EN 〈πN0 , 1〉 = 2|a|1ℓ−1 ∫ 〈1, πN 〉dµN0 .
Therefore by the O(Nd)-entropy assumption and Lemma 5.1
lim sup
ℓ,N→+∞
E
N
∣∣∣ ∫ T
0
IN,ℓ,H,at dt
∣∣∣ = 0.
Then, since by [24, Lemma 5.5.3] the one-block estimate holds for sublinear cylinder functions
in the case of weakly condensing ZRPs, the one-block estimate follows for weakly condensing ZRPs
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and in order to prove the one-block estimate for condensing ZRPs it suffices to extend the one-block
estimate for condensing ZRPs in [28] to sublinear cylinder maps.
We proceed now with the proof of the one-block estimate for sublinear cylinder maps in the case
of condensing ZRPs. This is based on the following consequence of the equivalence of ensembles. In
fact since we have reduced the one-block estimate to sublinear cylinder functions we need the next
result only for sublinear maps. We state for the more general case of asymptotically linear cylinder
maps Ψ to elucidate the definition of the associated extended homologue Ψ.
Lemma 5.3 (Super-critical equivalence of ensembles) Let Ψ: Md∞ → R be an asymptotically linear
cylinder map with support JΨ ⊆ Zd and slope ∇Ψ(∞) ∈ RJΨ at infinity. Then
lim
N,K→+∞
K/Nd→ρ
∫
ΨdνN,K =
∫
Ψdν∞ρ∧ρc + 〈∇Ψ(∞),1JΨ〉(ρ− ρc)+ = Ψ(ρ), ρ ≥ 0.
Proof By [21] we know that the claim holds when Ψ is bounded. First we will show by a truncation
argument that it also holds for sublinear cylinder functions. So let Ψ be a cylindric sublinear map
with support J ⊆ Zd and let ΨJ : ZJ+ → R be such that Ψ = ΨJ(ηJ ) and
lim
|ηJ |1→+∞
|ΨJ(ηJ )|
|ηJ |1 = 0.
Since ΨJ is sublinear there exists a constant CΨ < +∞ such that |Ψ| ≤ CΨ(1 + |ηJ |1). Thus since
ν1ρ has exponential moments for ρ ∈ [0, ρc) and ν1ρc has finite moments whenever ρc < +∞ it follows
that ΨJ ∈ ∩ρ∈[0,ρc]∩R+L1(ZJ+, νJρ ).
For each δ > 0 we pick Kδ > 0 such that |ΨJ(η)| < δ|η|1 for all η ∈ Md∞ with |η|1 > Kδ and
Kδ → +∞ as δ → 0, and decompose ΨJ as ΨJ = Ψ≤J,δ + Ψ>J,δ where Ψ≤J,δ := ΨJ1[0,Kδ](| · |1) and
Ψˆ>J,δ := ΨJ1(Kδ,+∞)(| · |1). Thus Ψ = Ψ≤J,δ(ηJ ) + Ψ>J,δ(ηJ ) =: Ψ≤δ + Ψˆ>δ so that |Ψ− Ψ≤δ | = |Ψ>δ | <
δ|ηJ |1, and all N ∈ N large enough so that J ⊆ TdN
−δ(♯J) K
Nd
+
∫
Ψδ dνN,K ≤
∫
hdνN,K ≤
∫
Ψδ dνN,K + δ(♯J)
K
Nd
.
By its definition the map ΨJ,δ is bounded for each δ > 0 and therefore
lim
N,K→+∞
K/Nd→ρ
∫
Ψδ dνN,K =
∫
Ψδdν
1
ρ∧ρc .
Thus for each fixed δ > 0
−δ♯Jρ+
∫
Ψδ dν
1
ρ∧ρc ≤ lim infN,K→+∞
K/Nd→ρ
∫
ΨdνN,K ≤ lim sup
N,K→+∞
K/Nd→ρ
∫
ΨdνN,K
≤
∫
Ψδ dν
1
ρ∧ρc + δ♯Jρ
and passing to the limit as δ → 0 we obtain
lim inf
δ→0
∫
Ψδ dν
∞
ρ∧ρc ≤ lim infN,K→+∞
K/Nd→ρ
∫
hdνN,K ≤ lim sup
N,K→+∞
K/Nd→ρ
∫
ΨdνN,K
≤ lim sup
δ→0
∫
Ψδ dν
∞
ρ∧ρc . (134)
Now,
∫
Ψδ dν
∞
ρ∧ρc =
∫
ΨJ,δdν
J
ρ∧ρc and |ΨJ,δ| ≤ |ΨJ | ∈ L1(νJρ∧ρc ), and therefore since ΨJ,δ −→ ΨJ
pointwise as δ → 0 it follows by the dominated convergence theorem that
lim
δ→0
∫
Ψδ dν
∞
ρ∧ρc =
∫
Ψdν∞ρ∧ρc
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The claim for sublinear cylinder functions follows by this limit and (134).
We suppose next that the cylinder map Ψ is asymptotically linear. Then with J = JΨ being the
support of Ψ
Ψ = ΨJ(η
J ) = (ΨJ(η
J )− 〈∇Ψ(∞), ηJ 〉) + 〈∇Ψ(∞), ηJ 〉 := ΨJ,0 + 〈∇Ψ(∞), ηJ 〉
with ΨJ,0 being a sublinear cylinder map. Therefore
lim
N,K→+∞
K/Nd→ρ
∫
ΨdνN,K = Ψ˜J,0(ρ ∧ ρc) + lim
N,K→+∞
K/Nd→ρ
∫
〈∇ΨJ (∞), ηJ 〉dνN,K
= Ψ˜0,J(ρ ∧ ρc) +
∑
x∈J
∂xΨ(∞) lim
N,K→+∞
K/Nd→ρ
∫
η(x) dνN,K
= Ψ˜(ρ ∧ ρc)− 〈∇Ψ(∞),1J 〉(ρ ∧ ρc) + 〈∇Ψ(∞),1J 〉ρ
= Ψ˜(ρ ∧ ρc) + 〈∇Ψ(∞),1J 〉(ρ− ρc)+ = Ψ(ρ),
which completes the proof of the lemma. 
Lemma 5.4 (Uniform L1 Law of Large numbers) Let P be a family of probability measures on a
measurable space (Ω,F) and let (Xi)i∈N be a sequence of random variables that is i.i.d. with respect
to all P ∈ P. We denote by EP the expectation with respect to P ∈ P and set µP := EPX1. If X1
is P-uniformly integrable, i.e. limM→+∞ supP∈P EP
(|X1|1{|X1|>M}) = 0 then
lim
n→+∞
sup
P∈P
EP
∣∣∣ 1
n
n∑
i=1
Xi − µP
∣∣∣ = 0.
Proof The claim obviously holds if the Xi’s have uniformly bounded variance, i.e. if
sup
P∈P
EP |X1 − µP |2 < +∞.
The claim then follows by a truncation argument. For each M > 0 set XMi := Xi1{|Xi|≤M},
X¯Mi := Xi1{|Xi|>M} and µ
M
P := EPX
M
1 , µ¯
M
P := EP X¯
M
1 . Then Xi = X
M
i + X¯
M
i and µP = µP + µ¯
M
P
for each M > 0 and therefore
EP
∣∣∣ 1
n
n∑
i=1
Xi − µP
∣∣∣ ≤ EP ∣∣∣ 1
n
n∑
i=1
XMi − µMP
∣∣∣+EP ∣∣∣ 1
n
n∑
i=1
X¯Mi − µ¯MP
∣∣∣.
The random variables XMi have obviously uniformly bounded variance for each M > 0 and thus
lim sup
n→+∞
sup
P∈P
EP
∣∣∣ 1
n
n∑
i=1
Xi − µP
∣∣∣ ≤ lim sup
n→+∞
sup
P∈P
EP
∣∣∣ 1
n
n∑
i=1
X¯Mi − µ¯MP
∣∣∣
≤ 2 sup
P∈P
EP
(|X1|1|X1|>M) M→+∞−→ 0,
by the P-uniform integrability of the Xi’s. 
Using these two lemmas we can extend the one-block estimate of condensing ZRPs to sublinear
cylinder maps. As shown in [24][Section 5.2] whenever the sequence {µN0 } satisfies the O(Nd)-entropy
assumption with respect to some equilibrium state {νNρ∗}, ρ∗ ∈ (0, ρc) with constant C0 = C0(ρ∗)
then entropy and normalized Dirichlet form of the density f¯NT := dµ¯
N
T /dν
N
ρ∗ of the time averaged law
µ¯NT :=
1
T
∫ T
0 µ
N
t dt with respect to ν
N
ρ∗ satisfy the bounds
HN (f¯
N
T ) ≤ C(ρ∗)Nd and DN (f¯NT ) ≤
C(ρ∗)
2T
Nd−2 (135)
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Here the supremum is taken among all densities f ∈ L1+(νNρ∗), we have set HN (f) := H(f dνNρ∗ |νNρ∗)
for all f ∈ L1+(νNρ∗) and the renormalized Dirichlet formDN : L1+(νNρ∗)→ [0,+∞] is given byDN (f) =
DN (
√
f) where DN : L
2(νρ∗)→ [0,+∞] is the Dirichlet form associated to the generator LN ,
DN (f) := −
∫
fLNf dνρ∗ =
1
2
∑
η∈Md
N
∑
x,y∈Td
N
(
f(ηx,y)− f(η))2g(η(x))p(y − x)νNρ∗(η).
Via these estimates the one-block estimate is reduced to proving that
lim sup
ℓ→∞
lim sup
N→∞
sup
HN (f)≤C0N
d
DN (f)≤C0N
d−2
∫
1
Nd
∑
x∈TdN
τxV
ℓ
Ψf dν
N
ρ∗ ≤ 0, ∀ C0 > 0, (136)
Since the cylinder map is assumed here to be sublinear one can follows that steps 1 to 5 in [24, Sect.
5.4.1]to further reduce the one-block estimate to showing that for all constants C1 > 0,
lim sup
ℓ→+∞
max
K|K≤(2ℓ+1)dC1
∫
V ℓdν2ℓ+1,K = 0, (137)
where the canonical measure ν2ℓ+1,K is considered as a measure on M
d
∞ by identifying the cube
Λdℓ := {x ∈ Zd
∣∣ |x| ≤ ℓ} ⊆ Zd with Td2ℓ+1. By fixing a positive integer k which will tend to infinity
after taking the limit as ℓ → +∞, and decomposing the cube Λdℓ in smaller cubes of side-length
2k + 1, the one-block estimate is reduced to showing that
lim
k→∞
lim
m→∞
S(m, k) = 0, (138)
where S(m, k) denotes the supremum
S(m, k) := sup
ℓ≥m
K≤(2ℓ+1)dC1
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ−Ψ
( K
(2ℓ+ 1)d
)∣∣∣
1
dν2ℓ+1,K .
For each fixed (m, k) ∈ N × N, we pick a sequence {(ℓm,kn ,Km,kn )}n∈N such that ℓm,kn ≥ m and
Km,kn ≤ (2ℓm,kn + 1)dC1 for all n ∈ N that achieves the supremum, i.e. such that
S(m, k) = lim
n→∞
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ−Ψ
( Km,kn
(2ℓm,kn + 1)d
)∣∣∣
1
dν2ℓm,kn +1,Km,kn .
Since the sequence {rm,kn }n∈N defined by
rm,kn :=
Km,kn
(2ℓm,kn + 1)d
, n ∈ N,
is contained in the interval [0, C1], for each fixed (m, k) ∈ N×N, we can pick a sequence {nj}j∈N :=
{nm,kj } such that rm,knj converges to some rm,k ∈ [0, C1] as j → ∞. Since we assume that Ψ is
sublinear, it follows by the equivalence of ensembles that
S(m, k) =
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ−Ψ
(
rm,k
)∣∣∣
1
dν∞rm,k∧ρc .
Furthermore rm,k is also contained in [0, C1] and thus we can choose for each k ∈ N a sequence
{mj}j∈N ≡ {m(k)j } such that {rmj ,k}j∈N converges to some rk ∈ [0, C1]. Then limj↑∞ rmj ,k ∧ ρc =
rk ∧ρc and since the grand canonical ensemble (ν∞ρ∧ρc)ρ≥0 ⊆ P1Md∞ is continuous in the Wasserstein
topology of 1-st order and Ψ is sublinear
lim
m→∞
S(m, k) =
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ− Ψ˜(rk ∧ ρc)
∣∣∣ dν∞rk∧ρc .
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Therefore
lim sup
k→+∞
lim
m→+∞
S(m, k) ≤ lim sup
k→∞
sup
ρ∈[0,ρc]
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ− Ψ˜(ρ)
∣∣∣ dν∞ρ .
Now let ℓΨ be the smallest integer ℓ ∈ Z+ such that JΨ ⊆ Λdℓ and set
Ekx := x+ (2ℓΨ + 1)Z
d ∩ Λdk, x ∈ ΛdℓΨ .
Then the sets Ekx , x ∈ ΛdℓΨ are disjoint and the cube Λdk is equal to the disjoint union
Λdk =
⊔
x∈Λd
ℓΨ
Ekx .
Since k is an arbitrary parameter that is introduced by splitting a larger cube of radius ℓ into smaller
ones of radius k and k tends to infinity after ℓ is sent to infinity, we can assume without loss fo
generality that 2ℓΨ + 1 divides 2k + 1 so that
♯Ekx =
(2k + 1)d
(2ℓΨ + 1)d
∈ N, ∀x ∈ ΛdℓΨ .
Then
1
(2k + 1)d
∑
|x|≤k
τxΨ =
1
(2ℓΨ + 1)d
∑
x∈Λd
ℓΨ
1
♯Ekx
∑
y∈Ekx
τyΨ
and thus for each ρ ∈ [0, ρc]
1
(2k + 1)d
∑
|x|≤k
τxΨ− Ψ˜(ρ) = 1
(2ℓΨ + 1)d
∑
x∈Λd
ℓΨ
1
♯Ekx
∑
y∈Ekx
(
τyΨ− Ψ˜(ρ)
)
.
Therefore
sup
ρ∈[0,ρc]
∫ ∣∣∣ 1
(2k + 1)d
∑
|x|≤k
τxΨ− Ψ˜(ρ)
∣∣∣ dν∞ρ
≤ 1
(2ℓΨ + 1)d
∑
x∈Λd
ℓΨ
sup
ρ∈[0,ρc]
∫ ∣∣∣ 1
♯Ekx
∑
y∈Ekx
τyΨ− Ψ˜(ρ)
∣∣∣ dν∞ρ
and thus in order to complete the proof of the one-block estimate it suffices to show that
lim
k→+∞
sup
ρ∈[0,ρc]
∫ ∣∣∣ 1
♯Ekx
∑
y∈Ekx
τyΨ− Ψ˜(ρ)
∣∣∣ dν∞ρ = 0
for each x ∈ ΛdℓΨ . So let x ∈ ΛdℓΨ . The random variables {τyΨ}y∈Ekx are independent and identically
distributed and by the uniform L1-law of large numbers it suffices to show that τxΨ is {ν∞ρ }ρ∈[0,ρc]-
uniformly integrable. Since Ψ is sublinear it has at most linear growth and thus there exists a
constant C ≥ 0 such that Ψ ≤ C(1 + |ηJΨ |1). Then for each x ∈ Ekx , ρ ∈ [0, ρc] and all M > 0∫
|τxΨ|1{|τxΨ|>M} dν∞ρ =
∫
τx(|Ψ|1{|Ψ|>M}) dν∞ρ =
∫
|Ψ|1{|Ψ|>M} dν∞ρ
≤ C
∫
(1 + |ηJΨ |1)1(M,∞)(1 + |ηJΨ |1) dν∞ρ (η).
But the map ΨM : M
d
∞ → R given by ΨM (η) = C(1 + |ηJΨ |1)1(M,∞)(1 + |ηJΨ |1) is increasing,
i.e. ΨM (η) ≤ ΨM (ζ) whenever η(x) ≤ ζ(x) for all x ∈ Zd and by [24, Lemma 2.3.5] the grand
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canonical ensemble ensemble {ν1ρ}ρ∈[0,ρc] is a stochastically increasing function of the parameter
ρ ∈ [0, ρc]. Therefore ∫
|τxΨ|1{|τxΨ|>M} dν∞ρ ≤
∫
ΨM dν
∞
ρ ≤
∫
ΨM dν
∞
ρc
for all ρ ∈ [0, ρc] and thus
lim
M→+∞
sup
ρ∈[0,ρc]
∫
|τxΨ|1{|τxΨ|>M} dν∞ρ ≤ lim
M→+∞
∫
ΨM dν
∞
ρc = 0.
This shows that we can apply the uniform L1-law of large numbers and completes the proof of (45).
We prove next claim (b). In order to prove that the family {QN,ℓΨ }(N,ℓ)∈N×Z+ is relatively compact
it suffices to show that the sequences of its marginals QNΨ,1 := pi
N,ℓ
♯ P
N and QN,ℓΨ,2 := σ
N,Ψ
♯ P
N ,
N ∈ N, are relatively compact. The relative compactness of {QN,ℓΨ,1}(N,ℓ)∈N×Z+ has been proved in
Proposition 5.1. The relative compactness of {QNΨ,2} is proved in the following.
Proposition 5.9 Let Ψ: Md∞ → R be an asymptotically linear cylinder map. If the sequence of
initial distributions has total mass bounded above in probability then the sequence of distributions
QNΨ,2 := σ
N,Ψ
♯ P
N ∈ PL∞w∗(0, T ;M(Td)) is relatively compact.
Proof By the Prokhorov-Le Cam and Banach-Alaoglu theorems it suffices to show that
lim
M→+∞
sup
N∈N
QNΨ,2
{‖σ‖L∞
w∗
(0,T ;M(Td)) > M
}
= 0.
Since in any case the cylinder map Ψ satisfies |Ψ| ≤ C(1 + |ηJ |1) for some constant 0 < C < +∞
and some finite J ⊆ Zd
‖σN,Ψ‖L∞
w∗
(0,T ;M(Td)) = sup
‖f‖
L1(0,T ;C(Td))
≤1
⟪f, σN,Ψ⟫
= sup
‖f‖≤1
∫ T
0
1
Nd
∑
x∈Td
N
ft
( x
N
)
τxΨ(ηt) dt
≤ C sup
‖f‖≤1
∫ T
0
‖ft‖∞ 1
Nd
∑
x∈Td
N
(
1 +
∑
y∈J
τxηt(y)
)
dt
PN -a.s.
= C(1 + ♯J〈1, πN0 〉) sup
‖f‖≤1
∫ T
0
‖ft‖∞ dt ≤ C(1 + ♯J〈1, πN0 〉).
Therefore
QNΨ,2
{‖σ‖L∞
w∗
(0,T ;M(Td)) > M
}
= PN
{‖σN‖L∞
w∗
(0,T ;M(Td)) > M
}
≤ µN0
{
〈1, πN0 〉 >
1
♯J
(M
C
− 1
)}
and thus the tightness of {QNΨ,2}N∈N follows by Lemma 5.1. 
We show next that Ψ ∈ C1(R+) with Ψ′(∞) = 〈∇Ψ(∞),1J 〉. If the ZRP is strongly condensing
this claim is obvious and thus we can assume that ρc = +∞. We will show first that if Ψ is sublinear
then Ψ
′
(∞) = 0. So let ε > 0. Since Ψ is sublinear there exists Kε > 0 such that |Ψ(η)| < ε|ηJ |1
whenever |ηJ |1 > Kε. Then for all ρ > 0∣∣∣Ψ(ρ)
ρ
∣∣∣ ≤ 1
ρ
∫
|Ψ| dν∞ρ =
1
ρ
∫
{|ηJ |1≤Kε}
|Ψ| dν∞ρ +
1
ρ
∫
{|ηJ |1>Kε}
|Ψ| dν∞ρ
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and therefore since |Ψ| is bounded on {|ηJ |1 ≤ Kε}
lim sup
ρ→+∞
∣∣∣Ψ(ρ)
ρ
∣∣∣ ≤ lim sup
ρ→+∞
(1
ρ
∫
{|ηj|1>Kε}
|Ψ| dν∞ρ
)
.
But ∫
{|ηJ |1>Kε}
|Ψ| dν∞ρ ≤ ε
∫
|ηJ |1 dν∞ρ = ε♯Jρ
and therefore lim supρ→+∞
∣∣Ψ(ρ)
ρ
∣∣ ≤ ε♯J which since ε > 0 was arbitrary proves that Ψ′(∞) = 0. Now
if Ψ is asymptotically linear it is of the form Ψ = Ψ0+ 〈∇Ψ(∞), ηJ 〉 for some sublinear cylinder map
Ψ0 and Ψ(ρ) = Ψ0(ρ) + ρ〈∇Ψ(∞),1J 〉 and thus Ψ′(∞) = Ψ0′(∞) + 〈∇Ψ(∞),1J 〉 = 〈∇Ψ(∞),1J 〉.
We prove finally (46). Since L1(0, T ;C(Td)) is separable it suffices to show that
QΨ
{∣∣⟪G, σ − B¯Ψ(pi)⟫∣∣ > ε} = 0
for all G ∈ L1(0, T ;C(Td)) and ε > 0. Since QΨ is a limit point of {Q
N,ℓ
Ψ }(N,ℓ) as N → +∞ and
then ℓ→ +∞ there exist a sequence {mℓ}ℓ∈N ⊆ Z+ and diverging sequences {k(ℓ)N }N∈N ⊆ N, ℓ ∈ Z+
such that
QΨ = lim
ℓ→+∞
lim
N→+∞
Q
k
(ℓ)
N
,mℓ
Ψ .
Since the map B¯Ψ is w
∗-continuous the set {|σ− B¯Ψ(pi)| > ε} is open and thus by the portmanteau
theorem
QΨ
{∣∣⟪G, σ − B¯Ψ(pi)⟫∣∣ > ε} ≤ lim infℓ→+∞ lim infN→+∞Qk(ℓ)N ,mℓΨ {∣∣⟪G, σ − B¯Ψ(pi)⟫∣∣ > ε}
≤ lim sup
ℓ→+∞
lim sup
N→+∞
Q
N,ℓ
Ψ
{∣∣⟪G, σ − B¯Ψ(pi)⟫∣∣ > ε}
= lim sup
ℓ→+∞
lim sup
N→+∞
PN,ℓ
{∣∣⟪G, σN,Ψ − B¯Ψ(piN,ℓ)⟫∣∣ > ε}.
Since
⟪G,BΨ(piN,ℓ)⟫ = ⟪G(U)Ψ(Λ),piN,ℓ⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
Gt
( x
N
)
Ψ(ηℓt (x)) dt
the claim follows by (a). 
5.3 The continuity equation
In order to prove the relative sequential compactness of the sequence {QN}N∈N it suffices show
that each one of the sequences of its marginals on the spaces D(0, T ;M+(Td)), L∞w∗(0, T ;X 1(Td)∗)
and L∞w∗(0, T ;M(Td)) is relatively compact. The proof is based on the analysis of the martingales
associated to the ZRP via the martingale problem, in the spirit of the Guo-Papanikolaou-Varadhan
approach [20] to proving hydrodynamic limits.
For any Banach space we denote by C1(0, T ;X) the space of all continuous curves F : [0, T ]→ X
such that there exists a continuous map ∂F : [0, T ]→ X such that
lim
h→0
‖Ft+h − Ft − h∂F (t)‖
h
= 0.
For any initial distribution µN0 ∈ P2MdN (µN ∈ P1MdN if the jump rate g is bounded) and any
G ∈ C1(0, T ;C(Td)), the real process
AN,Gt := 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
(∂s + L
N)〈Gs, πN 〉(ηNs )ds, t ≥ 0,
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defined on the filtered probability space
(
D(R+,M
d
N), (FNt )t≥0, PN
)
is a martingale, where (FNt ) is
the minimal right continuous filtration to which the ZRP is adapted and PN is the distribution of
the ZRP starting from µN0 .
By the definition of the generator LN of the ZRP for any function G ∈ C(Td)
LN〈G, πN 〉(η) = 1
Nd−2
d∑
j=1
∑
x∈Td
N
[
G
(x+ ej
N
)
+G
(x− ej
N
)
− 2G
( x
N
)]
g
(
η(x)
)
=
1
Nd−2
d∑
j=1
∑
x∈Td
N
[
G
(x+ ej
N
)
−G
( x
N
)]
Wx,x+ej (η)
where Wx,x+ej (η) = g(η(x))− g(η(x+ ej)) is the current along the bond x, x+ ej . Since ∂〈G, πN 〉 =
〈∂G, πN 〉, the martingale AN,G can be written in more detail as
AN,Gt = 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
〈∂sGs, πNs 〉ds−
∫ t
0
1
Nd
∑
x∈TdN
∆NGs
( x
N
)
g
(
ηs(x)
)
ds
= 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
〈∂sGs, πNs 〉ds
−
∫ t
0
1
Nd−1
d∑
j=1
∑
x∈TdN
∂N+jGs
( x
N
)
Wx,x+ej (ηs) ds
where for any function G : Td → R we denote by ∆NG : Td −→ R the discrete Laplacian
∆NG(u) := N2
d∑
j=1
[
G
(
u+
ej
N
)
+G
(
u− ej
N
)
− 2G(u)
]
, u ∈ Td
and by
∂N+jG(u) := N
[
G
(
u+
ej
N
)
−G(u)
]
, u ∈ Td
the discrete right j-th partial derivative. Therefore in terms of the empirical jump rate process σN
and the empirical current process WN we can write the martingale AN,G as
AN,Gt = 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
[
〈∂sGs, πNs 〉+ 〈∆NGs, σNs 〉
]
ds (139)
= 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
[
〈∂sGs, πNs 〉+ 〈∇N+Gs,WNs 〉
]
ds (140)
where here ∇N+G(u) :=
∑N
j=1 ∂
N
+jG(u)ej is the discrete right gradient.
As long as the initial sequence {µN0 } of initial distributions satisfies µN0 ∈ P2MdN (µN0 ∈ P1MdN
if g is bounded) the martingale AN,G is integrable and its quadratic variation is given by
〈AN,G〉t =
∫ t
0
{
LN (〈Gs, πN 〉2)(ηs)− 2〈Gs, πNs 〉LN〈Gs, πN 〉(ηs)
}
ds
=
1
N2d−2
∫ t
0
∑
x,y∈TdN
[
Gs
( y
N
)
−Gs
( x
N
)]2
g
(
ηs(x)
)
p(x, y)ds. (141)
Lemma 5.5 The martingale (AN,Gt )t≥0 defined in (141) is asymptotically negligible, i.e. for all
δ > 0
lim
N→+∞
PN
{
sup
0≤t≤T
|AN,Gt | ≥ δ
}
= 0. (142)
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Proof Let δ > 0. By the Chebyshev and the Burkholder-Davis-Gundy inequality [26, Section IV.4]
(which also holds for cadlag martingales for p ≥ 1) there exists a constant C < +∞ such that
PN
{
sup
0≤t≤T
∣∣AN,Gt | ≥ δ} ≤ 1δ2EN( sup0≤t≤T |AN,Gt |2
)
≤ C
δ2
E
N 〈AN,G〉T
where 〈AN,G〉 denotes the quadratic variation of the martingale AN,G. But by the formula of the
quadratic variation 〈AN,G〉, the mean value theorem and the conservation of particles, we have for
all 0 ≤ s ≤ t ≤ T
〈AN,G〉t − 〈AN,G〉s = 1
N2d−2
∫ t
s
∑
x,y∈TdN
[
Gr
( y
N
)
−Gr
( x
N
)]2
g
(
ηr(x)
)
p(x, y) dr
≤ ‖∇G‖C(R+×Td)
N2d
∫ t
s
∑
x,y∈Td
N
|x− y|2g(ηr(x))p(x, y) dr
≤ ‖∇G‖C(R+×Td)‖g
′‖∞
N2d
∫ t
s
∑
x,z∈Td
N
|z|2p(z)ηr(x) dr
=
2d‖∇G‖C(R+×Td)‖g′‖∞
Nd
∫ t
s
〈1, πNr 〉dr
PN−a.s.
=
2d‖∇G‖C(R+×Td)‖g′‖∞(t− s)
Nd
〈1, πN0 〉. (143)
It follows that
PN
{
sup
0≤t≤T
∣∣AN,Gt | ≥ δ} ≤ 2d‖∇G‖C(R+×Td)‖g′‖∞Tδ2Nd
∫
〈1, πN 〉dµN0 ,
where {µN0 } is the sequence of initial distributions of the ZRP, and taking the limit as N → +∞ in
the inequality above, it follows by Lemma 5.1 we obtain the asymptotic negligibility of the martingale
(AN,Gt )t≥0. 
Using Taylor’s theorem it follows that for C3 functions we can replace the discrete Laplacian ∆N
and the discrete gradient ∇N+ by their continuous analogues. More precisely there exists a constant
C = C(G, d, g) ≥ 0 such that
∣∣V 1,N,Gt −AN,Gt ∣∣ ∨ ∣∣V 2,N,Gt −AN,Gt ∣∣ ≤ CN
∫ t
0
〈1, πNs 〉ds (144)
for all t ≥ 0, where
V 1,N,Gt := 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
〈∂sGs, πNs 〉+ 〈∆Gs, σNs 〉ds (145)
and
V 2,N,Gt := 〈Gt, πNt 〉 − 〈G0, πN0 〉 −
∫ t
0
〈∂sGs, πNs 〉+ 〈∇Gs,WNs 〉ds. (146)
.
We turn now to the proof of the relative compactness of the first marginalQN1 := [(π
N
t )0≤t≤T ]♯P
N
of the sequence {QN}N∈N. As we know by the description of the relatively compact subsets of
PD(0, T ;M+(Td)) in order to prove that {QN1 } is relatively compact it suffices to prove that for
some countable subset {Gk|k ∈ N} ⊆ C(Td) such that G1 ≡ 1, the sequence
〈G, ·〉♯QN1 ∈ PD(0, T ;R), N ∈ N
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is relatively compact for all k ∈ N, where 〈G, ·〉 : D(0, T ;M+(Td)) −→ D(0, T ;R) is the mapping
induced on the Skorohod spaces by the map M+(Td) ∋ µ 7→
∫
Gdµ. In particular it suffices to
prove that the sequence {〈G, ·〉♯RN1 } is relatively compact for all G ∈ C∞(Td).
So let G ∈ C∞(Td). In order to prove the relative compactness of {〈G, ·〉♯QN1 }N∈N it suffices to
prove that: (a) for all t ∈ R+
lim
A↑+∞
sup
N∈N
〈G, ·〉♯QN1
{
f ∈ D(R+,R)
∣∣ |ft| > A} = 0
and (b) the condition of Aldous, i.e. that for all ε, T > 0 we have
lim
δ→0
lim sup
N→+∞
sup
τ∈TT (FR+ )
θ≤δ
〈G, ·〉♯QN1
{
f ∈ D(R+,R)
∣∣∣ ∣∣fτ(f) − f[τ(f)+θ]∧T ∣∣ > ε} = 0.
Here TT (FR+ ) is the set of all stopping times τ : D(R+;R) −→ [0, T ] with respect to the continuation
FR = (F0,Rt+ )t≥0 of the natural filtration (F0,Rt )t≥0 in D(R+;R).
(a) Let t ∈ R+. Of course we can assume that ‖G‖∞ 6= 0 or else we have nothing to prove, and for
all N ∈ N and all A > 0 we have that
〈G, ·〉♯QN1
{
f ∈ D(0, T ;R) ∣∣ |ft| > A} = QN1 {π ∈ D(R+;M+(Td)) ∣∣ |〈G, πt〉| > A}
≤ QN1
{
π ∈ D(0, T ;Md+)
∣∣ 〈πt, 1〉 > A/‖G‖∞}
= PN
{
η ∈ D(0, T ;MdN)
∣∣ 〈1, πNt 〉 > A/‖G‖∞}
= PN
{
η ∈ D(0, T ;MdN)
∣∣ 〈1, πN0 〉 > A/‖G‖∞}
= µN0
{〈πN , 1〉 > A/‖G‖∞}.
It follows that in order to prove (a) it suffices to show that
lim
A↑+∞
sup
N∈N
µN0
{〈πN , 1〉 > A} = 0. (147)
But since the sequence of initial distributions {µN0 } is assumed to be associated to a macroscopic
profile µ0 ∈M+(Td) it has total mass m := µ0(Td) > 0 in probability in the sense that
lim
N→+∞
µN0
{∣∣〈1, πN 〉 −m∣∣ > δ} = 0
for all δ > 0. Thus (147) follows by the next Lemma 5.1.
We prove now the Aldous condition (b). So let ε, T > 0 be fixed. As we know, given any
continuous function F : M → N between polish spaces the induced mapping F¯ : D(R+;M) −→
D(R+;N) is (FMt ,FNt )-measurable for all t ≥ 0, where (FX) is the (right) continuation of the
natural filtration (F0,Xt )t≥0 in D(R+;X), X =M,N , which shows that
TT (FN ) ◦ F¯ := {τ ◦ F¯ ∣∣ τ ∈ TT (FN )} ⊆ TT (FM ),
and we obviously have that
F¯ (x)τ(F¯ (x)) = F
(
xτ◦F¯ (x)
) ∀ x ∈ D(R+;M), τ ∈ TT (FN ).
In our particular case we have that TT (FR) ◦ F¯G ⊆ TT (FM
d
+
+ ) and if for each stopping time τ ∈
TT (FR) we set τG := τ ◦ F¯G then 〈G,µ〉τ(〈G,π〉) = 〈G,µτG(π)〉 and so
〈G, ·〉♯QN1
{
f ∈D(R+;R)
∣∣∣ ∣∣fτ(f) − f[τ(f)+θ]∧T ∣∣ > ε}
= QN1
{
π ∈ D(R+;M+(Td))
∣∣∣ ∣∣〈G, πτG(π)〉 − 〈G, π[τG(π)+θ]∧T 〉∣∣ > ε}
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for all θ > 0 and all τ ∈ TT (FR). It follows that for all δ > 0 we have
sup
τ∈TT (FR)
θ≤δ
〈G, ·〉♯QN1
{∣∣fτ − f[τ+θ]∧T ∣∣ > ε} ≤ sup
τ∈TT (FM+(T
d))
θ≤δ
QN1
{∣∣〈G, πτ − π[τ+θ]∧T 〉∣∣ > ε},
where of course in the inequality above, f and π are the canonical cadlag processes on the Skorohod
spaces D(R+;R) and D(R+;M+(Td)) respectively. With similar reasoning we get that
sup
τ∈TT (FM+(T
d))
θ≤δ
QN1
{∣∣〈G, πτ − π[τ+θ]∧T 〉∣∣ > ε} ≤ sup
τ∈TT (FM
d
N )
θ≤δ
PN
{∣∣〈G, πNτ − πN[τ+θ]∧T 〉∣∣ > ε}
for all δ > 0, where here of course πN = (πNt )t≥0 is the empirical process.
Let now AN,G be the martingale defined in (141). By (144) there exists a constant C =
C(G, d, g) ≥ 0 such that∣∣∣〈G, πNt 〉 − 〈G, πNs 〉 − 12
∫ t
s
〈∆G, σNr 〉dr − (AN,Gt −AN,Gs )
∣∣∣ ≤ C
N
∫ t
s
〈1, πr〉dfr,
for all 0 ≤ s ≤ t and thus
|〈G, πNt − πNs 〉
∣∣ ≤ ∣∣AN,Gt −AN,Gs ∣∣+ 12
∫ t
s
∣∣〈∆G, σNr 〉∣∣ dr + CN
∫ t
s
〈πNr , 1〉dr.
But we obviously have that∣∣〈∆G, σN 〉∣∣ ≤ ‖∆G‖∞〈1, σN 〉 ≤ ‖∆G‖∞‖g′‖∞〈1, πN 〉
and therefore, taking into account the conservation of the total number of particles by the dynamics
of the ZRP, we can write that
|〈G, πNt − πNs 〉
∣∣ ≤ ∣∣AN,Gt −AN,Gs ∣∣+ C1 · (t− s)〈πN0 , 1〉
PN -a.s. for some constant C1 ≥ 0, namely C1 = C + 12‖∆G‖∞‖g′‖∞. It follows that∣∣〈G, πN[τ+θ]∧T − πNτ 〉∣∣ ≤ ∣∣AN,G[τ+θ]∧T −AN,Gτ ∣∣+ C1δ〈πN0 , 1〉
for all τ ∈ TT (FMdN ) and all 0 < θ ≤ δ, and therefore
sup
τ∈TT
θ≤δ
PN
{∣∣〈G, πN[τ+θ]∧T − πNτ 〉∣∣ > ε} ≤ sup
τ∈TT
θ≤δ
PN
{∣∣AN,G[τ+θ]∧T −AN,Gτ ∣∣ > ε2}
+ µN0
{
C1δ〈πN0 , 1〉 >
ε
2
}
for all δ > 0. So since the term µN0 {C1δ〈πN0 , 1〉 > ε/2} converges to 0 as δ → 0 uniformly over N
by (147), in order to prove Aldous’ criterion it remains to prove that
lim
δ→0
lim sup
N→+∞
sup
τ∈TT (FM
d
N )
θ≤δ
PN
{∣∣AN,G[τ+θ]∧T − AN,Gτ ∣∣ > ε} = 0,
and by the Chebyshev-Markov inequality it suffices to prove that
lim
δ→0
lim sup
N→+∞
sup
τ∈TT (FM
d
N )
θ≤δ
E
N
(
AN,G[τ+θ]∧T −AN,Gτ
)2
= 0. (148)
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By Doob’s optional stopping theorem and inequality (143), for any θ > 0 and any stopping time
τ ∈ TT (FMdN )
E
N
(
AN,G[τ+θ]∧T −AN,Gτ
)2
= EN
(〈AN,G〉[τ+θ]∧T − 〈AN,G〉τ)
≤ 2d‖∇G‖
2
∞‖g′‖∞θ
Nd
∫
〈πN , 1〉dµN0 .
It follows that
sup
τ∈TT (FM
d
N )
θ≤δ
E
N
(
AN,G[τ+θ]∧T −AN,Gτ
)2 ≤ 2d‖∇G‖2u‖g′‖∞δ
Nd
∫
〈πN , 1〉dµN0 .
Therefore by the O(Nd)-entropy assumption and Lemma 5.1 the claim follows.
We proceed next to show that the sequence QN2 := W
N
♯ P
N ∈ PL∞w∗(0, T ;X 1(Td)∗), N ∈ N is
relatively compact. For this we will use the Prokhorov-Le Can theorem A.1 according to which it
suffice to show that the family {WN♯ PN} is uniformly tight. Since by the Banach-Alaoglu theorem
the closed balls of L∞w∗(0, T ;X 1(Td)∗) are compact, it suffices to show that
lim
M→+∞
sup
N∈N
QN2
{‖W‖L∞
w∗
(0,T ;X 1(Td)∗) > M
}
= 0. (149)
By the vector-valued mean value theorem for any G ∈ X 1(Td)
|G(u)−G(υ)|2 ≤ ‖G‖X 1 · d
T
d(u, υ), u, υ ∈ Td.
and thus for the empirical current process WN : D(0, T ;MdN)→ L∞w∗(0, T ;X 1(Td)∗)
‖WN‖L∞
w∗
= sup
‖G‖
L1(0,T ;X1(Td))
≤1
|WN (G)|
= sup
‖G‖≤1
∣∣∣ ∫ T
0
1
Nd−1
∑
x∈TdN
j=1,...,d
Gjt
( x
N
)
{g(ηt(x)) − g(ηt(x+ ej))} dt
∣∣∣
= sup
‖G‖≤1
∣∣∣ ∫ T
0
1
Nd−1
∑
x∈TdN
j=1,...,d
{
Gjt
( x
N
)
−Gjt
(x− ej
N
)}
g(ηt(x)) dt
∣∣∣
≤ sup
‖G‖≤1
∫ T
0
1
Nd−1
∑
x∈TdN
g(ηt(x))
d∑
j=1
∣∣∣Gjt( xN )−Gjt(x− ejN )∣∣∣ dt
≤ d sup
‖G‖≤1
∫ T
0
1
Nd−1
∑
x∈Td
N
g(ηt(x))
∣∣∣Gt( x
N
)
−Gt
(x− ej
N
)∣∣∣
2
dt
PN -a.s.≤ d‖g′‖∞〈1, πN0 〉 sup
‖G‖
L1(0,T ;X1(Td))
≤1
∫ T
0
‖Gt‖X 1 dt
≤ d‖g′‖∞〈1, πN0 〉.
Therefore
QN2
{‖W‖L∞
w∗
(0,T ;X 1(Td)∗) > M
}
= PN
{‖WN‖L∞
w∗
(0,T ;X 1(Td)∗) > M
}
≤ PN
{
〈1, πN0 〉 >
M
d‖g′‖∞
}
= µN0
{
〈1, πN 〉 > M
d‖g′‖∞
}
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and thus (149) follows by Lemma 5.1 since {µN0 } has total mass µ0(Td).
Finally the relative compactness of the third marginal QN3 := σ
N
♯ P
N ∈ PL∞w∗(0, T ;M+(Td))
in L∞w∗(0, T ;M(Td)) follows by Proposition 5.9. By definition the sequence {QN3 }N∈N is sup-
ported by the set L∞w∗(0, T ;M+(Td)), which according to Proposition A.14 is a closed subspace
of Lw∗(0, T ;M(Td)). Therefore by the portmanteau theorem it follows that the sequence {QN3 }
is also relatively compact in L∞w∗(0, T ;M+(Td)), i.e. any subsequential limit point Q3 of {QN3 } is
supported by the set L∞w∗(0, T ;M+(Td)).
We will prove now properties (a) to (e). We start by proving (a), i.e. that any limit point Q of the
sequence {QN} is concentrated on trajectories (π,W, σ) ∈ Ω such that the continuity equation (48)
holds. By the estimate (144)
sup
0≤t≤T
∣∣V 1,N,Gt −AN,Gt ∣∣ ∨ ∣∣V 2,N,Gt − AN,Gt ∣∣ ≤ CN
∫ T
0
〈1, πNt 〉dt P
N -a.s.
=
CT
N
〈1, πN0 〉
and therefore by the asymptotic negligibility (142) and Proposition 5.1 it follows that for all G ∈
C3c (R+ ×Td) and all δ > 0
lim
N→+∞
PN
{
sup
0≤t≤T
|V 1,N,Gt | ∨ |V 2,N,Gt | ≥ δ
}
= 0. (150)
Let us define for any G ∈ C3c ((0, T )×Td) the maps f i,G : Ω→ R, i = 1, 2, 3 by the formulas
f1,G(ω) =
∫ T
0
〈∂tGt, πt〉dt, f2,G(ω) =
∫ T
0
〈∇Gt,Wt〉dt, f3,G(ω) =
∫ T
0
〈∆Gt, σt〉dt
where ω = (π,W, σ). Then with this notation in order to prove that the continuity equation holds
in the hydrodynamic limit it suffices to show that
Q
( ⋂
G∈C3c ((0,T )×T
d)
{
f1,G + f j,G = 0
})
= 1, j = 2, 3. (151)
By the separability of Cc(M) when M is a locally compact topological space it follows that
C3c ((0, T )×Td) is separable in the C2-uniform norm
‖G‖C2 := ‖G‖∞ + ‖∇(t,u)G‖∞ + ‖D2(t,u)G‖∞,
where the gradient ∇(t,u) and the second derivative D2(t,u) appearing in the definition of the C2-
uniform norm are with respect to both time and space. Thus there exists a countable family G :=
{Gk}∞k=1 ⊆ C3c ((0, T )×Td) that is dense in C3c ((0, T )×Td) in the uniform C2-norm and then⋂
G∈C3c ((0,T )×T
d)
{
f1,G + f j,G = 0
}
=
⋂
G∈G
{
f1,G + f j,G = 0
}
, j = 2, 3. (152)
Indeed, if {Gn}∞n=1 is a sequence in G that converges to G ∈ C3c ((0, T )×Td) then ∂Gn, ∇Gn and ∆Gn
converge uniformly on (0, T )×Td to ∂G, ∇G and ∆G respectively and therefore limn→+∞ f j,Gn =
f j,G pointwise on Ω for j = 1, 2, 3 which proves equality (152). Thus (151) is reduced to showing
that
Q
({
f1,G + f j,G = 0
})
= 1, ∀G ∈ C3c ((0, T )×Td) for j = 2, 3. (153)
By well known results on induced mappings on Skorohod spaces the map f1,G is continuous and for
G ∈ C3c ((0, T ) × Td) the maps ∇G and ∆G induces elements in the spaces L1(0, T ;X 1(Td)) and
L1(0, T ;C(Td)) respectively so that the maps f2,G and f3,G are given by
f2,G(π,W, σ) = ⟪∇G,W⟫, f3,G(π,W, σ) = ⟪∆G, σ⟫
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and are thus continuous. Therefore for any δ > 0 the set
Aδ :=
{|f1,G + f2,G| ∨ |f1,G + f3,G| > δ}
is open in Ω. Furthermore, for G ∈ C3c ((0, T )×Td) the processes V j,N,G, j = 1, 2, defined in (145)
and (146) respectively satisfy
V j,N,G = −(f1,G + f j+1,G).
Therefore if {QkN} is a subsequence of {QN}∞N=1 converging to Q then by the portmanteau theorem
and (150)
Q(Aδ) ≤ lim inf
N→+∞
QkN (Aδ) = lim inf
N→+∞
PN
{|V 1,N,G| ∨ |V 2,N,G| > δ} = 0.
Now since this holds for any δ > 0 we obtain (153) which proves that the equation ∂tπ = −divW =
∆σ holds in the hydrodynamic limit.
We prove next the second equation of (48), i.e. that W = −∇σ. For this we define the gradient
operator ∇ : M(Td)→ X 1(Td)∗ by
〈F,∇µ〉 = −〈divF, µ〉, F ∈ X 1(Td).
This is w∗-continuous since ∇ = −div∗ where div : X 1(Td)→ C(Td) is the divergence operator and
thus it induces a w∗-continuous gradient operator ∇ : L1(0, T ;X 1(Td))→ L1(0, T ;C(Td)). We also
define the family of discrete gradient operators
∇N− : M(Td)→M0(Td;Rd) ≤ X 1(Td)∗
by the formula
∇N−µ = N
d∑
j=1
(τ− ej
N
♯µ− µ)ej .
It is easy to verify that ∇N− = −(divN+ )∗ where divN+ : X 1(Td) → C(Td) is the discrete divergence
operator
divN+F (u) = N
d∑
j=1
(
Fj
(
u+
ej
N
)
− Fj(u)
)
.
Consequently the gradient operators induce the w∗-continuous gradient operators
∇N− := −(divN∓ )∗ : L∞w∗(0, T ;M(Td))→ L∞w∗(0, T ;X 1(Td)∗) (154)
on the L∞w∗-spaces as the adjoints of the induced divergence operators −divN+ : L1(0, T ;X 1(Td)) →
L1(0, T ;C(Td)) on the L1-Bochner spaces. Then with this notation the empirical current and the
empirical jump rate are related by the equality WN = −∇N− ◦ σN .
Lemma 5.6 Suppose that the sequence of initial distributions total mass bounded above by m¯ > 0 in
probability. Then for any limit point Q ∈ LimN→+∞(WN , σN )♯PN
W = −∇¯σ Q-a.s. for all (W,σ) ∈ L∞w∗(0, T ;X 1(Td)∗)× L∞(0, T ;M(Td))
where ∇¯ : L∞w∗(0, T ;M(Td)) → L∞w∗(0, T ;X 1(Td)∗) is the induced gradient operator on the level of
path-measures.
Proof We have to prove that Q{W = −∇σ} = 1. Since L1(0, T ;X 1(Td)) is separable it suffices to
show that Q{|⟪G,W +∇σ⟫| > ε} = 0 for all G ∈ L1(0, T ;X 1(Td)) and all ε > 0. Since the gradient
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operator is w∗-continuous, the set {|⟪G,W +∇σ⟫| > ε} is open and therefore by the portmanteau
theorem
Q{|⟪G,W +∇σ⟫| > ε} ≤ lim sup
N→+∞
PN{|⟪G,WN +∇σN⟫| > ε}.
By the equality WN = −∇¯N−σN ,
|⟪G,WN + ∇¯σN⟫| = |⟪G, ∇¯σN − ∇¯N−σN⟫| = |⟪divN+G− divG, σN⟫|
≤ ⟪‖divN+G− divG‖∞, σN⟫ ≤ ‖g′‖∞⟪‖divN+G− divG‖∞, πN⟫
≤ T ‖g′‖∞‖divN+G− divG‖∞,1〈1, πN0 〉
Now, for any G ∈ X 1(Td) by the fundamental theorem of calculus divN+G =
∫ 1
0
divG(· + sejN ) ds
and, since Td is compact, the map divG is uniformly continuous and therefore
lim
N→+∞
‖divN+G− divG‖∞ = 0, ∀G ∈ X 1(Td).
In other words the sequence of operators divN+ : X 1(Td) → C(Td) converges strongly to div. This
implies by Proposition A.17 that the induced operators on the corresponding L1-spaces pointwise
converge strongly to div : L1(0, T ;X 1(Td)) → L1(0, T ;C(Td)) and thus the sequence aN (G) :=
‖divN+G− divG‖∞,1 converges to 0 as N → +∞. Consequently
Q{|⟪G,W +∇σ⟫| > ε} ≤ lim sup
N→+∞
µN0
{
〈1, πN 〉 > ε
T ‖g′‖∞aN (G)
}
= 0
by Lemma 5.1 since limN→+∞ aN (G) = 0. 
We prove next (b), i.e. that any subsequential limit point Q of the sequence {QN} is concentrated
on trajectories π ∈ C(0, T ;M+(Td)) such that π0 = µ0. So let {QkN} be a subsequence of {QN}
converging to Q. We show first that π0 = µ0. The evaluation mapping et : D(0, T ;M+(Td)) →
M+(Td) given by et(π) = πt is continuous at each π ∈ D(0, T ;M+(Td)) that is continuous at
t ∈ [0, T ]. In particular the evaluation e0 : D(0, T ;M+(Td)) −→ M+(Td) is continuous and
therefore for allG ∈ C(Td) the composite mapping 〈G, ·〉◦e0 : D(0, T ;M+(Td)) −→ R is continuous.
Therefore, for all G ∈ C(Td) and all ε > 0 we have by the portmanteau theorem that
Q
{|〈G, π0〉 − 〈G,µ0〉| > ε} ≤ lim inf
N→∞
QN
{|〈G, π0〉 − 〈G,µ0〉| > ε}
= lim inf
N→∞
µN0
{|〈G, πN 〉 − 〈G,µ0〉| > ε} = 0,
since the sequence {µN0 } is associated to the macroscopic profile µ0 ∈ M+(Td). Since and this holds
for all ε > 0 it follows that Q
{〈G, π0〉 = 〈G,µ0〉} = 1 for all G ∈ C(Td) and thus is C(Td) separable
we can choose a countable subset D ⊆ C(Td) dense in C(Td) in the uniform norm and then
Q{π0 = µ0} = Q
( ⋂
G∈D
{|〈G, π0〉 − 〈G,µ0〉| = 0}
)
= 1.
The set C(0, T ;M+(Td)) is a closed subspace of D(0, T ;M+(Td)) in the Skorohod metric and
thus measurable. The fact that Q(C(0, T ;M+(Td)) = 1 follows by the existence of continuous
representatives for solutions of the continuity equation.
Proposition 5.10 Let (π,W ) ∈ L∞w∗
(
0, T ;M+(Td)
)×L∞w∗(0, T ;X 1(Td)∗) be a density-current pair
satisfying the continuity equation. Then there exists a weakly continuous curve π˜ in the class of π
in L∞w∗
(
0, T ;M+(Td)
)
, and for this continuous representative for all 0 ≤ s ≤ t ≤ T∫
T
d
Gt dπ˜t −
∫
T
d
Gs dπ˜s =
∫ t
s
(∫
T
d
∂rGr dπ˜r + 〈∇Gr,Wr〉
)
dr, ∀ G ∈ C1,2([0, T ]×Td). (155)
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Proof We fix a function ζ ∈ C2(Td) and let φζ : (0, T ) −→ R denote the function defined a.s. by
φζ(t) =
∫
T
d
ζ dπt.
Then φζ ∈ L∞(0, T ) with norm ‖φζ‖∞ ≤ ‖ζ‖∞‖π‖TV ;∞ < +∞ since π ∈ L∞w∗
(
0, T ;M+(Td)
)
.
Let now G ∈ C1,2c ((0, T )×Td) be any function of the form G(t, u) = f(t)ζ(u) for some function
f ∈ C1c (0, T ) and some function ζ ∈ C2(Td). Then since the pair (π,W ) ∈ L∞(0, T ;M+(Td)) ×
L∞w∗(0, T ;X 1(Td)∗) satisfies the continuity equation,∫ T
0
f ′(t)ϕζ(t) dt =
∫ T
0
f ′(t)
∫
M
ζ dπ˜t dt = −
∫ T
0
f(t)〈∇ζ,Wt〉dt.
Since the equality above holds for all f ∈ C1c (0, T ), the measurable function ψζ : [0, T ]→ R defined
a.s. by ψζ(t) = 〈∇ζ,Wt〉 is the weak derivative of the function φζ . But sinceW ∈ L∞w∗(0, T ;X 1(Td)∗)
the function ψζ is in L
∞(0, T ) with ‖ψζ‖∞ ≤ ‖∇ζ‖X 1(Td)‖W‖L∞
w∗
(0,T ;X 1(Td)∗). Therefore φζ ∈
W 1,∞(0, T ) with distributional derivative ψζ . Consequently, the equivalence class φζ contains a
Lipschitz representative φ¯ζ with Lipschitz constant
‖φ¯ζ‖Lip ≤ ‖ψζ‖L∞(0,T ) ≤ ‖∇ζ‖X 1(Td)‖W‖L∞
w∗
(0,T ;X 1(Td)∗).
Let now Z be a countable subset of C∞(Td) that is dense in C2(Td) in the usual C2-norm ‖ ·‖C2
given by ‖ζ‖C2 = ‖ζ‖∞+ ‖∇ζ‖∞+ ‖D2ζ‖∞ for ζ ∈ C2(Td). Then Z is also dense with the uniform
norm ‖ · ‖∞ in C(Td) and we set
IZ :=
⋂
ζ∈Z
{
t ∈ [0, T ] ∣∣ φζ(t) = φ¯ζ(t)}.
Then IZ is of full Lebesgue measure in [0, T ]. We continue to denote by π : IZ → M+(Td) the
restriction of π ∈ L∞w∗(0, T ;M+(Td)) on IZ . Then sinceM+(Td) ≤ C(Td)∗ and C(Td)∗ is naturally
injected in C2(Td)∗ via the restriction of domains, i.e. via the adjoint i∗ of the natural inclusion
i : C2(Td) →֒ C(Td), we can regard π as the function πˆ := i∗ ◦ πˆ : IZ → C2(Td)∗. As such the
function πˆ is Lipschitz, with Lipschitz constant ≤ ‖W‖L∞
w∗
(0,T ;X 1(Td)∗). Indeed, for all s, t ∈ IZ and
all ζ ∈ Z
|πˆt(ζ) − πˆs(ζ)| = |φ¯ζ(t)− φ¯ζ(s)| ≤ ‖ϕˆζ‖Lip|t− s| ≤ ‖W‖L∞
w∗
(0,T ;X 1(Td)∗)‖∇ζ‖Lip|t− s|
≤ ‖W‖L∞
w∗
(0,T ;X 1(Td)∗)‖ζ‖C2 |t− s|,
which since Z is dense in C2(Td) in the C2-norm ‖ · ‖C2 shows that
‖πˆt − πˆs‖C2(Td)∗ = sup
ζ∈Z
|πˆt(ζ) − πˆs(ζ)|
‖ζ‖C2 ≤ ‖W‖L
∞
w∗
(0,T ;X 1(Td)∗)|t− s|.
Therefore πˆ : IZ → C2(Td)∗ has a Lipschitz extension π˜ : [0, T ]→ C2(Td)∗ with the same Lipschitz
constant.
Now, since π belongs in L∞w∗(0, T ;M+(Td)) by hypothesis, we can assume that IZ has been
chosen so that ‖πt‖TV = πt(Td) ≤ ‖π‖∞;TV < +∞ for all t ∈ IZ . Thus since Td is compact the
family {πt}t∈IZ is relatively compact in the weak topology ofM+(Td). It follows that the Lipschitz
extension π˜ : [0, T ] −→ C2(Td)∗ takes values in M+(Td) ≡ i∗(M+(Td)) ≤ C2(Td)∗ and is weakly
continuous. Indeed, if t ∈ [0, T ] \ IZ and {tn}∞n=1 ⊆ IZ is a sequence converging to t then
lim
n→+∞
〈f, πtn〉 = 〈f, π˜t〉, ∀f ∈ C2(Td). (156)
But since {πtn} is contained in the compact set of measures with total variation norm ≤ ‖π‖TV ;∞
there exists a subsequence {tkn} of {tn} and a measure µt ∈ M+(Td) such that
lim
n→+∞
〈f, πtkn 〉 = 〈f, µt〉, ∀ f ∈ C(Td). (157)
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By (156) and (157) it follows that 〈f, π˜t〉 = 〈f, µt〉 for all f ∈ C2(Td) and therefore π˜t = i∗(µt) ∈
i∗(M+(Td)) ∼= M+(Td). Since any measure µt satisfying (157) for any sequence {tn} converging
to t must necessarily coincide with π˜t on C
2-functions it is unique and thus we can identify π˜t with
µt ∈ M+(Td). To see that the curve π˜ : [0, T ] → M+(Td) thus defined is weakly continuous let
{tn} ⊆ [0, T ] be any sequence converging to t. We will show that any subsequence {tkn} of {tn} has
a further subsequence {tmkn } such that
lim
n→+∞
〈f, π˜tmkn 〉 = 〈f, π˜t〉, ∀ f ∈ C(T
d).
So let {tkn} be a subsequence of {tn}. Since π˜tkn is relatively compact in M+(Td) there exists
µt ∈ M+(Td) and a subsequence {tkmn } of {tkn} such that limn→+∞〈f, π˜tkmn 〉 = 〈f, µt〉 for all
f ∈ C(Td) and since i∗ ◦ π˜ is Lipschitz limn→+∞〈f, π˜tmkn 〉 = 〈f, π˜t〉 for all f ∈ C
2(Td). Therefore
µt = π˜t and the curve π˜ is continuous.
We prove finally (155). So let G ∈ C1,2([0, T ]×Td), let 0 ≤ s < t ≤ T and let W be any curve in
L∞w∗(0, T ;X 1(Td)∗). Let fε ∈ C∞c
(
(s, t); [0, 1]
)
, ε > 0, be such that fε −→ 1(s,t) pointwise in [0, T ]
and such that
lim
ε→0
∫ T
0
f ′ε(r)h(r) dr = h(s)− h(t), ∀ h ∈ C([0, T ]). (158)
Then since the pair (π,W ) satisfies the continuity equation we have for all ε > 0 that
0 =
∫ T
0
(∫
T
d
∂r[fε(r)Gr ] dπ˜r + 〈∇[fε(r)Gr ],Wr〉
)
dr
=
∫ T
0
(∫
T
d
[f ′ε(r)Gr + fε(r)∂rGr] dπ˜r + 〈fε(r)∇Gr ,Wr〉
)
dr
=
∫ T
0
f ′ε(r)
∫
T
d
Gr dπ˜r +
∫ T
0
fε(r)
( ∫
T
d
∂rGr dπ˜r + 〈∇Gr,Wr〉
)
dr. (159)
Now, since G ∈ C1,2([0, T ] × Rd) the curve [0, T ] ∋ t 7→ Gt ∈ C(Td) is continuous with re-
spect to the uniform norm in C(Td) and therefore due to the weak continuity of π˜, the function
[0, T ] ∋ t 7→ ∫ Gt dπ˜t = ∫ Gt dπ˜t is continuous. Therefore taking the limit ε → 0 and using (158)
in the first term of the sum in (159) and the bounded convergence theorem in the second term, we
obtain (155) as required. 
Now, since π ∈ D(0, T ;M+(Td)) and π is almost everywhere equal to a weakly continuous path
by Proposition 5.10, it follows that π ∈ C(0, T ;M+(Td)). Indeed, let t ∈ [0, T ] and let E ⊆ [0, T ]
be a set of full measure in [0, T ] such that πs = π˜s for all s ∈ E. Since I is of full measure in [0, T ]
there exist sequences {sn} ⊆ I ∩ [0, t] and {rn} ⊆ I ∩ [t, T ] such that sn ↑ t and rn ↓ t. Then since π
is in D(0, T ;M+(Td)) and π˜ is continuous on one hand
πt = lim
n→+∞
πsn = lim
n→+∞
π˜sn = π˜t
and on the other hand
πt− := lim
n→+∞
πrn = limn→+∞
π˜rn = π˜t.
It follows that πt− = πt and thus πt− = πt = π˜t so that π ∈ C(0, T ;M+(Td)).
Statement (c) follows by applying the following corollary of the one-block estimate to the cylinder
map Ψ = g(η(0)).
Corollary 5.3 Assume that the sequence {µN0 }N∈N of initial distributions is associated to a macro-
scopic profile µ0 ∈ M+(Td) and satisfies the O(Nd)-entropy assumption and let Ψ: Md∞ → R be a
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sublinear cylinder map. Then any limit point of the sequence of laws {σN,Ψ♯ PN} ⊆ PL∞w∗(0, T ;M(Td))
is concentrated on trajectories σ ∈ L∞w∗(0, T ;M(Td)) such that σt ≪ LTd and∥∥∥ dσt
dL
T
d
∥∥∥
∞
≤ ψc := sup
ρ∈[0,ρc]∩R
|Ψ˜|(ρ)
for almost all t ∈ [0, T ].
Proof We consider the joint laws
Q
N,ℓ
Ψ := (pi
N,ℓ, σN,Ψ)♯P
N ∈ P(L∞w∗(0, T ;M1,+(Td ×R+)× L∞w∗(0, T ;M(Td)), (N, ℓ) ∈ N× Z+.
By the statement of the one-block estimate in terms of generalized Young measures we know that
the family {QN,ℓΨ }(N,ℓ) is relatively compact and any limit point QΨ of {QN,ℓΨ } is concentrated on
the graph of the Ψ-projection B¯Ψ : L
∞
w∗(0, T ;M1,+(Td ×R+))→ L∞w∗(0, T ;M(Td)), i.e.
(B¯Ψ × idL∞w∗ (0,T ;M(Td)))♯QΨ(∆L∞w∗ (0,T ;M(Td))) = 1
where ∆L∞
w∗
(0,T ;M(Td)) := {(µ, µ)
∣∣ µ ∈ L∞w∗(0, T ;M(Td))} is the diagonal in L∞w∗(0, T ;M(Td))2 and
idL∞
w∗
(0,T ;M(Td)) is the identity mapping on L
∞
w∗(0, T ;M(Td)). Let now Q2Ψ ∈ LimN→+∞ σN,Ψ♯ PN .
Since L∞w∗(0, T ;Mac(Td)) is a w∗-measurable subspace of L∞w∗(0, T ;M(Td)) by Proposition A.16,
for the first claim it suffices to show that Q2Ψ(L
∞
w∗(0, T ;Mac(Td)) = 1. Also, the set
L∞w∗
(
0, T ;BL∞(ν)(0, ψc)
)
=
{
µ ∈ L∞w∗(0, T ;Mac(Td)
∣∣∣ ∥∥∥∥∥∥ dµ·
dL
T
d
∥∥∥
L∞(Td)
∥∥∥
L∞(0,T )
≤ ψc
}
is a w∗-measurable subspace of L∞w∗(0, T ;M(Td)) by Lemma A.5 and thus for the second claim it
suffices to show that if ψc < +∞ then Q2Ψ(L∞w∗
(
0, T ;BL∞(Td)(0, ψc)
)
= 1.
Since Q2Ψ ∈ LimN→+∞ σN,Ψ♯ PN there exists a law
QΨ ∈ Lim
ℓ,N→+∞
Q
N,ℓ
Ψ ⊆ P
(
L∞w∗(0, T ;M(Td))× L∞w∗(0, T ;M1(Td ×R+))
)
with second marginal p2♯QΨ = Q
2
Ψ on L
∞
w∗(0, T ;M(Td)) where here p2 : L∞w∗(0, T ;M1(Td ×R+))×
L∞w∗(0, T ;M(Td)) → L∞w∗(0, T ;M(Td)) is the projection on the second coordinate. Let us also
denote by p1 : L∞w∗(0, T ;M1(Td ×R+)) × L∞w∗(0, T ;M(Td)) → L∞w∗(0, T ;M1(Td ×R+)) the pro-
jection on the first coordinate. By Proposition 5.2 the law Q1 := p1♯QΨ ∈ Limℓ,N→+∞piN,ℓ♯ PN is
concentrated on the w∗-closed set L∞w∗(0, T ;Y1(Td)) and
L∞w∗(0, T ;Y1(Td)) ⊆ B¯−1Ψ
(
L∞w∗(0, T ;Mac(Td))
)
since B¯Ψ(pi) = bΨ◦j∗(pi) dLTd = bΨ(ρpi) dLTd by (99) due to the fact that Ψ is sublinear. Therefore
Q2Ψ
(
L∞w∗(0, T ;Mac(Td))
)
= p2♯QΨ
(
L∞w∗(0, T ;Mac(Td))
)
= (B¯Ψ)♯Q
1
(
L∞w∗(0, T ;Mac(Td))
)
= Q1
(
B¯−1
Ψ
(
L∞w∗(0, T ;Mac(Td))
))
≥ Q1(L∞w∗(0, T ;Y1(Td))) = 1.
For the second claim we note if ψc < +∞ then we similarly have that
Q2Ψ
(
L∞w∗(0, T ;BL∞(Td)(0, ψc))
)
= Q1
(
B¯−1
Ψ
(
L∞w∗(0, T ;BL∞(Td)(0, ψc))
))
≥ Q1(L∞w∗(0, T ;Y1(Td))) = 1
which completes the proof. 
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We prove next statement (d). For all G ∈ L1(0, T ;C+(Td))
⟪G, σN⟫ ≤ ‖g′‖∞
∫ T
0
1
Nd
∑
x∈TdN
Gt
( x
N
)
ηt(x) dt = ‖g′‖∞⟪G, πN⟫.
For any G ∈ L1(0, T ;C(Td)) the functional JG : Ω→ R given by
JG(ω) = ‖g′‖∞⟪G, i(π)⟫− ⟪G, σ⟫, ω = (π,W, σ) ∈ Ω
is continuous, where here i : D(0, T ;M+(Td))→ L∞w∗(0, T ;M(Td)) is the continuous injection given
in Proposition A.13. Therefore the set {JG ≥ 0} is a closed set in Ω and thus by the portmanteau
theorem for any subsequential limit point Q = limN→∞Q
kN of {QN}
Q{JG ≥ 0} ≥ lim sup
N→+∞
QkN
{
JG ≥ 0
}
= lim sup
N→∞
P kN
{‖g′‖∞⟪G, i(π)⟫ ≥ ⟪G, σ⟫} = 1.
Since L1(0, T ;C(Td)) is separable it follows that
Q
( ⋂
G∈L1(0,T ;C+(Td))
{JG ≥ 0}
)
= 1.
Let (π,W, σ) ∈ ⋂G∈L1(0,T ;C+(Td)){JG ≥ 0}. We will show that there exists a subset E ⊆ [0, T ]
of full measure in [0, T ] such that for any G ∈ C+(Td) and any t ∈ E it holds that 〈G, σt〉 ≤
‖g′‖∞〈G, πt〉. Ideed, for any G ∈ C+(Td) the maps 〈G, σ·〉 and 〈G, π·〉 are measurable and thus by
Lebesgue’s differentiation theorem there exists a measurable set EG ⊆ [0, T ] of full measure in [0, T ]
such that
lim
ε→0
1
2ε
∫ t+ε
t−ε
〈G, σs〉ds = 〈G, σt〉, lim
ε→0
1
2ε
∫ t+ε
t−ε
〈G, πs〉ds = 〈G, πt〉, ∀t ∈ EG.
For any ε > 0 the map Gε(t) =
1
2ε1[t−ε,t+ε]G is in L
1(0, T ;C+(T
d)) and thus
0 ≤ ‖g′‖∞⟪Gε, π⟫− ⟪Gε, σ⟫ = ‖g
′‖∞
2ε
∫ t+ε
t−ε
〈G, πs〉ds− 1
2ε
∫ t+ε
t−ε
〈G, σs〉ds.
Taking the limit as ε→ 0 it follows that
0 ≤ ‖g′‖∞hG(t)− fG(t) = ‖g′‖∞〈G, πt〉 − 〈G, σt〉, ∀t ∈ EG.
Since C(Td) is separable the set E :=
⋂
G∈C+(Td)
EG is of full measure and 〈G, σt〉 ≤ ‖g′‖∞〈G, πt〉
for all G ∈ C+(Td) and all t ∈ E. According to (277) this shows that Lipνt(µt) < +∞ for all t ∈ E
and completes the proof of (d). The proof of (e) follows by the energy estimate of Theorem 3.3
proved in the next section and the equality W = −∇σ of equation (48). 
5.4 The energy estimate
In this section we prove the energy estimate Theorem 3.3. The energy estimate is based on Lemma 5.7
below, whose proof is contained in the proof in Lemma 5.7.3 in [24]. We state this lemma below for the
convenience of the reader but before we do so let us fix some notation. For each j = 1, . . . , d, N ∈ N,
ε > 0 and each function H ∈ C([0, T ]×Td) we define the function V Nε,H ≡ V N,jε,H : [0, T ]×MdN −→ R
by the formula
V Nε,H(t, η) =
1
Nd−1
∑
x∈TdN
Ht
( x
N
)g(η(x)) − g(η(x+ [Nε]ej))
[Nε]
− 2
Nd
∑
x∈Td
N
Ht
( x
N
)2 1
[Nε]
[Nε]∑
k=0
g
(
η(x + kej)
)
.
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The map V Nε,H induces a continuous map V¯
N
ε,H : D(0, T ;M
d
N)→ D(0, T ;R) via the formula V¯ Nε,H(η)(t) =
V Nε,H(t, ηt) and since the integral map
∫ T
0
: D(0, T ;R)→ R that assigns to each path f ∈ D(0, T ;R)
the number
∫ T
0 f(t) dt is continuous, the map
D(0, T ;MdN) ∋ η 7→
∫ T
0
V¯ Nε,H(η)(t) dt ∈ R
is also continuous and thus Borel measurable. Finally we denote by (V N,ε,Ht )0≤t≤T the corresponding
canonical process i.e. V N,ε,Ht (η) = V¯
N
ε,H(η)(t), η ∈ D(0, T ;MdN).
Lemma 5.7 Let {Hi}mi=1 ⊆ C1([0, T ] × Td), m ∈ N, be a finite sequence of functions and let
{µN0 ∈ P1MdN}N∈N be a sequence of initial distributions satisfying the O(Nd)-entropy assumption
for some finite constant C0 > 0. Then for all ε > 0 we have that
lim sup
N→∞
E
µN0
{
max
1≤i≤m
∫ T
0
V N,ε,H
i
t dt
}
≤ C0.
Corollary 5.4 Let {Hi}mi=1 ⊆ C0,1(I ×Td), m ∈ N, be a finite sequence of functions and let
Q3 ∈ Lim
N→+∞
QN3 ⊆ PL∞w∗(0, T ;M+(Td)),
where QN3 := σ
N
♯ P
N is the law of the empirical jump rate process. Then∫ {
max
1≤i≤m
∫ T
0
∫
T
d
[
∂jH
i
t(u)−Hit(u)2
]
dσt(u) dt
}
dQ3(σ) ≤ C0.
Proof For each H ∈ C(Td), N ∈ N and ε > 0 we set ∂N,ε−j H(u) := N[Nε]
(
H(u) − H(u − [Nε]N ej))
then for each H ∈ C([0, T ]×Td) by a simple summation by parts we can write V N,ε,H as
V N,ε,Ht =
1
Nd−1
∑
x∈Td
N
Ht(
x
N )−Ht
(x−[Nε]ej
N
)
[Nε]
g
(
ηt(x)
)
− 2
Nd
∑
x∈Td
N
1
[Nε]
[Nε]∑
k=0
Ht
(x− kej
N
)2
g
(
ηt(x)
)
=
1
Nd
∑
x∈TdN
{
∂N,ε−j Ht
( x
N
)
− 2
[Nε]
[Nε]∑
k=0
τ− k
N
ej
Ht
( x
N
)2}
g
(
ηt(x)
)
=
〈
∂N,ε−j Ht −
2
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H2t , σ
N
t
〉
.
Therefore if we denote by AN,εj : C(T
d)→ C(Td) the map
AN,εj (H) := ∂
N,ε
−j H −
2
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H2, H ∈ C(Td)
then we can write
∫ T
0 V
N,j,ε,H
t dt =
∫ T
0 〈AN,εj (Ht), σNt 〉dt = ⟪AN,εj H,σN⟫ and
E
µN0
{
max
1≤i≤m
∫ T
0
V N,j,ε,H
i
t dt
}
=
∫
max
1≤i≤m
⟪AN,εj (Hi), σ⟫dQN3 (σ)
where with a slight abuse of notation we write AN,εj = A¯
N,ε
j also for the induced map on the L
1-
Bochner spaces. We claim first that for each ε > 0 and each H ∈ C(Td)
lim
N→+∞
AN,εj (H) =
H − τ−εejH
ε
− 2
ε
∫ ε
0
H(· − sej)2 ds =: Aεj(H) (160)
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uniformly over all u ∈ Td. The fact that
lim
N→+∞
N
[Nε]
[
H − τ
− [Nε]
N
ej
H
]
=
H − τ−εejH
ε
=: ∂ε−jH
uniformly on Td is obvious and so we prove that
lim
N→+∞
1
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H2 =
1
ε
∫ ε
0
H(· − sej)2 ds (161)
uniformly on Td. Indeed, for each u ∈ Td
1
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H(u)2 =
N
[Nε]
[Nε]∑
k=0
∫ k+1
N
k
N
H
(
u− k
N
ej
)2
ds =
N
[Nε]
∫ [Nε]+1
N
0
H
(
u− [Ns]
N
ej
)2
ds.
So for all u ∈ Td
1
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H(u)2 − 1
ε
∫ ε
0
H(u− sej)2 ds = 1
ε
∫ ε
0
[
H
(
u− [Ns]
N
ej
)2
−H(u − sej)2
]
ds
+
( N
[Nε]
− 1
ε
) ∫ ε
0
H
(
u− [Ns]
N
ej
)2
ds
+
[Nε]
N
∫ [Nε]+1
N
ε
H
(
u− [Ns]
N
ej
)2
ds
and therefore
∣∣∣ 1
[Nε]
[Nε]∑
k=0
τ− k
N
ej
H(u)2 − 1
ε
∫ ε
0
H(u− sej)2 ds
∣∣∣ ≤ 2‖H‖∞
ε
∫ ε
0
∣∣∣H(u− [Ns]
N
ej
)
−H(u− sej)
∣∣∣ ds
+ ‖H‖2∞
( Nε
[Nε]
− 1
)
+
[Nε]
N
‖H‖2∞
( [Nε] + 1
N
− ε
)
.
The second and third term in the right hand side above are independent of the the variable u ∈ Td
and obviously converge to 0 as N → +∞. The first term also converges to 0 as N → +∞ uniformly
over all u ∈ Td since H ∈ C(Td) is uniformly continuous by the compactness of Td and thus the
limit in (160) holds uniformly on Td. Furthermore, for all H ∈ C(Td) and all ε > 0 there exists
large enough NH,ε ∈ N such that
sup
N≥NH,ε
‖AN,εj (H)‖∞ ≤ 2‖H‖∞ + ‖H‖2∞ < +∞. (162)
Thus if H ∈ L2(0, T ;C(Td)) ⊆ L1(0, T ;C(Td)) then limN→∞
∥∥AN,εj (Ht)−Aεj(Ht)∥∥∞ = 0 for all
t ∈ [0, T ] and
sup
N≥NH,ε
‖AN,εj (H·)‖∞ ≤ 2‖H·‖∞ + ‖H·‖2∞ ∈ L1(0, T ).
Therefore by the dominated convergence theorem
lim
N→+∞
‖AN,εj (H)−Aεj(H)‖L1(0,T ;C(Td)) = 0, ∀ H ∈ L2(0, T ;C(Td)). (163)
We consider now a subsequence of {QN3 }N∈N, which we continue to denote by {QN3 }, converging
weakly to Q. Then, using the elementary inequality
max
1≤i≤m
ai − max
1≤i≤m
bi ≤ max
1≤i≤m
(ai − bi) (164)
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which holds for all finite sequences {ai}mi=1, {bi}mi=1 of real numbers, we write∫
max
1≤i≤m
⟪Aεj(Hi), σ⟫dQN3 (σ) ≤
∫
max
1≤i≤m
⟪AN,εj (Hi), σ⟫dQN3 (σ)
+
∫
max
1≤i≤m
⟪Aεj(Hi)−AN,ε(Hi), σ⟫dQN3 (σ).
The function L∞w∗(0, T ;M+(Td)) ∋ σ 7→ max1≤i≤m⟪υε(Hi), σ⟫ is continuous in the w∗-topology as
the maximum of a finite number of continuous functionals and therefore since QN3 converges weakly
to Q3 we have that
lim
N→∞
∫
max
1≤i≤m
⟪Aε(Hi), σ⟫dQN3 (σ) =
∫
max
1≤i≤m
⟪Aε(Hi), σ⟫dQ3(σ).
On the other hand, by Lemma 5.7
lim sup
N→∞
∫
max
1≤i≤m
⟪AN,ε(Hi), σ⟫dQN3 (σ) ≤ C0
and thus it follows that∫
max
1≤i≤m
⟪Aεj(Hi), σ⟫dQ3(σ) ≤ C0 + lim sup
N→∞
∫
max
1≤i≤m
⟪Aεj(Hi)−AN,ε(Hi), σ⟫dQN3 (σ). (165)
Now, the limit superior in the right hand side above vanishes since∫
max
1≤i≤m
⟪Aεj(Hi)−AN,εj (Hi), σ⟫dQN3 (σ) ≤ EN
(
max
1≤i≤m
|⟪Aεj(Hi)−AN,εj (Hi), σN⟫|
)
and for all i = 1, . . . ,m we have that PN -a.s.∣∣⟪Aεj(Hi)−AN,εj (Hi), σN⟫∣∣ ≤ ∫ T
0
∣∣〈Aεj(Hit)−AN,εj (Hit ), σNt 〉∣∣ dt
≤ ‖g′‖∞
∫ T
0
‖Aεj(Hit)−AN,εj (Hit )‖∞〈1, πNt 〉dt
= ‖g′‖∞〈1, πN0 〉
∫ T
0
‖Aεj(Hit )−AN,εj (Hit )‖∞ dt
so that the integral in the limit superior in the right hand side of (165) is bounded above by
‖g′‖∞ max
1≤i≤m
∫ T
0
‖Aεj(Hit)−AN,εj (Hit )‖∞ dt
∫
〈1, πN 〉dµN0
which tends to zero as N →∞ by (163) and Lemma 5.1. Therefore∫
max
1≤i≤m
⟪Aεj(Hi), σ⟫dQ3(σ) ≤ C0. (166)
We show finally that if H ∈ L1(0, T ;C1(Td)) ∩ L2(0, T ;C(Td)) then
lim
ε→+∞
∫
max
1≤i≤m
⟪Aεj(Hi), σ⟫dQ3(σ) =
∫
max
1≤i≤m
⟪∂jHt − 2H2t , σ⟫dQ3(σ) (167)
which concludes the proof. We note first that for each function H ∈ C1(Td)
lim
ε→0
Aε(H) = ∂jH − 2H2 =: A(H)
uniformly in Td since the function ∂jH − 2H2 is uniformly continuous. Indeed, by the fundamental
theorem of calculus and a simple change of variables
Aε(H)(u) =
∫ 1
0
∂jH(u− εsej) ds− 2
ε
∫ ε
0
H(u− sej)2 ds =
∫ 1
0
{
∂jH(u− εsej)− 2H(u− εsej)2
}
ds
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and thus
|Aε(H)(u)−A(H)(u)| ≤
∫ 1
0
|∂jH(u− εsej)− ∂jH(u) + 2H(u)2 − 2H(u− εsej)2| ds.
This shows that limε→0 ‖Aε(H)−A(H)‖∞ = 0 for all H ∈ C1(Td). Furthermore
sup
ε>0
‖Aε(H)−A((H)‖∞ ≤ 2‖∂jH‖∞ + 4‖H‖2∞
and therefore if H ∈ L1(0, T ;C1(Td)) ∩ L2(0, T ;C(Td)) then the family of maps {‖Aε(H·) −
A(H)‖∞}ε>0 is dominated by the function 2‖∂jH·‖∞ + 4‖H·‖2∞ ∈ L1(0, T ) and thus
lim
ε→0
‖Aε(H)−A(H)‖L1(0,T ;C(Td)) = 0, ∀ H ∈ L1(0, T ;C(Td)1) ∩ L2(0, T ;C(Td)). (168)
Consequently, if {Hi}mi=1 ⊆ L1(0, T ;C1(Td)) ∩ L2(0, T ;C(Td)) then by inequality (164)∣∣∣ ∫ { max
1≤i≤m
⟪Aεj(Hi), σ⟫− max
1≤i≤m
⟪A(H), σ⟫
}
dQ3(σ)
∣∣∣ ≤ ∫ max
1≤i≤m
|⟪Aε(Hi)−A(Hi), σ⟫| dQ3(σ)
≤
∫ ∫ T
0
max
1≤i≤m
‖Aε(Hit )−A(Hit )‖∞‖σt‖TV dt dQ3(σ)
≤ max
1≤i≤m
‖Aε(Hi)−A(Hi)‖L1(0,T ;C(Td))
∫
‖σ‖TV ;∞ dQ3(σ). (169)
But by the w∗-lower semicontinuity of the norm ‖ · ‖TV ;∞ of L∞w∗(0, T ;M(Td)) and Lemma 5.1∫
‖σ‖TV ;∞ dQ3(σ) ≤ lim inf
N→+∞
∫
‖σN‖TV ;∞ dPN ≤ ‖g′‖∞ lim sup
N→+∞
∫
‖πN‖TV ;∞ dPN
= ‖g′‖∞ lim sup
N→+∞
∫
〈1, πN 〉dµN0 < +∞. (170)
Consequently (167) follows by (168), (170) and (169) and the proof of the corollary is complete. 
Let K0 : L
∞
w∗(0, T ;M+(Td))→ [0,+∞] be the map defined by
K0(σ) = sup
H∈C0,1([0,T ]×Td)
∫ T
0
∫ (
∂jHt(u)− 2Ht(u)2
)
dσt(u) dt. (171)
Then K0 is w
∗-measurable and ∫
K0(σ) dQ3(σ) ≤ C0 < +∞. (172)
Indeed, if {Hi}i∈N ⊆ C0,1([0, T ] × Td) is a sequence dense in C0,1([0, T ] × Td) in the usual C0,1-
uniform norm ‖H‖C0,1 := ‖H‖C([0,T ]×Td) + ‖∇H‖C([0,T ]×Td) then for all σ ∈ L∞w∗(0, T ;L∞(Td))
K0(σ) = sup
i∈N
∫ T
0
∫
T
d
[
∂jH
i
t(u)−Hit(u)2
]
σt(u) du dt
= lim
m→∞
max
1≤i≤m
∫ T
0
∫
T
d
[
∂jH
i
t (u)−Hit (u)2
]
σt(u) du dt.
So the map K0 is w
∗-lower semicontinuous as the supremum of a family of w∗-lower semicontinuous
functions and (172) follows by the monotone convergence theorem and Corollary 5.4. 
We are now ready to prove Theorem 3.3. Fix j = 1, . . . , d. By (172) for Q3-a.s. all paths
σ ∈ L∞(0, T ;M+(Td))
K0(σ) < +∞. (173)
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For each a path σ ∈ {K0 < +∞} we denote by σ ∈ M+([0, T ]×Td) the corresponding space-time
measure characterized by
〈H,σ〉 =
∫ T
0
∫
T
d
H(t, u) dσt dt, H ∈ C([0, T ]×Td).
In other words σ := i∗(σ) where i : C([0, T ] ×Td) →֒ L1(0, T ;C(Td)) is the natural injection. For
each σ ∈ L∞w∗(0, T ;M+(Td)) we define L2σ to be the closure of C0,1([0, T ]×Td) in L2([0, T ]×Td,σ).
Then L2σ is a Hilbert space with the inner product
〈H,G〉σ =
∫
[0,T ]×Td
H(t, u)G(t, u) dσ(t, u) =
∫ T
0
∫
T
d
H(t, u)G(t, u) dσt(u) dt.
Let now ℓjσ : C
0,1([0, T ]×Td)→ R, j = 1, . . . , d denote the linear function given by the formula
ℓjσ(H) =
∫ T
0
∫
T
d
∂jH(t, u) dσt(u) dt.
It follows from estimate (173) that
aℓjσ(H)− 2a2‖H‖2L2σ ≤ K0(σ)
for all a ∈ R and all H ∈ C1([0, T ]×Td). The maximum over all a ∈ R of the quantity in the left
hand side of the inequality above is achieved at a = ℓjσ(H)/‖2H‖2L2σ and therefore
ℓjσ(H)
2
8‖H‖2L2σ
=
ℓjσ(H)
2
4‖H‖2L2σ
− 2 ℓ
j
σ(H)
2
16‖H‖4L2σ
‖H‖2L2σ ≤ K0(σ)
for all H ∈ C1(I ×Td). It follows that |ℓjσ(H)| ≤ 2
√
2K(σ)‖H‖L2σ for all H ∈ C1([0, T ]×Td) and
thus ℓjσ can be extended to a bounded linear function ℓ
j
σ : L
2
σ −→ R with norm ‖ℓjσ‖ ≤ 2
√
2K0(σ).
By the Riesz representation theorem now there exists an L2σ-function, which we denote by
∂j(log σ), such that
ℓjσ(H) = −〈H, ∂j(log σ)〉σ = −
∫ T
0
∫
T
d
H(t, u)∂j(log σ)(t, u) dσ(t, u) (174)
for all H ∈ C0,1([0, T ]×Td). Since ∂j(log σ) ∈ L2σ represents ℓjσ via the Riesz representation theorem
we have that∫ T
0
∫
T
d
[
∂j(log σ)(t, u)
]2
dσ(t, u) = ‖∂j(log σ)‖2L2σ = ‖ℓ
j
σ‖2 ≤ 8K0(σ) < +∞. (175)
Now, by Theorem 3.2(c) we know thatQ3 is concentrated on the w
∗-measurableL∞w∗(0, T ;M+,ac(Td))
and thus for Q3-almost all σ ∈ {K0 < +∞} we have that σ ≪ L[0,T ]×Td with density
σ(t, u) :=
dσ
dL[0,T ]×Td
(t, u) =
dσt
dL
T
d
(u) ≥ 0
for Lebesgue almost all (t, u) ∈ [0, T ]×Td. Since the Radon-Nikodym density σ is Lebesgue almost
surely equal to 0 on any σ-null set E ⊆ [0, T ] × Td the Lebesgue almost sure equality class of the
function ∂jσ := σ · ∂j(log σ) does not depend on the representative from the σ-almost sure equality
class of the function ∂j(log σ) ∈ L2σ. Furthermore the Lebesgue integral of |∂jσ| is∫
[0,T ]×Td
|∂jσ(t, u)| du dt =
∫
[0,T ]×Td
|∂j(log σ)(t, u)| dσ(t, u)
≤
√
σ([0, T ]×Td)
( ∫
[0,T ]×Td
|∂j(log σ)|2 dσ(t, u)
) 1
2
≤ 2
√
σ([0, T ]×Td)2K0(σ) ≤ 2
√
2T ‖g′‖∞µ0(Td)K0(σ) < +∞
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and thus ∂j(log σ) ∈ L1([0, T ]×Td) for all σ ∈ L∞w∗(0, T ;M+,ac(Td)) ∩ {K0 < +∞}. By (174) ∂jσ
satisfies property (49) and is thus the L1-weak j-th spatial derivative of σ in [0, T ] × Td. By the
identity ∂jσ = σ · ∂j(log σ) we have that
|∇σ(t, u)|22
σ(t, u)
= σ(t, u)|∇(log σ)(t, u)|22
and therefore the energy estimate (50) follows from (175). Finally, if ϕc < +∞ then as we
know from Theorem 3.2(c) the law Q3 is concentrated on the w
∗-closed subspace of paths σ ∈
L∞w∗(0, T ;M+,ac)(Td)) that satisfy∥∥‖σt‖L∞(Td)∥∥L∞(0,T ) ≤ ϕc < +∞
and thus the function ∂jσ := σ · ∂j(log σ) satisfies∫
[0,T ]×Td
(
∂jσ(t, u)
)2
du dt =
∫ T
0
∫
T
d
[
∂j(log σ)(t, u)
]2
σ(t, u)2 du dt ≤ ϕc‖∂j(log σ)‖2L2σ
≤ 8ϕcK0(σ) < +∞,
and thus is in L2([0, T ]×Td). By (174) ∂jσ satisfies property (49) and is thus the required L2-weak
j-th spatial derivative of σ in [0, T ]×Td.
It is now easy to see that σt ∈ H1(Td) (σt ∈W 1(Td) if ϕc = +∞) a.s. for all t ∈ [0, T ] Q3-a.s. for
all σ ∈ L∞w∗(0, T ;M+(Td)) since
L∞w∗(0, T ;M+,ac(Td)) ∩ {K0 < +∞} ⊆
{
σ
∣∣ σt ∈W 1(Td) a.s. ∀ t ∈ [0, T ]}
and the set in the left hand side above is of full Q3-measure and likewise if ϕc < +∞ then{
σ
∣∣ ∥∥‖σt‖L∞(Td)∥∥L∞(0,T ) ≤ ϕc} ∩ {K0 < +∞} ⊆ {σ ∣∣ σt ∈ H1(Td) a.s. ∀ t ∈ [0, T ]}
and the set in the left hand side is of full Q3-measure. By the previous paragraph we know that and
σ ∈ L∞w∗(0, T ;M+,ac(Td)) ∩ {K0 < +∞} there exist functions ∂jσ ∈ L1([0, T ]× Td), j = 1, . . . , d,
satisfying (49) for allH ∈ C0,1([0, T ]×Td). We will show that σt ∈ W 1,1(Td) for almost all t ∈ [0, T ].
For each t ∈ [0, T ] and ε > 0 we consider a sequence of smooth functions {fnt,ε}n∈N defined on [0, T ]
such that fnt,ε ≤ 1[t−ε,t+ε] for all n ∈ N and fnt,ε −→ 1(t−ε,t+ε) pointwise as n → ∞. Then for all
functions H ∈ C0,1([0, T ]×Td) we have by (49) that
1
2ε
∫ T
0
∫
T
d
fnt,ε(s)∂jHs(u)σ(s, u) du ds = −
1
2ε
∫ T
0
∫
T
d
fnt,ε(s)Hs(u)∂jσ(s, u) du ds.
Then taking the limit as n→∞ in both sides of the inequality above, we get that∫ t+ε
t−ε
∫
T
d
∂jHs(u)σ(s, u) du ds = −
∫ t+ε
t−ε
∫
T
d
Hs(x)∂jσ(s, x) du ds.
Then taking the limit as ε→ 0 in both sides of the equality above, it follows by Lebesgue’s differen-
tiation theorem that for each H ∈ C0,1([0, T ]×Td),∫
T
d
∂jHt(x)σ(t, u) du = −
∫
T
d
Ht(x)∂jσ(t, x) du (176)
for all t ∈ EH , for some measurable set EH ⊆ [0, T ] of full Lebesgue measure in [0, T ]. Taking
then a sequence {Hi}i∈N ⊆ C0,1([0, T ] × Td) dense in C0,1([0, T ] × Td) in the C0,1-uniform norm
‖ · ‖C0,1 , we have that the set E :=
⋂
i∈NEHi is of full Lebesgue measure and for each t ∈ E we have
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that (176) holds for all H ∈ C0,1([0, T ] × Td). In particular, since C1(Td) can be considered as a
subspace of C1([0, T ]×Td) it follows that∫
T
d
∂jH(u)σ(t, u) du = −
∫
T
d
H(u)∂jσ(t, u) du, ∀ (t,H) ∈ E × C1(Td).
Consequently, σt is weakly differentiable for almost all t ∈ [0, T ] with weak j-th partial derivative
∂jσt. Finally, since ∂jσ ∈ L1([0, T ]×Td) we have that∫ T
0
‖∂jσt‖L1(Td) dt = ‖∂jσ‖L1([0,T ]×Td) < +∞,
and therefore ‖∂jσt‖L1(Td) < +∞ for almost all t ∈ [0, T ]. Consequently, σt ∈ W 1,1(Td) for almost
all t ∈ [0, T ]. If ϕc < +∞ then ∂jσ ∈ L2([0, T ]×Td) and thus σt ∈ H1(Td) for almost all t ∈ [0, T ]
and the proof of Theorem 3.3 is complete. 
5.5 A closed hydrodynamic equation
In this section we prove Theorem 3.4. We will first show that any limit point Q of the laws QN,ℓ :=
pi
N,ℓ
♯ P
N of the micro empirical density process of the ZRP is concentrated on mild Young measure-
valued solutions of the hydrodynamic equation in the sense of (37). Then by the energy estimate of
Theorem 3.3 it will follow that it is in fact concentrated on weak solutions in the sense of (36). So
let Q ∈ Limℓ→+∞ LimN→+∞QN,ℓ. For any test function f ∈ C1,2c ((0, T )×Td) the map
(0, T ) ∋ t 7→ Λ∂tft(U) + Φ(Λ)∆ft(U) ∈ C1(Td ×R+)
is in L1(0, T ;C1(T
d × R+)). Here Φ = Φ is the extended mean jump rate function of the ZRP.
Therefore the functional
⟪Λ∂f(U) + Φ(Λ)∆f(U), ·⟫ : L∞w∗(0, T ;M1(Td ×R+))→ R
is w∗-continuous, and thus for each ε > 0 and each f ∈ C1,2c ((0, T )×Td) the set
Af,ε :=
{
pi ∈ L∞w∗(0, T ;M1(Td ×R+)
∣∣ |⟪Λ∂f(U) + Φ(Λ)∆f(U),pi⟫| > 3ε}
is open in w∗-topology of L∞w∗(0, T ;M1(Td ×R+)). Consequently for any sequences {mℓ}ℓ∈Z+ and
{k(ℓ)N }N∈N, ℓ ∈ Z+, such that
Q = lim
ℓ→+∞
lim
N→+∞
Qk
(ℓ)
N
,mℓ
we have by the portmanteau theorem that
Q(Af,ε) ≤ lim inf
ℓ→+∞
lim inf
N→+∞
Qk
(ℓ)
N
,mℓ(Af,ε) ≤ lim sup
ℓ→+∞
lim sup
N→+∞
QN,ℓ(Af,ε)
By the definition of QN,ℓ
QN,ℓ(Af,ε) = P
N
{∣∣∣ ∫ T
0
pi
N,ℓ
t
(
Λ∂tft(U) + Φ(Λ)∆ft(U)
)
dt
∣∣∣ > 3δ}
= PN
{∣∣∣ ∫ T
0
1
Nd
∑
x∈TdN
[
∂tft
( x
N
)
ηℓt (x) + ∆ft
( x
N
)
Φ
(
ηℓt (x)
)]
dt
∣∣∣ > 3δ}
= PN
{|⟪∂tft, πN,ℓ⟫+ ⟪∆ft, BΦ(piN,ℓ)⟫| > 3δ}.
In the last equality πN,ℓ := B(piN,ℓ) is the barycentric projection of the micro-empirical density
and BΦ is the Φ-projection defined as in (23). By adding and subtracting the terms 〈∂tft, πN 〉 and
〈∆ft, σN 〉 it follows that
QN,ℓ(Af,ε) ≤ PN
{∣∣⟪∂f, πN,ℓ − πN⟫∣∣ > ε}+ PN{∣∣⟪∂f, πN⟫+ ⟪∆f, σN⟫∣∣ > ε}
+ PN
{∣∣⟪∆f, σN −BΦ(piN,ℓ)⟫∣∣ > ε}. (177)
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The second term in (177) converges to 0 as N → +∞ by (150) for f ∈ C3c ((0, T )×Td) and the
third term converges to 0 for f ∈ C2c ((0, T )×Td) by the one-block estimate. For the first term by
a change of variables we have for all N ∈ N, ℓ ∈ Z+ that
⟪∂f, πN,ℓ − πN⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
∂tft
( x
N
)(
ηℓt (x)− ηt(x)
)
dt
=
∫ T
0
1
Nd
∑
x∈Td
N
[ 1
ℓd⋆
∑
|y|≤ℓ
∂tft
(x+ y
N
)
− ∂tft
( x
N
)]
ηt(x) dt
= ⟪ 1
ℓd⋆
∑
|y|≤ℓ
∂f
( ·+ y
N
)
− ∂f, πN⟫. (178)
Since ∂f ∈ L1(0, T ;C(Td)) for each ε > 0 there exists a map δ¯ε ∈ L∞+ (0, T ) such that δ¯ε(t) > 0 for
almost all t ∈ [0, T ] and
d
T
d(u, υ) < δ¯ε(t) =⇒ |∂tft(u)− ∂tft(υ)| < ε
and since ‖∂f‖∞ ∈ L1(0, T ) for each ℓ ∈ Z+ there exists δℓ > 0 such that
L(0,T )(E) < δℓ =⇒
∫
E
‖∂tft‖∞ dt < ℓ−1.
Since L(0,T )({δ¯ℓ−1 = 0}) = 0 for all ℓ ∈ Z+, for each ℓ ∈ Z+ there exists kℓ ∈ N such that
L(0,T )({δ¯ℓ−1 < 1kℓ }) < δℓ. Then for all (N, ℓ) ∈ N× Z+∣∣∣ ∫
{δ¯
ℓ−1<
1
kℓ
}
〈 1
ℓd⋆
∑
|y|≤ℓ
∂tft
( ·+ y
N
)
− ∂tft, πNt
〉
dt
∣∣∣ ≤ 2 ∫
{δ¯
ℓ−1<k
−1
ℓ
}
‖∂tft‖∞〈1, πNt 〉dt
PN -a.s.≤ 2〈πN0 , 1〉
∫
{δ¯ℓ<k
−1
ℓ
}
‖∂tft‖∞ dt
≤ 2ℓ−1〈πN0 , 1〉L(0,T )({δ¯ℓ−1 < k−1ℓ }). (179)
On the other hand, for each ℓ ∈ Z+ we can choose Nℓ ∈ N such that ℓ/N < k−1ℓ for all N ≥ Nℓ and
then for all ℓ ∈ Z+, N ≥ Nℓ∣∣∣ ∫
{δ¯ 1
ℓ
≥ 1
kℓ
}
〈 1
ℓd⋆
∑
|y|≤ℓ
∂tft
( ·+ y
N
)
− ∂tft, πNt
〉
dt
∣∣∣ ≤ ∫
{δ¯ 1
ℓ
≥k−1
ℓ
}
ℓ−1〈1, πNt 〉dt
PN -a.s.
= ℓ−1〈πN0 , 1〉L(0,T )({δ¯ 1
ℓ
≥ k−1ℓ }). (180)
It follows by (178), (179) and (180) that for each ℓ ∈ Z+ and all N ≥ Nℓ
⟪∂f, πN,ℓ − πN⟫ P
N -a.s.≤ 2ℓ−1〈πN0 , 1〉
and therefore
lim sup
ℓ,N→+∞
PN
{∣∣⟪∂f, πN,ℓ − πN⟫∣∣ > ε} ≤ lim sup
ℓ,N→+∞
PN{2ℓ−1〈πN0 , 1〉 > ε}
≤ lim sup
ℓ,N→+∞
µN0 {2〈πN0 , 1〉 > ℓε} = 0
where the last limit follows by Lemma 5.1.
We have thus shown that Q(Af,ε) = 0 for all C
3
c ((0, T )× Td). Since this holds for all ε > 0 it
follows that
Q
({⟪Λ∂f(U) + Φ(Λ)∆f(U),pi⟫ = 0}) = 1, ∀f ∈ C3c ((0, T )×Td).
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Since there exists a countable family G ⊆ C3c ((0, T ) × Td) that is dense in C2c ((0, T ) × Td) in the
C2-uniform norm it follows that
Q
( ⋂
f∈C2c ((0,T )×T
d)
{⟪Λ∂f(U) + Φ(Λ)∆f(U),pi⟫ = 0}) = 1.
We have thus shown that Q is concentrated on mild generalized Young measure-valued solutions
to the hydrodynamic equation ∂tpi = ∆Φ(pi) in the sense of (37). By Proposition 5.2 we also know
that Q is concentrated on L∞w∗(0, T ;Y1(Td)). Therefore if we set
A :=
⋂
f∈C2c ((0,T )×T
d)
{
pi ∈ L∞w∗(0, T ;Y1(Td))
∣∣ ⟪Λ∂f(U) + Φ(Λ)∆f(U),pi⟫ = 0}
we have that Q(A) = 1. Since Φ is sublinear, i.e. limλ→+∞ Φ(λ)/λ = 0, for any pi ∈ A and any
f ∈ L1(0, T ;C(Td))
⟪Φ(Λ)f(U),pi⟫ =
∫ T
0
〈Φ(Λ)ft(U),ρpit〉dt =
∫ T
0
∫
T
d
ft(u)Φ(ρpit)(u) du dt
where for any ρ ∈ P1(Td ×R+) the composition Φ(ρ) ≡ bΦ(ρ) : Td → R is Lebesgue a.s. defined as
in (33). Thus we can express the fact that pi ∈ A is a mild solution to the hydrodynamic equation
as ∫ T
0
〈∂tft,pit〉dt = −
∫ T
0
∫
T
d
∆ft(u)Φ(ρpit)(u) du dt, ∀f ∈ C2c ((0, T )×Td). (181)
We will show now that Q is in fact concentrated on weak solutions in the sense of (36) that
satisfy the energy estimate (51). For this we consider the joint laws
Q
N,ℓ
g(η(0)) := (σ
N ,piN,ℓ)♯P
N ∈ L∞w∗(0, T ;M+(Td))× L∞w∗(0, T ;M1,+(Td ×R+))
and the Φ-projection BΦ : L
∞
w∗(0, T ;M1,+(Td × R+)) → L∞w∗(0, T ;M+(Td)). By the one-block
estimate we know that for any limit point Qg(η(0)) of {QN,ℓg(η(0))}
Qg(η(0))
{
(σ,pi) ∈ L∞w∗(0, T ;M+(Td))× L∞w∗(0, T ;M1,+(Td ×R+))
∣∣ σ = BΦ(pi)} = 1. (182)
Since Φ is sublinear
BΦ(pi) = Φ(ρpi) dL
T
d in L∞w∗(0, T ;M+(Td)). (183)
Thus by Theorem 3.2(e) and Theorem 3.3 it follows that forQ-a.s. all pi ∈ L∞w∗(0, T ;M1,+(Td×R+))
it holds that Φ(ρpit) ∈ H1(Td) for almost all t ∈ [0, T ] and∫ T
0
∫
T
d
‖∇Φ(ρpit)(u)‖2
Φ(ρpit)(u)
du dt < +∞.
This proves the regularity Φ(ρpit) ∈ H1(Td) for almost all t ∈ [0, T ] and the energy estimate (51).
By a standard mollification argument in the space variable and (181) that∫ T
0
〈∂tft,pit〉dt =
∫ T
0
∫
T
d
〈∇ft(u),∇Φ(ρpit)(u)〉du dt, ∀f ∈ C1c ((0, T )×Td).
Therefore any pi ∈ A is a weak solution in the sense of (36).
5.6 Two-blocks Comparison
(a) In order to simplify the notation we will work with the quantityEN
∣∣⟪G,BΨ(piN,ℓ)−BΨ(piN,ℓ;M ;ε)⟫|
for the full set of parameters N ∈ N, ℓ ∈ Z+, ε,M > 0 and restrict our attention to the subfamily of
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parameters (k
(ℓ)
N ,mℓ,M, ε)N,ℓ,ε,M along which Q
k
(ℓ)
N
,mℓ := pi
k
(ℓ)
N
,mℓ
♯ P
k
(ℓ)
N converges as N → +∞ and
then ℓ→ +∞ to Q∞,∞ only when necessary.
Let Ψ ∈ C1(R+). By Proposition 5.4 for all G ∈ L1(0, T ;C(Td))
lim
M→+∞
lim sup
ℓ,N→+∞
E
N |⟪G,BΨ(piN,ℓ)−BΨ(piN,ℓ;M)⟫| = 0
and thus in order to prove the truncated double-block estimate (53) it suffices to show that
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
E
k
(ℓ)
N
∣∣⟪G,BΨ(pik(ℓ)N ,mℓ;M )−BΨ(pik(ℓ)N ,mℓ;M ;ε)⟫∣∣ = 0 (184)
for all δ > 0 and G ∈ L1(0, T ;C(Td)).
We will reduce first the proof of (184) to the case where Ψ is sublinear, i.e. Ψ ∈ C1(R+). Indeed,
since Ψ ∈ C1(R+) the limit Ψ′(∞) = limλ→∞ Ψ(λ)λ exists and the map Ψ0(λ) = Ψ(λ) − Ψ′(∞)λ
belongs in C1(R+) and Ψ(λ) = Ψ0(λ) + Ψ
′(∞)λ, λ ≥ 0. Therefore
〈G,BΨ(pi)〉 = 〈G(U)Ψ(Λ),pi〉 = 〈G(U)Ψ0(Λ),pi〉+Ψ′(∞)〈G(U)Λ,pi〉
= 〈G,BΨ0(pi)〉+Ψ′(∞)〈G,B(pi)〉.
Consequently for all N ∈ N, ℓ ∈ Z+, ε,M > 0
PN
{∣∣⟪G,BΨ(piN,ℓ;M)−BΨ(piN,ℓ;M ;ε)⟫∣∣ > δ} ≤ PN{∣∣⟪G,BΨ0(piN,ℓ;M)−BΨ0(piN,ℓ;M ;ε)⟫∣∣ > δ2}
+ PN
{∣∣⟪G,B(piN,ℓ;M )−B(piN,ℓ;M ;ε)⟫∣∣ > δ
2Ψ′(∞)
}
.
Thus if show that for any δ > 0 and any G ∈ L1(0, T ;C(Td))
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
PN
{∣∣⟪G,B(piN,ℓ;M )−B(piN,ℓ;M ;ε)⟫∣∣ > δ} = 0 (185)
we reduce the proof of (184) to the case that Ψ is sublinear. But this is elementary since by a change
of variables
⟪G,B(piN,ℓ;M )−B(piN,ℓ;M ;ε)⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
1
[Nε]d⋆
∑
|y|≤[Nε]
{
Gt
( x
N
)
−Gt
(x− y
N
)}
ηℓt (x) dt
and therefore by the conservation of the total number of particles PN -a.s. in D(0, T ;MdN)
|⟪G,B(piN,ℓ;M )−B(piN,ℓ;M ;ε)⟫| ≤ 〈1, πN0 〉
∫ T
0
ωGt(2ε) dt,
where for any function G : Td −→ R we denote by
ωG(ε) := sup
u,υ∈Td
|u−υ|<ε
|G(u)−G(υ)|
its modulus of continuity. Consequently
PN
{∣∣⟪G,B(piN,ℓ;M )−B(piN,ℓ;M ;ε)⟫∣∣} ≤ µN0 {〈1, πN〉 ≤ δ∫ T
0 ωGt(2ε) dt
}
.
Since G ∈ L1(0, T ;C(Td)) it follows that limε→0
∫ T
0 ωHt(2ε)dt = 0 and therefore (185) follows from
Lemma 5.1.
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We will show next that in the proof of (184) we can further assume that the map Ψ ∈ C1(R+) is
Lipschitz. To prove this, we define for each k ∈ N the Moreau-Yosida approximations Ψk : R+ → R
of Ψ by
Ψk(ρ) = inf
λ≥0
{
Ψ(λ) + k|λ− ρ|}. (186)
Then as is well known, each map Ψk is Lipschitz with Lipschitz constant Lip(Ψk) ≤ k and {Ψk}∞k=1
increases pointwise to Ψ pointwise. It is also easy to see that Ψk is sublinear and ‖Ψk‖C1(R+) ≤
‖Ψ‖C1(R+) for large k. Indeed, since Ψ is sublinear there exists for each δ ∈ (0, 1) a constant
Cδ < +∞ such that |Ψ(λ)| ≤ Cδ + δλ for all λ ≥ 0 and therefore
−Cδ + inf
λ≥0
{− δλ+ k|λ− ρ|} ≤ Ψk(ρ) ≤ Cδ + inf
λ≥0
{
δλ+ k|λ− ρ|}.
It is elementary to check that the infima above are both obtained at λ = ρ for all k ∈ N and therefore
|Ψk(ρ)| ≤ Cδ + δρ for all ρ ≥ 0 and all δ ∈ (0, 1), which proves that Ψk is sublinear. Similarly one
can check that ‖Ψk‖C1(R+) ≤ ‖Ψ‖C1(R+) for all k > ‖Ψ‖C1(R+). Now, assuming that (184) holds for
sublinear Lipschitz maps, it follows that for each k ∈ N
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
E
K
(ℓ)
N |⟪G,BΨk(pik
(ℓ)
N ,mℓ;M − pik(ℓ)N ,mℓ;M ;ε)⟫∣∣ = 0
for all G ∈ L1(0, T ;C(Td)). In terms of the family of laws
Q
N,ℓ;M ;ε
∗ := (pi
k
(ℓ)
N
,mℓ;M ,pik
(ℓ)
N
,mℓ;M ;ε)♯P
N ∈ P(L∞w∗(0, T ;P1(Td ×R+))2) (187)
this limit can be written as
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
∫
|⟪G,BΨk(pi∞ − pi0)⟫
∣∣ dQN,ℓ;M ;ε(pi∞,pi0) = 0.
Therefore if
Q
∞,∞;∞;0
∗ := Lim
M→+∞
Lim
ℓ→+∞
Lim
ε→0
Lim
N→+∞
Q
N,ℓ;M ;ε
∗
it follows by the discussion on subsequential limit sets in Section 2.3.3 that
max
Q∈Q
∞,∞;∞;0
∗
∫
|⟪G,BΨk(pi∞ − pi0)⟫
∣∣ dQ(pi1,pi2) = 0, ∀k ∈ Z+ (188)
and we have to show that
max
Q∈Q
∞,∞;∞;0
∗
∫
|⟪G,BΨ(pi∞ − pi0)⟫
∣∣ dQ(pi∞,pi0) = 0. (189)
Now, if QΨ ∈ Q
∞,∞;∞;0
∗ is a maximizer in the maximum above, we have by (188) that∫
|⟪G,BΨk(pi∞ − pi0)⟫
∣∣ dQΨ(pi∞,pi0) = 0, ∀ ∈ Z+. (190)
Thus the claim follows by the dominated convergence, since as we will see the sequence {IGk }k∈N of
the functionals defined on L∞w∗(0, T ;M1,+(Td ×R+))2 by
IGk (pi∞,pi0) = |⟪G,BΨk(pi∞ − pi0)⟫|
converges QΨ-a.s. pointwise to the functional IG : L∞w∗(0, T ;M1,+(Td × R+))2 → R+ and it is
dominated by an L1(QΨ)-function. First, since BΨk is linear, in order to prove this pointwise
convergence it suffices to show that
lim
k→+∞
⟪G,BΨk(pi)⟫ = ⟪G,BΨ(pi)⟫
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QΨ,1-a.s. and QΨ,2-a.s. for all pi ∈ L∞w∗(0, T ;M1,+(Td × R+)), where QΨ,i is the i-th marginal
of QΨ, i = 1, 2. Both marginals are supported on the set L
∞
w∗(0, T ;Y1,≤m(Td)) of all generalized
Young measures pi ∈ L∞w∗(0, T ;Y1(Td)) such that 〈Λ,pit〉 ≤ m for almost all t ∈ [0, T ] and thus in
proving this limit we can assume that pi ∈ L∞w∗(0, T ;Y1,≤m(Td)). Since {Ψk} converges pointwise
to Ψ it obviously follows that G(U)Ψk(Λ) converges pointwise to G(U)Ψ(Λ) as k → +∞ and since
‖Ψk‖∞;1 ≤ ‖Ψ‖∞;1 for large k, we have that |G(U)Ψk(Λ)| ≤ ‖Ψ‖∞;1|G(U)|(1 + Λ) for large k and
thus
|Gt(U)Ψk(Λ)| ≤ ‖Ψ‖∞;1〈|Gt(U)|(1 + Λ),pit〉 ≤ ‖Ψ‖∞;1(1 +m)‖Gt‖∞ (191)
for almost all t ∈ [0, T ]. Therefore, since the maps Ψk, Ψ are sublinear, by the bounded convergence
theorem
lim
k→+∞
〈Gt, BΨk(pit)〉 = lim
k→+∞
〈Gt(U)Ψk(λ),pit〉 = lim
k→+∞
〈Gt(U)Ψk(λ),ρpit〉
= 〈Gt(U)Ψ(λ),ρpit〉 = 〈Gt(U)Ψ(λ),pit〉 = 〈Gt, BΨ(pit)〉 (192)
for almost all t ∈ [0, T ], where for each pi ∈ M1(Td × R+)) we denote by ρpi = j∗pi ∈ Y1(Td)
the ordinary Young measure representing the regular part p̂i of pi. Now, by (191) the sequence
{〈G·, BΨk(pi·)〉}k∈N is dominated for large k ∈ N by the L1(0, T )-function ‖Ψ‖∞;1(1+m)‖G·‖∞ and
thus by (192) and the dominated convergence theorem limk→+∞⟪G,BΨk(pi)⟫ = ⟪G,BΨ(pi)⟫. This
proves that Ik converges Q-almost surely to I and thus in order to use the dominated convergence
theorem in (190) to obtain (189) it remains to check that {Ik} is dominated by an L∞(QΨ)-integrable
function. But this is easy, since for all pi ∈ L∞w∗(0, T ;Y1,≤m(Td ×R+)) and all G ∈ L1(0, T ;C(Td))
Ik(pi∞,pi0) ≤ |⟪G(U)Ψk(Λ),pi∞⟫|+ |⟪G(U)Ψk(Λ),pi0⟫|
≤ ⟪|G(U)Ψk(Λ)|,pi∞⟫+ ⟪|G(U)Ψk(Λ)|,pi0⟫
≤ 2‖Ψ‖∞;1‖G‖L1(0,T ;C(Td)) + ‖Ψ‖∞;1⟪|G|, B(pi∞ + pi0)⟫
≤ 2‖Ψ‖∞;1‖G‖L1(0,T ;C(Td))(1 +m)
where the last inequality holds QΨ-a.s.
So in what follows we will assume that Ψ is a sublinear and Lipschitz cylinder map and we will
prove (184). We recall that the fact that Ψ is sublinear implies that BΨ = BΨ ◦ D̂. By considering
the empirical process ψN,ℓ;M ;ε : D(0, T ;MdN)→ L∞w∗(0, T ;M(Td)) defined by
⟪G,ψN,ℓ;M ;ε⟫ :=
∫ T
0
1
Nd
∑
x∈Td
N
1
[Nε]d⋆
∑
|z|≤[Nε]
Gt
( x
N
)
Ψ
(
ηℓt (x+ z) ∧M
)
dt
the truncated double-block estimate (184) is split in proving the limits
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
PN
{∣∣⟪G,BΨ(piN,ℓ;M )− ψN,ε,ℓ;M⟫dt∣∣ > δ} = 0 (193)
and
lim
M→+∞
lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
PN
{∣∣⟪G,ψk(ℓ)N ,mℓ;M ;ε −BΨ(pik(ℓ)N ,mℓ;M ;ε)⟫dt∣∣ > δ} = 0 (194)
for all G ∈ L1(0, T ;C(Td)) and all δ > 0. For the quantity in (193), by a change of variables we
have that
⟪G,BΨ(piN,ℓ;M)− ψN,ℓ;M ;ε⟫ = 1
Nd
∑
x∈Td
N
1
[Nε]d⋆
∑
|y|≤[Nε]
{
Gt
( x
N
)
−Gt
(x− y
N
)}
Ψ
(
ηℓt (x) ∧M
)
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and therefore PN -a.s. in D(0, T ;MdN)
|⟪G,BΨ(piN,ℓ;M)− ψN,ε,ℓ;M⟫| ≤ ‖Ψ‖∞;1(1 + 〈1, πN0 〉)
∫ T
0
ωHt(2ε) dt
where ‖Ψ‖∞;1 := supλ≥0 |Ψ(λ)|1+λ < +∞. Thus the limit (193) is shown to vanish similarly to (185).
We prove next the limit (194). By Chebyshev inequality for this term it suffices to show that
lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
E
k
(ℓ)
N
∫ T
0
|〈Gt, ψk
(ℓ)
N
,mℓ;M ;ε
t −BΨ(pik
(ℓ)
N
,mℓ;M ;ε
t )〉|dt = 0.
For all parameters (N, ℓ, ε,M) ∈ N× Z+ × (0,∞)2 and each t ∈ [0, T ]
〈Gt, ψN,ε,ℓ;Mt −BΨ(piN,ℓ;M ;εt )〉 =
1
Nd
∑
x∈Td
N
Gt
( x
N
){
Ψ
(
ηℓt (x) ∧M
)[Nε] −Ψ((ηℓ(x) ∧M)[Nε])}.
Since the macroscopic averages appear inside that non-linear map Ψ this term can not be dealt by
an integration by parts. Since Ψ is assumed Lipschitz we can estimate the absolute value of this
term by
|〈Gt, ψN,ε,ℓ;Mt −BΨ(piN,ℓ;M ;εt )〉| ≤
‖Ψ‖Lip‖Gt‖∞
Nd[Nε]d⋆
∑
x∈Td
N
∑
|y|≤[Nε]
∣∣ηℓt (x+ y) ∧M − (ηℓt (x) ∧M)[Nε]∣∣
≤ ‖Ψ‖Lip‖Gt‖∞
Nd[Nε]2d⋆
∑
x∈TdN
|y|∨|z|≤[Nε]
∣∣ηℓt (x+ y) ∧M − ηℓt (x+ z) ∧M ∣∣
=
‖Ψ‖Lip‖Gt‖∞
Nd[Nε]2d⋆
∑
x∈Td
N
∑
|y|∨|z|≤[Nε]
2ℓ<|y−z|
ΨM
(
ηℓt (x+ y), η
ℓ
t (x+ z)
)
+
‖Ψ‖Lip‖Gt‖∞
Nd[Nε]2d⋆
∑
x∈TdN
∑
|y|∨|z|≤[Nε]
|y−z|≤2ℓ
ΨM
(
ηℓt (x+ y), η
ℓ
t (x+ z)
)
,
where ΨM : R
2
+ → R, M > 0, is the map ΨM (a, b) := |a ∧M − b ∧M |, a, b ∈ R+. The last term
above is bounded above by
‖Ψ‖Lip‖Gt‖∞
Nd[Nε]2d⋆
∑
x∈Td
N
∑
|z|≤[Nε]
|y−z|≤2ℓ
ΨM
(
ηℓt (x+ y), η
ℓ
t (x+ z)
) ≤M‖Ψ‖Lip‖Gt‖∞ (2ℓ)d⋆
[Nε]d⋆
,
and the time integral of this last term vanishes as N → +∞ since G ∈ L1(0, T ;C(Td)) for each
ℓ ∈ Z+ and ε,M > 0. Thus it suffices to show that
lim sup
M↑,ℓ↑∞,ε↓0,N↑∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d[k
(ℓ)
N ε]
2d
⋆
∑
x
∑
|y|∨|z|≤[k
(ℓ)
N ε]
2mℓ<|y−z|
ΨM
(
ηmℓt (x+ y), η
mℓ
t (x+ z)
)
dt = 0, (195)
where the sums are taken among all x, y, z ∈ Td
k
(ℓ)
N
.
The proof of (195) is similar to the proof of the two-blocks estimate in [24]. The main new
element in the proof is that the introduction of the truncating parameter M > 0 allows us to cut off
the large densities for the fluid phase as described in the following lemma. It is in this lemma that
we need to restrict the limit superior
Lemma 5.8 (Cutting off large densities for the fluid-phase) Suppose that the ZRP starts from a
sequence of initial profiles µN0 ∈ P1MdN , N ∈ N, with total mass m > 0 in probability and let
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{mℓ}∞ℓ=1, {k(ℓ)N }∞N=1 be sequences such that Qk
(ℓ)
N
,mℓ := pi
k
(ℓ)
N
,mℓ
♯ P
k
(ℓ)
N converges to some Q∞,∞∗ ∈
PL∞w∗(0, T ;Y1(Td)) as N → +∞ and then ℓ→ +∞. Then for any T > 0
lim
A→+∞
sup
M>0
lim sup
ℓ,N→+∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d
∑
x∈Td
k
(ℓ)
N
(ηmℓt (x) ∧M)1{ηmℓt (x)>A} dt = 0.
Proof The expectation in the conclusion of the lemma is an increasing function of M > 0 and thus
the supremum over M > 0 is equal to the limit as M → +∞. Thus since A tends to infinity after
M has been sent to infinity, we can always assume that M > A. Now, for M > A and all λ ≥ 0 it
obviously holds that
(λ ∧M)1(A,+∞)(λ) = (λ ∧M)1(A,+∞)(λ ∧M)
and for the continuous map ΨA(λ) = λ · [(λ−A+ 1)+ ∧ 1], λ ≥ 0, we have that
0 ≤ λ1(A,+∞)(λ) ≤ ΨA(λ) ≤ λ, ∀λ ≥ 0.
Consequently in order to prove the lemma it suffices to show that
lim
A→+∞
lim sup
M,ℓ,N→+∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d
∑
x∈Td
k
(ℓ)
N
ΨA(η
mℓ
t (x) ∧M) dt = 0.
In terms of the regular part p̂iN,ℓ;M of the M -modified micro-empirical density and equation (118)
the expected value above can be written for all parameters (N, ℓ) as
E
N
∫ T
0
1
Nd
∑
x∈Td
N
ΨA(η
ℓ
t (x) ∧M) dt = EN⟪ΨA(Λ), p̂iN,ℓ;M⟫ = EN⟪ΨA(Λ),Π∗M ◦ j∗ ◦ piN,ℓ⟫
= EN⟪j ◦ΠM
(
ΨA(Λ)
)
,piN,ℓ⟫ =
∫
⟪ΨA(Λ ∧M),pi⟫dQN,ℓ(pi).
Since Q∞,∞∗ := limℓ→+∞ limN→+∞Q
k
(ℓ)
N
,mℓ we have that
lim sup
ℓ,N→+∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d
∑
x∈Td
k
(ℓ)
N
ΨA(η
mℓ
t (x) ∧M) dt =
∫
⟪(j ◦ΠM )ΨA(Λ),pi⟫dQ∞,∞∗ (pi). (196)
Now, equation (196) reduces the proof of the lemma to showing that
lim
A→+∞
lim sup
M→+∞
∫
⟪ΨA(Λ),pi⟫d(Π∗M ◦ j∗)♯Q∞,∞∗ (pi) = 0.
But in the proof of Corollary 4.2 we have seen that Π∗M ◦ j∗ w∗-converges pointwise to D̂ in
L∞w∗(0, T ;M1,+(Td×R+)) and thus since the linear map IA(·) ≡ ⟪ΨA(Λ), ·⟫ : L∞w∗ is w∗-continuous,
lim
M→+∞
∫
⟪ΨA(Λ),pi⟫d(Π∗M ◦ j∗)♯Q∞,∞∗ (pi) =
∫
⟪ΨA(Λ),pi⟫dD̂♯Q∞,∞∗ (pi).
Therefore in order to complete the proof of the lemma it suffices to show that
lim
A→+∞
∫
⟪ΨA(Λ),pi⟫dD̂♯Q∞,∞∗ (pi) = 0. (197)
As we will see, (197) follows by the dominated convergence theorem, which can be applied
due to the fact that D̂♯Q
∞,∞
∗ is concentrated on L
∞
w∗(0, T ;M1(Td × R+)) seen as a subspace of
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L∞w∗(0, T ;M1(Td×R+)). To apply the dominated convergence theorem we check first that the fam-
ily {IA}A≥0 is dominated by an L1(D̂♯Q∞,∞∗ )-function and then that limA→+∞ IA = 0 D̂♯Q∞,∞∗ -
a.s. pointwise.
For the first claim, for all pi ∈ L∞w∗
(
0, T ;Y1,m(Td)
)
we have |IA(pi)| = ⟪ΨA(Λ),pi⟫ ≤ ⟪Λ,pi⟫ =
Tm for all A > 0. Since Q∞,∞∗ is supported on generalized Young measures with total mass m < +∞
and ⟪Λ, p̂i⟫ ≤ ⟪Λ,pi⟫ for all pi ∈ L∞w∗(0, T ;M1,+(Td×R+)) this shows that ⟪Λ, ·⟫ ∈ L∞(D̂♯Q∞,∞∗ ).
The fact that limA→+∞ IA = 0 D̂♯Q
∞,∞
∗ -a.s. pointwise follows by a double application of the
dominated convergence theorem. Indeed, the space
L∞w∗(0, T ;Y1(Td)) = L∞w∗(0, T ;Y1(Td) ∩ kerD⊥
is a w∗-measurable subspace of L∞w∗(0, T ;Y1(Td)) and since obviously
D̂
(
L∞w∗(0, T ;Y1(Td))
) ⊆ L∞w∗(0, T ;Y1(Td)),
it follows that D̂♯Q
∞,∞
∗ is concentrated on the w
∗-measurable subspace L∞w∗(0, T ;Y1(Td)). Further-
more since also Q∞,∞∗ (L
∞
w∗(0, T ;Y1,m(Td))) = 1 and D̂(pi) ≤ pi for all pi ∈ Y1(Td) we obviously
have that D̂♯Q
∞,∞
∗ is concentrated on the measurable subspace
Ω0 :=
{
ρ ∈ L∞w∗(0, T ;Y1(Td))
∣∣ 〈Λ,ρt〉 ≤ m a.s. ∀ t ∈ [0, T ]}.
Thus it suffices to show that limA→+∞ IA(ρ) = 0 for all all ρ ∈ Ω0. So let ρ ∈ Ω0. There exists then
a Borel set Eρ ⊆ [0, T ] of full Lebesgue measure in [0, T ] such that ρt ∈ Y1(Td) and ρt(Λ) ≤ m for all
t ∈ Epi. But then for all t ∈ Eρ we have that ΨA(Λ) ≤ Λ ∈ L1(ρt) so that the family {ΨA(Λ)}A≥0
is dominated by the L1(ρt)-function Λ. Since obviously ΨA(Λ) −→ 0 as A→ +∞ it follows by the
dominated convergence theorem that
lim
A→+∞
∫
T
d×R+
ΨA(Λ) dρt = 0, ∀ t ∈ Eρ
and since ∫
T
d×R+
ΨA(Λ) dρt ≤
∫
Λdρt ≤ m, ∀ t ∈ Epi
is follows by another application of the dominated convergence theorem that
lim
A→+∞
IA(ρ) = lim
A→+∞
∫ T
0
∫
T
d×R+
ΨA(Λ) dρt ≤
∫
Λdρt dt = 0
and the proof of the lemma is complete. 
Remark 5.1 Since the linear functional ⟪ΨA(Λ ∧M), ·⟫ is w∗-continuous for each M,A > 0
lim sup
ℓ,N→+∞
E
N
∫ T
0
1
Nd
∑
x∈Td
N
ΨA(η
ℓ
t (x) ∧M) dt = max
Q∈Q∞,∞
∫
⟪ΨA(Λ ∧M),pi⟫dQ(pi), (198)
where Q∞,∞ = Limℓ,N→+∞Q
N,ℓ. In the proof of Lemma (5.8) we have shown that
IA,M (Q) :=
∫
⟪ΨA(Λ ∧M),pi⟫dQ(pi)
converges pointwise to 0 as M → +∞ and then A → +∞ and thus one could wonder whether this
pointwise convergence could be strengthened to Γ-convergence of the maps −IA,M to the map
−IA(Q) := −
∫
⟪ΨA(Λ), D̂(pi)⟫dQ(pi)
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asM → +∞, and then the Γ-convergence of the maps −IA to zero as A→ +∞, which would ensure
that
lim
A,M→+∞
max
Q∈Q∞,∞
∫
⟪ΨA(Λ ∧M),pi⟫dQ(pi) = 0.
This is not true for the weak topology on PL∞w∗(0, T ;Y1(Td)) induced by the w∗-topology. For
example, note that the map −IA is not w∗-lower semicontinuous and thus can not be a Γ-limit. 
To complete the proof of (184) it remains now to show that (195) holds. By introducing a
parameter A > 0 that will eventually be sent to +∞ and writing the map ΨM (a, b) = |a∧M−b∧M |,
a, b ∈ R+, as
ΨM (a, b) = ΨM (a, b)1[0,A](a ∨ b) + ΨM (a, b)1(A,∞)(a ∨ b) =: Ψ≤AM (a, b) + Ψ>AM (a, b),
it follows by the cut-off of large densities in Lemma 5.8 that in order to prove (195) it suffices to
show that
lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
E
N
∫ T
0
1
Nd[Nε]2d⋆
∑
x∈Td
N
∑
|y|∨|z|≤[Nε]
2ℓ<|y−z|
τxΨ
≤A
M
(
ηℓt (y), η
ℓ
t (z)
)
dt = 0, ∀A > 0, (199)
where τxΨ
≤A
M
(
ηℓt (y), η
ℓ
t (z)
)
:= Ψ≤AM
(
ηℓt (x+y), η
ℓ
t (x+z)
)
. Indeed, if (199) holds then for every A > 0
the iterated limit superior in (195) is bounded above by
lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d[k
(ℓ)
N ε]
2d
⋆
∑
x∈Td
N
∑
|y|≤[k
(ℓ)
N
ε]
|z|≤[k
(ℓ)
N ε]
Ψ>AM
(
ηmℓt (x + y), η
mℓ
t (x+ z)
)
dt.
By the elementary inequality |a − b|1(A,∞)(a ∨ b) ≤ a1(A,∞)(a) + b1(A,∞)(b) which holds for all
a, b ≥ 0 if follows that for all M > A > 0 and all a, b ≥ 0
Ψ>AM (a, b) = |a ∧M − b ∧M |1(A,∞)(a ∨ b) = |a ∧M − b ∧M |1(A,∞)
(
(a ∨ b) ∧M)
= |a ∧M − b ∧M |1(A,∞)
(
(a ∧M) ∨ (b ∧M))
≤ (a ∧M)1(A,∞)(a ∧M) + (b ∧M)1(A,∞)(b ∧M)
= (a ∧M)1(A,∞)(a) + (b ∧M)1(A,∞)(b).
Consequently, if (199) holds then for every A > 0 the iterated limit superior in (195) is bounded
above by
2 lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d[k
(ℓ)
N ε]
d
⋆
∑
x∈Td
N
∑
|y|≤[k
(ℓ)
N ε]
(
ηmℓt (x+ y) ∧M
)
1{η
mℓ
t (x+y)>A}
dt
= 2 lim sup
M↑∞,ℓ↑∞,N↑∞
E
k
(ℓ)
N
∫ T
0
1
(k
(ℓ)
N )
d
∑
x∈Td
N
(
ηmℓt (x) ∧M
)
1{η
mℓ
t (x)>A}
dt,
which converges to zero as A ↑ ∞ by Lemma (5.8).
But for every A,M > 0 we have that
Ψ≤AM (a, b) = |a ∧M − b ∧M |1[0,A](a ∨ b) ≤ |a− b|1[0,A](a ∨ b).
Consequently in order to complete the proof of the truncated double block estimate it remains to
show that for all A > 0 the term
E
N
∫ T
0
1
Nd[Nε]2d⋆
∑
x∈TdN
|z|≤[Nε]
∑
2ℓ<|y−z|≤2[Nε]
∣∣ηℓt (x+ y)− ηℓt (x+ z)∣∣1{ηℓ(x+y)∨(x+z)≤A} dt
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converges to zero as N → +∞, ε→ 0 and then finally ℓ→ +∞. By making the change of variables
x′ = x+ z and y′ := y − z the summation of all |z| ≤ [Nε] disappears and this term becomes equal
to
1
[Nε]d⋆
∑
2ℓ<|y|≤2[Nε]
E
N
∫ T
0
1
Nd
∑
x∈TdN
∣∣ηℓt (x+ y)− ηℓt (x)∣∣1{ηℓt(x+y)∨ηt(x)≤A} dt.
Finally by replacing the average over y ∈ TdN with 2ℓ < |y| ≤ 2[Nε] by the supremum of the
summands and using the bounds (135) on the entropy and Dirichlet form of the time averaged law
µ¯NT :=
1
T
∫ T
0 µ
N
t dt with respect to ν
N
ρ∗ , ρ∗ ∈ (0, ρc), this term is bounded above by
(2[Nε])d⋆ − (2ℓ)d⋆
[Nε]d⋆
sup
HN (f)≤C0N
d
DN (f)≤C0N
d−2
sup
2ℓ<|y|≤2[Nε]
∫
1
Nd
∑
x∈Td
N
∣∣ηℓ(x+ y)− ηℓ(x)∣∣1{ηℓ(x+y)∨η(x)≤A}f dνNρ∗ .
Since limN↑∞
(2[Nε])d⋆−(2ℓ)
d
⋆
[Nε]d⋆
= 2 for all ℓ ∈ Z+, ε > 0 the proof of the truncated double block
estimate (184) is reduced to showing that
lim sup
ℓ↑∞,ε↓0,N↑∞
sup
HN (f)≤C0N
d
DN (f)≤C0N
d−2
sup
2ℓ<|y|≤2[Nε]
∫
1
Nd
∑
x∈Td
N
∣∣ηℓ(x+ y)− ηℓ(x)∣∣1{ηℓ(x+y)∨η(x)≤A}f dνNρ∗ = 0
for every A > 0. Since the large densities have been cut, this term can now be handled as in the
proof in [24, Section 5.5] and thus the proof of the truncated double block estimate (184) is complete.
We prove next the second claim of part (a). So we set Q
N,ℓ;M ;ε
1 := (pi
k
(ℓ)
N
,mℓ ,pik
(ℓ)
N
,mℓ;M ;ε)♯P
k
(ℓ)
N
and let
Q1 ∈ Q
∞,∞;0;∞
1 := Lim
M→+∞
Lim
ℓ→+∞
Lim
ε→0
Lim
N→+∞
Q
N,ℓ;M ;ε
1 .
be a subsequential limit point of the family {QN,ℓ;M ;ε1 }. Then, denoting by
pi∞,pi0 : L∞w∗(0, T ;P1(T
d ×R+))2 → L∞w∗(0, T ;P1(Td ×R+))
the natural projections on the first and second coordinate respectively, it follows by portmanteau
theorem and (53) that for all G ∈ L1(0, T ;C(Td)), all Ψ ∈ C1(R+) and all δ > 0
Q1
{|⟪G,BΨ(pi∞ − pi0)⟫| > δ} ≤ lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
Q
N,ℓ;M ;ε
1
{|⟪G,BΨ(pi∞ − pi0)⟫| > δ}
≤ lim sup
M↑∞,ℓ↑∞,ε↓0,N↑∞
P k
(ℓ)
N
{|⟪G,BΨ(pik(ℓ)N ,mℓ − pik(ℓ)N ,mℓ;M ;ε)⟫| > δ} = 0.
Since this holds for all δ > 0 it follows that
Q1
{⟪G,BΨ(pi∞)⟫ = ⟪G,BΨ(pi0)⟫} = 1
for all G ∈ L1(0, T ;C(Td)) and all Ψ ∈ C1(R+). Since L1(0, T ;C(Td)) is separable it follows that
Q1
{
BΨ(pi
∞) = BΨ(pi
0)
}
= 1, ∀Ψ ∈ C1(R+).
The space C1(R+) is also separable. Indeed, C1(R+) is separable since it is isometric to C0(R+)
and thus there exists a countable subset D ⊆ C1(R+) dense in C1(R+). Then the set D of all
maps Ψ ∈ C1(R+) of the form Ψ(λ) = Ψ0(λ) + qλ for some Ψ0 ∈ D and some q ∈ Q is obviously
countable and is we will check it is also dense in C1(R+). Indeed, let Ψ ∈ C1(R+). Then the
map Ψ0(λ) := Ψ(λ)− Ψ′(∞)λ is in C1(R+) and thus there exists a sequence {Ψ0,n} ⊆ D such that
limn→+∞ ‖Ψ0,n − Ψ0‖∞,1 = 0. Then if {qn}∞n=1 ⊆ Q is a sequence of rational numbers converging
to Ψ′(∞) then the sequence of maps Ψn(λ) = Ψ0,n(λ) + qnλ converges to Ψ in C1(R+) since
‖Ψn −Ψ‖∞,1 ≤ ‖Ψ0,n −Ψ0‖+ |Ψ′(∞)− qn|.
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Therefore the second claim of part (a) follows if we show that⋂
Ψ∈C1(R+)
{
BΨ(pi
∞) = BΨ(pi
0)
}
=
⋂
Ψ∈D
{
BΨ(pi
∞) = BΨ(pi
0)
}
.
For this it suffices to show that if {Ψk} ⊆ C1(R+) is a sequence converging in norm to Ψ ∈ C1(R+)
and (pi∞,pi0) ∈ L∞w∗(0, T ;Y1(Td))2 is a pair of trajectories such that BΨk(pi∞) = BΨk(pi0) for all
k ∈ N, then BΨ(pi∞) = BΨ(pi0). But this is true since if limk→+∞ ‖Ψk − Ψ‖∞,1 = 0 then for all
pi ∈ L∞w∗(0, T ;Y1(Td))
‖BΨk(pi)−BΨ(pi)‖TV,1;∞ ≤ sup
‖G‖∞,1;1≤1
⟪|G(U)||Ψk(Λ)− Ψ(Λ)|,pi⟫
≤ ‖Ψk −Ψ‖∞,1 sup
‖G‖∞,1;1≤1
⟪|G(U)|(1 + Λ),pi⟫
≤ ‖Ψk −Ψ‖∞,1(1 + ‖B(pi)‖TV ;∞) k→+∞−→ 0.
Therefore if {Ψk} converges to Ψ in C1(R+) the sequence of operators {BΨk} converges strongly to
BΨ and so if (pi
∞,pi0) ∈ L∞w∗(0, T ;Y1(Td)) is a pair of trajectories such that BΨk(pi∞) = BΨk(pi0)
for all k ∈ N then
‖BΨ(pi∞)−BΨ(pi0)‖TV ;∞ ≤ ‖BΨ(pi∞)−BΨk(pi∞)‖TV ;∞ + ‖BΨk(pi0)−BΨ(pi0)‖TV ;∞
for all k ∈ N and taking the limit as k→ +∞ we conclude that BΨ(pi∞) = BΨ(pi0). This completes
the proof of part (a) of Theorem 3.5.
(b) We start by proving (i), i.e. that in the limit as N → +∞, ε → 0 and then ℓ → 0 the laws the
empirical processes piN,ℓ and piN,ε have that same barycentric projection. This point in the proof
can be shown for the whole family (piN,ℓ,piN,ε). So we set Q
N,ℓ,ε
:= (piN,ℓ,piN,ε)♯P
N and let
Q ∈ Q∞,∞,0 := Lim
ℓ→+∞
Lim
ε→0
Lim
N→+∞
Q
N,ℓ,ε
be a subsequential limit of this family. We have to show that
Q
{
(pi∞,pi0) ∈ L∞w∗
(
0, T ;Y1(Td)
)2 ∣∣ B(pi∞) = B(pi0)} = 1.
Since L1(0, T ;C(Td)) is separable in order to show this it suffices to show that
Q
{
(pi∞,pi0)
∣∣ ||⟪f,B(pi∞)−B(pi0)⟫| > δ} = 0, ∀f ∈ L1(0, T ;C(Td)), δ > 0.
Indeed, the set Af,δ := {|⟪f,B(pi∞)−B(pi0)⟫| > δ} is open and thus by the portmanteau theorem
Q(Af,δ) ≤ lim sup
ℓ→+∞
lim sup
ε→0
lim sup
N→+∞
Q
N,ℓ,ε{|⟪f,B(pi∞)−B(pi0)⟫| > δ}
≤ lim sup
ℓ→+∞
lim sup
N→+∞
PN{|⟪f,B(piN,ℓ)− πN⟫| > δ/2}
+ lim sup
ε→0
lim sup
N→+∞
PN{|⟪f,B(piN,ε)− πN⟫| > δ/2}
≤ lim sup
ℓ,N→+∞
PN
{∣∣∣⟪ 1
ℓd⋆
∑
|y|≤ℓ
f
( · − y
N
)
− f, πN⟫
∣∣∣ > δ
2
}
+ lim sup
ε→0
lim sup
N→+∞
PN
{∣∣∣⟪ 1
[Nε]d⋆
∑
|y|≤[Nε]
f
( · − y
N
)
− f, πN⟫
∣∣∣ > δ
2
}
.
Since f ∈ L1(0, T ;C(Td)) it follows that these two terms vanish.
For the proof (ii) we have to consider subsequential limit points along the subfamily {QN,ℓ,ε∗ }(N,ℓ,ε)
of Q
N,ℓ,ε
:= (piN,ℓ,piN,ε)♯P
N defined in (54) so that we will be able to apply the truncated double-
block estimate of part (a). In order to prove (ii) it suffices to show that for any limit point
Q∗ ∈Q
∞,∞,0
∗ := Lim
ℓ↑∞
Lim
ε↓0
Lim
N↑∞
Q
N,ℓ,ε
∗ ⊆Q
∞,∞,0
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any non-decreasing map Ψ ∈ C1(R+), any G ∈ L1(0, T ;C+(Td)) and any δ > 0
Q∗
{
(pi∞,pi0)
∣∣ ⟪G,BΨ ◦ D̂(pi∞ − pi0)⟫ > δ} = 0. (200)
Indeed, if this holds for all δ > 0 then
Q∗
{
(pi∞,pi0)
∣∣ ⟪G,BΨ ◦ D̂(pi∞)⟫ ≤ ⟪G,BΨ ◦ D̂(pi0)⟫} = 1
for all G ∈ L1(0, T ;C+(Td)) and all non-decreasing Ψ ∈ C1(R+). Let C1,↑(R+) denote the space of
all non-decreasing maps Ψ ∈ C1(R+). Since the spaces L1(0, T ;C(Td)) and C1(R+) are separable,
the subspaces L1(0, T ;C(Td)) and C1,↑(R+) are also separable and thus by arguments similar to
the ones in the proof of the second claim of part (a) it follows that Q∗ is concentrated on the set
Ω0 =
⋂
Ψ∈C1,↑(R+)
⋂
G∈L1(0,T ;C+(Td))
{
(pi∞,pi0)
∣∣ ⟪G,BΨ ◦ D̂(pi∞)⟫ ≤ ⟪G,BΨ ◦ D̂(pi0)⟫}.
Now, on the set Y1(Td) the map BΨ ◦ D̂ takes the form
BΨ ◦ D̂(pi) = B1,Ψ(j∗pi) ≡ B1,Ψ(ρpi) = bΨ(ρ) dL
T
d ≡
∫
Ψ(λ) dρupi(λ) du,
where (ρupi)u∈Td is the Lebesgue a.s. uniquely determined disintegration of ρpi, and thus since Q∗ is
also supported by the set L∞w∗(0, T ;Y1(Td))2 we obtain that for Q∗-a.s. all pairs (pi∞,pi0)∫ T
0
∫
T
d
Gt(u)
∫
R+
Ψ(λ) dρupi∞t (λ) du dt ≤
∫ T
0
∫
T
d
Gt(u)
∫
R+
Ψ(λ) dρupi0t
(λ) du dt
for allG ∈ L1(0, T ;C+(Td)) and all non decreasing Ψ ∈ C1(R+). Since C([0, T ]×Td) ⊆ L1(0, T ;C(Td))
this implies that∫
Ψ(λ) dρupi∞t (λ) ≤
∫
Ψ(λ) dρupi0t
(λ) a.s. for all (t, u) ∈ [0, T ]×Td,
which in turn implies claim (ii). Thus claim (ii) is reduced to proving (200).
Next we note that it suffices to prove (200) under the additional assumption that Ψ is sublinear.
Indeed, let us that (200) holds for sublinear maps and let Ψ be asymptotically linear. Then the maps
ΨM := Ψ(· ∧M), M > 0, are sublinear and
⟪G,BΨM ◦ D̂(pi)⟫ = ⟪G,BΨM (pi)⟫ = ⟪G(U)Ψ(Λ ∧M),pi⟫ = ⟪G(U)Ψ(Λ),Π∗M ◦ j∗pi⟫
for all M > 0. Therefore since Π∗M ◦ j∗ w∗-converges pointwise to D̂ we have that for any pi ∈
L∞w∗(0, T ;M1(Td ×R+)), G ∈ L1(0, T ;C(Td))
lim
M→+∞
⟪G,BΨM ◦ D̂(pi)⟫ = lim
M→+∞
⟪G(U)Ψ(Λ),Π∗M ◦ j∗pi⟫ = ⟪G(U)Ψ(Λ), D̂(pi)⟫ = ⟪G,BΨ ◦ D̂(pi)⟫.
Consequently
{
(pi∞,pi0)
∣∣ ⟪G,BΨ ◦ D̂(pi∞ − pi0)⟫ > δ} ⊆ ∞⋃
M=1
{
(pi∞,pi0)
∣∣ ⟪G,BΨM ◦ D̂(pi∞ − pi0)⟫ > δ}
and thus if (200) holds for all sublinear maps it also holds for all asymptotically linear maps. Since
for sublinear maps Ψ it holds that BΨ = BΨ ◦ D̂ in order to prove (ii) it suffice to show that for any
limit point Q∗ ∈Q
∞,∞,0
∗ for all G ∈ L1(0, T ;C+(Td)) all non-decreasing maps Ψ ∈ C1(R+) and all
δ > 0
Q∗
{
(pi∞,pi0)
∣∣ ⟪G,BΨ(pi∞ − pi0)⟫ > δ} = 0. (201)
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So let Q∗ ∈ Q
∞,∞,0
∗ . There exists then a diverging sequence {m(1)ℓ }∞l=1, sequences {ε(1;ℓ)i }∞ℓ=1
converging to 0 as i→∞ and diverging sequences {k(1;ℓ,i)N }∞N=1 such that
Q∗ = lim
ℓ↑∞
lim
i↑∞
lim
N↑∞
Q
k
(1;ℓ,i)
N
,m
(1)
ℓ
,ε
(1;ℓ)
i
∗
and then, setting AδG,Ψ := {(pi∞,pi0)
∣∣ ⟪G,BΨ(pi∞ − pi0)⟫ > δ}, we have by the portmanteau
theorem
Q∗(A
δ
G,Ψ) ≤ lim inf
ℓ,i,N↑∞
Q
k
(1;ℓ,i)
N
,m
(1)
ℓ
,ε
(1;ℓ)
i
∗ (A
δ
G,Ψ) ≤ lim sup
ℓ↑∞,ε↓∞,N↑∞
Q
N,ℓ,ε
∗ (A
δ
G,Ψ)
= lim sup
ℓ↑∞,ε↓∞,N↑∞
P k
(ℓ)
N
{⟪G,BΨ(pik(ℓ)N ,mℓ − pik(ℓ)N ,ε)⟫ > δ}.
By interpolating between the processes pi
k
(ℓ)
N
,mℓ
∗ and pi
k
(ℓ)
N
,ε with the processes pi
k
(ℓ)
N
,mℓ;M ;ε
∗ and
pi
k
(ℓ)
N ,mℓ,ε;M
∗ and taking the limit as M ↑ ∞
Q∗(A
δ
G,Ψ) ≤ lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
P k
(ℓ)
N
{|⟪G,BΨ(pik(ℓ)N ,mℓ − pik(ℓ)N ;mℓ;M ;ε)⟫| > δ/3}
+ lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
P k
(ℓ)
N
{⟪G,BΨ(pik(ℓ)N ,mℓ;M ;ε − pik(ℓ)N ,mℓ,ε;M )⟫ > δ/3}
+ lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
P k
(ℓ)
N
{|⟪G,BΨ(pik(ℓ)N ,mℓ,ε;M − pik(ℓ)N ,ε)⟫| > δ/3}.
By part (a), the first term in right hand side above is equal to zero and therefore
Q∗(A
δ
G,Ψ) ≤ lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
PN
{⟪G,BΨ(piN,ℓ;M ;ε − piN,ℓ,ε;M)⟫ > δ/3}
+ lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
PN
{|⟪G,BΨ(piN,ℓ,ε;M − piN,ε)⟫| > δ/3}.
The first term now in the right hand-side above is also equal to zero, since for any N ∈ N, ε > 0,
ℓ ∈ Z+, M > 0 and any x ∈ TdN we obviously have that
(ηℓ(x) ∧M)[Nε] ≤ (ηℓ(x))[Nε] ∧M
and therefore since Gt ≥ 0 for almost all t ∈ [0, T ] and Ψ is sublinear and non-decreasing
⟪G,BΨ(piN,ℓ;M ;ε)⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
Gt
( x
N
)
Ψ
(
(ηℓt (x) ∧M)[Nε]
)
dt
≤
∫ T
0
1
Nd
∑
x∈Td
N
Gt
( x
N
)
Ψ
(
ηℓt (x)
[Nε] ∧M) dt = ⟪G,BΨ(piN,ℓ,ε;M )⟫.
Consequently, by Chebyshev’s inequality in order to complete the proof of claim (ii) it suffices to
show that
lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
E
N
∣∣⟪G,BΨ(piN,ℓ,ε;M − piN,ε)⟫| = 0. (202)
By further interpolating with the process piN,ℓ,ε we obtain by (127) that
lim sup
M↑∞,ℓ↑∞,ε↓∞,N↑∞
E
N
∣∣⟪G,BΨ(piN,ℓ,ε;M − piN,ε)⟫| ≤ lim sup
ℓ↑∞,ε↓∞,N↑∞
E
N
∣∣⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫|
and thus in order to complete the proof of claim (ii) it suffices to show that
lim sup
ℓ↑∞,ε↓∞,N↑∞
E
N
∣∣⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫| = 0. (203)
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Setting Q
N,ℓ,ε
2 := (pi
N,ℓ,ε,piN,ε)♯P
N and considering the subsequential limit set
Q
∞,∞,0
2 := Lim
ℓ↑∞,ε↓0,N↑∞
Q
N,ℓ,ε
2
we can write
lim sup
ℓ↑∞,ε↓∞,N↑∞
E
N
∣∣⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫| = max
Q∈Q
∞,∞,0
2
∫ ∣∣⟪G,BΨ(pi∞ − pi0)⟫| dQ(pi∞,pi0)
and using this equality and the Moreau-Yosida approximations Ψk of Ψ given in (186), we can reduce
the proof of (203) to the case that the map Ψ is in addition Lipschitz, as in the proof of part (a).
Now, since Ψ is assumed Lipschitz, by the definition of the processes piN,ℓ,ε and piN,ε
|⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫| ≤
∫ T
0
1
Nd
∑
x∈TdN
∣∣∣Gt( x
N
)∣∣∣∣∣Ψ(ηℓ,[Nε]t (x))−Ψ(η[Nε]t (x))∣∣ dt
≤ LipΨ
∫ T
0
1
Nd
∑
x∈Td
N
∣∣∣Gt( x
N
)∣∣∣ · ∣∣ηℓ,[Nε]t (x)− η[Nε]t (x)∣∣ dt
≤ LipΨ
∫ T
0
( 1
Nd
∑
x∈Td
N
∣∣ηℓ,[Nε]t (x)− η[Nε]t (x)∣∣)‖Gt‖∞ dt. (204)
By a standard computation on consecutive averages (see for example [18, (4.14)]) for any ℓ ≤
L ∈ Z+ and any family of functions ΨN : MdN → R
|(ΨℓN )L −ΨLN | ≤
1
Ld⋆
∑
L−ℓ<|x|≤L+ℓ
τx|ΨN |. (205)
Then by inequalities (205) and (204) we obtain that
|⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫| ≤ LipΨ
∫ T
0
( 1
Nd[Nε]d⋆
∑
x∈TdN
∑
[Nε]−ℓ<|z|≤[Nε]+ℓ
ηt(x+ z)
)
‖Gt‖∞ dt
= LipΨ
([Nε] + ℓ)d − ([Nε]− ℓ)d
[Nε]d⋆
∫ T
0
〈1, πNt 〉‖Gt‖∞ dt
PN−a.s.
= LipΨ
([Nε] + ℓ)d − ([Nε]− ℓ)d
[Nε]d⋆
〈1, πN0 〉‖G‖∞,1
= LipΨ
2ℓ
[Nε]d⋆
O([Nε]d−1)〈1, πN0 〉‖G‖∞,1.
Consequently there exists a constant Cd < +∞ such that
lim sup
N→+∞
E
N |⟪G,BΨ(piN,ℓ,ε − piN,ε)⟫| ≤ LipΨCd‖G‖∞,1 lim sup
N→+∞
( 2ℓ
[Nε]
∫
〈1, πN 〉dµN0
)
= 0,
where the last limit superior is equal to 0 by the O(Nd)-entropy assumption and Lemma 5.1. This
proves (203) and completes the proof of (ii).
Claim (iii) is a consequence of claims (i) and (ii). Indeed, by (i) and (ii) it follows that any limit
point Q∗ as N → +∞, ℓ → +∞ and then M → +∞ of the family of laws Q
N,ℓ,ε
∗ defined in (54)
is supported on a measurable set Ω0 ⊆ L∞w∗(0, T ;Y1(Td))2 of trajectory pairs such that for any
(pi∞,pi0) ∈ Ω0 for almost all t ∈ [0, T ] it holds that B(pi∞t ) = B(pi0t ) and 〈f,BΨ(p̂i∞t )〉 ≤ 〈f,BΨ(p̂i0t )〉
for all non-decreasing Ψ ∈ C1(R+) and all f ∈ C+(Td). Therefore for any f ∈ C+(Td)
〈f, ρ⊥pi∞t 〉 − 〈f, ρ⊥pi0t 〉 = 〈f(U)Λ,pi
∞
t 〉 − 〈f(U)Λ, p̂i∞t 〉 − 〈f(U)Λ,pi0t 〉+ 〈f(U)Λ, p̂i0t 〉
= 〈f,B(pi∞t )〉 − 〈f,B(pi0t )〉+ 〈f(U)Λ, p̂i0t 〉 − 〈f(U)Λ, p̂i∞t 〉
= 〈f,B(p̂i0t )〉 − 〈f,B(p̂i∞t )〉 ≥ 0
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for almost all t ∈ [0, T ], where the last term is non-negative by claim (ii) applied for the identity
map Ψ = id
R+ . This proves (iii) and completes the proof of (b).
(c) We recall the notation Q
∞,∞,0
∗ := Limℓ↑∞,ε↓0,N↑∞Q
N,ℓ,ε
∗ where Q
N,ℓ,ε
∗ are the laws defined
in (54). We start the proof of (c) by noting that the two-blocks estimate (55) is equivalent to the
validity for all Q∗ ∈ Q
∞,∞,0
∗ , all G ∈ L∞(0, T ;C+(Td)) and all Lipschitz maps Ψ ∈ C1,↑(R+) with
Ψ(0) = 0 of the equality ∫
|⟪G,BΨ(pi∞ − pi0)⟫| dQ∗(pi∞,pi0) = 0. (206)
Indeed, on one-hand it is obvious that if the two-blocks estimate (55) holds then (206) holds for
all Q∗ ∈ Q
∞,∞,0
∗ , all G ∈ L∞(0, T ;C+(Td)) and all Lipschitz maps Ψ ∈ C1,↑(R+) with Ψ(0) = 0.
Conversely, let Q∗ ∈Q
∞,∞,0
∗ be such that (206) holds for all G ∈ L∞(0, T ;C+(Td)) and all Lipschitz
maps Ψ ∈ C1,↑(R+) with Ψ(0) = 0 and we will show that
Q∗
{
BΨ(pi
∞ − pi0) = 0, ∀Ψ ∈ C1,↑(R+)
}
= 1. (207)
We note first for a given map Ψ ∈ C1(R+), equality (206) holds for all G ∈ L1(0, T ;C(Td)) if
and only if it holds for all G ∈ L∞(0, T ;C+(Td)). Indeed, for any G ∈ L1(0, T ;C(Td)) the maps
Ct(u) = ‖Gt‖∞ and G+,t(u) := Gt(u) + ‖Gt‖∞, (t, u) ∈ [0, T ]×Td, are in L1(0, T ;C+(Td)) and
⟪G+, BΨ(pi)⟫ = ⟪G(U)Ψ(Λ),pi⟫+
∫ T
0
〈Ct(U)Ψ(Λ),pit〉dt = ⟪G,BΨ(pi)⟫+ ⟪C,BΨ(pi)⟫
for all pi ∈ L∞w∗(0, T ;M1(Td ×R+)). Thus we get the estimate
|⟪G,BΨ(pi∞ − pi0)⟫| ≤ |⟪G+, BΨ(pi∞ − pi0)⟫|+ |⟪C,BΨ(pi∞ − pi0)⟫|
for all (pi∞,pi0) ∈ L∞w∗(0, T ;M1,+(Td × R+)), which shows that if equality (206) holds for all
G ∈ L1(0, T ;C+(Td)) then it also holds for all G ∈ L1(0, T ;C(Td)). Finally, since L∞(0, T ;C(Td))
is dense in L1(0, T ;C(T d)) it follows that equality (206) holds for all L1(0, T ;C(Td)) if and only if
it holds for all G ∈ L∞(0, T ;C+(Td)).
Let now Ψ ∈ C1(R+) be non-decreasing and let G ∈ L1(0, T ;C+(Td)). By employing the
approximations Ψk(λ) = Ψ0,k(λ)+Ψ
′(∞)λ of Ψ, where Ψ0,k are the Moreau-Yosida approximations
of the sublinear part Ψ0(λ) = Ψ(λ) − Ψ′(∞)λ of Ψ, one can reduce the proof of the two-blocks
estimate (55) to the case that Ψ is Lipschitz. Indeed, then {Ψk} increases to Ψ as k ↑ ∞ and
‖Ψk‖∞,1 ≤ ‖Ψ0,k‖+ |Ψ′(∞)| ≤ ‖Ψ0‖∞,1 + |Ψ′(∞)| for all large enough k ∈ N, and thus since Q∗ is
supported on the set L∞w∗(0, T ;Y1;m(Td))2 it follows, similarly to the reduction to the case of Lipschitz
maps Ψ in part (a), that the maps (pi∞,pi0) 7→ ⟪G,BΨk(pi∞ − pi0)⟫ converge Q∗-a.s. pointwise to
the map ⟪G,BΨ(pi∞ − pi0)⟫ and are dominated by an L∞(Q∗)-function. Thus it follows by the
dominated convergence theorem that for a given G ∈ L1(0, T ;C+(Td)) equality (206) holds for all
non-decreasing Ψ ∈ C1(R+) if and only if it holds for all non-decreasing Ψ ∈ C1(R+) ∩ Lip(R+).
Furthermore, (206) holds for a map Ψ ∈ C1(R+) if and only if it holds for the map Ψ + c for any
constant c and thus we can also assume that Ψ(0) = 0 so that Ψ ≥ 0 in R+ and 0 ≤ Ψ′(∞) ≤ LipΨ.
Thus equality (206) holds for all G ∈ L1(0, T ;C(Td)) and all Ψ ∈ C1,↑(R+) which implies that
Q∗{⟪G,BΨ(pi∞ − pi0)⟫ = 0} = 1, ∀G ∈ L1(0, T ;C(Td)), Ψ ∈ C1,↑(R+).
Since the spaces L1(0, T ;C(Td)) and C1,↑(R+) are separable it follows then similarly to the proof
of the second claim of part (a) that (207) holds.
Using this equivalent characterization of the two-blocks estimate we prove first that if for any
subfamily
{(
k
(m
(1)
ℓ
)
k
(1;ℓ,i)
N
,m
m
(1)
ℓ
, ε
(ℓ)
i
)}
of {(k(ℓ)N ,mℓ, ε)} there exists a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}
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as in (56) such that (57) holds, then the two-blocks estimate (55) holds. So let Q∗ ∈ Q
∞,∞,0
∗ . There
exists a diverging sequence {m(1)ℓ }∞ℓ=1, sequences {ε(1;ℓ)i }∞i=1, ℓ ∈ N, converging to 0 as i ↑ ∞ for all
ℓ ∈ N and diverging sequences {k(1;ℓ,i)N }∞N=1, (ℓ, i) ∈ N2, such that
Q∗ = lim
ℓ→+∞
lim
i→+∞
lim
N→+∞
Q
k
(1;ℓ,i)
N ,m
(1)
ℓ
,ε
(1;ℓ)
i
∗ (208)
By the assumption there exists a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} as in (56) along which (57)
holds. Recalling that Q
N,ℓ,ε
:= (piN,ℓ,piN,ε)♯P
N then with {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} being given by (56)
Q
k
(1;m(2)ℓ ,ε
(2;ℓ)
i )
k
(2;ℓ,i)
N
,m
(1)
m
(2)
ℓ
,ε
(1;m(2)ℓ )
ε
(2;ℓ)
i
∗ = Q
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i .
Since {Qk¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i } is a subfamily of {Qk
(1;ℓ,i)
N
,m
(1)
ℓ
,ε
(1;ℓ)
i
∗ } the limit (208) continues to hold along
this subfamily, i.e.
Q∗ = lim
ℓ→+∞
lim
i→+∞
lim
N→+∞
Q
k¯
(ℓ,i)
N ,m¯ℓ,ε¯
(ℓ)
i . (209)
By passing to a further subfamily which we will continue to denote by {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}(N,ℓ,i) we
can further assume that the laws Qk¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i := pik¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i ♯P k¯
(ℓ,i)
N of the double block empirical
process piN,ℓ,ε defined in (122) converge along the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}(N,ℓ,i) to some Q∗ ∈
PL∞w∗(0, T ;Y1,m(Td)), i.e.
Q∗ = lim
ℓ,i,N↑∞
Qk¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i . (210)
Of course then (209) continuous to hold and since {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} is a subfamily of {(k(ℓ)N ,mℓ, ε}
we necessarily have that
Q∗ ∈ Q∞,∞,0∗ := Lim
ℓ↑∞,ε↓0,N↑∞
QN,ℓ,ε∗
where here QN,ℓ,ε∗ := Qk
(ℓ)
N ,mℓ,ε and QN,ℓ,ε := piN,ℓ,ε♯ P
N .
Since the map (pi∞,pi0) 7→ |⟪G,BΨ(pi∞ − pi0)⟫| is continuous it follows by (209) and the port-
manteau theorem that∫
|⟪G,BΨ(pi∞ − pi0)⟫| dQ∗(pi∞,pi0) = lim
ℓ,i,N↑∞
∫
|⟪G,BΨ(pi∞ − pi0)⟫| dQk¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i (pi∞,pi0)
= lim
ℓ,i,N↑∞
E
k¯
(ℓ,i)
N
∣∣⟪G,BΨ(pik¯(ℓ,i)N ,m¯ℓ ,pik¯(ℓ,i)N ,ε¯(ℓ)i )⟫∣∣.
Interpolating with the process pi
k¯
(ℓ,i)
N
,m¯ℓ;M ;ε¯
(ℓ)
i
∗ and pi
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i ;M
∗ it follows by (53) in the proof
part (a) and (202) that
lim
ℓ,i,N↑∞
E
k¯
(ℓ,i)
N |⟪G,BΨ(pik¯
(ℓ,i)
N
,m¯ℓ − pik¯(ℓ,i)N ,ε¯(ℓ)i )⟫|
≤ lim sup
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N |⟪G,BΨ(pik¯
(ℓ,i)
N
,m¯ℓ;M ;ε¯
(ℓ)
i − pik¯(ℓ,i)N ,m¯ℓ,ε¯(ℓ)i ;M )⟫|.
Since we assume that G ∈ L∞(0, T ;C+(Td)) and Ψ ≥ 0 is Lipschitz and non-decreasing, for all
parameters (N, ℓ, ε) ∈ N× Z+ × (0,∞)
|⟪G,BΨ(piN,ℓ;M ;ε − piN,ℓ,ε;M)⟫| ≤ ⟪G,BΨ(p̂iN,ℓ,ε;M − p̂iN,ℓ;M ;ε)⟫
+Ψ′(∞)⟪G, ρ⊥piN,ℓ;M;ε − ρ⊥piN,ℓ,ε;M⟫ (211)
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and by the simple identity a = a∧M+(a−M)+ for all a ∈ R we obtain that for almost all 0 ≤ t ≤ T
〈Gt, BΨ(p̂iN,ℓ,ε;Mt − p̂iN,ℓ;M ;εt )〉 =
1
Nd
∑
x∈Td
N
Gt
( x
N
){
Ψ
(
η
ℓ,[Nε]
t (x) ∧M
)−Ψ((ηℓt (x) ∧M)[Nε])}
≤ LipΨ
1
Nd
∑
x∈Td
N
Gt
( x
N
)(
η
ℓ,[Nε]
t (x) ∧M − (ηℓt (x) ∧M)[Nε]
)
=
1
Nd
LipΨ
∑
x∈TdN
Gt
( x
N
)(
(ηℓt (x) −M)+[Nε] − (ηℓ,[Nε]t (x)−M)+
)
= LipΨ〈Gt, ρ⊥piN,ℓ;M;εt − ρ
⊥
pi
N,ℓ,ε;M
t
〉.
Consequently, since Ψ′(∞) ≤ LipΨ it follows by (211) that
|⟪G,BΨ(piN,ℓ;M ;ε − piN,ℓ,ε;M)⟫| ≤ 2LipΨ‖G‖∞;∞⟪1, ρ⊥piN,ℓ;M;ε − ρ⊥piN,ℓ,ε;M⟫,
where ‖G‖∞;∞ := ‖G‖L∞(0,T ;C(Td)) < +∞. Therefore in order to show that the two-blocks estimate
holds it suffices to show that
lim sup
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N ⟪1, ρ⊥
pi
k¯
(ℓ,i)
N
,m¯ℓ;M;ε¯
(ℓ)
i
− ρ⊥
pi
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(1;ℓ)
i
;M
⟫ = 0.
The difference ρ⊥
piN,ℓ;M;ε
−ρ⊥
piN,ℓ,ε;M
is a non-negative path-measure valued process and the weight
(ρ⊥
pi
N,ℓ;M;ε
t
− ρ⊥
pi
N,ℓ,ε;M
t
)(x/N), x ∈ TdN , can be expressed as
(ρ⊥
pi
N,ℓ;M;ε
t
− ρ⊥
pi
N,ℓ,ε;M
t
)(x/N) = (ηℓ(x) −M)+[Nε] − (ηℓ(x)[Nε] −M)+
= [(ηℓt (x)−M)+][Nε]1[0,M ](ηℓt (x)[Nε])
+ [(ηℓt (x) −M)−][Nε]1(M,∞)(ηℓt (x)[Nε]) (212)
which shows that
⟪1, ρ⊥piN,ℓ;M;ε − ρ⊥piN,ℓ,ε;M⟫ ≤ EN
∫ T
0
1
Nd
∑
x∈Td
N
(ηℓt (x)−M)+[Nε]1[0,M ](ηℓt (x)[Nε]) dt
+EN
∫ T
0
1
Nd
∑
x∈Td
N
(ηℓt (x)−M)−[Nε]1(M,∞)(ηℓt (x)[Nε]) dt (213)
Since we have chosen the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} so that (210) holds, it follows by the next
lemma that the contribution in the limit as N ↑ ∞, i ↑ ∞, ℓ ↑ ∞ and then M ↑ of the second
summand in the right hand side of (213) is zero along the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}. This shows
that the two-blocks estimate holds, since the first summand in the right hand side of (213) vanishes
along the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}(N,ℓ,i) due to (57) being true for the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}.
Lemma 5.9 Suppose that the ZRP starts from a sequence {µN0 ∈ PMdN}N∈N of initial profiles
having asymptotically m > 0 total mass and let {m¯ℓ}∞ℓ=1 be a diverging sequence, let {ε¯(ℓ)i }∞i=1 be
sequences converging to zero for each ℓ ∈ N and let {k¯(ℓ,i)N }∞N=1 be diverging sequences for i, N ∈ N
such that the double-block empirical laws
QN,ℓ,i∗ := (pi
k¯
(ℓ,i)
N ,m¯ℓ,ε¯
(ℓ)
i )♯P
k¯
(ℓ,i)
N := pi
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i
♯ P
k¯
(ℓ,i)
N (214)
converge weakly to some probability law Q∗ ∈ PL∞w∗(0, T ;Y1(Td)) as N ↑ ∞, i ↑ ∞ and then ℓ ↑ ∞.
Then
lim
M→+∞
lim sup
ℓ,i,N↑∞
E
k¯
(ℓ,i)
N
∫ T
0
1
(k¯
(ℓ,i)
N )
d
∑
x∈Td
k¯
(ℓ,i)
N
[(ηm¯ℓt (x) −M)−][k¯
(ℓ,i)
N
ε¯
(ℓ)
i ]
1(M,∞)(η
m¯ℓ
t (x)
[k¯
(ℓ,i)
N
ε¯
(ℓ)
i ]) = 0.
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Proof Let ΨM ∈ BC(R+) be the map ΨM (λ) =M · [(λ−M + 1)+ ∧ 1] and note that
M1(M,∞)(λ) ≤ ΨM (λ) ≤ λ, ∀λ ≥ 0.
Therefore
[(ηℓ(x)−M)−][Nε]1(M,∞)(ηℓ(x)[Nε]) ≤M1(M,∞)(ηℓt (x)[Nε]) ≤ ΨM
(
ηℓ(x)[Nε]
)
and thus it suffices to show that
lim sup
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N
∫ T
0
1
(k¯
(ℓ,i)
N )
d
∑
x∈Td
k¯
(ℓ,i)
N
ΨM
(
ηm¯ℓt (x)
[k¯
(ℓ,i)
N
ε¯
(ℓ)
i ]
)
dt = 0.
In terms of the double-block empirical density process piN,ℓ,i∗ of the ZRP defined in (214) and the
corresponding laws QN,ℓ,i∗ := (pi
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i )♯P
k¯
(ℓ,i)
N the expected value above can be written
E
k¯
(ℓ,i)
N
∫ T
0
1
(k¯
(ℓ,i)
N )
d
∑
x∈Td
k¯
(ℓ,i)
N
ΨM
(
ηm¯ℓt (x)
[k¯
(ℓ,i)
N ε¯
(ℓ)
i ]
)
dt = Ek¯
(ℓ,i)
N ⟪ΨM (Λ),pik¯
(ℓ,i)
N ,m¯ℓ,ε¯
(ℓ)
i ⟫
=
∫
⟪ΨM (Λ),pi⟫dQN,ℓ,i∗ (pi).
Therefore, since by assumption limℓ,i,N↑∞Q
N,ℓ,i
∗ = Q∗ it follows that by the portmanteau theorem
that
lim sup
ℓ,i,N↑∞
E
k¯
(ℓ,i)
N
∫ T
0
1
(k¯
(ℓ,i)
N )
d
∑
x∈Td
k¯
(ℓ,i)
N
ΨM
(
ηm¯ℓt (x)
[k¯
(ℓ,i)
N ε¯
(ℓ)
i ]
)
dt =
∫
⟪ΨM (Λ),pi⟫dQ(pi).
So for the proof of the lemma it suffices to show that for any Q ∈Q∞,∞,0 = Limℓ↑,ε↓0,N↑∞QN,ℓ,ε
lim
M→+∞
∫
⟪ΨM (Λ),pi⟫dQ(pi) = 0.
So let Q ∈ Q∞,∞,0 and let us define the map IM : L∞w∗(0, T ;M1,+(Td × R+)) → R by IM (pi) =
⟪ΨM (Λ),pi⟫. Since ΨM ∈ C1(R+) we have that IM (pi) = IM (p̂i). Since ΨM ≡ 0 on [0,M−1] we have
that limM↑∞ΨM = 0 pointwise and thus, since ΨM (Λ) ≤ Λ and ρpit := j∗(p̂i) ∈M1,+(Td ×R+) is
a measure, it follows by the dominated convergence theorem that for almost t ∈ [0, T ]
lim
M→+∞
〈ΨM (Λ),pit〉 = lim
M→+∞
∫
ΨM (Λ) dρpit = 0.
Next, since for Q(L∞w∗(0, T ;Y1,m(Td)) = 1 and ΨM (Λ) ≤ Λ it follows that for Q-a.s. all paths pi
0 ≤ 〈ΨM (Λ),ρpit〉 ≤ 〈ΨM (Λ),pit〉 ≤ 〈Λ,pit〉 = m, a.s. ∀t ∈ [0, T ].
Thus by the dominated convergence theorem once again we obtain that
lim
M→+∞
IM (pi) = lim
M→+∞
∫ T
0
〈ΨM (Λ),pit〉dt = 0
for Q-a.s. all paths pi. Since on the L∞w∗(0, T ;Y1,m(T d)) it holds that IM (pi) = ⟪ΨM (Λ),pi⟫ ≤
⟪Λ,pi⟫ ≤ Tm and this sets supports the lawQ, by one more application of the dominated convergence
theorem we obtain that
lim
M→+∞
∫
⟪ΨM (Λ),pi⟫dQ(pi) = lim
M→+∞
∫
IM (pi) dQ(pi) = 0
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and the proof of the lemma is complete. 
In order to complete the proof of (c) it remains to show that if the two-blocks estimate holds
along the subfamily Q
N,ℓ,ε
∗ := Q
k
(ℓ)
N
,mℓ,ε
then for any subfamily
{(k(m
(1)
ℓ
)
k
(1;ℓ,i)
N
,m
m
(1)
ℓ
, ε
(1;ℓ)
i )} =: {(k¯(1;ℓ,i)N , m¯(1)ℓ , ε¯(1;ℓ)i )} (215)
of {(k(ℓ)N ,mℓ, ε)} there exists a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} of the form (56) such that (57)
holds. By equality (212), for all (N, ℓ, ε,M) ∈ N× Z+ × (0,∞)2∫ T
0
1
Nd
∑
x∈TdN
[(ηℓt (x) −M)+][Nε]1[0,M ](ηℓt (x)[Nε]) dt ≤ ⟪1, ρ⊥piN,ℓ;M;ε − ρ⊥piN,ℓ,ε;M⟫.
Therefore if we can show that
lim
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N ⟪1, ρ⊥
pi
k¯
(ℓ,i)
N
,m¯ℓ;M;ε¯
(ℓ)
i
− ρ⊥
pi
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i
;M
⟫ = 0. (216)
it follows then that (57) holds along the subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )}. For the proof of (215) we need
the following variant of Proposition 5.5 for the case of the joint laws Q
N,ℓ,ε
:= (piN,ℓ,piN,ε)♯P
N .
Proposition 5.11 Let D̂,D⊥ : L∞w∗(0, T ;M1(Td×R+))→ L∞w∗(0, T ;M1(Td×R+)) be the regular
and singular decomposition operators. Let {mℓ}∞ℓ=1 be a diverging sequence, let {ε(ℓ)i }∞i=1 be sequences
converging to 0 for all ℓ ∈ N and let {k(ℓ,i)N }N∈N, ℓ, i ∈ N be diverging sequences such that the iterated
limit
lim
ℓ→+∞
lim
i→+∞
lim
N→+∞
Q
k
(ℓ,i)
N
,mℓ,ε
(ℓ)
i =: Q∗
exists and set
Q
N,ℓ,ε;M
:= (piN,ℓ;M ,piN,ε;M )♯P
N ∈ P(L∞w∗(0, T ;P1(Td ×R+))2).
Then
lim
M→+∞
lim
ℓ→+∞
lim
i→+∞
lim
N→+∞
(D̂ × D̂)♯Qk
(ℓ,i)
N
,mℓ,ε
(ℓ)
i ;M = (D̂ × D̂)♯Q∗
and
lim
M→+∞
lim
ℓ→+∞
lim
i→+∞
lim
N→+∞
(D⊥ ×D⊥)♯Qk
(ℓ,i)
N
,mℓ,ε
(ℓ)
i ;M = (D⊥ ×D⊥)♯Q∗. (217)
Proof Recall that ΠM : C1(T
d×R+)→ C1(Td×R+), M > 0, denotes the bounded linear operator
defined by ΠMF (u, λ) = F (u, λ ∧M). We also denote by ΠM the induced operator on the corre-
sponding L1-spaces. Then the adjoint Π∗M : L
∞
w∗(0, T ;M1(Td ×R+)) → L∞w∗(0, T ;M1(Td ×R+))
is bounded and w∗-continuous. By (118)
D̂ × D̂ ◦ (piN,ℓ;M ,piN,ε;M) = ((Π∗M ◦ j∗)× (Π∗M ◦ j∗)) ◦ (piN,ℓ,piN,ε) (218)
which yields
(D̂ × D̂)♯QN,ℓ,ε;M =
(
(Π∗M ◦ j∗)× (Π∗M ◦ j∗)
)
♯
Q
N,ℓ,ε
(219)
for all (N, ℓ, ε,M) ∈ N×Z+ × (0,∞)2. Thus since the map Π∗M ◦ j∗ is (w∗, w∗)-continuous we have
by (219) and the assumption that
lim
ℓ,i,N↑∞
(D̂ × D̂)♯Qk
(ℓ,i)
N ,mℓ,ε
(ℓ)
i ;M =
(
(Π∗M ◦ j∗)× (Π∗M ◦ j∗)
)
♯
lim
ℓ,i,N↑∞
Qk
(ℓ,i)
N ,mℓ,ε
(ℓ)
i
=
(
(Π∗M ◦ j∗)× (Π∗M ◦ j∗)
)
♯
Q∗.
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Since Π∗M ◦ j∗ w∗-converges pointwise to D̂ as we have seen in the proof of Corollary 4.2 the map
(Π∗M ◦ j∗)♯ converges pointwise to D̂♯ on PL∞w∗(0, T ;M1(Td ×R+)) and therefore
lim
M→+∞
(
(Π∗M ◦ j∗)× (Π∗M ◦ j∗)
)
♯
Q∗ = (D̂ × D̂)♯Q∗.
For the second limit, recalling that TM : C(T
d) → C1(Td × R+) is the operator TMf = (Λ −
M)+f(U),
(D⊥ ×D⊥) ◦ (piN,ℓ;M ,piN,ε;M ) = ((R∗ ◦ T ∗M )× (R∗ ◦ T ∗M )) ◦ (piN,ℓ,piN,ε) (220)
which shows that
(D⊥ ×D⊥)♯QN,ℓ,ε;M =
(
(R∗ ◦ T ∗M )× (R∗ ◦ T ∗M )
)
♯
Q
N,ℓ,ε
and as we have also seen in the proof of Corollary 4.2 the maps R∗ ◦ T ∗M w∗-converge pointwise to
D⊥ as M → +∞ and the second lmit follows as the first limit. 
So let {(k¯(1;ℓ,i)N , m¯(1)ℓ , ε¯(1;ℓ)i )} be a subfamily of {(k(ℓ)N ,mℓ; ε)} as in (215). Then since the family
{Qk¯
(1;ℓ,i)
N ,m¯
(1)
ℓ
,ε¯
(1;ℓ)
i } is relatively compact there exists a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} of the
form (56) such that the iterated limit
Q∗ := lim
ℓ,i,N↑
Q
k¯
(ℓ,i)
N
,m¯ℓ,ε¯
(ℓ)
i (221)
exists. Then by the assumed validity of the two-blocks estimate, for all maps Ψ ∈ C1,↑(R+) and all
G ∈ L1(0, T ;C(Td)) ∫
|⟪G,BΨ(pi∞ − pi0)⟫| dQ∗(pi∞,pi0) = 0.
By applying this equality to the maps ΨM (·) := Ψ(· ∧M), M > 0, for some Ψ ∈ C1,↑(R+)
0 =
∫
|⟪G,BΨM (pi∞ − pi0)⟫| dQ∗(pi∞,pi0)
=
∫
|⟪G(U)Ψ(Λ ∧M),pi∞ − pi0)⟫| dQ∗(pi∞,pi0)
=
∫ ∣∣⟪(j ◦ΠM )(G(U)Ψ(Λ)),pi∞ − pi0⟫∣∣ dQ∗(pi∞,pi0)
=
∫ ∣∣⟪(G(U)Ψ(Λ)), (j ◦ΠM )∗(pi∞ − pi0)⟫∣∣ dQ∗(pi∞,pi0)
Since Π∗M ◦ j∗ w∗-converges pointwise to D̂ and the map (pi∞,pi0) 7→ ⟪
(
G(U)Ψ(Λ)
)
, (j ◦ΠM )∗(pi∞−
pi0)
)⟫ is dominated by an L1(Q∗)-function, by taking the limit asM ↑ ∞ we obtain by the dominated
convergence theorem that
0 = lim
M↑∞
∫ ∣∣⟪(G(U)Ψ(Λ)), (j ◦ΠM )∗(pi∞ − pi0))⟫∣∣ dQ∗(pi∞,pi0)
=
∫ ∣∣⟪(G(U)Ψ(Λ)), D̂(pi∞ − pi0)⟫∣∣ dQ∗(pi∞,pi0)
=
∫ ∣∣⟪G,BΨ ◦ D̂(pi∞ − pi0)⟫∣∣ dQ∗(pi∞,pi0) (222)
By the comparison of regular parts in statement (ii) of part (b)
|⟪G,BΨ ◦ D̂(pi∞ − pi0)⟫| = ⟪G,BΨ ◦ D̂(pi0 − pi∞)⟫.
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By the equation BΨ = BΨ ◦ D̂ +Ψ′(∞)B ◦D⊥ the equality above becomes
|⟪G,B ◦ D̂(pi∞ − pi0)⟫| = ⟪G,BΨ ◦ D̂(pi0 − pi∞)⟫ = Ψ′(∞)⟪G,B ◦D⊥(pi∞ − pi0)⟫
= Ψ′(∞)|⟪G,B ◦D⊥(pi∞ − pi0)⟫|
and therefore if Ψ′(∞) 6= 0 equality (222) yields
0 =
∫
|⟪G,B ◦D⊥(pi∞ − pi0)⟫| dQ∗(pi∞,pi0)
for all G ∈ L1(0, T ;C+(Td)). By the linearity of D⊥ this equivalent to
0 =
∫
|⟪G,B(σ∞ − σ0)⟫| d(D⊥ ×D⊥)♯Q∗(σ∞,σ0).
But by the limit (221) and Proposition 5.11, the limit (217) holds and thus by the continuity of the
map (σ∞,σ0) 7→ ⟪G,B(σ∞ − σ0)⟫ and the portmanteau theorem we obtain that
0 = lim
M,ℓ,i,N↑∞
∫
|⟪G,B(σ∞ − σ0)⟫| d(D⊥ ×D⊥)♯Qk¯
(ℓ,i)
N
,m¯ℓ,ε
(ℓ)
i ;M
∗ (σ
∞,σ0)
= lim
M,ℓ,i,N↑∞
∫
|⟪G,B ◦D⊥(pi∞ − pi0)⟫| dQk¯
(ℓ,i)
N ,m¯ℓ,ε
(ℓ)
i ;M
∗ (pi
∞,pi0)
and therefore
lim
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N |⟪G,B ◦D⊥(pik¯(ℓ,i)N ,m¯ℓ;M − pik¯(ℓ,i)N ,ε(ℓ)i ;M )⟫| = 0, ∀G ∈ L1(0, T ;C+(Td)). (223)
Then recalling the functional equation B ◦D⊥(pi) = ρ⊥pi from (97) we have that
⟪1, ρ⊥piN,ℓ;M;ε − ρ⊥piN,ℓ,ε;M⟫ = ⟪1, B ◦D⊥(piN,ℓ;M ;ε − piN,ℓ,ε;M)⟫
= ⟪1, B ◦D⊥(piN,ℓ;M ;ε − piN,ℓ;M)⟫+ ⟪1, B ◦D⊥(piN,ℓ;M − piN,ε;M )⟫
+ ⟪1, B ◦D⊥(piN,ε;M − piN,ℓ,ε;M)⟫. (224)
The first term in the right hand side above vanishes by a change in the order of summation, i.e.
⟪1, B ◦D⊥(piN,ℓ;M ;ε − piN,ℓ;M)⟫ =
∫ T
0
1
Nd
∑
x∈Td
N
{
(ηℓt (x) −M)+[Nε] − (ηℓt (x) −M)+
}
dt
=
∫ T
0
1
Nd
∑
x∈Td
N
{ ∑
|y|≤[Nε]
(ηℓt (x+ y)−M)+ − (ηℓt (x) −M)+
}
dt
= 0
and the absolute value of the third term in the right hand side of (224) is bounded above by
|⟪1, B ◦D⊥(piN,ε;M − piN,ℓ,ε;M)⟫| =
∣∣∣ ∫ T
0
1
Nd
∑
x∈TdN
{
(η
[Nε]
t (x) −M)+ − (ηℓt (x)[Nε] −M)+
}
dt
∣∣∣
≤
∫ T
0
1
Nd
∑
x∈Td
N
∣∣η[Nε]t (x)− ηℓt (x)[Nε]∣∣ dt
and this last term converges to zero in the limit as N →∞ by the bound (205) on the difference of
consecutive averages. But since {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} is a subfamily of the original family {(k(ℓ)N ,mℓ, ε)}
by the limit (184) we have that
lim
M,ℓ,i,N↑∞
E
k¯
(ℓ,i)
N |⟪G,B ◦D⊥(pik¯(ℓ,i)N ,m¯ℓ;M − pik¯(ℓ,i)N ,m¯ℓ;M ;ε(ℓ)i )⟫| = 0
and thus it follows by the limit (223) and inequality (224) that (216) holds and thus the proof of
Theorem 3.5 is complete. 
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5.7 On the replacement lemma
Let us first check that for each Ψ ∈ C1(R+) the map IΨ defined in (60) is well defined and Borel
measurable. In the definition of this map we consider the L∞w∗-space of path-measures as the target
space for the map IΨ, since due to the fact that the map M+(Td) ∋ π 7→ πac ∈ M+,ac(Td) is not
weakly continuous, the map t 7→ Ψ(πact ) need not be a cadlag path, even when π is cadlag. However
as we will see the map IΨ is well-defined and Borel measurable when viewed as taking values in
Lw∗(0, T ;M+(Td)). Indeed, if Ψ ∈ C1(R+) then
‖Ψ(πac) dL
T
d‖TV = ‖Ψ(πac)‖L1(Td) ≤ ‖Ψ‖∞,1
∫
T
d
(1 + πac(u)) du ≤ ‖Ψ‖∞,1(1 + ‖π‖TV )
for all π ∈ M+(Td), and thus Ψ(πac) dL
T
d is a finite measure. To see that the induced map IΨ is
well-defined and Borel measurable, for each ε ∈ (0, 1/2), M < +∞ we consider the map
D(0, T ;M+(Td)) ∋ π 7→ Iε,MΨ (π) := Ψ
(
(π ∗ ιε) ∧M
)
dL
T
d ∈ D(0, T ;M+(Td))
where π ∗ ιε is the convolution
π ∗ ιε(u) =
∫
ιε(υ − u) dπ(υ)
and (ιε)0<ε<1/2 ⊆ C(Td) ⊆ PTd is an approximation of the Dirac measure δ0, i.e. the family
{ιε dL
T
d} ⊆ PTd converges weakly to δ0 as ε→ 0. Let us check here that the map Iε,MΨ is continuous.
Since a continuous map f : M → N induces a continuous map f on the corresponding Skorohod
spaces via f(µ)(t) = f(µ(t)) if we show that the map M+(Td) ∋ π 7→ Ψ
(
(π ∗ ιε) ∧M
)
dL
T
d ∈
M+,ac(Td) is continuous then the induced map Iε,MΨ on the Skorohod spaces will be continuous.
The fact that M+(Td) ∋ π 7→ Ψ
(
(π ∗ ιε) ∧ M
)
is continuous follows from the presence of the
convolution with the continuous function ιε, which strengthens weak convergence to convergence in
total variation, i.e. to convergence of the densities in L1(Td). Indeed, sicnce ιε ∈ C(Td), for each
ε > 0 and all u ∈ Td
lim
n→+∞
πn ∗ ιε(u) = lim
n→+∞
∫
ιε(υ − u) dπn(υ) =
∫
ιε(υ − u) dπ(υ) = π ∗ ιε(u).
Therefore if Ψ: R+ → R+ is a continuous then {Ψ(πn∗ιε)}n∈N converges pointwise inTd to Ψ(π∗ιε).
Moreover, since {πn}n∈N ⊆M+(Td) converges to weakly to π ∈ M+(Td) we have that
C := sup
n∈N
‖πn‖TV < +∞
so that |πn ∗ ιε(u)| ≤ C‖ιε‖∞ and
|Ψ(πn ∗ ιε(u))| ≤ sup
0≤λ≤C‖ιε‖∞
Ψ(λ) < +∞, ∀u ∈ Td, n ∈ N
and thus by the bounded convergence theorem we obtain that
lim
n→+∞
∫
|Ψ(πn ∗ ιε(u))−Ψ(π ∗ ιε(u))| du = 0.
This shows that for any continuous map Ψ: R+ → R+ the map
M+(Td) ∋ π 7→ Ψ(π ∗ ιε) dL
T
d ∈ (M+,ac, ‖ · ‖TV ) ∼= L1(Td),
is continuous with respect to the strong topology in the target spaceM+(Td). Of course by applying
this to the map Ψ(· ∧M) for a given map Ψ ∈ C(R+) we obtain that the map M+(Td) ∋ π 7→
Ψ((π ∗ ιε) ∧M) dL
T
d is continuous. Thus the induced map
Iε,MΨ : D(0, T ;M+(Td))→ D(0, T ;
(M+(Td), ‖ · ‖TV )
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on the Skorohod spaces is continuous. Since by Proposition A.13 the natural injection
D
(
0, T ; (M+(Td), ‖ · ‖TV )
) →֒ L∞w∗(0, T ;M+(Td))
is continuous, the map Iε,MΨ is also continuous for the target space L
∞
w∗(0, T ;M+(Td)) equipped
with the normed w∗-topology, i.e. for any sequence {πn} ⊆ L∞w∗(0, T ;M+(Td)) w∗-converging to
π ∈ L∞w∗(0, T ;M+(Td)) we have
lim
n→+∞
∫ T
0
f(t)
∥∥Ψ((πn,t ∗ ιε) ∧M)−Ψ((πt ∗ ιε) ∧M)∥∥L1(Td) dt = 0, ∀f ∈ L1(0, T ).
We show next that for an appropriate choice of the approximation (ιε)0<ε< 12 of the convolution
identity δ0, the maps I
ε,M
Ψ : D(0, T ;M+(Td)) → L∞w∗(0, T ;M+(Td)) converge pointwise as ε → 0
and then M → +∞ to the map IΨ defined in (60). For this we will use the following.
Lemma 5.10 Let π ∈ M+(Td), let L be a reference measure (i.e. the Lebesgue measure) on Td
and let π = πac+π⊥ be the Radon-Nikodym decomposition of π with respect to L. Then for Lebesgue
almost all u ∈ Td
lim
ε↓0
π
(
u+ [−ε, ε]d)
(2ε)d
=
dπac
dL (u).
Proof For each µ ∈ M+(Td) we define the maps
D−µ(u) = lim inf
ε↓0
µ
(
u+ [−ε, ε]d)
(2ε)d
, D+µ(u) = lim sup
ε↓0
µ
(
u+ [−ε, ε]d)
(2ε)d
, u ∈ Td.
These maps are Borel measurable (see for example [11, Lemma 5.9.1]) for any µ ∈ M+(Td) and by
[11, Proposition 5.9.1] the set
Eµ :=
{
u ∈ Td ∣∣ D−µ(u) < D+µ(u) or D+µ(u) = +∞}
is L-null Borel set. Obviously on the complement of Eµ the limit
Dµ(u) := lim
ε→0
µ
(
u+ (−ε, ε)d)
(2ε)d
= D−µ(u) = D+µ(u), u ∈ Td \ Eµ
exists and is finite. By the decomposition π = πac + π⊥ and the additivity properties of the limit
inferior and limit superior
D−πac +D−π⊥ ≤ D−π ≤ D+π ≤ D+πac +D+π⊥,
and on the set Td \ (Eπac ∪ Eπ⊥) all the inequalities above are equalities. Since Eπac ∪ E⊥π is a L-null
set Dπ = Dπac + Dπ⊥ L-a.s. and thus the claim follows by [11, Proposition 5.10.2] according to
which Dπ⊥ = 0 L-a.s. 
We describe now a particular choice of an approximation (ιε)0<ε<1/2 of the identity δ0 ∈ PTd
for which it is easy to verify that
lim inf
ε↓0
π
(
u+ [−ε, ε]d)
(2ε)d
≤ lim inf
ε↓0
π ∗ ιε(u) ≤ lim sup
ε↓0
π ∗ ιε(u) = lim sup
ε↓0
π
(
u+ [−ε, ε]d)
(2ε)d
. (225)
By Lemma 5.10 this implies that
lim
ε→0
π ∗ ιε(u) = dπ
ac
dL
T
d
(u), L
T
da.s. for all u ∈ Td. (226)
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Of course, if we could take ιε to be kε :=
1
(2ε)d1[−ε,ε]d , ε ∈ (0, 12 ), then we would have
π ∗ kε(u) =
∫
kε(υ − u) dπ(υ) = 1
(2ε)d
∫
1[−ε,ε]d(υ − u) dπ(υ) =
π(u + [−ε, ε]d)
(2ε)d
and (225) would trivially hold, but we want the want the maps ιε, ε ∈ (0, 1/2), to be continuous.
For this reason we consider a continuous map jε ∈ Cc((T \ { 12})d)) such that
1[− 1−ε2 ,
1−ε
2 ]
d ≤ jε ≤ 1(− 12 , 12 )d ,
we set 〈jε〉 :=
∫
T
d jε(u) du and j¯ε := 〈jε〉−1jε and define ιε ∈ Cc((T \ { 12})d) by
ιε(u) :=
1
(2ε)d
j¯ε
( u
2ε
)
, u ∈ Td, ε ∈ (0, 1
2
). (227)
Then (1 − ε)d ≤ 〈jε〉 ≤ 1 so that limε→0〈jε〉 = 1 and
1
〈jε〉(2ε)d1[− 1−ε2 , 1−ε2 ]d
( u
2ε
)
≤ ιε(u) ≤ 1〈jε〉(2ε)d1(− 12 , 12 )d
( u
2ε
)
,
which shows that
(2ε(1− ε))d
〈jε〉(2ε)d kε−ε2 (u) ≤ ιε(u) ≤
1
〈jε〉(2ε)d1(−ε,ε)d(u) ≤
1
〈jε〉kε(u).
Consequently
(1− ε)d
〈jε〉 π ∗ kε−ε2 (u) ≤ π ∗ ιε(u) ≤
1
〈jε〉π ∗ kε(u).
Since (1 − ε)d ≤ 〈jε〉 ≤ 1 it follows that
(1 − ε)dπ ∗ kε−ε2(u) ≤ π ∗ ιε(u) ≤ 1
(1− ε)d π ∗ kε(u). (228)
Since π ∗ kε(u) = 1(2ε)d π(u+ [−ε, ε]d), sending ε to 0 we obtain (225).
It follows that for the approximation (ιε) of the identity defined in (227)
lim
ε↓0
π ∗ ιε(u) = dπ
ac
dL (u), a.s.-∀u ∈ T
d.
Consequently, since for each fixed M > 0 for any continuous map Ψ: R+ → R+ we have the trivial
bound
|Ψ(π ∗ ιε(u) ∧M)−Ψ(πac(u) ∧M)| ≤ 2 sup
0≤λ≤M
|Ψ(λ)| < +∞ (229)
for all u ∈ Td, all ε ∈ (0, 12 ) and all π ∈ M+(Td), it follows by the bounded convergence theorem
that
lim
ε→0
∫
T
d
|Ψ(π ∗ ιε(u) ∧M)−Ψ(πac(u) ∧M)| du = 0, ∀π ∈ M+(Td).
Consequently, for any path π ∈ D(0, T ;M+(Td)) the paths Iε,MΨ (π) converge pointwise in [0, T ]
as ε → 0 to the path I0,MΨ (π)(t) = Ψ(πact ∧M) dLTd with respect to the strong topology on the
target space M+,ac(Td). Since the paths Iε,MΨ (π) : [0, T ] → (M+,ac(Td), ‖ · ‖TV ) are cadlag and
thus strongly measurable, the pointwise limit-path I0,MΨ (π) : [0, T ] → M+,ac(Td) as ε → 0 is also
strongly measurable, and thus also w∗-measurable. Consequently the map
D(0, T ;M+(Td)) ∋ π 7→ I0,MΨ (π) := Ψ(πac ∧M) dLTd ∈ L∞w∗(0, T ;M+,ac(Td))
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is well-defined, and by another application of the dominated convergence theorem it follows that
Iε,MΨ converges as ε→ 0 pointwise in D(0, T ;M+(Td)) to the map I0,MΨ with respect to the normed
w∗-convergence on the target space, i.e. for all π ∈ D(0, T ;M+(Td))
lim
ε→0
∫ T
0
f(t)
∥∥Ψ((πt ∗ ιε) ∧M)−Ψ(πact ∧M)∥∥TV dt = 0, ∀f ∈ L1(0, T ).
Since the maps Iε,MΨ , ε ∈ (0, 1/2), are w∗-continuous and by Proposition A.2 the Borel σ-algebra of
the w∗-topology on L∞w∗(0, T ;M(Td)) is the Borel σ-algebra of a separable metric space, it follows
that the maps I0,MΨ , M > 0, are w
∗-Borel measurable.
Since for each π ∈ M+(Td) and Ψ ∈ C1(Td) it holds that
|Ψ(πac)−Ψ(πac ∧M)| = |Ψ(πac)−Ψ(M)|1{πac>M} ≤ 2‖Ψ‖∞,1(1 + πac)1{πac>M}
and πac ∈ L1(Td) we obtain by the dominated convergence theorem that
lim
M→+∞
‖Ψ(πac)−Ψ(πac ∧M)‖TV ≤ 2‖Ψ‖∞,1 lim
M→+∞
∫ (
1 + πac(u)
)
1{πac>M}(u) du = 0.
for each π ∈ M+(Td). Thus for each path π ∈ D(0, T ;M+(Td)) the path I0,MΨ (π) : [0, T ] →
M+,ac(Td) converges as M ↑ +∞ pointwise in [0, T ] to the path IΨ(π)(t) = Ψ(πact ) dLTd in the
strong topology of M+,ac(Td). Since the paths I0,MΨ (π) are strongly Borel measurable it follows
that the path IΨ(π) is strongly measurable and thus also w
∗-measurable. Since also
‖IΨ(π)‖TV ;∞ = ess sup
0≤t≤T
∫
|Ψ(πact (u))| du ≤ ‖Ψ‖∞,1(1 + ‖π‖TV ;∞) < +∞ (230)
it follows that the map IΨ is well-defined with domain and target space given in (60). Finally, since
by the conservation of the total number of particles
‖Ψ(πac)−Ψ(πac ∧M)‖TV ;∞ ≤ 2‖Ψ‖∞,1 ess sup
0≤t≤T
∫ (
1 + πact (u)
)
1{πact >M}
(u) du
≤ 2‖Ψ‖∞,1(1 + ‖π‖TV ;∞) < 2‖Ψ‖∞,1(1 +m) < +∞ (231)
Q∞∗ -a.s. for all π ∈ D(0, T ;M+(Td)), it follows by an application of the dominated convergence
theorem that for all f ∈ L1(0, T )
lim
M→+∞
∫ T
0
f(t)‖Ψ(πact )−Ψ(πact ∧M)‖TV dt ≤ 2‖Ψ‖∞,1
∫ T
0
f(t)
∫ (
1 + πact (u)
)
du dt = 0.
In particular IΨ = limM→+∞ I
0,M
Ψ w
∗-converges pointwise to IΨ, and since each of the maps I
0,M
Ψ is
w∗-Borel measurable and the w∗-Borel σ-algebra is the Borel σ-algebra of a separable metric space
it follows that IΨ is w
∗-measurable.
Let Q
∞
Ψ be a limit point of the sequence {Q
N
Ψ} of the laws defined in (59). There exists then an
increasing sequence {kN}∞N=1 ⊆ N such that Q
∞
Ψ = limN↑∞Q
kN
Ψ . If the assumption for the validity
of the full replacement lemma as stated in Theorem (3.6) holds, then we can assume that {kN} has
been chosen so that any subfamily {(k(ℓ)N ,mℓ)}(N,ℓ) of {(kN , ℓ)}(N,ℓ) has a subfamily, still denoted by
{(k(ℓ)N ,mℓ)}(N,ℓ), such that any subfamily {(k(ℓ,i)N ,mℓ, ε(ℓ)i )} of {(k(ℓ)N ,mℓ, ε)} has a further subfamily
{(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} along which (57) holds. Since the family QkN ,ℓ := pikN ,ℓ♯ P kN , N ∈ N, ℓ ∈ Z+ is
relatively compact there exits an increasing sequence {m(0)ℓ }∞ℓ=1 ⊆ Z+ and subsequences {k(0;ℓ)N }∞N=1,
ℓ ∈ N, of {kN} such that the iterated limit
Q∞,∞∗ := lim
ℓ↑∞
lim
N↑∞
Qk
(0;ℓ)
N ,m
(0)
ℓ (232)
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exists. Now, in case the assumption for the replacement lemma holds then by the choice of {kN}
we can further assume that {k(0;ℓ)N ,m(0)ℓ } has been chosen so that any subfamily {(k(ℓ,i)N ,mℓ, ε(ℓ)i )}
of {(k(0;ℓ)N ,m(0)ℓ , ε)} has a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} along which (57) holds. We consider
then the joint laws
R
k
(0;ℓ)
N
,m
(0)
ℓ
,ε
Ψ := (σ
k
(0;ℓ)
N ,Ψ,pik
(0;ℓ)
N ,m
(0)
ℓ ,pik
(0;ℓ)
N ,ε, πk
(0;ℓ)
N )♯P
k
(0;ℓ)
N , (N, ℓ, ε) ∈ N2 × (0,∞)
on the product space L∞w∗(0, T ;M(Td))× L∞w∗(0, T ;P1(Td ×R+))2 ×D(0, T ;M+(Td) and we will
denote by (σΨ,pi∞,pi0, π) the arbitrary element of this product space and with a slight abuse of nota-
tion also the natural projections on the coordinates of this product space. The family {Rk
(0;ℓ)
N
,m
(0)
ℓ
,ε
Ψ }
is relatively compact and thus there exist a subfamily {(k(ℓ,i)N ,mℓ, ε(ℓ)i )} of {(k(0;ℓ)N ,m(0)ℓ , ε)} of the
form
{(k(ℓ,i)N ,mℓ, ε(ℓ)i )} =
{(
k
(
0;m
(1)
ℓ
)
k
(1;ℓ,i)
N
,m
(0)
m
(1)
ℓ
, ε
(1;ℓ)
i
)}
,
where {m(1)ℓ }∞ℓ=1 ⊆ N is a diverging sequence, {ε(1;ℓ)i }∞i=1 ⊆ (0,∞), ℓ ∈ N, are sequences converging
to 0 and {k(1;ℓ,i)N }∞N=1 ⊆ N, (ℓ, i) ∈ N2 are diverging sequences, such that the iterated limit
RΨ := lim
ℓ,i,N↑∞
R
k
(ℓ,i)
N
,mℓ,ε
(ℓ)
i
Ψ
exists. In the case that we assume the condition for the validity of the replacement lemma holds,
then by the choice of the family {(k(0;ℓ)N ,m(0)ℓ )}, the family {(k(0;ℓ)N ,m(0)ℓ , ε)} satisfies the assumption
for the validity of the two-blocks estimate, i.e. any subfamily {(k(ℓ,i)N ,mℓ, ε(ℓ)i )} of {(k(0;ℓ)N ,m(0)ℓ , ε)}
has a further subfamily {(k¯(ℓ,i)N , m¯ℓ, ε¯(ℓ)i )} along which (57) holds.
Since {k(ℓ,i)N }∞N=1 is a subsequence of the initial sequence {kN} for all (ℓ, i) ∈ N2 we have that
lim
N→+∞
(σΨ, π)♯R
k
(ℓ,i)
N ,mℓ,ε
(ℓ)
i
Ψ = limN→+∞
Q
k
(ℓ,i)
N
Ψ = Q
∞
Ψ .
Also (σ,pi∞)♯R
k
(ℓ,i)
N
,mℓ,ε
(ℓ)
i
Ψ = Q
k
(ℓ,i)
N ,mℓ
Ψ := (σ
k
(ℓ,i)
N
,Ψ,pik
(ℓ,i)
N
,mℓ)♯P
k
(ℓ,i)
N and thus
(σΨ,pi∞)♯RΨ = lim
ℓ,i,N→+∞
(σ,pi∞)♯R
k
(ℓ,i)
N ,mℓ,ε
(ℓ)
i
Ψ = lim
ℓ,i,N→+∞
Q
k
(ℓ,i)
N ,mℓ
Ψ .
For each fixed (ℓ, i) ∈ N2 the limit Q∞,mℓΨ,i = limN↑∞Q
k
(ℓ,i)
N ,mℓ
Ψ exists and belongs in the closed space
Q
∞,mℓ
Ψ := LimN↑∞Q
N,mℓ
. Consequently limi↑∞Q
∞,mℓ
Ψ,i ∈ Q
∞,mℓ
Ψ for all ℓ ∈ N and therefore
(σΨ,pi∞)♯RΨ ∈ Q∞,∞Ψ := Lim
ℓ,N↑∞
Q
N,ℓ
Ψ .
Consequently by the one-block estimate in Theorem 3.1 (b) it follows that
RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ σΨ = BΨ(pi∞)} = 1.
Similarly
(pi∞,pi0)♯RΨ = lim
ℓ,i,N↑∞
(pi∞,pi0)♯R
k
(ℓ,i)
N ,mℓ,ε
(ℓ)
i
Ψ = lim
ℓ,i,N↑∞
Q
k
(ℓ,i)
N ,mℓ,ε
(ℓ)
i ,
where Q
N,ℓ,ε
:= (piN,ℓ,piN,ε)♯P
N , and since Q
k
(ℓ,i)
N ,mℓ,ε
(ℓ)
i is a subfamily of the family {QN,ℓ,ε∗ } :=
{Qk
(0;ℓ)
N
,m
(0)
ℓ
;ε} we have that
(pi∞,pi0)♯RΨ ∈ Q∞,∞,0∗ := Lim
ℓ↑∞,ε↓0,N↑∞
Q
N,ℓ,ε
∗ .
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Therefore, since {(k(0;ℓ)N ,m(0)ℓ )} has been chosen so that the iterated limit in (232) exists, it follows
by the two-blocks comparison that
RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ B(pi∞) = B(pi0) and BX ◦ D̂(pi∞) ≤ BX ◦ D̂(pi0), ∀X ∈ C1,↑(R+)} = 1
and in the case that the assumption for the validity of the replacement lemma holds we have that
RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ B(pi∞) = B(pi0) and BX ◦ D̂(pi∞) = BX ◦ D̂(pi0), ∀X ∈ C1,↑(R+)} = 1
Therefore
Q
∞
Ψ {σΨ ≤ Ψ(πac) dLTd} = RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ σΨ ≤ Ψ(πac) dL
T
d
}
≥ RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ BΨ ◦ D̂(pi0) = Ψ(πac) dLTd}
and thus if we prove that
RΨ
{
(σΨ,pi∞,pi0, π)
∣∣ BΨ ◦ D̂(pi0) = Ψ(πac) dLTd} = 1 (233)
it will follow that
Q
∞
Ψ {σΨ ≤ Ψ(πac) dLTd} = 1
with equality if the assumption for the validity of the replacement lemma holds.
If we consider the family of laws
Q
N,ε
:= (piN,ε, πN )♯P
N ∈ L∞w∗(0, T ;Y1(Td))×D(0, T ;M+(Td)) (234)
then since {k(ℓ,i)N }N is a subsequence of {k
(0;m
(1)
ℓ
)
N }N for all (ℓ, i) ∈ N2, which in turn is a subsequence
of {kN} or each ℓ ∈ N,
(pi0, π)♯RΨ = Lim
ℓ,i,N↑∞
(pi0, π)♯R
k
(ℓ,i)
N
,mℓ,ε
(ℓ)
i
Ψ = limℓ,i,N↑∞
Q
k
(ℓ,i)
N
,ε
(ℓ)
i ∈ Lim
ε↓0,N↑∞
Q
kN ,ε
.
Consequently in order to prove (233) it suffices to show that any limit point Q
∞,0
∗ of the family
{QKN ,ε} asN ↑ ∞ and ε ↓ 0 is concentrated on trajectories (pi0, π) such that BΨ(pi0) = Ψ(πac) dL
T
d
for any non-decreasing sublinear map Ψ ∈ C1(R+). This follows from the next, slightly more general
proposition.
Proposition 5.12 Let {kN}∞N=1 ⊆ N be a diverging sequence such that the laws QkN := πkNP kN of
the empirical density in the Skorohod space converge to a law Q∞∗ ∈ PD(0, T ;M+(Td)) as N ↑ ∞.
Then for any subsequential limit point Q
∞,0
∗ as N ↑ ∞ and then ε ↓ 0 of the family of laws {Q
kN ,ε},
where Q
N,ε
is defined in (234),
Q
∞,0
∗
{
(pi0, π)
∣∣ BΨ ◦ D̂(pi0) = Ψ(πac) dL
T
d , ∀Ψ ∈ C1(R+)
}
= 1, (235)
where π = πac + π⊥, πac ≪ dL
T
d , π⊥L
T
d , is the Radon-Nikodym decomposition of π ∈M+(Td).
Furthermore this implies that also
Q
∞,0
∗
{
(pi0, π)
∣∣ BΨ ◦D⊥(pi0) = Ψ′(∞)π⊥, ∀Ψ ∈ C1(R+)} = 1, (236)
and thus in particular the barycentric projection B◦D⊥ of the Young measures singular part operator
D⊥ yields the Radon-Nikodym singular part of ordinary measures with respect to the law Q
∞,0
∗ .
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Proof Let us check first that (235) implies (236) holds. Indeed, if (235) holds then for Q
∞,0
∗ -a.s. all
(pi0, π) it holds that BΨ0(pi
0) = BΨ0 ◦ D̂(pi0) = Ψ0(πac) dLTd for all sublinear maps. Thus if given
Ψ ∈ C1(R+) we set Ψ0(λ) := Ψ(λ)−Ψ′(∞)λ we have that QΨ-a.s.
BΨ ◦ D̂(pi0) = Ψ(πac) and BΨ0(pi0) = Ψ0(πac). (237)
By the second equality above
BΨ(pi
0)−Ψ′(∞)B(pi0) = BΨ0(pi0) = Ψ0(πac) = Ψ(πac)−Ψ′(∞)πac (238)
and since BΨ(pi
0) = BΨ◦D̂(pi0)+Ψ′(∞)B◦D⊥(pi0) it follows by the first equality in (237) and (238)
that
Ψ′(∞)B ◦D⊥(pi0)−Ψ′(∞)B(pi0) = −Ψ′(∞)πac
which by rearranging becomes
Ψ′(∞)B ◦D⊥(pi0) = Ψ′(∞)(B(pi0)− πac).
Now as in the proof of Theorem 3.5(b)(i) it easily follows that B(pi0) = π Q
∞,0
∗ -a.s. and therefore
BΨ ◦D⊥(pi0) = Ψ′(∞)B ◦D⊥(pi0) = Ψ′(∞)π⊥
as claimed.
Next we prove (235). So let Q
∞,0
∗ be a subsequential limit point of the family Q
kN ,ε
defined
in (234) and let Ψ ∈ C1(R+). For each δ > 0 and G ∈ L1(0, T ;C(Td)) the set
AGδ :=
{
(pi0, π) ∈ L∞w∗(0, T ;Y1(Td))×D(0, T ;M+(Td))
∣∣ |⟪G,BΨ ◦ D̂(pi0)− IΨ(π)| > δ}
is measurable and since L1(0, T ;C(Td)) is separable in order to prove that Q
∞,0
∗ is concentrated on
trajectories (pi0, π) such that BΨ(p̂i
0
t ) = Ψ(π
ac
t ) dLTd it suffices to show that Q
∞,0
∗ (A
G
δ ) = 0 for all
δ > 0 and all G ∈ L1(0, T ;C(Td)). We start by writing
Q
∞,0
∗ (A
G
δ ) = (D̂ × idD(0,T ;M+(Td)))♯Q
∞,0
∗
{
(σ0, π)|⟪G,BΨ(σ0)− IΨ(π)⟫| > δ
}
.
By Chebyshev’s inequality it suffices to show that
BΨ,G :=
∫
|⟪G,BΨ(σ0)− IΨ(π)⟫| d(D̂ × idD(0,T ;M+(Td)))♯Q
∞,0
∗ (σ
0, π) = 0 (239)
for all G ∈ L1(0, T ;C(Td)). By using the Moreau-Yosida approximations {Ψk}k∈N of Ψ ∈ C1(R+),
i.e. Ψk(λ) := Ψ0,k(λ) + Ψ
′(∞)λ, where Ψ0,k are the Moreau-Yosida approximations of Ψ0(λ) :=
Ψ(λ) − Ψ′(∞)λ defined in (186) we can see that it suffices to prove (241) under the additional
assumption that Ψ is Lipschitz. This follows by the dominated convergence similarly to the re-
duction to the case of Lipschitz maps Ψ in the proof of Theorem 3.5 since the maps Ψk con-
verge to Ψ and ‖Ψk‖∞,1 ≤ ‖Ψ0‖∞;1 + |Ψ′(∞)| for all large enough k ∈ N and the measure
(D̂ × idD(0,T ;M+(Td)))♯Q
∞,0
∗ is concentrated on trajectories (σ
0, π) such that 〈Λ,σ0t 〉 ≤ m and
〈1, πt〉 = m for almost all t ∈ [0, T ].
Since the map IΨ is not continuous, we interpolate with the continuous map I
ε′,M ′
Ψ , ε
′ ∈ (0, 1/2),
M ′ ∈ (0,∞) to obtain
BΨ,G ≤
∫
|⟪G,BΨ(σ0)− Iε
′,M ′
Ψ (π)⟫| d(D̂ × idD(0,T ;M+(Td)))♯Q
∞,0
∗ (σ
0, π)
+
∫
|⟪G, Iε′,M ′Ψ (π)− IΨ(π)⟫| dQ∞∗ (π), (240)
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where Q∞∗ := limN↑∞Q
kN = π♯Q
∞,0
∗ . Since Q
∞,0
∗ ∈ Q
∞,0
∗ := Limε↓0,N↑∞Q
kN ,ε
there exists a
sequence (εi)i∈N and subsequences {k(i)N }∞N=1, i ∈ N, of {kN} such that
Q
∞,0
∗ = lim
i,N↑∞
Q
k
(i)
N
,εi
.
By (119), D̂ ◦ piN,ε;M = Π∗M ◦ j∗ ◦ piN,ε and therefore setting Q
N,ε;M
:= (piN,ε;M , πN )♯P
N ,(
D̂ × id)
♯
Q
k
(i)
N ,εi;M =
(
D̂ ◦ pik(i)N ,εi;M , πk(iN )
♯
P k
(i)
N
= (Π∗M ◦ j∗ ◦ pik
(i)
N ,εi , πk
(i)
N )♯P
k
(i)
N =
(
(Π∗M ◦ j∗)× id
)
♯
Q
k
(i)
N
,εi
.
Since the map (Π∗M ◦ j∗)× id is continuous
lim
i,N↑∞
(
D̂ × id)
♯
Q
k
(i)
N
,εi;M
=
(
(Π∗M ◦ j∗)× id
)
♯
Q
∞,0
∗
and since Π∗M ◦ j∗ w∗-converges pointwise to D̂ it follows that
lim
M,i,N↑∞
(
D̂ × id)
♯
Q
k
(i)
N
,εi;M
= (D̂ × id)♯Q∞,0∗ .
Consequently, since the map (pi0, π) 7→ |⟪G,BΨ(σ0)−Iε′,M ′(π)⟫| is continuous in L∞w∗(0, T ;Y1(Td))×
D(0, T ;M+(Td), it follows by the portmanteau theorem that for each ε′ ∈ (0, 1/2), M ′ < +∞ the
first term in the right hand side of (240) is equal to
lim
M,i,N↑∞
∫
|⟪G,BΨ(σ0)− Iε
′,M ′
Ψ (π)⟫| d(D̂ × id)♯Q
k
(i)
N
,εi;M
(σ0, π)
and thus, since {k(i)N } is a subsequence of {kN} for all i ∈ N, inequality (240) becomes
BΨ,G ≤ lim
M,i,N↑∞
∫
|⟪G,BΨ(σ0)− Iε
′,M ′
Ψ (π)⟫| d(D̂ × id)♯Q
k
(i)
N
,εi;M
(σ0, π)
+
∫
|⟪G, Iε′,M ′Ψ (π)− IΨ(π)⟫| dQ∞∗ (π)
≤ lim
M,i,N↑∞
∫
|⟪G,BΨ(σ0)− Iεi,MΨ (π)(π)⟫| d(D̂ × id)♯Q
k
(i)
N
,εi;M
(σ0, π)
+ lim sup
M↑∞,ε↓0,N↑∞
∫
|⟪G, Iε,MΨ (π) − Iε
′,M ′
Ψ (π)⟫|QkN (π)
+
∫
|⟪G, Iε′,M ′Ψ (π)− IΨ(π)⟫| dQ∞∗ (π).
By taking the limit as ε′ ↓ 0 and then M ′ ↑ ∞ we obtain
BΨ,G ≤ lim
M,i,N↑∞
∫
|⟪G,BΨ(σ0)− Iεi,MΨ (π)(π)⟫| d(D̂ × id)♯Q
k
(i)
N ,εi;M (σ0, π) (241)
+ lim sup
M ′↑∞,ε′↓0,M↑∞,ε↓0,N↑∞
∫
|⟪G, Iε,MΨ (π)− Iε
′,M ′
Ψ (π)⟫|QkN (π) (242)
+ lim sup
M ′↑∞,ε′↓0
∫
|⟪G, Iε′,M ′Ψ (π) − IΨ(π)⟫| dQ∞∗ (π). (243)
We will prove that all these terms are equal to zero. We start with the iterated limit (243). As
we have seen the maps Iε,MΨ converge as ε ↓ 0 pointwise in D(0, T ;M+(Td)) to I0,MΨ with respect
to the normed w∗-convergence in the target space L∞w∗(0, T ;M(Td)) and the maps I0,MΨ converge in
the same topology to the map IΨ as M ↑ ∞. Consequently
lim
ε↓0,M↑∞
|⟪G, Iε,M (π)− IΨ(π)⟫| = 0
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pointwise and since for each fixed M > 0 we have by (229) the bound
sup
ε>0
sup
π∈D(0,T ;M+(Td))
|⟪G, Iε,MΨ (π)− I0,MΨ (π)⟫| ≤ 2‖G‖1;∞ sup
0≤λ≤M
|Ψ(λ)|
and by (231) the bound
sup
M>0
|⟪G, I0,MΨ (π)− IΨ(π)| ≤ 2‖G‖∞;1‖Ψ‖∞,1(1 +m)
for Q∞∗ -a.s. all π ∈ D(0, T ;M+(Td)), it follows by the dominated convergence theorem that (243)
holds.
For the proof of (242) we note that the map D(0, T ;M+(Td)) ∋ π 7→ |⟪G, Iε,M (π)− Iε′,M ′(π)⟫|
is continuous for each fixed ε, ε′,M,M ′ > 0 and thus since Q∞∗ := limN→+∞Q
kN , it follows by the
portmanteau theorem that
lim
N→+∞
∫
|⟪G, Iε,MΨ (π)− Iε
′,M ′
Ψ (π)⟫| dQkN (π) =
∫
|⟪G, Iε,MΨ (π)− Iε
′,M ′
Ψ (π)⟫| dQ∞∗ (π)
By further interpolating the term IΨ(π) in the difference I
ε,M
Ψ (π)− Iε
′,M ′
Ψ (π) in the right hand side
above and taking the iterated limit as ε ↓ 0, M ↑ ∞ ε′ ↓ 0 and finally M ′ ↑ ∞, we obtain that the
iterated limit in (242) is bounded above by
2 lim sup
M↑∞,ε↓0
∫
|⟪G, Iε,MΨ (π)− IΨ(π)⟫| dQ∞∗ (π)
which is equal to zero by (243).
It remains to prove (241) under the additional assumption that Ψ is Lipschitz. This follows by
the next lemma/
Lemma 5.11 For all G ∈ L1(0, T ;C(Td)) and all Lipschitz maps Ψ ∈ C1(R+)
lim sup
M↑∞,ε↓0,N↑∞
E
N |⟪G,BΨ ◦ D̂(piN,ε;M )− Iε,MΨ (πN )⟫| = 0. (244)
Proof We recall that kε :=
1
(2ε)d1[−ε,ε]d and note‘ that
πN ∗ kε(x/N) =
∫
T
d
kε
(
u− x
N
)
dπN (u) =
1
Nd
∑
y∈Td
N
η(y)kε
(y − x
N
)
=
1
(2εN)d
∑
y∈Td
N
η(y)1[−ε,ε]d
(y − x
N
)
=
1
(2εN)d
∑
y:|y−x|≤[Nε]
η(y)
=
(2[Nε] + 1)d
(2Nε)d
η[Nε](x) =: CN,ε · η[Nε](x), (245)
where the constant CN,ε satisfies limN→+∞ CN,ε = 1 for all ε > 0. This implies that for each
Ψ ∈ C1(R+) and G ∈ L1(0, T ;C(Td))
⟪G,BΨ ◦ D̂(piN,ε;M )⟫ =
∫ T
0
1
Nd
∑
x∈TdN
Gt
( x
N
)
Ψ
(
η
[Nε]
t (x) ∧M
)
dt
=
∫ T
0
1
Nd
∑
x∈Td
N
Gt
( x
N
)
Ψ
((
C−1N,επ
N
t ∗ kε(x/N)
) ∧M) dt
Consequently, if we define the map KN,ε;MΨ : D(0, T ;M+(Td)→ L∞w∗(0, T ;M+(Td)) by
⟪G,KN,ε;MΨ (π)⟫ =
∫ T
0
1
Nd
∑
x∈TdN
Gt
( x
N
)
Ψ
(
πt ∗ kε(x/N) ∧M
)
dt,
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since Ψ is assumed to be in addition Lipschitz and the map λ 7→ λ ∧M is 1-Lipschitz,
|⟪G,BΨ ◦ D̂(piN,ε;M )−KN,ε;MΨ (πN )⟫| ≤ LipΨ(1− C−1N,ε)
∫ T
0
‖Gt‖∞ 1
Nd
∑
x∈Td
N
πNt ∗ kε(x/N) dt
= LipΨ(CN,ε − 1)
∫ T
0
‖Gt‖∞ 1
Nd
∑
x∈Td
N
η
[Nε]
t dt
PNa.s.
= LipΨ‖G‖∞;1(CN,ε − 1)〈1, πN0 〉.
Therefore by Lemma 5.1 it follows that
lim sup
N↑∞
E
N |⟪G,BΨ ◦ D̂(piN,ε;M)−KN,ε;MΨ (πN )⟫| = 0
and thus the process BΨ ◦ D̂(piN,ε;M ) can be replaced in the limit as N ↑ ∞ by the process
KN,ε;MΨ (π
N ).
Next we consider the process IN,ε;MΨ ;D(0, T ;M+(Td))→ L∞w∗(0, T ;M+(Td)) defined by
⟪G, IN,ε;MΨ (π)⟫ =
∫ T
0
1
Nd
∑
x∈TdN
Gt
( x
N
)
Ψ
(
πt ∗ ιε(x/N) ∧M
)
dt
and we will show that the process KN,ε;MΨ can be replaced by the process I
N,ε;M
Ψ . Since for any
θ ∈ (0, 1) and a, b, b′ ≥ 0 the implication
θb′ ≤ a ≤ b
θ
=⇒ |b− a| ≤ b
θ
− θ2b′ ≤
(1
θ
− θ2
)
b+ (b− b′)
holds, it follows from (228) with θε := (1− ε)d, b′ = π ∗kε−ε2(u), b = π ∗kε(u) and a = π ∗ ιε(u) that
|π ∗ kε(u)− πt ∗ ιε(u)| ≤
( 1
θε
− θ2ε
)
π ∗ kε(u) +
(
π ∗ kε(u)− π ∗ kε−ε2(u)
)
for all u ∈ Td and thus we compute
|⟪G,KN,ε;MΨ (πN )− IN,ε;MΨ (πN )⟫| ≤ LipΨ
∫ T
0
‖Gt‖∞
Nd
∑
x∈Td
N
|πNt ∗ kε(x/N)− πNt ∗ ιε(x/N)| dt
≤ LipΨ
( 1
θε
− θ2ε
) ∫ T
0
‖Gt‖∞
Nd
∑
x∈Td
N
πNt ∗ kε(x/N) dt
+ LipΨ
∫ T
0
‖Gt‖∞
Nd
∑
x∈TdN
(πNt ∗ kε − πNt ∗ kε−ε2)(x/N) dt
By (245) and the conservation of the total number of particles the first term in the right hand side
above is PN -a.s. equal to
LipΨ
( 1
θε
− θ2ε
)
CN,ε‖G‖∞;1〈1, πN0 〉.
For the second term we set η¯[Nε](x) =
∑
y:|y−x|≤[Nε] η(y) so that by (245) we can write π∗kε(x/N) =
(2εN)−dη¯[Nε] and with this notation
(πNt ∗ kε − πNt ∗ kε−ε2 )(x/N) =
1
(2εN)d
η¯[Nε] − 1
(2ε(1− ε)N)d η¯
[Nε(1−ε)]
=
1
(2ε(1− ε)N)d
(
(1− ε)dη¯[Nε](x) − η¯[Nε(1−ε)](x))
≤ 1
(2ε(1− ε)N)d
(
η¯[Nε](x) − η¯[Nε(1−ε)](x))
=
1
(2ε(1− ε)N)d
∑
[Nε(1−ε)]<|y|≤[Nε]
η(x + y)
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and thus since ∑
x∈Td
N
∑
[Nε(1−ε)]<|y|≤[Nε]
η(x+ y) = ([Nε]d⋆ − [Nε(1− ε)]d⋆)
∑
x∈Td
N
η(x)
the integral in the second term can be bounded from above by
[Nε]d⋆ − [Nε(1− ε)]d⋆
(2ε(1− ε)N)d
∫ T
0
‖Gt‖∞
Nd
∑
x∈TdN
ηt(x) dt
PN -a.s.
=
[Nε]d⋆ − [Nε(1− ε)]d⋆
(2ε(1− ε)N)d ‖G‖1;∞〈1, π
N
0 〉.
To summarize we have the bound
|⟪G,KN,ε;MΨ (πN )− IN,ε;MΨ (πN )⟫| ≤ LipΨ
{( 1
θε
− θ2ε
)
CN,ε +
[Nε]d⋆ − [Nε(1− ε)]d⋆
(2ε(1− ε)N)d
}
‖G‖1;∞〈1, πN0 〉,
and thus since m∗ := lim supN→∞
∫ 〈1, πN 〉dµN0 < +∞ by Lemma 5.1, it follows by taking the limit
superior of the expected values as N ↑ ∞ that
lim sup
N↑∞
E
N |⟪G,KN,ε;MΨ (πN )− IN,ε;MΨ (πN )⟫| ≤ LipΨ
{( 1
θε
− θ2ε
)
+
1
(1 − ε)d − 1
}
‖G‖1;∞m∗
and thus since θε = (1 − ε)d converges to 1 as ε ↓ 0 it follows that
lim sup
ε↓0,N↑∞
E
N |⟪G,KN,ε;MΨ (πN )− IN,ε;MΨ (πN )⟫| = 0.
We show finally that the process IN,ε;MΨ (π
N ) can be replaced by the process Iε,M (πN ). The
process IN,ε;MΨ (π
N ) can be written as
⟪G, IN,ε;MΨ (πN )⟫ =
∫ T
0
∫
T
d
Gt
( [Nu]
N
)
Ψ
(
πNt ∗ ιε([Nu]/N) ∧M
)
du dt
and therefore since Ψ is assumed to be Lipschitz
|⟪G, IN,ε;MΨ (πN )− Iε,MΨ (πN )⟫| ≤ LipΨ
∫ T
0
‖Gt‖∞
∫
T
d
∣∣πNt ∗ ιε([Nu]/N)− πNt ∗ ιε(u)∣∣du dt
+ sup
0≤λ≤M
Ψ(λ)
∫ T
0
∫
T
d
∣∣∣Gt( [Nu]
N
)
−Gt(u)
∣∣∣ du dt. (246)
The second term in the right hand side above is deterministic, and since G ∈ L1(0, T ;C(Td)), it
follows by the dominated convergence theorem that it converges to 0 as N ↑ ∞ for each ε,M > 0.
For the first term we estimate∣∣πNt ∗ ιε([Nu]/N)− πNt ∗ ιε(u)∣∣ = ∣∣∣ ∫ ιε(υ − [Nu]N ) dπNt (υ)−
∫
ιε(υ − u) dπNt (υ)
∣∣∣
=
1
Nd
∣∣∣ ∑
x∈TdN
ιε
(x− [Nu]
N
)
ηt(x)−
∑
x∈TdN
ιε
( x
N
− u
)
ηt(x)
∣∣∣
≤ 1
Nd
∑
x∈Td
N
∣∣∣ιε(x− [Nu]
N
)
− ιε
( x
N
− u
)∣∣∣ηt(x).
Now, the map ιε is uniformly continuous and therefore for any θ > 0 there exists δε,θ > 0 such that
d
T
d(u, υ) < δε,θ =⇒ |ιε(u)− ιε(υ)| < θ
and then for all N ∈ N large enough so that 1N < δε,θ∣∣πNt ∗ ιε([Nu]/N)− πNt ∗ ιε(u)∣∣ ≤ θ〈1, πNt 〉
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and thus by the conservation of the total number of particles it follows that for large enough N ∈ N
the iterated integral in the first term of the right hand side of (246) is bounded PN -a.s. from above
by θ‖G‖∞;1〈1, πN0 〉. Thus by Lemma (5.1)
lim sup
N ′ra+∞
E
N |⟪G, IN,ε;MΨ (πN )− Iε,MΨ (πN )⟫| ≤ θm∗,
where m∗ := lim supN↑∞E
N 〈1, πN0 〉 < +∞, and thus since θ > 0 is arbitrary the limit superior
above is equal to zero which proves that the process IN,ε;MΨ (π
N ) can be finally replaced by the
process Iε,MΨ (π
N ) in the limit as N ↑ ∞. This completes the proof of the lemma. 
A Functional analytic prerequisites
In our approach to the hydrodynamic limit of the ZRP the various empirical processes we will consider
will take values in the non-separable dual L∗ of an appropriate separable Banach space L, equipped
with its w∗-topology, denoted by w∗L or simply w
∗. Thus each empirical processes will be a random
variable π : (Ω,F , P )→ L∗ defined on an appropriate probability space Ω with the target space L∗
being considered as a measurable space with respect to the Borel σ-algebra Bw∗(L∗) generated by
the w∗-topology of L∗ and the laws of the empirical processes will be probability measures on this
Borel σ-algebra Bw∗(L∗). When the space L∗ is evident from the context we will just write Bw∗
instead of Bw∗(L∗).
In fact the non-separable dual L∗ will be of the form L∗ = L∞w∗(0, T ;X
∗) for some separable
Banach space X of test functions, for example X = C(Td). Here L∞w∗(0, T ;X
∗) is the vector space of
all w∗-measurable maps µ : [0, T ]→ X∗ such ess sup0≤t≤T ‖µt‖X∗ < +∞ and a map µ : [0, T ]→ X∗
is called w∗-measurable if the map [0, T ] ∋ t 7→ 〈f, µt〉 is measurable for all f ∈ X . As we will see, if
X is separable then the map t 7→ ‖µt‖X∗ is measurable for any w∗-measurable map µ : [0, T ]→ X∗
and L∞w∗(0, T ;X
∗) is the dual of the L1-Bochner space L1(0, T ;X) of all strongly measurable Bochner
integrable maps f : [0, T ]→ X .
The main aim of this appendix is twofold. First we collect the necessary background on the
definition of L∞w∗-spaces of w
∗-measurable vector valued maps and the isometry L1(0, T ;X)∗ ∼=
L∞w∗(0, T ;X
∗) for separable Banach spacesX , without assuming thatX∗ satisfies the Radon-Nikodym
property and secondly to assert that the classical results of topological measure theory on probability
measures in polish spaces are valid for the space PL∗ ≡ P(L∗, w∗) of probability measures on the
w∗-dual L∗ of a separable Banach space L when equipped with its w∗-topology, i.e. for example
the weak convergence is Hausdorff, satisfies the portmanteau theorem and the Prokhorov relative
compactness criterion. The properties of (L∗, w∗) as a topological space that the topological mea-
sure theory relies on are (Hausdorff) complete regularity, submetrizability and σ-compactness. The
complete regularity ensures that there enough bounded and continuous functions for weak conver-
gence of probability measures to be meaningful. In fact the standard theory of weak convergence
is true under the complete regularity assumption if one restricts attention to Radon measures. The
submetrizability is required for the Prokhorov theorem to be also valid for sequential compactness,
and σ-compactness together with submetrizability ensure that all probability measures on L∗ are
Radon, i.e. that (L∗, w∗) is a Radon space.
A.1 Duals of separable Banach spaces and submetrizability
Let L be a Banach space. The dual space L∗ is a Hausdorff topological vector space when equipped
with the w∗-topology. As such it is completely regular since any topological group that satisfies the
T1-separation axiom is a completely regular Hausdorff space [23]. It is a well known fact of functional
analysis that if L is separable there exists a metric d : L∗ × L∗ → R that metrizes the w∗-topology
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of L∗ on (norm) bounded subsets of L∗. For example one can define d by
d(µ, ν) =
∞∑
k=1
1
2k
ψ(|ν(fk)− µ(fk)|), µ, ν ∈ X∗, (247)
where {fk}∞k=1 is a countable dense subset of L and ψ : R+ → R+ is the map ψ(t) = t1+t .
This property of the w∗-topology is a particular example of submetrizability. A topological space
(M, τ) is called submetrizable if there exists a τ -continuous metric d on M . It is elementary to check
that the metric d defined in (247) is continuous on L∗×L∗ with the product of the w∗-topologies and
thus L∗ is submetrizable. It is easy to see that whenever (M, τ) is a submetrizable topological space
and d is a τ -continuous metric onM×M then d metrizes the restriction of the τ -topology on each τ -
compact subsetK ⊆M and thus compact sets are also sequentially compact in submetrizable spaces.
Note that if M is σ-compact then (M,d) is a separable metric space for any τ -continuous metric d
on M , since Kn is compact metric space in the restriction of the metric d, and thus separable, and
M =
⋃∞
n=1Kn.
By the Banach-Alaoglu theorem the closed balls BL∗(0, r) := {µ ∈ L∗|‖µ‖L∗ ≤ r} of the dual
L∗ are compact in the w∗-topology and thus L∗ is σ-compact in the w∗-topology as the increasing
union of the compact subsets Kn := BL∗(0, n), n ∈ N. Since the w∗-topology is metrizable on
bounded subsets, bounded subsets are also sequentially relatively compact, i.e. for any bounded
sequence {µn}∞n=1 ⊆ L∗ there exists subsequence {µkn}∞n=1 of {µn} converging to some µ ∈ L∗ in
the w∗-topology.
In general, unless L∗ is separable (an assumption to restrictive for the applications) the Borel
σ-algebra Bw∗ ≡ Bw∗
L
generated on L∗ by the w∗-topology is smaller than the strong σ-algebra BL∗
of L∗. For example if L = C(Td) with the uniform norm then L∗ = (M(Td), ‖ · ‖TV ) where ‖ · ‖TV
is the total variation norm, and if N ⊆ Td is a non-Borel subset of Td then the set N := {δu ∈
M(Td)|u ∈ N} ⊆M(Td) is strongly closed in M(Td) and thus N is strongly Borel. But the Dirac
map δ : Td → PTd ⊆ M(Td) is w∗-continuous and thus also (B
T
d ,Bw∗
L
)-measurable. Therefore N
can not be in Bw∗
L
since if it were, the set N = δ−1(N ) would be a Borel subset of Td.
However, since
‖µ‖L∗ = sup
‖f‖L≤1
µ(f),
the norm on the dual L∗ of any Banach space L is w∗-lower semicontinuous as the supremum of
w∗-continuous functionals J (f), f ∈ L where J : L → L∗∗ is the canonical injection in the double
dual. Therefore the closed balls BL∗(0, r) := {µ ∈ L∗
∣∣ ‖µ‖L∗ ≤ r} are w∗-closed, and thus in Bw∗ ,
and the norm ‖ · ‖L∗ is Bw∗-measurable (i.e. (Bw∗ ,BR)-measurable). Therefore Bw∗ contains also all
open balls
DL∗(0, r) := {µ ∈ L∗
∣∣ ‖µ‖L∗ < r}.
This implies that AL∗ ⊆ Bw∗
L
where AL∗ is the σ-algebra generated by the collection of all strongly
open balls DL∗(µ, r), µ ∈ L∗, r > 0. However, unless L∗ is separable the inclusion AL∗ ⊆ BL∗ is also
in general strict.
As is customary, given a collection Ξ of subsets of a set M we will denote by σ(Ξ) the σ-algebra
generated by Ξ, i.e. the smallest σ-algebra Σ on M that contains Ξ. Then if for any K ⊆M and any
collection of subsets Ξ ⊆ M we set Ξ|K := {A ∩K|A ∈ Ξ} then σ(Ξ)|K = σ(Ξ|K) and if K ∈ σ(Ξ)
then
σ(Ξ|K) = σ(Ξ)|K ⊆ σ(Ξ). (248)
Proposition A.1 If (M, τ) is a σ-compact submetrizable topological space and d is any continuous
metric then the Borel σ-algebra of M coincides with the Borel σ-algebra defined by the metric d.
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Proof Let B ≡ B(M,τ) be the Borel σ-algebra of M and let Bd denote the Borel σ-algebra of (M,d).
Since the topology of d is weaker than τ we have that Bd ⊆ B and so we have to prove the converse.
So let B ∈ B. Since M is σ-compact there exists an increasing sequence {Kn}∞n=1 ⊆ M of compact
subspaces such that M =
⋃∞
n=1Kn. We set Bn = B ∩Kn so that B =
⋃
n=1Bn and it suffices to
show that Bn ∈ Bd for all n ∈ N. Note that by definition Bn ∈ B|Kn and that by (248) for any
topology τ ⊇ τd on M and any d-measurable subset K ⊆M
B(K,τ |K) = σ(τ |K) = σ(τ)|K = B(M,τ)|K ⊆ B(M,τ).
Therefore Bn ∈ B|Kn = B(Kn,τ |Kn) = Bτd|Kn = Bd|Kn ⊆ Bd for all n ∈ N as required. 
For any family J of maps f : M → (Ω,F) defined on M and with values in a measurable space
(Ω,F) we will denote by σ(J ) the smallest σ-algebra Σ with respect to which all maps f ∈ J
are (Σ,F)-measurable. As we will see next if X is a separable Banach spaces then the Borel σ-
algebra B(w∗
X
) of the w
∗-topology coincides with σ(J (X)), i.e. the smallest σ-algebra Σ for which
all functionals J (f) ∈ X∗∗, f ∈ X , are Σ-measurable. Here J : X →֒ X∗∗ is the natural injection
on the double dual. In other words σ(J (X))-is the smallest σ-algebra Σ on X∗ for which all w∗-
continuous linear functions on X∗ are measurable. We will also denote by Bαw∗(X∗) (Bαd(X∗))
the Baire σ-algebra of (X∗, w∗) ((X∗, d)) i.e. the smallest σ-algebra on X∗ with respect to which all
w∗-continuous (d-continuous) functions F : X∗ → R are measurable.
Proposition A.2 For any dual (X∗, w∗) of a separable Banach space X and any countable subset
D = {fk}∞k=1 ⊆ X dense in X
σ(J (D)) = σ(J (X)) = Bαw∗(X∗) = Bw∗(X∗) = Bd(X∗) = Bαd(X∗),
where d is the metric defined on X∗ as in (247).
Proof Since any F ∈ Cw∗(X∗) is Bw∗-measurable we obviously have σ(J (D)) ⊆ σ(J (X)) ⊆
Bαw∗(X∗) ⊆ Bw∗ . Since d is a continuous metric on X∗ and X∗ is a σ-compact submetrizable space
it follows by Proposition A.1 that Bw∗ = Bd. Furthermore the Borel and Baire σ-algebras of any
metric space coincide. Thus Bd = Bαw∗(X∗) and in order to complete the proof it suffices to prove
that Bd ⊆ σ(J (D)).
Since Bd is the Borel σ-algebra of a separable metric space it suffices to show that and open
d-ball D(µ0, ε) := {µ ∈ X |d(µ, µ0) < ε} of radius ε > 0 around µ0 ∈ X is in σ(J (X)). For this,
for each k ∈ N we consider the semimetric dk on X∗ given by dk(µ, ν) :=
∑k
i=1
1
2iψ(|〈fi, µ − ν〉|).
Then {dk}∞k=1 is non-decreasing, dk ≤ d and limk→+∞ dk = d pointwise on X∗ × X∗. A sequence
{µn}∞n=1 ⊆ X∗ converges in the metric d as n → +∞ to some µ ∈ X∗ if and only if it converges to
µ in the semimetric dk for all k ∈ N. We note that the semimetrics dk satisfy the following property
dk(µ, ν) = d(µ, ν), for some k ∈ N =⇒ µ = ν. (249)
Indeed, if dk(µ, ν) = d(µ, ν) then also dk+n(µ, ν) = d(µ, ν) for all n ∈ N. This implies that
ψ(|〈fk+n, µ − ν〉|) = 0 for all n ∈ N. Since {fk+n}∞n=1 is dense in X it separates the points of
X∗ and therefore µ = ν.
Next we note that if for each ε > 0 we define B(µ0, ε) := {µ ∈ X ∗|d(µ, µ0) ≤ ε} the closed d-ball
of radius ε > 0 and by Dk(µ0, ε) the open dk-ball of radius ε around then
D(µ0, ε) =
∞⋃
n=1
B
(
µ0, ε− 1
n
)
and B(µ0, ε) =
∞⋂
k=1
Dk(µ0, ε) (250)
for all ε > 0 and in particular
D(µ0, ε) =
∞⋃
n=1
B
(
µ0, ε− 1
n
)
=
∞⋃
n=1
∞⋂
k=1
Dk
(
µ0, ε− 1
n
)
. (251)
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The left hand side equality in (250) is obvious so we show the right hand side equality. On one hand if
µ ∈ ⋂∞k=1Dk(µ0, ε) then dk(µ, µ0) < ε for all k ∈ N and therefore d(µ, µ0) = limk→+∞ dk(µ, µ0) ≤ ε
and thus µ ∈ B(µ0, ε). This shows that
⋂∞
k=1Dk(µ0, ε) ⊆ B(µ0, ε). For the converse inclusion it
suffices to show that B(µ0, ε) ⊆ Dk(µ0, ε) for all k ∈ N. To prove this let k ∈ N and note that
by (249)
B(µ0, ε) \Dk(µ0, ε) ⊆ {µ0}.
Indeed, suppose if µk ∈ B(µ0, ε) \Dk(µ0, ε) then
dk(µk, µ0) ≤ d(µk, µ0) ≤ ε ≤ dk(µk, µ0)
which according to (249) implies that µk = µ0. Since µ0 ∈ B(µ0, ε) ∩ Dk(µ0, ε) it follows that
B(µ0, ε) ⊆ Dk(µ0, ε). This proves (250) and thus also (251) holds. Consequently in order to show
that D(µ0, ε) ∈ σ(J (D)) it suffices to show that Dk(0, ε) ∈ σ(J (D)) for all k ∈ N.
But σ(J (D)) contains all sets of the form
[(〈J (fi), ·〉)ki=1]−1(A) ⊆ X∗, A ∈ BRk , k ∈ N (252)
where (〈τ(fi), ·〉)ki=1 : X∗ → Rk is the continuous linear vector functional defined by
[(〈J (fi), ·〉)ki=1](µ) = (〈f1, µ〉, . . . , 〈fk, µ〉)
and it we can easily see that Dk(0, ε) is such a set for all k ∈ N. Indeed, if for each k ∈ N we define
the continuous map ψk = ψ
µ0
k : R
k → R+ by
ψk(t1, . . . , tk) =
k∑
i=1
1
2i
ψ(|ti − |〈fi, µ0〉|
then we can express the map dk(·, µ0) as dk(µ, µ0) = ψµ0k (〈f1, µ〉, . . . , 〈fk, µ〉) and therefore
Dk(µ0, ε) =
(
ψk ◦ [(〈J (fi), ·〉)ki=1]
)−1(
[0, ε)
)
= [(〈J (fi), ·〉)ki=1]−1
(
ψ−1k
(
[0, ε)
))
.
Since ψ−1k ([0, ε)) is a Borel subset of R
k we have thus expressed Dk(0, ε) as a set of the form (252)
which proves that Dk(0, ε) ∈ σ(J (D)) and completes the proof. 
A map T : X∗ → Y ∗ is called a w∗-measurable operator if it is (σ(J (X)), σ(J (Y )))-measurable.
Equivalently T is w∗-measurable if it maps w∗-measurable curves to w∗-measurable curves, i.e. if for
any measurable space (T ,F) and any w∗-measurable map µ : T → X∗ the map T ∋ t 7→ T (µt) is
w∗-measurable. In the case thatX,Y are separable this equivalent to T being (Bw∗ ,Bw∗)-measurable.
In the next example we see how the w∗-lower semicontinuity of the norm ‖ · ‖X∗ can be used in
the case that X = C(T) is the space of continuous maps on a compact metric space with the uniform
norm andM(T) := C(Td)∗ to show that the variation map | · | : M(T)→M+(T) is w∗-measurable.
Example A.1 Let T be a compact metric space. Then the variation map | · | : M(T) → M+(T)
that assigns to each µ ∈M(T) its variation |µ| ∈ M+(T) is w∗-measurable.
Proof If we show that for each Borel set B ⊆ T the map IB : M(T)→ R+ given by IB(µ) = |µ|(B)
is w∗-Baire then for any simple function φ =
∑n
i=1 ai1Bi , Bi ∈ BT, ai ∈ R, n ∈ N the map
If : M(T) → R given by Iφ(µ) =
∫
φd|µ| is w∗-Baire and since any bounded function f ∈ B(T)
can be approximated pointwise by a uniformly bounded sequence {φn}∞n=1 of simple functions it
follows that the map If : M(T) → R given by If (µ) = 〈f, |µ|〉 is w∗-Baire as the pointwise limit
of a sequence of w∗-Baire functions. In particular the map 〈f, |µ|〉 : M(T) → R is w∗-Baire for all
f ∈ C(T) and thus the map | · | : M(T)→M+(T) is w∗-measurable.
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Let now A ⊆ B
T
be the collection of all sets B ∈ B
T
such that the map IB is w
∗-measurable.
Obviously ∅ ∈ A and since the total variation norm ‖ · ‖TV is measurable also T ∈ A. Since
I
T\B(µ) = |µ|(T \B) = ‖µ‖TV − |µ|(B) = ‖ · ‖TV − IB the collection A is closed under complements
and it is obviously closed under disjoint unions. Therefore A is a λ-system and by Dynkin’s π-λ
theorem in order to show that A = B
T
it suffices to show that A contains the π-system of all open
sets.
So let U ⊆ T be an open set. In order to show that U ∈ A it suffices to show that
|µ|(U) = sup
f∈C(T)
|f |≤1U
〈f, µ〉 =: µ0(U). (253)
Indeed, if (253) holds true, then since C(T) is separable there exists a countable family DU ⊆ C(T)
such that |f | ≤ 1U for all f ∈ DU and
{
f ∈ C(T) ∣∣ |f | ≤ 1U} ⊆ DU and thus then |µ|(U) =
supf∈DU 〈f, µ〉 which shows that the map M(T) ∋ µ 7→ |µ|(U) ∈ R+ is w∗-lower semicontinuous
and w∗-Baire as the supremum of the linear maps M(T) ∋ µ 7→ 〈f, µ〉 ∈ R, f ∈ DU . Obviously
µ0(U) ≤ |µ|(U) and thus in order to show (253) it suffices to show the converse inequality. So let P∪N
be a Hahn decomposition of T with respect to µ. By the argument in the proof of Proposition 4.1(e)
we can find a sequence {φn} ⊆ C(Td; [0, 1]) converging |µ|-a.s. pointwise to 1P − 1N . Furthermore
there exists a sequence of compact sets Kn ⊆ U such that |µ|(U \Kn) ≤ 1n for all n ∈ N and thus
if {ψn} ⊆ C(Td; [0, 1]) is any sequence of functions such that 1Kn ≤ ψn ≤ 1U then {ψn} converges
|µ|-a.s. pointwise to 1U . Then if we set fn := φnψn the sequence {fn} converges |µ|-a.s. pointwise
to 1U (1P − 1N ) and |fn| ≤ 1U for all n ∈ N and thus
µ0(U) ≥ lim
n→+∞
〈fn, µ〉 =
∫
1U∩P dµ−
∫
1U∩N dµ = µ
+(U) + µ−(U) = |µ|(U)
which proves (253) and completes the proof. 
We will say that a net {Tα}α∈A of linear operators Tα : X∗ → Y ∗, α ∈ A, w∗-converges pointwise
on X∗ to T : X∗ → Y ∗ if the net {Tαµ}α∈A to Tµ for all µ ∈ X∗, i.e. if
lim
α
〈g, Tαµ〉 = 〈g, Tµ〉, ∀g ∈ Y, ∀µ ∈ X∗.
We will denote by T = w∗- limα Tn the w
∗-limit operator of the net {Tα}. Note that by the the
w∗-semicontinuity of the norm ‖ · ‖Y ∗ in the w∗-topology it follows that if T = w∗- limα Tα then the
operator norm ‖ · ‖ on the space B(X∗, Y ∗) of all bounded operators T : X∗ → Y ∗ satisfies
‖T ‖ ≤ lim inf
α
‖Tα‖
and thus it is lower semicontinuous with respect to pointwise w∗-convergence of operators. As we
will see the w∗-measurability of operators is preserved by pointwise w∗-convergence of sequences of
operators.
Proposition A.3 Let X∗, Y ∗ be the duals of the Banach spaces X,Y . If {Tn}∞n=1 is a sequence of
w∗-measurable operators Tn : X
∗ → Y ∗ that w∗-conveges to T : X∗ → Y ∗ pointwise in X∗, then T
is w∗-measurable.
Proof Since the σ-algebra σ(J (Y )) is generated by sets of the form J (g)−1(A), g ∈ Y , A ∈ B
R
it
suffices to show that T−1(J (g)−1(A)) is in σ(J (X)) for all g ∈ Y , A ∈ B
R
. Equivalently it suffices
to show that the map J (g) ◦ T : X∗ → R is σ(J (X))-measurable. Since the operator Tn, n ∈ N,
are w∗-measurable the maps J (g) ◦ Tn is σ(J (X))-measurable for all n ∈ N and by the assumption
that {Tn} w∗-converges pointwise to T it follows that for each g ∈ Y and each µ ∈ X∗
lim
n→+∞
J (g) ◦ Tn(µ) = lim
n→+∞
〈g, Tµn〉 = 〈g, Tµ〉 = J (g) ◦ T (µ).
Thus J (g) ◦ T is measurable as the pointwise limit of a sequence of measurable real valued maps.
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Proposition A.4 Any w∗-continuous operator T : X∗ → Y ∗ between duals of Banach spaces is
w∗-measurable and (Bw∗
X
,Bw∗
Y
)-measurable.
Proof Let T : X∗ → Y ∗ be a w∗-continuous operator. Since continuity implies Borel measurability
we only have to show that T is (σ(J (X)), σ(J (Y )))-measurable. Using the fact that for any Banach
space X we have (X∗, w∗)∗ = X ≤ X∗∗ it follows that an operator T : X∗ → Y ∗ is w∗-continuous if
and only if T = T ∗0 is the adjoint of a bounded operator T0 : Y → X , in which case T = T ∗0 . Thus T
is w∗-measurable since if (T ,F) is any measurable space and µ : T → X∗ a measurable map, then
〈g, Tµt〉 = 〈g, T ∗0 µt〉 = 〈T0g, µt〉 for all g ∈ Y and all t ∈ T and therefore the map T ∋ t 7→ 〈g, Tµt〉
is measurable since T0g ∈ X and the map T ∋ t 7→ µt is w∗-measurable. 
We will denote by B(X∗, Y ∗) the space of all bounded linear operators, by Bw∗(X
∗, Y ∗) its
subspace consisting of all bounded w∗-measurable operators and by BCw∗(X
∗, Y ∗) the subspace
of B(X∗, Y ∗) consisting of w∗-continuous operators. We will always consider the space B(X∗, Y ∗)
equipped with the topology of pointwise w∗-convergence of operators. In terms of these spaces,
Propositions A.3 and A.4 state that the subspace Bw∗(X
∗, Y ∗) is a sequentially closed subspace
of B(X∗, Y ∗) with respect to pointwise w∗-convergence of operators that contains the subspace
BCw∗(X
∗, Y ∗). Thus if we define the space Aw∗(X∗, Y ∗) of w∗-Baire measurable operators T : X∗ →
Y ∗ as the sequential closure of BCw∗(X
∗, Y ∗) in B(X∗, Y ∗), i.e.
A(X∗, Y ∗) := BCw∗(X∗, Y ∗)sq :=
⋂{
F ⊆ B(X∗, Y ∗) ∣∣ F seq. closed and BCw∗(X∗, Y ∗) ⊆ F}
we have by Propositions A.3 and A.4 that Aw∗(X∗, Y ∗) ⊆ Bw∗(X∗, Y ∗). The set Aw∗(X∗, Y ∗) is
indeed a subspace of B(X∗, Y ∗). To see this, for any subset A ⊆ B(X∗, Y ∗) we define
[A]sq :=
{
T ∈ B(X∗, Y ∗) ∣∣ ∃{Tn}∞n=1 ⊆ A s.t. Tn −→ T w∗-pointwise}.
If A is a subspace, then so is [A]sq. If we set BCw∗(X∗, Y ∗)
1
:= [BCw∗(X
∗, Y ∗)]sq and via transfinite
induction we define BCw∗(X∗, Y ∗)
ξ+1
= [BCw∗(X∗, Y ∗)
ξ
]sq for any successor ordinal ξ > 1 smaller
than the first uncountable ordinal ω1 and BCw∗(X∗, Y ∗)
ξ
=
⋃
ζ<ξ BCw∗(X
∗, Y ∗)
ζ
for any limit
ordinal ξ < ω1, then
BCw∗(X∗, Y ∗)
sq
=
⋃
ξ<ω1
BCw∗(X∗, Y ∗)
ξ
,
and thus Aw∗(X∗, Y ∗) = BCw∗(X∗, Y ∗)sq is a subspace as the increasing union of subspaces.
Proposition A.5 Let T : X∗ → Y ∗ be a w∗-Baire measurable operator and let R∗ : Y ∗ → Z∗ and
j∗ : X∗0 → X∗ be w∗-continuous operators. Then the compositions R∗ ◦ T and T ◦ j∗ are w∗-Baire
measurable.
Proof The claim follows by transfinite induction and the fact that whenever {Tn}∞n=1 ⊆ Bw∗(X∗, Y ∗)
is a sequence of operators w∗-converging pointwise to T and S1 : Y
∗ → Z∗ and S2 : Z∗ → X∗ are
w∗-continuous operators then S1 ◦ Tn w∗-converges pointwise to S1 ◦ T and Tn ◦ S2 w∗-converges
pointwise to T ◦ S2. 
Example A.2 If we regard B(Td) as a subspace of M(Td)∗ ∼= (M(Td), ‖ · ‖TV )∗ via the injection
I : B(Td)→M(Td)∗ defined by I(f)(µ) = ∫ f dµ then
C(Td) = (M(Td), w∗)∗ ⊆ B(Td) ⊆ Aw∗(X∗,R) ⊆M(Td)∗.
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A.2 Weak convergence on completely regular spaces
We recall that given a Borel probability measure µ on a topological space M a Borel set B ⊆ M is
called µ-Radon if it is approximated from inside by compact subsets, i.e.
µ(B) = sup
K⋐B
µ(K).
The measure µ is called a Radon measure if every Borel subset B of M is µ-Radon and weakly
Radon if every open set is µ-Radon. The measure µ is called tight if the whole space M is µ-Radon.
We will denote by PRM , PtM the spaces of all Radon and tight Borel probability measures on M
respectively. A topological space M is called a Radon space if every Borel probability measure µ on
M is a Radon measure. We start by proving that X∗ is a Radon space.
Lemma A.1 Let (M, τ) be a topological space. Then PtM = PRM iff every compact subspace of
M is a Radon space.
Proof We suppose first that every compact subspace of M is Radon and prove that PtM ⊆ PRM .
So let µ ∈ PtM , B ∈ BM be any Borel subset of M and let ε ∈ (0, 1). Then since µ is tight, there
exists a compact subset K of M such µ(M \K) < ε2 . Then
BK ≡ σ(A ∩K|A ∈ τ) = BM ∩K ≡ {B ∩K|B ∈ BM}
and by assumption the subspace K is a Radon space and therefore the probability measure µK :=
1
µ(K)µ|BK ∈ PK is Radon. Therefore there exists a compact subset F of K ∩B such that µK([K ∩
B] \ F ) < ε2µ(K) and for which
µ(B \ F ) ≤ µ([K ∩B] \ F ) + µ(M \K) < ε.
It is easy to see that any compact subset of the space K is compact subset of M , which since
µ(B \ F ) < ε and ε > 0 was arbitrary proves that µ is Radon.
Conversely, suppose that PtM = PRM , let K ⊆ M be compact and let µ ∈ PK. The measure
µ¯(·) := µ(K ∩ · ) ∈ PM is obviously tight and therefore by assumption it is Radon. Let now
B ∈ BK = BM ∩K and ε > 0. Since µ¯ is Radon, there exists a compact subset F of M such that
F ⊆ B ⊆ K and µ¯(B \ F ) < ε. Then F is also compact in K and µ(B \ F ) = µ¯(B \ F ) < ε, since
B ⊆ K. Therefore the arbitrary measure µ ∈ PK is Radon and thus the arbitrary compact subspace
K ⊆M is a Radon space, which completes the proof. 
Proposition A.6 Let (M, τ) be a topological space. If M is σ-compact then PtM = PM and if M
is submetrizable it holds that PtM = PRM .
Proof If M is σ-compact then M can be written as the countable increasing union M =
⋃∞
n=1Kn
of a family {Kn}∞n=1 of compact sets and thus any finite measure µ is tight by continuity from
below. For the second claim, if M is submetrizable there exists a continuous metric d on M , which
as we have seen metrizes the restriction of τ on every compact subset K ⊆M . Consequently, every
compact subspace of M is metrizable, thus polish and thus Radon. Therefore PtM = PRM by
lemma A.1 
Corollary A.1 Any probability measure on a σ-compact submetrizable space is a Radon measure.
In particular the dual X∗ of a separable Banach space is a Radon space with the w∗-topology.
Proposition A.7 Let M be a completely regular topological space and let µ, ν ∈ PM be weakly
Radon measures, such that ∫
f dµ =
∫
f dν, ∀ f ∈ BC(M). (254)
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Then µ = ν.
Proof Since µ, ν are Borel measures, it suffices to prove that µ(A) = ν(A) for every open set A.
But since µ, ν are weakly Radon, for every open A ⊆ M we have that µ(A) = supK⋐A µ(K), and
likewise for ν, which shows that in order to prove that µ = ν it suffices to prove that µ(K) = ν(K)
for compact subset K of M .
So let K ⊆ M be compact. Since M is completely regular, for every x ∈ M \ K there exists
a function fx : M −→ [0, 1] such that fx(x) = 1 and f |K ≡ 0. We denote by F (M) the set of all
finite subsets of M , define an upwards directed set A := {α ∈ F (M)|α ∩K = ∅} with order the set
inclusion, and define the non-decreasing net (fα)α∈A ⊆ C(M ; [0, 1]) ⊆ BC(M) by fα = maxx∈α fx.
Obviously fα|K ≡ 0 for every α ∈ A and fα(x) = 1 for all x ∈ α. Consequently, fα α−→ 1 − 1K
pointwise, since given x ∈ M \ K, 1 ≥ fα(x) ≥ fx(x) = 1 for every α ≥ {x} ∈ A and for every
x ∈ K we have fa(x) = 0 for all α ∈ A. Furthermore, this net is obviously increasing. In other
words 1α ≤ fα ≤ 1− 1K for all α ∈ A and 1α −→ 1− 1K pointwise, and∫
fα dρ ≤ ρ(M \K), for ρ = µ, ν and α ∈ A. (255)
On the other hand, given ε > 0, for each x ∈M \K we have that fx(x) = 1 > 1−ε and therefore
M \K ⊆
⋃
x∈M\K
{fx > 1− ε}.
Then, for any compact set F ⊆M \K, the family Uε := ({fx > 1− ε})x∈M\K is an open covering of
F , and so there exist n = n(F,Uε) ∈ N and x1, . . . , xn ∈M \K such that F ⊆
⋃n
k=1{fxk > 1− ε}.
Then, for ρ = µ, ν, for all α ≥ αε := {x1, . . . , xn} ∈ A
ρ(F ) ≤ ρ
( n⋃
k=1
{fxk > 1− ε}
)
≤ ρ({fα > 1− ε}) ≤ 1
1− ε
∫
fα dρ.
Therefore, since ε > 0 is arbitrary, for fixed F ⋐M \K we have that ρ(F ) ≤ lim infα→∞
∫
fα dρ and
since M \K is open and µ, ν are weakly Radon taking the supremum over all F ⋐ M \K, we get
that ρ(M \K) ≤ lim infα→∞
∫
fα dρ. Together with (255) this proves that ρ(M \K) =
∫
fα dρ for
ρ = µ, ν, which by assumption(254) implies that µ(M \K) = ν(M \K), and thus µ(K) = ν(K). 
Lemma A.2 Let (M, τ) be a completely regular topological space and let f ∈ B(M) be a bounded
function. Then f is lower semicontinuous iff
f = sup
h∈BC(M), h≤f
h. (256)
Proof If (256) holds then f is lower semicontinuous and in fact the complete regularity of M is
not required at for this implication. So we assume that f is lower semicontinuous and we will show
that (256) holds. We note first that we can make the additional assumption that f ≥ 0. Indeed, if
m := infx∈M f(x) and the claim holds for non-negative functions, that
f = m+ (f −m) = m+ sup
h∈BC(M), h≤f−m
h = sup
h∈BC(M), h≤f
h.
So in the rest of the proof we assume in addition that f ≥ 0. The ≥ inequality in (256) is obvious
and thus order to complete the proof it suffices to prove that
f(x) ≤ sup
h∈BC(M):h≤f
h(x)
for all x ∈ M . Since we assume f to be ≥ 0 we obviously have that suph∈BC(M), h≤f h ≥ 0
and therefore if f(x) = 0 we have nothing to prove. So we fix x ∈ M such that f(x) > 0 and let
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ε > 0 ∈ (0, f(x)/2) be arbitrary. Since f is lower semicontinuous, there exists an open neighbourhood
Vx of x such that f(Vx) ⊆ (f(x)−ε,+∞), and sinceM is completely regular, there exists a continuous
function hx :M −→ [0, f(x)−ε] such that hx(x) = f(x)−ε and hx|V cx ≡ 0. Then, hx ∈ BC(M) and
0 ≤ hx ≤
[
f(x)− ε]1Vx ≤ f , where the last inequality follows from the choice of the neighbourhood
Vx. But then
f(x) = ε+ hx(x) ≤ ε+ sup
h∈BC(M):h≤f
h(x).
So letting ε tend to zero we get that f(x) ≤ suph∈BC(M):h≤f h(x) as required. 
A Borel probability measure µ in a topological space (M, τ) is called τ -smooth if for any upwards
directed family {Uα}α∈A of open sets we have that
µ
( ⋃
α∈A
Uα
)
= sup
α∈A
µ(Uα).
It is easy to see that any weakly Radon measure on a topological space (M, τ) is τ -smooth.
Indeed, let {Uα}α∈A ⊆ τ be an upwards directed family of open sets. We obviously have that
µ
( ⋃
α∈A
Uα
)
≥ sup
α∈A
µ(Uα).
For the converse inequality, let ε > 0 be arbitrary. Then
⋃
α∈A Uα is open and since µ is weakly
Radon there exists a compact set K ⊆ ⋃α∈A Uα such that µ(⋃α∈A Uα) ≤= µ(K) + ε. Now,
the family {Uα} covers the compact set K, and therefore there exists α1, . . . , αn ∈ A such that
K ⊆ ⋃nk=1 Uαk . But since {Uα} is upwards directed, there exist α0 ∈ A such that ⋃nk=1 Uαk ⊆ Uα0 ,
which shows that
µ
( ⋃
α∈A
Uα
)
= µ(K) + ε ≤ µ(Uα0) + ε ≤ sup
α∈A
µ(Uα) + ε,
and proves the claim.
Since any tight measure in a metric space (M,d) is a Radon measure it follows that any tight
measure in a metric space is τd-smooth where τd is the topology defined by the metric d.
Lemma A.3 Let (M, τ) be a topological space and let µ ∈ PM be a τ-smooth measure. Then, if
f := supu∈U u, where U is any upwards directed uniformly bounded family U of lower semicontinuous
functions u :M −→ R, we have that ∫
f dµ = sup
u∈U
∫
u dµ.
Proof We note first that we can assume in addition that 0 ≤ f(x) < 1 for all x ∈ M . Indeed,
suppose this is true and set b := infx∈M f(x) ≤ supx∈M f(x) =: B. Then for any b′ < b, we have
f − b′ > 0 and the function f¯ := f−b′B−b′+1 satisfies 0 < f¯(x) < 1 for all x ∈ M and f¯ = supu¯∈U¯ u¯
where U¯ = { u−b′B−b′+1 |u ∈ U}. Then,∫
f dµ = b′ + (B − b′ + 1)
∫
f¯ dµ = b+ (B − b′ + 1) sup
u¯∈U
∫
u¯ dµ = sup
u∈U
∫
u dµ.
So in what follows we assume that f(M) ⊆ (0, 1) and let ε > 0 be arbitrary. We have to prove
that
∫
f dµ ≤ ε+ supu∈U
∫
u dµ. For each n ∈ N we have∫
f dµ ≤
n−1∑
k=0
k + 1
n
µ
{k
n
< f ≤ k + 1
n
}
=
1
n
n−1∑
k=0
µ
{
f >
k
n
}
=
1
n
+
1
n
n−1∑
k=1
µ
{
f >
k
n
}
.
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We fix n > 2/ε. Since f = supu∈U u, we have that {f > kn} =
⋃
u∈U{u > kn} for each k = 1, . . . , n−1.
But since each u ∈ U is lower semicontinuous, for each k = 1, . . . , n − 1 the set Uku := {u > kn} is
open, and the family Uk := {Uku}u∈U is an upwards directed family of open sets for each fixed
k = 1, . . . , n− 1. Therefore since µ is τ -smooth we have that
µ
{
f >
k
n
}
= sup
u∈U
µ
{
u >
k
n
}
for all k = 1, . . . , n− 1, and so for each k = 1, . . . , n− 1 we can choose uk ∈ U such that
µ
{
uk >
k
n
}
> µ
{
f >
k
n
}
− ε
2
.
Then, since U is upwards directed, there exists u0 ∈ U such that u0 ≥ u1 ∨ . . . ∨ un−1, and∫
fdµ ≤ ε
2
+
1
n
n−1∑
k=1
µ
{
f >
k
n
}
≤ ε
2
+
n− 1
n
ε
2
+
1
n
n−1∑
k=1
µ
{
uk >
k
n
}
≤ ε+ 1
n
n−1∑
k=1
µ
{
u0 >
k
n
}
= ε+
1
n
n−1∑
k=1
kµ
{k
n
< u0 ≤ k + 1
n
}
≤ ε+
∫
u0dµ ≤ ε+ sup
u∈U
∫
udµ.
Since ε > 0 was arbitrary this concludes the proof. 
Next we state the portmanteau theorem in completely regular topological spaces. It is known [30,
Theorem 8.1] that the well-known characterizations of the weak convergence of nets (µα)α∈A ⊆ PM
given in the portmanteau theorem in polish spaces remain valid in the more general context of
completely regular topological spaces (M, τ), provided the limiting measure µ is τ -smooth. Since
any tight measure in a metric space is Radon and thus smooth, the portmanteau theorem is valid in
any metric space under the assumption that the limiting measure µ is tight and since any measure
on the w∗-dual of a separable Banach space X is Radon by Corollary A.1, the portmanteau theorem
holds in the space P(X∗, w∗) without any assumptions on the limiting measure µ.
Proposition A.8 (The portmanteau theorem) Let (M, τ) be a completely regular topological space,
let (µα)α∈A be a net in PM , and let µ ∈ PM be a τ-smooth measure. Then the following are
equivalent:
(a) µα −→ µ ∈ PM weakly.
(b) For every closed set F ⊆M , lim supα µα(F ) ≤ µ(F ).
(c) For every open set U ⊆M , lim infα µα(U) ≥ µ(U).
(d) For every µ-continuous set A ⊆ M , i.e. for every Borel set A ⊆ M such that µ(∂A) = 0, it
holds that limα µα(A) = µ(A).
(b′) For every bounded upper semicontinuous function f :M −→ [−∞,∞),
lim sup
α
∫
fdµα ≤
∫
fdµ.
(c′) For every bounded lower semicontinuous function f : M −→ (−∞,∞],
lim inf
α
∫
fdµα ≥
∫
fdµ.
(d′) For evert bounded µ-a.s. continuous function, limα
∫
fdµα =
∫
fdµ.
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Proof Since a Borel subset A ⊆ X is closed, open and µ-continuous iff 1A is lower semicontinuous,
upper semicontinuous and µ-a.s. continuous respectively, it follows that (x′) implies (x), for x = b, c, d.
Furthermore, (b) is equivalent to (c), and (b′) is equivalent to (c′). Finally it is obvious that (d′)
implies (a), and therefore it suffices to prove that (a)=⇒(c′), (b)∧(c)=⇒(d), and that (d)=⇒(d′).
(a) =⇒ (c′) Let f : X −→ (−∞,∞] lower semicontinuous and bounded. By lemmas A.2 and A.3∫
fdµ = sup
{∫
hdµ
∣∣∣ h ∈ BC(M), h ≤ f} .
which as we can easily see implies that lim infα
∫
fdµα ≥
∫
fdµ.
(b)∧ (c) =⇒ (d) We note first that a Borel set A ⊆ X is a µ-continuous set iff µ(Ao) = µ(A) = µ(A).
So if A is an µ-continuous set, by (b) and (c) we have that
µ(Ao) ≤ lim inf µn(Ao) ≤ lim inf µn(A) ≤ lim supµn(A) ≤ lim supµn(A) ≤ µ(A),
which according to the initial remark proves (d).
(d) =⇒ (d′) Let f : X −→ R be a bounded, µ-a.s. continuous function and let ε > 0. Let M0 ∈ BM
be a full measure set, µ(M0) = 1, of continuity points of f and let a, b ∈ R such that a < f(x) < b for
all x ∈M . For each r ∈ (a, b), we set Fr := {x ∈ X | f(x) = r}. The family {Fr}r∈(a,b) is a partition
of M , and thus for every finite subset I of (a, b) we have that
∑
r∈I µ(Fr) = µ
(⋃
r∈I Fr
) ≤ 1 and
thus ∑
r∈(a,b)
µ(Fr) ≤ 1 < +∞.
Consequently the set of all r ∈ (a, b) for which µ(Fr) > 0 is at most countable. There exists then
a partition a = a0 < a1 < · · · < an = b of the interval (a, b), such that ai − ai−1 < ε, i = 1, . . . , n
and µ(Fai ) = 0, i = 0, . . . , n. We set Ei := f
−1
(
[ai−1, ai)
)
, i = 1, . . . , n, and define the simple
functions φ =
∑n
i=1 ai−11Ei and ψ =
∑n
i=1 ai1Ei . Obviously, φ ≤ f ≤ ψ and ψ − φ ≤ ε. Also
∂Ei ⊆ Fai−1 ∪ Fai ∪ (M \M0), for all i = 1, . . . , n and thus the Ei’s are µ-continuous sets. Then
lim
∫
φdµn =
∫
φdµ and lim
∫
ψdµn =
∫
ψdµ by (d) and thus∫
f dµ− ε ≤
∫
φdµ ≤ lim inf
n
∫
f dµn ≤ lim sup
n
∫
f dµn ≤
∫
ψ dµ ≤
∫
f dµ+ ε.
Since ε > 0 was arbitrary, the claim follows. 
Next we state the generalization of Prokhorov’s relative compactness criterion on metric spaces
to completely regular topological spaces, originally due to Le Cam [6]. Prokhorov’s criterion is valid
in any metric space M and states that a uniformly tight familyM⊆ PM of probability measures is
relatively compact in the weak topology. It is usually stated in separable metric spaces, e.g [5] but
it is valid in any metric space. Indeed, if M is uniformly tight, then there exists a separable closed
subspace M0 such that µ(M0) = 1 for all µ ∈M. Then the family
M0 :=
{
µ|BM0
∣∣ µ ∈ M} ⊆ PM0
is a uniformly tight family of probability measures in the separable space M0 and thus given any
sequence {µn} ⊆M there exists a subsequence {µkn} of {µn} and µ0 ∈ PM0 such that µkn |BM0 −→
µ0 as n → +∞. But then for the measure µ ∈ PtM defined by µ(B) = µ0(B ∩M0) we have that
µkn −→ µ weakly. If the metric space is complete, the converse is also true, i.e. if a familyM⊆ PtM
is relatively compact then it is uniformly tight.
Theorem A.1 (Prokhorov-Le Cam) Let (M, τ) be a completely regular topological space. Then any
uniformly tight family M⊆ PRM of probability measures is relatively compact in PRM in the weak
topology. If M is in addition submetrizable then any uniformly tight family M ⊆ PtM is also
sequentialy relatively compact in PtM in the weak topology.
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Proof For the proof of the first assertion see [8, Ch. 3, Th. 59]. The second assertion was proved
in [6]. Since the latter assertion will be frequently used in the text and the original reference is
easily accesible only in Russian we will give a direct proof by using the submetrizability of M and
Prokhorov’s theorem in metric spaces.
So let M ⊆ PtM be a uniformly tight family of probability measures and let {µn}∞n=1 ⊆ M
be a sequence in M. We need to exhibit a subseqeunce {µkn}∞n=1 of {µn} and µ ∈ PtM such that
µkn −→ µ in the weak topology of Pt(M, τ). Since M is submetrizable there exists a continuous
metric d : M×M → R, which necessarily metrizes the restriction of the topology τ on any τ -compact
subspace K ⊆ M . Since the family M is uniformly tight with respect to the topology τ and any
τ -compact set is d-compact, it follows that M is also tight in the metric space (M,d). Thus by
Prokhorov’s theorem on metric spaces there exists a µ ∈ Pt(M,d) and a subsequence {µkn}∞n=1
of {µn} such that µkn −→ µ in the weak topology of P(M,d). In particular by the portmanteau
theorem on metric spaces
lim sup
n→+∞
µkn(F ) ≤ µ(F ), ∀ d-closed F ⊆M. (257)
If we can show that
lim sup
n→+∞
µkn(F ) ≤ µ(F ), ∀ τ -closed F ⊆M (258)
and that µ is τ -smooth it will follow by the portmanteau theorem for completely regular spaces that
µkn −→ µ and the proof will be complete.
We show first (258). So let F ⊆M be τ -closed and let ε > 0. Since M is uniformly τ -tight there
exists a τ -compact set Kε ⊆M such that
sup
n∈N
µkn(M \Kε) < ε. (259)
Then F ∩Kε is τ -compact and thus it is also d-closed. Thus by (257)
lim sup
n→+∞
µkn(F ∩Kε) ≤ µ(F ∩Kε) ≤ µ(F ). (260)
But F \ (F ∩Kε) = F ∩ (M \Kε) and thus by (259) µkn(F ) ≤ µkn(F ∩Kε)+ ε for all n ∈ N. Taking
the limit superior as n→ +∞, it follows by (260) that lim supn→+∞ µkn(F ) ≤ µ(F )+ ε, which since
ε > 0 was arbitrary, proves (258).
It remains to check that the measure µ is τ -smooth. Since the spaceM is assumed submetrizable,
by lemma A.1 it suffices to show that µ is τ -tight, since then it is Radon and thus τ -smooth. But
this follows from the uniform τ -tightness of M. Indeed, given ε > 0 there exists a τ -compact set
Kε ⊆ M such that infn∈N µkn(Kε) > 1− ε and thus µ(Kε) > 1− ε by (258). This proves that µ is
τ -tight and completes the proof. 
In the case that M is completely regular and submetrizable we do not need to assume the family
M to consist of Radon measures due to corollary A.6.
A.3 The dual of L1(T , X)
Let (T ,F ,m) be a complete finite measure space and let X be a Banach space. We are mainly
interested in the case where T = [0, T ] for some a finite time horizon T > 0 where we regard the
interval [0, T ] as a complete measure space equipped with the Lebesgue measure. The Bochner
Lp-space Lp(T ;X), 1 ≤ p ≤ +∞, is the vector space of all strongly measurable maps f : T → X∗
(i.e. a.e. pointwise limits of simple functions) equipped with the norm
‖f‖Lp(T ;X) :=
∥∥‖f·‖X‖Lp(T ).
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Here in the right hand side we denote by ‖f·‖X ∈ Lp(0, T ) the map T ∋ t 7→ ‖ft‖X . In the context
of Banach valued-maps the duality Lp(T ;X)∗ = Lq(T ;X∗) where 1 ≤ p < +∞ and 1 < q ≤ +∞
are conjugate exponents holds if and only if X∗ has the Radon-Nikodym property with respect to
m [9, Theorem IV.1]. The representation of L∞(T ;X∗) ∼= L1(T ;X)∗ as a dual would induce a
w∗-topology on L∞(T ;X∗) which is very convenient in proving that the laws of various empirical
processes σ : D(0, T ;MdN) → L∞(0, T ;X∗) of the ZRP are relatively compact. However for the
empirical processes under study the space X will be such that the dual X∗ is not separable, for
example X = C(Td), which implies that X∗ does not have the Radon-Nikodym property and the
duality Lp(0, T ;X)∗ = Lq(0, T ;X∗) does not hold.
A Banach space X is said to have the Radon-Nikodym property with respect to m if for any X-
valued measure ν : F → X that is m-absolutely continuous, i.e. for any ε > 0 there exists δ > 0 such
that
m(A) < δ =⇒ ‖ν(A)‖X < ε, (261)
there exists a Bochner integrable function f ∈ L1(T ;X) such that
ν(E) =
∫
E
f dm, ∀ E ∈ F .
The Banach space X has the Radon-Nikodym property if it has the Radon-Nikodym property for
any finite measure space (T ,F ,m). It is known (see for instance [17, Section 11] where geometric
characterizations of the Radon-Nikodym property are given) that a Banach space has the Radon-
Nikodym property if and only if it has the Radon-Nikodym property with respect to the Lebesgue
measure on [0, 1]. As proved by Uhl [32] and Stegall [29] a dual space X∗ has the Radon-Nikodym
property if and only if for any separable subspace Y of X , the dual Y ∗ is separable.
In particular if X∗ is not separable, as will be the case for the empirical processes of the ZRP then
X∗ does not have the Radon-Nikodym property with respect to the Lebesgue interval [0, T ] and thus
the inclusion L∞(0, T ;X∗) →֒ L1(0, T ;X)∗ is strict. However, we can one can always describe the
elements of L1(0, T ;X)∗ via curves taking values in X∗ when X∗ does not have the Radon-Nikodym
property by relaxing strong measurability to w∗-measurability as described for example in [25]. This
can be done since a w∗-measurable Radon-Nikodym derivative always exists. Our goal in this section
is to give a description of the dual space L1(T ;X)∗ for general Banach spaces X following [9, 25]
and [17].
A.3.1 Weak-star L∞-spaces
Let T = (T ,F ,m) be a finite measura space and let Lw∗(T ;X∗) denote the linear space of all
w∗-measurable maps µ : (T ,F)→ X∗. We recall that µ is w∗-measurable if and only it is σ(J (X))-
measurable where J : X →֒ X∗∗ is the canonical injection in the double dual. As is customary we use
the calligraphic L to denote that we have not identified a.e. equal functions. In section A.1 we have
seen that the norm ‖ · ‖X∗ is only Bw∗-measurable. However, when X is separable, σ(J (X)) = Bw∗
by Proposition (A.2), and in this case the map ‖µ·‖X∗ is measurable for all µ ∈ Lw∗(T ;X∗). Thus
for separable X we define
Lqw∗(T ;X∗) :=
{
µ ∈ Lw∗(T ;X∗)
∣∣∣ ∥∥‖µ·‖X∗∥∥Lq(T ) < +∞}
for each q ∈ [1,+∞] and set Lqw∗(T ;X∗) the quotient space modulo the relation of m-a.s. equality.
In general, unless X∗ is separable, the σ-algebra σ(J(X)) is smaller than the Borel σ-algebra Bw∗
of the w∗-topology. Thus we can not conclude that ‖µ·‖X∗ : T → R+ is measurable. However one
can still define the linear subspace of Lw∗(T ;X∗) consisting of Lq-maps as the space Lqw∗(T ;X∗) of
all w∗-measurable functions µ ∈ Lw∗(T ;X∗) such that
Aµ :=
{
g ∈ L∞(T ) ∣∣ ‖µt‖X∗ ≤ g(t) a.s.-∀ t ∈ T } 6= ∅. (262)
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and the seminorm ‖ · ‖L∞
w∗
(T ;X∗) on Lqw∗(T ;X∗) given by
‖µ‖Lq
w∗
(T ;X∗) = inf
g∈Aµ
‖g‖Lq(T ).
The kernel
NX∗ :=
{
µ ∈ L∞w∗(T ;X∗)
∣∣ ‖µ‖L∞
w∗
(T ;X∗) = 0
}
of the seminorm ‖ · ‖L∞
w∗
(T ;X∗) coincides with the subspace of maps µ ∈ L∞w∗(T ;X∗) that vanish on
a measurable subset E ∈ F of full measure.
Then the bilinear map ⟪·, ·⟫ : L1(T ;X)× L∞w∗(T ;X∗) −→ R given by
⟪f, µ⟫ =
∫
T
〈ft, µt〉dm(t)
is well defined, since for all (f, µ) ∈ L1(T ;X) × L∞w∗(T ;X∗) the map T ∋ t 7→ 〈ft, µt〉 =: 〈f, µ〉t,
denoted by 〈f, µ〉, does not depend on the representatives of the m-a.e. equality classes of f and µ,
it is in L1(T ) and
|⟪f, µ⟫| ≤ ‖f‖L1(T ;X)‖µ‖L∞
w∗
(T ;X∗). (263)
The bilinear pairing between L1(T ;X) and L∞w∗(T ;X∗) induces a linear operator S : L∞w∗(T ;X∗)→
L1(T ;X)∗ via S(µ)(f) = ⟪f, µ⟫. By (263) the operator S is a contraction. Consider in L∞w∗(T ;X∗)
the relation ∽S given by µ ∽S ν if and only if µ− ν ∈ kerS, i.e.
µ ∽S ν iff ⟪f, µ⟫ = ⟪f, ν⟫ for all f ∈ L1(T ;X). (264)
As we will see the relation ∽S is equivalent to the relation ∽w∗-m of w
∗-m-a.s. equality, i.e.
µ ∽w∗-m ν iff m
{
t ∈ T ∣∣ 〈f, µt〉 = 〈f, νt〉} = 0, ∀ f ∈ X. (265)
Indeed, if µ ∽S ν then in particular for any A ∈ F and any f ∈ X∫
A
µt(f) dm(t) =
∫
T
µt(f1A(t)) dm(t) = ⟪f1A, µ⟫ = ⟪f1A, ν⟫ =
∫
A
νt(f)d dm(t)
which implies that µt(f) = νt(f) for almost all t ∈ T and thus µ ∽w∗-m ν. Conversely, if µ ∽w∗-m ν
holds then it is easy to see that ⟪φ, µ⟫ = ⟪φ, ν⟫ for all all simple functions φ =∑ni=1 fi1Ai , fi ∈ X ,
Ai ∈ F and thus µ ∽S ν.
By taking the quotient of the space L∞w∗(T ;X∗) with respect to the subspace kerS the map S
passes to an injection S : L¯∞w∗(T ;X∗) := ( L
∞
w∗ (T ;X
∗)/w∗-m-a.s.) → L1(T ;X)∗. In the case that the
Banach space X is separable the operator S is an injection and we do not need to take the quotient
with kerS. As we will show in the following two sections the map S is also surjective and thus for
separable X the dual L1(T ;X)∗ is isometric to L∞w∗(T ;X∗) and in the case that X is not separable
L1(T ;X)∗ is isometric to L¯∞w∗(T ;X∗).
Proposition A.9 If the Banach space X is separable then the equivalence relation of w∗-m-a.s. equal-
ity in L∞w∗(T ;X∗) coincides withm-a.s. equality in L∞w∗(T ;X∗) and thus S : L∞w∗(T ;X∗)→ L1(T ;X)∗
is an injection.
Proof Let µ, ν ∈ L∞w∗(T ;X∗) be such that µ ∽S ν. Since X is separable there exists a countable
subset D ⊆ X dense in X . Then for any f ∈ D there exists a set Ef ∈ F with m(Ef ) = m(T ) and
〈f, µt〉 = 〈νt〉 for all t ∈ Ef . Then set E :=
⋂
f∈D Ef is of full m-measure in T and 〈f, µt〉 = 〈f, νt〉
for all f ∈ D, t ∈ E. But since D is dense in X this implies that 〈f, µt〉 = 〈f, νt〉 for all f ∈ X and
all t ∈ E and thus µt = νt for all t ∈ E which proves that µ = ν in L∞w∗(T ;X∗). 
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A.3.2 Banach-valued measures
A X valued set function ν : F → X is called a Banach-valued measure if ν(∅) = 0 ∈ X and for any
disjoint sequence {An} ⊆ F
ν
( ∞⋃
n=1
An
)
=
∞∑
n=1
ν(An)
where the series in the right hand side converges in the norm of X . Since
⋃∞
n=1An =
⋃∞
n=1Aσ(n)
for any permutation σ : N → N the series converges unconditionally but not necessarily absolutely
when X is infinite dimensional. Equivalently ν is Banach-valued measure if and only if it is finitely
additive and for any disjoint sequence {An}∞n=1 ⊆ F
lim
n→+∞
∥∥∥ν( ∞⋃
i=n
Ai
)∥∥∥
X
= 0.
The total variation of a Banach valued measure ν : F → X is the finitely additive set function
|ν|(A) = sup
PA
∑
E∈PA
‖ν(E)‖X ≥ ‖ν(A)‖X , A ∈ F .
Here the supremum runs over all finite partitions PA ⊆ F of A ∈ F . We say that ν has bounded
variation if ‖ν‖TV := |ν|(T ) < +∞, in which case |ν| is a non-negative measure and we will denote
by M(T ;X) the space of all X-valued measures on (T ,F) with bounded variation.
A Banach-valued measure ν : F → X on the measure space T = (T ,F ,m) is called m-absolutely
continuous, which we denote by ν ≪ m, if for every ε > 0 there exists δ > 0 such that (261)
holds. The Banach-valued measure ν is m-absolutely continuous if and only if its total variation |ν|
is m-absolutely continuous. Indeed, since ‖ν(·)‖X ≤ |ν|(·) it is obvious that if |ν| is m-absolutely
continuous then so is ν. For the converse, given ε > 0 we can choose a finite partition PT =
{E1, . . . , Ek}, i ∈ N of T such that |ν|(T ) ≤
∑
E∈PT
‖ν(E)‖X + ε. Then for any A ∈ F
|ν|(A) = |ν|(T )− |ν|(T \A) <
∑
E∈PT
‖ν(E)‖X + ε−
∑
E∈PT
∥∥ν((T \A) ∩ E)∥∥
X
≤
∑
E∈PT
∥∥ν(E)− ν((T \A) ∩ E)∥∥
X
+ ε =
∑
E∈PT
‖ν(A ∩ E)‖X + ε (266)
But since ν is absolutely continuous there exists δ = δ(ε,PT , k) > 0 such that m(A) < δ implies
‖ν(A)‖X ≤ εk . So if m(A) < δ then also m(A ∩ E) < δ for all E ∈ PT and therefore |ν|(A) ≤ 2ε
by (266) which shows that |ν| ≪ m.
The Banach-valued measure ν : F → X is called m-Lipschitz continuous with respect to m if
Lipm(ν) := sup
m(A) 6=0
‖ν(A)‖X
m(A)
< +∞.
A Banach-valued measure ν ∈ M(T ;X) is Lipshitz continuous if and only if the measure |ν| ∈
M+(T ) is m-Lipschitz continuous i.e. iff Lipm(|ν|) = supm(A) 6=0 |ν|(A)m(A) < +∞ and Lipm(ν) =
Lipm(|ν|). Indeed, since ‖ν(A)‖X ≤ |ν|(A) for all A ∈ F it is obvious if |ν| ism-Lipschitz continuous
then ν is Lipschitz continuous with Lipm(ν) ≤ Lipm(|ν|). Conversely if ν is m-Lipschitz then for
every A ∈ F
|ν|(A) = sup
PA
∑
E∈PA
‖ν(E)‖X∗ ≤ Lipm(ν) sup
PA
∑
E∈PA
m(E) = Lipm(ν)m(A)
and thus |ν| is m-Lipschitz continuous with Lipm(|ν|) ≤ Lipm(ν). In particular any m-Lipschitz
continuous measure ν ∈ M(T ;X) is also m-absolutely continuous. The space of m-Lipschitz con-
tinuous measures ν ∈ M(T ;X) will be denoted by MLip(m;X). The linear space MLip(m;X)
becomes a normed space when equipped with the norm Lipm : MLip(m;X)→ R+.
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Given a Banach-valued measure ν ∈ M(T ;X) we define Lp(ν) = Lp(|ν|), 1 ≤ p ≤ ∞ and we
can define the dν-integral for simple maps φ =
∑n
i=1 ai1Ai , ai ∈ R, Ai ∈ F by∫
φ(t) dν(t) =
n∑
i=1
aiν(Ai).
Then for all simple maps φ as above∥∥∥ ∫ φ(t) dν(t)∥∥∥
X
≤
n∑
i=1
|ai|‖ν(Ai)‖X ≤
n∑
i=1
|ai||ν|(Ai) =
∫
|φ(t)| d|ν|(t)
and the dν-integral can be extended to a linear vector-valued integral dν : L1(ν)→ X by defining∫
f dν = limn→+∞
∫
φn(t) dν(t) for any sequence of simple functions {φn} such that limn→+∞
∫ |φn(t)−
f(t)| d|ν|(t) = 0. This does not depend on the choice of the sequence {φn} of simple functions and
satisfies ‖ ∫ f dν‖X ≤ ∫ |f | d|ν|.
In the case that the Banach-valued measure ν takes values in a dual space, i.e. ν ∈ M(T ;X∗)
then one can define a real valued integral
∫ 〈·, dν〉 on L1(ν;X) := L1(|ν|;X). This can be done by
defining for any simple function φ =
∑n
i=1 fi1Ai , fi ∈ X , Ai ∈ F∫
〈φ(t), dν(t)〉 =
n∑
i=1
ν(Ai)(fi).
Then for any such simple map φ in canonical form so that ‖φ‖X∗ =
∑n
i=1 ‖fi‖X1Ai∣∣∣ ∫ 〈φ(t), dν(t)〉∣∣∣ ≤ n∑
i=1
‖ν(Ai)‖X∗‖fi‖X ≤
n∑
i=1
|ν|(Ai)(fi) =
∫
‖φ(t)‖X d|ν|(t)
and we can extend to all maps by∫
〈f, dν(t)〉 = lim
n→+∞
∫
〈φn(t), dν(t)〉 (267)
where {φn} is any sequence of simple functions satisfying
lim
n→+∞
∫
‖φn(t)− f(t)‖X d|ν|(t) = 0. (268)
Such a sequence {φn} exists since ‖f·‖X ∈ L1(|ν|) because f is assumed in the Bochner space
L1(|ν|;X) and the definition (267) does not depend on the choice of sequence {φn} of simple functions
satisfying (268). Then ∣∣∣ ∫ 〈f(t), dν(t)〉∣∣∣ ≤ ∫ ‖ft‖X d|ν|(t), ∀f ∈ L1(ν;X). (269)
Using this real valued integral we can see L1(m;X)∗ is isometric to MLip(m;X∗).
Proposition A.10 The linear operator V : L1(T ;X)∗ → MLip(T ;X∗) defined by assigning to
each functional J ∈ L1(T ;X)∗ the Banach-valued measure VJ ∈ M(T ;X∗) given by 〈f,VJ (A)〉 ≡
VJ(A)(f) = J(f1A) is a surjective isometry.
Proof Indeed, the set function νJ is obviously finitely additive and for any f ∈ X and A ∈ F
satisfies |VJ(A)(f)| ≤ ‖J‖L1(m;X)∗‖f‖Xm(A). Taking the supremum over all f in the unit ball of
L1(T ;X) we obtain that ∥∥VJ (A)∥∥X∗ ≤ ‖J‖L1(T ;X)∗m(A) for all A ∈ F . In particular VJ is a m-
Lipschitz Banach-valued measure with Lipm(VJ ) ≤ ‖J‖L1(m;X)∗ . Thus the map V is a well defined
contraction and is obviously injective.
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Conversely, for ν ∈ MLip(m;X∗) the inequality |ν|(·) ≤ Lipm(ν)m(·) implies that L1(m;X) ≤
L1(|ν|;X) and ∫ 〈f(t), dν(t)〉 ≤ Lipm(ν)‖f‖L1(m;X) for all f ∈ L1(m;X). Thus the formula
Jν(f) =
∫
〈f, dν〉, f ∈ L1(m;X) ≤ L1(|ν|;X) (270)
defines a linear functional Jν ∈ L1(m;X)∗ with ‖Jν‖L1(m;X) ≤ Lipm(ν). Consequently the assign-
ment MLip(m;X∗) ∋ ν 7→ Jν ∈ L1(m;X)∗ defines a contraction that is obviously injective.
But the maps V and J are inverse to each other since on one hand V
Jν
(A)(f) =
∫ 〈f1A(t), dν〉 =
〈f,ν(A)〉 for all ν ∈ MLip(m;X∗), A ∈ F and f ∈ X so that VJν = ν for all ν ∈ M(m;X∗)
and thus V ◦ J = idM(m;X∗). On the other hand for all J ∈ L1(m;X)∗ and all simple maps
φ =
∑n
i=1 fi1Ai ∈ L1(m;X)
JVJ (φ) =
∫
〈φ(t), dVJ (t)〉 =
n∑
i=1
〈fi,VJ (Ai)〉 =
n∑
i=1
J(fi1Ai) = J(φ)
and since this holds for all simple maps φ ∈ L1(m;X) and the functionals JVJ and J are both
continuous it follows that JVJ = J for all J ∈ L1(m;X)∗. Therefore J ◦ V = idL1(m;X)∗ . It follows
that the maps V and J are both surjective isometries and the proof is complete. 
A.3.3 Weak-Star Radon-Nikodym derivatives
Theorem A.2 Let X be a Banach space and let (T ,F ,m) be a complete and finite positive measure
space. There exists a linear isometric inclusion µˆ : MLip(m;X∗) → L∞w∗(T ;X∗) such that for each
ν ∈ MLip(m;X∗)
(1) The map µˆν ∈ L̂∞w∗(T ;X∗) for all ν ∈MLip(m;X∗)
(2) For all f ∈ X and A ∈ F
ν(A)(f) =
∫
A
〈f, µˆνt 〉dm(t).
(3) For all A ∈ F
|ν|(A) =
∫
A
‖µˆνt ‖X∗ dm(t).
Furthermore, any map µˆ : MLip(m;X∗)→ L∞w∗(T ;X∗) satisfying properties (1) to (3) above passes
to a surjective isometry µ˜ : MLip(m;X∗)→ L¯∞w∗(T ;X∗) := L
∞
w∗(T ;X
∗)/kerS when composed with the
natural quotient map [·]S : L∞w∗(T ;X∗)→ L¯∞w∗(T ;X∗) of the relation of w∗-m-a.s. equality.
Proof We follow the proof based on the existence of linear liftings found in [25, Theorem 1.5.2].
A lifting on the space (T ,F ,m) is linear right inverse ℓ : L∞(m) → L∞(m) to the quotient map
[·]m : L∞(m) → L∞(m) that is unital i.e. ℓ(1) = 1T and monotone i.e. if f ≤ g in L∞(m) then
ℓ(f)(t) ≤ ℓ(g)(t) for all t ∈ T . If also ℓ(f · g) = ℓ(f) · ℓ(g) then ℓ is called a strong lifting. For the
existence of a strong lifting on L∞(m) on complete positive measure spaces we refer to [12, 31].
Using the existence of liftings it is easy to define the required isometric inclusion µˆ : MLip(m;X∗)→
L∞w∗(T ;X∗). Indeed for each ν ∈ MLip(m;X∗) for all f ∈ X the signed measure νf := 〈f,ν(·)〉 is
m-Lipschitz continuous since |νf (A)| ≤ Lipm(ν)‖f‖Xm(A) for all A ∈ F . Thus νf has a Radon-
Nikodym derivative
dνf
dm ∈ L∞(m). Then by fixing a lifting ℓ : L∞(m)→ L∞(m) we define the map
µˆν ≡ µˆν;ℓ : T → X∗ by
µˆνt (f) = ℓ
( dνf
dm
)
(t).
Let us check that indeed µˆνt ∈ X∗ for all t ∈ T . Obviously νaf+bg = aνf + bνg for all f, g ∈ X ,
a, b ∈ R which implies that dνaf+bgdm = a dνfdm + b dνgdm in L∞(m) Therefore by the linearity of liftings
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we obtain the linearity of µˆνt for all t ∈ T . To see that µˆνt is bounded we note that since |ν| is also
Lipschitz ‖ d|ν|dm ‖L∞(m) ≤ Lipm(ν) and thus for all f ∈ X and A ∈ F∫
A
dνf
dm
(t) dm(t) = νf (A) ≤ ‖f‖X‖ν(A)‖X∗ ≤ ‖f‖X |ν|(A) = ‖f‖X
∫
A
d|ν|
dm
(t)dm(t).
Since this holds for all A ∈ F is follows that dνfdm ≤ ‖f‖X d|ν|dm ≤ ‖f‖X · Lipm(ν) m-a.e. in T for all
f ∈ X . Therefore by the monotonicity of liftings, for all t ∈ T
µˆνt (f) = ℓ
( dνf
dm
)
(t) ≤ ‖f‖X · ℓ
( d|ν|
dm
)
(t) ≤ ‖f‖X · Lipm(ν)
and thus µˆνt ∈ X∗ with ‖µˆνt ‖X∗ ≤ ℓ( d|ν|dm )(t) ≤ Lipm(ν). Since µˆν is by definition w∗-measurable it
follows that µˆν ∈ L∞w∗(T ;X∗) and ‖µˆν‖L∞w∗ (T ;X∗) ≤ Lipm(ν).
The map MLip(m;X∗) ∋ ν → µˆν ∈ L∞w∗(T ;X∗) is obviously linear and property (2) holds by
definition. We will check that properties (1) and (3) also hold and for this it suffices to show that
‖µˆνt ‖X∗ = d|ν|dm (t) for almost all t ∈ T . Let g denote the supremum of the family of all functions of
the form
n∑
i=1
1Ai(t)
∣∣∣ℓ( dνfi
dm
)
(t)
∣∣∣
where {Ai}ni=1 is a partition of T , n ∈ N and {fi}ni=1 is a finite sequence in the unit ball of X . Since
ℓ(
dνf
dm )(t) = µˆ
ν
t (f) ≤ ‖µˆνt ‖X∗ for any f ∈ X with ‖f‖X ≤ 1 any map in this family is bounded above
by ‖µˆν· ‖X∗ and thus by [14, Corollary IV.11.7] the map g is in L∞(m) and
0 ≤ g(t) ≤ ‖µˆνt ‖X∗ ≤
d|ν|
dm
(t) ≤ Lipm(ν).
By the definition of |ν|, given ε > 0 there exists a partition {Ai}ni=1 of T and unit vectors fi ∈ X
such that
∑n
i=1 ν(Ai)(fi) ≥ |ν|(T )− ε and thus∫
T
d|ν|
dm
dm(t)− ε = |ν|(T )− ε ≤
n∑
i=1
ν(Ai)(fi) =
n∑
i=1
∫
Ai
dνfi
dm
(t) dm(t)
=
∫ n∑
i=1
1Ai(t)ℓ
( dνfi
dm
)
(t) dm(t) ≤
∫
T
g(t) dm(t).
Since g(t) ≤ d|ν|dm (t) for m-almost all t ∈ T this implies that g = ‖µˆν· ‖X∗ = d|ν|dm m-a.e. in T as
required. Using property (3) it is now easy to see µˆ is norm-preserving. Indeed,
‖µν‖L∞
w∗
(T ;X∗) =
∥∥‖µν· ‖X∗∥∥L∞(m) = sup
m(A) 6=0
1
m(A)
∫
A
‖µνt ‖X∗ dm(t)
= sup
m(A) 6=0
|ν|(A)
m(A)
= Lipm(ν).
for any ν ∈ MLip(m;X∗) and the proof of the first claim is complete.
We prove next the second claim. The map µ˜ = [·]S ◦ µˆ : MLip(m;X∗)→ L¯∞w∗(T ;X∗) is obviously
a contraction. We will show that it is also surjective. Indeed, we can define ν˜ : L¯∞w∗(T ;X∗) →
MLip(m;X∗) by
ν˜µ(A)(f) =
∫
A
〈f, µt〉dm(t), µ ∈ L∞w∗(T ;X∗), A ∈ F , f ∈ X. (271)
This is well-defined according to the definition of the relation ∽S of w
∗-m-a.s. equality. Then for
each A ∈ F , f ∈ X and g ∈ Aµ0 where µ0 ∽S µ is a representative of the class µ
|ν˜µ(A)(f)| ≤ ‖f‖X
∫
A
g(t) dm(t) ≤ ‖f‖X‖g‖L∞(m)m(A)
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and taking first the infimum over all g ∈ Aµ0 and then the supremum over all f ∈ X with ‖f‖X ≤ 1
we obtain that ‖ν˜(A)‖ ≤ ‖µ0‖L∞
w∗
(T ;X∗)m(A) for all A ∈ F and thus
Lipm(ν˜µ) ≤ ‖µ0‖L∞w∗(T ;X∗).
Taking then the infimum over all µ0 ∽S µ we obtain that the map ν˜ is a contraction. Now by
applying the map µˆ : MLip(m;X∗) → L∞w∗(T ;X∗) to ν˜µ we obtain µˆν˜µ ∈ L∞w∗(T ;X∗) satisfying
properties (1) to (3) of Theorem A.2. In particular by (2) for all f ∈ X∫
A
〈f, µˆν˜µt 〉dm(t) =
∫
A
〈f, µt〉dm(t), ∀A ∈ F
which implies that µˆν˜µ ∽S µ so that µˆ
ν˜µ = µ in L¯∞w∗(T ;X∗). This proves that µ˜ ◦ ν˜ = idL¯∞
w∗
(T ;X∗)
and in particular the map µ˜ = [·]S ◦ µˆ is surjective. Since both maps µ˜ and ν˜ are contractions if we
show that also ν˜ ◦ µ˜ = idMLip(m;X∗) is will follow that they are both surjective isomorphisms inverse
to each other. But this is easy since for any ν ∈ MLip(m;X∗) and any A ∈ F , f ∈ X
ν˜µ˜ν (A)(f) =
∫
A
〈f, µ˜νt 〉dm(t) =
∫
A
〈f, µˆνt 〉dm(t) = ν(A)(f)
where the first equality is just the definition of the map ν˜, the second is due to the fact that µˆν ∽S µ˜
ν
and the last equality is by property (2) of the map µˆ. 
A few remarks are in order. First, since L¯∞w∗(T ;X∗) = L∞w∗(T ;X∗) when X is separable, in this
case the map µˆ : MLip(m;X∗) → L∞w∗(T ;X∗) is an isometric isomorphism. Furthermore since the
map ‖µ·‖X∗ is F -measurable for all µ ∈ L∞w∗(T ;X∗) property (1) of the map µˆ in Theorem A.2 is
redundant and the induced map µˆ : MLip(m;X∗) → L∞w∗(T ;X∗) by composing with the quotient
map of the relation of m-a.s. equality is uniquely determined by property (2).
In the case that X is non-separable for any µ ∈ L¯∞w∗(T ;X∗) any representative of its w∗-m-
a.s equality class satisfies property (2) of Theorem A.2, while there exists a representative µˆ ∽S µ in
its class of w∗-m-a.s. equality such that properties (1) and (3) hold namely the map µˆ := µˆν˜µ where
ν˜ is the map defined in (271). For this representative ‖µ‖L∞
w∗
(T ;X∗) =
∥∥‖µˆ·‖X∗∥∥L∞(m). Thus even
when X is non-separable one can always choose for each µ ∈ L¯∞w∗(T ;X∗) a representative µˆ from its
w∗-m-a.s equality class such that µˆ ∈ Lˆ∞w∗(T ;X∗).
Corollary A.2 The map S : L¯∞w∗(T ;X∗)→ L1(T ;X)∗ defined by S(µ)(f) = ⟪f, µ⟫ is an isometric
isomorphism.
Proof It suffices to check that S = J◦ν˜ where ν˜ : L¯∞w∗(T ;X∗)→MLip(m;X∗) and J : MLip(m;X∗)→
L1(T ;X)∗ are the isometric isomorphisms defined in (271) and (270) respectively. To check this let
µ ∈ L¯∞w∗(T ;X∗) and let φ =
∑n
i=1 fi1Ai ∈ L1(T ;X), fi ∈ X , Ai ∈ F be a simple function. Then
Jν˜µ(φ) =
∫
〈φ, dν˜µ〉 =
n∑
i=1
ν˜µ(Ai)(fi) =
n∑
i=1
∫
Ai
〈fi, µt〉dm(t)
=
∫
T
〈φt, µt〉dm(t) = S(µ)(φ).
Since the set of simple functions is dense in L1(T ;X) and Jν˜µ , S(µ) are continuous linear functionals
on L1(T ;X) it follows that I = S(µ) and thus S = J ◦ ν˜. 
Proposition A.11 Suppose that the Banach space X is separable. If there exists a countable col-
lection A ⊆ F such that
∀ E ∈ F , ∀ ε > 0, ∃ A ∈ A : m(E△A) < ε (272)
then the space L1(T ;X) is separable.
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Proof Let f ∈ L1(T ;X), ε > 0. Fix a dense countable subset D ⊆ X of X and let A be a countable
collection satisfying (272). Then the set D ⊆ L1(T ;X) consisting of all functions of the form
n∑
j=1
qj1Aj , qj ∈ D, Aj ∈ A, n ∈ N
is obviously countable. We will show that it is also dense in X . Indeed, since f ∈ L1(T ;X) there
exists a simple function φ =
∑n
k=1 fk1Ek ∈ L1(T ;X) such that ‖φ− f‖L1(T ;X) < ε/2. We set M :=
max1≤k≤n ‖fk‖X . Then for each k = 1, . . . , n there exists Ak ∈ A such that m(Ek△Ak) < ε/4nM
and sinceD is dense inX , for each k = 1, . . . , n there exists gk ∈ D such that ‖gk−fk‖X < ε/4nm(T ).
Then ψ :=
∑n
k=1 gk1Ak ∈ D and ‖ψ − g‖L1(T ;X) ≤ ‖ψ − φ‖L1(T ;X) + ε2 . But
‖ψ − φ‖L1(T ;X) ≤
∥∥∥ψ − n∑
k=1
fk1Ak
∥∥∥
L1(T ;X)
+
∥∥∥ n∑
k=1
fk1Ak − φ
∥∥∥
L1(T ;X)
≤
n∑
k=1
(∫
T
‖gk − fk‖X1Ak(t) dm(t) +
∫
T
‖fk‖X1Ak△Ek(t) dm(t)
)
≤ ε
4nm(T )
n∑
k=1
∫
T
1Ak(t) dm(t) +M
n∑
k=1
m(Ek△Ak) < ε
2
,
and so we have found an element of D that is ε-close to f ∈ L1(T ;X). 
As a consequence of Proposition A.11, in the case that T is the interval [0, T ] for some T > 0
equipped with the Lebesgue measure on the Lebesgue σ-algebra, the space L∞w∗(T ;X∗) ∼= L1(T ;X)∗
is submetrizable and since it is completely regular as a Hausdorff topological vector space, all the
results of Section A.1 are applicable. In particular any probability measure on (Lw∗(T ;X∗), w∗) is
Radon and the portmanteau and Prokhorov theorems which are well-known known in the category
of polish spaces are also valid on L∞w∗(T ;X∗) for separable X .
Let us finally note that the map ν˜ : L∞w∗(T ;X∗)→MLip(m;X∗) defined in (271) can be viewed
as the indefinite w∗-integral and we can equivalently use the notation
ν˜(E)(f) =
〈
f, w∗-
∫
E
µt dm(t)
〉
=
∫
E
〈f, µt〉dm(t), f ∈ X.
Proposition A.12 For any T ∈ BCw∗(X ,Y ∗)sq, µ ∈ L∞w∗(T ;X∗) and measurable E ⊆ T
T
(
w∗-
∫
E
µt dm(t)
)
= w∗-
∫
E
T (µt) dm(t). (273)
Proof It suffices to show that the space C of all bounded linear operators T : X∗ → Y ∗ satisfy-
ing (273) contains BCw∗(X
∗, Y ∗) and is sequentially closed with respect to pointwise w∗-convergence.
So let T : X∗ → Y ∗ be w∗-continuous. Then T = S∗ for some bounded operator S : X → Y and
thus for any g ∈ Y〈
g, T
(
w∗-
∫
E
µt dm(t)
)〉
=
〈
Sg,w∗-
∫
E
µt dm(t)
〉
=
∫
E
〈Sg, µt〉dm(t) =
∫
E
〈g, Tµt〉dm(t)
which shows that BCw∗(X
∗, Y ∗) ⊆ C. Let now {Tn} ⊆ C be a sequence of operators w∗-converging
pointwise to an operator T : X∗ → Y ∗. Then〈
g, Tn
(
w∗-
∫
E
µt dm(t)
)〉
=
∫
E
〈g, Tnµt〉dm(t)
132
for all n ∈ N and the left-hand side term converges to 〈g, T (w∗- ∫E µt dm(t)〉 as n → +∞. Further-
more since {Tn} pointwise w∗-converges to T it is norm bounded, i.e. C := supn∈N ‖Tn‖ < +∞.
Indeed, for each fixed µ ∈ X∗
sup
n∈N
|〈g, Tnµ〉| < +∞, ∀g ∈ Y
and thus by the uniform boundedness principle we obtain that supn∈N ‖Tnµ‖Y ∗ < +∞ for all
µ ∈ X∗, which by uniform boundedness principle again yields that supn∈N ‖Tn‖ < +∞. Therefore
the sequence of the maps 〈g·, Tnµ·〉 is dominated by the L1 function t 7→ C‖µ‖L∞
w∗
(T ;X∗)‖g·‖Y and
by the dominated convergence theorem we conclude that the right hand side term converges to∫
E
〈g, Tµt〉dm(t) as n→ +∞ which completes the proof. 
A.4 L∞
w
∗-valued random variables
The next proposition ensures us that the empirical processes under consideration in this article are
all well defined random variables with values in the measurable space (L∞w∗(T ;X∗),BLw∗ ) equipped
with the Borel σ-algebra BL∞
w∗
:= B(L∞
w∗
(0,T ;X∗),w∗) of the w
∗-topology, for an appropriate separable
Banach space X , with X∗ being used to encode the empirical density of the ZRP at each time
t ∈ [0, T ]. These are obtained via the continuous natural inclusion of the Skorohod space D(0, T ;X∗)
in L∞w∗(0, T ;X
∗) described below. For a nice survey on Skorohod spaces the reader is referred to [15].
Proposition A.13 For any Banach space X,
D(0, T ;X∗) ⊆ L∞w∗(0, T ;X∗)
and the natural inclusion map is continuous with respect to the Skorohod topology and the w∗-topology
on L∞w∗(0, T ;X
∗) ∼= L1(0, T ;X)∗.
Proof Any cadlag path in D(0, T ;X∗) is strongly measurable and uniformly bounded and therefore
D(0, T ;X∗) ⊆ L∞(0, T ;X∗) ⊆ L∞w∗(0, T ;X∗). To show that the natural inclusion is continuous let
{µk} ⊆ D(0, T ;M+(Td)) be a sequence converging to µ in the Skorohod metric. Then the set⋃
k∈N µk([0, T ]) is relatively compact in X
∗ and thus
C := sup
k∈N
sup
0≤t≤T
‖µk,t‖X∗ ∨ ‖µt‖X∗ < +∞ (274)
and there exists a sequence {λk}k∈N of Lipschitz increasing reparametrizations of [0, T ] such that
γ(λk) := ‖ logλ′k‖L∞([0,T ]) −→ 0 and
lim
k→∞
sup
0≤t≤T
‖µk,t − µλk(t)‖X∗ = 0.
Therefore, if we choose k0 ∈ N large enough so that
k ≥ k0 =⇒ sup
0≤t≤T
‖µk,t − µηλk(t)‖X∗ ≤ 1,
then for all k ≥ k0
‖µk,t − µt‖X∗ ≤ 1 + ‖µλk(t) − µt‖X∗ ≤ 1 + ‖µλk(t)‖X∗ + ‖µt‖X∗
≤ 1 + 2 sup
0≤t≤T
‖µt‖X∗ ≤ 1 + 2C < +∞
for almost all t ∈ [0, T ]. Furthermore, since µk −→ µ in the Skorohod topology we have that
limk→+∞ ‖µk,t − µt‖X∗ = 0 for almost all t ∈ [0, T ] and therefore by (274) we can apply the
dominated convergence theorem to obtain
lim
k→+∞
∫
f(t)‖µk,t − µt‖X∗ dt = 0, ∀ f ∈ L1(0, T ).
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In other words {µk} converges to µ in the normed w∗-convergence, i.e. the sequence {(‖µk,· −
µ·‖X∗}∞k=1 ⊆ L∞(0, T ) converges to 0 in the w∗ topology of L∞(0, T ) ∼= L1(0, T )∗. But then
µk −→ µ in the w∗-topology of L∞w∗(0, T ;X∗) since∣∣∣ ∫ T
0
〈ft, µk,t〉 − 〈ft, µt〉dt
∣∣∣ ≤ ∫ T
0
‖µk,t − µt‖X∗‖ft‖X dt k→+∞−→ 0
for any f ∈ L1(0, T ;X). 
A.4.1 Subspaces of L∞w∗(0, T ;X
∗)
For any subset K of a Banach space X we will use the notation
L1(T ;K) := {f ∈ L1(T ;X) ∣∣ ft ∈ K for almost all t ∈ T }.
We also define
L∞w∗(T ;K) :=
{
µ ∈ L∞w∗(T ;X)
∣∣ µt ∈ K for almost all t ∈ T }.
For any positive cone K in a separable Banach space X (i.e. λf + g ∈ K for any f, g ∈ K, λ ≥ 0)
we denote by
K∗ := {µ ∈ X∗ ∣∣ µ(f) ≥ 0 for all f ∈ K} (275)
its dual cone in X∗. Obviously K∗ is w∗-closed subspace of X∗.
Proposition A.14 Let K be a positive closed cone in the separable Banach space X. Then L1(T ;K)
is a closed positive cone in L1(T ;X) and
L∞w∗(T ;K∗) = L1(T ;K)∗
is a w∗-closed positive cone in L∞w∗(T ;X∗). Consequently the space PL∞w∗(T ;K∗) is a closed subspace
of PL∞w∗(T ;X∗).
Proof The subspace L1(T ;K) is obviously a positive cone in L1(T ;X) and L∞w∗(T ;K∗) ⊆ L1(T ;K)∗.
So let µ = (µt)t∈T ∈ L1(T ;K)∗ and we will show that µ ∈ L∞w∗(T ;K∗). By definition, since
µ ∈ L1(T ;K)∗ we have that
⟪f, µ⟫ =
∫ T
0
〈ft, µt〉dt ≥ 0, ∀ f ∈ L1(T ;K).
In particular, for any g ∈ K and A ∈ F we have that g1A ∈ L1(T ;K) and thus
0 ≤ ⟪g1A, µ⟫ =
∫
A
〈g, µt〉dt.
Therefore for each g ∈ K there exists a set Eg ⊆ T of full Lebesgue measure such that 〈g, µt〉 ≥ 0 for
all t ∈ Eg. Since X is assumed separable, there exists a countable subset D ⊆ K such that K ⊆ D.
Then E :=
⋂
g∈D Eg is of full measure in T and 〈g, µt〉 ≥ 0 for all g ∈ K and all t ∈ E. Thus µt ∈ K∗
for all t ∈ E and µ = (µt)t∈T ∈ L∞w∗(T ;K∗). The final claim follows by the results of Section A.1.
We close this section by proving that the subspace L∞w∗(0, T ;Mac(Td)) of L∞w∗(0, T ;M(Td))
where Mac(Td) is the space of absolutely continuous measures with respect to Lebesgue measure
is w∗-measurable. We start with some terminology. Given a polish space X we say that a family
U0 ⊆ BX of Borel subsets of X is absolute continuity determining class on X if for all measures
µ ∈M(X) and ν ∈ M+(X) if for every ε > 0 there exists δ > 0 such that
U ∈ U0 and ν(U) < δ =⇒ |µ(U)| < ε (276)
then µ is absolutely continuous with respect to ν.
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Lemma A.4 Let U be a base for the topology of the polish space X and let U0 denote the collection
of all finite unions of elements of U . Then a measure µ ∈ M(Td) is absolutely continuous with
respect to Lebesgue measure if and only if for any ε > 0 there exists δ > 0 such that (276) holds.
Consequently, since X has a countable base it follows that there exists a countable absolute continuity
determining class on X that consists of open sets.
Proof Obviously if µ ≪ ν then (276) holds and so we prove the converse. Note first that by the
same argument that shows that a Banach-valued measure ν is absolutely continuous if and only if
its variation |ν| is absolutely continuous also shows that (276) is equivalent to requiring that for all
ε > 0 there exists δ > 0 such that |µ|(U) < ε for all U ∈ U0 with ν(U) < δ. So let ε > 0, choose
δ > 0 by (276) such that |µ|(U) < ε2 for all U ∈ U0 with ν(U) < δ and let B ⊆ X be a Borel set with
ν(B) < δ. We have to show that |µ|(B) < ε. Since µ is regular there exists a compact set K ⊆ B
such that |µ|(B \K) < ε2 . Then ν(K) ≤ ν(B) < δ and thus since ν is regular there exists an open
set A ⊆ X such that K ⊆ A and ν(A) < δ. Since A is open and U is a basis, the set A is a union
A =
⋃
i∈I Ui of elements Ui ∈ U , i ∈ I, and covers the compact K. Thus there exist finitely many
those elements, say Ui1 , . . . , Uik , k ∈ N, whose union U0 :=
⋃k
j=1 Uij ∈ U0 continues to cover K.
Then U0 ⊆ A and thus ν(U0) < δ which by the choice of δ > 0 implies that |µ|(K) ≤ |µ|(U0) < ε2
and thus |µ|(B) = |µ|(B \K) + |µ|(K) < ε as required. 
Proposition A.15 Let X is a compact metric space and ν ∈ M+(X) be a non-negative reference
measure. Then the space Mac(X ; ν) of all measures µ on X that are absolutely continuous with
respect to ν is a w∗-measurable subspace of M(X).
By Lemma (276) we can express Mac(X ; ν) := {µ ∈M(X)|µ≪ ν} ⊆ M(X) ∼= C(X)∗ as
Mac(X ; ν) =
⋂
n∈N
⋃
m∈N
⋂
U∈U0
ν(U)< 1
m
{
µ ∈M(X)
∣∣∣ ∣∣〈1U , µ〉∣∣ < 1
n
}
for some countable absolute continuity determining class U0 onX consisting of open sets. From this it
follows thatMac(X ; ν) is w∗-measurable since for any open U ⊆ X the linear map 〈1U , ·〉 : M(X)→
R is w∗-measurable. Indeed, since U is open there exists a sequence {fn}∞n=1 ⊆ C(X) such that
0 ≤ fn ≤ 1U converging pointwise to 1U . But then the sequence of maps J (fn) = 〈fn, ·〉 ∈ C(Td) ∼=
(M(X), w∗)∗ ≤ M(X)∗, n ∈ N converges to 〈1U , ·〉 pointwise in M(X) and thus 〈1U , ·〉 is w∗-
measurable as the pointwise limit of the w∗-continuous maps J (fn). 
The same is also true if X is a locally compact polish space if we replace C(X) by C0(X). In
order to extend this result on the level of path-measures we further need one more lemma.
Lemma A.5 Let X be a compact metric space and let ν ∈M+(X) be a fixed measure. Then
Lipν(µ) := sup
ν(A) 6=0
|µ(A)|
ν(A)
= sup
f∈C+(X)∫
f dν 6=0
∫
f d|µ|∫
f dν
= sup
f∈C(X)∫
|f | dν 6=0
| ∫ f dµ|∫ |f | dν . (277)
Consequently, the map Lipν : M(X)→ [0,+∞] is w∗-lower semicontinuous and thus the subspace
MLip(ν) =
{
µ ∈M(X) ∣∣ Lipν(µ) < +∞} = {f dν|f ∈ L∞(ν)} = L∞(ν)
of M(X) is w∗-measurable. Similarly the map
L∞w∗(0, T ;M(X)) ∋ µ 7→ ‖Lipν(µ·)‖L∞(0,T ) ∈ [0,+∞]
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is w∗-lower semicontinuous and the subspace{
µ ∈ L∞w∗(0, T ;M(X))
∣∣ ‖Lipν(µ·)‖L∞(0,T ) < +∞} (278)
of L∞w∗(0, T ;M(X)) is also w∗-measurable.
Proof Let R > 0 and let BL∞(ν)(0, R) be the closed ball of radius R > 0 in L
∞(ν) centred at the
origin. If µ ∈M(X) is a measure such that µ≪ ν with dµdν ∈ BL∞(ν)(0, R) then∣∣∣ ∫ f dµ∣∣∣ ≤ R ∫ |f | dν, ∀f ∈ C(X). (279)
In particular
sup
f∈C(X)
∣∣ ∫ f dµ∣∣∫ |f | dν ≤ ∥∥‖µ·‖L∞(ν)∥∥L∞(0,T ) = Lipν(µ).
We prove next the converse inequalities required for the proof of (277). So let A ⊆ BX be such
that ν(A) 6= 0. Since the measures |µ| and ν are regular there exists for each n ∈ N a compact set
Kn ⊆ X and an open set Un ⊆ X such that |µ|(Un \Kn) ∨ ν(Un \Kn) < 1n and ν(Kn) > ν(A)2 > 0
and we can choose a map fn ∈ C(Td; [0, 1]) such that 1Kn ≤ fn ≤ 1Un . Then
∫
fn dν ≥ ν(A)2 > 0
for all n ∈ N and thus for all n ∈ N large enough so that 1n < ν(A)2
|µ|(A)
ν(A)
≤ |µ|(Kn) +
1
n
ν(Un)− 1n
≤
∫
fn d|µ|+ 1n∫
fn dν − 1n
.
But by construction the sequence {fn} ⊆ C(Td; [0, 1]) converges pointwise |µ|-a.s. and ν-a.s. to 1A
and therefore by the dominated convergence theorem the limits limn→+∞
∫
fn d|µ| = |µ|(A) and
limn→+∞
∫
fn dν = ν(A) exist and thus
|µ(A)|
ν(A)
≤ |µ|(A)
ν(A)
≤ lim
n→+∞
∫
fn d|µ|+ 1n∫
fn dν − 1n
= lim
n→+∞
∫
fn d|µ|∫
fn dν
≤ sup
f∈C+(X)∫
f dν 6=0
∫
f d|µ|∫
f dν
.
Since this holds for any A ∈ BX with ν(A) 6= 0 it follows that
Lipν(µ) ≤ sup
f∈C+(X)∫
f dν 6=0
∫
f d|µ|∫
f dν
≤ sup
f∈C(X)∫
|f | dν 6=0
∣∣ ∫ f d|µ|∣∣∫ |f | dν
Consequently if we can prove that
sup
f∈C(X)∫
|f | dν 6=0
∣∣ ∫ f d|µ|∣∣∫ |f | dν ≤ supf∈C(X)∫
|f | dν 6=0
∣∣ ∫ f dµ∣∣∫ |f | dν
then (277) follows. So let f ∈ C(X) be such that ∫ |f | dν 6= 0. Let X = P ∪ N be a Hahn
decomposition of X with respect to µ and as in the proof of Proposition 4.1(e) we can find a
sequence {φn} ⊆ C(Td; [−1, 1]) converging |µ|-a.s. and ν-a.s. to 1P − 1N . Obviously |1P − 1N | = 1
since P ∩N = ∅ and thus∫
f d|µ|∫ |f | dν =
∫
(1P − 1N )f dµ∫ |(1P − 1N )f | dν = limn→+∞
∫
φnf dµ∫ |φnf | dν ≤ supf∈C(X)∫
f dν 6=0
∣∣ ∫ f dµ∣∣∫ |f | dν .
Now since for each f ∈ C(X) the map M(X) ∋ µ 7→ |〈f,µ〉|〈|f |,ν〉 is w∗-continuous it follows that
Lipν(·) : M(X) → [0,+∞] is w∗-lower semicontinuous as the supremum of w∗-continuous linear
functionals. Consequently the set
BL∞(ν)(0, R) = {µ ∈Mac(X ; ν)|‖ dµ
dν
‖L∞(ν) ≤ R} = {Lipν(·) ≤ R}
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is w∗-closed and thus w∗-measurable. Thus L∞(ν) =
⋃
n∈NBL∞(ν)(0, n) is also w
∗-measurable.
We prove next that the map ‖Lipν(·)‖L∞(0,T ) : L∞w∗(0, T ;M(X))→ [0,+∞] is alsow∗-semicontinuous.
Let us start by noting that for each f ∈ C(X) the function hf : L∞w∗(0, T ;M(X))→ [0,+∞] defined
by hf (µ) = ‖〈f, µ·〉‖L∞(0,T ) is lower semicontinuous. Indeed, the operator If : L∞w∗(0, T ;M(X)) →
L∞(0, T ) given by
If (µ)(t) = 〈f, µt〉, a.s. ∀t ∈ [0, T ], (280)
is w∗-continuous, since if {µα}α∈A ⊆ L∞w∗(0, T ;M(Td)) is a net converging to µ ∈ L∞w∗(0, T ;M(Td))
in the w∗-topology then for all g ∈ L1(0, T )
lim
α
∫ T
0
g(t)If (µ
α)(t) dt = lim
α
∫ T
0
∫
X
g(t)f(x) dµαt (x) dt
=
∫ T
0
∫
g(t)f(x) dµt(x) dt =
∫ T
0
g(t)If (µ)(t) dt,
since whenever f ∈ C(X) and g ∈ L1(0, T ) the function given by F (t, x) = g(t)f(x) is in L1(0, T ;C(X)).
It follows then that the function hf is lower semicontinuous as it is the composition of the w∗-
continuous function If and the w
∗-lower semicontinuous function ‖ · ‖L∞(0,T ) : L∞(0, T )→ R.
Consequently the map Lip∞ν : L
∞
w∗(0, T ;M(X))→ [0,+∞] given by
Lip∞ν (µ) = sup
f∈C(X)∫
|f | dν 6=0
‖〈f, µ·〉‖L∞(0,T )
〈|f |, ν〉
is w∗-lower semicontinuous as the supremum of w∗-lower semicontinuous maps and we will show that
Lip∞ν (µ) = ‖Lipν(µ)‖L∞(0,T ) for all µ ∈ L∞w∗(0, T ;M(X)). If R := ‖Lipν(µ)‖L∞(0,T ) < +∞ then
µt ≪ ν with dµtdν ∈ BL∞(ν)(0, R) for all t ∈ Eµ where Eµ is a set of full ν-measure. Therefore for all
f ∈ C(X)
|〈f, µt〉| =
∣∣∣ ∫ f dµt
dν
dν
∣∣∣ ≤ R ∫ |f | dν
for almost all t ∈ Eµ which yields which yields that ‖〈f, µ〉‖L∞(0,T ) ≤ R〈|f |, ν〉 for all f ∈ C(X).
Therefore Lip∞ν (µ) ≤ R = ‖Lipν(µ·)‖L∞(0,T ). For the converse inequality, if Lip∞ν (µ) < +∞ then
‖〈f, µ·〉‖L∞(0,T ) ≤ Lip∞ν (µ)〈|f |, ν〉, ∀f ∈ C(X).
Thus for each f ∈ C(X) there exists a Borel set Ef ⊆ [0, T ] of full ν-measure such that |〈f, µt〉| ≤
Lip∞ν (µ)〈|f |, ν〉 for all t ∈ Ef . Since C(X) is separable there exists a countable set dense set
D ⊆ C(X) in the uniform norm and then the set E := ⋂f∈D Ef is of full ν-measure and
|〈f, µt〉| ≤ Lip∞ν (µ)〈|f |, ν〉, ∀ (t, f) ∈ E × C(X).
Consequently Lipν(µt) ≤ Lip∞ν (µ) for all t ∈ E which shows that also ‖Lipν(µ·)‖L∞(0,T ) ≤ Lip∞ν (µ)
and completes the proof. 
Obviously the set defined in (278) is contained in the set L∞w∗(0, T ;L
∞(ν)). Note however that
according to our definitions this inclusion is in general strict.
Proposition A.16 The subspace L∞w∗(0, T ;Mac(Td)) of L∞w∗(0, T ;M(Td)) is w∗-measurable.
Proof By Lemma A.4 the space MLip([0, T ]) of Lipschitz-continuous measures on [0, T ] is a w∗-
measurable subspace of M([0, T ]). Let t : [0, T ]×Td → [0, T ] denote the natural projection on the
first coordinate. The push forward operator t♯ : M([0, T ]× Td) → M([0, T ]) is w∗-continuous and
thus the space
MLip(t)([0, T ]×Td) := (t♯)−1
(MLip([0, T ])) ≤M([0, T ]×Td)
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is a w∗-measurable subspace of M([0, T ]×Td) by Lemma A.5. The space Mac([0, T ]×Td) is also
w∗-measurable by Proposition A.15 and thus the space
MLip(t),ac([0, T ]×Td) :=MLip(t)([0, T ]×Td) ∩Mac([0, T ]×Td)
is w∗-measurable subspace of M([0, T ]×Td).
We consider now the inclusion operator i : C([0, T ]×Td)→ L1(0, T ;C(Td)). This is a bounded
injection with ‖i(f)‖L1(0,T ;C(Td)) ≤ T ‖f‖∞. Thus its adjoint i∗ : L∞w∗(0, T ;M(Td)) → M([0, T ]×
T
d) given by
〈F, i∗µ〉 = ⟪i(F ), µ⟫ ≡ ⟪F, µ⟫
is a w∗-continuous operator. The spaceMac([0, T ]×Td) is a w∗-measurable subspace ofM([0, T ]×
T
d) and thus if we can show that
L∞w∗(0, T ;Mac(Td)) = (i∗)−1
(MLip(t),ac([0, T ]×Td)) (281)
the claim follows.
So let first µ ∈ L∞w∗(0, T ;Mac(Td)) and we will show that i∗(µ) ∈ MLip(t),ac([0, T ]×Td). The
t-marginal of the measure µ := i∗µ satisfies is characterized by∫
f(t) dt♯µ(t) =
∫ T
0
∫
T
d
f(t) dµt dt =
∫ T
0
f(t)µt(T
d) dt ∀ f ∈ B([0, T ])
and thus t♯µ ≪ L[0,T ] with density dt♯µdL(0,T ) (t) = µt(Td) for almost all t ∈ [0, T ]. Thus t♯µ ∈
MLip([0, T ]) with ‖t♯µ‖Lip ≤ ‖µ‖TV ;∞ < +∞, i.e. µ ∈ MLip(t)([0, T ] × Td). To see that also
µ ∈ Mac([0, T ]×Td) we note that since µt ∈ Mac(Td) for almost all t ∈ [0, T ] the measure µ = i∗µ
is characterized by
〈F,µ〉 =
∫ T
0
∫
T
d
F (t, u)
dµt
dL
T
d
(u) du dt.
It follows that µ≪ L[0,T ]×Td with density
dµ
dL[0,T ]×Td
(t, u) =
dµt
dL
T
d
(u), a.s. for all (t, u) ∈ [0, T ]×Td,
which proves that µ ∈MLip(t),ac([0, T ]×Td) and thus the inclusion “⊆” in (281).
For the converse inclusion let µ ∈ L∞w∗(0, T ;M(Td)) be such that i∗(µ) ∈MLip(t),ac([0, T ]×Td)
and we will show that µt ≪ L
T
d for almost all t ∈ [0, T ]. Since i∗(µ) ∈Mac([0, T ]×Td) there exists
unique ψ ∈ L1([0, T ]×Td) such that di∗(µ) = ψ dL[0,T ]×Td . Then for any F ∈ C([0, T ]×Td)
⟪i(F ), µ⟫ = 〈F,µ〉 =
∫ T
0
∫
T
d
F (t, u)ψ(t, u) du dt
and thus by applying this for maps F of the form F (t, u) = f(t)g(u) with f ∈ C([0, T ]), g ∈ C(Td)
we obtain that for all each fixed g ∈ C(Td)∫ T
0
f(t)
∫
g dµt dt =
∫ T
0
f(t)
∫
T
d
g(u)ψ(t, u) du dt, ∀ f ∈ C([0, T ]).
This implies that for each g ∈ C(Td)∫
T
d
g dµt =
∫
T
d
g(u)ψ(t, u) du L[0,T ]-a.s. for all t ∈ [0, T ].
Since C(Td) is separable this implies that µt ≪ L
T
d with dµt = ψ(t, ·) dL
T
d and completes the
proof. 
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A.4.2 Induced operators
Let X,Y be Banach spaces. Any bounded operator S : X → Y between Banach spaces induces a
bounded operator S¯ : Lp(T ;X) → Lp(T ;Y ), 1 ≤ p ≤ ∞, on the corresponding Bochner-Lp spaces
via S¯(f) =
(
S(ft)
)
t∈T
for f = (ft)t∈T ∈ Lp(T ;X). Obviously ‖S¯(f)‖Lp(T ;Y ) ≤ ‖S‖‖f‖Lp(T ;X) and
by checking against constant paths we see that in fact
‖S¯‖ = sup
f∈Lp(T ;X)\{0}
‖S(f)‖Lp(T ;Y )
‖f‖Lp(T ;X) ≥ supf∈X\{0}
S(f)
‖f‖X = ‖S‖
so that the induced operator S¯ retains the same norm. If S is injective, a contraction or norm
preserving then so is S¯. If S is strongly surjective in the sense that it has a bounded right inverse
T : Y → X then so does S¯, namely S¯ ◦ T¯ = idLp(T ;Y ).
Proposition A.17 If a sequence of operators Sn : X → Y converges strongly to S : X → Y , i.e. if
limn→+∞ ‖Snf − Sf‖Y = 0 for all f ∈ X, then the sequence of induced operators S¯n on the corre-
sponding L1-spaces converges strongly to S¯.
Proof Let F ∈ L1(0, T ;X). Since Sn converges to S strongly it follows that limn→+∞ ‖SnFt −
SFt‖Y = 0 for almost all 0 ≤ t ≤ T . Furthermore supn∈N ‖(Sn − S)f‖Y < +∞ for all f ∈ X and
therefore by the uniform bounded principle M := supn∈N ‖Sn − S‖ < +∞. Thus ‖SnFt − SFt‖Y ≤
M‖Ft‖X for almost all 0 ≤ t ≤ T and the maps ‖(Sn − S)F·‖Y , n ∈ N, are dominated by the
integrable map M‖F·‖X . Therefore the claim follows by the dominated convergence theorem. 
The aim of this section is to provide conditions that ensure an operator T : X∗ → Y ∗ induces
a w∗-measurable operators on the respective L∞w∗-spaces. First let us note that it is obvious that
any bounded and w∗-measurable operator T : X∗ → Y ∗ induces an operator T¯ : L∞w∗(T ;X∗) →
L∞w∗(T ;Y ∗). As we will see, this ·¯ operator that maps an operator T ∈ Bw∗(X∗, Y ∗) to the induced
operator on the corresponding L∞w∗-spaces has nice categorical properties and respects the notion
of w∗-Baire measurability of operators. Since w∗-Baire measurability is known to be stronger than
w∗-measurability we obtain a condition that ensures the w∗-measurability of induced operators.
This stronger assumption on linear operators in order to induce w∗-measurable operators on the
L∞w∗-spaces will not pose a problem in the main text since all operators we will encounter will be
w∗-measurable.
Proposition A.18 (a) Let T : X∗ → Y ∗ be bounded and w∗-measurable. Then the formula
T¯ (µ)(t) = T (µt) for almost all t ∈ T , (282)
defines a bounded linear operator T¯ : L∞w∗(T ;X∗) → L∞w∗(T ;Y ∗) with norm ‖T¯‖ = ‖T ‖. If T is
norm-preserving then so is T¯ .
(b) If S : Y ∗ → Z∗ is bounded and w∗-measurable then S ◦ T = S ◦ T and if Ti : X∗ → Y ∗ are
bounded and w∗-measurable then T1 + T2 = T1 + T2.
(c) Finally, if T ∈ Aw∗(X∗, Y ∗) is w∗-Baire measurable then so is T¯ and thus T¯ is also w∗-
measurable.
Proof (a) Since T : X∗ → Y ∗ is w∗-measurable, for any µ ∈ L∞w∗(T ;X∗) the map T ◦µ : [0, T ]→ Y ∗
is w∗-measurable and since T is a bounded operator,
‖T ◦ µ(t)‖Y ∗ = ‖T (µt)‖Y ∗ ≤ ‖T ‖‖µt‖X∗ a.s. for all t ∈ [0, T ].
Therefore T¯ (µ) is an element of L∞w∗(T ;Y ∗) for all µ ∈ L∞w∗(T ;X∗) and the induced operator T¯ is
bounded with ‖T¯‖ ≤ ‖T ‖. By checking against the constant maps in Lw∗(T ;X∗) it follows that
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‖T¯‖ = ‖T ‖. Also, if T is norm preserving then ‖Tµt‖Y ∗ = ‖µt‖Y ∗ almost everywhere for any
µ ∈ L∞w∗(T ;X∗) and thus ‖T¯ (µ)‖Lw∗(T ;Y ∗) = ‖µ‖L∞w∗(T ;X∗). Statement (b) is trivial.
(c) The fact that T¯ is w∗-Baire whenever T is, follows by a simple transfinite induction argument
based on the following Proposition A.19 according to which the application Bw∗(X
∗, Y ∗) ∋ T 7→ T¯ ∈
Bw∗(L
∞
w∗(T ;X∗), L∞w∗(T ;Y ∗)) is sequentially continuous with respect to pointwise w∗-convergence
of operators. 
Proposition A.19 Let {Tn}∞n=1 ⊆ Bw∗(X∗, Y ∗) be a sequence of operators w∗-converging to T ∈
Bw∗(X
∗, Y ∗). Then T¯n pointwise w
∗-converges to T¯ .
Proof We have to show that limn→+∞⟪g, T¯nµ⟫ = ⟪g, T¯µ⟫ for all g ∈ L1(T ;Y ), µ ∈ L∞w∗(T ;X∗).
Since Tn −→ T w∗-pointwise limn→+∞〈gt, Tnµt〉 = 〈gt, Tµt〉 for all t ∈ T and supn∈N ‖Tn‖ < +∞
and thus an application of the dominated convergence theorem concludes the proof. 
In the case that X is non-separable, in order for a bounded and w∗-measurable operator T : X∗ →
Y ∗ to induce an operator T¯ : L¯∞w∗(T ;X∗)→ L¯∞w∗(T ;Y ∗) one has to assume in addition that T respects
the relation of w∗-a.s. equality, i.e. that
[〈f, µ1· − µ2· 〉 = 0, m-a.s.] ∀f ∈ X =⇒ [〈g, T (µ1· − µ2· )〉 = 0, m-a.s.] ∀g ∈ Y. (283)
Indeed assumption (283) is equivalent to T¯ (kerSX) ≤ kerSY where SZ : L∞w∗(T ;Z∗) → L1(T ;Z)∗,
Z = X,Y , is the surjective contraction that is induced by the bilinear pairing ⟪·, ·⟫ between L1(T ;Z)
and L∞w∗(T ;Z∗). This implies that T¯ induces an operator T¯ : L¯∞w∗(T ;X∗) → L¯∞w∗(T ;Y ∗) (denoted
by the same symbol T¯ ) by the formula
T (µ+ kerSX) = T¯ (µ) + kerSY . (284)
As we will see all w∗-Baire operators T : X∗ → Y ∗ respect the relation of w∗-m-a.s. equality. This
follows since w∗-continuous operators respect this relation and the set of operators that respect
the relation of w∗-m-a.s. equality is sequentially closed with respect pointwise w∗-convergence of
operators.
Proposition A.20 Any adjoint operator T = T ∗0 : X
∗ → Y ∗, where T0 : Y → X is bounded satis-
fies (283) and thus induces an operator T¯ : L¯∞w∗(T ;X∗)→ L¯∞w∗(T ;Y ∗) by the formula (284) and
T = T ∗0 = (T0)
∗ (285)
where T0 : L
1(T ;Y ) → L1(T ;X) is the induced operator on the L1-spaces. In particular T¯ is w∗-
continuous as the adjoint of the bounded operator T¯0.
Proof Since T is an adjoint operator it is bounded and w∗-measurable and thus by Proposition A.18
it induces an operator T˜ : L∞w∗(T ;X∗)→ L∞w∗(T ;Y ∗) by the formula (282). But since T is the adjoint
of T0, if µ
1, µ2 ∈ L∞w∗(T ;X∗) are such that µ1 ∽ µ2 then for any g ∈ Y
〈g, T (µ1t )− T (µ2t )〉 = 〈T0(g), µ1t − µ2t 〉 = 0 m-a.s. for all t ∈ T .
Thus T satisfies (283) and induces an operator T : L¯∞w∗(T ;X∗)→ L¯∞w∗(T ;Y ∗) by (284).
It remains to verify that (285) holds. So let g ∈ L1(T ;Y ) and µ ∈ L¯∞w∗(T ;X∗). Then
⟪g, T (µ)⟫ = ⟪g, T ∗0 (µ)⟫ =
∫
〈gt, T˜ ∗0 (µ)(t)〉dm(t) =
∫
〈gt, T ∗0 (µt)〉dm(t)
=
∫
〈T0(gt), µt〉dm(t) = ⟪T0(g), µ⟫ = ⟪g, (T0)∗(µ)⟫
and since this holds for all g ∈ L1(T ;Y ) and all µ ∈ L¯∞w∗(T ;X∗) the equality (285) follows. 
140
Proposition A.21 The collection Aw∗-m-a.s. of all operators T ∈ Bw∗(X∗, Y ∗) that respect the
relation of w∗-m-a.s. equality, i.e. that satisfy (283) is sequentially closed with respect to pointwise
w∗-convergence of operators and contains all w∗-continuous operators from X∗ to Y ∗. Consequently
Aw∗(X∗, Y ∗) ⊆ Aw∗-m-a.s..
Proof Since an operator T : X∗ → Y ∗ is w∗-continuous if and only if T is the adjoint of a bounded
operator T0 : Y → X is follows by Proposition A.20 that BCw∗(X∗, Y ∗) ⊆ Aw∗-m-a.s.. It is also
easy to see that the collection A is also sequentially closed. Indeed, let {Tn} ⊆ A be a sequence
w∗-converging pointwise to T , let µ1, µ2 ∈ L∞w∗(T ;X∗) be w∗-m-a.s. equal and let g ∈ Y . Since
{Tn} ⊆ Aw∗-m-a.s. and µ1, µ2 are w∗-m-a.s. equal it follows that 〈g, Tnµ1t 〉 = 〈g, Tnµ2t 〉 for all t ∈ F gn
where F gn ∈ F is a set of full measure in T . Then F g :=
⋂
n∈N F
g
n is of full measure and 〈g, Tnµ1t 〉 =
〈g, Tnµ2t 〉 for all n ∈ N and all t ∈ F g. Since {Tn} pointwise w∗-converges to T , taking the limit as
n→ +∞ we obtain that 〈g, Tµ1t 〉 = 〈g, Tµ2t 〉 for all t ∈ F g and therefore Tµ1 = Tµ2 w∗-m-a.s. and
thus T ∈ Aw∗-m-a.s.. 
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