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The study of nonlinear diffusion equations produces a number of peculiar
phenomena not present in the standard linear theory. Thus, in the sub-ﬁeld of very
fast diffusion it is known that the Cauchy problem can be ill-posed, either because of
non-uniqueness, or because of non-existence of solutions with small data. The
equations we consider take the general form ut ¼ ðDðu; uxÞuxÞx or its several-
dimension analogue. Fast diffusion means that D!1 at some values of the
arguments, typically as u! 0 or ux ! 0: Here, we describe two different types of
non-existence phenomena. Some fast-diffusion equations with very singular D do not
allow for solutions with sign changes, while other equations admit only monotone
solutions, no oscillations being allowed. The examples we give for both types of
anomaly are closely related. The most typical examples are vt ¼ ðvx=jvjÞx and
ut ¼ uxx=juxj: For these equations, we investigate what happens to the Cauchy
problem when we take incompatible initial data and perform a standard
regularization. It is shown that the limit gives rise to an initial layer where the data
become admissible (positive or monotone, respectively), followed by a standard
evolution for all t > 0; once the obstruction has been removed. # 2002 Elsevier Science (USA)
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In this paper, we investigate the effect of very fast diffusion rates on the
existence theory of nonlinear parabolic equations. Nonlinear diffusion
equations produce a number of peculiar phenomena not present in the
standard linear theory. Typical examples are ﬁnite propagation, limited
regularity, and the occurrence of singularities which appear after a ﬁnite
time. In particular, when we consider equations of the very fast-diffusion
type, ut ¼ ðDðu; uxÞuxÞx; with D being very divergent as u or ux tend to zero,
the Cauchy problem can be ill-posed, either because of non-uniqueness, or
because of non-existence of solutions with small data, cf. e.g. [17, 37]. This
contrasts with the known fact that for the standard range of exponents
15p51; the equation ut ¼ ðjuxjp2uxÞx generates a semigroup of contrac-
tions in all spaces LpðRÞ; 14p; while ut ¼ ðjujp2uÞxx generates a similar
semigroup in L1ðRÞ:
1.1. The Basic Equations
We study a limit case of fast diffusion in two versions and derive unusual
properties. Our ﬁrst example is the equation
ut ¼
uxx
juxj
: ð1Þ
We can also write Eq. (1) as ut ¼ ðlog juxj signðuxÞÞx in divergence form. If we
differentiate these forms with respect to x and put v ¼ ux; we arrive at the
second basic example,
vt ¼ ðjvj1vxÞx; ð2Þ
which can be written as vt ¼ ðlog jvj signðvÞÞxx: Due to this relationship, the
mathematical study of both equations is basically equivalent. They are
border-line cases of the standard theory of nonlinear parabolic equations.
Thus, we may view Eq. (1) as the limit of the equations
ut ¼
uxx
juxjn
¼
1
p  1
ðjuxj
p2uxÞx ð3Þ
with n51 and p ¼ 2 n > 1; the limit taken as n! 1; i.e., p ! 1: Upon
differentiation, Eq. (3) gives
vt ¼ ðjvj
nvxÞx ¼
1
p  1
ðjvjp2vÞxx ð4Þ
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(2) and (4) as the differentiated equations, and (1) and (3) as the integrated
equations. The latter are examples of the type known as nonlinear diffusion
equations with gradient-dependent diffusivity. More speciﬁcally, we call (1)
the integrated limit equation and (2) the differentiated limit equation, where
the word limit aims at specifying the difference with respect to the
approximate models (3), (4), and will be dropped when no confusion arises.
Let us note for the reader’s convenience that for Eq. (4), one also writes in
the usual ‘‘porous-medium notation’’ m ¼ p  1 ¼ 1 n; vt ¼ ðjvjm1vÞxx;
and then m! 0:
1.2. Existence and Non-Existence
Equations (3) and (4) are well known in the nonlinear diffusion literature.
Thus, (4) is a case of the generalized ﬁltration equation vt ¼ FðvÞxx; where F
is a monotone function in R; while (2) is not, since the function FðvÞ ¼
log jvj signðvÞ has an asymptote with change of sign at v ¼ 0; and is therefore
not monotone when both positive and negative signs are considered. In the
same spirit, (3) can be written as ut ¼ FðuxÞx with the same monotone F;
while (1) cannot. The asymptote of F will have serious consequences for the
existence theory of Eqs. (1) and (2) that we will investigate below. The
theory for these pairs of equations is closely related and will be pursued in
parallel in this paper.
Thus, in the case of the approximate equations (3) and (4), existence and
uniqueness of solutions in a suitable framework, i.e., in L1ðRÞ as a base
space, is a consequence of results which apply to a large class of nonlinear
parabolic equations, see Section 6 below. We stress that existence and
uniqueness of weak solutions is true for Eq. (4) with p > 1 without the
restriction of positivity. The authors have investigated in [17] the theory of
non-negative solutions of Eq. (2) and found existence of solutions of the
Cauchy problem with arbitrary locally integrable data (or even locally ﬁnite
measures), but also non-uniqueness, a phenomenon which is studied in
[28–30]. We have ﬁrst of all,
Theorem 1.1. For every non-negative function v0 2 L1ðRÞ; there exist
infinitely many functions vðx; tÞ 2 Cð½0; T Þ: L1ðRÞ \ C1ðQT Þ for some T > 0
with QT ¼ R ð0; T Þ; which are positive and classical solutions of (2) and take
the initial data v0ðxÞ: There exists a unique maximal function in the class of
such solutions, which exists globally in time and is characterized by the
equality (conservation law)Z
vðx; tÞ dx ¼
Z
vðx; 0Þ dx for all t > 0: ð5Þ
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of solutions with changing sign for Eq. (2). We introduce a natural class of
weak solutions for this equation and prove the following result.
Theorem 1.2. There exist no continuous weak solutions of Eq. (2)
with changing sign defined in a strip S ¼ R ð0; T Þ: Actually, all such
solutions are non-negative everywhere or non-positive everywhere. If they
vanish identically at a certain t > 0; then they can be naturally continued only
as 0 for t5T :
In other words, the extension of Theorem 1.1 to solutions with changing
sign is false for Eq. (2), though such solutions exist for Eq. (4) with p > 1: A
more precise statement is given in Theorem 3.1. We want to remark that the
assumption of continuity, or some alternative assumption, is needed.
Indeed, we construct in Section 5.5 an example of a discontinuous weak
solution with changing sign. This example is closely tied to the special
behaviour of the function FðvÞ ¼ log jvj signðvÞ:
As for Eq. (1), we can produce a well-deﬁned classical solution of this
equation out of a classical and integrable solution of (2), by means of the
formula
uðx; tÞ ¼
Z x
a
vðx; tÞ dxþ
Z t
0
jvða; tÞj1vxða; tÞ dt þ c; ð6Þ
with arbitrary constants a; c 2 R: This construction, which will be extended
to continuous weak solutions, is unique but for a constant. In this way, we
can translate Theorem 1.1 into the existence of classical solutions uðx; tÞ of
Eq. (1) which are monotone functions of x; given monotone and bounded
initial data. See a detailed statement in Section 2. On the other hand, we can
translate Theorem 1.2 into a negative result for non-monotone solutions
for (1).
Theorem 1.3. All regular weak solutions of (1) are monotone.
Regular means that u and ux are continuous. A more precise statement
will be given in Section 4 below. The result can be re-phrased in a stronger
form as follows: if we take non-monotone data, say, with the
extra conditions of being smooth, positive and bounded, solve some
approximate problems, say, Eqs. (3) for p > 1; and pass to the limit, this
limit cannot be oscillating like the data, hence the initial-value problem
cannot be solved. Such a result can be seen as an extreme form of
incompatibility with oscillations, i.e., no lap numbers larger than 1 are
allowed.
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The non-existence results extend to a large class of very fast-diffusion
equations which include the previous models past the critical exponent,
i.e., to
ut ¼
1
p  1
ðjuxjp2uxÞx ¼
uxx
juxj
n ; p51 ði:e:; n > 1Þ; ð7Þ
and its differentiated version
vt ¼
1
p  1
ðjvjp2vÞxx ¼
vx
jvjn
 
x
; p51 ði:e:; n > 1Þ; ð8Þ
or in standard porous-medium notation, m ¼ p  150: Again, when p51
the graph FpðsÞ ¼ ðp  1Þ
1jsjp2s is not a monotone function in the whole
of R and has an asymptote at s ¼ 0: Indeed, the non-oscillation results are
formulated and proved in Sections 3 and 4 for equations of the forms
ut ¼ FðuxÞx and vt ¼ ðFðvÞÞxx under the condition of divergence of the
function FðsÞ at s ¼ 0:
We recall in this respect that the case p40 in (8) is even more radical with
respect to non-existence. The differentiated equation does not even admit
positive solutions if they have ﬁnite integral at x ¼ 1 or 1; cf. [17, 23] for
the limit p ! 0: For non-existence of small positive solutions in several
dimensions, cf. [37].
1.4. Initial Layer. Mesa Problems
The second part of this paper discusses the important question of what
sense can be given to the evolution process when we impose incompatible
initial data, i.e., non-monotone for (1) or sign-changing for Eq. (2). In order
to illustrate this for the latter equation, we assume initial data with changing
sign v0 ¼ f ; consider the standard regularization by means of Eq. (4) and
take the limit as p ! 1: We show that this problem is very similar
mathematically to the famous mesa problem for the porous media equation,
cf. [5, 10, 18, 33], which happens in the limit p !1 of Eq. (4). Indeed, the
limit gives rise to an initial discontinuity (initial layer), which allows one to
pass in the limit from the incompatible data f to a compatible function g at
t ¼ 0þ :
There is, however, a noticeable difference with the standard mesa
problem: in the present problem, three choices of limit are possible: g50;
and then v > 0; g40 with v50; and ﬁnally, g ¼ v ¼ 0: Besides, when g=0
the situation here is more complex than in the standard mesa problem in the
following respect: the limit of the approximate solutions for t > 0 is an
evolutionary solution of the limit Equation (2) with initial data g; while in
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integration, the results are translated into Eq. (1) and the corresponding
initial layer is characterized as a projection.
In a ﬁnal section, we explain the simple extension of some of the above
results to analogous equations of the form vt ¼ DðFðvÞÞ posed in several
space dimensions, and we comment on the relationship with recent
developments in the literature of related topics of singular diffusion and
mesa problems, cf. [9, 21].
2. EXISTENCE THEORY FOR p ¼ 1 AND 05p51
2.1. For non-negative data, the differentiated equations (2) and (8) have
been studied in [17, 28, 29]. The following result completes the information
of Theorem 1.1.
Theorem 2.1. For every non-trivial v0 2 L1ðRÞ; v050; there exist infinitely
many solutions vðx; tÞ of the Cauchy problem for (2). One of them is maximal
and can be characterized by the conservation of mass as stated in Theorem 1.1,
and also by the property of zero flux at infinity. Moreover, for every pair of
integrable, non-negative functions f ðtÞ; gðtÞ50 (with some regularity) there
exists exactly one solution satisfying the flux conditions
lim
x!1
ðlogðvðx; tÞÞx ! f ðtÞ; limx!1
ðlogðvðx; tÞÞx ! gðtÞ: ð9Þ
This solution exists for all times t > 0 such thatZ
R
v0ðxÞ dx >
Z t
0
ðf ðsÞ þ gðsÞÞ ds: ð10Þ
If equality is reached at a time T > 0 (the so-called extinction time), then
vðx; tÞ ! 0 8x as t % T : ð11Þ
All these solutions are classical, v 2 C1ðQT Þ; QT ¼ R ð0; T Þ; and take
the initial data as a limit in L1ðRÞ; or continuously when v0 is continuous.
The ﬂux data f and g are taken as suitable limits, depending on their
regularity. Standard properties apply, like the Maximum Principle and
L1-contraction, see [28]. The results extend literally to the differentiated
equation (8) in the range 1 > p > 0 (in the more standard notation,
0 > m > 1), replacing (9) by
lim
x!1
vp2vx ! f ðtÞ; lim
x!1
vp2vx ! gðtÞ: ð12Þ
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comes for instance from the semigroup property [7]:
vt4
v
ð2 pÞt
: ð13Þ
As we have mentioned, for p40 no solutions with ﬁnite mass exist.
On the other hand, similar results hold for negative solutions with non-
positive data (change v into v). Only the solutions with changing sign will
present a problem.
2.2. These results can be translated to the integrated equation using formula
(6) with a ¼ 1; i.e.,
uðx; tÞ ¼
Z t
0
f ðtÞ dt þ
Z x
1
vðx; tÞ dxþ c; ð14Þ
and we have an existence theorem for monotone solutions.
Theorem 2.2. For every monotone increasing u0 2 L1ðRÞ; u050; there
exist infinitely many classical solutions uðx; tÞ of the Cauchy problem for
Eq. (1) which are strictly monotone in x. One of them is characterized by
the conservation of values at infinity:
uð1; tÞ ¼ u0ð1Þ; uð1; tÞ ¼ u0ð1Þ; ð15Þ
and exists for all times t > 0: Moreover, for every pair of integrable, non-
negative functions f ðtÞ; gðtÞ50 (with some regularity) there exists exactly one
solution satisfying the following conditions at infinity:
uð1; tÞ ¼ u0ð1Þ þ
Z t
0
f ðsÞ ds; uð1; tÞ ¼ u0ð1Þ 
Z t
0
gðsÞ ds; ð16Þ
and existing in a maximal time interval ð0; T Þ with 05T41 as before.
These solutions are C1 smooth in QT : They satisfy the Maximum
Principle in terms of u0; f and g: Observe that uð1; tÞ is non-decreasing
and uð1; tÞ is non-increasing. Corresponding to the maximal solution of the
differentiated equation, we have solutions of the integrated equation with
constant data at x ¼ 1: It is easy to see that Eq. (1) admits no maximal or
minimal solutions, since the conditions at inﬁnity counteract each other. We
also have uð1; tÞ  uð1; tÞ ! 0 as t ! T if T is ﬁnite.
Similar results hold for monotone decreasing solutions (change x into x).
As above, the results can be extended to the very fast-diffusion equation (7)
in the range 05p51:
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05p41:
Theorem 2.3. For every non-trivial v0 2 L1locðRÞ; v050; there exists a
maximal solution vðx; tÞ of the Cauchy problem for the differentiated
equations. Even when v0 is not integrable at x ¼ 1 and 1; uniqueness can
only be imposed by stating suitable conditions at infinity, but then the solutions
with non-trivial fluxes must have finite space integrals at the corresponding
end, x ¼ 1 or x ¼ 1:
Translated into the integrated equations, (1) and (7), monotone solutions
with inﬁnite values at x ¼ 1 for t ¼ 0 can be ﬁnite for t > 0; since f and g
can be chosen to be singular at t ¼ 0: The solution that keeps both values
inﬁnite is unique (for ﬁxed u0).
In contrast to these results, there is a theory of existence and uniqueness
for the good equations, (3) and (4), with p > 1; which will be reviewed in
Section 6 before using it in a regularization process. On the other hand, the
theory of existence and uniqueness for p41 posed on bounded intervals
offers novelties that fall into the next section.
3. NON-EXISTENCE OF SOLUTIONS I
We have seen existence of a multiplicity of classical solutions for the
differentiated equation (2), and for (8) when 1 > p > 0; whenever the initial
data are non-negative. By contrast, there is an intrinsic impossibility for
these equations to admit solutions which change sign, or even non-negative
solutions which touch the level v ¼ 0: This obstruction is local in form and is
valid for a large class of equations, so we will adopt a more general
framework than up to now and consider a general equation of the form
vt ¼ ðDðvÞvxÞx; ð17Þ
where we assume that
(H) DðsÞ is a positive C1 real function away from s ¼ 0; which has a
singularity at s ¼ 0 and is not integrable at the lower end of the interval
ð0; 1Þ: Let F be a primitive of D for s > 0 (deﬁned up to a constant), so that F
is monotone and Fð0þÞ ¼ 1: When solutions with negative values are
considered, we have to introduce the primitive of D for s50 and then the
two branches of F cannot combine into a globally monotone function. We
also assume in that case that Fð0Þ ¼ þ1: For easy reference, we refer to
these properties as a singular F:
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bounded or semibounded space intervals leads to non-existence when the
boundary data vanish. For a bounded interval with zero data on both sides
and for Eqs. (2) and (8), it is a consequence of the results of the previous
section, cf. [28]. We will need here an extension of such result that shows
that positive solutions cannot take zero boundary values. By the Maximum
Principle, we only need to prove it in a particular case.
Lemma 3.1. Let FðsÞ be a smooth function defined on ð0;1Þ with F0ðsÞ ¼
DðsÞ > 0 8s > 0; and let us consider in the rectangle R ¼ ða; bÞ  ð0; T Þ the
problem
vt ¼ ðFðvÞÞxx in R;
vðx; 0Þ ¼ M for a4x4b;
vða; tÞ ¼ e; vðb; tÞ ¼ M ; 04t4T ;
8>><
>>:
ð18Þ
with 05e5M : This problem has a unique classical solution ve; e5ve5M
which is C1ð½a; b  ð0; T ÞÞ: If Fð0þÞ ¼ 1; then as e! 0 we have
lim
e!0
veðx; tÞ ¼ 0 8x 2 ða; bÞ; t 2 ð0; T Þ; ð19Þ
and the convergence is uniform in ða; b dÞ  ðt; T Þ with d; t > 0 small. If
Fð0þÞ is finite the limit is non-trivial.
Proof. The existence and uniqueness part is standard quasilinear
parabolic theory [27]. The fact that the limit is a non-trivial weak solution
when F is not singular at s ¼ 0; like the cases p > 1; is a part of known
results that will be reviewed (for power nonlinearities) in Section 6. In any
case, it is easy to derive that the solution, which we call ve; satisﬁes e5ve5
M ; ve; x50: As a consequence of the fact that veðx; tÞ4veðx; 0Þ ¼ M ; we have
ve; x50 and ve; t40; hence FðveÞxx40: Therefore, the limits
feðtÞ ¼ lim
x!a
ðFðveÞðx; tÞÞx; geðtÞ ¼ lim
x!b
ðFðveÞðx; tÞÞx
exist and are ﬁnite. Both functions are positive. By the concavity of FðveÞ; we
have feðtÞ5geðtÞ: The monotonicity of ve in t implies that feðtÞ is decreasing
with t and geðtÞ increasing. We get
04
Z b
a
veðx; tÞ dx ¼ Mðb aÞ 
Z t
0
feðsÞ dsþ
Z t
0
geðsÞ ds4Mðb aÞ: ð20Þ
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and Fð0Þ ¼ 1 (here the singularity of F comes into play), we get
necessarily
lim
e!0
feðtÞ ¼ 1
uniformly in t; using the monotonicity of fe and the concavity of FðveÞ:
Now, if lim geðtÞ is ﬁnite for some t1; then it is ﬁnite for all 05t5t1 since ge is
increasing. In this case, we use the estimate
Z t
0
feðsÞ ds4Mðb aÞ þ
Z t
0
geðsÞ ds
to get a contradiction in the limit e! 0: Therefore, lime geðtÞ ¼ 1 and the
concavity of FðveÞ implies that veðx; tÞ ! 0 uniformly in sets of the form
½a5x5b dÞ  ðt5t5T Þ; d > 0: Therefore, a boundary layer appears at
t ¼ 0 and the initial data is lost in the limit. ]
To proceed, we need a suitable concept of weak solution.
Definition 3.1. A weak solution of Eq. (17) deﬁned in a sub-domain
O QT is a function v 2 L1locðOÞ with FðvÞ 2 L
1
locðOÞ such that v satisﬁes the
equation in the sense of distributions. When O ¼ QT a weak solution of the
Cauchy problem with initial data v0 2 L1locðRÞ is a weak solution such that
vð; tÞ ! v0 in L1locðRÞ: ð21Þ
This deﬁnition implies for singular F that fv ¼ 0g is a zero-measure
subset of O: In practice, we will work with continuous weak solutions. For
convenience, the trivial function v  0 will be admitted as a solution.
We are ready to establish the main non-existence result, which is stated in
local form. The proof is based on Lemma 3.1. The assumptions are greatly
reduced with respect to the result stated in the Introduction, Theorem 1.2.
Theorem 3.1. Suppose that v is a continuous function defined in a finite
rectangle R ¼ ðA;BÞ  ð0; T Þ that solves Eq. (17) in the open set fðx; tÞ 2
R; v > 0g and that F is singular at 0þ; i.e., Fð0þÞ ¼ 1 (resp., v solves
Eq. (17) in fðx; tÞ 2 R; v50g and F is singular at 0; Fð0Þ ¼ 1). Then, for
any fixed time t 2 ð0; T Þvðx; tÞ cannot change sign as a function of x.
Proof. By restricting the rectangle if necessary, we assume that v is
continuous up to the boundary, hence, it is bounded in absolute value in R
by a constant M > 0: We may also assume that Fð0þÞ ¼ 1; otherwise we
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the solution is negative at a point x ¼ a 2 I ¼ ðA;BÞ:
Let T1 2 ðt0; T  be such vða; tÞ50 for t04t5T1: We will prove that if FðsÞ is
singular at s ¼ 0þ; then vðx; tÞ must be non-positive for all x 2 ðA;BÞ and
t 2 ðt0; T1Þ: In order to prove this, we proceed as follows. First, we compare
the solution v with the solution ve produced by Lemma 3.1 with b ¼ B; left-
hand lateral data e and right-hand M 0 > M in the rectangle R1 ¼ ða;BÞ 
ð0; T1Þ: We next remark that on the open set D R1 where v > ve; we have
e5v5M ; hence Eq. (17) is uniformly parabolic and v is a C1 solution by
standard local theory. Now, we subtract the equations for v and ve and
multiply in a rather usual way by pðwÞ; where w ¼ FðvÞ  FðveÞ whenever
v > ve; w ¼ 0 otherwise, and p is a typical smooth approximation of the
Heaviside function, with 04p41; pðsÞ ¼ 0 for s40; p0ðsÞ > 0 for s > 0: The
graph F is monotone on the set e4v4M ; hence w > 0 and pðwÞ > 0 in D;
while pðwÞ ¼ 0 otherwise. Now, we have the typical calculation
Z t
0
dt
Z b
a
ðv veÞtpðwÞ dx ¼
Z t
0
dt
Z b
a
ðFðvÞ  FðveÞÞxxpðwÞ dx; ð22Þ
with 05t5T1: The integrations are actually performed only on the open set
D ¼ fv > veg where v; ve and F are smooth. By integration by parts in space
in the last term of the displayed formula, we get
ZZ
R1
ðv veÞtpðwÞ dx dt40;
and letting p tend to the Heaviside function, p ! signþðsÞ; we ﬁnally arrive
at pðwÞ ! signþðv veÞ; thereforeZZ
R1
ðv veÞt sign
þðv veÞ dx dt40;
which implies that v4ve in R1: Letting e! 0 and using Lemma 3.1, we
conclude that vðx; tÞ40 in the rectangle a4x5B; t05t5T1:
Since the same happens on the interval ðA; aÞ; we have vðx; tÞ40 for every
x 2 ðA;BÞ and every t05t5T1: By continuity this means that vð; tÞ40 at
t ¼ t0: In other words, at any time at which v is negative somewhere in ðA;BÞ
then v is non-positive everywhere in ðA;BÞ: ]
Therefore, a change of sign must necessarily pass through an identically
vanishing state at the transition time. Only suitable boundary conditions can
explain the change of sign of v; or its vanishing at certain times. We remark
that instead of rectangular domains, we can use any space–time domain O
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1.2 for global solutions using the information of the following lemma.
Lemma 3.2. A continuous weak solution of the singular equation (17)
defined in QT that vanishes identically at a time t0 is identically zero for all
times t5t0: The same happens in a bounded space domain with homogeneous
Dirichlet or Neumann conditions for t50:
The result is a simple consequence of comparison in the whole space with
solutions of the form ve ¼ e: The vanishing in ﬁnite time of non-negative
solutions of Eqs. (2) and (8) is studied in papers [17, 28, 29] and much of
what is said there applies to the more general equation (17) with singular F:
Remark. The continuity assumption is essential as we will see below with
examples of discontinuous weak solutions. We have used continuous
solutions to justify the comparison arguments. Other types of solution
which admit comparison with non-negative weak solutions could have been
used.
4. NON-EXISTENCE OF SOLUTIONS II
We now translate these results to Eqs. (1) and (7) and their generalization
ut ¼ ðFðuxÞÞx; ð23Þ
under the conditions on F and O stated in the previous section, using the
relation between both equations.
Definition 4.1. We deﬁne a weak solution of Eq. (23) in O as a
function u 2 L1locðOÞ with ux;FðuxÞ 2 L
1
locðOÞ; and the equation is satisﬁed in
the sense of distributions. A weak solution of the Cauchy problem posed in
QT with u0 2 L1locðRÞ is a weak solution such that uð; tÞ ! u0 in L
1
locðRÞ: We
deﬁne a regular weak solution as a continuous weak solution such that ux is
also continuous.
Theorem 4.1. Under the same assumptions on the singular F; a regular
weak solution of Eq. (23) defined in a rectangle is necessarily strictly monotone
in the space variable for every fixed time, unless it is constant in x.
Proof. The poof relies on observing that v ¼ ux is then a continuous
weak solution of the differentiated equation. ]
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As a test of the theory, it is interesting to consider some classes of explicit
solutions and investigate the way in which monotonicity or positivity are
imposed in the limit p ! 1:
5.1. Travelling Waves
There are well-known globally deﬁned travelling wave solutions of (2),
given by the explicit formula
vðx; tÞ ¼
A
cþ eAðctxþx0Þ
: ð24Þ
Given a speed c > 0; there exists for every A > 0; x0 2 R a positive solution
with non-zero ﬂux at minus inﬁnity, ðlog vÞx ¼ A: It is bounded and goes
monotonically from the value 0 at x ¼ 1 to the value h ¼ A=c at x ¼ 1:
For c50; we get the same solutions after the symmetry x! x; but now
they travel to the left. For c ¼ 0; we get stationary solutions v ¼ BeAx: If
A50; we get negative solutions. For Eq. (1), this translates into
uðx; tÞ ¼ At þ
1
c
logð1þ ceAðxctx0ÞÞ ð25Þ
(note the extra term At). All these solutions are monotone. Note that there is
another class of travelling waves of the form vðx; tÞ ¼ A=ðc eAðctxþx0ÞÞ; but
they are not properly deﬁned for all x 2 R since they exhibit an asymptote at
a ﬁnite x: In a very rough way, they can be seen as changing sign solutions
across the singularity.
It is interesting to examine types of travelling waves with changing
sign for Eq. (4) with p > 1; and see how they pass to the limit.
Indeed, introducing the form vpðx; tÞ ¼ fpðxÞ; x ¼ x x0  ct we get for
the proﬁle f ¼ fpðxÞ the equation ðjf jp2f Þ
00 þ ðp  1Þcf 0 ¼ 0; hence by
integration
ðjf jp2f Þ0 ¼ ðp  1ÞðA cf Þ: ð26Þ
If we want solutions with a sign change we take A=0; say A > 0: Take
also c > 0: By normalization, we may assume that f ð0Þ ¼ 0; and then A is the
ﬂux at the sign change, A ¼ ðp  1Þ1ðjf jp2f Þ0ð0Þ: The proﬁle f is
monotone and goes from 1 at a certain asymptote x ¼ xp50 up to the
height h ¼ A=c as x!1: Near the transition point x ¼ 0; we have f 
ððp  1ÞAxÞ1=ðp1Þ signðxÞ; which becomes increasingly ﬂat as p ! 1:
The idea we derive is that in the limit the change of sign will take inﬁnite
space.
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options already mentioned in the introduction that will be discussed below
in a general setting.
(i) Keeping the normalization fpð0Þ ¼ 0 we get a trivial limit, f ¼ 0
everywhere.
(ii) On the other hand, if we shift the x-axis and ﬁx fpð0Þ ¼ h1 2
ð0;A=cÞ; we will get in the limit p ! 1 the positive travelling wave (24), while
the negative part is pushed to minus inﬁnity.
(iii) Finally, when we normalize fpð0Þ ¼ h150 the limit will be a
negative solution with an asymptote on its left hand. Now the positive part
disappears through the right-hand part of the real line.
Other signs of A and c give reﬂected variants of the above solutions, and the
case A ¼ 0 is already one-signed for p > 1; and gives in the limit one-signed
solutions with an asymptote.
5.2. Source-Type Solutions
For 15p52; there are solutions of Eq. (3) given by the formula
uðx; t;CÞ ¼ t
1
2ðp1Þ C þ
2 p
p
1
2
  1
p1 jxj
t
1
2ðp1Þ
 ! p
p1
0
@
1
A
p1
p2
; ð27Þ
where C > 0 is an arbitrary positive constant. These source-type solutions
take as initial data a Dirac mass
uðx; 0;CÞ ¼ MdðxÞ; ð28Þ
where the mass M ¼
R
uðx; t;CÞ dx is related to C by the formula
C ¼ cðpÞMs; s ¼
pð2 pÞ
2ðp  1Þ2
: ð29Þ
These solutions can be differentiated in x to produce the so-called dipole
solutions of the fast-diffusion equation (4), which are anti-symmetric,
vðx; tÞ ¼ vðx; tÞ: Passing to the limit p ! 1 in this example, (27), we get
lim
p!1
uðx; t;CÞ ¼ 0 ð30Þ
uniformly in sets of the form fðx; tÞ: t5t > 0g for every t > 0: This means
that there will be no source-type solution in the limit and the solution
existing for p > 1 will disappear in zero time even if we now conserve the
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phenomenon that will discuss at length below. By a symmetrization
argument [35], the same applies to Eq. (1) for any ﬁnite distributed initial
mass, u0 2 L1ðRÞ:
5.3. A Very Singular Solution
When we let the mass tend to inﬁnity in (27), we get for 15p52 the
explicit solution
uðx; t;1Þ ¼ KðpÞ
t
1
2p
jxj
p
2p
; K ¼
2
1
p1 p
2 p
0
@
1
A
p1
2p
: ð31Þ
In the limit p ! 1; this solution becomes
uðx; tÞ ¼
2t
jxj
; ð32Þ
which is a strange non-monotone solution of (1). It has a permanent non-
integrable singularity at x ¼ 0: Therefore, u is not a global solution of the
equation in any reasonable sense. By differentiation, we get the function
vðx; tÞ ¼
2t
x2
signðxÞ; ð33Þ
a solution of Eq. (2) away from the line x ¼ 0; t > 0: It has changing sign but
the singularity at x ¼ 0 is essential. We will see below less singular cases of
change of sign.
5.4. Self-Similar Solutions
Next, we will perform a general self-similarity analysis. We consider the
differentiated equation (4) and look for solutions of the form
vðx; tÞ ¼ tnF ðxÞ; x ¼ x tb: ð34Þ
Substituting into (1), we get in the usual way the exponent relation
að2 pÞ þ 2b ¼ 1; ð35Þ
and the proﬁle equation
ðjF jp2F 0Þ0 þ bxF 0 ¼ aF ; ð36Þ
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plane analysis, we may assume (at least locally) that F > 0; x > 0 without loss
of generality, since the equation is invariant under the changes F ! F ;
x! x: Under these conditions, we perform the change of variables
Z ¼ logðxÞ; x ¼
x F 0
F
; y ¼ x2F 2p: ð37Þ
We then obtain the quadratic system
y
’x ¼ x ðp  1Þ x2 þ ay  bxy;
’y ¼ yð2þ ð2 pÞxÞ;
(
ð38Þ
where dot represents the derivative with respect to Z: ’x ¼ dx=Z; ’y ¼ dy=dZ:
In the limit, we get the system for Eq. (2) as
y
’x ¼ xþ ð1 2bÞy  bxy;
’y ¼ yð2þ xÞ;
(
ð39Þ
where now a ¼ 1 2b and y ¼ x2F ; the other variables being deﬁned as
before. We obtain a complete family of solutions with positive sign for the
different values of a: By change of sign, v/ v; we obtain a family of
negative solutions. A complete (theoretical and numerical) study of self-
similarity for very fast diffusion, Eq. (8) with p51, was recently performed
in [40].
5.5. A Discontinuous Solution with Changing Sign
Let us now consider the self-similar solution corresponding to a ¼ 0; b ¼
1=2; which takes the form
v1ðx; tÞ ¼ F ðxt1=2Þ; ð40Þ
where F is positive, symmetric and decreasing for x > 0 with F ð1Þ ¼ 0: We
may normalize so that F ð0Þ ¼ 1: We now take the function %v deﬁned in an
anti-symmetric way as
%vðx; tÞ ¼
v1ðx; tÞ for x > 0;
v1ðx; tÞ for x50:
(
ð41Þ
It is easy to see that %v is, in fact, a weak solution of Eq. (2) in the sense of
Deﬁnition 3.1. However, %v does not satisfy the assumptions of Theorem 3.1
because it is not continuous: it has a jump discontinuity at x ¼ 0; %vð0þ; tÞ 
%vð0; tÞ ¼ 2: Observe that since logj%vj ¼ 0 at the points of discontinuity
(x ¼ 0; t > 0), the function logj%vj is continuous in Q:
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similarity exponents in the proﬁle equation (36), written in the form
ðlogjF j signðF ÞÞ00 þ bxF 0 ¼ aF ;
on the condition that the original proﬁle is normalized to F ð0Þ ¼ 1:
However, for a=0 they do not produce weak solutions of Eq. (2) because
logj%vj has a jump discontinuity at x ¼ 0 for t=1:
6. THEORY OF THE EQUATIONS WITH p > 1
Let us review the known properties of the good equations, (3) and (4),
which will be used next in the approximation process as regularizations of
the limit equations with p ¼ 1: The Cauchy problem for Eq. (3) with initial
data
uðx; 0Þ ¼ u0ðxÞ; x 2 R ð42Þ
has been extensively studied in the literature for all p > 1: The analysis has
also been carried out for the corresponding problem in several space
dimensions where the problem offers some extra difﬁculties. In dimension
n ¼ 1; we have the following results.
Theorem 6.1. Let 15p52 and let u0 2 L1locðRÞ; u050: Then the Cauchy
problem for Eq. (1.3) admits a unique weak solution in the following sense.
There exists a unique function u 2 Cð½0; T  : L1locðRÞÞ \ C
a
locðQT Þ for some a 2
ð0; 1Þ; such that juxj 2 L
p
locðQÞ; ut 2 L
1
locðQÞ; the equation is satisfied in the sense
of distributions and the initial data are taken in the sense of L1loc as t ! 0:
Besides, we have for all solutions the estimates

u
2ðp  1Þt
4ut4
u
ð2 pÞt
: ð43Þ
The upper estimate comes from B!enilan–Crandall’s homogeneity
argument, cf. [7], while the lower bound is due to Esteban and Vazquez [16].
Theorem 6.2. The accretivity of the differential operator implies that
whenever u0 2 LrðRÞ for some r 2 ½1;1; then uð; tÞ 2 LrðRÞ for all t > 0 and
jjuð; tÞjjr4jju0jjr: ð44Þ
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jjuð; tÞjj14CðrÞ
jju0jjgr
tb
ð45Þ
with
g ¼
pðr þ 1Þ  2
2rðp  1Þ
; b ¼
r  1
2rðp  1Þ
: ð46Þ
In this case, there is no sign restriction on the data or the solutions,
u 2 Cð½0; T  : LrðRÞÞ \ L1ðR ½t; T Þ:
We refer to [15] for the results in several space dimensions with locally
integrable data. For integrable data, cf. [4, 7]. The L1 estimates can be
obtained by symmetrization, cf. [34, 35]. In case the data are monotone, we
can differentiate and apply to v ¼ ux the existing theory for the fast-diffusion
equation (4), thus obtaining a classical theory without any sign restriction.
Theorem 6.3. If u0 is a locally absolutely continuous function with is
monotone non-increasing (or monotone non-decreasing), then there exists a
unique weak solution of the Cauchy problem for Eq. (1) which is classical in QT
and strictly monotone in x for every t > 0:
We remind the reader that Eqs. (1) and (3) are invariant under
translations of the form u/uþ c; hence the theory done for non-negative
solutions applies immediately to solutions which are merely bounded below
by a constant, u5c: Or bounded above, u4c after the reﬂection u/ u:
On the other hand, we may consider the problem with anti-symmetric
initial data, possibly unbounded below, by reducing it to the Cauchy–
Dirichlet problem in the domain Q ¼ fðx; tÞ : x > 0; t > 0g with boundary
data uð0; tÞ ¼ 0 for 04t41: All the above assertions and estimates, except
the left-hand side of inequality (43), hold when we consider locally
integrable data
uðx; 0Þ ¼ u0ðxÞ50 for x > 0:
Extending this solution to the whole line in the anti-symmetric way
uðx; tÞ ¼ uðx; tÞ; we obtain a solution of the original problem with anti-
symmetric data. Unless constant, these solutions are nor monotone.
Let us turn our attention to the differentiated equation (4) with p > 1:
Existence of a solution is obtained in the framework of locally integrable
functions, cf. [24]. Thus, for every v0 2 L1locðRÞ; there exists a unique function
v 2 Cð½0;1Þ : L1locðRÞÞ such that (i) v satisﬁes (4) in distribution sense in
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locally bounded and continuous in Q: For integrable data v0 2 L1ðRÞ; we
have a unique mild solution v 2 Cð½0;1: L1ðRÞÞ \ L1ðR ðt;1ÞÞ for every
t > 0 and mass is conserved. By the results of [8], this solution is strong:
vt 2 L1locðQT Þ: In this case, we may integrate
uðx; tÞ ¼
Z x
1
vðs; tÞ ds
to obtain a solution of the Cauchy problem for (3) in the class described
above. Conversely, differentiation of a solution of Theorem 6.1 produces a
weak solution v ¼ ux of (4) with initial data taken in L1loc-weak.
7. APPROXIMATION. MONOTONICITY IN THE LIMIT AS p ! 1
In agreement with the results of Sections 3 and 4, the construction of
solutions for non-monotone data ﬁnds obstructions that we describe in the
subsequent sections.
A natural method to construct solutions of Eqs. (1) and (2) consists in
passing to the limit of the corresponding problems for p > 1: We obtain the
following monotonicity result.
Theorem 7.1. Any bounded function obtained as limit of bounded
solutions of Eq. (3) as p ! 1 is necessarily monotone in x.
Proof. First of all, by displacing the graph up by a constant we may
assume that u5c > 0 uniformly in x: Multiplying Eq. (3) by uzp; with z ¼
zðxÞ a cutoff function, and integrating by parts in R ðt1; t2Þ with 05t15t2;
we obtain an energy estimate for all solutions u ¼ uðpÞðx; tÞ of the equationZZ
juxjpz
p dx dt4C
ZZ
up jzxj
p dx dt þ Oðp  1Þ: ð47Þ
This estimate is uniform as p ! 1 as long as functions are bounded in
LplocðRÞ: Another estimate is based on homogeneity, cf. [7],
ut4
u
ð2 pÞt
: ð48Þ
This means that
ðjuxj
p2uxÞx4
ðp  1Þ
ð2 pÞt
u:
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p2
uðpÞx =u; we write ju
ðpÞ
x j
p2uðpÞx ¼ u
ðpÞV ðpÞ; hence, omitting again superscripts,
uxV þ uVx4
ðp  1Þu
ð2 pÞt
:
Since uxV ¼ juxjp=u50; we get
V ðpÞx 4
ðp  1Þ
ð2 pÞt
: ð49Þ
Let us now pass to the limit. By compactness (using estimates (47), (48)) we
have uðpÞ ! u locally in L1 and a.e. Since

u
2t
4ðjuxjp2uxÞx4
ðp  1Þ
ð2 pÞt
u;
we also know that juðpÞx j
p2uðpÞx converges to a function w; and w is a selection
of the graph signðuxÞ: Finally, since u is bounded above and below away
from zero, V ðpÞ converges as p ! 1;
V ðpÞ ! V ¼
w
u
;
for which in the limit of (49), we get
Vx40:
This is the monotonicity result that we wanted to prove, since it means that
w is monotone non-increasing. As w is the sign of ux there are three options
for w: it can only be either positive everywhere or negative everywhere or
jump from positive to negative. The ﬁrst two cases agree with our result. The
third case is eliminated when u is bounded above by taking as new function
*u ¼ M  u; where M is an upper bound for u: ]
Corollary 7.1. For fixed bounded initial data u0ðxÞ; the limit as p ! 1
of the solutions of the Cauchy problem for Eq. (3) is a bounded solution of
Eq. (1), which is monotone in x for all t > 0:
The fact that solutions are monotone poses no problem when the initial
data are also monotone, and, in fact, we recover for such data one of the
solutions described in Section 2. A problem arises for non-monotone data.
We may now translate these results to the differentiated Eq. (2). We know
that when the data are non-negative, then the initial data are taken and the
limit solution is just the maximal solution constructed in Section 2. For
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Eqs. (3) and (4).
Corollary 7.2. Let v0ðxÞ 2 L1ðRÞ: Then the limit of the solutions of the
approximate problems (4) has constant sign, either non-negative or non-
positive. If the data are anti-symmetric, v0ðxÞ ¼ v0ðxÞ; the solution
vanishes.
8. INITIAL LAYER AND INITIAL PROJECTION
We have concluded that the solutions of the limit equations, both in the
integrated and differentiated cases, have special geometric properties,
monotonicity or positivity, respectively. Let us consider now the following
question: we consider the solutions of the Cauchy problems for p > 1 with
ﬁxed initial data and pass to the limit as p ! 1: Does the limit satisfy the
same initial conditions? The answer is positive when the initial data have the
above-mentioned properties, since then known theory implies that the
solutions for p > 1 converge to the solution for p ¼ 1; see Section 6.
However, when the initial data do not satisfy such restrictions, then it must
necessarily happen that the limit solution does not satisfy the initial
condition. Then a discontinuity takes place at t ¼ 0þ; which we call the
initial layer. We want to prove that the discontinuity of the initial layer takes
the form of the ‘‘projection’’ into a different initial function
P : u0/ *u0; ð50Þ
such that *u0 is monotone, and the limit solution u ¼ limp!1 up is precisely
the unique maximal solution of (1) with initial data *u0: Hence, for monotone
data P ðu0Þ ¼ u0: A similar description holds for the differentiated equation,
where we want to ﬁnd an operator
Q : v0/*v0 ð51Þ
such that the limit solution v ¼ limp!1vp is precisely the maximal solution of
(2) with data *v0: Hence, Qðv0Þ ¼ v0 for non-negative v0:
The simplest instance of this phenomenon happens when the data are also
symmetric.
Proposition 8.1. If we solve Eqs. (3) for p > 1 with fixed initial function
u0 and moreover this function is bounded and symmetric, u0ðxÞ ¼ u0ðxÞ; then
the limit as p ! 1 is constant.
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symmetry property holds for the solutions of the approximate problems,
upðx; tÞ; hence for the limit uðx; tÞ: In view of the monotonicity, this limit
must be constant. ]
Proposition 8.2. Whenever the data u0 are Lr-integrable, 14r51; the
limit of the approximate problems (3) is zero. This is also true if u0ðxÞ ! 0 as
x!1 (even in a weak sense).
Proof. We consider ﬁrst the case where the data are rearranged, i.e.,
u0ðxÞ ¼ u0ðxÞ for every x50 and u0 is non-increasing for x50 so that
u0ðxÞ ! 0 as x!1: We also assume that u0 is bounded. The previous result
implies that the limit is zero (uniformly on compacts). For general bounded
data (we may start ﬁrst with non-negative for convenience and then use
Maximum Principle), we use symmetrization [35] to compare the spatial
rearrangement of the solutions of the problem with the solutions %up of the
rearranged data. We conclude that for every set O R with ﬁnite measure
2l; we have
Z
O
jupðx; tÞj dx4
Z l
l
%upðx; tÞ dx: ð52Þ
We then conclude that upðx; tÞ ! 0 locally in L1 as p ! 1: The convergence
holds also in L1: Finally, for unbounded data we use the Lr contraction
property to approximate by good data as before. For the last statement, we
use comparison (with functions cut at the levels e and e). ]
Comparison allows to derive the following result.
Corollary 8.1. If we have initial data with a limit u0 ! a at x ¼ 1
and another limit u0 ! b at x ¼ 1; then the solution uðx; tÞ of (1) has values in
½a; b and is monotone in x: Both asymptotic limits are preserved in time.
The last assertion follows from comparison with solutions with monotone
step-wise initial data. In case a4u0ðxÞ4b for a.e. x we fall into the standard
theory explained in Section 2. For initial functions which jut out of the
interval I ¼ ða; bÞ; the corollary shows that the limit solution is contained in I
for all times. Note that the asymptotic limits imply that the solutions will
not be trivial if a=b:
Translation of Proposition 8.2 for the differentiated equation gives a
statement for the existence of a trivial limit.
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v0ðxÞ dx ¼ 0; the limit of the solutions of the approximate problems (4) as
p ! 1 is identically zero in Q ¼ R ð0;1Þ:
9. NON-TRIVIAL INITIAL LAYER. DIFFERENTIATED
EQUATION WITH POSITIVE FINITE MASS
We now address the question of ﬁnding classes of initial data for which
there is an initial layer (the data are not taken in the limit) but the limit
solution is not trivial. This gives rise to a more complex initial boundary
layer. We start with the differentiated equation (2) and derive the projection
rule in a case of ﬁnite integral. We have already seen that in case the integral
of the initial data is zero the limit solution is trivial. Therefore, we assume
that the initial data v0ðxÞ ¼ f ðxÞ satisfy the following properties: f is
integrable and the total mass is positive
f 2 L1ðRÞ;
Z
f ðxÞ dx > 0: ð53Þ
Let us denote this class of data by X  L1ðRÞ: Let Xþ ¼ ff 2 X : f50g ¼
ff 2 L1ðRÞ : f50; fc0g: The remaining case of negative mass can be
reduced to this one by symmetry u/ u: We prove the following result.
We denote by vp the solution of Eq. (4) with p > 1 and initial data f :
Theorem 9.1. There exists a map P : X/Xþ such that the limit of the
approximations vp is the maximal positive solution v of (2) with initial data
g ¼ P ðf Þ: In order to define P ; we consider the coincidence set O of the solution
w 2 W 1;1ðRÞ; wðxÞ ! 0 as jxj ! 1 of the variational inequality
wxx4f ; w50; ðwxx  f Þw ¼ 0: ð54Þ
Then g ¼ P ðf Þ is defined as gðxÞ ¼ f ðxÞ in O; while gðxÞ ¼ 0 for x =2 O: In other
words,
g ¼ f wðfw ¼ 0gÞ: ð55Þ
Therefore, P is an L1 contraction which reduces to the identity on Xþ: For all
f 2 X ; we have
R
f ¼
R
g:
It is clear that f50 on the coincidence set, but f can have any sign on the
non-coincidence set. The result reminds of the variational inequalities
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p !1 of Eq. (4), and, in fact, there is a close connection. As already
pointed out, there is, however, a major difference in the present situation:
the projection does not determine a steady state but the initial data of an
evolution. On the other hand, we start with data of any sign and the
equation forces the solution to have a sign.
1. The proof will be performed ﬁrst for a special sub-class X1 of data f
consisting of bounded and continuous functions with a ﬁnite number of sign
changes, which besides are positive for all large jxj and have ﬁnite and
positive integral.
There are four steps in the proof:
Step 1: The limit is positive. The family fvpgp is uniformly bounded in
Cð½0;1Þ : L1ðRÞÞ and has constant mass
R
vpðx; tÞ dx ¼
R
f ðxÞ dx: The family
has also the property
Z
jvpðxþ h; tÞ  vpðx; tÞj dx4
Z
jf ðxþ hÞ  f ðxÞj dx;
hence it is equi-continuous in L1ðRÞ for every t > 0: We can pass to the limit
and ﬁnd a function v which is a weak solution of (2) and has equal or smaller
mass. Passing to the integrated equation we have a family up which tends to
u; an integral of v; solution of (1). We know that for up the limit is
monotone, hence v50: According to the results of [30], the solution v has an
initial trace that we call g and g50: It can be a non-negative measure or a
function. Now, comparison with the solutions with initial data fþðxÞ ¼
maxff ðxÞ; 0g implies that gðxÞ4fþðxÞ; hence it is a function. Summing up, v
has an initial trace
04gðxÞ4fþðxÞ:
In particular, gðxÞ ¼ 0 whenever f ðxÞ40: But g can be zero also at points
where f > 0:
Step 2: The limit is a maximal solution. The argument relies on the known
fact that when the data are positive and integrable there exists L1
convergence of the solutions vp 2 Cð½0;1Þ: L1ðRÞÞ \ L1ðQÞ of Eq. (4) to
the maximal solution of Eq. (2) for every t > 0; cf. our previous works. In
particular, the mass contained outside a ball BR can be made small enough
uniformly in p ! 1 by taking R large. In order to apply this result to the
case of changing data, we compare the solution vp with data f with the
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f ¼ maxff ; 0g: Since
v;p4vp4vþ;p;
we conclude that the family vpð; tÞ has uniformly small mass outside a large
ball. Using the conservation of mass
Z
vpðx; tÞ dx ¼
Z
f ðxÞ dx;
we conclude from the convergence vp ! v the estimateZ
vðx; tÞ dx ¼
Z
f ðxÞ dx ¼
Z
gðxÞ dx
for every t > 0; hence the maximality of v; cf. (5).
Step 3: Alternative. We want to show that there is a partition of R into a
ﬁnite and disjoint family of intervals such that either g ¼ f > 0 or g ¼ 0 in
each of them. The proof is based on the following argument:
Lemma 9.1. For every a 2 R; one of the following assertions holds:
(i) gðxÞ ¼ 0 in an interval of the form a r5x5a;
(ii) gðxÞ ¼ 0 in an interval of the form a5x5aþ r;
(iii) there exist d > 0; r > 0; t > 0; and p0 > 1 such that
vpðx; tÞ > d for jx aj4r; 05t5t
for 15p5p0:
The proof is the same of Caffarelli and Friedman in [10, Sect. 6] with
minimal adaptations, hence we will omit it. Using this result, the alternative
is concluded as follows. Under condition (iii), the equations would be
uniformly parabolic in a neighbourhood of ðx; 0Þ; for 15p5p0; hence the
limit p ! 1 would preserve the initial data, g ¼ f for jx aj5r; by standard
parabolic theory. Next, we observe that, by lap number theory (intersection
comparison) the number of sign changes is non-increasing when passing
from f to each solution vp; and again does not increase in passing to the
limit. On the other hand, we have the intervals where g ¼ 0 but f is not zero
correspond necessarily to intervals where f has negative values in some
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number of the intervals in which g=f :
Step 4: Variational inequality. In order to control the fast initial evolution,
we introduce the function
wpðx; tÞ ¼
1
p  1
Z t
0
ð1 jvjp2vÞðx; sÞ ds; ð56Þ
following closely the mesa problem approach. Integrating Eq. (4) from 0 to
t; we have
Z
R
ðf  vpðtÞÞx dx ¼
Z
R
wpðtÞ xxx dx ð57Þ
for any test function xðxÞ: Therefore,
wp; xxðx; tÞ ¼ f ðxÞ  vpðx; tÞ
in the sense of distributions in x for every t > 0: On the other hand, it is
immediate to see that for uniformly bounded vp4C; we have a lower bound
of the form
ð1 jvjp2vÞ=ðp  1Þ5 KðCÞ;
hence wp5 KðCÞt uniformly in p51: By (iii) of the previous lemma, we
also have wpðx; tÞ ! 0 as t ! 0 uniformly in p and in x in the interior of any
interval where g > 0: It follows that wp is uniformly bounded. We may now
pass to the limit p ! 1 to get wp ! w in the weak-star topology of L1; and
then
wðx; tÞxx ¼ f ðxÞ  vðx; tÞ:
We now pass to a second limit t ! 0 to get a function w0ðxÞ ¼ limt!0 wðx; tÞ
such that
w0; xx ¼ f ðxÞ  gðxÞ: ð58Þ
Since the lower bound for wpðx; tÞ implies that w0ðxÞ50; the theorem is
proved putting wðxÞ ¼ w0ðxÞ under the present assumptions.
Remark. It is to be noted that the Variational Inequality can be solved
independently in each of the disjoint intervals Ii ¼ ½ai; bi in which g ¼ 0 and
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Ii
f dx ¼
Z
Ii
g dx 8i:
2. The proof is extended to X by continuity using the L1 contraction
property of the map f/g; which is easily proved. For instance, we may
write the Variational Inequality in equivalent form as
wxx  f 2 bðwÞ;
where b is the maximal monotone graph deﬁned on ½0;1Þ by bðsÞ ¼ 0 if
s > 0; bð0Þ ¼ ð1; 0; cf. [6].
10. INTEGRATED EQUATION WITH BOUNDED DATA
The characterization of the previous section for the differentiated
equation can be translated into a corresponding result for the integrated
equation (1). We introduce the class Y of data F ðxÞ which are bounded, have
ﬁnite limits at 1 and such that
F ð1Þ > F ð1Þ:
We denote by Ym the subspace of monotone increasing functions. We prove
the following theorem.
Theorem 10.1. There exists a map Q : Y/Ym such that the limit of the
approximations up with fixed initial data F 2 Y is the unique monotone
solution u of (1) with initial data G ¼ QðF Þ and constant values at x ¼ 1:
The map Q is an L1 contraction which reduces to the identity on Ym: For all F
we have F ð1Þ ¼ Gð1Þ:
Proof. The result follows from the previous section. Assume that f ¼ Fx
satisﬁes all the assumptions of the ﬁrst part of the proof of Theorem 9.1.
Without loss of generality, put F ð1Þ ¼ 0: Let g ¼ P ðf Þ and let
GðxÞ ¼
Z x
1
gðyÞ dy:
For general F use approximation and the property that Q is an L1-
contraction (indeed, it is an Lp-contraction for all p51). ]
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the property that G realizes the minimum of
Z
R
ðF  GÞ2 dx ð59Þ
among the monotone functions defined in R:
Proof. F regular means that f 2 X1 of Section 9. We know that g ¼ f
and G ¼ F on the complement of the intervals where w > 0: For 15p52 let
vp be the solution of (4) and let
upðx; tÞ ¼
Z x
1
vpðy; tÞ dy
be the solution of (3). Let also wpðx; tÞ be deﬁned as in Theorem 9.1. It is
clear from the previous theorem that G is the initial datum for the limit
solution u ¼ limp!1 upðx; tÞ: Then we have for t > 0 and a test function hðxÞ
with compact support
Z
ðF ðxÞ  upðx; tÞÞhðxÞ dx ¼ 
ZZ
up; thðxÞ dxdt
¼
1
p  1
ZZ t
0
ð1 jvp j
p2vpÞxhðxÞ dx dt ¼ 
Z
wpðx; tÞh0ðxÞ dx:
Letting p ! 1 we get
R
ðF ðxÞ  uðx; tÞÞhðxÞ dx ¼ 
R
wðx; tÞh0ðxÞ dx: Finally,
we let t ! 0 to obtain
Z
ðF ðxÞ  GðxÞÞhðxÞ dx ¼ 
Z
wðxÞh0ðxÞ dx;
which is nonnegative under the assumption that h is nonincreasing on the
intervals on which w > 0; hence G0 ¼ 0: Therefore,
Z
R
ðF  GÞ h dx50 ð60Þ
for every h which is nonincreasing when G is constant. It follows that G
realizes the minimum (59). ]
Similar results apply when F ð1Þ5F ð1Þ; while for F ð1Þ ¼ F ð1Þ we
know that the projection is trivial, cf. Section 8.
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We discuss ﬁrst an illustrative example where the calculations can be done
directly.
Example 11.1. Let v0ðxÞ be a step function deﬁned as v0ðxÞ ¼ A > 0 for
jxj > r > 0 and v0ðxÞ ¼ B50 for jxj5r: Then the limit solution is the
solution of Eq. (2) with initial data V0ðxÞ ¼ A for jxj > r1; V0ðxÞ ¼ 0 for
jxj5r1; where r1 ¼ rðAþ BÞ=A; so that
V050;
Z
ðv0ðxÞ  V0ðxÞÞ dx ¼ 0: ð61Þ
The limit solution conserves the mass, i.e., it is the maximal solution for its
initial data.
Proof. First of all, we know that the limit solution has ﬁxed sign and is
less than A everywhere. We also know that the vp are symmetric, increasing
in x > 0 for ﬁxed t; and go to A as x!1: Moreover, by the mass
conservation law, we getZ
ðA vpðx; tÞÞ dx ¼ 2rðAþ BÞ;
and this estimate passes to the limit, since the mass at inﬁnity is controlled
by comparison. It follows that the limit v is non-negative, symmetric,
increasing for x > 0; goes to A as x!1: Moreover, if %v is the solution
with initial data %v0ðxÞ ¼ maxfv0; 0g; then 04vðx; tÞ4%vðx; tÞ5A: Besides,Z
ð%vðx; tÞ  vðx; tÞÞ dx ¼ 2rB > 0
for every t > 0: In order to compare v and V ; we integrate in x from x ¼ 0 to
obtain solutions u and U ; resp. of Eq. (1). It is clear that uðx; 0Þ4U ðx; 0Þ for
x > 0 while u ¼ U ¼ 0 for x ¼ 0; t50: It follows that
uðx; tÞ4U ðx; tÞ for x > 0; t > 0:
But since U ðx; tÞ ! 0 as t ! 0 for 05x5r1 and v50; hence u50; we also
have limt!0 uðx; tÞ ¼ 0: We conclude that there exists the limit
uðx; 0Þ ¼ lim
t!0
uðx; tÞ and uðx; 0Þ ¼ U ðx; 0Þ; ð62Þ
hence by differentiation vðx; 0Þ ¼ V0ðxÞ: ]
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anti-symmetric with
u0ðxÞ ¼ B x for 05x5r; u0ðxÞ ¼ A ðx r1Þ for x > r; ð63Þ
and the limit solution has anti-symmetric initial data such that
U0ðxÞ ¼ maxfu0ðxÞ; 0g for x > 0: ð64Þ
Therefore, we speak about the initial projection as the form of the initial
layer.
Example 11.2. We do not need step functions to have a simple
description of the initial layer of this kind. The following situation will be
of use below: we consider the differentiated equation with a continuous
initial function v0 ¼ f which is positive on a right-hand half-line, say ð0;1Þ;
and negative on the complement. Theorem 9.1 gives as initial trace of the
limit v a certain projection g50 of f : By the properties of the lap number
mentioned in the proof of the theorem, the initial trace g will equal 0 on an
interval ð0; aÞ; a > 0; and will equal f50 on ða;1Þ; and a is precisely given
by the mass equality Z a
1
f ðxÞ dx ¼ 0: ð65Þ
In this case, the distance a completely describes the extent to which fþ
collapses under the inﬂuence of f:
12. OTHER DATA
The initial layer analysis of Section 9 can be extended to the class X 0*X
of initial data v0ðxÞ ¼ f ðxÞ satisfying the following properties: f is locally
integrable, its negative part f has ﬁnite integral and the total mass is
positive
R
f ðxÞ dx > 0: Thus, the case of inﬁnite integral will also be allowed.
Let X 0þ ¼ ff 2 X
0: f50g: We have
Theorem 12.1. There exists a map P : X 0/X 0þ such that the limit of the
approximations vp is the unique positive solution v of (2) with initial data
g ¼ P ðf Þ: The map P is an L1 contraction which reduces to the identity on X 0þ:
The proof is done by monotone extension to the whole X 0 of the result in
L1:
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like the following one, in which the divergent integrals occur on opposite
sides and the limit result is trivial.
Theorem 12.2. Let v0 ¼ f be a locally integrable function such that
R x
0
fþ diverges at þ1 and converges at 1 while
R x
0 f
 converges at 1 and
diverges at 1: Then the limit solution is trivial, vðx; tÞ  0:
Proof. A simple example of such a situation is given by a step function
deﬁned as v0ðxÞ ¼ A for x > 0 and v0ðxÞ ¼ B for x50 and A > 0 > B: The
proof in this case is an easy corollary of Example 11.2, using displacement of
the origin and comparison.
Before treating the general case, we consider continuous initial data which
are positive on a right-hand half-line and negative on the complement, as in
the last example of the previous section; cutting f we consider the case
where the integral of the negative part is ﬁnite while the positive part has
inﬁnite integral. The calculation for a is still valid in this generality.
To return to the case where f is not integrable at 1; we use
approximation with the above solutions and pass to the limit to show that
the point amust move to þ1 as a consequence of formula (65), hence g! 0
in R and v  0:
For general f ; we proceed as follows: we assume that
R a
1 f
þðxÞ dx5e;
replace f on ½a;1Þ by fþ; and ﬁnally smooth this function into a
continuous function F such that F40 for x5a; F50 for x > a andZ a
1
jF  fj dxþ
Z 1
a
jF  fþj dx4e:
It follows that
R
R
½f  F þ dx42e: Now, the solution corresponding to F is
trivial and the L1 dependence (ordered contraction) implies thatZ
½v 0þ dx4
Z
½f  F þ dx42e:
In the limit v40: Since the situation is symmetric v ¼ 0: ]
In the remaining situation, when fþ and f have inﬁnite integral on the
same side (hence, highly intertwined supports), there can be any of three
kinds of projections: either trivial or non-trivial with any of the two sings.
The trivial case is easy to construct by symmetry. Let us exhibit an example
where the projection is not trivial.
Example 12.1. Let fangn51 be an increasing positive sequence such that
a2n  a2n1 ¼ b5a0 while a2nþ1  a2n ¼ c5a0: We deﬁne v0 ¼ 0 for x40;
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solution is non-trivial.
Proof. The integrated function u0 vanishes for x40: For x > 0; it is
decreasing in the intervals In; it is increasing in the complement in ð0;1Þ and
the minima go to inﬁnity as x!1: It can be considered as the monotone
limit of data for which the initial projections and the corresponding
solutions are known and are non-trivial and uniformly bounded (locally
in x). The limit is therefore locally bounded and non-trivial. Differentiation
gives the result for v:
This example is easily generalizable to functions such that the growth at
inﬁnity of the positive part is of higher order than the negative part, while f
is integrable at x ¼ 1: A similar example can be constructed when v0 is a
symmetric function with respect to x ¼ 0: Then u0 is anti-symmetric. We
leave the details to the reader. ]
13. EXTENSIONS, COMMENTS AND RELATED WORK
13.1. Fast-Diffusion Equations
The present non-existence results have counterparts in several dimensions,
but the correspondence is not immediate. Thus, there is non-existence of
integrable solutions, even under the restriction of positivity, for the
analogous of the differentiated equation,
vt ¼ r  ðjvjp2rvÞ; ð66Þ
for p51 in dimension N ¼ 2 and for p41 if N53; cf. [37]. Let us repeat
that in the porous-medium and fast-diffusion literature, the notation m ¼
p  1 is in current use, so that p ! 1 means m! 0: The non-existence result
of Section 3 can be essentially repeated in any dimensions N > 1;
establishing the impossibility of changes of sign for equations form
vt ¼ DðFðvÞÞ; ð67Þ
where we assume the singularity assumption (H) on F; see Section 3. As in
Lemma 3.1, we have
Lemma 13.1. Let FðsÞ be a smooth function defined on ð0;1Þ with F0ðsÞ ¼
DðsÞ > 0 8s > 0 and let R be the ðN þ 1Þ-dimensional cylindrical region
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vt ¼ DðFðvÞÞ in R;
vðx; 0Þ ¼ M for a4jxj4b;
vðx; tÞ ¼ e for jxj ¼ a; 04t4T ;
vðx; tÞ ¼ M for jxj ¼ b; 04t4T ;
8>>>><
>>>:
ð68Þ
with 05e5M : This problem has a unique classical solution ve; e5ve5M
which is C1ðRÞ: If Fð0þÞ ¼ 1; then as e! 0 we have
lim
e!0
veðx; tÞ ¼ 0 ð69Þ
uniformly inside R: If Fð0Þ is finite the limit is non-trivial.
Proof. The argument is essentially the same. Now the estimate vt40
implies that for every t > 0; rN1F0ðveÞ is decreasing for a5jxj5b: ]
The concept of continuous weak solution deﬁned in a rectangle with conti-
nuous boundary data has no novelties. Paralleling Theorem 3.1 we then derive
Theorem 13.1. A continuous weak solution of the singular equation (67)
defined in a space–time domain cannot change sign (for any fixed time).
Proof. If it changes sign we may assume that the domain contains a
cylinder with a hole in the middle as in Lemma 13.1 in such a way that for
04t4T ; we have v40 on the inner lateral boundary jxj ¼ a and be less than
M at jxj ¼ b; and v is somewhere positive in the cylinder. Comparison
implies then that v40 in the cylinder. This is a contradiction. ]
Let us add some brief comments on the literature for positive solutions.
The case p ¼ 1 of (66) in N ¼ 2 has an interesting interpretation in terms of
the evolution of conformal metrics in the plane [22, 39]. It is shown in [38]
that in such a case there exists a correspondence between solutions V ðs; tÞ in
N ¼ 1 and radially symmetric solutions vðr; tÞ in N ¼ 2; given by
V ðs; tÞ ¼ r2 vðr; tÞ; s ¼ logðrÞ;
with appropriate correspondence of the conditions at inﬁnity. Let us note
that there exist radially symmetric solutions in N ¼ 2 which are not strictly
positive everywhere, because they admit an isolated singularity with v ¼ 0
(or v ¼ 1) at the origin, r ¼ 0: For more general classes of solutions see
[31]. The interest of the equation in dimension 3 as a model in thin-ﬁlm
OBSTRUCTION TO EXISTENCE IN FAST-DIFFUSION EQUATIONS 381dynamics has been pointed out and studied in [14]. Other authors have
discussed questions of existence for singular diffusion equations, like [13].
Further information is contained in the references to these works.
13.2. Gradient-Dependent Diffusivities
On the other hand, in dimension N > 1 there is no direct relation between
Eq. (66) and the gradient-dependent diffusion models like
ut ¼ cr  ðjrujp2ruÞ: ð70Þ
In passing to the limit p ! 1; different options depend on the choice of the
constant c; which can be interpreted as a measure of the speed of the
evolution. In the present article, we take c ¼ 1=ðp  1Þ ! 1; which implies
fast evolution, hence the instantaneous initial layers. The reader will easily
observe that such a limit does not make sense in several dimensions as an
evolution problem, since the factor 1=ðp  1Þmakes some of the terms in the
right-hand side limit divergent when N > 1: On the other hand, when we
take a slower evolution with c ¼ 1; and pass to the limit, we get the equation
ut ¼ r 
ru
jruj
 
; ð71Þ
a well-known equation which has been proposed by Hardt and Zhou [25] as
the coarea gradient flow and by Rudin et al. [32] in image processing. We
refer for recent work to Andreu et al. [1], who deﬁne entropy solutions, and
Giga and Giga [19], who treat a general class of related problems. In order
to compare with our results, we remark that for N ¼ 1; Eq. (71) simpliﬁes
into ut ¼ ðsignðuxÞÞx; which means that monotone solutions do not evolve at
all. For the study of non-monotone solutions, we refer to [20]. Differentiat-
ing we get equation vt ¼ ðsignðuÞÞxx; discussed in particular in [11]. Again, it
can be said that this is a kind of slow-motion version of Eq. (2).
13.3. Mesa Problems
Let us mention that evolution problems that produce an initial layer of
discontinuity followed by a standard evolution process have also arisen in
independent work of some authors on versions of the mesa problem of the
porous-medium equation when p !1; cf. [9, 21]. The limit p ! 1
considered here offers the standard mesa proﬁle formation with the peculiar
property of choice of sign.
13.4. Generation of Semigroups
Our previous results can be interpreted as the existence of an evolution
semigroup associated to the singular fast diffusion equations under
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spaces. Thus, for Eqs. (2) and (8) in the range 05p41; we have a
continuous L1-contraction semigroup deﬁned on the two convex subsets
of L1ðRÞ formed by the non-negative functions, Cþ; and the non-positive
functions, C (hint: the use of the subset of maximal solutions allows to
uniquely deﬁne the semigroup). But there is no continuous semigroup
deﬁned on larger subdomains of L1ðRÞ: And the construction of solutions
can be extended to L1locðRÞ: This happens also for p40; but in this new
range there is a further known anomaly: the domains of acceptable
data for the solutions do not include any integrable function, because
of an effect of instantaneous extinction, a strong extension of the
results about null solutions we have demonstrated in this paper for
large classes changing-sign data, in particular when
R
f ¼ 0: We have
also shown the discontinuity in the limit p ! 1 of the semigroups
corresponding to Eqs. (4) with p > 1: Similar comments apply to the
integrated equations.
It is relevant at this stage to note the connection of the differentiated
evolution equations with problems in nonlinear elliptic theory that have
been studied years ago. Thus, if we try to solve the evolution problem
ut ¼ FðuÞxx by implicit discretization in time (IDT) using the famous
Crandall–Liggett technique, the corresponding nonlinear elliptic equation
takes the form FðuÞxx þ u ¼ f : Already in 1977, Crandall and Evans [12]
have showed that for a precise class of F’s deﬁned only for u > 0; which
includes Eqs. (2) and (8) in the range 05p41; there are positive weak
solutions of the elliptic problem with zero ﬂux at inﬁnity if and only if
f 2 L1ðRÞ and
R
f > 0: Using the IDT method, a semigroup can be
constructed for those data, thus providing an alternative construction for
integrable f to the results we obtain by approximation in Section 9; the
existence and form of a boundary layer when f is somewhere negative was
not remarked at the time. Let us mention two extensions of these
elliptic results that come to the point: The existence results with zero ﬂux
at inﬁnity (maximal solutions) were extended to dimension N ¼ 2 in [36]
(resulting in a different family of acceptable F0s). Solutions with non-zero
ﬂux in N ¼ 1 were later constructed in [28] and apply for the Crandall–
Evans family.
13.5. Variants of the Integrated Equations
Due to the fact that equations of the form ut ¼ ðFðuxÞÞx; like (1), (3) and
(7), depend on u through ux and its derivatives, solving them is equivalent to
solving any equation of the form
Ut ¼ FðUxÞx þ f ðtÞ; ð72Þ
OBSTRUCTION TO EXISTENCE IN FAST-DIFFUSION EQUATIONS 383for any integrable f ; just using the change of variables U ðx; tÞ ¼ uðx; tÞ þ
F ðtÞ; where F is a primitive of f : In this way, we conclude that the
equations
Ut ¼ Uxx=jUxj
n þ f ðtÞ ð73Þ
conserve for n51 the monotonicity properties established for Eqs. (1)
and (7).
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