In this paper, we establish an interesting duality between two different quantum information-processing tasks, namely, classical source coding with quantum side information, and channel coding over classical-quantum channels. The duality relates the optimal error exponents of these two tasks, generalizing the classical results of Ahlswede and Dueck. We establish duality both at the operational level and at the level of the entropic quantities characterizing these exponents. For the latter, the duality is given by an exact relation, whereas for the former, duality manifests itself in the following sense: an optimal coding strategy for one task can be used to construct an optimal coding strategy for the other task. Along the way, we derive a bound on the error exponent for classical-quantum channel coding with constant composition codes which might be of independent interest.
I. INTRODUCTION
The first observation of a "curious and provocative" duality in information theory was by Shannon [1] . He pointed out that the fundamental information-theoretic problems of data compression (or source coding) and data transmission (or channel coding) can be studied as information-theoretic duals of each other. More precisely, this duality is evident for the following pair of source-and channel coding problems: (a) lossy data compression (or rate distortion), in which the decompressed data is required to satisfy a certain distortion constraint, and (b) channel coding with cost constraint, in which one associates a cost function to the channel inputs.
Pradhan et al, [2] described a different duality between source-and channel coding as follows. They specified the conditions under which a pair of encoding and decoding maps for source coding (respectively, channel coding) is a functional dual to a channel (respectively, source) coding scheme, in the sense that the optimal encoding map for one problem is functionally identical to the optimal decoding map for the other problem. The notion of duality was also extended to source and channel coding with side information [2] and optimal capacity-achieving channel encoder-decoder pairs [3] .
Moreover, the particular case of source coding with side information at the decoder (so-called Slepian-Wolf coding [4] ) exhibits a natural duality with channel coding. Letting X and Y denote the random variables of the source sequences and the side information, respectively, the conditional probability {P Y |X (Y |x)} x can be interpreted as giving the transition probabilities describing a channel. Ahlswede and Dueck showed how to construct source codes with side information from channel codes and vice-versa, and used this construction to establish a duality between the associated asymptotic entropic error exponents [5] .
Although the dualities in classical information theory have been extensively studied, they have not been studied much in the quantum regime. Recently, Renes considered classical data compression with quantum side information (QSI) in which an initial joint quantum state was partially measured to yield the classical random variable to be compressed. He also considered a notion of duality via complementary channels to relate lossy source coding with privacy amplification [6] , and channel coding with randomness extraction [7] .
In this paper, we consider a generalization of the duality studied by [5] , namely a duality between the optimal error exponent for classical source coding with quantum side information and classical-quantum channel coding. This stems from a construction of source codes from channel codes and vice-versa, and hence can be termed operational duality.
We consider an n-blocklength classical-quantum (c-q) source that outputs sequences x with values in a finite alphabet X n with some probability p(x), along with a quantum state ρ x B n on a Hilbert space H ⊗n B . When the sequence is x = (x 1 , . . . , x n ), the corresponding quantum state is ρ x B n = ρ x1 B ⊗ · · · ⊗ ρ xn B . Such a source can be characterized by a c-q state ρ X n B n = x∈X n p(x)|x x| ⊗ ρ x B n . In a compression-decompression scheme, this quantum state plays the role of quantum side information and is sent to the decoder. In a fixed-length compression-decompression scheme for a c-q source, each sequence x ∈ X n is mapped to a shorter sequence in a set Z with size |Z| = 2 nR by an encoding map E s . Here, R ∈ (0, log |X |) is the rate of the compression-decompression scheme; R bits are used per letter after compression. To decompress, the compressed sequence E(x) along with the quantum state ρ x B n is subject to a decoding map D s , which outputs a sequencex ∈ X n . The decoding map can be represented by a collection of POVMs
x ≥ 0 and x∈X n Π (z) x = 1, for each z ∈ Z. If x =x, then the protocol has successfully compressed and decompressed x (with the help of the side information ρ x B n at the decoder); otherwise, an error has occurred. Together, the encoder and decoder constitute a compression-decompression code (E s , D s ) of rate R for the source ρ X n B n . For a given code C, the average the average probability of error is given by
The simplest example of an n-blocklength c-q source is a memoryless (or i.i.d.) one for which ρ X n B n = ρ ⊗n XB for some c-q state ρ XB . We consider the minimal probability of error over all compression-decompression codes of rate R for ρ ⊗n XB , denoted P e, s (n, R), and the associated exponent e s (n, R) = − 1 n log(P e, s (n, R)). The subscript s is used to denote source coding, as opposed to channel coding.
Besides i.i.d. sources, another class of c-q source is of particular relevance to this work, namely the class of uniform sources of a fixed type. Recall that the type of a sequence x ∈ X n is its empirical distribution. For a fixed type Q, we consider a c-q source which outputs any sequence x = (x 1 , . . . , x n ) of type Q with uniform probability (over all sequences of type Q), along with quantum side information ρ x1 B ⊗ · · · ρ xn B . We denote the c-q state associated to the source by ρ (Q) X n B n ; note that this state only depends on Q and the quantum side information {ρ x B } x∈X . Thus, while ρ (Q) X n B n is not an i.i.d. source, it is still highly structured. As before, we consider the minimal probability of error over all compression-decompression codes of rate R for this source, denoted P e, s (n, R, Q), and the associated exponent e s (n, R, Q) = − 1 n log(P e, s (n, R, Q)). The i.i.d source ρ ⊗n XB can be written as a convex combination of the states ρ (Q) X n B n , where Q ranges over all possible types:
where T n Q is the set of sequences of length n and type Q. This is called the type decomposition of the i.i.d. source, and provides a fundamental relation between ρ is a c-q channel, sending classical letters to quantum states. This naturally leads to the consideration of the transmission of classical information via n uses of this channel. Given a set of messages, M, a message m ∈ M is encoded by a channel encoder E c : M → X n , transmitted through the channel W ⊗n , and decoded by a channel decoder D c which measures the output state W ⊗n • E(m) and yields a messagem ∈ M. An error occurs whenm = m. The set of encoded messages is called the codebook, and the decoding map is modelled as a POVM {Λm}m ∈M . The pair (E c , D c ) defines an n-blocklength c-q channel code for W. The the average probability of error over all messages (assuming each message m is sent uniformly at random) is given by
The code C has rate R when |M| = 2 nR ; that is, when R messages can be sent per use of the channel. The average probability of error minimized over all c-q channel codes of rate R for the channel W is denoted P e, c (n, R), and the associated exponent by e c (n, R) = − 1 n log(P e, c (n, R)). Here, the subscript c denotes channel coding.
We consider a restricted class of code for a fixed type Q, called a constant composition code of type Q, for which the encoder E c : M → X n is required to only output sequences in X n of type Q. The minimal probability of error over all constant composition codes of type Q and rate R for the channel W is denoted P e, c (n, R, Q), and the associated exponent e c (n, R, Q) = − 1 n log(P e, c (n, R, Q)). We show that for any type Q,
This expression can be understood intuitively by considering Fig. 1 . A protocol to compress classical data with quantum side information, in which the quantum side information is realized as a c-q channel W :
X n B n . The source encoder Es compresses the classical messages x to a set of size |Zn| = 2 nR . The source decoder Ds receives the pair ρ x B n and Es(x) and attempts to recover x. The classical data X n is uniform over T n Q , and has entropy approximately nH(Q). The source decoder receives nR bits from the source encoder, and therefore needs to recover approximately n(H(Q) − R) bits from W ⊗n . This intuition is reflected in the duality formula (4). a 'combined' figure. In the source coding task with quantum side information at the decoder, the quantum side information can be considered to be generated by sending a copy of the classical message x through the channel W ⊗n and supplying the result to the decoder. Since ρ (Q) X n B n outputs sequences of type Q with uniform probability, its entropy is approximately nH(Q), and therefore has nH(Q) bits of information associated to it. When compressing this information at a rate R, the source decoder receives nR bits of information from the source encoder. The discrepancy, n(H(Q) − R), must therefore be supplied by the side information, and the channel W must therefore be operated at a rate H(Q) − R. The probability of error for this source protocol can therefore be bounded by the minimal probability of error for operating W at a rate H(Q) − R. On the other hand, by the same logic any compression-decompression scheme for the source ρ Q X n B n can be seen as implicitly operating the channel W at a rate H(Q) − R, and therefore the probability of error for the channel coding task can be bounded by the optimal probability of error for the source coding task. In order to relate the error exponents, it is important that ρ (Q) X n B n is uniform over all sequences of type Q because the probability of error for the c-q channel coding task is defined as an average of the probability of error for each message, each sent with uniform probability.
This duality can be raised to the level of i.i.d. sources ρ ⊗n XB and c-q channel codes with arbitrary encoders using the type decomposition given in (2) . It can be seen that Pr(x has type Q) ≈ e −nD(Q p) , where p is the probability distribution of the source. Since asymptotically the smallest exponent dominates the others, we find
using the duality at the level of fixed types. In [8] , the present authors determined upper and lower bounds on the source coding exponent e s (n, R) in terms of certain entropic quantities which we collectively denote here as E s (R). In the present work, we determine entropic bounds on e c (n, H(Q) − R, Q). The duality (4) therefore yields entropic bounds on e s (n, R, Q) in terms of certain entropic quantities we denote by E s (R, Q) . Interestingly, we find the following exact relation
for some of these quantities. This paper is organized as following. We present our main results of the operational duality in Section II and outline the proofs. In Section III, we show a new achievability bound for c-q channel coding and the entropic duality between exponent functions. Lastly, we conclude in Section IV.
II. OPERATIONAL DUALITY
Theorem 1 (Operational duality of the error exponents). For
where the minimization is over P n (X ).
The above theorem builds on a type-dependent duality given by the following result. 
A. Building source codes from channel codes
We state how to establish the lower bound on e s (n, R) given in Thm. 1 and the lower bound on e s (n, R, Q) given in (6) by constructing CQSW source codes from c-q channel codes for the side information. The main tool for building source codes from channel codes will be the following type covering lemma, which is a simple strengthening of the one due to Ahlswede [9, Section 5.6.1].
Lemma 3 (Type covering lemma). For any type Q, integer n, and nonempty subset U ⊂ T n Q , there exists a set of L Q := |U| −1 |T n Q | log |T n Q | permutations π 1 , . . . , π LQ of the integers {1, . . . , n} which induce a cover of T n Q :
LQ i=1 π i U = T n Q . Moreover, if one draws 2L Q permutations independently and uniformly at random from the set of all permutations of {1, . . . , n}, the resulting collection {π 1 , . . . , π 2LQ } will induce a cover T n Q with probability at least 1 − 1 |T n Q | . Let us first outline the construction in the constant-type case. We are given a constant-composition channel code, which has a message set M, an encoder E c , a resulting codebook E c (M) ⊂ T n Q , and a decoder, which aims to discriminate between the states {ρ x B :
x ∈ E c (M)}. From this, we aim to construct a source code, which has an encoder E s : T n Q → Z for some compressed set Z, and a decoder, which given z ∈ Z aims to discriminate between the states in the set
The set S z constitutes the possibilities for the QSI when the message is compressed as z.
The channel decoder only knows how to discriminate between states in one subset, i.e. those corresponding to elements of the codebook, while the source decoder has to discriminate between states in many such sets, namely between states in S z for each compressed message z ∈ Z, and moreover these sets must cover all of {ρ x B : x ∈ T n Q }, a strict superset of the codebook. So how does one define the source decoder from the more limited channel decoder? Recall that all elements of T n Q can be related to each other by permutations. We will choose the sets S z to be a permutation π z of the codebook. Since the source decoder knows the value of z, it can invert the permutation and apply the channel decoder to the resulting element of the codebook. Thus, the number of permutations of the codebook required to cover all of {ρ x B : x ∈ T n Q } determines the size of the compressed space Z.
Once the constant-type case is settled, the lower bound in the i.i.d. case (given in Thm. 1) can be shown as follows. The task is to construct a source code for an i.i.d. CQSW source ρ ⊗n XB with distribution p. For each type Q ∈ P n , we consider an arbitrary channel code C ) as described as before. Then, the result follows by using the type decomposition given in Eq. (2).
B. Building channel codes from source codes
As in above, we will first describe the proof in the constanttype case (the upper bound of (6)), then use that result for the i.i.d. case (the upper bound of Thm. 1). Let us first outline the construction in the constant-type case. We are given a source code C s consisting of an encoder E s : T n Q → Z, and decoder, which, given z ∈ Z, discriminates between {ρ and decoder given by the source decoder conditioned on z. But which z do we choose? There are two main constraints:
• We aim to bound P e (C (z) c ) in terms of P e (C s ), which is the probability of error averaged over the source distribution. If a particular z is unlikely, according to the source distribution and source encoder, then P e (C (z) c ) could be much higher than P e (C s ). So we need to choose an element z such that P e (C (z) c ) can be suitably bounded.
• The rate of the code C (z) c is determined by the size of the message set, which in turn is governed by the size of the codebook. We thus need to choose z with |E −1 s ({z})| large enough. Therefore, we employ a sequence of pigeonhole arguments to find a suitable element z ∈ Z. This yields the upper bound of (6) . As before, the upper bound of Thm. 1 follows via the type decomposition (2).
III. ENTROPIC DUALITY
Theorems 1 and 2 show the duality between the typedependent CQSW and i.i.d. CQSW with c-q channel coding with fixed composition on the operational level. One main focus of information theory is to bound operational quantities in terms of entropic quantities, e.g. entropic error exponents. This naturally leads to the question of whether the relationships between e s and e c investigated in Section II persist at the level of the entropic exponents, i.e. if so-called "entropic dualities" hold. That is the main focus of this section. These quantities bound the operational error exponents, as shown by the following result.
A. Entropic duality on the level of types
Theorem 4 (Constant composition channel coding bounds.). There exists positive constants K and N 0 depending on W, |X |, and R such that for all n ≥ N 0 ,
Remark III.1. The upper bound in Thm. 4 was proven in the asymptotic regime by [11] , i.e. lim n→∞ e c (n, R, Q) ≤ E sp,c (R, Q), and for finite blocklength by Ref. [12] . The lower bound is novel to our best knowledge.
The operational duality on the level of types given in Theorem 2 therefore implies the following bounds on the source coding error exponents e s (n, R) and e s (n, R, Q). Then we define the type-independent random coding exponent, E ↓ r,s (R) := max 0≤s≤1 E ↓ 0 (s) + sR , and sphere-packing exponent, E sp,s (R) := sup s≥0 {E 0 (s) + sR}.
Thm. 1 relates e s (n, R) to e c (n, R, P ). Thus, Thm. 4, which bounds the constant-type quantity e c (n, R, Q), can be used with Thm. 1 to show an entropic bound on the i.i.d. source coding error exponent e s (n, R). We find the following result. In light of these bounds, the identity E * sc,s (R, Q) = E * sc,c (H(Q) − R, Q) is an "entropic duality for the strong converse exponents" on the level of types. The following results gives a strong converse entropic duality between i.i.d. source coding and constant composition c-q channel coding. 
IV. DISCUSSIONS
We generalize the work of Ahlswede and Dueck [5] to show that classical source coding with QSI and c-q channel coding exhibit a duality: good codes for one task can be used to make good codes for the other. This duality exists at the level of the error exponents: the exponential rates of decay of the probability of error in n, which denotes the number of uses of the channel or source.
Error exponents for both classical source coding with QSI and c-q channel coding admit entropic upper bounds in terms of the so-called sphere-packing exponents, and entropic lower bounds in terms of the so-called random coding exponents.
We show that the sphere-packing exponents for these two tasks satisfy an exact duality relation. Such a duality does not seem to be satisfied by the entropic random coding exponents, however. According to preliminary analysis, the established achievability bound via the operational duality is tighter than previous results in certain rate region, which also motivates our study of duality. The apparent failure of duality in this case could indicate that the random coding exponents considered here are not optimal. In fact, in the case of source coding with QSI, it is believed that a tighter lower bound (achievability bound) on the error exponent may be possible; in [8] , the present authors conjectured that a quantity denoted in that paper as E r (R) also yields an achievability bound for this task. Moreover, this quantity and its c-q channel analog satisfy an exact duality relation.
A natural question to ask is whether the duality between classical source coding with QSI and c-q channel coding also manifests itself when considering the exponents associated to the probability of success (the strong converse exponents) instead of the probability of error. The strong converse exponents for both c-q channel coding and classical coding with QSI have exact entropic expressions in the asymptotic limit [8] , [13] . We showed that these expressions, termed entropic strong converse exponents, satisfy an exact duality relation. This shows that a mathematical duality holds for the asymptotic operational strong converse exponents, and may be suggestive of an underlying operational strong converse duality, i.e. one based on the construction of codes with finite n. The existence of such an operational duality is an interesting open question which likely requires new techniques.
