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ABSTRACT  
   
Land surface fluxes of energy and mass developed over heterogeneous mountain 
landscapes are fundamental to atmospheric processes. However, due to their high 
complexity and the lack of spatial observations, land surface processes and land-
atmosphere interactions are not fully understood in mountain regions. This thesis 
investigates land surface processes and their impact on convective precipitation by 
conducting numerical modeling experiments at multiple scales over the North American 
Monsoon (NAM) region. Specifically, the following scientific questions are addressed: (1) 
how do land surface conditions evolve during the monsoon season, and what are their 
main controls?, (2) how do the diurnal cycles of surface energy fluxes vary during the 
monsoon season for the major ecosystems?, and (3) what are the impacts of surface soil 
moisture and vegetation condition on convective precipitation? 
Hydrologic simulation using the TIN-based Real-time Integrated Basin Simulator 
(tRIBS) is firstly carried out to examine the seasonal evolution of land surface conditions. 
Results reveal that the spatial heterogeneity of land surface temperature and soil moisture 
increases dramatically with the onset of monsoon, which is related to seasonal changes in 
topographic and vegetation controls. Similar results are found at regional basin scale 
using the uncoupled WRF-Hydro model. Meanwhile, the diurnal cycles of surface energy 
fluxes show large variation between the major ecosystems. Differences in both the peak 
magnitude and peak timing of plant transpiration induce mesoscale heterogeneity in land 
surface conditions. Lastly, this dissertation examines the upscale effect of land surface 
heterogeneity on atmospheric condition through fully-coupled WRF-Hydro simulations. 
A series of process-based experiments were conducted to identify the pathways of soil 
  ii 
moisture-rainfall feedback mechanism over the NAM region. While modeling 
experiments confirm the existence of positive soil moisture/vegetation-rainfall feedback, 
their exact pathways are slightly different. Interactions between soil moisture, vegetation 
cover, and rainfall through a series of land surface and atmospheric boundary layer 
processes highlight the strong land-atmosphere coupling in the NAM region, and have 
important implications on convective rainfall prediction. Overall, this dissertation 
advances the study of complex land surface processes over the NAM region, and made 
important contributions in linking complex hydrologic, ecologic and atmospheric 
processes through numerical modeling.  
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CHAPTER 1 
INTRODUCTION 
MOTIVATION 
Among all the components in the hydrologic cycle, precipitation is much more 
difficult to predict than others. This is especially true for warm-season precipitation. 
Contrary to the relatively steady cold-season precipitation, which is caused by the 
passages of synoptic-scale mid-latitude cyclones over North America (Halpert and 
Ropelewski 1992), warm-season precipitation formed as localized convective storms 
present high spatiotemporal variability in its frequency, intensity, and duration (e.g. 
Carbone et al., 2002; Hallack-Alegría and Watkins, 2007; Lee et al., 2007).  
The North American Monsoon (NAM), one of the largest atmospheric 
circulations occurs over the United States, represents a typical warm-season weather 
system. With the lower level moisture supplied by the eastern Pacific Ocean and the Gulf 
of California, and the upper level moisture by the Gulf of Mexico, the NAM system 
brings large increase in summer precipitation over the Southwestern United States and 
northwestern Mexico (Adams and Comrie, 1997). As the monsoonal circulation 
propagates along the Sierra Madre Occidental, unevenly distributed rainfall events can 
lead to a series of drastic changes in land surface conditions, especially soil moisture and 
vegetation dynamics. Although numerical weather and climate models can reproduce the 
overall seasonal cycle of the NAM, the magnitude, spatial extent and evolution of the 
system are still not predicted accurately (e.g., Liang et al., 2008; Castro et al., 2012; 
Stensrud, 2013). For the convective events that are forced by the turbulent fluxes from 
land surface, the numerical weather and climate models presents limited predictability. 
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One of the obstacles that hinder the prediction of warm-season precipitation is the 
accurate representation of land surface conditions. Land surface conditions, or hydrologic 
conditions, are affected by meteorological forcings, and land surface characteristics, 
including topography, soils and vegetation (Rhoads et al., 2001; Brown et al., 2008; 
Wang et al., 2009; Bertoldi et al., 2010). Meanwhile, land surface fluxes of energy and 
mass developed over heterogeneous mountain landscapes are fundamental to atmospheric 
circulations and rainfall formations. However, due to their high complexity and lack of 
spatial observations, land surface processes are not fully understood, hence are usually 
parameterized in simple ways within the coarse resolution land-atmosphere modeling 
frameworks, including numerical weather prediction (NWP) models.  
Study of hydrologic processes has advanced tremendously in the past few decades 
with the assistance of process-based hydrological models (e.g. Liang et al., 1994; Ivanov 
et al., 2004, 2008; Kumar et al., 2009). These complex models explicitly represent 
hydrologic state variables and fluxes that characterize the underlying physical processes, 
such as infiltration, exfiltration, evapotranspiration, and runoff. When applied spatially, 
these models can incorporate space-time variability of the meteorological forcings, and 
reproduce various hydrologic responses that are directly observable. While these process-
based models have been criticized by their high complexity and overparameterization, 
they can effectively serve as virtual laboratories to test theories or hypothesis that are 
related to spatial patterns (Fatichi et al., 2016). Following the improvement in hydrologic 
models, land surface schemes in coupled land-atmosphere modeling system have also 
evolved from simple representations (e.g. Manabe, 1969; Seller et al, 1997) to process-
based models with realistic feedbacks (see a detailed review in Pitman, 2003). The 
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coupling capability of such well-structured modeling frameworks allow further 
understanding of land-atmosphere interactions that are highly sensitive to the spatial 
variability in land surface condition (e.g. Vivoni et al., 2009; Zhu et al., 2009; Santanello 
et al., 2013).  
While process-based hydrologic models can assist in the study of land surface 
processes, most of their parameters need to be calibrated prior to model application. Over 
mountainous terrain where ground observations have very limited spatial and temporal 
coverage, remote sensing imagery can serve as an alternative to provide spatial 
observations. Remote sensing products, including land surface temperature, soil moisture, 
and evapotranspiration, have been utilized in model calibration over different regions (e.g. 
Montanari et al., 2009; Crow and Ryu, 2009; Xiang et al., 2014). Meanwhile, recent 
progress has been made on incorporating remote sensing vegetation indexes in 
hydrological model (Vivoni et al., 2010; Mendez-Barroso et al., 2014).  
With the improving spatial resolution of NWP models, there is an urgent need to 
incorporate accurate land surface representations, and advance the study of land surface 
variabilities. Meanwhile, process-based study of land-atmosphere interactions is needed 
in order to quantitatively examine the changes in mesoscale circulations that are forced 
by the spatial variability in land surface conditions (e.g. soil moisture/temperature, 
vegetation cover and albedo), and ultimately improve the prediction of warm-season 
precipitation. The dissertation attempts to fill some of these voids with numerical 
modeling experiments, and improve the overall understanding of the NAM system.  
Over the NAM region, the Rio Sonora Basin and its sub-basins, located in 
northern Sonora, Mexico, provide ideal settings to study the land surface processes and 
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thermally induced convective rainfall, due to their complex terrain, diverse ecosystems 
and the vicinity to the core monsoon region. In addition, ground observations and 
aircraft-based land surface observations were collected during the North American 
Monsoon Experiment (NAME) in 2004. Since then, there have been continuous efforts in 
building long-term observation networks over the Rio Sonora basin, with the goal of 
quantifying ecohydrological processes during the monsoon season. Combining the 
available observations and modeling efforts, a series of studies have contributed to a 
better understanding of the NAM system (e.g., Vivoni et al., 2007, 2010; Mendez-
Barroso and Vivoni, 2010; Mascaro and Vivoni, 2010, 2012; Mendez-Barroso et al., 
2014). Finally, the Rio Sonora basin and its nearby city, Hermosillo, have been 
historically struggling with water scarcity and extreme weather conditions (Robles-
Morua et al., 2015). Understanding the land surface processes and land-atmosphere 
interactions during the monsoon season can lead to improvements in monsoon rainfall 
predictions, and is of increasing importance to decision makers and general population in 
the region.  
 
OUTLINE OF CHAPTER 2-5 
The work developed in this thesis intends to advance the understanding of land 
surface processes and land-atmospheric interactions over the NAM region, and transfer 
the process-based knowledge for better land surface representation and improved 
convective rainfall predictions in NWP models. Given the high complexity of the coupled 
land-atmosphere system, each of the three main chapters outlined here builds on previous 
work, and is focused on different aspect of the monsoon system. The spatial extent 
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increases from a smaller watershed scale to regional basin scale. Meanwhile, the chapters 
use models from uncoupled to fully-coupled framework to explore the monsoon system 
with increasing complexity. The following paragraphs briefly describe the dissertation 
chapters. 
Chapter 2 provides an initial examination of the spatiotemporal variability of land 
surface temperature (LST) and its linkage to topography and dynamic vegetation cover 
over a small mountainous watershed (92 km2) within the Rio Sonora Basin, using a high 
resolution distributed hydrologic model. To ensure the model accuracy in simulating 
multiple hydrologic processes, we conduct a multiple objective calibration exercise to 
minimize the difference between model simulated and observed soil moisture at point 
scale, remote sensing LST at basin scale, and remote sensing spatial distribution of LST 
that are available during the study period. In addition, we utilize time-varying vegetation 
parameters derived from remote sensing product to accurately represent the land cover 
condition. By analyzing output of this well validated hydrologic model that is ran for the 
springtime transition (May to June) and summer season (July to September), we find that 
the temporal evolution of LST shows an overall cooling, a reduction in the diurnal range, 
and an increasing in spatial variability during the summer season. The cooler, 
heterogeneous condition during the NAM exhibit strong variations with topographic 
characteristics (elevation, slope, and aspect), suggesting that topographic controls on land 
surface processes vary seasonally. Along with terrain attributes, vegetation greening also 
influences the spatial pattern of LST. We find that the presence of time-varying 
vegetation enhances the spatial heterogeneity of LST during the NAM, with a more 
pronounced underlying effect arising from soil moisture variability. As a result, 
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vegetation greening may indirectly affect rainfall generation through its impact on LST 
spatial patterns. This chapter illustrate that accurate mapping of remote sensing 
vegetation indexes is essential to ensure hydrologic model performances. 
Inspired by the results in Chapter 2, we extend the land surface analysis to a 
regional scale basin. In Chapter 3, we further investigate the diurnal cycle of energy 
fluxes over a large basin in the NAM region using the land surface model in WRF-Hydro 
modeling system, prior to applying the fully-coupled land-atmosphere model, WRF-
Hydro, over the same region. To verify the land surface representation in this regional 
climate model, we compare the uncoupled land surface model results with available 
ground observations and remote sensing products. From the uncoupled simulation that is 
setup for two summers, representing dry and wet monsoon condition, we confirm that 
WRF-Hydro modeling system is able to reproduce the observed soil moisture and 
turbulent fluxes during calibration and validation periods as evaluated at individual 
measurement sites. In addition, we compare the uncoupled WRF-Hydro simulation to 
four coarse-resolution operational land surface models to further verify the model 
performance at regional scale. By analyzing the uncoupled WRF-Hydro simulation 
results, we find that the simulated diurnal cycle of turbulent fluxes vary in space and time 
as a function of the seasonal evolution of the NAM, ecosystem type and presence of soil 
water indicated through a classification into rainy and non-rainy days. We find that the 
diurnal cycle of precipitation has an imprint on the diurnal cycle of latent heat flux 
through the sensitivity of plant transpiration. Meanwhile, plant transpiration is also 
responsible for large spatial contrasts in the diurnal cycle of the turbulent fluxes among 
adjacent among adjacent ecosystems, which induce mesoscale heterogeneity in land 
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surface conditions. This chapter comprehensively examines the land surface model 
performance of WRF-Hydro, and identifies the spatial heterogeneity over major 
ecosystems, which provides solids foundation for the fully-coupled modeling study in 
Chapter 4.  
Chapter 4 is dedicated to explore the impact of initial soil moisture and vegetation 
condition on short term precipitation using the fully-coupled WRF-Hydro. Baseline 
simulations are carried out during the two summers that are used in Chapter 3. By 
comparing precipitation output with the North America Data Assimilation System 
(NLDAS) dataset, and comparing land surface conditions simulated by coupled and 
uncoupled WRF-Hydro, we confirm that WRF-Hydro is able to reasonably reproduce 
both atmospheric and land surface fields. To investigate the impact of initial soil moisture 
and vegetation on short term precipitation, a set of sensitivity experiments are carried out 
for four selected convective events. These experiments are designed to represent changed 
land surface conditions in soil moisture and vegetation cover with respect to the baseline 
condition. Resulted land surface fields and atmospheric fields from the experiment runs 
are compared with the baseline simulation, and are analyzed following a process-based 
approach. We confirm the existence of soil moisture-precipitation feedback through a 
series of land surface processes and planetary boundary layer processes over the NAM 
region. Meanwhile, opposite effects of soil moisture and vegetation conditions are found 
on the planetary boundary layer development. The process-based analysis performed in 
this chapter provides an innovative way to decipher the complex processes in land-
atmosphere interactions, and can be applied to the study of other localized convective 
systems. 
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Finally, Chapter 5 summarizes general conclusion of the preceding chapters and 
outlines insights to future research. Chapters 2-4 correspond to three articles that either 
published, submitted, or in preparation, whose titles and authors appear below: 
Chapter 2: Xiang, T., E.R. Vivoni and D.J. Gochis (2014) Seasonal Evolution of 
Ecohydrological Controls on Land Surface Temperature over Complex Terrain. Water 
Resources Research. 50(5): 3852-3874. 
 Chapter 3: Xiang, T., E.R. Vivoni, D.J. Gochis, and G. Mascaro (2016) On the 
Diurnal Cycle of Surface Energy Fluxes in the North American Monsoon Region using 
the WRF-Hydro Modeling System. (Under review, Journal of Hydrometeorology). 
Chapter 4: Xiang, T., E.R. Vivoni, and D.J. Gochis (2016) Impact of Initial Soil 
Moisture and Vegetation Conditions on Event-scale Precipitation during the North 
American Monsoon. (In-Preparation, Journal of Applied Meteorology and Climatology). 
  9 
CHAPTER 2 
SEASONAL EVOLUTION OF ECOHYDROLOGICAL CONTROL ON LAND 
SURFACE TEMPERATURE OVER COMPLEX TERRAIN 
INTRODUCTION 
Land Surface Temperature (LST) is an important land state that is intrinsically 
linked to evapotranspiration and the partitioning of the surface energy budget (e.g., 
Bertoldi et al., 2010; Bateni and Entekhabi, 2012). An accurate estimation of LST is thus 
essential for land surface modeling of water and energy fluxes. Furthermore, spatial 
patterns of LST are directly related to land-atmosphere interactions through thermal 
convection and atmospheric moisture input (e.g., Avissar and Schmidt, 1998; Wang et al., 
1998; Taylor et al., 2007; Garai et al., 2013). Hence, the LST distribution plays an 
important role in the formation of clouds and subsequent rainfall patterns in convective 
storms (e.g., Eltahir and Pal, 1996; Pielke et al., 1998; Souza et al., 2000). In 
mountainous regions, the spatial distribution of LST is controlled by several factors, 
including terrain slope and aspect, heterogeneous land cover and soil moisture, and 
incoming solar radiation. Observational studies in different climate settings have revealed 
that seasonal and diurnal patterns of LST vary within mountains due to different surface 
conditions (e.g., Rolland, 2003; Tang and Fang, 2006; Blandford et al., 2009). However, 
given the limited spatial extent of current observation networks, few detailed studies on 
the spatial patterns of LST exist. Spatial analyses of LST over complex terrain only 
become possible with the use of high resolution, remotely-sensed datasets and, in the case 
of this study, spatially-distributed hydrologic models.  
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Currently-available infrared products from satellite platforms with a global 
coverage and high resolution have been used to derive LST using various algorithms. For 
instance, daily LST products with a 1 km resolution are retrieved from the polar-orbiting 
MODerate resolution Imaging Spectroradiometer (MODIS) using a split-window 
algorithm (Wan, 2008), and have shown good agreement with observations (e.g., Wan et 
al., 2002; Coll et al., 2005; Wang et al., 2008). In recent studies, other high resolution 
products have been used to inspect the spatial variation of LST. For example, the 
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) on the 
Terra satellite produces three sets of imagery: visible and near infrared (VNIR) with a 
resolution of 15 m, shortwave infrared (SWIR) at a resolution of 30 m, and thermal 
infrared (TIR) bands at a spatial resolution of 90 m. Several LST retrieval algorithms 
using ASTER TIR have been proposed and verified against site observations (e.g., Liu et 
al., 2006; Jiménez-Munoz et al., 2010; Wang and Liang, 2009). These studies showed 
that the bias between the ASTER-derived LST and the long-term ground observations at 
six Surface Radiation budget (SURFARD) network sites was less than 4 ºC. Therefore, 
the 90 m LST images from ASTER may provide detailed insights of LST distribution 
over complex terrain.  
Despite the fact that remotely-sensed products may suffer from image 
contaminations due to cloud cover, especially during the rainy season, they have served 
as alternatives to site observations to validate hydrologic models in a limited set of 
studies (e.g., Rhoads et al., 2001; Brown et al., 2008; Parajka and Blöschl, 2008; Wang et 
al., 2009; Bertoldi et al., 2010). These studies indicated a strong linkage between LST 
patterns and land surface properties, including elevation, vegetation and soil moisture. 
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However, most prior spatial LST analyses and modeling activities have been conducted 
in humid regions or at high altitudes, where vegetation, soil moisture or snow are 
relatively stable or only change gradually during a season. Few studies have been 
performed in mountainous areas with highly seasonal vegetation cover such as those 
observed in the North American monsoon (NAM) region of northwestern Mexico. In this 
region, a seasonal rainfall regime leads to vegetation greening that affects hydrologic 
variables (Vivoni, 2012a), as well as impacts land-atmosphere interactions (e.g., 
Dominguez et al., 2008; Méndez-Barroso and Vivoni, 2010). However, little is known on 
how vegetation greening controls the spatial variability of LST in mountain regions and 
the NAM provides an opportunity to inspect its seasonal evolution. This is despite the 
well-known impacts of vegetation phenology on the surface energy balance and its 
subsequent influence on atmospheric dynamics (e.g., Buermann et al., 2001; Arora, 2002; 
Guillevic et al., 2002; Kim and Wang, 2007; Puma et al., 2013). 
In this study, we aim to understand how surface conditions affect the distribution 
of LST in a mountainous basin. To do so, a fully-distributed hydrologic model, the 
Triangulated Irregular Network (TIN)-based Real-time Integrated Basin Simulator 
(tRIBS) (e.g., Ivanov et al., 2004; Vivoni et al., 2010a), will be evaluated in its capability 
to simulate LST as compared to ground observations and datasets from remote sensing 
platforms. These include basin-averaged LST from sub-daily MODIS imagery, spatial 
patterns of LST from ASTER for individual days, and soil moisture observations from an 
aircraft platform that together capture land surface conditions during the 2004 summer. 
Satellite- and aircraft-derived datasets and model outputs are also compared to manual 
measurements of soil temperature and soil moisture along a topographic transect and to 
  12 
continuously-measured surface states at two stations. This approach for testing a 
distributed model is consistent with Vivoni (2012b) who advocated using a set of 
coordinated, simultaneous observations across a landscape as a means to build confidence 
in the simulation, in particular where traditional hydrologic observations such as 
streamflow records might be absent. We then utilize the model to explore how LST 
patterns evolve from spring to summer, how terrain properties, rainfall, and vegetation 
cover control the LST distribution and how vegetation greening influences the 
catchment-scale heterogeneity in LST.  
 
METHODS 
Study region and observations 
The study region is the Sierra Los Locos (SLL, 93.2 km2) basin found in a rural 
area of northern Sonora, Mexico. Figure 2.1 presents the basin location relative to the Río 
San Miguel (3796 km2) of which it is a sub-basin. In addition, the SLL watershed 
boundary and stream network determined from a 30 m Digital Elevation Model (DEM) 
from ASTER are shown. The basin is characterized by a steppe or semiarid (BSh) climate, 
according to Koppen-Geiger classification (Peel et al., 2007), consisting of hot, arid 
conditions, and winter temperatures above 0 °C. Annual rainfall in the basin varies from 
~500 to 700 mm/yr, with 60% to 70% of the total occurring from July to September 
during the North American monsoon (Vivoni et al., 2008a). A defining characteristic of 
this region is that following the NAM onset in early to mid-July, soil moisture 
experiences a large, sudden increase leading to a dramatic change in vegetation (e.g., 
Salinas-Zavala et al., 2002; Watts et al., 2007; Forzieri et al., 2011). The seasonal  
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Figure 2.1. (a) Location of the Sierra Los Locos basin in Sonora, Mexico. (b) Terrain 
characteristics, including a 30 m resolution DEM from ASTER and derived stream 
network, with continuous stations and sampling plot locations during Soil Moisture 
Experiment 2004 (SMEX04). 
 
evolution of vegetation greening can be quantitatively inspected using remote sensing 
observations. For example, Figure 2.2 shows time series of rainfall and vegetation 
fraction (vf) averaged in the SLL basin from MODIS Normalized Difference Vegetation 
Index (NDVI) datasets. The greening of vegetation corresponds well to the rainfall events 
and leads to decreases in LST. This cooling is recorded well in the continuous soil 
temperature (5 cm depth) observations at SLL stations 132 and 146 installed during Soil 
Moisture Experiment 2004 (SMEX04) (Bindlish et al., 2008). 
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Figure 2.2. (a) Basin-averaged rainfall from the North American Land Data Assimilation 
System (NLDAS) and basin-averaged vegetation fraction during May 1 to September 30, 
2004. Shaded area represents ± 1 spatial standard deviation in the basin. (b) Hourly 
observations of surface soil temperature (5 cm depth) at two stations. Empty spaces 
represent data gaps.  
 
The spatial distributions of soil and vegetation types in the SLL basin are 
presented in Figure 2.3. The 30 m resolution soil map was generated by Vivoni et al. 
(2010a) based on soil texture and terrain slope (Figure 2.3a) and tested with distributed 
soil sampling and particle size analysis. The resulting five soil types (% total area) were: 
(1) sandy clay loam (4.7%), (2) sandy loam (25.0%), (3) loamy sand (36.3%), (4) sand 
(25.0%), and (5) rock (9.0%). The vegetation classification shown in Figure 2.3b was 
developed by Yilmaz et al. (2008) using 30 m Landsat-5 Thematic Mapper scenes and 
field verified during SMEX04. The five vegetation types (% total area) obtained were: (1) 
subtropical scrub (76.2%), (2) oak savanna (11.9%), (3) mesquite (10.1%), (4) evergreen 
(1.0%), and (5) grassland (0.8%). Overall, basin ecosystems are strongly related to 
elevation and its associated climate effects. For example, Figure 2.3c and d shows total  
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Figure 2.3. Spatial distribution of (a) soil types; (b) vegetation classes; and (c) 
cumulative NLDAS rainfall during study period. (d) Frequency distribution of vegetation 
types in the basin. 
 
rainfall during the summer (May 1 to September 30, 2004) and the frequency distribution 
of ecosystems with elevation. Higher elevations are occupied by oak savanna and 
evergreen forest which received more rainfall, while intermediate and low elevations are 
primarily subtropical scrub with lower rainfall accumulations. Mesquites are located in 
low elevation areas near ephemeral streams and grasslands occupy small patches across a 
wide range of elevations. 
During SMEX04, several experiments were conducted within the SLL basin. 
Continuous rainfall, soil temperature and soil moisture data at 5 cm depth were recorded 
at 30 min intervals at station 132 (subtropical scrub, 905 m) from and at station 146 (oak 
savanna, 1367 m) (Figure 2.1). At each site, a tipping-bucket rain gauge (Texas 
Electronics, TR525I) and a soil dielectric sensor (Stevens Hydra sensor) were used. 
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Vivoni et al. (2007a) conducted daily samples of soil moisture (0 to 6 cm) and soil 
temperature (1, 5 and 10 cm depths) at 23 sampling plots along an elevation transect 
within the SLL during August 3-14. For each 2 m by 2 m plot, five samples were 
manually taken using a Theta probe (Delta-T Devices) with a mineral soil calibration 
(Cosh et al., 2005) and a soil thermometer. The sampling plots in the SLL (Figure 2.1) 
were used by Vivoni et al. (2008b) to estimate the daily, basin-averaged soil moisture and 
temperature using a hypsometric aggregation method. Two of the averaging regions (low 
< 782 m and high > 1079 m elevations) are shown in Figure 2.3b. Vivoni et al. (2008b) 
and Mascaro and Vivoni (2012) compared the soil moisture derived from ground data 
with estimates from aircraft-based retrievals using the Polarimetric Scanning Radiometer 
(PSR) and 2D Synthetic Aperture Radiometer (2D-STAR), which are microwave 
instruments designed to observe near surface variables (0 to 5 cm). Both PSR and 2D-
STAR were flown over sites in Sonora during SMEX04 (Ryu et al., 2010). 
Remote-sensed LST datasets and retrieval algorithms 
Daily LST imagery were obtained from MODIS sensors aboard the Terra and 
Aqua satellites. Terra overpasses the SLL basin at local time of 10:30 am and 10:30 pm, 
while Aqua overpasses at 1:30 pm and 1:30 am. Daily MODIS LST products (MOD11A1 
and MYD11A1) were retrieved by applying a generalized split-window algorithm with a 
spatial resolution of 1 km (Wan and Dozier, 1996). Clouds contaminated many MODIS 
images, in particular during the NAM, and we excluded scenes with at least one cloudy 
pixel in the basin. As a result, a small number of clear-sky images (~52% of total) were 
available from May 1 to September 30, 2004. Figure 2.4 compares MODIS LST 1 km 
pixels for clear-sky conditions with soil temperature (5 cm) data at stations 132 and 146  
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Figure 2.4. Comparisons of MODIS LST at daytime and nighttime from Terra and Aqua 
and soil temperature data from stations 132 (subtropical scrub) and 146 (oak savanna) 
during the study period. Number of data points (N), correlation coefficient (CC) and root 
mean square error (RMSE) are shown. Two examples of spatial MODIS LST products at 
1 km resolution are shown in Figure 2.9. 
 
at times coincident with the satellite overpass. Even though the soil temperature at 5 cm 
depth is buffered by a thin soil layer, it has a close resemblance to LST. Generally, 
MODIS estimates daytime LST reasonably well at the two stations with a root mean 
square error (RMSE) less than 5 °C. Nighttime comparisons vary among the stations 
(RMSE of 2.18 °C at station 146 and 6.89 °C at station 132), but are comparable to 
validations by Wan (2008). Differences in LST are attributed to: (1) the mismatch 
between the measurement footprints (1 km MODIS pixels and 6 cm sampling length for 
sensors), (2) site-dependent variations in soil properties that affect continuous 
  18 
temperature measurements, and (3) the role of varying terrain, vegetation and soil within 
a MODIS pixel on modifying satellite-derived LST.  
 The ASTER TIR bands on board the Terra satellite allowed retrieving LST using 
the Split Window Algorithm (SWA) of Qin et al. (2001). This method uses two thermal 
bands (13 and 14) and two parameters, atmospheric transmittance and ground emissivity. 
Atmospheric transmittance is related to water vapor content, estimated from the MODIS 
bands 2 and 19 based on Sobrino et al. (2003). Ground emissivity is related to the 
composition of surface materials and was estimated using the MODIS NDVI product and 
bands 13 and 14. Due to the spatial variation of ecosystems, ground emissivity was 
slightly higher in the southeast region of the watershed with oak savanna and evergreen 
forest (Figure 2.3b). Given the overpass frequency of 16 days, we applied the SWA of 
Qin et al. (2001) to the available cloud-free ASTER scenes at overpass times between 
11:00 am and 12:00 pm, resulting in six LST images at 90 m resolution in the period of 
May 1 to September 30, 2004 out of a total of nine possible scenes. A cross-validation 
between ASTER and MODIS LST imagery at 1-km resolution for simultaneous days 
revealed a strong correspondence with an RMSE of 3.98 °C (not shown). Figure 2.5a 
shows a transition in LST from the hot conditions in the late springtime to a cooler basin 
after rainfall arrival and vegetation greening during the NAM. Cloudy conditions 
between July 5 and August 22 prevented obtaining LST images during the green-up 
process. Nevertheless, the LST patterns prior to and after the monsoon onset show 
interesting features, including higher spatial variability for cooler conditions and a 
variation in the relations with terrain attributes and vegetation cover, whose seasonal 
evolution is presented in Figure 2.5b as vegetation fraction (vf). 
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Figure 2.5. (a) ASTER LST images at 90 m resolution available during the study period 
in 2004, along with spatial mean and standard deviation (SD) within the basin. (b) 
Vegetation Fraction (vf) maps derived from MODIS NDVI on the same dates. 
 
Distributed hydrologic modeling 
Model description 
Numerical simulations were carried out in the SLL basin using tRIBS, a fully-
distributed, physically-based model of hydrological processes (Ivanov et al., 2004; 
Vivoni et al., 2007b; 2011). To make full use of the available high resolution datasets, 
tRIBS ingests distributed soil, vegetation, and meteorological conditions and resamples 
each to the model domain. A basin is represented by a Triangulated Irregular Network 
(TIN) consisting of elevation, stream, and boundary nodes, which capture basin features 
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with a reduced number of elements as compared to the original grid DEM (Vivoni et al., 
2004). In tRIBS, Voronoi polygons are associated with each TIN node and serve as the 
finite-volume domain for water and energy balance calculations. For each Voronoi 
polygon, the model accounts for a range of hydrological processes that track the basin 
response, including: (1) canopy interception; (2) evapotranspiration from bare soil and 
vegetated surfaces; (3) infiltration and soil moisture redistribution; (4) shallow subsurface 
flow; and (5) overland and channel flow. In previous studies, tRIBS has shown good 
performance with respect to soil moisture and evapotranspiration data in the SLL basin 
and an eddy covariance (EC) tower in the region (Vivoni et al., 2010a), in addition to 
applications in other semiarid mountain regions (e.g., Mahmood and Vivoni, 2011; 
Moreno et al., 2013; Mascaro et al., 2013). 
Given the emphasis of this study, we briefly describe the soil temperature 
dynamics in the distributed model. Each Voronoi polygon solves for the surface soil (5 
cm, Ts or LST) and deep soil (1 m, Td) temperatures using the force-restore approach (Lin, 
1980; Hu and Islam, 1995) to the heat diffusion equation providing an estimate of the 
ground heat flux (G) as: 
€ 
G = 12Csd1 ξ
dTs
dt +ω Ts −Td( )
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& 
' 
( 
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*   ,  (2.1) 
where 
€ 
Cs is soil heat capacity, 
€ 
d1 = 2k ω( )1 2 is the dampening depth of the soil 
temperature wave, 
€ 
ω  is the fundamental frequency for diurnal forcing, 
€ 
k = ks Cs  is the 
soil heat diffusivity, 
€ 
ks is the soil heat conductivity, and 
€ 
ξ  is a parameter calculated 
following Hu and Islam (1995). The two soil thermal parameters, Cs and ks, can vary 
across different soil types (Ivanov et al., 2004). We modified the model to account for the 
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dependence of Cs and ks on volumetric soil moisture (θ) by using a threshold of θ = 0.021 
m3/m3 to distinguish between dry and wet values. Ground heat flux is used in the surface 
temperature evolution as: 
€ 
Cs
dTs
dt = Rn −G − λET −H   ,   (2.2) 
where the other terms, net radiation (Rn), sensible heat flux (H) and latent heat flux (λET), 
can also be expressed as a function of surface soil temperature (Ivanov et al., 2004) (see 
Bateni and Entekhabi (2012) for a similar approach). An iterative scheme using the 
Newton-Raphson method is applied to solve for Ts at each time step, conditioned on the 
topographic, soil and vegetation properties of the Voronoi polygon and the 
meteorological forcing, including incoming solar radiation (Is), relative humidity (r), air 
temperature (Ta), wind speed (u) and atmospheric pressure (P). The energy balance is 
coupled to the water balance via evapotranspiration (ET) estimated from the Penman-
Monteith equation, which depends on surface soil (θs, 5 cm) and root zone (θr, 1 m) 
moisture content. It should be noted that the estimation method does not differentiate 
between canopy and soil temperatures, as in dual schemes (Shuttleworth and Wallace, 
1985). For semiarid regions with relatively low vegetation cover, this implies the model 
provides LST estimates representative of soil temperature, consistent with remote sensing 
observations over sparse canopies in these settings. Furthermore, time-varying vegetation 
cover during a rainy season in a semiarid region impacts LST estimates through a 
complex set of interactions that involve changes in radiation and water availability at the 
land surface. 
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Model domain, meteorological forcing and parameterization 
For the SLL basin, the 30 m ASTER DEM was processed to obtain a basin 
boundary and stream network that closely matched the delineation of Vivoni et al. (2010a) 
based on a 29 m DEM from INEGI (1998). Comparison of the DEMs revealed improved 
features in the ASTER product, including fewer artifacts, more moderated slopes and 
lower curvatures. Following the hydrographic TIN procedure of Vivoni et al. (2004), the 
ASTER DEM was sampled into 33,188 Voronoi polygons and the boundary, stream 
network and a floodplain preserved in the domain (Figure 2.1b). The equivalent cell size 
of the domain is re = 53 m (Vivoni et al., 2005). Nevertheless, the irregular sampling 
leads to a distribution of Voronoi areas with mean and standard deviation of 1877.1 ± 
1049.8 m2. Voronoi polygons also sample a range of elevation, slope and aspect that 
characterize the model response with respect to terrain attributes. Elevations within the 
basin range from 611 m to 1672 m, with a mean altitude above sea level of 1048.4 ± 
225.3 m, while slope varies from 0 to 60°, with a mean slope of 14.69 ± 8.15°. A 
spatially-uniform soil depth of 1.5 m was assumed on the basis of measurements in a set 
of 15 soil pits excavated in the basin.  
The low availability of meteorological forcing was addressed using the North 
American Land Data Assimilation System (NLDAS) (Mitchell et al., 2004) at 1 hr and 12 
km resolution (Figure 2.3c). While NLDAS is an improved spatial forcing to the model, 
as compared to Thiessen polygons obtained from the rain gauges, Robles-Morua et al. 
(2012) found an underestimation by NLDAS of high-intensity events in the region. Based 
on this, we carried out a bias-correction to the NLDAS rainfall fields by using 11 rain 
gauges in or near the SLL basin over the period June 14 to September 11, 2004, 
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following Robles-Morua et al. (2012). Due to limited data availability, a varying number 
of hourly rain gauges installed during SMEX04 and their collocated NLDAS pixels were 
used in the correction. Other NLDAS meteorological fields used to force the model were 
compared to observations at the EC tower over coincident periods (Watts et al., 2007; 
Vivoni et al., 2010b). Based upon this comparison, we developed a linear bias correction 
to incoming solar radiation (Is = 1.2Is,NLDAS), relative humidity (r = 1.2rNLDAS), wind 
speed (u = 0.58uNLDAS) and atmospheric pressure (P = 0.98PNLDAS), at the six NLDAS 
pixels over the SLL (see Figure 2.3d). Air temperature from NLDAS was spatially 
averaged over the SLL basin and then corrected for elevation using an ambient 
temperature lapse rate of -6.5ºC/km.  
Land surface characteristics related to soil and vegetation were used to 
parameterize the hydrological processes in the model. Initial parameter values were based 
on field measurements of soil and vegetation properties at the EC site and within the SLL 
basin (Vivoni et al., 2010a). A major improvement in this study was the specification of 
time-varying vegetation parameters obtained from empirical relations using MODIS 
products, following Vivoni (2012a). The remote-sensing products were 16 day 
composites of NDVI (MOD13Q1, 250 m spatial resolution) and white-sky shortwave 
albedo (MOD43B, 1 km), along with 8 day composites of Leaf Area Index (LAI) and 
fraction of Photosyntethically Active Radiation (fPAR, MOD15A2, 1 km). NDVI, fPAR 
and LAI from MODIS have been shown to represent vegetation conditions well in 
semiarid regions as compared to ground measurements (Privette et al., 2002; Fensholt et 
al., 2004; Ryu et al., 2012). Cloud-free MODIS composites were linearly interpolated to 
daily values to allow gradual vegetation changes. Appendix A describes the empirical  
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Figure 2.6. MODIS-derived vegetation parameters, including (a) stomatal resistance, (b) 
free throughfall coefficient, (c) albedo and (d) LAI. Solid lines represent basin-averaged 
values, while the shaded area depicts ± 1 spatial standard deviation in the basin.  
 
equations used to transform the linearly-interpolated, daily MODIS observations of LAI, 
NDVI, fPAR and albedo into the vegetation parameters. Table 2.1 presents statistical 
properties of the vegetation parameters in the SLL basin (spatial mean ± standard 
deviation) for two dates (June 3 and August 29), as well as for the entire study period 
(May 1 to September 30) and for a simulation considering no vegetation greening (Leaf-
off) using data from May 1. The temporal variation of vegetation parameters is shown in 
Figure 2.6 for stomatal resistance (rs), free throughfall coefficient (p), albedo (a) and LAI 
(also see Figure 2.2a for vf). The NAM onset leads to changes in the basin average and 
spatial variability of vegetation parameters (after July 1) that tend to stabilize during the 
monsoon after mid-August. 
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Table 2.1. Statistical properties of vegetation parameters in the SLL basin for different periods in 2004. SD is spatial 
standard deviation. Max. and Min. are the maximum and minimum values. Sources for static vegetation parameters are: (1) 
Vivoni et al. (2010a). (2) Vivoni et al. (2008a). 
Parameter Variable [Unit] 
05/01-09/30 06/03 08/29 Leaf-off 
Mean±SD Max. Min. Mean±SD Mean±SD Mean±SD 
         
Free throughfall coefficient p [-] 0.34±0.11 0.86 0 0.55±0.13 0.11±0.05 0.46±0.11 
Canopy field capacity S [mm] 0.67±0.22 2.65 0.05 0.33±0.11 1.07±0.30 0.40±0.11 
Albedo a [-] 0.14±0.01 0.17 0.11 0.14±0.01 0.14±0.01 0.17±0.01 
Vegetation height1 h [m] 8.25±2.11 10 0.80 8.25±2.11 8.25±2.11 8.25±2.11 
Optimal transmission coefficient kt [-] 0.79±0.10 0.95 0.08 0.86±0.09 0.83±0.08 0.80±0.08 
Minimum stomatal resistance rs [s/m] 36.37±9.29 394.04 8.04 44.94±8.94 19.91±3.34 51.59±9.88 
Vegetation fraction vf  [-] 0.27±0.06 0.75 0.04 0.11±0.05 0.41±0.09 0.16±0.06 
Soil evaporation stress factor2 βE [-] 0.45±0 0.45 0.45 0.45±0 0.45±0 0.45±0 
Plant transpiration stress factor2 βT [-] 0.35±0 0.35 0.35 0.35±0 0.35±0 0.35±0 
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Given the lack of streamflow and evapotranspiration data within the SLL basin in 
2004, soil moisture and surface temperature derived from ground observations and 
remote sensing products were used in model calibration and testing using a split sample 
approach. Initial soil property estimates from Vivoni et al. (2010b) were modified in a 
multiple objective calibration exercise to minimize the root mean square error (RMSE) 
between: (1) basin-averaged LST estimates from the model and MODIS, (2) basin-
averaged estimates of θs from the model and sampling plots, and (3) LST distributions 
from the model and ASTER for June 3 and August 29 for each soil type (Figure 2.3a). 
Other remote sensing and ground observations, including four ASTER LST images (May 
18, June 26, July 5, August 22), five 2D-STAR θs images (August 7, 8, 24, 25, 26) and 
LST and θs at stations 132 and 146 (June 14 to September 12) and at sampling plots 
(August 3-14) were reserved for model verification purposes. These tests provide a basis 
to evaluate the model capability in reproducing the temporal evolution and spatial 
patterns in LST and θs as compared to remote sensing and ground data sets. Since the 
calibration accounted for multiple variables, we created an aggregate objective function 
to minimize (Madsen, 2000; 2003): 
€ 
f = wLSTRMSELST + wθ gRMSEθ + wA wiRMSEi, j
i=1
5
∑
j=1
2
∑ , (2.3) 
where 
€ 
wLST ,wθ ,wA  are weights for the basin-averaged LST, basin-averaged soil moisture 
and soil type-specific LST (weights are assumed to be equal in this study), g is a 
transformation that compensates for magnitude differences between LST and θs (assumed 
as 100), and the 
€ 
wi’s are weights for the different i = 5 soil types and j = 2 ASTER 
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images. As in prior studies (e.g., Ivanov et al., 2004; Vivoni et al., 2005; 2010a), within-
class soil parameter variations were not allowed. Table 2.2 presents the calibrated soil 
parameters obtained with the multiple objective function and a description of the sources 
and calibration efforts for each parameter. Of importance are the values of soil heat 
diffusivity (k = ks/Cs) from 0.01 to 0.02 cm2/s, which are within the typical ranges 
indicate by Sellers (1965) from 0.001 cm2/s (clay) to 0.015 cm2/s (rock). No calibration 
was performed for vegetation parameters since there were derived empirically from 
MODIS data or set to constant values for each vegetation class (Table 2.1). 
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Table 2.2. Model parameters for soil types in the SLL basin. Sources for model parameters are as follows: (1) Rawls et al. 
(1983) and Schaap et al. (2003) with modifications during calibration. (2) Minimum observed soil moisture. (3) Vivoni et al. 
(2010a). (4) Model calibration. (5) Ivanov et al. (2008) and Vivoni et al. (2010a) with modifications during calibration.  
Parameter Variable  
[Unit] 
Rock Sand Loamy Sand 
Sandy 
Loam 
Sandy Clay 
Loam 
        
Area A [%] 9.0 25.0 36.3 25.0 4.7 
Saturated hydraulic conductivity1 Ks [mm/hr] 25 1662 598 241 98 
Saturated soil moisture content1 θsat [−] 0.285 0.317 0.301 0.310 0.230 
Residual soil moisture content2 θres [−]  0.009 0.010 0.005 0.015 0.058 
Pore size distribution index3 m [−] 0.17 0.60 0.45 1.50 0.32 
Air entry bubbling pressure3 ψb [mm] 0 0 0 0 0 
Conductivity decay parameter4 f [mm-1] 0.01 0.01 0.025 0.001 0.001 
Conductivity anisotropy ratio4 As [−] 600 600 600 600 600 
Soil porosity1 N [−] 0.385 0.437 0.437 0.453 0.398 
Soil heat conductivity5  Dry ks [J/msK] 
1.2 1.2 1.2 1.2 1.2 
Wet 1.3 1.3 1.3 1.3 1.3 
Soil heat capacity5  Dry Cs [J/m3K] 
6⋅105 6⋅105 6⋅105 6⋅105 6⋅105 
Wet 1.3⋅106 1.3⋅106 1.3⋅106 1.3⋅106 1.3⋅106 
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Numerical experiments 
We carried out numerical simulations in the SLL basin from May 1 to September 
30, 2004 to encompass the SMEX04 efforts (e.g., Vivoni et al., 2007a; Bindlish et al., 
2008) and the seasonal vegetation greening during the NAM. This extended the 
simulation period of Vivoni et al. (2010a), which only considered full-canopy conditions 
(July 23 to September 30). This was possible due to the use of bias-corrected NLDAS 
meteorological fields as model forcing. A base case simulation was performed where the 
entire set of vegetation parameters were estimated from remote sensing (Appendix A). In 
addition, we carried out a Leaf-off simulation with no greening using constant vegetation 
conditions from May 1. This Leaf-off simulation was used to determine the relative 
contributions of rainfall forcing and vegetation changes on LST and θs. Initial conditions 
on May 1 for both simulations were specified as negligible soil moisture above the 
impermeable bottom, with no model spinup (Vivoni et al., 2010a). This is possible due to 
the extremely dry spring and the resetting of the annual soil water balance prior to the 
NAM onset. 
 
RESULTS AND DISCUSSION 
Comparison of LST and soil moisture with remote sensing datasets 
Basin-averaged LST and θs were compared to satellite products from MODIS and 
aircraft retrievals from PSR and 2D-STAR, respectively, in Figure 2.7. For all cases, the 
spatial mean in the SLL basin and the spatial standard deviation (SD) of the observations 
are also depicted. For clarity, we excluded the SD for the simulations. Note the periods of 
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comparison of LST and θs are largely non-overlapping due to cloud effects on MODIS 
LST retrievals when SMEX04 was conducted. The model is able to capture the seasonal 
evolution of LST with a large diurnal LST range (14.5 to 54.0 °C) prior to the monsoon 
in June and a lower diurnal range (17.2 to 48.8 °C) after the NAM onset in mid-July 
(Figure 2.7b). Overall, the simulated LST at the basin scale matches well with MODIS 
observations at both daytime and nighttime. The dramatic cooling of daytime LST upon 
the arrival of storm events on July 11 was not available in MODIS retrievals over the 
basin, but was captured in the simulations. As expected, this surface cooling coincides 
with an increase in simulated surface soil (θs) and root zone (θr) moisture that persists 
during the entire NAM. The model is able to represent well the drying trend in the basin-
averaged θs captured by 2D-STAR (Figure 2.7a), as well as the ground observations, but 
is lower than PSR estimates in early August. This is consistent with Vivoni et al. (2008b) 
and Ryu et al. (2010) who discussed the discrepancies in PSR retrievals relative to other 
approaches. As a result, the subsequent analysis only considers simulated soil moisture 
comparisons to 2D-STAR.  
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Figure 2.7. Comparison of simulated and remotely-sensed basin-averaged (a) θs (m3/m3) 
from PSR and 2D-STAR and (b) LST (°C) from MODIS Aqua and Terra. Vertical bars 
depict ± 1 spatial standard deviations. Basin-averaged observations from Vivoni et al. 
(2008b) are shown in (a) as well as simulated, basin-averaged root zone soil moisture (θr). 
A statistical comparison of (b) is shown in Figure 2.8. 
 
To investigate more closely the model performance in simulating LST at the basin 
scale, Figure 2.8 presents scatterplots and error histograms of the basin-averaged LST at 
the MODIS day and nighttime overpasses. LST errors or differences are computed as 
LSTSIM – LSTMODIS. The daytime LST comparison exhibits low scatter for Terra and 
Aqua products, with a high correlation coefficient (CC = 0.74), reasonably low root mean 
square error (RMSE = 4.25 °C) and low bias (B = -0.11 °C), as shown by LST 
differences near zero (Bias is computed as Sim. - Obs. values, while LST differences are 
Obs. - Sim. in Figure 2.8d). These daytime results are improved with respect to a model 
comparison to MODIS LST performed by Bisht (2010) in southern Arizona (RMSE = 
11 °C; B = +1.2 °C). Nighttime LST is simulated more accurately (CC = 0.83 and RMSE  
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Figure 2.8. Scatterplots (a, b) and error histograms (c, d) of simulated and MODIS-
derived basin-averaged LST for day and night overpasses from Terra and Aqua. Number 
of data points (N), correlation coefficient (CC) and root mean square error (RMSE) are 
shown in (a, b).  
 
= 1.90 °C), though a small negative bias is present (B = -1.26 °C). This is also an 
improvement with respect to Bisht (2010), who reported RMSE = 6.3 °C and B = +5.2 °C 
at nighttime between MODIS and simulations using Ivanov et al. (2008). Overall, the 
model exhibits an excellent capability in capturing the spatial mean LST in the SLL basin 
as compared to available MODIS data, in particular when considering the retrieval 
uncertainties (Figure 2.4). Furthermore, the slightly higher daytime scatter is explained 
well by larger retrieval errors under unstable atmospheric conditions (e.g., Wan, 2008). 
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The model capability to reproduce daytime LST patterns is shown for two dates in 
Figure 2.9 by comparison to ASTER- and MODIS-derived products, with the latter 
shown for reference. As discussed previously, ASTER LST retrievals prior to (June 3) 
and after (August 29) the NAM onset show a remarkable surface cooling, with a basin-
averaged reduction of 13.3 °C. Model simulations capture this trend very well, with 
basin-averaged RMSE of 3.16 °C and 3.77 °C (B = +1.79 °C and -0.25 °C) for June 3 
and August 29, respectively. More importantly, the spatial patterns of LST are 
represented appropriately, including the increase in the spatial variability during the 
season (ΔSD = +1.3 °C and +2.0 °C for ASTER and model, respectively). Note that the 
model depicts well the uniformly hot conditions in June 3 and how these evolve into a 
variable LST controlled by elevation and aspect by August 29. Nevertheless, small 
differences between ASTER and simulated LST fields occur. For example, the model 
overestimates LST (by 1.47 °C) in the northeastern part of the basin on August 29 in the 
lower-lying valley bottoms surrounded by steeper topography. This is due to not 
accounting for shading by surrounding terrain when using gridded, 12 km NLDAS inputs. 
Despite this, the spatial and frequency distribution (inset) comparisons between the 
model and ASTER LST for these days are encouraging. In addition, comparison to the 
MODIS product show the model captures the overall spatial trends and adds finer details 
that are not directly observed through the coarser resolution product. 
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Figure 2.9. Comparison of simulated, ASTER-derived and MODIS-derived LST spatial patterns on June 3 and August 29, 
2004, at satellite overpass times (12:00 p.m. for ASTER and model, and 10:30 am for MODIS), including spatial mean and 
standard deviation (SD). Insets show the frequency distribution of LST in each case.  
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Table 2.3 presents the verification of the simulated spatial LST and θs patterns for 
the available dates at the overpass or flight times of ASTER and 2D-STAR. The model 
performance is assessed for the five soil types (Figure 2.3) as well as the basin-averaged 
conditions in terms of the RMSE and B. The low RMSE (< 4 °C) and low B (< |2| °C) for 
LST for the basin average on May 18, July 5 and August 22 indicate an excellent match 
between simulated and remotely-sensed fields. In contrast, June 26 exhibited higher 
RMSE (6.66 °C) and B (-5.25 °C), likely due to the NDLAS forcing not capturing a small 
storm events in the basin. LST performance varied across soil types, with slightly higher 
errors (~0.5 to 3 °C higher in RMSE) in steep, rocky surfaces and low-slope, sandy clay 
loam soils near the basin outlet as compared to other soil types. For θs, the simulations 
have a closer match to 2D-STAR during the drier days of August 24, 25 and 26, with low 
basin-averaged RMSE (< 0.05 m3/m3) and B (< |0.03| m3/m3). Slightly higher errors 
(from 0.05 to 0.12 m3/m3 in RMSE) were present for the wetter days of August 7 and 8, 
with a poorer representation in rocky surfaces, consistent with Vivoni et al. (2010a).
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Table 2.3. RMSE and Bias in LST (°C) and θs (m3/m3) between simulated and remotely-sensed spatial patterns for each soil 
type and the basin average on ASTER and 2D-STAR dates. 
Variable and 
Domain RMSE (Bias) for Date in 2004 
       
ASTER LST [°C] 05/18 06/03 06/26 07/05 08/22 08/29 
Rock 4.26 (-1.08) 3.50 (1.33) 9.98 (-9.11) 4.47 (-2.53) 5.10 (0.24) 4.30 (2.50) 
Sand 3.53 (-0.73) 3.13 (1.48) 6.91 (-5.78) 3.56 (-1.67) 4.01 (-0.18) 3.34 (-1.28) 
Loamy Sand 2.89 (-0.32) 2.91 (1.70) 5.95 (-4.53) 2.90 (-0.97) 3.94 (1.10) 3.11 (-0.55) 
Sandy Loam 2.62 (0.07) 3.09 (2.00) 6.41 (-5.19) 2.79 (0.18) 3.72 (-0.08) 3.54 (-1.09) 
Sandy Clay Loam 4.08 (3.08) 4.62 (3.99) 2.92 (-1.05) 5.16 (4.24) 3.07 (0.37) 8.22 (6.73) 
Basin average 3.21 (-0.23) 3.16 (1.79) 6.66 (-5.25) 3.35 (-0.75) 3.99 (0.20) 3.77 (-0.25) 
       
2D-STAR θs [m3/m3] 08/07 08/08 08/24 08/25 08/26  
Rock 0.123 (0.101) 0.120 (0.096) 0.051 (0.017) 0.063 (-0.043) 0.064 (0.028)  
Sand 0.046 (-0.006) 0.045 (0.000) 0.028 (0.016) 0.043 (-0.030) 0.034 (-0.009)  
Loamy Sand 0.049 (-0.008) 0.048 (-0.002) 0.035 (0.018) 0.044 (-0.026) 0.037 (-0.009)  
Sandy Loam 0.051 (-0.032) 0.047 (-0.025) 0.026 (0.008) 0.046 (-0.033) 0.037 (-0.017)  
Sandy Clay Loam 0.051 (0.027) 0.056 (0.030) 0.063 (0.056) 0.038 (0.028) 0.064 (0.052)  
Basin average 0.060 (-0.002) 0.058 (0.003) 0.035 (0.017) 0.046 (-0.028) 0.041 (-0.005)  
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Comparison of LST and soil moisture with ground measurements 
As previously shown in Figure 2.7a, the simulated basin-averaged θs represented 
well a set of soil moisture measurements along an elevation transect (Vivoni et al., 2007a) 
with RMSE = 0.02 m3/m3, CC = 0.92 and B = -0.003 m3/m3. Model performance varies 
with respect to prior efforts (Vivoni et al., 2010a) due to: (1) the multiple calibration 
objectives for simulating both LST and θs, (2) differences in meteorological forcing using 
NLDAS as opposed to coarse ground data, (3) an extension of the simulation period to 
the entire summer, and (4) the integration of seasonality in vegetation parameters. 
Despite these changes, the simulations account fairly well for the basin-averaged θs dry-
down occurring during the SMEX04 ground sampling (August 3-14) in response to an 
abundant amount of rainfall in July and a relatively drier August. Figure 2.10 presents 
scatterplots of observed and simulated LST and θs at the 23 sampling plots (labeled 1 to 
23 in Figure 2.1b) obtained at the coincident times for the overlapping Voronoi polygons. 
Even with the spatial mismatch (2 ⋅ 2 m2 plot area versus average polygon areas of ~53 ⋅ 
53 m2), the model provides reasonable estimates of LST and θs with RMSE of 7.45 °C 
and 0.07 m3/m3, respectively. Model discrepancies are related to the wide range of 
conditions across the transect and within each plot due to variations in elevation, canopy 
structure, soil texture and litter cover. Clearly, the ability to represent plot conditions is a 
strong test of the distributed model, in particular when there is a high variability of LST 
and θs conditions within the plot (depicted by vertical bars).  
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Figure 2.10. Scatterplots of simulated and observed LST (a) and θs (b) at the SMEX04 
sampling plots. Vertical bars represent the ±1 SD of the five samples in each plot.  
 
A model comparison at the two continuous stations can yield insights into the 
internal basin response for the two major ecosystems. Figure 2.11 presents how LST and 
θs simulations compare to ground data and the ASTER and 2D-STAR products at stations 
132 and 146. In addition, Table 2.4 details the observed and simulated values of LST and 
θs for the overpass times of each imagery product. At station 132, model performance is 
improved as compared to Vivoni et al. (2010a) with an excellent comparison to the 
continuous data until July 18. After this, several rapid increases in soil moisture are not 
captured, though the overall drying trend is represented well, in particular as compared to 
the 2D-STAR pixel. LST at station 132 tends to be slightly underestimated as compared 
to ground (RMSE = 5.17 °C, B = -3.51 °C) and remote sensing data during the period. In 
contrast, the model performance at station 146 deteriorated with respect to Vivoni et al. 
(2010a). While the cooler and wetter conditions in the oak savanna are captured well, 
there is a larger inconsistency in θs after August 1 due to a weaker soil moisture recession. 
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This results in an overestimation of soil moisture relative to 2D-STAR and the site 
observations. LST, on the other hand, is simulated with an adequate skill at station 146 as 
compared to ground data (RMSE = 3.83 °C, B = -1.61 °C). In addition, the diurnal 
temperature variability and its response to cloudy conditions are simulated consistently at 
both stations. The noted mismatches in LST and θs are possibly due to: (1) 
inconsistencies in the NLDAS forcing (e.g., missing local storm event) that do not allow 
reproducing observations, (2) the scale mismatches present between the site 
measurements, the Voronoi polygon area and the satellite or aircraft pixel size, (3) 
vegetation and soil heterogeneity at the site that is not captured by the model, (4) 
assumptions made when solving the heat diffusion equation for LST in the current 
approach, or (5) the physical representation of model processes leading to lower soil 
responsiveness to rainfall and evapotranspiration forcing as the NAM evolves. Related to 
the latter is an important assumption of a uniform soil depth (Vivoni et al., 2010) that 
would affect soil responsiveness. Spatial variations in soil depth, however, can have a 
large impact on water and energy fluxes at individual sites, as explored by Gochis et al. 
(2010) for this region.  
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Figure 2.11. Comparison of simulated and ground-observed LST and θs at stations 132 (a) 
and 146 (b), including available ASTER and 2D-STAR products. Statistical comparisons 
are shown in Table 2.4. 
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Table 2.4. Comparison of LST (°C) and θs (m3/m3) from observations, imagery (ASTER 
and 2D-STAR) and simulations at stations 132 and 146 on available dates for coincident 
times. 
 
Topographical and ecohydrological controls on LST and soil moisture 
Given the model fidelity with respect to LST and θs, we explored the spatial 
outputs to understand the terrain and vegetation controls during the evolution of the 
monsoon season. Figure 2.12 depicts how LST varies with elevation, slope and aspect for 
June 3 (top row) and August 29 (bottom row). Each symbol represents a different 
Voronoi polygon and is color-coded according to vegetation type. A mean LST profile is 
estimated for each terrain attribute by calculating bin-averaged simulated values (squares) 
and ± 1 standard deviations (horizontal bars) in each bin. These are compared to bin-
averaged ASTER observations (dashed lines), indicating an excellent correspondence in 
how terrain attributes affect LST, in particular for the cooler and more heterogeneous 
Variable 
and Date 
Station 132 Station 146 
Observed Imagery Simulated Observed Imagery Simulated 
       
ASTER LST [°C]      
05/18 - 52.73 47.72 - 49.20 45.42 
06/03 - 53.49 48.20 - 51.09 45.39 
06/26 51.90 49.01 57.55 44.20 44.56 53.72 
07/05 56.30 56.12 51.48 52.40 48.52 48.48 
08/22 52.40 45.47 41.87 50.80 41.84 37.76 
08/29 41.20 36.87 33.22 35.30 35.03 29.79 
       
2D-STAR θs [m3/m3]      
08/07 0.052 0.08 0.061 0.117 0.08 0.107 
08/08 0.050 0.06 0.060 0.088 0.09 0.104 
08/24 0.034 0.02 0.044 0.016 0.03 0.062 
08/25 0.031 0.05 0.043 0.018 0.08 0.059 
08/26 0.036 0.03 0.044 0.016 0.10 0.062 
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conditions in August 29. Note that a vertical gradient in LST is present for each date, 
with similar lapse rates in the simulations and ASTER data. The elevation control on LST 
is clearly a function of air temperature variations and the vertical organization of plant 
types, as discussed by Minder et al. (2010) and Bertoldi et al. (2010), with a smaller lapse 
rate on June 3 indicating a weaker cooling effect with elevation prior to vegetation 
greening. The effect of vegetation is more clearly observed by comparisons to the Leaf-
off simulation (dashed dotted lines) during August 29 that indicate a warmer LST profile 
(by +7 °C), with a similar lapse rate across the elevation range. Thus, under the same 
meteorological forcing of the two simulations, the presence of a fully-developed canopy 
cools the basin in a consistent manner with elevation.  
In general, LST decreases in a near linear fashion with slope in both the model 
output and remote sensing data due to differences in solar radiation on a sloping surface 
(e.g., Gutiérrez-Jurado and Vivoni, 2013). The cooling effect of the vegetation canopy is 
less notable in August 29 for high slope sites (>60° in slope) with rocky soils. Since these 
bedrock areas also occur at high elevations, the difference in LST between the base and 
Leaf-off simulations is diminished between 1600 and 1700 m. As expected from Figure 
2.9, terrain aspect influences LST, with higher temperatures (by ~4 °C) on SW, S and SE 
aspects, as compared to NW, N and NE aspects, in a consistent manner for both model 
outputs and remote sensing data, in particular for August 29. This is explained by the 
northern latitude of the SLL basin such that south-facing areas receive more radiation. 
Interestingly, the effects of the canopy-induced cooling (i.e., difference between base and 
Leaf-off simulations) are more pronounced for west-facing (NW, W, SW) sites, as 
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compared to east-facing (NE, E, SE) areas, possibly due to more robust vegetation 
greening, a common observation in mid-latitude semiarid regions.  
 
 
Figure 2.12. Simulated LST as a function of elevation, slope and aspect in the SLL basin 
for June 3 and August 29 at 12:00 pm, shown for vegetation classes as different colors. 
Symbols with vertical bars depict bin-averaged values with ± 1 standard deviation. Solid 
and dashed lines represent the bin-averages for the Leaf-off simulation and the ASTER 
image, respectively. 
 
We extended this analysis by inspecting the seasonal evolution of vegetation 
fraction (vf), LST, evapotranspiration (ET) and surface soil moisture (θs, labeled S.M.) at 
12:00 pm for eleven days sampled at a 15-day interval from May 1 to September 28 in 
Figure 2.13. For each color-coded day, bin-averaged conditions are shown as a function 
of elevation, slope and aspect, while bin standard deviations are excluded for all variables, 
except vf, for clarity. Note that vegetation fraction tracks the seasonal greening process,  
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Figure 2.13. Temporal evolution of the simulated topographical controls (elevation, slope, 
aspect) on vegetation fraction (vf, a, e, i), LST (b, f, j), evapotranspiration (ET, c, g, k), 
and soil moisture (S.M., d, h, l) during the summer season. Bin-averages are shown in all 
cases, except for vf where ± 1 standard deviation are also depicted. Different colored lines 
show the values at different dates at 12:00 p.m. ranging from early (red) to late (blue) in 
the season. 
 
showing an abrupt change in mid-July (yellow color) that separates two periods with 
different behavior: (1) in May and June (red and orange colors), there is an increasing vf 
with elevation and a limited sensitivity of vf to slope and aspect, and (2) in August and 
September (green and blue colors), there is maximum vf at intermediate elevations (1100 
to 1400 m) and stronger variations of vf with slope and aspect, with a small increase in vf 
with higher slope and a reduced vf for south-facing areas.  
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As a consequence of rainfall pulses and vegetation greening, LST exhibits an 
interesting temporal evolution for each of the terrain attributes. As time proceeds, the 
vertical profile in LST shows lower values but an increased lapse rate in the range of 
1000 to 1400 m, as well as an interesting warming at high elevations (>1600 m) in the 
late NAM period. The nearly linear decrease in LST with slope is preserved throughout 
the season, with more cooling occurring at low slope areas at lower elevations. High 
slope areas (> 60º) tend to have limited changes in LST due to their high altitude and less 
water holding capacity. In addition, the model explicitly limits the rainfall and radiation 
input according to terrain slope (Ivanov et al., 2004). Similarly, LST variations with 
terrain aspect are enhanced over time, with more heating in south-facing sites for the late 
NAM period. Overall, it is interesting to note the inverse relation between vf and LST for 
each terrain attribute, in particular for the period of full canopy development, suggesting 
a strong ecohydrological control. This is further evidenced by the seasonal evolution of 
ET and θs conditions as: (1) uniformly low or zero ET and θs in May and June, followed 
by a dramatic increase in mid-July, and (2) intermediate ET and θs amounts in August and 
September, with a clear signature of vf for each terrain attribute. Since vegetation 
phenology varies in accordance with ecosystem types (Méndez-Barroso et al., 2009; 
Vivoni, 2012), ET and θs exhibit seasonal evolutions that respond directly to the 
spatiotemporal changes of vegetation parameters (Cosh et al., 2008; Krishnan et al., 
2012).  
There is a complex interplay of meteorological, vegetation, soil and topography 
variations that underlie the spatial variations of LST, ET and θs. Nevertheless, these 
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interactions should lead to discernible or emergent patterns that can be explored through 
the relation between spatial variability and the basin-averaged state, as performed in soil 
moisture studies (e.g., Lawrence and Hornberger, 2007; Brocca et al., 2010; Vivoni et al., 
2010a). Figure 2.14 explores how the SD in catchment conditions vary with the basin 
mean for two periods: May 1 to July 10 (black circles) and July 11 to September 30 (gray 
triangles). For this analysis, we selected the NAM onset date as July 11 when frequent 
rainfall events began. The onset leads to a large change in the spatial variability of vf in 
the SLL basin (Figure 2.14a). SD of vf is low prior to NAM onset (from 0.05 in May 1), 
followed by an increase during the first period as vegetation greens up in a patchy way in 
response to initial storms. After July 11, a stabilization of SD of vf near 0.08 is observed. 
Small variations in SD after the NAM onset correspond species-specific phonological 
changes and periods when insufficient rainfall in certain areas lead to lower vf.  
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Figure 2.14. Temporal evolution of the spatial variability of daytime (8:00 am to 6:00 pm) 
averaged vf and LST in the SLL basin. (a) Spatial standard deviation of vf as a function of 
basin-averaged vf. (b) Spatial standard deviation of LST as a function of basin-averaged 
LST. (c) LST difference between low (< 782 m) and high elevations (> 1079 m) as a 
function of basin-averaged LST. Solid lines in (b) and (c) represent linear regressions for 
the periods prior to (May 1 to July 10) and after (July 11 to September 30) the NAM 
onset, with associated equations in bold. Dashed lines in (b) and (c) are similar, but 
represent the Leaf-off simulation, with associated equations.  
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We inspected the relation between the spatial standard deviation of daytime-
averaged (8:00 am to 6:00 pm) LST and the basin-averaged daytime LST for the two 
periods (Figure 2.14b). In each case, a linear regression is shown for the base simulation 
with seasonal vegetation (solid lines with symbols) and the Leaf-off simulation (dashed 
lines only for visualization purposes). Within each period, hotter basin-averaged LST 
conditions lead to greater spatial variability, which are approximated to some extent by a 
linear regression. Note the relationship between SD of LST and basin-averaged LST is 
weak (R2 ~0.05 to 0.1) but statistically significant (p < 0.05). Interestingly, the period 
with vegetation greening (gray triangles) has a significantly higher SD of LST as prior 
the monsoon (black circles), implying that vegetation greening is responsible for a more 
spatially-variable LST in the basin. The Leaf-off simulation demonstrates that a portion 
of this spatial variability in LST is introduced by vegetation seasonality (e.g., the 
difference between solid and dashed gray lines is the contribution of the greening process 
alone). Thus, the spatially-variable vf that is relatively stable after the NAM onset induces 
a cooling of the basin and promotes ecohydrologically-mediated spatial variations in LST 
within the complex terrain. 
This is confirmed by the relationships between the spatial standard deviation of 
daytime-averaged ET and θs and their corresponding basin averages in Figure 2.14 (c, d). 
In addition, results from the base (solid lines) and Leaf-off (dashed lines) simulations are 
visualized through linear regressions. The increased in spatial variability in LST (Figure  
2.14b) in the green-up period (July 11 to September 30) is due to a concomitant increase 
in SD of ET and θs (gray triangles). The high linear regression slopes and high R2 
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indicate that the SD of ET and θs are more strongly controlled by their corresponding 
basin means than LST, suggesting a closer connection to the underlying causes for spatial 
heterogeneity, namely rainfall and vegetation greening. Canopy-induced cooling and 
heterogeneity (i.e., difference in LST mean and SD between base and Leaf-off 
simulations) is due to a modest effect of vegetation greening on the spatial variability of 
ET and a significant impact on the SD of θs. Since both base and Leaf-off simulations 
have the same rainfall forcing, this suggests the increase in the catchment-scale LST 
heterogeneity is primarily due to how canopy development affects soil moisture 
variability. Soil moisture heterogeneity is ultimately linked to species-specific 
phenological differences in shading, interception and transpiration that occur within the 
basin during the seasonal evolution (Vivoni, 2012a).  
 
SUMMARY AND CONCLUSIONS 
Despite a wealth of observations of land surface temperature from satellite 
platforms, there have been limited attempts to utilize these spatiotemporal products for 
hydrological studies (e.g., Rhoads et al., 2001; Wang et al., 2009; Bertoldi et al., 2010; 
Bisht, 2010). LST variations are intrinsically linked to the coupled water and energy 
balance and thus reflect a signature of the interactions between the land surface and 
atmosphere. As a result, it should be possible to utilize LST observations to calibrate and 
validate distributed hydrologic models, in particular for tests of the spatial representation 
of the surface water and energy budgets and their variations with landscape factors such 
as terrain attributes, surface soil properties and ecosystem conditions. Furthermore, 
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spatiotemporal LST fields contain significant information on the coupled processes 
simulated by hydrologic models and thus allow revealing the mechanisms underlying the 
spatial patterns that emerge from the basin response to meteorological forcing. Of 
particular usefulness is the ability of a model to disentangle multiple, simultaneous 
mechanisms to demonstrate the controls exerted by specific factors within controlled, 
comparative simulations (Vivoni, 2012a). 
In this study, we demonstrated the ability of a distributed hydrologic model to 
reliably reproduce a set of high resolution LST and soil moisture observations from 
ground, aircraft and satellite platforms. We focused on simulating the dry spring and wet 
summer conditions during the North American monsoon in 2004 in a topographically-
complex basin. In order to do so, time-varying vegetation parameters obtained from 
empirical relations to satellite-derived data were ingested into the hydrologic model to 
capture the seasonal evolution of ecosystem changes. In addition, ground station-
corrected products from the North American Land Data Assimilation System were used 
to represent the meteorological forcing in the mountain basin. Using a subset of the 
observations, a multiple objective model calibration was focused on modifications to the 
thermal and hydraulic properties of five soil classes that ensured a reliable performance 
for both LST and soil moisture averaged over the basin and for spatial basin patterns. A 
Leaf-off simulation without vegetation greening was then used to isolate the effects of 
vegetation canopy development on LST. Results from the study can be summarized as:  
 (1) The distributed hydrologic model represented well the LST and θs 
observations in the form of basin-averaged conditions, spatiotemporal distributions 
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during specific dates and at sites in two ecosystems and across an elevation transect. The 
model was able to capture the spatial mean LST as compared to MODIS data, with 
improved performance during nighttime periods. Spatial patterns in LST obtained from 
six ASTER scenes were reproduced with high fidelity using a range of performance 
metrics. As expected from Wan (2008), model comparisons to ground observations 
showed higher scatter, primarily due to the mismatch in spatial scales and the large 
variability in site conditions. Nevertheless, the model agreement with the multiple, 
complementary datasets indicate a robust simulation of land surface conditions at 
different scales. 
(2) The seasonal evolution of LST during the NAM consists of an overall cooling 
of the basin, a reduction in the diurnal LST range and an increase in spatial variations, as 
depicted in both ASTER observations and model simulations. The cooler, heterogeneous 
conditions during the NAM exhibit stronger variations with elevation, slope and aspect, 
indicating that topographic controls vary seasonally, as in other settings (Lundquist and 
Cayan, 2007; Minder et al., 2010). Interestingly, the Leaf-off simulation showed that 
vegetation greening is responsible for a basin cooling and an increase in the spatial 
variations of LST. This is consistent with an identified inverse relation in how LST and 
vegetation fraction vary with terrain attributes. As a result, ecosystem-specific 
phenological changes are important determinants of LST patterns. 
(3) Vegetation greening during the NAM also influenced LST variations with 
terrain attributes. Canopy-induced cooling was found to primarily impact low slope areas 
without exposed rock and to prefer west-facing sites as compared to east-facing slopes. 
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More importantly, the presence of time-varying vegetation enhances the spatial 
heterogeneity in LST during the NAM, with a more pronounced underlying effect arising 
from soil moisture variability. Canopy-induced heterogeneity in LST could promote 
higher degrees of terrain-induced atmospheric circulation (e.g., Avissar and Schmidt, 
1998; Gochis et al., 2002; Wandishin et al., 2010). Thus, vegetation greening may 
indirectly affect rainfall generation through its impact on LST patterns. 
The modeling efforts conducted in this study illustrate that distributed hydrologic 
models can provide LST products at high spatiotemporal resolution at the basin scale and 
thus bridge the gap between continuous, but sparse, ground observations and less 
frequent, remote sensing data. In hydrologic systems with strong vegetation seasonality, 
incorporating time-varying parameters is shown to be critical for reproducing LST, thus 
complementing prior work by Tang et al. (2012) and Vivoni (2012a) that focused only on 
soil moisture and evapotranspiration. In addition, this work demonstrates that accurate 
mapping of remotely-sensed vegetation indexes, such as NDVI and LAI, is essential to 
ensure hydrologic model performance. Nevertheless, this study imposed vegetation 
conditions through observed remote sensing data rather than via prognostic equations of 
vegetation-hydrology interactions, as in Ivanov et al. (2008). As a result, a fruitful avenue 
of future research is the use of fully-coupled land surface-vegetation-atmosphere 
interactions that can track the impact of vegetation dynamics on LST and its subsequent 
controls on atmospheric conditions and rainfall in regions of complex terrain during the 
North American monsoon.   
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CHAPTER 3 
ON THE DIURNAL CYCLE OF SURFACE ENERGY FLUXES IN THE NORTH 
AMERICAN MONSOON REGION USING THE WRF-HYDRO MODELING 
SYSTEM 
INTRODUCTION 
The North American Monsoon (NAM) system is an important large-scale 
circulation pattern in the southwest US and northwest Mexico, as it supplies between 40-
85% of the total annual precipitation (e.g., Douglas et al., 1993; Adams and Comrie, 1997; 
Vivoni et al., 2010a). Although regional climate models (RCMs) can reproduce some 
features of the NAM, such as its overall seasonal cycle, the magnitude, spatial extent and 
evolution of the system are still not predicted accurately (e.g., Liang et al., 2008; Castro 
et al., 2012; Stensrud, 2013). On shorter timescales, there is also limited predictability in 
the timing, location and intensity of diurnal convection, in particular over mountainous 
terrains (Gochis et al., 2002; Collier and Zhang, 2006; Gao et al., 2007). For example, the 
strong diurnal cycle of clouds and precipitation observed from ground and remote sensing 
platforms (Gochis et al., 2007; Nesbitt et al., 2008; Mascaro et al., 2014) are poorly 
represented in RCMs tailored to study the NAM system (e.g., Li et al., 2004; Gutzler et 
al., 2005, Lee et al., 2007, 2008; Yamada et al., 2012).  
Despite its importance as a driver of convective precipitation (Betts et al., 1996), 
the diurnal cycle of turbulent fluxes, namely sensible and latent heat flux, has not been 
examined in the NAM system from observations or RCM simulations (c.f., Gutzler et al., 
2009). Diurnal changes in turbulent fluxes over complex terrain have important 
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implications on boundary layer development, mountain-valley circulations and 
convection (Eltahir, 1998; Sturman et al., 1999; Whiteman, 2000; Feng et al., 2013). 
Unfortunately, observations of these fluxes in the region have been limited to a small 
number of sites (e.g., Watts et al., 2007; Vivoni et al., 2008a; Prez-Ru	z et al., 2010; 
Pierini et al., 2014; Glenn et al., 2015) and have mostly focused on seasonal variations. 
For example, Mndez-Barroso et al. (2014) compared monsoon season latent heat fluxes 
in two ecosystems organized along a topographic gradient. The authors found that 
vegetation greening varied with elevation and dictated the timing and magnitude of the 
seasonal evapotranspiration pulse. Nevertheless, whether or not there is a link between 
the diurnal cycle of turbulent fluxes occurring on complex terrain and the strong diurnal 
variations in convective precipitation (Gochis et al., 2007; Nesbitt et al., 2008) has yet to 
be established.  
To identify if such a link exists requires a coupled land-atmosphere modeling 
system capable of representing diurnal and seasonal variations in land surface processes. 
The evolution of land surface models from simple representations (e.g., Manabe, 1969; 
Seller et al, 1997) to physically-based models with realistic feedbacks (e.g., Pitman, 2003) 
offer the prospect of addressing this question. However, as a prerequisite of a coupled 
land-atmosphere modeling study, the offline performance of a land surface model should 
be evaluated. Prior efforts have mainly focused on model comparisons, such as the 
African Monsoon Multidisciplinary Analysis (AMMA) land surface model 
intercomparison project (ALMIP, Boone et al., 2009) that focused on the West African 
monsoon. Although useful in providing guidance for evaluating land surface models, 
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intercomparison studies typically do not directly engage in process diagnostics. For 
warm-season convective systems occurring over complex terrain during the NAM, a 
more detailed, process-oriented approach that diagnoses multiple land surface variables is 
required. 
As a way forward in this respect, the WRF-Hydro modeling system integrates 
multiple land surface representations with the mesoscale Weather Research and Forecast 
(WRF) model (Gochis et al., 2013; Yucel et al., 2015; Senatore et al., 2015). A series of 
recent enhancements have been made in WRF-Hydro to improve the simulation of 
terrestrial processes at high spatial and temporal resolutions, including a hydrologic and 
hydraulic routing module for runoff prediction. In the Noah-MP (Niu et al., 2011) land 
surface model, which is available as a column land surface model option within WRF-
Hydro, a full suite of sub-diurnal processes account for the exchanges of water and 
energy between the atmosphere and multiple-layer soil columns. Combined, these 
capabilities allow the diurnal cycle of turbulent fluxes to be captured in regions of 
complex terrain. In addition, several time-varying vegetation options allow the use of 
prescribed or dynamic parameters such as vegetation fraction (VF) and leaf area index 
(LAI). These enhancements should improve the model ability to capture seasonal 
variation of land surface properties during the NAM, which in turn are expected to 
significantly influence the surface energy partitioning (e.g., Vivoni, 2012; Kumar et al., 
2014).  
In this study, we comprehensively evaluate the performance of the Noah-MP 
model embedded within the WRF-Hydro modeling system to address the challenge of 
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representing the diurnal cycle of surface energy fluxes during the NAM. Model 
evaluation activities are carried out in reference to ground-based observations of soil 
moisture and turbulent fluxes using one-dimensional (1D) simulations at measurement 
sites in the study area. Based on the insights gained from the 1D cases, distributed 
simulations are conducted in a large river basin in the NAM region to capture the spatial 
patterns of soil properties, terrain attributes and seasonally-varying vegetation. 
Simulations from two monsoon seasons (2004 and 2013) are then tested against 
remotely-sensed observations of land surface temperature, evapotranspiration and soil 
moisture. After demonstrating fidelity in the WRF-Hydro simulations, we then explore 
the diurnal cycle of surface energy fluxes across a range of different ecosystems and 
compare the results to a set of coarser-resolution, operational land surface models. To our 
knowledge, this is the first study attempting to characterize the spatial and temporal 
variability of the diurnal cycle of surface energy fluxes during the monsoon season using 
available observations and a high-resolution modeling system.  
 
METHODS 
Study region and its characteristics 
The study region selected to explore the diurnal cycle of land surface fluxes is the 
Rio Sonora Basin (RSB; 21,264 km2 in area) located in northern Sonora, Mexico (Figure 
3.1a). As part of the Sierra Madre Occidental, a major physiographic region of North 
America, the north-south oriented watershed is composed of elevations ranging from 192 
m to 2308 m (Figure 3.1b) at 90 m resolution, as obtained from Lehner et al. (2008) and 
regridded to 100 m resolution for use in Noah-MP and WRF-Hydro. Geological 
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processes that gave rise to the mountain and valley systems within the RSB also produce 
a complex arrangement of soil properties. Figure 3.1c depicts the surface soil texture 
classification from the Instituto Nacional de Estad	stica y Geograf	a (INEGI, 2007) at 620 
m resolution and regridded to 1 km resolution, with the dominant soil classes as sandy 
loam and sandy clay loam, followed by clay and loamy sand. The RSB has an arid to 
semiarid climate (Koppen-Geiger classification varying from hot desert, BWh to steppe 
or semiarid, BSh, Peel et al., 2007), with mean annual precipitation from 350 mm to 700 
mm (Hallack-Alegr	a and Watkins, 2007), of which 40 to 70% falls during the summer 
monsoon from July to September (Vivoni et al., 2008a; Robles-Morua et al., 2015) and a 
smaller amount occurs during winter storms. Spatial variations in climatic conditions 
resulting from latitudinal and elevation gradients (Mascaro et al., 2015) have led to a 
wide range of ecosystems (Figure 3.1d), including shrublands, grasslands, deciduous 
broadleaf forests, evergreen needleleaf and broadleaf forests, as captured at 1 km 
resolution in the land cover classification of Loveland et al. (2000). Regional vegetation 
greening during the monsoon varies depending on the plant functional type and the 
ecosystem arrangements along latitudinal and elevation gradients (e.g., Forzieri et al., 
2011; 2014).  
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Figure 3.1. (a) Location of the Rio Sonora Basin in Sonora, Mexico. (b) Elevation 
distribution obtained at 90 m resolution from Lehner et al. (2008) and regridded to 100 m 
resolution for use in WRF-Hydro. (c) Soil texture classification from INEGI (2007) at 
650 m resolution and regridded to 1 km. (d) Land cover classification from Loveland et al. 
(2000) at 1 km resolution. The location of 16 regional hydrometeorological stations and 2 
eddy covariance (EC) towers are depicted. The rectangular box in (d) represents the 
extent of the 2D-STAR soil moisture data. 
 
Ground observations and remote sensing products 
A network of ground observations was established in the RSB as part of the North 
American Monsoon Experiment-Soil Moisture Experiment in 2004 (NAME-SMEX04, 
Higgins and Gochis, 2007) and subsequently expanded upon. Figure 3.1 depicts the 
locations of the regional hydrometeorological network, including 18 stations measuring 
hourly precipitation (P) and soil moisture (SM) at 5 cm depth, measured using a tipping-
bucket rain gauge (Texas Electronics, TR525I) and a soil dielectric sensor (Stevens 
Hydra sensor). Vivoni et al. (2007) describes the measurement techniques and the local 
instrument calibrations performed. In addition, two eddy covariance (EC) towers were 
installed in the region over different sampling periods, each with a full suite of 
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meteorological variables and turbulent flux measurements, including sensible heat flux 
(H) and evapotranspiration (ET), as detailed in Mndez-Barroso et al. (2014) with respect 
to the measurement methods and energy balance closure. Table 3.1 describes the 
locations of the regional stations and EC towers, including their vegetation and soil 
classes as determined from the geospatial data used within WRF-Hydro. The stations 
span a wide range of geographic locations (Figure 3.1) and elevations (from ~500 to 1500 
m) and represent nearly 90% of the RSB area in terms of the vegetation and soil 
characteristics. Precipitation and soil moisture data from the regional stations and the full 
suite of meteorological variables and fluxes at the EC towers were subject to various 
levels of processing and quality-control procedures discussed in Vivoni et al. (2007, 
2008b), Mndez-Barroso et al. (2014) and Mascaro et al. (2015). To supplement the 
sparse areal coverage of the ground-based precipitation data in the study region, we also 
utilized the daily precipitation records from the Comisi
n Nacional del Agua 
(CONAGUA) at 21 sites located within or near to the RSB (see Table 3.2 for a 
description).  
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Table 3.1. Locations (latitude, longitude and elevation) and characteristics (vegetation 
and soil classes) of the regional hydrometeorological stations, including the calibration 
and validation years used in the 1D Noah-MP simulations (total precipitation in 
parenthesis). Vegetation classes and their areal percent in RSB are shrubland (SH, 
38.16%), deciduous broadleaf forest (DBF, 32.62%), grassland (GR, 12.22%), savanna 
(SA, 4.16%) and deciduous needleleaf forest (DNF, 4.13%). Soil classes and their areal 
percent are sandy loam (SL, 44.67%), sandy clay loam (SCL, 34.30%), loamy sand (LS, 
6.32%) and loam (L, 2.80%). EC towers are labeled with (*).  
Station 
ID 
Lat. 
(deg.) 
Lon. 
(deg.) 
Elev. 
 (m) 
Veg. 
Class 
Soil 
Class 
Cal.  
Year 
(P in mm) 
Val.  
Year 
(P in mm) 
        
130 30.04 -110.67 724 DBF SL 2004 (217)  2013 (287) 
131 29.99 -110.67 741 DBF SL - 2013 (356) 
132 29.96 -110.52 905 DBF SCL 2004 (249) 2013 (355) 
143 30.34 -110.56 960 GR L 2004 (170) - 
146 29.97 -110.47 1375 DBF SCL 2004 (315) 2013 (395) 
147* 29.74 -110.54 724 DBF LS 2004 (278) - 
134 30.22 -110.46 1180 DBF SCL - 2004 (271) 
137 29.94 -110.26 660 DBF SL - 2004 (300) 
138 30.05 -110.27 722 DBF SL - 2004 (293) 
139 30.16 -110.29 758 DBF LS - 2004 (292) 
140 30.30 -110.26 1017 SH SCL - 2004 (331) 
150 30.53 -110.44 1506 SH SL - 2013 (391) 
151 30.62 -110.55 1412 SH SCL - 2013 (350) 
156 29.92 -110.69 929 SA SCL - 2013 (356) 
158 30.12 -110.60 1203 SA SCL - 2013 (463) 
161 29.53 -110.11 499 DBF SCL - 2013 (411) 
165 29.98 -110.42 858 DBF SCL - 2013 (395) 
170* 29.96 -110.46 1334 DNF SCL - 2013 (395) 
        
 
To characterize land surface conditions, we relied on a series of remote sensing 
products described in Table 3.2. The spatiotemporal variation of vegetation parameters 
were obtained from composites of the Moderate Resolution Imaging Spectroradiometer 
(MODIS), following the methods of Xiang et al. (2014) that relate the observed 
composite fields directly to combined Noah-MP/WRF-Hydro vegetation parameters. The 
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remote sensing products were 16 day composites of Normalized Difference Vegetation 
Index (NDVI, MOD13Q1, 250 m spatial resolution) and 8 day composites of LAI 
(MOD15A2, 1 km). NDVI and LAI have been shown to represent vegetation conditions 
well in semiarid regions relative to ground data (Privette et al., 2002; Fensholt et al., 2004; 
Ryu et al., 2012). Cloud-free MODIS composites were linearly interpolated to daily 
values to allow gradual vegetation changes. Daily MODIS land surface temperature (LST, 
Wan and Dozier, 1996) and 8 day total evapotranspiration (Mu et al., 2011) were used for 
model evaluations, as well as aircraft-based soil moisture (SM) retrievals from the 2-D 
Synthetic Aperture Radiometer (2D-STAR, Ryu et al., 2010; Mascaro and Vivoni, 2012). 
Xiang et al. (2014) describes the processing steps undertaken for the LST products 
(MOD11A1). Figure 3.2 presents time series of basin-averaged variables extracted from 
remotely-sensed data over the period 2004-2014. Note the seasonal and interannual 
variations in vegetation conditions, as depicted by VF and LAI representing the 
horizontal and vertical structure of vegetation, as well as the seasonal variations in LST. 
Based on the availability of ground and remote sensing observations, we selected the 
summers of 2004 and 2013 to conduct distributed simulations in the RSB (May 1 to 
September 30), whereas 1D simulation at individual stations spanned different calibration 
and validation periods (Table 3.1). Additional attention was placed on the 2004 monsoon 
season due to the observational efforts and process-studies conducted during NAME-
SMEX04.  
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Table 3.2. Dataset characteristics classified as model output (MO), remote sensing data 
(RS), or ground observations (GO). The variables are: precipitation (P), atmospheric 
pressure (PA), incoming solar radiation (IS), relative humidity (RH), air temperature 
(TA), wind speed (WS), soil moisture (SM), land surface temperature (LST), normalized 
difference vegetation index (NDVI), leaf area index (LAI) and evapotranspiration (ET).  
Source Type Variables Spatial/Temporal Resolution Usage 
     
NLDAS MO P, PA, IS, RH, TA, WS 12 km, 1 h Meteorological forcings 
CONAGUA GO P Point, daily NLDAS correction 
ASU-
UNISON GO 
P 
Point, hourly 
NLDAS correction 
SM, LST Model calibration and validation 
MODIS RS 
NDVI 250 m, 16 day composite Derivation of vegetation 
parameters 
LAI 1000 m, 8 day composite 
LST 1000 m, daily 
Model validation 
ET 1000 m, 8 day total 
2D-STAR RS SM 800 m, snapshot Model validation 
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Figure 3.2. Remotely-sensed, basin-averaged vegetation fraction (VF), leaf area index 
(LAI) and land surface temperature (LST) obtained at 10:30 A.M. from 2004 to 2014. 
Shaded areas contain the two simulation periods in summer 2004 and 2013. Gaps in LST 
are due to retrieval errors.  
 
Meteorological forcing products 
Hourly meteorological forcings for the distributed simulations were obtained from 
the North American Land Data Assimilation System (NLDAS, Mitchell et al., 2004) at a 
resolution of 1/8th degree (~12 km). The consistent set of high-resolution variables 
available from NLDAS (1979-present) in northern Mexico (>25 N) is a useful 
alternative for regional applications, in particular when interpolation of sparse station 
observations is not feasible. Nevertheless, NLDAS forcings have been found to 
underestimate precipitation in mountainous regions (e.g., Pan et al., 2003; Robles-Morua 
et al., 2012), a problem exacerbated in northern Mexico, where satellite-derived 
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precipitation estimates are not corrected with ground observations. Thus, we applied a 
daily bias correction following Robles-Morua et al. (2012) using precipitation data from 
the CONAGUA and ASU-UNISON networks (Table 3.2). Depending on data availability, 
the number of stations used in the bias correction varied, with a mean number of 10 
stations per day. Bias correction increased summer precipitation (May 1 to September 30) 
in the RSB from 245 to 298 mm in 2004 and from 288 mm to 383 mm in 2013. In 
addition, we made linear adjustments to the surface pressure, air temperature and wind 
speed variables in the NLDAS fields based upon the ground observations obtained at one 
of the EC towers (station 147) for each summer. When conducting 1D simulations at the 
regional stations and EC towers, we compared the model outputs obtained using rain 
gauge data and the bias-corrected NLDAS pixel values to quantify the biases introduced 
by utilizing the meteorological forcing products developed for the RSB.  
WRF-Hydro modeling system description 
The WRF-Hydro modeling system was setup using multiple grid structures in the 
RSB such that the Noah-MP land surface scheme operated at 1 km resolution with a 
representation of overland and channel routing on a nested 100 m grid (e.g., Gochis and 
Chen, 2003; Gochis et al., 2013). The Noah with multi-parameterization (Noah-MP, Niu 
et al., 2011) land surface model adopts a four-layer soil model (10, 30, 60 and 100 cm 
thickness) for vertical soil infiltration and redistribution. Penman potential evaporation is 
used to estimate evaporation from canopy interception, soil surfaces and plant 
transpiration (Mahrt and Pan, 1984; Pan and Mahrt, 1987). Important options adopted in 
the study are the Ball-Berry scheme for canopy stomatal resistance, a soil moisture factor 
   65 
controlling stomatal resistance, the Monin-Obukhov scheme to determine the surface 
exchange coefficient for heat and the modified two-stream scheme for radiation transfer. 
A number of other options are available in Noah-MP for vegetation dynamics, surface 
runoff generation, frozen soil and groundwater exchanges. To simulate surface energy 
fluxes over different land cover types, Noah-MP separates the canopy layer from bare 
and vegetated ground surfaces, allowing an explicit computation of energy and water 
exchanges for each component. Over a grid cell, the incoming solar radiation absorbed by 
canopy and ground surfaces is partitioned into upward longwave radiation (La) and latent 
(λE), sensible (H) and ground (G) heat fluxes, with each term applied over a vegetated 
fraction (VF), consisting of canopy and vegetated ground, and the bare soil (1-VF) 
fraction. In addition, the time variation of vegetation properties can be accounted for in a 
number of ways (Rosero et al., 2010). In this study, we used a vegetation option that 
allows for a time-varying VF obtained from the MODIS NDVI as well as a monthly LAI 
for various vegetation types based on MODIS (Figure 3.2). Preliminary tests in five 
different ecosystems revealed that the 1D simulations were sensitive to the temporal 
variation of VF and LAI, leading to changes in total seasonal ET in 2004 ranging from -
33.8% to 17%. These outcomes suggested the importance of capturing the seasonal 
evolution of vegetation conditions in Noah-MP/WRF-Hydro, in particular, vegetation 
fraction, consistent with prior efforts by Vivoni (2012).  
Model evaluation with observations  
We conducted Noah-MP/WRF-Hydro simulations for 1D configurations at 
regional stations and EC towers and for distributed domains with interacting grids in the 
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RSB. We labeled the cases at individual sites as 1D Noah-MPsimulations and the 
cases over the entire basin as distributed WRF-Hydro simulations.  In all cases, the 
initial soil moisture on May 1st was set to close to the residual soil moisture parameter 
value given the prolonged dry conditions prior to the monsoon season, as in Xiang et al. 
(2014) and Méndez-Barroso et al. (2014). As a result, no additional model spin-up was 
included in the seasonal simulations, though some analyses were restricted from July to 
September to focus on the NAM. As shown in Table 3.1, model calibration and 
validation was performed at 18 stations by using the bias-corrected weather variables 
from the corresponding NLDAS pixel and precipitation data from each station. Time-
varying VF and LAI from the overlying MODIS pixel were also used to parameterize the 
1D simulations. Model calibration focused on varying soil parameters within physically-
reasonable ranges to minimize the root mean square error (RMSE) between observed and 
simulated SM. Stations represented the four major soil types of the RSB found in 88% of 
basin area (sandy loam, sandy clay loam, loam, loamy sand). For two additional classes 
representing 12% of the basin (clay, bedrock), soil parameters were obtained from the 
default values in the Noah-MP soil parameter table.  Table 3.3 presents parameter values 
for each soil class. Calibrated soil parameters in specific classes were then transferred to 
stations utilized for model validation and to the distributed simulations in the RSB during 
2004 and 2013. As a result, the distributed simulations based on the bias-corrected 
NLDAS forcing, including precipitation, can also serve as a means to validate the model 
performance. Differences in model outputs between the 1D and distributed simulations at 
the regional stations might be due either to variations in precipitation (ground observation 
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or bias-corrected NLDAS) or the effects of lateral surface and subsurface routing on the 
local dynamics. Additional, independent model validations were performed using 
spatially-distributed estimates of ET and LST from MODIS (Table 3.2), as well as 
aircraft-based soil moisture retrievals from 2D-STAR for five dates over a limited area 
shown in Figure 3.1d.  
Model evaluation with other land surface models 
We also conducted model evaluations against a set of coarser-resolution land 
surface model (LSMs) outputs from NLDAS phase 2 (Mitchell et al., 2004), referred to 
here as: NLDAS-Noah (Chen et al., 1996; Ek et al., 2003), NLDAS-Mosaic (Koster and 
Suarez, 1992, 1994) and NLDAS-VIC (Liang et al., 1994; Wood et al., 1997). The Noah 
and Mosaic models were both developed in the coupled climate modeling community and 
focus on simulating fluxes between the land surface and atmospheric boundary layer (Xia 
et al., 2012). In contrast, the VIC model was initially developed for macroscale 
hydrologic simulations (e.g., Livneh et al., 2013), with the sub-daily energy balance 
mode implemented in NLDAS. Each offline LSM provides hydrologic outputs at 1/8th 
degree (~12 km), hourly resolution over North America (25 to 53N, -125 to -67W). 
NLDAS LSMs have been validated with various observation networks in the United 
States, demonstrating reliable performance in different ecosystems (e.g., Mo et al., 2011). 
Nevertheless, Bohn and Vivoni (2016) discussed several limitations of the NLDAS LSMs 
in terms of seasonal and annual ET estimates within Mexico, as compared to ground 
observations and a process-based modeling effort. To our knowledge, a comprehensive 
evaluation of the NLDAS LSMs with respect to the surface energy fluxes and their 
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diurnal cycle has not been performed during the NAM. As a result, the comparison of the 
distributed WRF-Hydro simulations to the NLDAS LSMs will provide insights on the 
improvements achieved through the enhanced model resolution and process 
representation with respect to the estimation of land surface states and fluxes. 
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Table 3.3. Soil parameters used in 1D Noah-MP and distributed WRF-Hydro simulations. 
Parameter Variable (unit) 
Loamy 
Sand (LS) 
Sandy 
Loam 
(SL) 
Loam 
(L) 
Sandy 
Clay 
Loam 
(SCL) 
Clay 
(C) 
Bedrock 
(B) 
        
Percentage of basin area A (%) 6.32 44.67 2.80 34.30 11.77 0.14 
B parameter a BB (-) 2.00 0.80 7.00 2.00 11.55 2.79 
Dry soil moisture threshold b 
DRYSMC 
(m3/m3) 0.028 0.047 0.066 0.067 0.138 0.006 
Soil thermal 
diffusivity/conductivity 
coefficient b 
F11 (m) -1.044 -0.569 -0.327 -1.491 -2.138 -1.111 
Porosity b 
MAXSMC 
(m3/m3) 0.421 0.434 0.439 0.404 0.468 0.200 
Field capacity b 
REFSMC 
(m3/m3) 0.383 0.383 0.329 0.314 0.412 0.170 
Saturation soil matric 
potential b SATPSI (m) 0.036 0.141 0.355 0.135 0.468 0.069 
Saturation soil conductivity b 
SATDK 
(m/s) 1.41×10-5 5.23×10-6 3.38×10-6 4.45×10-6 9.74×10-7 1.41×10-4 
Saturation soil diffusivity b 
SATDW 
(m2/s) 5.14×10-6 8.05×10-6 1.43×10-5 9.90×10-6 1.12×10-5 1.36×10-4 
Wilting point soil moisture b 
WLTSMC 
(m3/m3) 0.028 0.047 0.066 0.067 0.138 0.006 
Soil quartz content b QTZ (%) 0.82 0.60 0.40 0.60 0.25 0.07 
        
a.! Default soil parameters. 
b.! Model calibration. 
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RESULTS AND DISCUSSION  
Model performance at regional stations and EC tower 
As a first step toward evaluating the performance of the WRF-Hydro modeling 
system, we present comparisons between observed and simulated surface soil moisture at 
five regional stations in Figure 3.3 during their respective calibration periods (Table 3.1). 
A more detailed model performance assessment in terms of surface soil moisture is 
shown in Table 3.4 for all stations during calibration and validation periods. We utilize 
the bias (B), correlation coefficient (CC) and root mean square error (RMSE) to quantify 
model performance. In addition to illustrating the performance of the 1D Noah-MP 
simulations, we also present the soil moisture time series extracted from the distributed 
WRF-Hydro simulation at the station locations in Figure 3.3. Overall, the 1D Noah-MP 
simulations are capable of capturing the observed soil moisture response to precipitation 
and the recession behavior during interstorm periods at the five stations selected to 
represent different soil and vegetation types. For all stations used in the model calibration, 
the 1D Noah-MP simulations show a good performance with low B (0.016  0.010 
m3/m3), high CC (0.861  0.030) and relative low RMSE (0.037  0.005 m3/m3). The 
performance is slightly degraded during the validation period, with B of 0.008  0.021 
m3/m3, CC of 0.581  0.201 and RMSE of 0.057  0.014 m3/m3. In comparison, the 
distributed WRF-Hydro simulations at the corresponding station locations match the soil 
moisture observations to a lesser degree. Across all locations, the distributed WRF-Hydro 
simulations exhibited a low B (0.017  0.035 and -0.010  0.037 m3/m3 for calibration 
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and validation periods), comparable to the 1D Noah-MP cases. However, a small increase 
is observed in RMSE (0.063  0.009 and 0.063  0.021 m3/m3) and a lower (higher) CC 
is obtained for calibration (validation) periods (i.e., 0.556  0.053 and 0.659  0.21) as 
compared to the 1D Noah-MP cases. These differences are primarily due to the varying 
precipitation forcings since rain gauge data (bias-corrected NLDAS) are used in the one-
dimensional (distributed) model runs. For example, seasonal differences of -29, 31, 129, -
19 and 16 mm were found between the precipitation products at the five stations shown 
in Figure 3.3.  
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Table 3.4. Model performance metrics for surface soil moisture (5 cm depth) from 1D 
Noah-MP simulations: bias (B), correlation coefficient (CC) and root mean square error 
(RMSE), defined in Mascaro et al. (2015). Mean and standard deviation (SD) values for 
all stations are reported.  
Station 
Calibration 
1D Noah-MP Distributed WRF-Hydro 
B       
(m3/m3) 
CC           
(-) 
RMSE 
(m3/m3) 
B       
(m3/m3) 
CC       
(-) 
RMSE 
(m3/m3) 
       
130 0.030 0.831 0.040 0.035 0.518 0.058 
132 0.023 0.845 0.041 0.044 0.585 0.066 
143 0.004 0.891 0.039 -0.047 0.494 0.078 
146 0.004 0.903 0.029 0.010 0.644 0.052 
147 0.020 0.834 0.035 0.043 0.537 0.063 
Mean  0.016 0.861 0.037 0.017 0.556 0.063 
SD 0.010 0.030 0.005 0.035 0.053 0.009 
Station 
Validation 
1D Noah-MP Distributed WRF-Hydro 
B       
(m3/m3) 
CC           
(-) 
RMSE 
(m3/m3) 
B       
(m3/m3) 
CC       
(-) 
RMSE 
(m3/m3) 
       
130 0.015 0.776 0.047 -0.008 0.870 0.049 
131 0.018 0.691 0.051 -0.008 0.825 0.047 
132 0.014 0.733 0.047 -0.008 0.818 0.048 
134 0.005 0.717 0.064 -0.040 0.695 0.073 
137 0.042 0.366 0.085 0.017 0.314 0.079 
138 -0.022 0.013 0.080 -0.041 0.109 0.084 
139 0.043 0.304 0.066 0.074 0.384 0.092 
140 -0.041 0.416 0.084 -0.066 0.476 0.096 
146 0.007 0.594 0.055 -0.032 0.628 0.074 
147 0.008 0.759 0.044 -0.003 0.734 0.043 
150 0.001 0.604 0.053 -0.063 0.762 0.084 
151 -0.004 0.610 0.057 -0.067 0.790 0.088 
156 -0.013 0.563 0.057 0.003 0.622 0.054 
158 0.022 0.790 0.045 0.011 0.851 0.032 
161 0.010 0.680 0.047 0.021 0.778 0.045 
165 -0.002 0.759 0.040 0.011 0.841 0.040 
170 0.029 0.500 0.055 0.029 0.696 0.046 
Mean 0.008 0.581 0.057 -0.010 0.659 0.063 
SD 0.021 0.201 0.014 0.037 0.210 0.021 
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We also evaluated the 1D Noah-MP simulations against turbulent flux 
measurements at station 147 during 2004. Unfortunately, the EC tower at station 147 had 
no flux data for 2013 and the EC tower at station 170 was either not established or 
provided few flux data (12 days in 2013) passing quality-control standards (L.A. 
Méndez-Barroso, personal communication), thus limiting the possible comparisons. 
Figure 3.4 compares the 1D Noah-MP simulations with observed latent (λE) and sensible 
(H) heat flux measurements in a number of different ways. Time series comparisons of 
hourly simulations and observations indicate that the magnitudes of E and H are captured 
well during the period of July 23 to September 30, 2004, in particular the increase 
(decrease) of latent (sensible) heat flux during storm events (Figure 3.4a,b). Model 
performance is similar to results of Vivoni et al. (2010) and Mndez-Barroso et al. (2014) 
at station 147 using another distributed hydrologic model. Scatterplots of the observed 
and simulated turbulent fluxes shown in Figure 3.4c,d show a high CC of 0.76 and low 
RMSE of 62 W/m2 for λE, but a poorer fit for H, with CC of 0.26 and RMSE of 439 
W/m2. Lower model performance for H is attributed to several days immediately after 
storm events where the 1D Noah-MP simulations overestimate H. If we exclude these 
days in July and August, an improved set of metrics is obtained (CC = 0.82 and RMSE = 
105 W/m2). A similar set of comparisons is obtained with the distributed WRF-Hydro 
simulations extracted for the station 147 location (not shown), with a CC of 0.81 and 
RMSE of 50 W/m2 for λE and 0.28 and 274 W/m2 for H (or 0.85 and 61 W/m2 when the 
storm periods are excluded). More importantly, Figure 3.4e,f present a comparison of the 
diurnal cycle of turbulent fluxes, shown as hourly-averaged values (symbols) and 1  
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Figure 3.3. Comparison of surface soil moisture (5 cm depth) from 1D Noah-MP and 
distributed WRF-Hydro simulations to observations at 5 stations during 2004. Insets 
show scatter plots of 1D Noah-MP and observed soil moisture and 1:1 line. Data gaps are 
due to missing observations. 
 
standard deviations (SD, shaded regions) over the period with sufficient data from 
August 5 to September 30, 2004 (57 days). From these comparisons, it is clear that the 
diurnal patterns and magnitudes of the surface energy fluxes are captured well within the 
1D Noah-MP simulation, with comparable results found for the distributed WRF-Hydro 
case for the extracted location when accounting for the higher precipitation input (16 mm 
in 2004) from the bias-corrected NLDAS forcing (not shown).   
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Figure 3.4. Comparison of latent heat (λE) and sensible heat (H) from 1D Noah-MP 
simulation and EC tower observations at station 147 during 2004. (a, b) Time series of 
hourly values. (c, d) Scatterplots of observed (o) and simulated (s) values, with 
correlation coefficient (CC), root mean square error (RMSE) and 1:1 line shown. (e, f) 
Diurnal cycles of λE and H, with mean values shown as symbols and shading 
representing ±1 standard deviation (dark gray for 1D Noah-MP and light gray for 
observations).  
 
Model performance for basin-averaged conditions and spatial patterns 
Having established the model performance for surface soil moisture and turbulent 
fluxes at specific locations, we assess the ability of the distributed WRF-Hydro 
simulations through comparisons with remotely-sensed products, following Xiang et al. 
(2014) and Bohn and Vivoni (2016). Due to the large spatial extent of the RSB, satellite-
based data from MODIS at 1 km resolution offer a reasonable means for evaluating the 
distributed model performance. Figure 3.5 presents a time series comparison of basin-
averaged ET over 8-day intervals and instantaneous (hourly) LST during 2004 and 2013. 
In the 8-day sum of ET (Figure 3.5a,b), the spatial average and the 1 spatial SD over the 
RSB are depicted by symbols and shaded areas, respectively. For clarity, only the 
instantaneous MODIS LST for overpass times (10:30 A.M.) are shown with a spatial 
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average (circle) and 1 SD (vertical bars), with the simulations shown simply as the 
spatial mean (Figure 3.5c,d). Comparisons of the basin-averaged ET indicate the 
distributed WRF-Hydro simulations and MODIS products both have negligible amounts 
prior to the arrival of monsoon storm events in July. WRF-Hydro captures the seasonal 
evolution of ET well, with maximum basin-averaged values near 20 mm per 8 days (2.5 
mm/day), depending on the precipitation distribution and vegetation response for each 
season. This comparison is consistent with Bohn and Vivoni (2016) who found that 
MODIS 8-day products underestimate ET during the NAM as compared to ground 
observations and other model-derived products. As a result, the distributed WRF-Hydro 
simulations are considered to adequately represent the basin-averaged ET in the RSB, 
thus increasing model confidence from the scale of an individual EC tower (Figure 3.4) 
to the more varied ET conditions in the basin.  
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Figure 3.5. Comparison of MODIS ET (8-day, top row) and LST (daily, bottom row) to 
distributed WRF-Hydro simulations during 2004 (a, c) and 2013 (b, d). Solid lines 
represent basin-averaged values and shaded areas and vertical bars depict ±1 spatial 
standard deviation (dark gray for WRF-Hydro and light gray for MODIS).  
 
In terms of the basin-averaged LST comparison (Figure 3.5c,d), the distributed 
WRF-Hydro simulation represents well the seasonal evolution occurring during the NAM 
characterized by the cooling of the land surface in response to increased cloud cover and 
soil water availability, as documented by Xiang et al. (2014). From June to September, 
basin-averaged LST decreases in a similar fashion in WRF-Hydro (-12.10 C and -
11.36 C) as compared to MODIS (-11.96 C and -9.75 C) for 2004 and 2013, 
respectively. In addition, a similar increase is noted in the spatial variability of LST as 
captured by the spatial SD (+1.89 C and +1.53 C in 2004; +2.70 C and +2.78 C in 
2013) in the distributed WRF-Hydro simulations and MODIS product. Quantitative 
comparisons between MODIS LST and WRF-Hydro simulations are presented in Table 
3.5 for overpass times (10:30 A.M.) during cloud-free days (29 days in 2004 and 20 days 
in 2013). The spatial patterns of LST are represented properly in the distributed WRF-
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Hydro simulations, with a high CC of 0.77  0.05 and 0.77  0.08 and a low RMSE of 
3.38  1.26 C and 3.23  1.16 C in 2004 and 2013, respectively. To illustrate the 
spatial comparisons, Figure 3.6 presents the daytime LST patterns obtained from the 
distributed WRF-Hydro simulation at the coincident time of the MODIS overpass for two 
dates (June 2 and September 23) of each summer period. An excellent correspondence is 
observed between the simulated and remotely-sensed images (both at 1 km resolution) 
with comparable spatial means and standard deviations. The ability of the distributed 
WRF-Hydro simulations to represent cooler conditions at higher elevations and the 
warmer land surfaces in coastal plains located in the southern part of the RSB are 
particularly noteworthy.  
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Table 3.5. As Table 3.4, but for distributed WRF-Hydro simulations as compared to 
MODIS LST and 2D-STAR soil moisture products at coincident times. 
2004 2013 
                Soil Moisture                  LST                LST 
Date 
B 
m3/m3 
CC 
- 
RMSE 
m3/m3 Date 
B 
°C 
CC 
- 
RMSE 
°C Date 
B 
°C 
CC 
- 
RMSE 
°C 
            
08/07 0.05 0.05 0.07 05/01 4.11 0.83 4.55 05/01 0.75 0.76 1.63 
08/08 0.07 0.09 0.09 05/02 0.23 0.80 2.71 05/02 -3.61 0.89 4.29 
08/24 0.05 0.03 0.07 05/03 2.59 0.77 4.54 05/09 -3.08 0.75 3.89 
08/25 0.05 0.21 0.07 05/04 -2.07 0.76 2.75 05/15 -0.17 0.78 1.64 
08/26 0.06 -0.18 0.08 05/05 1.70 0.80 3.12 05/16 -1.56 0.79 2.72 
Mean 0.06 0.04 0.08 05/06 1.17 0.79 1.89 05/17 0.51 0.79 1.71 
SD 0.01 0.13 0.01 05/13 -1.46 0.82 2.21 05/18 -4.74 0.82 5.12 
    05/16 -3.91 0.74 4.61 05/20 -4.98 0.76 5.26 
    05/18 -2.91 0.79 3.57 05/21 -0.67 0.81 2.28 
    05/20 -5.44 0.68 5.85 05/24 -1.57 0.76 2.24 
    05/22 -2.81 0.78 3.38 05/25 -3.52 0.79 4.09 
    05/23 -3.11 0.81 3.88 05/31 -2.37 0.72 2.83 
    05/29 -1.27 0.80 2.11 06/01 -2.47 0.76 3.25 
    05/30 0.77 0.80 2.58 06/02 2.18 0.49 2.80 
    05/31 0.13 0.76 1.52 06/03 -5.25 0.72 5.61 
    06/01 -4.02 0.71 4.70 06/12 -3.08 0.67 3.60 
    06/02 -0.07 0.63 1.52 09/16 -0.08 0.86 2.44 
    06/10 -3.62 0.76 4.31 09/23 0.59 0.85 2.54 
    06/12 -4.43 0.77 4.81 09/29 0.20 0.80 3.12 
    06/13 -1.02 0.78 2.67 09/30 -2.08 0.81 3.46 
    06/14 -5.55 0.67 5.87 Mean -1.75 0.77 3.23 
    06/17 -1.39 0.77 2.72 SD 2.07 0.08 1.16 
    07/01 -2.46 0.74 3.93     
    07/02 -5.24 0.69 5.67     
    09/12 -0.63 0.78 2.60     
    09/23 0.35 0.78 2.21     
    09/24 2.13 0.84 2.84     
    09/27 1.73 0.83 2.62     
    09/28 -0.74 0.88 2.18     
    Mean -1.28 0.77 3.38     
        SD 2.52 0.05 1.26         
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Figure 3.6. Comparison of MODIS LST to distributed WRF-Hydro simulations on June 
2 and September 23 for each year (2004 and 2013) at overpass time of 10:30 A.M. Basin-
averaged (mean) and spatial standard deviation (SD) values are shown for each case. 
 
As a final measure of the spatial performance of the WRF-Hydro simulations, 
Table 3.5 includes a quantitative comparison to the soil moisture retrievals from the 2D-
STAR sensor available for five days in 2004. Figure 3.1d depicts the maximum spatial 
extent of the 2D-STAR images at 800 m resolution, though gaps in coverage exist 
depending on the retrieval algorithm (Ryu et al., 2010). Mascaro et al. (2015) compared 
the 2D-STAR product to the same set of regional stations, finding relatively poor 
performance (B = -0.011 m3/m3 and CC = -0.181) in terms of surface soil moisture. 
Given the uncertainty in the 2D-STAR product, the distributed WRF-Hydro simulation 
comparisons (B = 0.058  0.009 m3/m3, CC = 0.039  0.129, RMSE = 0.076  0.009 
m3/m3) are not unexpected and in line with the performance of the distributed hydrologic 
model applied by Mascaro et al. (2015). In addition, the simulation correspondence to 
soil moisture observations at a number of regional stations suggests that the spatial 
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patterns are more adequately captured than what is indicated by the comparison to the 
2D-STAR product. From these comparisons, the distributed performance of WRF-Hydro 
has been more thoroughly corroborated with respect to readily-available LST 
observations which are intimately linked to the spatial distribution and diurnal cycle of 
surface energy fluxes, as explored next.  
Diurnal cycle of surface energy fluxes across different ecosystems  
To provide context on the diurnal cycle of the surface energy fluxes, we first 
explore the seasonal evolution of basin-averaged conditions in Figure 3.7 with respect to 
precipitation (P), net radiation (Rn), latent heat flux (λE), sensible heat flux (H), ground 
heat flux (G) and land surface temperature (LST). As in prior analyses, basin-averaged 
conditions are based on aggregations of the distributed WRF-Hydro simulations at 1 km 
resolution in the RSB. Hourly variations are shown from May 1 to September 30 during 
2004 and 2013. Observed precipitation events in the bias-corrected NLDAS forcing 
exhibit preferential occurrences ranging from the late afternoon to nighttime, consistent 
with prior studies in the region (e.g., Gebremichael et al., 2007; Gochis et al., 2007; 
Mascaro et al., 2014). Interesting features of the North American monsoon are apparent 
in the diurnal cycle of precipitation, including intraseasonal variations related to the 
occurrence of gulf surges and intense precipitation related to mesoscale convective 
complexes (e.g., Schiffer and Nesbitt, 2012; Seastrand et al., 2015). Moreover, the 
monsoon onset in early July leads to a dramatic shift in the diurnal shape and overall 
magnitude of surface energy fluxes, with an observed reduction (increase) in Rn and H 
(λE and G). Méndez-Barroso and Vivoni (2010) documented similar trends at the EC 
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tower (station 147) based on observed surface fluxes during 2004. The increase in G after 
monsoon onset is mainly resulted from the reduced surface albedo under wet soil 
moisture condition. Of importance is that a reduced amount of available energy (Rn-G) 
after the monsoon onset is partitioned into a higher fraction of latent heat as opposed to 
sensible heat flux, which leads to a cooling of the land surface (i.e., a significant 
reduction in LST). As expected, the diurnal cycle of the turbulent fluxes is strongly 
controlled by net radiation, with modulations occurring for days with precipitation events, 
including higher λE in early mornings and evenings and lower nighttime LST values, 
when soil moisture is present within the RSB.  
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Figure 3.7. Diurnal cycles of basin-averaged precipitation (P), surface energy fluxes (Rn, 
λE, H, G) and LST from May to September (hourly values in local time for each day) in 
2004 and 2013. Precipitation is from bias-corrected NLDAS (gray colors depict P = 0), 
while other variables are from distributed WRF-Hydro simulations (colors depict 
magnitude of variable). 
  
   84 
 
Figure 3.8. Spatial distribution of five major ecosystems with elevation contours: 
shrubland lower than 800 m (SH-L, 23.4% of A), deciduous broadleaf forest from 500 to 
1000 m (DBF, 24.2% of A), shrubland higher than 800 m (SH-H, 21% of A), evergreen 
needleleaf forest higher than 1300 m (ENF, 4.2% of A) and grassland higher than 1300 m 
(GR, 1% of A).  
 
To further analyze the diurnal cycles, we identify five ecosystems occurring in 
different elevation bands in Figure 3.8. These ecosystems occupy 73.8% of the RSB and 
occur in contiguous sub-regions, with SH-L present at low elevations (< 800 m) to the 
south and east; DBF found at mid elevations (500 to 1000 m) in the central and western 
areas; SH-H at elevations higher than 800 m in the north and west; and ENF and GR 
occupying the highest elevations (> 1300 m) in mountain areas. Based on this 
classification, Figure 3.9 presents the diurnal cycle of surface energy fluxes (Rn, λE, H, G) 
for each ecosystem, averaged during July to September (JAS) for both years. To isolate 
the impact of soil moisture conditions, the distributed WRF-Hydro simulations were 
categorized into rainy and non-rainy days, using a mean areal precipitation threshold of 5 
mm/day as a proxy for soil wetness. A rainy day was determined if the threshold was 
exceeded on the day prior to the analysis given that 5 mm/day is an ecologically-effective 
rainfall amount (Ogle and Reynolds, 2004). Classifying the surface energy fluxes using 
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the major ecosystems and daily wetness conditions highlights a few interesting features. 
For instance, the mean diurnal cycle of Rn and G do not vary significantly among 
ecosystems, despite variations in elevation and vegetation properties, with the exception 
of lower Rn for grasslands. More interesting are the higher Rn and G observed during 
rainy days which can be explained by the soil moisture-rainfall feedback mechanism 
introduced by Eltahir (1998) and analyzed locally by Méndez-Barroso and Vivoni (2010). 
Essentially, wet soil moisture condition along with increased vegetation greenness reduce 
surface albedo, which leads to a higher net radiation. During rainy days in JAS, the land 
surface receives a higher amount of available energy (Rn-G) of nearly 116 W/m2 as 
compared to non-rainy days, with negligible differences between ecosystems. 
Nevertheless, the available energy is partitioned into turbulent fluxes in varying ways 
depending strongly on local vegetation and elevation. Among the five ecosystems, DBF 
exhibits the highest λE, while SH-L has the largest peak value of H, indicating that the 
magnitude and timing of diurnal turbulent fluxes can vary for ecosystems in close 
proximity. The effects of wetness appear to be stronger for λE as compared to H, with the 
shapes of the turbulent flux diurnal cycles also being sensitive to the classification into 
rainy and non-rainy days. 
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Figure 3.9. Time-averaged diurnal cycles of surface energy fluxes (Rn, λE, H, G) from 
distributed WRF-Hydro simulations averaged within each ecosystem (SH-L, DBF, SH-H, 
ENF, GR) for rainy and non-rainy days from July to September in 2004 and 2013.  
 
To summarize these findings, Figure 3.10 compares the timing of the diurnal peak 
of P, λE and LST for the different ecosystems and wetness conditions. While the mean 
diurnal peak of precipitation (TPP) falls near mid-afternoon (symbols), the large standard 
deviations (vertical bars) indicate this is due to sampling a wide range of occurrences 
from early nighttime hours to the late evening (Figure 3.7). Small differences in 
precipitation timing are apparent between lower elevation ecosystems (SH-L, DBF) and 
higher elevation sites (SH-H, ENF, GR), in a fashion consistent with observations 
(Gochis et al., 2007; Nesbitt et al., 2008). As noted previously, the mean time of diurnal 
peak of latent heat flux (TPλE) shows variability among ecosystems and a high sensitivity  
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Figure 3.10. Time of peak (TP) of P, λE and LST within each ecosystem (SH-L, DBF, 
SH-H, ENF, GR) for rainy and non-rainy days from July to September in 2004 and 2013. 
Ecosystem-averaged (symbols) and standard deviation (vertical bars) values are shown 
for each case. 
 
to rainfall events, though standard deviations are less than 2 hours. TPλE occurs earlier for 
shrublands (SH-L, SH-H) than other ecosystems, in particular for non-rainy conditions. 
We diagnosed these effects by inspecting the peak diurnal timing of soil evaporation (TPE) 
and plant transpiration (TPT). We found that TPE had low sensitivity to ecosystem type or 
wetness conditions, whereas TPT occurred much earlier for shrublands. This suggests the 
distributed WRF-Hydro simulations capture ecosystem differences in the physiological 
controls on λE that are related to stomatal resistance and water stress, as noted in 
observational studies (e.g., Goldstein et al., 2000; Wilson et al., 2003). Furthermore, the 
diurnal cycles of surface energy fluxes vary sufficiently among the ecosystems to induce 
changes in TPLST, with slightly earlier peaks occurring during non-rainy periods and for 
higher elevation sites (SH-H, ENF, GR). 
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Spatial distribution of diurnal signatures of precipitation and evapotranspiration 
The spatial signatures of the diurnal cycle of precipitation and surface energy 
fluxes are useful tools to understand the influence of terrain, soil and vegetation features 
captured in the distributed WRF-Hydro simulations. For reference, Figure 3.11 presents 
the spatial distribution of the total precipitation (P) and the mean diurnal peak timing of 
precipitation (TPP) for JAS periods in 2004 and 2013. Precipitation totals reflect a 
longitudinal variation that is related to the higher elevations in eastern areas, as noted by 
Gochis et al. (2007), and are due to an increase in the number of rainy days during each 
period. TPP varies considerably in space and between the two years. Nevertheless, the 
spatial pattern of TPP follows the conceptual model of Nesbitt et al. (2008) in that 
mountain ranges tend to show an earlier afternoon precipitation peak, while lower valleys 
exhibit TPP occurring during the evening. This pattern is indicative of the formation and 
movement of mesoscale convective complexes from mountain regions towards lower 
elevation areas. Based on the prior discussion, we would expect that the spatial variation 
of P and TPP influence the diurnal cycle of evapotranspiration to some extent. The spatial 
patterns of the mean diurnal peak timing of latent heat flux (TPλE), plant transpiration 
(TPT) and soil evaporation (TPE), along with the mean peak values, are presented in 
Figure 3.12 for rainy and non-rainy days in JAS during 2004 and 2013. Regions occupied 
by DBF and ENF that receive comparatively abundant rainfall exhibit the highest peak 
values of λE, consistent with the mean diurnal cycles of each ecosystem shown in Figure 
3.9. These areas are clearly isolated in the spatial distributions by exhibiting peak λE of 
200 W/m2 (dark red) and peak T ranging from 0.3 to 0.5 mm/hr (yellow to red) for both 
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rainy and non-rainy days. This pattern supports findings by Méndez-Barroso and Vivoni 
(2010) and Méndez-Barroso et al. (2014) that intermediate to high elevation ecosystems 
are the primary ET sources in the region. In comparison, peak E is relatively low and 
associated with soil properties, with higher peak E in clay soils within valleys. In contrast, 
the distributions of vegetation and soil properties play a smaller role on the peak timing 
of evapotranspiration and its components, in particular for non-rainy days. When the 
prior day had sufficient precipitation, TPλE is modified substantially, with delayed peak 
occurrences through the RSB attributed to TPT since TPE is insensitive to wetness. Close 
inspection of TPT reveals that rainy days have a delayed diurnal cycle in shrublands (SH-
L, SH-H) which are under higher water stress than DBF and ENF areas. Furthermore, the 
spatial pattern of TPT during rainy days bears resemblance to the peak timing of 
precipitation (TPP) for each year. This suggests that the diurnal cycle of precipitation is 
critical for delaying the diurnal cycle of plant transpiration in ecosystems that are 
released from water stress. As a result of this evidence, we find that nighttime storm 
events increase soil water availability in water-stressed ecosystems, thus allowing for a 
higher and more sustained ET response during the subsequent day and accelerating the 
return of moisture to the atmosphere.  
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Figure 3.11. Spatial distribution of total P (mm, top) and time of peak P (hr, bottom) all 
rainy days from July to September in 2004 and 2013.  
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Figure 3.12. Spatial distribution of the time of peak (TP) and peak value of λE, T and E 
for rainy and non-rainy days from July to September in 2004 and 2013.  
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Comparison of surface energy fluxes in other land surface models    
We evaluated the extent to which NLDAS LSMs capture the spatiotemporal 
dynamics of the diurnal cycle of surface energy fluxes obtained in the distributed WRF-
Hydro simulations. Comparisons of the seasonal evolution of the diurnal cycle of λE 
revealed that all NLDAS LSMs capture the transition occurring during the monsoon 
onset (not shown), though NLDAS-Mosaic and NLDAS-Noah exhibit earlier diurnal 
peak times and NLDAS-VIC had a weaker and less organized diurnal cycle. The relative 
importance of deciduous (DBF) and shrubland (SH-L, SH-H) ecosystems captured in 
WRF-Hydro in terms of the peak λE is preserved in the NLDAS LSMs. However, the 
seasonal ratio of ET/P exhibits important differences among the simulations (Table 3.6). 
Note that the WRF-Hydro simulations have consistently lower ET/P (74% in 2004 and 
61% in 2013) after bias-correction of the NLDAS precipitation. Furthermore, the 
NLDAS LSMs have large differences in ET partitioning, with an average T/ET of 46% 
(NLDAS-Noah), 33% (NLDAS-Mosaic) and 63% (NLDAS-VIC), as compared to the 
average T/ET of 42% in the bias-corrected WRF-Hydro. This is consistent with Bohn and 
Vivoni (2016) who found significant differences among the NLDAS LSMs in terms of 
ET/P and T/ET and attributed these to underlying physical representations. As expected, 
the closer correspondence between WRF-Hydro and NLDAS-Noah is primarily due to 
sharing a similar set of physical processes. This result is encouraging for the WRF-Hydro 
simulations since Xia et al. (2015) showed that NLDAS-Noah compared well with a large 
number of ET observations in the conterminous US.  
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Table 3.6. Basin-averaged fluxes from distributed WRF-Hydro (original and bias-corrected NLDAS forcing), NLDAS-Noah, 
NLDAS-Mosaic and NLDAS-VIC simulations for 2004 and 2013. Variables (in mm) are precipitation (P), evapotranspiration 
(ET), transpiration (T), soil evaporation (E) and canopy evaporation (I). 
 
  Distributed WRF-Hydro NLDAS-Noah NLDAS-Mosaic NLDAS-VIC 
Fluxes 
(unit) Original NLDAS Corrected NLDAS 2004 2013 2004 2013 2004 2013 
  2004 2013 2004 2013 
           
P (mm) 245 298 288 383 263 311 263 311 263 311 
ET (mm) 211  230 213 232 223 233 235 252 208 210 
T (mm) 94 106 89 99 100 110 70 90 131 133 
E (mm) 104 109 112 117 89 92 119 121 0 0 
I (mm) 12 15 11 16 34 32 39 37 39 42 
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The comparison between the distributed WRF-Hydro simulations and the NLDAS LSMs 
is synthesized in Figure 3.13 through an analysis of the spatial differences in the diurnal cycle of 
surface energy fluxes between the major ecosystems. We selected the peak diurnal values of 
latent heat flux (λE) and the plant transpiration and soil evaporation components, expressed in 
terms of heat flux (λET and λEE in W/m2), as comparison metrics. Mean differences (color bars 
and symbols) and standard deviations (vertical bars) are shown between three sets of ecosystems, 
namely DBF, SH-H and SH-L, shown to have substantial variations in diurnal fluctuations and to 
occur in close proximity. The comparison reveals that the distributed WRF-Hydro simulations 
depict large spatial differences in peak λE values between deciduous and shrubland ecosystems 
which are not captured in the NLDAS LSMs and that these are primarily attributed to distinct 
diurnal magnitudes of plant transpiration. This large difference between WRF-Hydro and 
NLDAS LSMs are partially due to their different spatial resolution (1 km versus 12 km). 
However, we believe that the enhanced model physics in WRF-Hydro also contribute to the large 
spatial heterogeneity. In contrast, the peak λEE values are consistent between WRF-Hydro, 
NLDAS-Noah and NLDAS-Mosaic, indicating that these two LSMs represent well the spatial 
variability in soil evaporation between deciduous and shrubland ecosystems. Since the 
differences between SH-H and SH-L are small in all cases, the main driver of spatial variability 
is the distinction between deciduous broadleaf forests with abundant precipitation and shrublands 
which tend to be under greater water stress. The larger ecosystem differences in λE (~135 W/m2) 
in WRF-Hydro, as compared to the NLDAS LSMs (average of ~28 W/m2), are an indication that 
the higher resolution and site-specific application of the distributed WRF-Hydro simulations lead 
to stronger spatial contrasts in ET that have significant potential to impact atmospheric 
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conditions during the NAM, and also have implications on the local recycling of precipitation 
(e.g., Dominguez et al., 2008). 
 
Figure 3.13. Differences (Δ) in (a) peak λE (latent heat flux), (b) λET (plant transpiration) and (c) 
λEE (soil evaporation) between ecosystems (DBF minus SH-L, DBF minus SH-H, SH-L minus 
SH-H) for WRF-Hydro and NLDAS LSMs. Ecosystem-averaged (color bars) and standard 
deviation (vertical bars) values are obtained from July to September in 2004 and 2013. 
 
 
SUMMARY AND CONCLUSIONS 
Despite the importance of land surfaces as the lower boundary condition of atmospheric 
dynamics, few studies of the North American monsoon have directly quantified the diurnal cycle 
of surface energy fluxes or their link to precipitation (c.f., Gutzler et al., 2009). The large degree 
of spatial heterogeneity of land surface conditions in the southwest US and northwest Mexico 
present a challenge for the observation and modeling of surface energy fluxes (Bohn and Vivoni, 
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2016). As a result, identifying if there is a link between the diurnal cycles of turbulent fluxes and 
the diurnal variations in precipitation have yet to be addressed using a coupled land-atmosphere 
modeling system. In this study, we take an important step towards addressing this question by 
evaluating the performance of the WRF-Hydro modeling system (Gochis and Chen, 2003; 
Gochis et al., 2013) with the Noah-MP land surface scheme (Niu et al., 2011) that can simulate 
the diurnal cycle of turbulent fluxes in regions of complex terrain with seasonally-varying 
vegetation. Model evaluation activities are conducted for one-dimensional (1D) and distributed 
simulations within the Rio Sonora Basin in reference to multiple ground-based and remotely-
sensed observations as well as a set of coarser-resolution land surface models from NLDAS. 
After building confidence in WRF-Hydro, we present a series of analyses intended to identify the 
spatial and temporal variability of the diurnal cycle of surface energy fluxes and their potential 
link to precipitation conditions. Results from the study reveal the following main conclusions:  
(1) The WRF-Hydro modeling system is able to reproduce the observed soil moisture and 
turbulent fluxes during calibration and validation periods as evaluated at individual measurement 
sites. Discrepancies between the 1D and distributed simulations were primarily attributed to the 
differences in precipitation forcing between local rain gauges and bias-corrected NLDAS fields. 
Comparisons of the spatial patterns produced by WRF-Hydro with remotely-sensed observations 
of ET, LST and SM also build confidence in the ability of the modeling system to simulate the 
diurnal cycle of land surface states and fluxes during the North American monsoon.  
(2) Based on this model performance, the simulated diurnal cycle of turbulent fluxes is 
found to vary in space and time as a function of the seasonal evolution of the NAM, ecosystem 
type and presence of soil water indicated through a classification into rainy and non-rainy days. 
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The diurnal cycle of latent heat flux is more sensitive than sensible heat flux in its spatiotemporal 
variability, exhibiting clear patterns across the major ecosystems and for different wetness states. 
The sensitivity of the diurnal cycle of latent heat flux is associated primarily to the variations of 
plant transpiration in response to soil water content through its control on stomatal resistance.  
(3) The diurnal cycle of precipitation has an imprint on the diurnal cycle of latent heat 
flux through the sensitivity of plant transpiration. For rainy days in water-stressed ecosystems, 
the peak timing of precipitation affects the shape and magnitude of the diurnal cycle of plant 
transpiration, typically leading to a more robust ET response that is sustained for longer periods 
of the day. This delay in the diurnal cycle of plant transpiration is attributed to a release of mid-
day stomatal closure that is typically required in water-stressed ecosystems and ultimately 
implies an accelerated return of soil water back to the atmosphere as evapotranspiration.  
(4) Within the distributed WRF-Hydro simulations, plant transpiration is also responsible 
for large spatial contrasts in the diurnal cycle of the turbulent fluxes among adjacent ecosystems, 
which induce mesoscale heterogeneity in land surface conditions. Effectively, it was 
demonstrated that the WRF-Hydro modeling system possesses a reasonable fidelity in the 
representation of so-called landscape-scale (~10s to 1,000s of meters) variations in 
land surface energy fluxes that are generated by spatial variability of terrain, soil and land 
cover/vegetation conditions. Spatiotemporal comparisons to the diurnal cycle simulated by three 
NLDAS LSMs indicate that this spatial feature as well as the overall shapes and magnitudes for 
specific ecosystems are not reproduced sufficiently well in the coarser-resolution models, 
indicating potential limitations in such coarse resolution land surface model implementations in 
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their representation of mesoscale circulations, convective precipitation and precipitation 
recycling.  
To our knowledge, this is the first study that attempts to characterize the spatiotemporal 
variability of the diurnal cycle of surface energy fluxes and its relationship with the diurnal cycle 
of precipitation during the North American monsoon at these landscape resolving scales. This 
work was made possible by advances in the high-resolution simulation of regional land surface 
processes in the WRF-Hydro modeling system that can account for topographic variability and 
seasonal vegetation dynamics. While analogous simulations can be conducted in other modeling 
systems (e.g., Kollet and Maxwell, 2008; Mascaro et al., 2015), WRF-Hydro provides the ability 
to conduct regional to continental scale studies efficiently and opens the avenue for coupled 
(online) simulations that can represent the two-way feedback between the land surface and the 
atmosphere (e.g., Senatore et al., 2015). In addition, the high fidelity of the biophysical processes 
represented in Noah-MP, for example the effect of soil water on the diurnal cycle of surface 
energy fluxes through the stomatal closure, provide a means to bridge the gap between local 
ecosystem processes and interactions between vegetation, terrain and atmospheric conditions at 
the regional scale. As a result, it is now possible to study the impacts of the mesoscale 
organization and heterogeneity of surface turbulent fluxes on atmospheric boundary layer 
dynamics. Fruitful avenues of investigation include determining if the diurnal cycle of turbulent 
fluxes influences mountain-valley circulations and convective precipitation through the use of 
coupled simulations during the North American monsoon.   
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CHAPTER 4 
IMPACT OF INITIAL SOIL MOISTURE AND VEGETATION CONDITIONS ON EVENT-
SCALE PRECIPITATION DURING THE NORTH AMERICAN MONSOON 
INTRODUCTION 
Land surface conditions in the North American Monsoon (NAM) region undergoes 
dramatic change each summer, and presents high spatial variability (Tang et al., 2012; Vivoni et 
al., 2012a; Xiang et al., 2014). Specifically, heterogeneity in terrain, soil and vegetation creates 
large heating contracts, which can potentially initiate atmospheric circulations. One of the most 
important effects of such thermally-induced circulations is the formation of convective rainfall. 
Over the NAM region, evidences from both observational and numerical studies have shown that 
such convective rainfall is a main contributor to monsoonal rainfall (Gochis et al., 2007). In the 
formation of convective rainfall, soil moisture can play an essential role in limiting 
evapotranspiration, which affects daytime planetary boundary layer development and the 
initiation and magnitude of convective precipitation.  
The theory of local precipitation due to soil moisture-precipitation feedback has been 
proposed in a few simple water balance models (Rodriguez-Iturbe et al., 1991; Savenije, 1995; 
Eltahir, 1998). In the conceptual model of Eltahir (1998), a positive soil moisture-precipitation 
feedback is accomplished through the following mechanism: increase in soil moisture leads to 
decrease in surface albedo and Bowen ratio, which then results in decrease in surface 
temperature, increase in atmospheric water vapor and surface net radiation, decrease in boundary 
layer depth, and eventually results in increase in the boundary layer moist static energy and more 
rainfall. Since then, many studies have investigated in the soil moisture-precipitation feedback 
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using numerical modeling approach (Pal and Eltahir, 2001; Siqueria et al., 2008; Zaitchik et al., 
2012), and most of the modeling studies generally agrees the existence of a positive soil 
moisture-precipitation feedback. Meanwhile, a few observational studies have looked for 
evidence in different regions. Findell and Eltahir (1997) found positive correlation between 
initial soil saturation condition and subsequent rainfall by analyzing a 14-year dataset from the 
state of Illinois. However, Alfieri et al. (2008) found both areas with positive and areas with 
negative feedback over 16 locations across the midwestern United States. A recent study by 
Tuttle and Salvucci (2016) analyzed observational data collected for the contiguous United 
States for ten years, and found that the soil moisture-precipitation is generally positive in the 
west but negative in the east, suggesting dependence on regional aridity.  
Over the NAM region, positive feedback has been found using both General Circulation 
Models and regional climate models (e.g. Small et al., 2001; Xu et al., 2004; Vivoni et al., 2009), 
however, Feng et al. (2013) found that the positive feedback is only limited to the northern NAM 
region, and a negative feedback is dominating the southern region. While discrepancies between 
these modeling studies are possibly resulted from their selection of different model domains and 
different sensitivity experiment design, their results suggest that the exact pathway of soil 
moisture-rainfall feedback remains vague. More importantly, to what extent does soil moisture 
affect short-term precipitation is still unclear.  
Another aspect in the soil moisture-rainfall feedback that receives less attention is the 
impact of vegetation cover. The soil moisture-rainfall feedback mechanism proposed in Eltahir 
(1998) focused on the energy pathway, and is associated with a two-fold impact of soil moisture 
on surface albedo: 1) changes in bare soil albedo with soil moisture; 2) changes in vegetation 
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albedo with soil moisture. Meanwhile, soil moisture impact on evapotranspiration is mediated by 
both bare soil evaporation and plant transpiration. Hence, vegetation dynamics induced by 
changes in soil moisture are also essential for the soil moisture-rainfall interactions. Although 
land cover change impact studies have found some interaction between vegetation and 
convective development (Weaver and Avissar, 2001; Gero et al., 2006; Matyas and Carleton, 
2009), there is no universal conclusion on how vegetation can affect precipitation. Although the 
removal of vegetation usually creates less precipitation, conversion of urban area leads to higher 
surface temperature and can motivate vertical convection (Ashley et al., 2011; Comarazamy et 
al., 2010). In the natural settings, increased soil moisture and rainfall would stimulate the 
vegetation growth and increase vegetation coverage. This is especially true for the NAM region, 
where vegetation cover undergoes dramatic greening with the onset of monsoon. Not only does 
vegetation coverage affect surface albedo, it also modulates surface energy partition through 
evapotranspiration. The importance of dynamic vegetation on the modeling of land surface 
conditions and the initialization of atmospheric circulations has been identified in multiple 
studies across different scales over the North American Monsoon region (Méndez-Barroso, 2010; 
Xiang et al, 2014, 2016; Kumar et al., 2014). However, these studies are focused on longer time 
frame and the relationship between vegetation greenness and rainfall at shorter time scale 
remains uncertain.   
This study attempts to investigate the impact of land surface conditions on the convective 
precipitation using the fully-coupled modeling system, WRF-Hydro (Gochis et al., 2014; 
Senatore et al., 2015). Land surface conditions and their spatial variability in regional climate 
models needs to be represented accurately prior to any sensitivity tests, given the fundamental 
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impact of land surface conditions on land-atmosphere interactions. To first test the model 
performance, baseline simulations are conducted for two monsoon seasons (2004 and 2013). 
Since the same simulation periods has been studied with uncoupled WRF-Hydro, and its results 
has been intensively verified against multiple observations in Xiang et al. (2016, detail in 
Chapter 3), the baseline simulation by the coupled WRF-Hydro is compared with the uncoupled 
simulation in order to confirm the performance of WRF-Hydro in representing land surface 
conditions. Then a set of experiment runs imposed with different initial soil moisture condition 
and vegetation coverage are carried out during four convective events to examine the dominant 
physical process in soil moisture-rainfall feedback. Changes in land surface condition and 
planetary boundary layer condition are investigated with respect to baseline simulation. This 
study looks into the relationship between soil moisture, vegetation condition, and precipitation at 
regional scale by testing some of the existing theories through a process-based approach. 
 
METHODS 
Study region  
The study of North American Monsoon has drawn international attention across the 
United States and Mexico as it provides essential fresh water in the border region.  During the 
North American Monsoon Experiment (NAME) 2004 field campaign, land surface and 
atmospheric data were collected from multiple instrument platforms, aiming to determine the 
predictability of warm season precipitation over North America, and improve the understanding 
of the key physical processes that needed to be better represented or parameterized in coupled 
land-atmosphere models (Higgins et al., 2006, 2007). Understanding the soil moisture-rainfall 
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feedback mechanism would have important implications for improved forecasting of monsoonal 
convective rainfall and water availability for both agricultural and urban areas.  
 In this study, we focus our model experiment and analysis over the Rio Sonora Basin 
located in northern Sonora, Mexico. This north-south oriented large basin is part of the Sierra 
Madre Occidental, and has a total area of 21,264 km2. The climate over the Rio Sonora basin can 
be characterized as arid to semiarid (Peel et al., 2007), with mean annual precipitation from 350 
mm to 700 mm (Hallack-Alegría and Watkins, 2007), of which 40 to 70% falls during the 
monsoon season from July to September (Vivoni et al., 2008a; Robles-Morua et al., 2015). This 
basin is characterized by its mountainous terrain with a relief of more than 2000 m. Along with 
the complex topography, soil texture and land cover distribution in the basin create high spatial 
heterogeneity in land surface properties. According to the soil classifications derived from the 
Instituto Nacional de Estadística y Geografía (INEGI, 2007), the dominant soil classes within the 
basin are sandy loam and sandy clay loam, followed by clay and loamy sand. The distribution of 
major ecosystems, including shrublands, grasslands, deciduous broadleaf forests, and evergreen 
needleleaf forests, corresponds to difference climatic conditions along the elevation gradient 
(Loveland et al., 2000; Mascaro et al., 2015). A series of studies have built solid foundation in 
understanding hydrologic processes and dynamic vegetation, over a few sub-basins within the 
Rio Sonora basin, using hydrologic models and observations (e.g., Méndez-Barroso et al., 2009; 
Robles-Morua et al., 2012; Vivoni et al., 2010a; Xiang et al., 2014; Mascaro et al., 2015), hence 
the coupled land-atmosphere modeling experiments in this chapter will serve as a good 
complement by providing insight on atmospheric processes.  
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Model description and model setup 
The regional climate model used in this study is the WRF-Hydro modeling system. The 
Advanced Research WRF model (version 3.8) is a nonhydrostatic, terrain following, eta-
coordinate mesoscale modeling system that has been widely used for operational weather 
forecasting and regional climate studies over various climate regions (e.g. Mearns et al., 2012; 
Zhao et al., 2012; Tripathi and Domiguez, 2013; Warrach-Sagi et al., 2013; Cardoso et al., 2013). 
Multiple options for model physics, including turbulence, radiation, planetary boundary layer, 
cumulus parameterization, and microphysics, make the model suitable for carrying out process-
based experiments. In addition, the fully coupled WRF-Hydro modeling system is able to 
represent high-resolution distributed hydrologic processes, including subsurface and surface 
overland flow routing, and channel and reservoir routing, within the land surface model and 
WRF model domain. At every time step of the inner most domain (4 seconds in our model setup), 
model state and fluxes variables, including soil moisture content for each soil layer, maximum 
soil moisture content, lateral saturated conductivity, and infiltration excess, are exchanged 
between the hydro model component and land surface model. Using these information, the 
routing schemes in WRF-Hydro are executed on the disaggregated routing subgrid (100 m 
spatial resolution in our model setup). A complete description of the model is available in Gochis 
et al. (2013).  
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Figure 4.1. (a) Domain nests used for WRF-Hydro experiments; (b) the inner domain 
topography with the Rio Sonora Basin boundary.  
 
To study the impact of land surface condition on monsoon rainfall over the Rio Sonora 
Basin, three nested model domains with decreasing grid spacing (12 km, 4 km, 1 km) are 
configured in WRF-Hydro. The nested domain setup in this study lines up with the mutiscaled 
approach that was employed during the NAME, which allows for study at continental scale, 
regional scale, and in the core monsoon region. As presented in Figure 2, the innermost domain 
(Domain 3) covers entire Rio Sonora Basin and extends to the southern Arizona and New 
Mexico, and is centered at 30.66 °N, 110.26 °W. The large domain (Domain 1) is setup over the 
entire Mexico and the United States, while the intermediate domain (Domain 2) is placed in 
between Domain 1 and 3 to exchange coarse and high-resolution model information. Detail 
information for domain setup is summarized in Table 1. The horizontal coordinates use the 
Lambert conformal conic projection, and the model consist of 44 vertical layers with the top 
level set to 100 hPa. 
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Table 4.1. Nested domain configuration in WRF-Hydro. 
Domain ID Center Coordinates Grid Spacing Horizontal Grid 
1 29.5, -102.0 12 km 369 by 319 
2 26.7, -106.7 4 km 498 by 543 
3 30.7, -110.3 1 km 384 by 516 
 
The physical parameterization schemes used in this study are summarized in Table 4.2. 
Since convective processes cannot be explicitly resolved at resolutions coarser than 1 km (Chen 
and Avissar, 1994), the Kain–Fritsch cumulus parametrization is used for Domain 1 and 2, while 
explicit convective is used for the inner domain. To accurate represent the meso-scale impacts on 
synoptic environment, two-way nesting is adopted. Within Noah-MP land surface model, 
important options adopted in this study are the Ball-Berry scheme for canopy stomatal resistance, 
the Monin-Obukhov scheme to determine the surface exchange coefficient for heat, the modified 
two-stream scheme for radiation transfer, and the Sellers option for surface evaporation 
resistance option.  
Table 4.2. WRF model physical options used for the study region. 
Physics Categories Selected Option Reference 
Microphysics Thompson Thompson et al., 2008 
Longwave Radiation Revised MM5 surface layer Paulson et al., 1970; Zhang et al., 
1982; Beljaars, 1994 Shortwave Radiation Revised MM5 surface layer 
Land Surface Model  Noah-MP Niu et al., 2011; Yang et al., 2011 
Planetary Boundary Layer Yonsei University Scheme (YSU) Hong et al., 2006 
Cumulus Parameterization Kain–Fritsch  Kain, 2004 
 
Boundary layer conditions 
The lateral atmospheric boundary conditions for the outer domain (Domain 1) are given 
by the North American Regional Reanalysis (NARR, Mesinger et al., 2006) dataset, which 
provides three-hourly gridded fields from 1979 to present, at approximately 0.3 degree (32 km) 
resolution. The NARR dataset is generated by the National Centers for Environ-mental 
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Prediction (NCEP) Eta model with three-dimensional variational data assimilation system that 
assimilates multiple observations from radiosondes, surface observations, as well as 
geostationary satellites. The precipitation data in the NARR is assimilated from a 1/8-degree 
gauge dataset over the continental United States and 1-degree gauge dataset over Canada and 
Mexico, which provides a much more accurate estimate than the previous NCEP reanalysis 
(Bukovsky and Karoly, 2007).   
To incorporate the best available datasets for representation of dynamic vegetation 
structure, MODIS derived vegetation fraction (VF) and leaf area index (LAI), are ingested by the 
coupled WRF-Hydro as the lower boundary condition. Following Xiang et al. (2014 and 2016), 
the 16 day composites of Normalized Difference Vegetation Index (NDVI, product MOD13Q1, 
250 m spatial resolution) is used to determined VF, while LAI is derived from the 8 day 
composites of LAI (product MOD15A2, 1 km). Both VF and LAI are linearly interpolated to 
three-hourly values to match the temporal resolution of other boundary layer conditions/forcings. 
Within the inner domain, instead of using the NARR soil moisture that is simulated by 
the land surface model Noah in NARR at a coarse resolution, we specified the initial soil 
moisture condition of the inner domain on June 30th from the offline WRF-Hydro simulation 
which was run from May 1st to September 30th in 2004 and 2013 (see Chapter 3 for detailed 
model setup). We have found that the offline WRF-Hydro simulation, driven by meteorological 
forcings from the North American Land Data Assimilation System (NLDAS, Mitchell et al., 
2004), produces much drier initial soil moisture conditions than NARR datasets. Given the 
rigorous model validation for uncoupled WRF-Hydro in terms of soil moisture and a few other 
important land surface fluxes (Xiang et al., 2016), we think using the results from uncoupled 
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simulations gives a more realistic antecedence soil condition. Meanwhile, this helps to reduce 
soil moisture spin-up issue in the coupled WRF-Hydro simulation as both simulation use Noah-
MP land surface model and have the exact same domain grids. In our model setup, the initial soil 
moisture conditions from the NARR reanalysis data ( 0.160  0.018 m3/m3 in 2004, 0.133  
0.015 m3/m3 in 2013) was replaced by a much drier condition (0.034  0.054 m3/m3 in 2004, 
0.025  0.051 m3/m3 in 2013) that is simulated by the uncoupled WRF-Hydro. Coupled WRF-
Hydro runs with adjusted soil moisture are then conducted. 
Baseline simulations and selection of study events 
For the baseline simulation, the WRF-Hydro model is initialized on June 30th and run 
through August 31st for year 2004 and 2013. These two years are chosen to complement the 
study in Chapter 4, in which uncoupled WRF-Hydro was run for 2004 and 2013 summer mainly 
due to data availability. These two summers (July to August) represent different monsoon 
conditions with 206 mm and 237 mm of precipitation, according to the NLDAS dataset. From 
the uncoupled WRF-Hydro simulation results in Chapter 3, 2004 and 2013 summer present 
slightly different land surface conditions, with mean areal soil moisture of 0.117 m3/m3 and 
0.132 m3/m3, and total ET of 156 mm and 186 mm, respectively. In this Chapter, the baseline 
WRF-Hydro simulation is setup for both summers to assure that our analysis is robust for 
different monsoon conditions.  
To investigate the impact of land surface changes in soil moisture and vegetation cover 
on convective rainfall, a set of short-term sensitivity experiments are conducted. These 
experiments are run for 72 hours during four selected events in the summer of 2004 and 2013. 
Figure 4.2 presents the time series of rainfall from July to August, 2004 and 2013, with the grey 
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bars marking the four selected events. The two events in 2004 are July 12-15 and July 23-24. 
According to the observations and NARR dataset (Finch and Johnson, 2010; Roger and Johnson, 
2007), July 12-15 event in 2004 is started with a shortwave trough over Texas-Louisiana and 
subtropical ridge over central Mexico on July 8. Following the progression of upper-level 
inverted trough, a mesoscale convective system is developed over the northwest Sonora on July 
13. Convective system development and propagation to the Golf of California coastal plain 
become more pronounced on July 13 and 14. The other major event in 2004 is the July 23-24 
event. The synoptic features of this event lead to the development of two large mesoscale 
convective systems over the northern Golf of California and Sonora on July 23 and 24 
respectively (Gochis 2007). These two events are selected mainly due to their large spatial extent 
and their convective nature. Even though these two events both occurred in July, there is a week-
long inter-storm period that allows for soil moisture recession, and provides suitable condition 
for the study of land-atmosphere interactions. Similarly, two events are selected during the 
summer of 2013, which are the July 15-18 event and August 2-5 event. According to the 
monsoon weather discussion website developed at University of Arizona,   (detail information 
available from: https://monsoonwx2013.wordpress.com/), the July 15- 18 event is started as an 
upper level low pressure system spinning over Oklahoma and moving to the southwest. This 
upper level low enhanced both the large scale forcing and the convective environment. By July 
16, 2013, some convections form in Arizona move south and west into Sonora, and lead to heavy 
precipitation along the Sierra Madre Occidental on July 17. During the August 2-5 event in 2013, 
a southeasterly upper level anticyclone prevails over Sonora and Chihuahua on August 2. Strong 
southerly upper winds to the west of Texas result in a shear environment over Sonora and lead to 
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organization of convective storms. Towards the end of convective event (August 5, 2013), the 
upper monsoonal moisture starts to shift westward into the southern California.  
 
Figure 4.2. Time series of NLDAS rainfall from July to August in (a) 2004 and (b) 2013. 
 
The synoptic features of these four events include upper level inverted trough (July 12-15 
and July 23-24, 2004), upper level low pressure system (July 15-18, 2013) and upper level high 
pressure system (August 2-5, 2013). Given their different synoptic features, these four relatively 
large events in 2004 and 2013 provide ideal testbeds for soil moisture-rainfall feedback under a 
variety of monsoon conditions. Figure 4.2 presents the 500 mb surface plots at 1200 UTC on the 
first day of the four selected events from National Weather Service. The synoptic features 
generally agree with the above description. It is worthwhile to notice that, on July 15, 2013, the 
upper level low pressure system at northern Texas later moves into Sonora, and persists until the 
end of July 15-18, 2013 event (not shown). This low pressure system creates strong synoptic 
forcings and may interrupt the formation of local convective systems. Since our model 
experiments are only run for 72 hr during the above events, the sensitivity of storm initiation to 
land surface conditions is not considered and not the main focus of this study. 
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1200 UTC July 12, 2004 1200 UTC July 23, 2004 
  
1200 UTC July 18, 2013 1200 UTC August 2, 2013 
  
Figure 4.3. 500mb surface plot at 1200 UTC on the first day of the four selected events. 
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Process-based experiment design 
Distributed land surface/hydrologic model has been identified as the most appropriate 
type of hydrological model in studying complex processes with high uncertainties (Bierkens et 
al., 2015; Fatichi et al., 2016). In this study, we take advantage of WRF-Hydro’s physic-based 
land surface model (Noah-MP) and its coupling capability, to conduct a series of process-based 
experiments and examine the complex processes involved in soil moisture-precipitation feedback 
mechanism.  
A sensitivity analysis on the influence of initial soil moisture on subsequent rainfall is 
performed through two process-based experiments, Exp. 1 and 2. In these two experiments, 
surface soil moisture is perturbed with respect to the baseline conditions in two ways: by 
modifying initial surface soil moisture to a uniform wet condition, and by imposing uniform 
depth rainfall in an uncoupled simulation that is run for 24 hours prior to the experiment. To 
avoid extreme changes in soil moisture that are not likely to be observed, the initial soil moisture 
in Exp. 1 is increased to 0.2 m3/m3, which is close to the basin average field capacity. The initial 
surface soil moisture in Exp. 2 is obtained from an idealized uncoupled WRF-Hydro run. In this 
uncoupled simulation, a 50 mm rainfall event is imposed uniformly to Domain 3, and the soil 
moisture is hence redistributed by the high-resolution land surface model, which provides a 
realistic representation for the surface soil moisture condition after a storm event. As an example, 
Figure 4.4 illustrates the soil moisture conditions at the beginning of the first event (July 12-15, 
2004), specified in baseline simulation, Exp. 1 and 2. With the perturbed initial soil moisture 
conditions, these two complementary experiments allow for examination of the relative impact 
of mean soil moisture and its spatial heterogeneity on short-term precipitation.  
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Figure 4.4. Soil moisture condition at 00 UTC July 12, 2004 from baseline simulation, Exp. 1 
and 2. 
  
Similarly, two experiments, Exp. 3 and 4., are conducted to explore the impact of 
vegetation condition and its spatial variability on subsequent rainfall. In these two experiments, 
the vegetation condition, represented by VF and LAI, are increased with respect to MODIS 
derived values. Specifically, Exp.3 utilizes a static spatially uniform VF of 60% and LAI of 2.1, 
which are the maximum basin scale value obtain from MODIS products from 2004 to 2014. In 
the setup of Exp. 4, uniform addition of VF and LAI are added to the original MODIS derived 
vegetation parameters, which preserve the temporal and spatial variances of vegetation condition.  
In summary, the process-based experiments are: Exp. 1 with wetter but uniform initial 
soil moisture (USM), Exp. 2 with spatial-varying wet initial soil moisture (SSM), Exp. 3 with 
increased but uniform vegetation greenness (UVEG), and Exp. 4 with spatial-varying vegetation 
greenness (SVEG). All the other land surface and atmospheric initial conditions in these process-
based experiments are obtained from results in the baseline simulations. These four experiments 
are carried out for all four selected events. In total, 16 process-based experiment simulations are 
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conducted. Each experiment is initialized at 00 UTC and ran for 72 hours. Analysis begins after 
7 hrs, which corresponds to local time at 00 AM, and last for 48 hrs. Specifications of initial soil 
moisture and vegetation parameters for all the experiments are summarized in Table 3. Note that 
the initial soil moisture in the August 2-5 event in 2013 is already close to the basin averaged 
field capacity; therefore, the initial soil moisture condition for Exp.1 is increased to 0.3 m3/m3 to 
mimic a wetter initial condition. Meanwhile, due to the wet initial condition in this event, 50 mm 
rainfall event in the uncoupled run produced a relatively drier condition. This scenario is kept in 
our analysis to represent a complimentary dry condition. 
The process-based experiments are designed to investigate the physical processes that are 
involved in the soil moisture-rainfall feedback mechanism. Specifically, land surface processes 
are examined through the following variables: surface soil moisture, surface albedo, surface 
temperature, evaporative fraction, and net radiation, while atmospheric conditions are 
represented by total turbulent flux, planetary boundary layer depth (PBLH), wet bulb temperature 
(Twb), lift condensation level (LCL) and convective available potential energy (CAPE). Wet bulb 
temperature is the temperature to which the air can be cooled by the evaporation of water into it. 
CAPE is the amount of energy that is available for conversion into kinetic energy, and is an 
important variable that describes the atmospheric environment of local convection storms. LCL 
is the height at which relative humidity of a rising air parcel will reach 100% when it is cooled 
by dry adiabatic lifting. If the air parcel is lifted further beyond the LCL, water vapor in the 
parcel will begin condensing, and forming cloud droplet. LCL is a good approximation of the 
cloud base height. In this study, Twb, LCL, and CAPE are determined using the wrf_wetbulb and 
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wrf_cape_2d function in the NCAR Command Language (NCL), while the other variables are 
directly simulated by WRF-Hydro.  
Table 4.3. Initial soil moisture and vegetation parameters in process-based experiments. 
July 12-15, 2004 
    Initial θs (m3/m3) VF (%) LAI (-) 
Baseline  0.060 ± 0.068 23.3 ± 9.8 0.6 ± 0.2 
Exp. 1 0.2 ± 0 23.3 ± 9.8 0.6 ± 0.2 
Exp. 2 0.124 ± 0.053 23.3 ± 9.8 0.6 ± 0.2 
Exp. 3 0.060 ± 0.068 60.0 ± 0 2.1 ± 0 
Exp. 4 0.060 ± 0.068 60.0 ± 18.5 2.1 ± 0.6 
July 21-25, 2004     
  Initial θs (m3/m3) VF (%) LAI (-) 
Baseline  0.056 ± 0.054 36.5  ± 26.1 0.9  ± 0.5 
Exp. 1 0.2 ± 0 36.5  ± 26.1 0.9  ± 0.5 
Exp. 2 0.121 ± 0.048 36.5  ± 26.1 0.9  ± 0.5 
Exp. 3 0.056 ± 0.054 60.0 ± 0 2.1 ± 0 
Exp. 4 0.056 ± 0.054 60.0 ± 18.5 2.1 ± 0.6 
July 15-18, 2013 
    Initial θs (m3/m3) VF (%) LAI (-) 
Baseline  0.10 ± 0.05 33.0 ± 24.6 0.9 ± 0.5 
Exp. 1 0.2 ± 0 33.0 ± 24.6 0.9 ± 0.5 
Exp. 2 0.12 ± 0.05 33.0 ± 24.6 0.9 ± 0.5 
Exp. 3 0.10 ± 0.05 60.0 ± 0 2.1 ± 0 
Exp. 4 0.10 ± 0.05 60 ± 25 2.1 ± 0.5 
August 2-5, 2013 
    Initial θs (m3/m3) VF (%) LAI (-) 
Baseline  0.18 ± 0.07 30.6 ± 26.5 1.3 ± 0.8 
Exp. 1 0.3 ± 0 30.6 ± 26.5 1.3 ± 0.8 
Exp. 2 0.1 ± 0.07 30.6 ± 26.5 1.3 ± 0.8 
Exp. 3 0.18 ± 0.07 60.0 ± 0 2.1 ± 0 
Exp. 4 0.18 ± 0.07 60 ± 26.5 2.1 ± 0.8 
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RESULTS AND DISCUSSION 
Baseline simulation results 
The fully coupled WRF-Hydro simulation is carried out for two summers in 2004 and 2013, 
from June 30th to August 31st. To examine the model performance over the Rio Sonora Basin, 
Figure 4.3a and e present the accumulative precipitation as compared NLDAS estimates during 
the two summers.  It can be observed that WRF-Hydro successfully captured the large events, 
including the July 12-15 and the July 23-24 event in 2004. However, the following events in late 
July and early August of 2004 are underestimated by WRF-Hydro. As a consequence of the 
accumulated moisture, WRF-Hydro produces a 50 mm large precipitation event on August 5, 
2004. Then WRF-Hydro performed reasonably well from August 10 to 22 of 2004, by capturing 
a few small events. The total precipitation from July to August in 2004 is estimated to be 200 
mm, which is only 6 mm lower than that from the NLDAS dataset. For the simulation period in 
2013, WRF-Hydro produces precipitation that is consistently lower than NLDAS, which leads to 
an overall underestimation of 52 mm for the precipitation in 2013 summer (July to August). 
Table 4.4 summarizes the precipitation estimates over Rio Sonora basin from NARR, NLDAS, 
and WRF-Hydro. Although these three are all model products, NLDAS is bias-corrected using 
the available rain gauge datasets over the Rio Sonora basin, hence is used as an approximation of 
ground observations. As expected, total precipitation from July to August generated by WRF-
Hydro is very close to NARR datasets, which is used to force WRF-Hydro. However, both of 
them are lower than NLDAS. Is This is consistent with other WRF modeling studies who found 
that precipitation is underestimated over regions where organized, propagating convection are 
dominant, such as west of Sierra Madre or east of the Rocky Mountains (e.g., Carbone et al., 
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2002). Castro et al. (2012) found an average warm season (June to September) precipitation bias 
of -1 to -2 mm/day over west of Sierra Madre in a long-term (1982-2000) WRF reforecast 
simulation that is driven by the NARR reanalysis lateral boundary condition and initial condition.  
Table 4. 4. Total precipitation (mm) from July to August in 2004 and 2013 estimated by NARR, 
NLDAS and WRF-Hydro.  
  NARR NLDAS WRF-Hydro 
2004 179 206 200 
2013 231 287 235 
 
Figure 4.3 also presents the comparison of basin averaged ET, surface soil moisture (θs), and 
surface temperature (Ts) simulated by uncoupled and coupled WRF-Hydro. The comparisons 
highlight the different responses in land surface conditions to NLDAS precipitation and WRF-
Hydro estimates. With the underestimated precipitation from WRF-Hydro, ET remains lower 
than the uncoupled WRF-Hydro results. Meanwhile, the coupled WRF-Hydro simulation 
produces a drier soil moisture condition and a smaller diurnal range in Ts. Although the land 
surface conditions vary by the meteorological conditions and water availability, θs and Ts show 
quick response to rainfall events in both uncoupled and coupled WRF-Hydro setup.   
Table 4.5 compares the 72 hr precipitation during the four selected events from NARR, 
NLDAS, and WRF-Hydro. The two events in 2004 and the first event in 2013 are well captured 
by WRF-Hydro with difference (WRF-Hydro – NLDAS) of 6.78 mm, -3.74 mm, and -6.37 mm, 
while the second event in 2013 is largely underestimated with a difference of -9.78 mm. A closer 
look at the WRF-Hydro simulation finds that an event is simulated a few hours before August 2, 
2013, which depletes a large amount of atmospheric moisture, and leads to underestimation in 
precipitation during the selected time window. Meanwhile, the NARR boundary layer conditions 
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also contribute to this large underestimation of precipitation, as indicated by the comparison in 
Table 4.5.  
 
Figure 4.5. (a) Basin-averaged accumulative precipitation (Accum. P) from the NLDAS and 
baseline WRF-Hydro simulation from June 30 to August 31, 2004, comparison of coupled and 
uncoupled WRF-Hydro simulated basin-averaged (b) ET (mm/hr), (c) θs (m3/m3), and (d) Ts (°C). 
Solid lines in (c) and (g) represent basin-averaged θs, while shaded area depicts ± spatial 
standard deviation. (e) – (h) present the same plot, but for 2013. 
 
Table 4.5. Basin-averaged 72 hr precipitation (mm) during four selected events derived from 
NARR, NLDAS, and WRF-Hydro.  
  NARR NLDAS WRF-Hydro 
July 12-15, 2004 25.56 21.67 28.45 
July 22-24, 2004 16.94 30.95 27.21 
July 15-18, 2013 21.95 25.03 18.66 
August 2-5, 2013 7.67 24.65 14.87 
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The total precipitation simulated by WRF-Hydro, as compared to estimates from NLDAS 
dataset, is presented in Figure 4.4. NLDAS forcings have been found to underestimate 
precipitation over mountainous regions in northern Mexico (Robles-Morua et al., 2012), 
therefore, NLDAS rainfall presented here are bias-corrected using precipitation data from the 
available observation networks, following Xiang et al. (2016). The total precipitation during the 
two-month simulation period in 2004 is well captured by WRF-Hydro with a decreasing trend 
from the southeast corner of Domain 3 to the Rio Sonora Basin. A similar spatial distribution of 
rainfall in 2013 summer is also captured by WRF-Hydro. Considering the short model spin-up 
time, the model show encouraging performance in reasonably reproducing the monsoon 
precipitation.  
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Figure 4.6. Comparison of accumulative precipitation from June 30 to August 31 derived from 
WRF-Hydro simulation, and NLDAS dataset with bias correction. Comparison is presented for 
2004 (left) and 2013 (right). 
 
To examine the model performance in producing spatial distribution of land surface 
conditions, the mean spatial anomalies of soil moisture and ET simulated over the two summer 
periods are compared between the coupled and uncoupled WRF-Hydro simulations, as presented 
in Figure 4.5. To calculate these spatial anomalies, the temporal mean value at each pixel is 
subtracted by the spatial mean from all the pixels. Both soil moisture and ET spatial anomalies  
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Figure 4.7. Spatial anomaly of soil moisture (m3/m3) and ET (mm/hr) from coupled and 
uncoupled WRF-Hydro simulation in 2004 and 2013. 
 
are closely related to the rainfall patterns, with positive anomalies observed in the southeast of 
the domain and negative anomalies observed east of the domain. The soil moisture anomaly 
simulated by uncoupled and coupled simulation presents high consistence, largely due to the 
same soil classification and the same initialization in soil condition. Comparatively, the ET 
anomaly in uncoupled simulation shows higher spatial variability than that from the coupled 
simulation, and their differences are mainly resulted from the spatial pattern of precipitation. 
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Analysis for process-based experiments 
While it is critical to accurately represent the relationship between soil moisture and 
precipitation in coupled modeling systems, a proper understanding and ultimate improvement 
will only become possible by careful investigation of the full series of land-atmosphere 
interactions and feedbacks. Follow the soil moisture-rainfall feedback theory in Eltahir (1998), 
this study investigates 1) the impact of soil moisture on basic properties of the land surface, 
including surface albedo, evaporative fraction, and surface temperature; 2) the surface energy 
balance: the impact of land surface conditions on net radiation; 3) boundary layer processes: the 
relationship between net radiation and total turbulent fluxes, surface energy partition and 
boundary layer depth; and 4) rainfall processes: the relationship between boundary layer growth, 
boundary layer energy, and rainfall. The theories involving land surface processes and planetary 
boundary layer energy have been tested against field observations with very limited spatial 
coverage (15 km * 15 km, Eltahir, 1998), however, the rainfall processes are harder to verify due 
to lack of observations. In addition, the role of dynamic vegetation is not fully understood. 
In this study, we use the high-resolution, process-based numerical model, WRF-Hydro, 
as a virtual laboratory to track the above processes, both over land surface and atmosphere, and 
to decipher the complex relationships involved in soil moisture-precipitation feedback. These 
relationships are explored using the differences between the process-based experiments and the 
baseline simulation results over two major ecosystems (i.e. averaged condition over the two 
ecosystems). These two major ecosystems, shrubland (SH, 44.4% of A) and deciduous broadleaf 
forest (DBF, 24.2% of A), have been shown to produce very different latent heat at daily time 
scale (see Chapter 3 for more detail). Differentiate these two ecosystem in the analysis would 
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allow for inspection of land-atmosphere feedback across various land surface conditions. The 
differences in soil moisture (θs), albedo (a), net radiation (Rn), total heat flux (F), and wet bulb 
temperature (Twb) are averaged over 48 hours, while differences in evaporative fraction (EF), 
surface temperature (Ts), PBL depth (PBLH), CAPE and LCL and are averaged between the two 
midday values.  
Basic properties of land surface 
The impact of surface soil moisture on surface albedo, evaporative fraction and surface 
temperature is the fundamental basis of the proposed soil moisture-rainfall feedback in Eltahir 
(1998). The impact of soil moisture on albedo is examined in Figure 4.8a. This plot describes the 
relationship between changes in 48 hr averaged a and θs over the two ecosystems, shrubland (SH) 
and deciduous broadleaf forest (DBF). Each data point presents result from one experiment run, 
with circles representing SH while triangular representing DBF, and is color coded according to 
different experiment design. The soil moisture experiments with uniform and spatial varying 
initial soil moisture condition are plotted with blue and green color, while the vegetation 
greenness experiments with uniform and spatial varying vegetation parameters are presented by 
red and magenta color. Notice that results from USM and SSM show high similarity; therefore, 
linear regression analyses are performed using results from USM and SSM over the two 
ecosystems, with associated linear equations and R2 values reported in Table 4.6. As expected, a 
decreases linearly with increasing soil moisture in USM and SSM, with high coefficient of 
determination (R2 = 0.93). Increased vegetation greenness (UVEG and SVEG) over shrubland 
(SH) does not have direct impact on surface soil moisture, but it leads to large decrease in 
surface albedo. Comparatively, the variation of surface albedo caused by increase in soil 
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moisture has a smaller magnitude, suggesting that vegetation greenness, especially of shrubland, 
has a more dominant role in modulating surface albedo. 
The relationship between soil moisture and midday EF are presented in Figure 4.6b. In 
this analysis, only midday EF is used. The main reason to exclude early morning and late 
afternoon EF is that the available energy that appears in the dominator of EF is small during 
these times, which can lead to large variation in EF. Comparatively, EF values are nearly 
constant during the mid-day period, and can be used as a good indicator for surface energy 
partition (Gentine et al., 2007). As shown in Figure 4.8b, a positive correlation between θs and 
midday EF in USM and SSM is observed, with R2 of 0.96, which demonstrates the significant 
effect of soil moisture on energy partition. On the contrary, increased vegetation coverages 
(UVEG and SVEG) are associated with lower soil evaporation from their shielding effect, hence 
leads to slight decrease in midday EF. 
The impact of midday EF on Ts is explored in Figure 4.8c. Overall, both increased soil 
moisture and vegetation lead to decrease in surface temperature. From the results of soil moisture 
experiment (USM and SSM), the surface temperature is negatively correlated with EF (Y=-
18.84X-0.3001, R2 = 0.91), which is expected from the evaporative cooling effect. Results from 
vegetation greenness experiments (UVEG and SVEG) show that this negative correlation is 
much weaker than that of USM and SSM (R2 = 0.15). However, with the shielding effect of 
vegetation cover, increased vegetation greenness still leads to decrease in surface temperature. 
Comparatively, DBF has a stronger cooling effect on land surface temperature than SH.  
 
  
  125 
 
Figure 4.8. Impact of soil moisture (θs) on (a) surface albedo (a), and (b) midday evaporative 
fraction (EF), along with (c) impact of midday EF on midday surface temperature (Ts). Solid 
lines represent linear regressions for USM and SSM results, with associated equations. 
 
Table 4.6. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.8. 
X v.s. Y Exp. 1 and 2  (USM and SSM) 
Exp. 3 and 4 
 (UVEG and SVEG) 
Δ θs v.s. Δ a Y=-0.23X-0.00077 R2=0.93 Y=0.38X-0.0228 R2=0.04 
Δ θs v.s. Δ midday EF Y=2.93 -0.0023 R2=0.96 Y=1.32X-0.0342 R2=0.09 
Δ midday EF v.s. Δ midday Ts Y=-18.84X-0.3001 R2=0.91 Y=-15.79X-1.7163 R2=0.15 
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Surface energy balance: the impact of land surface conditions on net radiation 
 The two components in net radiation, net solar radiation and net terrestrial radiation, can 
be modulated by changes in land surface properties. To examine the impact of land surface 
conditions on net radiation, Figure 4.9 presents the relationship between (a) a and Rn, and (b) Ts 
and Rn. From results in USM and SSM, negative correlations (Y=-709.46X+0.319) can be 
observed between albedo and net radiation, and between surface temperature and net radiation 
(Y=-3.08X-0.0497). With decreased albedo from wet soil moisture condition, net solar radiation at 
surface is enhanced.  Meanwhile, reduced surface temperature leads to lower emission of 
terrestrial radiation, which in turn enhances the net terrestrial radiation at land surface. Combing 
the impact of decreased surface albedo and surface temperature, the 48 hr averaged net radiation 
can be increased up to 17.7 W/m2. The magnitude of this change agrees with the observations in 
Eltahir (1998), who found that net radiation can be increased by 10-12 W/m2 when soil moisture 
content is increased from a lower level close to wilting point to a higher level close to field 
capacity. While the results from USM and SSM runs generally confirm the negative correlation 
between a and Rn, and between Ts and Rn, large variances can be observed. The same is true for 
UVEG and SVEG. In fact, a few cases show that even with decreased albedo and surface 
temperature, the net radiation decreases, which are USM ran during August 2-5, 2013 event, 
UVEG and SVEG ran during the July 15-18, 2013 event. Overall, weak correlations between 
surface conditions and net radiation are observed, as suggested by the low R2 values in Table 4.7.  
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Figure 4.9. Impact of (a) surface albedo (a) and (b) midday surface temperature (Ts) on net 
radiation (Rn). 
 
  In the complex land atmosphere interactions that determine the surface radiation balance, 
an important factor that has not been mentioned is the formation of clouds and their impact of 
surface radiation. When convection is triggered under wet soil moisture condition, the formation 
of clouds and rainfall are enhanced. The strong shielding effect of clouds on solar radiation could 
lead to decrease in net radiation (Eltahir, 1998). Similarly, Mendez-Barroso and Vivoni (2010) 
has found that cloudiness can weaken the positive vegetation-rainfall feedback mechanism by 
reducing net radiation, especially during the pre-storm period. The 72 hr model experiments in 
this study are all conducted during the convective events, and have change of cloud water mixing 
ratio (Δ qc) with mean of 0.019 g/kg and standard deviation of 0.03 g/kg. From the above 
analysis, we conclude that land surface properties during a convective rainfall event might not be 
the only dominant control for net radiation. Changes in surface albedo and surface temperature 
that are induced by wet soil moisture condition do not necessarily lead to increase in net 
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radiation. This result is also supported by Jones et al. (2009) who find that soil moisture does not 
have an impact on net radiation through a series of regional model run. 
Table 4.7. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.9. 
X v.s. Y Exp. 1 and 2  (USM and SSM) 
Exp. 3 and 4  
(UVEG and SVEG) 
Δ a v.s. Δ Rn Y=-709.46X+0.319 R2=0.29 Y=-212.69X-4.32 R2=0.22 
Δ midday Ts v.s. Δ Rn Y=-3.08X-0.0497 R2=0.33 Y=1.93X+4.0349 R2=0.18 
 
Energy balance of the planetary boundary layer 
 The planetary boundary layer (PBL) is directly influenced by its contact with the land 
surface. The total energy in the PBL can be determined using moist static energy (MSE), which 
includes potential energy, latent heat and sensible heat. Over large regions where heat advection 
is small comparing to the vertical heat fluxes, the two main controls for the change of MSE are 
the total heat flux (F) from land surface into the atmosphere and entrainment at the top of the 
boundary layer (EN).  The moist static energy budget can be simplified as: 
ENF
t
MSE
−=
∂
∂
       (4.1) 
Eltahir (1998) proposed that relatively large heat flux would be transferred from land surface due 
to increased net radiation. Meanwhile, a small rate of entrainment at the top of the boundary 
layer and a small depth of PBL (PBLH) are associated with wet soil moisture condition. Thus, 
wet soil moisture would tend to increase the magnitude of MSE. 
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Figure 4.10. (a) Impact of net radiation (Rn) on total flux (F), and (b) Impact of total flux (F) on 
wet bulb temperature (Twb). 
 
 Using results from the experiment runs, we verified the above hypothesis by examine the 
impact of F and PBLH on MSE. The MSE is represented by surface wet bulb temperature (Twb), 
which is a directly measurable quantity that has been found to be effective in the study of 
boundary layer energy balance (Williams and Renno, 1993). Figure 4.10 presents the 
relationship between net radiation and total heat flux, and their impact on Twb. While net 
radiation is balanced by total flux of latent and sensible heat in the theory of Eltahir (1998), weak 
correlations between net radiation and total heat flux are observed in this study with R2 of 0.11 
and 0.03 for soil moisture experiments (USM and SSM) and vegetation cover experiments 
(UVEG and SVEG). This mismatch between net radiation and total heat flux is mainly resulted 
from the impact of ground heat flux during the simulation period (48 hrs). During this relatively 
short period of time, the perturbed initial soil moisture condition and the subsequent increase in 
soil moisture due to rainfall, disrupt the energy equilibrium and lead to large increase in ground 
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heat flux. Consequently, weak positive correlation between total heat flux and Twb is observed, 
with R2 of 0.001 for USM and SSM, and R2 of 0.20 for UVEG and SVEG results. 
Table 4.8. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.10. 
X v.s. Y Exp. 1 and 2 
 (USM and SSM) 
Exp. 3 and 4  
(UVEG and SVEG) 
Δ Rn v.s. Δ F Y=4.40X-87.3910 R2=0.11 Y=-0.34X-32.62 R2=0.03 
Δ F v.s. Δ Twb Y=0.0001X+0.213 R2=0.001 Y=0.0051X-0.2702 R2=0.20 
 
 To investigate the impact of entrainment on MSE, we use PBL depth/height (PBLH) to 
represent the height of entrainment layer. Changes of PBLH resulted from variation in 
evaporative fraction is presented in Figure 4.11a, and their impact on Twb is shown in Figure 
4.11b. Table 4.9 summarizes the linear regression equations and R2 values. As expected, results 
show that PBLH is negatively correlated with EF, with R2 of 0.64 (USM and SSM) and 0.52 
(UVEG and SVEG). Meanwhile, PBL with smaller depth leads to increase in Twb, which agrees 
well with the boundary layer energy balance equation 4.1. It is worthwhile to notice the opposite 
impact of soil moisture (USM and SSM) and vegetation cover (UVEG and SVEG) on PBLH and 
Twb. The differences between increased soil moisture condition and increased vegetation 
coverages are likely due to their impact on the surface energy partition.  
 Mahmood et al. (2011) investigated the sensitivity of PBL to vegetation fraction over 
Western Kentucky and found increased vegetation fraction generally leads to increase in latent 
heat and reduction in PBL depth. The contradictory results from our UVEG and SVEG 
experiments suggest that the impact of vegetation on planetary boundary layer may be dependent 
on regional climate. Specifically, over humid areas where plants are not water-stressed, increased 
vegetation coverage would increase latent heat and evaporative fraction, which ultimately leads 
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to decrease in PBLH. However, this theory might not be applicable to arid to semiarid regions. 
Water-stressed ecosystems tend to reduce their transpiration rate through stomata closure, which 
leads to decrease in latent heat and evaporative fraction, especially in the middle of the day. The 
48 hr averaged ΔPBLH is also analyzed (not shown), and the positive impact of vegetation 
coverage on PBL deepening still exists. 
 
Figure 4.11. (a) Impact of midday EF on PBL height (PBLH), and (b) impact of PBLH on wet 
bulb temperature (Twb). Solid lines represent linear regressions for USM and SSM results, and for 
UVEG and SVEG results, with associated equations. Equations in italic represent linear 
regression for experiments conducted during event 1, 2 and 4 (no symbols and lines). 
 
 The italic equations in Figure 4.9 present linear regressions using results from event 1, 2 
and 4, with event 3 (July 15-18, 2013) been excluded. As described earlier, these three events are 
classified as weakly synoptically-forced, which creates a favorable environment for linking 
surface energy fluxes and planetary boundary layer energy fluxes. Linear regressions between Δ 
midday EF and Δ PBLH, and between Δ PBLH and Δ twb using results from these three events 
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show increase of R2 as compared to the linear regressions using results from all four events, 
which suggests stronger land-atmosphere interactions under weak synoptic condition.  
Table 4.9. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.11. 
X v.s. Y Exp. 1 and 2 
 (USM and SSM) 
Exp. 3 and 4  
(UVEG and SVEG) 
Δ midday EF v.s. Δ PBLH Y=-1229X-25.52 R2=0.64 Y=-1619X+160.36 R2=0.52 
Δ PBLH v.s. Δ Twb Y=-0.0005X+0.16 R2= 0.09 Y= -0.001X+0.104 R2=0.28 
 
Rainfall processes 
 Boundary layer moist static energy plays an important role in the dynamics of local 
convective storms. When a large vertical or horizontal gradient of MSE exists, unstable condition 
in atmosphere develops, and convection will occur to redistribute energy and adjust atmospheric 
stability/instability. Eltahir and Pal (1996) has found that both frequency and magnitude of local 
convective storms increase with surface wet bulb temperature using observations from Amazon 
forest. Since our process-based experiments are conducted during the events that are already 
initiated, the analysis will focus only on the rainfall magnitude. To inspect the impact of MSE on 
convective rainfall, ∆CAPE and ∆LCL are plotted against changes in MSE in Figure 4.12, with 
statistics reported in Table 4.10. ∆CAPE is positively correlated with ∆ Twb with R2 of 0.51 
(USM and SSM) and 0.76 (UVEG and SVEG), which agrees well with the observations in 
Williams and Renno (1993). The maximum difference of Twb in all experiments is +0.4 K, which 
leads to an increase of 857 J/kg in midday CAPE. The impact of Twb on LCL is analyzed in 
Figure 4.12b. The negative effect of MSE on LCL is consistent across all the experiments, with 
R2 of 0.61 (USM and SSM) and 0.43 (UVEG and SVEG). The increased MSE at the top of PBL 
leads to a decrease in LCL, which is consistent with the rainfall process theory in Eltahir (1998). 
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Figure 4.12. Impact of wet bulb temperature (Twb) on (a) midday CAPE and (b) midday LCL. 
Solid lines represent linear regressions for USM and SSM results, and for UVEG and SVEG 
results, with associated equations. Equations in italic represent linear regression for experiments 
conducted during event 1, 2 and 4 (no symbols and lines).  
 
Table 4.10. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.12. 
X v.s. Y Exp. 1 and 2  
(USM and SSM) 
Exp. 3 and 4  
(UVEG and SVEG) 
Δ Twb v.s. Δ midday CAPE Y= 1005X+17.11 R2=0.51 Y=681X+34.83 R2=0.76 
Δ Twb v.s. Δ midday LCL Y=-467X-41.05 R2=0.61 Y= -190X+128.27 R2=0.43 
 
Again, the italic equations in Figure 4.12 show linear regressions using experiment 
results during event 1, 2 and 4. By excluding the strong synoptically-forced event (July 15-18, 
2013), the linear regressions show stronger impact of MSE on CAPE and LCL with increased R2. 
 To inspect the different impact of soil moisture and vegetation coverage on CAPE, Figure 
4.13 presents the difference of midday CPAE as compared to baseline results, simulated by the 
four experiments.  As explained above, the wet soil moisture conditions (USM and SSM) lead to 
large increase in latent heat and CAPE. However, increased vegetation (UVEG and SVEG) does 
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not have positive impact on boundary layer moist static energy, and consequently leads to slight 
decrease in CAPE. In addition, the impact of spatial variability in initial soil moisture condition 
can be observed by comparing results in USM and SSM. Through a series of land surface 
processes and boundary layer processes, the spatial variability in soil moisture (SSM) also lead 
to spatial heterogeneity in atmospheric conditions, as shown in the CAPE spatial patterns. 
Similarly, the spatial variability in vegetation condition also has an up-scaled impact on 
convective energy, as supported by the CAPE comparison between UVEG and SVEG. 
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Figure 4.13. Inner domain difference of midday CAPE (J/kg) between process-based 
experiments and baseline simulation. The difference is calculated as experiment minus baseline, 
and then averaged over the four selected events. 
 
Under wetter soil moisture condition (USM and SSM), higher moist static energy leads to 
decrease in LCL. The lower LCL makes it easier for air parcels from surface to reach 
condensation level, hence more rainfall occurs. As shown in Figure 4.14a, most of the results 
from USM and SSM support this theory even though change in precipitation is scattered. 
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However, the result from UVEG and SVEG show that even with increased LCL, positive 
feedback between vegetation and rainfall still exists. As suggested by Findell and Eltahir (2003), 
the relative change between PBLH and LCL also have strong impact on cloud and rainfall 
formation. Following this hypothesis, another variable describing the height difference between 
LCL and PBLH is introduced (Equation 4.2). LCL deficit describe the ability of PBL to reach the 
condensation level. When LCL deficit is reduced (i.e. negative Δ LCL deficit), there is higher 
possibility for PBL to reach LCL. 
PBLHLCLdeficitLCL −=_    (4.2) 
PBLHLCLdeficitLCL Δ−Δ=Δ _   (4.3) 
The relationship between LCL deficit and precipitation is presented in Figure 4.14b. To 
isolate the impact of strong synoptic forcings, event 3 (July 15-18, 2013) is excluded in this 
analysis. For most of the results in UVEG and SVEG, PBL is deepened more than the LCL is 
raised, which leads to decrease in LCL deficit. For the results in USM and SSM, PBL is 
decreased mainly due evaporative cooling, and LCL is decreased even more, which leads to 
decrease in LCL deficit. Under both conditions, there may be enhanced potential for convective 
precipitation since the thermals in PBL is more likely to reach LCL and trigger cloud formation 
(Findell and Eltahir, 2003; Zaitchik et al., 2013). As shown in Figure 4.14b, results from all 
experiments mostly support the negative correlation between Δ LCL deficit and ΔP. However, 
since the occurrence of rainfall also involves other criteria, such as the presence of nuclei, and 
may subject to change under different synoptic features, the negative correlation presented in 
Figure 4.14b is relatively weak with R2 of 0.12 (USM and SSM) and 0.009 (UVEG and SVEG).  
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Figure 4.14. Impact of (a) midday LCL, and (b) midday LCL deficit on accumulative 
precipitation (P). Results from event 1, 2 and 4 are plotted, while event 3 results are excluded.  
 
Table 4.11. Linear regressions and coefficients of determination (R2) between the variables 
plotted in Figure 4.14. 
X v.s. Y Exp. 1 and 2  
(USM and SSM) 
Exp. 3 and 4  
(UVEG and SVEG) 
Δ midday LCL v.s. Δ P Y=-0.017X+0.80 R2=0.14 Y=-0.009X+3.91 R2= 0.02 
Δ midday LCL deficit v.s. Δ P Y=-0.0242x+1.54 R2= 0.12 Y=-0.0061x+2.39 R2=0.009 
 
To examine the different impact of soil moisture and vegetation coverage on LCL deficit, 
Figure 4.15 presents the results in all experiments that are averaged over four selected events. 
Overall, UVEG and SVEG experiments produce LCL deficit that are much smaller than USM 
and SSM. PBL is the closest to LCL over the valley in the northern and southern area of the 
basin. Lastly, the spatial pattern of enhancement in precipitation is inspected in Figure 4.16. 
From the results of all process-based experiments, it can be seen that by increasing the dry initial 
soil moisture conditions to wetter conditions that are close to filed capacity, or by increasing the 
vegetation coverage to its annual maximum, the 48 hr precipitation can be increased by up to 25  
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Figure 4.15. Inner domain midday LCL deficit (LCL-PBLH, in m) from four experiments. 
Results are averaged over the four selected events. 
 
mm. Areas with the highest precipitation enhancement are concentrated over the southern area of 
the basin, and show some correlation with regions that presents increase in CAPE and decrease 
in LCL deficit . However, since precipitation is also subject to the influence of large scale 
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synoptic features, the spatial pattern of precipitation enhancement is much more scattered than 
that of CAPE or LCL deficit. 
 
Figure 4.16. Inner domain difference of 48 hr accumulative precipitation (mm) between process-
based experiments and baseline simulation.  
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SUMMARY AND CONCLUSIONS 
The NAM system has been characterized by convective events that are induced by 
surface heating. Despite the fundamental role of land surface conditions in convective rainfall 
formation, few sensitivity studies have investigated how short-term rainfall respond to changes 
in vegetation coverage and initial soil moisture condition over the NAM region. In this study, we  
investigated the impact of initial soil moisture and vegetation condition on precipitation during 
four convective events using the fully-coupled WRF-Hydro modeling system. Following Eltahir 
(1998), we tested the following components in soil moisture-precipitation feedback mechanism; 
including land surface processes, land surface energy balance, boundary layer energy balance, 
and rainfall process. Results reveal positive feedback from both initial soil moisture and 
vegetation conditions; however, their impacts on the pathway are slightly different. Figure 4.17 
shows the schematic pathway for soil moisture-precipitation feedback and vegetation-
precipitation feedback, and their main processes are summarized below: 
Increased initial soil moisture has a large impact on land surface conditions through 
changes in surface energy partitioning. Decrease in surface temperature resulted from 
evaporative cooling, along with decreased surface albedo, help enhance net radiation received by 
land surface. Although most of the experiment runs supports the positive relationship between 
soil moisture and net radiation in Eltahir (1998), some revealed that this positive feedback may 
be disrupted due to cloud cover.  Wet soil moisture condition leads to relative higher EF and 
consequently lower PBLH. MSE under wet soil moisture condition is enhanced due to increase in 
surface total heat flux and decrease in PBLH. This leads to a lower LCL level and increased 
possibility for precipitation. 
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Following the similar process, the impact of vegetation condition, represented by both VF 
and LAI, on short-term precipitation is examined. Results reveal that vegetation and soil moisture 
affects surface albedo in similar fashion, while their impacts on surface energy partitioning are 
different. Water-stressed ecosystems over the semi-arid region tend to decrease EF through 
stomata closure and their shielding effect on soil evaporation. This leads to a deep, dry PBL with 
entrainment of low MSE at the top of the PBL. Consequently, LCL is elevated. However, since 
PBLH is deepened more than LCL, the likelihood of the thermals in the PBL reaching LCL and 
triggering cloud/rainfall formation is enhanced. Even with slightly decreased CAPE, vegetation 
coverage could positively affect convective precipitation. 
 This study verifies most of the hypothesis in Eltahir (1998) and confirms the presence of 
positive soil moisture-precipitation feedback. Meanwhile, the impact of vegetation coverage on 
convective precipitation is also examined follow a similar process-based approach. Through our 
modeling experiments, it is very interesting to find the opposite impacts of soil moisture and 
vegetation on PBLH. However, this does not necessarily mean that increase in vegetation 
coverage can counteract the impact of wet soil moisture condition on midday PBLH, and 
ultimately disrupt the positive soil moisture-precipitation feedback. On the contrary, vegetation 
coverage should further intensify the positive feedback when it is enhanced concurrently with 
soil moisture. Under wet soil moisture condition, the ecosystems become less water-stressed, 
hence increase in vegetation cover should lead to enhanced EF, which creates a moist and 
shallow PBL. Combining the impact of wet soil moisture condition, this scenario should follow 
the soil moisture-precipitation feedback and further enhance convective rainfall. While the 
concurrent impact of soil moisture and vegetation on precipitation is not tested directly in this 
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study, it is safe to infer a positive feedback base on the knowledge gained from the process-based 
experiments.  
In summary, this study finds that both soil moisture and vegetation can positive affect 
rainfall through a series of changes in land surface conditions, boundary layer conditions, and 
rainfall processes. By increasing initial soil moisture to its field capacity or increasing the 
vegetation condition to annual maximum, 48 hr precipitation can be increased up to 25 mm. In 
addition, this study show that specification and initialization of soil moisture condition and 
vegetation coverage must be treated carefully in the coupled land-atmosphere modeling studies 
given their noticeable impact on convective precipitation. It should be noted that the soil 
moisture/vegetation-rainfall feedback strength analyzed in this study may subject to change with 
model physics and domain resolution. For instance, the choices of moist convection and cloud 
microphysics have been shown to have large impact on precipitation (e.g., Rajeevan et al., 2010). 
As a result, future modeling experiments can be conducted with other microphysics options and 
convective schemes with the aim of examining   the sensitivity of land-atmosphere coupling to 
WRF physics. 
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              Figure 4.17. Schematic soil moisture-precipitation feedback and vegetation-rainfall feedback pathway. 
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CHAPTER 5 
GENERAL CONCLUSIONS AND FUTURE WORK 
GENERAL CONCLUSIONS 
Land surface processes over the NAM region present high spatiotemporal 
variability and exert large impact on convective circulation through land-atmosphere 
interaction. This dissertation presents detailed analyses on hydrologic processes and its 
spatial and temporal evolution through high-resolution hydrological modeling 
experiments. In addition, impact of land surface conditions (soil moisture and vegetation 
condition) on planetary boundary processes and short-term rainfall is quantitatively 
examined through a series of process-based experiments using the fully-coupled WRF-
Hydro model. Our modeling efforts are combined with spatial analysis of remote sensing 
imagery. Research findings are applied to the Rio Sonora basin in Sonora, Mexico, whose 
complex terrain and dynamic vegetation provide ideal settings to study mountain 
hydrology and land-atmosphere interactions during the NAM season. 
The initial high-resolution modeling experiments in Chapter 2 are accomplished 
using the TIN-based Real-time Integrated Basin Simulator (tRIBS, Ivanov et al., 2004), a 
physically based hydrological model that simulates the spatiotemporal distribution of 
various land surface processes. After intensive validation against observations from 
multiple platforms, this modeling effort illustrates that distributed hydrologic models can 
reproduce land surface temperature at high spatiotemporal resolution and thus bridge the 
gap between continuous, but sparse, ground observations and less frequent remote 
sensing products. Meanwhile, results reveal overall surface cooling with increasing 
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spatial variability. By comparing Leaf-on and Leaf-off simulation, vegetation greening 
during the monsoon season is found to be responsible for these changes in land surface 
temperature.  
Inspired by results in Chapter 2, a series of modeling experiment at regional scale 
were conducted using the land surface model in WRF-Hydro, Noah-MP, with the focus 
of characterizing the spatiotemporal variability of the diurnal cycle of surface energy 
fluxes and its relationship with the diurnal cycle of precipitation during the North 
American monsoon. Although Noah-MP is setup at a coarser resolution as compared to 
tRIBS, it showed consistent performance in capturing the spatiotemporal variability of 
land surface conditions. Additionally, this regional scale modeling experiment found that 
latent heat exhibits clear patterns across the major ecosystems and for different wetness 
states. The sensitivity of the diurnal cycle of latent heat flux is associated primarily to the 
variations of plant transpiration in response to soil water content through its control on 
stomatal resistance. 
Lastly, the upscaled impact of land surface conditions on atmospheric circulations 
and land-atmosphere interactions is investigated through a series of sensitivity 
experiments using WRF-Hydro in Chapter 4. It was found that soil moisture played a 
significant role in affecting planetary boundary layer growth through changes in surface 
albedo and energy partitioning. Consequently, these changes lead to modification in 
moist static energy and convective environment. While vegetation affects convective 
rainfall through a slightly different pathway, results reveal that both soil moisture and 
vegetation impose positive impact on precipitation. By increasing the initial soil moisture 
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to conditions that are close to field capacity, we found that the 48 hr rainfall can be 
enhanced by up to 25 mm. Similarly, by enhancing the  
Recent study by Kumar et al. (2014) has pointed out that the integration of 
MODIS vegetation data could lead to improvements in simulating convection in WRF. 
However, the capability of ingesting time-varying vegetation parameters (VF, LAI and 
albedo) in WRF/WRF-Hydro is still in testing stage, and has not been fully evaluated. 
Therefore, study conducted in Chapter 4 will help formulate the standard procedure for 
incorporating dynamic vegetation into coupled land-atmosphere modeling frameworks. 
Meanwhile, the large impact of dynamic vegetation on surface energy fluxes and 
planetary boundary layer processes, as presented in Chapter 3 and 4, provides evidence 
for importance of land surface data assimilation in any hydrologic and atmospheric 
modeling system. 
In summary, this dissertation presents an important contribution in the study of 
hydrologic process and land-atmosphere interactions over the NAM region. Results from 
hydrologic modeling reveal that vegetation greening during the monsoon season helps the 
overall cooling of land surface while creating a lager spatial variability in surface energy 
fluxes. Results from coupled land-atmosphere modeling indicate the positive effect of 
soil moisture and vegetation cover in enhancing convective precipitation during short 
time frame (48 hr). Combined, these modeling experiments highlight the importance of 
initial soil moisture condition and dynamic vegetation in the study of hydrologic and 
atmospheric processes. Meanwhile, the numerical modeling experiments shed light in 
linking hydrologic, ecologic, and atmospheric processes.  
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As one of the early applications of the fully-coupled WRF-Hydro model, we 
confirmed its improved performance in simulating land surface variability and land-
atmosphere interactions by incorporating accurate land surface representations (elevation, 
soil and dynamic vegetation), which will benefit both the hydrologic and atmospheric 
communities. The use of dynamic vegetation inputs (VF and LAI) will promote the 
application of MODIS data in land-atmosphere interaction studies and numerical weather 
prediction. The evaluation of model-simulated land surface conditions against 
observations (in-situ and remotely-sensed) will prepare future data assimilation efforts for 
NWP models. Meanwhile, the confidence built in the model opens its potential usage in 
validating data from new remote sensing missions aimed at precipitation and soil 
moisture. Perhaps most importantly, since the model encompasses areas with severe 
water shortages, improved prediction of intra-seasonal variability in precipitation and 
land surface states such as soil moisture is of great importance to decision makers and the 
general population.  
 
FUTURE WORK 
We recognize the limitation of current modeling studies, and future observational 
work should be done in order to support the process-based analysis proposed in Chapter 4. 
Specifically, atmospheric observations over different ecosystems should be incorporated 
into the existing networks. This will provide more datasets to examine the planetary 
boundary layer processes and further help validate fully-coupled modeling systems. 
Combining observational studies and modeling studies can potentially fill current gaps in 
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land-ecosystem-atmosphere processes knowledge, and help formulate research priorities 
in future model development. 
In this study, dynamic vegetation conditions are represented by remote sensing 
vegetation indexes. However, the prognostic dynamic vegetation schemes in the WRF-
Hydro can also reproduce the temporal evolution of vegetation dynamics. As a result, the 
WRF-Hydro setup can be applied to examine the impact of climate change on vegetation 
dynamics, and the long-term role of land cover change in modulating land-atmosphere 
interactions at regional scale. With the imposed vegetation conditions, WRF-Hydro can 
be utilized to investigate interactions and exchange between managed ecosystems and 
atmosphere, and to conduct impact studies of land management practices. 
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DYNAMIC VEGETATION PARAMETERS  
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Daily vegetation parameters were derived from MODIS products following a set 
of empirical equations. Canopy field capacity (S) and free throughfall coefficient (p) are 
both linked to the time-varying LAI. Following Carlyle-Moses and Price (2007), S can be 
expressed as: 
€ 
S = 0.5LAI   ,     (A1) 
while p is exponentially related to LAI (Pitman, 1989) as: 
€ 
p = exp(−1.5LAI)  .    (A2) 
The optical transmission coefficient (kt) used in the calculation of incoming 
shortwave radiation is derived according to the Beer-Lambert Law as: 
€ 
kt = exp(−kLAI)   ,    (A3) 
where k is set as 0.61 following Maass et al. (1995). The canopy stomatal resistance (rs) 
was obtained using an equation developed by Schulze et al. (1995): 
€ 
rs =
Q50 +Q
gmaxQ
" 
# 
$ 
% 
& 
' 
LAI
  ,     (A4) 
where 
€ 
gmax  is the maximum stomatal conductance specified as 0.03 m/s for drought 
deciduous trees (Schulze et al., 1995). Q50 is the value of the absorbed photosynthetically 
active radiation (Q) obtained when 
€ 
gmax  is half of its value. Q is obtained as: 
€ 
Q = 0.45Is fPAR   ,    (A5) 
where Is is the incoming shortwave radiation obtained from NLDAS and fPAR is the 
time-varying fraction of photosynthetically active radiation obtain from MODIS.  
Vegetation fraction (vf) is derived following Carlson and Ripley (1997) as: 
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   ,   (A6) 
where 
€ 
NDVImin  and 
€ 
NDVImax are the minimum and maximum values of NDVI during the 
simulation period at each MODIS pixel. Time-varying albedo (a) was obtained directly 
from MODIS. Other vegetation parameters, such as vegetation height (h) and surface 
emissivity (Es), were kept constant in time at values reported in Table 1 and Vivoni et al. 
(2010a). 
 
€ 
v f =
NDVI −NDVImin
NDVImax −NDVImin
# 
$ 
% 
& 
' 
( 
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GROUND OBSERVATIONS IN THE RIO SONORA BASIN  
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This appendix compiles the ground observation datasets that was used in this 
doctoral thesis. Table B.1 describes the type of data and the main characteristics in terms 
of digital format and temporal resolution. 
Table B.1 Ground observation datasets. 
Type Folder Name Description 
Rain Gauge 
Observations CNA_PREC 
CAN_PREC folder contains information for the rain 
guage data that was used for NLDAS rainfall correction 
in Chapter 3, with the following characteristics: 
 1. Raw data file format: *.txt file, columns are: Year, 
Month, Date, Daily Rainfall in mm. 
2. CNA_stations_LAT_LONG_2004.xls and 
CNA_stations_LAT_LONG_2013.xls files contain the 
information for the stations that are used in 2004 and 
2013 rainfall correction. Columns are station No., LAT, 
LONG. 
3. CNA_DAILY_RAINFALL_MaytoSept_2004.xls and 
CNA_DAILY_RAINFALL_MaytoSept_2013.xls 
organize the daily rainfall from May 1 to September 30 
(rows) from all staions (column) into matrix. 
  
 
Soil 
Moisture 
Observations 
Station_SM 
Station SM folder contains soil moisture and soil 
temperautre observations that was used in Chapter 2 and 
3, with the following characteristics: 
1. Data file format: *.txt file, columns are Year, Month, 
Date, Hour, Min., Soil temperature in C, Soil mositure in 
m3/m3. 
2.Temporal resolution: 1hr at station 130, 132, 143, 146 
and 147, 20 min. at station 134, 137, 138, 139 and 140. 
  
 
Heat Flux 
observations EC_LE_H 
EC_LE_H folder contains heat flux observations at 
Rayon and Encino site that was used in Chapter 2 and 3, 
with the following characteristics: 
1. Data file format: *.txt file, columns are Year, Month, 
Date, Hour, Min., latent heat and sensible heat in W/m2. 
2. Temporal coverage: 8/4/2013-12/24/2013 at Encino 
site, 7/23/2004-10/17/2004 at Rayon site. 
3. Tempoal resolution: 30 min. at Encino site, 1 hr at 
Rayon site. 
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DERIVATION OF ASTER LST 
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This appendix summarizes the products and procedures that are used in derivation 
of ASTER LST.  
 
Figure C.1. Derivation of ASTER LST. 
1.! Download ASTER Surface Radiance TIR at: 
https://lpdaac.usgs.gov/dataset_discovery/aster/aster_products_table/ast_09t 
 
2.! Exclude images with any missing value cells, and determine brightness 
temperature from band 13 and 14 (90 m), using the following conversion 
equations in Arcmap: 
bt13= 1350.069147 / Ln(866.478575 / (([Band13.tif] - 1) * 0.005693) + 1) 
bt14= 1271.221673 / Ln(641.326571 / (([Band14.tif] - 1) * 0.005225) + 1) 
 
3.! Download MODIS Level 1B Calibrated Radiance (1km ) at: 
https://ladsweb.nascom.nasa.gov/data/search.html 
 
4.! Determine atmospheric water content using MODIS product: 
MODIS MOD021KM water vapor (daily)  
EV_250_Aggr1km_RefSB: Band 2 (250 m) 
P2 = 3.3455133E-5*DN 
EV_1KM_RefSB: Band 19 (1000 m) 
P19 = 2.480171E-5*(DN - 316.9722) 
Water vapor content is then determined using P2 and P19: water = [0.2 – 
ln(P19/P2)] / 0.651 
Note: Most water vapor scenes are measured in afternoon, around 6 pm. 
5.! Determine atmospheric transmittance for ASTER band 13 and 14, using the 
following equation in Arcmap: 
t13 = 0.979160 – 0.062918 * [water] 
   180 
t14= 0.968144 – 0.098942 * [water] 
 
6.! Resample the atmospheric transmittance images to 90 m resolution. 
 
7.! Determine NDVI using band 2 and 3 of  ASTER TIR, using the following 
equation in Arcmap: 
ndvi= ([Band3.tif] - [Band2.tif]) * 1.00 / ([Band3.tif] + [Band2.tif]) * 1.00 
 
8.! Determine ground emissivity for ASTER band 13 and 14 from NDVI: 
e13= (1 - ([ndvi] - 0.1) / 0.65) * (0.99782 + 0.08362 * ([ndvi] - 0.1) / 0.65) * 
0.9676 + ([ndvi] - 0.1) / 0.65 * (0.92762 + 0.07033 * ([ndvi] - 0.1) / 0.65) * 
0.9867 
e14 = (1 - ([ndvi] - 0.1) / 0.65) * (0.99782 + 0.08362 * ([ndvi] - 0.1) / 0.65) * 
0.9779 + ([ndvi] - 0.1) / 0.65 * (0.92762 + 0.07033 * ([ndvi] - 0.1) / 0.65) * 
0.9899 
 
9.! Calculate four parameters (A, B, C and D) for ASTER band 13 and 14 that will be 
used in deriving final LST product. 
A13 = 0.146162 * [t13] * [e13]  A14 = 0.132836 * [t14] * [e14] 
B13 = 0.146162 * [bt13] + 33.82461 * [t13] 
* [e13] - 33.82461 
B14 = 0.132836 * [bt14] + 30.219316 * [t14] * 
[e14] - 30.219316 
C13 = (1 - [t13]) * (1 + (1 - [e13]) * [t13]) * 
0.146162 
C14 = (1 - [t14]) * (1 + (1 - [e14]) * [t14]) * 
0.132836 
D13 = (1 - [t13]) * (1 + (1 - [e13]) * [t13]) * 
33.82461 
D14 = (1 - [t14]) * (1 + (1 - [e14]) * [t14]) * 
30.219316 
 
10.!Finally, LST can be determined using the following equations: 
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APPENDIX D 
MODIS LST, VF AND LAI DATASETS  
   182 
This appendix summarizes the procedures and Matlab scripts that are used in 
derivation of MODIS LST, VF and LAI. 
The following procedures describe the derivation of MODIS daily LST, which is used 
in Chapter 2 and 3: 
1.! Download MODIS daily LST in HDF format (MOD11A1 and MYD11A1) at: 
reverb.echo.nasa.gov 
2.! Merge the image scenes that are needed to cover the entire study region using 
MODIS Reprojection Tool (MRT). To cover the entire Rio Sonora basin, h08v06 
and h08v05 scenes will need to be merged. This program also allows user to 
extract specific layers and redefine projections. The output of this program used 
in this study is in TIFF data format.  
3.! Convert the digital numbers of MODIS LST images to real values using the 
following equation:  
LST = 0.02 * DN. 
4.! Examine the images in Arcmap and exclude images with any missing value pixels 
within the Rio Sonora basin. 
The following steps are carried out to derived MODIS VF and LAI, which are used 
throughout Chapter 2 to 4: 
1.! Download MODIS 16 days composites of NDVI in HDF format (MYD_NDVI). 
2.! Convert the HDF format to TIFF images using MRT. 
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3.! To reduce the image size, extract the TIFF images using a rectangle box that 
covers the entire Rio Sonora basin, and export the data into ASCII format, using 
Arcmap. 
4.! Run the following Matlab scripts: linear_interpolation_VF_coupledwrf.m, and 
linear_interpolation_LAI_coupledwrf.m to interpolate the original data to daily 
product or even smaller time steps. In addition, these scripts project datasets to the 
WRF grid of Domain 3. 
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APPENDIX E 
REMOTE SESING DATASETS  
   185 
This appendix compiles the remote sensing datasets that was used in this doctoral 
thesis. Table E.1 describes remote sensing data over the Sierra Los Locus basin and the 
main characteristics in terms of digital format, spatial and temporal resolution. Note that 
the datasets summarized in Table E.1 are in UTM coordinate system. 
Table E.1 Remote sensing datasets over the Sierra Los Locus basin. 
Folder Name Description 
SLL_ASTER_LST 
SLL_ASTER_LST folder contains 6 ASTER LST images 
that are used in Chapter 2, with the following 
characteristics: 
1. Data file format: Arcmap Raster. 
2. Spatial resolution: 90 m. 
3. ASTER LST is availe on 05/18, 06/03, 06/26, 07/05, 
08/22, and 08/29 in 2004. 
  
SLL_MODIS_LST 
SLL_MODIS_LST folder contains all the MODIS LST 
images that are used in Chapter 2, and are seperated by 
product id: MOD_DAY, MOD_NIGHT, MOD_DAY, and 
MOD_NIGHT. 
1. Data format: Arcmap Raster. 
2. Spatial Resolution: 1 km. 
3. Temporal resolution: daily. 
  
SLL_PSR_2DSTAR_SM 
SLL_PSR_2DSTAR_SM folder contains PSR and 2dstar 
soil mositure data that is used in Chapter 2, with the 
following characteristics: 
1. Data file format: *.asc file. 
2. Spatial resolution: 800 m. 
3. PSR data is available for 08/05/2004, 08/07/2004-
08/10/2004, 08/12/2004-08/14/2004, 08/24/2004-
08/25/2004; 2DSTAR is available for 08/07/2004-
08/08/2004, 08/24/2004-08/26/2004. 
 
Table E.2 summarizes the remote sensing datasets over the Rio Sonora basin. 
Note that the datasets are in GCM coordinate system. 
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Table E.2 Remote sensing datasets over the Rio Sonora basin. 
Folder Name Description 
RS_MODIS_LST 
1. Data format: Arcmap Raster. 
2. Spatial Resolution: 1 km. 
3. Temporal resolution: daily. 
4. 2004_lst_riosonora.txt and 2013_lst_riosonora.txt 
summarize the basin averages and standard deviations of 
cloud-free LST images in 2004 and 2013. 
  
RS_MODIS_ET 
RS_MODIS_ET folder contains the MODIS 8-day ET 
estimates in 2004 and 2013 summer that is used in Chapter 3, 
with the following charactistics: 
1. Data file format: *.asc file. 
2. Spatial resolution: 800 m. 
3. Rio_Sonora_et_2004.txt and Rio_Sonora_et_2013.txt 
organize the basin-averaed ET estimates during the summer of 
2004 and 2013. 
4. Rayon_et_2004.txt and Encino_et_2013.txt organize the 8-
day ET at the two EC tower locations. 
  
RS_MODIS_VF 
RS_MODIS_VF folder contains NDVI and VF datasets that 
are used in Chapter 3 and 4, with the following characteristics: 
1. NDVI_16days contains the NDVI product from 2004 to 
2014, in ASCII format, with spatial resolution of 250 m. 
2. VF_daily and VF_3hourly contain the daily and 3-hourly 
VF during the summer of 2004 and 2013, these datasets are 
projected to WRF domain, and files are in *.txt format. 
3. linear_interpolation_VF_coupledwrf.m is the Matlab script 
that is used to derive daily/three-hourly VF field over WRF 
domain.  
  
RS_MODIS_LAI 
RS_MODIS_LAI contains the LAI datasets that are used in 
Chapter 3 and 4, with the following characteristics: 
1. LAI_8days contains the LAI product from 2004 to 2014, in 
ASCII format, with spatial resolution of 500 m. 
2. LAI_3hourly contains the 3-hourly LAI for July to August 
in 2004 and 2013, these data are projected to WRF domain, 
and files are in *.txt format. 
3. linear_interpolation_LAI_coupledwrf.m is the Matlab script 
that is used to derive daily/three-hourly LAI field over WRF 
domain.  
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NLDAS DATASETS 
   188 
This appendix summarizes the procedures of NDLAS forcing corrections that are 
used in Chapter 2 and 3. The variables that are bias corrected include precipitation, 
pressure, temperature, and wind speed. 
For precipitation, NLDAS hourly forcing is corrected on daily basis following the 
equation below: 
P_corrected = P_original * CC 
Where CC is a spatial uniform daily correction factor calculated as the ratio between the 
daily mean areal precipitation determined from CONAGUA rain gauge observations and 
the NLDAS basin averaged daily precipitation. 
CC = P_CONAGUA / P_NLDAS 
 The mean areal precipitation of CONAGUA rain gauge network is calculated 
following the Thessien Polygon method, and the detailed algorithm is written in the 
matlab script named: Calculate_station_MAP.m. The matlab script used to calculate 
NLDAS basin averaged precipitation is named Calculate_NLDAS_MAP.m. Finally, the 
hourly NLDAS precipitation is corrected using the matlab script named 
Apply_correction_coeff.m.  
 To correct pressure, air temperature and wind speed, single correction coefficients 
are applied. These coefficients are determined through linear regressions between 
observations at Rayon EC tower and NLDAS estimates at the corresponding location. 
Using the available observations in 2004, the correction coefficient for pressure, air 
temperature, and wind speed are determined as 0.998, 0.9947, and 0.4547. 
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 In addition to the forcing fields, NLDAS land surface model outputs are also used 
in Chapter 3 for model inter-comparison purposes. Table F.1 summarizes the information 
of NLDAS outputs. 
Table F.1 NLDAS land surface model outputs. 
Folder Name Description 
NLDAS_OUTPUTS 
NLDAS_OUTPUTS folder contains NLDAS model outputs 
from VIC, Mosaic, and Noah during the summer of 2004 and 
2013, that are used in Chatper 3, with the following 
characteristics: 
1. For each model, the output variables that are processed 
include: sensible heat (SH), latent heat (LE), evaporation from 
bare soil (EVBS), canopy water evaporation (EVCW), 
transpiration (TRANS), evaporation (EVP), soil mositure 
(SOILM), soil temperautre (TSOIL), subsurface runoff 
(BGRUN), and surface runoff (SSRUN). 
2. 2004_forcingP and 2013_forcingP contains the precipitation 
forcing that is used to drive NLDAS LSMs. 
3. All NLDS variables are at hourly time step, with spatial 
resolution of 0.125 degree, and the files are in ASCII format. 
4. RS_basin_averages folder contains the basin avergaes over 
the Rio Sonora basin, and the areal mean over major 
ecosystems. 
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APPENDIX G 
MODEL SIMULATIONS 
   191 
This appendix compiles the setup and output of tRIBS simulations, Noah-MP 
simulations, and WRF-Hydro simulations. Table G.1 briefly describe the information 
within each folder.  
Table G.1 Model simulations. 
Type  Folder Name Description 
tRIBS 
setup sll_aster 
tRIBS folder contains the model setups used in 
Chapter 2. The final calibrated soil parameters 
are stored under Input folder (*cali27.sdtt). 
The standard directories including Input, 
Weather, dyn_landuse, etc., are present in the 
folder. The model input file named 
sll_cali27.in and the jobscript file named 
sll_cali27.sh are also stored in the folder. 
   tRIBS 
output 
cali27_dyn These two folders contains the tRIBS output of 
the leaf-on and leaf-off simulation, that are 
conducted in Chapter 2. cali27_leafoff 
   
1d Noah-
MP setup 1D_NoahMP 
1D_NoahMP folder contains the model setups 
for soil calibration/validation at mutiple 
regional stations, that is performed in Chapter 
3. The meteorological forcing files are named 
*.dat.veg, and the model physics options are 
controled in namelist.* file. The executable 
used in this study is driver.exe_seller. Model 
outputs are stored in the subfolders of each 
station. The calibrated soil parameters are 
stored in SOILPARM.TBL. 
   
Noah-MP 
setup 
NoahMP_DYN    
NoahMP_DYN2013 
NoahMP_DYN and NoahMP_DYN2013 
contain the NoahMP setup over the Rio Sonora 
basin during the summer of 2004 and 2013. In 
each setup, model physics is controlled by 
namelist.hrldas and hydro.namelist. 
SOILPARM.TBL contains the calibrated soil 
parameters, and MPTABLE.TBL contains the 
calibrated monthly LAI paramters. Static 
model inputs include: high resolution terrain 
file named Fulldom_hires_netcdf_file.nc, 
WRF domain file named 
wrfinput_d03.nc_new, and GeoGrid file 
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named geo_em.d03.nc. Finally, the jobscript 
file (*.csh) used in the Yellowstone HPC is 
included in each folder.  
   
Noah-MP 
forcing 
2004_d3_NAME_forcing_veg_ori  The original NLDAS meteorological forcings 
with MODIS VF appended are stored in 
2004_d3_NAME_forcing_veg_ori and 
2013_d3_NAME_forcing_veg_ori, while the 
bias-corrected NLDAS forcings are stored in 
2004_d3_NAME_forcing_veg and 
2013_d3_NAME_forcing_veg.  
2004_d3_NAME_forcing_veg 
2013_d3_NAME_forcing_veg_ori  
2013_d3_NAME_forcing_veg 
   
Noah-MP 
output 
2004_rt_veg1 These two folders contain the NoahMP output 
when forced with bias corrected NLDAS 
forcing. 2013_rt_veg1 
2004_rt_veg1_ori These two folders contain the NoahMP output 
when forced with the orignal NLDAS forcing. 2013_rt_veg1_ori 
   
WRF-
Hydro 
setup 
WPS 
WPS folder contains the pre-processing 
programs of WRF-Hydro, including 
geogrid.exe, ungrib.exe, and metgrid.exe, the 
namelist.wps file, and jobscript files (*.csh). 
Outputs of geogrid.exe and ungrib.exe are 
stored in the folder, while outputs of 
metgrid.exe are stored seperately. 
WRFV3.8 
 
WRFV3.8 folder contains the fully-coupled 
WRF-Hydro setups that are used in Chapter 4. 
The simulations include: baseline simulation in 
2004 (run2004) and 2013 (run2013), and 
experiment 1-4 for the four selected events 
(run2004_e1_exp*, run2004_e2_exp*, 
run2013_e1_exp*, and run2013_e2_exp*). In 
each folder, the model input files and jobscrits 
are included. Outputs are stored seperately.  
   
WRF-
Hydro 
Output 
baseline_2004 
These folders contain the WRF-Hydro output 
for the baseline simulations and the process-
based experiment runs during four selected 
events.  
baseline_2013 
2004_e1_exp* 
2004_e2_exp* 
2013_e1_exp* 
2013_e2_exp* 
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APPENDIX H 
GIS DATASETS 
   194 
This appendix compiles GIS datasets that are used in this thesis. Table H.1 briefly 
describes the metadata and file format of each GIS layer. 
Table H.1 GIS datasets. 
Folder Name Description 
SLL_UTM 
SLL_UTM folder contains the GIS layers that are used in Chatper 
2, including: 
1. sll_dem_fill: Filled ASTER DEM over the SLL basin, with 
spatial resolution of 30 m.  
2. sll_soil: soil class raster file over the the SLL basin. 
3. sll_landcover: land cover class raster file over the SLL basin. 
4. slloutlet.shp: shapefile for the SLL basin outlet. 
5. Rayontower.shp: shapefile for the Rayon tower location. 
6. stations.shp: shapefile for Station 132 and 146. 
7. TransectPoints_wgs.shp: location of SMEX04 sampling plots. 
8. roads-sonora-2003.shp: shapefile for roads in Sonora, Mexico.  
9. slldrlc.shp: shapefile for the stream network derived from the 
ASTER DEM. 
10. aster_boundary.shp: shapefile for the basin boundary. 
  
RioSonora_UTM 
RioSonora_UTM folder contains the GIS layers used in Chapter 3, 
including: 
1. d3_hgt: DEM over the WRF-Hydro Domain 3, with spatial 
resolution of 1 km. 
2. d3_soil: soil class raster file over Domain 3.  
3. lu_riosonora: land cover raster file over the Rio Sonora basin. 
4. CNA_Stream.shp: shapefile for two stream gauge locations, El 
Cajon and El Oregano. 
5. Encino.shp: shapefile for the Encino tower location. 
6. Station 2004.shp and Staion_2013.shp: stations used in 1d Noah-
MP simulation in 2004 and 2013. 
7. 2d_star_box.shp: spatial extent of 2d_star soil mositure data. 
8. Rio_Sonora_boundary.shp: shapefile for the Rio Sonora basin 
boundary. 
  
RioSonora_GCS 
RioSonora_GCS folder contains the Rio Sonora basin boundary 
layer and CONAGUA rain gauge locations in GCS projection. Note 
that most of the WRF-Hydro input files are in netCDF format, and 
are stored in the simulation folders (Appendix G). 
 
