Background Early warning systems lack robust evidence that they improve patients' outcomes, possibly because of their limitation of predicting binary rather than timeto-event outcomes. Objectives To compare the prediction accuracy of 2 statistical modeling strategies (logistic regression and Cox proportional hazards regression) and 2 machine learning strategies (random forest and random survival forest) for in-hospital cardiopulmonary arrest. Methods Retrospective cohort study with prediction model development from deidentified electronic health records at an urban academic medical center. Results The classification models (logistic regression and random forest) had statistical recall and precision similar to or greater than those of the time-to-event models (Cox proportional hazards regression and random survival forest). However, the time-to-event models provided predictions that could potentially better indicate to clinicians whether and when a patient is likely to experience cardiopulmonary arrest. Conclusions As early warning scoring systems are refined, they must use the best analytical methods that both model the underlying phenomenon and provide an understandable prediction.
W idespread implementation of rapid response teams and early warning scoring systems throughout hospitals has resulted in debatable improvements in clinical deterioration outcomes. 1, 2 Even if early warning systems and rapid response teams improve patients' outcomes, the incidence of in-hospital clinical deterioration remains high and is associated with low survival rates. [3] [4] [5] Given that the prevention of adverse outcomes will depend on early recognition followed by appropriate management, tools to aid these processes are needed. Clinical prediction models, especially those incorporated into decision support tools that automatically retrieve data from electronic health records, are becoming increasingly popular and might be able to assist in the early identification of clinical deterioration. 2, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] Optimal statistical approaches to embed within decision support tools and assist clinicians with recognition are still being identified. Most statistical approaches are simply classification models that attempt to identify the likelihood of an event. Researchers have focused on increasingly accurate models, but accuracy is not the only important feature of a statistical method's performance. For example, a model resulting in a single probability as opposed to probability trends over time might yield weaker models for implementation into the clinical environment. For nurses, especially those in a hospital, identifying when an event is likely to occur (or at least monitoring trends over time) might be equally as important as the classification outcome of whether an event will occur at any point.
In this study, we compared the accuracy of 2 traditional statistical modeling strategies (logistic regression and Cox proportional hazards regression) and 2 related machine learning strategies (random forest and random survival forest) for in-hospital cardiopulmonary arrest (CPA). We selected these 4 strategies on the basis of their common use in the scientific literature and because 2 of the strategies (logistic regression and random forest) predict a binary outcome, whereas the other 2 strategies (Cox proportional hazards regression and random survival forest) predict a time-to-event outcome ( Table 1) . The traditional statistical strategies leverage regression methods for classification and survival analyses, and the machine learning strategies average the results of many decision trees created by splitting a random selection of predictor variables in each tree. 16 We evaluated each of the approaches for accuracy and discrimination, the expected number of alarms at select thresholds, and the differences in model outputs with respect to what was being predicted. We hypothesized that the machine learning strategies would provide improved accuracy and discrimination and that the time-to-event models would provide outputs more amenable to human interpretation for evaluation in future work.
Methods

Design and Setting
For this retrospective cohort study, we collected data from deidentified copies of the electronic health records of adults admitted to a large urban academic medical center from 2006 through 2015. A start date of 2006 accounted for changes in the rapid response team's organizational policy, which could have influenced the outcome of interest given that these changes placed increased emphasis on early recognition and management of clinical deterioration
Variables
We defi ned the outcome of interest (dependent variable) by using Current Procedural Terminology (CPT) code 92950 (cardiopulmonary resuscitation). A review of the literature guided our selection of candidate predictor variables, which comprised demographics, vital signs, laboratory values, and International Classifi cation of Diseases, Ninth Revision (ICD-9) codes upon hospital admission. For timeto-event outcomes (event day for cases and length of stay for controls), CPT codes were the most accurate method for identifying an exact date of care provided in this data source. To identify an initial hospitalization day, we searched patients' records for any of approximately 50 hospitalization CPT codes or documentation of a Braden assessment. We identifi ed subsequent hospital days either by these same criteria or by the presence of a complete blood count or basic metabolic profi le specimen collection CPT code. We constructed a hospitalization stay by combining all sequential dates in which 1 of the aforementioned criteria was met. For patients with an emergency department visit on the day before hospitalization, the emergency department visit date served as the fi rst hospitalization day. Supplemental Figure 1 (available online only at www.ajcconline .org) illustrates the distribution of the time-to-event variable for all patients, for cases (event day), and for controls (length of stay).
Sample
We excluded patients who received cardiopulmonary resuscitation on the same day as an emergency department visit or on the fi rst day of hospitalization (Figure 1 ) to address a more homogeneous population. Among eligible patients with multiple cardiopulmonary resuscitation events, we retained the index encounter. We defi ned control patients as hospitalized patients who never experienced a cardiopulmonary arrest (ie, lacked CPT code 92950). For control patients with multiple hospitalizations during the study period, we retained the encounter with the least amount of missing data.
Data Analysis: Preprocessing
We began preprocessing by exploring extreme values, patterns of missingness, and collinear associations. We recoded physiologically implausible values (eg, serum sodium < 100 mEq/L, pulse rate > 240 beats per minute) as missing. We removed 10 of the 60 candidate predictor variables because they (a) were missing in more than 80% of patients (eg, blood gas values), (b) were highly collinear with another variable (on the basis of Spearman > 0.4 or because they could be predicted by other values in a regression model with > 90% of the variance explained), or (c) had indeterminate time stamps in which the fi rst value was indistinguishable from latter values (eg, blood pressure). A full list of candidate predictor variables with rationales for exclusion is provided in Supplemental Table 1 (available online only) . Characteristics of patients for fi nal predictor variables are presented in Table 2 . 11.4 (9.7-13.3) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-2.00) 0.00 (0.00-0.00) 0.00 (0.00-2.00) 4.00 (0.00-9.00) 0.00 (0.00-0.00) 0.00 (0.00-2.00) 2.00 (0.00-5.00) 1.00 (0.00-3.00) 0.00 (0.00-1.00) 1.00 (0.00-3.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 2.00 (0.00-6.00) 0.00 (0.00-0.00) 3.00 (1.00-5.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 1.00 (0.00-2.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-0.00) 0.00 (0.00-1.00) 0.00 (0.00-0.00) 1.00 (0.00-2.00) 0.00 (0.00-0.00) 
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Because of the large amount of unexplainable missing data (approximately 40% for laboratory values and 60% for vital signs) and the lack of definitive guidelines for handling that magnitude of missing data, 17 we separately performed a statistical simulation study using 10 million patients. We replicated distributions and associations from the empirical data to create a population, imposed several missing data causes (ie, completely at random, at random, and not at random), and tested 3 imputation approaches to identify which method was most accurate under the missing data assumptions. Imputation approaches included missing but assumed normal (similar to a median imputation), multiple imputation without the outcome, and multiple imputation with the outcome. The best approach under most assumptions was multiple imputation with the outcome using chained equations with predicted mean matching; therefore, we used that approach for our study.
Data Analysis: Model Development
We included no longitudinal values (eg, length of stay) or multiple assessments in our model development. This initial work was cross-sectional in nature. We included each predictor variable's first available measure on the first hospitalization day in the following 4 statistical approaches: logistic regression, Cox proportional hazards regression, random forest, and random survival forest. We used logistic multivariable regression to model receipt of cardiopulmonary resuscitation as a dichotomous variable. We used Cox proportional hazards multivariable regression to model the same outcome as a time-to-event variable and allow for censoring. 16 We used machine learning approaches for both binary outcome classification (random forest) and the time-to-event outcome (random survival forest). 16, 18 Both random forest approaches build classification (or time-to-event) trees, each comprising a random sample of predictor variables. Trees are split into branches on the basis of cut points that optimize differences between the 2 new branches. After multiple trees are built, predictions are averaged to develop a forest.
We flexibly fit the logistic and Cox regression models by using restricted cubic splines and no interaction effects between variables. Consistent with multiple imputation, we fit these models to multiple imputed data sets and pooled coefficients and performance metrics across model fits. We performed post hoc analyses of residuals and influential observations and found that reducing the number of knots in the restricted cubic splines from 5 to 3 helped models meet assumptions. We assessed calibration and performed internal validation by using the bootstrap of the last imputed data set from the multiple imputation process. The random forest and random survival forest methods were trained by using 50% of the data from the last imputed data set from the multiple imputation process. We reserved another 25% of the data for testing and the final 25% of the data for validation.
We compared statistical model performance via area under the receiver operating characteristic curve (AUROC) scores and maximum F 1 scores, along with graphic reviews of receiver operating characteristic curves and recall-precision curves, respectively. We developed hypotheses related to clinical impact and interpretability by comparing positive prediction rate (number of patients triggering an alarm), recall (sensitivity or true-positive rate), and graphical representations of model predictions from pooled and individual patients. We also explored variable importance rankings using a partial Wald 2 test minus the predictor's degrees of freedom for the regression models and mean decrease in accuracy (when variable is absent from a tree) for the random forest models. The validation data set held out during the machine learning approaches (25% of the original data) served as the data for direct comparison of the models' expected future performance. Rather than using imputed values from the multiple imputation process, we performed median imputation for missing values to create a data set with greater similarity to the clinical environment, where multiple imputation is not easily feasible. Supplemental Figure 2 (available online only) contains a visual representation of data used for imputation, development, and validation. We performed all analyses with statistics software (R version 3.3.1, the R Foundation). 19 The specific R packages used along with the mathematical formulas used to compare the models are available in the supplementary material (Supplemental Table 2 and Supplemental Figure 3 , available online only).
Results
Statistical Performance
From a statistical perspective, all models performed similarly on the basis of AUROC but differed with respect to harmonic mean of recall and With about 170 000 patients' actual clinical data, we used predictive analytics to identify high-risk individuals. (Table 3 and Figure 2 ). The order of most important variables changed with each model, but ICD-9 codes associated with respiratory, circulatory, genitourinary, endocrine, and symptom-based diagnoses and diagnostic and therapeutic procedures were among the 10 most important variables in all 4 of the models. Variable importance rankings were similar for logistic regression and the random forest. However, between the survival approaches, the ICD-9 codes were more influential in the Cox regression model, whereas the clinical variables were more influential in the random survival forest. Additional details of the variable importance differences between models can be found in Supplemental Figure 4 (available online only).
Clinical Impact Performance
From a clinical impact perspective, the random forest and random survival forest models identified more patients than logistic and Cox regression models at the same thresholds for CPA event probabilities ranging from 0.006 (actual event rate) to 0.12 (20 times the event rate) (Figure 3) . Similarly, the random forest and random survival forest models had higher sensitivity rates at these same thresholds. With respect to the display of predictions that can be provided to clinicians, logistic regression and random forest models can provide a point estimate probability, whereas the Cox regression and random survival forest models can provide event probabilities that vary across time (even though their coefficients remain fixed).
20 Figure 4 illustrates the estimated probability of a CPA event produced by all 4 models for 2 different patients: the average patient obtained by median values for all variables and an "ill" patient with several abnormal values. The random survival forest curve for the ill patient illustrates the most drastic change in predicted probability.
Because the random survival forest predictions showed the largest variability across time for the ill patient, we explored whether the random survival forest model demonstrated a similar degree of variability in predicted probabilities among all patients in our available data set. We averaged the random survival forest prediction curves for all individuals in the data set and compared these against the average Cox regression model predictions for the same individuals. Figure 5 shows that the day-to-day changes in probabilities predicted by the random survival forest curves for patients with and without CPA were much larger than those predicted by the Cox regression model.
Discussion
Using a large data set, we directly compared regression modeling and machine learning techniques for predicting in-hospital CPA. The approaches produced similar AUROC values ranging from 0.847 to 0.861, which are comparable to the findings of Strategy Table 3 Performance of statistical modeling approaches 
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other researchers. A recent systematic review of early warning system scores for in-hospital clinical deterioration found most AUROCs in the range of 0.74 to 0.86 for CPA. 1 These moderately large AUROCs should not be surprising given the low event rate of CPA. Another study directly comparing classification modeling strategies for CPA (ie, logistic regression vs machine learning methods) has recently been published, 21 and the findings differed slightly from ours in that the random forest approach outperformed logistic regression with respect to AUROC (0.801 vs 0.770). The investigators also found that respiratory rate, heart rate, and age were the 3 most important predictor variables, whereas we found several laboratory values to be the most important clinical variables in our models. Of note, they used a composite outcome of non-intensive care unit CPA, unexpected intensive care unit transfer, and death rather than a single end point of CPA.
Conversely, the statistical performance of all modeling approaches was more dissimilar for recall and precision, with F 1 scores of 0.170 to 0.325. The 2 regression models (Cox proportional hazards for time-to-event outcomes and logistic for classification outcomes) performed similarly, with F 1 scores of 0.284 and 0.273, respectively. In contrast, the timeto-event machine learning approach (random survival forest) performed worse than the classification machine learning approach (random forest), with F 1 scores of 0.170 and 0.325, respectively. Unfortunately, we were not able to compare our F 1 scores with those of other studies because these metrics are not frequently reported in CPA prediction literature. With rare events, comparing precision (ie, positive predictive value) is preferable to specificity because of precision's sensitivity to event rate, which can provide insight into the clinical burden of false alarms. 22 The potential clinical influence of the models with respect to number of alarms varied as well. At all thresholds, machine learning approaches produced more clinical alarms than regression approaches (Figure 3 ). This finding was accompanied by the benefit of increased sensitivity, but too many alarms could contribute to clinicians' alert fatigue. Increased thresholds decrease the positive prediction rate and recall (sensitivity) while increasing precision (positive predictive value). In our study, increases in precision occurred at increasingly higher thresholds but eventually returned to zero in 3 of the 4 approaches (Figure 2) . The random forest model did not exhibit the same behavior, and in fact, precision reached 1 at the most extreme threshold before returning to values similar to those generated by other approaches. For clinical environments where precision is valued more than recall (ie, where certainty in a positive prediction is more important than a false-negative result), the random forest approach could be more appropriate.
In terms of clinical interpretability, we used this study to generate the hypothesis that prediction trends of time-to-event models might be more likely to influence clinicians' decisions. Time-to-event models produce trajectory curves that align more closely with the underlying deterioration phenomenon than does a single probability that is expressed as a straight line on a graph (Figure 4) . The display of graphical probability trends offers a potential solution to alarm fatigue that might result from simple numerical cutoffs. Although there does not appear to be a single superior approach at this time, given that the random forest machine Evaluation of the 4 prediction models emphasized potential impact on false alarms, in addition to accuracy.
www.ajcconline.org learning methods have several advantages (ie, fewer assumptions and increased variability in prediction trends) over the traditional statistical regression models and the time-to-event models allow prediction trends, the random survival forest model might provide the best option for further model development work for in-hospital CPA. Future research to determine what is most likely to infl uence clinicians' decisions would be helpful.
Strengths and Limitations
We leveraged robust prediction model methods, including fl exible regression models and newer machine learning methods. Random forest models have the benefi t of fewer predictor variable assumptions than traditional modeling strategies (eg, linearity, interaction effects) and minimal overfi tting compared with simple classifi cation and regression trees. A benefi t of using survival models is the 389 generation of probability estimate curves that could provide clinicians with a better idea of whether an event might happen earlier or later in a patient's stay. Providing more precise CPA probability estimates is of more value to in-hospital nurses than are measurements of noncritical events, such as 30-day readmission rates or pressure ulcers.
As with all studies dependent on electronic medical records, limitations include missing values and potential variation in accuracy of data (eg, CPT codes). Even though some evidence suggests that using a composite measure (eg, CPA, intensive care unit transfer, and mortality) increases statistical power for prediction of clinical deterioration, 23 we used a single outcome of CPA defi ned by administrative CPT codes because this variable had the most accurate time stamp in our data set. We included only data available upon admission even though we expect that adding more values as they become available would increase the predictive accuracy of the model. Several additional approaches exist for repeatedmeasures data (eg, mixed-effects regression, timevarying covariate survival models, and discrete-time survival models), but starting with a more straightforward approach was a benefi cial fi rst step and sets the stage for more robust methods in the near future. These repeated-measures methods should continue to be explored despite our fi nding that a single-time model performed similarly to multitime models with respect to AUROC. In an attempt to increase the signal-to-noise ratio in the current analysis, we included ICD-9 codes even though these data would not be available for a real-time clinical decision support tool. Future studies could compare the performance of approximated models that are developed with fewer variables (eg, only those that are most commonly available in real time) following the development of a saturated model with many predictor variables.
The amount of missing data further limits the trustworthiness and clinical applicability of our models. We found no evidence that patient characteristics infl uenced missing data patterns, and thus we assumed data were missing completely at random. On the basis of manual chart review within the research database by subject matter experts, we determined that missing data most likely resulted from data loss during transfer from electronic health records when the organization created the research database. Data loss might be attributed to inadequate data queries or misspecifi cation of data sources, among other causes. The use of multiple imputation with chained equations and predicted mean matching, especially in such a large sample, produced results that were very similar to population/true values in our statistical simulations. Although having more nonmissing values would have been preferred, missing data within clinical records are common, and we cannot simply ignore data that are present by discarding variables with excessive missing data.
Future Directions
Future work should focus on obtaining data sets with fewer missing data and including additional variables that might predict CPA (eg, mental status scales). 24 The fi eld of predictive analytics for in-hospital CPA continues to expand, as noted by people publishing prospective protocols 25 and testing additional statistical methods, such as discretetime survival frameworks and generalized linear dynamic models. [26] [27] [28] We excluded patients who experienced CPA on their fi rst day of care because we anticipated that different statistical strategies and model variables would be necessary to represent the phenomenon occurring earlier in a patient's hospitalization (eg, using only emergency room triage 
Time, days Probability of cardiopulmonary arrest
Mean survival forest, CPA Mean survival forest, non-CPA Cox, CPA Cox, non-CPA www.ajcconline.org data). Although we reported the heuristic advantage of noting trend line displays, we should investigate whether trends or point estimates are more likely to influence nurses' behavior. Nurses' responses to predictive information could be explored within the larger context of design and usability studies. 29 We provided information on variable importance; however, these findings could be due to the amount of missing data, and the importance ordering should be revisited in future studies.
Conclusions
As we continue to develop probability-based clinical decision support tools for recognizing clinical deterioration, we must use the most appropriate statistical methods to model the underlying phenomenon. Improvement in accuracy is only one aspect of building decision support tools that are beneficial to clinicians. Potential clinical impact (eg, prediction format or number of alarms) is also an important consideration as we consider usefulness for bedside nurses. If we expect clinicians to incorporate these tools into their clinical workflows, we must be cognizant of both of these issues. Finally, given the potential impact of decision support interventions on workflow, nurses' roles, and patients' outcomes, we advocate for increased collaboration between nurse scientists and biomedical informatics researchers to develop decision support tools that influence nursing work. 
ICD-9 codes
CPT codes Small sample in some categories resulted in a singular matrix during model fits.
Small sample in some categories resulted in a singular matrix during model fits.
Data source listed all timestamps at 00:00, so we were unable to determine first value.
Could be predicted by other variables in a regression model with R 2 > 0. In all modeling approaches, the predicted cardiopulmonary arrest event E is said to occur if the probability estimate Ŷ meets or exceeds the threshold c, set at the event rate (0.006) and several of its multiples.
Basic Formulation 2 Logistic Regression 3 Cox Proportional Hazards Regression
This formulation creates a binary classification for direct comparison of predicted events E with actual events A in a sample of n patients with the following metrics:
Positive prediction rate = Positive predictive value (precision) = False-positive rate =
The area under the receiver operating characteristic curve metric AUROC was calculated with a trapezoidal approximation using a plot comparing the false-positive rate FPR to the true-positive rate TPR at each unique predicted probability i in {Ŷ }.
Probability estimates for logistic regression models given a vector of coefficients β and new data X are calculated by:
Probability estimates for Cox proportional hazards regression models require a specification of the time t to which a survival probability at that time point Ŝ t is calculated. Along with the vector of coefficients β and the new data X, the formulation is:
In this study, t = 2 was used for comparisons because that was the median time to both the event and censoring. For each of the R trees T r and new data X, the event probability Ŷ becomes:
Similar to the Cox proportional hazards regression model, we must specify a time t at which to calculate a survival probability Ŝ t .
For each of the R trees T r and new data X, the event probability Ŷ becomes:
Once again, t = 2 was used because it was the median time.
