Introduction
An industrial software design project often begins with a requirements capture and documentation phase. The requirements are largely implementationindependent statements of various aspects of the system to be built or modified. Many of these requirements are documented in graphical form as message or data flows through an abstract representation of the main system components. The major functional units are represented by black boxes. Only their interactions with other functional units are indicated with annotated arrows that connect the boxes. These pictures help both systems engineers and developers to gain an initial understanding of the new system and its anticipated behavior.
Rigorous testing of a design can only be performed when the design itself has been expressed in sufficient detail to be implemented or, minimally, simulated. Prior to that, one must rely on discipline, experience, and systematic peer review. The strongest error detection tools-those for system testing-cannot be used until the design has been implemented. It is well understood, though, that the earlier a design error is found, the less costly and time consuming it will be to repair.
Interval reduction can be achieved if at least some of the design errors are intercepted in the initial phases of a design. Early fault detection prevents the introduction of inconsistencies into the design requirements and, ultimately, into the implementation. In an earlier study, it was estimated that the interval reduction achieved with a comparable method was approximately 15%. 1 A growing collection of early fault detection tools 2, 3, 4, 5, 6, 7 has been developed. The introduction of many of these tools into the design cycle requires little or no overhead. For example, in the application discussed in this paper, building and verifying a formal prototype of the design requirements for a new product required two weeks of effort from a systems engineer. A number of logical inconsistencies in the design were identified with the help of a software model checking tool 3 .
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Prototyping Requirements
In civil engineering, it is commonplace that new designs and design requirements are thoroughly verified with the help of prototypes and computer models. It is unthinkable that one would start on the construction of a new structure with only a set of paper instructions, no matter how carefully human designers may have scrutinized these instructions in peer review sessions. Without a thorough verification of prototypes of the design, the structure cannot be built. In most cases, the design itself will be modified as a result of the verification process, thus avoiding costly reconstruction and adjustment later.
The use of early fault detection tools is similarly based on the construction of prototypes of the design or of the design requirements. The prototypes are sufficiently abstract that they can be constructed with minimal effort, and yet sufficiently formal that they can be verified thoroughly by special purpose software. Existing tools, such as the Bell Labs model checker SPIN employed in this study, are powerful enough to exhaustively check prototypes for substantial systems 3 with billions of distinct and potentially relevant system configurations and executions. Often, a mechanical verification of this type will require no more than a few minutes on an average computer.
Analysis by Model Checking
The model checker SPIN can verify prototypes of complex distributed systems software. These distributed systems can contain varying numbers of asynchronously executing processes that interact by accessing shared data, or by sending messages via buffered channels or via synchronous rendezvous handshakes. In a physically distributed system, it is inevitable that different system components, or logical processes, will make assumptions about each other. For example, after a client process submits a request to a server process, it may expect to receive either a failure or a success indication within a certain amount of time. That server may, in turn, rely on other processes to handle subtasks before it can make a final assessment of success or failure.
Small misjudgments about possible sequences of events in such a system-for example, unpredictable combinations of error conditions-can have significant consequences for overall service and may, in the worst case, cause the entire system to fail. A model checker can either prove rigorously that a design can survive even the most unimaginable error scenarios, or it can produce clear examples of those scenarios that will not be handled correctly. The model checker can do this as soon as the requirements for the system are defined sufficiently well for a prototype to be built. This point is typically reached within the first few weeks, even in major design efforts. The prototyping and verification phase often takes just a few days or weeks of effort by systems engineers, yet it can intercept errors that could cost months of delay and substantial cost later in the project.
The verification prototype is constructed in a language called PROMELA, a C-like language with constructs that directly support automated verification. Given a model of a system written in PROMELA, the model checker SPIN can perform a simulation of the system's execution and generate a C-program that performs an exhaustive verification of system behavior. SPIN can check the specification for absence of deadlocks, unspecified receptions, and unexecutable code. The verifier can also be used to prove or disprove specific properties the user can formulate about the system. We will give an example of such a property later in this paper. In its most general form, SPIN sup- 
Example
We applied these ideas in a study of Lucent's ACTIVIEW ® provisioning offering for wireless operators. ACTIVIEW is a workflow management product that can be used by:
• Commercial local exchange carriers, • Wireless service providers, • Domestic local operating companies, and • International telecommunications operators. The system plays a central role in automated provisioning applications by managing and tracking the progress of provisioning tasks known as work items. ACTIVIEW receives a service order from an external service order entry (SOE) system, converts inputs, then automatically refers requests for provisioning to external element management systems. A given work item may require the processing of several such requests either in parallel or in series. ACTIVIEW analyzes the responses to these requests and, at each step, determines the next appropriate task to be performed.
A major component of the ACTIVIEW system is the order manager (OM). The OM module manages most of the data conversion required by the external components, executes the requests to external element management systems, and reads and updates internal databases. Another important ACTIVIEW component is the work flow manager (WFM), which tracks work items and directs the activities of the OM module. The WFM is itself directed by instructions from task models designed by ACTIVIEW systems engineers.
Task models are graphs with nodes and edges. Each node holds a task, which can be an external request to an element management system, a database operation, or an OM method. A typical task model could specify how an external request is submitted to an element management system, followed by a success task that updates the work item status or performs a database operation. It can also have one or more failure tasks that retry some operations or defer the work item to a manual work list for human intervention. Task models are created using a graphical user interface (GUI)-based tool called the work flow editor (WFE).
The ACTIVIEW wireless product supports automated provisioning of service for wireless handsets. A consumer may purchase a handset at a cellular service store, from a general merchandiser, or even from a vending machine. Before service begins, the only available outgoing numbers are 9-1-1 and the telephone number for the wireless provisioning system. A sticker on the handset instructs the buyer to dial this predefined number to activate telephone service on the handset. When the call is placed, it connects to an automatic call distribution (ACD) system that routes the call to an available agent. The agent asks the caller about desired features, such as three-way calling, caller ID, and voice mail, and determines the geographical service areas for incoming and outgoing calls. The agent records the customer's choices on SOE screens. When the service order is complete, it is submitted to ACTIVIEW.
The OM component creates a work item for each service order, analyzes the data fields, and selects the appropriate task model to perform the provisioning requested. In addition to the SOE system, three external element management systems are used to carry out the instructions issued by ACTIVIEW. Lucent's over-the-air function (OTAF) system is used to program the handset remotely by means of radio frequency transmissions. The home location record (HLR) system stores customer feature subscription information used by mobile switching centers (MSCs) during the actual call handling. The voice messaging system (VMS) has a co-resident subscription database and provides message storage for a customer when the wireless handset is turned off or busy. Figure 1 depicts these systems and their relationships to the ACTIVIEW product. Depending on a given work item, ACTIVIEW may request provisioning actions from all three external systems or from just one or two. For example, if the work item is for new service and the customer requests a voice mail feature, OTAF will program the handset while the HLR and VMS records are updated at the request of ACTIVIEW.
If the same customer calls back to terminate a threeway calling feature requested earlier, only the HLR system will receive the request for modification from ACTIVIEW. ACTIVIEW knows which task model to invoke to accomplish each specific request. Figure 2 is a reproduction of a documented scenario of a typical use of the ACTIVIEW wireless product.
Correct operation of wireless service requires the coordinated provisioning of several disparate systems. The design of the ACTIVIEW system is intended to provide this coordination. A complicating factor in this process is that ACTIVIEW is fundamentally a multisystem product combining both Lucent and nonLucent systems. Knowledge of non-Lucent components is limited to interface functionality that, in some cases, is only partially documented. The construction and formal verification of a design model of such a system, therefore, can serve to reassure the designers that the main assumptions made in the design process were justified.
The SPIN Model
The full description of requirements for the OM system is documented in approximately 250 pages of text (about 15,000 lines) created over a five-month period. The second author of this paper was one of the authors of the original requirements for the ACTIVIEW product. The same author constructed the design prototype of the task models for the ACTIVIEW wireless product in an additional two weeks; the first author, the designer of the SPIN tool, then reviewed it. The two-week period for the construction of the design prototype included a brief learning phase focused on the details of the SPIN model checker. When a more targeted high-level design capture tool is used on a project-for example, the Lucent Behavior Analysis Toolset (uBET) 4 -it is possible to significantly reduce the time required to produce the initial verification models, for instance by taking advantage of a built-in model extraction capability.
The prototype contains abstract models of the SOE, OTAF, HLR, and VMS components based on the ACTIVIEW interface specifications. The model was built in PROMELA, the specification language (or application modeling language, in the terminology of domain engineering) of SPIN. The final model consists of 438 lines of PROMELA text. The GUI for SPIN, showing part of this prototype, is illustrated in Figure 3 .
Following the construction of the prototype, the authors spent one afternoon debugging the model using SPIN for random and interactive simulations. Some unnecessary assumptions were then removed from the model and logical correctness requirements were added. The SPIN tool displayed the simulation runs in graphical form, with annotated message sequence charts as illustrated in Figure 4 .
After the authors determined that the simulation of the prototype conformed to the intended behavior of the system as documented, the actual model check- 
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A new customer dials the access number and is routed to the ACD at the customer service center.
2. ACTIVIEW gathers information from the computer telephone integration system, then queries OTAF to determine if the handset is over-the-air programmable.
3. If so, ACTIVIEW obtains billing status from the billing system, pre-existing subscription information from the SOE system, and subscriber information from the computer telephone integration system.
4. ACTIVIEW displays the collected information on its desktop and instructs the SOE system to display the SOE window.
5. An agent enters the SOE data on the SOE window. When data collection from the customer is complete, the agent submits the service order to ACTIVIEW.
6b. If the service order is a request for HLR and VMS provisioning, ACTIVIEW selects the HLR and VMS provisioning task model. ing process could begin. In the process of this review, the initial prototype of 1,100 lines of PROMELA code was reduced to a verification model of just 438 lines. The model describes the behavior of 17 logical processes within the system that communicate through 20 buffered message channels, each channel with a capacity to store up to four messages with multiple data fields. Each logical process has between 20 and 50 distinct control states and has access to between 5 and 10 local variables to store temporary results. The control states can be represented by automata, as illustrated in Figure 5 .
Requirements Analysis by Model Checking
To perform verification, the SPIN system converts the prototype specification from an automata model into an optimized program in the C programming language. This program is then compiled and executed to perform the verification. The result consists of either a terse statement that the correctness properties are satisfied for the system as specified or, more typically, the generation of one or more detailed counterexamples that demonstrate the existence of logical inconsistencies in the model. The counterexamples, or error trails, can be inspected with the help of SPIN's simulation capability, either step by step, or by using the trail for a guided simulation run supported by message sequence charts or data displays.
An exhaustive verification run for the system as specified analyzes up to 7 million distinct system configurations. The longest execution encountered in this verification is 6,793 steps. This verification run is completed in approximately 30 minutes of run time on an average workstation.
It is not necessary, however, to let the verification run proceed until completion. The SPIN system's onthe-fly model checking algorithm, by default, stops the verification attempt as soon as it proves that at least one of the correctness properties can be violated. In our application, this occurs after the inspection of only a few hundred system configurations in a few seconds of run time.
The property we set out to prove in this verification attempt can be expressed as follows: The status of the wireless handset on any particular feature requested by the customer always corresponds to the last provisioning request that was submitted by the customer for that feature. The critical term in this statement is "submitted." As the model checker demonstrates within seconds, the order of submission of provisioning requests does not necessarily correspond to the order of processing. The model checker displays the counterexample as the message flow diagram shown in Figure 6 .
Consider a customer who requests three-way calling and is informed of the cost and other details by the operator during the entry phase of the provisioning request. After a short time, the customer decides that the cost is too high and submits a new request to cancel the feature. In the system as designed, there is no guarantee that the provisioning for the first request will be completed before that of the second request. If the first request to be processed is the cancellation request, it would be void, since the feature to be canceled has not yet been made available to the customer. The result of the second request to be processed would be successful installation of the feature, despite the customer's explicit cancellation.
In the ACTIVIEW system, it is assumed that the status of the handset always corresponds to the last provisioning request. It can be difficult to ensure that the selected design will never violate this assumption. The designers can reason that for all imaginable cases, this assumption is valid. With an automated verifier, however, the designers can prove with certainty that a design guarantees the validity of the assumption for all possible executions, both the imaginable and the unimaginable ones.
The discovery that a model fails to reliably provide a specified property can initiate a discussion with the customer about the relative importance of the property. In this case, a minor redesign of the OM suffices to secure the required coordination between related work items and guarantees reliable service under all circumstances.
Conclusions
The verification of design requirements in the early phases of software design projects, especially the larger ones, requires a relatively small investment of skill and effort. There is a potentially large return on this investment in reduced interval time and project cost by avoiding unpleasant discoveries of design faults late in the design cycle. Early fault detection tools of the type we have discussed have not yet been exploited fully in industrial design projects. The skills required to use these tools are limited to basic skills in model construction and abstraction-that is, skills that may also prove valuable in other aspects of systems design.
Model checking tools have been studied for almost two decades. The SPIN system, for example, is based on a Bell Labs development that dates back to 1980. Since then, the speed of computers and the amount of memory they can access have increased by orders of magnitude, while the graphical capabilities of standard desktop computers have been greatly enhanced. These factors have allowed our early efforts to develop software verification tools to evolve into the design of powerful desktop tools that can be used with almost push-button ease in the design of robust software products.
