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Este proyecto consiste en la aplicación de técnicas de aprendizaje por refuerzo (Reinforce-
ment Learning) en la navegación de una apiladora autónoma en un entorno real industrial.
En particular, la navegación consistirá en el transporte de palés en un almacén compuesto
por estanterías de cuatro niveles de altura. El algoritmo debe planificar la ruta óptima desde
la carga de un palé en origen hasta la descarga del palé en destino. Para ello, debe seleccio-
nar la secuencia óptima de acciones de avance y/o retroceso para las posibles orientaciones
de llegada. Se realizarán tanto pruebas de simulación como pruebas experimentales en una
apiladora real circulando en un entorno industrial.
Figura 1.1: Apiladora sobre la que se realizará el trabajo (Cortesía de QuixMind).
El aprendizaje por refuerzo permite al robot descubrir de forma autónoma un compor-
tamiento óptimo a través de interacciones por prueba y error con su entorno. En lugar de
detallar explícitamente la solución a un problema, en aprendizaje por refuerzo el diseñador de
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2 Introducción
una tarea de control aporta conocimiento en forma de una función que mide el rendimiento
del robot tras realizar una acción (Kaelbling y cols., 1996).
Una solución convencional utilizada para implementar el planificador es mediante una bús-
queda del camino de coste mínimo en un grafo. Para ello, se puede usar el algoritmo de
Dijkstra para encontrar el mejor camino desde origen a destino a través de nodos interme-
dios. En la práctica, resulta muy costoso introducir todas las restricciones necesarias para
resolver el problema, tal como orientaciones de origen y destino, cruces con limitaciones se-
veras de espacio, preferencia de circulación en avance, etc. Como consecuencia, en el caso
real de una planta industrial con 141 ubicaciones de palés (141 x 4 = 564 palés en total), el
número de combinaciones es aproximadamente 20.000 caminos, con lo que se generan cientos
de excepciones que hay que considerar de forma manual.
La técnica de aprendizaje por refuerzo proporciona un mecanismo más adecuado para in-
troducir de forma declarativa los estados, las acciones y las restricciones del sistema en forma
de transiciones posibles y función de recompensa. De este modo, se ha implementado el plani-
ficador sin requerir ninguna excepción y con la ventaja añadida de calcular todos los caminos
óptimos para cada destino (permite la evitación óptima de obstáculos).
Se comparará la aplicación del aprendizaje por refuerzo con un enfoque más simple, una
búsqueda del camino de coste mínimo de un grafo.Se seguirá la siguiente estructura:
• Marco Teórico.
Donde se explicarán algunos conceptos necesarios para el entendimiento del documento
y, en particular, la técnica de Q-learning.
• Objetivos.
En este apartado se expondrá el objetivo principal del proyecto así como algunos hitos
que se han establecido para lograrlo.
• Metodología.
Donde se explicará cómo se resolverá el problema y los pasos que se han seguido hasta
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su completa implementación, considerando pruebas de simulación y experimentación
sobre una apiladora real.
• Desarrollo.
En este apartado se explica el desarrollo y funcionamiento de la solución implementada,
así como una pequeña comparación con otra posible solución basada en grafos.
• Resultados.
En este apartado se presentan los resultados obtenidos de la aplicación de aprendizaje
por refuerzo a la navegación de un apiladora en una planta industrial.
• Conclusión.
Donde se hará un cierre del trabajo con un breve resumen de lo que se ha visto a lo
largo de este y posibles líneas de trabajo.

2. Marco Teórico
A continuación se introducirán algunos conceptos necesarios para el correcto entendimiento
del trabajo realizado.
Los grafos y el algoritmo de Dijkstra se mencionarán durante la explicación del motor
de búsqueda basado en la búsqueda del camino mínimo. Seguidamente, se hablará sobre el
aprendizaje automático y su clasificación como introducción al aprendizaje por refuerzo, que
es el método utilidado para la implementación del planificador. Y por último, los procesos de
decisión de Markov (Markov Decision Process) y el aprendizaje por refuerzo, incluyendo el
Q-Learning y el principio de optimalidad de Bellman, se introducirán para la explicación del
motor de navegación basado en aprendizaje por refuerzo.
2.1. Grafos
Un grafo G = (V,E) consiste en un conjunto finito y no vacío de vértices V y un conjunto
de aristas E. Si las aristas son pares ordenados (v, w) de vértices, entonces se dice que el
grafo es dirigido.
Un camino en un grafo es una secuencia de aristas de forma (v1, v2), (v2, v3), ..., (vn−1, vn).
Decimos que el camino es de v1 a vn y de longitud n (Safavian y Landgrebe, 1991).
2.1.1. Algoritmo de Dijkstra
El algoritmo de Dijkstra resuelve el problema del camino de coste mínimo. Encuentra el
camino de coste mínimo del nodo origen al nodo destino. El algoritmo busca el camino de
coste mínimo entre los caminos del nodo origen a sus nodos adyacentes. El nodo terminal del
5
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camino pasa a considerarse como un nodo intermedio. Entonces busca el siguiente camino
de coste mínimo entre el nodo intermedio y sus nodos adyacentes. Las iteraciones continúan
hasta que todos los nodos han sido transitados (Qing y cols., 2017).
2.2. Aprendizaje automático
El aprendizaje automático consiste en un sistema que modifica o adapta sus acciones de
modo que estas se vuelven más precisas, donde la precisión se mide por como de bien encajan
las acciones elegidas con las correctas (Marsland, 2015).
Consiste en programar ordenadores para optimizar el rendimiento según un cierto criterio
usando datos o experiencia previa. Dado un modelo definido según una serie de parámetros,
aprender consiste en la ejecución de un programa que cambia los parámetros del modelo
usando los datos de entrenamiento o la experiencia previa (Alpaydin, 2020).
2.2.1. Paradigmas del aprendizaje automático
En el aprendizaje automático es posible identificar varios paradigmas según los criterios
que se siguen, como por ejemplo, según el tipo de selección y adaptación que un sistema
realiza sobre la información, o según el tipo de estrategia y las ayudas que recibe el sistema
de aprendizaje (Moreno y cols., 1994). Para este proyecto solo será necesario el último enfoque
mencionado.
2.2.1.1. Según el tipo de estrategia y las ayudas que recibe el sistema
• Supervisados
Para la aplicación de técnicas de aprendizaje supervisado se parte de un conjunto de
datos iniciales (entradas) para los que se observa una serie de resultados (salidas) para
una serie de eventos determinados. A partir de estos datos, es posible construir un
modelo de predicción, que permitirá predecir los resultados que se obtendrán para un
nuevo evento (Cardenas y cols., 2015).
• No supervisados
El aprendizaje no supervisado consiste en hallar características, regularidades, correla-
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ciones o categorías en los datos de entrada. En algunos casos, la salida representa el
grado de similitud entre la información que se le está presentando en la entrada y la
que se le ha mostrado en el pasado. En otro caso podría realizar un establecimiento de
categorías, indicando con la salida a qué categoría pertenece la información presentada
como entrada (Peláez, 2012).
• Mediante refuerzos
El aprendizaje por refuerzo se basa en aprender qué hacer, por ejemplo, cómo mapear
las situaciones a acciones, de forma que se maximice la recompensa numérica. Al agen-
te no se le dice que acciones debe tomar, sino que debe descubrir la que le otorga una
recompensa mayor a través de prueba y error. Las acciones pueden afectar a las recom-
pensas futuras, además de la actual. Estas dos características (búsqueda por prueba
y error y recompensas tardías) son las más importantes del aprendizaje por refuerzo
(Sutton y Barto, 2018). Este término será ampliado a continuación.
2.3. Procesos de decisión de Markov
Un proceso de decisión de Markov es un sistema estocástico caracterizado por una 5-tupla
⟨S,A, A, p, g⟩, donde: S es un conjunto finito de estados discretos y A son las acciones de
control. Mapeando A: S → p(A) es la función de disponibilidad que representa un con-
junto de acciones disponibles para cada estado. La función de transición viene dada por p:
S × A → ∆(S), donde ∆(S) es el conjunto de todas las distribuciones de probabilidad
sobre S. p(y | x, a) denota la probabilidad de llegar al estado y después de ejecutar la acción
a ∈ A(x) en el estado x. La función de coste inmediato está definida por g: S × A → R,
donde g(x, a) es el coste de tomar la acción a en el estado x.
Una política de control determina la acción que tomar en cada estado. Una política de-
terminista π: S → A, es simplemente una función de estados a acciones de control. Una
política estocástica π: S → ∆(A) es una función de estados a distribuciones de probabilidad
de acciones de control. Denotamos la probabilidad de ejecutar la acción a en el estado x con
π(x)(a) o π(x, a) para acortar (Valeev y Kondratyeva, 2016).
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2.4. Aprendizaje por refuerzo
El aprendizaje por refuerzo es el problema al que se enfrenta un agente que debe aprender a
través de prueba y error con interacciones en un entorno dinámico. Tiene una fuerte similitud
a su epónimo en psicología, pero difiere considerablemente en el uso de la palabra refuerzo. Se
puede pensar en ello como una clase de problemas en vez de como en un conjunto de técnicas.
Hay dos estrategias principales para resolver problemas de aprendizaje por refuerzo. La
primera es buscar en el espacio de comportamientos para encontrar uno que funcione bien
en el entorno. La segunda es usar técnicas estadísticas y métodos de programación dinámica
para estimar la utilidad de tomar acciones en los estados (Kaelbling y cols., 1996).
2.4.1. Q-Learning
Q-Learning es uno de los métodos de aprendizaje por refuerzo más populares, ya que
puede resolver problemas de optimización sin modelo y tiene una formulación simple. El
conocimiento se guarda en una tabla de consulta que contiene la estimación de la recompensa
por llegar al destino en cada situación o estado. La recompensa acumulada de cada par
estado-acción Q(s, a) se actualiza con la ecuación
∆Q(s, a) = α(r + λ maxa′Q(s
′, a′)−Q(s, a)),
donde Q es el valor esperado por realizar la acción a en el estado s, r es la recompensa, α es
el ratio de aprendizaje que controla la convergencia y λ es el factor de descuento. Este factor
de descuento da más valor a las recompensas inmediatas que a las futuras. La acción a con
el mayor valor de Q en el estado s es la mejor política hasta el momento t (Martinez-Marin
y Duckett, 2005). Según el tipo de recompensa (función de coste) la solución será de tiempo
mínimo, energía mínima, etc. En nuestro caso hemos optado por una solución óptima en
tiempo mínimo.
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2.4.2. Principio de optimalidad de Bellman
La ecuación de entrenamiento del algoritmo de Q-learning expresada anteriormente se basa
en el principio de optimalidad de Bellman, el cual se puede enunciar del modo siguiente: ”Una
política óptima tiene la propiedad de que independientemente del estado y acción inicial, las
decisiones restantes deben constituir una política óptima con respecto al estado resultante de
la primera acción (Bellman, 1957)”.
Por tanto, la estrategia para propagar la política óptima se puede expresar de forma recurrente
partiendo del estado final (destino), cuya recompensa es conocida. La aplicación de la ecuación




El objetivo principal de este proyecto es la aplicación de técnicas de aprendizaje por refuerzo
para que una apiladora sea capaz de navegar de forma autónoma por una nave industrial real.
También se establecieron los siguientes hitos para seguir un desarrollo más modular del
trabajo:
• Crear el espacio de estados de la nave industrial.
Dado que una gran cantidad de la planta industrial compuesta por estanterías y pasillos
no es transitable, se decidió crear estados discretos asociados a los palés en vez de crear
una partición de estados densa en función de la posición x, y, θ posible del robot. De este
modo, la navegación se encamina a la circulación por pasillos y los cruces que aparecen
entre estanterías, reduciendo de forma sustancial la cantidad de estados necesarios.
• Definición de las restricciones del planificador para lograr el resultado deseado.
Tal como se ha comentado, una parte fundamental para el correcto funcionamiento del
aprendizaje por refuerzo es la definición de las transiciones y la función recompensa
para, por ejemplo, evitar ir en retroceso en la medida de lo posible, o evitar dar vueltas
innecesarias para llegar al objetivo en avance. Por ello, es necesario buscar un equilibrio
entre costes o recompensas y prohibición de ciertas transiciones.
• Generar los objetivos a partir de la ruta óptima de salida del planificador basado en
aprendizaje por refuerzo.
Una vez generado el camino óptimo, es necesario pasar de las acciones en el espacio de
estados a una consigna de control de la máquina con la intención de alcanzar objetivos
intermedios a lo largo del recorrido planificado. Por ello, se segmenta el camino en los
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tramos de nodo a nodo, estableciendo los objetivos necesarios para seguir el trayecto y,
además, teniendo en cuenta los cambios de orientación planificados.
• Implantación en un sistema real, pruebas experimentales y calibración.
Debido a las diferencias entre la máquina simulada y la máquina real, el correcto fun-
cionamiento del sistema en simulación no asegura que funcione igual en real. Por esto
se ha realizado una serie de pruebas en la nave para calibrar las distancias de giro y
asegurar el correcto funcionamiento del sistema.
4. Metodología
4.1. Estudio del problema
El problema consiste en la planificación óptima del transporte de palés en una nave indus-
trial, donde se contemplan varias posibilidades para su solución:
• Navegación mediante bandas magnéticas o líneas pintadas en el suelo.
• Navegación mediante un motor de búsqueda basado en la búsqueda del camino mínimo.
• Navegación mediante aprendizaje por refuerzo.
Para la primera solución es necesaria una modificación demasiado costosa en la nave. En
cambio, para las dos últimas es necesario un sistema de percepción basado en SLAM (Simul-
taneous Localization and Mapping), capaz de localizarse sin marcas independientemente de
donde se encuentre en la nave.
4.2. Método a utilizar
La mejor opción es la navegación basada en aprendizaje por refuerzo debido a que el
problema se puede plantear como un Proceso de Decisión de Markov, donde las transiciones
entre estados pueden ser generadas de forma automática. En particular, dado que el número
de estados ha sido reducido, hemos empleado la técnica de Q-Learning. Esto conlleva una serie
de beneficios como la posibilidad de planificar la orientación inicial y final, la de planificar
un cambio de orientación a mitad del recorrido o la certeza de que el camino planificado será
óptimo. El funcionamiento es el siguiente:
1. Un operario solicita una tarea.
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2. La tarea se segmenta en tramos (ubicación actual-origen y origen-destino).
3. El planificador recibe un segmento de la tarea y genera los objetivos intermedios a
seguir.
4. Los objetivos se le pasan al controlador y este hace que la apiladora vaya transitando
por ellos en el orden especificado.
5. El robot realiza la carga o la descarga.
6. En caso de que queden más tareas pendientes, estas se encadenan sin pasar por HOME
para minimizar el tiempo de transporte. En caso contrario, la máquina vuelve a su
posición HOME, cerca de la estación de carga (ver figura 5.1).
4.3. Pruebas de simulación
Para la resolución de este problema, en primer lugar se debe trabajar con un entorno simu-
lado para poder probar miles de tareas en tiempos de simulación asumibles. Las pruebas de
planificación se realizan con un test donde se simula la navegación desde cada posible origen
a cada posible destino en orden aleatorio. Más tarde, se contabiliza el número de errores que
se producen y se divide entre el número total de tareas realizadas, con lo que se obtiene el
ratio de TareasErradasTareasRealizadas .
El test consiste en comprobar si durante la realización de las tareas la máquina simulada
entra en zonas definidas por un perímetro como prohibidas, es decir, sale de la zona especifi-
cada para navegación segura. Esta zona se puede apreciar en la figura 4.1 delimitada por el
perímetro verde.
4.3. Pruebas de simulación 15
Figura 4.1: Zona prohibida.
El entorno consiste en tres ventanas, una con el mapa donde se dibuja la apiladora en su
posición simulada, una de control donde se puede lanzar una tarea para ser simulada o cargar
un fichero de tareas, y una con el planificador para ver la salida de este cuando se lanza una
tarea o probarlo sin llegar a simular la tarea completa, probando así solo el planificador.
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(a) Mapa.
(b) Panel de control.
(c) Salida del planificador.
Figura 4.2: Entorno de simulación.
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4.4. Pruebas en el robot real
Una vez que el planificador ha empezado a funcionar de forma robusta en simulación (alre-
dedor de 0.01 TareasErradasTareasRealizadas), se inician las pruebas con el robot real, ya que el movimiento
simulado es distinto del movimiento del robot real. Por ejemplo, el robot simulado necesita
menos espacio para girar 90º y los retardos producidos por el PLC no se simulan. Por esto, ha
sido necesario ajustar algunos valores para los giros, obteniendo un resultado muy parecido al
de simulación. Se ha logrado realizar con éxito los cambios de orientación como el mostrado
en la figura 4.3.
De este modo, se ha realizado con éxito el diseño, implementación y puesta en marcha de
la planificación de ruta óptima basado en aprendizaje por refuerzo.
18 Metodología
(a) 1 (b) 2
(c) 3
Figura 4.3: Resolución de un cambio de orientación.
5. Desarrollo
5.1. Planificación
El entorno en el que se desarrolla esta aplicación consta de palés, estanterías, pasillos y
nodos. Un palé es una posición establecida en x, y y θ, una estantería es una agrupación de
palés, un pasillo es el hueco entre dos estanterías y un nodo es un cruce entre dos o más
pasillos.
Figura 5.1: Mapa de la nave.
Como podemos ver en la figura 5.1, los palés son las cajas negras, las estanterías son las
19
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agrupaciones de palés encerradas por un marco rojo, los pasillos son el hueco libre que queda
entre ellas por el que la apiladora se moverá y los nodos son las cajas verdes donde se cruzan
dos o más pasillos. Tanto las estanterías como los nodos tienen un identificador único, las
estanterías de A a K sin pasar por I y los nodos de 1 a 8.
Si se prueba con un motor de búsqueda basado en encontrar el camino de coste mínimo de
un grafo (Dijkstra), cuyos vértices son los nodos y las aristas los pasillos, este solo considera
que la máquina se mueve a lo largo de los pasillos, pero no los cambios de avance a retroceso
y viceversa. Esto se traduce en que recibe una entrada (palé origen/palé destino) y produce
una salida (vector de nodos). Por ejemplo, para la entrada J/1/9 → K/1/6 produce la salida
[8, 5, 4, 1]
Cuando se especifica un destino, a causa de que no contempla el cambio de avance a
retroceso, la única manera de asegurar la llegada en retroceso es hacer todo el movimiento
en retroceso. Esto no es factible debido a que ir en retroceso representa un grave riesgo para
una persona en caso de fallo de las seguridades, por lo que hay que intentar minimizar, en la
medida de lo posible, las distancias que se recorren con las horquillas por delante.
También se podría optar por no ir nunca en retroceso, pero hay palés cercanos a esquinas a
los que solo se puede acceder en retroceso, por ejemplo, en la figura 5.2 se ve como al intentar
llegar al destino (palé en amarillo) en avance choca con la estantería de al lado.
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Figura 5.2: Choque con la estantería por llegada en orientación incorrecta.
Debido a la simplicidad de este motor de búsqueda, la planificación que se puede realizar
a veces es insuficiente y muchos errores deben ser solucionados durante la generación de ob-
jetivos. A veces, llegando incluso a añadir varios objetivos fijos necesarios para un único par
origen/destino o para una familia de trayectorias. Esto complica solucionar los problemas de
la generación de objetivos debido a la mezcla no uniforme de código genérico para su creación,
con código específico para una familia de tareas y para una única tarea.
Por estas limitaciones mencionadas anteriormente, se contempla la opción de crear un mo-
tor de búsqueda basado en un MDP (Markov Decision Process). Donde un algoritmo de
aprendizaje por refuerzo, descubre la forma óptima de llegar al estado solución combinando
una serie de posibles acciones tanto en avance como en retroceso, y minimizando el coste
numérico acumulado.
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Figura 5.3: Salida del planificador
Este motor de búsqueda es mucho más flexible y potente. Para la misma entrada (palé
origen/palé destino) produce una sucesión de estados y acciones (ver figura 5.3 y anexo A)
de la que se puede extraer:
• En qué orden pasar por los nodos.
• Qué acción nos lleva al siguiente estado.
• Qué orientación tiene la apiladora en cada estado.
También permite calcular la planificación en función de la orientación inicial. Cuando se
coge o se deja un palé, se puede salir en cualquiera de las tres orientaciones, pero en caso
de sufrir una parada al encontrar un objeto a mitad del camino, se puede recalcular la ruta
teniendo en cuenta que debe empezar con la orientación con la que paró.
El espacio de estados en vez de estar dividido en una rejilla según x, y y θ, está dividido a
razón de estado por ubicación de palé con un total de 141 estados. Para cada estado, también
se tiene en cuenta la orientación, que debido a que no hay estanterías oblicuas, está discreti-
zada a Norte, Oeste, Sur y Este, por lo que para cada estado asociado a un palé tenemos 4
subestados.
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Para la creación del espacio de estados total, se encadena de forma manual en un vector
los códigos de generación del espacio de estados de todos los pasillos. El espacio de estados
de un pasillo se genera de forma semiautomática a partir de los siguientes elementos en el
orden que se expresa a continuación:
1. Un nodo.
2. El identificador del palé en el que empieza el pasillo.
3. Un código que indica que se interpolarán los estados intermedios.
4. El identificador del palé en el que acaba el pasillo.
5. El nodo al que se llega siguiendo el pasillo.
Esto genera todos los estados asociados a cada palé del pasillo y los conecta entre sí en








Las transiciones internas del pasillo generadas automáticamente como consecuencia de la
declaración en el vector mencionado anteriormente se enlazan entre sí con las acciones de
Avance y de Retroceso. En el caso de las transiciones pertenecientes a las intersecciones,
deben ser declaradas manualmente, así como la eliminación de las transiciones no deseadas
debido a las limitaciones del entorno. Esto se hace por medio de una configuración en la que




• Cruce de cuatro caminos.
Los cruces de tipo L son solo entre dos pasillos y es el que se da en los nodos uno y seis,
por ejemplo. Los cruces de tipo T involucran a tres pasillos, y es el que se da en los nodos
cuatro y cinco, por ejemplo (ver figura 5.1). Finalmente, los cruces de tipo cuatro caminos,
son una intersección que involucra 4 pasillos, en este proyecto no hay ninguno de este tipo.
En cuanto a la búsqueda del camino óptimo se pone una recompensa muy elevada en los
estados asociados al palé destino. En caso de ser necesario asegurar la orientación de la lle-
gada, solo se pondrá la recompensa en el estado asociado a la orientación deseada.
También tenemos recompensas locales asociadas a la acción realizada, estas están pensadas
para penalizar los giros y el movimiento en retroceso, y asegurar el tiempo mínimo. Esta
solución es válida debido a que las acciones representan más o menos la misma cantidad de
desplazamiento sobre x, y y θ. Los valores de las acciones son los siguientes:
• Avance izquierda: -2.
• Avance: -1.
• Avance derecha: -2.
• Retroceso izquierda: -5.
• Retroceso: -4.
• Retroceso derecha: -5.
Se podría haber optado por una función de coste donde este viene dado por la estimación
del tiempo que se tardará en realizar la acción. Por ejemplo, la distancia Manhattan dividida
por la velocidad media del movimiento, debido a que los movimientos en retroceso son más
lentos por seguridad, esta función de coste también aseguraría llegar al destino en tiempo
mínimo y con movimientos de avance siempre que sea posible.
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A la hora de propagar los valores de Q, para cada estado se toman todas las acciones
posibles, y en función de la recompensa obtenida, se actualiza el valor de Q del estado
siguiendo la regla de actualización de Q.
Q(st, at) = (1− α) ∗Q(st, at) + α ∗ (rt + γ ∗max Q(st+1, at+1))
Donde α es el índice de aprendizaje, rt la recompensa obtenida por transitar del estado st
a st+1 y γ es el factor de descuento que cambia la importancia de las recompensas futuras
por la de las recompensas inmediatas. En este caso el índice de aprendizaje y el factor de
descuento serán uno, ya que como siempre se recibe una recompensa ligada a la acción, el
valor de Q no variará después de la primera actualización.
Por cada iteración de todos los estados, se actualizan los valores de Q a distancia de un
estado de los previos valores actualizados. Por ejemplo, para t = 1 se actualizan los estados
vecinos al estado solución, para t = 2 se actualizan los estados vecinos a los que se actualiza-
ron con t = 1, y así hasta haber propagado a todos los estados el valor de Q.
Llegados a este punto, para obtener el camino óptimo, basta con ir de origen a destino por
los estados con un mayor valor de Q. Esto asegura que se cumple el principio de optimalidad
de Bellman, ya que cuando se propagaba el valor de Q, se generaban caminos óptimos de los
estados actualizados al estado destino utilizando los caminos óptimos previos.
5.2. Generación de objetivos
Para el movimiento de la apiladora, se colocan unos elementos llamados Objetivos que
definen:
• Posición en x, y y θ por la que va a pasar la apiladora.
• Velocidad que llevará la apiladora desde el anterior objetivo hasta este.
• Acción que realizará la apiladora al llegar al objetivo, puede ser Carga, Descarga o
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Nada.
• En caso de Carga o Descarga, el identificador del palé a coger o del hueco donde se va
a dejar.
• Dirección del movimiento, puede ser Avance o Retroceso.
Para hacer una trayectoria, el algoritmo de generación de objetivos recibe como entrada
la salida del planificador y produce como salida un vector de Objetivos a los que se irá
según el orden del vector. Por esta razón, el algoritmo de generación de objetivos asociado
al planificador basado en grafos es mucho más simple debido a que recibe mucha menos
información como entrada. Mientras que el algoritmo asociado al planificador basado en
aprendizaje por refuerzo es más complejo y permite usar reglas más potentes y obtener un
mejor resultado.
Figura 5.4: Visualización de los objetivos generados para una tarea.
Debido a que el modelo de movimiento de la apiladora es el de un vehículo Ackerman,
tiene dificultades para desplazarse de forma perpendicular a su eje de movimiento, es por
esto que si se ponen dos objetivos muy cercanos desplazados en esta dirección tendría graves
problemas para lograr llegar a la posición del segundo. Por esta razón se separa el camino en
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tramos, y se ponen dos objetivos por pasillo a atravesar separados de los nodos del siguiente
tramo una distancia calibrada para que no choque con la estantería durante el giro.

6. Resultados
En este apartado se van a explicar algunos casos prácticos en los que la apiladora va de
una posición a otra.
6.1. Resultados de simulación
En la simulación se puede probar tanto la parte de planificación como la parte de generación
de objetivos, para ambas partes se dibujan unas flechas que indican por dónde pasará la
apiladora, pero tienen finalidades distintas. Las flechas del planificador sirven para dibujar
un camino estimado del recorrido del espacio de estados, mientras que las flechas que se




(a) Flechas de planificación.
(b) Flechas de objetivos.
Figura 6.1: Diferencias entre flechas de planificación y de objetivos para una misma tarea.
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Para la parte de la planificación, cuando se propaga el valor de Q, obtenemos todos los
posibles orígenes para el destino seleccionado (cuadro amarillo), en la figura 6.2 podemos ver
como según aumenta el valor de Q, las flechas se han pintado de un color más cálido.
Figura 6.2: Posibles orígenes para el destino L/1/8.
En la figura 6.3 podemos ver que los caminos generados cumplen el principio de optimalidad
de Bellman, el camino óptimo está formado por una acción que nos lleva a un nuevo estado y
el camino óptimo desde este nuevo estado. Por ejemplo, el camino de C/1/1 a K/1/1 forma
parte del camino de J/1/7 a K/1/1.
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(a) Tarea C/1/1 → K/1/1.
(b) Tarea J/1/7 → K/1/1.
Figura 6.3: Composición de caminos.
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Gracias a las flechas de la planificación, también se pueden ver de forma muy clara los
cortes de los flujos del sentido, por ejemplo, en la figura 6.4 podemos ver cómo a la altura
del punto verde cambia el sentido del camino óptimo de pasar por enfrente de la estantería
L a pasar por enfrente de la estantería K (ver figura 5.1).
Figura 6.4: Posibles orígenes para el destino E/1/10 (en amarillo).
Para la generación de objetivos, se pasa la salida del planificador a un algoritmo que produ-
ce los objetivos mínimos y necesarios para asegurar la llegada de la apiladora a su destino en
régimen permanente, ya que en caso de llegar con error en x, y o θ puede chocar al encararse
con la estantería de detrás.
Para asegurar la llegada en régimen permanente, el mecanismo principal es pasar de largo
el destino y volver a él en retroceso. Esto se puede ver en la figura 6.5, y se suele realizar
cuando el destino está muy cercano a un giro, o al origen (ver figura 6.6).
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(a) 1 (b) 2
(c) 3 (d) 4
Figura 6.5: Objetivos asegurando régimen permanente.
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(a) Destino lejano al origen. (b) Destino cercano al origen.
Figura 6.6: Comparación destino cercano y lejano a origen.
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6.2. Resultados experimentales
En este proyecto de fin de carrera, se ha tenido acceso a un robot apiladora instalado
en una planta industrial. Por ese motivo, se han podido hacer pruebas experimentales del
planificador basado en aprendizaje por refuerzo en una fábrica con todas las restricciones
habituales en entornos industriales y se ha podido implementar el sistema en el robot real.
Para ello se han realizado una serie de pruebas durante las que se produjeron algunos errores
no simulables como:
• Errores de visión a la hora de la carga cuando se detectaba que había espacio insuficiente.
• Errores de seguridades debido a partículas de polvo en suspensión que hacían saltar los
láseres de seguridad.
• Errores de conexión a la hora de comunicarse a través de la red con la aplicación del
cliente.
• Errores de generación de objetivos, ya que al intentar minimizar los movimientos in-
necesarios, cuando se planificaba un cambio de orientación, la máquina real no era
capaz de llegar al régimen permanente en una distancia tan pequeña como la máquina
simulada.
Sabiendo esto último de antemano, se optó por una implementación donde todas las dis-
tancias necesarias para alejarse y lograr el régimen permanente en las diferentes casuísticas
estaban parametrizadas, y bastó con un día de pruebas para dejar calibrada la apiladora
funcionando en la nave del cliente siendo capaz de realizar entorno a 19600 trayectorias
distintas con código completamente genérico, sin ninguna parte dedicada a una familia de
trayectorias y sin objetivos fijos, como pasaba con el motor de navegación basado en grafos.
Esto implica que para una nueva nave bastaría con colocar los nodos, crear el espacio de
estados y en caso de haber cambiado de máquina, reajustar las distancias calibradas para lo-
grar el régimen permanente para que se ajusten al nuevo modelo, siendo así capaz de navegar.
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Estas trayectorias se han probado de forma exhaustiva asegurando que no había ningún
error durante la simulación antes de dejar la apiladora operativa en la nave del cliente, y no
habiendo recibido ningún reporte por parte de este.
Figura 6.7: Apiladora en navegación (Cortesía de QuixMind).
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Figura 6.8: Apiladora cargando un palé (Cortesía de QuixMind).
7. Conclusiones
Como hemos podido apreciar a lo largo del trabajo, existían dos posibles métodos para la
navegación autónoma de la apiladora. En el primer caso, nos encontramos con un motor de
búsqueda basado en encontrar el camino mínimo de un grafo, en el que no se podía asegurar
la orientación de llegada e impedía planificar un cambio de orientación ya que solo tiene en
cuenta que la apiladora pasa por un pasillo y no la orientación de paso, esto obliga a hacer
todo el movimiento en la misma dirección debido a que no contempla el tener que cambiar
de orientación. Por otro lado, el método basado en aprendizaje por refuerzo obtiene unos re-
sultados superiores al anterior durante esta aplicación, debido a que soluciona los problemas
provocados por la falta de potencia del primero, descritos anteriormente. Con este, se puede
asegurar la orientación de llegada y se puede planificar un camino que minimice la distancia
recorrida en retroceso mientras se tiene en cuenta el cambio de orientación.
Es por esto que se optó por el aprendizaje por refuerzo para resolver este problema, y ha
sido un éxito en cuanto a resultados, creando una apiladora autónoma capaz de moverse
por una nave con 564 palés y entorno a 19600 tareas posibles que está operativa en estos
momentos sin fallos reportados por parte del cliente.
Como futura línea de trabajo, se podría realizar el control óptimo del movimiento de la
apiladora mediante aprendizaje por refuerzo. De este modo, cuando los objetivos están muy
cercanos o la máquina está en una zona del entorno con poco espacio, la máquina podría
maniobrar de forma óptima, mejorando así la capacidad de navegación de esta.
Este proyecto me ha permitido acercarme al aprendizaje por refuerzo y comprobar cómo
una solución basada en él supera a otra que yo hubiera podido proponer. También me ha
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permitido formar parte de un proyecto de ingeniería y aprender un poco más sobre normativas
de seguridad, SLAM, bases de datos, comunicaciones TCP/IP, redes y sistemas de control de
versiones, dándome una ligera idea de cómo se utilizan y cómo funcionan.
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44 Salida del planificador
C/12 (S) a=A
C/13 (S) a=A
C/14 (S) a=A
C/15 (S) a=A
C/16 (S) a=A
C/17 (S) a=A
C/18 (S) a=\
nodo 5
L/10 (E) a=A
L/9 (E) a=A
L/8 (E) a=A
L/7 (E) a=A
L/6 (E) a=\
nodo 4
E/18 (N) a=A
E/17 (N) a=A
E/16 (N) a=A
E/15 (N) a=A
E/14 (N) a=A
E/13 (N) a=A
E/12 (N) a=A
E/11 (N) a=A
E/10 (N) a=A
E/9 (N) a=A
E/8 (N) a=A
E/7 (N) a=A
E/6 (N) a=A
E/5 (N) a=A
E/4 (N) a=/
nodo 1
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K/5 (E) a=R
K/6 (E) a=A
Destino alcanzado!
