Complications from metastasis are the primary cause of breast cancer mortality, making the pathways that regulate this process attractive targets for therapeutic intervention. To penetrate surrounding tissues, cancer cells must invade the basement membrane, a network of extracellular matrix proteins that supports the overlying epithelium. Once they have escaped the tumor, metastasizing cells must migrate through the stroma and degrade the vascular subendothelial basement membrane to gain entry to the bloodstream. In culture, invasive cancer cells cross similar matrix barriers by forming F-actin-rich protrusions called invadopodia [1] , which provide localized delivery of matrix metalloproteinases to degrade these barriers. The formation of invadopodia correlates with cell invasiveness.
Invadopodia proceed through several different stages to mature into functional, matrix-degrading structures [2] . First, small clusters of branched F-actin, the actin-nucleation-promoting factors cortactin and N-WASp, cofilin, and the actin-related protein (Arp) 2/3 complex form invadopodia cores. These clusters have two fates: they can either dissociate or become stable invadopodia. Chemotactic stimuli within the tumor stroma, such as epidermal growth factor (EGF), promote new actin synthesis within invadopodia, leading to their stabilization, protrusion and, finally, degradation of the surrounding matrix [2] [3] [4] [5] . Once they have emerged, invadopodia elongate through convergent extension of a central bundle of actin filaments. The initial invadopodial protrusion can enlarge to create a larger breach that ultimately allows the cell to penetrate the membrane and invade the surrounding tissue [6] .
Tightly focused invadopodial penetration of the basement membrane appears to be a critical first step in invasion. But why the tight focus? Basement membranes are likely the most difficult barriers to breach. Focusing of invadopodia may concentrate matrix metalloproteinase activity. Moreover, the convergent elongation of actin filaments within a concentrated site of protrusion would be expected to produce the maximal unit force for basement membrane penetration. Invadopodia may also act as microsensors, testing the matrix environment to seek out favorable routes of invasion [7] . These factors likely explain why invadopodia must be so narrowly focused.
How is this tight focus maintained?
The Ena/VASP family protein Mena localizes to invadopodia and promotes the formation and maturation of these protrusions [8] . By virtue of its ability to promote actin filament elongation, Mena likely supports convergent extension of actin filaments within the invadopodial core. In addition, actin-bundling proteins, such as fascin and T-fimbrin [9] , stabilize F-actin bundles within the invadopodial core. Nevertheless, both of these mechanisms likely require a tight initial grouping of nascent elongating actin filaments. The major unresolved question is what corrals the nascent invadopodial protrusion. Now, in a paper in this issue of Current Biology, Bravo-Cordero et al. [10] reveal a novel mechanism by which the RhoC GTPase focuses actin polymerization within the assembling invadopodium. In so doing, the authors may have solved an important mystery as to the function of the RhoC GTPase in cancer metastasis.
Bravo-Cordero et al. [10] initially found that knockdown of the RhoC GTPase in highly metastatic MTLn3 rat breast carcinoma cells reduced their migration through matrix barriers. This finding is consistent with previous work demonstrating that RhoC is upregulated in invasive cancers and that RhoC overexpression can drive melanoma cell metastasis [11] . In contrast to its more famous relatives, RhoA, Rac1, and Cdc42, RhoC is comparatively understudied. Thus, the molecular mechanisms by which RhoC regulates tumor cell invasion and metastasis were unclear.
A major clue to RhoC function came from the analysis of invadopodial structure in RhoC knockdown cells. Rather than forming straight, narrow and focused invadopodia, RhoC knockdown cells have invadopodia that are wider, shorter, and often branched. When cells are plated on thin surfaces of fluorescently labeled matrix, the altered invadopodia of RhoC knockdown cells showed increased matrix degradation. Surprisingly, despite increased degradation, knockdown cells were unable to invade efficiently. The fact that these cells are deficient in invasive migration is consistent with the model that invadopodia must be tightly focused for proper invasive migration. The secret of RhoC control of invadopodial focus was revealed by localization studies using a RhoC fluorescence resonance energy transfer (FRET) biosensor to spatiotemporally visualize its activity. By simultaneously imaging the invadopodia-resident protein cortactin and the RhoC biosensor, the authors demonstrate that RhoC activity occurs in a tight ring surrounding the invadopodia core. This RhoC ring suggests a corral-like mechanism that confines molecules required for maturation and activity within the invadopodia core, restricting the size and directionality of degradation and invasion.
One intriguing potential target of RhoC activity is cofilin, an actin-severing protein that drives invadopodium formation through its ability to generate free actin barbed ends that serve as sites for new actin polymerization [12] . Bravo-Cordero et al. [10] initially sought to identify the mechanism that controls local cofilin activation in the invadopodia of invasive breast cancer cells. Serine phosphorylation of cofilin by LIM kinase (LIMK) leads to its inactivation by inhibiting its ability to bind actin. LIMK is phosphorylated and activated by ROCK, which is a downstream effector of the Rho subfamily of GTPases [13, 14] . The upregulation of RhoC in invasive cells makes it a prime candidate for the regulation of cofilin in invadopodia [11] .
Within the invadopodial core, cofilin is enriched and nonphosphorylated. In contrast, inactive phosphorylated cofilin is abundant just outside of the core. Results from Bravo-Cordero et al. [10] indicate that RhoC is a critical determinant of this sharp cofilin activity boundary (Figure 1 ). RhoC knockdown leads to an overall decrease in inactive phosphorylated cofilin due to the reduced action of ROCK and LIMK. As a result, inactivation of the RhoC-ROCK-LIMK pathway leads to increased generation of free actin barbed ends within invadopodial precursors, but the resulting invadopodia are less well focused and less efficient at supporting invasive migration. Interestingly, RhoA knockdown cells do not show a drop in phosphorylated cofilin, suggesting that RhoC, but not RhoA, regulates cofilin activity, adding to a growing list of evidence for non-redundant roles of Rho-family GTPases in cells.
Mounting evidence suggests that GTPases function in discrete zones of activity, which have been observed in numerous processes, including cytokinesis, wound healing, and locomotion [15] . These phenomena all require spatially constrained GTPase activity, similar to the RhoC activity zone observed surrounding invadopodia. GTPases are primarily activated by guanine nucleotide exchange factors (GEFs) and inhibited by GTPase-activating proteins (GAPs). One proposed method of zonal regulation is through the selective localization of these regulatory proteins [15] . In support of this, Bravo-Cordero et al. [10] showed that the RhoC-inactivating protein p190RhoGAP localizes to invadopodia to block RhoC activation within the core, while the activating p190RhoGEF is excluded from the core and enriched in areas where RhoC is active. These data offer yet another example of Rho GTPase activity zones used in the regulation of cytoskeletal dynamics.
Bravo-Cordero et al.'s [10] results have advanced the field by demonstrating an important, novel role for RhoC in the regulation of matrix degradation and basement membrane invasion by tumor cells. Although cofilin has been previously identified as an important regulator of actin polymerization, this work characterized the upstream regulatory pathway responsible for focusing cofilin activity within the invadopodial core. Finally, the ring of RhoC activity localized around invadopodia cores and the importance of this ring to the regulation of cofilin activity provides a further example of zonal regulation of Rho family GTPases. There are several questions that remain unanswered, and future work will undoubtedly focus on how GEFs and GAPs are physically constrained in their regulation of RhoC as well as how cofilin might be dephosphorylated by upstream signaling pathways. RhoC is activated by p190RhoGEF and these two proteins form a ring around the periphery of invadopodial cores, inactivating cofilin through the ROCK-LIMK pathway. RhoC is inactivated by p190RhoGAP within invadopodial cores, allowing active cofilin to generate actin barbed ends and promote polymerization.
Experiments investigating visual cognition, for obvious reasons, typically employ stimuli of low visual complexity. While being of questionable artistic merit, these assortments of dots, lines, gratings and the like are necessary to allow for the rigorous control of experimental variables and their decomposition of perception into its basic processes. More recently, however, a number of brave souls have embarked on studies employing much more complicated stimuli, including images of natural scenes. These stimuli are obviously much more like the visual information processed throughout the day by the human brain and allow us to examine a fundamental aspect of our perceptual abilities -the ability to rapidly categorize and navigate complex scenes from our natural environment. When processing natural visual scenes we encounter a wealth of information that we must rapidly integrate to enable successful navigation and perception in complex environments. Despite this, there is usually little indication of cognitive distress at the workload required for this process. Experimental evidence from studies employing natural scenes fits with this subjective impression. The rapid speed of such processing [1] as well as the apparent irrelevance of attention [2] belies the complexity of the processes involved. Consequently, there has been a common assumption that scene categorization is a result of linear feed-forward activity from early visual areas to the ventral areas of the visual system involved in object perception [3] . This view is challenged by a new study by Koivisto et al. [4] , who used transcranial magnetic stimulation (TMS) to investigate the timing of the involvement of brain areas in scene categorisation.
In the study [4] , participants were presented with natural environment scenes in the form of coloured photographs. A subset of these contained animals and the task was to categorise the image displayed on any given trial as either animal-present or animal-absent. Scenes were displayed on a computer screen for a single frame (13.3 ms) and a single pulse of TMS was delivered over either the early visual cortex (areas V1/V2) or over area LO, one of the areas that shows a greater response to images of objects than to scrambled representations in fMRI studies [5, 6] . By varying the time of TMS delivery and looking at the effects on task performance resulting from stimulation, the critical time points for the involvement of these areas in the task were determined. A linear feed-forward processing route predicts that the disruption of performance on the task (indicated by disrupted categorisation performance) as a result of V1/V2 stimulation would be seen earlier than any disruption resulting from LO stimulation.
Koivisto et al. [4] did indeed see earlier disruption with V1/V2 stimulation than with LO stimulation. However, V1/V2 stimulation also produced disruption at times overlapping with those for LO stimulation, as well as at a later time point. A similar pattern of disruption as a consequence of TMS delivery over the two areas was seen on participants' subjective ratings of the quality of their perception. The data therefore imply that interactions between striate and extra-striate visual areas play a causal role in natural scene perception.
There are a number of reasons why these findings are important. First, many investigations of visual perception typically employ abstract stimuli that can be viewed as being somewhat removed from real world object perception. The ability to investigate the involvement of brain areas in perception with good temporal accuracy while using more realistic stimuli of the type used by Koivisto et al. [4] is encouraging, and is alone worth highlighting.
