Black hole masses are tightly correlated with the stellar velocity dispersions of the bulges which surround them, and slightly less-well correlated with the bulge luminosity. It is common to use these correlations to estimate the expected abundance of massive black holes. This is usually done by starting from an observed distribution of velocity dispersions or luminosities and then changing variables. This procedure neglects the fact that there is intrinsic scatter in these black hole massobservable correlations. Accounting for this scatter results in estimates of black hole abundances which are larger by almost an order of magnitude at masses > 10 9 M ⊙ . Including this scatter is particularly important for models which seek to infer quasar lifetimes and duty cycles from the local black hole mass function.
INTRODUCTION
The abundance of supermassive black holes is the subject of considerable current interest (e.g. Yu & Tremaine 2002; Marconi et al. 2004; McLure & Dunlop 2004; Shankar et al. 2004; Yu & Lu 2004; Lauer et al. 2006) . Several groups have noted that galaxy formation and supermassive black holes growth should be linked, and many modeled the joint cosmological evolution of quasars and galaxies (see, e.g., Monaco et al. 2000; Kauffmann & Haehnelt 2001; Granato et al. 2001; Cavaliere & Vittorini 2002; Cattaneo & Bernardi 2003; Hopkins et al. 2006; Lapi et al. 2006; Haiman et al. 2006 and references therein) . Since the number of black hole detections to date is less than fifty, their abundance is estimated by using secondary indicators. In particular, M • is observed to correlate strongly and tightly with the velocity dispersion of the surrounding bulge (e.g. Ferrarese & Merritt 2000; Gebhardt et al. 2000; Tremaine et al. 2002) . Since detecting bulges is considerably easier than detecting black holes, it has become common to estimate the abundance of black holes by combining the observed distribution of bulge velocity dispersions (e.g. Sheth et al. 2003) with the observed M • − σ relation. A crude estimate follows easily if one is willing to assume that all bulges host black holes, and that the M • − σ relation has no intrinsic scatter (e.g. Yu & Tremaine 2002; Aller & Richstone 2002) .
Recently Lauer et al. (2006) have argued that, at the high mass end, bulge luminosity may be a better indicator of black hole mass than is bulge velocity dispersion. Lauer et al. use an observed correlation between M • and L V to transform an observed luminosity function into an estimate of the number density of black holes. They show that this estimate predicts substantially more black holes with M • ≥ 10 9 M ⊙ than the estimate which is based on the M • − σ relation. They then argue that this luminosity-based estimate is in better agreement with the expectations of models which seek to relate the present-day black hole mass function to QSO and AGN activity at higher redshifts (e.g. Hopkins et al. 2006) .
However, the observed M • − σ and M • − L V relations show considerable scatter, not all of which can be accounted-for by measurement errors. Marconi & Hunt (2003) present evidence that the amount by which an object scatters from these relations is correlated with bulge size (half light radius), suggesting that at least some component of the scatter is intrinsic. Gebhardt et al. (2000) suggest that the intrinsic scatter in black hole masses at fixed velocity dispersion is of order 0.2 dex, whereas scatter around the M • − L V is about 0.3 dex (e.g. Novak et al. 2006) . If the intrinsic scatter is indeed this large, then accounting for it will modify the estimates of the abundance of black holes with M • ≥ 10 9 M ⊙ . One of the goals of this paper is to show that, if agreement with a preconceived notion of the appropriate abundance is a strong reason to favour one M • −observable relation over another, then it is important to include the effects of this scatter before drawing conclusions.
Our discussion is complicated by previous work on this subject. Yu & Tremaine (2002) noted that the L− based estimate of the total mass density in black holes was significantly larger than that based on velocity dispersions, whether or not one accounted for scatter. However, because they only considered the effects of scatter on the total mass density in black holes, the magnitude of the problem at M • > 10 9 M ⊙, i.e., the objects of most interest to Lauer et al. (2006) , was not clear. In addition, they assumed that the scatter in the M • − L was about twice as large as more recent estimates, so it is possible that this was the cause of the discrepancy. Lauer et al. (2006) argued that L was a 'better' predictor than σ of the masses of the most massive black holes. But if self-consistent scaling relations are known (this will be discussed later), and intrinsic scatter (which Lauer et al. ignored) has been accounted for, then L and σ should both give the same prediction. Their statement is better taken to mean that, if one wishes to parametrize an M • −observable relation as a single power law, then this may be a better approximation for L than for σ.
McLure & Dunlop (2004) and Shankar et al. (2004) did account for scatter in both relations, both of which were assumed to be single power laws. They concluded that once scatter of about 0.3 dex in both relations was accounted for, both σ-and L-based predictors gave the same estimate for black hole abundances. However, as we show below, this is a consequence of using an M • − L relation which produces smaller black holes for a given luminosity compared to that used by Yu & Tremaine and Lauer et al. Section 2 describes a toy model of the effects of scatter, which shows that, (i) if intrinsic scatter is ignored, then both the L-and σ-based predictions will underestimate the true abundance of the most massive black holes; (ii) the observable which correlates most tightly with M • will provide the best estimate of the true abundance of the most massive black holes; (iii) if scatter has been correctly accounted for, σ-and L-based predictors of M • abundances should give the same answer. It then shows the M • − σ, M • − L and σ − L correlations, their scatter, and how we use them to estimate black hole abundances. A direct comparison of the luminosity and velocity dispersion based predictors is provided, both when intrinsic scatter in these relations is accounted for and when it is ignored. We find that, when scatter is accounted for, then the σ-based predictor is in substantially better agreement with the abundances Lauer et al. derive for the Hopkins et al. models.
Unfortunately, however, even when scatter is accounted for, the L-and σ-based methods still predict different black hole abundances-the L-based predictor (i.e., the one used by Lauer et al. 2006 ) now predicts substantially more 10 9 M ⊙ objects than expected. Section 3 identifies the reason for this discrepancy with the fact that the σ − L relation in the SDSS dataset, from which the L and σ distributions are drawn, is rather different from that in the black hole samples, from which the M • − σ and M • − L relations are derived. To better understand why, a direct comparison of σ, apparent magnitude and σ − L determinations for objects which are both in the black hole sample and also in the EN-EAR and SDSS databases is provided. A final section discusses our findings and summarizes our conclusions.
The first part of this section discusses the effect of intrinsic scatter in M • -observable relations on inferences about black hole abundances. The second part shows various M • -observable correlations in the compilations of Häring & Rix (2004) . The third and fourth parts show the predicted black hole abundances when intrinsic scatter in these relations is accounted for and when it is not, and a fifth part highlights some important inconsistencies between the black hole and SDSS datasets.
2.1. A simple model of the effect of intrinsic scatter Consider three observables which we will call L, V and M • , with joint distribution p(L, V, M • ). To make the discussion more concrete, suppose that this joint distribution is Gaussian, so that this distribution is completely specified by the means and variances of the three variables, and the three cross-correlation coefficients r VM• , r LM• , and r LV . These correlation coefficients are constrained to lie between ±1, with a value of zero indicating no correlation. Then the distribution of M • at fixed O, with O = L or V , is Gaussian with mean and variance
Because this value will usually be smaller than σ M• , we conclude that, in general,
and (ii) both will be more sharply peaked than the true
, and both will underestimate the true cumulative distribution p(> M • ) at large M • ; the cumulative distribution of the observable which correlates more strongly with M • will be closer to the true p(> M • ). The discussion above shows that, because Since
, one might have thought that this argument justifies Lauer et al.'s preference for luminosity over velocity dispersion as an indicator of black hole mass. But then, the argument above suggests that L is more closely correlated to M • than is σ, a conclusion which runs contrary to recent thought.
In effect, the procedure just described ignores the scatter around the mean M • |O relation. To include the effects of this scatter one must convolve φ(O) with the distribution p(M • |O) which has mean M • |O and rms σ M•|O :
Provided M • |O and σ M•|O are accurately known, it doesn't matter what O is, or how tightly correlated it is with M • . That is to say, predicting the distribution of M • from L using the expression above should give the same (correct) answer as predicting it from V .
If this does not happen, i.e., if the setting of O = L gives a different answer than O = V , then this is an indication that one or more of the p(M • |O) relations are incorrect. This may happen, for instance, if φ(L) and φ(V ) are estimated from a different dataset from which the M • − L and M • − V correlations are estimated, since, if the datasets are not the same, then there is no guarantee that the joint M • − L − V distributions in the two datasets are the same. We argue below that this appears to be the case: the V − L correlation defined by the black hole samples in the literature differs from that in the SDSS, which currently offers the best determinations of φ(L), φ(V ) and perhaps also V − L (see Bernardi et al. 2006c and Section 3 below). We also show data from Ferrarese & Ford (2005) for objects where the sphere of influence has been resolved and the bulge luminosity is more than sixty percent of the total. We have chosen to fit only the data of Häring & Rix, primarily for ease of comparison with the work of Lauer et al. (2006) .
Effect of scatter in the M • − L relation
To estimate φ(≥ M • ) we need both p(log M • |L) and the distribution of L. Since one of our goals is to contrast our findings with those of Lauer et al. (2006) , we use the g-band SDSS luminosity function of Blanton et al. (2003) as our basic function, transformed to V assuming g = V + 0.41. Lauer et al. (2006) show that the SDSS photometric pipeline tends to underestimate the luminosities of bright galaxies in crowded fields (also see Bernardi et al. 2006b; Hyde et al. 2006) . Since these are likely to be massive galaxies, they are likely to host massive black holes. If we are interested in the abundance of supermassive black holes, it is important to augment the Blanton et al. luminosity function so that it also includes these massive luminous galaxies. However, the issue is complicated by the fact that the light profiles of these most massive objects are not standard.
Hyde et al. believe that the light profiles are the sum of two components (a galaxy plus inter-cluster light), and only assign the light from the inner component to the object, whereas Lauer et al. assign all of the integrated surface brightness to the galaxy. The effect of adding these objects to the luminosity function, and then transforming to a distribution of black hole masses using equation (A9) is shown by the dashed lines in Figure 1 . The dotted lines show the same but uses equation 4 of Lauer et al. (2006) instead. The effect at the luminous end is dramatic; at the most luminous end, Blanton + Lauer exceeds Blanton alone by many orders of magnitude.
These estimates of black hole abundances ignore the effects of intrinsic scatter in the M • − L relation. The solid curves in Figure 1 show the result of transforming to a distribution of black hole masses using equation ( with expectations from models of Hopkins et al. (2006) . Figure 1 suggests that if one has not accounted for the intrinsic scatter in the log M • | log L relation, then this may be misleading. Figure 2 shows the results of repeating this analysis, but now with log M • | log σ and the distribution of velocity dispersions reported by Sheth et al. (2003) . (HST imaging shows that most of the large σ objects in Bernardi et al. 2006a are objects in superposition; the velocity function of Sheth et al. does not need to be augmented by more systems at σ ≥ 400 kms −1 ). For ease of comparison with the luminosity function results shown in the previous subsection, we have used dφ(σ)/dσ shown in the final figure of Sheth et al.-this adds an estimate of the contribution of spiral bulges to the measured distribution of early-type galaxy velocity dispersions. Note that this makes essentially no difference at the massive end.
Abundances from the correlation with σ
The lowest dashed line in the figure shows the expected abundance of supermassive black holes if one ignores the intrinsic scatter in the log M • | log σ relation, and the lower hashed region shows the predicted range if this scatter is between 0.2 and 0.3 dex. The scatter clearly in- Notice that once scatter is included then the velocity dispersion based prediction is similar to the luminosity based prediction of Lauer et al. (who ignored scatter) . This is important because Lauer et al. advocate using luminosities rather than velocity dispersions to predict black hole masses because the dashed curve based on velocity dispersions falls woefully short of the expectations, shown as filled circles, derived from the models of Hopkins et al. (2006) . Accounting for scatter has increased the σ−based prediction so that it is in better agreement with the dots. But it has also increased the L−based prediction, so that it now lies significantly above the model at all M • . As a result, the argument for the L−based predictor is no longer as compelling.
There is a small inconsistency here which we have investigated but which does not affect our main conclusion. Namely, L in the M • − L relations reported earlier refers to the bulge luminosity. Whereas the bulge accounts for all the luminosity at large L, it accounts for a decreasing fraction at lower L. We have found that a crude model which sets
yields a bulge luminosity density in the g and r-band which is 40% of the total luminosity density, in good agreement with current estimates. Figure 3 shows the result of incorporating this model for f (L) into our estimates of φ(≥ M • ). Doing so brings the L-and σ-based estimates into good agreement at M • < 10 7.5 M ⊙ . However, since f (L) → 1 at large L, the large differences at M • > 10 9 M ⊙ remain. Furthermore, the analysis of the previous section suggested that, once scatter has been accounted for, both Land σ-based methods should give the same prediction. Figures 2 and 3 show that the luminosity based predictions are still much larger than those based on velocity dispersion. In this respect, our findings differ markedly from those of McLure & Dunlop (2004) and Shankar et al. (2004) who reported that, once scatter had been included, the two estimates agree. Although both are assigning a larger scatter to the σ|L relation, 0.3 dex, rather than the 0.22 dex which we used to produce Figure 4 . However, the left hand panel suggests that the lower zero-point is unacceptably low, and 0.3 dex is larger than all recent estimates of the scatter around M • |σ . Moreover, as we discuss in the next section, there are strong reasons to suspect that the σ− and L−based estimates should not have given the same answer! 3. THE σ − L RELATION Why do our L− and σ−based estimates give different answers? If we transform the SDSS luminosity distribution into one for σ using equations (A10) and (3), and then to a distribution of M • using equations (A5) and (3), then this gives the same answer as transforming SDSS luminosity into M • directly using equations (A9) and (3). This is exactly as expected from the toy model described in the previous section. However the intermediate step provides a predicted velocity function which disagrees with the SDSS one (from Sheth et al. 2003) .
Problems and inconsistencies
This strongly suggests that the σ − L relation in the black hole samples is not the same as in the SDSS, and that this is the source of the discrepancy between the Land σ-based estimates. Figure 5 compares the correlation between σ and L in the SDSS,
with that in the Häring & Rix sample (equation A10). At a given luminosity, the black hole samples have log σ larger by about 0.07 dex than the SDSS-observational errors are typically only about 0.02 dex. Yu & Tremaine (2002) also considered the possibility that the σ − L relation was the cause of the discrepancy, and suggested that perhaps there are systematic . Dot-dashed line shows the biased relation obtained in the ENEAR sample if one fails to account for the fact that the velocity dispersions played an important role in determining the distances from which the luminosities were estimated. The black hole sample is clearly offset from the SDSS, the ENEAR and even the biased ENEAR relations (Here we used: V-Rc=0.58, V-r=0.34, and V-B=-0.91.) differences between SDSS velocity dispersions and those derived from more local samples. A direct test of this possibility is difficult because, of the ∼ 30 objects in the Häring & Rix compilation, only about ten have SDSS imaging, and only NCG 4261 has an SDSS spectrum as well. For the objects in common, the SDSS apparent magnitudes are about 0.5 mags fainter than those used in the black hole analyses, but this is almost certainly due to the sky subtraction problems for bright objects to which we refered earlier (Lauer et al. 2006; Hyde et al. 2006) . This systematic bias is significantly smaller for the full SDSS sample; the magnitudes of the most luminous galaxies tend to be low by about 0.1 mags (Bernardi et al. 2006b; Hyde et al. 2006 ). In any case, correcting for this will increase the SDSS luminosities, further exacerbating the discrepancy in the σ − L relation.
Since a direct comparison is difficult, we have performed the following indirect test. Recently, Bernardi (2006) has shown that the SDSS photometric and spectroscopic reductions are in good agreement with those of the definitive sample of nearby early-type galaxies: EN-EAR (da Costa et al. 2000) . Of the dozen or so black hole objects in the ENEAR database, the ENEAR velocity dispersions are in good agreement with those used for the M • |σ relation: the mean offset is 0.012 ± 0.010 dex, with ENEAR tending to be slightly larger). The agreement between black-hole samples and ENEAR, and between ENEAR and the SDSS suggests that differences in measurement techniques are not causing large systematic differences between SDSS σs and those in the black hole samples. (That said, for NGC 4261, the SDSS reports log σ = 2.43, which is indeed smaller than the value of 2.49 used by Häring & Rix. However, this is only one object.)
A comparison of the observed apparent brightnesses also shows good agreement: ENEAR is brighter by 0.014 ± 0.040 mags, but this difference is not statistically significant. Therefore, it may be that the problem may lies with the conversion from observed flux to luminosity. We raise this possibility because Bernardi (2006) has shown that a naive analysis of the ENEAR σ−L relation produces a distribution which is in good agreement with another local determination, based on the sample compiled by Prugniel & Simien (1996) . Moreover, both appear to differ from the SDSS relation in the same sense as do the black hole samples (larger σ at given L than SDSS).
However, peculiar velocities make it difficult to estimate luminosities in local samples. This is not an issue for the SDSS, since most of the objects in it are sufficiently distant that peculiar velocity effects are negligible-the observed redshift is an excellent indicator of the distance. In contrast, to estimate true distances in local samples requires the use of a distance indicator. If this distance indicator correlates strongly with σ (and this is the case for D n − σ and Fundamental Plane based distances), then using it to translate observed fluxes into luminosities can bias the inferred slope and scatter of the σ|L relation. Bernardi shows that this effect accounts for most if not all of the difference between the SDSS and the naive ENEAR σ|L relations. Therefore, it is very likely that the SDSS determination is more reliable than those based on the ENEAR or Prugniel & Simien samples.
These caveats aside, the dot-dashed line in Figure 5 shows this biased determination of the ENEAR σ − L relation. Notice that even though the bias results in larger σ for given L, the black hole samples lie towards even larger σ! This strongly suggests that the σ − L relation in black hole samples is biased to larger σ for given L, or to smaller L for a given σ. In view of this discrepancy, whatever the cause, the fact that Shankar et al. (2004) and McLure & Dunlop (2004) obtained consistent estimates of φ(≥ M • ) from both L and σ is remarkable indeed. Figure 6 shows the result of assuming that the velocity dispersion estimates in the black hole sample are reliable, but the distances, and so the luminosities, are not. It was constructed by rescaling all the bulge luminosities of the black hole hosts so that they define a relation with the same slope as the SDSS σ|L relation, though with different scatter. To do so, we added −0.85 + 0.323 (M V − 0.32 + 22) to each of the absolute magnitudes in the black hole sample, as suggested by the difference between equations (A10) and (4). These rescaled luminosities were used to estimate a new M • |L V relation, which was then inserted in equation (3) to predict black hole abundances from the lu-minosity function. The resulting abundances are considerably lower, because the rescaled luminosities define a considerably shallower M • |L V relation, meaning that considerably larger L is required to reach M • > 10 9 M ⊙ . While this rescaling is probably unrealistic, we have included the result to illustrate the importance of the σ −L relation when comparisons of the L− and σ−based estimates of φ(M • ) are made. A more careful accounting of the role of selection effects is presented in Bernardi et al. (2006c) .
4. DISCUSSION It is common to estimate the abundance of supermassive black holes by combining observed correlations between M • and bulge luminosity or velocity dispersion, calibrated from relatively small samples, with luminosity or velocity dispersion functions determined from larger samples. However, the M • |σ and M • |L relations have intrinsic scatter of about 0.22 and 0.33 dex (Appendix). Accounting for this results in considerably increased estimates of the abundance of black holes with M • ≥ 10 9 M ⊙ , compared to naive estimates which ignore this scatter. Doing so is at least as important as correcting the luminosity function for the fact that the most luminous galaxies have non-standard light profiles (Figure 1 ).
Once this scatter has been accounted for, the σ-based estimates of φ(≥ M • ) are in reasonably good agreement with models, such as that of Hopkins et al. (2006) , which relate previous QSO and AGN activity to the local black hole mass function. The luminosity-based estimates, on the other hand, are substantially in excess of this model (Figure 2) . Thus, if one accounts for intrinsic scatter in the M • − σ and M • − L V relations, then requiring agreement with QSO and AGN based estimates of black hole abundances no longer so strongly favours the luminosity as a predictor of black hole mass.
While it may be that use of a single power law to parametrize the M • − σ and M • − L relations is too simplistic, this is not the primary reason why the L− and σ−based approaches yield different predictions for black hole abundances. The main cause of the discrepancy is that the σ − L correlation in black hole samples is different from that in the samples from which the luminosity and velocity functions are drawn: the black hole samples have larger σ for a given L compared to the ENEAR or SDSS samples ( Figure 5 ).
If this is a physical effect, then it compromises the fundamental assumption of black hole demographic studies-that all galaxies host black holes. If, on the other hand, it is a selection effect, then the M • − σ and M • − L relations currently in the literature are biased compared to the true relations, making current estimates of black hole abundances unreliable. Further study along these lines is presented in Bernardi et al. (2006c) .
