Abstract. Although the correlation filter-based trackers achieve the competitive results both on accuracy and robustness, there is still a need to improve the overall tracking capability. Focusing on the issue that the correlation filter-based trackers algorithm has poor performance in handling scalevariant target and Occlusion, this paper presents a multi-scale correlation filter algorithm combined with SVM detector to solve the above problems. Firstly, by introducing the scale factor into the kernel matrix to improve the performance of correlation filter processing scale transform. Then we trained an online SVM detector to retrieve the target when the target is occluded, and adaptively adjust the learning rate of the model. By comparing with the other six outstanding tracking algorithm, experimental results show that the proposed approach could estimate the object state accurately and handle the object occlusion problem effectively.
INTRODUCTION
Visual tracking plays an important role in compute vision, with a wide range of applications in intelligent monitoring, intelligent transportation, human interaction, machine vision, robotics and many other fields [1] . Although great progress has been made in the past decade, the model-free tracking is still a tough problem due to illumination changes, partial occlusions, fast motions and background clutters.
Tracking-by-detection trackers [2, 3, 4] are very popular due to its high performance and efficiency. In recent years, the correlation filter has been introduced into the visual tracking application, and achieved a good tracking effect. Bolme et al. [5] propose to learn a minimum output sum of squared error(MOSSE) filter for visual tracking on gray-scale images, where the learned filter encodes target appearance with update on every frame. Henriques et al. [6] propose a circulant structure of tracking-by-detection with kernels (CSK) approach, which exploits the circular structure of adjacent subwindows in an image for quickly learning a kernelized regularized least squares classifier of the target appearance with dense sampling. Later Henriques et al. [7] propose a kernelized correlation filter (KCF) tracking algorithm, which is further improved by using HOG features. Danelljan et al. [8] propose an adaptive color attributes tracking approach, which exploits the color attributes of a target and learns an adaptive correlation filter by mapping multichannel features into a Gaussian kernel space. However, these approachs are limited to predict the position of the target and can't handle occlusion and scale prediction, affect the tracking accuracy to a great extent. Based on the traditional CSK algorithm, we update the scale of the tracker with a kernelized scale filter, which represent the object with kernel feature space and extend kernelized correlation filter with a scale factor. Then, the re-detection mechanism based on the SVM is introduced to solve the occlusion problem.
KERNELIZED CORRELATION FILTERS BASED TRACKING
The CSK tracker learns a regularized least squares(RLS) classifier of the target appearance from a single image patch, gets the kernelized correlation filter with using the circulant matrices and kernel trick, and localizes the target in a new frame by finding the maximum response of the correlation filter. In this section, we briefly describe the CSK tracker.
A classifier is trained using a single grayscale image patch x of size M N × that is centred around the target. The tracker considers all cyclic shifts , ,where X represents the target model learned from the previous frame and , m n z is the sample of the image patch z . The position where ŷ get the maximum response is the output of the target in the new frame. The target center position of each frame is determined by constantly iterating the Eq.2-3. For more details, we refer to [6] .
THE PROPOSED VISUAL TRACKING ALGORITHM
The traditional CSK tracker uses image patch sample to train the classifier model with a fixed size. It is difficult to deal with the scale changes in the process of the target movement, which eventually leads to the cumulative error in the classifier mode and target drift. In this paper, the extend kernel scale filter approach is used to improve the multi-scale tracking of the CSK algorithm, and propose an effective occlusion processing mechanism to deal with the tracking failure.
Scale Evaluation
Similar to DSST [9] , In this paper, we study an independent one-dimensional kernel correlation filter to detect target scale changes. Different from DSST, which only used the original feature space as the object representation, we represent the object with kernel feature space and extend kernelized correlation filter with a scale factor. The kernelized correlation filter can integrate multichannel features [9] ，which can improve the ability of classifier to distinguish. In the process of tracking, a series of image patchs of different scales centerd around the target are constructed as the sample, in order to reduce the computational complexity and preserve the coherence of object representation in different scales, we resize the scale of current training sample to the initial scale of the first frame, so that the feature dimensions of the target filter are consistent throughout the tracking process. The multi-scale kernelized correlation tracking filter H can be represented as: 
Online Detection
We use the re-detection module to handle the occlusion and adaptively adjust the model learning rate. Training a linear SVM [10] classifier as a detector. In the first frame, the SVM is trained by using user's input bounding boxes that do not overlap with the target as negative examples. In the subsequent frame, computed features are convolved with SVM weights, and we detect the top-n confident bounding boxes . To preserve the spatial-temporal consistency structure in consecutive frames, we adjust all candidate scores with spatial Gaussian distribution, which is based on the spatial distance between the candidate bounding box center and the last estimated object center. Then the corresponding candidate state of the maximum candidate correlation score is found as the final object target state t s .When the object is occluded, the inappropriate update of object appearance may lead to model drift. To deal with the problem, we adaptively adjust the learning rate. If the object is occluded, we reduce the learning rate; if else, keep the learning rate. We adjust the learning rate β as follows: 
EXPERIMENT Experimental Settings
Our approach is implemented using Matlab and C language mixed preparation. In the experiment, the parameters in the algorithm are the same for all test videos. The standard deviation of the Gaussian function σ is 0.5, the cell size of the HOG feature is 4 × 4 pixels, the orientation bin number is 9, the translation learning factor β is 0.075, the regularization parameter λ is 0.01, the scale pool { } 0.985, 0.99, 0.995,1,1.005,1.01,1.015 S = , the scale learning factor s β is 0.025. In this paper, we have compared ours algorithm with six excellent trackers on ten video sequences from the Visual Benchmark [11] .
Performance Evaluation
In all experiments, we use center location error(CLE) 、 distance precision(DP) 、 success rate(SR) as a comprehensive evaluation index. CLE represents the Euclidean distance between the center of the tracking result and the center of the groundtruth annotation，DP indicates the ratio between video frames in which the CLE is less than a fixed threshold (take 20 pixel in experiment) and test video frames. The success rate is defined as
Where t R is the tracking bounding box and gt R is the ground truth bounding box, area is the area of bounding box, n S is the number of tracking successful. If the score is higher than 0.5 in one frame, the tracking results are considered as a success, and add one for n S , where
. The seven algorithms were tested on ten video sequences to obtain the mean CLE SR and DP 、 , as shown in Table1, Table 2 and Table 3 . Table 2 and Table 3 that the mean value of the mean center position error is reduced from the original 58.65 pixel to 13 pixel compared with the original CSK algorithm, and the mean value of the distance is increased from 39.72% to 82.23% , The success rate is increased from 36.65% to 82.53%. The quantitative analysis of these three evaluation criteria can prove that the tracking performance of our approach is better than CSK tracker. Compared with the other six tracker, the three evaluation values are also the best values, which proves that the tracking performance of our approach is obviously improved.
To describe the tracking results in detail, we give the center location error plots, the overlap plots, and the distance precision plots from partial experimental results which are shown in Figures 1 over 3 sequences for these trackers. From the figures 1,we can see that our tracker maintains a lower centre location error, a higher overlap score, and a higher distance precision in general. The above analysis implies that our approach performs more accurate and stable results than the other six trackers. In order to verify the performance of the algorithm, this paper gives a comparison of the experimental results of some video sequences on seven different algorithms. In Figure 2 (1), the person walks towards the moving camera, resulting in significant appearance variations due to the illumination and scale change. CT, KCF and our approach can successfully track the target in most frames of the David sequence. In Figure 2 (2), the girl undergoes scale variation and partial occlusion which make the tracking more difficult, only our tracker is able to track the target successfully in most frames of this sequence. Figure 2(3) shows the Jogging-1 sequence with occlusion, deformation and rotation, when occlusion occurs, our approach and the TLD algorithm can still track the target accurately because of the re.-detection. Figure 2(4) shows the Dog1 sequence with scale and pose variation. All algorithms have an excellent result when there is no obvious variation in scale in the 192 th frame; but our approach has a definite advantage when the scale is significant changed. Based on the above results, our approach has a good effect under the condition of scale change and occlusion.
CONCLUSION
In this paper, we proposes a tracking algorithm of multi-scale correlation filter based on the SVM. Our approach learns discriminative correlation filters for estimating the translation and scale variations of target objects effectively. we update the scale of the tracker with a kernelized scale filter, which represent the object with kernel feature space and extend kernelized correlation filter with a scale factor. We further develop a robust online detector using SVM to re-detect targets in case of tracking failure. The experimental results show that the tracking performance of our approach is higher than that of the original CSK algorithm, and it is obviously higher than the other six classical algorithms. It is suitable for moving target tracking in complex scenes with scale change and occlusion.
