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Variation of discrete spectra of non-negative
operators in Krein spaces
Jussi Behrndt, Leslie Leben and Friedrich Philipp
Abstract
We study the variation of the discrete spectrum of a bounded non-negative operator in a Krein
space under a non-negative Schatten class perturbation of order p. It turns out that there exist
so-called extended enumerations of discrete eigenvalues of the unperturbed and the perturbed
operator, respectively, whose difference is an ℓp-sequence. This result is a Krein space version
of a theorem by T. Kato for bounded selfadjoint operators in Hilbert spaces.
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1 Introduction
In this note we prove a Krein space version of a result by T. Kato from [20] on the variation of
the discrete spectra of bounded selfadjoint operators in Hilbert spaces under additive perturba-
tions from the Schatten-von Neumann ideals Sp. Although perturbation theory for selfadjoint
operators in Krein spaces is a well developed field, and compact, finite rank, as well as bounded
perturbations have been studied extensively, only very few results exist that take into account
a particular Sp-character of perturbations. To give an impression of the variety of perturba-
tion results for various classes of selfadjoint operators in Krein spaces we refer the reader to
[7, 11, 13, 14, 15, 16, 24] for compact perturbations, to [5, 6, 10, 18, 19] for finite rank perturba-
tions, and to [1, 2, 4, 8, 17, 22, 25, 26] for (relatively) bounded and small perturbations.
Here we consider a bounded operator A in a Krein space (K , [· , ·]) which is assumed to be
non-negative with respect to the indefinite inner product [· , ·], and an additive perturbation C
which is also non-negative and belongs to some Schatten-von Neumann ideal Sp, that is, C is
compact and its singular values form a sequence in ℓp. Recall that the spectrum of a bounded
non-negative operator in (K , [· , ·]) is real. We also assume that 0 is not a singular critical point of
the perturbation C, which is a typical assumption in perturbation theory for selfadjoint operators
in Krein spaces; cf. Section 2 for a precise definition. We note that by this assumption C is
similar to a selfadjoint operator in a Hilbert space. Clearly, the non-negativity and compactness
of C imply that the bounded operator
B := A+C
is also non-negative in (K , [· , ·]) and its essential spectrum coincides with that of A, whereas the
discrete eigenvalues of A and their multiplicity are in general not stable under the perturbation
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C. Hence, it is particularly interesting to prove qualitative and quantitative results on the discrete
spectrum. Our main objective here is to compare the discrete spectra of A and B. For that we
make use of the following notion from [20]: Let ∆ ⊂ R be a finite union of open intervals. A
sequence (αn) is said to be an extended enumeration of discrete eigenvalues of A in ∆ if every
discrete eigenvalue of A in ∆ with multiplicity m appears exactly m-times in the values of (αn)
and all other values αn are boundary points of the essential spectrum of A in ∆⊂R. An extended
enumeration of discrete eigenvalues of B in ∆ is defined analogously. The following theorem is
the main result of this note.
Theorem 1.1. Let A and B be bounded non-negative operators in a Krein space (K , [· , ·]) such
that B = A+C, where C ∈ Sp(K ) is non-negative, 0 is not a singular critical point of C and
kerC = kerC2. Then for each finite union of open intervals ∆ with 0 /∈ ∆ there exist extended
enumerations (αn) and (βn) of the discrete eigenvalues of A and B in ∆, respectively, such that
(βn−αn) ∈ ℓp.
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The adjacent figure illustrates the role of ex-
tended enumerations in Theorem 1.1: We con-
sider a gap (a,b) ⊂ R in the essential spec-
trum and compare the discrete spectra of A and
B therein. Here the discrete spectrum of the
unperturbed operator A in (a,b) consists of the
(simple) eigenvalues α1,α2,α3, and the eigen-
values βn, n = 1,2, . . . , of the perturbed oper-
ator B accumulate to the boundary point b ∈
∂σess(A). Therefore, in the situation of Theo-
rem 1.1 the value b is contained (infinitely many
times) in the extended enumeration (αn) of the
discrete eigenvalues of A in (a,b).
For bounded selfadjoint operators A and B in a Hilbert space and an Sp-perturbation C The-
orem 1.1 was proved by T. Kato in [20]. The original proof is based on methods from analytic
perturbation theory, in particular, on the properties of a family of real-analytic functions describ-
ing the discrete eigenvalues and eigenprojections of the operators A(t) = A+tC, t ∈R. Our proof
follows the lines of Kato’s proof, but in the Krein space situation some nontrivial additional ar-
guments and adaptions are necessary. In particular, we apply methods from [24] to show that the
non-negativity assumptions on A and C yield uniform boundedness of the spectral projections of
A(t), t ∈ [0,1], corresponding to positive and negative intervals, respectively. The non-negativity
assumptions on A and C also enter in the construction and properties of the real-analytic functions
associated with the discrete eigenvalues of A(t).
Besides the introduction this note consists of two further sections. In Section 2 we recall
some definitions and spectral properties of non-negative operators in Krein spaces. Section 3
contains the proof of our main result Theorem 1.1. As a preparation, we discuss the properties
of the family of real-analytic functions describing the eigenvalues and eigenspaces of A(t) in
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Lemma 3.1 and show a result on the uniform definiteness of certain spectral subspaces of A(t)
in Lemma 3.2. Finally, by modifying and following some of the arguments and estimates in [20]
we complete the proof of our main result.
2 Preliminaries on non-negative operators in Krein spaces
Throughout this paper let (K , [· , ·]) be a Krein space. For a detailed study of Krein spaces and
operators therein we refer to the monographs [3] and [12]. For the rest of this section let ‖ · ‖
be a Banach space norm with respect to which the inner product [· , ·] is continuous. All such
norms are equivalent, see [3]. For closed subspaces M and N of K we denote by L(M ,N )
the set of all bounded and everywhere defined linear operators from M to N . As usual, we
write L(M ) := L(M ,M ).
Let T ∈ L(K ). The adjoint of T , denoted by T+, is defined by
[Tx,y] = [x,T+y] for all x,y ∈K .
The operator T is called selfadjoint in (K , [· , ·]) (or [· , ·]-selfadjoint) if T = T+. Equivalently,
[T x,x] ∈ R for all x ∈ K . We mention that the spectrum of a selfadjoint operator in a Krein
space is symmetric with respect to the real axis but in general not contained in R.
The following definition of spectral points of positive and negative type is from [24].
Definition 2.1. Let A∈ L(K ) be a selfadjoint operator. A point λ ∈σ(A)∩R is called a spectral
point of positive type (negative type) of A if for each sequence (xn) ⊂K with ‖xn‖ = 1, n ∈ N,
and (A−λ )xn → 0 as n → ∞ we have
liminf
n→∞
[xn,xn]> 0
(
limsup
n→∞
[xn,xn]< 0, respectively
)
.
The set of all spectral points of positive (negative) type of A is denoted by σ+(A) (σ−(A), re-
spectively). A set ∆ ⊂ R is said to be of positive type (negative type) with respect to A if each
spectral point of A in ∆ is of positive type (negative type, respectively).
A closed subspace M ⊂ K is called uniformly positive (uniformly negative) if there exists
δ > 0 such that [x,x]≥ δ‖x‖2 ([x,x]≤−δ‖x‖2, respectively) holds for all x ∈M . Equivalently,
(M , [· , ·]) ((M ,−[· , ·]), respectively) is a Hilbert space. For a bounded selfadjoint operator A in
K it follows directly from the definition of σ+(A) and σ−(A) that an isolated eigenvalue λ0 ∈R
of A is of positive type (negative type) if and only if ker(A−λ0) is uniformly positive (uniformly
negative, respectively).
A selfadjoint operator A ∈ L(K ) is called non-negative if
[Ax,x]≥ 0 for all x ∈K .
The spectrum of a bounded non-negative operator A is a compact subset of R and
σ(A)∩R± ⊂ σ±(A) (2.1)
holds, see [23]. The discrete spectrum σd(A) of A consists of the isolated eigenvalues of A
with finite multiplicity. The remaining part of σ(A) is the essential spectrum of the nonnegative
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operator A and is denoted by σess(A). Observe that σess(A) coincides with the set of λ such that
A−λ is not a Semi-Fredholm operator. Recall that the non-negative operator A admits a spectral
function E on R with a possible singularity at zero, see [23]. The spectral projection E(∆) is
defined for all Borel sets ∆ ⊂ R with 0 /∈ ∂∆ and is selfadjoint. Hence,
K = E(∆)K [∔] (I−E(∆))K ,
which implies that (E(∆)K , [· , ·]) is itself a Krein space. For ∆ ⊂ R±, 0 /∈ ∆, the spectral sub-
space (E(∆)K ,±[· , ·]) is a Hilbert space; cf. [23, 24] and (2.1).
The point zero is called a critical point of a non-negative operator A ∈ L(K ) if 0 ∈ σ(A)
is neither of positive nor negative type. If zero is a critical point of A, it is called regular if
‖E([− 1
n
, 1
n
])‖, n∈N, is uniformly bounded, i.e. if zero is not a singularity of the spectral function
E . Otherwise, the critical point zero is called singular. It should be noted that the non-negative
operator A ∈ L(K ) is (similar to) a selfadjoint operator in a Hilbert space if and only if zero is
not a singular critical point of A.
3 Proof of Theorem 1.1
Throughout this section let A, B and C be bounded non-negative operators in the Krein space
(K , [· , ·]) as in Theorem 1.1. By assumption 0 is not a singular critical point of C and C ∈
Sp(K ). In order to prove Theorem 1.1 we consider the analytic operator function
A(z) := A+ zC, z ∈ C.
Note that A(t) is non-negative for t ≥ 0. Moreover, since C is compact, the essential spectrum of
A(z) does not depend on z and hence
σess(A) = σess(B) = σess(A(z)), z ∈C. (3.1)
The following lemma describes the evolution of the discrete spectra of the operators A(t), t ≥ 0.
Lemma 3.1. Assume that σd(A(t0)) 6= ∅ for some t0 ≥ 0. Then there exist intervals ∆ j ⊂ R+0 ,
j = 1, . . . ,m or j ∈ N, and real-analytic functions
λ j(·) : ∆ j →R+0 and E j(·) : ∆ j → L(K ),
such that the following holds.
(i) The sets ∆ j are R+0 -open intervals (in R+0 ) which are maximal with respect to (ii)–(vi)
below.
(ii) For each t ≥ 0 we have
σd
(
A(t)
)
∩R+ =
{
λ j(t) : j ∈N such that t ∈ ∆ j and λ j(t) 6= 0
}
.
(iii) For all j and t ∈ ∆ j the set {k ∈ N : λk(t) = λ j(t)} is finite and
∑
k:λk(t)=λ j(t)
Ek(t)
is the [· , ·]-selfadjoint projection onto ker(A(t)−λ j(t)).
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(iv) For all j the value
m j := dimE j(t)K , t ∈ ∆ j,
is constant.
(v) For all j and t ∈ ∆ j there exists an orthonormal basis {x ji (t)}
m j
i=1 of the Hilbert space
(E j(t)K , [· , ·]), such that the functions x ji (·) : ∆ j →K are real-analytic and the differen-
tial equation
λ ′j(t) =
1
m j
m j
∑
k=1
[
Cx jk(t),x
j
k(t)
]
≥ 0 (3.2)
holds. In particular, λ ′j(t) = 0 implies E j(t)K ⊂ kerC.
(vi) Let R+ \ σess(A) = ⋃˙n Un with mutually disjoint open intervals Un ⊂ R+. For every j
there exists n ∈ N such that
λ j(t) ∈Un for all t ∈ ∆ j, if 0 /∈ ∂Un,
λ j(t) ∈Un∪{0} for all t ∈ ∆ j, if 0 ∈ ∂Un.
If sup∆ j < ∞, then supUn < ∞ and lim
t↑sup∆ j
λ j(t) = supUn. Moreover,
lim
t↓inf∆ j
λ j(t) = infUn, if ∆ j is open,
lim
t↓0
λ j(t) ∈Un∪{infUn}, if ∆ j = [0,sup∆ j).
σess(A)
1 t
a
b
λ1(t)
λ2(t)
λ3(t)
λ4(t)
Typical situation for the evolution of the discrete eigenvalues of the
operator function A(·) in a gap (a,b)⊂R of the essential spectrum.
Proof. The proof is based on the analytic perturbation theory of discrete eigenvalues, cf. [21,
Chapter II and VII], [9] and [20]. We fix some t0 ≥ 0 for which an eigenvalue λ0 ∈σd(A(t0))∩R+
exists and set M(t0) := ker(A(t0)−λ0). Due to the non-negativity of A and C and since λ0 > 0,
the inner product space (M(t0), [· , ·]) is a (finite-dimensional) Hilbert space; cf. (2.1). Therefore,
the decomposition
K = M(t0) [∔]M(t0)[⊥]
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reduces the operator A(t0). As in [21, ch. VII] one shows that for z in a (complex) neighbor-
hood D of t0 there exists an analytic operator function U(·) : D → L(K ) with U(z)−1 =U(z)+,
U(t0) = I and such that M(t0) is U(z)−1A(z)U(z)-invariant, z ∈ D . Hence, there exist a fi-
nite number of (possibly multivalued) analytic functions λk(·) describing the eigenvalues of
B(z) :=U(z)−1A(z)U(z)|M(t0) for z ∈D , see, e.g., [9]. Since for real t ∈D the operator B(t) is
selfadjoint in the Hilbert space (M(t0), [· , ·]) it follows from [21, Theorem II-1.10] that the func-
tions λk(·) are in fact single-valued. The same is true for the eigenprojection functions Ek(·),
Ek(z) =−
1
2pi i
∫
Γk(z)
(A(z)−λ )−1 dλ , z ∈D ,
where Γk(z) is a small circle with center λk(z). Now a continuation argument implies that there
exist functions λ j(·), E j(·) with the properties (i)–(iv) and (vi), cf. [20].
It remains to prove (v). For this fix j ∈N and t0 ∈ ∆ j. Similarly as above there exists a func-
tion U j(·) : ∆ j → E j(t0)K with U j(t)+ =U j(t)−1, U j(t0) = I, and E j(t) =U j(t)+E j(t0)U j(t) for
every t ∈ ∆ j. We choose an orthonormal basis {x1, ...,xm j} of the m j-dimensional Hilbert space
(E j(t0)K , [· , ·]) and define
xk(t) :=U j(t)xk, t ∈ ∆ j, k = 1, ...,m j.
For every t ∈∆ j the set {x1(t), ...,xm j (t)} is an orthonormal basis of the subspace (E j(t)K , [· , ·]),
since for k, l ∈ {1, . . . ,m j} we have
[xk(t),xl(t)] = [U j(t)xk,U j(t)xl ] = [xk,xl ] = δkl .
Let k ∈ {1, ...,m j}. Then
[x′k(t),xk(t)]+ [xk(t),x
′
k(t)] =
d
dt [xk(t),xk(t)] = 0
and hence
λ ′j(t) =
d
dt [λ j(t)xk(t),xk(t)] =
d
dt [A(t)xk(t),xk(t)]
= [Cxk(t),xk(t)]+ [A(t)x′k(t),xk(t)]+ [A(t)xk(t),x′k(t)]
= [Cxk(t),xk(t)]+λ j(t)[x′k(t),xk(t)]+λ j(t)[xk(t),x′k(t)]
= [Cxk(t),xk(t)]≥ 0.
This yields (3.2). Finally, if we have λ ′j(t) = 0, then [Cxk(t),xk(t)] = 0 holds for k = 1, ...,m j.
Since C is non-negative, the Cauchy-Schwarz inequality applied to the non-negative inner prod-
uct [C·, ·] yields
‖Cxk(t)‖2 = [Cxk(t),JCxk(t)]≤ [Cxk(t),xk(t)]1/2 [CJCxk(t),JCxk(t)]1/2 = 0
for every k ∈ {1, ...,m j}. This shows E j(t)K ⊂ kerC.
In the proof of the following lemma we make use of methods from [24] in order to show the
uniform definiteness of a family of spectral subspaces of A(t).
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Lemma 3.2. Let EA(t) be the spectral function of the non-negative operator A(t), t ≥ 0, and let
a > 0. Then there exists δ > 0 such that for all t ∈ [0,1] and all x ∈ EA(t)([a,∞))K we have
[x,x] ≥ δ‖x‖2. (3.3)
Proof. Since maxσ(A(t)) ≤ b := ‖A‖+ ‖C‖ for all t ∈ [0,1], it is sufficient to prove (3.3) only
for x ∈ EA(t)([a,b]). The proof is divided into four steps.
1. In this step we show that there exist ε > 0 and an open neighborhood U of [a,b] in C such
that for all t ∈ [0,1], all λ ∈U and all x ∈K we have
‖(A(t)−λ )x‖ ≤ ε‖x‖ =⇒ [x,x]≥ ε‖x‖2. (3.4)
Assume that ε and U as above do not exist. Then there exist sequences (tn)⊂ [0,1], (λn)⊂C and
(xn)⊂K with ‖xn‖= 1 and dist(λn, [a,b])< 1/n for all n∈N, such that ‖(A(tn)−λn)xn‖≤ 1/n
and [xn,xn]≤ 1/n. It is no restriction to assume that λn → λ0 ∈ [a,b] and tn → t0 ∈ [0,1] as n→∞.
Therefore,
(A(t0)−λ0)xn = (t0− tn)Cxn +(A(tn)−λn)xn +(λn−λ0)xn
tends to zero as n→∞. But by (2.1) we have λ0 ∈σ+(A(t0)) which implies liminfn→∞[xn,xn]> 0,
contradicting [xn,xn]< 1/n, n ∈ N.
2. In the following ε > 0 and U are fixed such that (3.4) holds, and, in addition, we assume that
| Imλ |< 1 holds for all λ ∈U . Next, we verify that for all t ∈ [0,1]
∥∥(A(t)−λ )−1∥∥ ≤ ε−1
| Imλ | , λ ∈U \R, (3.5)
holds. Indeed, for all t ∈ [0,1], all λ ∈U and all x ∈K we either have
‖(A(t)−λ )x‖> ε‖x‖
or, by (3.4),
ε| Imλ |‖x‖2 ≤ | Imλ [x,x]|= | Im[(A(t)−λ )x,x]| ≤ ‖(A(t)−λ )x‖‖x‖.
Hence, it follows that for all t ∈ [0,1], all λ ∈U and all x ∈K we have
‖(A(t)−λ )x‖ ≥ ε| Imλ |‖x‖,
which implies (3.5).
3. In the remainder of this proof we set
d := dist([a,b],∂U ) and τ0 := min
{
ε2,
d
2
}
.
Let ∆ ⊂ [a,b] be an interval of length R ≤ τ0 and let µ0 be the center of ∆. We show that for all
t ∈ [0,1] the estimate ∥∥(A(t)|Et(∆)K )− µ0∥∥ ≤ ε (3.6)
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holds. For this let B(t) := (A(t)|Et(∆)K )− µ0, t ∈ [0,1], and note that
σ(B(t)) ⊂
[
−
R
2 ,
R
2
]
⊂ (−R,R). (3.7)
As R < d, for every λ ∈C\R with |λ |< R we have µ0 +λ ∈U \R and hence
∥∥(B(t)−λ)−1∥∥≤ ∥∥(A(t)− (µ0 +λ ))−1∥∥ ≤ ε−1
| Imλ |
by (3.5). From [24, Section 2(b)] we now obtain ‖B(t)‖ ≤ 2ε−1 r(B(t)), where r(B(t)) denotes
the spectral radius of B(t). Now (3.6) follows from (3.7) and R ≤ τ0 ≤ ε2.
4. We cover the interval [a,b] with mutually disjoint intervals ∆1, . . . ,∆n of length < τ0. Let µ j
be the center of the interval ∆ j, j = 1, . . . ,n. From step 3 we obtain for all t ∈ [0,1]:∥∥(A(t)|EA(t)(∆ j)K )− µ j∥∥ ≤ ε.
Hence, by step 1 of the proof [x j,x j]≥ ε‖x j‖2 for x j ∈ EA(t)(∆ j), j = 1, . . . ,n, and t ∈ [0,1]. But
EA(t)([a,b]) = EA(t)(∆1) [∔] . . . [∔]EA(t)(∆n),
and therefore with x j := EA(t)(∆ j)x, j = 1, . . . ,n, we find that
[x,x]≥ ε
(
‖x1‖
2 + · · ·+ ‖xn‖
2)≥ ε
2n−1
‖x1 + · · ·+ xn‖
2 =
ε
2n−1
‖x‖2
holds for all x ∈ EA(t)([a,b]) and t ∈ [0,1], i.e. (3.3) holds with δ := ε/2n−1.
Proof of Theorem 1.1. It suffices to prove the theorem for the case that ∆ is an open interval
(a,b) with a > 0. In the case b < 0 consider the non-negative operators −A, −B and −C in the
Krein space (K ,−[· , ·]).
Suppose that for some t0 ∈ [0,1] we have σd(A(t0)) 6=∅, otherwise the theorem is obviously
true. Then it follows that there exist
∆ j, λ j(·), E j(·) and x jk(·)
as in Lemma 3.1 such that ∆ j ∩ [0,1] 6=∅ for some j ∈ N. By K denote the set of all j such that
λ j(t) ∈ (a,b) for some t ∈ ∆ j ∩ [0,1] and for j ∈ K define
∆˜ j :=
{
t ∈ ∆ j ∩ [0,1] : λ j(t) ∈ (a,b)
}
= λ−1j ((a,b))∩ [0,1].
Due to (3.2) and the continuity of λ j(·) the set ∆˜ j is a (non-empty) subinterval of ∆ j which is
open in [0,1]. For j ∈ K, t ∈ [0,1] and k ∈ {1, ...,m j} we set
λ˜ j(t) :=

lim
s↓inf ∆˜ j λ j(s), 0 ≤ t ≤ inf ∆˜ j,
λ j(t), t ∈ ∆˜ j,
lim
s↑sup ∆˜ j λ j(s), sup ∆˜ j ≤ t ≤ 1,
(3.8)
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E˜ j(t) :=
{
E j(t), t ∈ ∆˜ j,
0, t ∈ [0,1]\ ∆˜ j,
and
x˜
j
k(t) :=
{
x
j
k(t), t ∈ ∆˜ j,
0, t ∈ [0,1]\ ∆˜ j.
The functions λ˜ j(·), E˜ j(·), and x˜ jk(·) are differentiable in all but at most two points t ∈ [0,1] and
for each j ∈ K the differential equation
λ˜ ′j(t) =
1
m j
m j
∑
k=1
[
Cx˜ jk(t), x˜
j
k(t)
]
≥ 0 (3.9)
holds in all but at most two points t ∈ [0,1]; cf. (3.2). In addition, the projections E˜ j(t) are
[· , ·]-selfadjoint for every t ∈ [0,1]. The rest of this proof is divided into several steps.
1. Basis representations: By EC denote the spectral function of the non-negative operator C.
Since 0 is not a singular critical point of C, the spectral projections EC(R+), EC(R−) and EC({0})
exist. In particular, EC({0})K = kerC2 = kerC is a Krein space. Let
kerC = H+ [∔]H−
be an arbitrary fundamental decomposition of kerC. Then with K± := H± [∔]EC(R±)K we
obtain a fundamental decomposition
K = K+ [∔]K−
of K . By J denote the fundamental symmetry associated with this fundamental decomposition
and set (· , ·) := [J·, ·]. Then (· , ·) is a Hilbert space scalar product on K , and C is a selfadjoint
operator in the Hilbert space (K ,(· , ·)). By ‖ · ‖ denote the norm induced by (· , ·). Let (γl) be
an enumeration of the non-zero eigenvalues of C (counting multiplicities). Since C ∈ Sp(K ),
we have
(γl) ∈ ℓp. (3.10)
Let {ϕl}l be an (· , ·)-orthonormal basis of ranC such that ϕl is an eigenvector of C corresponding
to the eigenvalue γl . Then we have |[ϕl ,ϕi]|= δli. In the following we do not distinguish the cases
dimranC < ∞ and dimranC = ∞, that is, l = 1, . . . ,m for some m ∈ N and l ∈ N, respectively.
Consider the basis representation of v ∈ ranC with respect to {ϕl}l . There exist αl ∈ C such
that v = ∑l αlϕl . Therefore
[v,ϕk] = ∑
l
αl [ϕl ,ϕk] = αk[ϕk,ϕk] and v = ∑
l
[v,ϕl ]
[ϕl ,ϕl ]
ϕl .
Consequently, for x = u+ v, u ∈ kerC, v ∈ ranC, we have [x,ϕl ] = [v,ϕl ], [Cx,x] = [Cx,v] and
hence
[Cx,x] =
[
Cx,∑
l
[x,ϕl ]
[ϕl ,ϕl ]
ϕl
]
= ∑
l
[Cx,ϕl ]
[ϕl ,x]
[ϕl ,ϕl ]
= ∑
l
[x,Cϕl ]
[ϕl ,x]
[ϕl ,ϕl ]
= ∑
l
[x,γlϕl ]
[ϕl ,x]
[ϕl ,ϕl ]
= ∑
l
γl
[ϕl ,ϕl ]
∣∣[x,ϕl ]∣∣2 = ∑
l
|γl |
∣∣[x,ϕl ]∣∣2, (3.11)
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where the non-negativity of C was used in the last equality, cf. (2.1). Let j ∈ K be fixed, t ∈ ∆˜ j
and x ∈K . Then
E j(t)x =
m j
∑
k=1
[E j(t)x,x jk(t)]x
j
k(t) =
m j
∑
k=1
[x,E j(t)x jk(t)]x
j
k(t) =
m j
∑
k=1
[x,x
j
k(t)]x
j
k(t).
If t ∈ [0,1]\ ∆˜ j, then E˜ j(t) = 0 and x˜ jk(t) = 0, k = 1, ...,m j. Hence
E˜ j(t)x =
m j
∑
k=1
[x, x˜ jk(t)]x˜
j
k(t) (3.12)
holds for all t ∈ [0,1] and all x ∈K .
2. Norm bounds: In the following we prove that the projections E˜ j(t) are uniformly bounded in
j ∈ K and t ∈ [0,1]. For x ∈K we have E˜ j(t)x ∈ EA(t)([a,b])K , and with Lemma 3.2 we obtain
‖JE˜ j(t)x‖‖x‖ ≥ (JE˜ j(t)x,x) = [E˜ j(t)x,x] = [E˜ j(t)x, E˜ j(t)x]
≥ δ‖E˜ j(t)x‖2 = δ‖JE˜ j(t)x‖2.
This implies
‖JE˜ j(t)‖ ≤
1
δ . (3.13)
Similarly, ‖EA(t)((a,b))‖ ≤ 1/δ is shown to hold for t ∈ [0,1]. Consequently, the eigenvalues of
JE˜ j(t) do not exceed 1/δ , and from dimJE˜ j(t)K ≤m j it follows that the operator JE˜ j(t) has at
most m j non-zero eigenvalues. Hence, its trace tr(JE˜ j(t)) satisfies
tr(JE˜ j(t))≤
m j
δ .
3. The main estimate: Let j ∈ K. For t ∈ [0,1] we have
{λ˜ j(t) : j ∈ K, ∆˜ j ∋ t}= (a,b)∩σd(A(t)) =: Ξ(t),
and it follows from the (strong) σ -additivity of the spectral function EA(t) (see, e.g., [24]) that for
every x ∈K
∑
j∈K
E˜ j(t)x = ∑
j∈K,t∈∆˜ j
E j(t)x = ∑
λ∈Ξ(t)
EA(t)({λ})x = EA(t)
(
(a,b)
)
x. (3.14)
From the differential equation (3.9) we obtain for j ∈ K
λ˜ j(1)− λ˜ j(0) =
1
m j
∫ 1
0
m j
∑
k=1
[
Cx˜ jk(t), x˜
j
k(t)
]
dt
(3.11)
=
1
m j
∫ 1
0
m j
∑
k=1
∑
l
|γl |
∣∣∣[x˜ jk(t),ϕl]∣∣∣2 dt
= ∑
l
|γl |
m j
∫ 1
0
[
m j
∑
k=1
[
ϕl , x˜ jk(t)
]
x˜
j
k(t),ϕl
]
dt
(3.12)
= ∑
l
|γl |
m j
∫ 1
0
[
E˜ j(t)ϕl ,ϕl
]
dt.
(3.15)
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For j ∈ K and l we set
σ jl :=
1
m j
∫ 1
0
[
E˜ j(t)ϕl ,ϕl
]
dt and σ j := ∑
l
σ jl .
Then σ j ≥ 0 for all j ∈ K, as σ jl ≥ 0 for all l. In fact, we have σ j > 0 for each j ∈ K. Indeed, if
σ j = 0 for some j ∈ K, then for every t ∈ [0,1]
tr
(
JE˜ j(t)
)
= ∑
l
(
JE˜ j(t)ϕl ,ϕl
)
= ∑
l
[
E˜ j(t)ϕl ,ϕl
]
= 0,
which implies JE˜ j(t) = 0 (and thus E˜ j(t) = 0), since the (· , ·)-selfadjoint operator JE˜ j(t) has
only non-negative eigenvalues. Therefore, ∆˜ j =∅, which is not possible. Moreover,
σ j =
1
m j
∫ 1
0
∑
l
[
E˜ j(t)ϕl ,ϕl
]
dt = 1
m j
∫ 1
0
∑
l
(
JE˜ j(t)ϕl ,ϕl
)
dt
=
1
m j
∫ 1
0
tr
(
JE˜ j(t)
)
dt ≤ 1
m j
∫ 1
0
m j
δ dt =
1
δ .
(3.16)
In addition (cf. (3.13) and (3.14)), for each l we have
∑
j∈K
m jσ jl = ∑
j∈K
∫ 1
0
[
E˜ j(t)ϕl ,ϕl
]
dt =
∫ 1
0
[
∑
j∈K
E˜ j(t)ϕl ,ϕl
]
dt
=
∫ 1
0
[
EA(t)
(
(a,b)
)
ϕl ,ϕl
]
dt ≤
∫ 1
0
∥∥EA(t)((a,b))∥∥‖ϕl‖2 dt ≤ 1δ .
(3.17)
Let j ∈ K. For n ∈ N we set cn := ∑nl=1 σ jl/σ j ≤ 1. Then the convexity of x 7→ |x|p, (3.15), and
(3.16) imply
∣∣∣λ˜ j(1)− λ˜ j(0)∣∣∣p = lim
n→∞
cpn
(
n
∑
l=1
σ jl
cnσ j
σ j|γl |
)p
≤ lim
n→∞
cp−1n
n
∑
l=1
σ jl
σ j
σ pj |γl |p
≤
∞
∑
l=1
σ jl σ
p−1
j |γl |p ≤
1
δ p−1
∞
∑
l=1
σ jl |γl |p
in the case that ranC is infinite dimensional (that is, l = 1, . . .∞); otherwise the above estimate
holds with a finite sum on the right hand side. Hence, (3.17) and (3.10) yield
∑
j∈K
m j
∣∣∣λ˜ j(1)− λ˜ j(0)∣∣∣p ≤ 1δ p−1 ∑j∈K∑l m jσ jl |γl |p ≤ 1δ p ∑l |γl |p < ∞. (3.18)
4. Final conclusion: It suffices to consider the case [a,b]∩σess(A) 6= ∅, as otherwise σp(A)∩
(a,b) and σp(B)∩ (a,b) are finite sets and hence the theorem holds. We consider the following
three possibilities separately: a,b ∈ σess(A), exactly one endpoint of (a,b) belongs to σess(A),
and a,b 6∈ σess(A).
(i) Assume that a,b ∈ σess(A). Then, by Lemma 3.1 and (3.8) for all j ∈ K the values λ˜ j(0)
and λ˜ j(1) either are boundary points of σess(A) = σess(B) (see (3.1)) or points in the discrete
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spectrum of A and B, respectively. Taking into account the multiplicities of the discrete eigenval-
ues of A and B it is easy to construct sequences
(αn)⊂ {λ˜ j(0) : j ∈ K} and (βn)⊂ {λ˜ j(1) : j ∈ K}
such that (αn) and (βn) are extended enumerations of discrete eigenvalues of A and B in (a,b)
and (βn−αn) ∈ ℓp by (3.18).
(ii) Suppose that a /∈ σess(A) and b ∈ σess(A) (the case a ∈ σess(A) and b /∈ σess(A) is treated
analogously). Then for each j ∈ K the value λ˜ j(1) is either a boundary point of σess(B) or a
discrete eigenvalue of B. Hence, the sequence (βn) in (i) is an extended enumeration of discrete
eigenvalues of B in (a,b). But it might happen that there exist indices j ∈ K such that λ˜ j(0) =
a, which is not a boundary point of σess(A) and not a discrete eigenvalue of A in (a,b). In
the following we shall show that the number of such indices is finite. Then we just replace
the corresponding values λ˜ j(0) in (αn) by a point in ∂σess(A)∩ (a,b] and obtain an extended
enumeration (αn) of discrete eigenvalues of A in (a,b) such that (βn−αn) ∈ ℓp.
Assume that λ˜ j(0) = a for all j from some infinite subset Ka of K. Then λ˜ j(t) = a for all
t ∈ [0, t j], where t j := inf ∆˜ j, j ∈ Ka. Observe that a ∈ σd(A(t j)) (cf. Lemma 3.1) and λ j(t j) = a,
and as a 6∈ σess(A(t)) for all t ∈ [0,1], the set {t j : j ∈ Ka} is an infinite subset of [0,1]. Hence we
can assume that t j converges to some t0, t j 6= t0 for all j ∈ Ka, and that the functions λ j are not
constant. Choose ε > 0 such that a− ε > 0 and(
[a− ε,a)∪ (a,a+ ε]
)
∩σ(A(t0)) =∅.
Either t0 6∈ ∆ j or t0 ∈ ∆ j, in which case |λ j(t0)− a| > ε holds. As λ j(t j) = a for each j there
exists s j between t0 and t j such that |λ j(s j)−a|= ε . Therefore, there exists ξ j between s j and t j
such that
ε = |λ j(t j)−λ j(s j)|= λ ′j(ξ j)|t j − s j| ≤ λ ′j(ξ j)|t j − t0|.
Hence, λ ′j(ξ j)→ ∞ as j → ∞. On the other hand, by Lemma 3.2 there exists δ0 > 0 such that
[x,x] ≥ δ0‖x‖2 for all x ∈ EA(t)([a− ε,∞))K and t ∈ [0,1]. Together with (3.2) this implies
λ ′j(ξ j) ≤ ‖C‖m j
m j
∑
l=1
‖xlj(ξ j)‖2 ≤ ‖C‖m jδ0
m j
∑
l=1
[xlj(ξ j),xlj(ξ j)] = ‖C‖δ0 ,
a contradiction. Hence there exist at most finitely many j ∈ K such that λ˜ j(0) = a.
(iii) If a,b 6∈ σess(A), we choose c ∈ (a,b)∩σess(A) and construct the extended enumerations
(αn) and (βn) as the unions of the extended enumerations in (a,c) and (c,b), which exist by
(ii).
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