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Periodic Minimizers of a
Ternary Non-Local Isoperimetric Problem
Stanley Alama ∗ Lia Bronsard † Xinyang Lu ‡ Chong Wang §
Abstract
We study a two-dimensional ternary inhibitory systemderived as a sharp-interface limit of theNakazawa-
Ohta density functional theory of triblock copolymers. This free energy functional combines an interface
energy favoringmicro-domain growth with a Coulomb-type long range interaction energywhich prevents
micro-domains from unlimited spreading. Here we consider a limit in which two species are vanishingly
small, but interactions are correspondingly large to maintain a nontrivial limit. In this limit two energy
levels are distinguished: the highest order limit encodes information on the geometry of local structures as
a two-component isoperimetric problem, while the second level describes the spatial distribution of com-
ponents in global minimizers. We provide a sharp rigorous derivation of the asymptotic limit, both for
minimizers and in the context of Gamma-convergence. Geometrical descriptions of limit configurations
are derived; among other results, we will show that, quite unexpectedly, coexistence of single and double
bubbles can arise. The main difficulties are hidden in the optimal solution of two-component isoperimetric
problem: compared to binary systems, not only it lacks an explicit formula, but, more crucially, it can be
neither concave nor convex on parts of its domain.
1 Introduction
An ABC triblock copolymer is a linear-chain molecule consisting of three subchains, joined covalently
to each other. A subchain of type A monomer is connected to one of type B, which in turn is con-
nected to another subchain of type C monomer. Because of the repulsive forces between different types of
monomers, different types of subchain tend to segregate. However, since subchains are chemically bonded
in molecules, segregation can lead to a phase separation only at microscopic level, where A,B and C-rich
micro-domains emerge, forming morphological phases, many of which have been observed experimen-
tally: see Figure 1. Bonding of distinct monomer subchains provides an inhibition mechanism in block
copolymers.
This paper will address the asymptotic behavior of the energy functional derived from Nakazawa and
Ohta’s density functional theory for triblock copolymers [37, 48] in two dimensions. Let u = (u1, u2), and
u0 = 1 − u1 − u2. The order parameters ui, i = 0, 1, 2, are defined on T2 = R2/Z2 = [− 12 , 12 ]2 i.e., the two
dimensional flat torus of unit volume, with periodic boundary conditions. Define
E(u) := 1
2
2∑
i=0
ˆ
T2
|∇ui|+
2∑
i,j=1
γij
2
ˆ
T2
ˆ
T2
GT2(x − y)ui(x)uj(y)dxdy (1.1)
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Figure 1: Electron microscopy image of the cross-section of a multi-cylinder morphology of ABC triblock
copolymers with two cylinder types packed in a tetragonal lattice [41]. Reproduced with permission from
the American Chemical Society 1994.
on BV (T2; {0, 1}). Each ui, which represents the relative monomer density, has two preferred states: ui = 0
and ui = 1. Case u1 = 1 corresponds to a pure-A region, u2 = 1 to a pure-B region, and u0 = 1 to a pure-C
region. Thus, each ui = χΩi with supportsΩi, i = 0, 1, 2,which partition T
2: Ωi are assumed to be mutually
disjoint and u1 + u2 + u0 = 1 a.e. on T
2.
The energy is minimized under two mass or area constraints
1
|T2|
ˆ
T2
ui = Mi, i = 1, 2. (1.2)
HereM1 andM2 are the area fractions of type-A and type-B regions, respectively. Constraints (1.2) model
the fact that, during an experiment, the compositions of the molecules do not change.
The first term in (1.1) counts the perimeter of the interfaces: indeed, for ui ∈ BV (T2; {0, 1}),ˆ
T2
|∇ui| := sup
ßˆ
T2
ui divϕ dx : ϕ = (ϕ1, ϕ2) ∈ C1(T2;R2), |ϕ(x)| ≤ 1
™
,
defines the total variation of the characteristic function ui. The factor
1
2 acknowledges that each interface
between the phases is counted twice in the sum.
The second part of (1.1) is the long range interaction energy, associated with the connectivity of sub-
chains in the triblock copolymer macromolecule. The long range interaction coefficients γij form a sym-
metric matrix γ = [γij ] ∈ R2×2. Here GT2 is the zero-mean Green’s function for −△ on T2 with periodic
boundary conditions, satisfying
−∆GT2(· − y) = δ(· − y)− 1 in T2;
ˆ
T2
GT2(x− y)dx = 0 (1.3)
for each y ∈ T2. In two dimensions, the Green’s function GT2 has the local representation
GT2(x − y) = − 1
2π
log |x− y|+RT2(x− y), (1.4)
for |x− y| < 12 . Here RT2 ∈ C∞(T2) is the regular part of the Green’s function.
As was the case for the Ohta-Kawasaki model of diblock copolymers, nonlocal ternary systems are
of high mathematical interest because of the diverse patterns which are expected to be observed by its
minimizers. In the same way that the binary nonlocal isoperimetric functional is obtained as a sharp-
interface limit of Ohta-Kawasaki, the triblock energy (1.1) is the sharp-interface limit (in the sense of Γ-
convergence) of a ternary phase-field model introduced by Nakazawa-Ohta (see [49]),
Eǫ(u) := 1
2
2∑
i=0
ï
ǫ
ˆ
T2
|∇ui|2dx+ 1
ǫ
ˆ
T2
u2i (1− u2i )dx
ò
+
2∑
i,j=1
γij
2
ˆ
T2
ˆ
T2
GT2(x − y)ui(x)uj(y)dxdy (1.5)
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Figure 2: Numerical simulations: coexistence, all double bubble, and all single bubble patterns of ABC
triblock copolymers. Type A micro-domains are in red, and type B are in yellow. The rest of the region is
filled by type C monomers, in blue.
defined on H1(T2).
Just as the diblock copolymer problem may be formulated as a nonlocal isoperimetric problem (NLIP)
which partitions space into two components, the triblock model is a NLIP based on partitions into three
disjoint components. Physicists (see e.g. Bates-Fredrickson [8]) have predicted a wide variety of both
two dimensional and three dimensional patterns. The shape of minimizers is generally believed to come
from perimeter minimization, while the nonlocal interactions promote fragmentation. For partitions of
R
n, n = 2, 3, into three components, the minimizers of perimeter are known to be double bubbles [20], [25],
[26]. In addition, there are core shell configurations (annuli in two or three dimensions) which are non-
minimizing critical points of perimeter. The presence of these additional structures add to the complexity
of the energy landscape of the triblock functional. Figure 2 presents numerical simulations of three two-
dimensional morphologies. These are obtained as the L2 gradient flow dynamics of (1.5), which is solved
by a semi-implicit Fourier spectral method [58].
A recent series of papers by Ren & Wei [53] and Ren & Wang [46, 45] consider the triblock energy in
a parameter regime where two of the components are very dilute with respect to the third. They use per-
turbative arguments to generate stationary configurations consisting of assemblies of double bubbles, core
shells, or single bubbles of both species, in an array. These solutions are not constructed by minimization,
and it is unknown if they are local or global minimizers. The purpose of this article is to consider global
minimizers of the triblock energy in 2D, in an asymptotic regime where two minority phases have van-
ishingly small area but strong interaction ensures a bounded number of phase domains in the limit. In
particular, we are interested in describing the possible morphologies of minimizers in this dilute limit.
The appropriate “droplet” scaling we use was introduced by Choksi & Peletier [12] in the diblock case.
We introduce a new parameter η which is to represent the characteristic length scale of the droplet compo-
nents. Thus, areas scale as η2, and so we choose mass constraints on u = (u1, u2),ˆ
T2
ui = η
2Mi
for some fixedMi, i = 1, 2. We then rescale ui as
vi,η =
ui
η2
, i = 0, 1, 2, with
ˆ
T2
vi,η = Mi, i = 1, 2. (1.6)
The matrix γ = [γij ] is also scaled, in such a way that both terms contribute at the same order in η. This
may be accomplished by choosing
γij =
1
| log η|η3Γij ,
with fixed constants Γij ≥ 0. Throughout the paper we will assume
Γii > 0 i = 1, 2, Γ12 ≥ 0, and Γ11Γ22 − Γ212 > 0.
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The hypotheses Γ11,Γ22 > 0 and Γ12 ≥ 0 are essential to our results. The positivity of the matrix Γ is a
consequence of the derivation of the model from density functional theory [49], but can be omitted in most
of our results. However, the nature of minimizers would be quite different if the matrix Γwere not positive
definite. Denote by vη = (v1,η, v2,η). As the supports of the component funtions vi,η should be of finite
perimeter and disjoint, we will assume vη lies in the space
Xη :=
{
(v1,η, v2,η) | η2vi,η ∈ BV (T2; {0, 1}), v1,η v2,η = 0 a.e.
}
. (1.7)
With these definitions and for vη ∈ Xη we define our functional,
Eη(vη) :=
1
η
E(u) = η
2
2∑
i=0
ˆ
T2
|∇vi,η|+
2∑
i,j=1
Γij
2| log η|
ˆ
T2
ˆ
T2
GT2(x− y)vi,η(x)vj,η(y)dxdy, (1.8)
and Eη(vη) = +∞ otherwise.
Heuristically, we expect that (for large enough Mi > 0) this choice of parameters will lead to fragmen-
tation of a minimizing sequence vη =
∑K
k=1 v
k
η intoK isolated components, each concentrating at a distinct
point ξk ∈ T2 and supported on a pair of sets (Ωk1,η,Ωk2,η) with characteristic length scale O(η). Apart from
the vectorial nature of the order parameters, this was the result described in [12, 5] in the binary case. Blow-
ing up at η-scale, we would express the minimizing components vki,η(ηx + ξ
k) = η−2zki (x), with limiting
profile zki := χAki for pairs of sets A
k = (Ak1 , A
k
2) in R
2. With this as an ansatz, the minimizer vη may be
treated as a superposition of point particles,
vη ⇀
K∑
k=1
(mk1 ,m
k
2) δξk ,
formki = |Aki |, and a formal calculation yields an expansion of the energy of the form:
Eη(vη) =
K∑
k=1
2∑
i=0
η
2
ˆ
T2
|∇vki,η|+
Γij
2| log η|
K∑
k,ℓ=1
2∑
i,j=1
ˆ
T2
ˆ
T2
vki,η(x)GT2 (x− y) vℓj,η(y) dx dy
=
K∑
k=1
2∑
i=0
1
2
ˆ
Ak
i
|∇zki |+
Γij
2| log η|
K∑
k,ℓ=1
2∑
i,j=1
ˆ
Ak
i
ˆ
Aℓ
j
GT2(ξ
k + ηx˜− ξℓ − ηy˜) dx˜ dy˜
=
K∑
k=1
(
PerR2(A
k) +
2∑
i,j=1
Γij
4π
|Aki | |Akj |
)
+O(| log η|−1),
where we define the perimeter of the 2-cluster (see [39, Chapter 29]) A = (A1, A2) of sets A1, A2 ⊂ R2 with
|A1 ∩A2| = 0 as
PerF (A) =
1
2
2∑
i=0
H1(Ai ∩ F ), where A0 = (A1 ∪A2)C . (1.9)
Thus, to highest order, energy minimization define the shape of minimizing components Ak at scale η, as
minimizers of an isoperimetric problem for clusters in R2. We define
G(A) := PerR2(A) +
2∑
i,j=1
Γijmimj
4π
,
and for givenm = (m1,m2),mi ≥ 0,
e0(m) := min {G(A) | A = (A1, A2) 2-cluster, with |Ai| = mi, i = 1, 2} .
4
If both mi > 0, i = 1, 2, then [20] the minimum is attained at a double bubble, whose geometry is uniquely
determined bym; that is,
e0(m) = p(m1,m2) +
2∑
i,j=1
Γijmimj
4π
. (1.10)
The expression p(m1,m2) = PerR2(A) gives the perimeter of the minimizing cluster A = (A1, A2) with
mi = |Ai|, and represents the total perimeter of a double bubble when m1,m2 > 0. In the case of m1 = 0
(or m2 = 0), the minimizer is a single bubble, p(m1, 0) = 2
√
πm1 (and similarly for p(0,m2)), and so single
bubbles simplify to
e0(m) := e0(m1, 0) = 2
√
πm1 +
Γ11(m1)
2
4π
, or e0(m) := e0(0,m2) = 2
√
πm2 +
Γ22(m2)
2
4π
. (1.11)
Thus, we expect that minimizers of Eη will always form an array consisting of single or double bubbles
(or both); no other shapes are expected for the components of Ωη . The spatial distribution of the single or
double bubbles on T2 should be determined by the higher order terms in a more detailed energy expansion.
However, this heuristic description says nothing about how the total masses M = (M1,M2) (at scale
η2) are to be divided. Indeed, if either Mi is large then it may well happen that total energy is reduced
by further splitting into smaller components, so as to decrease the quadratic term in e0. Following [12] we
define
e0(M) := inf
{ ∞∑
k=1
e0(m
k) : mk = (mk1 ,m
k
2), m
k
i ≥ 0,
∞∑
k=1
mki = Mi, i = 1, 2
}
, (1.12)
which effectively allows for splitting of sets with large area. We remark that the problem (1.12) is highly
non-convex, and we do not expect uniqueness of minimizers for e0(M).
Our main results confirm the heuristic behavior above, and provide some description of the geometry
of the limiting component clusters for minimizers. In Theorem 3.1 we prove that e0(M) indeed determines
the distribution of masses and the resulting shapes of the components:
lim
η→0
min
ß
Eη(vη) | vη ∈ Xη,
ˆ
T2
vη = M
™
= e0(M).
For large enough masses M = (M1,M2) minimizers do split into a finite number K of disjoint compo-
nents, each of which minimizes G(A) upon blow-up at scale η. Furthermore, the spatial arrangement of the
limiting bubbles is determined by minimization of the interaction energy
FK(y1, . . . , yK ; {m1, . . . ,mK}) =
K∑
k,ℓ=1
k 6=ℓ
2∑
i,j=1
Γij
2
mki m
ℓ
j GT2(y
k − yℓ).
Thus, global minimization should indeed produce a crystalline lattice of double and/or single bubbles, as
in the stationary assemblies constructed in [53, 46, 45]. Theorem 3.1 provides a more precise statement
which gives a fine detailed structure of minimizers vη of Eη . In the same section we also show that Eη and
e0 are connected via Γ-convergence; see Theorem 3.2, and the interaction energy FK arises as a second-
level Γ limit. These results both sharpen those for the binary (diblock) case [12] and generalize to the more
complex triblock model.
The most important and original results concern the minimizers of e0(M). First, minimizing configura-
tions can contain only a finite number of nontrivial components:
Theorem 1.1. (Finiteness) For anyM = (M1,M2), M1,M2 > 0, a minimizing configuration for e0(M) has finitely
many nontrivial components. That is, there exist K <∞ and pairsm1, . . . ,mK , withmk = (mk1 ,mk2) 6= (0, 0), for
which e0(M) =
∑K
k=1 e0(m
k).
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This is proven in the binary case by [12], using the concavity of the perimeter for small masses. However,
in the ternary case the proof is much more complex as the expression for the perimeter of double bubbles
is not explicitly known, and in fact it is unknown whether it is concave for smallm.
Given the number of parameters appearing in the limiting description e0(M), it is impossible to make
a simple statement concerning its minimizers. Numerical simulations suggest a wide variety of potential
morphologies, and we prove the following indeed may be observed for appropriate parameter values.
Theorem 1.2. (a) (Coexistence) Given K1 and K2 > 0, and Γ12 = 0, there exist M1 and M2 such that for all
M1 > M1 andM2 > M2 minimizing configurations of (1.12) have at least K1 double bubbles and K2 single
bubbles.
(b) (All single bubbles) There exist constantsM∗i , depending only on Γii, i = 1, 2, such that for any givenM1 >
4M∗1 , M2 > 4M
∗
2 , there exists a threshold Γ
∗
12 such that for all Γ12 > Γ
∗
12, any minimizing configuration of
(1.12) has no double bubbles. Moreover, all single bubbles have the same size (see Lemma 2.7).
(c) (One double bubble) There exist constantsm∗i , depending only on Γii, i = 1, 2, such that for any givenMi <
min{m∗i , πΓ−2/3ii }, i = 1, 2, and sufficiently small Γ12 > 0 such that
Γ12
2π
M1M2 + p(M1,M2) < 2
√
π(
√
M1 +
√
M2),
then there is a unique minimizer of (1.12)made of one double bubble. Here p denotes the perimeter (see equation
(1.10) and below).
The specific values ofm∗i ,M
∗
i and Γ
∗
12 are given in the proof of Theorem 1.2 and in the lemmas derived in Section 2.
These are proven via delicate comparison arguments based on the geometry of double bubbles, in Sec-
tion 2. For small Γ12 and |M1 −M2|, intuition and numerics suggest that minimizers should consist of all
double bubbles, which after all are preferred by the isoperimetric inequality for 2-clusters. However, the
non-explicit nature of the perimeter function for double bubbles makes such intricate comparison argu-
ments very challenging.
In Section 3 we consider the interaction terms of order | log η|−1 and prove a second-level Γ-convergence
result, Theorem 3.3. Minimizers of the functional F0 defined there will determine the crystalline lattice of
the concentration points defined by the limit of minimizers of vη.
Although experimentally an almost unlimited number of architectures can be synthetically accessed in
ternary systems like triblock copolymers [8], the mathematical study of (1.1) is still in its early stages, due
to its complexity. One-dimensional stationary points to the Euler-Lagrange equations of (1.1) were found
in [48, 14]. Two and three dimensional stationary configurations were studied recently in [54, 53, 45, 46, 22].
While mathematical interest in triblock copolymers via the energy functional (1.1) is relatively recent,
there has been much progress in mathematical analysis of nonlocal binary systems. Much early work
concentrated on the diffuse interface Ohta-Kawasaki density functional theory for diblock copolymers [44,
38, 13],
E (u) :=
ˆ
Tn
|∇u|+ γ
ˆ
Tn
ˆ
Tn
GTn(x− y)u(x)u(y)dxdy, (1.13)
with a single mass or volume constraint. The dynamics for a gradient flow for (1.13) with small volume frac-
tion were developed in [27, 23]. All stationary solutions to the Euler-Lagrange equation of (1.13) in one di-
mension were known to be local minimizers [47], and many stationary points in two and three dimensions
have been found that match the morphological phases in diblock copolymers [43, 50, 51, 52, 57, 31, 17, 1].
The sharp interface nonlocal isoperimetric problems have been the object of great interest, both for ap-
plications and for their connection to problems of minimal or constant curvature surfaces. Global mini-
mizers of (1.13), and the related Gamow’s Liquid Drop model describing atomic nuclei, were studied in
[6, 42, 12, 56, 24, 33, 34, 29, 36, 21] for various parameter ranges. Variants of the Gamow’s liquid drop model
with background potential or with an anisotropic surface energy replacing the perimeter, are studied in
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[4, 32, 11]. Higher dimensions are considered in [9, 16]. Applications of the second variation of (1.13) and
its connections to minimality and Γ-convergence are to be found in [15, 2, 30]. The bifurcation from spher-
ical, cylindrical and lamellar shapes with Yukawa instead of Coulomb interaction has been done in [18].
Blends of diblock copolymers and nanoparticles [3, 5] and blends of diblock copolymers and homopoly-
mers are also studied by [10, 14]. Extension of the local perimeter term to nonlocal s-perimeters is studied
in [19].
2 Geometric Properties of Global Minimizers
In this secction we analyze the geometric properties of minimizers of e0(M). We recall (1.12)
e0(M) = inf
{ ∞∑
k=1
e0(m
k) : mk = (mk1 ,m
k
2), m
k
i ≥ 0,
∞∑
k=1
mki = Mi, i = 1, 2
}
,
whereM = (M1,M2) and (1.10)
e0(m) = p(m1,m2) +
2∑
i,j=1
Γijmimj
4π
.
Unfortunately, for double bubbles p(m1,m2) admits no such simple formula. The following Lemmas 2.1,
2.2, and 2.3, will help us overcome this difficulty. We present the proofs in the case of double bubbles; the
degenerate single bubble cases are completely analogous and in most cases much simpler.
1
t
20
1
2
P
r1r1t
r2
O1 O2
Qt
C1Tt(C1) C2C0
Figure 3: Construction for the upper bound of p(m1 + ε,m2).
Lemma 2.1. It holds
∂
∂mi
p(m1,m2) =
1
ri
, i = 1, 2,
where ri = ri(m1,m2).
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Proof. Since
∂
∂m1
p(m1,m2) = lim
ε→0+
p(m1 + ε,m2)− p(m1,m2)
ε
= lim
ε→0+
p(m1,m2)− p(m1 − ε,m2)
ε
,
we need to bound p(m1 ± ε,m2) from above.
Denote by B the double bubble with masses (m1,m2). Denote by Ci the circular arc of the boundary of
the lobe with mass mi, radius ri and center Oi, i = 1, 2. Also denote by C0 the central arc, by P one of the
triple junction points, and by τi the tangent lines to Ci at P , i = 0, 1, 2. Being a double bubble, the angle
between each two τi and τj with i 6= j is 2π/3.
Let Tt(C1) be the scaling of C1, still centered at O1 and t > 0 is the ratio.
Upper bound. We first bound p(m1+ε,m2) from above. To this purpose, it suffices to construct an admis-
sible competitor Bt (which has mass x+ ε of type I constituent, and massm2 of type II constituent), which
does not need be to be a double bubble. We describe only the construction near P , since the construction
near the other triple junction ‹P will be analogous. In the construction, we do not need to alter the right lobe
(the one with massm2); see Figure 3.
• First, we enlarge C1, replacing it with Tt(C1)with t = 1+ δ, for some δ = δ(ε) that will be determined
later.
• We connect the triple junction point P ∈ C0 ∪ C2 to Tt(C1) with the segment St := PQt where
Qt := Tt(C1) ∩ τ1.
• Similarly repeat this for the other triple junction point ‹P , which we connect to Tt(C1) by a segment‹St := ‹P ‹Qt, where ‹Qt denotes the reflection of Qt with respect to O1O2.
The competitor will be the region inside
Bt := C0 ∪ C2 ∪ Q¯Qt ∪ St ∪ S˜t.
Let θt := ∠PO1Qt. Note that the triangle△PO1Qt satisfies
|O1 −Qt| = r1t, |O1 − P | = r1, cos θt = |O1 − P ||O1 −Qt| =
1
t
, H1(St) = r1 tan θt.
Choose t = 1 + δ, with 0 < δ ≪ 1, and note that
cos θt = 1− (θt)
2
2
+O((θt)
4) =
1
1 + δ
= 1− δ + o(δ),
hence θt =
√
2δ + o(
√
δ). The piece of arc of C1 inside△PO1Qt has length r1θt. Thus
|H1(St)−H1(C1 ∩△PO1Qt)| = r1(tan θt − θt) = r1
((θt)3
3
+O((θt)
5)
)
= O(δ
√
δ),
and similarly
|H1(S˜t)−H1(C1 ∩△‹PO1‹Qt)| = O(δ√δ).
Thus, the difference in perimeter is
H1(∂Bt)−H1(∂B)
=
î
H1
Ä
Q¯Qt
ä
+H1(St) +H1(S˜t) +H1(C0) +H1(C2)
ó
− [H1(C1) +H1(C0) +H1(C2)]
= 2r1(1 + δ)(θ1 − θt)− 2r1(θ1 − θt) +O(δ
√
δ)
= 2θ1r1δ +O(δ
√
δ).
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Now we need to estimate the difference in area:
H2(Bt)−H2(B) = (θ1 − θt)r21 [(1 + δ)2 − 1] + 2
ï
H2(△PO1Qt)− θtr
2
1
2
ò
= 2θ1r
2
1δ +O(δ
√
δ) + r21(tan θt − θt)
= 2θ1r
2
1δ +O(δ
√
δ).
Thus the difference in area between the competitor Bt and the original double bubble B is
2θ1r
2
1δ +O(δ
√
δ),
which has to be equal to ε. Thus δ = ε/2θ1r
2
1 + o(ε), and
lim
ε→0+
p(m1 + ε,m2)− p(m1,m2)
ε
≤ lim
ε→0+
H1(∂Bt)− p(m1,m2)
ε
= lim
ε→0+
2θ1r1δ +O(δ
√
δ)
ε
=
1
r1
.
1
t
2
P
r1
r2
O1 O2
Qt
Tt(C1)C1 C2
C0
Figure 4: Construction for the lower bound of p(m1 − ε,m2).
Lower bound. The construction for the lower bound is very similar. Instead of enlarging C1, we now
have to shrink it; see Figure 4.
• First, we shrink C1, replacing it with Tt(C1) with t = 1− δ, for some δ = δ(ε) that will be determined
later.
• Let θt be the unique angle such that the segment St := PQt is tangent to Tt(C1) at Qt.
• Similarly repeat this for the other triple junction point ‹P , which we connect to Tt(C1) by a segment‹St := ‹P ‹Qt, where ‹Qt denotes the reflection of Qt with respect to O1O2.
Let the competitor be the region inside
Bt := C0 ∪ C2 ∪ Q¯Qt ∪ St ∪ S˜t.
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Note that our geometric construction gives
|O1 −Qt| = r1t, H1(St) = r1 sin θt, θt := ∠PO1Qt = arccos |O1 −Qt||O1 − P | = t.
Choosing t = 1− δ gives again θt :=
√
2δ + o(
√
δ).
The difference in perimeter is thus
H1(∂B)−H1(∂Bt)
=
[H1(C1) +H1(C0) +H1(C2)]− îH1 ÄQ¯Qtä+H1(St) +H1(S˜t) +H1(C0) +H1(C2)ó
= 2θ1r1 − 2(θ1 − θt)r1(1− δ)− 2r1 sin θt +O(δ
√
δ)
= 2θ1r1δ +O(δ
√
δ).
And the difference in area is:
H2(B)−H2(Bt) = (θ1 − θt)r21 [1 − (1− δ)2] + 2
ï
θtr
2
1
2
−H2(△PO1Qt)
ò
= 2θ1r
2
1δ +O(δ
√
δ) + r21(θt − sin θt cos θt)
= 2θ1r
2
1δ +O(δ
√
δ).
Since we need the area difference to be ε, we get 2θ1r
2
1δ +O(δ
√
δ) = ε. Thus δ = ε/2θ1r
2
1 + o(ε), and
lim
ε→0+
p(m1,m2)− p(m1 − ε,m2)
ε
≥ lim
ε→0+
p(m1,m2)−H1(∂Bt)
ε
= lim
ε→0+
2θ1r1δ +O(δ
√
δ)
ε
=
1
r1
,
concluding the proof.
Lemma 2.2. Consider an arbitrary minimizing configuration B of (1.12) containing at least two double bubbles,
denoted by Bk, k = 1, 2, · · · . Let mk1 and mk2 denote the masses of the two lobes of Bk. Then the pure second
derivatives satisfy
∂2e0(m
k
1 ,m
k
2)
∂(mk1)
2
,
∂2e0(m
h
1 ,m
h
2)
∂(mh2 )
2
≥ 0
for all except at most one such index k (resp. h).
Proof. For notational convenience in the proof we denote xk := m
k
1 , yk := m
k
2 . Consider two (arbitrary)
different double bubbles Bk, Bh. Then
e0(xk + ε, yk)− e0(xk, yk) = ε
∂e0(xk, yk)
∂xk
+
ε2
2
∂2e0(xk, yk)
∂x2k
+O(ε3),
e0(xh − ε, yh)− e0(xh, yh) = −ε
∂e0(xh, yh)
∂xh
+
ε2
2
∂2e0(xh, yh)
∂x2h
+O(ε3),
hence the minimality of B gives the necessary condition
0 ≤ e0(xk + ε, yk) + e0(xh − ε, yh) +
∑
j≥1, j 6=k,h
e0(xj , yj)−
∑
j≥1
e0(xj , yj)
= ε
Å
∂e0(xk, yk)
∂xk
− ∂e0(xh, yh)
∂xh
ã
+
ε2
2
Å
∂2e0(xk, yk)
∂x2k
+
∂2e0(xh, yh)
∂x2h
ã
+O(ε3),
hence, by the arbitrariness of ε,
∂e0(xk, yk)
∂xk
=
∂e0(xh, yh)
∂xh
,
∂2e0(xk, yk)
∂x2k
+
∂2e0(xh, yh)
∂x2h
≥ 0, ∀k 6= h.
The proof for the pure second derivative in yk is completely analogous.
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Lemma 2.3. Given Γii, there exist constantsm
∗
i , such that
∂2e0(m1,m2)
∂m2i
< 0 for allmi < m
∗
i , i = 1, 2,
wherem∗i only depends on Γii.
In particular, it is quite important for our constructions that m∗i do not depend neither on Γ12, nor on
the total massesMi, i = 1, 2.
Proof. We prove the result for i = 1. The case i = 2 is completely analogous. By Lemma 2.1, we have
∂e0(m1,m2)
∂m1
=
Γ11m1 + Γ12m2
2π
+
1
r1
,
∂2e0(m1,m2)
∂m21
=
Γ11
2π
+
∂
∂m1
1
r1
,
where r1 = r1(m1,m2). So we need to show that there exists a thresholdm
∗
1 such that, for anym1 < m
∗
1,
∂
∂m1
1
r1
< −Γ11
2π
.
Thus it suffices to show that
lim
m1→0
∂
∂m1
1
r1
= −∞. (2.1)
For an asymmetric double bubble bounded by three circular arcs of radii r1, r2 and r0 withm1 < m2, notice
Figure 5: An asymmetric double bubble with radii ri and half-angles θi, i = 0, 1, 2.
that r1, r2, r0 and θ1, θ2, θ0, the half-angles associated with the three arcs, depend on m1 and m2 implicitly
through the equations [28]
m1 = r
2
1(θ1 − cos θ1 sin θ1) + r20(θ0 − cos θ0 sin θ0), (2.2)
m2 = r
2
2(θ2 − cos θ2 sin θ2)− r20(θ0 − cos θ0 sin θ0), (2.3)
h = r0 sin θ0 = r1 sin θ1 = r2 sin θ2, (2.4)
(r0)
−1 = (r1)−1 − (r2)−1, (2.5)
0 = cos θ1 + cos θ2 + cos θ0, (2.6)
where r0 is the radius of the common boundary of the two lobes of the double bubble; θ0 is half of the angle
associated with the middle arc; and h is half of the distance between two triple junction points; see Figure
5. From (2.4) and (2.5), we have
sin θ1 − sin θ2 − sin θ0 = 0. (2.7)
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Combine (2.6) with (2.7), we get
cos(θ1 + θ0) = −1
2
, and cos(θ2 − θ0) = −1
2
.
That is,
θ1 =
2π
3
− θ0, and θ2 = 2π
3
+ θ0. (2.8)
We are interested in the casem1 → 0. This implies immediately h→ 0, and r2 →
√
m2/π. Thus θ2 → π,
hence θ0, θ1 → π/3. Let θ0 = π/3− ε, θ1 = π/3 + ε, θ2 = π − ε. Thus from (2.4) we get
h = r2 sin(π − ε) = r1 sin(π/3 + ε) = r0 sin(π/3− ε).
Thus,
r1 = r2
sin ε
sin(π/3 + ε)
, r0 = r2
sin ε
sin(π/3− ε) , (2.9)
and (2.2), (2.3) now read
m2 = r
2
2
ï
π − ε+ 1
2
sin(2ε)− sin
2 ε
sin2(π/3− ε)
Å
π
3
− ε− 1
2
sin
(2π
3
− 2ε
)ãò
(2.10)
m1 = r
2
2
ï
sin2 ε
sin2(π/3 + ε)
Å
π
3
+ ε− 1
2
sin
(2π
3
+ 2ε
)ã
+
sin2 ε
sin2(π/3− ε)
Å
π
3
− ε− 1
2
sin
(2π
3
− 2ε
)ãò
= m2
sin2 ε
sin2(π/3+ε) (
π
3 + ε− 12 sin(2π3 + 2ε)) + sin
2 ε
sin2(π/3−ε) (
π
3 − ε− 12 sin(2π3 − 2ε))
π − ε+ 12 sin(2ε)− sin
2 ε
sin2(π/3−ε) (
π
3 − ε− 12 sin(2π3 − 2ε))
.
Let
D(ε) := π − ε+ 1
2
sin(2ε)− sin
2 ε
sin2(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
= π +O(ε2),
N(ε) :=
sin2 ε
sin2(π/3 + ε)
(π
3
+ ε− 1
2
sin
(2π
3
+ 2ε
))
+
sin2 ε
sin2(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
= O(ε2),
so we havem1 =
N(ε)
D(ε)m2, and by direct computation,
N ′(ε) =
sin 2ε
sin2(π/3 + ε)
(π
3
+ ε− 1
2
sin
(2π
3
+ 2ε
))
+
sin 2ε
sin2(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
− 2 sin
2 ε cos(π/3 + ε)
sin3(π/3 + ε)
(π
3
+ ε− 1
2
sin
(2π
3
+ 2ε
))
+
2 sin2 ε cos(π/3− ε)
sin3(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
+
sin2 ε
sin2(π/3 + ε)
(
1− cos
(2π
3
+ 2ε
))
+
sin2 ε
sin2(π/3− ε)
(
− 1 + cos
(2π
3
− 2ε
))
=
16
3
(π
3
−
√
3
4
)
ε+O(ε2),
and similarly
D′(ε) = −1 + cos(2ε) + sin 2ε
sin2(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
+
2 sin2 ε cos(π/3− ε)
sin3(π/3− ε)
(π
3
− ε− 1
2
sin
(2π
3
− 2ε
))
+
sin2 ε
sin2(π/3− ε)
(
− 1 + cos
(2π
3
− 2ε
))
=
8
3
(π
3
−
√
3
4
)
ε+O(ε2).
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Thus
1
m2
dm1
dε
=
N ′(ε)D(ε)−D′(ε)N(ε)
D(ε)2
=
16
3π
(π
3
−
√
3
4
)
ε+O(ε2).
Now we compute the derivative ∂r1∂ε . From (2.9) and (2.10) we get
r21 = r
2
2
sin2 ε
sin2(π/3 + ε)
=
sin2 ε
sin2(π/3 + ε)D(ε)
m2,
hence
1
m2
∂r21
∂ε
=
sin 2ε
sin2(π/3 + ε)D(ε)
− 2 sin
2 ε cos(2π/3 + ε)
sin3(π/3 + ε)D(ε)
− sin
2 εD′(ε)
sin2(π/3 + ε)D2(ε)
=
8
3π
ε+O(ε2),
which then gives
∂r1
∂m1
=
1
2r1
∂r21
∂ε
dm1
dε
=
1
2r1
8
3π ε+O(ε
2)
16
3π
(
π
3 −
√
3
4
)
ε+O(ε2)
≥ C
r1
> 0,
for all sufficiently small ε < ε0, withC, ε0 being a universal constants independent of Γij andMi, i, j = 1, 2.
Using the fact that in a double bubble we have θ1 ∈ (π/3, 2π/3), we get
π
3
r21 ≤ m1 ≤ πr21 ,
and hence there exists another constant C′ > 0 such that
∂
∂m1
1
r1
= − 1
r21
∂r1
∂m1
≤ − C
′
m
3/2
1
asm1 → 0, and (2.1) is proven. Then note
∂2e0(m1,m2)
∂m21
=
Γ11
2π
+
∂
∂m1
1
r1
≤ Γ11
2π
− C
′
m
3/2
1
,
and the proof is complete.
The next result shows that in a minimizing configuration of (1.12), no single bubble, or lobe of double
bubbles, can be too large.
Lemma 2.4. Let B be a minimizing configuration of (1.12). Then there exist no single bubble, nor lobe of double
bubble, of i-th constituent, having mass greater than
M∗i :=
8π
Γ
2/3
ii
, i = 1, 2.
Proof. Assume there exists a single bubble of type I material with mass m. By replacing it with two single
bubbles with massm/2will change the energy by
∆ = 2
[Γ11m2
16π
+
√
2πm
]
−
[Γ11m2
4π
+ 2
√
πm
]
= −Γ11m
2
8π
+ 2
√
πm(
√
2− 1).
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The minimality of B requires∆ ≥ 0, which is possible only if
m3/2 ≤ 16π
√
π(
√
2− 1)
Γ11
.
Now assume there exists a lobe of a double bubble of type I material with massm. Denote bym2 the mass
of the other lobe (of type II material). By removing such lobe and replacing it with two single bubbles with
massm/2will change the energy by
∆ = 2
[Γ11m2
16π
+
√
2πm
]
+
Γ22m
2
2
4π
+ 2
√
πm2 −
[Γ11m2 + 2Γ12mm2 + Γ22m22
4π
+ p(m,m2)
]
≤ −Γ11m
2
8π
+ 2
√
2πm,
where we used the fact that 2
√
πm2 = p(0,m2) ≤ p(m,m2), which is a direct consequence of Lemma 2.1.
The minimality of B requires∆ ≥ 0, which is possible only if
m3/2 ≤ 16π
√
2π
Γ11
.
The proof for type II material is completely analogous.
Lemma 2.5. There exist constantsmi
s > 0, i = 1, 2, depending on Γii only, such that at most one single bubble of
i-th constituent in a minimizing configuration has massmki < mi
s.
Proof. Assume i = 1; the case i = 2 is the same. Assume that for someM there is a minimizing configura-
tions with (at least) two single bubbles of type I , whose masses are mk1 = x ≤ y = mℓ1. If we replace this
pair by one single bubble with mass x+ y, the change in energy may be estimated by:
∆ =
Γ11(x+ y)
2
4π
+ 2
»
π(x + y)−
ï
Γ11(x
2 + y2)
4π
+ 2
√
π(
√
x+
√
y)
ò
=
Γ11xy
2π
+ 2
√
π(
√
x+ y −√x−√y).
By the minimality of the given configuration, we must have∆ ≥ 0, that is,
Γ11xy
2π
≥ 2√π(√x+√y −√x+ y).
Thus,
Γ11
4π
√
π
xy ≥ 2
√
xy√
x+
√
y +
√
x+ y
≥
√
xy√
x+
√
y
(x≤y)
≥
√
x
2
.
Since Lemma 2.4 gives x, y ≤M∗1 (which depends on Γ11 only), it follows
Γ11
2π
√
π
√
xM∗1 ≥
Γ11
2π
√
π
√
xy ≥ 1,
thus there exists a constantm1
s := 4π3/(Γ11M
∗
1 )
2 such that y ≥ x ≥ m1s.
We are now ready to prove Theorem 1.1 on the finiteness of minimizing configurations.
Proof of Theorem 1.1. Combining Lemmas 2.2 and 2.3, we conclude that for anyminimizing configuration
for e0(M) there exists at most one double bubble whose lobe of the i-th constituent has mass less thanm
∗
i ,
i = 1, 2. Thus there exist at most
2 + min
ß
M1
m∗1
,
M2
m∗2
™
double bubbles.
A similar argument based on Lemma 2.5 yields the same conclusion for single bubbles in a minimizing
configuration.
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Proof of Theorem 1.2 (a). When Γ12 = 0, (1.10) becomes
e0(m) = p(m1,m2) +
Γ11(m1)
2
4π
+
Γ22(m2)
2
4π
. (2.11)
If there were two single bubbles with different constituents types, (1.11) would imply that
e0(m1, 0) + e0(0,m2) = 2
√
πm1 + 2
√
πm2 +
Γ11(m1)
2
4π
+
Γ22(m2)
2
4π
. (2.12)
Comparing (2.11) with (2.12), since p(m1,m2) ≤ 2√πm1+2√πm2, by [20] the two single bubbles of different
types are more costly than a double bubble of the same masses. Therefore, all single bubbles must be of the
same type of constituent.
Case 1: If all single bubbles (if any) are of type II constituent, choose M1 = K1M
∗
1 , where M
∗
i are
defined in Lemma 2.4. By Lemma 2.2 and Lemma 2.3, there is at most one double bubble whose lobe of
type I constituent has mass less than m∗1. Combined with Lemma 2.4, for the other double bubbles, their
lobes of type I constituent must have mass between m∗1 and M
∗
1 . Therefore, there are at least K1 double
bubbles.
LetKd be the total number of double bubbles. ClearlyKd < 1 +M1/m
∗
1. Again by Lemmas 2.2, 2.3 and
2.4 there is at most one double bubble whose lobe of type II constituent has mass less than m∗2 and for the
other double bubbles, their lobes of type II constituent must have mass betweenm∗2 andM
∗
2 . Choose
M2 ≥ (1 +M1/m∗1)M∗2 +K2M∗2 = (1 + (K1M∗1 )/m∗1)M∗2 +K2M∗2 .
The type II constituent used by all double bubbles is KdM
∗
2 . All the remaining type II constituent must go
into single bubbles. Therefore, there are at leastK2 single bubbles.
Case 2: If all single bubbles (if any) are of type I constituent, via similar arguments, chooseM2 = K2M
∗
2
andM1 ≥ (1 + (K2M∗2 )/m∗2)M∗1 +K1M∗1 .
Finally, choose
M1 ≥ max
ß
K1M
∗
1 ,
Å
1 +
K2M
∗
2
m∗2
ã
M∗1 +K1M
∗
1
™
=
Å
1 +
K2M
∗
2
m∗2
ã
M∗1 +K1M
∗
1 ,
M2 ≥ max
ß
K2M
∗
2 ,
Å
1 +
K1M
∗
1
m∗1
ã
M∗2 +K2M
∗
2
™
=
Å
1 +
K1M
∗
1
m∗1
ã
M∗2 +K2M
∗
2 .
Then for all massesM1 ≥ M1 for the first component andM2 ≥ M2 for the second, minimizing configura-
tions of (1.12) have at leastK1 double bubbles andK2 single bubbles.
Lemma 2.6. Given Γ11 > 0, Γ22 > 0,M1 > 0,M2 > 0, and
Γ12 >
4π
√
π(
√
M∗1 +
√
M∗2 )
m∗1m
∗
2
,
then any minimizing configuration of (1.12) has at most two double bubbles.
Proof. Consider an arbitrary minimizing configuration B of (1.12). By Lemma 2.3, there exists at most one
double bubble with lobe of i-th constituent having mass less thanm∗i , i = 1, 2. Thus any remaining (if there
is) double bubble Bk = (m
k
1 ,m
k
2) satisfying m
k
1 ≥ m∗1 and mk2 ≥ m∗2. Splitting such a double bubble into
two single bubbles changes the energy by a quantity
∆ =
2∑
i=1
Γii(m
k
i )
2
4π
+ 2
√
π(
»
mk1 +
»
mk2)−
ï
Γ12m
k
1m
k
2
2π
+
2∑
i=1
Γii(m
k
i )
2
4π
+ p(mk1 ,m
k
2)
ò
≤ 2√π(
»
mk1 +
»
mk2)−
Γ12m
k
1m
k
2
2π
.
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Using the minimality of B and Lemma 2.4, we need
0 ≤ ∆ ≤ 2√π(
»
mk1 +
»
mk2)−
Γ12m
k
1m
k
2
2π
≤ 2√π(√M∗1 +√M∗2 )− Γ12m∗1m∗22π , (2.13)
and recalling thatM∗i andm
∗
i depend only on Γii, i = 1, 2, (2.13) can hold only when
Γ12 ≤
4π
√
π(
√
M∗1 +
√
M∗2 )
m∗1m
∗
2
.
Thus for our choice of Γ12, no double bubble with massesm
k
1 ≥ m∗1 and mk2 ≥ m∗2 can exist, since splitting
it into two single bubbles decreases the energy.
Proof of Theorem 1.2 (b). Denote the minimizing configuration of (1.12) by B.
• Claim: there exists constant mi
d > 0, depending on Γii only, such that any lobe of i-th constituent of
a double bubble in B has mass at leastmid.
Assume there exists a double bubble D = (x,m2). Condition M1 > 4M
∗
1 , combined with Lemma 2.6,
gives that there are at least two single bubbles of type I constituent. By Lemma 2.5 there is a single bubble
S of type I constituent with massm ≥ m1s. Removing mass ε from the lobe of type I constituent of D, and
adding it to S changes the energy by a quantity
∆ =
ï
Γ11(x− ε)2
4π
+
Γ12(x− ε)m2
2π
+
Γ22m
2
2
4π
+ p(x− ε,m2) + Γ11(m+ ε)
2
4π
+ 2
»
π(m+ ε)
ò
−
ï
Γ11x
2
4π
+
Γ12xm2
2π
+
Γ22m
2
2
4π
+ p(x,m2) +
Γ11m
2
4π
+ 2
√
πm
ò
= −Γ11xε
2π
− Γ12m2ε
2π
+ p(x− ε,m2)− p(x,m2) + Γ11mε
2π
+ 2
»
π(m+ ε)− 2√πm
=
Å
Γ11m
2π
+
…
π
m
− Γ11x+ Γ12m2
2π
− 1
r1
ã
ε+O(ε2),
where r1 denotes the radius of the lobe of mass x. By the minimality of B, we need
0 ≤ Γ11m
2π
+
…
π
m
− Γ11x+ Γ12m2
2π
− 1
r1
≤ Γ11M
∗
1
2π
+
…
π
m1
s −
…
π
3x
,
and noting that M∗1 and m1
s depend only on Γ11, we get a lower bound on x. For any lobe of type II
constituent, the proof is the same. Thus, the claim is proven.
Assume there exists a double bubble, whose lobes of i-th constituent have masses xi, i = 1, 2. Splitting
such double bubble into two single bubbles (with masses x1 and x2) changes the energy by
∆ =
2∑
i=1
Γiix
2
i
4π
+ 2
√
π(
√
x1 +
√
x2)−
ï
Γ12x1x2
2π
+
2∑
i=1
Γiix
2
i
4π
+ p(x1, x2)
ò
≤ 2√π(√M∗1 +√M∗2 )− Γ12m1dm2d2π ,
and by the minimality of B, we need
0 ≤ 2√π(√M∗1 +√M∗2 )− Γ12m1dm2d2π .
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Let
Γ∗12 :=
4π
√
π(
√
M∗1 +
√
M∗2 )
m1
dm2
d
.
Since M∗i and mi
d depend only on Γii, i = 1, 2, for all sufficiently large Γ12, that is, Γ12 > Γ
∗
12, no double
bubble can exist.
Lemma 2.7. (Finite and uniform single bubbles) Given Γ11, Γ12, Γ22,M1, andM2, if any minimizing configuration
of (1.12) has only single bubbles, then there are finite single bubbles and all the single bubbles are of the same size.
Proof. The proof closely follows that of [[12], Lemma 6.2], for the binary case. We provide a sketch for the
reader’s convenience. By Theorem 1.1 there are only finitely many single bubbles. Assume there are K1
type-I single bubbles with masses {m11,m21, · · · ,mK11 } and there are K2 type-II single bubbles with masses
{m12,m22, · · · ,mK22 }. Let Fi(x) = Γiix
2
4π + 2
√
πx, the contribution to e0 from a single bubble of mass x in the
ith constituent. Note that
Fi(x) =
4π
(Γii)1/3
f
Å
x
4π(Γii)−2/3
ã
,
where f(x) = x2 +
√
x. Calculations show that Fi(x) is concave on (0, πΓ
−2/3
ii ] and convex on [πΓ
−2/3
ii ,∞).
Thus, for each i, the following can be proved:
(1). There is at most one mki ≤ πΓ−2/3ii .
(2). The set of elements {mki : mki ≥ πΓ−2/3ii } is a singleton since F i(x) is convex on [πΓ−2/3ii ,∞).
(3). Any masses of the form {x, y, · · · , y︸ ︷︷ ︸
Ki−1
} with x < πΓ−2/3ii ≤ y can not be a minimizer of Fi.
Proof of Theorem 1.2 (c). Consider a minimizing configuration B of (1.12).
At most one double bubble: assume the opposite, i.e. there were two double bubbles, then each lobe (of
i-th constituent) would have mass less thanm∗i , prohibited by Lemma 2.3.
At most one single bubble of each constituent: assume there exist two single bubbles of type I constituent,
with massesm11 andm
2
1, respectively. Then
[e0(m
1
1 − ε, 0) + e0(m21 + ε, 0)]− [e0(m11, 0) + e0(m21, 0)]
=
ï
∂
∂m1
e0(m
2
1, 0)−
∂
∂m1
e0(m
1
1, 0)
ò
ε+
1
2
ï
∂2
(∂m1)2
e0(m
1
1, 0) +
∂2
(∂m1)2
e0(m
2
1, 0)
ò
ε2 +O(ε3)
Theminimality ofB requires ∂∂m1 e0(m11, 0) = ∂∂m1 e0(m21, 0). However, sincem11,m21 < M1 < min{m∗1, πΓ
−2/3
11 },
based on the proof in Lemma 2.7, we have
∂2
(∂m1)2
e0(m
1
1, 0) < 0,
∂2
(∂m1)2
e0(m
2
1, 0) < 0,
which is prohibited by the minimality of B.
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No coexistence: assume the opposite, i.e. there exists a single bubble with mass m which, without loss
of generality, we assume made of type I constituent, and a double bubble with lobes of massesm1 andm2.
Then
[e0(m− ε, 0) + e0(m1 + ε,m2)]− [e0(m, 0) + e0(m1,m2)]
=
ï
∂
∂m1
e0(m1,m2)−
∂
∂m1
e0(m, 0)
ò
ε+
1
2
ï
∂2
(∂m1)2
e0(m, 0) +
∂2
(∂m1)2
e0(m1,m2)
ò
ε2 +O(ε3)
Theminimality ofB requires ∂∂m1 e0(m, 0) = ∂∂m1 e0(m1,m2). However, sincem,m1 < M1 < min{m∗1, πΓ
−2/3
11 },
based on Lemma 2.3 and the proof in Lemma 2.7, we have
∂2
(∂m1)2
e0(m, 0) < 0,
∂2
(∂m1)2
e0(m1,m2) < 0,
which is prohibited by the minimality of B.
Finally, we need to compare the case of one double bubble (with lobes of massesM1 andM2) against the
case of two single bubbles of different constituents (of massesM1 andM2). By our choice of Γ12, we have
Γ12
2π
M1M2 + p(M1,M2) < 2
√
π(
√
M1 +
√
M2),
hence the double bubble has lower energy.
3 Convergence Theorems
In this section we formulate and prove two theorems on first-order convergence of Eη .
First, we consider global minimizers of Eη with given mass condition
´
T2
vη =M . Let v
∗
η be minimizers
of Eη, that is,
Eη(v
∗
η) = min
ß
Eη(vη) | vη = (v1,η, v2,η) ∈ Xη,
ˆ
T2
vη = M
™
, (3.1)
where the spaceXη is defined in (1.7).
Theorem 3.1. Let v∗η = η
−2χΩη be minimizers of problem (3.1) for all η > 0. Then, there exists a subsequence
η → 0 (still denoted by η) andK ∈ N such that:
1. there exist connected clusters A1, . . . , AK in R2 and points xkη ∈ T2, k = 1, . . . ,K , for which
η−2
∣∣∣∣∣Ωη △
K⋃
k=1
(
ηAk + xkη
)∣∣∣∣∣ η→0−−−→ 0; (3.2)
2. each Ak, k = 1, . . . ,K is a minimizer of G:
G(Ak) = e0(mk), mk = (mk1 ,mk2) = |Ak|; (3.3)
Moreover,
e0(M) = lim
η→0
Eη(vη) =
K∑
k=1
G(Ak) =
K∑
k=1
e0(m
k). (3.4)
3. xkη
η→0−−−→ xk, ∀k = 1 . . . ,K , and {x1, . . . , xK} attains the minimum of FK(y1, . . . , yK ; {m1, . . . ,mK}) over
all {y1, . . . , yK} in T2.
18
We recall that
FK(y1, . . . , yK ; {m1, . . . ,mK}) =
K∑
k,ℓ=1
k 6=ℓ
2∑
i,j=1
Γij
2
mki m
ℓ
j GT2(y
k − yℓ).
Thus, minimizers of Eη concentrate on a finite number of connected clusters, each of which blows up
to a minimizer of the limit energy G, and with each converging to a different point in T2. Note that an
equivalent way to write (3.2) is using BV (T2; {0, η−2}) functions: if we define Θη := ⋃Kk=1 (ηAk + xkη) and
wη = η
−2χΘη , then ‖vη − wη‖L1(T2) η→0−−−→ 0. Applying the regularity theory of [39] as in [4, 5] one could
show that the convergence actually occurs in a much strongerC1,1 sense. (In which case, we could conclude
that minimizers Ωη of Eη must also have a bounded number of connected components.)
We note that even in the diblock (binary) case, Theorem 3.1 provides a more detailed description of
energy minimizers than that of [12].
We also formulate the limit in terms of Γ-convergence. In this vein we follow the model of [12]. Gamma-
limits allow us to consider non-minimizing configurations with energy of the same order as minimizers,
and obtain a weaker form of the structure given above. However, as we will see we can no longer prevent
“coalescence” of concentration points at the same limit point ξ ∈ T2 unless we have some second-order
information, which is available for global minimizers.
We define a class of measures with countable support on T2,
Y :=
{
v0 =
∞∑
k=1
(mk1 ,m
k
2) δxk |mki ≥ 0, xk ∈ T2 distinct points
}
,
and a functional on Y ,
E0(v0) :=
ß ∑∞
k=1 e0(m
k), if v0 ∈ Y,
∞, otherwise. (3.5)
Then we have a first Gamma-convergence result:
Theorem 3.2 (First Γ-limit). We have
Eη
Γ−→ E0 as η → 0.
That is,
1. Let vη ∈ Xη be a sequence with supη>0 Eη(vη) <∞. Then there exists a subsequence η → 0 and v0 ∈ Y such
that vη ⇀ v0 (in the weak topology of the space of measures), and
lim inf
η→0
Eη(vη) ≥ E0(v0).
2. Let v0 ∈ Y with E0(v0) <∞. Then there exists a sequence vη ⇀ v0 weakly as measures, such that
lim sup
η→0
Eη(vη) ≤ E0(v0).
We may also formulate a second Γ-convergence result at the level of | log η|−1 in the energy, which
expresses the interaction energy between components at the minimal energy e0(M). For vη ∈ Xη, let
Fη(vη) := | log η|
ï
Eη(vη)− e0
Åˆ
T2
vη
ãò
. (3.6)
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Given the behavior described for minimizers in Theorem 3.1, we expect that for configurations with near-
minimal energy Eη(vη) ≃ e0(M), Fη(vη) should describe the interaction energy of the disjoint clusters
making up vη .
For K ∈ N,mk1 ≥ 0,mk2 ≥ 0 and (mk1)2 + (mk2)2 > 0, the sequence K ⊗ (mk1 ,mk2) is defined by
(K ⊗ (mk1 ,mk2))k :=
®
(mk1 ,m
k
2), 1 ≤ k ≤ K,
(0, 0), K + 1 ≤ k <∞.
LetMM be the set of optimal sequences made of all clusters for the problem (1.12):
MM :=
{
K ⊗ (mk1 ,mk2) : K ⊗ (mk1 ,mk2)minimizes (1.12) forMi, i = 1, 2,
and e0(m
k) = e0(m
k), mk = (mk1 ,m
k
2)
}
.
Let YM denote the space of all measures v0 =
∑K
k=1m
kδxk with {x1, . . . , xK} distinct points in T2 and
K ⊗mk ∈MM . For v0 ∈ YM , we define the functional
F0(v0) =
2∑
i,j=1
Γij
2

K∑
k=1
[
f(mki ,m
k
j ) +m
k
im
k
jRT2(0)
]
+
K∑
k,ℓ=1
k 6=ℓ
mkim
ℓ
jGT2(x
k
i − xℓj)
 ,
and F0(v0) = +∞ otherwise. The term
f(mki ,m
k
j ) =
1
2π
ˆ
Ak
i
ˆ
Ak
j
log
1
|x− y|dx dy,
where Ak are the minimizers of e0(m
k), is determined by the first Γ-limit, and thus is a constant in F0 and
does not change with the locations xk of the bubbles.
Theorem 3.3 (Second Γ-limit). We have
Fη
Γ−→ F0 as η → 0.
That is, conditions 1 and 2 of Theorem 3.2 hold with Eη and E0 replaced by Fη and F0.
The proof of the second Γ-limit follows that of [12], with some modifications as in the proof of statement
3. of Theorem 3.1, and is left to the reader. We remark that for minimizers, statement 3. of Theorem 3.1 is
stronger than that of Theorem 3.3, as the control of errors from the order-one Gamma limit is effectively
incorporated in the hypothesis that supη>0 Fη(vη) <∞.
A concentration lemma
We begin bymaking precise the heuristic idea that finite energy configurations vη are composed of a disjoint
union of well-separated components of size η. Ideally, we would hope that each is connected, but it is
sufficient to show that they are separated by open sets of diameter O(η).
Lemma 3.4. Let vη = η
−2χΩη ∈ Xη with η
´
T2
|∇vη| ≤ C. Then, there exists an at most countable collection
vkη = η
−2χΩkη ∈ Xη, with clusters Ωkη = (Ωk1,η,Ωk2,η), such that
(a) Ωki,η ∩Ωℓj,η = ∅, for k 6= ℓ and i, j = 1, 2.
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(b) vη =
∑∞
k=1 v
k
η in Xη; in particular,
ˆ
T2
|∇vi,η | =
∞∑
k=1
ˆ
T2
|∇vki,η|.
(c) There exists C > 0 with diam(Ωkη) ≤ Cη for all k ∈ N.
Proof. Our first step is to identify “components” of the clusters Ωη . As we are not assuming these are min-
imizers, these sets do not have any higher regularity, so we will instead define disjoint open sets {Σ˜kη}k∈N
which disconnect Ωη at the η-scale. To this, we first let ρǫ(x) = ǫ
−2ρ(x/ǫ) be a family of C∞ mollifiers
supported in Bǫ(0),
´
T2
ρǫ = 1. Let Ω˜η = Ω1,η ∪ Ω2,η and ϕη = ρη2 ∗ χΩ˜η , which is C
∞(T2). Following [7,
Theorem 3.42], we may choose t = t(η) ∈ (0, 1) for which the set Ση := {x : ϕη(x) > t} is an open set with
smooth ∂Ση ⊂ T2, with
PerT2(Ση) ≤ PerT2(Ωη) + η2 ≤ Cη.
Moreover (by construction) the Hausdorff distance d(Ση, Ω˜η) ≤ η2. As ∂Ση is smooth, it decomposes into an
at most countable collection of smooth, disjoint, open, connected components, Ση =
⋃∞
k=1Σ
k
η , Σ
k
η ∩Σℓη = ∅,
k 6= ℓ. As the Σkη are connected, we also conclude that the diameters,
∞∑
k=1
diamT2(Σ
k
η) ≤ C′η
for a constant C′ independent of η.
We next grow our sets Σkη by considering an η
2-neighborhood,
Σ˜kη :=
⋃
y∈Σkη
Bη2(y),
the η2-neighborhoods of the sets Σkη. In this way, the collection {Σ˜kη} covers the original set,
Ωη,Ση ⊂
∞⋃
k=1
Σ˜kη. (3.7)
In expanding Σkη to Σ˜
k
η, these may no longer be disjoint, but this problem may be overcome by fusing
together components which intersect. Indeed, if Σ˜kη∩Σ˜ℓη 6= ∅ for some ℓ 6= k, then replace that pair in the list
by Σ̂kη := Σ˜
k
η ∪ Σ˜ℓη and reorder (if necessary.) The resulting sets {Σ˜kη}k∈N will in fact be an at most countable
collection of disjoint open sets, each of diameter O(η), which cover the clusters Ωη.
Now we may define our disjoint components of Ωη via
Ωkη := Ωη ∩ Σ˜kη.
By (3.7) we may conclude Ωη =
⋃∞
k=1Ω
k
η , and since each Σ˜
k
η is open and the collection is disjoint, we thus
obtain (a), (b) and (c).
Now that we have decomposed Ωη into disjoint clusters, we describe the limiting structure of the set at
the η-scale, in terms of sets minimizing the blow-up energy G:
Lemma 3.5. Let wη = η
−2χΩη with
´
T2
wη = M > 0, and supη>0Eη(wη) < ∞. Then there exists a subsequence
of η → 0, points {xkη} in T2, and clusters {Ak} in R2, such that Ωη =
⋃
k∈N Ω
k
η satisfies:∣∣∣Ak △ (η−1 [Ωkη − xkη])∣∣∣ η→0−−−→ 0, ∀k; (3.8)
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Moreover,
Mi = lim
η→0
∞∑
k=1
η−2|Ωki,η| =
∞∑
k=1
|Aki |, i = 1, 2, and (3.9)
lim inf
η→0
Eη(wη ) ≥
∞∑
k=1
G(Ak) ≥ e0(M). (3.10)
That is, up to sets of negligible area, Ωη ≃ ⋃k [xkη + ηAk], a disjoint, at most countable, union of fixed
(η-independent) clusters scaled by η.
Proof. Applying Lemma 3.4 to the set Ωη for each fixed η > 0, we obtain an at most countable disjoint col-
lection Ωkη = (Ω
k
1,η,Ω
k
2,η) of clusters in T
2, and corresponding vkη = η
−2(χΩk
1,η
, χΩk
2,η
) ∈ [BV (T2; {0, η−2})]2,
satisfying conditions (a), (b), (c) of Lemma 3.4. We denote by
mkη = (m
k
1,η,m
k
2,η) = η
−2|Ωkη| = (η−2|Ωk1,η| , η−2|Ωk2,η|).
This may be a finite union of size Nη ∈ N, in which case we take Ωkη = (∅, ∅) for k > Nη, and the choice of
xkη is irrelevant. We also recall that it is possible that only one ofm
k
i,η > 0. As
M = (M1,M2) =
∞∑
k=1
mkη,
is either a finite sum or a convergent series, without loss of generality we may assume that each sequence
{Ωkη} is ordered by decreasing cluster mass: that is, |mkη| = mk1,η +mk2,η ≥ |mk+1η | holds for all k.
From the proof of Lemma 3.4 we note that each disjoint cluster Ωkη ⊂ Σkη , with {Σkη}k∈N a collection of
disjoint open sets. This disconnection of Ωη also induces a corresponding disconnection on T
2 \ Ωη , and
hence the perimeter of the cluster Ωη (see (1.9)) decomposes as
PerT2(Ωη) =
∞∑
k=1
PerT2(Ω
k
η). (3.11)
For any k ∈ N, take any xkη ∈ Ωk1,η ∪ Ωk2,η. By (c) of Lemma 3.4 each individual disjoint cluster Ωkη has
bounded diameter, and thus there exists R > 0 independent of η with
Ωkη ⊂ Bkη ⊂ BηR(xkη). (3.12)
An immediate consequence of (3.12) is that we can think of each cluster Ωkη as a subset of R
2, and do a
blow-up at scale η. We define Akη = (A
k
1,η, A
k
2,η), a cluster in R
2, via
Aki,η = η
−1(Ωki,η − xkη) ⊂ BR(0) ⊂ R2.
For each k, Akη is a uniformly bounded family of finite perimeter sets in R
2, and
PerR2(A
k
η) ≤ η−1
ˆ
T2
|∇χΩkη | ≤ η
ˆ
T2
|∇wη| ≤ Eη(wη),
for each η > 0. By Proposition 29.5 in [39], for each k there exists a subsequence (still denoted by η) η → 0
and a cluster Ak = (Ak1 , A
k
2) in R
2 with limη→0 |Akη △Ak| = 0, and for which
PerR2(A
k) ≤ lim inf
η→0
PerR2(A
k
η), |Ak| = lim
η→0
|Akη| = mk = (mk1 ,mk2),
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Thus there exists a common subsequence, which do not relabel, along which each Akη → Ak in the above
sense.
Next we show (3.9) holds. AsMi =
∑∞
k=1m
k
i,η , we obtain
Mi = lim
η→0
∞∑
k=1
mki,η ≥
∞∑
k=1
mki , i = 1, 2.
To obtain the opposite inequality, let ǫ > 0 be given and C0 = supη>0Eη(wη). By the convergence of the
series above we may choose N ∈ N for which both
∞∑
k=N
mki <
ǫ
2
, and mNi ≤ |mN | <
ǫ2π
4C20
, i = 1, 2.
Sincemki,η → mki as η → 0, we may choose η0 > 0 so that
mNi,η < 2m
N
i <
ǫ2π
2C20
, ∀η < η0.
Using the ordering |mk+1η | ≤ |mkη| and the isoperimetric inequality,
∞∑
k=N
mki,η ≤
∞∑
k=N
»
|mkη|
»
mki,η ≤
»
|mNη |
∞∑
k=N
»
mki,η
≤
 
|mNη |
4π
∞∑
k=N
PerR2(A
k
i,η)
≤
 
|mNη |
4π
ï
η
ˆ
T2
|∇wη|
ò
<
 
|mNη |
4π
C0 <
ǫ
2
,
for all η < η0. Finally, sincem
k
η → mk as η → 0, by choosing η0 smaller if necessary we have
N−1∑
k=1
mki,η ≤
N−1∑
k=1
mki +
ǫ
2
, ∀η < η0.
Thus, for all η < η0,
Mi =
∞∑
k=1
mki,η <
N−1∑
k=1
mki,η +
ǫ
2
<
N−1∑
k=1
mki + ǫ ≤
∞∑
k=1
mki + ǫ,
and (3.9) is verified.
It remains to calculate the energy in this limit. Let w˜ki,η = η
−2χΩk
i,η
, i = 1, 2, and w˜i,η =
∑
k∈N w˜
k
i,η . As
the clusters Ωkη are smooth with disjoint closures, the perimeter term decomposes exactly at the η-scale, and
by lower semicontinuity
η
ˆ
T2
|∇w˜η| = η−1
∑
k∈N
PerT2(Ω
k
η) ≥
∑
k∈N
PerR2(A
k) + o(1).
The nonlocal terms also split into a double sum: for i, j = 1, 2,
ˆ
T2
ˆ
T2
w˜i,η(x)GT2 (x− y)w˜j,η(y) dx dy =
∑
k,ℓ∈N
Ik,ℓi,j , with
Ik,ℓi,j :=
ˆ
T2
ˆ
T2
w˜ki,η(x)GT2(x − y) w˜ℓj,η(y) dx dy =
ˆ
Ak
i,η
ˆ
Aℓ
j,η
GT2((x
k
η + ηx˜)− (xℓη + ηy˜))dx˜ dy˜.
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First consider the self-interaction terms, ℓ = k. These have two parts,
Ik,ki,j =
ˆ
Ak
i,η
ˆ
Ak
j,η
ï
1
2π
log
1
η|x˜− y˜| +RT2(ηx˜ − ηy˜)
ò
dx˜ dy˜
=
| log η|
2π
|Aki,η| |Akj,η|+ Ji,j(Akη), (3.13)
where we define (for clusters A = (A1, A2) in R
2)
Ji,j(A) :=
ˆ
Ai
ˆ
Aj
ï
1
2π
log
1
|x˜− y˜| +RT2(η(x˜ − y˜))
ò
dx˜ dy˜. (3.14)
As the regular part of the Green’s function RT2(x − y) ≥ C1 is bounded below on T2, and (using (3.12))
Aki,η ⊂ BR(0) for all k, we obtain the estimate
Ik,ki,j ≥
ï | log η|
2π
+ C1
ò
|Aki,η| |Akj,η| − C2|Aki,η|,
with C2 = (2π)
−1 ´
BR(0)
| log |x˜− y˜||dx˜. Thus, on diagonal,
∑
k∈N
2∑
i,j=1
Γij
2
Ik,ki,j ≥
∑
k∈N
2∑
i,j=1
Γij
| log η|
4π
|Aki,η| |Akj,η| −O(1) (3.15)
=
| log η|
4π
∑
k∈N
2∑
i,j=1
Γijm
k
i m
k
j − o(| log η|). (3.16)
We estimate interaction terms between component clusters in terms of their distance,
rk,ℓη := max{distT2(x, y) | x ∈ Ωkη, y ∈ Ωℓη), (3.17)
for k 6= ℓ with |Ωkη|, |Ωℓη| 6= 0. The situation is different depending on whether rk,ℓη is bounded from below
or not. In case that (taking a further subsequence if necessary) rk,ℓη ≥ δ0 > 0 for all η, for k 6= ℓ and i, j = 1, 2
we have
Ik,ℓi,j = η
−4
ˆ
Ωk
i,η
ˆ
Ωℓ
j,η
GT2(x− y) dx dy
= η−4 |Ωki,η| |Ωℓj,η|
[
GT2(x
k
η − xℓη)−O(η)
]
= |Aki,η| |Aℓj,η|
[
GT2(x
k
η − xℓη)−O(η)
]
, (3.18)
which is of lower order than the self-interaction term. If rk,ℓη → 0 as η → 0, we have coalescence of two or
more clusters; in this case we estimate:
Ik,ℓi,j = η
−4
ˆ
Ωk
i,η
ˆ
Ωℓ
j,η
GT2(x− y) dx dy
= η−4
ˆ
Ωk
i,η
ˆ
Ωℓ
j,η
ï
− 1
2π
log |x− y|+RT2(x − y)
ò
dx dy
≥ η−4 |Ωki,η| |Ωℓj,η|
ñ | log rk,ℓη |
2π
− C
ô
= |Aki,η| |Aℓj,η|
ñ | log rk,ℓη |
2π
− C
ô
. (3.19)
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This term may be of the same order as the self-interaction term, if the distance rk,ℓη is comparable to η, in
the sense that | log rk,ℓη | ∼ | log η|. Later, we will need to distinguish these cases, but for this lemma we need
only note that they are nonnegative apart from remainders of order o(| log η|). Thus, we have the lower
bound,
Eη(wη) ≥ Eη(w˜η)−O(η)
=
∑
k∈N
PerR2(A
k
η) +
1
| log η|
∑
k,ℓ∈N
2∑
i,j=1
Γij
2
Ik,ℓi,j − o(1)
≥
∑
k∈N
[
PerR2(A
k) +
1
4π
2∑
i,j=1
Γijm
k
i m
k
j
]
− o(1)
=
∑
k∈N
G(Ak)− o(1). (3.20)
As
∑
k∈Nm
k
i = Mi, i = 1, 2, we obtain (3.10).
With the decomposition from Lemma 3.5 we are now ready to prove the first Γ-convergence statement.
We note that
e0
( ∞∑
k=1
mk
)
≤
∞∑
k=1
e0(m
k), (3.21)
wheremk = (mk1 ,m
k
2) and
∑∞
k=1m
k = (
∑∞
k=1m
k
1 ,
∑∞
k=1m
k
2).
Proof of the first Gamma limit
We can now prove Γ convergence of Eη → E0.
Proof of Theorem 3.2. Let vη = (v1,η, v2,η) be a sequence such that the energiesEη(vη) andmasses
´
T2
vi,η, i =
1, 2 are bounded. Taking a subsequence (not relabeled,) we may assume
´
T2
vi,η →Mi, i = 1, 2.
COMPACTNESS AND LOWER LIMIT: Applying Lemma 3.5 to vη , we obtain at most countably many points
xkη ∈ T2, clusters Ωkη in T2 and Ak in R2, satisfying (3.8)-(3.10). In particular, by (3.8) we may conclude that
η−2χΩk
i,η
−mki δxkη ⇀ 0,
in the sense of measures. Applying Lemma 5.1 of [12] (which is based on a general concentration-compactness
result of Lions [35],) we may conclude that (taking a further subsequence,) vη ⇀ v0 with v0 = (v1,0, v2,0) =∑∞
k=1(m
k
1 ,m
k
2) δxk , with distinct x
k ∈ T2 and mki ≥ 0, as desired. From (3.9) we may conclude that
Mi =
∑
k∈Nm
k
i . Applying (3.10) and (3.21), we obtain the lower limit.
UPPER LIMIT: The upper bound follows from essentially the same argument as in the proof of Theorem 6.1
of [12]; the fact that our vη are supported on 2-clusters does not affect the reasoning. We provide a brief
summary here for completeness, as the bound is important for the proof of Theorem 3.1.
Let v0 =
∑∞
k=1(m
k
1 ,m
k
2)δxk with {xk} distinct and mki ≥ 0, for k ∈ N, i = 1, 2, with Mi =
∑
km
k
i < ∞,
and E0(v0) < ∞. As the sums are convergent, we may approximate each by truncation to K < ∞ terms,
v˜i,0 =
∑K
k=1m
k
i δxk
i
, and in that case
E0 (v˜0) =
K∑
k=1
e0(m
k) ≤
∞∑
k=1
e0(m
k) = E0(v0).
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And also note that e0(m
k) can be approximated to arbitrary precision by
Lk∑
ℓ=1
e0(m
kℓ),
where mkℓ = (mkℓ1 ,m
kℓ
2 ) and
∑∞
ℓ=1m
kℓ
i = m
k
i . Therefore, it is sufficient to construct a sequence vη ⇀ v˜0
such that
lim sup
η→0
Eη(vη) ≤
K∑
k=1
e0(m
k) for v˜i,0 =
K∑
k=1
mki δxk
i
. (3.22)
To do this, for each pair mk = (mk1 ,m
k
2) we let A
k be the cluster in R2 which attains the minimum of
the blow-up energy, e0(m
k) = G(Ak), and zk := χAk = (χAk
1
, χAk
2
). Choosing K points ξk ∈ T2 with
distT2(ξ
k, ξℓ) ≥ δ > 0 for k 6= ℓ, we claim that the configuration
vη(x) = η
−2
K∑
k=1
zk(η−1(x− ξk))
satisfies (3.22). Indeed, the perimeter term splits exactly as in (3.11), as well as the self interaction terms,
Ik,ki,j =
| log η|
2π
mki m
k
j + o(| log η|).
The interaction terms Ik,ℓi,j for k 6= ℓ are uniformly bounded in η, as noted in (3.18). This completes the proof
of the first Γ-limit.
Minimizers of Eη
We now continue towards the proof of Theorem 3.1 concerning global minimizers of Eη. We next consider
configurations whose energy Eη(wη) ≤ e0(M), coinciding with the minimum value suggested by the Γ-
limit. With this tighter bound we may obtain more information about the component clusters Ωkη and their
centers xkη . However, note that this is not quite sufficient to conclude that “coalescence” of minimizing
clusters cannot occur.
Lemma 3.6. Let wη = η
−2χΩη with
´
T2
wη = M > 0, and
lim sup
η→0
Eη(wη) ≤ e0(M).
Then there exists a subsequence (still denoted by) η, K ∈ N, clusters Ωkη ⊂ T2 and Ak ∈ R2 satisfying (3.2), (3.3),
and (3.4). In addition,
lim sup
η→0
| log rk,ℓη |
| log η| = 0, ∀k 6= ℓ. (3.23)
We recall that rk,ℓη is defined in (3.17).
Proof. The existence of an at most countable collection of disjoint clustersΩkη and their blowup setsA
k, with
mk = |Ak|, follows from Lemma 3.5. From (3.10) we obtain
e0(M) ≥
∞∑
k=1
G(Ak) ≥
∞∑
k=1
e0(m
k) ≥ e0(M),
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and so each term is equal. In particular, ∑
k∈N
[G(Ak)− e0(mk)] = 0,
and since each term in the sum is non-negative, each must vanish. Therefore, G(Ak) = e0(mk) and Ak is a
minimizer for each k. By Theorem 1.1 we conclude that there are only a finite number K ∈ N of nontrivial
connected clusters A1, . . . , AK in the limit. Therefore, we have
∞∑
k=K+1
|Akη| =
∞∑
k=K+1
η−2|Ωkη| → 0,
and it suffices to consider the finite union
⋃K
k=1 Ω
k
η.
To prove (3.2), we note that for each component k,
η−2
∣∣∣Ωkη △ (ηAk + xkη)∣∣∣ = ∣∣∣η−1(Ωkη − xkη)△ Ak∣∣∣ η→0−−−→ 0,
by (3.8). As the number of components is uniformly bounded, (3.2) follows.
Finally, wemust show that the distance between distinct connected clusters is large relative to η. Assume
that ∃ k 6= ℓ and c > 0 with | log r
k,ℓ
η |
| log η| ≥ c. Returning to the lower bound (3.20), we retain the term involving
Ik,ℓi,j in the third line, and obtain:
e0(M) = Eη(w˜η) + o(1) ≥
K∑
k=1
G(Ak) + 1
4π| log η|
2∑
i,j=1
ΓijI
k,ℓ
i,j + o(1)
≥ e0(M) + c
4π
2∑
i,j=1
Γijm
k
im
ℓ
j + o(1).
We conclude that at least one of mk,mℓ = 0, and thus no two connected clusters can accumulate at that
scale.
We remark that we have shown that in the limit η → 0, only a finite number K < ∞ of nontrivial con-
nected clusters remain. It is possible under the hypotheses of Lemma 3.6 that for η > 0, Ωη has additional
(and perhaps an unbounded number of) components with vanishing mass. For minimizers this should
not be the case, but it requires further arguments involving regularity of minimizers (see [5]) to make this
conclusion.
Proof of Theorem 3.1. Let v∗η be minimizers of Eη with mass
´
T2
v∗η = M . From the derivation of the Upper
Bound in the proof of Theorem 3.2, we have lim supη→0Eη(v
∗
η) ≤ e0(M). So by Lemma 3.5 we obtain the
decomposition of Ωη as in that lemma, and the convergence of the minimum values,
lim
η→0
Eη(v
∗
η) = e0(M).
It remains to show that the centers xkη , k = 1, . . . ,K , remain isolated from each other and in fact converge
to minimizers of FK , whereK is determined in Lemma 3.6.
For this purpose we must refine the upper and lower bounds on the energy. Recall from the proof
of Lemma 3.5, the definition of the clusters Akη = η
−1(Ωkη − xkη) in R2, with mass mkη, which converge in
measure to Ak, minimizers of e0(m
k). As Lemma 3.4 ensures that the components Ωkη of Ωη are separated
by disjoint open sets Σ˜kη, we may deform Ωη by moving the centers on T
2, while avoiding overlapping.
Choose K distinct points yk ∈ T2, k = 1, . . . ,K , and define
Ωˆkη := Ω
k
η + y
k − xkη = ηAkη + yk,
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and
wη := η
−2
K∑
k=1
χΩˆkη
=
K∑
k=1
vkη (· − xkη + yk).
Note that if we were to choose yk = xkη , then wη = vη . Moving the centers of the components leaves the
perimeter and self-interaction terms unchanged, but the interaction terms between disjoint components is
affected. Indeed,
Eη(wη) =
K∑
k=1
G(Akη) +
2∑
i,j=1
Γij
2| log η|
 K∑
k=1
Ji,j(A
k
η) +
K∑
k,ℓ=1
k 6=ℓ
ˆ
Ak
i,η
ˆ
Aℓ
j,η
GT2(y
k − yℓ + η(x− y)) dx dy
 (3.24)
In particular, let y1, . . . , yK be minimizers of the point interaction energy,
µK := min
ξ1,...,ξk∈T2
FK(ξ1, . . . , ξK ; {m1, . . . ,mk}) = FK(y1, . . . , yK ; {m1, . . . ,mk}).
Because of the logarithmic repulsion at short range, the points y1, . . . , yK are distinct and thus well-separated,
GT2 is smooth in each integral appearing in the last term of (3.24). We may thus pass to the limit in this
term to obtain: ˆ
Ak
i,η
ˆ
Aℓ
j,η
GT2(y
k − yℓ + η(x − y)) dx dy − o(1) η→0−−−→ GT2(yk − yℓ)mki mℓj , (3.25)
to obtain an upper bound,
Eη(v
∗
η) ≤ Eη(wη)
=
K∑
k=1
G(Akη) +
2∑
i,j=1
Γij
2| log η|
K∑
k=1
Ji,j(A
k
η) +
µK
| log η| + o(| log η|
−1). (3.26)
We next claim that the centers x1η, . . . , x
K
η are well-separated: ∃δ > 0 for which rk,ℓη ≥ δ > 0, k 6= ℓ.
By taking a further subsequence (still denoted by η) if necessary we may then conclude that each sequence
{xkη} converges to a distinct xk ∈ T2. Indeed, assume the contrary, so ∃ k0 6= ℓ0 for which rk0,ℓ0η → 0 as
η → 0. We then apply the lower bound (3.19) and (3.24) (with wη = vη) to derive a lower bound of the form:
Eη(v
∗
η) ≥
K∑
k=1
G(Akη) +
2∑
i,j=1
Γij
2| log η|
K∑
k=1
Ji,j(A
k
η) +
| log rk0,ℓ0η |
| log η|
2∑
i,j=1
Γij
4π
|Ak0η | |Aℓ0η | − o(| log η|−1).
Matching the above lower bound with the upper bound (3.26), we obtain:
| log rk0,ℓ0η |
2∑
i,j=1
Γij
4π
|Ak0η | |Aℓ0η | ≤ C,
with constant C independent of η. As |Ak0η | , |Aℓ0η | → mk0 ,mℓ0 , which are not both zero, this is impossible.
Thus, each rk0,ℓ0η is bounded away from zero and the claim is verified.
Finally, we show that the limiting locations xk = limη→0 xkη must minimize FK . Using Eη(v∗η) ≤ Eη(wη),
and writing the energy expansion (3.24) for both v∗η and wη (choosing points y
k which minimize FK ,) all
terms cancel exactly except for the interactions, and we are left with:
2∑
i,j=1
Γij
2
K∑
k,ℓ=1
k 6=ℓ
ˆ
Ak
i,η
ˆ
Aℓ
j,η
GT2(x
k
η−xℓη+η(x−y)) dx dy ≤
2∑
i,j=1
Γij
2
K∑
k,ℓ=1
k 6=ℓ
ˆ
Ak
i,η
ˆ
Aℓ
j,η
GT2(y
k−yℓ+η(x−y)) dx dy.
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As the collections {y1, . . . , yK} and {x1, . . . , xK} are well separated on T2, we may pass to the limit as in
(3.25): |Aki,η△Aki | → 0,mki,η → mki , and xkη → xk . By Lebesgue dominated convergence we pass to the limit
in each integral to obtain
FK(x1, . . . , xK ; {m1, . . . ,mK}) ≤ µK ,
and hence {x1, . . . , xK} are minimizers of FK . This completes the proof of Theorem 3.1.
Remark 3.7. We note that Ji,j(A
k) is related to the constant term in the second Γ-limit F0, via
lim
η→0
2∑
i,j=1
K∑
k=1
Γij
2
Ji,j(A
k) =
2∑
i,j=1
K∑
k=1
Γij
2
[
f(mki ,m
k
j ) +m
k
im
k
jRT2(0)
]
,
withmki = |Aki |.
Appendix A
A double bubble is bounded by three circular arcs of radii r1, r2 and r0, where r0 is the radius of the
common boundary of the two lobes of a double bubble. Denote by θ1, θ2, and θ0 the angles associated with
the three arcs.
The asymmetric double bubble. Given an asymmetric double bubble, we assume without loss of generality
that
m1 < m2.
We recall that the equations relating masses, angles, and radii are
r21(θ1 − cos θ1 sin θ1) + r20(θ0 − cos θ0 sin θ0) = m1 (A.1)
r22(θ2 − cos θ2 sin θ2)− r20(θ0 − cos θ0 sin θ0) = m2 (A.2)
r1 sin θ1 = r0 sin θ0 (A.3)
r2 sin θ2 = r0 sin θ0 (A.4)
(r1)
−1 − (r2)−1 = (r0)−1 (A.5)
cos θ1 + cos θ2 + cos θ0 = 0 (A.6)
From (A.3)-(A.5), we get
sin θ1 − sin θ2 − sin θ0 = 0. (A.7)
Combine (A.6) with (A.7), we get
cos(θ1 + θ0) = −1
2
, and cos(θ2 − θ0) = −1
2
.
That is,
θ1 =
2π
3
− θ0, and θ2 = 2π
3
+ θ0. (A.8)
Based on (A.8), since θ2 < π, we get
0 < θ0 <
π
3
.
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Based on (A.1), (A.2) and (A.3), we have
2π/3−θ0
sin2(2π/3−θ0) −
cos(2π/3−θ0)
sin(2π/3−θ0) +
θ0
sin2 θ0
− cos θ0sin θ0
2π/3+θ0
sin2(2π/3+θ0)
− cos(2π/3+θ0)sin(2π/3+θ0) − θ0sin2 θ0 + cos θ0sin θ0
=
m1
m2
. (A.9)
So θ0 depends onm1/m2 implicitly. That is, θ0 is a function ofm1/m2. Thus, θ1 and θ2 are also functions of
m1/m2 due to (A.8).
Based on (A.1), (A.3), and (A.4), we get
r20 =
m1
sin2 θ0
î
θ1
sin2 θ1
− cos θ1sin θ1 + θ0sin2 θ0 − cos θ0sin θ0
ó ,
r21 =
m1
sin2 θ1
î
θ1
sin2 θ1
− cos θ1sin θ1 + θ0sin2 θ0 − cos θ0sin θ0
ó ,
r22 =
m1
sin2 θ2
î
θ1
sin2 θ1
− cos θ1sin θ1 + θ0sin2 θ0 − cos θ0sin θ0
ó .
Thus the total perimeter of a double bubble is
p(m1,m2) = 2
2∑
i=0
θiri =
√
m1g
Å
m1
m2
ã
, whenm1 < m2,
where g only depends on the ratiom1/m2.
The symmetric double bubble. For an symmetric double bubble, we assume thatm1 = m2. The middle arc
of the double bubble becomes a straight line. θ1 = θ2 =
2π
3 , and θ0 = 0. r1 = r2, r0 =∞. And we have
r21(
2π
3
− cos 2π
3
sin
2π
3
) = m1.
Therefore,
p(m1,m2) = 2
√
2
 
4
3
π +
√
3
2
√
m1.
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