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第1部  序論  
近年「ゲリラ豪雨」とも呼ばれるような，突発的・局地的な強雨が頻発している． 2008





がをした (毎日新聞, 2017)． 2018年 8月 27日には首都圏で活発な積乱雲が発生し，ダウン
バーストと見られる突風，落雷による火災および停電，住宅や保育園等での浸水害が発生し
た (気象庁東京管区気象台, 2018) (朝日新聞, 2018)．対流性降水セルによる被害はその局地性
ゆえ被害範囲が限られるものの，突風・落雷・火災・浸水・氾濫等被害が多岐にわたる傾向
にある．また気象庁の統計によれば 1時間降水量 80mm以上の年間発生回数は 1976～2018





















図 1-1：降水セルのライフステージ(a)発達期，(b)最盛期，(c)衰退期 (Lin, 2007) 
 
対流性降水セルをいち早く発見・観測・予測を行なうため，2012年に単偏波フェーズドア
レイ気象レーダ(Single Polarization Phased Array Weather Radar, SP-PAWR)が大阪大学に設置さ
れ観測を開始した (Wada, et al., 2014)．SP-PAWRは導波管スロットアンテナを用い，仰角方
向にビームフォーミングを行なうことで，半径 60kmを時間分解能 30秒の 3次元降水観測
（ボリュームスキャン）を実現した．SP-PAWR観測データを用いて，上述したような対流
性降水セルに対する，観測(Adachi et al., 2016)および予測手法の開発 (Otsuka, et al., 2016)が進
められてきた． 
2017年 11月には埼玉大学構内工学部建設工学科棟屋上に，二重偏波機能を有する X帯二
重偏波フェーズドアレイ気象レーダ(Multi Parameter Phased Array Weather Radar, MP-PAWR)
が設置され，2018年 7月には実証実験のための観測を開始した (情報通信研究機構, 2018)．
MP-PAWRは多数の偏波共用パッチアンテナを 2次元配列し，受信信号に対し仰角方向にデ
ジタルビームフォーミングを行ない，方位角方向には機械走査する．これにより半径 60km
の範囲を距離方向分解能 75m，0°から 90°までの観測仰角を仰角方向分解能 0.5~1.0°，時
間分解能 30秒で観測する高速二重偏波ボリュームスキャンを実現した．現在水防・砂防施
設管理や防災活動に役立てられている XバンドMPレーダネットワーク, XRAIN(eXtended 




象レーダを指す．特に偏波間位相差変化率,𝐾!"は降雨減衰の影響を受けづらく(Park et al., 













本研究では偏波間位相差変化率,𝐾!"を用いた減衰補正手法 (Maesaka, et al., 2011)をMP-
PAWR観測データに適用した．𝐾!"は偏波間位相差,𝛷!"から算出される値だが，偏波間位相
差観測データ,𝛹!"に多くのノイズが含まれるため，これを除去する必要がある．Hubbert et 
al.(1995)で提案され，Maesaka et al.(2011)で XRAINに適用された Finite Impulse Filterを繰り
返し適用する手法では，微弱な𝐾!"をフィルタリングによって除去してしまう恐れがあっ
た．本研究ではこのような微弱な𝐾!"をも検出することを目指し，1-Dimensional Convolution 





第 3部 では KdpNetによって算出された𝐾!"を用いて，レーダ反射因子,𝑍'の減衰補正を行
った．また減衰補正済𝑍'と𝐾!"を用いて高度 1kmにおける雨量を推定し，地上に設置された
雨量計観測データとの比較を行なう．これにより，予測に用いるレーダ反射因子の観測精度











第 5部 では 3D-Nowcastによる予測結果を，機械学習手法の一つである 3-Dimensional 
Convolution Neural Network, 3DCNN-Nowcastを用いて予測誤差の補正を行なう手法,3DCNN-
Nowcastの開発を行なう．3DCNN-Nowcastに 3D-Nowcastの予測結果，予測に用いた推定移
流速度データ，過去観測データを入力し，出力結果に対して，予測すべき時刻・地点の観測














𝑅関係式が用いてきた (Marshall & Palmer, 1948)．X帯の気象レーダは C帯気象レーダよりも
降雨減衰の影響を受けやすく，レーダ遠方において実際の受信電力,𝑃𝑟(𝑟)および𝑍(𝑟)よりも
小さい𝑃𝑟((𝑟), 𝑍′(𝑟)が観測される． 𝑍′(𝑟)を用いて降水強度推定すると，降水強度,	𝑅が過小推
定される．単偏波レーダに対する降雨減衰手法には (Hitschfeld & Bordan, 1954)で提案された
(HB法)がある．しかし HB法は減衰量,𝐴を観測された𝑍′を用いて推定することから本質的に
不安定である上，レーダシステムの較正誤差に影響されることが知られている (Brenda & 
Edward, 1987)．二重偏波レーダの導入により，偏波間位相差,𝛷!"が減衰量,𝐴と線形関係にあ
ることが示された (Bringi et. al., 1990)．Testud et al.(2000)では𝛷!"を用いて path-integrated 
attenuation(PIA)を推定し，𝑍を補正する ZPHI法が提案された．ZPHI法は安定した減衰補正
結果を算出するが，𝛷!"の距離方向変化率である𝐾!"と減衰量,𝐴を結びつける関係式,𝐴 − 𝐾!" 
relation内のパラメータを，散乱シミュレーション等を用いて事前に決定する必要がある．
Bringi et al.(2001)では𝐴 − 𝐾!" relationの最適な値を観測データから推定する手法,self-
consistent methodが提案され C帯レーダに適用された． Park et al.(2005)では self-consistent 
methodを X帯に拡張し，防災科学研究所が運用するMP-Xレーダに適用した．本研究では
XRAINに適用された𝐴 − 𝐾!" relationを用いて減衰補正を行う (Maesaka, et al., 2011)． また









[𝑓'(𝐷) − 𝑓)(𝐷)]𝑁(𝐷)𝑑𝐷 (2-1) 










図 2-1：粒径,	𝑫 に対する粒子形状 (Beard & Chuang, 1987) 
 
偏波間位相差𝛷!"は𝐾!"を距離方向に積算することで求められる． 








差,	𝛿が含まれる (Wang & Chandrasekar, 2009)． 
Ψ!"(𝑟) = 𝛷!"(0) + ; 2𝐾!"(𝑟)𝑑𝑟
*
+
+ 𝜀 + 𝛿 (2-3) 
図 2-2にMP-PAWRの偏波間位相差観測データ,	Ψ!"(𝑟)の一例を示す．全域に渡って統計的
な誤差から生じるホワイトノイズ,𝜀が見られる他，42km付近に大きなノイズが見られ，これ









が多数提案されてきた．多くの手法は Finite Impulse Response, FIR フィルタを用いたΨ!"(𝑟)








XRAINでは Hubbert & Bringi(1995)に基づき，繰り返し FIRフィルタをかけることにより，
𝛷!"ノイズの中で最も影響の大きい後方散乱成分を除去する手法を適用している．図 2-3で
示す 4kmの距離スケールで半減値をとるWideパス FIRフィルタを用いて，𝛿を取り除く処
理を 3回繰り返した後，2kmの距離スケールで半減値をとる Narrowパス FIRフィルタを用
いて，𝜀に代表されるホワイトノイズを除去する処理を行っている．図 2-4に気象現象の空
間スケールによる分別図を示す (Thunis & Bornstein, 1996)．𝐿' , 𝐿)はそれぞれ水平・鉛直方向
の空間スケールを表す．XRAINの Narrowパス FIRフィルタを用いてスムージングを行なう



















𝛷!"の距離方向変化率を算出している (Maesaka, et al., 2011)．当該手法では，サンプル数 30
の線形回帰によって Tentative	𝐾!"を求め，図 2-5に示すように Tentative	𝐾!"に対応するサン
プル数を取った線形回帰で𝐾!"を求めている．すなわち𝐾!"の Signal Noise Ratioが低い弱雨域
においては多くのサンプル数を取り，強雨域において少ないサンプル数を取ることにより，
弱雨域のノイズを除去しながら，強雨域の急峻な𝐾!"を検出しようとしている．しかしなが





図 2-5：XRAINで用いられている Tentative 𝑲𝒅𝒑値と線形回帰のサンプル数の対応 






















Neural Networkに入力する．Neural Network内部の計算処理については第 5節および第 6節
にて詳述する．Neural Networkによってスムージングされた結果を𝛷!",$&//012!とする．
𝛷!",$&//012!と所望の𝛷!"の間でMean Squared Error,	𝐸を計算する． 
















よび𝑍' − 𝑅関係式・𝐾!" − 𝑅関係式を用いた雨量推定結果を用いた (小島 & 牛尾, 2020)．降
水強度,𝑅から𝐾!"への変換を 

































により，Signal Noise Ratio, SNRが低下しΨ!"に大きなノイズが乗る．この特徴を再現するた
め， 









図 2-9：2018年 10月 01日 00時 42分 14秒，方位角 90.0°，仰角 4.49°観測データに対




𝜎?P𝑍*2>R = 𝑓(𝑥) = b











𝜎? = 𝑓(𝑥) = h
𝜎?P𝛷!",$%&R, 𝛷!",$%& > 80𝑑𝑒𝑔









第4節 KdpNetに用いた Neural Networkの構成 
本項では KdpNetで用いた Neural Networkについて，その構成を示す．図 2-10に用いた
Neural Networkの構成を示す．また表 2-1に第 4節から第 6節までに用いる Neural Network
内の諸元および変数をまとめて示した．入力データはまず 4層の 1次元 Convolution Neural 
Network(1D-CNN)で処理される．1D-CNNによって処理された後，Flatten処理で 1次元化さ












表 2-1：第 4節から第 6節までに用いる Neural Network内の諸元および変数 
諸元 
𝐼*(C) 第𝑙層入力長さ 





𝒁𝒓(C) 第𝑙層出力配列 m𝐼*(C), 𝐶(C)n 
𝒁(C) Zero-padding済 第𝑙層出力配列 m𝐼*(C) + 𝐽(C) − 1, 𝐶(C)n 
𝑾(𝒍) 第𝑙層重み配列 [	𝐽(C), 𝐶(CFG), 𝐶(C)] 
𝑩(𝒍) 第𝑙層バイアス配列 [𝐶(C)] 
𝑨(𝒍) 第𝑙層活性 m𝐼*(C), 𝐶(C)n 
全結合層内変数 形状 
𝒛(𝒍) 第𝑙層出力配列 m𝑁(C)n 
𝒘(𝒍) 第𝑙層重み配列 m𝑁(CFG), 𝑁(C)n 
𝒃(𝒍) 第𝑙層バイアス配列 m𝑁(C)n 




1-Dimensional Convolution Neural Networkの処理について詳しく示す．1D-CNNの入力配列









Zero-padding処理について示す．入力長さ, 𝐼*(CFG)に対して，カーネル長さ, 𝐽の Convolution
処理を行うと，出力長さ, 𝐼*(C) = 𝐼*(CFG) − 𝐽 + 1になる．出力長さを減らさない，また入力配
列の端にも等しく Convolution処理を行うために zero-padding処理を行う． 
𝐼*(C) = 𝐼*(CFG) + 𝑃 − 𝐽 + 1	
𝐼*(C) = 𝐼*(CFG)	
𝑃 = 𝐽 − 1	
(2-10) 
図 2-12に示すように，𝑖 = 1要素の前に𝑃L，	 𝑖 = 𝐼*(CFG)要素の後ろにPMだけ 0要素を追加す
る．	
• 𝑃L = 𝑅𝑂𝑈𝑁𝐷𝐷𝑂𝑊𝑁(𝑃)	



















で行う．重み配列𝑾(𝒍)は[カーネル長さ, 𝐽(C), 入力チャンネル数, 𝐶(CFG), 出力チャンネル数










𝑨(C)に対して活性化関数,	𝑦 = 𝑓(𝒙)を用いて， 
𝒁𝒓(𝒍) = 𝒇P𝑨(C)R (2-13) 
で第𝑙層出力,	𝒁𝒓(𝒍)を得る． 活性化関数として KdpNetの Convolution層では 
𝑦 = 𝑓(𝑥) = 𝑦 = 𝑥					𝑖𝑓	𝑥 > 0𝑦 = 0					𝑖𝑓	𝑥 ≤ 0 (2-14) 
で表される relu関数を用いている．第𝑙層の計算で得られた𝒁𝒓(C)を，第𝑙 + 1層の入
力,𝒁𝒓(CQGFG)とし計算を行なうことで，第𝑙 + 1層の出力𝒁𝒓(CQ3)が得られる． 
図 2-10に Neural Networkの構成図を示した．入力層においては𝒁𝒓(𝑪𝟎)：[𝐼*(V+) = 800,	
𝐶(V+) = 1]であり， [	𝐽(VG) = 10, 𝐶(V+) = 1, 𝐶(VG) = 40]の重み配列,	𝒘(VG)，および[𝐶(VG) = 40]
のバイアス配列𝑩(VG)を用いて式(2-12)および式(2-13)を計算する．この際，zero paddingが適
用され𝒁(𝑪𝟎)は[𝐼E(V+) = 800 + 10 − 1 = 809, 𝐶(V+) = 1]に変更されている．出力𝒁𝒓(VG)は
[𝐼*(VG) = 800, 𝐶(VG) = 20] を持っており，第 2層に入力される．この計算を第 4層まで繰り
返し，第 4層出力,	𝒁𝒓(𝑪𝟒)[𝐼*(VX) = 800,	 𝐶(VX) = 5]を得る．	 	
 
第6節 FC-NNの計算処理 
図 2-14に第𝑙層における FC-NNの計算処理模式図を示す．第𝑙層の入力は前層,	𝑙 − 1層の出
力結果,𝒛(CFG)である．第𝑙層の活性,𝒂(C)は，第𝑙層の重み,𝒘(C)とバイアス,𝒃(C)を用いて 





で計算される．第𝑙層出力,𝒛(C)は活性化関数,	𝑦 = 𝑓(𝒙)を用いて， 








図 2-14：第𝒍層 FC-NNの模式図 
 
図 2-10中，F1層の入力は C4層出力を平滑化した配列である．C4層出力は先述したとお
り，[出力長さ, 𝐼*(VX) = 800,	出力チャンネル数, 𝐶(VX) = 5]の 2次元配列であり，これを平滑
化した入力要素数,𝑁(L+)は𝑁(L+) = 800 × 5 = 4000である．出力要素数,𝑁(LG)は 3200に設定さ
れている．F1層の重み配列,	𝒘(LG)は[𝑁(L+) = 4000, 𝑁(LG) = 3200]の 2次元配列，バイアス配
列,	𝒃(LG)は[𝑁(LG) = 3200]の 1次元配列である．式(2-17)にこれらを代入することで出力配列
𝒛(LG)を得る．ただし，F1, F2, F3層では活性化関数として式(2-14)で示した relu関数を用い
た．𝒛(LG)は[𝑁(LG) = 3200)]の 1次元配列である．これを第 F2層に入力する．F5層までこの
操作を繰り返すことで，出力,	𝒛(L:) = 𝛷!",$&//01を得る．出力層, F5層でのみ活性化関数に 





表 2-2に示す 2018年の観測データを用いてレーダ雨量データ,𝑅を計算し，第 3節に示し
た手順に沿って，約10Zの模擬観測データセットを用いて学習を行った．学習には誤差逆伝
播法 (Rumelhart et al., 1986)を用いた．誤差関数には 2乗平均平方根誤差関数を用いている． 





Date From To 
2018/07/24 20:00 23:59 
2018/07/25 00:00 00:59 
2018/07/27 21:00 23:59 
2018/07/28 00:00 23:59 
2018/07/29 00:00 01:59 
2018/08/02 12:00 15:59 
2018/08/13 10:00 16:59 
2018/08/27 14:00 21:59 
2018/09/14 23:00 23:59 
2018/09/15 00:00 12:59 
2018/09/25 11:00 19:59 
2018/09/26 19:00 23:59 
2018/09/27 00:00 11:59 
2018/09/29 10:00 16:59 
2018/09/30 21:00 23:59 











2 × 2 × 𝑑𝑟  
(2-19) 
で示す差分フィルタを用いて𝐾!"を算出した．ただしMP-PAWRの距離分解能,	𝑑𝑟は 75mで












・2018年 10月 01日の台風観測事例を用いた評価 





















図 2-16：2018年 10月 01日 00時 42分 14秒の(a)提案した KdpNet ，(b)FIRに基づく従
来手法によってスムージングされた𝜱𝒅𝒑から算出された𝑲𝒅𝒑の仰角 4.99°PPI 
 
















ジプロファイルを示す．𝑍'はそれぞれ𝐾!" −𝑁𝑁，𝐾!" − 𝐹𝐼𝑅を用いて減衰補正が施されてい
る．網掛け部③の𝐾!"ピークについては電波消散に伴い，ピーク位置の同定ができない．図 

















・2019年 09月 09日の台風観測事例を用いた評価 
 学習に用いなかった日付のデータについても検証を行う．図 2-20に 2019年 09月 09日 04










図 2-20：2019年 09月 09日 04時 03分 42秒の(a)提案した KdpNet ，(b)FIRに基づく従
来手法によってスムージングされた𝜱𝒅𝒑から算出された𝑲𝒅𝒑の仰角 4.99°PPI 
 
図 2-21に同時刻の方位角 121.2°，仰角 4.49°のΨ!"および𝐾!"レンジプロファイルを示
す．両手法の𝐾!"の大まかな傾向は一致している．網掛け部①で示すレンジ 5km付近に周辺
よりも 15deg程度小さな値を持ったΨ!"があり，𝛷!" − 𝐹𝐼𝑅がこの点を追従している．このた




考えられる．一方で，レンジ 25km付近において，𝛷!" − 𝐹𝐼𝑅がΨ!"をよく追跡し，より細か
な𝐾!"の特徴を抽出できているようにも見受けられる．この算出結果の妥当性を検証するた
めに，図 2-22，図 2-23に𝐾!" −𝑁𝑁，𝐾!" − 𝐹𝐼𝑅と𝑍'のレンジプロファイルを示した．網掛
け部②で示すレンジ 25km地点付近に周辺よりも 5dBZ程度小さな𝑍'の信号が確認できる．
𝐾!" − 𝐹𝐼𝑅は同地点で周囲よりも約 1deg/km小さな値を算出している一方で，𝐾!" −𝑁𝑁中に
はこのような傾向が認められない．一方で網掛け部③で示す距離 38km地点付近にも同様に
周辺よりも 5dBZ程度小さな𝑍'の信号が確認できるが，当該地点で𝐾!" − 𝐹𝐼𝑅は同地点で周


























・2019年 08月 01日の局地的強雨事例を用いた評価 
ここまでの 2事例では広域に広がる強雨に対する𝑲!"算出性能の評価を行った．2019年 08
月 01日 17時 00分 53秒の観測データを用いて，局地的豪雨をもたらす発達した積乱雲に対





















た結果，8km地点で約 2deg/kmの𝐾!" − 𝐹𝐼𝑅ピークを算出している．一方で𝛷!" −𝑁𝑁は
𝐾!" −𝑁𝑁が負となるようなパターンを学習していないため，この負の傾向を持った𝛹!"を無
























図 2-28：図 2-26と同じ観測データに対する𝑲𝒅𝒑 − 𝑭𝑰𝑹を左軸で，𝑲𝒅𝒑 − 𝑭𝑰𝑹を用いて減
衰補正を施した𝒁𝑯を右軸で示したレンジプロファイル 
 

































出された𝐾!" −𝑁𝑁と，従来手法に基づいて算出された𝐾!" − 𝐹𝐼𝑅を比較した． KdpNetによ
ってスムージングされた𝛷!" −𝑁𝑁は十分にノイズが除去され，150m相当の幅 1の差分フィ








第3部  MP-PAWRの降水強度推定精度検証 
第1章 検証の目的 
本章では短時間降水予測に用いるMulti Parameter Phased Array Weather Radar, MP-PAWRの
観測データについて，地上設置雨量計の観測データとの比較を通して，観測精度の確認を行
う．レーダ反射因子観測データの減衰補正および， 𝐾!" − 𝑅関係による降水強度推定には第
2部 に示した KdpNetによって得られる𝐾!" −𝑁𝑁を用いている．本検証を通して，第 4部 
および第 5部 の短時間降水予測に用いるMP-PAWRの観測データの正常性を検証するとと
















方向分解能 1.2°，0°から 90°までの 114仰角を 0.5~1.0°の仰角分解能で観測している．
時間分解能は 30秒である．一方 XRAINでは半径 80kmの範囲を距離分解能 150m，方位角
方向分解能 1.2°で観測している．1分間に 0~20°までの 3仰角を観測している．地上に近






図 3-1：MP-PAWRと XRAIN関東局の設置位置 
 




第2節 比較に用いる AMeDAS上空観測ビンの推定 
MP-PAWR観測データに対し AMeDAS地上設置型転倒ます型雨量計との比較を通して評価








𝜃 = 𝑎𝑐𝑜𝑠PsinP𝐿𝐴𝑇>*/&R sin(𝐿𝐴𝑇0/)
+ cosP𝐿𝐴𝑇>*/&R cos(𝐿𝐴𝑇0/) cosP𝐿𝑂𝑁0/ − 𝐿𝑂𝑁>*/&RR 
𝐿 = 𝑅N × 𝜃 
𝐷 = 90 − 𝑎𝑡𝑎𝑛2PcosP𝐿𝐴𝑇>*/&R tan(𝐿𝐴𝑇0/)






l [𝐿𝐴𝑇>*/&, 𝐿𝑂𝑁>*/&]：中心とする緯度，経度 




図 3-2：MP-PAWRおよび XRAIN KANTOU局観測範囲内に設置された AMeDASの設
置位置 
 














𝑅\F]3 = (𝑅N + 𝐴\)3 + (𝑅N + 𝐴V)3 − 2(𝑅N + 𝐴\)(𝑅N + 𝐴V)𝑐𝑜𝑠𝜃 (3-2) 
で計算される．ここで計算された𝑅\F]を用いて仰角,	𝐸𝐿\F]は 
𝐸𝐿\F] = −𝑎𝑟𝑐𝑠𝑖𝑛	 
𝑅\F]3 + (𝑅N + 𝐴\)3 − (𝑅N + 𝐴V)3
2𝑅\F](𝑅N + 𝐴\)
 (3-3) 
で計算される[𝐴𝑍\F], 𝐸𝐿\F], 𝑅𝑁𝐺\F]]に最も近い観測ビンを抽出し比較に用いる． 
 
 






図 3-4に XRAINと AMeDAS地上雨量計比較手法の模式図を示す．MP-PAWRでは仰角方
向に密に観測が行われることから，任意に比較高度を選択することが可能であった．一方で
XRAINでは 12仰角のみ観測されていること，また EL01と呼ばれる仰角 1.38°と EL02と







𝑠𝑖𝑛	(90 − 𝐸𝐿^ − 𝜃)
 
𝑅^F] = (𝑅N + 𝐴^)
𝑠𝑖𝑛𝜃












AMeDASの雨量計には転倒ます型雨量計(Tipping Bucket Type Raingauge)が用いられている 































で仮定する．本研究では XRAINに用いられている𝐴' − 𝐾!"関係式 
𝑎1G = 0.2925 + 7 × 10FX × 𝐸𝐿 + 1 × 10F: × 𝐸𝐿3 + 3 × 10Fa × 𝐸𝐿b (3-8) 
𝑎13 = 1.109 − 3 × 10F: × 𝐸𝐿 − 4 × 10Fa × 𝐸𝐿3 (3-9) 





率,	𝐾!"	[deg/km]を用いて降雨強度𝑅[mm/hr]の推定を行った．𝑍 − 𝑅関係式は 
10
A*





c  (3-11) 
を得る．雨滴係数	[𝐵, 𝛽] は AMeDAS地上雨量計の 1時間雨量と，MP-PAWRによって観測
された減衰補正済レーダ反射因子の観測データを比較し求めた．表 2-2に示された観測デー
タ計 106時間分を用いて，表 3-2に示した 16局の AMeDAS局によって観測された 1時間雨
量データとの比較を行った． 図 3-6に比較の結果得られた散布図を示す．MP-PAWRの観
測高度を 0kmから 10kmまで試行し最も AMeDAS雨量との相関が良かった高度 1kmデータ
を雨滴係数算出に用いた．雨滴係数算出にあたって，層別平均法が適用された．1時間積算













図 3-6：MP-PAWR減衰補正済レーダ反射因子と AMeDAS1時間雨量の比較 
 
表 3-3：KdpNetによって減衰補正されたレーダ反射因子に対する雨滴係数 




MP-PAWR(FIR) 111.1 1.664 








𝐾!" − 𝑅関係式は 
𝑅 = 𝛼𝑎*G𝐾!"
_,! (3-12) 
𝑎*G = 19.6 + 2.71 × 10F3 × 𝐸𝐿 + 1.68 × 10Fb × 𝐸𝐿3 + 1.11 × 10FX × 𝐸𝐿b 
𝑎*3 = 0.815 
(3-13) 
で表される (Maesaka, et al., 2011)．ただし𝐸𝐿[deg]は観測仰角である．𝛼は補正係数である．𝛼
の導出手順を示す．まず𝛼 = 1.0とした𝐾!" − 𝑅関係式を用いて𝐾!"のみから推定した雨









は𝛼 = 1.22であった． 
 
図 3-7：𝜶 = 𝟏. 𝟎としたときの𝑹(𝑲𝒅𝒑)散布図 
 
𝑍' − 𝑅関係式を用いて推定される降水強度を𝑅(𝑍')，𝐾!" − 𝑅関係式を用いて推定される降
















から，弱雨において𝑍' − 𝑅関係式，強雨において𝐾!" − 𝑅関係式を用いることで，降水強度
推定精度が高くなる．この 2観測パラメータを併用し推定された降水強度を𝑅(𝑍' , 𝐾!")で示
すこととする．本研究では， 
𝑅P𝑍' , 𝐾!"R = h
𝑅P𝐾!"R, 𝑍' > 30𝑑𝐵𝑍	𝑎𝑛𝑑	𝐾!" > 0.1𝑟𝑎𝑑/𝑑𝑒𝑔
𝑅(𝑍'), 𝑒𝑙𝑠𝑒
 (3-14) 
をしきい値として併用を行った．なお𝑍' = 30𝑑𝐵𝑍および𝐾!" = 0.1𝑟𝑎𝑑/𝑑𝑒𝑔は図 3-8中で降
水強度 3.6mm/hrに相当する．XRAINでは𝑍' > 35𝑑𝐵𝑍	𝑎𝑛𝑑	𝐾!" > 0.5𝑟𝑎𝑑/𝑑𝑒𝑔のしきい値が
用いられているが，第 2部 に示したとおり，KdpNetによって弱雨域においても低ノイズで
𝐾!"が算出できることが期待されるため，𝐾!" − 𝑅関係式の使用領域を広げた． 
 








ベルを下回ることがある．これを電波消散と呼ぶ．図 3-9に 2018年 10月 01日 00時 42分







ムージングされた𝛷!" −𝑁𝑁を用いた．図 2-9にMP-PAWRによって観測された𝛹!"と SNR
の対応を示した．その他の事例も含めて検討を行った結果，𝛷!" −𝑁𝑁が 80[deg]を超える
と，SNRが低下する傾向が見られた．そこで本研究においてMP-PAWR観測データに対し




図 3-9：2018年 10月 01日 00時 42分 14秒観測データに対して，𝑲𝒅𝒑 −𝑵𝑵を用いて推





第 2章を元に降水強度推定を行った．評価には表 3-4に示す 2019年の観測データセット
を用いた．本研究では”bright band”の検出手法が実装されていないため，気温が低く凍結高
度が低い冬期において，レーダ反射因子,	𝑍'から推定される降水強度,	𝑅(𝑍')が過大推定され







表 3-4：KdpNet, FIR比較検証用 2019年観測データセット 
Date From To 
2019/05/21 00:00 17:59 
2019/06/10 10:00 18:59 
2019/07/24 00:00 18:59 
2019/07/28 00:00 09:59 
2019/08/01 10:00 18:59 
2019/08/02 10:00 17:59 
 
図 3-10および図 3-12に KdpNetに対する結果を，図 3-11および図 3-13に FIR手法に対
する結果をそれぞれ示す．本項において，MP-PAWRの観測高度,	𝐴Vは最も相関の良かった
高度 1kmを用いている．また表 3-5に評価結果から得られた相関係数，平均誤差，2乗平均
平方根誤差，標準偏差を示す．算出された𝑅(𝑍'), 𝑅(𝐾!"), 𝑅(𝑍' , 𝐾!")に対し，すべての評価
指標で KdpNetを用いたほうが優れた結果を出した．  
 
表 3-5：表 3-4に示した検証用データセットに対するMP-PAWR推定雨量と AMeDAS
地上設置雨量計の比較評価結果 









' )  
KdpNet 0.8096 0.15 2.5 2.49 
FIR 0.7989 0.43 2.72 2.69 
𝑅 (𝐾
!" ) 
KdpNet 0.8430 0.15 2.26 2.25 




KdpNet 0.8865 0.01 1.93 1.93 











(c)𝑅(𝑍' , 𝐾!") 
 








(f)𝑅(𝑍' , 𝐾!") 
 












(c)𝑅(𝑍' , 𝐾!") 
 








(f)𝑅(𝑍' , 𝐾!") 
 
図 3-13：表 3-4に示した検証用データセットに対する AMeDAS地上設置雨量計とMP-








FIR手法による𝑅(𝑍')の平均誤差が KdpNetのものより 0.3mm/hr程度大きいが，これは𝐾!" −
𝐹𝐼𝑅のノイズによって𝑍'が過剰に減衰補正されたことに起因すると考えられる．一方 KdpNet






均誤差が 0に近いため，KdpNetの𝑅(𝑍' , 𝐾!")平均誤差は 0.01mm/hrであった．  
 
 
第2節 MP-PAWR, XRAIN間の比較 
 本項では KdpNetを用いた𝑅(𝑍')，𝑅(𝐾!"), 𝑅(𝑍' , 𝐾!")について，MP-PAWRから約 4km
離れた位置に設置された XRAIN関東局で観測・算出されている𝑅(𝑍')，𝑅(𝐾!"), 𝑅(𝑍' , 𝐾!")











表 3-6：MP-PAWR,XRAIN比較検証用 2019年観測データセット 
Date From To  Date From To 
2019/04/30 00:00 10:59  2019/07/28 00:00 09:59 
2019/05/01 15:00 23:59  2019/07/29 12:00 21:59 
2019/05/04 12:00 16:59  2019/08/01 10:00 18:59 
2019/05/21 00:00 17:59  2019/08/02 10:00 17:59 
2019/06/07 09:00 18:59  2019/08/11 12:00 16:59 
2019/06/10 10:00 18:59  2019/08/12 07:00 13:59 
2019/06/11 00:00 03:59  2019/08/13 06:00 16:59 
2019/06/11 20:00 23:59  2019/08/14 00:00 18:59 
2019/06/12 00:00 03:59  2019/08/15 00:00 23:59 
2019/06/14 05:00 23:59  2019/08/16 03:00 11:59 
2019/06/15 00:00 19:59  2019/08/19 12:00 23:59 
2019/06/16 00:00 02:59  2019/08/20 00:00 18:59 
2019/06/19 19:00 19:59  2019/08/21 14:00 23:59 
2019/06/21 06:00 18:59  2019/08/22 00:00 02:59 
2019/06/24 19:00 20:59  2019/08/23 06:00 18:59 
2019/06/27 16:00 23:59  2019/08/24 18:00 23:59 
2019/06/28 00:00 05:59  2019/08/25 00:00 06:59 
2019/06/28 19:00 19:59  2019/08/25 23:00 23:59 
2019/06/29 14:00 14:59  2019/08/26 00:00 19:59 
2019/07/03 20:00 23:59  2019/08/27 00:00 11:59 
2019/07/04 00:00 17:59  2019/08/30 05:00 18:59 
2019/07/06 00:00 08:59     
2019/07/16 00:00 10:59     
2019/07/23 00:00 23:59     
2019/07/24 00:00 18:59     















表 3-7：表 3-6に示した検証用データセットに対するMP-PAWR推定雨量 
および XRAIN推定雨量と AMeDAS地上設置雨量計の比較評価結果 














0.8096 -0.24 2.34 2.33 






0.8430 0.4 1.91 1.86 







0.8865 -0.02 1.61 1.61 






本章では第 2部 で示した KdpNetを用いて算出された𝐾!"を用いて，𝑍'の降雨減衰補正を








から，𝑅(𝐾!")の平均誤差が 0.4mm/hrと 0mm/hrに近い値をとり，RMSEは 1.91mm/hrで








基づく連立微分方程式を解くことで予測を行う数値予測 (Sun, et al., 2012)であり，もう一つ
はレーダの観測データから雨域の移流速度を推定し，その移流ベクトルに沿ってレーダ観測











定には，大きく分けて 2手法ある．一つは，時刻𝑡 − 𝑑𝑡において雨域の一部分をMatching 
Boxとして切り出し，最も相関が高くなる領域を時刻𝑡において探索する．Matching Boxの
移動量から雨域の局所的な移流速度が推定できる．この手法は Tracking Radar Echos by 
Correlation, TRECと呼ばれている (Rinehart & Garvey, 1978)．もう一つはレーダ観測データ中
の雨域から，個々の降水セルを抽出し，その重心等の移動量から降水セルごとの移動量を求
める手法である．この手法 Thunderstorm Identification Tracking, Analysis and Nowcasting, 























𝜕𝑧 = 𝐶𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛		&	𝐸𝑣𝑎𝑝𝑜𝑘𝑎𝑡𝑖𝑜𝑛 + 𝜅𝛻
3 (4-1) 







































移流速度は 2時点の観測データ観測データ𝑰(𝑡)および𝑰(𝑡 − 𝑑𝑡)を比較することによって得
られる．3D-Nowcastでは 1ピクセルごとに移流速度を求める TREC法が用いられている．
まず図 4-2に示すように移流ベクトルを推定したいピクセル𝒊 = [𝒊 𝒋 𝒌]の周囲にMatching 
Box,	𝑫(𝑡, 𝒊)を設定する．なお図示の簡素化のために以降の図中では 2次元の観測データへの
適用図を示すものとする．Matching Box大きさ,𝑏 = [𝑏l 𝑏m 𝑏E]は任意に設定でき，本研究
では水平方向・高度方向ともに 1kmの範囲をとった．前時点のデータ中,	𝑰(𝑡 − 𝑑𝑡)におい












O|𝑫(𝑡 − 𝑑𝑡, 𝒊 + 𝛿𝒊) − 𝑫(𝑡, 𝒊)| (4-2) 
で計算される．ただし𝑁2 = 𝑏l × 𝑏m × 𝑏EすなわちMatching Box内の 1ピクセルごとの絶対誤
差の平均値を取る．図 4-3に図 4-2の例に対するMADの計算結果を示す．
𝑴𝑨𝑫(𝒊, [−2,−1])で最も小さな値を取り，𝑴𝑨𝑫(𝒊, [2,2])で最も大きな値を取る．𝑴𝑨𝑫の値が
小さいほど，𝑫(𝑡 − 𝑑𝑡, 𝒊 + 𝛿𝒊)と𝑫(𝑡, 𝒊)の相関が高いことを示す．すなわち𝑴𝑨𝑫(𝒊, 𝜹𝒊)を最小













𝑴𝑨𝑫&_l(𝒊) = max	(𝑴𝑨𝑫(𝒊, 𝜹𝒊)) (4-4) 
𝑴𝑨𝑫𝒎𝒊𝒏(𝒊) = min	(𝑴𝑨𝑫(𝒊, 𝜹𝒊)) (4-5) 
これらを用いて 
𝛿𝑴𝑨𝑫(𝒊, 𝜹𝒊) = 𝑴𝑨𝑫&_l(𝒊) −𝑴𝑨𝑫(𝒊, 𝜹𝒊) − 𝛼[𝑴𝑨𝑫&_l(𝒊)] −𝑴𝑨𝑫𝒎𝒊𝒏(𝒊)	 (4-6) 
を計算する．ただし𝛼は任意に設定される基準値で，本研究では Otsuka et al.(201&)に従い，
𝛼 = 0.9を採用した．式(4-6)は𝑴𝑨𝑫&%5(𝒊),𝑴𝑨𝑫&_l(𝒊)間の内分点の計算から得られる．すな
わち𝑴𝑨𝑫&%5(𝒊),𝑴𝑨𝑫&_l(𝒊)間で，𝑴𝑨𝑫&%5(𝒊)からの距離が𝑴𝑨𝑫&%5(𝒊),𝑴𝑨𝑫&_l(𝒊)距離の
(1 − 𝛼) × 100%以内にある点のみ，以降の移流速度推定に用いられる．𝛿𝑴𝑨𝑫(𝒊, 𝜹𝒊)を用い
て移流速度は 
𝜹ÁÂÂÂ(𝒊) = Ã O [𝜹𝒊 ∙ 𝑴𝑨𝑫(𝒊, 𝜹𝒊)]
o𝑴𝑨𝑫≧𝟎
Ä Ã O 𝑴𝑨𝑫(𝒊, 𝜹𝒊)
o𝑴𝑨𝑫≧𝟎










図 4-3：図 4-2の例に対するMAD計算結果 
 
第3節 移流予測手法 
式(4-8)で得られた移流速度に沿って𝑰(𝑡)を移流させ𝑰(𝑡 + 𝑑𝑡)を得る． 























𝜕𝑥 (𝑥% , 𝑦% , 𝑧% , 𝑡) = Ç
𝐼(𝑥%QG, 𝑦% , 𝑧% , 𝑡) − 𝐼(𝑥% , 𝑦% , 𝑧% , 𝑡)
𝑑𝑥 										𝑖𝑓	𝑢
(𝑥% , 𝑦% , 𝑧% , 𝑡) < 0
𝐼(𝑥% , 𝑦% , 𝑧% , 𝑡) − 𝐼(𝑥%FG, 𝑦% , 𝑧% , 𝑡)
𝑑𝑥






















高度方向 0kmから 15kmまでである．第 2節で示したように，3D-Nowcastでは 2時点の観
測データの中から，最も相関のいいMatching Boxを探索し移流速度を推定する．このため観
測データ中の観測誤差・減衰補正誤差等のノイズが移流速度推定に影響を及ぼす可能性があ
る．そこで，本研究では観測データに対し，Gaussian Filterを適用した．Gaussian Filterは 




𝑥3 + 𝑦3 + 𝑧3
2𝜎3 	 (4-14) 
で表される．本研究では𝜎 = 1で 26近傍(3×3×3)としている．上式で得られるカーネルを観
測データに畳み込む計算を行なうことで，スムージングを行なう．図 4-4にスムージング前
後の観測データを示す．Matching Boxを 1km立方とした．探索範囲を








第5節 本研究と Otsuka, et al.(2016)の 3D-Nowcastの相違点 
本研究では Otsuka, et al.(2016)に基づき，3D-Nowcastの実装を行っているが，主に計算の
簡素化のため，以下の相違がある． 












2019年 8月 1日 15時 15分 43秒の観測データに対し第 3章に示したMAD移流予測手法
を適用し得られた高度 1kmの水平断面図を図 4-5に，𝑥 = 7𝑘𝑚断面図を図 4-6に示す．水
平・鉛直方向共に，整合的に移流速度を推定できている．以降，原点をMP-PAWR設置位置













図 4-6：2019年 8月 1日 15時 15分 43秒観測データに対する移流予測結果(𝒙 = 𝟕𝒌𝒎断
面） 
 
図 4-7および図 4-8に 2019年 8月 1日 15時 15分 43秒に推定された移流ベクトルに沿っ
て移流う予測をした結果を示す．最盛期および衰退期にあるセル B,Cについては降水セルの














第5章 発達場における 3D-Nowcastの予測誤差の考察 
図 4-6中の降水セル Aの発達傾向が最も強かった 15時 03分 22秒の𝑦 = −2𝑘𝑚断面鉛直
観測データとその移流速度推定結果を図 4-9に示す．[𝑥, 𝑧] = [1𝑘𝑚, 5.5𝑘𝑚]付近で降水場が
発達している．この時の移流ベクトル推定結果を見ると，𝑧 > 5.5𝑘𝑚では鉛直移流速度,	𝑤が
正，すなわち上昇方向に推定されており，𝑧 < 5.5𝑘𝑚では𝑤が負，すなわち下降方向に推定







図 4-9：発達傾向が強い時の移流速度予測結果．2019年 8月 1日 15時 03分 22秒観測デ
ータ (𝒚 = −𝟐𝒌𝒎断面） 
 
  

































で仮定した．これは大きさ,	[𝑆l , 𝑆m , 𝑆E]，ピーク強度,	𝐼./*2を持つ降水セルが中心位











に従って速度,	[𝑢./*2 , 𝑣./*2 , 𝑤./*2]で等速度移動する．またピーク強度,	𝐼./*2が 













高度 5.0kmから、毎時間ステップ 150mだけ降水セルが降下する状況を模擬している。 
 
表 4-1：MAD検証実験 1の模擬降水セル初期条件 
Variable Value  






[𝒙𝒄𝒐𝒓𝒆(𝟎), 𝒚𝒄𝒐𝒓𝒆(𝟎), 𝒛𝒄𝒐𝒓𝒆(𝟎)] [5.0, 5.0, 5.0] km 
m𝑺𝒙, 𝑺𝒚, 𝑺𝒛n [0.5, 	0.5, 	0.5]𝑘𝑚  
[𝒖𝒄𝒐𝒓𝒆, 𝒗𝒄𝒐𝒓𝒆, 𝒘𝒄𝒐𝒓𝒆] [0, 	0, 	 − 150]  m/dt 
 














𝐼(𝑥) = 𝐼(𝑥%) +
𝜕𝐼
𝜕𝑥





(𝑥 − 𝑥%)	3 +⋯	
𝐼(𝑥%) − 𝐼(𝑥) = −
𝜕𝐼
𝜕𝑥





(𝑥 − 𝑥%)	3 +⋯	
(4-19) 
























































表 4-2：MAD検証実験 2の模擬降水セル初期条件 
Variable Value  






[𝒙𝒄𝒐𝒓𝒆(𝟎), 𝒚𝒄𝒐𝒓𝒆(𝟎), 𝒛𝒄𝒐𝒓𝒆(𝟎)] [5.0, 5.0, 5.0] km 
m𝑺𝒙, 𝑺𝒚, 𝑺𝒛n [0.5, 	0.5, 	0.5] km 

























表 4-3：MAD検証実験 3の模擬降水セル初期条件 
Variable Value  






[𝒙𝒄𝒐𝒓𝒆(𝟎), 𝒚𝒄𝒐𝒓𝒆(𝟎), 𝒛𝒄𝒐𝒓𝒆(𝟎)] [5.0, 5.0, 5.0] km 
m𝑺𝒙, 𝑺𝒚, 𝑺𝒛n [0.5, 	0.5, 	0.5] km 




















6.0 -150 0 -150 
5.9 -150 0 -150 
5.8 -150 0 -150 
5.7 -150 100 -150 
5.6 -150 100 -150 
5.5 -146 99 -88 
5.4 -148 94 -84 
5.3 -147 74 -78 
5.2 -148 58 -78 
5.1 -148 37 -81 
5.0 -149 0 -103 
4.9 -150 -37 -135 
4.8 -150 -58 -164 
4.7 -151 -74 -198 
4.6 -151 -94 -223 
4.5 -151 -99 -229 
4.4 -152 -100 -230 
4.3 -152 -100 -229 
4.2 -154 0 -222 
4.1 -150 0 -150 
4.0 -150 0 -150 
3.9 -150 0 -150 
3.8 -150 0 -150 
3.7 -150 0 -150 
3.6 -150 0 -150 


















第6章 MP-PAWR観測データに対する 3D-Nowcast適用のまとめ 









第5部  CNN3次元降水ナウキャスト手法の開発 
第1章 研究背景および従来手法の整理 
第1節 提案手法の目的 













第2節 Neural Networkを用いた降水強度予測手法に関する先行研究 
Neural Networkの活用分野は多岐にわたり，中でも気象予測は重要な地位を占めている． 







報告されている． 落合ほか(1998)では時刻𝑡の気象レーダ観測データを Neural Networkに入
力し，教師データとして時刻𝑡 + 5分の観測データを与え学習を行なう手法を提案している．
学習済 Neural Networkに学習に用いなかった時刻𝑡の観測データを入力すると𝑡 + 5分の予
測結果が得られ，𝑡 + 5分の予測結果をさらに Neural Networkに入力することで𝑡 + 10分の
予測結果を得る．本手法により雨域の発生・消滅を再現でき，予測誤差が減少することが示
されている．Shi et al.,(2005)では画像入力データをよく認識できる Convolution Neural 
Network, CNN (LeCun, et al., 2012; Krizhevsky et al., 2012) と音声や自然言語等の時系列データ
をよく認識できる Long Short-Term Memory, LSTM (Hochreiter & Schmidhuber, 1997)を組み合
わせた Convolutional LSTM network, ConvLSTMを提案した．通常の LSTMは入力層に全結合
Neural Networkを用いている(Fully-connected LSTM, FC-LSTM)が，ConvLSTMでは入力層に
CNNを用いることで入力データ中のエッジなどの特徴量を認識できるように設計されてい
る．Hong Kongに設置された気象レーダによる時間分解能 6分の観測データを 3年間 97降
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水日分収集し ConvLSTMを適用した．現時刻から 30分前までの 5データを入力とし，90分
後までの 15データを予測に用いている．検証用データを用いて検証したところ，
ConvLSTMによる予測は Optical Flowを用いた予測手法 (Woo & Wong, 2017)による予測より




牛尾(2018)では図 5-1に示すように入力層に CNN，出力層に全結合 Neural Network(Full 
Connected Neural Network, FC-NN)を用いた Neural Networkを構築した． 
 
図 5-1：末澤と牛尾(2018)で用いられた Neural Network 
 
大阪大学 PAWRの高度 2km等高度断面観測データ(Constant Altitude Plan Position Indicator, 
CAPPI)の 5分前から現時点までの 6観測データを入力データ，5分後の観測データを教師デ
ータとして Neural Networkに入力し学習させた．CNNによる予測結果の一例を図 5-2に示











図 5-2：，2015年 09月 01日 15時 52分，リードタイム 5分の末澤と牛尾(2018)による
予測．(a)予測すべき観測データ．(b)CNNによる予測 
 
出力層における空間分解能の低下を防ぐため，Suezawa et al.(2018)では Deconvolution 
Neural Network (Xu et al., 2014; Noh et al., 2015)を参考に，FC-NNを用いずに CNNのみで
Neural Networkを構築した．用いた CNNを図 5-3に示す．10分前から現時点まで時間分解
能 2分の PAWRによる CAPPI観測データが入力データとして，5分後の同観測データが教




図 5-3：Suezawa et al.(2018)で用いられた CNN 
 































第1節 3D-Convolution Neural Network 
図 5-5に予測補正に用いた Neural Networkの構成図を示す．3DCNN-Nowcastは∆𝑡>時間後
の位置,	[𝑥, 𝑦, 𝑧]におけるレーダ反射因子の値，𝐹./**2.02!(𝑡 + ∆𝑡> , 𝑥, 𝑦, 𝑧)を予測する．ただし，
[𝑥, 𝑦, 𝑧]はレーダ設置位置を中心とする座標系である．教師データには予測時刻における同地
点の観測データ,	𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛(𝑡 + ∆𝑡> , 𝑥, 𝑦, 𝑧)が用いられた．3DCNN-Nowcastの出力結果と教
師データ間で平均二乗誤差が計算され，多種多様な入力-教師データセットに対し，この誤







	(𝑥, 𝑦, 𝑧)周囲の(𝑥 − 1𝑘𝑚~𝑥 + 1𝑘𝑚, 𝑦 − 1𝑘𝑚~𝑦 + 1𝑘𝑚, 𝑧 − 0.5𝑘𝑚~𝑧 + 0.5𝑘𝑚)における時刻
𝑡, 𝑡 − 0.5, 𝑡 − 2.5, 𝑡 − 5.0 minの 4時点観測データを入力した．②の入力データから予測ピク
セル周辺の局所的な盛衰状況を認識させる．③では(𝑥 − 1𝑘𝑚~𝑥 + 1𝑘𝑚, 𝑦 − 1𝑘𝑚~𝑦 + 1𝑘𝑚,








図 5-5中で”3D-CNN”と略記した部分の Neural Networkを図 5-6に示す．先述したよう
に，雲頂高度や推定移流速度ベクトルの 3次元空間的広がりは降水セルの盛衰判断において
重要な意味を持つ．この情報を Neural Networkが認識しやすいよう，3-Dimensional 
Convolution Neural Networkを用いて 3次元観測データの処理を行った．第 2部 第 2章第 5
節に 1-Dimensional Convolution Neural Networkの計算手順を示した．1D-CNNは[カーネル長
さ,	𝐽(C), 入力チャンネル数, 𝐶(CFG), 出力チャンネル数, 𝐶(C)]の重み配列,	𝒘(C)を入力長さ方向に
畳み込み計算を行なう手法であった．3D-CNNでは重み配列が[𝐽l	(C), 𝐽m	(C), 𝐽E	(C), 入力チャン
ネル数, 𝐶(CFG), 出力チャンネル数, 𝐶(C)]の形状を持ち，[𝑥, 𝑦, 𝑧]の 3方向に畳み込み計算を行な
う．これにより空間的に近いピクセルの特徴量をよく抽出できる．図 5-6中で重み配列は青
い 3D-CNN kernelで示されている．図 5-5に示したいずれの入力に対しても，3次元カーネ
ルサイズ,m𝐽l	(C), 𝐽m	(C), 𝐽E	(C)n = [3,3,3]とし，チャンネル数を𝐶(G) = 10, 𝐶(3) = 20, 𝐶(b) = 40に設
定した．活性化関数には relu関数を用いている．また黄色で示された 3D-MaxPoolingではサ
イズ,[2,2,2]のカーネルをストライド 1で[𝑥, 𝑦, 𝑧]の 3方向に移動させ，各カーネル内で最大の


















図 5-5中，①~④入力データの 3D-CNN計算結果および⑤入力データは Full Connected 
Inputで配列の結合処理がなされ，[160005]要素を持った 1次元配列になる．これを図 5-7











測,𝑂(𝑡 = 00: 00)が得られる．MP-PAWRは時間分解能 30秒で観測しているため 00:30に次の観
測,𝑂(𝑡 = 00: 30)が得られる．２時点の観測データから移流ベクトルが得られ，初期化時刻,𝐼𝑇 =
00: 30の 3D-Nowcastによる予測,𝐹(𝐼𝑇 = 00: 30)が得られる．本研究ではリードタイム,	𝐿𝑇 10分ま
で 30秒ごとの予測を出力した．01:00に次の観測,𝑂(𝑡 = 01: 00)が得られると，𝐹(𝐼𝑇 = 00: 30)の
リードタイム 30秒の予測結果を𝑂(𝑡 = 01: 00)と比較することができる．𝑂(𝑡 = 01: 00)までに観測
されている観測データ，𝐹(𝐼𝑇 = 00: 30, 𝐿𝑇 = 30𝑠)および推定移流速度を Neural Networkに入力
し，出力結果と𝑂(𝑡 = 01: 00)を比較することにより，LT=30sの予測結果を修正する Neural 
Network,	𝑁(𝐿𝑇 = 30𝑠)を得る．01:30に,𝑂(𝑡 = 01: 30)が得られた時，𝑂(𝑡 = 01: 00)で訓練された
Neural Network,	𝑁2𝐿𝑇 = 30𝑠, 𝑂(𝑡 = 01: 00)3に，𝑂(𝑡 = 01: 30)を用いてなされた予測, 
	𝐹(𝐼𝑇 = 01: 30, 𝐿𝑇 = 30𝑠)を入力することで，予測結果が補正される．また𝑁2𝐿𝑇 =
30𝑠, 𝑂(𝑡 = 01: 00)3を𝐹(𝐼𝑇 = 01: 00, 𝐿𝑇 = 30𝑠)および𝑂(𝑡 = 01: 30)を用いて学習し，次の予測補正
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に備える．𝐹(𝐼𝑇 = 00: 30, 𝐿𝑇 = 60𝑠)と𝑂(𝑡 = 01: 30)の比較から𝐿𝑇 = 60𝑠の予測結果を補正する
𝑁2𝐿𝑇 = 60𝑠, 𝑂(𝑡 = 01: 30)3を訓練する．その後も，観測データが得られる度に，予測補正・学習







00:00 𝑂(𝑡 = 00: 00)   
00:30 𝑂(𝑡 = 00: 30) 𝐹(𝐼𝑇 = 00: 30)  
01:00 𝑂(𝑡 = 01: 00) 𝐹(𝐼𝑇 = 01: 00) 𝑁(𝐿𝑇 = 30𝑠, 𝐹(𝐼𝑇 = 00: 30), 𝑂(𝑡 = 01: 00)) 
01:30 𝑂(𝑡 = 01: 30) 𝐹(𝐼𝑇 = 01: 30) 
𝑁(𝐿𝑇 = 30𝑠, 𝐹(𝐼𝑇 = 01: 00), 𝑂(𝑡 = 01: 30)) 
𝑁(𝐿𝑇 = 60𝑠, 𝐹(𝐼𝑇 = 00: 30), 𝑂(𝑡 = 01: 30)) 
02:00 𝑂(𝑡 = 02: 00) 𝐹(𝐼𝑇 = 02: 00) 
𝑁(𝐿𝑇 = 30𝑠, 𝐹(𝐼𝑇 = 01: 30), 𝑂(𝑡 = 02: 00)) 
𝑁(𝐿𝑇 = 60𝑠, 𝐹(𝐼𝑇 = 01: 00), 𝑂(𝑡 = 02: 00)) 
𝑁(𝐿𝑇 = 90𝑠, 𝐹(𝐼𝑇 = 00: 30), 𝑂(𝑡 = 02: 00)) 
02:30 𝑂(𝑡 = 02: 30) 𝐹(𝐼𝑇 = 02: 30) 
𝑁(𝐿𝑇 = 30𝑠, 𝐹(𝐼𝑇 = 02: 30), 𝑂(𝑡 = 02: 30)) 
𝑁(𝐿𝑇 = 60𝑠, 𝐹(𝐼𝑇 = 02: 00), 𝑂(𝑡 = 02: 30)) 
𝑁(𝐿𝑇 = 90𝑠, 𝐹(𝐼𝑇 = 01: 30), 𝑂(𝑡 = 02: 30)) 
𝑁(𝐿𝑇 = 120𝑠, 𝐹(𝐼𝑇 = 00: 30), 𝑂(𝑡





差の他に，Threat Score, False Alarm Rate, Probability of Detection (Schaefer, 1990)と呼ばれる評
価指標を用いる．表 5-2に示すように，予測値, FORECASTおよび予測すべき観測値, 
TRUTHについてそれぞれ，しきい値を超えたデータ数超えなかったデータ数を Confusion 
Matrixにまとめる．表 5-2中，TPは True Positiveの略であり，FORECASTおよび TRUTH
がともにしきい値を超えたデータ数である．False Alarm Rateは 
𝐹𝑎𝑙𝑠𝑒	𝐴𝑙𝑎𝑟𝑚	𝑅𝑎𝑡𝑒 =
𝑇𝑁






False Alarm Rateは 0から 1の間の値を取り，値が小さいほどよく外さない予測結果を出して
いると評価される．Probability of Detectionは 
𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦	𝑜𝑓	𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝑇𝑁 
(5-2) 
で定義される．これは「検出率」であり，予測すべき全イベント数,TP+TNの内，予測モデ


















表 5-2：Confusion Matrixの定義 
  TRUTH>Threshold 
  True False 
FORECAST>Threshold 
Positive TP FP 









2019年 08月 01日 15時 20分 41秒の観測データを元に予測された結果を示す．3DCNN-


























0.88から 0.93，5minにおいて，相関係数は 0.77から 0.88に向上している．図 5-9中，リー








いて，平均誤差が 0.3dBで 3D-Nowcastの平均誤差 0.64の半分に収まった上，ヒストグラム
上でも大きな偏りが見られない．この結果，3DCNN-Nowcastの RMSEは 6.49dBと 3D-
Nowcastの RMSEを約 3割低減した．標準偏差についても約 3割低減できている． 










表 5-3：高度 1kmにおける提案手法(3D-CNN)と 3D-Nowcastによる予測結果の評価指標















3DCNN-Nowcast 0.93 0.73 4.94 4.89 
3D-Nowcast 0.88 0.70 6.72 6.68 
5 m
in 
3DCNN-Nowcast 0.88 0.30 6.49 6.48 
3D-Nowcast 0.77 0.64 9.55 9.53 
10 m
in 
3DCNN-Nowcast 0.56 -2.05 11.97 11.79 















































果に対してのみ評価を行う．図 5-12に Threat Score，図 5-13に False Alarm Rate，図 5-14
に Probability of Detectionの 時間変化を示す．赤点で 3DCNN-Nowcastのスコアを示す．本





AlarmRate，高い Probability of Detectionそして Threat Scoreで予測できた． 
 
 
図 5-12：予測初期化時刻 2019年 08月 01日 15時 20分 41秒の予測結果に対するしきい
















10mm/hr以上 20mm/hr未満の雨をやや強い雨と表現している (気象庁, 2017)．図 5-15に
Threat Score，図 5-16に False Alarm Rate， 図 5-17に Probability of Detectionの 時間変化を
示す．Lead Time 300sまで 3DCNN-Nowcastの Threat Scoreは 3D-Nowcastと同程度の値を取
った．図 5-16に示した結果から，3DCNN-Nowcastは Lead Time 180s以降において，3D-
Nowcastよりも低い False Alarm Rateで予測できたことを示している．一方で，図 5-17から
は 3DCNN-Nowcastの Probability of Detection が 3D-Nowcastよりも低かったことがわかる．
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3D-Nowcastは強雨域を拡げる予測を行うため，強雨域に対する Probability of Detectionが増
大すると同時に，False Alarm Rateも増大する．図 5-9を用いて示したように，3DCNN-
Nowcastは 3D-Nowcastによって拡げられた強雨域を縮小する予測を行う． この結果 False 




























2019年 08月 01日 15時 03分 22秒の観測データを元に予測された結果を示す．図 5-18
に予測出力に用いた予測時刻直前観測データを示す．当該時刻は上空での発達を終えた降水
セルが上昇気流によって支えきれず，地上に落下．地上付近で強雨が観測されている事例で















び標準偏差で予測することができた．リードタイム 5分において，相関係数は 0.79から 0.86
に向上し，RMSEは 9.58dBから 7.40dBまで約 3割低減した．図 5-19中，リードタイム 5



























0.93 0.9 5.45 5.37 
3D-
Nowcast 





0.86 0.78 7.40 7.36 
3D-
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0.71 -1.75 9.63 9.47 
3D-
Nowcast 












図 5-19：予測初期化時刻 2019年 08月 01日 15時 03分 22秒，横軸に真値・縦軸に予測





















に対しては，従来手法より高い Threat Score，高い Probability of Detectionで予測することが
できた．これは 3DCNN-Nowcastが入力データから確実に降水が無い領域の予測雨量を除去





図 5-21：予測初期化時刻 2019年 08月 01日 15時 03分 22秒の予測結果に対するしきい
















いて Lead Time=300sまで 3D-Nowcastと同等程度を記録したが，それより長期のリードタイ
ムにおいては持続予測のスコアを下回った．図 5-19に示したように 3DCNN-Nowcastは
Lead Time=300s以降の予測において，特に 30dBZ以上の雨域で観測よりも弱い降水を予測
する．この過小予測傾向のため，図 5-26に示すように Probability of Detectionが低下し，



































降水セルの上昇気流が最も強い時間帯であった．図 5-27に予測初期化時刻 15時 03分 22秒
から 20分前までの観測データを 5分おきに示す．3DCNN-Nowcastはこれらの観測データを
用いて学習を行っている．この図から 14時 58分までの観測データには高度 10kmの雨域が
認められず，14時 58分から 15時 03分までの間で急速に雲頂高度を上げたことが見て取れ





    
14:48:29 14:53:26 14:58:24 15:03:22 

















14時 53分 26秒を予測初期時刻とする 3D-Nowcastの予測結果を図 5-29に示す．当該予
測データは Lead Time=10minの 3DCNN-Nowcastの①入力データとして用いられたものであ
る．図 5-27中 14時 53分 26秒の観測データに示した通り，予測初期化時刻において
Y=1kmで 15時 03分 22秒に急発達する降水セルをこの時点で観測できていない．このた
め，図 5-29に示す予測結果で当該降水セルが予測できていない．また Y=-10kmの降水セル
が急速に発達しているため，この降水セルの強雨域を大きく広げる予測を行っている．
3DCNN-Nowcastはこれらの入力データから 15時 03分 22分の降水を予測し，図 5-27中 15

















では予測時刻における予測に特化した Neural Networkを訓練するため，表 5-1に示したよう






























図 5-5に示した 3DCNN-Nowcastモデルでは，図 5-5中②,③,⑤で示したように 0, 0.5, 2.5, 
5.0分前の 4時点観測データを入力していた．これを𝑂(0,−0.5, −2.5, −5.0)と表すこととす
る．本項ではこの入力に用いる観測データの観測時刻の差異が 3DCNN-Nowcastの予測結果

















































𝑂(0,−0.5, −2.5, −5.0) 0.86 0.78 7.40 7.36 
𝑂(0,−0.5) 0.86 -1.88 9.53 9.54 
𝑂(0,−5.0) 0.84 0.88 7.8 7.75 
𝑂(0) 0.87 -3.32 12.56 12.12 
































本研究では第 4部 で確認されたような 3D-Nowcastによる誤予測パターンの修正手法とし









評価する．なお，𝐹(𝑇𝑟𝑢𝑒)および𝐹(𝑁𝑜𝑛𝑒)は 0, 0.5, 2.5, 5.0分前の 4時点過去観測データを用
いており，𝐹(𝑇𝑟𝑢𝑒)の結果は𝑂(0,−0.5, −2.5, −5.0)の結果と同一である． 
表 5-6に高度 1kmにおける予測結果に対する統計的評価結果を示す．2乗平均平方根誤差
および標準偏差は同程度の結果が得られた．相関係数について𝐹(𝑇𝑟𝑢𝑒)が𝐹(𝑁𝑜𝑛𝑒)より高い















1kmの予測結果に対する評価．PODは Probability of Detection, FARは False Alarm Rate, 

























0.86 0.78 7.40 7.36 0.57 0.32 0.7
8 
𝐹(𝑁𝑜𝑛𝑒) 





























い値を 10dBZとした時 10分先まで 3D-Nowcastのスコアを約 1割上回った．しきい値を
35dBZとした時，3DCNN-Nowcastは強雨域を狭める予測を行うため，False Alarm Rateを約



















































手法により 0.88まで改善することができた．また RMSEは 9.55dBから 6.49dBと約 3割低
減された．Threat Scoreを用いた評価からは，しきい値を 10dBZとした弱雨域に対する評価





































Dr. Dong-Kyun Kim gave me a lot of important advices. I was really impressed with your 
meteorological perspective. I want to discuss more with you and improve the CNN-Nowcast and the 
other things. 
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図 8-6：図 5-20について予測値から予測すべき観測データの値を引いた値の高度 0.5km
等高度断面図．左に観測データ，中央に 3D-Nowcastの予測誤差，右に CNN補正誤差を示
す．赤色は予測結果が実際の降水よりも強い降水を予測したことを示す． 
