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Abstract-The author proposes some stable and convergent two-point integration formulae which are 
particularly well suited to systems of ordinary differential equations with oscillating solutions. The 
numerical integration algorithms are based on the representation of the theoretical solution by the 
perturbation of a polynomial interpolating function with a trigonometric function. For non-oscillatory 
systems, the proposed schemes reduce to the normal Taylor series. 
INTRODUCTION 
Within the past two decades, many numerical integration algorithms have been developed to 
generate numerical solutions to initiate value problems of the form 
Y’=m,Y), Ytxo)=yo. (1.1) 
The numerical estimate to the theoretical solution y(x)ER is desired in the finite interval 
[XO, x0 + X] c R. It is normally assumed that the function f(x, y) is continuous with respect o x 
and Lipschitz continuous with respect to y. 
Almost invariably, most of the conventional numerical integration schemes will require 
relatively small mesh-size (for accurate estimates) to be able to cope with highly oscillatory 
systems. This is consequent upon the fact that the development of these conventional 
integration techniques was based on approximating the theoretical solution by polynomials in 
the variable x. 
As the mathematical formulation of the models of most physical situations in physical and 
social science, engineering and control often lead to systems of the form (1.1) with oscillating 
solutions, it is then desirable to generate new techniques to effectively cope with these special 
problems. 
Gautschi [ l] developed nonlinear multistep formula based on trigonometric polynomials to 
handle the initial value problem (1.1) whose solutions are known to be periodic or oscillatory. 
Unfortunately, this procedure demands an a priori knowledge of the period or its estimate. In 
[2], the author proposed a fourth order one-step scheme which effectively copes with problem 
(1.1) whose solutions are oscillatory or exponential in nature. This scheme is of fixed order and 
requires the solution of systems of nonlinear equations. 
In this paper, the author proposes one-step integration formulas which can effectively 
handle initial value problem (1.1) whose solutions are periodic or oscillatory. 
The algorithm is based on the general interpolating function 
F(x) = P,,,(x) + 6 sin (Nx + A), m > 0 (1.2) 
where the polynomial P,,,(x) is given as 
Pm(x) = i ujx’, 
j-0 
(1.3) 
with unknown (real) coefficients aj whilst b is an undetermined coefficient and IV, A are the real 
oscillatory parameters. 
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The proposed scheme is adaptive in that we can automatically vary the degree of the 
polynomial P,,,(x) (and hence the order of the integration formula) for improved accuracy or if 
the need arises. In case the solution to the initial value problem (1.1) is non-oscillatory, the 
integration algorithms reduce to the well known Taylor series scheme of order m. 
2.DEVELOPMENTOFINTEGRATIONFORMULAS 
In this section, we shall develop the two-point numerical integration formulas for the scalar 
problem (1.1) although the formulas can be adopted for higher order equations. For con- 
venience, we choose equally spaced nodes xo < xl < x2 < * * . < XM = x0 + X with mesh-side 
h =xj+~-xj, j= o(l)M - 1; and yn denotes the numerical solution y(x”) at x = xn, 0s t c M. 
With the assumption that the solution y(x) to (1.1) is sufficiently differentiable, the following 
constraints are imposed on the interpolating function (1.2): 
(i) that the interpolating function coincides with the theoretical solution at the nodes x,, and 
x”+I, i.e. 
y(x.) - P,,,(x,) - 6 sin (Nx. + A) = 0, (2.1) 
and 
Y(x.+I) - Pm(xn+l) - b sin (iVx,+i + A) = 0; (2.2) 
(ii) that the first and higher order derivatives of the interpolant (1.2) with respect o x also 
agree with the first and higher order derivatives of the theoretical solution y(x) at the node x,, i.e. 
yg, - Pmyx”) - 6 $ sin (Nx + A&, = 0, 
x 
for s = 1,2,. . ., m + 1. 
We now define the linear function 6(x) as: 
e(x) = Nx + A. (2.4) 
This implies that 
and 
0. = 0(x,) = Nx. + A, (2.5) 
e “+I = 0(x.+1) = Nxn+~ + A = 0. + Nh. (2.6) 
With the constraints (2.1)-(2.3), we readily eliminate the coefficients ai of the polynomial 
Pm(x) and also the undetermined coefficient 6. The following integration formulas are easily 
obtainable: 
(a) When m = 1 (i.e. the polynomial P,,,(x) is linear): 
P,(x) = a0 + UIX, 
and the resultant integration formula is then given as 
Y”+~ = yn + hf(x., y.) + N-‘hf’)(~~, y,) cot 8, - N-2fu(xn, y&sin Bn+l -sin 0.1 cosec 0.. 
(b) When m = 2 (i.e. the polynomial P,,,(x) is quadratic) 
Pm(x) = ao+ a1x + u2x2, 
(2.7) 
(2.8) 
(2.9) 
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the resultant integration formula is given by 
2 
y,+l = y, + hf(~., y.)++f’bn, Y.)- N-2h2f’2’h ~4 tan 0. 
-Ne3p)(xn, y.)[sin &+I -sin 0.1 set 8. (2.10) 
It now remains to obtain numerical values for the oscillatory parameters N and A in the 
integration formulas (2.8) and (2.10). 
3. TRUNCATION ERROR AND EVALUATION OF OSCILLATORY PARAMETERS N AND A 
The local truncation error at the node x.+1 is denoted by T,,+I and defined as: 
T “+I= yn+1- y(x.+1). (3.1) 
The Taylor expansion of y(x,,+,) about the node x. gives 
Yh+d = Y(X”) + Z’S fl:;;;x.),. 
whilst the Maclaurin series of cos (Nh) and sin (Nh) are given respectively by 
Ip (-1)‘(Nh)2’ 
cos (Nh)= II0 (2r), ’ 
(3.2) 
(3.3) 
(3.4) 
By applying equations (3.2)-(3.4) and the trigonometric addition formula in equation (3.1) with 
the simplifying assumption that there was no previous error, i.e. yn = y(x,,), we readily obtain 
the truncation error as: 
.m 
T,,+, = z2 $f(‘-“(xn, )?,,) - N-'hp(Xnr yn) cot en + N-2f”‘cof 6” 2 (+$ 
r=O 
m 
( Nh)2r + N-2 f(“(xn, yn) c ( - l)‘o’- N-2f%r y.). 
r=O (3.5) 
With the view to obtain numerical estimates for the oscillatory parameters N and A in (3.9, 
we simply ensure that the coefficients of h3 and h4 vanish as coefficient of h2 vanish identically. 
These conditions give the oscillatory parameters as: 
and 
N = (-lf’3’(xn, y.)/f”(xn, Ydl)"', (3.6) 
A = arc cot ([N-‘f2)(xn, y.)/f”‘(x., y.)]) - Nx,. (3.7) 
The truncation error now reduces to 
7% = g2 s V’2’)(~n, yn) + (- 1 )‘N2’-2f2’(~n, yn )] 
+c ,:, & ff2’-‘)(xn, yn) + (-1)‘N2’-2f”‘(x., YJ. (3.8) 
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Equation (3.7) implies that 
cot 89” = N-‘f(Z)(X”, Y.,If%m Y*). (3.9) 
The application of (3.8) and (3.9) in (2.8) gives the final integration formula for m = 1 as 
y!21 =yn + hf(x.9 Yn) - N-2f”‘( x,,yn)[cos (Nh) - 11 - N-3~2’(x., y&in (A%) - Nhl. 
(3.10) 
The superscripts in (3.8) and (3.10) for T and y simply denote the degree of the polynomial 
part of the interpolating function (1.2). 
By using identical arguments for the cases m > 1, the oscillatory parameters are generally 
given as: 
N = (-[f”‘“(X”, y#-o)(xm Y.W29 (3.11) 
and either 
A = arc cot ([N-‘f”+“(x., y&.0)(x,. Y.)]) - Nx. (3.12) 
for odd m, and 
A = arc tan (-[N-‘f”“‘(x., y.)/f’“‘(x., yn)]) - Nx. (3.13) 
for even m. 
The final integration formulas for the case m = 2 is given by: 
Y!i%=Y”+hf(x”,y”)+h2 -i_ P(-% YA + N-3f’2’(x., y,)[sin (MI) - Nh] 
+N-4f3)(x”, Y”)[COS (Nh) - {1 - (Nh)2/2}] (3.14) 
with corresponding local truncation error: 
7% = g3 & v2r-1)(x”r Y ) + (-1)‘N2’-4f”(X”, Y.11 + g3 &j LPk Y.) 
+(-1,r~2’-2f’2’(x”, y,)]. (3.15) 
In general, for arbitrary odd m, the final integration formula can be expressed as 
y!lTl = y. + g, f-+-1)(x”, y.) + pm+‘) f m, = . (X”, Y",[COS wf, - go (-l)@$] 
(3.16) 
where 
q = W!l, 
the integral part of m/2. 
The corresponding local truncation error for (3.16) is given by: 
(3.17) 
T:!“+\ = 2 r=q+2&jyx”, yn)+ (-l)‘Nq=f(m+‘kr Yn)l 
+2 r=q+3 & [fC2’-‘)(xn, y.) + (- l)r~q*f’m’(~nr Y )l (3.18) 
with 
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4 *=2(r-q-1). (3.19) 
Also for the case when m is even, the final integration formula is obtained as 
(m+‘)fm)(~n, y.) [sin (Nh) - g0 (-*YE] 
= 
+N -(m+2)j(m)(xn, y.) [co, (NW:; (-l)$$] (3.20) 
P 
with 
R=(m/2)+ 1. 
The truncation error corresponding to (3.20) is given by: 
T’“’ = r-$+3 & f./+2’-1)(~n, Y.) + (-l)‘N’*f”+“(x,, yn)] II+1 
+,_~+~~~~(x~~~~)+(-l)‘N’~~‘(x~,y~)l 
with t and t* given as 
t =2r-m, 
and 
t*=t-2 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
4. ORDER CONVERGENCE AND STABILITY 
A general one-step numerical integration scheme is expressible in the form 
yn+1= y; + h .4(X”, ynr h), (4.1) 
where 4 (x, y; h) is the increment function. 
The following definitions are worthwhile: 
Definition 1. (Lambert [3]) The scheme (4.1) is said to be of orderp if p is the largest integer for 
which the relation y(x + h)- y(x) - hd~(x, y(x), h) = O(h”‘) holds. (4.2) 
Definition 2. (Lambert [3]) The scheme (4.1) is said to be consistent with the initial value 
problem (1.1) if 
44x9 Y ; 0) = f(x, Y ). (4.3) 
For the case m = 1, the increment function 4(x, y; h) is obtained as 
4(x,Y;h)=f(x,Y)+h wkY)~,w)‘~- 
[ 
h2f(x, y) i (-lY% .I . (4.4) E r=l 
It can be readily established from Definitions 1 and 2 and the increment function (4.4) that 
the resultant integration formula for m = 1 is consistent and of order four. It can be observed 
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from (3.18), (3.22) and Definition 1 that if the polynomial part of the interpolant (1.2) is of 
degree m > 0, the resultant integration formula is consistent and of order p where 
p=m+9. (4.5) 
The increment function 4(x, y; h) as defined by (4.4) is continuous in each of its arguments 
and can be shown to satisfy a Lipschitz condition of order one with respect to the solution 
variable y. Hence by a theorem of Henrici[4, p. 711, the resultant integration scheme (3.10) is 
convergent. Identical arguments hold for the higher order schemes. 
Let yn = y(x.) and 2” =2(x,) denote two different numerical solutions to differential 
equation y’ = f(x, y) with initial conditions specified as I = n and 2(x0) = q* respectively, 
such that 17 - q*) < 6, S > 0. 
If the two numerical estimates are generated by the integration formula (3.10), we have that 
yn+1 = y. + h4(-% ynr h), (4.6) 
and 
z n+1= 2” + h4(x., &I, h), (4.7) 
with the increment function 4(x, y, h) given by (4.4). It can be readily established that 
IYn+l - Z+,l c k(7) - q*l (4.8) 
with the finite constant k given as 
k = (1 + h I,)“+‘. (4.9) 
Equations (4.7) and (4.8) establish the stability of the integration formula (3.10). Identical 
arguments hold for the higher order methods. 
5.EXAMPLESRNDAPPLICATIONS 
We apply the new algorithms to three examples: 
(9 Y ‘=-d/(1-YZ), y(O)=l, OSXS7r. 
whose theoretical solution is 
y(x) = cos (x + a) 
(ii) [I Yi= 0 1 Yi 
[ 1 
Yl 
[I P2 1 Y2 ’ 
-7 x 
yl (e’) = 1 
Yz (e’) = (7rle’). 
This example was proposed by Amdursky and Ziv[S] with theoretical solution 
Ydx) = sin [(log x)) + cos (log x)]/x, 
Yz(x) = tcos (log x) - sin (log x)1/x. 
(iii) y; = yz, Yl(0) = 0 
yi = O.Ol(l - yl*)yz- yl, yz(0) = 1. 
(5.1) 
(5.2) 
(5.3) 
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Example (5.3) is the Van der Pol oscillator with unknown theoretical solutions. 
Apart from the proposed scheme, the following numerical integration schemes are also 
applied to problems (5.1H5.3): 
(a) the variable order Gragg-Bulirsch-Stoer (GBS) Rational Extrapolation Scheme [6,7] 
(b) Kroghs Variable order Adams[8], the Numerical Algorithm Group’s (NAG) version 
(c) The Fourth Order Scheme proposed in Fatunla[2] 
In the application of the integration formula (3.10) (i.e. m = 1) to problem (5.1), the first 
oscillatory parameters N have unit (constant) value in the entire interval of integration whilst 
the second oscillatory parameters A was obtained as 
CONCLUDING REMARKS 
1. In the event that the initial value problem under consideration is non-oscillatory, the new 
algorithms reduce to Taylor series method whose order corresponds to the order of the 
polynomial P,,,(x) in the interpolating function (1.2). 
Table 1. Numerical solution of problem (5. I) 
Krogh ]8] 
Fatunla[Z] Formula (3.10) G-B-S 16.71 
Uniform h Uniform h Uniform h = (n/20) 
= (Tr/lO) = (ST/IO) 
x h 10’ x T,,, IO' x T,+, 
O.OOOOOOO 0.3141592 O.OOOOO O.OtHNO 
0.3141592 0.0098175 0.10692 O.OQOOO 
0.6283185 0.01%349 0.24382 0.13767 
0.9424777 0.01%349 0.41294 0.36666 
1.2566370 0.0392659 0.68757 0.42474 
1.5707%3 0.0392699 1.12916 0.00152 
1.8849555 0.0392699 0.93344 0.28291 
2.1994448 0.0785398 0.71700 0.00411 
2.5 132740 0.0392699 0.49093 0.32607 
2.8274333 0.0392699 0.25356 0.03518 
3.1415926 0.01%349 O.OOOOO 0.29774 
10" x T r+, 
O.OOW 
O.ooooO 
0.201 IO 
0.50407 
0.805% 
1.39152 
0.69479 
0.59572 
0.32176 
0.03729 
O.OOOOCl 
10'~ T,,, 
O.OOMO 
0.06721 
0.17035 
0.29207 
0.43988 
0.75 124 
0.54638 
0.37688 
0.23129 
0.10417 
O.OOOOO 
Order of 
extra’p-atopm 
6 
10 
8 
6 
6 
10 
6 
6 
6 
6 
6 
Table 2(a). Numerical estimate to y,(x) of problem (5.2). Uniform mesh-size 
h =O.l 
x N A YE! 108X C!,., 
7.3890561 0.4686608 -1.7841529 l.OOMlOOO O.OOOOO 
7.4890561 0.4462486 -1.6109432 1.0413275 0.52467 
7.5890561 0.4246877 -1.4393799 1.0802870 0.56521 
7.6890561 0.4038547 -1.2686623 1.1168977 0.52656 
7.7890561 0.3836360 -1.0980135 1.1511833 0.43429 
7.8890561 0.3639247 -0.9266579 1.1831711 0.28928 
7.9890561 0.3446179 -0.7537964 1.2128918 0.12429 
8.0890561 0.3256132 -0.5785795 1.2403792 0.07340 
8.1890561 0.3068057 -0.4000722 I .2656697 0.28838 
8.2890561 0.2880840 -0.2172096 1.2888020 0.51500 
8.3890561 0.2693245 -0.0287342 1.3098170 0.75915 
8.4890561 0.2503841 0.1668964 1.3287572 1.01543 
8.5890561 0.2310889 0.3716535 I.3456666 1.27425 
8.6890561 0.2112150 0.5881757 1.3605905 I.54113 
8.7890561 0.1904553 0.8201953 1.3735754 1.80920 
8.8890561 0.1683542 1.0733758 1.3846685 2.08332 
8.9890561 0.1441603 1.3571882 1.3939178 2.36462 
9.OOOOoO0 - - 1.4013717 2.64572 
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Table 2(b). Numerical estimate of y&r). Uniform mesh-size h =O.i 
x 
7.3890561 
7.4890561 
7.5890561 
7.6890561 
7.7890561 
7.8890561 
7.9890561 
8.0890561 
8.1890561 
8.2890561 
8.3890561 
8.4890561 
8.5890561 
8.6890561 
8.7890561 
8.8890561 
8.989056! 
9.#0#0 
N 
2.1071631 -15.1163220 
1.7079582 -12.2370060 
1.4630@8 -10.4633550 
1.2921509 -9.2188272 
1.1634728 -8.2755737 
1.0616019 -7.5228248 
0.9780172 -6.8995709 
0.9075732 -6.3688757 
0.8469524 -5.9069497 
0.7939055 -5.4976599 
0.7468446 -5.12%142 
0.7046117 -4.7944973 
0.6663388 -4.4860675 
0.6313598 -4.1995259 
0.5991532 -3.9311043 
0.5693035 -3.6777870 
0.5415739 -3.4371180 
- - 
A Yi!: 
0.4251683 OSlOOOO 
0.4014065 1.88466 
0.3778151 2.94642 
0.3544389 3.73323 
0.3313180 4.35879 
0.3084884 4.86440 
0.2859818 5.29862 
0.2638267 5.66065 
0.2420478 5.98193 
0.2206671 6.26031 
0.1997035 6.4%15 
0.1791732 6.70459 
0.1590902 6.89405 
0.1394661 7.05444 
0.1203106 7.19040 
0.1016315 7.30976 
0.0834346 7.40727 
0.0657246 7.48581 
108X T'.'1, 
Table 2(c) 
Formula G-BS[6,7] Formula(3.10) G-B-SI6.71 
x Krogh M (3.10) 6sk~8 Krogh[8] m=l 6sks8 
m = l,h=O.OS 
h 10*x T",,., 108x TrCl.2 
7.38905610 0.00625 O.OtXJNI O.OOOM O.ooooo O.OOW O.OOOW O.OOOOO 
7.48905610 0.01250 0.32222 0.33077 0.21529 0.28893 0.37823 0.61680 
7.58905610 0.02500 0.29030 0.30289 0.32175 0.29546 0.445% 0.95133 
7.68905610 0.05000 0.26328 0.27497 0.18698 0.30217 0.49852 1.28228 
7.78905610 0.05000 0.24353 0.25029 0.43699 0.31370 0.54598 1.61252 
7.88905610 0.50000 0.215% 0.213% 0.72587 0.31750 0.57941 1.92924 
7.98905610 0.05000 0.19991 0.18873 1.03045 0.33042 0.61756 2.24703 
8.08905610 0.05000 0.17667 0.15524 1.36791 0.33276 0.64134 2.54490 
8.18905610 0.05000 0.15350 0.12203 1.72773 0.33537 0.66269 2.83207 
8.28905610 0.05ooO 0.13606 0.09028 2.10128 0.34482 0.68845 3.11458 
8.38905610 0.05000 0.11214 0.05103 2.49607 0.34691 0.70443 3.37703 
8.48905610 0.05000 0.09748 0.01875 2.8%31 0.35387 0.73263 3.63112 
8.58905610 0.05000 0.07569 0.01799 3.31714 0.35153 0.73162 3.86164 
8.78905610 0.05000 0.03985 0.08706 3.74680 0.36125 0.75029 4.08938 
8.88905610 0.05W 0.02014 0.15622 4.18672 0.35339 0.75037 4.28416 
Table 3. Numerical solutions to problem (5.3). Uniform mesh-size h =0.0375 
x Krogb[8] Formu:g(3.10) G-B-SI6.71 
0.0 o.oooooooo o.oooooooo o.oooooooo 1.OOOOMOO l.oooooooo l.OwOOOOO 
0.6 0.56624448 0.56624448 0.56624449 0.83005702 0.83005702 0.83005701 
1.2 0.93663469 0.93663469 0.93663469 0.36677933 0.36677933 0.36677931 
1.8 0.98015691 0.98015691 0.98015691 -0.22611777 -0.22611779 -0.22611779 
2.4 0.68113087 0.68113086 0.68113085 -0.74094524 -0.74094526 -0.74094526 
3.0 0.14270081 0.14270079 0.14270077 -1.00026329 -1.00026329 -1.00026330 
3.6 -0.44872180 -0.44872183 -0.44872184 -0.91138071 -0.91138069 -0.91138069 
4.2 -0.88581760 -0.88581762 -0.88581763 -0.50098681 -0.50098678 -0.50098676 
4.8 -1.01403600 -1.01403600 -1.01403600 0.08658083 0.08658086 0.08658089 
5.4 -0.78798033 -0.78798032 -0.78798029 0.64443653 0.64443556 0.64443659 
6.0 -0.28565527 -0.28565523 -0.28565519 0.98012921 0.90812923 0.98012924 
Krogh PI F0rm&3.10) G-B-S[6,7] 
2. From the example considered, it is apparent that the proposed scheme produces accurate 
results with fairly large mesh-size when the theoretical solution to initial value problem is a 
linear combination of trigonometric functions. 
3. The new scheme’s main advantage over Gautschi’s chemer21 is that the latter require an 
a prioti knowledge of the period of the solutions. 
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4. The accurate determination of the oscillatory parameters from equations (3.6) and (3.7) 
accounts for the new scheme being more accurate than[2] as shown in Table 1. 
5. For most oscillatory problems, the integration formula (3.10) with m = 1 gives sumcient 
accurate results. This in effect, limits the higher derivatives of f(x, y) required. 
6. In Example 3, the new scheme requires a running time of 63 s. Krogh requires 69 s whilst 
G-B-S requires 91 s. Also as regards the running cost under the accounting system operational 
on the (ICL lWA), the new scheme cost 38 pence whilst Krogh cost 39 pence and G-B-S cost 
49 pence to implement Example 3. 
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