Introduction
In model checking, we verify the correctness of a system with respect to a desired behavior by checking whether a structure that models the system satisfies a formula that specifies this behavior. Commercial model-checking tools need to cope with the exceedingly large state-spaces that are present in real-life designs, making the so-called state-explosion problem one of the most challenging areas in computer-aided verification. One of the most important developments in this area is the discovery of symbolic model-checking methods [BCMX 92, McM93] . In particular, the use of BDDs [Bry86] for model representation has yielded model-checking tools that can handle systems with Typically, symbolic model-checking tools proceed by computing fixed-point expressions over the model's set of states. For example, to find the set of states from which a state satisfying some predicate is reachable, the model checker starts with the set ¡ of states in which holds, and repeatedly add to . The evaluation of such expressions is particularly simple when they contain no alternation between least and greatest fixed-point operators. Formally, the evaluation of expressions in alternation-free -calculus (AFMC) [Koz83, EL86] can be solved in time that is linear in both the size of the model and the length of the formula [AC88, CS91] . In contrast, the evaluation of expressions in which there is a single alternation takes time that is quadratic in the size of the model. Since the models are very large, the difference with the linear complexity of AFMC is very significant [HKSV97] . Hence, it is desired to translate specification to AFMC. Not all specifications, however, can be translated to AFMC [KV98a] , and known translations to AFMC involve a blow-up that makes them impractical. In this paper we describe an alternative translation of specifications to AFMC.
Second-order logic is a powerful formalism for expressing properties of sequences and trees. We can view all common program logics as fragments of second-order logic. Second-order logic also serves as the specification language in the model-checking tool MONA [EKM98, Kla98] . While in first-order logic one can only quantify individual variables, second-order logic enables also the quantification of sets . For example, the formula 
U
holds at all even positions. We distinguish between two types of logic, linear and branching. In second-order logic with one successor (S1S), the formulas describe sequences and contain, as the example above, the successor operator
. In second-order logic with two successors (S2S), formulas describe trees and contain both left-successor and right-successor operators. For example, the S2S formula
specifies trees in which U holds along at least one path. Second-order logic motivated the introduction and study of finite automata on infinite objects. Like automata on finite objects, automata on infinite objects either accept or reject their input. Since a run on an infinite object does not have a final state, acceptance is determined with respect to the set of states visited infinitely often during the run. For example, in Büchi automata, some of the states are designated as accepting states, and a run is accepting iff it visits states from the accepting set infinitely often [Büc62] (when the run is a tree, it is required to visit infinitely many accepting states along each path). More general are Rabin automata, whose acceptance conditions involve a set of pairs of sets of states. The tight relation between automata on infinite objects and second-order logic was first established for the linear paradigm. In [Büc62] , Büchi translated S1S g Thus, we consider monadic second-order logic, where quantification is over unary relations formulas to nondeterministic Büchi word automata. Then, in [Rab69] , Rabin translated S2S formulas to nondeterministic Rabin tree automata. These fundamental works led to the solution of the decision problem for S1S and S2S, and were the key to the solution of many more problems in mathematical logic [Tho90] .
Recall that we are looking for a fragment of S2S that can be translated to AFMC. Known results about the expressive power of different types of automata enabled the study of definability of properties within fragments of second-order logic. In [Rab70] , Rabin showed that nondeterministic Büchi tree automata are strictly less expressive than nondeterministic Rabin tree automata, and that they are not closed under complementation. Rabin also showed that for every set of trees, both and its complement can be recognized by nondeterministic Büchi tree automata iff can be specified in a fragment of S2S, called weak second-order logic (WS2S), in which set quantification is restricted to finite sets. For the "only if" direction, Rabin constructed, given two nondeterministic Büchi tree automata ¡ and ¡ £ ¢ that recognize and its complement, a WS2S formula that is satisfied by exactly all trees in .
It turned out that WS2S is exactly the fragment of S2S we are looking for, thus WS2S¦ AFMC. In [AN92] , Arnold and Niwiński showed that every AFMC formula can be translated to an equivalent WS2S formula. For the other direction, they constructed, given ¡ and ¡ ¤ ¢ as above, an AFMC formula that is satisfied by exactly all trees accepted by ¡ . The translation in [AN92] is doubly exponential. Thus, if ¡ and ¡ ¥ ¢ has ¦ and § states, respectively, the AFMC formula is of length¨£ © . While this improves the nonelementary translation of Rabin's WS2S formula to AFMC, it is still not useful in practice. In this paper we present a quadratic translation of ¡ and ¡ ¢ to an AFMC formula that is satisfied by exactly all trees accepted by ¡ . Our translation goes through weak alternating automata [MSS86] . Thus, while the characterizations of WS2S in [Rab70, AN92] go from logic to automata and then back to logic, our construction provides a clean, purely automata-theoretic, characterization of WS2S.
In an alternating automaton [BL80, CKS81] , the transition function can induce both existential and universal requirements on the automaton. For example, a transition . In a weak automaton, the automaton's set of states is partitioned into partially ordered sets. Each set is classified as accepting or rejecting. The transition function is restricted so that in each transition, the automaton either stays at the same set or moves to a set smaller in the partial order. Thus, each run of a weak automaton eventually gets trapped in some set in the partition. Acceptance is then determined according to the classification of this set. It is shown in [MSS86] that formulas of WS2S can be translated to weak alternating tree automata. Moreover, it is shown in [KV98a] that weak alternating automata can be linearly translated to AFMC.
Given two nondeterministic Büchi tree automata ¡ and ¡ ¢ that recognize a language and its complement, we construct a weak alternating tree automaton ( equivalent to ¡ . states. The linear translation of weak alternating tree automata to AFMC then completes a translation to AFMC of the same complexity. Our translation can be viewed as a step towards efficient symbolic model checking of highly expressive specification formalisms such as the fragment of the branching temporal logic CTL ¡ that can be translated to WS2S. A step that is still missing in order to complete this goal is a translation of CTL ¡ formulas to nondeterministic Büchi tree automata, when such a translation exists. From a theoretical point of view, our translation completes the picture of "quadratic weakening" in both the linear and the branching paradigm. The equivalence in expressive power of nondeterministic Büchi and Rabin word automata [McN66] implied that WS1S is as expressive as S1S [Tho90] . The latter equivalence is supported by an automaton construction: given a nondeterministic Büchi word automaton, one can construct an equivalent weak alternating word automaton of quadratic size [KV97] . In the branching paradigm, WS2S is strictly less expressive than S2S, and a nondeterministic Büchi tree automaton can be translated to a weak alternating tree automaton only if its complement can also be recognized by a nondeterministic Büchi tree automaton. It follows from our construction that the size of the equivalent weak alternating automaton is then quadratic in the sizes of the two automata.
Tree Automata
A full infinite binary tree (tree) is the set . We say that is in co-NBT iff the complement of is in NBT; i.e., there exists an NBT ¡ such that § (
Alternating tree automata generalize nondeterministic tree automata and were first introduced in [MS87] . In order to define alternating tree automata, we first need some notations. For a given set , let 
In the state a , the automaton checks both requirements. If is true, only the second requirement is left to be checked. This is done by sending a copy in state , which searches for two successive ¢ 's in some branch, to either the left or the right child. If ¢ is true, ( needs to send more copies. First, it needs to check that all paths in the left and right subtrees have a node labeled . This is done by sending copies in state to both the left and the right children. Second, it needs to check that one of these subtrees contains two successive ¢ 's. This is done (keeping in mind that the just read is an accepting set. Indeed, a run visits infinitely many states in e if and only if it gets trapped in an accepting set. 
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Discussion
Today, automata on infinite objects are used for specification and verification of nonterminating programs. By translating specifications to automata, we reduce questions about programs and their specifications to questions about automata. More specifically, questions such as satisfiability of specifications and correctness of programs with respect to their specifications are reduced to questions such as nonemptiness and language containment [VW86, BVW94, Kur94, VW94] . The automata-theoretic approach separates the logical and the combinatorial aspects of verification. The translation of specifications to automata handles the logic and shifts all the combinatorial difficulties to automata-theoretic problems. There are many types of automata, and choosing the appropriate type for the application is important. We believe that weak alternating automata are often a good choice. The special structure of weak alternating automata is reflected in their attractive computational properties. For example, while the best known complexity for solving the 1-letter emptiness problem for Büchi alternating automata is quadratic time, we know how to solve the problem for weak alternating automata in linear time [BVW94] . In addition, weak alternating automata can be very easily complemented. In the linear paradigm, where WS1S¦ S1S, weak alternating word automata (AWW) can recognize all the -regular languages. In particular, the translation of LTL formulas to AWW is linear, and follows the syntax of the formula [Var96] . Moreover, it is known how to translate other types of automata to AWW efficiently [KV97, KV98b] . In the branching paradigm, where WS2S ) S2S, AWT can recognize exactly all specifications that can be efficiently checked symbolically. The translation of CTL and AFMC formulas to AWT is linear and simple [BVW94] . As we have seen in this paper, the translation of two NBT for a specification and its complementation to AWT involves only a quadratic blow up. In particular, we believe that model-checking tools like MONA [EKM98, Kla98] , which have WS1S and WS2S as their specification languages, may benefit from employing weak alternating automata.
