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Abstract-A basic problem is that of solving nonlinear elliptic eigenvalue problems in the plane. 
Problems of this type arise in many branches of physics and engineering. The particular problem 
considered here, internal solitary waves in stratified fluids, occurs in fluid dynamics. An iterative 
technique (based on a transformation of the objective functional ln an equivalent variational formu- 
lation of the problem) is used to numerically solve for eigenvalues and eigentimctions associated with 
the fluid system. The choice of implementation involves discretizing the problem using finite Fourier 
sine series in conjunction with fast Fourier transforms (FPT). Results from preliminary teat problems 
indicate that this numerical method can be used to verify the range of validity of existing (analytic) 
asymptotic expansion methods, and that new large amplitude solutions (strongly nonlinear waves) 
that cannot be obtained from the existing asymptotic expansion methods can be obtained using this 
numerical method. 
1. INTRODUCTION 
There is a need for numerical techniques to solve nonlinear elliptic eigenvalue problems of the 
form 
-Au + H’(u) = W(U) in D), 
u = 0 on 8D, (i) 
where u = u(z), z E D, and D is a domain in R 2. Here H' is a suitable linear function of ~1, 
and F' is not necessarily monotone increasing in u (equivalently, F is not necessarily convex 
in u). Nonlinear eigenvalue problems of this type occur in the mathematical analysis of internal 
solitary waves in stratifled fluids [l]. 
In Section 2 of this paper, the general iterative method is described. A particular version of 
the general method is given in Section 3. In Section 4, this version of the method is applied to 
a test problem modeling internal solitary waves in stratified fluids. Some numerical results and 
theoretical results are compared. 
2. STATEMENT OF THE BASIC ALGORITHM 
Let H1( D) and Hi(D) denote the standard Sobolev spaces. That is, H1(D) consists of the 
space of functions, u, that satisfy 
/ 
Ju2 + php) dz < co, 
and Hi(D) is the subspace of H'(D) consisting of functions that vanish on the boundary of D. 
Let A = l/X where X is the eigenvalue, and A denotes the corresponding Lagrange multiplier for 
the constrained variational problem formulation of (i). The eigenvalue problem is stated in terms 
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of the Euler-Lagrange operators associated with the functionals in the variational formulation of 
the problem [2]. 
Problem (i) is equivalent to the constrained variational problem of finding nontrivial stationary 
points of the functional ~(u) over the set SR, where 
¢(u) =/D F(u) dx, 
SR = (u e H~(D) : k~(u) = I R2) , 
• (u) = IVul 2 4- H(u) dx = ~ Ilull 2, 
and R is a positive constant. The algorithm is stated in terms of the equivalent variational form 
of the problem. In order to develop the algorithm used to solve (i) or (ii), first assume that there 
exists a transforming function g = g(x, u, Vu, a) such that: 
g(z, u, Vu, F(u)) is a linear or quadratic function of 
u and Vu, for u e H01(D); 
(2.1) 
0g (x,u, Vu, a) > 6 > 0, 
0cx 
for some constant 6, u E Hlo(D), and a E HX(D); 
g(x,u,p,a) is concave in (u,p,a) for (u,a)  E Hlo(D) x HX(D) 
and for every fixed z E D. 
The basic algorithm for solving (i) or (ii) is an iterative scheme: 
(2.2) 
(2.3) 
u ° E SR, arbitrary. 
For k = 0 ,1 ,2 , . . . ,  
u k+l E Argmax 
uESR 
/D { [g(x' u' Vu' F(u)) -- U gu(X' uk' Vuk' F(uk) ) -- Vu gp(x' uk' Vuk' F(uk))] } u k, Vu k, F(uk )) 
(2.4) 
where the superscript k denotes the previously obtained iterate, and subscripts indicate partial 
derivatives. Note that the function g is used to transform the original problem (i) or (ii) into (2.4), 
a sequence of quadratic variational problems or equivalently linear eigenvalue problems that can 
more easily be solved. 
This method can be shown to be a globally convergent method, with convergence defined in 
terms of an appropriate norm [3]. 
3. PROBLEM TRANSFORMATION AND IMPLEMENTATION 
When F is convex in u, a convenient choice of the transforming function, g, is g = g(x, u, Vu, a) 
- a - F(u). For the types of problems of interest here, F is not necessarily convex in u. 
3.1 Transformation and Implementation for F Non-Convez 
Now assume the hypothesis that F(u) is not convex in u, but that F"(u) >_ -M,  for some 
M > 0. Choose g -- g(u, a) - a - [F(u) + ½ A u 2] = a - V(u), where A is chosen sufficiently 
large (A _> M), so that V(u) - F(u) + ½ A u s is convex in u [4]. With this choice of g, the k th 
iterative step of the algorithm becomes: 
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VARIATIONAL FORMULATION. 
u ° E SR, arbitrary. 
For k = 0,1,2, . . . ,  Uk'I-1 E ArgmaXuESR JDf (--2 Au2+u [Fl(uk) + Auk]) dz. 
EQUIVALENT EIGENVALUE PROBLEM FORMULATION. 
u ° E SR, arbitrary. 
For k = 0, 1,2, . . . ,  
Ak+I(--Au k+l -I- H'(uk+I)) = -Au k+t + F'(u k) + Au k in D, 
U k'['l :. 0 on OO, l l uk+l l l  - R .  
COMPUTER IMPLEMENTATION. 
V'(u °) e HI(D), arbitrary. [Recall V'(u) = F'(u) + Au.] 
For k - 0,1,2, . . . ,  
Eigenvalue quation: - Au k+l + H'(u k+l) = A k+l [-A u k+l + V'(uk)]. (a) 
Constraint equation: /D ( l  lVuk+ll2 + H(uk+l)) dx = 11~2. (b) 
Equation (a) implies that 
u k+t = [-A + H' + Ak+IA]-I )~k-l-1 VI(Uk). (d) 
Substituting Equation (a t) for u k+t into Equation (b) results in 
/D{ 1 ~([--A'l'Ht-I"~k+la]-l~k+lVt(uk))12 
-I-H([--A,-~H'-I-~k'l-lA]-lAkq'lvt(uk))}d.~: 1.t~ 2. (b t) 
Step 1: Solve Equation (b') for A k+l. 
Step 2: Substitute A k+l into Equation (a t) to obtain u k+z. 
4. APPL ICAT ION TO INTERNAL SOLITARY WAVES 
~.1 Statement of the Problem and Numerical Results 
The numerical method previously described is applied to the problem of determining internal 
solitary waves in stratified fluids. Nonlinear eigenvalue problems of the type 
-Au  + H'(u) = A F'(u) in D, 
D = (-co,  oo) x (0, 1), 
u=O on0D,  lim u=O, 
I~l--oo 
subject to the constraint 
CN'I~ 23:1-D 
R 2 
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arise in such problems. Here, H'(u) is a linear function of u such that the definition of norm as 
in (ii) holds. 
I1.11 -- J ( lV.I 2 + 
In order to apply the technique (2.4) with implementation as described in Section 3.1, the 
domain is approximated by a sequence of rectangles, Da = ( -a ,  a) x (0, 1). Successively arger 
values of a are chosen, and the problem is solved on Da. A suitably large value of a is thus 
determined so that the numerical solution for u decays to zero sufficiently in advance of the 
boundaries at ±a. 
The eigenvalue quation and constraint condition are discretized via finite Fourier sine series 
and the computer implementation uses the IMSL subroutine FFT3D to compute the required 
fast Fourier transforms. For efficient use of FFT3D the number of grid points in each dimension 
in the coordinate space (and correspondingly the number of terms in the finite Fourier sine series) 
are chosen to be integer powers of two. 
Representative b haviors as the parameter R is increased can be observed by examining the first 
two cases described in Table 1. For both the first case, R = 0.15 with D = (-12.5, 12.5) x (0, 1), 
and the second case, R = 1 where D = (-5, 5) x (0, 1), the number of terms in the finite Fourier 
sine series is 128 in the first coordinate and 16 in the second coordinate. More grid points are 
used in the first coordinate because this dimension is larger, and this is the primary coordinate 
of interest with respect o behavior of the numerical solution. The initialization sets only the 
first harmonic nonzero. The numerical solution has three dominant harmonics with magnitude 
greater than 10 -3 in the case where R = 0.15, and ten with magnitude greater than 10 -4 when 
R=I .  
Table 1. Comparison of numerical results and theoretical results (asymptotic expansions). 
D. = ( - . , . )  × (0,1), 
= A(u + 3u2)  in D . ,  u = 0 on ODa m ~ 
(Note :  Solut ions are sought  for which A > 0.) 
A~ - -  e 2. Um~ x ~ 0.119366~ 2 ~, r 2 
R e a Theoretical Numerical Umsx Theoretical Numerical A 
Um~ x~ at Umax at % Diff. A ~ A % Diff. 
center center Compared to Compared to 
of grid of gr id  Theoretical Theoretical 
Approx. Approx. 
0.15 0.49 12.5 0.029 0.03 3.% 9.63 9.65 0.2% 
1.0 1.7 5. 0.345 0.3 13.% 6.98 7.72 11.% 
10. 8.1096 2.5 7.850 4. 49.% -55.9 2.12 104.% 
In both cases, an average magnitude of the difference of successive iterates (averaged over all 
grid points) less than 10 -5 is used as the termination criterion. At termination of the itera- 
tions, the average magnitude of the residual is approximately 10 -4 , which is less than 1% of the 
maximum magnitude of the numerical solution. 
For the first case, where asymptotic theory is applicable, the method requires 259 cp seconds 
execution time on a Cyber-175 mainframe and needs just over 100 iterations. For the second 
case (outside the range of validity of the asymptotic theory), 159 cp seconds execution time and 
54 iterations are required. It is observed numerically that the rate of convergence is linear, with 
faster convergence occurring for larger values of R. 
The contour plot in Figure 1 gives the numerical solution when R = 1 and D = (-5,  5) x (0, 1) 
(second case). The associated value of the parameter e, e = 1.7, is outside the range of validity 
of the asymptotic theory. 
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Figure I. Contour plot of the numerical solution corresponding to R -~ I., e = 1.7, 
and a = 5. 
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In summary, these problems with larger values of R are those for which the asymptotic theory 
fails. But such problems are exactly those for which the numerical method appears to work best. 
~.2 Comparison of Numerical and Theoretical Results 
Strongly nonlinear solutions obtained using the numerical method are compared with weakly 
nonlinear esults obtained using the existing asymptotic theory. (Weakly nonlinear solutions are 
those for which the amplitude is small and the solution is viewed as a perturbation. Strongly 
nonlinear solutions describe the general case where amplitudes may be large.) The purpose is 
two-fold: first, to help establish the range of validity of existing asymptotic methods; second, 
to obtain strongly nonlinear solutions that cannot be obtained using the existing asymptotic 
expansion methods (which result in weakly nonlinear solutions). 
The sample problem as described in Table 1 and the asymptotic expansions used for u and A 
were given by B. Tarkington [5]. The parameter e > 0 is used in the asymptotic expansions of 
the theoretical expressions for u and for A, and should satisfy e < 1 for those expansions to be 
valid. Results appear in Table 1. 
The numerical and theoretical results for u and A do agree well for e = 0.49. Note that in 
Table 1 the values used for e (in the analytic asymptotic expansions for u and A) lie successively 
further outside the acceptable range allowed for e. Therefore, the corresponding theoretical results 
need not be valid for e >> 1. 
However, the numerical results are reasonable in that the computed norms of the residuals are 
acceptable values (Section 4.1). 
Therefore, new large amplitude solutions that cannot be obtained using the asymptotic theory 
have been obtained using this numerical method. 
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