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Abstract
We consider the estimation of three-dimensional ROC surfaces for continuous tests given
covariates. Three way ROC analysis is important in our motivating example where patients with
Alzheimer’s disease are usually classified into three categories and should receive different
category-specific medical treatment. There has been no discussion on how covariates affect the
three way ROC analysis. We propose a regression framework induced from the relationship
between test results and covariates. We consider several practical cases and the corresponding
inference procedures. Simulations are conducted to validate our methodology. The application on
the motivating example illustrates clearly the age and sex effects on the accuracy for Mini-Mental
State Examination of Alzheimer’s disease.
Keywords
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1 Introduction
Research on statistical methods for the design and analysis of diagnostic accuracy
investigations advanced in the recent decades in Zhou et al. [39] and Pepe [24]. The typical
focus of these studies is the probability of correctly identifying patients in the right disease
categories (e.g. diseased or non-diseased). Investigators seek to identify various factors that
affect the test results and subsequently the accuracy measures related to the correct
classification probability.
For test results defined on continuous scales, receiver operating characteristic (ROC) curves
and areas under the ROC curves (AUC) are standard summaries of test accuracy. Very
recently it has been recognized in literature that such a technique is generalizable to three-
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category classification problem where disease status may involve more than two dimensions
(e.g. mild, moderate and severe disease conditions). Mossman [20] introduced the three way
ROC analysis and formulated various decision rules for medical diagnosis. Heckerling [8]
discussed parametric estimation of three-dimensional ROC measures. Nakas and
Yiannoutsos [22] considered the estimation of the volume under the ROC surface (VUS)
and provided useful variance formula, using theories from U-statistics. Li and Fine [15]
further explored the probabilistic interpretation of three-class ROC surface and VUS and
applied VUS for gene selection. Li and Zhou [18] conducted a theoretical investigation of
nonparametric and semiparametric estimators of the three-way ROC surfaces and provided
the weak convergence results. Zhang and Li [37] further considered optimizing the VUS
with a nonparametric approach.
An overall AUC or VUS is useful to describe the test accuracy for a homogeneous
population. However, when the study population includes subjects with different
characteristics, the ability of the test to classify the subject into the correct category may
vary substantially for different types of subjects. In a recent study of Alzheimer’s disease in
the U.S., a diagnostic test to detect three stages of the disease has been applied to the
patients. Diagnosticians expect the accuracy of the diagnostic test may differ for men and
women and also for subjects with different ages. In practice, it may be more sensible to
report VUS measures for subjects with common covariate values. In population health
studies, age- or sex-adjusted parameters have been widely acknowledged for their
importance. To our knowledge, there has been no statistical procedure available to
incorporate covariates for high dimensional ROC analysis with more than two disease
categories.
We contribute to the methodology of estimating covariate-adjusted VUS in this paper. A
variety of regression models were proposed to study how covariates affect the diagnostic
accuracy for two-category classification problems in Pepe [24]. Few methods have been
generalized thereafter to address the diagnostic task where three different classes need to be
distinguished. In this paper, we start by modeling the relationship between test results from
the three categories and a set of explanatory variables and then derive the regression model
for correct classification probability. The covariate-specific ROC surface and VUS are
obtained subsequently. Note that because covariate effects are specified in the models for
the underlying test results, interpretation of the coefficients in those models may not be
straightforward for the ROC and VUS. The functional relationship described in Section 2 is
highly nonlinear and does not lend itself to an intuitive explanation of those effects. The
primary contribution of this paper is estimation of ROC and VUS for particular values of the
covariates, as opposed to inference for how ROC and VUS change as a function of
covariates. The problem is that covariates can have large effects on the test results but no
effect on the ROC and VUS.
The paper is organized as follows. In Section 2, we first present a regression model for a
three-category diagnostic test. We show that the regression model on test results induces the
covariate-specific ROC surface. In Section 3, we propose estimation methods to fit the
regression models under three cases. Depending on how strong assumptions we want to
make for the model, we propose to use statistical methods which have been used in other
applied fields. In Section 4, we conduct simulation studies to validate our estimation
procedure. In Section 5, we study real examples of Alzheimer’s disease. In Section 6, we
conclude by suggesting future research directions.
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2 Covariate-specific ROC surface model
Let Tc stand for the test results for an individual randomly selected from the population of
the c-th class (c = 1, 2, 3). We consider the following transformation-location-scale
regression model to describe the relationship between p-dimensional covariates Z = (Z1, Z2,
…, Zp)T and the test results.
(2.1)
where g(·) is a strictly increasing function; βc = (βc1, βc2, …, βcp)T is the p-dimensional
regression coefficient specific to the c-th class; σc is a scale parameter specific to the c-th
class; ε follows a distribution on (−∞, ∞) with a density function f common for all three
classes. We note that in this model the parameters βc describe the dependence of the test
results on the covariates for a particular category of population. Their interpretation follows
the usual interpretation for regression coefficients in regression analysis.
In model (2.1), the effects of covariates on the test results are different for three classes. The
variation of the test results conditional on covariates also exhibits heterogeneity across the
classes. We assume that the three classes are ordered such that g(T1), g(T2) and g(T3) tend to
take high, intermediate and low values, respectively.
For two threshold values c1 > c2, the decision for classifying a subject into the c-th class (c =
1, 2, 3) is made based on whether g(T) belongs to interval (c1, ∞), (c2, c1] or (−∞, c2]. The
correct classification rates (CCR) for the three classes can then be written as
where  is the cumulative distribution function of ε. Model (2.1) thus
induces a regression model for the covariate effects on the three CCR’s. Each CCR is the
probability of correctly identifying one subject with covariate Z into his or her correct class
for a fixed pair of thresholds (c1, c2). If we move the threshold in the support of g(T) and
plot all the corresponding (CCR1, CCR2, CCR3) in the three-dimensional space, we then
obtain the graph of an ROC surface (see Li and Zhou [18]).
Mathematically, we usually derive the ROC surface for the diagnostic test by expressing
CCR2 as a function of CCR1 and CCR3 in the following way:
(2.2)
where
and (u, v) ∈ [0, 1]×[0, 1] such that ROC(u, v) ≥ 0. This ROC surface can be interpreted as
the probability that the test correctly classifies a subject with covariate Z from Class II given
that its CCRs for subjects with the same covariate Z but from Classes I and III are u and v
(see Li and Fine [15]).
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Model (2.2) provides a bridge to connect test accuracy with a set of explanatory variables.
Covariate-specific ROC surfaces can be constructed based on such a model. We notice in
(2.2) that we assume Z for the three classes to be identical. In principle, we may allow the
covariates to be category-specific and define
The ROC surface is then interpreted as the probability that the test correctly classifies a
subject with covariate Z2 from Class II given that its CCRs for subjects with the covariate
Z1 and Z3 from Classes I and III are u and v. For the sake of simplicity in the presentation,
we only consider identical covariates for three classes in this paper. The methods for non-
identical covariates can be easily extended.
Finally an overall summary measure of diagnostic accuracy from the graphical display of
ROC surface can be obtained as the following covariate-specific volume under the ROC
surface (VUS)
(2.3)
which can be interpreted as the probability of correctly ranking three subjects with
covariates Z each from one of the three categories (see Li and Fine [15]). A test with large
VUS value is preferred in practice.
3 Estimation methodology
We consider estimation methods for covariates-adjusted CCR, ROC surface, and VUS for
three scenarios in this section. It is difficult to make inference for covariate-adjusted
diagnostic parameters without further assumptions for the model. In this paper, we consider
the following three scenarios separately:
Case I. g and f are both completely known.
Case II. g is completely unknown and f is completely known.
Case III. g is known with a parametric form and f is completely unknown.
In practice, Case III might be the most flexible and general model since it places little
restriction on the distribution form of diagnostic tests. As we notice from the previous
section, the exact functional form of g is not important for accuracy studies since it is not
used for the definition of the diagnostic accuracy measures. Therefore Case II, without
estimating the unknown g, might be appealing when we only make a specific distribution
assumption for f. Case I may be least realistic and is used only to facilitate understanding the
more complicated cases. Under each scenario, we first consider estimating unknown
elements involved in model (2.1). Subsequently we estimate diagnostic measures introduced
in the previous section by replacing the unknown parameters or functions with their
estimates. For the sake of completeness, we also present the estimation of g and f when they
are unknown. The estimate of g might be convenient to study covariate dependence and help
interpreting the results more clearly.
In the following, suppose we collect data from the three classes and denote the observations
as {Tci, Zci : c = 1, 2, 3; i = 1, 2, …, nc}. We assume observations are all independent.
LI et al. Page 4














In Case I, if g(·) = log(·) and f is a known parametric distribution, model (2.1) is the familiar
accelerated failure time model (see Wei [34]). The logarithm transformation may be
reasonable when test results are positive-valued, such as the lifespan or numerical counts.
When test results can take any value in ℝ, it may also be convenient to use the identity
function for g.
There are some popular choices for the distribution of ε:
The three distributions are all well-known members of the location-scale family (see Shao
[28]) and have wide applications in lifetime data analysis (Lawless (2003)).
In this parametric case, the only unknown parameters βc and σc may be obtained from the
standard maximum likelihood estimation (MLE). It is well known that MLE produces
consistent and asymptotic normal parameter estimates β̂c and σ̂c.
The estimates for the three CCRs, the ROC surface (2.2) and covariate-adjusted VUS (2.3)
can be constructed by the plug-in methods where we replace all unknown parameters with
their ML estimators. Since all estimated diagnostic measures are smooth functions of the
ML estimators, it is easy to show their consistency and asymptotic normality with the delta
method under this case. We are particularly interested in the covariate-adjusted VUS values
since it is a crucial summary of the performance of the test. Denote
. We can show that the variance of a particular VUS is
(3.1)
where cov(θ̂) is the covariance matrix of the MLE θ̂ and Ψ = ∂{VUS}{∂θ}−1. The partial
derivative Ψ may assume complicated forms with a double integral given in the Apendix.
The integral has no closed analytic form even if the error distribution is normal. To use this
method one has to use numerical integration techniques (see Pinherio and Bates [26]).
To make a coherent comparison across all cases, we choose to use the bootstrap (see Efron
and Tibshirani (1993), Li et al. [16], Li et al. [17]) to compute the sampling variances of the
estimates of VUS in the following numerical studies. Statistical inference may follow then.
Case II
In Case II, the model is usually termed as the linear transformation model (see Kabfleisch
[12], Dabrowska and Doksum [2]) in survival analysis. There is a rich literature in the study
of censored lifetime under this kind of model. See Fine, Ying and Wei [5] and Fine [3] for
the comprehensive review on this topic. We focus on one approach introduced by Fine and
Bosch [4] in this section.
We notice that the estimation of ROC surface and VUS only require plugging in the
estimators of the finite-dimensional model parameters β̂c and σ̂c. The estimation of ĝ is only
useful when we want to study the exact distribution of the test and its dependence on
covariates. Since we just make a comparison among the test results from three categories in
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diagnostic accuracy studies, we do not require any knowledge of the form of this unknown
function. Semiparametric estimation of linear transformation model without estimating the
unknown transformation has been studied in Fine and Bosch [4]. We briefly sketch this
method in the following.
Suppose the error distribution to be standard normal for the simplificity of presentation.
Results for other parametric distribution can be similarly derived. We may write model (2.1)
in an integrated form as
where Ci indicates the category for the ith subject. We may estimate the unknown
parameters βc by a quasi-likelihood-type estimating equation,
where Φ is the distribution function of the standard normal, w = ψ{Φ(1 − Φ)}−1, ψ = d{Φ(s)}
{ds}−1, Zij = ((Zi I {Ci = 1} − ZjI{Cj = 1})T, (Zi I{Ci = 2} − ZjI{Cj = 2})T, (ZiI {Ci = 3} −
ZjI {Cj = 3})T)T and . Many familiar statistical packages with the
function for probit regression can be adapted to solve the estimating equation and obtain the
parameters βc. Fine and Bosch [4] have supplied inference details for this method. The
estimated regression coefficients may then be used to construct ROC surfaces and VUS.
The variance for the estimated VUS may be evaluated by (3.1), where cov(θ̂) is the
covariance of the estimates θ̂ resulted from Fine and Bosch’s method and Ψ is the same
partial derivative. For the same sake of computation ease and feasibility as in Case I, we
suggest using a straightforward bootstrap resampling method instead to make inference (see
Li et al. [16] and Li et al. [17]).
Case III
In Case III, the transformation function g(.) may take a parametric form, such as the well-
known Box-Cox power transformation
In general, λ is considered to be from a compact index set where the true parameter resides.
Foster et al. [6] suggest a practically reasonable range {λ : |λ| ≤ 2}. There seems to be no
more practical appeal to consider a much wider range for the power parameter as the
interpretation would become difficult. We note that besides Box-Cox transformation, there
are also other possible parameterized transformation methods. They can be similarly worked
out. We only restrict our attentions to Box-Cox transformation in this paper.
Under such a specification for g(·), when the distribution for ε is unknown, estimation
methods of model (2.1) have been studied by Han [7], Newey [23], Robinson [27], Wang
and Ruppert [33] and Foster et al. [6].
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When the error density is completely unknown, it may be more flexible to estimate such a
density (absorbing the nuisance σc) for each class separately. We thus slightly change the
model form to be
(3.2)
where εc ~ fc. We consider the two-stage method introduced by Foster et al. [6] to estimate
λ, βc and fc. In fact, to compute the accuracy measures such as the ROC surface and VUS, it
suffices to have the distribution function Fc instead of the underlying density fc which is
usually more difficult to estimate.
Step 1
For a fixed λ, the regression coefficients are obtained by the least squared estimation as
Step 2
Evaluate the minimum distance statistics defined as
where
and W(t) is a user-specified weight function. In theory W(t) could any bounded,
differentiable, positive, and strictly increasing distribution function. We adopt a normal
distribution by following the recommendation in Foster et al. [6].
Step 3
Repeat Steps 1 and 2 for a grid of λ values within a compact interval Λ. Choose λ̂ to be the
value minimizing S(λ).
Step 4
The estimator for βc is obtained as β̂c(λ̂).
Large sample properties for similar estimators have been studied carefully by Foster et al.
[6]. The technical difference to adapt our methods to Foster et al. [6] is just that we need to
specify three distributions for the three different classes. The rest of the arguments are in the
same manner. The estimators from the above procedure thus enjoy the consistency and
asymptotic normality as described in Foster et al. [6]. Subsequently we estimate the ROC
surface by
(3.3)
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and VUS by integrating (3.3). We notice that λ̂ is also not used in the final inference for
diagnostic accuracy measures. For the variance estimates for , we recommend to use the
bootstrap methods introduced by Foster et al. [6] and Jin et al. [11]. Such re-sampling
procedures have been proved theoretically and practically to yield accurate variance
estimates and facilitate statistical inference (in Li et al. [16], Li et al. [17]).
4 Simulation study
We conduct a simulation experiment in this section to assess the performance of the
proposed estimators. In fact the consistency and asymptotic distribution properties of the
estimators involved in three cases have been well established in the literature. In this paper
we are concerned with the performance of adapting such estimation methods in the inference
for the diagnostic accuracy measures.
We generate two dimensional covariates Z = (Z1, Z2) from two-independent uniform
distributions on [0, 1]. The regression coefficients for the three classes are β1 = (3, 2.5)T, β2
= (1.5, 2)T, and β3 = (1, 1)T. We fix σc = 0.5 and generate the model error ε from normal
distributions. Two sample size scenarios were considered: (i) class sample size equal to 40
plus a binomial variate with size 40 and success probability 0.5; (ii) class sample size equal
to 50 plus a binomial variate with size 20 and success probability 0.5. Case (i) tends to give
more unequal sample proportions of three classes since it involves a larger variance than
Case (ii). We choose g(x) = x3 to generate the response Tc for the three classes according to
(2.1).
For each generated data set, we use the estimation methods under three assumed cases. In
Case I, we use the known transformation g and known distribution functions for ε. In Case
II, we only have the known distribution of ε and need to estimate βc semiparametrically. In
Case III, we estimate λ for a the power transformation and also estimate the error
distributions F. For all cases, we estimate the coefficients βc for three classes and the overall
accuracy measures VUS. In this paper we use the bootstrap method to resample from the
data set with the bootstrap sample size B = 800 and compute the bootstrap standard errors
for all the parameter estimates.
We report the estimated coefficients β over 1000 simulations in Tables 1 and 2. Eyeballing
the results in the tables, we notice that all three methods can achieve consistent estimates of
the regression parameters. Parameter estimates under Case I have the smallest bias while the
bias for Case III is relatively larger. However, Case I is least realistic since we can know the
true function g and error distribution f exactly only in a simulation setting. The simulation
results thus indicate the estimation methods under Case III approximate closely the results
under Case I. All methods appear to have smallest finite sample biase and variance when the
error distribution is normal (see Table 1). The estimation results for σc and fc are similarly
satisfactory and not reported in the tables.
We also examine the performance of the estimated VUS parameters. We report VUS values
for two covariates Z1 and Z2 at their three quartiles over their distributions. The true VUS
values are computed by using a numerical integration for (3). All methods yield consistent
estimation of the true covariate-specific VUS values. Such results affirm the applicability of
our proposed statistical procedure for computing diagnostic accuracy measures.
5 Analysis of the Alzheimer’s disease data
In this section, we consider applying our proposed statistical methods to a practical example
in a study of Alzheimer’s disease (AD). All the subjects in this example were 65 years or
older enrolled at the 30 NIH funded Alzheimer’s Research Centers before July 2002
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throughout the U.S. who died and underwent autopsy. All had taken the Mini-Mental State
Examination (MMSE) within 2 years before death. The definitive examination of AD was
based on the extent of neuritic plaques and neurofibrillary tangles, the hallmarks of AD, at
brain autopsy. The NIA/Reagan Institute criteria, based on the frequency of both plaques
and tangles in the neocortex, classify patients into one of the three different diseases classes:
Class I include subjects with a high likelihood of dementia being due to AD; Class II include
subjects with intermediate likelihood of dementia being due to AD; and Class III include
subjects with low likelihood of dementia being due to AD. Each patient underwent the test
and a continuous test result was recorded thereafter. A total of 3728 results were included in
this analysis where the sample size for the three individual classes are 2283, 850 and 595,
respectively. See Zhou and Castellucio [38] and Koepsell et al. [13] for more details about
this data.
We were interested in determining the diagnostic accuracy of the continuous tests MMSE in
terms of classifying patients into the three categories correctly. Previously, Li and Zhou [18]
considered nonparametric and semiparametric estimation procedures to obtain an overall
estimation of the diagnostic performance of the test. The authors therein reported the ROC
surface and VUS for this data set. Their methods, however, did not incorporate the covariate
factors in the data and were thus limited for practical use. In the sequeal we used the
estimation methods introduced in this paper to expand the previous findings with an
adjustment of the covariates.
We thus considered model (2.1) for MMSE test where the covariates include the sex and age
of the patients. We started with the methods described in Case III since we intended to make
as few assumptions as possible on the model forms. We computed S(λ) for a grid of λ values
and plotted the results in Figure 1. In this case, the lowest score S(λ) corresponds to λ =
−1/4. Hence we chose g(T, λ) = T−1/4 as the Box-Cox transformation to the original MMSE
score. The estimated regression coefficients were reported in Table 3. Since the response
was transformed, the interpretation of these coefficients might not be easy. We notice that
the coefficients and standard errors were different for the three classes. Significant
relationship between the transformed response and the covariates was found for Class II.
Using the methods in this paper, we then proceeded to compute ROC surfaces and VUS
values for specific covariate values based on the fitted model. Figure 2 displays two
estimated ROC surfaces for males and females with age 70. It appears that the volumes
under the two surfaces are quite large, compared to the ROC surface for the overall
population obtained in Li and Zhou [18]. Diagnostic accuracy for this particular group of
subjects is thus relatively better than the population average. Such figures are helpful to
select appropriate cut off values for the MMSE scores when the decision making is subject
to desired level of correct classification probabilities for the three classes. When parametric
likelihood assumptions are plausible, we might choose the estimation strategies in Case I or
II and thus produce smooth ROC surfaces based on the assumed distribution functions. It is
not difficult to modify our program to obtain such figures.
In Table 4 we report the estimated VUS values for a range of covariate values. For example,
for female subjects who are 80 years old, the probability that they can be correctly classified
into the three disease categories of AD is about 0.7993. Such a probability of correct
classification among three disease categories for males at the same age is only 0.7332. We
can empirically observe a pattern in Table 4. It seems that in general the MMSE test is more
accurate for women than for men at any given age. Also the accuracy of the test increases as
the subject becomes older. Such findings for the test accuracy of MMSE have never been
reported in the literature. Since adjusting covariate effects such as age and sex effects is an
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important issue in epidemiological studies, our results might potentially benefit the clinical
diagnosis and treatment of AD and other similar problems.
Li and Zhou [18] have examined the estimation of VUS under parametric tri-normal
assumption and found very similar estimates of VUS values to those obtained with
nonparametric methods. This suggests that we may apply the methods in Case II for this
particular data set. We thus re-analyze the data by using Fine and Bosch’s methods for Case
II. The ease of implementation of this method may also be appealing to practitioners. The
ROC surfaces and VUS values resulted from this method are close to what we have obtained
using the methods under Case III. We included the VUS results in Table 4 for a comparison.
6 Covariate-adjusted ROC measures
After one constructs covariate-specific ROC surfaces at different covariate values, it is
sensible to develop a summary index which adjust all these covariate-dependent surfaces
across the distribution of covariates.
Specifically, we may define a covariate-adjusted ROC surface as
where ROCz (u, v) is a surface for covariate z and FZ is the distribution of the covariates in
the population. The covariate-adjusted VUS may be similarly defined as a weighted average
of the covariate-specific VUS across the distribution FZ.
In practice, the distribution FZ can be replaced by the empirical distribution for Z in the
sample. The inference for covariate-adjusted ROC measures can be drawn easily by
following a bootstrap resampling procedure. That is, we generate bootstrap samples from the
original sample, evaluate the covariate-specific ROC measures for all distinct covariate
values based on the particular bootstrap sample, evaulate the covariate-adjusted ROC
measures then by averaging across the bootstrap sample, and finally join all the bootstrap
estimates to yield the inference.
For the AD data analysis, we have computed the age-and-sex-adjusted VUS to be 0.76 (95%
confidence interval [0.73, 0.79]) which is relatively larger than the unadjusted overall VUS
0.39 ([0.37, 0.41]) reported in Li and Zhou [18]. The adjusted VUS indicates that for three
subjects with the same age and sex each from the three categories the MMSE test can
correctly classify them simultaneously with a probability 0.76. The correct classification
probability would be lower when the three subjects have different covariate values sampled
from the general population. In practice the covariate-adjusted ROC measures may be more
useful when the samples are obtained according to designed covariate values. Janes and
Pepe [10] have provided helpful interpretation for the two-dimensional covariate-adjusted
ROC curve.
7 Concluding remarks
We present a statistical method to address the estimation of covariate-adjusted ROC surfaces
and the volumes under such surfaces in this article. The main idea is to relate the diagnostic
accuracy of the test to the covariate values through the regression model (2.1). We explore
various model assumptions and discuss appropriate statistical procedures. We follow the
analytic methods in Case III mainly in this paper as it depends on less model assumptions.
Even when investigators have strong belief about the test distribution and decide to consider
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Cases I or II, it may still be worthwhile to produce the results following the methods for
Case III to assess the model goodness-of-fit.
We stress that we are using regression models primarily to get an estimate of diagnostic
measures such as ROC surface and VUS for particular covariate values. Sometimes it is
unnecessary to estimate the entire set of model components, e.g. the unknown
transformation function in Case II. The interpretation of the regression coefficients βc may
be linked to the association between ROC (or VUS) and covariates. However, such a link is
indirectly through the test value. Theoretical development between VUS and covariates
directly is needed for further research.
The interpretation of the results from the ROC-related regression analysis must be cautious.
When evaluating conditional accuracy measures specific to certain fixed covariate value
(such as fixed age or gender), the available information from the sample becomes limited
and the resulting estimates are not as efficient as those based on the full sample. We realize
that the regression procedure is essentially equivalent (though not literally carred out in this
way) to divide the whole sample into small strata according to covariate values and evaluate
the diagnostic accuracy within each stratum. The problem is even more severe for
continuous covariates since they can only attain zero mass. Another potential weakness for
covariate adjustment is the inference: when too many accuracy measures are computed with
the same data the problem of multiple comparison would arise and any significance finding
has to be re-considered after more sophisticated calculation. Introducing regression into
accuracy analysis may not be an easily entertainable idea after all.
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We provide the expression for Ψ. In practice it may be implemented with the numerical
integration method with a given distribution F.
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S(λ) for different λ
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ROC surfaces for men (a) and women (b) at age 70. The three coordinates correspond to the
correct classification probabilities for the three classes
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Table 1
Simulation results for data generated from normal distribution with class sample size 40+Binomial(40, 0.5).
Estimates are the average of estimated parameters in 1000 simulations. SE are the standard error of the
estimated parameters in 1000 simulations. Bootstrap SE are the average of the estimated standard error based
on the bootstrap methods










VUS(Z1 = 0.25, Z2 = 0.25) = 0.48 I 0.48 0.065 0.064
II 0.49 0.069 0.073
III 0.49 0.072 0.069
VUS(Z1 = 0.50, Z2 = 0.50) = 0.77 I 0.76 0.058 0.059
II 0.78 0.057 0.059
III 0.78 0.059 0.064
VUS(Z1 = 0.75, Z2 = 0.75) = 0.92 I 0.92 0.037 0.039
II 0.92 0.039 0.044
III 0.93 0.038 0.043
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Table 2
Simulation results for data generated from normal distribution with class sample size 50+Binomial(20, 0.5).
Estimates are the average of estimated parameters in 1000 simulations. SE are the standard error of the
estimated parameters in 1000 simulations. Bootstrap SE are the average of the estimated standard error based
on the bootstrap methods










VUS(Z1 = 0.25, Z2 = 0.25) = 0.48 I 0.47 0.060 0.062
II 0.49 0.053 0.057
III 0.49 0.059 0.053
VUS(Z1 = 0.50, Z2 = 0.50) = 0.77 I 0.77 0.056 0.059
II 0.78 0.061 0.062
III 0.78 0.067 0.063
VUS(Z1 = 0.75, Z2 = 0.75) = 0.92 I 0.92 0.034 0.037
II 0.91 0.034 0.036
III 0.90 0.038 0.035
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Table 3
Fitted regression coefficients for Y−1/4
Class Covariates Coefficients SE P-value
I Intercept 0.4472 0.0082 < 0.0001
Age 0.0001 0.0001 0.3210
Sex 0.0006 0.0015 0.6850
II Intercept 0.4293 0.0040 < 0.0001
Age 0.0001 0.0001 0.0469
Sex 0.0016 0.0007 0.0460
III Intercept 0.4297 0.0039 < 0.0001
Age 0.0001 0.0001 0.6300
Sex −0.0007 0.0005 0.1540
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Table 4
Covariate-specific VUS and bootstrap confidence intervals (in the brackets) for different age and sex, using





60 0.6795 [0.6011, 0.7557] 0.7569 [0.6799, 0.8353]
70 0.7010 [0.6226, 0.7794] 0.7831 [0.7047, 0.8615]
80 0.7332 [0.6744, 0.7920] 0.7993 [0.7405, 0.8581]
90 0.7729 [0.7141, 0.8317] 0.8122 [0.7534, 0.8710]
Case II
60 0.6985 [0.6123, 0.7632] 0.7498 [0.6631, 0.8239]
70 0.7144 [0.6158, 0.7625] 0.7900 [0.7155, 0.8726]
80 0.7395 [0.6780, 0.8041] 0.7867 [0.7359, 0.8402]
90 0.7697 [0.7015, 0.8273] 0.8108 [0.7498, 0.8679]
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