We consider a solution .i-of a nonlinear equation F(.Y) = 0 whose left member's Jacobian matrix with respect to I is of rank n ~ 2 at the solution 1. We show that if we introduce parameters into the equation F(.u) = 0 and consider an augmented system of nonlinear equations which contains the equation F(I) = 0, then we can compute the solution i with high accuracy. ' 1987 Acidenrtc Press. Inc 
INTRODUCTION
We consider a solution 1 E Q of a nonlinear equation whose left member's Jacobian matrix with respect to x is of rank n -2 at the solution 2, where -'I, F(Y)E R", and F is a C3 mapping from some domain Q (c R") to R". In the previous papers [Z, 31, for such a solution we have proposed a method for computing it with high accuracy. Our method is as follows: We introduce two parameters into Eq. (1.1) and consider an augmented system of nonlinear equations, which consists of Eq. ( 1.1) and additional equations involving the Jacobian matrix, in a space whose dimension is greater than n. If we can choose a two-dimensional vector so that a specific condition is satisfied, then the augmented system has an isolated solution which contains 1. Hence we can compute 2 with high accuracy by using the Newton method. Here a solution of a nonlinear equation is called "isolated" if the Jacobian matrix is nonsingular at the solution. But, in the case where we can not choose such a vector, we only have proposed that we may repeat our method for the augmented system.
In the present paper, we study the above-mentioned solution 2 in more detail. We show that two vectors spanning the kernel of the Jacobian matrix play an important role when we discuss whether the augmented 152 0022-247X,%7 $3.00 system has an isolated solution or not. By the use of these two vectors and the second derivative of F(.u) with respect to X, we newly define three vectors. Then we check how many vectors are mutually linearly independent among these three vectors and n column vectors which the Jacobian matrix is made up of. Then we have three cases, that is, the number of mutually linearly independent vectors is (i) n or (ii) n -1 or (iii) n -2. In Section 2, we discuss such three cases in more detail. In Section 3, to illustrate our theory and method, we present an example.
CLASSIFICATION OF SOLUTIONS WITH THE RANK OF
THE JACOBIAN MATRIX n-2
Let F,(s) be the Jacobian matrix of F(.u) with respect to X. To simplify the following arguments, we assume without loss of generality that rank F,(1) = rank F,,,,,(.i-) = n -2, (2.1) where F,,,,,(4) denotes the II x (n-2) matrix obtained from F,(.C-) by deleting the first column vector and the second column vector. As is well known, there exist two positive integers ,j, and jz (1 <,j,, ,jz 6 n) such that rank(F,(.<), P,,, ~,~)=rank(F,,,~,(l), c,,, ~,)=n, (2.2) where each P,, = (E,!,, E:,..., E;:)' E R" is a vector such that E;; := 1 and ET, = 0 (k #.j,), that is, e,< = (0 )...) 0, I, 0 )...) O)T.
Here ( .. )T denotes the transposed vector of a vector ( assumption (2.1) the equations and
). Due to the (2.4) (2.5) have solutions h" ' and h'l', respectively, where h"' = (hi'), hy',..., hi')' (i = 1,2). Then we define the following three vectors:
b,, = {F.,,(i) P'} I;(", p,* = {FJa) P} P, For the solution P we have the following theorem. Due to Theorem 1, we can get an approximation to the solution P of Eq. (2.9) as accurately as we desire by applying the Newton method to Eq. (2.9). Hence we can also obtain a desired approximation to the solution .? of Eq. ( 1.1) .
Second, we consider the case (ii). To simplify the following arguments, we assume without loss of generality that Due to Theorem 2, if the condition (2.19) is satisfied, then we can compute jl with high accuracy by the Newton method. Hence we can also obtain a desired approximation to the solution ,? of Eq. (1 .l ).
Lastly, we consider the case (iii). In this case, we have rank G'(i) = rank G,,,,,(i) = 2n, (2.23) where G,,,,,(i) denotes the (2n+2) x 2n matrix obtained from G'(S) by deleting the first column vector and the second column vector. Hence we repeat the above-mentioned process for Eq. (2.9). That is, we compute both the solution k") of the equation
and the solution k"l of the equation
where k"' = (k',", kyJ ,..., ky,j+ 7 )T (i= 1, 2). Then we compute three vectors 
AN EXAMPLE
To illustrate our theory and method, we present an example.
EXAMPLE [I].
We consider the equation Hence this case corresponds to the case (i) mentioned in Section 2. As has been mentioned in Section 2, we introduce two parameters into Eq. (3.1) and consider the equation 
