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EPSILON MULTIPLICITY FOR GRADED ALGEBRAS
SUPRAJO DAS
Abstract. The notion of ε-multiplicity was originally defined by Ulrich and Val-
idashti as a limsup and they used it to detect integral dependence of modules. It
is important to know if it can be realized as a limit. In this article we show that
the relative epsilon multiplicity of reduced standard graded algebras over an excel-
lent local ring exists as a limit. We also obtain some important special cases of
Cutkosky’s results concerning ε-multiplicity, as corollaries of our main theorem.
1. Introduction
The purpose of this paper is to prove a very general theorem on the ε-multiplicity
of graded algebras over a local ring. The idea of ε-multiplicity originates in the
works of Kleiman, Ulrich and Validashti. We now recall their definition of relative
ε-multiplicity as introduced in [13] and some related notions.
Fix a Noetherian local ring R with maximal ideal mR. We say T =
⊕
n≥0
Tn is a
standard graded R-algebra if T is a graded R-algebra with T0 = R which is generated
by finitely many homogeneous elements in T1. Now let
A =
∞⊕
n=0
An ⊂ B =
∞⊕
n=0
Bn
be a graded inclusion of standard graded R-algebras. Then the relative ε-multiplicity
of A and B is defined to be
ε (A | B) := lim sup
n
(dimB − 1)!
ndimB−1
lR
(
H0mR
(
BnupslopeAn
))
= lim sup
n
(dimB − 1)!
ndimB−1
lR
(
(An : Bnm
∞
R )upslopeAn
)
The above equality comes from the fact that there are naturalR-module isomorphisms
H0mR
(
BnupslopeAn
) ∼= (An : Bnm∞R )upslopeAn
for all n ≥ 0. In [13] it is proven that this invariant is finite under very mild conditions,
in particular see Lemma 8. In the same article, the authors use ε-multiplicity to give
a ‘Rees Criteria’ for integral dependence of modules or of standard graded algebras.
The question of whether ε-multiplicity actually exists as a limit has already been
considered by many mathematicians. Some related papers in this direction are [6],
[7], [8], [4], [13] and [9]. In [6], Cutkosky has established the following result:
Theorem ([6], Theorem 3.2). Let R be an analytically unramified local ring of dimen-
sion d with maximal ideal mR and E is a rank e submodule of a finite free R-module
F = Rn. Let B = R[F ] be the symmetric algebra of F over R, which is isomorphic
1
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to the standard graded polynomial ring
B = R[x1, . . . , xn] =
∞⊕
k=0
F k
over R. We may identify E with a submodule E1 of B1 and let
A = R[E] =
∞⊕
k=0
Ek
be the graded R-subalgebra of B generated by E1 over R. Then
ε (A | B) = lim
k→∞
(d+ n− 1)!
kd+n−1
lR
(
(Ek : F km
∞
R )upslopeEk
)
exists as a finite limit.
In our paper, we extend this result by allowing A and B to be reduced standard
graded algebras over an excellent local ring R. We now state the main theorem from
our paper:
Theorem (Theorem 5 and Proposition 2). Suppose that R is an excellent local ring
with maximal ideal mR, B = ⊕n≥0Bn is a reduced standard graded R-algebra and
A = ⊕n≥0An is a standard graded R-subalgebra of B. Also assume that one of the
following conditions hold:
(i) R is a field or
(ii) P ∩ R 6= mR for all minimal primes P of B.
Then
ε (A | B) = lim
n→∞
(dimB − 1)!
ndimB−1
lR
(
(An : Bnm
∞
R )upslopeAn
)
exists as a finite limit.
It is well known that the Hilbert-Samuel multiplicity is always an integer however
this does not hold true for the epsilon multiplicity. A surprising example given in [7],
shows that this limit can even be an irrational number. This shows that the sequence
associated to the ε-multiplicity cannot have polynomial growth eventually, unlike the
classical Hilbert-Samuel function.
2. Limits for graded algebras over a local domain
We adopt all the notations and conventions about convex geometry from section
6.1. of [6] and quote two results verbatim.
Theorem 1 ([6], Theorem 6.1.). Suppose that S is strongly nonnegative. Then
lim
n→∞
#Sm(S)n
nq(S)
=
volq(S)∆(S)
ind(S)
.
Theorem 2 ([6], Theorem 6.2.). Suppose that p is a positive integer such that there
exists a sequence {ni}i∈N of positive integers with lim
i→∞
ni =∞ such that the sequence{
#Sm(S)ni
npi
}
i∈N
is bounded. Then S is strongly nonnegative with q(S) ≤ p.
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Lemma 1. Suppose that R is a Noetherian local ring with maximal ideal mR and let
B =
⊕
k≥0
Bk be a standard graded R-algebra. Let
mB = mRB +
(⊕
k≥1
Bk
)
denote the unique homogeneous maximal ideal of B. Then for any e ∈ Z≥1, we have
m
k(e+1)
B ∩ Bk = mkeR Bk ∀k ∈ N.
Proof. For any n ∈ Z≥1, we have that
mnB =
(
mRB +
(⊕
k≥1
Bk
))n
=
n∑
j=0
mn−jR
(⊕
k≥1
Bk
)j
=
n∑
j=0
mn−jR
(⊕
k≥j
Bk
)
=
(
n−1⊕
k=0
mn−kR Bk
)
⊕
(⊕
k≥n
Bk
)
.
Thus we see that
mnB ∩ Bk =
{
mn−kR Bk ∀ 0 ≤ k ≤ n− 1
Bk ∀ k ≥ n
The lemma now follows by taking n = k(e+ 1). 
Lemma 2. Let T be a Noetherian domain and let m be a maximal ideal of T . Then
m
nTm ∩ T = mn ∀n ∈ N.
Proof. Fix an n ∈ N and observe that mn is m-primary since √mn = m is a maximal
ideal. Now
a ∈ mnTm ∩ T ⇐⇒ as ∈ mn for some s ∈ T \m
⇐⇒ a ∈ mn or s ∈ √mn = m (mn is m-primary)
⇐⇒ a ∈ mn (s ∈ T \m)

Lemma 3. Let R be a Noetherian local ring with maximal ideal mR, R[x1, . . . , xn]
be a polynomial ring over R and I be a homogeneous ideal in R[x1, . . . , xn]. Let m
denote the homogeneous maximal ideal of R[x1, . . . , xn] and let
B =
R[x1, . . . , xn]
I
.
Then the m-adic completion of B is
Bˆ ∼= Rˆ[[x1, . . . , xn]]
IRˆ[[x1, . . . , xn]]
,
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where Rˆ is the mR-adic completion of R and Rˆ[[x1, . . . , xn]] is the power series ring
over Rˆ in x1, . . . , xn.
Proof. Let u1, . . . , ud be the generators of mR. Then, by [10, Corollary 5, Page 171],
the m-adic completion of R[x1, . . . , xn] is
̂R[x1, . . . , xn] ∼= R[x1, . . . , xn][[y1, . . . , yd, z1, . . . , zn]]
(y1 − u1, . . . , yd − ud, z1 − x1, . . . , zn − xn)
where R[x1, . . . , xn][[y1, . . . , yd, z1, . . . , zn]] is the power series ring in y1, . . . , yd, z1, . . . , zn
over R[x1, . . . , xn]. Rearranging terms, we see that
̂R[x1, . . . , xn] ∼= R[x1, . . . , xn][[y1, . . . , yd, z1, . . . , zn]]
(y1 − u1, . . . , yd − ud, z1 − x1, . . . , zn − xn)
∼=
R[[y1, . . . , yd]]
(y1 − u1, . . . , yd − ud) [x1, . . . , xn][[z1, . . . , zn]]
(z1 − x1, . . . , zn − xn)
∼= Rˆ[[x1, . . . , xn]].
Thus
Bˆ ∼=
̂R[x1, . . . , xn]
I ̂R[x1, . . . , xn]
∼= Rˆ[[x1, . . . , xn]]
IRˆ[[x1, . . . , xn]]
.

Lemma 4. Suppose that R is an excellent local ring with maximal ideal mR and let
B =
R[x1, . . . , xn]
I
where I is a radical homogeneous ideal in the polynomial ring R[x1, . . . , xn] with
I ∩ R = (0). Let Rˆ be the mR-adic completion of R and let
C =
Rˆ[x1, . . . , xn]
IRˆ[x1, . . . , xn]
.
Then the localisation of C at its graded maximal ideal is analytically unramified, the
ideal IRˆ[x1, . . . , xn] has an irredundant primary decomposition
IRˆ[x1, . . . , xn] =
t⋂
i=1
Pi
where the Pi are homogeneous prime ideals in Rˆ[x1, . . . , xn] and the localisation of
C
PiC
∼= Rˆ[x1, . . . , xn]
Pi
at its graded maximal ideal is analytically irreducible for 1 ≤ i ≤ r.
Proof. Let Cˆ be the (mR + (x1, . . . , xn))-adic completion of C. From lemma 3, we
have that
Cˆ ∼= Rˆ[[x1, . . . , xn]]
IRˆ[[x1, . . . , xn]]
∼= Bˆ.
Cˆ is reduced since B is excellent and reduced. Thus IRˆ[[x1, . . . , xn]] is a radical ideal
in Rˆ[[x1, . . . , xn]]. Now Rˆ[[x1, . . . , xn]] is the (mRˆ + (x1, . . . , xn))-adic completion of
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Rˆ[x1, . . . , xn]. Since the completion of a local ring is faithfully flat, then by [10,
(4.C)(iii), Page 28],(
IRˆ[[x1, . . . , xn]]
)
∩ Rˆ[x1, . . . , xn](m
Rˆ
+(x1,...,xn)) = IRˆ[x1, . . . , xn](mRˆ+(x1,...,xn)).
Since IRˆ[x1, . . . , xn] is a homogeneous ideal in Rˆ[x1, . . . , xn], so
IRˆ[[x1, . . . , xn]] ∩ Rˆ[x1, . . . , xn] = IRˆ[x1, . . . , xn].
Hence we get an injection of rings
C =
Rˆ[x1, . . . , xn]
IRˆ[x1, . . . , xn]
→֒ Rˆ[[x1, . . . , xn]]
IRˆ[[x1, . . . , xn]]
∼= Cˆ
and thus C is reduced since Cˆ is reduced. We have that C(m
Rˆ
+(x1,...,xn)) is analytically
unramified since the reduced ring Cˆ is the (mRˆ + (x1, . . . , xn))-adic completion of C.
By [14, Theorem 9, Page 153], the radical homogeneous ideal IRˆ[x1, . . . , xn] has a
primary decomposition
IRˆ[x1, . . . , xn] =
t⋂
i=1
Pi
where Pi are the homogeneous prime ideals in Rˆ[x1, . . . , xn] which are minimal primes
of IRˆ[x1, . . . , xn]. For a particular i, 1 ≤ i ≤ t, let U = RˆupslopePi ∩ Rˆ which is a complete
local domain and let Q = PiU [x1, . . . , xn]. We have that
C
PiC
∼= Rˆ[x1, . . . , xn]
Pi
∼= U [x1, . . . , xn]
Q
.
Let V = U [x1, . . . , xn]upslopeQ and we will now show that Vˆ is a domain, where Vˆ denotes
the (mU + (x1, . . . , xn))-adic completion of V . From lemma 3, we have that
Vˆ ∼= U [[x1, . . . , xn]]
QU [[x1, . . . , xn]]
.
Let V ∗ be the (x1, . . . , xn)-adic completion of V . From [10, Corollary 5, Page 171],
it follows that
V ∗ ∼= U [[x1, . . . , xn]]
QU [[x1, . . . , xn]]
∼= Vˆ .
Also by [2, Proposition 10.22.(ii), Page 111], we get that
gr(x1,...,xn)(V
∗) ∼= gr(x1,...,xn)(V ).
Since V is graded, we have that
gr(x1,...,xn)(V )
∼= V
and the latter is a domain. Further since V is graded, it also gives us that⋂
s≥0
(x1, . . . , xn)
sV = 0.
Thus the local ring Vˆ ∼= V ∗ is a domain by [14, Theorem 1, Page 249] 
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The proof of Theorem 3 uses methods of the proof of Theorem 6.3. in [6]. Here
we must blow up a different ideal and construct a different valuation to make the
argument work in our case. Also, we must make a more delicate analysis of the
grading in our argument.
Theorem 3. Suppose that R is a Noetherian complete local domain with maximal
ideal mR, B =
⊕
n≥0
Bn is a standard graded R-algebra which is also a domain and let
A =
⊕
n≥0
An be a graded R-subalgebra of B. Suppose that A1 6= 0 and that p ∈ Z≥1 is
such that for all c ∈ Z≥1, there exists γc ∈ R>0 such that
(1) lR
(
Anupslope(mcnR B) ∩An
)
< γcn
p
for all n ≥ 0. Then for any fixed positive integer c,
lim
n→∞
lR
(
Anupslope(mcnR B) ∩ An
)
np
exists.
We now prove Theorem 3. Let c > 0 be a fixed positive integer. Let mB denote
the homogeneous maximal ideal of B and it follows from Lemma 4 that BmB is
analytically irreducible. Let
π : X → Spec(BmB)
be the normalization of the blow up of the unique closed point {mBBmB} of Spec(BmB ).
The morphism π is of finite type since R is excellent. The fibre π−1 ({mBBmB}) is a
closed subscheme of codimension 1 in X . Since X is normal, its singular locus has
codimension ≥ 2. So there exists a closed point x ∈ π−1 ({mBBmB}) such that OX,x
is a regular local ring and we set (S,mS) to be this local ring. From the construction,
we see that S dominates BmB , dimS = dimB, S is essentially of finite type over B
with QF(B) = QF(S) and the residue field map
BmBupslopemBBmB
= RupslopemR →֒ SupslopemS
is a finite field extension. Let l = [S/mS : R/mR] <∞.
Let d = dimB = dimS and let y1, . . . , yd be a regular system of parameters in S.
Fix Q-linearly independent real numbers λ1, . . . , λd such that λi ≥ 1 for all 1 ≤ i ≤ d.
Let C(S) be a coefficient set of S. Since S is a regular local ring, for any r ∈ Z≥1 and
f ∈ S \ {0}, there is a unique expression
f =
∑
(n1,...,nd)∈Nd
an1,...,ndy
n1
1 · · · yndd + fr
where an1,...,nd ∈ C(S), fr ∈ mrS and n1 + · · · + nd < r for all (n1, . . . , nd) appearing
in the sum. We can take r large enough so that n1λ1+ · · ·+ ndλd < r for some term
with an1,...,nd 6= 0. We define a valuation ν of QF(B) which dominates BmB with
value group Γν = Zλ1 + · · ·+ Zλd ⊂ R, by prescribing
ν(f) = min{n1λ1 + · · ·+ ndλd | an1,··· ,nd 6= 0}.
Since there is a unique monomial giving the minimum, we have that
SupslopemS =
Vνupslopemν .
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For λ ∈ R≥0, define valuation ideals in the valuation ring Vν of ν, by
Kλ = {f ∈ QF(B) | ν(f) ≥ λ},
K+λ = {f ∈ QF(B) | ν(f) > λ}.
There exists a constant α ∈ Z≥1 such that
(2) Kαn ∩ BmB ⊂ mnBBmB ∀n ∈ N.
The proof of this formula follows from [3, Lemma 4.3.] and the fact that BmB is
analytically irreducible is necessary for the validity of this formula. Set β = α(c+ 1)
and for all n ∈ N, we have that
Kβn ∩An =
(((
Kα(c+1)n ∩BmB
) ∩ B) ∩Bn) ∩ An
⊂
((
m
(c+1)n
B BmB ∩B
)
∩Bn
)
∩ An (from (2))
=
(
m
(c+1)n
B ∩ Bn
)
∩ An (from Lemma 2)
= (mcnR Bn) ∩ An (from Lemma 1)
= (mcnR B) ∩An
Let An = (m
cn
R B) ∩ An. We have that
(3) lR
(
Anupslope(mcnR B) ∩An
)
= lR
(
AnupslopeKβn ∩ An
)
− lR
(
AnupslopeKβn ∩An
)
For t ≥ 1, define
Γ(t) =
{
(n1, . . . , nd, n) ∈ Nd+1 | dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
≥ t and n1 + · · ·+ nd ≤ βn
}
,
Γ
(t)
=
{
(n1, . . . , nd, n) ∈ Nd+1 | dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
≥ t and n1 + · · ·+ nd ≤ βn
}
.
For all n ∈ N and λ ∈ R≥0, we have natural R/mR-vector space inclusions
An ∩KλupslopeAn ∩K+λ →֒
KλupslopeK+λ
∼= Vνupslopemν ,
An ∩KλupslopeAn ∩K+λ →֒
KλupslopeK+λ
∼= Vνupslopemν .
Therefore Γ(t) = ∅ and Γ(t) = ∅ for all t > l. We also have that if n1 + · · ·+ nd ≤ βn
then
dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
= #
{
t | (n1, . . . , nd, n) ∈ Γ(t)
}
,
dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
= #
{
t | (n1, . . . , nd, n) ∈ Γ(t)
}
.
Further note that
n1λ1 + · · ·+ ndλd < βn =⇒ n1 + · · ·+ nd ≤ βn
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since λi ≥ 1 for all 1 ≤ i ≤ d. Thus
lR
(
AnupslopeKβn ∩ An
)
=
∑
(n1,...,nd)∈N
d
n1λ1+···+ndλd<βn
dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
=
l∑
t=1
#Γ(t)n ,
(4)
lR
(
AnupslopeKβn ∩ An
)
=
∑
(n1,...,nd)∈N
d
n1λ1+···+ndλd<βn
dimR/mR
(
An ∩Kn1λ1+···+ndλd
An ∩K+n1λ1+···+ndλd
)
=
l∑
t=1
#Γ
(t)
n .
(5)
The proof of Lemma 5 is similar to the proof of Lemma 4.4. in [5].
Lemma 5. Suppose that t ≥ 1, 0 6= f ∈ Ai, 0 6= g ∈ Aj and
dimR/mR
(
Ai ∩Kν(f)
Ai ∩K+ν(f)
)
≥ t.
Then
dimR/mR
(
Ai+j ∩Kν(fg)
Ai+j ∩K+ν(fg)
)
≥ t.
Suppose that t ≥ 1, 0 6= f ∈ Ai, 0 6= g ∈ Aj and
dimR/mR
(
Ai ∩Kν(f)
Ai ∩K+ν(f)
)
≥ t.
Then
dimR/mR
(
Ai+j ∩Kν(fg)
Ai+j ∩K+ν(fg)
)
≥ t.
Proof. We shall only prove the first assertion since the proof of the second assertion is
similar to the first one. There exist f1, . . . , ft ∈ Ai ∩Kν(f) such that their classes are
RupslopemR-linearly independent in
Ai ∩Kν(f)upslopeAi ∩K+ν(f). We shall show that the classes
of gf1, . . . , gft in Ai+j ∩Kν(fg)upslopeAi+j ∩K+ν(fg) are linearly independent over
RupslopemR.
Suppose that there exist a1, . . . , at ∈ RupslopemR such that the class of a1gf1 + · · ·+ atgft
in Ai+j ∩Kν(fg)upslopeAi+j ∩K+ν(fg) is zero. Then
ν (a1gf1 + · · ·+ atgft) > ν(fg)
=⇒ ν (a1f1 + · · ·+ atft) > ν(f).
Therefore the class of a1f1 + · · · + atft in Ai ∩Kν(f)upslopeAi ∩K+ν(f) is zero and linear
independence gives us that a1 = · · · = at = 0. 
The proof of Proposition 1 is similar to the proof of Proposition 6.6. in [6].
Proposition 1. Suppose that t ≥ 1,Γ(t) 6⊂ {0} and Γ(t) 6⊂ {0}. Then
(i) Γ(t) is a subsemigroup of Nd+1.
(ii) m
(
Γ(t)
)
= 1.
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(iii) Γ(t) is strongly nonnegative with q
(
Γ(t)
) ≤ p.
(iv) Γ
(t)
is a subsemigroup of Nd+1.
(v) m
(
Γ
(t)
)
= 1.
(vi) Γ
(t)
is strongly nonnegative with q
(
Γ
(t)
)
≤ p.
Proof. We shall only indicate the proof of the statements for Γ(t) since the proof of
the statements for Γ
(t)
are the same. The proof of (i) follows from Lemma 5.
By assumption Γ
(t)
i 6= ∅ for some i ≥ 1. Thus there exists 0 6= f ∈ Ai such that
ν(f) = n1λ1 + · · ·+ ndλd
with n1 + · · ·+ nd ≤ βi and
dimR/mR
(
Ai ∩Kν(f)
Ai ∩K+ν(f)
)
≥ t.
By assumption, there exists 0 6= g ∈ A1. Let
ν(g) = m1λ1 + · · ·+mdλd.
After increasing β if necessary, we may assume that m1 + · · ·+md ≤ β. Thus
ν(fg) = ν(f) + ν(g) = (m1 + n1)λ1 + · · ·+ (md + nd)λd
with (m1 + n1) + · · ·+ (md + nd) ≤ β(i+ 1). So Γ(t)i+1 6= ∅ by Lemma 5 and thereby
proving (ii).
Note that mnB ⊂ Kn ∩B for all n ∈ N since λi ≥ 1 for 1 ≤ i ≤ d and thus(
mβnR B
)
∩ An ⊂ mβnB ∩ An ⊂ Kβn ∩ An.
Now for all n ∈ N, we have
#Γ(t)n ≤ lR
(
AnupslopeKβn ∩ An
)
(from (4))
≤ lR
(
Anupslope
(
mβnR B
)
∩ An
)
≤ γβnp (from (1)).
The conclusions of (iii) now follow from Theorem 2. 
It thus follows from Theorem 1 that the limits
lim
n→∞
#Γ
(t)
n
np
and lim
n→∞
#Γ
(t)
n
np
exist. From the previous computations, we also get that
lR
(
Anupslope(mcnR B) ∩ An
)
np
=
lR
(
AnupslopeKβn ∩ An
)
np
−
lR
(
AnupslopeKβn ∩An
)
np
(by (3))
=
l∑
t=1
#Γ
(t)
n
np
−
l∑
t=1
#Γ
(t)
n
np
(by (4) and (5)).
We now get the conclusions of Theorem 3 by taking n→∞.
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Lemma 6. Suppose that R is a local ring, B =
⊕
n≥0
Bn is a graded R-algebra with B0 =
R and A =
⊕
n≥0
An is a graded R-subalgebra of B. Suppose that P is a homogeneous
prime ideal of B. Then for any n ≥ 1,
AnupslopeP ∩ An = 0 ⇐⇒
(
AnupslopeP ∩ An
)
P∩R
= 0.
Proof. Localisation of a zero module is zero which proves one direction. Now suppose
that (
AnupslopeP ∩ An
)
P∩R
= 0
and there exists a non-zero element x ∈ AnupslopeP ∩ An. Then there exists an element
f ∈ R \ (P ∩ R) such that fx = 0 in AnupslopeP ∩An. Note that AnupslopeP ∩ An ⊂ AupslopeP ∩A
which is a domain. Now f ∈ R \ (P ∩ R) =⇒ f /∈ P. So the class f¯ of f in
RupslopeP ∩ R ⊂ BupslopeP is nonzero and therefore x = 0 which is a contradiction. 
The later part of the proof of Theorem 4, from (6) onwards is similar to the proof
of Theorem 6.7. in [6].
Theorem 4. Suppose that R is an excellent local ring with maximal ideal mR,
B =
⊕
n≥0
Bn is a reduced standard graded R-algebra and A =
⊕
n≥0
An is a graded
R-subalgebra of B. Suppose that if P is a minimal prime ideal of B (which is nec-
essarily homogeneous) then P ∩ R 6= mR and if A1upslopeP ∩ A1 = 0 then AnupslopeP ∩An = 0
for all n ≥ 1. Further suppose that there exists p ∈ Z≥1 such that for all c ∈ Z≥1,
there exists γc ∈ R>0 such that
lR
(
Anupslope(mcnR B) ∩An
)
< γcn
p
for all n ≥ 0. Then for any fixed integer c,
lim
n→∞
lR
(
Anupslope(mcnR B) ∩ An
)
np
exists.
Proof. Let c > 0 be a fixed positive integer. We first reduce to the case R is complete.
Let Rˆ denote the mR-adic completion of R. Since B is a reduced standard graded
R-algebra, we can write
B =
R[x1, . . . , xn]
I
=
⊕
n≥0
Bn
where R[x1, . . . , xn] is a polynomial ring over R and I is a radical homogeneous ideal
in R[x1, . . . , xn] such that I ∩R = (0). Now
B ⊗R Rˆ ∼= Rˆ[x1, . . . , xn]
IRˆ[x1, . . . , xn]
∼=
⊕
n≥0
(
Bn ⊗R Rˆ
)
.
Lemma 4 gives us that B ⊗R Rˆ is a standard graded reduced Rˆ-algebra and the
localisation of B ⊗R Rˆ at its graded maximal ideal is analytically unramified. Also
note that
A⊗R Rˆ ∼=
⊕
n≥0
Aˆn
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is a graded Rˆ-subalgebra of B ⊗R Rˆ. Moreover we have the following isomorphisms
of modules
(An ⊗R Rˆ)upslope(mcn
Rˆ
(B ⊗R Rˆ)) ∩ (An ⊗R Rˆ)
∼=
(
Anupslope(mcnR B) ∩ An
)
⊗RRˆ ∼= Anupslope(mcnR B) ∩ An
which shows that the relevant lengths do not change after we pass to completion.
Let Q be a minimal prime ideal of B ⊗R Rˆ. We get a commutative diagram as
shown below
R Rˆ
A A⊗R Rˆ
B B ⊗R Rˆ
where all the arrows are natural maps which are also injective. The horizontal maps
in the above diagram are also faithfully flat. This is because the natural map R→ Rˆ
is faithfully flat and base change preserves faithful flatness. In particular, the natural
map B → B ⊗R Rˆ is flat and flat maps satisfy the going down property. This shows
that Q contracts to a minimal prime ideal of B. If
(A1 ⊗R Rˆ)upslopeQ ∩ (A1 ⊗R Rˆ) = 0,
then the injection
A1upslope(Q ∩ B) ∩A1 →֒
(A1 ⊗R Rˆ)upslopeQ ∩ (A1 ⊗R Rˆ)
implies that
A1upslope(Q ∩B) ∩ A1 = 0.
Since Q ∩ B is a minimal prime ideal of B, the assumptions of the theorem further
imply that
Anupslope(Q ∩ B) ∩ An = 0
for all n ≥ 1. Since R→ Rˆ is faithfully flat, it gives us that
(An ⊗R Rˆ)upslopeQ ∩ (An ⊗R Rˆ)
∼=
(
Anupslope(Q ∩ B) ∩ An
)
⊗R Rˆ = 0
for all n ≥ 1. Again from the commutativity of the diagram and the assumptions of
the theorem, we get
(Q ∩ Rˆ) ∩ R = (Q ∩B) ∩ R 6= mR.
Therefore we must have that Q ∩ Rˆ 6= mRˆ.
Replacing R with Rˆ, B with B⊗R Rˆ and A with A⊗R Rˆ, we can thus assume that
R is complete and the localisation of B at its graded maximal ideal is analytically
unramified. By lemma 4, there exists a minimal primary decomposition
(0) =
t⋂
i=1
Pi
where Pi are the minimal primes of B (which are necessarily homogeneous). For every
1 ≤ i ≤ t, let C i = BupslopePi. Observe that RupslopePi ∩R is a complete local domain, C i is a
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standard graded RupslopePi ∩ R-algebra which is also a domain and lemma 4 implies that
the localization of C i at its graded maximal ideal is analytically irreducible. Write
C i =
⊕
n≥0
C in to denote its graded components. Let
(6) ϕ : B →֒
t⊕
i=1
BupslopePi =
t⊕
i=1
C i =: C
be the natural homomorphism. ϕ is injective since its kernel is
t⋂
i=1
Pi = 0. By the
Artin-Rees lemma, there exists a positive integer k such that
ωn := ϕ
−1 (mnRC) = B ∩mnRC ⊂ mn−kR B
for all n ≥ k. Thus
mnRB ⊂ ωn ⊂ mn−kR B
for all n ≥ k. We have that
ωn = ϕ
−1
(
t⊕
i=1
mnRC
i
)
=
t⋂
i=1
(mnR + Pi)B.
Let β = (k + 1)c. We have that
ωβn ⊂ mc(k+1)n−kR B ⊂ mcnR B
for all n ≥ 1. Thus
(7)
lR
(
Anupslope(mcnR B) ∩ An
)
= lR
(
Anupslopeωβn ∩ An
)
− lR
(
(mcnR B) ∩ Anupslopeωβn ∩ (mcnR B) ∩An
)
for all n ≥ 1. Define the R-modules as follows:
Ljn =


R, for 0 ≤ j ≤ t, n = 0
An, for j = 0, n ≥ 1(
j⋂
i=1
(
mβnR + Pi
)
B
)
∩An, for 1 ≤ j ≤ t, n ≥ 1
Then
Lj :=
⊕
n≥0
Ljn
is a graded R-subalgebra of B. For 0 ≤ j ≤ t− 1 and n ≥ 1, we have isomorphisms
of R-modules
LjnupslopeLj+1n
∼= L
j
nC
j+1
0 upslope(LjnC
j+1
0 ) ∩mβnR Cj+1n
where LjnC
j+1
0 is the image of L
j
n in C
j+1
n and
Ltn
∼= ωβn ∩ An.
Thus
lR
(
Anupslopeωβn ∩ An
)
=
t−1∑
j=0
lR
(
LjnupslopeLj+1n
)
=
t−1∑
j=0
l(RupslopePj+1∩R
)
(
LjnC
j+1
0 upslope(LjnC
j+1
0 ) ∩mβnR Cj+1n
)
.(8)
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For some fixed j with 0 ≤ j ≤ t− 1, let
R¯ =
R
Pj+1 ∩ R, C¯ = C
j+1 =
⊕
n≥0
Cj+1n , A¯n = L
j
nC
j+1
0 , A¯ =
⊕
n≥0
LjnC
j+1
0 =
⊕
n≥0
A¯n.
We remind ourselves that R¯ is a complete local domain, C¯ is a standard graded R¯-
algebra which is also a domain and the localisation of C¯ at its graded maximal ideal
is analytically irreducible. Moreover A¯ is a graded R¯-subalgebra of C¯. Also note that
lR¯
(
A¯nupslopemβn
R¯
C¯n ∩ A¯n
)
≤ lR
(
Anupslopeωβn ∩ An
)
≤ lR
(
AnupslopemβnR B ∩ An
)
< γβn
p.
We shall now establish that if A¯1 = 0 then A¯n = 0 for all n ≥ 1. If j = 0, then our
claim follows from the hypothesis. Suppose that A¯1 = 0 and 1 ≤ j ≤ t− 1. Then
mβRA1 ⊂ Pj+1 =⇒ mβnR An ⊂ Pj+1 =⇒ (An)Pj+1∩R ⊂ (Pj+1 ∩An)Pj+1∩R
as Pj+1∩R 6= mR. This implies that
(
AnupslopePj+1 ∩ An
)
Pj+1∩R
= 0, so AnupslopePj+1 ∩ An = 0
by Lemma 6, which in turn shows that A¯n = 0. So we may assume that A¯1 6= 0 and
by Theorem 3,
lim
n→∞
lR¯
(
A¯nupslopemβn
R¯
C¯n ∩ A¯n
)
np
exists. Since this limit exists for all 0 ≤ j ≤ t− 1,
lim
n→∞
lR
(
Anupslopeωβn ∩An
)
np
exists by (8). The same argument applied to (mcnR B) ∩ An (instead of An) implies
that
lim
n→∞
lR
(
(mcnR B) ∩Anupslopeωβn ∩ (mcnR B) ∩ An
)
np
exists, so
lim
n→∞
lR
(
AnupslopemβnR B ∩An
)
np
exists by (7). 
The proof of Lemma 7 is similar to that of Lemma 6.9. in [6].
Lemma 7. Suppose that R is a Noetherian local ring with maximal ideal mR, B =⊕
n≥0
Bn is a standard graded R-algebra and A =
⊕
n≥0
An is a standard graded R-
subalgebra of B. Fix a positive integer c. Then there exists a constant γc ∈ R>0
such that
lR
(
Anupslope(mcnR B) ∩ An
)
< γcn
dimA−1
for all n ≥ 1.
Proof. Let
H =
⊕
i,j≥0
(
miRAjupslopemi+1R Aj
)
.
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Then H is a bigraded algebra over the field κ := RupslopemR. Let a1, . . . , au be the
generators of mR as an R-module and let b1, . . . , bv be the generators of A1 as an
R-module. Let
S := κ[x1, . . . , xu; y1, . . . , yv]
be a polynomial ring and S is bigraded by deg(xi) = (1, 0) and deg(yj) = (0, 1). The
surjective κ-algebra homomorphism S → H defined by
xi → [ai] ∈ mRupslopem2R, yj → [bj ] ∈
A1upslopemRA1
is bigraded, realizing H as a bigraded S-module. Moreover H ∼= gr(mRA)(A), so that
dimS H = dimH = dim
(
gr(mRA)(A)
) ≤ dimA.
It can now be deduced from [1, Theorem 2.4] that there exists a positive integer n0
such that for all n ≥ n0 implies
lR
(
AnupslopemcnR An
)
=
cn−1∑
i=0
dimκ
(
miRAnupslopemi+1R An
)
is a polynomial in n of degree at most dimA− 1, from which the conclusions of the
lemma follows. 
The following lemma follows as in [13]. For the reader’s convenience we give a
proof.
Lemma 8. Suppose that R is a Noetherian local ring with maximal ideal mR, B =⊕
n≥0
Bn is a standard graded R-algebra and A =
⊕
n≥0
An is a standard graded R-
subalgebra of B. Then there exists a constant α ∈ R>0 such that
lR
(
H0mR
(
Bn
An
))
< αndimB−1
for all n ≥ 1.
Proof. We shall first show that
lR
(
H0mR
(
Bn
An
))
≤ lR
(
H0mR(An)
)
+
n−1∑
i=0
lR
(
H0mR
(
AiBn−i
Ai+1Bn−i−1
))
.
For every i, 0 ≤ i ≤ n− 2, there exists a short exact sequence as follows
0→ Ai+1Bn−i−1
An
→ AiBn−i
An
→ AiBn−i
Ai+1Bn−i−1
→ 0.
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The function lR(H
0
mR
(−)) is subadditive on short exact sequences, so we obtain that
lR
(
H0mR
(
Bn
An
))
≤ lR
(
H0mR
(
Bn
A1Bn−1
))
+ lR
(
H0mR
(
A1Bn−1
An
))
≤ lR
(
H0mR
(
Bn
A1Bn−1
))
+ lR
(
H0mR
(
A1Bn−1
A2Bn−2
))
+ lR
(
H0mR
(
A2Bn−2
An
))
...
≤
n−1∑
i=0
lR
(
H0mR
(
AiBn−i
Ai+1Bn−i−1
))
≤ lR
(
H0mR(An)
)
+
n−1∑
i=0
lR
(
H0mR
(
AiBn−i
Ai+1Bn−i−1
))
.(9)
Consider the associated graded ring of B with respect to the ideal I := A1B, i.e.
grIB :=
∞⊕
n=0
In
In+1
=
∞⊕
n=0
AnB
An+1B
.
Here grIB is endowed with the ”internal grading” as introduced in [12, 2.3 and 3.1],
i.e.
(grIB)n =


R, n = 0(
n−1⊕
i=0
AiBn−i
Ai+1Bn−i−1
)
⊕ An, n ≥ 1
We now argue as in [12]. With this internal grading, grIB becomes a standard
graded R-algebra and H0mR (grIB) is a finitely generated graded ideal of grIB which
is annihilated a power of mR. The sum on the right hand side of (9) gives rise to the
Hilbert polynomial of H0mR (grIB) and this polynomial has degree at most
dim (grIB)− 1 ≤ dimB − 1,
from which the conclusions of the lemma follows. 
Lemma 9. Suppose that R is a universally catenary local ring with maximal ideal
mR, B =
⊕
n≥0
Bn is a reduced standard graded R-algebra and A =
⊕
n≥0
An is a standard
graded R-subalgebra of B. Then dimA ≤ dimB.
Proof. Let P1,. . . , Pt be the minimal primes (which are necessarily homogeneous) of
B. For every 1 ≤ i ≤ t, let Qi = Pi ∩ A. Since B is reduced, we have
t⋂
i=1
Pi = 0 =⇒
(
t⋂
i=1
Pi
)
∩A = 0 =⇒
t⋂
i=1
Qi = 0.
This shows that the minimal primes of A appear amongst the primes Q1, . . . , Qt.
Now observe that for every 1 ≤ i ≤ t, there are graded inclusions
AupslopeQi ⊂ BupslopePi
of standard graded RupslopePi ∩R-algebras, which are also domains. Let mAupslopeQi (respec-
tively mBupslopePi
) denote the homogeneous maximal ideal of AupslopeQi (respectively
BupslopePi). As
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AupslopeQi is universally catenary, we obtain from the dimension formula [10][Theorem 23,
page 84] that
ht
(
mBupslopePi
)
= ht
(
mAupslopeQi
)
+ tr.deg.
QF(AupslopeQi)
QF
(
BupslopePi
)
=⇒ dimBupslopePi = dimAupslopeQi + tr.deg.QF(AupslopeQi)QF
(
BupslopePi
)
=⇒ dimBupslopePi ≥ dimAupslopeQi.
Using the definition of Krull dimension and the above inequality, we can conclude
that
dimA = max
1≤i≤t
{
dimAupslopeQi
}
≤ max
1≤i≤t
{
dimBupslopePi
}
= dimB.

Theorem 5. Suppose that R is an excellent local ring with maximal ideal mR, B =⊕
n≥0
Bn is a reduced standard graded R-algebra and A =
⊕
n≥0
An is a standard graded
R-subalgebra of B. Also assume that if P is a minimal prime ideal of B then P ∩R 6=
mR. Then
ε (A | B) = lim
n→∞
(
(dimB − 1)!
ndimB−1
lR
(
(An : Bnm
∞
R )upslopeAn
))
exists as a finite limit.
Proof. There are graded inclusions of graded R-algebras as follows:
A =
∞⊕
n=0
An →֒ A′ :=
∞⊕
n=0
(An : Bnm
∞
R ) →֒ B =
∞⊕
n=0
Bn.
Let I = A1B, the ideal generated by A1 in B. By [11, Theorem 3.4.], for all n ≥ 1,
there exist irredundant primary decompositions
In =
t⋂
i=1
qi(n)
and a positive integer c0 such that
(√
qi(n)
)c0n ⊂ qi(n)
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for all n ≥ 1 and 1 ≤ i ≤ t. Suppose that c ≥ c0. Since
In : B (mRB)
∞ =
(
t⋂
i=1
qi(n)
)
: B (mRB)
∞
=
t⋂
i=1
(qi(n) : B (mRB)
∞)
=


⋂
1≤i≤t
mRB 6⊂
√
qi(n)
(qi(n) : B (mRB)
∞)

 ∩


⋂
1≤i≤t
mRB⊂
√
qi(n)
(qi(n) : B (mRB)
∞)


=
⋂
1≤i≤t
mRB 6⊂
√
qi(n)
(qi(n) : B (mRB)
∞)
=
⋂
1≤i≤t
mRB 6⊂
√
qi(n)
qi(n)
we have that
(10) (mRB)
cn∩(In : B (mRB)∞) ⊂


⋂
1≤i≤t
mRB 6⊂
√
qi(n)
qi(n)

∩


⋂
1≤i≤t
mRB⊂
√
qi(n)
qi(n)

 = In
for all positive integers n. Also
In ∩ Bn =
(
∞⊕
k=0
AnBk
)
∩ Bn = An,(11)
(mRB)
cn ∩ Bn =
(
∞⊕
k=0
mcnR Bk
)
∩ Bn = mcnR Bn.(12)
We further observe that
(In : B (mRB)
∞) ∩Bn =
(
∞⊕
k=0
(
AnBk : Bk+n m
∞
R
)) ∩ Bn
= (An : Bnm
∞
R ).(13)
Thus for all n ≥ 1, and c ≥ c0
mcnR Bn ∩An ⊂ mcnR Bn ∩ (An : Bnm∞R )
= mcnR Bn ∩ [(mRB)cn ∩ (In : B (mRB)∞)] ∩Bn (using (12) and (13))
⊂ mcnR Bn ∩ (In ∩Bn) (using (10))
= mcnR Bn ∩An (using (11)).
Hence we conclude that
(14) (mcnR Bn) ∩ An = mcnR Bn ∩ (An : Bnm∞R )
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for all c ≥ c0 and n ≥ 1. Using (14), for all c ≥ c0 and n ≥ 1, there are short exact
sequences of R-modules
(15)
0→ Anupslope(mcnR Bn) ∩An →
(An : Bnm
∞
R )upslope(mcnR Bn) ∩ (An : Bnm∞R )→
(An : Bnm
∞
R )upslopeAn → 0.
From Lemma 8, we know that there exists a positive constant α such that
(16) lR
(
(An : Bnm
∞
R )upslopeAn
)
< αndimB−1
for all n ≥ 1. Combining Lemma 7 and Lemma 9 give us that for a fixed c, there
exists a positive constant γc such that
(17) lR
(
Anupslope(mcnR B) ∩ An
)
< γcn
dimA−1 ≤ γcndimB−1
for all n ≥ 1. Using the short exact sequence (15) and bounds (16) and (17), we
obtain that
lR
(
(An : Bnm
∞
R )upslope(mcnR Bn) ∩ (An : Bnm∞R )
)
= lR
(
Anupslope(mcnR Bn) ∩ An
)
+ lR
(
(An : Bnm
∞
R )upslopeAn
)
< (α + γc)n
dimB−1
for all c ≥ c0 and for all positive integers n. Let P be a minimal prime ideal of B. If
A1upslopeP ∩A1 = 0
then using An = A
n
1 , we get that
AnupslopeP ∩An = 0
for all n ≥ 1. Similarly if
(A1 : B1m
∞
R )upslopeP ∩ (A1 : B1m∞R ) = 0
then again using An = A
n
1 , we get that
(An : Bnm
∞
R )upslopeP ∩ (An : Bnm∞R ) = 0
for all n ≥ 1. Now from Theorem 4, we can conclude that the limits
lim
n→∞
lR
(
Anupslope(mcnR Bn) ∩An
)
ndimB−1
and lim
n→∞
lR
(
(An : Bnm
∞
R )upslope(mcnR Bn) ∩ (An : Bnm∞R )
)
ndimB−1
exist. Finally from the short exact sequence (15), we get that
lR
(
(An : Bnm
∞
R )upslopeAn
)
ndimB−1
=
lR
(
(An : Bnm
∞
R )upslope(mcnR Bn) ∩ (An : Bnm∞R )
)
ndimB−1
−
lR
(
Anupslope(mcnR Bn) ∩An
)
ndimB−1
and by taking n→∞, we obtain the conclusions of the theorem. 
Proposition 2. Let B = ⊕n≥0Bn be a reduced standard graded algebra over a field
k and let A = ⊕n≥0 be a standard graded k-subalgebra of B. Then
ε(A | B) = lim
n→∞
(
(dimB − 1)!
ndimB−1
lR
(
Bn
An
))
exists as a finite limit.
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Proof. The maximal ideal m of k is zero since k is a field. For all n ≥ 0, we have
isomorphisms
H0m
(
Bn
An
)
∼= Bn
An
.
From Lemma 9, we know that dimA ≤ dimB. Therefore the function
n 7→ lR
(
Bn
An
)
= lR(Bn)− lR(An)
is eventually a polynomial in n of degree at most dimB−1, from which the proposition
follows. 
3. Applications
Corollary 1 is an important special case of Theorem 3.2. in [6].
Corollary 1. Let R be an excellent reduced local ring of dimension d > 0 with
maximal ideal mR and E is a submodule of a finite free R-module F = R
n. Let
B = R[F ] be the symmetric algebra of F over R, which is isomorphic to the standard
graded polynomial ring
B = R[x1, . . . , xn] =
∞⊕
k=0
F k
over R. We may identify E with a submodule E1 of B1 and let
A = R[E] =
∞⊕
k=0
Ek
be the graded R-subalgebra of B generated by E1 over R. Then
ε (A | B) = lim
k→∞
(d+ n− 1)!
kd+n−1
lR
(
(Ek : F km
∞
R )upslopeEk
)
exists as a finite limit.
Proof. Let P1, . . . , Pt be the minimal primes of R. As B is a polynomial ring over R,
its minimal primes are P1B, · · · , PtB. Also dimR > 0, so that
PiB ∩ R = Pi 6= mR
for all i. Moreover dimB = d+n and the corollary now follows from Theorem 5. 
Corollary 2 is an important special case of Corollary 6.3. in [5].
Corollary 2. Suppose that R is an excellent reduced local ring of dimension d > 0
with maximal ideal mR and I is an ideal in R. Then
ε(I) = lim
n→∞
d!
nd
lR
(
(In : Rm
∞
R )upslopeIn
)
exists as a finite limit.
Proof. We let
A := R[xI] =
⊕
n≥0
xnIn ⊂ B := R[x] =
⊕
n≥0
xnR
where x is an indeterminate. There are isomorphisms
(In : Rm
∞
R )
In
∼= H0mR
(
R
In
)
∼= H0mR
(
Bn
An
)
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where Bn = x
nR and An = x
nIn. Any minimal prime ideal of R[x] is of the form
PR[x] where P is a minimal prime ideal of R. Let P be a minimal prime ideal of R.
Then
PR[x] ∩ R = P 6= mR
as dimR > 0. Moreover dimR[x] = d + 1 and the conclusions of the corollary now
follow from Theorem 5. 
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