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A concrete approach to diagonal short time asymptotics
of heat kernels associated with sub-Laplacian on CR
manifolds
Hiroki Kondo ∗
Graduate School of Mathematics, Kyushu University
Abstract
A diffusion process associated with the real sub-Laplacian ∆b, the real part of
the complex Kohn-Spencer Laplacian b, on a strictly pseudoconvex CR manifold is
constructed in [6]. In this paper, we investigate diagonal short time asymptotics of
the heat kernel corresponding to the diffusion process by using Watanabe’s asymptotic
expansion and give a representation for the asymptotic expansion of heat kernels which
shows a relationship to the geometric structure.
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Introduction
A diffusion process associated with the real sub-Laplacian ∆b on a strictly pseudoconvex
CR manifold M is constructed and the existence of C∞ heat kernel p(t, x, y), t ∈ [0,∞),
x, y ∈M for ∆b is studied in [6]. As a question arising naturally from this result, we consider
diagonal short asymptotics of the heat kernel, i.e. asymptotic behavior of p(t, x, x) as t tends
to zero.
In [6], the diffusion process onM is constructed via the Eells-Elworthy-Malliavin method.
More precisely, a stochastic differential equation (SDE in abbreviation) on a complex unitary
frame bundle is considered and its unique strong solution is projected onto M , then the
resulting process on M is the desired diffusion process generated by −∆b/2.
Since the diffusion process is obtained as a strong solution of an SDE, we can utilize the
asymptotic expansion theory due to Watanabe (see [5]) to investigate asymptotic behavior
of the heat kernel associated with the diffusion process. To be more precise, if the solution
Uεt , t ∈ [0,∞) of the SDE which is obtained by putting a parameter ε > 0 into the SDE
defining the diffusion process has a suitable expansion in ε, then composing with the delta
function and taking the generalized expectation give an asymptotic expansion of p(ε2, x, x)
in ε.
∗ E-mail : h-kondo@math.kyushu-u.ac.jp
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When proceeding in this approach, the remaining task to get over is to get the asymptotic
expansion of Uεt . On this point, Takanobu [8] gives a quite general result taking advantage
of the stochastic Taylor expansion. The aim of the present paper is to show in the case of
CR manifolds that the process Uεt can be asymptotically expanded in a way that is different
from the stochastic Taylor expansion and is more close to the geometric structure of CR
manifolds. Our expansion takes advantage of the fact that, in a certain local coordinate sys-
tem introduced by Folland-Stein [3], behavior of CR manifolds can be seen as a perturbation
of the Heisenberg group. To obtain the desired expansion, we will refine the result of [3],
that is, we will determine all higher terms of the asymptotic behavior in this coordinate.
The main result in this paper is that, in the asymptotic expansion of the heat kernel
associated with −∆b/2, the leading term depends only on the dimension of M , and coeffi-
cients of higher degree are represented in terms of the Takana-Webster connection on M .
The result seems of interest in the point that the coefficients of the asymptotic expansion
can be written in a concrete way with the expectation of Wiener functionals. This will be
described through some examples.
In Section 1, we will give a review on CR manifolds, the Tanaka-Webster connection,
and the diffusion process on CR manifolds constructed in [6]. Section 2 will be devoted to a
study on the asymptotic behavior of the local orthonormal frame written in the Folland-Stein
local coordinate. We need information of higher terms of asymptotic expansion than shown
in the original literature [3]. Our main theorem which describes a relationship between the
coefficient of the asymptotic expansion of the heat kernel and the Tanaka-Webster connection
will be shown in Section 3. Finally in Section 4 we will study examples of the asymptotic
expansion, in the cases of the Heisenberg group and the CR sphere.
1. Diffusion associated with the sub-Laplacian
We begin with recalling diffusion processes associated with sub-Laplacian on CR manifolds
constructed in [6].
1.1. CR manifolds
We briefly review results on CR manifolds following [2]. Let M be an oriented strictly
pseudoconvex CR manifold of dimension 2n+1 with n ∈ {1, 2, 3, . . .}, i.e. M is a real oriented
manifold of dimension 2n + 1 together with a complex subbundle T1,0 of the complexified
tangent bundle CTM = TM ⊗R C such that T1,0 ∩ T0,1 = {0} and [T1,0, T1,0] ⊂ T1,0, where
T0,1 = T1,0, and a real non-vanishing 1-form θ on M which annihilates H = Re(T1,0 ⊕ T0,1)
such that the Levi form
Lθ(Z,W ) = −
√−1 dθ(Z,W ), Z,W : C∞ cross section of T1,0 ⊕ T0,1
is positive definite. Let T be the characteristic direction, that is, the unique real vector field
on M such that T ⌋dθ = 0, T ⌋θ = 1, where T ⌋ω is the interior product.
The real sub-Laplacian ∆b on functions is defined by
〈∆bu, v〉θ = 〈dbu, dbv〉, u, v ∈ C∞0 (M),
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where 〈, 〉 is the L2-inner product on functions given by
〈u, v〉θ =
∫
M
uvψ, ψ = θ ∧ (dθ)n, u, v ∈ C∞0 (M ;C) ≡ {f +
√−1 g | f, g ∈ C∞0 (M)},
and the section dbu for u ∈ C∞(M) is defined by the composite of du with the natural
restriction r : T ∗M → H∗.
1.2. Tanaka-Webster connection
We now review a connection on the T1,0 due to Tanaka [9] and Webster [10], following [2].
Let J : H → H be the complex structure related to (M,T1,0), which means that the
C-linear extension of J is the multiplication by
√−1 on T1,0 and −
√−1 on T0,1 (note that
H ⊗R C = T1,0 ⊕ T0,1). We extend J linearly to TM by J(T ) = 0.
Since TM = H ⊕ RT = {X + aT | X ∈ H, a ∈ R}, there exists the unique Riemannian
metric gθ on M satisfying that
gθ(X, Y ) = dθ(X, JY ), gθ(X, T ) = 0, gθ(T, T ) = 1, X, Y ∈ H.
gθ is called the Webster metric. We extend gθ to CTM C-bilinearly.
The Tanaka-Webster connection is the unique linear connection ∇ on M satisfying that
∇XY ∈ Γ∞(H), X ∈ Γ∞(TM), Y ∈ Γ∞(H),
∇J = 0, ∇gθ = 0,
T∇(Z,W ) = 0, Z,W ∈ Γ∞(T1,0),(1.1)
T∇(Z,W ) = 2
√−1Lθ(Z,W )T, Z ∈ Γ∞(T1,0),W ∈ Γ∞(T0,1),(1.2)
T∇(T, J(X)) + J(T∇(T,X)) = 0, X ∈ Γ∞(TM),
where ∇X is the covariant derivative in the direction of X and T∇ is the torsion tensor field
of ∇: T∇(Z,W ) = ∇ZW −∇WZ − [Z,W ].
Let {Zα}α=1,...,n be a local orthonormal frame for T1,0 on an open set U , that is, Zα
is a T1,0-valued section defined on U and gθ(Zα, Zβ) = δαβ , where Zβ = Zβ. If we set
Z0 = T , {ZA}A=0,1,...,n,1,...,n is a local frame for CTM . We define Christoffel symbols ΓCAB for
A,B,C = 0, 1, . . . , n, 1, . . . , n by
∇ZAZB =
∑
C∈{0,1,...,n,1,...,n}
ΓCABZC .
Christoffel symbols satisfy the following:
ΓCAB = 0, unless (B,C) ∈ {(β, γ), (β, γ); β, γ = 1, . . . , n},(1.3)
ΓγAβ + Γ
β
Aγ = 0, β, γ = 1, . . . , n, A = 0, 1, . . . , n, 1, . . . , n.(1.4)
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1.3. Diffusion process
A diffusion process X = {({X(t)}t≥0, Px); x ∈ M} generated by −∆b/2 is constructed in [6]
via the Eells-Elworthy-Malliavin method. To be more precise, let U(T1,0) be the complex
unitary bundle over M given by
U(T1,0)x = {r : Cn → (T1,0)x; r is an isometry},
and pi : U(T1,0) → M be the natural projection. Here Cn is considered to be equipped by
the standard metric and T1,0 by the Webster metric.
The canonical vector fields {Lα}α=1,...,n on U(T1,0) associated with the Tanaka-Webster
connection can be defined via horizontal lift (see [6] for detail).
Let {B1t , . . . , B2nt }t≥0 be a 2n-dimensional Brownian motion and let
Bαt =
1√
2
(Bαt +
√−1Bn+αt ), Bαt =
1√
2
(Bαt −
√−1Bn+αt ), α = 1, . . . , n.
The SDE on U(T1,0)
drt =
n∑
α=1
Lα(rt) ◦ dBαt +
n∑
α=1
Lα(rt) ◦ dBαt , r0 = r ∈ U(T1,0),
or equivalently,
drt =
n∑
α=1
√
2ReLα(rt) ◦ dBαt +
n∑
α=1
√
2ImLα(rt) ◦ dBn+αt , r0 = r ∈ U(T1,0),
has a unique strong solution {rt = r(t, r, B)}t≥0. Here the symbol ◦ stands for the Stratonovich
integral.
Projecting the process rt on M yields the desired diffusion process X, because for any
x ∈ M , the induced probability measures on the space of continuous functions [0,∞)→ M
coincide for all r ∈ pi−1(x).
We note here a local representation of −∆b/2. Let {Zα}α=1,...,n be a local orthonormal
frame for T1,0 on an open set U of M , and Γ
C
AB the associated Christoffel symbols as in the
previous subsection. Then a straightforward calculation shows that −∆b/2 is represented
locally as follows:
−1
2
∆b =
1
2
n∑
α=1
(ZαZα + ZαZα)− 1
2
n∑
α,β=1
(Γα
ββ
Zα + Γ
α
ββ
Zα).
2. Folland-Stein normal coordinate
Let {Zα}α=1,...,n be a local orthonormal frame around a fixed point x ∈M . We set
X̂α =
√
2ReZα =
1√
2
(Zα + Zα), X̂n+α =
√
2ImZα = −
√−1√
2
(Zα − Zα)
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for α = 1, . . . , n and X̂2n+1 = T . Given u = (u
1, . . . , u2n+1) ∈ R2n+1, let Cu : [0, 1] → M be
the integral curve of the tangent vector field
X̂u =
2n+1∑
j=1
ujX̂j
starting at x, i.e. Cu is defined by
dCu
dt
(t) = X̂u(Cu(t)), Cu(0) = x.
We set Ex(u) = Cu(1). By a standard theory of ordinary differential equations, Ex defines a
diffeomorphism of a neighborhood Ux of 0 ∈ R2n+1 onto a neighborhood Vx of x ∈ M . The
inverse map E−1x : Vx → Ux defines a local chart of M and the resulting local coordinates
uj : Vx → R, j = 1, . . . , 2n+ 1, are referred to as the Folland-Stein normal coordinates. We
hereinafter regard a function on Vx as a function of u ∈ Ux via Ex.
To describe an asymptotic behavior of vector fields with respect to these coordinates, the
following asymptotic notation is introduced:
Definition 2.1. For a ≥ 1, a function f on Vx is said to be Oa if f(u) = O
((∑2n
j=1|uj| +
|u2n+1|2)a) as u = (u1, . . . , u2n+1)→ 0. We may simply write f = Oa.
Define the structure functions C ijk : Ux → R, i, j, k = 1, . . . , 2n+ 1 by
[X̂j , X̂k] =
2n+1∑
i=1
C ijkX̂i.
Theorem 2.2. X̂j, j = 1, . . . , 2n can be written with respect to the Folland-Stein normal
coordinates (uj)j=1,...,2n+1 as follows:
X̂α =
∂
∂uα
− un+α ∂
∂u2n+1
+
2n∑
i=1
( ∑
1≤‖J‖≤a
cα,i,Ju
J +Oa+1
) ∂
∂ui
+
( ∑
2≤‖J‖≤a
cα,2n+1,Ju
J +Oa+1
) ∂
∂u2n+1
,
X̂n+α =
∂
∂un+α
+ uα
∂
∂u2n+1
+
2n∑
i=1
( ∑
1≤‖J‖≤a
cn+α,i,Ju
J +Oa+1
) ∂
∂ui
+
( ∑
2≤‖J‖≤a
cn+α,2n+1,Ju
J +Oa+1
) ∂
∂u2n+1
for α = 1, . . . , n. Moreover, each cj,i,J , i = 1, . . . , 2n + 1, j = 1, . . . , 2n, ‖J‖ = a, is an at
most a-th degree polynomial of d
b
dsb
Cαβγ(su)|s=0 for b ≤ a.
To prove the theorem, write
X̂k =
2n+1∑
j=1
Gjk
∂
∂uj
, k = 1, . . . , 2n
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using the Folland-Stein normal coordinates, where Gjk is a smooth function on Ux. Note that
Gjk(0) = δjk by definition of Ex. Since G(u) = (G
j
k(u))j,k=1,...,2n+1 is an invertible matrix for
every u ∈ Ux, we can define F (u) = (F jk (u))j,k=1,...,2n+1, F jk : Ux → R by F = G−1.
Let us consider the matrices A = (Ajk)j,k=1,...,2n+1, Ξ = (Ξjk)j,k=1,...,2n+1, Ajk,Ξjk : [−1, 1]×
Ux → R defined by
Ajk(s, u) = sF jk (su), Ξjk(s, u) =
2n+1∑
l=1
Cjlk(su)u
l.
We use the following lemma [2, Lemma 3.3]:
Lemma 2.3. We have
∂
∂s
A = I − ΞA,
where I is the identity matrix of size 2n+ 1.
By Taylor’s theorem, we can write for A = 0, 1, . . . ,
Gjk(su) =
A∑
a=0
sa
a!
∑
|J |=a
∂aGjk
∂uJ
(0)uJ +
sa+1
(a + 1)!
∑
|J |=a+1
∂a+1Gjk
∂uJ
(csu)uJ
for some c ∈ (0, 1). Here we use the notation |J | = a and uJ = uj1 · · ·uja for a multiple
index J = (j1, . . . , ja), j1, . . . , ja ∈ {1, . . . , 2n+ 1}. Since
∂a+1Gjk
∂uJ
(csu)uJ = Oa+1
for each J with |J | = a+ 1, we have
Gjk(u) =
A∑
a=0
G(a)(u)jk + O
a+1,
where
G(a)(u)jk =
1
a!
∑
|J |=a
∂aGjk
∂uJ
(0)uJ .
To compute G(a)(u) = (G(a)(u)jk)j,k=1,...,2n+1, we note that the Taylor expansion yields
G(su) =
∞∑
a=0
saG(a)(u), F (su) =
∞∑
a=0
saF (a)(u)
with G(0)(u) = F (0)(u) = I and
(2.4)
a∑
b=0
G(b)(u)F (a−b)(u) = 0, a ≥ 1,
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because GF = I. We have by definition of A an expansion
A(s, u) =
∞∑
a=0
sa+1F (a)(u).
By Lemma 2.3, we have
(2.5) (a+ 1)F (a)(u) = −
a−1∑
b=0
Ξ(b)(u)F (a−b−1)(u), a ≥ 1.
We have from (2.4) and (2.5) that
G(a)(u) =
∑
b1+···+bi=a
cb1,...,biΞ
(b1−1)(u) · · ·Ξ(bi−1)(u)
for some constants cb1,...,bi. Therefore we have the following expression:
Proposition 2.6. Each component G(a)(u)jk can be written as a linear combination of terms
r∏
q=1
dbq
dsbq
C
αq
βqγq
(su)
∣∣∣
s=0
um1 · · ·umi
with b1 + · · ·+ br +m1 + · · ·+mi = a. For small a we have
G(1)(u)jk =
1
2
2n+1∑
l=1
Cjlk(0)u
l,
G(2)(u)jk =
1
12
2n+1∑
l,m,p=1
Cjlp(0)C
p
mk(0)u
lum +
1
3
2n+1∑
l=1
d
ds
Cjlk(su)
∣∣∣
s=0
ul,
G(3)(u)jk =
1
8
2n+1∑
l,m,p=1
Cjlp(0)
d
ds
Cpmk(su)
∣∣∣
s=0
ulum +
1
8
2n+1∑
l=1
d2
ds2
Cjlk(su)
∣∣∣
s=0
ul.
To establish Theorem 2.2, it remains to show that
G(1)(u)α2n+1 = −un+α +O2, G(1)(u)n+α2n+1 = uα +O2
for α = 1, . . . , n. To this end, it is enough to show the following:
Proposition 2.7 ([2]). For α, β = 1, . . . , n we have
C2n+1αβ = C
2n+1
n+α,n+β = 0, C
2n+1
α,n+β = −C2n+1n+α,β = 2δαβ
on Ux.
Proof. By (1.1), we have
0 = T∇(Zα, Zβ) = ∇ZαZβ −∇ZβZα − [Zα, Zβ].
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This is rewritten using Christoffel symbols as
[Zα, Zβ] =
n∑
γ=1
(Γγαβ − Γγβα)Zγ.
Taking conjugate of this equality yields
[Zα, Zβ] =
n∑
γ=1
(Γγ
αβ
− Γγ
βα
)Zγ.
Next we have from (1.2) that
2
√−1Lθ(Zα, Zβ)T = T∇(Zα, Zβ) = ∇ZαZβ −∇ZβZα − [Zα, Zβ].
Together with Lθ(Zα, Zβ) = δαβ , we have
[Zα, Zβ] = −
n∑
γ=1
Γγ
βα
Zγ +
n∑
γ=1
Γγ
αβ
Zγ − 2
√−1δαβT,(2.8)
[Zα, Zβ] =
n∑
γ=1
ΓγαβZγ −
n∑
γ=1
ΓγβαZγ + 2
√−1δαβT.
The proposition follows by rewriting these equalities using definition of X̂j.
Theorem 2.2 has been proved from Propositions 2.6 and 2.7.
Remark 2.9. We note that an idea using exponential maps associated with vector fields is
also seen in Ben Arous [1].
One of difference between [1] and the present paper is the way in which exponential
maps are used. In [1], exponential maps are used to transform the solution of an SDE
associated with vector fields. On the other hand, we have represented the vector fields in the
Folland-Stein coordinate which is obtained by exponential maps, then in the next section
we will consider an SDE in this coordinate and proceed in a perturbation argument taking
advantage of Theorem 2.2.
3. Asymptotic expansion of the heat kernel
In this section, we consider the heat equation
∂
∂t
v = −1
2
∆bu, v(0, x) = f(x), f ∈ C∞b (M).
We assume thatM is compact. Then we have by [6] that there is a function p ∈ C∞((0,∞)×
M ×M) such that
Px(X(t) ∈ dy) = p(t, x, y)ψ(dy), x, y ∈M.
p(t, x, y) is the heat kernel associated to −1
2
∆b.
Now we state the main theorem of the paper:
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Theorem 3.1. For each x ∈M , there exists constants cMa (x) (a = 0, 1, . . .) such that
p(t, x, x) ∼ t−n−1
∞∑
a=0
cMa (x)t
a as t ↓ 0.
Furthermore,
(i) cM0 (x) = c0 =
1
(2pi)n+1
∫
R
( 2τ
sinh 2τ
)ndτ , which depends only on n.
(ii) For a ≥ 1, cMa (x) can be written as an at most 2a-th degree polynomial of at most
2a + 2-th derivatives of Christoffel symbols of M .
To prove the theorem, we first note that it is sufficient to consider the problem locally.
To be precise, let {Zα}α=1,...,n be a local orthonormal frame for T1,0 on a relatively compact
open neighborhood V of x. Let X̂j, j = 1, . . . , 2n be as in Section 2 and
X̂0 = −
n∑
α,β=1
(Γα
ββ
Zα + Γ
α
ββ
Zα) = −
√
2
n∑
α,β=1
(ReΓα
ββ
X̂α − ImΓαββX̂n+α).
Let {((Ut)t≥0, P˜y); y ∈ V } be the minimal diffusion process on V generated by
L = 1
2
2n∑
j=1
X̂2j + X̂0
and p˜ be the density function of P˜y with respect to ψ. Repetition of the argument in [5,
Section V.10] yields the following:
Lemma 3.2. There exist constants c1, c2 > 0 such that |p(t, x, x)− p˜(t, x, x)| ≤ c1 exp(− c2t ),
t > 0.
By Lemma 3.2, for a proof of Theorem 3.1 it suffices to show the theorem replacing p by
the heat kernel associated with L. Moreover, by Theorem 2.2 we can assume that X̂j ’s are
vector fields on R2n+1 which satisfy the condition of Theorem 2.2 and x = 0 ∈ R2n+1. For
simplicity we write p by the heat kernel associated with L in the sequel.
We write
X̂j = Xj + Aj, j = 1, . . . , 2n,
where
Xα =
∂
∂uα
− un+α ∂
∂u2n+1
, Xn+α =
∂
∂un+α
+ uα
∂
∂u2n+1
, α = 1, . . . , n
and
Aj =
2n+1∑
i=1
aij
∂
∂ui
, j = 1, . . . , 2n.
We also write
X̂0 =
2n+1∑
i=1
bi
∂
∂ui
.
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For later use, for ε ∈ (0, 1] we define
(3.3) X̂εj = Xj + A
ε
j , A
ε
j =
2n+1∑
i=1
ai,εj
∂
∂ui
, i = 1, . . . , 2n,
(3.4) X̂ε0 =
2n+1∑
i=1
bi,ε
∂
∂ui
with
ai,εj (u) = a
i
j(λε(u)), a
2n+1,ε
j (u) = ε
−1a2n+1j (λε(u)), i = 1, . . . , 2n, j = 1, . . . , 2n,
bi,ε(u) = εbi(λε(u)), b
2n+1,ε(u) = b2n+1(λε(u)), i = 1, . . . , 2n,
where λε(u) = (εu
1, . . . , εu2n, ε2u2n+1) for u = (u1, . . . , u2n+1). Note that
X̂εj = X̂j , j = 1, . . . , 2n+ 1 if ε = 1.
Then we have from Theorem 2.2 that
(3.5) ai,εj (0) = 0, i = 1, . . . , 2n+ 1, j = 1, . . . , 2n, ε ∈ (0, 1],
(3.6)
∂a2n+1,εj
∂uk
(0) = 0, j = 1, . . . , 2n, k = 1, . . . , 2n+ 1, ε ∈ (0, 1].
To state the next lemma, let S2n = {ξ ∈ R2n+1; |ξ| = 1} be the 2n-dimensional sphere
and denote the standard inner product in R2n+1 by 〈, 〉R2n+1. We identify T0R2n+1 and R2n+1
by
∑2n+1
j=1 x
j( ∂
∂uj
)0 7→ (xj)j=1,...,2n+1.
Lemma 3.7. For α = 1, . . . , n, we have
inf
ε∈(0,1]
inf
ξ∈S2n
( 2n∑
j=1
〈(X̂εj )0, ξ〉2R2n+1 + 〈[X̂εα, X̂εn+α]0, ξ〉2R2n+1
)
> 0,
where the tangent vector at 0 of a tangent vector field V is denoted by V0. In particular, the
set {(X̂j)0; i = 1, . . . , 2n} ∪ {[X̂α, X̂n+α]0} spans T0R2n+1 over R,
Proof. We have (X̂j)0 = (
∂
∂uj
)0 for i = 1, . . . , 2n by (3.5). if we write
ηiα =
∂ain+α
∂uα
(0)− ∂a
i
α
∂un+α
(0), i = 1, . . . , 2n,
we have
[X̂α, X̂n+α]0 = 2
(
∂
∂u2n+1
)
0
+ ε
2n∑
i=1
ηiα
(
∂
∂ui
)
0
10
≡ 2
(
∂
∂u2n+1
)
0
mod spanR{(X̂j)0; j = 1, . . . , 2n}
by (3.6). Then
2n∑
j=1
〈(X̂εj )0, ξ〉2R2n+1 + 〈[X̂εα, X̂εn+α]0, ξ〉2R2n+1 =
2n∑
j=1
(ξj)2 +
(
2ξ2n+1 + ε
2n∑
j=1
ηjαξ
j
)2
can be seen as a continuous function on the compact set S2n × [0, 1] ∋ (ξ, ε) which never
attains zero. The lemma follows.
For ε > 0, let {Uεt }t≥0 be the solution of SDE
dUεt = ε
2n∑
j=1
X̂j(U
ε
t ) ◦ dBjt + ε2X̂0(Uεt )dt, Uε0 = 0,
where (B1t , . . . , B
2n
t )t≥0 is a Brownian motion of 2n dimension. Then {U1t }t≥0 is a diffusion
process with generator L.
Since X̂0, X̂1, . . . , X̂2n satisfies the Ho¨rmander condition by Lemma 3.7, we have U
ε
t ∈
D∞(R2n+1) , i.e. Uεt is nondegenerate in the sense of the Malliavin calculus. Moreover, U
ε
t
and U1ε2t have the same law. Then we can define δ0(U
ε
t ) as a generalized Wiener functionals
and we have
p(ε2, 0, 0) = E[δ0(U
ε
t )] = E[δ0(U
1
ε2t)],
where the expectation is denoted by E and δ0 is the Dirac delta function at 0 ∈ R2n+1.
To investigate the asymptotic behavior of E[δ0(U
1
ε2t)], we first introduce the multiple
Wiener integral:
Definition 3.8. For a multiple index J = (j1, . . . , jb), j1, . . . , jb ∈ {0, 1, . . . , 2n}, define BJt
by
B
(j1)
t = B
j1
t , B
(j1,...,jb)
t =
∫ t
0
B(j1,...,jb−1)s ◦ dBjbs for b ≥ 2,
where we set B0t = t.
By applying the Itoˆ formula repetitively, we have the following expansion formula (cf.
[5]):
Proposition 3.9. For i = 1, . . . , 2n+ 1, a = 1, 2, . . . and ε > 0, we have
Uε,it =
A∑
a=1
εa
∑
‖J‖=a
(X̂Ju
i)(0)BJt + ε
A+1ΦA,εt ,
where we write Uεt = (U
ε,1
t , . . . , U
ε,2n+1
t ) and
‖J‖ = b+#{ν; jν = 0}, X̂J = X̂j1 · · · X̂jb
for J = (j1, . . . , jb), j1, . . . , jb ∈ {0, 1, . . . , 2n+ 1}.
Moreover, we have ΦA,εt ∈ D∞(R2n+1) and
sup
ε∈(0,1)
E
[
sup
t∈[0,1]
|ΦA,εt |p
]
<∞, p ∈ (1,∞).
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Let us write ΨA,εt = (Ψ
A,ε,1
t , . . . ,Ψ
A,ε,2n+1
t ) with
ΨA,ε,it =
{
ΦA,ε,it , i = 1, . . . , 2n+ 1,
ΦA+1,ε,2n+1t , i = 2n+ 1.
Using Theorem 2.2, we have
∑
‖J‖=1
(X̂Ju
i)(0)BJt =
2n∑
j=1
(X̂ju
i)(0)Bjt =
{
Bit , i = 1, . . . , 2n,
0, i = 2n+ 1
and
∑
‖J‖=2
(X̂Ju
2n+1)(0)BJt =
2n∑
j,k=1
(X̂jX̂ku
2n+1)(0)B
(j,k)
t + (X̂0u
2n+1)(0)t =
n∑
α=1
Sαt ,
where
Sαt = B
(α,n+α)
t − B(n+α,α)t =
∫ t
0
(Bαs ◦ dBn+αs − Bn+αs ◦ dBαs )
is Levi’s stochastic area.
From this we can write
Uε,it = εB
i
t +
A∑
a=2
εaϕa,it + ε
A+1ΨA,ε,it , i = 1, . . . , 2n,
Uε,2n+1t = ε
2
n∑
α=1
Sαt +
A∑
a=2
εa+1ϕa,2n+1t + ε
A+2ΨA,ε,it ,
where
(3.10) ϕa,it =
{∑
‖J‖=a(X̂Ju
i)(0)BJt , i = 1, . . . , 2n,∑
‖J‖=a(X̂Ju
2n+1)(0)BJt , i = 2n+ 1.
Let us write Xt = (B
1
t , . . . , B
2n
t ,
∑n
α=1 S
α
t ). By the change of variables
(εu2, . . . , εu2n, ε2u2n+1) 7→ (v1, . . . , v2n, v2n+1),
we have
E[δ0(U
ε
1 )] = ε
−2n−2
E[δ0(X1 + εΨ
1,ε
1 )].
Let F εt = Xt + εΨ
1,ε
t and let σ
ε be the Malliavin covariance of F ε1 .
Lemma 3.11. For any p ∈ [1,∞), we have supε∈(0,1] E[(det σε)−p] < ∞, i.e. {F ε1 }ε∈(0,1] is
uniformly nondegenerate.
Proof. We write F εt = (F
ε,i
t )i=1,...,2n+1. Since
F ε,it = ε
−1Uε,it , F
ε,2n+1
t = ε
−2Uε,2n+1t , i = 1, . . . , 2n,
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we can see that {F εt }t≥0 obeys the SDE
dF εt =
2n∑
j=1
X̂εj (F
ε
t ) ◦ dBjt + X̂ε0(F εt )dt,
where X̂εj is given in (3.3), (3.4).
Note that for any a ≥ 1, j1, . . . , ja ∈ {0, . . . , 2n}, the vector field
[X̂εja , [. . . , [X̂
ε
j2
, X̂εj1] . . .]]
has bounded coefficients uniformly in ε ∈ (0, 1] on a neighborhood of 0 ∈ R2n+1. To see this,
it is enough to show that for each i ∈ {1, . . . , 2n + 1}, j ∈ {1, . . . , 2n}, a ≥ 1, j1, . . . , ja ∈
{0, . . . , 2n} and ε′ > 0,
sup
ε∈(0,1]
sup
|u|≤ε′
|ai,εj (u)| <∞, sup
ε∈(0,1]
sup
|u|≤ε′
∣∣∣ ∂
∂uJ
ai,εj (u)
∣∣∣ <∞,(3.12)
sup
ε∈(0,1]
sup
|u|≤ε′
|bi,ε(u)| <∞, sup
ε∈(0,1]
sup
|u|≤ε′
∣∣∣ ∂
∂uJ
bi,ε(u)
∣∣∣ <∞(3.13)
hold, where J = (j1, . . . , ja) and
∂
∂uJ
= ∂
∂uj1
· · · ∂
∂ujb
.
We show (3.12) for i = 2n + 1 and proofs of other cases are similar or more clear. We
have by definition of a2n+1,ε and (3.5) that
a2n+1,εj (u) = ε
−1a2n+1j (λε(u)) =
2n∑
k=1
uk
∂a2n+1j
∂uk
(λcε(u)) + 2cεu
2n+1
∂a2n+1j
∂u2n+1
(λcε(u))
for some c ∈ (0, 1) depending on ε and u. This shows the first formula in (3.12). We also
have
a2n+1,εj
∂uJ
(u) = ε‖J‖−1
∂a2n+1j
∂uJ
(λε(u)),
which shows the second formula in (3.12).
Therefore we apply [7, Theorem 2.17] to {X̂εj }j=0,...,2n, together with Lemma 3.7, we have
P(det σε ≤ K− 13(2n+1) ) ≤ P( inf
ξ∈S2n
〈ξ, σεξ〉R2n+1 ≤ K− 13 )
≤ µ1 exp(−µ2Kµ3), K ∈ [1,∞)
with positive constants µ1, µ2, µ3 which are independent of ε. This implies the desired
result.
By Lemma 3.11 and the Taylor expansion
δ0(x+ y) = δ0(x) +
∞∑
a=1
εa
a!
∑
|J |=a
E[∂Jδ0(x)y
J ],
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where yJ = yj1 · · · yja and ∂J = ∂a
∂uj1 ···∂uja
for J = (j1, . . . , ja), we apply [5, Theorem V.9.4]
to have
(3.14) ε2n+2E[δ0(U
ε
1 )] = E[δ0(X1)] +
∞∑
a=1
εa
a!
∑
|J |=a
E[∂Jδ0(X1)Ψ
1,ε,J
1 ].
Since we have by definition
(3.15) Ψ1,ε1 =
A+1∑
a=2
εa−2ϕa1 + ε
AΨA+1,ε1 ,
where ϕAt = (ϕ
A,1
t , . . . , ϕ
A,2n+1
t ), we arrive at the expression as follows:
Proposition 3.16. We have ε2n+1E[δ0(U
ε
1 )] = d0 + d1ε+ d2ε
2 + · · · with
d0 = E[δ0(X1)],
dA =
A∑
a=1
1
a!
∑
(∗)
(X̂J1u
i1)(0) · · · (X̂Jauia)(0)E[∂Iδ0(X1)BJ1 · · ·BJa ], A ≥ 1,(3.17)
where the summation (∗) is taken over the set
{(I, J1, . . . , Ja); I = (ib)b=1,...,a, 1 ≤ ib ≤ 2n+ 1, ‖Jb‖ ≥ 2 + δib,2n+1,
‖J1‖+ · · ·+ ‖Ja‖ = A + ‖I‖}.
Proof. From (3.14) and (3.15) we have the expansion
ε2n+1E[δ0(U
ε
1 )] = d0 + d1ε+ d2ε
2 + · · ·
with d0 = E[δ0(X1)] and
dA =
A∑
a=1
1
a!
2n+1∑
i1,...,ia=1
∑
k1,...,ka≥0
k1+···+ka=A−a
E[∂(i1,...,ia)δ0(X1)ϕ
2+k1,i1
1 · · ·ϕ2+ka,ia1 ]
for A ≥ 1. (3.10) yields
E[∂(i1 ,...,ia)δ0(X1)ϕ
2+k1,i1
1 · · ·ϕ2+ka,ia1 ]
=
∑
‖J1‖=l1
· · ·
∑
‖Ja‖=la
(X̂J1u
i1)(0) · · · (X̂Jauia)(0)E[∂(i1,...,ia)(X1)BJ11 · · ·BJa1 ]
with lb = 2 + kb + δib,2n+1. For fixed I = (i1, . . . , ia) we have
kb ≥ 0, k1 + · · ·+ ka = A− a, ‖Jb‖ = 2 + kb + δib,2n+1
⇐⇒ ‖Jb‖ ≥ 2 + δib,2n+1, ‖J1‖+ · · ·+ ‖Ja‖ = A + ‖I‖, ‖Jb‖ = 2 + kb + δib,2n+1,
the proposition follows.
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If we set X′t = (−B1t , . . . ,−B2nt ,
∑n
α=1 S
α
t ), It is easy to observe that, for each term
appealing in (3.17),
E[∂i1···ia(X′1)(−BJ11 ) · · · (−BJa1 )]
= (−1)‖I‖(−1)‖J1‖+···‖Ja‖E[∂i1···ia(X1)BJ11 · · ·BJa1 ]
= (−1)AE[∂i1···ia(X1)BJ11 · · ·BJa1 ].
By considering the Brownian motion (−B1t , . . . ,−B2nt ) instead of (B1t , . . . , B2nt ), it follows
that
dA = 0 if A is odd.
Using this, if we set ε2 = t and cA = d2A, we have the desired expansion in Theorem 3.1. In
(3.17), we observe that (X̂Jbu
ib)(0) is not affected by O‖Jb‖+1 terms, and if we note that
‖Jb‖ ≤ A+ ‖I‖ − 2(a− 1) ≤ A+ 2,
Theorem 2.2 shows that dA can be written as an at most A-th degree polynomial of at most
A+ 2-th derivatives of Christoffel symbols.
It remains to calculate the leading term c0 = d0 = E[δ0(X1)]. E[δ0(X1)] is equal to the
value at 0 of the density function of X1 = (B
1
1 , . . . , B
2n
1 ,
∑n
α=1 S
α
1 ). By [4, The´ore`m 1], we
see that
c0 =
1
(2pi)n+1
∫
R
(
2τ
sinh 2τ
)n
dτ
and the proof of Theorem 3.1 is complete.
Remark 3.18. By the integration-by-parts formula for generalized Wiener functionals (cf, for
example [5]), we can write
E[∂Iδ0(X1)B
J1 · · ·BJa] = E[δ0(X1)Ψ] = E[Ψ|X1 = 0]pX1(0)
for a function Ψ of {Bt}t∈[0,1], where pX1 is the density function of X1. Ψ is generally so
complicated to write down but some examples of calculation will be shown in Section 4.
4. Examples
We show two examples of calculating the coefficients in the asymptotic expansion in Theorem
3.1. One is the Heisenberg group, which is a trivial example and all higher terms of the
expansion vanish. The other is the CR sphere, in which some non-trivial higher terms
appear.
4.1. The Heisenberg group
Let Hn = C
n × R be the (2n + 1)-dimensional Heisenberg group with a coordinate system
(z, t), z = (z1, . . . , zn) ∈ Cn, t ∈ R. Hn is a strictly pseudoconvex CR manifold whose CR
structure is
T1,0 =
n⊕
α=1
CZα, Zα =
∂
∂zα
+
√−1 zα ∂
∂t
.
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Note that {Zα}α=1,...,n is a global orthonormal frame for T1,0. It is easy to see that the
associated covariant derivation is a null mapping, i.e.
∇CAB = 0 for any A,B,C ∈ {0, 1, . . . , n, 1, . . . , n}.
The structure functions introduced in Section 2 are
C2n+1α,n+α = 2, C
2n+1
n+α,α = −2, α = 1, . . . , n
and other C ijk’s are zero. Then we have
X̂α =
∂
∂uα
− un+α ∂
∂u2n+1
, X̂n+α =
∂
∂un+α
+ uα
∂
∂u2n+1
, α = 1, . . . , n,
therefore we see that ϕat = 0 for any a ≥ 2. It follows that for CHna = 0 for a ≥ 1.
Remark 4.1. This result also follows immediately from [4, The´ore`m 1], which says p(t, x, x) =
t−n−1 1
(2pi)n+1
∫
R
( 2τ
sinh 2τ
)ndτ .
4.2. The CR sphere
Let S2n+1 = {(z1, . . . , zn+1) ∈ Cn+1;∑n+1α=1|zα|2 = 1} ⊂ Cn+1 be the (2n + 1)-dimensional
unit sphere which we regard as a submanifold of Cn+1. S2n+1 has a CR structure
(T1,0)z = (T
1,0
C
n+1)z ∩ CTzS2n+1
=
{n+1∑
α=1
vα
∂
∂zα
;
n∑
α=1
vαzα = 0
}
, z = (z1, . . . , zn+1) ∈ S2n+1.
We can take
θ =
√−1
n+1∑
α=1
(−zαdzα + zαzα),
T =
√−1
2
n+1∑
α=1
(
zα
∂
∂zα
− zα ∂
∂zα
)
and then the Levi form is
Lθ = 2
n+1∑
α=1
dzα ∧ dzα,
which is positive definite, thus S2n+1 is strictly pseudoconvex.
Set
Tα =
∂
∂zα
− zα
n+1∑
β=1
zβ
∂
∂zβ
∈ T1,0
and Tα = Tα, then we have
Lθ(Tα, Tβ) = δαβ − zαzβ .
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In the open subset U = {z; zn+1 6= 0}, if we set
Zα = Tα − z
αzn+1
|zn+1|(1 + |zn+1|)Tn+1, α = 1, . . . , n,
then {Zα}α=1,...,n is a local orthonormal frame for T1,0 on U . A direct calculation shows that
for α, β = 1, . . . , n,
[Zα, Zβ] =
1
1 + |zn+1|(−z
βZα + zαZβ),
[Zα, Zβ] =
( δαβ
1 + |zn+1| +
zαzβ
2|zn+1|(1 + |zn+1|)2
) n∑
γ=1
(zγZγ + zγZγ)− 2
√−1 δαβT,(4.2)
[T, Zα] = −
√−1
2
Zα.
By rewriting these equalities in terms of X̂i, we have the structure functions:
Cγαβ =
1√
2
(−δαγxβ + δβγxα
1 + |zn+1| +
(xαyβ − xβyα)yγ
|zn+1|(1 + |zn+1|)2
)
,
Cn+γαβ =
1√
2
(−δαγyβ + δβγyα
1 + |zn+1| +
(xαyβ − xβyα)xγ
|zn+1|(1 + |zn+1|)2
)
,
Cγn+α,n+β =
1√
2
(δαγxβ − δβγxα
1 + |zn+1| +
(xαyβ − xβyα)yγ
|zn+1|(1 + |zn+1|)2
)
,
Cn+γn+α,n+β =
1√
2
(δαγyβ − δβγyα
1 + |zn+1| +
(xαyβ − xβyα)xγ
|zn+1|(1 + |zn+1|)2
)
,
Cγα,n+β =
1√
2
(δαγyβ − δβγyα + 2δαβyγ
1 + |zn+1| +
(xαxβ + yαyβ)yγ
|zn+1|(1 + |zn+1|)2
)
,
Cn+γα,n+β =
1√
2
(−δαγxβ + δβγxα + 2δαβxγ
1 + |zn+1| +
(xαxβ + yαyβ)xγ
|zn+1|(1 + |zn+1|)2
)
,
C2n+1αβ = 0, C
2n+1
n+α,n+β = 0, C
2n+1
α,n+β = 2δαβ ,
Cβ2n+1,α = 0, C
n+β
2n+1,α =
δαβ
2
, Cβ2n+1,n+α = −
δαβ
2
, Cn+β2n+1,n+α = 0,
where α, β, γ ∈ {1, . . . , n} and xα = Rezα, yα = Imzα.
We can also calculate Christoffel symbols, that is, by comparing (4.2) and (2.8), we have
Γγ
βα
=
( δαβ
1 + |zn+1| +
zαzβ
2|zn+1|(1 + |zn+1|)2
)
zγ ,
Γγ
αβ
=
( δαβ
1 + |zn+1| +
zαzβ
2|zn+1|(1 + |zn+1|)2
)
zγ
for α, β, γ ∈ {1, . . . , n}. In particular, we have
Γα
ββ
=
( 1
1 + |zn+1| +
|zβ|2
2|zn+1|(1 + |zn+1|)2
)
zα, α, β = 1, . . . , n.
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Now let x = (0, . . . , 0, 1) ∈ S2n+1 and we consider the Folland-Stein normal coordinate
{uj}j=1,...,2n+1 around x. Theorem 2.2 and the calculation of C ijk’s above show that
X̂α =
∂
∂uα
− un+α ∂
∂u2n+1
+
1
12
2n∑
j=1
(uj)2
∂
∂uα
+
1
4
u2n+1
∂
∂un+α
−
2n∑
j=1
( 1
12
uαuj +O3
) ∂
∂uj
+
( 1
12
uαu2n+1 − 1
8
un+α
2n∑
j=1
(uj)2 +O4
) ∂
∂u2n+1
,
X̂n+α =
∂
∂un+α
− uα ∂
∂u2n+1
− 1
4
u2n+1
∂
∂uα
+
1
12
2n∑
j=1
(uj)2
∂
∂un+α
−
2n∑
j=1
( 1
12
un+αuj +O3
) ∂
∂uj
+
( 1
12
un+αu2n+1 +
1
8
uα
2n∑
j=1
(uj)2 +O4
) ∂
∂u2n+1
.
We also note that Γα
ββ
(0) = Γα
ββ
(0) = 0. Then we have
ϕ2,it = 0, i = 1, . . . , 2n+ 1.
From this, Theorem 3.1 and Proposition 3.16 show that
cS
2n+1
1 (x) =
2n+1∑
i=1
E[∂iδ0(X1)ϕ
3,i
1 ].
We also have
ϕ3,αt =
2n∑
j=1
(1
6
B
(j,j,α)
t −
1
12
B
(j,α,j)
t −
1
12
B
(α,j,j)
t
)
+
n∑
β=1
(1
4
B
(n+β,β,n+α)
t −
1
4
B
(β,n+β,n+α)
t
)
− n
2
B
(α,0)
t ,
ϕ3,n+αt =
2n∑
j=1
(1
6
B
(j,j,α)
t −
1
12
B
(j,α,j)
t −
1
12
B
(α,j,j)
t
)
+
n∑
β=1
(
−1
4
B
(n+β,β,α)
t +
1
4
B
(β,n+β,α)
t
)
− n
2
B
(α,0)
t ,
ϕ3,2n+1t =
n∑
α=1
2n∑
j=1
( 5
12
B
(j,j,α,n+α)
t −
5
12
B
(j,j,n+α,α)
t +
1
6
B
(j,α,j,n+α)
t −
1
6
B
(j,n+α,j,α)
t
− 1
12
B
(n+α,j,α,j)
t +
1
12
B
(α,j,n+α,j)
t −
1
12
B
(j,n+α,α,j)
t +
1
12
B
(j,α,n+α,j)
t
)
+
n∑
α=1
(
−n
2
B
(α,0,n+α)
t +
n
2
B
(n+α,0,α)
t
)
.
Let us describe cS
2n+1
1 (x) more specifically using modified derivative operator.
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LetW 2n = {w = (w1, . . . , w2n) : [0, 1]→ R2n; continuous, w(0) = 0} be the 2n-dimensional
Wiener space and our Brownian motion is regarded as Bi(w) = wi, w ∈ W 2n. Let H be
the Cameron-Martin subspace of W 2n and ∇ : D−∞(R2n)→ D−∞(H ⊗ R2n), ∇∗ : D−∞(H ⊗
R2n) → D−∞(R2n) be the derivation of generalized Wiener functionals and its dual respec-
tively. The inner product in H is denoted by 〈, 〉.
Set St =
∑n
α=1 S
α
t , then X1 = (B
1
1 , . . . , B
2n
1 , S1) yields ∇X1 = (B11 , . . . , B2n1 ,∇S1), thus
for i = 1, . . . , 2n,
〈∇δ0(X1), Bi1〉 = ∂iδ0(X1) + ∂2n+1δ0(X1)〈∇S1, Bi1〉.
Therefore we have
E[∂iδ0(X1)Ψ] = E[δ0(X1)∇∗(ΨBi1)− ∂2n+1δ0(X1)〈S1, Bi1〉Ψ].
Define ∇̂ : D−∞(R2n) → D−∞(H ⊗ R2n) by ∇̂F = ∇F −∑2ni=1〈∇F,Bi1〉Bi1. Then we have
∇̂(δ0(X1)) = ∂2n+1δ0(X1)∇̂S1 and
E[∂2n+1δ0(X1)Ψ] = E[〈∇̂(δ0(X1)), ∇̂S1〉‖∇̂S1‖−2Ψ]
= E[δ0(X1)∇∗(‖∇̂S1‖−2∇̂S1Ψ)].
A direct calculation shows
∇̂Sα1 (t) = −2
∫ t
0
Bn+αs ds+ 2t
∫ 1
0
Bn+αs ds,
∇̂Sn+α1 (t) = 2
∫ t
0
Bαs ds− 2t
∫ 1
0
Bαs ds
for α = 1, . . . , n. Combining these and performing a direct but lengthy calculation, we can
write the coefficient cS
2n+1
1 (x) as follows:
Proposition 4.3. For x = (0, . . . , 0, 1) ∈ S2n+1, we have cS2n+11 (x) = E[δ0(X1)Φ], where
Φ =
1
6
2n∑
i,j=1
Φijji −
1
12
2n∑
i,j=1
Φijij −
1
12
2n∑
i,j=1
Φiijj
+
1
4
n∑
α,β=1
Φαn+β,β,n+α −
1
4
n∑
α,β=1
Φαβ,n+β,n+α −
1
4
n∑
α,β=1
Φn+αn+β,β,α +
1
4
n∑
α,β=1
Φn+αβ,n+β,α
− n
2
2n∑
i=1
Φii,2n+1 −
n
2
n∑
α=1
(Φ2n+1α,2n+1,n+α − Φ2n+1n+α,2n+1,α)
+
5
12
n∑
α=1
2n∑
j=1
(Φ2n+1j,j,α,n+α − Φ2n+1j,j,n+α,α) +
1
6
n∑
α=1
2n∑
j=1
(Φ2n+1j,α,j,n+α − Φ2n+1j,n+α,j,α)
+
1
6
n∑
α=1
2n∑
j=1
(Φ2n+1α,j,j,n+α − Φ2n+1n+α,j,j,α) +
1
12
n∑
α=1
2n∑
j=1
(Φ2n+1α,j,n+α,j − Φ2n+1n+α,j,α,j)
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+
1
12
n∑
α=1
2n∑
j=1
(Φ2n+1j,α,n+α,j − Φ2n+1j,n+α,α,j)−
1
6
n∑
α=1
2n∑
j=1
(Φ2n+1α,n+α,j,j − Φ2n+1n+α,α,j,j),
E[∂iδ0(X1)B
J
1 ] = E[δ0(X1)Φ
i
J ], i = 1, . . . , 2n+ 1, J = (j1, . . . , ja), jb = 0, . . . , 2n.
Moreover, for i, j, k, l = 1, . . . , 2n we have
Φijkl = −δijB(0,k,l)1 − δikB(j,0,l)1 − δilB(j,k,0)1 + (κi1κ4 + κi2κ3)B(j,k,l)1
− 2κi1κ3
(
σ(j)B
(σ(j)n+j,0,k,l)
1 + σ(k)
∫ 1
0
∫ s
0
BjuB
σ(k)n+k
u du ◦ dBls
+ σ(l)
∫ 1
0
B(j,k)s B
σ(l)n+l
s ds
)
,
Φii,0 = (κ
i
1κ4 + κ
i
2κ3)B
(i,0)
1 − 2σ(i)κi1κ3B(σ(i)n+i,0)1 ,
Φ2n+1ijkl = −κ4B(i,j,k,l)1
+ 2κ3
(
σ(i)B
(σ(i)n+i,0,j,k,l)
1 + σ(j)
∫ 1
0
∫ s
0
∫ u
0
BivB
σ(j)n+j
v dv ◦ dBkv ◦ dBls
+ σ(k)
∫ 1
0
∫ s
0
B(i,j)u B
σ(k)n+k
u du ◦ dBls + σ(l)
∫ 1
0
B(i,j,k)s B
σ(l)n+l
s ds
)
,
Φ2n+1i,0,j = −κ4B(i,0,j)1 + 2κ3
(
σ(i)B
(σ(i)n+i,0,0,j)
1 + σ(j)
∫ 1
0
B(i,0)s B
σ(j)n+j
s ds
)
,
where
σ(i) =
{
1, i = 1, . . . , n,
−1, i = n+ 1, . . . , 2n,
κi1 = −2σ(i)B(σ(i)n+i,0)1 ,
κi2 = 2B
(i,0)
1 − 4B(i,0,0)1 ,
κ3 =
(
4
2n∑
i=1
(∫ 1
0
(Bit)
2dt− (B(i,0)1 )2
))−1
,
κ4 = −8(κ3)2
n∑
α=1
(
−2
∫ 1
0
B
(n+α,0)
t B
α
t dt+ 2
∫ 1
0
B
(α,0)
t B
n+α
t dt
)
+ 2
n∑
α=1
(B
(α,0)
1 B
(n+α,0,0)
1 − B(n+α,0)1 B(α,0,0)1 ).
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