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ABSTRACT
An investigation of properties of the solutions of the steady state
inviscid quasigeostrophic vorticity equation in a rectangular basin, was
performed for various assumed functional relationships between potential
vorticity and the streamfunction. All solutions that were found, which
have slow interior flow and satisfy the Arnol'd-Blumen condition, are qual-
itatively similar to Fofonoff's inertial gyre. A new class of solutions with a
small vortex near the boundary current is described. Such solutions are
not stable under finite amplitude perturbations, but the vortices have life-
time much longer than their characteristic time. The relationship between
bottom friction and wind forcing and the westward motion of vortices is
established. It is shown that friction may act as a mechanism for conver-
sion of kinetic energy of rotation into kinetic energy of translation. It is
argued that friction may be among the causes of westward motion of the
mesoscale eddies. It is also shown that the inertial boundary current may
be much wider than in Fofonoff's model, due to the appearance of a coun-
tercurrent on its seaward side.
Several solutions describing steady general circulation in two layer
model are found. We discuss strongly baroclinic long living vortices and a
pure baroclinic mode of general circulation.
A simple approach to the numerical solution of some systems of
nonlinear elliptic partial differential equations, depending on several
parameters is also described.
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I INTRODUCTION
The thesis is concerned with some problems of general circulation and
its relation to mesoscale flows. We shall first review previous theories. New
results are presented in Chapter II, which deals with barotropic flows, and
Chapter III where baroclinic flows are discussed. Some suggestions about
possible generalizations and future work are given in Chapter IV.
The earliest models of steady, homogeneous, large scale circulation,
developed by Stommel and Munk, succeeded in explaining some of the
basic features of the oceanic circulation, in particular showing that the
reason for the existence of the intense western boundary current is the
variation of the Coriolis parameter with latitude. In both Stommel's and
Munk's models steady state solutions were obtained assuming linear
dynamics in which the energy of the wind stress is absorbed in the basin
and dissipated in the western boundary current. Advection terms were
neglected, which is a good approximation in the interior of the basin. How-
ever in the region of the boundary current, these terms can be neglected
only if the friction is assumed to be unrealistically large. Although, the
solutions included strong western boundary current, the dynamics of the
intensification remained unclear. Pedlosky (1965) gave a simple explana-
tion in terms of Rossby waves which display strong anisotropy in east-west
energy transmission, caused by the 8-effect. From the dispersion relation
for Rossby waves, it can be shown that energy associated with large scales
must be transmitted to the west, and will be reflected with reduced
wavelength, thus making the western boundary a source of small scale
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energy which is then dissipated in the viscous boundary layer. As in the
models of Stommel and Munk, this theory is limited to the small ampli-
tude motions (note that one plane Rossby wave is the finite amplitude
solution of the vorticity equation, but a wave packet is not). This poses
the question whether there are low frequency but large amplitude motions
which will show similar behavior.
In large scale circulation (e.g. in the North Atlantic subtropical gyre
(Fig 1.)), the observed boundary current transport is several times larger
than the transport of the interior, wind-forced flow. This shows that for a
more accurate description of the general circulation nonlinear effects must
be taken into account.
While Stommel and Munk obtained solutions of the equations of
motion by neglecting nonlinear terms, Fofonoff (1954) considered steady
flow without forcing and friction, i.e. when the flow is described only by
the advection of potential vorticity. In this case the barotropic vorticity
equation reduces to the functional relationship between potential vorticity
and the streamfunction. By assuming the dependence to be linear,
Fofonoff was able to find an analytic solution which consists of slow inte-
rior westward flow and a fast eastward current at northern and/or south-
ern boundary (Fig. 2). From the form the simplified equation of motion, it
is clear that such solutions must have east-west symmetry, which is bro-
ken either by friction, or by variations in the bottom topography.
-7-
Figure 1. The North Atlantic Subtropical Gyre
(Worthington, 1976)
COmuz rm @.0000 to 0.00006 COu INEVA, Or 0.10000 PZ(3,3). 0.637M-02
Figure 2. Fofonoff's solution (f = 2000)
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Merkine et al. (1985) argued that such a "linear" model is barotropi-
cally unstable, although it can be shown that it satisfies the sufficient con-
dition for stability in inviscid fluid under small but finite amplitude per-
turbations due to Arnol'd (1965) and Blumen (1968). This flow pattern is
often regarded as a peculiarity of the linear relation between the potential
vorticity and the streamfunction. Pierrehumbert and Malguzzi (1985) con-
sidered an essentially inertial ocean with forcing and dissipation included
as higher order effects. By making an expansion of the streamfunction in
terms of a small parameter which determined the size of the sources and
sinks of energy, they derived a system of nonlinear integro-differential
equations, one of which, in principle, could be used to determine an unk-
nown functional for a given wind stress. Such a system is of limited use-
fulness, since in general it will have to be solved numerically, and in this
case straightforward solution of the full steady state barotropic vorticity
equation is likely to be easier. Moreover, although it imposes a constraint
on the functional, it still does not guarantee its uniqueness. There remains
the question how the relationship between potential vorticity and the
streamfunction affects the nature of the solution describing the inertial
flow.
The complexity of the vorticity equation, when both advection and
friction are included makes analytical calculations difficult, and use of
numerical techniques becomes necessary. Bryan (1963), has solved the
barotropic vorticity equation with lateral friction for various values of
Reynolds number ranging from 10 to 120. Spin up of initially motionless
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fluid, was achieved by applying a wind stress where curl had a single gyre
profile. He showed that there exist steady solutions with fast western
boundary current, provided that the Reynolds number is sufficiently small
(Re < 60). With smaller lateral friction the solutions became unsteady.
Veronis (1966), found steady solutions with wind forcing and bottom fric-
tion. Some of his solutions with sufficiently small friction bear closer
resemblance to Fofonoff's result; we shall return to this point later.
In steady, linear, general circulation models, small scale motions are
included through parametrization (e.g. eddy viscosity) and it cannot
describe the mesoscale flows.
During the past three decades a number of oceanographic field meas-
urements have shown that in various parts of the world ocean, and in par-
ticular in the vicinity of the western boundary currents, there are intense
mesoscale vortices with energy density much larger than that of the mean
flow. The amount of data about such motions increased greatly since the
introduction of the expendable bathytermograph ( XBT ) and more
recently by use of satellite infrared imaging. Ring observations were
reported in the North Pacific in the vicinity of Kuroshio current (Cheney
and Richardson, 1977), in the Tasman sea off the coast of Australia, and in
the South Atlantic in the region of the Brazilian and Falkland currents,
but the most extensively studied are the Gulf Stream Rings.
After leaving the continental shelf north-east of Cape Hatteras, the
Gulf Stream develops large amplitude meanders. Detaching southward
meanders enclose the slope water and thus form cyclonic eddies known as
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the Gulf Stream rings ( Fuglister and Worthington, 1951 ). Similar (anticy-
clonic) eddies are formed from northward meanders of the Gulf Stream.
The core of the ring contains water of lower salinity and temperature than
the surrounding ocean, with the thermocline raised by as much as 500 m.
The diameter of the ring is typically 100-250 km (based on the extent of
15 C water at the depth of 500 m). Its decay rate is small - some rings
were observed for up to two years before disappearing after collision with
the Gulf Stream ( Lai and Richardson, 1977 ). The motion of the ring is
slow: 1 to 8 km/day; generally in the west-southwest direction ( this is
somewhat larger than the speed of the mean ocean flow in the Sargasso
sea).The particle velocity is relatively large (0.8 - 1.0 m/s; as in the Gulf
Stream) and since the length scale is not large, the motion in the ring
must be considered strongly nonlinear.
In modeling mesoscale eddies, two approaches have been commonly
considered. In one, vortices are treated as soliton like isolated objects in
the channel or on the infinite #-plane, and in another, they are regarded as
a part of the general circulation. Until now studies of the second type
were limited to evolution experiments, and no steady state solutions were
found. Studies of the isolated eddies (the definition of "isolated" will be
given below) are more numerous. They began with theories of long living
atmospheric vortices (Long (1964) and Larsen (1965)), and the Great Red
Spot of Jupiter (Maxworthy and Redekopp (1976)).
Stern (1975) obtained the first, exact, isolated solution of the steady
state barotropic vorticity equation on the infinite #-plane. The modon is a
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stationary dipole embedded in motionless fluid. Larichev and Reznik
(1976) showed that modons have a steadily translating analog in which the
streamfunction that vanishes exponentially as r --+ oo. More complicated
versions of these results were found by Berestov (1979) for a dipole in con-
tinuously stratified fluid with constant Brunt-Vaisla frequency, and by
Flierl et al. (1980), who derived an exact nonlinear solution of the two
layer inviscid quasigeostrophic vorticity equation representing a solitary
eddy which has baroclinic component and dipolar character. A radially
symmetric component of arbitrary amplitude can be added to their solu-
tion, which masks the original dipole.
Flierl et al. (1983) showed that, on an infinite 8-plane, solutions of the
equations of motion describing an isolated vortex must satisfy the condi-
tion:
Sf f lb (x,y) dx dy=0 (I-1)
which implies that the total angular momentum of the vortex must be
zero. They define the vortex as "isolated" if its streamfunction vanishes at
least as fast as 1/r 2 as r --+ oo, where r is distance from the center of the
vortex. A dipole (e.g. modon) is obviously the simplest structure satisfying
condition (I-1). As a model for a Gulf Stream Ring, a modon has several
shortcomings. Observed mesoscale vortices are nearly radially symmetric
and usually move to the west (Lai and Richardson (1976)), while modons
can move to the east or west but with velocity which for typical parame-
ters is excessively large ( > 10 m/s ). Monopoles cannot exist on the
infinite #-plane unless the fluid is stratified and there is a countervortex in
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the lower layer, or the eddy consists of a monopole and counterrotating
outer "ring" which cancels its angular momentum.
It appears that the removal of boundaries of the oceanic basin
represents an oversimplification of the problem, and that in search of solu-
tions which could be used as models for mesoscale eddies one has to con-
sider a basin of finite size.
Numerical evolution experiments have, in the past, typically dealt
with statistical properties of the eddy field rather than behavior of specific
vortices, In order to asses the importance of eddies in general circulation,
Robinson et. al. (1977) made simulations of stratified flow in a basin on
the 3-plane using a five-layer model. In their work as well as in the paper
of Holland (1978), nearly radially symmetric vortices were generated from
the instability of the eastward, wind driven jet.
In the more recent work of Davey and Killworth (1984), the genera-
tion of a long living vortices and their behavior is described, but without
reference to the large scale flow, so that this study is closer to the solitary
wave-type works discussed before.
An analysis of vortex behavior (which is not of statistical character)
in a closed basin is still lacking. Here we shall present new steady state
solutions describing large scale flow in the basin with one or two vortices
near the boundary current. Properties of vortices and their behavior
under the influence of the friction and wind stress will be studied using
evolution experiments.
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We have already mentioned the problem of westward intensification
and its formulation in terms of Rossby wave dynamics. We shall show
that the friction, which when coupled with the 8-effect is the cause of
intensification in Stommel's and Munk's model, has a similar influence on
the mesoscale vortices. Besides qualitative comparisons, we shall use
numerical experiments to establish a quantitative relationship between the
friction and a westward force acting on the vortex. This result is rather
unexpected: friction is typically a mechanism that slows down the motion
while here it accelerates the vortex through conversion of its energy of
rotation into the kinetic energy of translation.
Homogeneous fluid is an useful approximation in modeling of the
large scale flows. It does exhibit some basic features of the general circula-
tion, but more realistic models must take into account stratification.
Steady state quasigeostrophic vorticity equation for fully stratified fluid is
three-dimensional and its solution is beyond capacity of computers at
present. As an approximation to the continuously stratified ocean, one
can consider fluid consisting of two layers with constant density. For oce-
anic motions this approximation is very good since in midlatitudes, top
600-700 meters of the ocean consist of water with typical density of 1.024-
1.025 g/cm3 which is influenced by atmospheric motion. At about 700 m
(thermocline), density increases to 1.027-1.028 g/cm 3 and then remains
nearly constant. This simplification will allow us to solve the problem of
inertial stratified circulation.
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Fofonoff's model, can be easily generalized to the two layer model,
yielding a system of two linear or nonlinear Helmholtz-type equations. The
first attempt to solve such a system was made by Fofonoff in his original
paper, and later by several other investigators. Analytical solution of such
a system is not easy to obtain and only recently Marshall et al. (1985)
solved two-layer equations with linear relationship between potential vorti-
city and streamfunction. However, they had to make some additional
assumptions on the flow e.g. that the layers have the same thickness and
that they overlay a layer of much greater depth. In their work forcing and
dissipation were treated as higher order effects and used to determine con-
stants which in original Fofonoff's work were arbitrary. Here we shall con-
sider stratified inertial flow with assumed relationships between the poten-
tial vorticity and the streamfunction which can be either linear or non-
linear. This poses a much more difficult technical problem than the homo-
geneous flow due to the limits of computer memory, and required comput-
ing time.
In a recent work by Keffer (1985), maps of the potential vorticity (q)
in the oceanic basins were presented. He found that in the midthermocline,
potential vorticity is essentially homogeneous, suggesting strongly non-
linear circulation. At greater depth, isolines of q are closer to the lines of
constant fo + fy due to weaker driving. Pure inertial two-layer model can-
not produce accurate agreement with the observed flows. Some obvious
reasons are poor vertical resolution and exclusion of friction and forcing.
Also, a closed basin model of e.g. the North Atlantic subtropical gyre, can-
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not account for intrusion of water from other parts of the world ocean.
However, such a model may give flow with the patterns of q which is simi-
lar to the observed ones, in the midthermocline and lower thermocline.
One of our solutions will show that this is the case. In the surface layer,
which is under strong influence of the atmospheric disturbances, inertial
model cannot apply.
We have already listed several questions which arise in studies of the
large and meso-scale flows. The aim of this thesis was to answer some of
them and to provide a model of steady circulation which will incorporate
both of these phenomena. Although the results were obtained numeri-
cally, this work should be regarded as a study of qualitative properties of
the steady state inviscid quasigeostrophic vorticity equation. Consequently,
no attempt was made to fix coefficients in various functionals to adjust the
transport, width of the boundary current, or some other property of the
flow to be in agreement with observations. Rather, the parameters were
varied across ranges to show how the flow changes with them. There are
no analytical results, and all solutions are presented graphically. In some
cases several similar plots will be shown. The reason for their inclusion was
our desire to show that some different physical processes (eg. wind stress
and dissipation) may produce very similar effects.
We could consider only some of the possible functional relationships
and moreover our procedures do not guarantee that all solutions for a
given nonlinear functional will be found. Consequently, conclusions drawn
about general properties of inertial flows are tentative, but, keeping in
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mind the number of solutions we obtained, it is very likely that they hold
and we hope will be proved rigorously by some analytical technique.
The effects of bottom topography will be ignored in all computations.
It is known that straightforward inclusion of bottom topography in the
vorticity equation overestimates its influence on the flow, so that in steady
general circulation models the variations in the shape of the sea floor can
be neglected. In studies of the evolution of the flow, its importance may be
greater as a triggering mechanism for development of instability (e.g. of
eastward jet). It was argued by Warren (1963) that the seamounts in the
path of the Gulf Stream may be the cause of its meandering. Such an oro-
graphically induced instability may produce some of the flows which will
be discussed below.
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II BAROTROPIC FLOWS
1 STEADY STATE SOLUTIONS
We shall consider a homogeneous incompressible fluid of constant
depth in a rectangular basin on the f-plane, and neglect effects of friction,
forcing and the exchange of heat. Vertical motions will also be neglected so
that the pressure is given by the hydrostatic equation. It is well known
that under these assumptions the steady state barotropic vorticity equa-
tion takes the simple form:
2 @ + 8 ( y - yo ) + F ( , ,)= 0 (11-1)
with the boundary condition:
,0 = constant (=0)
i.e. normal velocity on the boundary vanishes. The domain is the unit
#l0 L2
square, 8 U is the scaled northward gradient of the Coriolis param-
eter and yo is a constant, usually chosen in the interval [0,11. For large
scale motions, the length, L, must be at least 1000 km, the velocity of the
interior flow ,U, is in the range between 1 and 5 cm/s and
#0 = 10-11 m- 1 s-1, so that # will be O(103). F ( b , - , 0 ) is an arbitrary
function of the streamfunction V), 6 is a free parameter and -y will measure
the size of nonlinear terms in F. We shall for simplicity, consider only sin-
gle valued analytic functionals. Vorticity, the eastward and northward
velocity components are related to the streamfunction Vb by:
18 -
U = - --
ay
v= -
dx
Equation (11-1) was solved numerically using a fourth order ("com-
pact") finite difference approximation with nine point molecule on the
grids 25x25, 37x37 and 49x49. The resulting system of nonlinear equations
was solved by pseudoarclength continuation (Keller (1977)) and Newton's
iteration, which will be described in Chapter III. For large # the solutions
have sharp boundary layers, which are difficult to resolve in evolution
experiments, but, for the steady state solutions, the problem is simpler,
since only one discretization point in the layer is necessary (in our experi-
ments there will be typically 3 to 5 ). Consequently, there will be no
difficulties with resolving the flow for all physically relevant values of 3
(100 - 4000). By comparing solutions on the different grids we have found
that the maximum error on the finest grid is less than 0.5%. For some of
the continuation curves, computations were repeated with the streamfunc-
tion approximated by truncated double Chebyshev series, confirming the
correctness of above error estimate.
Fofonoff solved (II-1) with
F ( 6 , # = 6 @(11-2)
where 6 = - /3, so that the velocity is negative (westward) and its magni-
tude is equal to the scale velocity, U. In that case, an exact analytic solu-
tion in terms of Fourier series can be obtained, but since fl is large, the
boundary layer method gives a good approximation (Fig. 2):
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- [(y-yO) ( 1- e-xv - e--x)x ) - (1-yo) e-1Y-)\ + yo e~yv"]
This solution is known to be stable under small but finite amplitude per-
turbations, since it satisfies the sufficient condition for stability (Arnol'd
(1965); Blumen (1968)) which can be written as:
0 < - F(0)< oo (-3)
We shall consider (II-1) with various nonlinear functionals. In a search
for solutions which resemble large scale circulation, we shall be primarily
interested in those which have slow interior flow and are stable. We can-
not show streamfunctions of all solutions that were found, but observing
the relationship between the 1 | max and the parameter -y is instructive.
Figure 3 shows the continuation curves for some nonlinear functionals
(solid lines), compared to the curve for the linear one (' = 2000 , yo = 0).
The maximum of the streamfunction decreases with -y, so that for polyno-
mial or rational function solution reduces to the linear (this holds for
variety of other functionals e.g. -j sinh(@4) , '( eO - 1 ) etc. ). All of these
solutions are stable as long as -1 < 0. For F(@f) = -y e , situation is more
complicated. First, we note that these solutions do not satisfy (11-3) (it is
violated at 4 = 0), and may be unstable. Nevertheless, since '0max
decreases with -1, we expect that the pattern for I >> 1 will be similar
to the Fofonoff's gyre. Indeed, single gyre flow with yo = 0, is almost the
same as the linear one, except for appearance of a weak westward boun-
dary current at yo. If n is odd, and yo > 0 this current will occur at the
latitude yo.
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Figure 3. The continuation curves: | @| ma vs. -y, for various
nonlinear functionals (solid lines), and a linear
functional (dashed lines); 3 = 2000; yo = 0.
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COmrOUR FROM -1.2000 TO 1.2000 CONTUR INEVL OF 0.30000 PT(3,3)= -1.1534
Figure 4a. The streamfunction for F(O) = -y?
- -338.67; # = 2000; yo = 1/2
Figure 4b. Profile of the east-west velocity, u(y), at x=1/2 (m/s)
H
1.30
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It is much wider and slower than the boundary currents, but faster than
the return flow (Fig. 4). For n even and yo / 0,1, it is clear from parity
considerations, that there will be a region in the basin (other than the
boundary layer) where F(k) cannot balance the f-term, so that the relative
vorticity must be large. This will in general produce a very strong large
vortex. In the next example, a similar vortex will appear, but with more
interesting properties.
Let
F ( 6 , ,)=6 @ ( 1 + ) (11-4)
Equation (II-1), with (11-4) has two solutions for -y E [ T', 0 ) and y c ( 0,
T" ], where T' and T" are left and right turning points. This will hold pro-
vided that 0 < yo < 1, and # is sufficiently large (e.g. for small # say
,8=50 only one solution was found in the interval - 700 < -j < 700). A
typical continuation curve of the dependence of the maximum of the abso-
lute value of the streamfunction on -y is shown in Figure 5
()= 2000; 6 = -1.250). The dashed curve is symmetric with respect to
the axis -y = 0, since yo = 1/2; as yo -+ 0 the right turning point will shift
to + oo and for yo = 0 only one solution was found in the right half of
the (-y, 0 m| . ) plane (solid curve). Analogously, the shift yo -+ 1
causes T' -+ - oo. To the right of the turning point T, the pattern of the
flows is essentially the same as the linear one (Fig. 2). However, due to the
nonlinear term, the boundary current may be wider and interior velocity
cannot be constant, but slowly varies.
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Figure 5. The continuation curves for the functional (11-4) with # = 2000;
6 = -2500; yo = 0 (solid curve); yo = 1/2 (dashed curve)
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Figure 6. Profile of the east-west velocity, u(y), at x = 1/2 for two
nonlinear functionals (solid curves), and a linear functional (dashed curves).
# = 2000; yO = 0
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Estimates of the width of the inertial boundary layer (Pedlosky
(1979)) are usually given with the assumption that the streamfunction has
small amplitude, i.e. it is effectively reduced to Fofonoff's model. In midla-
titudes with 8 = 2000, the interior velocity is U = 2 cm/s and scale
length L = 2000 km, so the dimensional width is 6U = ( U)1/2 ~ 45 km .
#o
For nonlinear F, the width may be substantially larger. In Fig. 6 profiles of
the east-west velocity at x = 0.5 (1000km) for two nonlinear functionals
(solid curves) are compared with the profile of the linear one (dashed
curves). Increase of the eastward transport is compensated by the appear-
ance of the counterflow on the seaward side of the boundary current. This
phenomenon is observed in nature and is usually described as a conse-
quence of friction (see e.g. Pedlosky (1979)). As our result shows, it may
well be regarded as a purely inertial effect.
By solving (II-1) with (1-4) for various values of -y, it can be shown
that the condition (11-3) holds for all solutions on the continuation curve
to the right of the point A (solid curve), and between points A' and B'
(dashed curve in Fig. 5). Solutions with the velocity profiles given in Fig. 6
are also stable.
Above the turning point T (Fig. 5) solution changes character. If 0 is
relatively small (e.g. 200), when -Y increases there develops a strong large
eddy which covers more than half of the inertial gyre. Such a flow is not
relevant for oceanic circulation since the particle speed in the interior is
too large.
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PSI T : O.00E4
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b) q
Figure 7. The streamfunction (a) and the potential vorticity (b) for
the functional F(#)) = - 2500 b ( 1 - 0.322#0 );g = 2000; yo = 0.
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Figure 8. The enlarged area of the vortex [0.40,0.60]x[O.79,0.99] showing normalized
vorticity (a) and the vorticity after subtracting the radially symmetric part (b)
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However, as 8 increases the flow becomes slower, and the eddy becomes
smaller eventually ( at 8 = 2000 ) degenerating into a vortex of the size of
mesoscale eddy near the boundary current (Fig. 7). In Figure 5. the point
V denotes this solution on the continuation curve.
In the vortex core, the nonlinear term in F (-y, #) is larger than the
linear (Fig. 5b) and F has the same sign and nearly the same magnitude as
the #-term. In the interior, the nonlinear correction is small but not negli-
gible, so that the velocity varies from 1.7 cm/s at the southern boundary
to 3 cm/s in the northern part. Boundary current and the vortex have
particle velocities of 0.5-0.8 m/s, and contain almost all energy of the flow.
The eddy is nearly radially symmetric. Taking for the edge of the vortex
point where the streamfunction is a half of its maximum value, we find an
east-west diameter of 270 km and a north-south diameter of 240 km. The
structure of the flow becomes clearer after subtracting the radially sym-
metric part. Let
1 = ( g - exp ( R 2 ))/imax
where is the relative vorticity of the flow, R = ( r - ro )/a , ro is the
center of the vortex and a is small number which depends on properties
of the vortex (which in turn are determined by 3 and - ) here a = 0.032.
1 (Fig. 8) contains a weak asymmetric dipole. Its southern (stronger) part
is less than 10% of gmax-
The above described solution holds for yo = 0. On the other hand, if
Yo = 1 and - > 0 one obtains a solution in the form of gyre with the
cyclonic vortex near the southern boundary.
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PSI GANA= -0.40E400
11 i I I I I i Il I I I i I I i i I i I I I T
CONTOU FR -2.4000 TO 2.4000 CONTOUR INTERVAL OF 0.40000 PT(3,3)= -0.34497
a)#
P1 CAM= -0. 4E400
_ I i I I i i i i i I I T- I I I II I I I II I i i i I II
N i l [ 1 i i i 1 1 1 1 1 1 1 1 1 1 1 1 1 i1 1 1 1 1 1 i i i1ii i i i i i i i i i
CONTOUR FROM -8000.0 TO 8000.0 CONTOUR INERVAL OF 1000.0 PT(3,3)= -657.23
b) q ,
Figure 9. The streamfunction (a) and the potential vorticity (b) for
the functional F(0) = - # 0 ( 1 - 0.42 );#3 = 2000; yo = 1/2.
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Note that the vortex has always the same sign of the vorticity as the gyre
in which it is embedded.
As in Fofonoff's solution (see e.g. Pedlosky (1979) p. 289), when
0 < yo < 1, the pattern will consist of two gyres, which between the turn-
ing points T' and T" (dashed curve in the Figure 5) is similar to the linear
one, except that the northern boundary current is wider if -y < 0 while the
southern one remains in the linear regime. The opposite happens when
, > 0. Above the left turning point T', the northern gyre will develop a
small anticyclonic vortex like the single gyre solution, while the southern
one will remain unchanged. Similarly, above the right turning point T",
the southern gyre will contain a cyclonic vortex.
For higher order correction,
F ( 6 , , V) ) = 6 (1 + ")(1-5)
the solution for yo = 0,1 is similar to that of Fig. 7, except that the vortex
is smaller and more intense. If n is even, F is odd function of 0 and when
YO / 0,1, there will be two vortices near both the northern and southern
boundary current (Fig. 9). We have solved (II-1) with (11-5) for n =2,3,4,
but we expect that the same conclusions would hold for higher powers. In
contrast with previous solutions describing small vortices which exist only
for certain functional and moreover only for certain parameter values
(those which satisfy some "dispersion relation"), our solution apparently
exists for an entire class of functionals and for parameter values which
may change continuously.
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In the recent work of Malguzzi and Rizzoli (1984), equation (II-1) was
solved in a channel with F as in (11-5) with n=2. They obtained a dipole
superimposed on a shearing flow with cubic profile. However, their result
is fundamentally different from ours, because their solution exists only if
the nonlinear term 'y@/2 is small compared to unity (though not
infinitesimal, this is a "weakly nonlinear problem"). Our solution with vor-
tices can exist only if the nonlinear term is sufficiently large. More
specifically, it exists only above the turning point when
1 -1 # max > 1/2. At this point the vortex is extremely weak (see Fig.
10b), and for the strong vortex of Fig. 7 | -i 0 | max ~ 1.2, i.e. it dom-
inates the linear term. Figure 5b shows how the product |YO I max
changes with -y for the same data as in the Figure 5a. As -y -+ 0, the pro-
duct reaches the asymptotic value of -2.4. This limit is associated with the
second singular point of the partial differential operator in (II-1), the first
one being the turning point T. In the next section we shall examine the
stability properties of such solutions.
Our procedure does not guarantee that all solutions of equation (11-1)
for given F will be found. There may be additional solutions on disjoint
branches, which could be found if the number of variable parameters is
increased. One such example will be described in the Chapter III in the
context of two-layer flow.
For a single layer, we found no physically relevant bifurcation points,
although in some cases, e.g. F = -y sin ( 4 ) with -| >> 1, several
numerical bifurcations were observed, but they disappeared upon refining
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the mesh.
There is no physical reason why, for inertial flows, any one particular
relationship between potential vorticity and streamfunction which satisfies
the conditions of having a slow interior flow and being stable should be
favored over another. We have examined solutions for a number of func-
tionals to see how the flow pattern changes. Only functionals such that
F(O) = 0 were considered (this is not restrictive because if the first term in
the Taylor expansion of F is a constant it can be absorbed in yo).
For all solutions that we computed, which satisfy the above stated con-
ditions the basic pattern is qualitatively the same as Fofonoff's, only in
some instances the boundary current was wider.
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2 PERTURBATION EXPERIMENTS
Solutions with vortices do not satisfy the Arnol'd-Blumen condition
and may be unstable. It is possible to investigate the stability of such
flows numerically by solving the normal mode problem. This approach is
cumbersome and if no growing modes are found it would still be incon-
clusive. Instead, we shall solve the time dependent problem with the initial
condition in the form
= +o 
where go is vorticity of the steady solution, and g, is the perturbation:
i=MU j=MU
a3 cos(7rx+wi) cos(iry+wj)
p go i=MUj=MU (11-6)
I E E3 aij cos(7rx+w) cos(7ry+wj) |
i=ML j=ML
where a are random numbers from the interval [-1/2,1/2], while
wi and o are random numbers from the interval [0,7r]. P measures rela-
tive size of the vorticity of the perturbation and denotes L2 norm:
11
| I = (ff go(x,y) dxdy )1/2
00
The barotropic vorticity equation
- + + # - 0 (11-7)
at ax 5y B -y ax ax
was solved numerically with free slip boundary conditions (g = 0). The
timestepping scheme was leapfrog and the space discretization scheme was
second order centered finite differences with the Arakawa formulation of
the Jacobian. The experiments with low frequency perturbations were
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done on a grid 145x145, and those with high frequency on a grid 257x257.
Before we proceed with description of the perturbation experiments
we shall examine in which region of the basin the condition (1-3) is
violated and how the solution changes in the vicinity of the turning point
(Fig. 5). We have examined solutions just to the right, and to the left of
the point A (both on the lower branch). Although one of the solutions
("right") satisfies the Arnol'd-Blumen condition and the other does not,
there were no qualitative differences. Thus, it is possible that all flows
between points A and T are still stable (remember that the Arnol'd-
Blumen condition is sufficient, but not necessary for the stability). Near
the turning point T, there is a sudden change. Figure 10 shows the poten-
tial vorticity of the flow below T (upper plot) and above T (lower plot).
Note the appearance of the "hole" in the potential vorticity surface in the
place where the vortex will develop. The rest of the pattern is almost
unchanged. This suggests that the instability will be confined (at least for
sufficiently short time) to the area of the vortex. We plotted potential vor-
ticity instead of the streamfunction, because it is much more sensitive to
the changes of the parameter -y.
Equation (11-1) with (11-4), was solved with assumption that the
Rossby radius is infinite.1
1 The Rossby radius is defined as R = (gD)1/2 where g is gravitational acceleration, D
is the depth of the ocean and fo is Coriolis parameter.) For typical parameter values:
g = 10ms 2 , fo = 104 s 1 and D = 4000 m, we have R = 2000 km, which equals
the size of the basin, so the scaled Rossby radius is 1.
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PZETP K: 10 CGMPR -0.3776
CONTOUR FRIO 0.00000 TO 1600.0 CONTOUR INTERVAL O 200.00 PT(3,3)= 129.03
a) -y = -0.3776
FIETP 0- It CRM: -0.3774
CONTIOUR FROM 0.00000 TO 1600.0 CONTOUR INTERVAL O 200.00 PT(3,3)= 129.03
b) -y = -0.3774
Figure 10. Potential vorticity of the solution below (a) and above (b)
the turning point T in Figure 5a.
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It is easily seen that our solution (Fig. 7) is also the solution of the vorti-
city equation with the effects of surface deformation included:
L 2(1 -2 ( )2 ) @b + 3 ( y - yo ) + G(-1,6,@ ) 0 (II-8)
where G(Qf,6,i)= 6 @ ( I + + -y ). Note that << 1.
6R 2  6R2 i
Recently, Benzi et al. (1982) found that for the barotropic vorticity
equation with finite Rossby radius, there are two sufficient conditions for
for the stability under small but finite amplitude perturbations: first,
BG
a) 0 < < oo (11-9)
which is a generalization of (11-3), or, second,
b) - oo < < -< ( -)2
8a - L
We applied these inequalities to the vortex solution. The basin can be
divided into three parts: outside the solid curve (Fig. 11) inequality a)
holds, while b) holds within. Actually, these two regions are separated by a
gap which is very narrow, because | | << 1, and in which neither
2-6 L2
a) nor b) hold. Both conditions (11-9), as well as (11-3), were derived from
integral inequalities and they cannot show how the local instability will
occur. Nevertheless, we may expect that the vortex where b) is satisfied,
will be robust, and that instability may occur in the annulus that
separates it from the surrounding flow.
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COITOLUR FROM 0108a1 TO 3.689 CONTOUt INTEtRVAL O 0.40000E-03 PT(3,3). 0 .295341-01
Figure 11. Streamfunction of the solution from Fig. 7 (dashed lines).
Solid line separates regions satisfying Arnol'd-Blumen condition (outside)
and BVPS condition (inside).
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To examine the response of the vortex to the perturbations we per-
formed a number of perturbation experiments for various magnitudes and
frequencies of perturbations. Here we shall show results of three of them.
EXPERIMENT II-1
We shall first consider only low frequency perturbations, i.e. in which
the wavelength is of the order the diameter of the vortex or larger. Thus
let ML=1 and MU=20 and P = 1 (so the RMS vorticity of the perturba-
tion equals that of the basic flow). Figure 12a shows the streamfunction of
the initial condition. The integration time will be relatively short since the
characteristic time of the large scale flow is 108s or 1157 days, which is
long compared to the characteristic time of the vortex ( O(10 5s )). Under
the influence of perturbations, the vortex moves to the east with nearly
uniform velocity ( e 8.5 km/day) and after the time 0.08 (dimensionally
93 days) reaches the boundary. The vortex was not carried by the boun-
dary current since its velocity of translation is much smaller. There is no
dispersion prior to the collision (Fig 12b).
There is some ambiguity in determination of the time of collision.
One possibility the time when the maximum of the streamfunction of the
vortex is closest to the boundary. However, the vortex "feels" the boun-
dary earlier, so that it is more appropriate to choose the time when its
amplitude starts rapidly decreasing. In this set of experiments another
uncertainty is induced by perturbations passing through the vortex, mask-
ing the position of its center.
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PSI 7=0.000 F= 1 20
.8 29 L 
. i
H -788
.002
CONTOUR FRCa -0.80000 TO 3.2000 CON UR INTERVAL O 0.80000 PT(3,3)= 0.60906E-01
a) Initial condition; ML=1, MU=20, P=1, r=0 O, r=0
PSI T-0.080 F: 1 20
H
RFR -0.00000 TO 4.0000 CONTOUR INTERVAL OF 0.80000 PT(3,3)= 0.12252E-01
b) Streamfunction after t=0.08 (93 days).
Figure 12. EXPERIMENT 11-1
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c) Coordinates of the center of the vortex; x - solid curve; y - dashed curve.
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d) Magnitude of the streamfunction in the center of the vortex.
Figure 12. EXPERIMENT 11-1
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Thus, the above estimate of collision time has an error which is less than
D/U, where D is the length of its east-west semiaxis and U is the speed of
translation just before collision (a good estimate being the average speed
of translation). Note that the amplitude of the vortex has slightly
increased showing that the vortex may gain strength at the expense of the
perturbations. After the collision, the vortex moves to the southwest with
rapidly decreasing amplitude and after the time 0.20 (232 days) disap-
pears. This experiment was repeated with the same ML,MU and P and
only the sign of the perturbation changed. As a result the vortex moved to
the west with the same speed as in the original experiment.
This experiment was repeated with the perturbations of the same fre-
quency and sign, but larger amplitude (P=4). The perturbed vortex
moved very rapidly to the east and collided with the boundary after time
0.01 (only 16 days). In this period, there was no decrease of its amplitude
and dispersion was not observed.
EXPERIMENT 11-2
In this experiment we observed the behavior of the vortex under the
influence of the high frequency perturbations. Let P = 4, ML = 21, MU
= 60 so that the highest frequency perturbation has wavelength less than
1/4 of the vortex diameter. The vortex slowly drifted to the east (Fig.
13ab), and after the time 0.10 (106 days) collided with the boundary.
There was no dispersion and the vortex decayed only after the collision
(Fig. 13cd).
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PSI T:0.000F: 21 G0P= -4.0
H
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. 36 0 o-040 0 0
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CONTOUR FROM 0.00000 TO 3.6000 CONTOUR INTERVAL OF 0.60000 PT(3,3)= -0.18367E-01
a) Initial condition; ML=21, MU=60, P=4, r0=0, r=O
PSI T0O.0OFr 21 60P- -4.0
CONTOUR FRCM 0.00000 TO 3.5000 CONTOUR INTERVAL OF 0.70000 PT(3,3)= 0.21736E-01
Streamfunction after t=0.10 (116 days).
Figure 13. EXPERIMENT 11-2
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c) Streamfunction after t=O.12 (139 days).
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d) Magnitude of the streamfunction in the center of the vortex.
Figure 13. EXPERIMENT ll-2
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EXPERIMENT 11-3
The highest frequency of the perturbations is limited by the resolu-
tion of the numerical scheme, so in the previous experiments the smallest
wavelength of g, was approximately one third of the diameter of the vor-
tex. To reduce the relative wavelength of the perturbation, we consider a
vortex from the same class of solutions only with 8 = 200. As we men-
tioned in the previous section, in flows with relatively small f, the eddy
size will be much larger (this is clear from the scaling: 8 L2). In Figure
14a, we plot the streamfunction (h = - 0.29) of the solution. We shall add
perturbations with high frequency (ML=21,MU=40) with RMS vorticity
10 times larger than the RMS vorticity of the basic flow (Fig. 14b). After
the time 0.10 (23 days) the vortex collided with the boundary, but unlike
the previous cases, it did not disperse afterwards, but its amplitude
increased (Fig. 14cd). This is apparently a consequence of the two-
dimensional infrared cascade of energy. In the next Chapter we shall give
an example of the large vortex which is destroyed by more energetic high
frequency perturbations.
Thus, the steady flow of Figure 5 is unstable under finite amplitude
perturbations with the instability manifested by the drift of the vortex.
The speed of translation increases with the magnitude of the perturbations
and the direction of movement depends only on the nature of perturba-
tions. The vortex is very robust and does not disperse until the collision
with the boundary or under the influence of very strong perturbations.
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ONfIDUR F OM 0.00000 TO 5.6000 CONTOUR INTERVAL OF 0.70000 PT(3.3)= 0.16341Z-01
a) The streamfunction: F(#b) = -2504 ( 1 - 0.290 ); yo = 0; 8 = 200.
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b) The initial condition; ML=21, MU=40, P=10
Figure 14. EXPERIMENT 11-3
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PSI T:0. IXF: 1 40P=-10.0
c) 0 after t=0.10 (23 days)
PSI T=0. 161F: 21 40P=-10.0
d) 4' after t=0.16 (37 days)
Figure 14. EXPERIMENT 11-3
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Shearing flow may support a strong vortex ( see e.g. Flierl (1979)).
Here, there is weak shear of the basic flow surrounding the vortex. How-
ever, since the vortex survives in the perturbed flow with rapidly varying
magnitude and direction of velocity, it is unlikely that the shear has an
important influence on its motion.
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3 INFLUENCE OF FRICTION
In the next set of experiments we shall analyze motion of the anticy-
clonic vortex induced by the bottom friction without perturbations or forc-
ing.
EXPERIMENT 11-4
The steady solution of Fig. 7 was used as an initial condition for the
barotropic vorticity equation:
+ J ( ,+ 8y)=- (II-10)(9t
The bottom friction coefficient, r, will chosen to be 1 (spindown time
equals characteristic time of the large scale flow). Figure 15 shows the evo-
lution of the flow. The vortex translates to the west with increasing velo-
city and collides with the boundary at the time 0.14 (162 days). The aver-
age speed is approximately 5 km/day. Before it is deformed in the collision
with the western boundary, the dispersion is extremely small, as can be
seen from Fig. 15d (upper curve). Dependence of the distance the vortex
travels was found by repeating the first experiment with a larger bottom
friction coefficient ( r = 2,3 - spindown time is now 579 and 386 days
respectively). From Fig. 15f it is clear that the acceleration of the vortex is
proportional to the bottom friction coefficient and increases nearly linearly
with time. The distance traveled depends on the time and bottom friction
coefficient as:
d ( t ) = Co r ta3 (H-_11)
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CONTOUR FRC4 0.00000 TO 3.0000 CXIOUIR INTERVAL CE 0.30000 PT(3,3)= 0.46315E-02
a) ip after t=0.12 (139 days); r=1
PSI T I O.1E+00
CONTOUR FRCO 0.00000 TO 1.8000 CONTMUR INTERVAL O 0.20000 PT(3,3)= 0.38117E-02
b) @b after t=0.16 (185 days); r=1
Figure 15. EXPERIMENT II-4
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PSI T = 0.IE400
00NTUR FR 0.00000 TO 1.6000 CONTUR INTERVAL OF 0.20000 PT(3,3)= 0.41509E-02
c) ?$ after t=0.18 (208 days); r=1
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d) Magnitude of the streamfunction in the center of the vortex
upper curve r=1; middle r=2; lower r=3;
Dashed curves show the fit (11-12)
Figure 15. EXPERIMENT 11-4
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Figure 15. EXPERIMENT 11-4
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where CO is a constant depending on the vortex (i.e. # and -y), but indepen-
dent of friction. The dashed curve in Fig. 15f represents the fit (II-11). The
vortex translates as a solid body under the influence of the force which is
proportional to the bottom friction coefficient. Total energy of the flow
slowly decreases. A part of the energy of rotation is, through the influence
of bottom friction and the #-effect, converted into the kinetic energy of
translation. It is easy to give a crude estimate of the distribution of the
spent energy of rotation between dissipation and energy of translation.
By assuming that the vortex behaves as a uniformly rotating cylinder,
its initial energy is entirely contained in rotation:
Er(O) = -W
2
where I mR 2 - pDR 4 7r is the moment of inertia (D is depth of the2 2
ocean, R is radius of the vortex and p is density), and w is angular velocity
v
w = R , (vr is tangential velocity).
We shall assume for simplicity that the vortex retains its shape and
only its angular velocity decreases with time. Then after the time to, total
energy is
E = Er(to) + Et(to)
where energy of translation is:
mvt pDR 27rv2
2 2
and total kinetic energy at the time to expressed in terms of the initial
energy is:
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Ek(t) = [ (Vr(t )2 + 2 ( tO)) 2 ] Er(0)vr(0) vr(0)
where the first term in the bracket is the remaining energy of rotation and
the second is acquired energy of translation. From the slope of the
streamfunction in the vortex the tangential velocity can be estimated, ini-
tially vr(0) a 80cm/s and after the time to = 0.12, Vr(to) ~ 65cm/s and
vt(to) = 10cm/s, then we have:
Er(to) m 0.65 Er(0)
Et(to) m 0.03 Er(0)
Thus, of 35% of energy of rotation lost, 32% was dissipated and only 3%
was converted to kinetic energy of translation. This "engine" is apparently
very inefficient, but may be enough so to make difference in distribution of
eddies in the basin. By the assumption that the vortex does not change
shape, it follows that the change in angular velocity is proportional to the
change of the streamfunction, which changes as ip(0)(1-rt) where r is the
bottom friction coefficient. We shall also assume that t<<1 and r is at
most 0(1). Since vt is proportional to rt 2, it follows that the ratio of the
energy of translation to the dissipated energy after the time t is
Et 
_ _ Cjr2 t4  C rt 3
Er(0)-Ek(t) 1 - (1-rt)2
where C1 and C are constants and we used the fact that Et(t) << Er(t).
Thus the efficiency of the "engine" increases with r.
Warren (1967) suggested that the reason for westward movement of
the radially symmetric eddies is the #-effect. More recently it was argued
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that the Gulf Stream Rings are advected by the interior flow, although
their average speed is larger that of the mean flow (Lai and Richardson
(1977)). In our experiments, /-effect alone cannot account for westward
motion. Indeed, when the vortex was perturbed in the inviscid flow, the
direction of motion was dependent only on the nature of the perturbation.
This also shows that for our vortex the advection by the mean flow cannot
provide a mechanism for the westward movement either. We shall return
to the question of westward motion later.
The decrease of the maximum of the streamfunction is slightly faster
than linear, which for the time before collision agrees with the fit:
0( xo (t) , yo (t) ) = 0 ( xo (0) , yo (0) ) exp ( - r t) (1-12)
where xO and yo are the coordinates of the center of the vortex. From the
above relation, it follows that the basic balance in the equation of motion
in the region of the largest vorticity is:
atV2 r v2
Fig. 15e shows the x and y coordinates of the center of the vortex. Note
that the southward shift of the vortex increases with the bottom friction.
This is usually explained as a consequence of the "form drag instability".
This is manifested in the appearance of a countervortex to the south of
the main vortex. It cannot be seen in our figures since it is very weak.
In the previous experiment, the bottom friction was turned on
abruptly, so it is possible that it just "pushed" the vortex from its
(unstable) equilibrium near the boundary current and it later accelerated
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only by the influence of the 3-effect. Recall that in the experiment (11-4)
the coefficient of the bottom friction assumed values of 1,2,3. to which
this "push" would be proportional. In the next experiment we shall show
motion of the vortex under the influence of the bottom friction with the
same coefficient, only it will act for different period of time.
EXPERIMENT 11-5
There will be three runs with r=8, but in the first run the friction
was turned off after the time 0.01 (12 days), in the second after 0.02 (23
days), and 0.03 (35 days) in the third one. Figure 16b shows how the
maximum of the streamfunction and coordinates of the center of the vor-
tex depend on time. It is interesting that in the first run after the friction
was turned off, the streamfunction remained constant until the vortex
reached the western boundary. In the second and third run (lower curves)
the dispersion is more appreciable, what could be expected since the
streamfunction decreased more and the vortex approached the linear
regime. The distance traveled by the vortex (Fig 16a) increases propor-
tionately to t 2 after the friction is turned off, so that the acceleration is
constant. Apparently, the friction has changed the vortex so that now
effect alone produces a net westward force.
The Rossby wave packet propagates to the west and accelerates if its
east-west scale increases relative to the north-south one. This can be seen
from the expression for the dimensional group velocity
k- 1 2 -R-Cgx = go k 1 R
( k 2 + 12 + R-2 )2
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a) Distance traveled by the vortex, r=8;
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solid curve to=0.01; dashed to=0.02; dotted to=0.03.
Figure 16. EXPERIMENT 11-5
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where k and 1 are the wavevectors in x and y direction respectively and R
is the Rossby radius (= 2000km). If the friction acts to "flatten" out the
vortex in such a way that k decreases relative to 1 (i.e. the east-west length
increases relative to the north-south), then the vortex would accelerate.
However, inspection of the plots shows that no such deformation occurs.
The explanation in terms of Rossby wave packet is inadequate because it
applies to the small amplitude motions.
It looks that the friction makes a small modification in the shape of
the vortex in such a way that the resulting force due to the #-effect is to
the west. This mechanism is still obscure and an analytical study seems
necessary to find an explanation.
As the perturbation experiments show, the vortex has some similarity
with solitary waves. The speed of such a wave depends on its amplitude.
To see how the speed of our vortices change with their intensity, we have
repeated the above experiment with a different vortex in the initial condi-
tion and bottom friction coefficient r = 1. The functional F was also qua-
dratic but y was increased to - 0.307 (the maximum of the streamfunction
increased from 3.68 to 4.18). As expected, the velocity increased (the con-
stant CO in (II-11) increased by nearly 25%).
In the first section of this chapter, we showed that vortices similar to
the one investigated in the above experiments, exist for several nonlinear
functionals and they do not have to be anticyclonic.
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In the next
EXPERIMENT 11-6
we shall show the behavior of the pair of vortices (Fig. 9) which are
solutions of (II-1) with F(y,@O) = 6 ( 1 + I,2 ). The experiment will also
show how the friction influences the cyclonic vortex.
The solution plotted in Figure 9 was chosen to be the initial condition
for equation (II-10). We consider three values of the bottom friction
coefficient: r=1,2,3. Figure 17a shows the flow with r=3 after the time
0.16 (185 days). The cyclonic vortex behaves as a mirror image of the
anticyclonic one. Their east-west velocity is smaller than in EXPERI-
MENT II-4, and the cubic fit (II-11) is less accurate (Fig. 17d). The shift
away from the boundary is greater (Fig. 17c), but the dispersion prior to
the collision is weak, especially for small r (Fig 17b).
The EXPERIMENT II-4 was repeated with the cyclonic vortex in the
initial condition. As expected it moved to the west (with small northward
drift) with the velocity of the same magnitude as the anticyclonic vortex.
It is well known that, in Stommel's model, the westward
intensification of the large scale flow arises as a consequence of bottom
friction and a 8-effect. Since we have shown that the westward drift of the
vortex of our solution may have similar origin, it would be instructive to
see how the entire inertial gyre behaves when bottom friction is included.
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Dashed lines show the fit, (11-12).
Figure 17. EXPERIMENT 1-6
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Figure 17. EXPERIMENT II-6
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EXPERIMENT 11-7
We shall use Fofonoff's solution consisting of an anticyclonic gyre
(Fig. 2) as an initial condition for the barotropic vorticity equation. To iso-
late the effect of bottom friction, we shall not include wind stress or lateral
friction. Obviously, the total energy of the flow will decrease with time.
However, our aim is to show how the bottom friction influences the distri-
bution of the energy in the basin. The motion of the gyre could not be
observed in the previous experiment since the time of integration was too
short. In this experiment we shall not extend the period of integration but
increase the bottom friction coefficient to r = 20 (spindown time 55 days)
which will produce the same result: the center of the gyre moves to the
west and the northern boundary current slowly becomes the "north-
western" current (Fig 18b). This pattern resembles that found by Veronis
(1966) (Fig 18a), which was obtained by the spinup of fluid from rest by
the wind stress. The interior flow in our solution is nearly zonal because #
was much larger than in Veronis' experiment.
Although the specific relationship between the acceleration of the vor-
ticity extremum (eddy) and the time (1-11) may vary from one solution
to another, it is likely that for any steady or slowly varying vortex on the
#-plane, the acceleration will be proportional to the bottom friction
coefficient and that the induced motion will be westward. A laboratory
experiment could be used to verify this result.
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a) Steady forced flow with bottom friction
obtained by the spinup from the rest; Veronis (1966).
P T = O.60E-01
CONTOUR FRM 0.00000 TO 0.27000 CONTOUR INTERVAL o 0.30000E-01 PT(3.3)= 0.14437E-02
b) Evolution of the Fofonoff gyre (Fig. 2); t=0.06 (70 days); r=20.
Figure 18. EXPERIMENT 11-7
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In a rotating tank filled with homogeneous fluid and an inclined bot-
tom to simulate the 3-effect (Pedlosky and Greenspan (1967)), a strong,
slowly varying vortex can be mechanically generated. The. bottom surface
can be made of irregularly corrugated plastic sheet.
_- ~.7)
H
0
The amplitude, A, and the "wavelength" ,X, must be much smaller than
the height, H, of the elevated side of the tank, and diameter of the vortex,
D, respectively. By injecting a small amount of the polymer solution the
drag (i.e. the bottom friction coefficient) can be either increased or
decreased (Lumley, 1969) and the influence of the bottom friction on the
motion of the vortex can be determined.
Bottom friction is believed to be the main dissipation mechanism on
scales of 100km and larger (Holland (1978)). Lateral friction is important
for dissipation of small scale motions, and we expect that its influence on
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the motion of mesoscale eddies will be smaller. This applies to the barotro-
pic model, but if the fluid is stratified, and the vortex is in the upper layer,
contribution of the lateral friction to the vortex motion may be significant.
However, its influence is more difficult to assess. The reason involves the
nature of our steady state solution, which has a sharp extremum of both
vorticity and east-west velocity at the northern boundary. The vorticity
equation is now fourth order and apart from no normal flow, requires an
additional boundary condition which may may be free slip: g = 0, or no
slip: u I = 0. In either case, at time t=0, a strong wave will be generated
at the northern boundary and then propagate into the interior. Clearly, it
may have dominant influence on the motion of the vortex. Another possi-
bility would be to replace the Dirichlet boundary condition at three sides
where g / 0 by the Neumann condition = 0, and leave the DirichletB~n
condition only at southern boundary. This, however would supply energy
through the boundaries which would, at least initially, overshadow dissipa-
tion.
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In
EXPERIMENT 11-8
we shall demonstrate the influence of lateral friction on the motion of the
vortex.
The equation
S+ J ( , + gy )= (1-13)
at Re
is solved with the initial condition given by the flow plotted in Fig. 7.
Boundary conditions are # = 0 , g = 0. The friction was turned on
instantaneously with a small Reynolds number (Re=20), so that the waves
will be strongly damped. Unfortunately, this had a negative side effect of a
very fast damping of the vortex since its length scale is small. Initially the
wave from the northern boundary caused slight shift to the east, but soon
after the vortex turned to the west (Fig 19a). Its amplitude decreased
much faster than with the bottom friction.
We could not establish a quantitative relationship between the Rey-
nolds number and the westward acceleration, but this experiment has
shown at least its qualitative nature.
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PSI T = 0.40E-01
CONTIUR FRCH -0.20000 TO 1.2000 CONTOUR INTERVAL OF 0.10000 PT(3.3)= -0.90323E-03
a) 4 after t=0.04 (46 days); Re=20
Initial condition is shown in Fig. 7a.
cOU R FROM -0.30000 TO 0.90000 CONTOU INTERVAL OF 0.10000 PT(3,3)= 0.13279E-02
b) 0 after t=0.06 (70 days); Re=20
Figure 19. EXPERIMENT 1-8
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There is a clear parallel between the westward motion of the vortices
and the westward intensification of the large scale flow, induced by the
friction.
In the Rossby wave interpretation of the westward intensification,
friction contributes to the intensification only by trapping the short
wavelength Rossby waves reflected from the western boundary. Our exper-
iments suggest that the friction may play direct role in inducing the
motion of the (non)linear waves towards the western boundary and in this
way make it the most energetic region in the oceanic circulation.
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4 INFLUENCE OF THE WIND STRESS
In the previous section we have shown that the westward motion of
the vortices is associated with dissipation. Now we shall investigate how
the wind stress affects the behavior of the vortices. In another set of exper-
iments we shall show how vortices similar to our steady state solutions
may be generated.
Consider the barotropic vorticity equation with forcing but without
dissipation:
+ J(07 ,+ fly)= ro ( VXr )z(11-14)5t
where the curl of the wind stress has the standard sinusoidal profile with
one or two gyres:
( v Xr )z =-sin(mry) m = 1,2
and ro is the constant. We shall perform two experiments which are similar
to the EXPERIMENT II-4, where we compared the flows evolving with
different bottom friction coefficient.
EXPERIMENT 11-9
There will be three runs with the coefficient r0 assuming three values:
500, 1000 and 1500. This corresponds to the dimensional wind stress of
5,10 and 15 dynes cm 2 respectively, for the ocean with depth of 5000m.
These values are too large for comparison with the observed flows, but we
need strong forcing to emphasize the effects.
The initial condition is again the solution plotted in Fig. 7. The forc-
ing is turned on instantaneously. Figure 20 shows the evolution of the flow
- 69 -
in the first run (r-0= 500) after the time 0.12 (139 days). This picture is
very similar to the one obtained in EXPERIMENT 11-4 (Fig. 15a), with
the exception that the magnitude of the streamfunction has increased. The
similarity between forcing and friction in their influence on the motion of
the vortex is even more striking if we compare the plots showing the coor-
dinates of the center of the vortex (Figures 20c and 15e). The streamfunc-
tion in the center of the vortex does not increase uniformly. The reason
for is the small amplitude Rossby waves which are generated by the
instantaneous application of the wind stress. These waves also cause small
initial eastward shift. The dashed curves (Fig. 20d) were obtained from the
fit:
V)max = Omax(0) er*t (1-15)
where a > 0 is a constant independent of the coefficient of the wind
stress.
The quantitative relationship between the acceleration and the time is
more difficult to establish, but it is clear (Fig. 20b) that the acceleration is
proportional to the wind stress coefficient.
Thus, the wind stress may produce the westward force on the vortex.
Note that the curl of the wind stress had the same sign as the vorticity of
the inertial gyre and the vortex (the stress supplied energy to the flow). In
the next experiment we shall show what happens when the cyclonic wind
stress acts on the anticyclonic ocean flow.
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Figure 20. EXPERIMENT 11-9
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Dashed curves show the fit (11-15)
Figure 20. EXPERIMENT 11-9
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EXPERIMENT 1-10
is identical to the EXPERIMENT 1-9, with only the sign of the wind
stress changed. Figure 21a shows the flow after the time 0.16 (185 days).
The amplitude of the vortex decreases and is given approximately by the
fit (1-15) with the change a -+ 0.6 a (Fig. 21d). Figure 21b shows that
the vortex was drawn closer to the boundary current. This is the reason
why the absolute value of the slope, a, is smaller than before. The dis-
tance traveled by the vortex is proportional to ro and increases slightly
slowlier than t3 .
The result of this experiment may be important for understanding of
the forces acting on a mesoscale eddy in a realistic viscous forced flow. An
anticyclonic eddy under cyclonic wind stress will be under the influence of
two competing forces: friction which will drive it to the west and wind
stress which would drive it to the east. The friction could be expected to
dominate because the relatively small scale of the eddies (which diminishes
the importance of the wind stress) and large vorticity (which increases the
importance of the friction).
We have repeated this experiment with a cyclonic vortex near the
southern boundary with the expected result: under the cyclonic wind stress
its amplitude increased and it moved to the west, and under anticyclonic
stress the opposite happened. By the same argument as given above, this
would imply that cyclonic eddies embedded into the anticyclonic gyre (e.g.
Gulf Stream Rings) must move to the west with decreasing amplitude.
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Figure 21. EXPERIMENT II-10
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Figure 21. EXPERIMENT II-10
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It would be useful to perform laboratory experiments similar to those
suggested in the previous section. Instead of changing the bottom friction
coefficient, one would change the forcing of the flow which contains a
slowly varying vortex. The wind forcing may be simulated by a rotating
plate (or system of concentric plates) at the surface.
The last two numerical experiments we wanted to isolate the effect of
the wind stress and to show what is its (small) direct contribution to the
motion of the eddies. As in the previous section, this raises the question of
possible direct influence of the wind stress on the westward intensification
of the large scale flow. This will be discussed in some detail below.
In Sverdrup's theory the north-south velocity of the interior flow is
equal to the curl of the wind stress
v = (v Xr)z
From the incompressibility condition:
au + v
5x ay
it follows that the east-west velocity is:
u = (C- x ) -(VXr)z
which must satisfy the no normal flow condition on either the east or west
boundary (which specifies the constant C). By conservation of mass there
must be a fast boundary current at the opposite side of the basin. There is
complete symmetry between the east and west side of the basin and the
boundary current may be at either the east or west side. Inclusion of fric-
tion removes the degeneracy of such a flow and a western boundary
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current is shown to be necessary to close the flow. This is the usual argu-
ment (see e.g. Pedlosky (1979) pp 245-270) in both Stommel's and Munk's
model, but it may be misleading. It implies that it is friction that makes
the western boundary current and the wind stress is needed only to supply
the energy to allow for steady state solution. In the next two experiments
we shall observe evolution of the flow under the influence of the wind
stress and without friction. This flow obviously cannot be steady and its
energy must increase, however we want to observe how distribution of
energy changes with time. In both experiments we shall use a two gyre
wind stress
(vxX = - To sin(27ry)
acting on an initially motionless fluid with # = 2000.
EXPERIMENT 11-11
In this experiment forcing will be turned on smoothly as
To (t) = max (3-2 t)
to to
3Note that in the initial period, t < - to, r0 > 0 and after that r0 < 02
(to = 0.10, rmax = 100). In the next experiment we shall use forcing
which does not change the sign. Figure 22a shows the pattern after the
time 0.08 (93 days). Note the westward intensification in both the northern
and southern gyre. After the stress changes sign, the large scale flow again
shows westward intensification (Fig. 22b).
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Figure 22. EXPERIMENT lII1
3
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This experiment is important for another detail: near the northern and
southern boundary there are vortices moving eastward with the boundary
current, which are similar to the pair from Figure 9. It shows that a vari-
able wind stress may generate weak vortices analogous to our steady solu-
tions.
EXPERIMENT 11-12
In this experiment, the coefficient of the wind stress will be constant
in time ro = 2000 (# is again 2000). This corresponds to a wind stress of
20 dyne cm 2 acting on the layer of the depth of 5000m. Figure 23a shows
the flow after the time 0.04 (46 days). Again, the westward intensification
occurred in both gyres. At the time 0.09 (104 days), a modon like structure
develops along the central jet. A similar picture may be obtained from Fig.
9 by "folding over" the surface.
It is easy to see that after sufficiently long time, the pattern will
become almost inertial since the wind stress does not increase while the
vorticity (and advection terms) do, so that eventually forcing becomes a
small term in the vorticity equation. Westward intensification occurs only
in the initial period in which advection terms are not much larger than the
forcing itself.
We have made several other experiments with one and two gyre wind
stress and we conclude that a wind driven inviscid ocean flow cannot have
the pattern shown in Figure 24 (Stommel 1965). The reason for this is that
it was derived on the false assumption that the flow is forced, frictionless
and steady.
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Figure 23. EXPERIMENT 11-12
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Figure 24. Large scale inviscid circulation induced by the wind stress,
as shown in "The Gulf Stream" p. 203 (Stommel, 1965)
Compare with Figures 22 and 23a.
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In the next
EXPERIMENT 11-13
we shall observe behavior of the vortex in perturbed viscous and forced
flow, which will more closely simulate realistic conditions. The equation
(11-14) will be solved with added bottom friction (r=1); the curl of the
wind stress will be a sinusoidal single gyre with r0 = 200 ( dimensionally:
2 dyne/cm 2 in the ocean of the depth 5000m). The vorticity of the pertur-
bation is given by (11-6) with ML=1, MU=8 and P=0.2 (Fig. 25a).
Initially, under the influence of the perturbations vortex moves to the
east for approximately 300km. After the time 0.08 (92 days) it stops and
starts drifting to the west. Its velocity is uneven, although it generally
increases until the collision with the western boundary (after t=0.18 - 208
days; Fig. 25b). In the area of the collision several smaller vortices are
formed while the body of the original eddy is absorbed into the boundary
current and carried to the east with rapidly decreasing amplitude. After
the time 0.30 (347 days) it disappears. Note the very small decrease of the
mean amplitude of the vortex prior to the collision (the waves in the Fig.
25d are passing perturbations). From the mean slope of the curve we can
estimate its lifetime to be nearly 6 years.
We repeated this experiment with the same initial data except the
coefficient of the wind stress was chosen such that the following relation is
satisfied:
1 1 1 1
f f ( X-? )z dxdy = f f ( O + g, ) dxdy
0 0 0 0
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which gives ro = 140. The behavior of the vortex is essentially the same
except that its westward motion is slower (it reached the western boun-
dary after the time 0.22 (254 days)). By this time, its amplitude decreased
by approximately 30% (lifetime of the vortex would be nearly 2 years).
Decay was faster than before, because the forcing was weaker.
In another version of this experiment, the bottom friction was not
turned on. The vortex started moving to the east but did not stop as in
the previous experiments. Rather it proceeded to collide with the eastern
boundary. This shows that it is indeed the friction which plays the dom-
inant role in inducing the westward motion.
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a) Initial condition; ML=1, MU=8, P=0.2, ro=200, r=1
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b) Streamfunction after t=0.18 (208 days).
Figure 25. EXPERIMENT 11-13
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III TWO LAYER FLOWS
In this chapter we shall discuss three types of patterns of stratified
steady large scale circulation. In the first section we shall briefly describe
the numerical method. In the second two types of baroclinic flows with
barotropic component will be described. They include a generalization of
the vortex solution from the preceding chapter, and a generalization of
Fofonoff's gyre, which has a potential vorticity distribution similar to the
observed large scale flow (Keffer 1985). The robustness of vortices and
their behavior in viscous forced flow will be discussed in the third section.
In the fourth section we shall describe a "pure" baroclinic mode of general
circulation.
Large scale oceanic flows in midlatitudes are governed by the quasi-
geostrophic vorticity equation (Pedlosky (1979)):
[ + ]2 [ a92a 9 + a 1a + oy } =0 (III- 1)at ax By7 By 8'x T-5z S az
where V2 is two dimensional Laplacian operator, S is the stratification
defined by S = (R-)2; L is the length scale and R is the Rossby deforma-
L
tion radius:
R = N,(z)D
f
D is the depth of the ocean, N,(z) is Brunt-VisKlE frequency and f is
Coriolis parameter. Since we shall consider large scale flow, a rigid lid
approximation for the surface is appropriate.
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The two layer equations are:
+ ( v 2'b 1 + F ( iP2 - 1))at
(III-2a)
=(7 X-)k + V4 71Re
-(72 +F 2 (i1i- 02  +
at
(III-2b)
+ j ( 02 1,72, 2+ F2 ( 1 -'02 ) + gy )
2 Re
where r is bottom friction coefficient, Re is Reynolds number, T is wind
stress and F 1 and F 2 are coupling constants defined by
fo is Coriolis parameter,
Di and D 2 are depths of
difference of densities.
_ fo2_L 2
F, = f 2L2(III-3b)
g ( Ap/p ) D1 b
_ fo2 L2
F2 = f 2L2 -(III-3b)
F2  g ( Ap/p ) D2
L is scale length and g gravitational constant.
upper and lower layer respectively, while Ap is
For large scale flow in midlatitudes, typical values of these parameters
are:
= 2 10-1
p
fo = 10-4 S-1
L = 2-106 m
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Di = 1000 m
D2 = 4000 m
so that 8 = 2000, F 1 = 2000 and F 2 = 500.
If friction and forcing are neglected, steady state equations are:
2 +F 1 ( 2- )+ (y-y1)+fi#1=017 2, 1 + F,( 02 -0 1 ) + # ( y j) +f, ( iP,)=0
(111-4)
V2 2, 2 + F2 ( 1b' - 0 2 ) + # ( y - Y2 ) + f2 ( '02 ) = 0
where fi ( #1 ) and f2 ('b 2 ) are arbitrary analytic functions, and
y1 and y2 are constants which we shall choose from the interval [0,1].
The height of the interface is given by:
D2
h2 = - ( 1 + e F 2 ( 2 - 1)) (111-5)D
where D is total depth of the ocean and ie is Rossby number ( E = ).
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1 NUMERICAL METHOD
A discrete approximation of the equations (III-4) on the grid of mn
points (in x and y direction respectively) can be written as the system of
2mn nonlinear equations:
Gi(@i,yiy) = 0 i = 1,...,2mn (III-6)
which is solved by Newton's iteration (we shall drop subscript i for simpli-
city):
1. For the initial guess e/ we find the correction vector be from:
BG(eq~)o 
-Gfy,
ap
2. We form the new approximation:
ek+1 = k +6k
This procedure is repeated for k = 1,2,3..., until the L2 norms of the resi-
dual and correction satisfy given tolerances: |G(V)| < ci; |6PI < 62. In
our computations we choose el = 10-5 and E2 = 10-3.
In this form, Newton's method is only locally convergent. To insure
convergence and find all solutions of the system, some form of continua-
tion in the parameter(s) must be used. The simplest and the most efficient
form is a first-order predictor-corrector method, where the predictor is
obtained by Euler extrapolation and Newton's iteration is used as the
corrector. Let -y be the continuation parameter, then a guess for the solu-
tion ab at -f + &y is obtained from:
)= ( + Sy (III-7)
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Since G($(Q+6f),'+&-) must be zero, application of the chain rule immedi-
ately gives a linear equation for the "tangent vector" --
9G a/ BG
=, -l 1-- II8
Euler's method (1I1-7) is only first order accurate in o-y, but it can be
shown that it gives as good an initial guess for Newton's iteration as
higher order methods while being simpler and computationally cheaper.
Such a simple continuation procedure works as long as the Jacobian
( ) of the nonlinear system is not singular. If -Yo is a singular point, the
solution for -y>-yo may not exist and the procedure (111-7) will fail. Clearly,
near the singular point -j must be regarded as a variable and not as an
arbitrary parameter. Thus an equation for -y must be added to the system
(111-4) in such a way as to make the Jacobian of the inflated system non-
singular. In order to skip over the singularity a new continuation parame-
ter must be introduced.
In the pseudoarclength procedure (Keller (1977)), we consider - and i
as functions of the parameter s, and look for the solution of the inflated
nonlinear system:
= 0
(III-9)
= 0
where N(P,,,s) is constructed to make the Jacobian of (111-9) nonsingular.
To this purpose, we require that - and -'Y satisfy the arclength condi-
as as
tion:
- go -
I s 12+1 (s) 12 - 1 = 0Os
However, in practical computation we shall know only 0 and y and their
derivatives with respect to s at the initial point so.
and -y at a point s > so we replace 2-0
as
and -L
as
To obtain the value of
by their finite difference
analogs to get:
N( ,s) = s)-so))Os
(III- 10)
83y(so)
+ (s , (s)--Y(so)) + s - so=0
which is needed additional equation for (III-9); (-,-) denotes an inner pro-
duct.
The tangent vector as
as
, can be obtained from the relation analo-
gous to (111-8):
BG
8@
S(so) 
=
as
BG
8I . 2s (so)as (111-11)
can be treated as an arbitrary constant in (III-11) and determined
os
from the arclength normalization condition:
ws
while its sign is determined from
8@(so) __(s)
5Os Os
O8y(s0 ) 8I(s))0
+ ( , )>0
as as
IaoOs-
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which insures that the continuation is "forward". Thus, the initial guess
for Newton's iteration is given by the analog of (111-7):
= (so) + (s-so)
as
-Y(s) = -(sO) + (s-so) as
as
The stepsize As = s-se must be chosen sufficiently small to insure conver-
gence, but large enough to make the computations economical. In a
straightforward approach, one would choose large As and, if the procedure
fails, keep reducing it by half until convergence is achieved. This is com-
putationally expensive and a good estimate for stepsize can be obtained
from the curvature of the continuation path and the error of the previous
step as described by Rheinboldt (1978).
Partial differential operators in (111-4) are discretized with finite
differences using a standard 5 point molecule. In each Newton's iteration
during the continuation procedure one has to solve a linear system of the
form:
Q =G daG [a] (111-12)
dG and N are column and row matrices respectively and dN is a constant.
Turning back to the system (111-4), we note that T corresponds to the
(9G ONJacobian matrix ( ) of the original system, N - 1N and dG and dN
are derivatives of G and N with respect to -y. Figure 26 shows the struc-
ture of the matrix Q. Such bordered system can be solved by block gaus-
sian elimination (see e.g. Keller (1977)), which requires one decomposition
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of the matrix G and two back solves. The algorithm is:
1. Find u and v such that:
Gv=dG
Gu=a
2. Form the solution:
b-(N,u)y = dN - (Nv)
x = u - y v
From the structure of the equations (111-4) it is clear that the matrix G (we
shall drop bar for simplicity) can be written as:
G = C (111-13)
where C and D are diagonal matrices with elements given by (111-3) while
matrices A and B are discrete analogs of the operators:
V2 - F1 +
(III-14)
B3 = v2 - F2 + 92 )
8902
However the matrix G has bandwidth mn where m and n are number of
grid points in x and y direction respectively. Consequently its inversion
would require work and storage of the same order as the direct decomposi-
tion of the matrix Q. Noting that the C and D are diagonal with constant
elements we can make an "inner" block elimination in the process of
inverting Q. It is easy to show that the inverse of the matrix G is given
by:
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G-1 = z (III-15)
where matrices X, Y, W, Z are defined by:
X=-[CD-BA ]~B
Y=C [CD-BA]-1
W=D [CD-AB]-1
Z =-[CD-AB]-'A
so that it is necessary to decompose two matrices, namely FjF 2 - BA and
FjF2 - AB which have bandwidth 2 min (m,n) . It is clear that in the pro-
cess of inversion of the matrix Q, FIF 2 - AB can be overwritten on the
matrix FjF2 - BA. Note that because of the nonlinear terms,
andb
(9f2(02)
and a 2  , A and B do not commute. The storage needed is only
twice as large as for the barotropic equation, while the work is increased
by a factor of eight.
The continuation calculations were done on the grid 31x31 ( when
dimension of Q is M = 1683 ) and at the desired points in the parameter
space the solution was also found on the grid 47x47 ( M = 4051 ). This
allowed us to check whether the coarse grid solution was spurious, and if it
was not, fourth order approximation was obtained from Richardson extra-
polation. For selected functionals continuation was also made on the grid
37x37. By comparing solutions on the various grids and those obtained by
extrapolation we found that the maximum error (after extrapolation) was
less than 2%. Since computation of the determinant of the matrix G
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would be too expensive, bifurcation points were not detected.
We have made two approaches to the solution of the system (111-2). In
the first one continuation was started from the solution of the "linear"
problem (two layer generalization of Fofonoff's result). This approach is
fairly simple, since several natural parameters of the problem (#,F1 ,F 2)
were kept constant. Although flows with strong vertical shear were found,
all solutions had significant barotropic component. To find a "pure" baroc-
linic mode, we considered an eigenvalue problem which arises from lineari-
zation of (111-4), and used natural parameters for continuation.
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Figure 26. The structure of the matrix Q (111-12)
for the two layer equations (III-4).
Solid lines show nonzero elements. Dotted vertical and
horizontal line show the partition of the submatrix G.
Shaded area shows the storage needed for the
decomposition of the entire matrix.
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2 MIXED MODES
In this section, we shall describe two classes of the steady state solu-
tions which are "mixed" i.e. they are baroclinic but have a barotropic com-
ponent. The first one will be a two-layer generalization of Fofonoff's gyre,
and the second one will be a generalization of the vortex solution from the
previous chapter.
A straightforward extension of the Fofonoff's result to the two layer
model can be easily obtained by assuming that fi(1 i) and f2(,0 2) are linear
and solving (111-4). If it is further assumed that y1 = y2, one obtains just
two inertial gyres stacked one upon another. If y, 3 y2, one can obtain a
strongly baroclinic flow. In particular when yi = 0 and y2 = 1, the pat-
tern consists of two gyres in each layer, of which the northern (anticy-
clonic) dominates in the upper layer and the southern (cyclonic) dominates
in the lower. Two smaller gyres, cyclonic on the south side of the upper
layer and anticyclonic on the northern side of the lower layer, are remain-
ing weak barotropic components of the flow. However, such a pattern does
not have a counterpart in the observed circulation and moreover may be
baroclinically unstable. We shall describe a solution which is stable and
has the potential vorticity field field similar to the observed one. As men-
tioned in the introduction, potential vorticity maps compiled by Keffer
(1985) show that in the midthermocline (Keffer's layers B and C) the
potential vorticity is nearly homogeneous in the interior of the oceanic
basins. This is not the case in the deeper layer, where q is dominated by
the planetary vorticity (e.g. North Atlantic). He described the q filed in
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four layers; we have to choose two of them. The surface layer is under the
strong influence of the atmospheric disturbances (it is essentially Ekman
layer) and cannot be approximated by the inertial flow. The upper and
mid-thermocline regions show homogenization (the depth is 200-500m) and
one of them will be compared to the upper layer of our model. Layer D
will be compared to our lower layer. In Keffer's study, the layers are rela-
tively thin, but we shall take these two layers to represent the entire
depth of the ocean. The main reason is technical. For large scale circula-
tion with thin layers with small difference in density, the coupling con-
stants F1 and F 2 become very large giving very sharp boundary layers.
Since our scheme is only second order accurate and the finest grid is
47x47, the effective upper limit for F1 and F 2 is approximately 4000. How-
ever to make sure that the solution is not spurious, we have to solve the
equations on at least one more grid (which must be coarser), so that F1
and F 2 should be at most 2000.
We shall consider the basin with length, L = 2000km, scale velocity,
U = 4cm/s, giving # = 1000 and e = 2-104. Layer depths will be
Di = 1000m and D2 = 4000m. If - 2-10-3, we have F 1 = 2000 andP
F 2 = 500 (Rossby radii are 22.3km and 44.7 km respectively).
In (111-4), let
fi(n 1 ) = - sinh(-y(@i-a)) - sinh(a-y)
f2( 2)= -K2
Recall that fi = - q and f2 = - q2. For the solution which is only weakly
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baroclinic, we expect that in the interior the streamfunction will be
approximately proportional to y (compare the barotropic solutions). Then
fi will, for large -y, have a "shoulder" around the latitude a. We shall set
a = 0.3. In the lower layer q is proportional to 0p2 i.e. it is close to y.
Figure 27 shows the potential vorticity distribution and the streamfunc-
tion of the flow with -y = 21.68 and 6 = 1734.4. Both the upper and
lower layer consist of an anticyclonic gyre. The northern boundary current
has a maximum speed of approximately 90 cm/s in the upper layer and 65
cm/s in the lower layer. The flow is only weakly baroclinic (maximum
dimensional deviation from the mean height of the interface is approxi-
mately 65m). It is easy to show that this solution satisfies the generalized
Arnold-Blumen condition and thus is stable under small but finite ampli-
tude perturbations.
For comparison, we show in Figure 28, the potential vorticity field for
the Atlantic Ocean (from Keffer 1985) for the midthermocline (layer C)
and lower thermocline (D). Note the similarity of our solution to the North
Atlantic Gyre.
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PSI GA=0.217E402 I
ONTOUR FROM 0.00000 TO 0.50000 CUNfT INTERVAL OF 0.10000 PT(3,3)= 0.11549E-01
a) e1
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CDNTOUR FROM 0.00000 TO 0.40000 CONT1DR INTERVAL OF 0.80000E-01 PT(3,3)= 0.21514E-01
b) '#2
Figure 27. The streamfunction of the mixed mode;#=1000; F 1=2000;
F2=500; fl(#P1)=-sinh(21.68(@iP-0.3))-sinh(6.504); f2( 2)=-1734.4@b2
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d) q2
Figure 27. The potential vorticity of the mixed mode
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Figure 28. Potential vorticity field, Atlantic Ocean.
(Keffer, 1985)
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In the second chapter, we showed that nearly radially symmetric vor-
tices can exist in the homogeneous fluid in the basin. Here we shall show
that similar vortices exist in the stratified fluid. Consider the flow with
0 = 500, (L= 1000km, U=2cm/s); depth of the upper layer 800m, and
lower layer 4000m and = 2-10-3. Then the Rossby radius of the upper
p
layer is R1 = 40km and of the lower layer is R2 = 89.1km. The constants
F1 and F 2 are 625 and 125, respectively.
Let:
fi (, , $1 ) = C1 '#1 (1 + 12
(III-16)
f2 (M, , 2 ) = C2 'I2 (1 - 2 2
As in the barotropic case, constants C1 and C2 must be negative in
order to obtain slow westward interior flow. Knowing the results for baro-
tropic flow, we expect that polynomial-type functionals will have one solu-
tion similar to the linear one, and the other will have a small vortex near
the boundary current. In the region where the particle velocity is large,
nonlinear terms will dominate, and because of the form the functionals
chosen, it is clear that they will produce strong vertical shear. We shall set
C1 = C2 ( = - s ) So that the interior flow will be almost barotropic even
with large -y. The choice of yi and y0 will determine whether there will be
one or two gyres. We shall set y1 = y, = yo = 1 so that the gyre will be
cyclonic and a fast eastward current will appear at the southern boundary.
When - = 0 ( linear case ), the flow is barotropic. For -0.66 < -y < 0
and 0 < y < 0.32 there are two solutions. From Figure 29 we infer that
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on the lower part of both the left and right branches, the solution is still
essentially barotropic (the solid curve representing maximum value of
I 01(-j) - 02(-y) is nearly zero). Above the turning point (T') a strong
cyclonic vortex appears in the upper layer (dashed curve), while in the
lower layer (dotted curve) flow remains almost linear. For positive -Y the
layers reverse their roles. The curves are not symmetric with respect to the
vertical axis because the layers have different depth. Figure 30 shows the
solution at -j = -0.406 on the upper part of the left branch (this is the
point V on the continuation curve). Maximum particle speed in the upper
layer vortex is 55 cm/s which is about 10 times faster than the maximum
velocity in the lower layer vortex. The dimensional diameter of the vortex
is approximately 150km. A rough balance of the terms in the vorticity
equation, near the center of the vortex, is given in the following table:
upper layer lower layer
3400 170
-450 -450
S 1350 -270
q 4300 -550
f is the relative vorticity e is the planetary vorticity, S is the stretching
term and q is the potential vorticity.
In the figures 30ef, the normalized potential vorticity in the area of
the vortex is shown ([0,40,0.60]x[0.01,0.21]), in the upper and lower layers.
While the lower layer vortex is almost radially symmetric, the upper layer
vortex has more complicated structure. We shall subtract the radially
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symmetric part of the potential vorticity
i_( q'- e "' )91 -
1 q9max
for i=1,2, with ai = 0.037 and a2 = 0.17 Figure 30g shows the underly-
ing structure (qi1), which is an asymmetric quadrupole. q in the northern
part is approximately 22% of qmax. In the lower layer, deviation from
radial symmetry is less than 4%. The values of a, show that the vortex in
the upper layer is much more intense than in the lower layer.
Maximum (dimensional) displacement of the interface is 223 m, so
that the eddy is not strong. The reason for choosing the solution with rela-
tively weak eddy was to show that, when perturbed, it has about as long
lifetime as stronger vortices. In the next section we shall examine its
robustness and behavior under the influence of perturbations. The choice
of the functionals (111-16) guarantees that the flow in the interior will be
almost barotropic. In perturbation experiments we shall try to determine
whether the vortex is baroclinically stable and we wanted to eliminate the
possibility of the development of baroclinic instability in the interior of the
basin.
The equation (111-4) was also solved for various other functionals. In
general, functionals of polynomial type will give one solution which con-
tains a small vortex. As in the barotropic fluid, such solutions do not
satisfy sufficient condition for stability.
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Figure 29. The continuation curves for the functionals (III-16).
Dashe d curve shows I 01(, ) | max; dotted curve is | #b2() I max;
solid curve shows the maximum of the absolute value of
the scaled deviation from the mean height of the interface
( l '01(- 2(Y)| max.). T' and T" are the turning points.
Point V denotes the solution shown in the Figures 30,
and V' the solution in the Figures 33ab.
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Figure 30. The streamfunction for the functional (111-16); #=500; -1=-0.406;
C 1 =C 2 =-#; y0=
1
. This solution is denoted by V in Fig. 29.
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Figure 30. Potential vorticity
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Figure 30. Enlarged area of the vortex [0.40,0.60]x[0.01,0.21) showing
the potential vorticity.
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Figure 30. The potential vorticity after subtracting radially symmetric part.
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3 EVOLUTION EXPERIMENTS
In this section we shall examine evolution of the solutions with vor-
tices under the influence of perturbations, friction and forcing. Such solu-
tions do not satisfy the Arnol'd-Blumen condition and in the previous
Chapter we showed that their analogs in homogeneous fluid are indeed
unstable. In the first two experiments we shall observe the evolution of the
perturbed flow without friction or forcing. In the third experiment we shall
show the effect of bottom friction on the lower layer vortex, and in the
fourth we shall see how the upper layer vortex behaves in perturbed,
forced and viscous flow.
The equations (111-2) were solved numerically using the method
described by Holland (1978) (see also the Appendix). The grid in the first,
third and fourth experiments was 145x145, while in the second experiment
it was 193x193.
EXPERIMENT III-1
For this experiment we shall use a solution with a cyclonic vortex in
the upper layer near the southern boundary current (Fig 30). Streamfunc-
tion of the perturbation in both layers was chosen in the form:
i=MU j=MU
ai, sin(igrx) sin(j7ry)
=P r i=ML j=MLi=MU j=MU|, E, ai, sin(iirx) sin(jiry) |
i=ML j=ML
where ai,j are random numbers from the interval [-1/2,1/2].
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Figure 31. EXPERIMENT III-1
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Figure 31. EXPERIMENT III-1
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We shall consider low frequency but relatively large amplitude perturba-
tions: ML=1, MU=20, P=0.75. The shortest wavelength of the perturba-
tions is approximately 2/3 of the diameter of the vortex. Figures 31 show
the streamfunction of the initial condition and after the time 0.04 (23 days
- characteristic time of the flow is 5-107 s ). The vortex moved rapidly to
the east and collided with the boundary. In the Figure 31c it can be seen
in the lower right corner. Note that the perturbations were sufficiently
large to destroy the boundary current, but up to this time did not destroy
the vortex. After the collision, vortex decayed as in the barotropic case.
In the
EXPERIMENT 111-2
we examine the behavior of the vortex in flow with high frequency
perturbations. In order to decrease relative wavelength of the perturba-
tions we shall as in the homogeneous flow, consider low # vortex which is
much larger relative to the size of the domain. Let L=1000km and
U=10cm/s, then # = 100. Depths of the upper and lower layers will be
800 and 4000m, so that the Rossby radii are 40 and 89km, respectively.
The Rossby number is 10-3. The functional relationship between the
potential vorticity and the streamfunction is still (111-16) with
C 1 = C2 = - #, and -' = -2.617.
Figure 32ab shows the streamfunction of the unperturbed vortex in
both layers. The vortices are weaker than before and the barotropic com-
ponent is relatively stronger. Note that outside the vortex, the flow is
almost barotropic so that the entire available potential energy is in the
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vortex itself.
Let P=0.1, ML=20 and MU=40 so that the smallest wavelength of
perturbations is approximately 1/5 of the diameter of the vortex.
Although the amplitude of Op is small, the perturbation has large energy
and enstrophy because of its high frequency. Energy is approximately 5
times larger and enstrophy 600 times larger than that of the basic flow.
Figure 32cd shows the streamfunction of the initial condition. At the time
0.08 ( approximately 10 days - characteristic time of the flow is 107 s )
there is substantial decline of the amplitude in both upper and lower layer
(Figure 32ef). It is interesting that while the amplitude of the upper layer
vortex decreased by 45% the difference of the streamfunctions (i.e. height
of the interface) decreased by only 25%. As the relative vorticity
decreases, the vortex moves northward to conserve the potential vorticity
(small westward drift is a consequence of the perturbations). After the
time 0.08 the amplitude of the vortex started slowly increasing ("infrared
cascade"), but this vortex cannot be identified with the original steady
solution.
There was almost no change in the available potential energy during
the integration and we conclude that the instability of the vortex is baro-
tropic.
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Figure 32. EXPERIMENT 111-2
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Figure 32. EXPERIMENT 111-2
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Figure 32. EXPERIMENT 111-2
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In the Chapter II we established the relations between the bottom
friction or forcing and the motion of the vortex. In the two layer model
situation is more complicated because of the interaction between the
layers, and because the forcing and friction act on the different layers. In
stratified fluid lateral friction may play a more important role than the
bottom friction, but in demonstrating it we would again encounter
difficulty with the discontinuity in the initial condition. Therefore, in the
last two experiments only the bottom friction and the forcing will be
included.
EXPERIMENT 111-3
Consider the flow with the same parameters as for the vortex of Fig-
ure 30 and the same functional relationship only with -y = 0.122 (point V'
in the Figure 29.). As can be seen from Figure 33ab, the vortex in the
lower layer is stronger. We shall use this solution as an initial condition for
the equations (111-2), without forcing or lateral friction, but with the bot-
tom friction (r=10), which is turned on instantaneously. The vortex
moves to the west, but with a much larger northward component than in
the barotropic flow. Figure 33cd shows the streamfunction after the time
0.12 (70 days). In order to conserve the potential vorticity, the cyclonic
vortex in the upper layer disappeared, and a weak anticyclonic vortex
appeared above the weakened lower layer cyclonic vortex.
- 119 -
PSI I T 0.0%400
% I I I l I i 1 I i i 1 i i i i I I
CMlTOUR FRCm -1.8000 To 0.00000 COTOUR INTERVAL OF 0.30000 PT(3 3)= -0.50667
a) 01
PSI 2 T 0.00EO00
cONTOUR FRIM -4.2000 To0 .00000 CONffAUR INTEVAL OF 0.70000 PT(3,3)= -0.51784
b) 'z2
Figure 33. EXPERIMENT III-3. Initial condition.
This solution is denoted by V' in Fig. 29.
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d) 1#2 after t=0.12 (70 days)
Figure 33. EXPERIMENT 111-3. P=0; r=10.
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We have repeated the same experiment only with the vortex of Fig.
30. in the initial condition. When the bottom friction was turned on the
vortex was drawn into the boundary current and immediately carried to
the east. This is easy to explain through conservation of the potential vor-
ticity. Friction caused a decrease of the amplitude of the lower layer vor-
tex, which in turn increased the height of the interface (stretching term in
the upper layer), so that the relative and planetary vorticity in the upper
layer had to decrease, and the vortex moved southwards (i.e. into the
current).
EXPERIMENT 111-4
In the last experiment we shall consider the flow with the vortex (Fig.
30) in perturbed, viscous and forced flow. with r=4, P=0.25, ML=1 and
MU=6.
Figures 34ab show streamfunction of the initial condition. Perturbed
vortex moves to the west with almost constant speed (z 2.7 cm/s ). This
shows that the motion of the vortex is influenced primarily by the pertur-
bations, while bottom friction plays a secondary role. After the time 0.30
(174 days) the vortex reaches the western boundary (Figures 34cd) and is
subsequently absorbed into the southern boundary current and carried to
the east. Kinetic energy of the upper layer increases due to the wind
stress up to the time 0.33, when it levels off. In the lower layer, kinetic
energy slowly decreases and after the time 0.25 remains nearly constant.
Available potential energy of the flow is nearly constant for the time of
integration. A strong vertical shear exists in the area of the vortex but
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baroclinic instability was not observed.
We have performed several other perturbation experiments with vor-
tices of various intensities and with different perturbations. In some
instances, in the regions of strong vertical shear, baroclinic instability was
observed, but never in the region of the vortex itself.
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Figure 34. EXPERIMENT III-4
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Figure 34. EXPERIMENT III-4
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f) Magnitude of the streamfunction in the center of the vortex
Figure 34. EXPERIMENT 111-4
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4 PURE BAROCLINIC MODE
The examples of steady stratified circulation shown in the second sec-
tion had a barotropic component. Now we shall show that there exists a
pure baroclinic mode of the steady general circulation.
Instead of taking "linear" flow on the 3-plane as the initial point for
the continuation, we consider the following eigenvalue problem:
v27 1 + C'01 + 61 ('02-0 1) = 0 (III-17a)
V2,2 + C#'2 + 62 (01-02) = 0 (III-17b)
where 61 , 62 and C are constants. Solution of this system exists for a spe-
cial choice of parameters and we set:
62 = - 177r2 /5
61= - 687r2 /5 = 462
C = 0
when the solution is:
4'1(x,y) = sin(7rx) sin(47ry) (111-18)
1
2(x~y)= - - sin(7rx) sin(47ry)4
Although (111-17) is a special case of the equation (111-4), it has no physical
significance. The coupling coefficients 6b = Fi are negative, implying that
the Rossby radius is imaginary and the 8-term is zero. This solution is
needed for mathematical convenience only. We shall use it as a starting
point in the continuation procedure described in the first section of this
chapter.
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Before we can start with the procedure, there appears a technical
difficulty. Since we are using only a second order accurate finite difference
scheme on a relatively coarse grid, the solution (111-18) is not sufficiently
close to the true solution of the discrete problem which we need. By
applying inverse iteration to the system (111-17) the constant C was deter-
mined (on the grid 31x31 C ~ 2.30). Now we consider the following prob-
lem (let 62 = 6):
v2 1 - (2a+1)C# 1 + 46(02-01) - _y (@k3-6(y-yo)) = 0 (III-19a)
V 2 - aCi/ 2 + 6(,1-02) - -j (2@23-6(y-yo) = 0 (III-19b)
with yo = 1/2
For a = -1, and -y = 0 (111-19) reduces to (111-17). Parameters,
(a,6,-), in upper and lower layers need not be the same. We had to assume
a special relationship among them in order to keep their number at a
minimum for computational reasons. It appears that three is the smallest
number of free parameters for which a new flow pattern can be found. At
present, there are no systematic procedures for continuation in more than
two parameters (Jepson and Spence (1985)). Usually the problem is solved
by varying one parameter while keeping the other constant, then change
the next parameter and repeat continuation in the first parameter. This
procedure is very expensive and, since we know region in the (a,'Y,)
parameter space which is physically significant (note that 6 = F 2;
46 = F 1 and 6-y = #), we shall adopt another approach.
Basically, we shall reduce the continuation procedure in three parame-
ters into three consecutive continuations in one parameter with the path
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directed towards the physically relevant region of the parameter space
(-Y >> 1, 6 >> 1). It is clear that a solution exists only within certain
surfaces in the (a,-1,6) space. When the boundary of the domain of the
existence of solutions is reached (it is a singular point in one of the param-
eters), continuation may proceed if the singularity is the turning point, or
else it is switched to another parameter, always keeping in mind that the
path must end with large positive values of -y and 6. The third parameter
,a, is unphysical and will be changed in such a way as to allow increase of
the other two. The surface which separates regions in which the solutions
exist from those where it does not will remain unknown. Determination of
its shape would be computationally very expensive and in the present
problem is not relevant, since we could choose some other functionals (e.g.
with 05) which are equally good for (111-4) but for which details of the sur-
face may be very different.
We must start continuation (Figure 35) in y, because it measures the
size of the nonlinear terms, while a and 6 are kept constant. At -Y = 80.3
there was a turning point after which -y decreased to 13.4 when continua-
tion was switched to a ( with the first point being the last point of the
previous continuation path). After twelve steps the prescribed maximum
value of a (; 400) was reached and continuation in 6 was performed until
another turning point was reached. This completed the first cycle of con-
tinuation paths. Since the desired value of -y was not reached the cycle was
repeated.
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t.o
Figure 35. The continuation curve for a pure baroclinic mode
in the (a,6) space. Point B is the beginning of the path,
T are the turning points and E is the end point.
Dashed curve is the projection of the path onto the (a,b) plane.
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The final point was (a,,,) = ( 402 , 136 , 102 ) which corresponds to the
oceanic basin with scale length L = 1000 km, scale velocity
UO = 1.22 cm/s (gradient of the Coriolis parameter 8 = 815 ); depths of
upper and lower layers are 1000 and 4000 m respectively and
AP/po = 2.5-10-3. F1 and F 2 are 408 and 102 respectively, which
correspond to the Rossby radii R1 = 50km and R2 = 100km. The Rossby
number is 1.22-104.
Although a is not a physical parameter, it cannot be chosen arbi-
trarily. When it is sufficiently small no solutions with large -f and S were
found. Whether the physically relevant values of -y and 6 will be attained
or not depends on the path taken. If continuation in -y is followed by con-
tinuation in 6 instead of a, a limit point was reached at 6 = 0 beyond
which no solutions could be found even as a is increased.
Figures 36ab show the streamfunction. Gyres in the upper and lower
layers have opposite vorticity. They are separated by a narrow jet (east-
ward in the upper layer and westward in the lower). Northern and south-
ern boundary currents in the upper layer flow to the west.
In the upper layer magnitude of the streamfunction decreases away
from the jet, so that the circulation resembles two connected Fofonoff
gyres (as was found recently by Marshall et al. (1985)). However, the simi-
larity is only superficial, since the "linear" solution is not analytic (there is
discontinuity at the latitude yo - center of the jet), while the nonlinear
solution has continuous derivatives. From the convergence of the fourth
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order Richardson extrapolation, it can be inferred that at least the first six
derivatives of the streamfunction are continuous.
In the lower layer circulation is closer to a typical two. gyre barotropic
pattern, which can be expected since it is much thicker than the upper
layer.
Figure 36g shows relative displacement of the interface. Its slope in
the interior is small and the depression (elevation) from the mean height is
largest near the center of the gyre (approximately 230 m). Interior flow is
westward in both layers.
Rough balance of the terms in the vorticity equation and maximum
east-west velocities are given in the following table (only values for the
northern gyre are given):
boundary current interior northern part
of the jet
900 0 1400
350 200 50
S1  1150 1900 1150
qi 2400 2100 2600
,2r -700 0 -300
P 350 200 50
S2 -300 -500 -300
q2 -650 -300 -550
center of the jet
U, -77 -0.7 +88
U2  +60 -0.7 -32
gir is the relative vorticity in the i-th layer, gP is the planetary vorticity, Si
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is the stretching term and qi is the potential vorticity. Velocities Ui are in
cm/s.
Note that the potential vorticity is nearly homogeneous in the interiors of
the upper layer gyres (Fig. 36e).
Such a circulation pattern can be compared e.g. to the North Atlantic
subtropical and subpolar gyres in the upper layer. The jet in the lower
layer corresponds to the deep countercurrent observed along the coast of
North America. Like observed free jets, this one is not stable (it can be
shown that this solution does not satisfy generalized Arnol'd-Blumen con-
dition).
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IV CONCLUSIONS
The results of the thesis can be summarized as follows:
1. The only steady solutions that we could find, which are both
stable and have slow interior flow, are qualitatively of Fofonoff
type. They have fast eastward boundary current at the northern
and/or southern edge of the basin and a slow westward interior
flow. Showing that this holds for a number of functional relation-
ships between potential vorticity and the streamfunction, does not
prove that it is true for any relationship, but it certainly indicates
that its plausibility.
2. In the framework of quasigeostrophic dynamics, both bottom
and lateral friction can act as a mechanism for conversion of kinetic
energy of rotation into the energy of translation. Thus friction can
act as accelerating force on vortices. Since in all of our experiments
with barotropic flows, bottom friction caused westward motion of
the vorticity extrema (at least for short time), it is possible that this
would happen to any homogeneous rotating flow. 1
1In the Part II we found that, when the bottom friction is turned on the vorticity ex-
tremum shifts to the west, with small southward shift if the extremum is negative, or
northward if it is positive. More formally we make the following conjecture:
Let 0 be the solution of steady state inviscid barotropic
vorticity equation ( 90 = 0 ) in finite or infinite domain D
J ( 00 , e + Py ) = 0 with e = V 2 tpo
and boundary condition #0o = 0 for finite D, or lim 0 = 0 for D infinite.
r-*oo
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3. Wind forcing not only provides energy for general circulation
in which friction causes westward intensification, but may also play
a direct role in intensification. Its influence in the establishing boun-
dary current, though, is probably much smaller than that of fric-
tion. As with the friction, it affects not only the magnitude (inten-
sity) of the vortices, but also the direction of their motion.
The dynamic interpretation of the westward intensification
(Pedlosky (1965)) was a step forward from pure static models, but
If VP is the initial condition for barotropic vorticity equation
without forcing, but with bottom friction:
-9 + J ( # , g + 8y ) = - r (t) g
where r (t) > 0, and which has global vorticity extremum | l m.-
Then there exists T > 0 such that for any ti,t2 e [0,T] and t 2 > t1 ,
the following inequalities hold:
1. 1 g ( x2,y2,t2 ) I max < | g ( x 1,yi,ti )I max
2. x2(t2) < x1(ti)
3. y2(t2) < Y1(ti) if G". < 0
y2(t2) > y 1(ti) if Gax > 0
The following comments apply:
- The coefficient of bottom friction is normally constant, but in order to turn viscosity on
smoothly, there may be time dependent, at least initially.
- This conjecture may be too restrictive. E.g. although Fofonoff's inertial gyre shows west-
ward intensification when friction is included, the conjecture does not apply since it does
not have a vorticity extremum at a point (the extremum is - ,8 ( 1 - yo ) along the north-
ern boundary, and + 8yo along the southern boundary).
- If lateral friction is considered, the same inequalities will hold, provided that there are
no discontinuities in the initial condition. For an inertial solution in a closed basin which
has nonzero vorticity and parallel velocity on the boundary, application of no slip
(u I = 0) or free slip (s = 0) conditions leads to such a discontinuity. As shown in Part II,
this will produce waves in the basin which will affect the position of the vorticity ex-
tremum.
- The time T may (and usually will be) very short, in particular for local vorticity ex-
tremum which will in evolving flow be influenced by other extrema and thus may quickly
change direction of motion. However, the strong vortex will move to the west even in
presence of perturbations (see page 81).
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it falls short by being restricted to the small amplitude motions. In
that interpretation friction plays only a passive role as a dissipative
mechanism which traps Rossby waves in the western boundary
layer. We have shown that the friction may play a direct role in
intensification by forcing the energetic flows from the interior of the
oceanic basin (e.g. mesoscale eddies) towards the western boundary.
Our examples show that the wind forcing may have a similar effect,
but we must keep in mind that the direction of the forcing depends
on the wind profile. In realistic situation, the wind stress is highly
variable on the scale of Gulf Stream Rings and smaller, and its
magnitude is much smaller than in our experiments, so that its
direct influence on the motion of eddies will be small.
The vortices (Fig 4) are among very few examples of the solu-
tions of the barotropic vorticity equation with nonzero net angular
momentum, which are similar to the mesoscale eddies. Compared
with the previous models, they have an advantage for they exist for
several functional relationships between the potential vorticity and
the streamfunction, and the parameters do not have to satisfy any
dispersion relation. Unlike the Gulf Stream Rings, they have the
same sign of the vorticity as the large scale gyre in which they are
embedded. But, we note that other steady models of the mesoscale
eddies, do not take into account the general circulation at all.
It is likely that there are no similar solutions with the
"correct" sign of the vorticity in homogeneous flow. However they
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may exist in stratified flow and the investigation of solutions of the
steady two-layer equations should be continued. Another topic for
further research may be study of a local analytical solution describ-
ing the vortex. For barotropic flow with I - << 1 (on the upper
branch), the local approximation is possible. In this case, the rest of
the flow is essentially linear so that the analytical solution is
known, and the two could be matched along the edge of the vortex.
Perturbation experiments have shown that such a large scale
flow is unstable under the finite amplitude perturbations, both in
homogeneous and in stratified fluid. The primary manifestation of
the instability is the drift of the vortex. If the perturbations have
sufficiently small amplitude and a high frequency, the vortex not
only survives but its amplitude may increase. A large amplitude
perturbation or the collision with the boundary cause its rapid
dispersion. The experiments with two layer vortices show that this
instability is barotropic.
Our solutions were obtained by considering the steady state
problem and cannot show how they come about. One of our experi-
ments showed that the wind stress can generate small, though
unsteady, vortices near the boundary.
We have shown two generalizations of the Fofonoff's pattern to
the two layer model.
- The pure baroclinic mode containing a jet unsupported by
the boundary is unstable. The free jet in the ocean (Gulf
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Stream or Kuroshio after separation from the coast) is
unstable as well, but it may be regarded as steady in statist-
ical sense. The inertial model should be compared with such
statistically steady states of the general circulation.
- The stable, single gyre, mixed mode is more important.
Unlike the model of Marshall et al. (1985) which has con-
stant potential vorticity on upper layer, q in our solution has
wide shoulder in the middle of the basin and rapidly varies
near the northern and southern edge, showing much better
agreement with the observations.
We hope that this thesis has pointed out some problems in
oceanography which were either unnoticed before or thought to be
solved, and indicated an approach to their solution.
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V APPENDIX
NUMERICAL SOLUTION OF THE QUASIGEOSTROPHIC
VORTICITY EQUATION IN TWO LAYER MODEL
System of equations (111-2) can be rewritten as:
a
Tt((V2 -F, - F2) (0 1- I2))=
=- J(001, 9V2 V) + F, P2+#y) )+
(V-1a)
192(F 2 i 1 +F 1 2 )=
-F 2J ( 0 1, v 2i+F4' 2 + fly)-
-F J(2 9 v 2 2+ F 2 1+fly ) +
+ F 2 (XV)k + 4 (F 2 01Re
(V-1b)
Fr
2
The method for solving the above system was described by Holland (1978).
Let:
then 4 satisfies equation:
( N2 - F 1 - F 2 )4< =
=-J ($1 ,2 01 + F1 P2 + fly ) +(
+ (17Xt) + v4 ( O1-@2 ) + } V2 02
<b ( 'P - #02)
(V-2)
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-+ (-fX) + -LV4 ( -)+ -r 72 p2
Since the height of the interface is proportional to $' - $2, we have,
because of conservation of the volume, the following condition:
fDf dxdy=o (V-3)
1 - P2 must be constant along the boundary ( no normal flow ), but
dependent on time in order to satisfy (V-3).
We write solution of (V-2) as:
4 = 4ti + c ( t ) 4 c
where 4't is time dependent function, satisfying equation (V-2) with homo-
geneous boundary conditions, and 4 c is constant in time and satisfies
equation:
( 2 - F, - F2 ) 4c = 0
with $ = 1 on BD i=1,2
Then, from (V-3) there follows that
f It dx dy
f t c dx dy
Let ' = (F 2 0 1 + F 1 02 ), then it satisfies the equation:
at
V 2 +=- F2 J (1 i ,V2 01 + F, #b2 + gy)-
- F, J (02 , 2 2 + F2i + gy ) + F2 (VX + (V-4)
1 Fir
+ R Ve ( F2 2 + F, #2 ) - V2 #2Re 2
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which is solved with homogeneous boundary conditions.
Finally, timestepping scheme reads:
( #1 - 02 )k+1 = ( V1 - 02 )k-1 + 2 At 4k
(F 2 1pl + F1 12 )k+1 = ( F2 a1 + F1 V#2 )k~1 + 2 At q1 k
After each 200 steps it was restarted using Euler's scheme to avoid split-
ting instability. The scheme is leapfrog for advection terms (error is
O((At) 2,(Ax)2))), and explicit Euler in friction terms. These terms are
lagged by one time step to avoid linear instability. Error is O((At,(Ax) 2))),
but since the time step must be very small because # term is large, this
does not affect overall accuracy of the scheme.
Lateral friction terms in (V-1a) and (V-1b) require additional boundary
condition which may be either free slip:
-- gi = 0 on BD i = 1,2an
or no slip:
u' = 0 on 9D i = 1,2
We used free slip condition since, for experiments with solutions of the
inviscid vorticity equation, it is physically more appropriate.
For space discretization, we used second order centered finite differences.
The Jacobians were evaluated using Arakawa's scheme. Helmholtz and
Poisson equations (V-2) and (V-4), were solved by the modification of the
fast Poisson solver, originally developed by Dr. Julianna Chow.
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APPENDIX II
We observed change in time of various quantities: ,, , , , and
x5y Iax 'by
their combinations as they occur in the vorticity equation.
Figure Ala shows change of profile of the streamfunction through the center
of the vortex. Solid line shows (0.5,y,0.0), dashed lines show (xo,y,to) where xo
is the abscissa of the center of the vortex at the time to which is taken in the
intervals of 0.01. The last dashed line (farthest from the solid line) is taken at the
time 0.08 when x0 O0.375. (vortex drifted 250 km to the west). Bottom friction
coefficient r=2.
Other figures from the first set are:
Alb u(xo,y,to)
Alc g0x,yto)
Ald 1 (xoqy~to)By
Ale q(xo,y,to)
Figures A2,A3 and A4.
Plots of the terms in the vorticity equation. Only area of the vortex is plotted.
Center of the plot moves with the center of the vortex. Bottom friction coefficient
r= 1.
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Legend:
PSI
FRICT
BETA $ 0ax
PSIX --&x
PSIZ
a,-y
ZETAX
ax
ZETAZ
Oxy
PXZZ 9
~zzx ax 'y
PZZX oa
0y ax
JAC J(Ag
JB J(@',q)
S denotes the scaling factor (values plotted must be multiplied by 1/S). At the
time t=0.00005, the full Jacobian term ,JB, should be approximately zero. The
plot of JB here is dominated by numerical errors.
Time when the plot is made is in the lower left corner.
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Figure A2. After the time 0.00005
Figure A3. After t=0.08
Figure A4. After t=0.10
Figures A5, A6 and A7 are similar to the previous set, only they were taken in a
shorter period and friction was turned on smoothly as r(t) = 104 t 2
Plots of the potential vorticity are included. The center of the vortex is the same
point for all three sets of figures.
Symbols are the same as in the previous set of figures except:
zX
zz
PXQZ
PZQX
QX
ay
ax ay
aq
QZ
JACB J(@,q)
Figure A5. After the time 0.00005; bottom friction coefficient r=0
Figure A6. After t=0.01; r=1
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Figure A7. After t=0.02; r=4
Clearly, the friction causes larger decrease of the magnitude of the vorticity on
the northern side of the vortex. This results in a small southward shift of the vor-
tex. Similarly, the east-west velocity is substantially more reduced on the north-
ern side, which yields net westward transport.
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