Systematic study of the uncertainties in fitting the cosmic positron
  data by AMS-02 by Yuan, Qiang & Bi, Xiao-Jun
ar
X
iv
:1
40
8.
24
24
v2
  [
as
tro
-p
h.H
E]
  2
0 F
eb
 20
15
Prepared for submission to JCAP
Systematic study of the uncertainties
in fitting the cosmic positron data by
AMS-02
Qiang Yuana and Xiao-Jun Bia,1
aKey Laboratory of Particle Astrophysics, Institute of High Energy Physics, Chinese Academy
of Sciences, Beijing 100049, P.R. China
E-mail: yuanq@ihep.ac.cn, bixj@ihep.ac.cn
Abstract. The operation of AMS-02 opens a new era for the study of cosmic ray physics
with unprecedentedly precise data which are comparable with the laboratory measurements.
The high precision data allow a quantitative study on the cosmic ray physics and give strict
constraints on the nature of cosmic ray sources. However, the intrinsic errors from the the-
oretical models to interpret the data become dominant over the errors in the data. In the
present work we try to give a systematic study on the uncertainties of the models to explain
the AMS-02 positron fraction data, which shows the cosmic ray e+e− excesses together with
the PAMELA and Fermi-LAT measurements. The excesses can be attributed to contribu-
tions from the extra e+e− sources, such as pulsars or the dark matter annihilation. The
possible systematic uncertainties of the theoretical models considered include the cosmic ray
propagation, the treatment of the low energy data, the solar modulation, the pp interaction
models, the nuclei injection spectrum and so on. We find that in general a spectral hardening
of the primary electron injection spectrum above ∼ 50 − 100 GeV is favored by the data.
Furthermore, the present model uncertainties may lead to a factor of ∼ 2 enlargement in the
determination of the parameter regions of the extra source, such as the dark matter mass,
annihilation rate and so on.
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1 Introduction
One of the biggest discoveries in the cosmic ray (CR) field in recent years is the excess
of positrons found by PAMELA1 [3, 4]. The recent AMS-02 data confirmed PAMELA’s
discovery with very high precision and extended the energy range to 350 GeV [5]. The excess
positrons require some kinds of “primary” positrons sources [6, 7], either the astrophysical
sources like nearby pulsars or exotic sources like dark matter (DM) annihilation or decay.
There had been many discussions about the origin of the positron excess in literature (see
e.g., the reviews [8–12]).
Thanks to the high precision data from AMS-02, it is possible to perform very detailed
study of the properties of the primary positron sources. Following our earlier works on
the PAMELA results [13, 14] we gave a quantitative study on the implications of the first
AMS-02 positron fraction data in Ref. [15]. In that work we fitted the AMS-02 positron
fraction as well as the PAMELA/Fermi-LAT/HESS electron (or total e+e−) spectra [16–
20] to determine the model parameters of both the extra sources and the CR background
simultaneously. The fitting shows a tension to explain both the AMS-02 positron fraction
and the Fermi total e+e− spectrum simultaneously with the conventional background and
extra source model, which works well in the PAMELA era [15]. Such a result was confirmed
by several other studies [21–23] and was supported by the AMS-02 preliminary results of the
total e+e− spectrum [24].
Although the AMS-02 data are precise enough, the theoretical framework to interpret
the data still has large uncertainties, such as the uncertainties from the CR propagation and
the solar modulation. In the present work we will give a systematic study of such kinds of
uncertainties. Especially we will show how the uncertainties will affect the determination of
the model parameters of the extra sources to interpret the data.
1Actually there were earlier hints on the cosmic positron excesses by HEAT [1] and AMS-01 [2], which did
not attract enough attention due to the large errors.
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One major uncertainty is the CR propagation. The propagation of CRs in the Galaxy is
a diffusive process. The propagation parameters are determined by the secondary-to-primary
ratio where the secondaries are generated through interactions between the CRs and the
interstellar medium (ISM) during the propagation. However, the propagation parameters,
usually determined by the Boron-to-Carbon (B/C) ratio, have relatively large uncertainties
[25, 26]. The degeneracy between the propagation parameters is also strong due to the lack
of high quality unstable-to-stable ratio of secondaries, such as Beryllium-10 to Beryllium-9
(10Be/9Be) ratio. Certainly, with the accumulation of the AMS-02 data the uncertainty of
CR propagation is expected to be reduced significantly in future.
Another major uncertainty comes from the complexity of modeling the low energy spec-
tra of the e+e−. The reacceleration or convection during the propagation, as well as the solar
modulation, will affect the low energy behavior of the particle spectrum. Sometimes people
only select the high energy data (e.g., & 10 GeV) in the studies to avoid the complexity of
the low energy spectra [27–30]. However, the results might be biased with limited range of
the data. In this work we will show how the results may get affected with different selections
of the low energy data. The solar modulation effect will be discussed too with proper ap-
proaches to address the uncertainties. Other effects, such as the inelastic hadronic interaction
models or the injection proton spectrum, will affect the production of secondary e+e−. They
will also be discussed in this work.
The properties of the extra sources themselves should also be a source of uncertainty.
For example, the continuous or discrete distribution of the sources [31], and the burst-like or
stable injection [32] of the astrophysical sources will give different predictions of the resulting
positron spectrum. For the DM scenario, the smooth DM distribution or the local DM
clumps will also affect the model parameters to fit the data [33, 34]. In the work we restrict
our discussion with continuous source distribution of both the background and the extra
source. For the DM annihilation scenario we consider the smooth distribution of the DM in
the Milky Way halo and neglect the contribution from DM clumps [35, 36].
The paper is organized as follows. In Sec. 2 we describe the reference configuration as
adopted in Ref. [37]. Sec. 3 presents the systematic uncertainties by considering different
model configurations. We give some discussion about the results in Sec. 4 and finally give
the conclusion in Sec. 5.
2 Reference configuration
The reference configuration is adopted following Ref. [37]. It is employed as a benchmark
model to compare with different configurations and to illustrate the uncertainties. We briefly
describe the major settings of the reference configuration here. The CR propagation is
calculated with the public GALPROP package2[38], in which the secondary positron flux
is predicted through the interaction between the primary CR nuclei and the ISM. The
propagation parameters are determined through a fit to the B/C ratio and 10Be/9Be ra-
tio in the diffusion reacceleration (DR) frame. The best fitting propagation parameters are
D0|R0=4GV = 5.94 × 10
28 cm2 s−1, δ = 0.377, vA = 36.4 km s
−1 and zh = 4.04 kpc.
The injection spectrum of the primary electrons are assumed to be a three-piece power-
2http://galprop.stanford.edu/
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law function with respect to the rigidity,
q(R) ∝


(R/Re
br,1)
−γ0 , R < Re
br,1
(R/Re
br,1)
−γ1 , Re
br,1 < R < R
e
br,2
(R/Re
br,2)
−γ2(Re
br,2/R
e
br,1)
−γ1 , R > Re
br,2 .
(2.1)
The first break Rbr,1 is at ∼ 4 GV in order to fit the low energy data as well as the radio
emission [39], and the second break Rbr,2 is at O(100) GV to describe the spectral hardening.
We consider two scenarios of the primary electron spectrum: fittings I for the cases without
spectral hardening at O(100) GV, and fittings II for the cases with a spectral hardening. The
number of free parameters of fittings II will be larger by 2 (the break rigidity Re
br,2 and the
spectral index above it, γ2) than that of fittings I.
The second hardening of the background electron spectrum3 was introduced to better
fit the AMS-02 positron fraction and the Fermi total e+e− spectrum [21, 27, 37]. Other
proposals, like charge asymmetry of the extra source [22, 43], or the multi-component DM
model [44], are also discussed to reconcile the tension. The requirement of more electrons at
high energies may indicate the effect of discreteness of the primary CR sources [45–47].
The injection spectrum of the primary CR nuclei is adopted to be the same form as
shown in Eq. (2.1). The parameters are derived through fitting to the PAMELA [42] and
CREAM [41] proton spectra. The secondary electron and positron spectra can then be
calculated in the same propagation model. Since we are going to fit the e+e− data, a free scale
factor ce+ is multiplied to the predicted secondary e
+e− fluxes. Such a factor is empirical and
approximate. It may reflect the possible uncertainties of the overall fluxes of the secondary
e+e− fluxes, from e.g., the nuclear enhancement factor, ISM density distribution and so on
[48]. Note that those uncertainties may not be exactly recovered by a constant factor [49].
Since the discussion in this work will include the effects of spectral variations due to different
propagation models and the hadronic interaction models, we do not employ further degree-
of-freedom (dof, such as the form ce+E
p adopted in [48]) but keep such a simple re-scale
factor, to avoid too much degeneracy of the secondary uncertainties.
Both the astrophysical pulsars and DM annihilation are considered as the extra sources
contributing to the e+e− excesses. The spatial distribution of the pulsars is adopted following
the pulsar survey [50], and the injection spectrum of e+e− from pulsars is parameterized as
a single power-law with an exponential cutoff, E−α exp(−E/Ec). The spectral index α is
limited in the range of 0.6 − 2.2 according to Fermi γ-ray observations [51]. The case of
multiple components of the pulsar contribution will not be discussed. Actually it has been
shown that adding more pulsars do not help to improve the fittings, although it may be
physically realistic [52]. The single component can effectively approach the sum of all the
pulsars, although without the fine structures [52]. As for the DM scenario, we adopt the
annihilation channel τ+τ− in this study. The hadronic channels will be constrained by the
CR antiproton data [53, 54]. Other leptonic channels, such as µ+µ−, 4e, 4µ and 4τ , may
also work to fit the CR lepton data [55]. Given the purpose of this work is to study to what
extent the fitting results will be affect by various kinds of systematics, the τ+τ− channel
is adopted as an illustration (see the Appendix for a comparison of the results for different
3This was originally motivated by the spectral hardening of CR nuclei around ∼ 200 GV by several
experiments [40–42]. The most recent AMS-02 data about the proton and Helium spectra show, however, no
remarkable structures below ∼TV [24]. But the combination of AMS-02 data and CREAM data still shows a
spectrum hardening at ∼TeV.
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annihilation channels). The density profile of DM is adopted to be Navarro-Frenk-White
(NFW) distribution [56]. The spatial distribution of the e+e− source does not sensitively
affect the propagated results due to the limited propagation lengths of the high energy e+e−.
The solar modulation is treated by the center-force-field approximation [57]. A single
modulation potential is assumed for all the leptons in the reference configuration. Since
the operation periods between PAMELA/Fermi-LAT and AMS-02 are moderately differ-
ent in the solar cycle, we will test the case with two different modulation potentials for
PAMELA/Fermi-LAT and AMS-02 data, respectively. In some works the charge-sign depen-
dent modulation has been discussed to better describe the data [58–60]. We will also test the
charge-dependent modulation effect by employing two different modulation potentials for e+
and e− [61], respectively.
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Figure 1. The 2σ ranges of the positron fraction (upper panels) and electron spectra (lower panels),
for 50 randomly selected parameter settings of the reference configuration. The left and right panels
are for fittings I and II, respectively. The pulsars are adopted as the extra sources of the e±. References
of the observational data are: AMS-02 [5], PAMELA [16], Fermi-LAT [18], and HESS [19, 20].
Figure 1 shows the fitting 2σ ranges of the positron fraction (upper panels) and electron
(or e+e−) spectra (lower panels), for 50 randomly selected parameter settings of the reference
configuration. The left panels are for fittings I (without spectral hardening of the primary
electrons) and the right panels are for fittings II. We can see that fittings I seem to under-
estimate the high energy e+e− fluxes but over-estimate the positron fraction. When a spectral
hardening of the primary electron flux is introduced, both the positron fraction and e+e−
spectra can be better fitted.
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3 Systematic uncertainties
In this section we will show the uncertainties when fitting the data by comparing different
model settings with the reference configuration. The data used in the fittings include the
AMS-02 positron fraction [5], PAMELA electron spectrum [16], Fermi [18] and HESS [19, 20]
total electron/positron spectra. The systematic uncertainties of the measurements are added
quadratically to the statistical uncertainties.
3.1 Propagation parameters
We first discuss the uncertainties from the propagation parameters. It was found that the DR
scenario of CR propagation can well describe the secondary-to-primary ratios of CR nuclei
[62, 63]. However, due to the quality of the current CR data, the propagation parameters
have relatively large uncertainties [26]. In this work we adopt the six groups of propagation
parameters as reported in Ref. [64], which are determined through fitting the B/C ratio for
six choices of the propagation halo height zh from 2 to 15 kpc. These sets of propagation
parameters embrace most uncertainties from the propagation. The values of these parameters
are compiled in Table 1.
Table 1. Propagation and proton injection parameters
Da0 zh vA δ dVc/dz A
b
p γ0 γ1 Rbr,1 γ2 Φp
(1028cm2/s) (kpc) (km/s) (km/s·kpc) (GV) (GV)
1 2.7 2 35.0 0.33 ... 4.44 1.76 2.43 15.0 2.37 0.32
2 5.3 4 33.5 0.33 ... 4.49 1.79 2.44 13.2 2.37 0.34
3 7.1 6 31.1 0.33 ... 4.51 1.82 2.45 12.9 2.37 0.36
4 8.3 8 29.5 0.33 ... 4.53 1.86 2.46 14.4 2.37 0.36
5 9.4 10 28.6 0.33 ... 4.54 1.87 2.46 14.4 2.38 0.36
6 10.0 15 26.3 0.33 ... 4.51 1.89 2.46 16.3 2.37 0.33
7 2.5 4 ... 0/0.55c 6 4.60 2.30 2.37 15.7 2.16 0.42
8 5.6 6.5 37.6 0.40 11.1 4.50 1.82 2.43 14.5 2.32 0.31
aDiffusion coefficient at R = 4 GV.
bNormalization at 100 GeV in unit of 10−9cm−2s−1sr−1MeV−1.
cBelow/above R = 4 GV.
It should be noted that the DR scenario is definitely not the only choice to describe the
CR propagation. The diffusion plus convection (DC) model could also fit the data moderately
[62, 65]. However, a phenomenological break of the diffusion coefficient is needed in order
to suppress the low energy B/C ratio [62]. As a comparison, we also take a DC model with
parameters given in Ref. [65] in this study. We note that in Ref. [66] the diffusion with both
reacceleration and convection (DRC) was shown to be favored, with semi-analytical approach
of the CR propagation. We have tested such a model with the B/C and 10Be/9Be data. It
shows almost no improvement of the fitting compared with the DR scenario. The possible
reason of the difference may come from the difference between the semi-analytical and the
full numerical approaches of the CR propagation. Nevertheless, the expectation of the lepton
fluxes in the DRC model might be different from the DR or DC models [67]. Therefore we
include one example of the DRC model in our discussion to illustrate how the results may
be affected.
The best-fitting χ2 values for the reference configuration and the above mentioned 8
groups of propagation parameters are summarized in Table 2. From these results we see
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Figure 2. Comparison of the 2σ confidence regions of α−Ec in pulsar scenario (top) and mχ−〈σv〉
in DM scenario (bottom) for different propagation parameters as given in Table 1. The left (right)
panels are for the model without (with) spectral hardening of the primary electrons, i.e., fittings I
(II).
Table 2. Fitting χ2 for different propagation parameters.
ref. 1 2 3 4 5 6 7 8
psr-I (166a) 398.2 476.4 344.0 342.3 359.5 378.1 414.9 313.3 369.7
psr-II (164) 134.0 275.4 134.5 146.9 180.6 213.6 239.1 155.4 143.0
DM-I (167) 568.0 1261 570.9 415.9 394.4 395.8 424.8 596.4 588.7
DM-II (165) 133.9 425.9 135.0 149.5 187.0 221.7 252.7 163.6 145.8
aIn parenthesis is the number of dof.
that in general fittings I can hardly fit the data, neither for the pulsar model nor for the
DM model. If a spectral hardening of the primary electrons is included (fittings II), the
fitting results improve significantly. Except for the propagation parameters with extreme
values of zh, i.e. parameter settings 1, 5 and 6, the reduced χ
2 values are all smaller or close
to 1 for fittings II. The results imply strongly that a high energy spectral hardening of the
primary electrons is needed. The physical implication of the electron spectral hardening will
be discussed later in Sec. IV.
Figure 2 shows the 2σ confidence regions on the α − Ec plane for the pulsar scenario
(mχ−〈σv〉 plane for the DM scenario). The left panels are for fittings I and the right panels
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are for fittings II. It is shown that for fittings I the contours diverse very significant from
each other, while for fittings II they are more convergent. From Table 2 we can also see that
the χ2 values for fittings I are all too large to be good fittings. It implies that the resulting
contours derived in fittings I are less statistically meaningful. Nonetheless, the parameters
for fittings II also have some dispersion among different propagation parameters. It is most
remarkable for the parameter setting 1, which actually gives the worst fitting to the data
among those parameter settings. For those with acceptable fitting results (χ2/dof ∼ 1) the
favored parameter regions do not differ much. Roughly speaking, the parameter regions of
the extra sources may enlarge by a factor of ∼ 2 compared with the reference configuration4,
for reasonable choices of the propagation parameters. Finally, we note that the results of DC
and DRC models can be covered by the wide range of the 6 DR models.
3.2 Low energy data selection
The low energy part (lower than tens of GeV) of the e+e− spectrum contains very complicated
physics because many effects enter in this energy region. The reacceleration/convection, solar
modulation and the injection spectral index will all affect the e+e− spectra. At the same time,
the measurement uncertainties are the smallest in the low energy range, which contribute
significantly to the fittings. As most studies are interested in the properties of the extra
sources which contribute to the high energy part, the low energy data below ∼ 10 GeV are
simply excluded in many works to avoid the complexity. In this subsection, we discuss how
the exclusion of the low energy data may affect the conclusions of the study.
Table 3. Fitting χ2/dof for different selections of the data.
ref. E > 5 GeV E > 10 GeV E > 20 GeV Fermi (E > 70 GeV)
psr-I 398.2/166 163.5/140 118.7/122 61.0/97 220.7/129
psr-II 134.0/164 110.2/138 89.7/120 48.7/95 75.2/127
DM-I 568.0/167 316.7/141 158.2/123 67.3/98 393.4/130
DM-II 133.9/165 110.3/139 90.2/121 48.7/96 75.5/128
We repeat the fittings of the reference configuration with dropping the data below 5,
10 and 20 GeV and check how the fitting results change. The resulting χ2 values are shown
in Table 3. We find that the higher the data selection threshold, the smaller the differences
between fittings I and II. For the pulsar scenario with E > 5 GeV, fittings II are slightly
favored, and for E > 10 and E > 20 GeV cases, both fittings I and II give acceptable
description to the data. Similar conclusion can also be drawn for the DM scenario. Such a
result is reasonable because the requirement of a spectral hardening of the primary electrons
actually comes from the wide band constraints from the data.
In Ref. [29] since only the data above 20 GeV are employed they can fit all the data
without introducing an extra break at primary electron spectrum. This is consistent with
our results. The reason should be that the low energy data from PAMELA favors a different
electron spectrum from that favored by the Fermi-LAT data. If the low energy data are
excluded, there are less constraints from PAMELA, and Fermi-LAT data will dominate the
behavior of the background electrons. In this case a single power-law (R−γ1) will be enough
to fit the data.
4Taking the DM scenario for example, the reference configuration gives roughly 2− 4 TeV for mχ, and it
spans ∼ 1− 5 TeV for different propagation models. The constraint on mχ becomes looser by a factor of 2.
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Since the low energy e+e− spectra of Fermi-LAT show direct discrepancy with that of
PAMELA and AMS-02 [24], we also test the case with only the Fermi-LAT data above ∼ 70
GeV. It is shown that dropping the low energy data of Fermi-LAT does not help improve
the fitting if no spectral hardening of the primary electrons is assumed (fittings I). Fittings
II are still highly favored in this case (see Table 3).
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Figure 3. Same as Figure 2 but for comparisons of different selections of the low energy data as
given in Table 3.
The 2σ confidence regions of α−Ec and mχ−〈σv〉 for these fittings are given in Figure
3. It is shown that for fittings I the parameter regions differ significantly from each other
due to the poor fittings. For fittings II the favored parameter regions converge much better
for different cases.
3.3 Solar modulation
As shown in the last subsection the low energy data are important and may affect the
fitting results. However, the low energy CRs are affected by the solar modulation, which
still has large uncertainties. Recent works developed three-dimensional, time and charge-
sign dependent solar modulation model, HELIOPROP, which can reproduce the low energy
spectra of various kinds of species [59]. It has been shown that for the PAMELA data
taking time, the force-field approximation gives very similar results to the three-dimensional
model, but for the AMS-02 data taking time the force-field approximation may not work
well [68]. In this subsection we show how the solar modulation affects the fitting results. For
simplicity, we keep in the framework of force-field approximation, but with different choices
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of the modulation potentials to partially take into account the effects of different data taking
time by different detectors and the difference between the charge-sign.
Through fitting the proton data the modulation potential was estimated to be about
450 to 550 MV during the working period of PAMELA [42]. Such a result has been confirmed
by the measurement of the diffuse γ-rays in the solar neighborhood with Fermi-LAT [69, 70].
The periods for electron data taking by PAMELA and Fermi-LAT are almost the same in the
solar cycle, thus they should share a common modulation potential as above. In the reference
configuration we have taken the solar modulation potential to be independent of the value
determined from the proton data. Here we apply a Gaussian prior of φ = 500±50 MV on the
modulation potential and redo the fitting. As can be seen from Table 4, the fitting χ2 values
become much larger than that of the reference configuration. In the reference configuration,
the best-fitting value of φ is about 1000 MV, which differs significantly from the above value
induced from the γ-ray and CR nuclei observations. Such a discrepancy may imply that the
simple force field approximation may not be enough to describe the solar modulation of all
types of CR particles.
Table 4. Fitting χ2/dof for different treatments of the solar modulation.
ref. φ prior φ1/φ2 φ+/φ−
psr-I 398.2/166 434.8/166 315.6/165 313.5/165
psr-II 134.0/164 227.0/164 127.7/163 135.8/163
DM-I 568.0/167 670.9/167 525.0/166 372.2/166
DM-II 133.9/165 228.6/165 126.7/164 134.3/164
Table 5. Mean values and 1σ uncertainties of the modulation potentials (in unit of MV) corresponding
to different tests in Table 4.
ref. φ prior φ1/φ2 φ+/φ−
psr-I 824 ± 16 792 ± 15 691± 20, 1483 ± 16a 688± 18, 900± 16
psr-II 1001 ± 13 965 ± 14 928 ± 42, 1341 ± 196a 1060 ± 103, 1002 ± 14
DM-I 1020 ± 10 998 ± 10 936± 13, 1480 ± 21a 725± 22, 998± 11
DM-II 998 ± 12 974 ± 11 934 ± 35, 1346 ± 177a 1044 ± 110, 999 ± 13
aParameter is close to the upper limit 1500 MV of the scan.
Furthermore, considering that the data taking period of PAMELA/Fermi-LAT is dif-
ferent from that of AMS-02, we adopt two potentials, φ1 for PAMELA/Fermi-LAT and φ2
for AMS-02 to test whether the fittings can be improved. Given one more free parameter,
we do have some improvement for fittings I compared with the reference model. However,
the χ2 values are still too large (Table 4). Introducing the spectral hardening of the primary
electrons can improve the fittings significantly (fittings II). Compared with the reference con-
figuration, the best-fitting χ2 values become slightly smaller for fittings II. That is to say, a
single solar modulation potential seems to work well enough under the present model frame,
although adding another modulation potential will improve the fittings slightly. The fitting
values of the solar modulation potentials are listed in Table 5. We find that in all these
fittings, φ2 > φ1 is shown, which may reflect the fact that AMS-02 works close to the solar
maximum while PAMELA worked during the moderate phase of solar activity.
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Figure 4. Same as Figure 2 but for comparisons of different treatments of the solar modulation as
given in Table 4.
Finally, to account for the charge-sign dependent modulation effect, we apply two differ-
ent modulation potentials, φ+ and φ−, on positrons and electrons, respectively. Similar with
the φ1/φ2 scenario, we have some improvement for fittings I compared with the reference
scenario. However, the improvement is not enough to give a good fitting. For fittings II,
the best-fitting χ2 values are almost the same as the reference configuration, and there is
no improvement with an additional free parameter. In addition, we find that φ+ ≈ φ− for
fittings II (see Table 5), which indicates that no strong evidence of charge-sign dependent
modulation effect is needed from the data.
The confidence regions of the extra source parameters for different treatments of the
solar modulation as described above are shown in Figure 4. Similar with the previous cases,
we see that for fittings I the parameter regions have relatively large dispersion, and for fittings
II they converge much better.
3.4 Other uncertainties
3.4.1 Hadronic interaction model
The hadronic interaction model affects the production spectra of secondary e+e−. In the
reference configuration we take the hadronic pp collision parameterization given in Ref. [71]
(K06). As a test we discuss another pp collision model developed in [72] (D86) which combines
isobaric model near the threshold [73] and scaling representations at high energies [74]. This
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model is the default hadronic interaction model adopted in the GALPROP package (see Ref.
[75] for a detailed description).
The difference of the expected secondary positron fluxes between the two interaction
models differs up to several tens of percentages and varies with energy [67]. The fitting results
are presented in Table 6 and Figure 5. As can be seen in Table 6, the goodness-of-fit of the
D86 model is generally worse than the K06 model, both for fittings I and II. However, the
favored confidence regions of the source parameters, as can be seen in Figure 5, do not differ
much from each other.
Table 6. Fitting χ2/dof for other tests.
ref. pp-D86 no p hard. v54
psr-I 398.2/166 505.7/166 359.4/166 367.9/166
psr-II 134.0/164 173.5/164 137.9/164 140.6/164
DM-I 568.0/167 600.3/167 486.8/167 609.0/167
DM-II 133.9/165 175.3/165 137.1/165 140.7/165
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Figure 5. Same as Figure 2 but for comparisons of other tests as given in Table 6.
3.4.2 Nuclei spectral hardening
The ATIC2, CREAM and PAMELA measurements show that there is a uniform spectral
hardening of the CR nuclei spectra at sub-TV rigidities [40–42]. However, the preliminary
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data from AMS-02 tend to disfavor the existence of the spectral hardening at ∼ 200 GV of
the proton and Helium spectra as found by PAMELA [24]. The spectrum of the primary
protons will affect the prediction of the secondary positron flux [76]. Therefore we test
the case without nuclei spectral hardening here. We fit the propagated proton spectrum
to the PAMELA/CREAM data. The fitting χ2/dof values are 60.1/85 (33.7/84) for the
case without (with) nuclei spectral hardening. The differences of the proton spectra, and
thus the secondary positron spectra, between these two models are actually very small. We
find that the calculated positron flux differ by . 5% at tens of GeV from the reference
configuration. It is different from Ref. [76], where the model without the spectral hardening
used for comparison was derived through fitting the low energy data only. It is shown from
Table 6 that, for fittings I the goodness-of-fitting has a little improvement compared with
the reference configuration. However, the χ2 values are still too large. For fittings II the χ2
values have almost no change. The confidence regions of the source parameters are very close
to that of the reference one, as shown in Figure 5.
3.4.3 Versions of GALPROP
For all the previous studies in this work we adopt “v50” of the GALPROP code. A new
version “v54” of the code has been developed and made public by the authors in recent
years, which has remarkable improvements in several aspects [77]. The most relevant aspect
is the update of the interstellar radiation field, which may affect the propagation of leptons.
No significant difference of the results between “v50” and “v54” is found5. See Table 6 and
Figure 5 for the results. Our conclusion obtained based on the “v50” version code should
not be affected given the new version of the propagation code.
4 Discussion about the electron spectral hardening
From all the above tests, an additional spectral hardening of the primary electron spectrum
at O(100) GV is strongly favored in order to fit the e+e− data from ∼GeV to ∼TeV simulta-
neously. A natural explanation of the spectral hardening could be the discreteness of the CR
sources [45–47]. Since the effective propagation length of TeV electrons within the cooling
time of TeV electrons, which is O(105) yrs, is . kpc [52], the number of CR sources which
can contribute to the local electrons, e.g. supernova remnants, is very small. Thus it is likely
that one or few nearby sources contribute more significant to the high energy part of the
electron spectrum and result in a harder spectrum than the background extension [45–47].
The fitting under the assumption of continuous CR source distribution seems indicating
the importance of local sources. However, it will be impossible to incorporate all the discrete
sources in the global fitting procedure, since there will be too many free parameters in
that case. The continuous source assumption could be regarded as the average of a randomly
assigned CR source distribution. The deviation from this average result may directly indicate
the break down of the continuous source assumption. The studies taking into account the
discrete distribution of sources can be found in Refs. [28, 47, 52].
Alternatively, other mechanisms proposed to explain the CR nuclei hardening, such as
the superposition of multiple components of sources [78, 79], the change of injection spectrum
due to non-linear acceleration process [80], the propagation effect [81–83] etc. (see [84] for
a compilation and implication of these different types of models), may also apply for the
5Here we adopt version 54.1.984 of the code. The latest updated version can be obtained at
http://sourceforge.net/projects/galprop/
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electrons. However, the hardening of the electrons seems to be much more significant than
that of nuclei, which may challenge some of the models.
Another possibility is that the contributions to positrons and electrons from the extra
sources are non-equal, i.e., there is a charge asymmetry of the extra sources. It can be realized
in the asymmetric DM scenario within the R-parity violation supersymmetry framework [43].
5 Conclusion
In this work we give a systematic study on the uncertainties of fitting the CR e+e− data. The
potential sources of the uncertainties discussed include the CR propagation, the selection of
low energy data, the solar modulation, the hadronic interaction model, the spectral hardening
of nuclei and the versions of the propagation code. The major conclusions are summarized
as follows.
• In general a spectral hardening of the background electron spectrum is favored, in spite
that there are various kinds of uncertainties from the CR propagation and the solar
modulation. The break energy is about 50− 100 GeV, and the change of the spectral
index is about 0.3 − 0.4. The required spectral hardening may indicate the contri-
butions to high energy electrons from nearby CR sources. In this case the continuous
assumption of the source distribution will break down and the fluctuation from discrete
source(s) dominate the high energy behavior of the primary electrons.
• The propagation models and parameters lead to one of the main uncertainties of the
fittings. Varying the propagation parameters in a wide range allowed by the present
CR data will make the constraints on the e+e− extra source parameters loosen by a
factor of ∼ 2.
• The exclusion of low energy data will affect the results of the fittings. If the low energy
data below tens of GeV are excluded in the fittings, the AMS-02/Fermi data can be
fitted without introducing an electron spectral hardening. This is because only the
high energy spectral behavior is constrained by the data. Such a conclusion based on
the fitting to the high energy data only may be biased.
• The solar modulation does not affect the fitting results much, although it does lead to
uncertainties in the modeling of the low energy spectra. The modulation potential for
e+e− is usually greater than that for protons.
• The hadronic interaction models, the proton spectral hardening and the propagation
code versions have very small effects in the results.
• For fittings with large χ2 values (fittings I and few cases in fittings II) the derived
source parameters have very large dispersion, while for the fittings with acceptable χ2
values the parameter regions converge very well for different model settings. For the
pulsar scenario, the spectral index α ∼ 1 and the cutoff energy Ec ∼ 0.5 TeV are found,
and for the DM annihilation into a pair of tauons, mχ ∼ 3 TeV and 〈σv〉 ∼ 6 × 10
−23
cm3s−1 are favored.
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Appendix: Results for different annihilation channel of DM
Here we present the fitting contours on themχ−〈σv〉 plane for DM annihilation channels
µ+µ−, τ+τ−, 4e, 4µ and 4τ , respectively. For the 4e, 4µ and 4τ chennels we assume the mass
of the intermediate particle φ is 100 GeV. The other settings are the same as the reference
configuration plus a high energy spectral hardening of the primary electrons as presented in
Sec. 2.
10
-24
10
-23
10
-22
10
-21
10
2
10
3
10
4
<
σ
v
>
(c
m
3
 s
-1
)
mχ (GeV)
µ+µ-
τ+τ-
4e
4µ
4τ
Figure 6. 1 and 2σ fitting contours on the mχ − 〈σv〉 plane for different DM annihilation channels.
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