Recent neuronal experiments have shown that a population of firing neurons may carry not only mean firing rate but also fluctuation and synchrony. In order to theoretically examine this possibility, we have investigated responses of neuronal ensembles to three kinds of inputs: mean, fluctuation and synchrony driven inputs. Equations of motion for mean firing rate, fluctuation and synchrony in neuron ensembles described by the rate-code model, are derived with the use of the augmented moment method which was previously proposed for a study of stochastic ensembles with finite populations. Results calculated by the augmented moment method are in good agreement with those by direct simulations. It has been shown by the independent component analysis of our results that information on mean firing rate, fluctuation and synchrony may be independently conveyed in neuron populations. The calculated input-output relation of mean firing rates is shown to have higher sensitivity for larger multiplicative noise, as recently observed in prefrontal cortex.
Introduction 1
There has been a long-standing controversy whether information in brain is carried by firing rate (rate-code hypothesis) or by firing timing (temporal-code hypothesis) (Rieke et al., 1996; Ursey and Reid, 1999; de Charmes and Zador 2000) . Some neuronal experiments have supported the former while others the latter. A recent success in brain-machine interface (BMI) (Chapin et al., 1999; Anderson et al., 2004) , however, strongly suggests that the population rate code is employed in sensory and motor neurons, though it is still controversial which of rate, temporal or other In recent years, much attention has been paid to a study on effects of mean firing rate, its fluctuation and synchrony (or spatial correlation) (for a review on rate and synchrony, see Salinas and Sejnowski, 2001 ). The precise role of synchrony in information transmission and the relation among the firing rate, fluctuation and synchrony are not clear at the moment (Riehle et al, 1997; de Oliveira et al., 1997; Tiesinga et al., 2000; Fries et al., 2001; Salinas and Sejnowski, 2001; Chance et al., 2002; Reyes 2003; Grammont and Riehle, 2003; Tiensinga and Sejnowski, 2004; Silbergberg et al., 2004; Ariero et al., 2007) . The firing rate and synchrony are reported to be simultaneously modulated by different signals. For example, in motor tasks of monkey, firing rate and synchrony are considered to encode behavioral events and cognitive events, respectively (Riehle et al, 1997) . During visual tasks, rate and synchrony are suggested to encode task-related signals and expectation, respectively (de Oliveira et al., 1997) . A change in synchrony may amplify behaviorally relevant signals in V4 of monkey (Fries et al., 2001 ). An increase in synchrony of input signals is expected to yield an increase in output firing rate. The synchrony of neurons in extrastriate visual cortex is, however, reported to be modulated by selective attention even when there is only small change in firing rate (Tiensinga and Sejnowski, 2004) . Rate-independent modulations in synchrony are linked to expectation, attention and livalry (Salinas and Sejnowski, 2001 ). Fluctuations of input signals have been reported to modify the ƒ-I relation between an applied dc current I and autonomous firing frequency ƒ although its sensitivity to input fluctuation seems to depend on a kind of neurons (Chance et al., 2002; Silbergberg et al., 2004; Ariero et al., 2007) . The ƒ-I curve of prefrontal cortex retains the increased sensitivity to input fluctuations at large I, while that of somatosensory cortex (SSC) is insensitive to input fluctuation though its linearity is increased at small I (Ariero et al., 2007) .
Theoretical studies on neurons have employed two types of models. In the temporal-code hypothesis, the firing mechanism of neurons is described by conductance based models such as HodgkinHuxley (HH), FitzHugh-Nagumo and integrateand-fire (IF) models, whose dynamics determines firing times of the neuron. In contrast, in the rate-code hypothesis, neurons are regarded as a black box receiving and emitting signals expressed by the firing rate. The typical rate-code models are the Hopfield model (Hopfield, 1982) and WilsonCowan model (Wilson and Cowan, 1972) . The problem on firing rate, fluctuation and synchrony discussed above has been extensively studied by simulations with the use of spiking neuron models (Tranb et al., 1996; Wang and Buzsaki, 1996; Tiesinga et al., 2000; Golomb and Hansel, 2000; Hansel and Mato, 2003; Tiesinga and Sejnowski, 2004 ; for a review on calculations using IF model, see Burkitt 2006a; 2006b) .
It is the purpose of the present paper to examine the same problem by using the rate-code model, which is an alternative theoretical model to the spiking model. We have investigated responses of neuron ensembles described by the rate-code model, to three kinds of inputs: mean rate-driven, fluctuation-driven and synchrony-driven inputs. Calculations have been performed with the use of direct simulations (DSs) and the augmented moment method (AMM) which was developed for a study of stochastic systems with finite neuron populations (Hasegawa, 2003a; 2006) . In the AMM, we pay our attention to global properties of neuronal ensembles, taking account of mean, and fluctuations of local and global variables. The AMM has the same purpose to effectively study the properties of neuronal ensembles as approaches based on the population-code hypothesis (Rodriguez and Tuckwell, 1996; Knight, 2000; Omurtag et al. 2000; Eggert and Hemmen, 2000) . The AMM has been nicely applied to various subjects of neuronal ensembles (Hasegawa, 2003b) and complex networks (Hasegawa, 2004; . With the use of the AMM, we will derive equations of motion for mean firing rate, fluctuation and synchrony, in order to investigate the response to meanfluctuation-and synchrony-driven inputs. This study clarifies, to some extent, their respective roles in information transmission.
Results

Rate-code model
We have adopted the rate-code model for an N -unit neuron ensemble, in which dynamics of the firing rate ()
given by (Hasegawa, 2007a; 2007b) (Hasegawa, 2003a; 2006) .
The augmented moment method
In discussing properties of the neuronal ensembles with the AMM, we take into account mean (m ), averaged fluctuations in local ( g ) and global ( r ) variables defined by The synchronization is conventionally discussed for firing timings (temporal synchronization) or phase (phase synchronization). We discuss, in this paper, the synchronization for firing rate (rate or frequency synchronization). We may define the normalized ratio for the synchrony of firing rates in terms of () t g and () t r , as given by (Hasegawa, 2003a; see Eq. (51) in Materials and Methods) [ ]
which is 0 and 1 for complete asynchronous and synchronous states, respectively. After some manipulations, we get equations of motion for () 
(15)
In Eqs. (13)- (15) Equations (13)- (15) 
Stationary properties
A stationary solution of Eqs. (13)- (15) 
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Equations (12), (19) and (20) (2) la -/ factor in Eq. (16). The recent experiment of prefrontal cortex showing that the fI -curve has the increased sensitivity at large I with increasing input fluctuation (Arsiero et al., 2007) . This is interpreted as due to a shorten, effective refractory period by fluctuation, which is shown by a calculation using the IF model (Arsiero et al., 2007) .
The dependence of S on I S is plotted in 
Dynamical properties
In order to study the dynamical properties of the neuronal ensemble given by Eqs. (1)- (3), we have performed direct simulations (DSs) by using the Heun method with a time step of 0.0001: DS results are averages of 100 trials otherwise noticed. AMM calculations have been performed for Eqs. (13)- (15) 
A. Mean-driven inputs
First we apply a mean-driven pulse input given by () 04(40)(60) 
B. Fluctuation-driven inputs
Next we apply a fluctuation-driven pulse input: St=. , which are plotted by chain curves in Fig. 6(b 
C. Synchrony-driven inputs
We apply a synchrony-driven pulse input: , which are plotted by chain curves in Fig. 7(c) 
from which we may estimate the original source as sy ; (Hyvärinen et al., 2001) .
A. Coexistence of mean-and synchrony-driven inputs
First we will discuss the case when mean-and synchrony-driven inputs are simultaneously applied to the model. We consider the meandriven sinusoidal input and synchrony-driven toothsaw input, given by
with ()01
where mod( ab , ) denotes the mod function expressing the residue of a divided by b . Two panels in Fig. 8 show two components of y extracted from † x() S m =, shown in Fig. 8(a) with the use of the fast ICA program.
Although the ICA program is designed for linear, mixing signals, we have employed it for our qualitative discussion. We note that results shown in Fig. 8(c) fairly well reproduce the original, sinusoidal and toothsaw signals in Fig. 8(a) . 
B. Coexistence of mean-, fluctuation-and synchrony-driven inputs
Next we consider the case where three kinds of inputs are simultaneously applied. They are mean-driven sinusoidal signal, fluctuation-driven toothsaw signal and synchrony-driven square pulse signal, given by 
()05(cos (2120))
Three panels in Fig. 9(a) and † x() S mg =,, . Three panels of Fig. 9(c) show signals extracted by the fast ICA. Extracted sinusoidal and square signals are similar to those of input signals, though the fidelity of a toothsaw signal is not satisfactory. This is partly due to the fact that the fast ICA program adopted in our analysis is developed for linear mixing models, but not for dynamical nonlinear models.
These ICA analyses shown Figs. 8 and 9 suggest that the mean rate, fluctuation and synchrony may independently carry information in our population rate-code model.
A comparison with previous studies
Various attempts have been proposed to obtain the firing-rate model, starting from spiking neuron models (Amit and Tsodyks, 1991; Ermentrout, 1994; Shriki et al, 2003; Aviel and Gerstner 2006; Oizumi et al., 2007) . It is difficult to analytically calculate the firing rate based on the firing model, except for the IF-type model (Burkitt, 2006a (Burkitt, , 2006b 
where 50 t = , 1 mm lt =/ and r t stands for the refractory period. In order to discuss the dynamics of firing rate, it is necessary to solve the FPE to get () pvt , by numerical methods (Lindner and Schimanski 2001) . Equation (37) shows that if information of input signal is encoded in fluctuation of
, its transmission is instantaneous, as experimentally observed (Lindner and Schimanski 2001; Silbergberg et al., 2004) .
By adopting the IF model, Renart et al. (2007) Calculations with the use of the IF model have yielded the following results: (1) increased input firing rate deceases output variability (Renart et al., 07) , (2) increased firing rate decreases synchrony (Brunel, 2000; Burkitt and Clark 2001; Heinzle, König and Salazar, 2007) , (3) increased fluctuation raises firing rate (Arsiero et al., 2007; Lindner et al. 2003) , (4) increased synchrony increases firing rates (Shadlen and Newsome 1998; Salinas and Sejnowski 2001; Burkitt and Calrk 2001; Moreno et al. 2002; Tiesinga and Sejnowski 2004) , and (5) increased synchrony increases variability (Salinas and Sejnowski 2000) .
The items (1), (2) and (5) are consistent with our result shown in Figs. 6 and 7. In contrast, items (3) and (4) (Salinas and Sejnowski, 2001) . In particular, the synchrony may be modified without a change in firing rate in some experiments (Riehle et al, 1997; Fries et al., 2001; Grammont and Riehle, 2003) . It has been pointed out that such phenomenon may be accounted for by a mechanism of a rapid activation of a few selected interneurons (Tiesinga and Sejnowski, 2004) . Recently the absence of a change in firing rate is shown to be explained if the ratio of excitatory to inhibitory synaptic weights of long-range couplings is kept constant in neuron ensembles described by the IF model (Heinzle, König and Salazar, 2007) .
Multiple neuron clusters
In many areas of brain, neurons are organized into groups of cells such as columns in the visual cortex. It is interesting to apply the present approach to Wilson-Cowan type multiple clusters with excitatory and inhibitory synapses described by (Wilson and Cowan, 1972) . By extending the approach presented in this paper, we may obtain AMM equations for averages, fluctuations of local and global variables relevant to excitatory and inhibitory clusters (Hasegawa, 2007b) . Figure 10 shows an example of the calculated synchrony ratios of ( (Hasegawa, 2007b) . First we discuss the synchrony ratio at the period of (dotted curves in Fig. 10(a) . In contrast, when only inter-cluster of
is introduced ( 0010 w ), the synchrony in the inhibitory cluster is increased to 006 I S =. , as shown by dotted curve in Fig. 10(b) , the synchrony ratios are increased in the refractory period though the synchrony ratios for 0100 w and 0110 w are decreased. Thus firings of the excitatory-inhibitory cluster show much variety depending on a set of the couplings. Detailed calculation is under consideration and will be reported elsewhere.
Conclusion
We have studied responses of neuronal ensembles to three kinds of inputs: mean-, fluctuation-and synchrony-driven inputs, applying DSs and the AMM to the generalized rate-code model (Hasegawa 2007a; 2007b) . The ICA of our results has suggested that mean rate, fluctuation and synchrony may carry independent information. It would be interesting to examine this possibility by neuronal experiments using in vivo or in vitro neuron ensembles.
One of advantages of our rate-code model given by Eqs. (1)-(3) is that we can easily discuss various properties of neuronal ensembles. We hope that our rate-code model shares advantages with phenomenological neuronal models such as teh Wilson-Cowan (Wilson and Cowan, 1972) and Hopfield models (Hopfield, 1984) . It is well known that the Tsallis and Fisher entropies are very important quantities expressing information measures in non-extensive systems (Hasegawa, 2008) . Calculations of information entropies are indispensable in deeper understanding of neuronal ensembles with correlated variability. The plasticity of synapses (depression and facilitation) plays important roles in the activity of neurons. Indeed, a memory in brain is accounted for by the plasticity of synapses in the Hopfied model (Hopfield, 1984) . A variety of activity in prefrontal cortex in response to sensory stimuli is expected to be explained by dynamic synapses. It is interesting to take into account dynamic synapses in our approach with the rate-code model. These subjects are left for our future study. 
Materials and Methods
Synchronization ratio
In order to quantitatively discuss the rate synchronization, we first consider the quantity () Qt given by (Hasegawa, 2003a; . We may define the normalized ratio for the synchrony of firing rates given by (Hasegawa, 2003a) [ ] (10) and (12) 
