(τ = 0.2949 s at f s ). This choice was supported by the fact that this set of 136 delays covered a wide time interval without extending beyond the support of 137 the average autocorrelation function of the MEG recordings. 138 On the other hand, JADE [25] , extended-Infomax [26] and FastICA [4] 139 rely on HOS, that is, statistical parameters like negentropy or kurtosis. They 140 look for non-Gaussian sources assuming that x (t) are observations of random 141 variables where the temporal order is irrelevant [3, 4] . In this study, FastICA 142 was applied with the non-linearity tanh (·) and the deflationary approach 143 [4]. This function was selected for being a good general-purpose function [4] . 144 The extended version of Infomax was used in order to estimate both sub-and 145 super-Gaussian sources [26] . This version of the algorithm has been widely 146 applied to EEG and MEG [8, 15, 16] . The number of each type of components 147 was automatically determined [26] . JADE has no input parameters [4, 6, 25] . 148 All these BSS algorithms are contained in the EEGLAB [27] , FastICA
149
[28] and ICALAB toolboxes [29] . where m = l [3, 4] . However, EEG and MEG are affected by measurement 153 noise whose power may not be negligible [9, 21, 22, 30, 31] . Furthermore, the 154 number of channels in current EEG and MEG systems can be much larger 155 than that of meaningful BSS components (i.e., m > l) [21, 30] . Hence, a 156 suitable preprocessing is important to reduce the importance of the measure-157 ment noise and the dimensionality of the input signals of the BSS algorithms 158 [3, 9, 21] .
159
The preprocessing applied before a BSS algorithm is usually based on 160 some drawbacks as it implies a certain degree of arbitrariness in the estima-162 tion of l. Moreover, it is not clear that the external noise is weak enough at 163 all sensors [3, 9, 21] . In contrast to PCA, we apply a preprocessing based on 164 factor analysis (FA) that can deal with different noise power at each sensor.
165
Moreover, the model order (l) has been estimated with a statistical criterion: FA and the MDL can be found in [30] or [9] . This preprocessing was evalu-171 ated in [9] using synthetic data. The results suggested that it provided more 172 accurate estimations of l than other commonly used PCA-based approaches.
173
Furthermore, other studies have found that FA is more parsimonious when 174 estimating the value of l in real EEGs and MEGs than classical PCA schemes 175 [21, 22] . or set of sources, s (t), is known [11, 32, 33] . This is the case when analysing 180 synthetic signals. For real EEG and MEG recordings, these data are not 181 available. However, the consistency of various BSS algorithms can still be 182 precisely computed [29] . In order to do so, two different BSS algorithms 183 (algorithm q and algorithm r) must be applied to the same input data in 184 order to estimate the corresponding mixing matrices: A q and A r [29] . Then, 185 9 the columns of these matrices are normalized to unit length vectors and a 186 matrix P qr , whose size is l × l, is computed as:
If the two algorithms q and r provide exactly the same separation, P qr 188 will be a generalized permutation matrix [4] . Similarly, the closer P qr is to 189 a permutation matrix, the more consistent the separations of the algorithms 190 q and r are [29] . 191 In order to measure the degree to which P qr is close to a permutation 192 matrix, we define the metric F as F = (F 1 + F 2 ) /2, with F 1 and F 2 computed 193 as in [11]:
and
where p ij denotes an element of P qr and l is the number of components.
196
F 1 measures the average coupling of other sources into one particular 197 component, whereas F 2 accounts for the fact that two or more estimated 198 components represent exactly the same original source [11] . It is worth not-199 ing that F 1 and F 2 are normalized so that their values do not depend on 200 the dimensions of P qr . Since F 1 and F 2 are bounded between 0 (for a per-201 fect generalized permutation matrix) and 1, F also ranges between 0 and 1.
202
Hence, the lower the value of F for a pair of algorithms, the more consistent 203 they are (i.e., the outcomes of both algorithms are more similar). To avoid any influence of the preprocessing, the number of mixtures is set to the number of components (m = l = 11). The synthetic mixing matrix 230 is created with a Gaussian process with zero mean and SD equal to one [9] .
231
In order to study the influence of the synthetic data length, epochs of 2 s, 
Results
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Our main objective was to study the consistency of real MEG data decom- reduce the amount of data to be analysed, we studied only one matrix, P qr , 265 instead of both P qr and P rq . This decision was supported by the fact that 266 the average absolute differences for the F metric between P qr and P rq were 267 14 always lower than 1.2%.
For each length, the F values obtained for every pair of algorithms were 269 averaged. These results are depicted in Fig. 3 , where all subplots are repre- The results obtained for epochs of 20 s were very similar to those previ-300 ously reported for 10 s, with the same level of significant differences in the 301 grouping factor and covariate. In this case, the regression of F against l was 302 significantly positive for 'JADE-FastICA' as well as for the cases reported 303 for the 10 s case. JADE did not improve with the signal length as much as in the other cases.
355
The differences among the three HOS-BSS approaches were significant for all 356 20 signal lengths. 
