In this paper we develop a nonparametric multivariate spatial model that avoids specifying a Gaussian distribution for spatial random effects. Our nonparametric model extends the stick-breaking (SB) prior of Sethuraman (1994) , which is frequently used in Bayesian modelling to capture uncertainty in the parametric form of an outcome. The stick-breaking prior is extended here to the spatial setting by assigning each location a different, unknown distribution, and smoothing the distributions in space with a series of space-dependent kernel 1 distributions at nearby locations. This approach is the first to allow both the probabilities and the locations of the SB prior to depend on space, and that way there is no need for replications and we obtain a continuous process in the limit. We extend the model to the multivariate setting by having for each process a different kernel function, but sharing the location of the kernel knots across the different processes. The resulting covariance for the multivariate process is in general nonstationary and nonseparable. The modelling framework proposed here is also computationally efficient because it avoids inverting large matrices and calculating determinants, which often hinders the spatial analysis of large data sets. We study the theoretical properties of the proposed multivariate spatial process. The methods are illustrated using simulated examples and an air pollution application to model speciated particulate matter.
Introduction
This paper focuses on the problem of modelling the unknown distribution of a multivariate spatial process. We introduce a nonparametric model that avoids specifying a Gaussian distribution for the spatial random effects, and it is flexible enough to characterize the potentially complex spatial structures of the tail and extremes of the multivariate distribution.
We develop a new multivariate model that overcomes the assumption of normality, stationarity and/or separability, and is computationally efficient. The assumption of separability offers a simplified representation of any variance-covariance matrix, and consequently, some remarkable computational benefits. The concept of separability refers a covariance matrix in d dimensions that is the kronecker product of less than d smaller co-variance matrices, for example a multivariate spatial covariance is often modeled as the kronecker product of a spatial covariance matrix and a cross-covariance matrix. Suppose that {Y ( where h ≡ (h 1 , · · · , h d ) ′ = s i − s j . However, in real applications, especially with air pollution data, it may not be reasonable to assume that the covariance function is stationary. Spatial models often assume the outcomes follow normal distributions, or that the observations are a realization of a Gaussian process. However, the Gaussian assumption is overly restrictive for pollution data, which often display heavy tails that change across space. We propose here a new nonparametric (Dirichlet-type) multivariate spatial model flexible enough to characterize extreme events in the presence of complex spatial structures, that allows for nonstationarity in both the covariance and cross-covariance between outcomes.
Our nonparametric model extends the stick-breaking (SB) prior of Sethuraman (1994) , which is frequently used in Bayesian modelling to capture uncertainty in the parametric form of an outcome's distribution. The SB prior is a special case of the priors neutral to the right (Doksum, 1974) . For general (non-spatial) Bayesian modelling, the stick-breaking prior offers a way to model a distribution of a parameter as an unknown quantity to be estimated from the data. The stick-breaking prior for the unknown distribution F, is width parameter. This results in a flexible nonstationary spatial model, as different kernel functions lead to different relationships between the distributions at nearby locations. This approach we introduce here is the first to allow both the probabilities p i and the locations X i to depend on space, and that way there is no need for replications and we obtain a continuous process in the limit. We extend the model to the multivariate setting, by using a multivariate version of the space-dependent kernel SB prior, having for each process a different kernel function, but sharing the location of the kernel knots across the different processes. The resulting marginal covariance for the multivariate process is in general nonstationary and nonseparable.
One of the main challenges when analyzing continuous spatial processes and making
Bayesian spatial inference is calculating the likelihood function of the covariance parameters.
For large datasets, calculating the determinants that we have in the likelihood function might not be feasible. The modelling framework proposed here is computationally efficient because it avoids inverting large matrices and calculating determinants.
The application presented in this paper is in air pollution, to model and characterize the complex spatial structure of speciated fine particulate matter. Fine particulate matter (PM 2.5 ) is an atmospheric pollutant that has been linked to serious health problems, including mortality. The study of the association between ambient particulate matter (PM) and human health has received much attention in epidemiological studies over the past few years. Özkaynak and Thurston (1987) conducted an analysis of the association between several particle measures and mortality. Their results showed the importance of considering particle size, composition, and source information when modeling particle pollution health effects. PM 2.5 is a mixture of pollutants, and it has five main components: sulfate, nitrate, total carbonaceous mass, ammonium, and crustal material. These components have complex spatial dependency and cross dependency structures. The PM 2.5 chemistry changes with space and time so its association with mortality could change across space and time. Dominici et al. (2002) showed that different cities have different relative risk of mortality due to PM 2.5 exposure. It is important to gain insight and better understanding about the spatial distribution of each component of the total PM 2.5 mass, and also to estimate how the composition of PM 2.5 might change across space. This type of analysis is needed to conduct epidemiological studies of the association of these pollutants and adverse health effects. We introduce a innovative multivariate spatial model for speciated PM 2.5 across the entire United
States. The proposed framework captures the cross dependency structure among the PM 2.5 components and explains their spatial dependency structures. Due to the complex crossdependency between PM 2.5 components, it is important to introduce a statistical framework flexible enough to allow the cross-dependency between pollutants to be space-dependent, while allowing for nonstationarities in the spatial structure of each component. This is the first study with speciated particulate matter that allows the cross-dependency between components vary spatially. In the context of air pollution we are interested in extreme values (hot spots), so we need spatial models that go beyond the assumption of normality. The multivariate spatial SB model introduced in this paper seems to provide an ideal framework to characterize the complex structure of the speciated PM 2.5 .
The paper is organized as follows. In Section 2, we introduce a new spatial univariate spatial model using an extension of the stick-breaking prior, that directly models nonstationarity. In Section 3, we present a multivariate extension of this spatial SB model, that allows nonseparability and a cross dependency between spatial processes that is space-dependent.
In Section 4, we introduce a particular case of the multivariate spatial model presented in Section 3, which is a simple model and very easy to implement, but general and flexible enough for many applications. In Section 5, we present the conditional properties of the spatial SB process prior. In Section 6, we present marginal properties. In Section 7, we study some asymptotic properties of the spatial SB prior. In Section 8, we present and prove an important feature of our model, which is that the limiting process has continuous realizations. In Section 9, we include some computational approaches and Markov Chain
Monte Carlo(MCMC) details for its implementation. In Section 10, we illustrate the proposed methods with a simulation study. In Section 11, we present an application to air pollution. We conclude with Section 12 that has some remarks and final comments.
Univariate spatial model
The spatial distribution of a stochastic process Y (s) is modeled using an extension of the stick-breaking prior, that directly models nonstationarity. The nonparametric spatial model assigns a different prior distribution to the stochastic process at each location, i.e., Y (s) ∼ F s (Y ). The distributions F s (Y ) are unknown and smoothed spatially. The coordinate s is in D ∈ R d , in particular for d = 3 this could correspond to a continuous spatial temporal process. To simplify notation throughout this section we will assume d = 2.
Extending the stick-breaking prior to depend on location, the prior for F s (Y ) is the potentially infinite mixture
where X is a Gaussian process with covariance Σ X , that has diagonal elements σ
i. The weight function, K i , is a spatial kernel centered at φ i with bandwidth parameter ǫ i .
More generally, in our application we fit elliptical kernels K i , with B i being the 2 × 2 matrix that controls the ellipse. We represent
and T 12 (φ i ) are independent spatial Gaussian processes.
As we will see in Sections 5 and 6 the spatial correlation of the process Y (s) is controlled by the bandwidth parameters associated with knots in the vicinity of s. To allow the correlation to vary from region to region, the bandwidth parameters are modeled as a spatially varying parameters. We assign to log(T (φ i )) a spatial Gaussian prior with non-zero mean and a Matérn correlation function (Matérn, 1960) . We assume the Matérn spatial correlation with the parameterization proposed by Handcock and Wallis (1994) , that is,
where K ν is the modified Bessel function, and |φ i −φ j | denotes the Euclidean distance between φ i and φ j . The Matérn correlation has two parameters: ν controls the smoothness of the process (i.e., the degree of differentiability), and ρ controls the range of spatial correlation.
If ν = 0.5 we have the exponential correlation exp(|φ i − φ j |/ρ), and if ν = ∞ we have the
In addition to allowing the correlation (via the bandwidth parameters) to be a function of space, we also allow the variance to be a spatial process. To do this, the spatial process X(φ i ) has a zero mean-Gaussian process prior with covariance (Palacios and Steel, 2006) ,
where σ i = σ(φ i ) is the the variance of the process X(φ i ) and it is space-dependent, and ρ is a correlation function (e.g. a Matérn). We assign to log(σ(φ i )) a spatial Gaussian prior, with non-zero mean and a Matérn covariance function.
In Appendix A.1 we prove that the representation in (1) introduces a properly defined process prior, using the Kolmogorov existence theorem. In Sections 6 and 7 we study the marginal and conditional properties of model (1). If the knots are uniformly distributed across space, the bandwidth parameters are not space-dependent functions, σ i = σ for all i, and the prior distributions for the knots, bandwidth parameters and V i 's are independent, then, the corresponding covariance (integrating out V i , φ i , T ) assuming the kernel is not space-dependent, i.e. is stationary (as shown in Section 7). Allowing the bandwidth to be space-dependent will make it nonstationary (Section 7). The conditional covariance will be in general nonstationary, even when the kernels are not space-dependent (Section 6).
Model (1) is a Dirichlet Process (DP) mixture model with spatially varying weights.
The almost sure discreteness of F s (Y ) is not desirable in practice. Thus, we mix it with a pure error process (nugget process) with respect to F s (Y ) to create a random distribution process G s (Z) with continuous support (Gelfand et al., 2005) . Thus, the process of interest that we model in practice is Z(s) = Y (s) + e(s), where Y arrives from the DP model in (1), and e(s) ∼ N (0, σ 2 0 ). We denote Σ e the diagonal covariance of the nugget process e. Thus, our model requires the introduction of a nugget effect.
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We present a new nonparametric multivariate spatial model, which is a multivariate extension of model (1). We explain the cross spatial dependency between p stochastic processes,
, by introducing the following model for the distribution of each Y k (s),
where,
Beta(a, b) independent over i, the knots of the kernel functions K i,k are shared across the p space-time processes, and the p-dimensional process X = (X 1 , . . . , X p ) has a multivariate normal prior, with cross covariance
with g j the jth column of a p × p full rank matrix G, and the ρ j are correlation functions (e.g., Matérn functions). Equation (4) presents a nonstationary extension of a linear model of coregionalization (Gelfand et al, 2004) . Gelfand et al. (2004) characterize the crosscovariance of a multivariate Gaussian process X using a spatial Wishart prior. Here, we
propose an alternative framework, that could be more computationally efficient.
The cross-covariance for the multivariate process X at each knot i is
where A is a full rank lower triangular, A(φ i ) = {a kk ′ (φ i )} kk ′ , and for each k and k ′ in {1, . . . , p}, a kk ′ are independent spatial Gaussian non-zero mean processes evaluated at location φ i . For identification purposes we restrict the mean of the diagonal elements of A to be positive. Thus, the process (X 1 (φ i ), . . . , X p (φ i )) has a multivariate normal prior with covariance Σ (i) that depends on space via the knot locations. By allowing Σ (i) to depend on i, and therefore change with location, we obtain a cross covariance between the Y k processes that varies with space (nonstationarity), and it is in general nonseparable, in the sense that we do not model separately the cross-dependency between the p processes and the spatial dependency structure. We allow not only the magnitude of the cross-dependency structure to vary across space but also its sign, thus, it could be negative in some areas and positive in others. We call this phenomenon "nonstationarity for the sign" of the cross-dependency.
Most multivariate models, in particular separable models for the covariance, constrain the cross-dependency to be stationary with respect to its sign (e.g., Reich and Fuentes, 2007; Choi, Reich, Fuentes, and Davis, 2008) .
Particular case
A simpler representation of the nonparametric multivariate spatial model in (3), would be obtained by sharing the univariate underlying process X across the p spatial processes, i.e.
having the following representation for the distribution of each Y k (s), would not allow for nonstationarity in the sign.
5 Conditional properties
Conditional univariate spatial covariance
Assume the spatial stick-breaking process prior F s (Y ) in (1) for the data process Y. Throughout this section, without loss of generality, we assume B i = ǫ i I, where I is the 2 × 2 identity matrix. Conditional on the probability masses p i (s) in (1) but not on the latent process X, the covariance between two observations is as follows,
where p(s) = (p 1 (s), p 2 (s), . . . ) denotes the potentially infinite dimensional vector with all the probability masses p i (s) in the mixture presented in (1), C is the covariance function of X, and σ
The conditional covariance of the data process Y in (5) between any two locations s and s ′ is stationary and approximates the covariance function C of the underlying process X,
, as the bandwidths of the kernel functions become smaller.
This interesting result is formally presented in Theorem 1.
Theorem 1.
Assuming the spatial stick-breaking process prior F s (Y ) presented in (1) for a data process Y , and conditioning on the probabilities p i (s) but not the underlying process X.
The conditional covariance of the data process Y between any two locations s and
, approximates the covariance function C of the underlying process X, evaluated at |s − s ′ |, as the bandwidth parameter ǫ i of each kernel function K i in (1) goes uniformly to zero for all i, i.e. ǫ i < ǫ, for all i, such that ǫ → 0. Assuming that K i is a kernel with compact support for all i, and that C has a first order derivative, C ′ , that is a bounded nonnegative function.
Proof of Theorem 1: In Appendix A.2.
Conditional multivariate spatial covariance
Assuming the multivariate spatial stick-breaking process prior (
, and conditioning on the probabilities p i,1 (s) and p i,2 (s ′ ) for each pair of data processes Y 1 (s) and Y 2 (s ′ ), but not on the corresponding underlying multivariate process X = (X 1 , X 2 ). Then, the conditional cross-covariance between any pair
The conditional cross-covariance between any pair Y 1 (s) and Y 2 (s ′ ) presented in (6) approximates the cross-covariance function cov(X 1 (s), X 2 (s ′ )) = C 1,2 (s, s ′ ) of the underlying process X = (X 1 , X 2 ) used to defined the process prior for Y 1 and Y 2 , as the bandwidth parameters of the kernel functions become smaller. This result is formally presented in Theorem 2.
Theorem 2.
, and conditioning on the probabilities p i,1 (s) and
for each pair of data processes Y 1 (s) and Y 2 (s ′ ), but not on the corresponding underlying multivariate process X = (X 1 , X 2 ). Assuming also that C 1,2 , the cross-covariance and
, approximates the cross-covariance function C 1,2 (s, s ′ ) of the underlying process X, as the bandwidth parameters ǫ i,1 and ǫ i,2 of the kernel functions in
and F s (Y 1 ) go uniformly to zero for all i, i.e. ǫ i,k < ǫ, for all i and for k = 1, 2, with
Proof of Theorem 2: In Appendix A.3.
Univariate
We study the marginal properties of the spatial stick prior representation in (1). We start assuming that the V i components in (1) are independent and they share the same prior
, for all i. Throughout this section, without loss of generality, we assume B i = ǫ i I, where I is the 2 × 2 identity matrix.
We also assume the covariance, C, of the underlying process X is a stationary covariance, such that C(0) = σ 2 , and it is also an integrable function. We consider independent priors for the bandwidth and the knot parameters of the kernel functions K i . In the following section we will study the marginal properties when the V i components are space dependent functions and X has a nonstationary variance.
Integrating over the probability masses, the marginal covariance between two observations is
In the expression for the marginal covariance between observations Y (s) and Y (s ′ ) in (7), the first term corresponds to the marginal covariance if the underlying process X is i.i.d
across space rather than a spatial Gaussian process. The second term in (7) is due to the spatial dependency of the process X. The first term in (7) is a function of s and
kernel functions are the same across space, rather than being space-dependent functions.
In expression (7), c 1,2 (s, s ′ ) denoted as c 1,2 , is the only component that is a function of the covariance of the underlying spatial process X. Even, when the covariance of X is stationary, This is due to the edge effect, a common problem in spatial statistics when working with fixed spatial domains. This is also the case for conditional autoregressive models (CAR), that have a marginal nonstationary covariance, even when generated by aggregation of a stationary point-reference spatial process (e.g. Song, Fuentes and Ghosh, 2008) . In the expression for the marginal covariance of the process Y as presented in (7), we have the integral of the covariance function for the underlying process X. Thus, the degree of differentiability of the marginal covariance function for Y , in general would be 1 degree higher than the degree of differentiability for the covariance of X, assuming the kernel functions are analytic functions.
In (7), the moments of V are not space-dependent, but when V is a function of space and the kernel bandwidths are also space-dependent, the resulting marginal covariance would not be stationary even for an i.i.d. X underlying process (see eq. (8)).
Univariate with space-dependent Kernels
We calculate the marginal covariance, but we allow the functions V i to be space dependent,
We also allow the variance of the process X to be space-dependent, cov(X(φ i ), X(φ i )) = σ 2 i , and the bandwidth parameters ǫ i of the kernel functions are also space-dependent. Then, we have
where
In the expression for the marginal covariance of the process Y as presented in (8), we have the integral of the covariance function for the underlying process X. Thus, the degree of differentiability of the marginal covariance function for Y , in general would be 1 degree higher than the degree of differentiability for the covariance of X, assuming the kernel functions are analytic functions.
Multivariate cross covariance
We present marginal properties of the multivariate spatial stick prior representation in (3).
We study the marginal cross-covariance between any pair of data processes Y 1 (s) and Y 2 (s ′ ).
Assuming that the cross-covariance C 1,2 between the underlying processes X 1 and X 2 is an integrable function. We allow the bandwidth parameters to be space-dependent functions, they are a function of the knots, i.e. for data process Y k the kernel function K i,k has a bandwidth ǫ i,k (φ i,k ) that is a function of the kernel knot φ i,k . Then, integrating over the probability masses, the covariance between two observations is
The marginal covariance in (9) allows for lack of stationarity in the sign of the spatial cross-dependency structure. Thus, the covariance, cov(Y 1 (s), Y 2 (s ′ )), could have a different sign depending on location. This is induced by the change of sign in the cross-covariance C 1,2 of the underlying process X. The dependency structure in (9) will be in general nonseparable, in the sense that we can not separate the dependency between Y 1 and Y 2 versus the spatial dependency between locations s and s ′ . This still would hold ((9) would be nonseparable), even if the covariance of the multivariate process X is separable, in the sense that is modelled as a product of a component that explains the dependency across the X components and another component that explains purely the spatial dependency.
Weak convergence
In this section we study the weakly convergence for a spatial process Y (s) with process prior 
Continuous realizations for the limiting process
In this section, we present one of the main features of our model, which is the fact that the limiting process has continuous realizations. We say that a process Y has almost surely continuous realizations, if Y (s) converges to Y (s 0 ) with probability one as |s − s 0 | → 0, for
Theorem 4. Let Y (s) be a random field, with random distribution given by F s (Y ) as in (1). If the underlying stationary process X(s) is almost sure (a.s.) continuous in s for every s ∈ R 2 , (i.e., as |s − s 0 | → 0, then X(s) − X(s 0 ) → 0 with probability one), then as the bandwidth parameter ǫ i , assuming B i = ǫ i I, of each kernel function K i in (1) goes uniformly to zero for all i, the process Y has a.s. continuous realizations.
Proof of Theorem 4:
In Appendix A.5.
In Theorem 4, the continuity of the realizations for the process Y is established based on having kernels with small bandwidths and an underlying process X that is almost surely continuous. It is important to note that for a stationary spatial process X, the choice of the covariance function determines whether process realizations are a.s. continuous (Kent, 1989) . Kent shows that if the covariance of X admits a second order Taylor-series expansion with remainder that goes to zero at a rate of 2 + δ for some δ > 0, then X is a.s. continuous.
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Truncation
It is useful in practice to consider finite approximations to the infinite stick-breaking process.
We focus on the following truncation approximation to (1),
resulting in a distribution F s,N such that F s,N → F s , with F s the distribution of our stickbreaking process at location s. Letting p 0 (s) denote the probability mass on X(φ 0 ), we have a.s. 
Papaspiliopoulos and Roberts (2008) introduce an elegant computational approach to
work with an infinite mixture for Dirichlet processes mixing. However, their approach would not be efficient in our setting, because it relies on Markovian properties of all parameters, and the spatial varying parameters in our model (e.g. bandwidth) are not (discrete) conditionally autoregressive spatial processes, but rather continuous spatial processes.
MCMC details
For computational purposes we introduce auxiliary variables
to indicate Z(s)'s mixture component, so that Z(s)|g(s) is normal with mean X(φ g(s) ) and diagonal covariance Σ e (covariance of the nugget effect). Also, we reparameterize to
, where U 1 , ..., U p are independent spatial process with mean zero, cov(U j (φ 1 ), ..., U j (φ M )) = Ω j , and the (u, v) element of Ω j is ρ j (φ u , φ v ). Using this parameterization, g(s l ), U k (φ i ), and a kk ′ (φ i ) have conjugate full conditional posteriors and are updated using Gibbs sampling. The full conditionals for g(s) and U k (φ i ) are
where Φ(X(φ m ), Σ e ) is the multivariate normal density with mean X(φ m ) and covariance Σ e , and U k (φ i )'s full conditional is normal with
to the full conditional of U k (φ i ) and not given here.
Conjugacy does not hold in general for the stick-breaking parameters V i , B i or ψ i or the spatial range parameters; these parameters are updated using Metropolis sampling with Gaussian candidate draws. Candidates with no posterior mass are rejected and the candidate standard deviations were tuned to give acceptance rate near 0.4. We draw 20,000 MCMC samples and discard the first 5,000 as burn-in. Convergence is monitored using trace plots of the deviance as well as several representative parameters.
Simulation Study
Here we generate and analyze four univariate data sets using the model of Section 2. In all cases we generate a sample size of n = 250 by adding standard normal noise to a true surface µ * (s). The true surfaces are We fit four models to each simulated data set by varying the kernels and the spatial correlation structure. We fit both uniform kernels K i (s) = I(δ i (s) < 1) and squared-exponential
and I is an indicator function. We also compare the stationary model with constant kernel bandwidth and iid latent process X(s) with the full non-stationary model described in Section 2.
We compare these models in terms mean squared error
For each data set, we also compute the deviance information criteria (DIC) of Speigelhalter et al. (2002) and the predictive criteria of Laud and Ibrahim (LI, 1995) . DIC is defined as DIC =D + p D , wherē D is the posterior mean deviance and p D is the effective number of parameters. To calculate LI, at each MCMC iteration we generate a replicate dataset from the current model, denoted Z (l) for the l th MCMC iteration. We compare these replicate data sets with the observed data Z(s j ) in terms of the posterior mean of the squared-error loss
Models with small DIC and LI are preferred.
For the stick-breaking parameters we took a = 1 and b ∼Gamma(0.1,0.1) (parameterized to have mean 1, variance 10). All variances have Gamma(0.1,0.1) priors and the spatial range parameter for the latent mean process X has a Uniform(0,20) prior. As is common in spatial modeling, we found the spatial range of the spatially-varying bandwidth and log standard deviation to be poorly identified. To improve MCMC convergence, we fixed these spatial ranges at 2.5 to give correlation 0.78 between locations with |s − s ′ | = 0.1 (recall the spatial domain is [0, 1] 2 ) and correlation 0.08 for locations with |s − s ′ | = 1. In all model fits we truncated the infinite mixture model with a mixture of M =200 components, which gives satisfactory truncation probability. Table 1 gives the results for the four simulated examples. Simulation #3 would correspond to a null model, and we would expect, as it is the case, the model comparison statistics We fit several variations of the multivariate spatial stick-breaking model to these data by varying the kernel (squared-exponential versus uniform), allowing the latent X(s) processes to have independent or spatial correlation, and allowing the covariance parameters A to be constant or varying across space with spatial priors. In each of these models we assume the knots are shared across outcomes and that the kernel bandwidth matrix B is constant across space and outcome. These nonparametric models are compared to the fully Gaussian model with stationary, separable covariance
where Σ e (nugget effect) is the p × p diagonal matrix with diagonal elements σ the p × p cross-covariance matrix.
We compare these models using both the DIC and LI, described in Section 10. In addition to these model comparisons, we conduct predictive checks of model adequacy using the Bayesian p-value of Rubin (1984) . We compare the replicate data sets with the observed data Z in terms of a discrepancy measure D(Z). The Bayesian p-value for the discrepancy measure is
where m is the number of MCMC samples. P-values near zero or one indicate that the predictive model does not fit the data adequately. We consider several discrepancy measures including the maximum (over space)
separately for each of the five pollutants, the skewness of each of the five pollutants D(Y ) = skew(Z 1j , ..., Z nj ), and the difference between the cross-correlation of each pair of pollutants between two locations in the eastern and western halves of the US (see Fig. (12) showing the location of the pair points), D(Y ) = cor(Z ij , Z ik |i in the east) -cor(Z ij , Z ik |i in the west).
These measures are chosen to determine, respectively, whether the models adequately capture tail probabilities, the shape of the response distribution, and the potential non-stationarity in the cross-covariance between pollutants.
The fully parametric and stationary Gaussian model has the highest DIC and LI of the models in Table 2 . The p-values in Table 3 indicate that the observed data generally have larger maximums and more skewness than the data sets generated from this model. These p-values remain unsatisfactory even after a log transformation (not shown), motivating a nonparametric analysis. Also, several of the p-values for the difference in correlation between east and west are near zero, suggesting non-stationary.
Both DIC and LI are smaller for the nonparametric models in Table 2 than the parametric Gaussian model. The most distinguishing factor between the eight nonparametric models is the correlation of the latent process X(φ); allowing the latent processes to have spatial correlation improves DIC and LI for all combinations of kernels and cross-covariance models. The smooth squared-exponential kernels are preferred for the model with independent X(φ). In contrast, uniform kernels are preferred when X(φ) is a spatial process. In this case, the Gaussian process X(φ) captures large-scale spatial trends and the nonparametric stick-breaking model with uniform kernels accounts for local spatial effects.
The best-fitting model with squared-exponential kernels allows for nonstationarity in the cross-covariance. (Table 3 ). This provides evidence that these models adequately capture the shape of the response distribution and the cross-correlation.
The best-fitting model with uniform kernels has stationary cross-covariance. After modeling the spatial processes adequately with both a Gaussian spatial process X(s) and local nonparametric model with uniform kernels, the cross-covariance can be taken to be constant over space.
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In this paper we introduce a new modelling nonparametric framework for multivariate spatial processes, that is flexible enough to characterize complex nonstationary dependency and cross-dependency structures, while avoiding specifying a Gaussian distribution. One of main advantages of the proposed multivariate spatial stick breaking approach is that is very computationally efficient, and that should be widely useful in situations where several complex spatial processes need to be modelled simultaneously.
The univariate kernel stick breaking version also provides a useful alternative to recently developed spatial stick-breaking processes (Griffin and Steel, 2006; Dunson and Park, 2008; Gelfand et al., 2007; Reich and Fuentes, 2007) . One useful feature of this univariate version is that the limiting process is continuous, rather than discrete as in the other kernel-type stick breaking approaches.
An advantange of the formulation presented in this paper is that many of the tools developed for Dirichlet processes can be applied with some modifications, and that has allowed us to study the statistical properties of the presented methods. The application presented in this paper is for a multivariate spatial process, but the presented framework can be applied to multivariate spatial-temporal processes by using space-time kernels. In our future work, we will implement an extend the presented methods to spatial temporal processes. the species are "A" for Ammonium, "Cr" crustal materials, "TC" for total carbon, "N" for nitrate, and "S" for sulfate. Properly defined process prior
Monitoring locations Ammonium
Kolmogorov existence theorem
We need to prove that the collection of finite-dimensional distributions introduced in
(1) define a stochastic process Y (s). We use the two Kolmogorov consistency conditions (symmetry under permutation, and dimensional consistency) to show that (1) defines a
proper random process for Y.
Proposition 1. The collection of finite-dimensional distributions introduced in (1) properly define a stochastic process Y (s). We use the two Kolmogorov consistency conditions: symmetry under permutation, and dimensional consistency, to define properly a random process for Y.
Proof of Proposition 1:
Symmetry under permutation.
, where φ i(s j ) is the centering knot of the kernel i(s j ) in the representation of F s j (Y ) in (1), and let φ i j be an abbreviation for φ (i(s j )) . Then, p i 1 ,...,in determine the site-specific joint selection probabilities. If π(1), . . . , π(n) is any permutation of {1, . . . , n}, then we have
since the observations are conditionally independent. Then,
p i π(1) ,...,i π(n) δ X(φ(i π(1) )) (A π (1) ) . . . δ X(φ(i π(n) )) (A π(n) ) = p(Y (s π(1) ) ∈ A π(1) , . . . , Y (s π(n) ) ∈ A π(n) ).
And, the symmetry under permutation condition holds. which holds by Fubini Theorem and the fact that X is a properly defined Gaussian process.
A.2
Proof of Theorem 1.
Since C ′ is nonnegative and ε i 1 ,i 2 ∈ (−2ǫ, 2ǫ), we have that for J i 1 ,i 2 = {(i 1 , i 2 ); |φ i 1 −s| < ǫ i 1 , |φ i 2 − s ′ | < ǫ i 2 }, −2ǫ
because C ′ is bounded and the sum of probability masses is always bounded by 1. The sum of probability masses would be always bounded by 1, because by proposition 1 the prior process is properly defined. Therefore, the conditional covariance of the data process Y approximates the covariance C of the underlying process X as the bandwiths of the kernel functions go to zero.
A.3
Proof of Theorem 2.
The cross-covariance function C 1,2 (s, s ′ ) of the underlying process X = (X 1 , X 2 ) has first order partial derivatives δC 1,2 (s, s ′ )/δs and δC 1,2 (s, s ′ )/δs ′ . We introduce a Taylor expansion for C 1,2 with a Lagrange remainder term, 
A.4
Proof of Theorem 3. Assume now |s 1 − s 2 | → 0, we need to prove that Y (s 1 ) converges a.s. to Y (s 2 ).
Let φ 1 and φ 2 satisfy, |φ 1 − s 1 | → 0, and |φ 2 − s 2 | → 0.
Thus, we obtain that with probability 1, Y (s 1 ) converges to X(φ 1 ), and Y (s 2 ) to X(φ 2 ).
Since |s 1 − s 2 | → 0, and |φ 1 − φ 2 | ≤ |φ 1 − s 1 | + |φ 2 − s 2 | + |s 1 − s 2 |. Then, by (17)
We have, 
