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Differentiating Between Mixed Effects and Latent Curve Approaches to Growth Modeling
In psychology, empirical questions concerned with change over time are ubiquitous. As such, statistical methods for modeling longitudinal data concomitant with such questions have become widely studied in the methodological literature. For modeling growth, researchers typically employ some type of random effects model such that a mean growth trajectory is estimated for all observations in the data but a unique growth curve is estimated for each individual in the data as well (Curran & Bauer, 2011) . These types of models are generally referred to as subject-specific models (Zeger, Liang, & Albert, 1988) which are more commonly known in psychology as growth curve models. Growth models have many aliases but can be broadly grouped into two different classes of methods: the latent curve (LC) approach that treats the repeated measures as multivariate (also known as the "wide" data format) which tend to be fit in general SEM software (Meredith & Tisak, 1990; Tucker, 1958; Willet & Sayer, 1994) , and the mixed effect (ME) approach that treats the repeated measures as univariate (also known as the "long" data format) that are generally fit in regression software (Laird & Ware, 1982; Rao 1965 , Bryk & Raudenbush, 1987 .
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Over the past 20 years, methodological research has shown that the LC approach and the ME approach are actually nuanced twists on the same idea and are shown to converge and be mathematically equivalent in many cases (e.g., Bauer, 2003; Curran, 2003; Ledermann & Kenny, 2017; Mehta & Neale, 2005) . Skrondal and Rabe-Hesketh (2004) went so far as to propose a general latent variable modeling framework that effectively unified both LC and ME approaches.
Historically, the treatment of this topic has focused on conditions for which the two growth 1 We adopt the ME and LC set of terminology advanced by Cudeck (1996) , which was one of the first articles to contrast these methods, to differentiate between these two frameworks. However, we recognize these analytical approaches carry many different monikers. For example, Skrondal and Rabe-Hesketh (2004) refer to the exact two approaches as factor models and random coefficient models while Curran (2003) uses multilevel model and structural equation model.
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2 modeling frameworks converge. Bauer (2003) and Curran (2003) show types of models for which parameters in one framework map directly onto parameters in another. Chou, Bentler, and Pentz (1998) demonstrate how identical results can be obtained in either framework under certain conditions. Convergence has been similarly shown in the case of missing data (Ferrer, Hamagami, & McArdle, 2004) , interaction tests (Preacher, Curran, & Bauer, 2006) , and subject-specific estimates (Mehta & West, 2000) . Clearly, there is much overlap between the two modeling frameworks.
Although certainly true that there is a notable mathematical similarity between the LC approach and the ME approach, the approaches are not always identical and there remains confusion regarding when divergence occurs. We believe this ambiguity lies not in the mathematical model but is largely a result of software implementation, whereby some extensions are made easier under LC software while others are more straightforward under the ME software.
However, recent literature has lost track of the extent to which the overlap extends, often resulting in claims that the modeling frameworks will produce identical results. For example, Hox (2010) states "when multilevel regression and latent curve modeling are applied to the same data set, the results are identical" (pp. 243).
There is indeed much overlap between the frameworks and estimates from both frameworks indeed converge with ideal data. However, in empirical studies where data often are non-normal, missing, collected at non-uniform intervals, or have small samples, there are nontrivial differences between framework which will result in different conclusions, or at least varying difficulty with which the model can be fit. The goal of this manuscript is to provide a clear overview of the LC and ME approaches to growth curve analysis and to highlight where these two approaches differ practically rather than theoretically. We highlight some of the major differences in the implementation of these models in commonly used statistical software and include demonstrations of the differences via empirical examples. We conclude by offering a summary of MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 3 situations when the implementation of the methods are not equally advantageous and we provide recommendations regarding when each framework may provide particular advantages for empirical researchers fitting models to data. Thus, even though there are studies demonstrating the broad convergence of growth modeling frameworks, we feel that it is important to also demonstrate their meaningful divergence as well.
Overview of the Mixed Effect Approach
The mixed effect (ME) approach accounts for the fact that individuals are measured repeatedly over time by modeling the intercept and/or the time coefficients as random (Laird & Ware, 1982; Stiratelli, Laird, & Ware, 1984) . This allows researchers to estimate a mean trajectory for the entire sample as well as subject-specific deviations from the mean for each person in the data. The mean trajectory parameters for the whole sample are commonly referred to as "fixed effects". These fixed effects-which are most commonly the intercept, time (and any functions thereof such as polynominal terms), and any time-varying covariates-can also be included in the random effects portion of the model. Random effects capture how much the estimates for a particular person differ from the fixed effect estimate, which allows the growth trajectory to differ for each person.
More formally, with continuous outcomes, the linear ME model can be written as in Laird and Ware (1982) As an alternative to the Laird and Ware (1982) matrix notation from Equation 1, it is common in behavioral science literatures to see ME models written in Raudenbush and Bryk (RB; 
where Y ij is the response for the ith person at the jth time, 0i
 is the intercept for the ith person, Popular software programs used to fit linear ME models include but are not limited to SAS Proc Mixed, SPSS MIXED, Stata xtmixed, the lme4 package in R, and the HLM software program.
Overview of the Latent Curve Approach
The latent curve (LC) approach for growth essentially follows the same premise as ME models except growth is formulated in a general structural equation modeling framework rather than as an extension of the regression framework. Specifically, LC models are confirmatory factor analysis (CFA) models with an imposed factor mean structure and particular constraints to yield estimates of growth. The basic idea of the LC framework for growth is identical to ME framework MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 5 and the hypothetical depression example from the previous section also could apply here -there is some overall mean trajectory for the entire sample but each individual receives random effect estimate(s) to capture how their particular growth curve differs from the overall trajectory. The main conceptual difference is that the random effects are specified as latent variable in a CFA rather than randomly varying regression coefficients; however, these two notions can be shown to be mathematically equivalent (e.g., Curran, 2003) .
In SEM matrix notation, the LC model for growth is written as,
where Λ is a matrix of factor loadings that can, but are not always, pre-specified to fit a specific type of growth trajectory, A Brief Comparison of ME and LC Approaches As has been well-explained (e.g., Curran, 2003; Singer & Willet, 2002; Skrondal & RabeHesketh, 2004 ) the ME approach has much in common with the LC approach. Comparing To highlight the similarity between the ME and LC equations, in the case where each person is measured at the same time-points (a.k.a., time structured data), the matrix expression in arising from a different modeling framework. Equivalence between the ME and LC frameworks, both mathematical and function, are not perfect, however.
Differences in Implementation
Prior to delving into specific details about key differences between the implementation of the ME and LC frameworks, Table 1 presents a simplified summary of the arguments that will be presented for the remainder of this paper along with recommendations for which type of model is best suited to deal with particular scenarios. These recommendations are not definitive because they assume that each situation is to be accommodated in isolation -in reality, it is common for more than one of these conditions to be present in a single analysis (e.g., multi-group analysis of non-linear growth with a small sample size). In such cases, there may not be a perfect solution to adequately model all facets of the data in question, so researchers may need to weigh the pros and cons of each of the frameworks. These recommendations also apply predominantly to continuous outcomes and different recommendations may surface in the presence of discrete outcome variables.
To generally summarize Table 1 , the ME approach tends to be most useful for straightforward models (e.g., simple growth trajectory, one outcome variable) with complex data structures requiring more flexibility such as smaller samples, time unstructured data, or multiple levels of nesting. Conversely, the LC approach is best suited for complex models with straightforward data structures such as growth models embedded in larger models, assessment of global model fit, unconstrained time-varying covariates, and complex variance functions.
Elaboration of these issues are the focus of the remainder of this paper. SAS and Mplus code from subsequent examples is provided in an online supplement. The ME approach minimally distinguishes between time structured and time unstructured data with respect to software implementation. The LC approach is viable with time unstructured data in most cases provided that specific conditions are met and additional steps are taken.
Non-Linear Growth
If researchers know that the growth will be non-linear but are not concerned with or do not know the particular function, the latent basis model in the LC approach offers an easy option that yields a straightforward interpretation. For specific forms of non-linear growth, the ME approach should be preferred because it can estimate the model directly and does not need to linearize the model prior to estimation as is needed in structured latent curve models.
Multiple-Group Models
Either framework can accommodate multi-group models as commonly applied. If partial constraints are desired, the LC framework is far more flexible and can more easily accommodate situations where a specific subset of parameters should be constrained or freely estimated.
Model Fit
Global model fit is a unique advantage of the LC framework. Researchers should be judicious about the indices they report and should keep in mind that growth models in an LC framework have an implied-mean structure (e.g., SRMR tends to perform poorly). Researchers should also be mindful that these criteria can perform undesirably with small samples if uncorrected.
Residual Structures
Differences between frameworks is fairly minor. The LC framework is more flexible but requires all relations to be manually programmed or constrained. The ME framework simplifies the process with preprogrammed structures but is less flexible. Three-Level Models Three-level random effects models are a natural extension in the ME framework and present no difficulty. A three-level random effects model is quite difficult to fit in the LC framework, if the third level is treated with a fixed effects approach, then three levels are no more difficult to fit than a standard LC model. Growth Model Embedded in a Larger Model Embedding a growth model within a larger model or extending a growth model beyond linear growth with observed variables is straightforward to do in a LC framework. Options exist in the ME framework as well but, to various degrees, can be difficult to program.
Missing Data
Most ME software will listwise delete observations with missing predictors because the likelihood is a conditional likelihood. LC software can accommodate missing predictors with FIML because the joint likelihood is typically used. Software for either framework can impute missing values.
Time-Varying Covariates
The ME framework constrains the effect to be constant across all time-points and constrains the correlation between the covariate and the growth factors to 0. These constraints can be lifted in the LC framework. Both frameworks allow for random effects of time-varying covariates.
Small Sample Sizes
Although the smaller sample size does not alter the mathematical equivalence of the models, it does affect how the estimation options that researchers have at their disposal (McNeish, 2016a) . Methodological research on clustered data in general (of which growth models form a subset) has shown that full maximum likelihood estimation leads to downwardly biased estimates of random effect variances, fixed effect standard errors, and growth factor mean standard errors when there are fewer than about 50 people (e.g., Browne & Draper, 2006; McNeish & Stapleton, 2016) . This underestimates the variability in individual growth curves and can vastly inflate the operating Type-I error rate of time-invariant predictors and growth factor means. However, full maximum likelihood is the primary frequentist method by which models in LC framework are estimated. Robust estimation based on Huber-White so-called sandwich estimators also do not solve issues pertaining to standard error estimation with small sample sizes (Maas & Hox, 2004 ).
In the ME framework, this issue has been well-studied and has largely been addressed via restricted maximum likelihood estimate (REML) to address the bias in the random effect variance (Harville, 1977) and Kenward-Roger corrections to address the bias in the standard error estimates and inflated operating Type-I error rates (Kenward & Roger, 1997 , 2009 . Recent studies have
shown that these methods perform well with sample sizes into the single digits if reasonable model complexity is observed (Ferron et al., 2009) . Unfortunately, as noted in McNeish (2016b), these methods do not have analogs in the LC framework 2 and small sample issues in the LC framework continue to be vastly under-researched compared to the ME framework. McNeish (2016a) discusses the difficulty of deriving a REML-type estimator for in the LC framework in full detail.
Without delving into these details, the general issue is that the restricted likelihood function involves additional computations that are manipulations of the fixed effect design matrix (X in Equation 1). This matrix does not exist in the LC framework because its elements are allocated to the α, Λ, and X matrices in Equation 3. Additionally, as will be discussed shortly, a freedom within the LC approach allows the elements in the Λ matrix to be estimated (in ME framework, these elements are variables, not parameters and cannot be estimated) which further complicates derivation of a broadly applicable REML-type estimator in the LC framework.
Furthermore, different test statistics are utilized in each framework. In SEM software programs used in the LC approach, parameters are tested with Z or χ 2 statistics. In ME software programs, the fixed effect parameters are tested with t or F statistics, which are more appropriate with smaller sample sizes because they do not assume infinite denominator degrees of freedom, as is the case with Z or χ 2 statistics (although, the appropriate degrees of freedom for such tests is widely debated; e.g., Schaalje, McBride, & Fellingham, 2002) . Although it is known that the Z distribution is the limiting distribution of the t distribution and that χ 2 is similarly the limiting distribution of the F distribution, using asymptotic test statistics with smaller samples can artificially inflate the operating Type-I error rate, even if all parameters are estimated without bias (e.g., Schaalje et al., 2002) .
Although small sample size issues may seem somewhat trivial, small sample inference is an increased priority in growth models because of the associated data collection difficulties. That is, longitudinal data are difficult and expensive to collect and meta-analytic reviews have found that about one-third of growth model studies feature sample sizes in the double or single digits (e.g., Roberts & del Vecchio, 2000) . McNeish (2016b) further went on to show that Bayesian estimation of small sample LC growth models (a leading alternative to REML) does not necessarily alleviate these small sample concerns unless careful consideration is given to the prior distributions (see van de Schoot et al., 2015 for specifics on setting prior distributions for small sample growth models) and showed that small sample methods developed in the ME context can yield superior estimates to the LC context with uninformative prior distributions.
Potthoff and Roy (1964) example.
A classic example for growth modeling with small samples comes from Potthoff and Roy (1964) which investigated the distance between the pituitary gland and the pteryomaxillary fissure from in 27 children between the ages of 8 and 14
(data are available from the SAS 9.3 Users Guide in Example 58.8). Person 20 and Person 24 were removed from the data due to high Cook's D values from both the fixed effects and the covariance parameters for a total sample size of 25 (for more information of diagnostics with this data, see
Example 58.6 in the SAS 9.3 User's Guide). The growth in this distance is linear and sex of the child is included as a time-invariant predictor of both the intercept and of the slope. Both the intercept and slope have random effects which do not covary and the residual error structure is modeled as a homogeneous diagonal which was chosen based on BIC. Table 2 compares the estimates from the ME framework as estimated with REML and Kenward-Roger correction and the LC framework estimated with full maximum likelihood. As seen in Table 2 , the LC intercept and slope variance estimates are noticeably lower than the ME estimates. Additionally, the substantive conclusions are different between the different methods.
Because the ME random effect variance estimates are larger and were subjected to small sample corrections for the standard error estimates and the degrees of freedom for t-tests, p-values are larger and hover right around the .05 mark. On the other hand, the p-values associated with the LC estimates are based on standard error estimates that are known to be downwardly biased while also using a questionably appropriate asymptotic sampling distribution and therefore are clearly under .05 with this data. Granted, the change in statistical significance is a nuance of this particular data and will not be universal. However, it serves to highlight that, despite identical coefficient estimates, the variance and standard errors are estimated different between the frameworks with smaller samples. 
Time Unstructured Data
Longitudinal research designs are often thought of as multi-wave, time-structured studies meaning that all subjects provide a measure at the same time or at every wave. Nonetheless, practically speaking, data commonly deviate from the time structured format (Singer & Willet, 2003; Sterba, 2014) . When people in a longitudinal study are measured at different time-points, the data are referred to as time-unstructured which can be especially common when the time variable of interest is chronological age (especially in younger children where it is important to record age to the month, rather than year). Because time is most often thought of as continuous, coarsening it by treating time as equivalent for all people when it is not can have an adverse impact on parameter estimates (Ayadin, Leite, & Algina, 2014; Singer & Willet, 2003) . The degree to which this coarsening impacts estimates depends on how variably spaced the measurement occasions are (Coulombe, Selig, & Delaney, 2016; Singer & Willet, 2003) .
Because the ME framework processes data in the "long", univariate format and Time is an explicit predictor in the model, variably spaced measurement occasions and varying numbers measurement occasions do not present a challenge (McCoach, Rambo, & Welsh, 2013; Sterba, 2014 Figure 2a provides the data operationalized for in the ME framework. ID is the subject ID,
Outcome is the variable whose change is of interest, Time is the time in months when the outcome was collected, and Time_Group is Time rounded to the nearest year. Because the ME framework treats repeated measures univariately, each measure can simply be matched to the appropriate time. However, in the LC model where the model takes a multivariate specification, the process is not so simple because (1) it is unclear to which values parameters should be constrained and (2) it is unclear how the organize the columns within the data. To prepare the data for an LC model, researchers must make some decisions. The first and simplest option, as depicted in Figure 2b , is to collapse some categories to make the data coarser-to use Time_Group. This would then remove the confusion regarding how to set the slope loading constraints and how to set up the data because each person has observed data at the same time-points; however, the downside is that researchers may lose potentially useful information and large shifts could bias may of the parameter estimates (Blozis & Cho, 2008 , Singer & Willett, 2003 . Figure 2b . Representation of repeated measures organized in a multivariate "wide" format using coarsened version of time Time_Group such that each repeated measure occupies its own column.
Figure 2c illustrates a second option by creating an outcome variable for each of the possible time-points and treat differing time-points as missing data (Wu, West, & Taylor, 2009 ).
This option typically relies upon some overlap being present in the time-points at which measurements occurred to avoid convergence issues associated with many missing data patterns and large amounts of missing data. A third option is to treat subjects with the same measurement occasions as a group and conduct a multi-group analysis (Preacher, Wichman, MacCallum, & Briggs, 2008) . A drawback of this approach is that it remains feasible only when there are few possible combinations of time-points -if each person has vastly different time-points, then it becomes unruly to have several groups or several sparse outcome variables. 
ID Tgroup0
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The last option is to use definition variables which entails constraining parameter values to an observed variable value from the data (Hamagami, 1997; Mehta & Neale, 2005; Mehta & West, 2000; Serang, Grimm, & McArdle, 2016; Sterba, 2014) . Generally, this involves creating additional variables in the data that contain the time at which each measurement occurred.
Through definition variables, the loadings can be constrained to the value in these variables, allowing each person's slope loadings to represent the unique times at which their data were collected. In matrix notation, Burchinal and Applebaum (1991) example. As an example, consider data from Burchinal and Applebaum (1991) that is interested in measuring the number of speech errors made by 43 children between 2 and 8 years old. As may be expected, as children become older, they tend to make fewer and fewer speech errors. However, because the time variable in this data is chronological age in months, these data are time-unstructured and every person essentially has unique measurement occasions and the intervals between measurement occasions are unique for each person. As an added difficulty, 26% of the sample has 4 measurement occasions, 44% has 5 measurement occasions, and 30% has 6 measurement occasions. Figure 3 shows a trend plot for these data over time with a superimposed mean curve which seems to demonstrate that a quadratic term may be needed. The data also feature a variable on the intelligibility of the child's speech, which will be used as a covariate of both the intercept, linear slope, and quadratic slope. In the ME framework, there is no special approach that needs to be taken to accommodate the time-unstructured nature of the data and the standard approach is unfazed. 3 In the LC framework, three major problems immediately arise -each person has unique measurements, there is no overlap in the time-points between people, and the number of measurements is for each person are not equal. The definition variable approach was not able to converge, likely due to the complexity introduced from the number of measurement occasions being different for each person and the small sample size. The multiple group modeling strategy also is untenable with such widely varying measurement occasions which only leaves collapsing age as a possibly strategy.
The original data were coded to the month, so we instead coarsen the time variable to the nearest year. Table 3 below shows the estimates between the ME and the coarsened LC estimates. The results are in the same general vicinity but the parameter estimates are noticeably different. In particular, the LC variance estimates are much smaller, presumably because some of the variability has been truncated with time coarsened.
Table 3
Comparison of model estimates for Burchinal and Applebaum (1991) data for ME and a LC that coarsens time
Non-Linear Growth
Although linear growth trajectories are commonly used in empirical studies, many growth processes are inherently non-linear and call for different types of models to adequately model growth over time (Cudeck & du Toit, 2002; Grimm & Ram, 2009; Grimm, Ram, & Hamagami, 2011; Preacher & Hancock, 2015; Sterba, 2014) . Estimation and specification of non-linear models can be vastly different between the ME framework and the LC framework with many different types of models being uniquely estimable in only one framework. We will be unable to fully cover all of the nuances of non-linear models in a single section as there are many full-length papers dedicated solely to this topic (e.g., Blozis & Harring, 2016a) ; however, we will attempt to highlight the most salient of the differences that are most likely to arise in empirical research. 
) is non-linear in the parameters because the rate parameter ( R   ) appears in the exponential expression. ME software programs are able to accommodate either of these specifications without changing the interpretation of the model parameters (e.g., SAS Proc Mixed for models non-linear in variables, SAS Proc NLMIXED for models non-linear in the parameters; Blozis & Harring, 2016a) . SEM software can accommodate models that are non-linear in variables but they cannot directly accommodate models that are non-linear in the parameters (Blozis & Harring, 2016a) . A common method to fit models that are non-linear in the parameters in SEM software is through a structured latent curve model (SLCM; Blozis, 2004; Browne, 1993) which linearizes the nonlinear portions of the model with Taylor series expansions (for details on this procedure, see Blozis & Harring, 2016b) . Although many consider the SLCM to be the LC equivalent to nonlinear ME models, as detailed by Blozis and Harring (2016a) , the linearization process changes the interpretation of the model and of the random effects (the interpretation of the factor means takes a population averaged interpretation rather than a subject-specific interpretation, the two of which are not equal in non-linear models; Fitzmaurice, Laird, & Ware, 2004; Zeger et al., 1988) . In SLCMs, subject-specific curves are not required to follow the same functional form as the mean curve -the only restriction is that the sum of the subject-specific curves equals the mean trajectory. In non-linear ME models, every subject-specific curve follows the same functional
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form as the mean curve -differences between people stem only from subject-specific random effect estimates and not from potentially different trajectories altogether.
An advantage of modeling non-linear growth in the LC framework is the so called latent basis model (Meredith & Tisak, 1990; McArdle, 1986) or free curve (Wood & Jackson, 2013) . In the LC framework, time is a parameter in the model (the values of the loadings from the slope factor) rather than a variable in the data. As a result, one can estimate the values of these slope loadings rather than fixing them to specific values. To give the slope factor scale, two loadings must be constrained and a common choice is to constrain the loading to the first time-point to 0
and the loading to the last time-point to 1 while estimating all the loadings of all other where λ are estimated parameters -this is not feasible in linear ME models because the elements of i X are variables in the data and therefore not estimable. Grimm, Ram, and Estabrook (2016) do note, however, that the latent basis model can be coerced to fit into the ME framework as a non-linear mixed effect model. They provide code for fitting a latent basis model in SAS Proc NLMIXED on page 243 through clever use of data steps. This code is restricted to having the residual variance constrained across time-points, however.
With this approach, the slope factor mean is an estimate of the amount of total growth that occurs over the entire observation window, provided that the first loading is constrained to 0 and the last loading is constrained to 1. In this case, the estimated slope loadings correspond to the percentage of the total growth that has occurred up to and including that specific time point (e.g.,
an estimated slope loading of 0.65 at Time 3 means the outcome at Time 3 is 65% of the total growth. It does not mean that 65% of the growth process has occurred at Time 3, however, unless
MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 20
the curve is monotonic.). 4 This approach can be especially advantageous if researchers know that growth is non-linear but are not sure or not interested in testing specific types of non-linear growth trajectories (e.g., exponential, Gompertz; Raykov & Marcoulides, 2012) . The model is also linear in the parameters so the estimation and interpretation of the parameters is straightforward (Wu & Lang, 2016) . Figure 4 shows a hypothetical path diagram of an unconditional latent basis model with four time-points. The parameters that make the latent basis model different from a standard LC model are featured in bold underlined text. It is important to understand, however, that functional form of the curve is not specified a priori, but is determined from the data. The next subsection demonstrates the differences between non-linear ME models, SLCMs, and latent basis models with an empirical example. 4 A notable limitation of the latent basis model is that is makes a proportionality assumption (Wu & Lang, 2016) . This means that, although the total amount of growth can vary for each individual in the data, the proportion of growth at each time-point is assumed to be equal. That is, if the slope loading at Time 3 is estimated to be 0.65, then the model assumes that 65% of the total outcome is achieved at Time 3 for all people in the data. For more detail on this assumption and it ramifications, readers are referred to Wu and Lang (2016) .
ECLS-K Example.
We use a reduced version of the ECLS-K dataset (Tourangeau, Nord, Lê, Sorongon, & Najarian, 2009 ) that has recently been used in a study using non-linear growth models in Cameron, Grimm, Steele, Castro-Schilo, and Grissmer (2015) . ECLS-K follows students from the fall semester of kindergarten to the spring semester of Grade 8. The data are expansive both in terms of the number of observations and the number of variables. In this example analysis, we model the vertically scaled reading scores taken at five time-points (kindergarten fall, Grade 1 spring, Grade 3 spring, Grade 5 spring, Grade 8 spring) for the 2145 students with complete data. For simplicity, we will model the growth unconditionally such that there are no covariates in the model. Three separate models will be fit to the data: a non-linear
Michaelis-Menten ME model, a structured latent Michaelis-Menten curve model (in the LC framework), and latent basis model (also in the LC framework). Because these models may be unfamiliar to some readers, we will discuss the basic details of each next.
The Michaelis-Menten model has origins in biochemistry and modeling rates of chemical reactions although it has been found to be useful in behavioral science applications due to its highly interpretable parameterization (Cudeck & Harring, 2007; Harring, Kohli, Silverman, & Speece, 2012) . The model has three parameters: an intercept that estimates people's outcome variable when Time = 0, an asymptote parameter that estimates the upper limit for the outcome variable as Time →∞, and a mid-point parameter that estimates the value on the Time scale where people are half way between their intercept value and their upper asymptote. In a growth model context, each of these parameters typically have random effects, which allows the estimates to be subject-specific. The unconditional model can be written as, Table 4 shows the parameter estimates for the three different types of non-linear models.
First, compare the Michaelis-Menten estimates between the non-linear ME model and the SLCM specifications. Although it is common to consider these models as interchangeable, the variance estimates are noticeably different even though the quality of the data is rather high (e.g., large sample, normally distributed outcomes based on IRT scores, no missing data). The difference stems from the ME model retaining the subject-specific interpretation of the parameters whereas the linearization process in the SLCM has a marginal interpretation (Blozis & Harring, 2016a) . As noted previously, the change in the random effects and subject-specific curves is stark and this can be seen by the vastly different variance-covariance parameters for the three random effects. Note: The ME model was estimated with Gaussian quadrature with 10 quadrature points. The residual error structure was specified to be a heterogeneous diagonal in all three models. Significance is not reported because the sample size was large. Bold values are constrained and are not estimated. Residual variance in fall of kindergarten was constrained to zero in the models fit in the LC framework to avoid a Heywood case because the estimate was slightly negative.
To demonstrate an advantage of the LC framework, consider the latent basis model in the rightmost column of Table 4 . Although not as theoretically grounded as the Michaelis-Menten model, the latent basis model still yields interesting information. Immediately, it can be seen that the average Reading score at the fall of kindergarten is about 37 and the total growth from kindergarten to Spring of Grade 8 is about 137 points. The slope loadings are informative for determining the percentage of the total growth at each point -here it can be seen that most growth occurs up to the spring of Grade 3 and then growth begins to taper off. The latent basis is not designed to make in-depth conclusions about certain non-linear trajectories (e.g., in this model, it MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 24 tells nothing of the upper asymptote or the mid-point) but the model itself is quite simple to program in SEM software, can be a useful option when researchers know growth in non-linear but do not know the specific shape, and it is much simpler computationally (the ME non-linear model in Table 4 took approximately 90 minutes to converge and the SLCM requires calculus to compute the partial derivatives for the constraints on the loadings). With representative samples, the latent basis model can often approximate the appropriate confirmatory trajectory across the observation window. For instance, Figure 5 compares the expected values of the Michaelis-Menten ME model and the latent basis model with a smooth from the example analysis; the Michaelis-Menten SLCM is omitted because the mean trajectory is quite close to the ME model (though the variances are not). Both models yield almost identical trajectories despite the relative ease of specifying and estimating the latent basis model. Both the ME and the LC frameworks provide indices and tests to directly compare nested and non-nested models-likelihood ratio tests for nested models and AIC and BIC for non-nested models. If the same estimation method is used, these quantities will be identical between the frameworks. However, assessing model fit by comparing the sample covariance and modelimplied covariance is much different for the two frameworks. The LC framework has a host of indices and statistical tests that can help determine how well the model-implied covariance and mean structures reproduces the sample covariance and sample means (Coffman & Milsap, 2006; Chou, Bentler, & Pentz, 1998; Liu, Rovine, & Molenaar, 2012; Wu et al., 2009 ). ME models, on the other hand, can use visual tools to determine how well the model implied covariance reflects the sample covariance (Hedeker & Gibbons, 2008) , variance explained measures (Vonesh & Chinchilli, 1996; Xu, 2003) , or approximate R 2 extensions (Edwards, Muller, Wolfinger, Qaqish, & Schabenberger, 2008; Johnson, 2014; Nakagawa & Schielzeth, 2013) but these methods are less commonly reported and less mainstream compared to indices in the LC framework. The flexibility of the ME approach often lends to this difficulty. For example, formally comparing model-implied matrices to observed matrices can be cumbersome for time unstructured data and ME R 2 methods can have difficulty when random slopes are included which is common for growth models (e.g., Snijders & Bosker, 1994) .
Although the fit indices in the general SEM framework have been well-studied, because LC growth models require both the covariance structure and the mean structure, the protocol for assessing fit differs from conventional SEM fit assessment strategies and guidelines, namely because most SEM fit assessment recommendations are based on models that only model the covariance (e.g., CFA models). In LC growth models, the commonly reported SRMR index performs quite poorly and rarely identifies misfit in the mean structure portion of the model (Leite & Stapleton, 2011; Wu & West, 2010) . This can be concerning because a major part of any growth model analysis is to report how people are generally changing over time. Additionally, with relative fit indices like the comparative fit index (CFI) or the Tucker-Lewis Index (TLI), the baseline model that is used a source of comparison is inappropriate. Specifically, Widaman and Thompson (2003) note that, in the CFI and TLI formulas, the baseline model must be nested within the analysis model. However, in LC growth models, the standard baseline model in software is often the independence model where each observed variable has an estimated variance and the mean structure (if present) is saturated (Bentler & Bonnett, 1980) . This independence model is not nested within LC growth models though, making CFI and TLI models reported from mainstream SEM software inappropriate in the case of growth models. Instead, Widaman and Thompson (2003) recommend the linear latent growth model with the intercept variance constrained to zero as an alternative baseline model that is nested with more expansive LC model.
As noted in an earlier section, small samples are quite common in data suitable for growth modeling in general. Small samples not only affect estimation of parameters in LC models, but also the calculation of data-model fit statistics and indices (Bentler & Yuan, 1999; Herzog & Boomsma, 2009; Kenny & McCoach, 2003; Nevitt & Hancock, 2004) . Without belaboring the specific details, the general issue is that, with smaller samples, the maximum likelihood test statistic (commonly referred to as TML) does not follow the appropriate chi-square distribution with the associated degrees of freedom. As a result, this test statistic tends to have vastly deflated
p-values which leads to over-rejection of models, even if models are perfectly specified, until sample sizes approach about 100 people (Kenny & McCoach, 2003) . Furthermore, because most MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 27 LC fit indices are based on some manipulation of the chi-square test statistic (e.g., RMSEA, CFI, TLI), these indices are also affected and yield unnecessarily unfavorable assessments of fit.
Fortunately, there are three proposed heuristic small sample corrections by Bartlett (1950 ), Swain (1975 ), and Yuan (2005 that adjust the chi-square test statistic so that it more closely the appropriate chi-square distribution. Simulation studies have found that these corrections work well in the general context of SEMs (Fouladi, 2000; Herzog & Boomsma, 2009; Nevitt & Hancock, 2004) . A caveat of these small samples corrections, however, is that they require a complete dataset (e.g., either the dataset must have no missing observations or the data have been rectangularized with a suitable missing data method such as multiple imputation). For a discussion of issues related to these small sample corrections with missing data in growth models, readers are referred to McNeish and Harring (2017) .
Potthoff and Roy (1964) Example.
To demonstrate, we revisit the Potthoff and Roy (1964) example from the previous example that has 25 participants. With a sample of this size, it is unlikely that the maximum likelihood chi-square test will be overpowered and it is therefore the best measure with which to assess fit. Because the model has few degrees of freedom and a small sample, the RMSEA is not desirable to report either (Kenny, Kaniskan, & McCoach, 2014 . Equivalent measures of global fit in the ME framework are not well-developed and fit in the ME framework is largely relegated to significant tests of specific parameters or model comparisons (Wu et al., 2009 ).
Putting It All Together
In previous sections, we showed how the LC and ME framework differed, one facet at a time. This approach was taken for its didactic simplicity and more advanced readers may note that the less beneficial framework may still be viable in these circumstances with the aid of some creative programming. However, as we mentioned earlier, multiple facets on which the LC and ME frameworks differ are also present simultaneously which can make the selection of the appropriate framework even more crucial because the programming tricks required to combat multiple differences simultaneously can be unruly.
Consider the data analyzed by Prosser, Rasbash, and Goldstien (1991) as appears in RabeHesketh and Skrondal (2012) of children weights (in kg) in the first few years of their lives. This particular dataset has a small sample (n = 68), non-linear growth (babies gain weight rapidly at first but weight gain begins to taper off), unstructured time (the Time variable is chronological age so each child has unique value), and a multiple-group component (males and females typically are different sizes at this stage of development). We fit the model as a ME in SAS Proc Mixed with linear and quadratic terms for growth with random but uncorrelated intercepts and linear slopes and a homogeneous diagonal error structure. The model was estimated with REML and a Kenward-Roger correction. Because one of the questions in this data revolves around differences between the sexes, we fit the a series of multigroup models, a) all parameters between boys and girls constrained to be equal, b) only error variances free between the two groups, c) error and random effect variances free between the two groups, and d) all parameters between the two groups freed. Through restricted likelihood ratio tests (for tests involving fixed effects in the growth trajectory, we used full likelihood ratio tests), the fully unconstrained model fit best and parameter estimates are shown in Table 5 . From Table 5 , it can be seen that boys weigh more at MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 29 birth, their weight grows more quickly, and there is much more variation in the linear growth rate for boys than for girls but there is much more variation in weight at birth for girls that for boys.
Fitting the same model in the LC framework using Mplus is much more difficult. First, each of the 68 people in the data are measured at unique time-points, so we coarsened the time variable by rounding to the nearest 3 months. Even after this coarsening, there were 53 different response time patterns (out of 68 people). Because age only ranged from shortly after to birth to about 2.5 years, coarsening the data further (e.g., to the nearest year) would be unreasonably broad. Recall that SEM software treat different response time patterns as missing data, so the estimation failed to converge because the amount of missing data was quite large relative to the sample (about 80% of the data matrix). This model is mathematically equivalent in either the ME or LC framework and should theoretically be able to be fit in either framework. However, the ME framework is far more straightforward because one need not worry about unstructured time and the smaller sample size is less problematic. To connect this example to our earlier discussion, this example has a complex MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 30 data structure and a straightforward model, so the ME possess the clear advantage. Though not discussed in a dedicated section, the multiple group component can be seamlessly applied in the ME framework as well. As such, when estimating the model in SAS Proc Mixed, the model is essentially the same as any other standard growth model fit in this software and the model converged without any issues. Using the LC framework is far more troublesome here as the small sample and unstructured time were highly problematic -because unstructured time essentially turns into a large missing data problem, the model could not even produce estimates. Switching to a Bayesian framework and treating the missing data as parameters in the model (i.e., the fully Bayesian approach to missing data) did not help as the MCMC chains could not converge.
Attempts to further simplify the model such as removing the quadratic term and removing one of the random effect were similarly unsuccessful. Thus, even though the model is mathematically identical, the ME framework is far more advantageous for fitting this model as (1) the model can easily produce results and (2) REML estimation and a Kenward-Roger correction are more trustworthy for these data anyway. To summarize this example and the thesis of this paper succinctly, mathematical similarity does not mean that models are functionally equivalent.
Discussion
Although we presented several differences being the implementation of these modeling frameworks, it is important to note that the aforementioned differences are not the only dimensions upon which the ME and LC frameworks are distinguishable. To list other, less pervasive differences:
 The ME approach is more easily extendable to data with higher levels of clustering (e.g., growth in students' scores over time but students are clustered within schools). The nested random effects needed for this type of model are difficult to implement in the LC approach as a three-level hierarchy (Curran, Obeidat, & Losardo, 2010) . However, if no research questions exist at third level of the hierarchy and the interest is simply in controlling for this level and ensuring that the standard error estimates accurately reflect the data structure, a fixed effects approach at the third-level is quite easy to implement in a LC framework (see, e.g., McNeish & Wentzel, 2017) .
 Although it can be software specific, most ME software programs will only perform full information maximum likelihood (FIML) estimation if missing values are contained to the outcome variables and listwise deletion will be used if predictor variables have missing values (Allison, 2012; Enders, 2010) . Both approaches can utilize multiple imputation to deal with missing data; however, LC models have no issues using FIML with missing predictors, which can help researchers avoid the somewhat complicated problem of imputing longitudinal data (Newman, 2003) .
 LC software makes it quite easy to extend the growth model to a fully structural model (e.g., distal outcomes, categorical latent variables for identifying latent classes, secondorder growth models for latent outcomes, latent change score models, outcomes at different levels; Curran et al., 2010; Hancock, Kuo, & Lawrence, 2001; McArdle, 2009; Sterba 2014 ). These types of analyses can be conducted in some ME software as well (notably, the GLLAMM programs featured in Stata). Put another way, ME software typically consider the growth model to be the primary modeling interest whereas general SEM software for fitting LC models can naturally extend models so that the growth model is only one portion of a larger overall model.
 The choice of the residual covariance structures in the ME framework is often limited by preprogrammed software options. For example, SPSS Mixed has 17 possible options (Peugh & Enders, 2005) , SAS Proc Mixed has 37 options (SAS Institute, 2008) , and Stata xtmixed has 8 options (StataCorp, 2013) . In the LC framework, researchers have the flexibility to specify any structure they wish. Although, the caveat of this added flexibility is that the LC framework requires the structure to be programmed manually. This makes some common structures like autoregressive (1) or compound symmetry a little tricky whereas they are preprogrammed in ME software. However, structure such as would be quite simple to specify in the LC framework while ME software has no corresponding preprogrammed structure.
 The ME framework in an extension of regression models and methods for inspecting adherence to model assumptions are much more developed and have wider availability in software applications. Such an endeavor is not widely discussed or reported in the application of growth models in the LC framework and software support for such assumption checks tends to be lacking.
 Interactions with time tend to be easier to specify in the ME framework because Time is featured as a variable in the model. In the LC framework, there is not Time variable because time is implied via constraints or estimates of the slope loadings. There are few differences between the frameworks if the LC slope loadings are constrained to a linear trajectory, but the interpretation of interactions with Time can be less straightforward in the LC framework with other growth trajectories (e.g., Li, Duncan, & Acock, 2000) .
Though true that growth models in the LC and ME frameworks are almost always mathematical equivalent, mathematical equivalence does not necessarily imply that the choice of the modeling framework is arbitrary and merely a matter of personal preference. Unless the data are pristine in that the sample is large, growth is linear, there are no missing data, and measurements are completely balanced, there are advantages and disadvantages of selecting one framework or another. To break down the comparison into its simplest form, the ME framework tends to be better suited for complex data structures and straightforward models whereas the LC MIXED EFFECT VS. LATENT CURVE FRAMEWORKS 33 framework tends to be best suited for straightforward data structures and complex models. In general, the ME framework and ME software are less flexible for including growth as part of a broader model but provide a greater wealth of specialized options for the types of models that can be accommodated, namely when the growth process is the primary modeling interest. On the other hand, there has been more attention paid to extending the LC framework to the general latent variable modeling framework, resulting in more software options to incorporate a dizzying array of modeling extensions although LC tends to be less attuned to circumstances that require more specialized methods (e.g., small sample correction, estimator for models non-linear in the parameters). Fitting growth models to data can be a complex task in and of itself. Either the ME or LC framework are capable of addressing a wide variety of models for growth; however, as we hopefully demonstrated here, researchers may be able to facilitate the modeling process to a certain degree simply by choosing to equivalently model their data within a different framework who implementation more closely aligns with their research goals.
Online Supplemental Software Appendix
Potthoff and Roy (1964) Example
SAS Code
proc mixed data=PR64 covtest method=reml; *Method=REML uses restricted ML; model y =age |sex / s ddfm=kr;*ddfm = KR uses Kenward-Roger correction; random int age / subject=person type=vc; *Uncorrelated random effects for the intercept and slope; repeated / type=vc subject=person;run; *homogeneous diagonal error structure; 
Mplus Code
