The detection of high-frequency spectral notches has been shown to be worse at 70e80 dB sound pressure level (SPL) than at higher levels up to 100 dB SPL. The performance improvement at levels higher than 70e80 dB SPL has been related to an 'ideal observer' comparison of population auditory nerve spike trains to stimuli with and without high-frequency spectral notches. Insofar as vertical localization partly relies on information provided by pinna-based high-frequency spectral notches, we hypothesized that localization would be worse at 70e80 dB SPL than at higher levels. Results from a first experiment using a virtual localization set-up and non-individualized head-related transfer functions (HRTFs) were consistent with this hypothesis, but a second experiment using a free-field set-up showed that vertical localization deteriorates monotonically with increasing level up to 100 dB SPL. These results suggest that listeners use different cues when localizing sound sources in virtual and free-field conditions. In addition, they confirm that the worsening in vertical localization with increasing level continues beyond 70e80 dB SPL, the highest levels tested by previous studies. Further, they suggest that vertical localization, unlike high-frequency spectral notch detection, does not rely on an 'ideal observer' analysis of auditory nerve spike trains.
Introduction
The ability to localize broadband sounds in the median plane has been shown to deteriorate with increasing sound pressure level (SPL) above about 50 dB SPL (Hartmann and Rakerd, 1993; Macpherson and Middlebrooks, 2000; Rakerd et al., 1998; Vliegen and Van Opstal, 2004) . This level effect is more apparent for brief sounds (a few tens of milliseconds or shorter) than for longer sounds (80 ms or more; Macpherson and Middlebrooks, 2000; Vliegen and Van Opstal, 2004 ; but see Rakerd et al., 1998 for a level effect with 1-s white noises). Localization in the vertical dimension is thought to rely on high-frequency spectral peaks and notches generated by the filtering action of the pinna (Asano et al., 1990; Iida et al., 2007; Lopez-Poveda and Meddis, 1996; Macpherson and Sabin, 2013; Middlebrooks and Green, 1991) . Presumably, auditory peripheral compression, the broadening of cochlear filters, and/or the saturation of auditory nerve fibers' discharge rates make it harder for the peripheral auditory system to resolve pinna cues at high levels (e.g., Rice et al., 1995; Lopez-Poveda, 1996; Macpherson and Middlebrooks, 2000; Macpherson and Sabin, 2013; Reiss et al., 2011; Sachs and Young, 1979) . These notions, however, are controversial.
Alves-Pinto and Lopez-Poveda (2005 studied the level dependence of the discriminability of broadband noises with and without a rectangular high-frequency notch centered at 8 kHz. They observed that for some participants the ability to detect the high-frequency spectral notch varied non-monotonically with level: just-detectable notch depths were generally smaller for levels below 70 dB SPL and above 80 dB SPL than for levels of 70e80 dB SPL. Insofar as localization in the median plane relies to some extent on high-frequency spectral notches, the work of AlvesPinto and Lopez-Poveda suggests that vertical localization of brief broadband sounds may not deteriorate monotonically with increasing level. Instead, the level effect reported previously for levels up to 70e80 dB SPL (Hartmann and Rakerd, 1993; Macpherson and Middlebrooks, 2000; Vliegen and Van Opstal, 2004) could give way to an improvement with increasing level for levels higher than about 80 dB SPL. The present study investigated this possibility. A first experiment (Section 2) collected elevation judgments in the anterior median plane using virtual sound acoustics for short (10 ms) broadband noises at sound levels ranging from 30 to 95 dB SPL. Virtual localization was at chance at 60e80 dB SPL and better than chance at 40e50 and 90 dB SPL, which is consistent with the results of Alves-Pinto and LopezPoveda (2005) . However, a second experiment (Section 3) using loudspeakers placed in the anterior median plane (free-field sound acoustics) showed that localization deteriorated monotonically with increasing level from 50 to 100 dB SPL for most participants, hence providing evidence against the hypothesis of an improvement for levels higher than about 80 dB SPL. The results are discussed (Section 4) in terms of the difference between the two tasks and the different mechanisms they may involve.
2. Experiment 1. Virtual sound localization with nonindividualized head-related transfer functions 2.1. Methods
Participants
Eleven participants (10 females) were tested, but one was excluded because of an inability to perform the task. The remaining 10 participants were between 22 and 34 years old, with a mean age of 26 years. All of them had audiometric thresholds less than or equal to 20 dB HL in both ears at octave frequencies spanning 250e8000 Hz (American National Standards Institute, 2004) . Participants were volunteers and were not paid for their service. The human experimentation ethical review board of the University of Salamanca approved all procedures.
Stimuli
On each trial, the stimulus was a pair of identical 10-ms Gaussian noise bursts separated by a 500-ms silent interval. For each pair, a fresh Gaussian noise was generated in the time domain by drawing pseudorandom sample values from the standard normal distribution (441 samples, corresponding to 10-ms noises generated at a 44100-Hz sampling rate). The sample amplitudes were adjusted to get a root mean square (RMS) level equal to the desired level, and 2-ms onset and offset raised-cosine ramps were applied. The resulting noise was duplicated and the two noise segments concatenated with a 500-ms silence between them. Silent 500-ms intervals were added before and after the pair of noises. Out-of-the-head vertical location was simulated by convolving the noises with head-related impulse responses (HRIRs) for a KEMAR (Knowles Electronics model DB-4004 with the "small" pinna model DB-061), as measured by Gardner and Martin (1995) . The "full" HRIRs (containing the response of the measurement system and the KEMAR ear canal resonance) were used rather than the equalized "diffuse" versions, because localization seemed easier to the first two authors this way. Fourteen virtual vertical sources were simulated in the anterior median plane, with elevation angles spanning À40 to 90 in 10 -steps. Fig. 1 shows the frequency spectra of the HRIR for each elevation angle, hereinafter referred to as head-related transfer functions (HRTFs). The noises had levels of 30, 40, 50, 60, 70, 80, 90, and 95 dB SPL.
Apparatus
All stimuli were generated digitally using custom Matlab software (The Mathworks, Natick, Massachusetts, USA). Stimuli were digital-to-analog converted using an RME Fireface 400 sound card at a sampling rate of 44100 Hz and a resolution of 24 bits, and presented bilaterally via ER2 insert earphones (Etymotic Research, Inc., Elk Grove Village, IL, USA). The ER2 insert earphones are designed to give a flat frequency response at the eardrum from 250 to 8000 Hz. Participants sat in a double-wall sound booth during testing. Stimulus level (in dB SPL) was specified relative to the acoustic sound level of a 1-kHz digital sinusoidal wave with maximal digital amplitude played via the right ER2 earphone. This calibration value was measured by fitting the right-ear ER2 in a Zwislocki coupler (Knowles DB-100, Knowles Electronics Inc., Itasca, IL, USA) connected to a sound level meter (B&K 2238, Brüel & Kjaer, Naerum, Denmark).
Procedure
The experimental procedure was controlled via custom Matlab software. Each participant completed four sessions of eight blocks (corresponding to the eight target levels). Each session started with the 60-dB-SPL block followed by the  in that order. Within each block, 14 stimuli corresponding to the 14 input angles were presented randomly. The computer screen displayed a picture of a head in a circle with 27 buttons representing potential virtual sources between À40 and 90 , in 5 steps. Upon each stimulus presentation, participants had to judge the elevation of the sound by clicking on one of the buttons. The participant's response (no time limit) triggered the Before beginning the experiment, participants went through a training phase: the task was explained to them and they were requested to train on a demonstration set-up. The demonstration set-up showed the same display as the experimental set-up except that there were only 14 buttons (corresponding to the 14 target angles). Clicking on a button played a stimulus with the corresponding target angle. All stimuli in the training phase were played at 60 dB SPL. Participants were instructed to click on the buttons at will and to associate the apparent direction of the sound with the vertical position of the buttons relative to the head picture. Participants trained for five minutes and then moved to the experimental set-up. The first of the four experimental sessions was considered to be additional training and results for that session were not included in the statistical analyses.
Participants completed all the testing within one day, except SA1 who did sessions 1e2 and sessions 3e4 on two separate days. The experiment lasted about an hour and a half.
Statistics
For each participant, two measures of virtual localization accuracy were calculated for each session and target level: the Pearson correlation coefficient between the actual and response angles, and the RMS angle error defined as the RMS value of the differences between the actual and the response angles (e.g., Middlebrooks, 1999; Majdak et al., 2013) . These two measures were analyzed with repeated-measures ANOVAs using session (last three sessions) and sound level (the eight target levels) as factors. Bonferronicorrected t-tests were then used to compare accuracy to chance (for each target level), as well as to compare pairs of conditions. As a measure of effect size, the Pearson correlation coefficients (r values) were calculated from the t values and the degrees of freedom (df) with the formula r ¼ ffiffiffiffiffiffiffiffiffi ffi Field, 2005, p.294; Rosenthal, 1991, p.19) . Monte-Carlo simulations in Matlab were run to estimate chance performance for RMS errors: random guessing would lead to an RMS error of 55.4 (average of 100000 simulations, standard deviation ¼ 8.3 ). Chance performance for correlation coefficients is 0. All statistical analyses were performed using the computing environment R (R Core Team, 2012).
Results
Both the RMS errors and the correlation coefficients showed an effect of sound level [RMS errors: F(7, 63) ¼ 2.37; p < 0.05, correlation coefficients: F(7, 63) ¼ 2.90; p < 0.05]. Neither the RMS errors nor the correlation coefficients showed an effect of experimental session. Thus, results for the three sessions were averaged for further analyses. Fig. 2 plots the resulting RMS errors (triangles, left y-axis) and correlation coefficients (circles, right y-axis) for each participant and for the group mean. For RMS errors, seven out of the ten participants (the exceptions being SA1, SA5 and SA8) had a local mid-to-high-level peak (defined as a level between 60 and 80 dB SPL with an RMS error higher than at the two lower and at the two higher neighboring levels), indicating worse performance at mid-to-high levels than at lower and higher levels. For the correlation coefficients, all participants except SA9 showed a local mid-to-high-level trough (defined as a level between 60 and 80 dB SPL with a correlation coefficient lower than at the two lower and at the two higher neighboring levels), again indicating worse performance at mid-to-high levels than at lower and higher levels. For participant SA9, a local trough was observed at 50 dB SPL.
Turning to group results, the comparisons to chance performance for RMS errors (one-tailed one-sample t-tests, Bonferroniadjusted p ¼ 0.00625) showed RMS errors better (smaller) than chance at 40 dB SPL [t (9) For the correlation coefficients between response and target angles, the comparisons to chance performance (one-tailed onesample t-tests, Bonferroni-adjusted p ¼ 0. 00625) showed coefficients better (higher) than chance at 40 dB SPL [t (9) In summary, the results indicated that virtual localization accuracy varied non-monotonically with sound level. Performance was poor overall, but was significantly better than chance at 40, 50, and 90 dB SPL. Note that all the t-tests indicated large effects, as all effect sizes (r values) were well above 0.5, the threshold value for large effects (Cohen, 1992) . Between 40 and 90 dB SPL, performance deteriorated with increasing level up to 70 dB SPL and then improved as level increased to 90 dB SPL (bottom-right panel of Fig. 2 ). Importantly, performance at 60 dB SPL was at chance in spite of the training phase being carried at this level, while performance at 40, 50 and 90 dB SPL was better than chance in spite of participants not being trained at these levels. At-chance performance at 30 dB SPL may be explained by the decline in vertical-localization performance for sensation levels below~30 dB, which is hypothesized to reflect the high-frequency portion of the stimulus falling below absolute threshold (Sabin et al., 2005) .
Discussion
Experiment 1 showed virtual localization accuracy to be worse at mid-to-high levels than at lower or higher levels. This is similar to the level effect reported for high-frequency spectral notch detection by Lopez-Poveda (2005, 2008) , as can be seen by visually comparing the RMS errors in Fig. 2 to their notch depth thresholds (see Fig. 4 in Alves-Pinto and Lopez-Poveda, 2005; and Fig. 2 in Alves-Pinto and Lopez-Poveda, 2008). The pattern of mean RMS errors across sound levels also looked similar to the threshold spectral notch depths predicted in Fig. 8 of Alves-Pinto et al. (2014) when performing ideal-observer analyses on either the responses of low-spontaneous rate (LSR) auditory nerve fibers or on the responses of a combination of LSR and mediumspontaneous rate (MSR) fibers to noises with and without highfrequency spectral notches. When the ideal-observer analysis was applied to the responses of high-spontaneous rate (HSR) fibers, however, the predicted thresholds increased monotonically up to 90e100 dB SPL. The comparison of the results of the present Experiment 1 to the spectral notch detection studies suggests that LSR and MSR fibers may be more important for virtual localization in the anterior median plane than HSR fibers, for low as well as for high sound levels, and that the level effect on virtual localization may be predicted from responses of LSR and MSR fibers to high-frequency spectral notches.
Lopez-Poveda et al. (2008) proposed an explanation for the nonmonotonic level effect observed in the spectral notch detection studies. They used a computational model of the auditory periphery to simulate the effect of level on two different representations of high-frequency spectral notches in the receptor potential of the population of inner hair cells (IHCs). One representation involved plotting the RMS receptor potential for each IHC as a function of the IHC characteristic frequency. The mean auditory nerve discharge rate is proportional to the average IHC receptor potential (e.g., Cheatham and Dallos, 2001) . Therefore, this representation may be thought of as related to an auditory nerve rate profile. The other representation involved calculating the fast Fourier transform (FFT) of the receptor potential for each IHC and adding the resulting amplitude spectra across IHCs in the frequency domain (phase disregarded). The FFT of the receptor potential reflects the low-pass filtering characteristics of the IHC, which determine the phase locking of auditory nerve discharges (e.g., Palmer and Russell, 1986) . Hence, this latter representation may be thought of as related to the timing of spikes for the population of auditory nerve fibers (ANF). The former ('rate profile') representation was less and less sensitive to spectral notches as level increased up to 100 dB SPL, whereas the latter ('spike timing') representation was less and less sensitive with increasing level up to 60e70 dB SPL but was more and more sensitive to spectral notches as level increased further, up to 100 dB SPL. This suggested that the non-monotonic level effect found in the spectral notch detection studies might be related to differences in the timing of ANFs spikes and not to differences in the average spike rates (the rate profile) (for further details, see Lopez-Poveda et al., 2008 ).
The consistency between the level effect found in Experiment 1 and the level effect found in high-frequency notch detection studies Lopez-Poveda, 2005, 2008; Alves-Pinto et al., 2014; Lopez-Poveda et al., 2008) supported both the nonmonotonic effect of level on high-frequency spectral notch detection and the importance of high-frequency cues for virtual vertical localization. However, a study with real sources (or individualized HRTFs) was still needed to confirm the non-monotonic effect of level for 'real' vertical localization. Non-individualized HRTFs are known to result in poorer performance than with real sound sources. Also, the use of non-individualized HRTFs may not only result in general degradation of performance but also in participant-specific perception depending on how well and where HRTFs from the KEMAR match those of the participant. Therefore, we sought to replicate the results of Experiment 1 using real sound sources (loudspeakers).
Experiment 2. Free-field localization

Methods
Participants
Ten participants (4 females), different from those who participated in Experiment 1, were tested. Their ages ranged from 15 to 30 Fig. 2 . Virtual localization performance in Experiment 1: individual and group mean performance. Angular RMS errors (triangles, left y-axis) and correlation coefficients between actual angles and response angles (circles, right y-axis), were averaged for each participant and for the group mean over the last three experimental sessions, and are plotted as a function of sound level. For the group mean, error bars depict ±1 standard error of the mean. The horizontal dashed and dotted lines depict chance performance for the RMS errors and correlation coefficients, respectively. For the group mean, downward and upward pointing arrows indicate sound levels at which mean RMS errors and correlation coefficients were significantly better than the values at chance. years, with a mean age of 26 years. Nine of them had prior experience in hearing experiments. All of them had audiometric thresholds less than or equal to 20 dB HL in both ears at octave frequencies spanning 250e8000 Hz (American National Standards Institute, 2004), except for one participant who had a threshold of 25 dB HL at 8000 Hz for both ears. Participants were volunteers and were not paid for their service. The human experimentation ethical review board of the University of Oldenburg approved all procedures.
Stimuli
Pairs of noise bursts were generated as in Experiment 1. The noise levels were 30, 40, 50, 60, 70, 80, 90, 95 , and 100 dB SPL.
Apparatus
The loudspeaker set-up for Experiment 2 consisted of eleven Genelec 8030 B studio monitors at elevation angles from À40 to þ60 in steps of 10 . They were in an anechoic chamber with a length of 7.4 m, a width of 4.6 m and a height of 4.3 m (absorbers excluded). The walls, floor and ceiling were treated with foam wedge absorbers with a depth of 60 cm. The loudspeakers were labeled with numbers from the top to the bottom (1 for 60 to 11 for À40 ). All loudspeakers were oriented towards the center of the array, where participants were seated on a chair with a headrest. The height of the chair was adjustable to place the head at the exact center position. Participants were instructed to keep their heads still and to look at the loudspeaker at 0 elevation. Distances between the loudspeakers and the center position ranged from 2.2 to 2.9 m.
Similar to Experiment 1, stimulus level produced by each loudspeaker was specified relative to the sound level of a 1-kHz sinusoidal wave with maximal amplitude played via the loudspeaker. Levels were measured at the head position using a B&K 2250 analyzer with a 4189 capsule (Brüel & Kjaer, Naerum, Denmark). For signal interfacing, two RME HDSPe MADI sound cards and three DirectOut Andiamo AD converters (DirectOut GmbH, Mittweida, Germany) were used at a sample rate of 44100 Hz and a resolution of 24 bits.
Procedure
The experimental procedure was controlled via custom Matlab software. Unlike in Experiment 1, the experimenter controlled the software. Upon each stimulus presentation, participants had to judge orally from which of the loudspeakers the stimulus was played. The experimenter heard the response via a talkback connection and entered it into the measurement software using the same graphical user interface (GUI) as in Experiment 1. Entering the participant's response (no time limit) to the GUI triggered the presentation of the next stimulus. No feedback was given. Each participant completed four sessions of nine blocks (corresponding to the nine target levels). Each session started with the 60-dB-SPL block, followed by the 50-, 40-, 30-, 70-, 80-, 90-, 95-, and 100-dB-SPL blocks in that order. Within each block, eleven stimuli corresponding to the eleven angles were presented randomly. Before the first session, the experimenter gave a demonstration of the stimuli from each direction. Loudspeakers/directions were demonstrated in the order of the loudspeaker labels with prior announcement of the number of the next loudspeaker via the talkback system. Participants completed all the testing within one day.
Statistics
Unlike Experiment 1, performance was good in the first of the four experimental sessions. Thus, the first session was not regarded as training and the results for all four sessions were used for statistical analyses. For each of the ten participants, two measures of localization accuracy were calculated for each target level: the Pearson correlation coefficient between the actual and the response angles, and the RMS value of the localization error. These two measures were not normally distributed for all sound levels. Therefore, they were analyzed with the aligned-ranked statistical technique for nonparametric factorial ANOVAs proposed by Wobbrock et al. (2011) (using the ARTool package in R), with sound level and session as factors. Significant effects were investigated further with post hoc pairwise comparisons, in which p-values were Tukey-corrected for multiple comparisons. All statistical analyses were performed using the computing environment R (R Core Team, 2012) .
Monte-Carlo simulations in Matlab were run to estimate chance performance for RMS errors: random guessing would lead to an RMS error of 44.1 (average of 100000 simulations, standard deviation ¼ 7.6 ). Chance performance for correlation coefficients is 0. Post-hoc comparisons showed that performance was better in session #2 than in sessions #1, #3 and #4 [session #4: p < 0.001 for both RMS errors and correlation coefficients; session #3: p < 0.05 for RMS errors and p < 0.001 for correlation coefficients; session #1: p < 0.01 for correlation coefficients only]. The better performance in session #2 was most apparent at 100 dB SPL. Performance improved with sound level increasing from 30 dB to 40e50 dB SPL and then worsened monotonically up to 100 dB SPL (except for session #2). Fig. 4 plots the RMS errors and the correlation coefficients averaged over the four sessions as a function of sound level for each participant individually and for the 10 participants averaged. Fig. 4 also plots the chance values for RMS errors and correlation coefficients. Several participants showed a performance improvement from 30 dB to 40e50 dB SPL and all participants showed a performance worsening from 60 dB to 90 dB SPL. For levels between 90 dB and 100 dB SPL, performance worsened further for six participants (OL1 and OL4 to OL8).
Results
Discussion
Performance was better in Experiment 2 than in Experiment 1, which highlights the difficulty of the virtual localization task in Experiment 1 and illustrates how damaging the use of nonindividualized HRTFs and the lack of visual cues was to performance. It is surprising that the use of free-field localization not only changed localization accuracy but also the dependence of localization accuracy on sound level. Contrary to Experiment 1, the participants in Experiment 2 did not show better performance at very high levels than at mid-to-high levels. Thus, Experiment 2 failed to support the hypothesis of a vertical localization improvement at very high levels. The methodological differences between the two experiments and the variability between participants in Experiment 2 suggest that different types of cues may have been used to perform the two tasks of the present study, and that these cues changed in a different way with sound level.
General discussion
Comparison to vertical localization performance in previous studies
Virtual localization performance in Experiment 1 was much poorer than free-field localization performance in Experiment 2. The grand average RMS error (across all participants, conditions, and experimental sessions) was 51 in Experiment 1 and 20 in Experiment 2, and the grand average correlation coefficient was 0.13 in Experiment 1 and 0.74 in Experiment 2. The use of virtual acoustics is known to impair performance, notably by increasing the number of fronteback and upedown confusions (e.g., Wenzel et al., 1993) . The difference between Experiments 1 and 2 is consistent with results from Middlebrooks (1999) , who compared vertical localization performance using individualized (own) and non-individualized (others) HRTFs and observed an increase of RMS errors from~28 in the former condition to~42 in the latter. The short stimulus duration (10 ms) is likely to have contributed to the poor performance found in Experiment 1, given that verticalplane localization deteriorates with decreasing duration (Macpherson and Middlebrooks, 2000; Vliegen and Van Opstal, 2004) . The stimulus duration used by Middlebrooks (1999) was 250 ms. Finally, angular errors in many localization studies are calculated after correcting for (or even excluding) quadrant errors (e.g., angular errors larger than 90 ). Here, by contrast, RMS errors and correlation coefficients were calculated on the raw data, which might have also contributed to the poor performance in Experiment 1.
Level-dependent discriminability of HRTFs
The worsening of free-field localization with increasing sound level (Experiment 2, Figs. 3 and 4) is consistent with the notions that (1) localization in the vertical plane relies on a rate profile representation of high-frequency spectral notches in the auditory nerve; and (2) the quality of that representation decreases with increasing sound level above about 40 dB SPL (e.g., Rose et al., 1971; Rice et al., 1995; Lopez-Poveda, 1996; Alves-Pinto and LopezPoveda, 2008; Lopez-Poveda et al., 2008; Alves-Pinto et al., 2014) . This worsening, however, contrasts with the non-monotonic dependence on level observed for high-frequency spectral notch detection Lopez-Poveda, 2005, 2008) and with information for high-frequency spectral notch detection being encoded in the timing of auditory nerve discharges (Alves-Pinto et al., 2014; Lopez-Poveda et al., 2008) . Taken together, this evidence suggests that high-frequency spectral notch detection and vertical localization probably rely on different cues and/or neural codes.
The notch detection task of Lopez-Poveda (2005, 2008) and the simulations of Alves-Pinto et al. (2014) involved discriminating between noises with and without a highfrequency spectral notch. Vertical localization, by contrast, possibly requires being able to discriminate location-dependent spectral shapes generated by the filtering action of the pinnae (Middlebrooks and Green, 1991) . Specifically, vertical localization might depend on the ability to discriminate the center frequency of narrow, elevation-dependent high-frequency spectral notches (e.g., Hebrank and Wright, 1974; Butler and Belendiuk, 1977; Watkins, 1978; Bloom, 1977) rather than on the ability to detect those notches (i.e., to discriminate between notch and no-notch stimuli). Perhaps notch frequency discrimination worsens monotonically with increasing level while notch depth detection varies nonmonotonically with increasing level. This might explain the different level dependence for the spectral notch detection studies and for Experiment 2.
Experiment 2 was a 'true' localization experiment, and as such probably relied on a comparison between the auditory nerve rate profile generated by the stimulus with a "learnt and memorized" rate profile. On the other hand, the mismatch between the nonindividualized HRTFs of Experiment 1 and participants' own HRTFs would have made such a comparison strategy inefficient, which might have led participants in Experiment 1 to focus more on the differences between stimuli. Notch detection possibly relies on an "ideal observer" (or all-information) type of comparison between auditory nerve spike trains generated by the notch and no-notch stimuli. Participants tapping into an all-information neural code, as in Alves-Pinto et al. (2014) , might explain the better-than-chance performance at 90 dB SPL in Experiment 1.
Conclusions
The present study investigated the apparent discrepancy between vertical localization (elevation perception) getting harder at higher sound levels and high-frequency spectral notch detection getting easier at sound levels above 70e80 dB SPL. Contrary to our hypothesis, this discrepancy cannot be explained by the sound levels in previous vertical localization studies being insufficiently high. Instead, the present results confirmed that vertical localization deteriorates with increasing level up to 100 dB SPL. The performance improvement observed for levels higher than 70e80 dB SPL in notch detection studies and in Experiment 1 is likely to be related to a discrimination cue not used for vertical localization. This cue might arise from an 'all-information' neural representation of the stimuli that is not relevant to vertical localization.
