Applications to sequential weak lower semicontinuity of integral functionals on A-free sequences and to weak continuity of determinants are given. In particular, we state necessary and sufficient conditions for weak* convergence of det∇ϕ k * det∇ϕ in measures on the closure of
Introduction
Oscillations and concentrations appear naturally in many problems in the calculus of variations, partial differential equations, and optimal control theory. While Young measures [39] successfully capture oscillatory behavior of sequences, they completely miss concentration effects. These may be dealt with appropriate generalizations of Young measures, as in DiPerna's and Majda's treatment of concentrations [9] , following Alibert's and Bouchitté's approach [1] (see also [13, 25, 26] ), etc. Detailed overviews of this subject may be found in [33, 36] .
We are interested in the interplay of oscillation and concentration effects generated by sequences {u k } k∈N ⊂ L p (Ω; R m ) which satisfy a linear differential constraint Au k = 0, or Au k → 0 in W −1,p (Ω; R d ), 1 < p < +∞, where A is a first-order linear differential operator. An explicit characterization of Young measures generated(see also [18] for a more general setting). Another particularly interesting situation, that will be a corollary of the theory developed in this paper, is A := div which is relevant in the theory of micromagnetics [8, 31, 32] .
Here we will use DiPerna's and Majda's generalization of Young measures, the so-called DiPerna-Majda measures [9, 33] , to address oscillations and concentrations features in sequences {gv(u k )} where v agrees at infinity with a positively p-homogeneous function and g ∈ C(Ω).
The main results may be found in Section 2. First, we will state necessary and sufficient conditions for a DiPerna-Majda measure to be generated by an A-free sequence that admits an A-free p-equiintegrable extension, see Theorem 2.1. Secondly, we formulate necessary conditions for a DiPerna-Majda measure to be generated by a general A-free sequence, see Theorem 2.2. New sequential weak lower semicontinuity theorems issue from this analysis (cf. Thms. 2.3 and 2.4). We further state a necessary and sufficient condition ensuring weak L 1 convergence of {det∇ϕ k } k∈N if {ϕ k } ⊂ W 1,n (Ω; R n ) and det ∇ϕ k ≥ 0 for all k ∈ N, see Proposition 2.6. In the absence of the sign assumption, the same condition is equivalent to the weak* convergence det∇ϕ k * det∇ϕ in measures supported on the closure ofΩ, cf. Proposition 2.8. In particular, this holds if ϕ k = ϕ on ∂Ω for some ϕ ∈ W 1,n (Ω; R m ). Finally, we formulate a Biting-like Lemma for A-quasiconvex functions, see Lemma 2.10, showing that sets which must be bitten to recover weak lower semicontinuity are only arbitrarily thin "boundary layers".
Preliminaries and Young measures
We recall some measure theory results and set the notation [10] . Let X be a topological space. We denote by C(X) the space of real-valued continuous functions in X. If X is a locally compact space then C 0 (X) denotes the closure of the subspace of C(X) of functions with the compact support. By the Riesz Representation Theorem, the dual space to C 0 (X), C 0 (X) , is isometrically isomorphic with M(X), the linear space of finite Radon measures supported on X, normed by the total variation. Moreover, if X is compact then the dual space to C
(X), C(X) , is isometrically isomorphic with M(X). A positive Radon measure μ ∈ M(X) with μ(X) = 1 is called a probability measure, and the set of all probability measures is denoted P(X).
If not said otherwise, we will work with a bounded Lipschitz domain Ω ⊂ R n equipped with the Euclidean topology and the n-dimensional Lebesgue measure L n . By L p (Ω, μ), 1 ≤ p ≤ +∞, we denote the space of p-integrable functions with respect to the measure μ ∈ M(Ω). , the space of weakly* μ-measurable mappings η : Ω → M(X). We recall η : Ω → M(X) is weakly* μ-measurable if, for all v ∈ C 0 (X), the mapping x ∈ Ω → η(x), v is μ-measurable. If X is compact then L 1 (Ω, μ; C(X)) may be identified with L ∞ w (Ω, μ; M(X)). We drop the reference to μ in this notation if μ := L n LΩ. The support of a measure μ ∈ M(Ω) is the smallest closed set S such that μ(A) = 0 if S ∩ A = ∅. Finally, if μ ∈ M(Ω) we write μ s and d μ for, respectively, the singular part and the density of μ with respect to the Lebesgue measure, i.e., using the Radon-Nikodým theorem [12] μ = dμ dL n L n LΩ + μ s and
For p ≥ 0 we define
The Young measures in a domain Ω ⊂ R n with values in P(R m ) are the weakly* measurable mappings ν :
. In what follows, and when there is no possibility of confusion, we write ν x in place of ν(x) and abbreviate ν := {ν x } x∈Ω . We denote the set of all such Young measures by
. A classical result [13, 35, 38, 39] is that, for every sequence
, there exists a subsequence (not relabeled) and a Young measure
We say that {y k } generates ν if (1.2) holds. We denote by Y ∞ (Ω; R m ) the set of all Young measures generated in this way, i.e., all Young measures attained by bounded sequences in L ∞ (Ω; R m ). A generalization of this result was formulated by Schonbek [34] for the case 1 ≤ p < +∞ (cf. [2] where further results in this direction have been obtained; see also [23] 
As before, we say that {y k } generates ν if (1.3) holds. We denote by Y p (Ω; R m ) the set of all Young measures which are generated in this way.
The operator A and A-quasiconvexity
Following [5, 15] , we consider linear operators
For w ∈ R n we define the linear map
and assume that there is r ∈ N ∪ {0} such that rank A(w) = r for all w ∈ R n , |w| = 1, i.e., A has the so-called constant-rank property. Let Q be the unit cube (−1/2, 1/2) n in R n . We say that u :
Although the definition of A depends on the domain Ω we will omit specifying it whenever it is obvious from the context. Let us finally define
We will use the following lemmas proved in [15] , Lemmas 2.14, and [15] , Lemma 2.15, respectively.
Lemma 1.1. If A has the constant rank property then there is a linear bounded operator
where C > 0 is a constant independent of u.
weakly, and assume that
Definition 1.3 (see [15] , Defs. 3.1 and 3.2). We say that a continuous function v :
The A-quasiconvex of v we define its A-quasiconvex envelope as
Other examples of A-free mappings include solenoidal fields where A = div, higher-order gradients where Au = 0 if and only if u = ∇ (s) ϕ for some ϕ ∈ W s,p (Ω; R ), and some s ∈ N, or symmetrized gradients where Au = 0 if and only if u = (∇ϕ + (∇ϕ) )/2 for some ϕ ∈ W 1,p (Ω; R ).
DiPerna-Majda measures
Consider a complete (i.e. containing constants, separating points from closed subsets and closed with respect to the supremum norm), separable (i.e. containing a dense countable subset) ring R of continuous bounded functions from R m into R. Such ring always contains C 0 (R m ). It is known that there is a one-to-one correspondence R → β R R m between such rings and metrizable compactifications of R m [11] ; by a compactification we mean here a compact set, denoted by β R R m , into which R m is embedded homeomorphically and densely. For simplicity, we will not distinguish between R m and its image in β R R m . We set
e. the parameterized measure λ := {λ x } x∈Ω is a Young measure onΩ equipped with π see [39] , and also [2, 33, 35, 37, 38] ). DiPerna and Majda [9] proved the following theorem:
Take v 0 := 1 in (1.4) (recall that constants are elements of R) to get
If (1.4) holds then we say that {y k } ∈N generates (π, λ), and we denote by DM
e. x ∈Ω. Note that, taking v 0 := 1 and g := 1 in (1.4), generating sequences must be necessarily bounded in
In this case, the density of π with respect to the Lebesgue measure is constant (see formula (A.1) below).
Compactification of R m by the sphere
In what follows we will work mostly with a particular compactification of R m , namely, with the compactification by the sphere. We will consider the following ring R of continuous bounded functions 6) where
For any v ∈ Υ p S there exists a continuous and positively p-homogeneous 
for some C > 0; cf. [22] and, moreover, Q A v is p-Lipschitz, see e.g. [27] or [7] . However, in general A-quasiconvex functions do not need to be even continuous; cf. [15] . Let Ω be an open bounded Lipschitz domain and 1 < p < +∞. While the case p = +∞ does not allow for concentrations and was fully resolved in [15] , the case p = 1 is much more complicated due to non-reflexivity of 
The next theorem characterizes DiPerna-Majda measures generated by an arbitrary sequence of A-free mappings, i.e., there may not exist a generating sequence with an A-free p-equiintegrable extension. Then inequality (2.2) does not have to hold on ∂Ω.
The proof of the necessary conditions in Theorems 2.1 and 2.2 is the subject of Section 3 (see Prop. 3.5). Section 4 establishes the sufficient conditions (see Prop. 4.6).
The following two sequential weak lower semicontinuity theorems follow from Theorem 2.2. Their proofs may be found in Section 5.
and assume that at least one of the following conditions is satisfied:
(i) for any subsequence of {u k } (not relabeled) such that |u k | p L n LΩ π weakly* in M(Ω), it holds π(∂Ω) = 0; (ii) lim |s|→∞ v − (s) 1+|s| p = 0 where v − := max{0, −v}; (iii) {u k } has an A-free p-equiintegrable extension; (iv) g ∈ C 0 (Ω). Then I(u) ≤ lim inf k→∞ I(u k ), where I(u) := Ω g(x)v(u(x)) dx. (2.3) Theorem 2.4. Let 0 ≤ g ∈ C(Ω), let v ∈ Υ p S (R m ) be A-quasiconvex, and let 1 < p < +∞. Then I is sequentially weakly lower semicontinuous in L p (Ω; R m ) ∩ ker A if and only if for any bounded sequence {u k } ⊂ L p (Ω; R m ) ∩ ker A such that u k → 0 in measure lim inf k→∞ I(u k ) ≥ I(0).
Weak/in measure continuity of determinants
As an application of our results, we give necessary and sufficient conditions for weak sequential continuity of
Au = 0 if and only if curl u = 0, and the notion of A-quasiconvexity reduces to the well-known notion of quasiconvexity, see [3, 28] . We recall (see [7, 13] ) that a Borel measurable function v : R n×n → R is quasiconvex if for all s ∈ R m×n and all
, a simple density argument shows that (2.4) remains valid if we take φ ∈ W 1,n Q−per (R n ; R n ), see [3] .
In particular, v(s) := ± det s is quasiconvex (see e.g. [7] ) and, since it is n-homogeneous,
, and so that (A.7) holds for v := det and
It is known that (see [21, 30] )
and, due to (2.2) applied to v := ± det
for π-almost all x ∈ Ω. Therefore, we can rewrite (2.5) as
and, in particular, we have
for all g ∈ C 0 (Ω), i.e., det∇ϕ k * det∇ϕ in the sense of measures [3] . Moreover, if
We will need the following lemma.
Proof. We follow the proof of [33] , Lemma 3.2.14(i). Suppose first that (2.9) holds. For ≥ 0 define the function
Note that always ξ ∈ R, hence ξ v 0 ∈ R because R is closed under multiplication. We have due to the Lebesgue Dominated Convergence Theorem
Let ε > 0 and be large enough so that
Clearly, the finite set {v(u k )} k k=1 is weakly relatively compact in L 1 (Ω), which means that for K 0 > 0 sufficiently large and 1
and {v(u k )} is relatively weakly compact in L 1 (Ω) by the Dunford-Pettis criterion. Consequently, if {v(u k )} is relatively weakly compact in L 1 (Ω), then the limit of a (sub)sequence can be fully described by the Young measure generated by {u k }, see e.g. [2, 30, 32] . Formula (2.9) then follows from (A.7).
Suppose now that det∇ϕ k ≥ 0 for all k ∈ N. Then Lemma 2.5 applied to v := |det|, together with (2.6), implies that (notice that .7) yields (2.10). We proved the following proposition, which is a generalization of Müller's result [29] ; cf. also [17, 20] .
Condition (2.10) can be ensured, for instance, if ϕ k = ϕ on ∂Ω in the sense of traces [18] . The fact that w-lim k→∞ det∇ϕ k = det∇ϕ in L 1 (Ω) if det∇ϕ k ≥ 0 and ϕ k = ϕ on ∂Ω was already mentioned in [20] , Theorem 4.1. However, (2.10) also holds if {ϕ k } has an extension toΩ ⊃ Ω such that
Removing the assumption det∇ϕ k ≥ 0 from Proposition 2.6 substantially weakens the assertion. Its proof follows again from (2.7). 
Biting lemma for A-quasiconvex functions
The next proposition can be seen as a version of the Biting Lemma [6] for A-quasiconvex functions. It generalizes a result from [4] . It is known that if v ∈ Υ p S is A-quasiconvex then the functional I given in (2.3) does not have to be sequentially weakly lower semicontinuous in L p (Ω; R m ) ∩ ker A; cf. [3] for a particular example with the determinant. Our next lemma asserts that the weak lower semicontinuity is preserved if we remove (bite) an arbitrarily thin "boundary layer" of Ω.
Lemma 2.10. Let Ω ⊂ R n be a bounded Lipschitz domain and such that 0 
if ε ∈ {ε } ∈N and εΩ := {εy : y ∈ Ω}.
The proofs of Theorems 2.3, 2.4, and of Lemma 2.10 can be found in Section 5. The next two sections will be devoted to proving Theorems 2.1 and 2.2.
Theorems 2.1 and 2.2: Necessary conditions
The following result can be found in [18] , Lemma 3.2. It follows by the approximation of the characteristic function by continuous ones.
with π absolutely continuous with respect to the Lebesgue measure, then there is
Proof. We follow the proof of [15] , Lemma 2.15. After an affine rescaling, we may assume that Ω ⊂ Q. Clearly Au = 0, and by linearity and Lemma A.5 we may suppose that u = 0.
For
. We extend w k by zero to Q \ Ω, and then periodically to the whole R n . Definẽ
Therefore, by Lemma A.6 {ũ k } k∈N generates the same DiPerna-Majda measure as {u k }. Finally, we set
Ωw k (x) dx for any k.
Proof. We remark that
as follows from (A.1).
We proceed as in [32] We recall that w
Let ξ a, ∈ C 0 (Ω) be such that
Hence,
Using Lemma 3.1, we get for all v :
Since π s ({a}) = 0, we have
Thus,
As S and C(Q) are separable, we use a diagonalization procedure to find {u
To modify the sequence such that it belongs to L p # (R n ; R m ) ∩ ker A we follow the proof of Proposition 3.2. 
for all v ∈ Υ p S positively p-homogeneous and all g ∈ C(Ω). As in the proof of Lemma A.7, we find a sequence , r) ; R m ). We extendŵ k by zero to Q\B(x 0 , r) and then periodically to the whole R n . The extension is still denoted byŵ k ∈ L p # (R n ; R m ). We definẽ
∩ ker A and we have, due to the fact that Qŵ k dx → 0 as k → ∞,
Hence, for all v ∈ Υ p S , positively p-homogeneous and all g ∈ C(Ω) it holds that
and so
Proceeding as in [16] , the previous calculation yields the existence of a π-null set E v ⊂ Ω such that
and choose a subsequence (not relabeled) {v
k 0 } k∈N such that v k 0 → v 0 in C(β S R m ) and v k 0 − v 0 C(βS R m ) < 1 k , where k → ∞ if k → ∞. Denotev k := v k + 1 k (1 + | · | p ). We havê v k (s) ≥ v k (s) + (1 + |s| p ) v k 0 − v 0 C(βS R m ) ≥ v k (s) + |v k 0 (s) − v 0 (s)|(1 + |s| p ) ≥ v(s). Finally, as x ∈ E then x ∈ E (v k 0 +1/k)(1+|·| p ) and 0 ≤ lim k→∞ βS R m \R mv k (s) 1 + |s| p dλ x (s) = βS R m \R m v(s) 1 + |s| p dλ x (s). Proposition 3.5. Let (π, λ) ∈ ADM p S (Ω; R m ), 1 < p < +∞, be generated by {u k } k∈N ⊂ L p (Ω; R m ) ∩ ker A.
Then the following conditions are satisfied:
Proof. Using (1.4) with v 0 (s) = s i /(1 + |s| p ) for i = 1, . . . , m and g ∈ C(Ω) shows that (3.6) is the expression of the weak limit of {u k }, u, in terms of DiPerna-Majda measures. Clearly, Au = 0 because u k u and u k ∈ ker A. In order to prove (3.7) we use Lemma 3.3 and consider for almost all a ∈ Ω a sequence {u 
and converging weakly to u(a). We define for all k ∈ Nũ
which proves (3.7). Finally, (3.8) follows from Lemma 3.4.
Assume now that {u k } has an A-free p-equiintegrable
LetΩ be an arbitrary bounded domain such that Ω ⊂Ω, and consider v ∈ Υ p S and g ∈ C(Ω), write
we have that γ(∂Ω ∪ ∂Ω) = 0, see Lemma 2.5. Altogether, {ũ k } generates a DiPerna-Majda measure (π,λ) onΩ such that
Using Lemma 3.4 applied to (π,λ) that (3.4) holds true forπ-almost all x ∈Ω. In particular, it holds true for π-almost every x ∈ Ω.
Theorems 2.1 and 2.2: Sufficient conditions
We will follow [15] . Let us take λ ∈ P(β S R m ) such that λ(R m ) > 0, and
Consider a set of DiPerna-Majda measures η ∼ = (π, λ) defined for all g ∈ C(Ω) and all v 0 ∈ S by
where π is absolutely continuous with respect to the Lebesgue measure with the density d π . Here we used the fact that the linear hull of {g
We denote by H the set of DiPerna-Majda measures of the form (4.3) with the first moment zero, i.e. (4.1) holds, and generated by .6) . This is clear because any such sequence generates both a DiPerna-Majda measure as well as a Young measure. Let us denote by Y the set of homogeneous Young measures from
There is an obvious one-to-one mapping from H to the Young measures in
and define
It is well-known that E p is a separable ring corresponding to a one-point compactification of R m . The dual space of E p , E p , can thus be identified with M(β Ep R m ).
Lemma 4.1. H is convex.
Proof. We first show that H is convex. We follow [15] , Proof of Proposition 4. By mollification we may suppose that {u k }, {ũ k } ⊂ C ∞ (Q; R m ), and because {u k }, {ũ k } converge weakly to 0 we may suppose that Q u k (x) dx = Qũ k (x) dx = 0. Fix θ ∈ (0, 1). As {u k } and {ũ k } converge strongly to zero in
Hence, we may find a sequence
We define
and by properties of T it holds
In particular, {w k } is p-equiintegrable and generates a Young measure {μ x } x∈Q such that μ x = ν x if x 1 ∈ (0, θ) and μ x =ν x if x 1 ∈ (θ, 1). Finally, we setw k,j := w k (jx) for j ∈ N. Then
, and it is equiintegrable for every j ∈ N. Hence for any v ∈ Υ p S and any g ∈ C(Q)
As S and C((Q) are separable we diagonalize to find a sequence
Lemma 4.2. H is closed.
Proof. We follow [15] , p. 1385. We show that Y is closed in the weak* topology of E p . Suppose that ν ∈ Y.
. Moreover, we take f = 1 and g 0 (s) = |s| p for any s ∈ R m . By the definition of the weak* topology in E *
hence by the Fundamental Theorem of Young measures [2] we can find
Taking i = j = 0 in the above formula we get that {w k } is bounded in L p # (R n ; R m ) and it generates a Young measure in Y p (Q; R m ). Clearly, this Young measure is ν. Again, setting i = j = 0 yields
and
where d π is the density with respect to the Lebesgue measure of the absolutely continuous measure π ∈ M(Ω).
Lemma 4.3. Let 1 < p < +∞ and let (π, λ) ∈ DM p S (Ω; R m ) be such that λ is homogeneous, i.e., λ x = λ y for all x, y ∈ Ω, and π is absolutely continuous with respect to the Lebesgue measure with the constant density
where v 0 ∈ S. By (4.6)
We will use the Hahn-Banach Theorem to prove that ξ cannot be separated from H in the weak* topology by an element of C(β S R m ). Suppose that ξ does not belong to H. Then it does not belong to co(H) by Lemmas 4.1 and 4.2 and there is v 0 ∈ S and α ∈ R such that μ, v 0 ≥ α for all μ ∈ H and ξ, v 0 < α, i.e., by (4.7)
∩ ker A and η u defined as in (4.4) and (4.5). Then we have that 
such that π is absolutely continuous with respect to the Lebesgue measure and let d π be its density. Set for almost every
Moreover, its generating sequence can be chosen to be A-free with a p-equiintegrable extension.
Proof. Using a rescaling argument, we may assume that Ω ⊂ Q.
(i) Suppose first that u in (4.8) is zero. We are looking for a sequence
where Γ and Σ are countable dense subsets of C(Ω) and S, respectively.
Take r k := 1/k and, using Lemma 4.4, find
. By (4.9) and by Lemma 4.3, we can assume that
, and for
We define a sequence of smooth cut-off functions {η
o t h e r w i s e .
Here we used (4.12) written forg(z) := g(a ik + ik z) instead of g. Using this estimate and (4.10), we get for
Applying (4.11) with g = 1, yields
Therefore, we have due to (4.14)
But lim →∞ lim k→∞ J kl = 0 because it is (4.15) written for v 0 = 1. Altogether, we have
In view of the Poincaré inequality {φ ik } i,k is uniformly bounded in
On the other hand,
Relying on the separability of S and C(Ω), and taking into account (4.16), we can choose a subsequence of
and lim
If we extend u k by zero on Q \ Ω and set for all k ∈ Ñ
we have {ũ k } ⊂ ker A and lim k→∞ u k −ũ k L p (Ω;R m ) = 0 and therefore by Lemma A.6 {ũ k } k∈N generates (π, λ). It remains to show that the generating sequence has an A-free p-equiintegrable extension. We take a Lipschitz domainΩ ⊂ R n such that Ω ⊂Ω ⊂ Q and extend (π, λ) toΩ by (L n L(Ω\Ω), δ 0 ). This extended DiPerna-Majda measure satisfies (4.8) and (4.9) for almost every x ∈Ω and we denote it (π,λ). Hence, by our previous result,
(ii) Suppose now that u = 0 with Au = 0. We rewrite (4.8) using the Young measure
In view of Lemma A.5 
where we used formula (A.12). This defines the Young measure μ := {μ x } x∈Ω ∈ Y p (Ω; R m ) which is by Lemma A.5 generated by the p-equiintegrable 
and therefore, by (i) (κ, α) is generated by an A-free
Finally, we prove the general result with π possibly having also a singular part. 
(ii) for almost every x ∈ Ω and for any
(4.23)
Moreover, a generating sequence {u k } k∈N can be chosen so that it has an A-free p-equiintegrable extension.
Proof. If the singular part of π vanishes, then the assertion follows from Proposition 4.5. Hence, we suppose that π s = 0. The proof is divided into two steps.
(i) We assume first that the singular part of π, π s , consists of a finite sum of atoms, i.e., π s = n i=1 a i δ xi , where a i > 0 and
Note that by Lemma A.2 λ xi (R m ) = 0 for 1 ≤ i ≤ N . Choose r > 0 sufficiently small and balls B(
As lim r→0 α i (r) = 0 we will only consider r < r 0 for r 0 > 0 so small that 0 < α i (r) < 1 for all i = 1, . . . , N. Further, for a.e. x ∈ Ω we define
Indeed, if x ∈ B(x i , r), then we get
and due to (4.23), for almost all x ∈ B(x i , r)
Altogether we have for any
and by Proposition 4.5 there is {u
We conclude that
A suitable diagonalization yields the existence of a bounded sequence
(ii) Now we prove the general case. Take l ∈ N. There exists a finite partition
and all Ω l j are measurable with diam(Ω l j ) < 1/l. We suppose that, for any l ∈ N, the partition P l+1 is a refinement of P l and that int(Ω 
and for π s -almost all x ∈Ω we have
Here we used the fact that
a.e. in Ω and λ x (R m ) = 0 for π s -a.a. x ∈Ω.
A.2. DiPerna-Majda measures on the sphere compactification
We start with an easy lemma from [16] . By density (A.15) holds for all continuous v ∞ . As S and C(Ω) are separable, we conclude by using a diagonalization argument. Similarly, the chosen subsequence generates the same Young measure as {u k }. Therefore, the constructed sequence generates the same DiPerna-Majda measure as {u k } by (A.8).
