, [6] . We shall call an o.d. homomorphism an o.d. isomorphism if it is an order isomorphism. In this note, we make some comments on an o.d. isomorphism of the predual M* of a von Neumann algebra M. Our main result is the following theorem. and the unitary implementer of β a ). Therefore the issue here is the implementability.
Specializing Theorem 1.1 to a norm preserving α, we obtain the following generalization of Wigner's theorem [13, 1, 2, 12, 11] . . Its affine structure is based on the physical (or probabilistic) notion of a mixture of states. The orthogonality of two states means that the two states are shaφly distinguishable in the following sense: if the system is surely in one of the two states, then it is surely not in the other state. Wigner uses the condition of the preservation of the transition probability between two states. The present version uses only the zero transition probability. Wigner's theorem is for B(H) and here it is generalized to a type I von Neumann algebra possibly with a nontrivial center (with type l 2 excluded).
Kadison [9] has given a similar theorem for a general von Neumann algebra with our assumption of the preservation of orthogonality for α replaced by the weak * continuity assumption. Here a projection orthoisomorphism is a one-one mapping between the set of projections which preserves orthogonality, i.e. P JL Q if and only if their images are orthogonal. It automatically preserves order and commutativity.
(The orthogonality is that of the support projections.)
Let ω\ -ω 2 = ω + -ω_ be the Jordan decomposition of the self adjoint normal linear functional ω\-ω 2 into positive linear functional with mutually orthogonal support:
ω+±ω_.
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Then, by the o.d. property of α, we have
By assumption, a(ω\) J_ α(ω2). By the uniqueness of the orthogonal decomposition, we obtain
Since α is bijective, we obtain ω\ = ω+ and ω2 = fcλ-. In particular,
Proof. Let H be a standard representation space of M and let p be a projection in M. Then 
Proof. If suppω ± p and suppω' < p, then suppω _L suppω' and hence suppα(ω) _L suppα(ω'). Hence the inclusion (2.8a) D (2.8b) holds. Let (2.8a) be p 1 . For any ω" e (M2)t satisfying suppω" < /?', let ω' = a~{ω". Then suppα(ω') ± suppα(ω) whenever suppω _L p. This implies suppω' ± suppω by Lemma 2.1 and hence suppω' < p by (2.4a). Therefore suppα(ω') = suppω" is contained in (2.8b) and hence the inclusion (2.8a) c (2.8b) holds by (2.4b) . D
Proof of Proposition 1.6(1). We define γ a by (2.8) . If p = suppω', then γ a (p) = suρpα(ω') by Lemma 2.1 and (2.4a). Hence (1.4) holds.
If P\ < P2> then (2.8) implies
(2.9) 7a(Pl)<?a(P2)'
By using 1 -p for p in (2.8b) and comparing it with (2.8a) for p, we obtain (2.10) 7a(l-p) = lBy (2.8b), suppω' < p implies suppα(ω') < γ a (p) Conversely, if suppα(ω') < γ a (p), then α(ω') ± a(ω) whenever suppω J_ p. This implies ω' i. ω by Lemma 2.1 and hence suppω' < p by (2.4a) . Therefore the following are equivalent.
If we denote a' = a~ι, then this equivalence and (2.4) imply (2.12) Va'VaiP) = P> ya7a>{p') = P § * (2.9) and (2.12) imply that γ a is a lattice isomorphism. Together with (2.10), we see that γ a is an isomorphism of orthocomplemented lattices.
The mapping of supp ω specified by (1.4) together with the structure of the orthocomplemented lattice completely determines the mapping 7a(p) by (2.4) . Hence the uniqueness of 7 a follows. D
We note that if M is σ-finite (e.g. M* is separable), then any p is of the form p = supp ω for some ω e M+ and the proof is much shorter. Since a Jordan isomorphism β~ι preserves the orthogonality of projections, the "if part of Theorem 1.1 follows.
To prove the converse, let a be an o.d. isomorphism of (Afi)* onto (M2)* and γ a be the isomorphism of P{M\) onto P(M 2 ) given by Proposition 1.6 (1). Because of the o.d. property of a and Lemma 2.1, γ a is an orthoisomorphism and hence can be extended to a Jordan isomorphism of M\ onto Mi by Dye's Theorem (Theorem 1.7). Let β a be the inverse of this Jordan isomorphism and let We now limit ourselves to the case of a type I von Neumann algebra M. LEMMA 
If a is an o.d automorphism ofM* preserving the support of all ω G M+ and ifω is such that supp ω is an abelian projection of M y then there exists a central element λ ω with a bounded inverse such that
Proof. Let e = supp ω and e be its central support. Then eMe = eZ because e is assumed to be an abelian projection. Here Z is the center of M and eZ is isomorphic to eZ. Let ω and aω be the restriction of ω and aω to Z. They have a common support e. Let (3.5) λ
ω = {\-e) + d{aω)ldω
where the last term is the Radon-Nikodym derivative with support e. Let e n be the spectral projection of λ ω for the interval [n, n + 1). Since a preserves the support of any ω e Λf+, we obtain suppα(ω^) = supp(ω^) = e n e, suppα(ω .(!-*")) = supp(ω (1 -e n )) = (1 -e n )e.
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Applying these support properties to aω = a(ωe n + ω (1 -e n )) = a{ωe n ) + a(ω (1 -e n ) ), we obtain (3.6) a(ωe n ) = (aω)e n and hence (3.7) \\a(ωe n )\\ = (aω){e n ) = ω(λ ω e n ) > nω(e n ) = n\\ωe n \\.
Therefore ω(e n ) = \\coe n \\ must vanish for n > \\a\\. Since e n < e = suppω for n Φ 1, we have e n -0 for n > \\a\\ and n Φ 1. Hence A ω is bounded. The same argument for α" 1 proves that λ ω has a bounded inverse. D
We will show that λ ω can be taken independent of ω. where the first equality is by (3.6) . Hence λ ωι e = Λ, ω ; and we have reduced the problem to the case where the equality (3.10) λ ωχ =λ ω2
is to be proved for ω x and α>2 with the same central support.
(1) The case where suppα^ = suppα^. For A = ΣJI !<?/£/ with N < oo, positive numbers c z and central projections £ /? we obtain by (3.6)
Since the ω\A with such central elements A are norm dense in the set of ω G M£ with supp ω < supp ωi (because supp ωi is assumed to be an abelian projection of Af), we have aω = ωλ Wλ , i.e. λ ω = λ ωι9 for all such ω and in particular (3.10) holds.
HUZIHIRO ARAKI
(2) The case where suppωi _L suppω 2 . We keep the assumption that ω\ and ω 2 have the same central support and suppω/ are abelian projections. There exists a partial unitary u e M such that u*u = suppωi and uu* = suppω 2 . Let (3.12) ω' 2 = ωi (Adw*) (i.e. ω' 2 (A) = ω { (u*Au)).
Then suppω' 2 = uu* = suρρω 2 and hence λ ω > 2 = λ ω2 by (1). Let
where inverse is taken on suppλ\λ 2 . (Because of the support properties, we can restrict our attention to
where M 2 is 2 x 2 matrices.) For given λ\ 9 λ 2 , there exists the supremum of λ in eZ given by the right-hand side of (3.16) .
Since a is a linear order isomorphism, (3.14) is equivalent to
We note that
is immediately seen to be an abelian projection with the same central support as e. By (3.1 la), we obtain the equivalence of (3.17) with For given λ\ and λ 2 , the infimum of λ satisfying this inequality is
(Note that A" 1 is bounded on suppω = e > supp(λ ωϊ λ\λ ω ' 2 λ2).) By equivalence of (3.20) and (3.14) , this must coincide with (3.22) λ inf =(λ ι +λ 2 )-ι (2λ ι λ 2 ).
We now obtain
for any λ\, λ 2 e eZ+ where suppA ω , = suρpλ ω^ = suppλ ω = e. Therefore and hence
Since λ ω » 2 = λ ω2 , we obtain (3.10) for the present case.
(3) The general case. Since M is assumed to be type I without type I2 direct summands in the large, there exists a central projection E such that ME is abelian and M{\ -E) is without abelian or type I2 direct summands. As before, we may deal with ME and M{ 1 -E) separately, splitting ω e M+ as ω = ωE + ω(l -E). For ME, the case (1) already proves the lemma. Now we are left with the case of M without abelian or type I2 direct summands. If ω\ and ω 2 are any two elements of M+ with a common central support such that suppωi and suppα^ are both abelian projections, then there exists ω £ M+ with the same central support as o)\ and ω2 such that suppω is an abelian projection orthogonal to ωi and ω2 We can apply the case (2) for the pair (ω\,ώ) and for (ω,(ύ2) To prove the converse, let a be given. Let (Af, )5 be the set of all selfadjoint elements of (Af, )*. Each ω € (M/)J has a unique decomposition
where ω± e (M)^i? suppω + ± suρρω_ and c± are real positive numbers. We extend a to a bijective map of (Afi)J onto (M 2 )ί by (4.2) αω = c + α(ω + ) -c_α(ω_).
We now prove that a is real linear, norm preserving, order preserving and orthogonality preserving.
(1) Linearity. Let ω\, ω 2 € (A^i)^ and 
HI -
Since α(ω+) is orthogonal to α(ω_) (due to the orthogonality of ω±), (Here the continuity in p is immediate from the right hand side, cf.
[16].) From this definition, a γ is linear, maps M+ into M+ and satisfies (5.2) suppα^ω) = y(suppω).
Since a( γ -η is an inverse of a γ with the same properties, a γ is an o.d. isomorphism. Furthermore, (5.2) implies γ = γ a for a = a γ due to (1.4) and due to the uniqueness of the isomorphism γ a satisfying (1.4). D
Proof of (4) . If a is of the form (1.1), let γ be defined by γ~ι(p) = β a {p) Then γ is an isomorphism of the orthocomplemented lattice P{M\) onto P(M 2 ). Since the multiplication of the invertible central element λ a does not change the support of the functional ω, we also have γ supp ω = supp a(ω), namely γ = γ a . Since γ~ι(p) = β a {p), we obtain (a γ ω)(p) = ω(γ-ι (p)) = ω(β Q (p))
by (1.5). This proves (1.6). D
