ABSTRACT Summary: The genome-wide search for non-coding RNAs requires efficient methods to compute and compare local secondary structures. Since the exact boundaries of such putative transcripts are typically unknown, arbitrary sequence windows have to be used in practice. Here we present a method for robustly computing the probabilities of local base pairs from long RNA sequences independent of the exact positions of the sequence window. Availability: The program RNAplfold is part of the Vienna RNA Package and can be downloaded from http://www.tbi.univie.ac. at/RNA/
INTRODUCTION
Computational approaches to detect and classify structured RNAs at genomic scales require efficient ways of computing local RNA secondary structures for both computational and biological reasons: (1) Long-range base pairs in large transcripts are disfavored kinetically relative to short-range pairs (Flamm et al., 2000) . (2) Global approaches to RNA folding are limited to sequence length 20 000 on most hardware because of memory consumption. (3) In general, the exact boundaries of the transcript are unknown, so that global folds cannot add to the accuracy of the structure prediction relative to folding individual sequence windows.
A recent algorithm for microRNA detection is based upon the idea to consider the stability of secondary structure against changes in the immediate environment (Pfeffer et al., 2005; Sewer et al., 2005) . More precisely, this approach considers the frequency with which a certain base pair (i, j) occurs in local minimum energy structures that are computed from sequence windows with a given size L. Here we combine this idea with a recently developed algorithm for local minimum energy structure predictions (Hofacker et al., 2004b) . More precisely, we derive recursions for the average equilibrium probability of a base pair (i, j) over all fixed-size sequence windows.
ALGORITHM
Denote by Z ij the partition function over all secondary structures on the sequence interval [i, j] , writeẐ Z ij for the partition function subject to the constraint that i and j pair and let p ij be the probability that i and j are actually paired in thermodynamic equilibrium.
The standard backtracking procedure for the partition function folding algorithm (McCaskill, 1990) can be expressed as
Here X ij,kl is the ratio of the two partition functionsẐ Z ij‚kl with the constraint that both i, j and k, l pair, andẐ Z kl . The first term describes the case in which the (i, j) pair is external, i.e. not enclosed by another pair, the second (sum) term considers all possible base pairs (k, l) that could enclose (i, j). In the simplest case, i.e. for energies dependent on individual base pairs only, we havê
where z kl is the Boltzmann factor of the pairing energy for the closing base pair (k, l). In the standard energy model, described e.g. by Mathews et al. (1999) ,Ẑ Z ij‚kl is a sum over contributions for the different loop types (interior loops, bulges and multi-branched loops) as detailed by McCaskill (1990) ; for given i, j, k, l it can be computed in constant time from the tabulated partition functions of subsequences. Let us now turn to interactions localized within a sequence window. We denote by Z u‚L ij the partition function over all secondary structures on the sequence interval [i, j] when the sequence window [u, u + L] is folded. Similarly,Ẑ Z u‚L ij denotes the partition function with the additional constraint that positions i and j are paired. Furthermore, we write p u‚L ij for the probability that i and j form a base pair when the sequence window [u, u + L] is folded.
Since the partition functions on a subsequence are independent of the external structures as long as the subsequence is contained in the folded sequence window, we have
Furthermore, we observe that p
. We can immediately restrict Equation (1) to a sequence window [u, u + L] since the recursions for Z ij depend only on sub-sequences within the interval [i, j] (McCaskill, 1990 ). Thus
Next, we define the average probability of an (i, j) pair over all folding windows containing the sequence interval
For i + L > n and j À L < 1 the sequence windows are shorter, hence Equation (5) has to be modified accordingly. Substitution of Equation (4) yields in the generic case
Again, modified expressions apply to the sequence intervals close to the 5 0 and 3 0 ends.
PERFORMANCE AND APPLICATIONS
3 ) time and O(n · L) memory for any fixed L. As is usual in most dynamic programming implementations of RNA folding, CPU requirements can be reduced further to O(n · L 2 ) by applying the restriction that interior loops are bounded by a maximal size M and assuming that multi-loop energies are linear in loop size and loop degree. Forward and backward recursions can be interleaved in such a way that only O(L 2 ) partition function values have to be stored at any given time, reducing the memory requirement to O(n + L 2 ). Thus, our approach is equivalent to a sliding window approach with increment 1, but is faster by a factor of L.
The recursions (6) RNAplfold has a number of obvious applications, which we are currently exploring. Along the lines of Pfeffer et al. (2005) it can be used to efficiently retrieve candidates for microRNA precursors or other structured RNAs from genomic sequence data. The parameter L should be a bit larger than the structures of interest. More generally, however, genome-wide tables of p L ij provide valuable a priori structure information that can be exploited by algorithms that search for RNA sequence/structure patterns such as e.g. a local variant of marna (Siebert and Backofen, 2005) or pmcomp (Hofacker et al., 2004a) . As such RNAplfold provides a starting point for alternative approaches to purely comparative RNA annotation strategies.
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