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ABSTRACT
This thesis explores the possibility that quantum probabilities arose ther-
modynamically. It considers both what is required of a quantum theory for
this to happen, and empirical consequences if it is the case. A chief con-
cern is the detection of primordial ‘quantum nonequilibrium’, since this
is by definition observably distinct from textbook quantum physics. The
mode of operation is almost exclusively quantum field theoretic, due to the
nature of quantum nonequilibrium. Chapters 2, 3, 4, and 5, are adaptations
of references [1, 2, 3], and [4] respectively.
Chapter 2 proposes (information) entropy conservation as a minimal
requirement for a theory to feature classical-style thermodynamic relax-
ation. The resulting structure is dubbed ‘the iRelax framework’. This
ensures that theories retain the time-reversibility of classical mechanics,
while also enabling relaxation and entropy rise on a de facto basis. Both
classical mechanics and de Broglie-Bohm quantum theory are shown to
be special cases. Indications for a possible extension or unification of de
Broglie-Bohm theory are briefly highlighted.
Chapter 3 discusses ‘quantum relaxation’ to ‘quantum equilibrium’ in
de Broglie-Bohm theory and considers means by which quantum nonequi-
librium may be prevented from relaxing fully. The method of the drift-field
is introduced. A systematic treatment of nodes is given, including some
new results. Quantum states are categorized cleanly according to global
properties of the drift-field, and a link is made between these and quan-
tum state parameters. A category of quantum states is found for which
relaxation is significantly impeded, and may not complete at all.
Chapter 4 considers the possibility that primordial quantum nonequi-
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librium may be conserved in the statistics of a species of relic cosmological
particle. It discusses necessary factors for this to happen in a background
inflationary cosmology. Illustrative scenarios are given both in terms of
nonequilibrium particles created by inflaton decay, as well as relic vacuum
modes for species that decoupled close to the Planck temperature. Argu-
ments are supported by numerical calculations showing both perturbative
couplings transferring nonequilibrium between fields, and also nonequilib-
rium causing standard quantum measurements to yield anomalous results.
Chapter 5 examines a practical situation in which it is proposed that
there is a potential to observe quantum nonequilibrium directly, namely
the indirect search for dark matter. The search for so called ‘smoking-gun’
spectral lines created by dark matter decay or annihilation is argued to be a
particularly promising setting for the detection of quantum nonequilibrium.
General arguments show some unintuitive nonequilibrium signatures may
arise related to the contextuality of quantum measurements. Telescopes ob-
serve nonequilibrium phenomena on the scale of their own resolution, for
instance. So low resolution telescopes are better placed to detect nonequi-
librium. There is significant reason to believe that different telescopes will
disagree on the spectrum they observe. Telescopes may detect line widths
to be narrower than they should be capable of resolving. If such a sus-
pected source of quantum nonequilibrium were found, its subjection to a
specifically quantum mechanical test would confirm or deny the presence
of the quantum nonequilibrium conclusively.
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CHAPTER 1
INTRODUCTION
A didactic history of quantum physics
Somewhere in the mid-1920s quantum physics changed beyond recogni-
tion. In the old quantum theory [5] of the previous few decades, the word
‘quantum’ had referred to some relatively anodyne proposals to make pre-
viously continuous quantities discrete. Planck had proposed quanta of elec-
tron excitations in a black body [6]. Einstein had proposed quanta of the
electromagnetic field [7]. Bohr had proposed quanta of atomic excitations
[8]. But by the early 1930s what had emerged was fundamentally different.
Quantum physics had turned operational. A theory of experiments. And it
was spectacularly powerful.
What emerged was not any specific theory, but a list of changes that
could be made to a classical Hamiltonian theory in order to ‘make it quan-
tum’. To ‘quantize’ it. This verb-ification of the adjective quantum is per-
haps most attributable to Paul Dirac, who, upon receiving a proof copy of
Heisenberg’s U¨ber quantentheoretischer Umdeutung [9] from his PhD ad-
visor in August 1925 [10], set to work searching for method by which the
canonical variables and equations of classical mechanics could be trans-
lated to fit the emerging quantum mechanics. His solution was to in-
struct the canonical variables of classical mechanics to obey an algebra of
non-commutating q-numbers. It was published only three months later, in
November 1925 [11]. Although there would be many more contributions
over the next couple of years [12, 13], Dirac had laid the foundations for
what would eventually be called canonical quantization. Technical consid-
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erations aside, he had made it possible to convert any classical Hamiltonian
theory into a quantum theory. A result that would be popularized in his
1930 textbook [14].
It is important to bear in mind that even in the early days, quantum me-
chanics was not a single theory, but a set of changes that could be made to
a classical theory. And in those early days the wave vs. particle debate was
very much still alive. It was considered necessary not just to apply the new
quantum mechanics to particles (electrons), but also the electromagnetic
field. After all, Einstein had proposed the existence of light quanta (later
called photons) some 20 years earlier [7]. The first attempt to apply the
nascent quantum mechanics to the electromagnetic field was due to Born,
Heisenberg, and Jordan in 1926 [15], who treated the free field. The first
treatment of an interacting field theory was due to Dirac in February 1927
[16], eight months before the fifth Solvay conference. Dirac coupled the
electromagnetic field to an atom and used this to calculate Einstein’sA and
B coefficients for the spontaneous emission and absorption of radiation.
Unlike the particle-based quantum mechanics, this field-based approach
had the ability to describe the creation and destruction of particles (pho-
tons). This was a fantastic outpost from which to develop further quantum
field theories, but it would be left for others to do so. Dirac himself re-
sisted the idea that a quantum field theory was necessary for any particle
other than the photon [17]. Instead he spent the next few years develop-
ing earlier suggestions from Walter Gordon [18] and Oscar Klein [19], in
order to develop a relativistic Schro¨dinger equation for electrons [20, 21].
Though this theory had some marked success, particularly in the prediction
[22] of the anti-material positrons that would be discovered in 1932 [23],
the ‘sea model’ he introduced had some conceptual difficulties that never
fully convinced the community [17]. The next steps towards finally ending
the wave vs. particle debate were made in an important series of papers in
the late 1920s by Jordan and Wigner [24], Heisenberg and Pauli [25, 26],
and Fermi [27]. These introduced the idea that, just like photons, material
particles could also be understood to be the quanta of their own individual
fields [17]. This claim was further substantiated in 1934 by Furry and Op-
penheimer [28], and Pauli and Weisskopf [29], who showed that quantum
field theories naturally account for the existence of Dirac’s antiparticles
[17] without the interpretive problems of Dirac’s sea model. In a man-
ner of speaking, this was the final realization of de Broglie’s 1924 thesis
[30]. Matter particles would henceforth be treated on the same footing as
photons, as excitations (quanta) of their own respective fields.
This branch of twentieth century fundamental physics would continue
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to be developed from much the same viewpoint. Classical field theories
were written down in the hope that, when quantized, they could describe
the particle physics developments of the day. Attempts would be guided
both by the need to remove stray infinities through the process of renormal-
ization and the group theoretic analysis of gauge-symmetries. Important
milestones were the perfection of quantum electrodynamics (QED) in the
late 1940s, the discovery of the Higgs mechanism in the mid-1960s, the
development of electroweak theory (EW) in the late 1950s and 1960s, and
the maturity of quantum chromodynamics (QCD) and the Standard Model
(SM) in the 1970s. The crowning achievement to date is the discovery
of the Higgs particle by the ATLAS and CMS experiments at the Large
Hadron Collider in 2012.
To the authors mind at least, the historical development of quantum
physics quite naturally evolves into field theory and particle physics. De
Broglie’s proposal to unify light and matter into the same framework had
been achieved by the mid-1930s. It was called quantum field theory. And
our contemporary understanding of elementary particles is rooted in this
principle. Nevertheless, the process of quantization had made it possible
to describe non-relativistic point particles, and for a majority of physicists
and chemists, this was sufficient. The moral to this didactically-skewed ac-
count of the history of quantum physics is twofold. First, quantum theories
of physical systems are simply classical theories that have had a compli-
cated procedure applied to them. So it seems natural that these classical
theories guide research in quantum foundations. Second, our best classical
theories are currently field theories, so the mythical correct answer is more
likely to resemble a field theory than the non-relativistic point particle. So
although the non-relativistic point particle type theories may be useful for
the purposes of explanation, it might be unwise to place too much faith in
such approaches.
Of course the theories that emerged out of this history–this complicated
quantization procedure–were not classical any more, but something radi-
cally different. Although they retained some of the structure the format
had changed entirely. The classical realism that dealt with entities mov-
ing around with definite states had transformed to an operational theory
of measurement inputs and measurement outputs. The next section will
elaborate on this point.
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On operationalism and realism
The discipline called quantum mechanics, that emerged out of 1920s, is an
operational theory of experimental measurements. Its inputs, the quantum
state and the Hilbert space operators, correspond to laboratory procedures
for how to run an experiment. Its output is the likelihood of obtaining any
particular measurement outcome. To an empiricist, this is a very functional
form for a theory to take. It certainly found a comfortable home in the par-
ticle physics that arose in the 1930s. The bread and butter calculations of
particle physics are quantum field theoretic perturbative scattering cross-
sections. These very naturally fit into the operational framework, possess-
ing as they do very definite inputs (the particles colliding) and outputs (the
product particles).
Quite what quantum mechanics means in the absence of experiments
is more problematic however. Traditionally, the presumption of an experi-
ment is couched in the language of ‘observers’, ‘observables’, and ‘obser-
vations’. All of which are loaded terms that may be attacked from multiple
directions. Without an observer, quantum mechanical theories seemingly
do not make any predictions at all. And while this may not cause any
particular problem to an empiricist working a particle collider, nature is
supposed to be fundamentally and universally quantum mechanical, so the
rules of quantum mechanics should be able to be applied even in the ab-
sence of observers. Much early Universe cosmology, for example, relies
upon quantum theoretic particle scattering cross-sections. But the interac-
tions being described took place in the early Universe long before human
observers. So the question over when the collapse of the quantum state took
place becomes problematic. Indeed to some, the presence of an observer
inside a scientific theory goes against the spirit of the Copernican revolu-
tion, placing humans once more at center-stage. And of course, famously,
the concept of an observer is not well defined in any case, as highlighted
by Schro¨dinger in his well known cat argument [31].
All these points tend to be grouped together under the heading ‘the
measurement problem’. The measurement problem is old news however.
As Matt Liefer put it recently, “Any interpretation of quantum mechan-
ics worth its salt has solved the measurement problem” [32]. There are
of course many diverse interpretations of quantum mechanics, of varying
levels of wackiness. And since a solution to the measurement problem is
a key goal for these interpretations, it is solved through many diverse and
sometimes wacky means. In principle the solution is simple however. The
measurement problem is introduced as a consequence of the operational
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phrasing of conventional quantum mechanics. The language of experi-
ments and measurements. And arguably the easiest way to deal with the
problem is not to introduce it in the first place. At least that is what Ock-
ham’s razor appears to suggest. If the predictions of quantum mechanics
were reproduced with a classical-style realist theory, then in a sense, the
measurement problem would not be introduced in the first place and so
would need to be fixed.
To be clear, the operational methodology does have distinct and power-
ful advantages when applied to certain problems. It has lead to fascinating
and useful theorems like no-cloning [33, 34] and quantum teleportation
[35, 36]. A major thrust of the field of quantum information science is
predicated upon the development of a framework for computation that is
independent of the actual implementation, ie. whether the qubits in ques-
tion are trapped ions, quantum dots, NMR, squeezed light etc. For this
reason it is acutely operational. This has given rise to an industry in quan-
tum computation, with many small demonstration quantum computers to
date. A firm milestone in this effort would be a quantum computer capable
of running Shor’s algorithm to break private key encryption. And a realistic
application of this would require the construction of a machine that is five
orders of magnitude larger and two orders of magnitude less error prone
than those currently operational. (See for instance page S-3 of reference
[37].)
In the foundations of quantum mechanics, it is very difficult to deny
that researchers are guided by their own philosophical predilections. Cer-
tainly the founders of quantum mechanics made little attempt to hide this.
The struggle of the Go¨ttingen-Copenhagen physicists with positivism and
the use of the rhetoric of anti-realism are well documented [13]. But in
physics one comes to appreciate how the understanding of the same phys-
ical phenomena through different means and from different perspectives
can be a great aid to insight. So any claim that operationalism and pos-
itivism are the only terms on which it is possible to understand quantum
physics should be accompanied by an abundance of proof. Otherwise it is
a philosophical assertion, not a scientific one. There is some history on this
point. For years an argument by von Neumann in his 1932 textbook [38]
was thought to preclude such a realist account of quantum mechanics. In
actuality, as shown by Bell [39] and Kochen and Specker [40] in the mid-
1960s, it precluded only non-contextual realist theories. It said that sets of
measurements performed on a quantum system could not simply yield the
values of pre-existing quantities. The results of quantum measurements are
contextual; they depend on the manner in which the measurements are per-
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formed. To this day, the Kochen-Specker theorem (as it became known) is
widely thought to describe a very non-classical sort of phenomenon. From
a non-operational perspective, however, it is far less surprising. After all,
in any serious non-operational theory, the operational predictions of con-
ventional quantum mechanics must be reproduced. And in order to model
a measurement non-operationally, it is necessary to include the measure-
ment apparatus inside the model. The subject of the measurement and the
apparatus are treated as a combined quantum system. The measurement
itself is a brief period of interaction in which the part of the model labeled
apparatus interacts dynamically with the part labeled system, so that the
two become entangled. Naturally the outcome of any measurement will
depend on the finer details of the dynamical interaction between system
and apparatus. How could it not?
John Bell’s work in this area was inspired by the apparent violation
of von Neumann’s no-go theorem by the de Broglie-Bohm theory [39],
which had been revived roughly a decade earlier in 1952 by David Bohm
[41, 42]. Another property that the de Broglie-Bohm theory had which in-
terested John Bell was its nonlocality. And this lead him to ask whether
this property should be expected of any realist theory [39]. His eponymous
1964 no-go theorem [43, 44] said that, yes, realist theories must be non-
local to reproduce standard quantum mechanical predictions. But it went
much further than this. For it showed that even in conventional quantum
mechanics, through entanglement, distant measurement outcomes may be
correlated in a way not possible to explain without a superluminal connec-
tion. It is a funny kind of superluminal connection however, as it disappears
on the statistical level, when subject to standard quantum uncertainty. So
although nonlocal correlations do exist in nature, standard quantum un-
certainty serves to obscure them, making them impossible to use for any
practical signaling. For this reason the nonlocality has been called uncon-
trollable [45, 46]. (There are however other proposals and means by which
the nonlocality may be put to use [47, 48, 49].) This apparent ‘peaceful
coexistence’ [45], or perhaps maybe ‘extraordinary conspiracy’ [50], be-
tween nonlocal correlations and quantum probabilities is surely the central
enigma of Bell’s theorem.
In this thesis, Bell’s theorem is not tackled directly. The author does
have a paper in preparation [51] that aims to clarify a realist perspective
on this matter, though it has not yet undergone the usual sanity checks and
so is not included here. As explained below, the author has wished to take
this work in a different direction. Beforehand though, a word of caution
on how to interpret Bell’s theorem. A strong prevailing opinion among a
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majority of physicists is that Bell’s theorem rules out a realist account of
quantum mechanics as such an account would be required to be nonlocal.
In fact Bell’s theorem shows that textbook quantum mechanics is nonlo-
cal, and Bell experiments show that nature is nonlocal. So it should not
be a surprise that realist descriptions should be correspondingly nonlocal.
While it is quite unsettling to deal in theories that appear to violate relativ-
ity, the blame for this should be squarely leveled at conventional textbook
quantum mechanics. And for that matter nature. These correlations are
after all a proven fact [52, 53].
Thermodynamic origin of quantum probabilities
One irksome feature of textbook quantum mechanics is that it gives no
explanation for the existence or character of the Born rule of quantum
probabilities. The Born rule holds the status of an axiom, and is there-
fore beyond question or explanation [14, 38]. Or at least that is how the
argument is presented sometimes. It is important to bear in mind that in the
entirety of science save quantum physics, there is a general assumption that
probability distributions are associated with a lack of knowledge. Perhaps
the probabilities express the consequences of uncertain initial conditions.
Perhaps they reflect the use of an effective theory that averages over un-
derlying degrees of freedom. Perhaps these degrees of freedom are too
numerous or too chaotic to be practically modeled. Perhaps the underly-
ing dynamics are not yet known, and the probabilities reflect ignorance of
these dynamics. The late physicist and probabilist Edwin Jaynes, to whom
several of the results of chapter 2 owe a debt of gratitude, had a different
opinion on the source of quantum mechanical probabilities. He once wrote
in polemic,
“In current quantum theory, probabilities express our own ig-
norance due to our failure to search for the real causes of phys-
ical phenomena; and, worse, our failure even to think seriously
about the problem. This ignorance may be unavoidable in
practice, but in our present state of knowledge we do not know
whether it is unavoidable in principle; the ‘central dogma’
simply asserts this, and draws the conclusion that belief in
causes, and searching for them, is philosophically naı¨ve. If
everybody accepted this and abided by it, no further advances
in understanding of physical law would be made...” [54]
The question of the origin of quantum probabilities has remained largely
ignored by modern physics. It may be that the question does not seem im-
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portant from an operational perspective, but for a realist the issue is thrown
into sharp relief. Consider for instance the consequences of taking even a
conservative realist approach, through conserving determinism. Of course
any single quantum measurement can only ever yield a single outcome.
And clearly realism and determinism mean that this outcome is predeter-
mined by some unknown initial conditions. But why the initial conditions
should be such that the Born distribution is reproduced? Why not any
initial conditions? One intuitively imagines dividing up any particular en-
semble to create new ensembles with new and arbitrary statistics.
The first time a realist account of quantum mechanics was brought to
a mass audience in the post-war era was in 1952 by the works of David
Bohm [41, 42]. In this formulation, the Born distribution was simply pos-
tulated. This assumption was subsequently and rightly criticized by Pauli
[55] and others [56]. In the following years Bohm and collaborators made
attempts to address this concern, to find ways to remove this unnatural
postulate from the theory [57, 58]. The primary means explored was a sort
of thermodynamic relaxation. In such a view the Born distribution would
represent a kind of thermodynamical equilibrium. An ensemble selected to
have an arbitrary ρ(x), would then tend to relax towards ρ(x) = |ψ(x)|2
as time progresses. In this way, the possibility of having arbitrary ρ(x)
could be reconciled with the large body of evidence for ρ(x) = |ψ(x)|2.
Of course there were many such distributions in classical physics from
which to take precedent. If the Born distribution is akin to the Maxwell-
Boltzmann distribution say, then quantum mechanics is akin to equilibrium
thermodynamics, and realism (hidden variables) is akin to the underlying
kinetic theory. Or so the idea went. But it was yet to be understood how
such a relaxation could occur. In order to bring about this relaxation Bohm
and collaborators attempted adding both random collisions [57] and later
irregular fluid fluctuations [58] to the dynamics. But although these at-
tempts may have been well motivated, neither is taken seriously today, as
they have been shown to be unnecessary.
So in the latter part of the 20th century, the de Broglie-Bohm theory
had what was perceived to be a fairly major naturalness problem. And
Bohm’s attempts to address the concern were not considered compelling
by many. Even a major textbook disregarded these attempts and instead
postulated agreement with the Born rule outright [59]. The big question
still remained over how to remove this unnatural postulate and what to
replace it with. In 1991 Valentini answered this question in a remarkable
way. His answer was to remove the postulate, and replace it with nothing
[60, 61]. Valentini showed that the thermodynamic relaxation to the Born
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distribution would take place without the need to add extra elements into
the theory. The mechanism to cause the relaxation had been there all along,
unrecognized in plain view.
The principles behind the relaxation are expounded in detail in chapter
2, which may be considered one half introduction to the subject, and one
half love letter to thermodynamic relaxation. And the introduction to that
chapter specifically warns of the nuances of particular classical thermody-
namic analogies. Nonetheless, the relaxation is present in the foundations
of classical mechanics too. So, if a short descriptive classical analogy is
what is desired, the author recommends the following.
Suppose a classical gas is confined to some volume and is composed
of N non-interacting particles. As these are non-interacting, they may be
considered to be an N -member ensemble of individual systems. The state
of each individual system, the analogy of the underlying realist (hidden
variable) state, is represented by a phase space coordinate of the particle
in question, (q, p). As each of these individual states may in principle
be anything, the overall ensemble distribution of these phase-space points,
ρ(q, p), is similarly unconstrained. There is no reason for instance why an
ensemble could be prepared in which all particles had very similar phase
space coordinates, ρ(q, p) ∼ δ(q − qaverage)δ(p − paverage). But as time
evolves, experience says that the gas molecules will become spread out
within the volume in which they are confined. This corresponds to ρ(q, p)
becoming uniform in position q. And clearly an entropy rise will result.
However even this example hides the true cause of entropy rise, instead
making an appeal to experience. And the state of maximum entropy is
never truly reached, for in the case of classical mechanics, the equilibrium
distribution (corresponding to entropy (2.10)) is uniform in both q and p.
And of course to be uniform in p would be to be unbounded in energy,
and so full relaxation is prevented by energetic considerations. The exact
mechanism is explained in depth with the use of a longer classical analogy
in section 2.3.
A major theme in chapter 2 is that even upon an abstract state space,
with unknown laws, thermodynamics and entropy rise may be thought to
derive from a very basic principle of entropy conservation. Relaxation
appears to be contingent only upon this factor in both classical mechan-
ics and de Broglie-Bohm quantum mechanics. That entropy conservation
could lead to entropy rising sounds like a contradiction in terms. But this
very mechanism exists in classical mechanics, where the conservation of
entropy law is named Liouville’s theorem. And the classical H-theorem
that proves entropy rise goes through with only reference to Liouville’s
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theorem. (As explained in sections 2.3 and 2.4, strictly speaking it is only
a de facto practical notion of entropy that rises as a result of demanding
entropy conservation.) Crucially, the tendency of entropy to rise does not
appear contingent on the particular form of Hamilton’s equations. Liou-
ville’s theorem ensures that the dynamics is incompressible, but goes no
further than this. However it is only this incompressibility that is needed
to ensure relaxation. So it is natural to place Hamiltonian mechanics in a
larger category of theories that all share Liouville’s theorem, but not the ex-
act form of Hamilton’s equations. All such theories in this category would
be expected to relax. In chapter 2, it is shown how this category of theories
may be generalized to make them relax towards any arbitrary equilibrium.
This of course is motivated by the prospect of regarding the Born distribu-
tion as an equilibrium distribution. One mode of reasoning in this direction
is shown to lead to de Broglie-Bohm style quantum physics. And of course
the de Broglie-Bohm theory relaxes to the Born distribution. The insights
that such an approach may provide are discussed, and generalizations of de
Broglie-Bohm theory commented upon.
Experimental evidence for quantum nonequilibrium
By definition, quantum nonequilibrium produces distinct predictions to
that of textbook quantum mechanics. Clearly this raises the prospect that
realist theories with this sort of relaxation property could be experimentally
verified. And the prospect of experimental evidence for an interpretation
of quantum mechanics is so rare that it begs to be investigated1. Indeed it
becomes debatable whether relaxation theories should qualify as interpre-
tations or independent theories in their own right. The main purpose of this
thesis is to contribute to the ongoing effort to detect quantum nonequilib-
rium. As the main thrust of this effort is being carried out using de Broglie
Bohm theory, for the sake of consistency in the literature, it is helpful to
follow suit. After all de Broglie-Bohm theory is the archetypal quantum
mechanical relax theory2. So although chapter 2 develops relax theories
on a general footing, the de Broglie-Bohm theory is employed in chapters
3 through 5.
Of course, if quantum nonequilibrium were found commonly in reg-
ular tabletop laboratory experiments, it would be known widely by now.
1The other example is collapse theories [62, 63, 64].
2De Broglie Bohm theory is justified in ways that it has not been possible to cover in
any great depth. One that comes to mind is its relation to Hamilton-Jacobi theory that was
originally highlighted by Louis de Broglie [65], though is also covered in some depth in
references [50, 59].
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Classical nonequilibrium on the other hand is an experience of daily life.
To account for this discrepancy between the prevalence of quantum and
classical nonequilibrium, one need only appeal to the rate at which quan-
tum relaxation has been shown to take place numerically. Although the
theoretical background for quantum relaxation was published by Valentini
in 1991 [60], it took until 2005 in reference [66] for it to be demonstrated
numerically. Since then quantum relaxation has been demonstrated mul-
tiple times [67, 68, 69, 70, 71]. Its presence and efficacy are a matter of
course for those who deal with numerical simulations of de Broglie-Bohm
systems. Figure 2.5 illustrates the process for a simple two-dimensional
harmonic oscillator. To put a ballpark numerical value to the relaxation
timescale, in this figure, for a superposition of nine low energy modes, re-
laxation is achieved to a high degree with only the 19 wave function periods
displayed. This is the blink of an eye for a typical quantum system.
There is still however quite limited knowledge on whether to expect
this sort of relaxation timescale generally. And there still remain signifi-
cant outstanding questions over whether equilibrium will invariably be ob-
tained for all systems. While the formalism developed in section 2 proves
that relaxation should be expected to take place for all but the most trivial
systems, it does not show whether these systems may always be expected
to actually reach equilibrium. It has already been mentioned that although
classical systems relax, they are inevitably prevented from reaching their
equilibrium distribution (uniform on phase space) by conservation of en-
ergy. Energy conservation provides a barrier that prevents full relaxation in
classical mechanics. It appears natural to ask whether there exist analogous
barriers to quantum relaxation.
Certainly for small systems with limited superpositions, and relatively
mild initial nonequilibrium, relaxation to equilibrium has been shown to
take place remarkably quickly [50, 72, 66, 67, 70, 68, 69, 71]. The speed
of the relaxation appears to scale with the complexity of the superposi-
tion [70], while not occurring at all for non-degenerate energy states [59].
However, the study of such systems has historically been motivated by the
wish to demonstrate the validity of quantum relaxation. And such systems
are also the least computationally demanding. In light of these two facts,
it could be argued that the study of such systems represents something of a
selection bias [2]. It would be interesting to test the boundaries of what is
known about relaxation. Would equilibrium be reached for larger systems?
Or for systems with only mild excitations or mild deviations from an en-
ergy state? Or for systems with more extreme forms of nonequilibrium? Is
it possible that, even within the parameter space tested, there exist systems
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for which relaxation is prevented? Because all of these possibilities might
conceivably open the window a little wider for nonequilibrium to persist,
the research field has rather changed its modus operandi. In the first decade
of this century, a major focus had been on demonstrating the process of re-
laxation. Now that this has been done, the focus has rather reversed, so
that attention is focused upon various means by which full relaxation may
be slowed or prevented, thereby illuminating possible ways for nonequi-
librium to be experimentally detected. In recent years some authors have
begun to make inroads on this question. For instance one collaboration
concluded that for modest superpositions there could remain a small resid-
ual nonequilibrium that was unable to relax [71]. Another found that for
states that were perturbatively close to the ground state, trajectories may
be confined to individual subregions of the state space, a seeming barrier
to total relaxation [73]. Chapter 3 is a further contribution to this effort.
It should be noted that through the direct simulation of a quantum sys-
tem, while it is possible to conclude that equilibrium is reached, it is seem-
ingly difficult to conclude that the system will never reach equilibrium. To
clarify, with finite computational resources it will only ever be possible to
numerically evolve a system through some finite time t. Either the system
reaches equilibrium in this time interval or it does not. If it does, then equi-
librium has been shown to be reached. If it does not, then equilibrium could
still be reached for intervals greater than t. At least for the most studied
system, the two-dimensional isotropic oscillator3, state of the art calcula-
tions (for instance [71, 73]) achieve evolution timescales of approximately
102 to 104 wave function periods and manage this only with considerable
computational expense.
To provide a means by which this computational bottleneck may be
avoided, the method of the ‘drift-field’ is introduced in chapter 3. This
allows access to relaxation timescales that are far in excess of those pre-
viously available. In principle these timescales could be unlimited. The
logic may be summarized as follows. For the typical oscillator states
that have been studied, the dynamics are complicated and chaotic within
the bulk of the Born distribution, but are simple and regular outside of
it (‘in the tails’) [77, 78, 2]. And while relaxation is generally expected
to proceed efficiently in the bulk of the Born distribution, much less is
known of what may happen to a nonequilibrium distribution that is con-
3The two-dimensional HO is also mathematically equivalent to a single uncoupled
mode of a real scalar field [74, 75, 71, 76, 3, 73], granting it physical significance in stud-
ies concerning cosmological inflation scenarios or relaxation in high energy phenomena
(relevant to potential avenues for experimental discovery of quantum nonequilibrium).
12
centrated far away in the tails. Of course, in order for a distribution in the
tails to reach equilibrium, it must first relocate to the bulk. So one might
think to crudely divide the relaxation timescale for such a system into two
parts, treach bulk and tefficient relaxation, so that the total relaxation timescale is
ttotal relaxation time ∼ treach bulk + tefficient relaxation. But in all systems studied
treach bulk  tefficient relaxation, so that in rough order of magnitude estimates
the latter may be reasonably neglected, thus ttotal relaxation time ∼ treach bulk.
Hence it becomes relevant to calculate the time taken for systems to reach
the bulk. And to this end the drift field exploits the regular property of
such trajectories to create a chart, as it were, of the slow migration or drift
of trajectories through the space. As explained in detail in chapter 3, the
drift field may be further used to cleanly categorize quantum states into
those that feature a mechanism to bring about relaxation, and those that
have a conspicuous absence of this mechanism. For those quantum states
in which the mechanism is absent, the timescale treach bulk may be far larger
than would otherwise be the case, and may even be unbounded. The re-
sult is that for such cases quantum relaxation may be severely retarded, or
possibly even prevented outright. Further work remains to be done to clar-
ify this matter, but chapter 3 may aid in this process by providing means
through which the quantum state parameters of such relaxation retarding
states may be calculated.
Despite the ongoing work on the mechanics of quantum relaxation, and
the many unanswered questions, it seems reasonable to expect that quan-
tum nonequilibrium will have decayed away for all but the most isolated
systems. After all, relaxation speed appears to increase with the complexity
of the quantum state. And the particles that are available to routine experi-
ment have a long, complex and violent astrophysical history, allowing them
ample opportunity to relax fully. So the question arises of where to look
for effects of quantum nonequilibrium, and attention soon turns to cosmo-
logical matters. One main thrust of current research entails nonequilibrium
signatures that could have been frozen-in to the cosmic microwave back-
ground (CMB). According to current understanding, the observed one part
in 105 anisotropy in the CMB was ultimately seeded by quantum fluctua-
tions during an inflationary era. So these anisotropies provide an empirical
window onto quantum physics in the early Universe. As shown by refer-
ences [74, 75, 79, 80, 76, 81], on an expanding radiation-dominated back-
ground, relaxation may be suppressed at long (super-Hubble) wavelengths.
And a treatment of the Bunch-Davies vacuum indicates that relaxation
is completely frozen during inflation itself [74, 79]. Thus, in a cosmol-
ogy with a radiation-dominated pre-inflationary phase [82, 83, 84, 85, 86],
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the standard CMB power-law is subject to large-scale, long-wavelength
modifications [74, 75, 79, 80, 76, 87]. And this may be consistent with
the observed large-scale CMB power deficit observed by the Planck team
[88, 89]. Potentially primordial quantum nonequilibrium also offers a sin-
gle mechanism by which the CMB power deficit and the CMB statistical
anisotropies may be explained [90]. This scenario is currently being sub-
jected to extensive statistical testing [87].
There are also windows of opportunity for quantum nonequilibrium
to be preserved for species of relic particles. And this prospect is devel-
oped in chapter 4. For instance, as well as imprinting a power deficit onto
the CMB, the decay of a nonequilibrium inflaton field would also transfer
nonequilibrium to the particles created by the decay. And since such parti-
cles are thought to constitute almost all the matter content of the Universe,
it seems conceivable that nonequilibrium could be preserved for some sub-
set of these particles. Even if inflaton decay did create nonequilibrium
particles though, in order to avoid subsequent relaxation resulting from
interactions with other particles, these particles would have to be created
after their corresponding decoupling time tdec (when the mean free time
between collisions tcol is larger than the expansion timescale texp = a/a˙).
Nevertheless, simple estimates suggest that it is in principle possible to sat-
isfy these constraints for some models. This scenario is illustrated for the
particular case of the gravitino, the supersymmetric partner of the graviton
that arises in theories that combine general relativity and supersymmetry.
In some models, gravitinos are copiously produced [91, 92, 93], and make
up a significant component of dark matter [94]. (For recent reviews of
gravitinos as dark matter candidates see for example references [95, 96].)
As well as considering decay of a nonequilibrium inflaton, chapter 4 also
considers the prospect that nonequilibrium could be stored in conformally
coupled vacuum modes. Particle physics processes taking place upon such
a nonequilibrium background would have their statistics altered. Particles
created on such a background for instance would be expected to pick up
some of the nonequilibrium. The act of transferal of nonequilibrium from
one quantum field to another is illustrated explicitly through the use of a
simple model of two scalar fields taking inspiration from cavity quantum
electrodynamics. Finally, it is shown that the measured spectra of such
fields may in general be expected to be altered by quantum nonequilib-
rium.
This final observation is the foundation upon which chapter 5 is built.
The purpose of chapter 5 is to consider observable consequences and sig-
natures of quantum nonequilibrium in the context of ongoing experiment.
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If the dark matter (whatever its nature) does indeed possess nonequilib-
rium statistics, then it may be that this could turn up in experiment. But at
present there is little known about what a nonequilibrium signature could
look like, and so such signatures would likely be overlooked or misinter-
preted. In order to begin the development of the theory of nonequilib-
rium measurement, a particularly simple example is taken. In many dark
matter models, particles may annihilate or decay into mono-energetic pho-
tons [97, 98, 99, 100, 101, 102, 103], and a significant part of the indirect
search for dark matter concerns the detection of the resulting ‘smoking-
gun’ line-spectra with telescopes capable of single photon measurements
[104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115]. For the
present purposes, this represents a particularly appealing scenario for de-
tection of nonequilibrium. For if the dark matter particles were in a state of
quantum nonequilibrium prior to the decay/annihilation, this would likely
be passed onto the mono-energetic photons produced in the decay. And if
these photons were sufficiently free-streaming on their journey to the tele-
scope, then they could retain their nonequilibrium until they are ultimately
measured. Hence the effects of nonequilibrium would be imposed on an
otherwise extremely clean line spectrum, and it is hoped that this may aid in
the process of detection. In order to model the effects of quantum nonequi-
librium upon such line spectra, one may consider the energy measurement
of a nonequilibrium ensemble of mono-energetic photons. General argu-
ments show that it is not the physical spectrum of photons that is affected
by nonequilibrium, but instead the interaction between each photon and
the telescope. It is natural, therefore, to think of the role of nonequilib-
rium to be to alter the telescope’s energy dispersion function, D(E|Eγ).
This is of course related to contextuality, and has some counter-intuitive
outcomes. Quantum nonequilibrium will be more evident in telescopes of
lower energy resolution for instance, for if the width of D(E|Eγ) is larger
than the intrinsic broadening of the line, then the effects would appear on
this larger and more conspicuous lengthscale. It also appears possible to
observe a line that is narrower than the resolution of the telescope should
allow for. And more generally, it is reasonable to expect different tele-
scopes to react to the nonequilibrium in different ways. Which could lead
to situations in which telescopes could be seen to disagree on the shape or
existence of a line. Chapter 5 develops these ideas and, in order to provide
explicit calculations displaying these effects, develops the first model of
de Broglie-Bohm measurement on a continuous spectrum. It concludes by
summarizing results with reference to some recent controversies concern-
ing purported discoveries of lines in the γ and X-ray ranges.
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Structure of this thesis
The substance of this thesis is covered in chapters 2 through 5, each of
which are largely works in their own right. In order to aid the reader, each
chapter features a non-technical foreword that is intended to help place
the chapter in the wider context of the thesis, and explain its relevance to
quantum nonequilibrium. As each chapter is a work in its own right, each
features its own internal conclusion. For completeness however, chapter 6
concludes the thesis by summarizing the major conclusions and suggesting
promising research directions. Chapter 2 is intended to be an introduc-
tion to relax theories and to de Broglie-Bohm. It explains the mechanics
behind classical and quantum relaxation in depth. It considers minimal
conditions required to make dynamical theory relax in the usual manner
expected in classical physics, and then applies these to quantum physics.
Chapter 3 contributes to the effort to find systems for which total relaxation
to equilibrium may be prevented. In particular it considers the possibility
that quantum nonequilibrium may be prevented for what are defined as
‘extreme’ forms of nonequilibrium. It introduced the drift field, describes
a category relaxation retarding quantum states, and provides possible the
most systematic treatment of nodes in de Broglie-Bohm. Chapter 4 consid-
ers the possibility that quantum nonequilibrium may stored in relic particle
species. Simple estimates performed upon illustrative scenarios suggest
that quantum nonequilibrium could indeed have had a small chance to sur-
vive. Chapter 5 argues that the indirect search for dark matter, and in par-
ticular the search for smoking-gun line spectra, represents favorable condi-
tions for a detection of quantum nonequilibrium to take place. It develops a
measurement theory of quantum nonequilibrium in this experimental con-
text and suggests possible signatures of nonequilibrium that could inform
future line searches.
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PREFACE TO CHAPTER 2
These days, it is known widely that de Broglie-Bohm quantum systems
relax towards the Born distribution, |ψ(x)|2. But it was not always this
way. De Broglie-Bohm theory was not created to relax. And relaxation
was not added ex post facto. The mechanism that produces relaxation is
not the devising of some unscrupulous theorist with a vested interest in
bringing about relaxation. Instead quantum relaxation hid its clandestine
existence from scientists for some 70 years. It was there all along, hidden
in plain sight. Neither Louis de Broglie nor David Bohm knew of it in their
lifetime.
In 1991 the existence of quantum relaxation in de Broglie-Bohm theory
was discovered by Valentini, [60]. Valentini showed that de Broglie-Bohm
theory satisfied a modified version of the classical H-theorem [116, 117],
which proves entropy rise in classical Hamiltonian mechanics. So by ex-
tending the H-theorem to de Broglie-Bohm quantum mechanics, Valen-
tini extended classical thermodynamics to the prototypical realist quantum
theory. Since then, quantum relaxation has been demonstrated many times
over, and is a matter of course for those who work with de Broglie-Bohm
numerically. Indeed quantum relaxation appears to be so ubiquitous that
one is hard pressed to find (non-trivial) situations in which it is prevented
from completing. Chapter 3 is a contribution to the effort to find such in-
stances. To the author’s mind, there are two sincerely compelling aspects
of the de Broglie-Bohm theory. The first is the measurement theory created
by Bohm. This very naturally produces contextuality as, in order to make
a measurement, a dynamical interaction must take place between observer
and observed. It serves as the bridge between realism and universalism,
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and the operationalist theory of experiments. The second is quantum re-
laxation, which is covered at length in this chapter.
Chapter 2 is intended as an introduction to de Broglie-Bohm theory
and relaxation. But it is a rather unusual one. It proceeds by regarding the
relaxation present in classical mechanics as the central guiding principle
around which to build a general theory. In this regard, relax theories are
developed on a general footing, and de Broglie-Bohm theory is obtained as
a special case. Paradoxically perhaps, the largest conceptual jump in chap-
ter 2 concerns not quantum theory, but some long accepted facts regarding
relaxation in classical mechanics. Indeed, when attempting to explain the
concept of quantum relaxation to the uninitiated, one often finds oneself
defending relaxation in classical mechanics. Once classical relaxation is
understood, the conceptual step to quantum relaxation is only relatively
minor. For this reason the mechanics of classical relaxation are expounded
at length in section 2.3. One important point to bear in mind is that the clas-
sical H-theorem, and thus classical relaxation is contingent upon only one
factor. Namely, Liouville’s theorem. But Liouville’s theorem is supposed
to represent conservation of (differential) entropy, which appears antithet-
ical. How can the Liouville’s theorem (conservation of entropy) be used
to prove relaxation (entropy rise)? Nevertheless the logic is sound. Any
doubts of this should be put to rest, first as this is the very mechanism by
which classical system relax, and second by the many demonstrations that
have been presented to date.
Finally a point on style. When discussing probability, a choice must be
made between two (and arguably more) contrasting viewpoints. These are
commonly called the ‘Bayesian’ and ‘frequentist’ viewpoints. Although
for the present purposes the difference is superficial, the Bayesian view-
point, dealing as it does with inferences given prior information, lends it-
self more readily to a discussion on information in physical theories. For
this reason a Bayesian mode-of-speech is adopted for much of the fol-
lowing discussion. This will almost certainly be off-putting for readers
unfamiliar to non-ensemble based statistics. Notably, it becomes natural
to refer to information and entropy (its measure) interchangeably. Every
instance in which information shall be said to be increasing, decreasing, or
conserved shall refer only to changes in the entropy, its measure. Readers
unfamiliar with the Bayesian mode-of-speech are encouraged to translate
the arguments presented into their frequentist analogs. In particular, if the
word ‘information’ appears troublesome in some contexts, try replacing
it in your mind with the word ‘entropy’. It is really very straightforward
reasoning. Reference [54] is a good resource to further explore this topic.
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CHAPTER 2
RELAX THEORIES FROM
AN INFORMATION
PRINCIPLE
Quantum equilibrium (ρ = |ψ|2), quantum nonequilibrium (ρ 6= |ψ|2)
and quantum relaxation (ρ→ |ψ|2) are the central concepts of this thesis,
and so deserve a correspondingly careful exposition. Chapter 2 is intended
as an introduction to these topics, and to de Broglie-Bohm theory, which
will form the backbone of later chapters. It has also been viewed as an
opportunity to expound the author’s perspective on these topics. For this
reason, much of the material is new. This chapter asks the question, ‘What
is required of a theory so that it retains the classical notion of thermody-
namic relaxation, but instead relaxes to reproduce quantum probabilities?’
It answers, ‘Entropy conservation.’ Merely by imposing entropy conser-
vation (Liouville’s theorem) upon an abstract state space, it is possible to
recover exactly the kind of relaxation that occurs in classical mechanics.
Time-symmetry is preserved, but yet entropy rise occurs regardless, on a
de facto basis. The imposition of entropy conservation on an abstract state
space results in a structure, that for the present purposes is dubbed ‘the
iRelax framework’1. This chapter proceeds by example, through repeated
1A name was necessary for the purposes of utility. But it was difficult to find one that
felt appropriate. The name changed several times in writing. In the present iteration the
small ‘i’ is intended to refer to information. The author invites suggestions for a better
name.
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applications and generalizations of the iRelax framework. Both classical
mechanics and de Broglie-Bohm quantum mechanics are shown to be spe-
cial cases of iRelax theories.
Before embarking on the substance of chapter 2, a point on style. Chap-
ter 2 makes liberal use of the word ‘information’. This is symptomatic of a
Bayesian approach to probability, and will almost certainly be off-putting
to those readers more comfortable with a frequentist approach. Information
is of course a loaded term, and the reader is advised to avoid carrying over
other notions of information from other areas of physics. In quantum infor-
mation theory, for instance, information refers to that which is embodied
by qubits. This is not what is meant here. In the vast majority of instances
where the word information is used in chapter 2, it may be replaced with the
word ‘entropy’ without changing the intended meaning. The inclination to
use the word information enters in the following way. Consider a single
abstract system with a single abstract state, x. Suppose that this state is not
known exactly, however. It will still be possible to represent the state of the
system with a probability distribution, ρ(x). But this probability distribu-
tion does not represent the spread of some ensemble, as such an ensemble
does not exist. Instead it represents a state of knowledge, or ignorance, or
‘information’ regarding the state of the system. If the distribution is tightly
packed around some point, then the state of the system is known to reside
only within that small region, and so the information is good. If it is widely
spread, then the information regarding the system’s state is less good. It is
of course useful to put a number to the quality of the information on the
system’s state. And of course the standard scalar measure of information
is entropy. A low entropy corresponds to low uncertainty of the system’s
state. A high entropy corresponds to high uncertainty of the system’s state.
The information principle upon which chapter 2 is built is simply entropy
conservation. For this reason, use of the word information is really quite
pedestrian. (And so the reader is encouraged not to dismiss this work for
fear of a word.) It is even quite natural to slip into using the phrase in-
formation conservation in the place of entropy conservation. This is the
justification for the name iRelax, wherein the ‘i’ refers to information. In
a classical context the statement of information conservation is Liouville’s
theorem. In the other contexts considered, the corresponding statements
are simple generalizations of Liouville’s theorem.
When explaining quantum nonequilibrium and quantum relaxation, it
is not uncommon to encounter an air of suspicion. The principles at play
are amongst the most primitive in statistical physics, but they are com-
monly omitted from standard statistical physics courses. Though some
20
arguments used do appear in discussions on the emergence of the arrow of
time [117]. Nonetheless, even amongst researchers in the field, seemingly
innocuous questions like ‘What is the cause of the relaxation?’ can prompt
diverse and sometimes misguided responses. To this end, a couple of points
should be stressed at the outset. Firstly, there is nothing ‘quantum’ about
‘quantum relaxation’, except its context. The mechanism behind quantum
relaxation is not unique to de Broglie-Bohm theory. It is a simple statisti-
cal effect. A guise of the second law of thermodynamics that is apposite to
small dynamical systems. In section 2.3, this is shown explicitly in a clas-
sical context. Secondly, the same relaxation occurs spontaneously in any
dynamics that conserves information. Indeed, for this reason, information
conservation is regarded as the central guiding principle of this chapter.
Unlike other physical quantities, information is not a property of a phys-
ical system itself, but rather a property of the ensemble or of the persons
attempting to rationalize the system (depending on whether a frequentist or
a Bayesian approach to probability theory is favored). This means that un-
like other quantities used to measure other sorts of relaxation, information
and its measure entropy, are universal. They may be defined in every con-
text. Exactly what is meant by information conservation is context depen-
dent, however, and requires some elaboration. Nevertheless, the definition
is rigorous and useful. Indeed, the imposition of information conservation
can constrain the space of possible laws of motion to such an extent that
some physics may be all-but-derived. In section 2.3, Hamilton’s equations
are all-but-derived in this manner. A similar process is used to derive de
Broglie-Bohm theory in section 2.5.
As the exact same type of relaxation does occur in classical physics,
researchers in the field are often disposed to introduce quantum relaxation
via an analogy with ‘thermal’ relaxation. Whilst the use of this thermal
analogy is eminently defensible (especially when attempting a brief expla-
nation), it can have the unfortunate effect of introducing certain miscon-
ceptions. It should be acknowledged, for instance, that there are multiple
notions of equilibrium in classical thermodynamics. The prefix ‘thermal’
in the phrase thermal equilibrium is usually reserved for the type of equi-
librium established by the zeroth thermodynamical law (a simple equality
of temperatures). The temperature of an individual thermodynamic sys-
tem, however, is only defined in the thermodynamic (macroscopic) limit
or when the system is able to exchange energy with a heat bath (e.g. the
canonical ensemble). Hence, temperature is unsuitable for the small, iso-
lated, quantum systems that are of primary concern here. The equilibrium
available to an isolated system is usually designated ‘thermodynamic’ or
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‘statistical’ equilibrium (at least by authors wishing to make the distinc-
tion). Classical thermodynamics however, defines such equilibria in terms
of the stability of macroscopic state parameters. A gas, for instance, is
usually said to be in a state of internal thermodynamic equilibrium, when
its macroscopic state parameters (temperature, pressure, chemical compo-
sition) are static with respect to time [118]. Clearly not just temperature,
but all macroscopic state parameters are unsuited to the study of the small
quantum systems of interest here.
To establish a notion of equilibrium based upon microscopic parame-
ters, recourse is usually taken in the so-called ‘principle-of-indifference’2,
which stipulates that each possible (micro)state should be equally likely
when in equilibrium. The principle-of-indifference may only be unequivo-
cally applied to systems with discrete state-spaces, however. In going from
a discrete to a continuous state-space, the natural extension to ‘equal likeli-
hoods’ is of course the ‘uniform distribution’. But there is always a choice
of variables to describe a continuous system. So the question soon arises
as to which set of variables the probability distribution should be uniform
with respect to. This point is most famously illustrated by Bertrand’s Para-
dox [119, 120]. As shall be discussed, the ambiguity in the application of
the indifference principle to continuous spaces is key to the developments
described in sections 2.4 and 2.5.
The notion of a relaxation from nonequilibrium in de Broglie-Bohm
theory was first suggested by David Bohm and collaborators [57, 58, 121],
shortly after Bohm’s seminal 1952 works [41, 42]. This was at least par-
tially to address criticisms raised by Pauli [55] and others [56], who argued
that Bohm’s original ρ = |ψ|2 postulate was inconsistent in a theory aimed
at giving a causal interpretation of quantum mechanics. In order to bring
about relaxation, Bohm and collaborators introduced both random colli-
sions [57] and later irregular fluid fluctuations [58]. In these early works,
it appears the authors felt it necessary to introduce some kind of stochastic
element into the theory in order to bring about relaxation in the otherwise
deterministic dynamics.
The modern notions of relaxation and nonequilibrium in de Broglie-
Bohm theory come from works of Valentini in 1991 [60, 61]. In ref-
erence [60], Valentini argued that the stochastic mechanisms introduced
by Bohm and collaborators were unnecessary. The theory relaxed even
in their absence. He showed that with only a slight modification, the
H-theorem of classical mechanics3 could be applied to de Broglie-Bohm
2Sometimes referred to as the ‘equal a prioi probabilities’ postulate.
3The generalized H-theorem, not the earlier Boltzmann H-theorem. (See reference
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theory. In essence, the mechanism that causes relaxation in classical me-
chanics was shown also to be present in standard de Broglie-Bohm the-
ory. This claim has since had considerable computational substantiation,
first in 2005 by Valentini and Westman [66], and then later in other works
[67, 68, 69, 70, 71]. Demonstration of the validity of Valentini’s quantum
relaxation has two important consequences for de Broglie-Bohm theory.
Firstly, It removes the need for the ρ = |ψ|2 postulate that Pauli and others
found objectionable. (Without the need to invent another postulate
with which to replace it.)
Secondly, It suggests that nonequilibrium distributions (ρ 6= |ψ|2) are a
part of de Broglie-Bohm, and hence that de Broglie-Bohm is exper-
imentally distinguishable from canonical quantum theory.
In this chapter, Valentini’s original account of relaxation in de Broglie-
Bohm (reference [60]) is expanded in order to demonstrate its generality
and in order to discuss other types of theories. Various informational as-
pects of the mechanism are highlighted in order to underline the role they
play in the relaxation. Ingredients needed for a physical theory to feature
this type of relaxation are discussed. Relaxation is shown to be a feature
of a category of physical theories that share the same underlying frame-
work. For the present purposes, this is dubbed the iRelax framework. This
minimal framework is shared by various de Broglie-Bohm type quantum
theories, as well as standard classical mechanics. Relaxation in classical
mechanics is of course of perennial interest. It is the archetypal example
of time-asymmetry arising from a theory in which time-symmetry is hard-
coded. This is exactly the kind of relaxation that is captured by the iRelax
framework.
The chapter is structured as follows. In section 2.1, six ingredients for
the iRelax framework are listed and briefly described. This helps structure
the discussion in the following sections, which shall proceed by example.
Section 2.2 details the properties of discrete state-space iRelax theories,
which do not suffer from the complexities involved in extending the prin-
ciple of indifference to continuous state-spaces. In section 2.3, the formal-
ism is extended to continuous state-spaces by means of so-called differen-
tial entropy, equation (2.10). Classical mechanics is presented as an iRelax
theory, and the classical counterpart to quantum relaxation is described in
detail and illustrated explicitly. This emergence of the second thermody-
namical law prompts a quick digression in order to remark on the arrow
[117].)
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of time. Then, as coordinates become very important in the next section,
the iRelax equivalent of a canonical transform is developed. The iRelax
structure of classical field theories is also briefly treated. Although it is
undoubtedly useful, the differential entropy employed in section 2.3 over-
looks an ambiguity in extending the principle of indifference to continuous
spaces. This oversight is corrected for in section 2.4 through the use of the
Jaynes entropy, equation (2.68). Although this prompts a (minor) correc-
tion to the formulation of classical mechanics in section 2.3, it has a more
notable consequence. In the interest of internal consistency, it suggests the
introduction of a density-of-states, m, upon the state-space. The majority
of section 2.4 is spent adapting the formalism of section 2.3 to account
for this density of states. Though a brief geometrical interpretation of the
density of states is also highlighted. Section 2.5 considers how quantum
probabilities could arise through the iRelax framework. A category of de
Broglie-Bohm type theories are shown to result from viewing equilibrium
distribution ρeq (and in doing so also the density of states m) as equal to
|ψ|2. The corresponding entropy is the Valentini entropy, equation (2.119).
Canonical de Broglie-Bohm, a member of this category, results from a par-
ticular choice made in finding a law of evolution that corresponds to the
Valentini entropy. To highlight this fact, the effect of making a different
choice is also treated. The fit of de Broglie-Bohm theory into the iRelax
framework is good, but not perfect. It suggests a possible unification of
conventional von Neumann entropy-based quantum theory with the Valen-
tini entropy-based de Broglie-Bohm theory into an over-arching structure.
This possibility is briefly speculated upon. Section 2.6 then suggests two
avenues down which to pursue further research. Finally, the properties of
the iRelax theories covered in this chapter are summarized in table 2.7.
2.1 Ingredients for the iRelax framework
The iRelax framework is the result of imposing information (entropy) con-
servation upon an abstract state space. But in practical situations it is often
more useful to infer the state-space and the statement of entropy conserva-
tion from other factors, like the distribution of maximum entropy4. For this
reason, it is convenient to present the framework as a list of self-consistent
ingredients that follow from the state space and information conservation.
The extent to which the different ingredients inter-depend and imply one
4In section 2.5, for a particular choice of integration constants, de Broglie-Bohm theory
is obtained through viewing |ψ|2 as a equilibrium (maximum entropy) distribution.
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another is discussed throughout the chapter.
Ingredient 1 A state-space: {x} = Ω
The space of all possible states the ‘system’ may hold. The word system
could be considered to come with interpretive baggage of course, but it may
at least be defined rigorously with reference to the state-space, Ingredient
1. By a state-space, only the usual notion is meant. A single coordinate x in
the state-space should correspond to a single system state. Each individual
system should occupy a single state x at any time t. Given the law of
evolution (Ingredient 2), a coordinate in the state-space should constitute
sufficient information to entirely determine to future state of the system.
Ingredient 2 A law of evolution: x˙
In-fitting with Ingredient 1, the law of evolution should entirely determine
the future evolution of the system, given its current state-space coordinate.
In fact it turns out that this requirement of determinism may not be neces-
sary. As proven in section 2.2 for a discrete state-space, determinism and
indeed time-reversibility are already implied by information conservation,
Ingredient 5. In sections 2.3 and 2.4 the continuous space equivalent will
(very nearly5) be proven. Namely that information conservation requires
systems to traverse completely determined trajectories in the state-space.
That it forbids any probabilistic evolution.
Ingredient 3 A distribution of minimal information (maximum en-
tropy): ρeq(x)
As entropy is conserved (Ingredient 5), any distribution with a uniquely
maximum entropy must be conserved by the law of evolution, Ingredient
1. The distribution of maximum entropy/least information may therefore
be regarded as a stable equilibrium distribution, hence the notation ρeq(x).
It also lends itself to deduction via symmetry arguments, particularly the
principle of indifference. In sections 2.2 and 2.3, the indifference principle
is used to define the maximum entropy distribution. Later sections feature
maximum entropy distributions motivated by the shortcomings of the in-
difference principle, and so the particular form of ρeq(x) must be otherwise
motivated.
Ingredient 4 A measure for information (entropy): S
Clearly Ingredient 3 and Ingredient 4 must be consistent with each other.
5There is a missing link in the proof. This is due to a divergence of the standard entropy
argument x log x for perfectly defined states ρ(x) → δ(n)(x − x′) in continuous state-
spaces. This is explained in sections 2.3.2 and 2.4.2. The missing link is also indicated by
a question mark in figure 2.3.
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And in section 2.4 and 2.5, formulae for entropy will be defined with re-
spect to the distribution of maximum entropy, ρeq(x), so that this is indeed
the case.
Ingredient 5 A statement of information/entropy conservation
Information conservation is defined with respect to information measure
Ingredient 4. It must be consistent with the law of evolution Ingredient 2.
It serves to place a constraint upon the permissible laws of evolution.
Ingredient 6 Reasonable mechanism by which de facto entropy rises
Since by Ingredient 5 the exact entropy is conserved, it may only rise in
effect through some limitation of experiment. Various means by which this
comes about are discussed below. Ingredient 6 is included as it is useful to
consider the qualitative causes of relaxation. This aids for example in the
recognition of relaxation taking place, and the identification of any poten-
tial barriers to full relaxation.
To illustrate how these ingredients enable the process of relaxation, con-
sider the following examples.
2.2 Discrete state-space iRelax theories
Consider first a simple discrete state-space example as follows. A system
is confined to a state-space (Ingredient 1) consisting of only five distinct
states, denoted A to E. As the state-space is discrete, the law of evolution
(Ingredient 2) is iterative. For each unit of time that passes, the law of
evolution moves the system from its current state to some next state. Four
example iterative laws are shown diagrammatically in figure 2.1. To ex-
plore the effect of these four laws upon information, it is first necessary to
define information.
For the purposes of this chapter, information shall be taken to be syn-
onymous with the specification of a probability distribution over the state-
space, in this case {pi|i ∈ state-space}. A Bayesian would view such a
probability distribution as representing incomplete knowledge of the state
in which a single system resides. A frequentist would view the probabil-
ity distribution as representing the variety and relative frequency of states
occupied by an ensemble of systems. From both points of view, the distri-
bution
pA = 0, pB =
1
2
, pC =
1
2
, pD = 0, pE = 0 (2.1)
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represents knowledge that a system is either in state B or state C with equal
likelihood. A frequentist would assume an ensemble of systems, half oc-
cupying state B, half state C. To the frequentist, the probability repre-
sents ignorance over which member of the ensemble would be picked, were
one ensemble member chosen at random. To the Bayesian, the probability
distribution more clearly represents knowledge or information on a single
system. Of course it is possible to invent information-rich statements that
don’t fully specify a probability distribution. For instance, suppose that the
above system were again known to reside either in state B or in state C.
This time, however, suppose that the states were not known to be equally
likely. Mathematically, this is pB ∪ pC = 1, not pB = pC = 1/2, and so
the pi’s are not fully specified. When the distribution is not fully specified,
the statistical convention is to adopt the least informationful distribution
that is consistent with the statement. In this case, pB = pC = 1/2. This is
called the principle of maximum entropy [54], and is closely related to the
principle of indifference.
In order to consider the conservation of information, it is necessary to
have a method of quantifying the information content of probability distri-
butions {pi}. Such a method would provide the means to compare the in-
formation content of distributions, and use expressions like ‘more’, ‘less’,
or ‘equivalent’ information. Entropy (Ingredient 4),
S = −
∑
i
pi log pi, (2.2)
is the usual scalar measure of the information that fulfills this role. The
following conventions for entropy are observed throughout: a) Any multi-
plicative constants (e.g. the Boltzmann constant) are omitted as they serve
no useful role presently. b) The base of the logarithm is left unspecified
unless required. c) The negative sign is included as for historical reasons
entropy and information conventionally vary inversely to each other. For
this reason, in the following, the word entropy could be replaced with word
ignorance without issue.
Entropy (2.2) is a measure of the spread of the probability distribu-
tion {pi}. For instance, the maximum information possible corresponds to
zero-uncertainty of the state in which the system resides (no spread). That
is, pi = δij for some j. This is the state of lowest entropy, S = 0. This
contrasts with the state of minimum information, when nothing is known of
the system state. This is represented by uniformly distributed likelihoods,
pi = 1/5 ∀ i. This is the distribution of maximum entropy (Ingredient 3).
The base of the logarithm is, for the present purposes, somewhat arbitrary.
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Law 1 Law 2 Law 3 Law 4
TAE
TDE
Figure 2.1: This figure represents four discrete laws of evolution upon a
five-state state-space. Letters A to E represent the five possible states of
a system. The arrows between the states represent different iterative laws
of evolution. Laws 1 and 2 are one-to-one permutations between states.
The effect of these laws upon a probability distribution {pi} is merely to
permute the probabilities between the states. For this reason, laws 1 and 2
leave entropy (2.2) invariant. Law 3 on the other hand, is not one-to-one,
as states A and D both are both mapped to state E. After a few iterations
of law 3, a probability distribution {pi} will evolve such that only pA and
pE are non-zero. This corresponds to an decrease in entropy, (2.2), as
the knowledge of which state the system occupies becomes more certain.
Law 3 may be thought to violate information-conservation as a result of
its many-to-one mapping. Law 4 is intended to illustrate a one-to-many
mapping. This possibility is also ruled out by information conservation as
explained in section 2.2.1.
It may be left unspecified or chosen judiciously. A sensible choice for the
5 state scenario would be base 5, which results in an entropy that varies
between 0 and 1.
Now consider whether the four laws depicted in figure 2.1 conserve in-
formation (entropy), Ingredient 5. Laws 1 and 2 are simple one-to-one per-
mutations between states. Under an iteration of such a permutation law, the
individual probabilities pi that comprise the probability distribution {pi}
are permuted in the same manner as the states themselves. So for instance,
an iteration of law 1 transforms the probabilities as pA → pB , pB → pC ,
pC → pD etc. Clearly, such a permutation of probabilities leaves entropy
(2.2) invariant. Hence laws 1 and 2 conserve information as a result of
being one-to-one (injective) maps between states. In contrast, laws 3 and
4 do not conserve information (in violation of Ingredient 5). Consider, for
instance, the distribution of least information, pi = 1/5 ∀ i. If law 3
were observed, then after a number of iterations of the law, this distribu-
tion would evolve to approximately pA = pE = 1/2, pB = pC = pD = 0.
Hence, the distribution would become spread between statesA andE only,
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rather than between all five possible states. This constitutes better infor-
mation regarding the state (the system is known to reside in one of two
possible states rather than one of five possible states), and so entropy is
decreased. In short, law 3 is in violation of Ingredient 5 as the two-to-one
mapping from states A and D onto state E lowers entropy, resulting in de-
creased uncertainty of the system state. So one-to-one laws do conserve
entropy, and many-to-one laws appear not to. Naturally the other case to
consider is that of one-to-many laws. Of course, for a law to map a sin-
gle initial state to multiple possible final states, it must choose which final
state to send each individual state to. If there is some deterministic mecha-
nism that facilitates this decision, then it must depend on factors that have
not been taken into account in defining the state-space. The possibility of
such a mechanism is disregarded for this reason. Rather, if the state-space
does indeed exhaust all factors relevant to the system evolution (as per the
definition of Ingredient 1), then one-to-many laws must be fundamentally
probabilistic. This is illustrated in figure 2.1 by law 4, which is a near-
inverse to law 3 and so contains a one-to-many component. (A true inverse
is impossible as law 3 is neither one-to-one nor onto.) Using the notation
below, the respective probabilities that state E is iterated to states A and D
are denoted TAE and TDE . As is proven below, such one-to-many proba-
bilistic laws also necessarily violate information conservation (Ingredient
5).
Laws 3 and 4 serve to highlight an important distinction between de-
terminism and time reversibility. Note for instance that law 3 is deter-
ministic, despite not conserving information. That is, given some present
state of the system, law 3 perfectly determines the future state after any
arbitrary number of iterations. It does not perfectly determine the previ-
ous evolution however. There is no way for example, to tell whether a
system in state E resided in state A or state D one iteration previously. Al-
though Law 3 determines future states perfectly, it rapidly loses it predic-
tive power backwards in time. For this reason it is useful to distinguish be-
tween forwards-time determinism (many-to-one laws) and backwards-time
determinism (one-to-many laws). The former category may be considered
perfectly predictive whilst the later are perfectly postdictive. One-to-one
laws are of course forwards and backwards-time deterministic. Presently,
this is used as the definition of time-reversibility.
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The transition matrix and the information conservation theorem
To formalize the above observations on information conservation, consider
the generally probabilistic case of a law on n discrete states in which ev-
ery state has a probability of being iterated to any other state. Denote the
probability that state j is iterated to state i by Tij . Then, under an iteration
of the law, the probability distribution pi transforms as
pi −→ p′i =
∑
j
Tijpj , (2.3)
which may be regarded as the matrix equation p′ = Tp. The p′ =
(p′1, p′2, . . . , p′n)tr and p = (p1, p2, . . . , pn)tr are probability column vectors
and T is an n×nmatrix with elements Tij . Of course, since the elements of
matrix T are indeed probabilities, they are restricted to real values between
zero and one, Tij ∈ [0, 1] ∀ i, j. In addition, since a system in state j must
exist in some state after an iteration, it follows that the columns of T sum
to unity,
∑
i Tij = 1 ∀ j. Without the imposition of further constraints
however, these are the only two conditions satisfied by the matrix T . Ma-
trices with these properties are in fact well known and are widely used to
study Markovian chains, where they are known as stochastic or Markov
matrices. Indeed the Markovian property, wherein the next state a system
advances to is presumed only to depend upon the current state it occupies,
has already been mentioned in passing whilst defining Ingredient 1. iRelax
theories however, have the additional constraint of information (entropy)
conservation (Ingredient 5), which changes the usual picture significantly.
To this end, consider the following theorem and proof.
Theorem (Information Conservation Theorem on discrete state-spaces).
On a discrete state-space Ω,
The set of all
information-conserving laws
=
The set of all
laws that are one-to-one
. (2.4)
Proof. As already discussed, the implication: a one-to-one law ⇒
information-conservation follows trivially. In order to prove this theorem
therefore, the reverse implication: a one-to-one law⇐ information conser-
vation, must be sought. Let Tij ∈ [0, 1] be the elements of a stochastic ma-
trix T (with columns normalized to unity,
∑
i Tij = 1, in accordance with
the discussion above). Under an iteration of the law, probabilities transform
as pi →
∑
j Tijpj . So, in order to conserve entropy, S = −
∑
i pi log pi, it
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must be the case that
∑
i
pi log pi =
∑
i
∑
j
Tijpj
 log
∑
j
Tijpj
 (2.5)
for all possible probability distributions {pi}. Substitution of a maximum
information distribution pi = δik into equation (2.5) gives
0 =
∑
i
Tik log Tik. (2.6)
On the open interval x ∈ (0, 1) the function x log x is strictly less than
zero. It is equal to 0 on both boundaries of this interval however (at x = 1
and in the limit x → 0). The summation of equation (2.6) cannot work,
therefore, if any Tik is between 0 and 1. All matrix elements must be on the
limits of this interval; either Tik = 0 or Tik = 1 ∀ i, k. Since the columns
of matrix T are normalized, this statement may be taken to mean that each
column of T is populated with 0s except for a single 1.
This is determinism; every state is mapped to a single other. The law
may yet be many-to-one however (there may be multiple 1s to a row of
T ). To rule out this possibility for the case of a state-space Ω with a finite
number of states, substitute the minimum information distribution, pi =
1/n ∀ i, into equation (2.5) to give an expression that simplifies to
0 =
1
n
∑
i
∑
j
Tij
 log
∑
j
Tij
 . (2.7)
This time the properties of x log x indicate that
∑
j Tij must equal 0 or 1
for each i. That is, each row may admit at most a single 1. This concludes
the proof for a finite number of discrete states. To conclude the proof for a
countably infinite Ω (ie. n → ∞), consider a uniform distribution over a
finite m-state subset, ω ⊂ Ω. Substituting this into equation (2.5) gives an
expression that simplifies to
0 =
1
m
∑
i∈Ω
∑
j∈ω
Tij
 log
∑
j∈ω
Tij
 . (2.8)
Hence,
∑
j∈ω Tij equals 0 or 1 for all finite subsets ω ∈ Ω; rows of the
transition matrix T contain at most a single element equal to 1 with all
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other elements equal to 0.
In summary, for discrete state-spaces6,
Information conserving laws = one-to-one laws = time reversible
laws ⊂ deterministic laws.
For the sake of later comparison, consider a statement of the one-to-one
property as follows. Let pn(i) denote the time dependent probability dis-
tribution over states i ∈ Ω at iteration n. Let i0 denote a system’s initial
state, and in denote the state it is moved to after n iterations. Then the
one-to-one property ensures that
pn(in) = p0(i0). (2.9)
This is the discrete equivalent of Liouville’s Theorem, dρ/dt = 0, the usual
statement of information conservation, Ingredient 5, in classical mechan-
ics.
The final ingredient, Ingredient 6, describes how the limitations of ex-
periment cause a de facto rise in entropy, despite its exact conservation
(Ingredient 5). Although this ingredient tends to be more appropriate for
systems with a continuous state-space, it could arise for the discrete case
as follows. Suppose a discrete law were to be iterated a great number of
times. After some large number of iterations, the count may be lost, so that
there is uncertainty over whether the next iteration has already been made.
A sensible option in this case would be to employ the principle of maxi-
mum entropy (see reference [54])–that is, use the probability distribution
of highest entropy that is consistent with the degraded information. This
would cause an entropy rise.
6On a finite discrete state-space Ω, one-to-one laws of evolution are permutations and
are guaranteed to be onto (surjective). This is not necessarily the case if Ω is (countably)
infinite. Suppose states were labeled i = 1, 2, ...,∞, for instance, and a law of evolution
specified an iteration that moved each state to the state with double its current label, i→ 2i.
Then each state would be mapped to exactly one other, but no state labeled with an odd
number would be ever be mapped to. Such laws, that are one-to-one but not onto, should
be considered time-reversible as they do perfectly predict future and past evolution. Indeed
they could be considered an interesting sub-class of laws with the curious property that, in
a sense, they may be used to infer a beginning to time. For instance, suppose that at the
present time (iteration) a system governed by the law above were known to exist in state
i = 12. Then two iterations of the law previously, the system must have existed in state
i = 3. As there is no i = 3/2 state, however, the law could not have begun iterating prior to
this. So in this sense, two iterations prior to the current time, corresponds to the beginning
of time.
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Figure 2.2: Relaxation of classical nonequilibrium on the phase-space of a
particle in the one-dimensional V = q4−q3−q2−q. The probability den-
sity ρ(q, p, t) of finding the particle in a particular region of the phase-space
is depicted by shade. The darker tones indicate larger ρ(q, p, t), and lighter
tones the reverse. The first frame displays the initial conditions, in which
ρ(q, p, t) begins confined to a rectangular region and is constant within that
region. Subsequent frames display snapshots in the evolution of ρ(q, p, t).
In the dark region ρ(q, p, t) = constant, and elsewhere ρ(q, p, t) = 0.
Hence the integrand of the entropy, S = − ∫ ρ log ρdqdp, is also constant
in the dark region and zero elsewhere. During the Hamiltonian evolution,
the first statement of Liouville’s theorem, equation (2.25), dictates that the
dark region may not change volume. The second statement of Liouville’s
theorem, equation (2.31) forbids it from lightening or darkening in tone.
Consequently, the exact entropy is conserved by the dynamics. Over time
however, the incompressible Hamiltonian flow stretches and warps the re-
gion. With the result that it develops fine, filamentary structure. After a
sufficient time, in an empirical setting, this fine structure inevitably be-
comes too fine to reasonably resolve. The failure to resolve the fine struc-
ture makes the distribution appear larger in volume and lighter in shade.
(Try observing the final frame with spectacles removed, for instance.) To
experiment, therefore, entropy will rise, but it will only be a de facto rise
due to the experiment’s own limitations.
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2.3 Continuous state-space iRelax theories
To continue the development of iRelax theories, now consider an n-
dimensional continuous state-space, Ω = Rn (Ingredient 1). The system
under consideration could be a number of particles, the Fourier modes of
a physical field, or something more exotic altogether. Whatever the sys-
tem actually is, its state is written simply x. Together, all the possible
x’s comprise the state-space Ω. Similarly to the discrete case, informa-
tion regarding the system is expressed as a probability distribution over the
state-space, ρ(x). This may represent (incomplete) knowledge on the state
of a single system, or the variation of states in an ensemble of systems. The
measure of information (Ingredient 4) is the entropy,
S = −
∫
Ω
ρ log ρ dnx. (2.10)
This expression is something of a flawed generalization of discrete entropy
(2.2). It is usually called ‘differential entropy’, and was originally intro-
duced (without derivation) by Claude Shannon in his famous 1948 paper,
reference [122]. It is flawed in the sense that it doesn’t take into account
the issues that arise when extending the principle-of-indifference to con-
tinuous spaces (Bertrand’s paradox). This said, much may be achieved
by suspending disbelief for the time being. The development of iRelax
theories will proceed more clearly by stalling these considerations a little.
Full discussion on this point is left until section 2.4. Until then it may be
useful to note that, in contrast to discrete distributions, {pi}, continuous
distributions ρ(x) are dimensionful. As a probability density, ρ(x) inherits
inverse units of state-space coordinate x. Hence, differential entropy (2.10)
involves a logarithm of a dimensionful quantity. Even a simple change of
units will cause the differential entropy to change. A true measure of infor-
mation should be independent of the variables used to describe the states,
and so this is problematic.
Nevertheless, the physical meaning of differential entropy (2.10) is
clear. It straightforwardly carries over the notions of discrete entropy (2.2)
to continuous spaces. It is a scalar measure of how certain or uncertain the
state x of a system is known, according to ρ(x). It is low when the system
is known to reside within a small region of the state-space (when ρ(x) is
well localized). It is high when the system cannot be well located with
any confidence (when ρ(x) has a large spread). Unlike discrete entropy
(2.2), however, differential entropy (2.10) is unbounded above and below.
If the system is perfectly located ρ(x) → δ(n)(x − xlocation), it limits as
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S → −∞. In the limit that ρ(x) becomes uniformly spread over the state-
space, Ω = Rn, it limits as S = +∞. If the system were known to reside
within some region ω ⊂ Ω with volume V (ω), then the differential entropy
would be
S = log V (ω), (2.11)
which parallels Boltzmann’s famous expression, S = kB logW .
State Propagators for information conservation
To help probe the consequences of information conservation (Ingredient
5), it is useful to introduce a continuous equivalent of transition matrix
Tij and its defining relation, equation (2.3). This is the state propagator
T (x, x0, t), which is the probability density that a system originally in state
x0 (i.e. ρ(x′) = δ(n)(x′−x0)) transforms to state x in time t. An arbitrary
distribution ρ(x) evolves as
ρ(x, t) =
∫
Ω
T (x, x′, t)ρ(x′, 0)dnx′, (2.12)
which is the continuous equivalent of equation (2.3). In the theory of
Markov processes T (x, x0, t) is called the Markov kernel or the stochastic
kernel. Formally, it is the Green’s function of the operator L(−t), which
is defined by the transformation L(−t)ρ(x, t) = ρ(x, 0). For the present,
however, the word propagator shall be used as this is familiar from quan-
tum mechanics and quantum field theory.
In section 2.2, when treating discrete states, the one-to-one property
trivially implied information conservation. In order to prove the equiva-
lence of one-to-oneness and information conservation therefore, time was
spent finding the reverse implication. In contrast, for continuous state-
spaces, one-to-oneness is not enough to ensure information conservation7.
A more circuitous route must be taken. A map of the contrasting logi-
cal development is shown diagrammatically in figure 2.3. First, it will be
shown that many-to-one laws are inconsistent with information conserva-
tion. Second, it shall be conjectured that one-to-many laws are also in-
consistent with information conservation. The lack of proof of this second
7For instance, let Ω = R. Consider the one-to-one law of evolution x(t) = x0/(1 + t),
beginning at t = 0. Trajectories governed by this law will converge to x = 0 as t → ∞.
The information-distribution evolves as ρ(x) → ρ(x(1 + t)). Hence, as time passes, the
information-distribution will bunch-up near x = 0, becoming ever-narrower, decreasing
the entropy (2.10).
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Information conservation
No many-to-one
No one-to-many
One-to-one
(trajectories)
Liouville's theorem
(?)
Information conservation
No many-to-one
No one-to-many
One-to-one
(trajectories)
Continuous
state spaces
Discrete 
state spaces
Figure 2.3: Contrasting mathematical implications found using the state
propagator/transition matrix formalisms. The question mark indicates the
missing link explained in sections 2.3.2 and 2.4.2.
implication (indicated with a question mark in figure 2.3) is, admittedly,
something of a loose end in the logical development of this chapter–a re-
flection that this chapter is still a work in progress. If the conjecture is
accepted, then the implication is that information conservation requires
systems to follow trajectories in the state-space, and forbids any proba-
bilistic evolution. This means the stated requirement for Ingredient 2 to
perfectly determine future evolution may be relaxed, as this is already im-
plied by information conservation. It is then shown that, by taking this
one-to-one evolution together with information conservation, the classical
Liouville’s theorem (on the state-space Ω rather than phase-space) may be
arrived at. This then implies information conservation, hence showing that
information conservation and Liouville’s theorem are equivalent (if the no-
one-to-many conjecture is accepted).
Theorem. Information conservation =⇒ No many-to-one on a Ω = Rn
state-space.
Proof. If entropy (2.10) is conserved during the evolution (2.12), then it
follows that∫
Ω
ρ(x′, 0) log ρ(x′, 0)dnx′
=
∫
Ω
[∫
Ω
T (x, x′, 0)ρ(x′, 0)dnx′
]
log
[∫
Ω
T (x, x′, 0)ρ(x′, 0)dnx′
]
dnx,
(2.13)
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for all possible initial probability distributions ρ(x′, 0), and for all times t.
Take ρ(x′, 0) to be uniform on a finite sub-region ω ⊂ Ω. Then equation
(2.13) reduces to
0 =
∫
Ω
[∫
ω
T (x, x′, t)dnx′
]
log
[∫
ω
T (x, x′, t)dnx′
]
dnx. (2.14)
Now take ω to be the union of two small non-overlapping balls ω =
B1(x
′
1) ∪ B2(x′2), of radii 1 and 2, and centered on states x′1 and x′2.
Take radius 1 to be small enough so that T (x, x′, t) is approximately con-
stant on x′ ∈ B1(x′1), and radius 2 to be small enough so that T (x, x′, t)
is approximately constant on x′ ∈ B2(x′2). Then,∫
ω
dnx′T (x, x′, t) = pin1T (x, x
′
1, t) + pi
n
2T (x, x
′
2, t). (2.15)
Substituting (2.15) into (2.14), then differentiating once with respect to 1
and once with respect to 2 gives
0 =
∫
Ω
dnx
n2n−11 
n−1
2 T (x, x
′
1, t)T (x, x
′
2, t)
n1T (x, x
′
1, t) + 
n
2T (x, x
′
2, t)
(2.16)
The integrand of equation (2.16) is ≥ 0 as T (x, x′, t) ≥ 0 for all x, x′, t.
For equation (2.16) to hold, therefore, it must be the case that
T (x, x′1, t)T (x, x
′
2, t) = 0 (2.17)
for all x, t, and x′1 6= x′2. Hence, no two distinct states, x′1 and x′2, may be
mapped to the same final state x.
Conjecture. Information conservation =⇒ No one-to-many on a Ω =
Rn state-space.
To carry on the logical development outlined in figure 2.3, it should
now be proven that a law of evolution which conserves information cannot
be one-to-many. As indicated in the figure by a question mark, however,
such a proof has not been forthcoming. The reason for this is the diver-
gence to −∞ of the differential entropy (2.10) for distributions ρ(x) that
correspond to definite positions in the state-space. For instance, suppose a
system’s state were known to be exactly xA. Clearly this would correspond
to the information distribution ρ(x) = δ(n)(x− xA), which causes the en-
tropy (2.10) to diverge to −∞. This corresponds well with intuition–if a
system’s state is known exactly, there is no uncertainty in the state, and
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so the entropy should be the lowest it can be. Suppose, however, that the
system evolved in such a way to cause there to develop a 50:50 chance of
finding the system in state xA or state xB. The new information distribu-
tion, ρ(x) = 1/2
[
δ(n)(x− xA) + δ(n)(x− xB)
]
, would also correspond
to a divergent −∞ entropy. This is counter to intuition. As there is now
some doubt over whether the system resides in state xA or state xB, in-
tuition says the uncertainty in the state (and therefore the entropy) should
have risen. That differential entropy cannot tell the difference between two
such ρ(x)’s seems simply to be a mathematical artifact caused by the delta
functions. One might say the rise in entropy is ‘hidden in the infinity’.
If, for instance, the delta functions were replaced with tight Gaussians or
bump functions, so that it was admitted in effect that it is impossible to
pinpoint a state exactly, then the entropy would not have diverged and it
would also have risen when ρ(x) split into two. This is the primary argu-
ment the author offers in support of the conjecture. However it is hoped
that this matter may be clarified in future. For the reminder of this chapter,
the conjecture shall be assumed to be true.
Together, the no many-to-one and no one-to-many conditions mean
the law of evolution is one-to-one. Given an initial state x0 and a time
t, information conserving laws specify a unique final state xf . In other
words, the concept of trajectories has been recovered. An individual tra-
jectory may be written xf (t, x0). A probability distribution ρ(x) repre-
senting perfect knowledge of such a trajectory may be written ρ(x, t) =
δ(n) (x− xf (t, x0)). By substitution of this distribution into transforma-
tion (2.12), it may be concluded that the information-preserving propagator
is
T (x, x0, t) = δ
(n)(x− xf (t, x0)). (2.18)
The standard statement of information conservation in classical me-
chanics is Liouville’s theorem. The property of having one-to-oneness
(trajectories) alone isn’t enough to ensure Liouville’s theorem is satisfied,
however. Trajectories could bunch up, or spread apart causing ρ(x) to
narrow or widen in violation of Liouville’s theorem. Liouville’s theorem
may be recovered for an abstract law by imposing information conserva-
tion upon the trajectories in the following way.
Theorem. Information conservation + one-to-one⇒ Liouville’s Theorem.
Proof. Recall equation (2.14), the information conservation condition for
a distribution ρ(x0, 0) that is initial uniform on a sub-region x0 ∈ ω of the
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state-space Ω,
0 =
∫
Ω
[∫
ω
T (x, x0, t)d
nx0
]
log
[∫
ω
T (x, x0, t)d
nx0
]
dnx. (2.19)
In order to evaluate this expression once the one-to-one propagator (2.18)
has been substituted in, it is necessary to evaluate the integrals∫
ω
dnx0δ
(n)(x− xf (t, x0)). (2.20)
However the argument of the delta function is linear in the final state-space
coordinate xf , and the integration is to be taken with respect to the initial
state-space coordinate x0. As it has already been determined that there is
a one-to-one mapping between these two, progress may be made through
the substitution x0 → xf (t, x0). The corresponding transformation of the
integration measure is dnx0 = |detJ(xf )|dnxf , where
J(xf ) =

∂x10
∂x1f
. . .
∂xn0
∂x1f
...
. . .
...
∂x10
∂xnf
. . .
∂xn0
∂xnf
 for x0 =
{
x10, x
2
0, . . . , x
n
0
}
xf =
{
x1f , x
2
f , . . . , x
n
f
}.
(2.21)
This is the Jacobian matrix for the evolution (i.e. the transformation x0 →
xf (t, x)). It is written with the argument xf so as to indicate the position
in the state-space at which it is evaluated. It follows that∫
ω
dnx0δ
(n) (x− xf (t, x0)) =
∫
xf (ω)
dnxf |detJ(xf )|δ(n)(x− xf )
(2.22)
=
{
|detJ(x)| forx ∈ xf (ω)
0 Otherwise
, (2.23)
where xf (ω) is the projection of volume ω through the time interval time
t, and J(x) is the Jacobian matrix as evaluated at xf = x. By substitution
of this into equation (2.18), it is found that
0 =
∫
x=xf (ω)
dnx|detJ(x)| log |detJ(x)| =
∫
ω
dnx0 log |detJ(x(x0, t))|,
(2.24)
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where the final equality is found as a result of making the substitution
xf → x0. The only way for this to be equal to zero for arbitrary domains
ω and arbitrary times t, is for
|detJ (x(x0, t))| = 1 (2.25)
everywhere in x0 ∈ Ω and for all t. Hence if an initial distribution ρ(x, 0)
is confined to region ω of volume Vol(ω), then since
Vol(ω) =
∫
ω
dnx =
∫
xf (ω)
|detJ(xf )|dnxf =
∫
xf (ω)
dnxf = Vol(xf (ω)),
(2.26)
the distribution will occupy a region xf (ω) of identical volume after its
evolution. So information conserving laws of evolution conserve state-
space volumes. This result, along with equation (2.25), shall be referred to
as the first statement of Liouville’s theorem. (For more detail on this point,
see the section headed Suitable coordinates below.)
It may help to make the connection to the alternative, equivalent state-
ment of Liouville’s theorem. In order to do so, consider a general initial
information-distribution ρ(x0, 0), which transforms as
ρ(x, t) =
∫
Ω
dnx0T (x, x0, t)ρ(x0, 0) (2.27)
=
∫
Ω
dnx0δ
(n)(x− xf (t, x0))ρ(x0, 0) (2.28)
=
∫
xf (Ω)
dnxf |detJ(xf )|δ(n)(x− xf )ρ(x0(xf , t), 0) (2.29)
= |detJ(x)|ρ(x0(x, t), 0). (2.30)
Hence ρ(xf , t) = ρ(x0, 0), with the understanding that x0 evolves to xf .
In other words, the information-distribution is constant along system tra-
jectories,
dρ
dt
= 0. (2.31)
(This is the material/convective derivative d/dt = ∂/∂t +∑
i(∂xi/∂t)(∂/∂xi) along the trajectory.) Equation (2.31) shall be
referred to as the second statement of Liouville’s theorem.
In order to complete the circuit of implications in figure 2.3, one final
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implication must be sought. Namely, Liouville’s theorem =⇒ infor-
mation conservation. To proceed, note that the second statement of Liou-
ville’s theorem (2.31) means that if trajectories are understood to evolve as
x0 → xf in time t, then ρ(x0, 0) = ρ(xf , t). So,
S(0) = −
∫
Ω
dnx0 ρ(x0, 0) log ρ(x0, 0) (2.32)
= −
∫
xf (Ω)
dnxf |detJ(xf )|ρ(xf , t) log ρ(xf , t) (2.33)
= S(t), (2.34)
completing the round of implications in figure 2.3. (It is not necessary for
the domain of the final xf integral, xf (Ω) to equal the entire state-space
Ω. If the projection of Ω through the evolution, xf (Ω), is indeed a subset
of the whole state-space xf (Ω) ⊂ Ω, then ρ(x, t) = 0 in the complement
{x ∈ Ω|x /∈ xf (Ω)}, and so the complement does not contribute to the en-
tropy.
Constraints on laws of evolution (deriving Hamilton’s equations)
In section 2.2 information conservation constrained discrete laws of evo-
lution to be simple permutations between states. An analogous situation
arises for continuous state-spaces. Since ρ(x) is a probability distribution,
it is required to satisfy the continuity equation8,
0 =
∂ρ
∂t
+∇ · (ρx˙) , (2.35)
where∇· is the n-dimensional divergence operator and x˙ is the time deriva-
tive of the state occupied by a system (which thereby acts as a placeholder
for a possible law of evolution, Ingredient 2). The right hand side of equa-
8Strictly speaking, in order for the distribution to satisfy a continuity equation, the sys-
tem trajectories are required to be continuous in the state-space. Else systems could disap-
pear at one point in the state-space and appear in another. This would happen if the particle
were to strike a wall for instance. Upon rebounding the particle would experience a dis-
continuity in momentum, making the phase-space coordinate jump. It is assumed that such
considerations could be accounted for when they arise without significantly affecting the
formalism.
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tion (2.35) may be modified as
=
∂ρ
∂t
+ x˙ · (∇ρ) + ρ (∇ · x˙) (2.36)
=
dρ
dt
+ ρ (∇ · x˙) . (2.37)
The first term in this expression vanishes as a result of the second state-
ment of Liouville’s theorem, equation (2.31). Hence, the law of evolution
x˙ must satisfy ∇ · x˙ = 0; in order to conserve information, laws of evolu-
tion must be divergence-free in the state-space. Of course, the property of
being divergence free for all x ∈ Ω may be used in conjunction with the
divergence theorem to conclude that
0 =
∫
∂ω
x˙ · ∂̂ω dn−1x (2.38)
for all ω ⊂ Ω, where ∂ω denotes the boundary of region ω, and where ∂̂ω
denotes a unit vector that is orthogonal to this boundary in the usual man-
ner. In other words, there is no net flow of x˙ in or out of any conceivable
sub-region of the state-space Ω. The flow is said to be incompressible.
So iRelax theories that conserve differential entropy (2.10) have laws
of evolution that are akin to the flow of an incompressible fluid. Individual
systems, in this analogy, would be depicted as being suspended in the fluid
and guided around by it as it flows. The probability distribution ρ(x) is a
scalar defined upon the fluid, and so could correspond to a suspension of
dye within the fluid. (What Josiah Gibbs called ‘coloring matter’ in the
context of incompressible Hamiltonian flow, [123].) It should be qualified
that the dye cannot diffuse however. The only way the dye may disperse
throughout the fluid is by being ‘stirred’ by the law of evolution (i.e.
carried by the flow of the fluid). As shall be described in the following
section, this is key to the mechanism by which Ingredient 5 and Ingredient
6 may live in accord.
The distribution ρ(x) of maximum entropy (Ingredient 3) is always
a special case for iRelax theories. Later de Broglie-Bohm theory will be
derived by proposing the Born distribution to be the maximum entropy
distribution and then inferring the rest of the iRelax structure from
this. For the present case, the distribution of maximum entropy and the
expression for differential entropy (2.10) both reflect a decision to take
the principle-of-indifference at its word. Differential entropy (2.10) treats
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all regions of the state-space ‘equally’ (more discussion on this point in
section 2.4). The distribution ρ(x) of maximum entropy is consequently
uniform. If such a distribution of maximum entropy is unique, as is the
case presently, then entropy conservation ensures it must be conserved by
the law of evolution. It becomes relevant, therefore, to ask which laws of
evolution are consistent with the conservation of a uniform distribution.
The answer is of course those without sources or sinks of flow, with
incompressible flow, with ∇ · x˙ = 0. In this regard, the constraint
placed upon the law of evolution by information conservation amounts to
restricting it to conserve the distribution of maximum entropy.
The incompressible flow that is a consequence of the conservation of
differential entropy (2.10), parallels the incompressible Hamiltonian flow
of classical mechanics. (Although textbooks usually state the incompress-
ibility of Hamiltonian flow and hence ultimately information conserva-
tion to result from the form of Hamilton’s equations, rather than the other
way around.) To elaborate further on this point, suppose x = (q, p) and
(q, p) ∈ Ω = R2. In R2, the curl of a vector field is a scalar field;
a vector field ξ may be decomposed into divergence and curl terms as
ξ = ∇A+J∇B, where J = ( 0 −11 0 ), and whereA andB are scalar fields.
The divergence component is ∇A and the curl component is J∇B. As
the law of evolution, x˙ = (q˙, p˙)tr, is divergence free, it may be expressed
x˙ = J∇B. In other words,
q˙ = −∂B
∂p
, p˙ =
∂B
∂q
. (2.39)
So an iRelax theory that is based upon a (q, p) ∈ R2 state-space,
with differential entropy 2.10, must have equations of motion (2.39), for
some scalar function of the state-space B(q, p). Each permissible two-
dimensional iRelax theory corresponds to a scalar field B(q, p) upon the
state-space. Classical mechanics (Hamilton’s equations) is recovered for
the case where B is the negative energy of the system, B = −H .
In two-dimensions, determining an information conserving law re-
duces to finding the correct scalar function on the two-dimensional state-
space. In higher dimensions it is likely the situation becomes more com-
plicated, meaning that other (symmetry?) arguments may need to be made
to develop a theory fully. For instance, if the state-space were R3, the stan-
dard Helmholtz decomposition could be used to express the law of evolu-
tion x˙ = ∇×w, where w is a 3-vector field. Hence, a 3-component field is
required to determine a three-dimensional iRelax theory. In more dimen-
sions and on more complicated state-space manifolds, the relevant Hodge
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decomposition could be used. Hodge decomposition extends the standard
R3 Helmholtz decomposition to manifolds of arbitrary dimension using
the language of differential geometry. Modulo boundary issues, Hodge de-
composition allows a k-form to be decomposed into the exterior derivative
d of a k− 1 form, and the codifferential δ of a k+ 1 form. The equation of
motion is a vector field (1-form) upon the state-space of the system. By the
Hodge decomposition, this may be expressed as the exterior derivative d
of a 0-form (1 component) plus the codifferential δ of a 2-form, which has
a number of components equal to the binomial coefficient ( n2 ), where n is
the dimensionality of the state-space. See references [124, 125] for further
information.
How to understand the tendency of entropy to rise
On the face of it, Ingredient 5 and Ingredient 6 appear to contradict each
other. On the one hand there is the information (entropy) conservation of
Ingredient 5 that is most usefully represented by Liouville’s theorem in
both its forms, equations (2.25) and (2.31). This readily ensures that dif-
ferential entropy (2.10) is conserved. On the other hand, this goes against
the usual notion of entropy, which famously tends to rise for isolated sys-
tems. Ingredient 6 is a statement stipulating that there should exist some
mechanism by which entropy de facto rises, even though the true entropy
(2.10) is forbidden from rising by information conservation, Ingredient 5.
This apparent incompatibility between Ingredient 5 and Ingredient 6 is at
the center of the iRelax framework.
The resolution of the conflict is best illustrated by example. Consider
figure 2.4, which is divided into two sub-figures, 2.4a and 2.4b, contrast-
ing two possible manners in which an initial ρ(x) could evolve upon a
two dimensional state-space Ω = R2. In each of the individual square
frames, the density of ρ(x) upon the background state-space is represented
by grayscale tone. Darker regions indicate places where ρ(x) is large.
Lighter regions indicate small ρ(x). White regions represent ρ(x) = 0.
A low entropy ρ(x) (denoting low ignorance of the state) is therefore rep-
resented by a small dark region. A high entropy ρ(x) is represented by a
wide and pale region.
The first statement of Liouville’s theorem, equation (2.25), dictates
that co-moving state-space volumes translate to state-space volumes of the
same size if information is conserved. The second statement, equation
(2.31), stipulates that along trajectories the density ρ(x) remains constant.
Clearly the evolution displayed in sub-figure 2.4a is prohibited by Liou-
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(a) Evolution that is prohibited by information conservation (Liouville’s theorem).
(b) Evolution that is permitted by information conservation (Liouville’s theorem).
Figure 2.4: Contrasting evolution of information-distribution ρ(x) upon
a 2 dimensional state-space Ω = {x} = R2. Individual plots are colored
according to the density of ρ(x); darker regions indicate denser ρ(x), while
white regions indicate ρ(x) = 0.
ville’s theorem. The region in which ρ 6= 0 grows with time, in violation
of (2.25), and as it does so its color lightens in violation of (2.31). (If it
grows it must lighten in color as the probability distribution ρ(x) must re-
main normalized.) Hence entropy does grow in figure 2.4a, as should be
expected of an isolated system. But this is at the cost of violating informa-
tion conservation.
In contrast, sub-figure 2.4b displays an evolution that is permitted by
Liouville’s theorem. The incompressible flow generated by the law means
the region of non-zero ρ(x) does not increase or decrease in size. It doesn’t
lighten or darken either. Rather, it becomes stretched and warped over
time. As it becomes ever more stretched and warped it develops struc-
ture that becomes ever finer and more stratified. Eventually the filamentary
structure becomes too fine to observe clearly. This results in a distribution
that appears to have been spread over a wider region, even though strictly
speaking it has not9. So the evolution proceeds in accordance with in-
formation (entropy) conservation. But there arise practical (experimental)
reasons why the fine structure becomes obscured, resulting in a distribu-
9In higher dimensional systems the process may happen in different ways. For instance
in a three-dimensional state-space, one law of evolution may act to elongate a density ρ(x)
so that it eventually resembles a ball of cotton wool. Another law of evolution could instead
flatten ρ(x) in a single dimension so that it instead resembles a scrunched up piece of paper.
In both instances, ρ(x) would appear at first glance to occupy a larger volume, at a lower
density, than is truly the case.
46
tion that appears to have been spread over a larger region, and ultimately
an increase in entropy. More detail on the classical system used to generate
figure 2.4b is given in figure 2.2.
Entropy-raising, fine-structure blurring practical limitations arise in nu-
merous ways. Consider attempting to assign an empirical value to dif-
ferential entropy (2.10). First ρ(x) must be ‘measured’. As any set of
measurements performed on any individual system can yield at most the
system’s state, x, the probability distribution ρ(x) must be reconstructed
from repeated measurements over an ensemble. In the two-dimensional
case displayed in figures 2.2 and 2.4b, the reconstruction of ρ(x) could be
carried out, for instance, by dividing the state-space into two-dimensional
‘bins’ and creating a histogram from the number of ensemble members
with states x that fall into each bin. In order to reproduce the fine structure
displayed in the final frame of figure 2.4b, however, the bins would have
to be exceedingly small. And in order to populate the bins sufficiently, the
ensemble size would have to be correspondingly large. Clearly a tremen-
dously large ensemble would be required to reproduce the fine structure
displayed in the final frame of figure 2.4b with any accuracy. In a real em-
pirical setting, bin size would likely be determined by the ensemble size
available, and it may be expedient or necessary to choose bins that are too
large to capture the fine structure. Such a choice will blur the fine structure
in the reconstructed ρ(x), resulting in an increase in entropy. Even an in-
finite sample size could result in an entropy rise if the state measurements
were performed with finite precision. To get a better sense of this, the
reader is invited to view figure 2.4b with their spectacles removed. (The
infinite sample of state readings is then represented by the large number
of photons entering the eye and the finite measurement precision is rep-
resented by the removal of the spectacles.) Even if an infinite number of
infinitely precise state measurements could be made, there may be other
reasons why the fine structure in ρ(x) is obscured. Systems may still be
evolving whilst the measurements are being taken, for instance. There may
be no way to ensure that the measurements are all taken at the same time.
The measurements themselves may take a finite time to perform, so that
systems evolve during the measurement process itself. All these empirical
limitations lead to a blurring of the fine structure in ρ(x), resulting in a de
facto entropy rise, Ingredient 6.
The argument above describes how the tendency of ρ(x) to become
stretched and warped leads to the rise of de facto entropy. It might be
asked however, whether this stretching and warping is to be expected gen-
erally. Certainly it is possible to invent scenarios in which it does not take
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place. The humble harmonic oscillator is a famous example. The paths
taken by oscillators form concentric ellipses in phase-space. As the period
of the oscillation is famously independent of amplitude, nearby oscillators
remain in phase with each other throughout the evolution. Hence, in the
case of an oscillator, ρ(x) does not get stretched and warped. It merely
rotates10. Entropy does not rise. It does not lower either. Still, any pertur-
bation around the Hamiltonian of the oscillator would destroy this balance
in favor of an entropy rise. This particular scenario appears, therefore, to
be a peculiar property of the oscillator (reflecting the rotational symmetry
of the Hamiltonian in phase-space), rather than something to be concerned
about. A much more commonly raised scenario involves inventing a ρ(x)
that will evolve from a complicated and structured distribution to a simple
smooth distribution. This is easy to do since the time reversibility of the
law of evolution ensures it may be extrapolated backwards. Thus creat-
ing a complicated filamentary distribution appear to evolve from a simply
smooth distribution. This argument is commonly made in the foundations
of statistical physics. The issue with it is that the possibility of this behav-
ior, though non-zero, is so overwhelmingly unlikely that most scientists
are minded to drop such concerns in the interest of pragmatism and util-
ity. Bearing in mind the above discussion on the incompressible flow of
the law of evolution, the situation is directly analogous to stirring a glass
of fruit squash and finding it separate into syrup and water11. These so-
called ‘conspiracies’ of initial conditions [60] are therefore discounted for
the usual reasons. See reference [117] for further discussion.
Proof of entropy rise via coarse-graining
In the view of the author, no further proof of entropy rise is necessary. The
justifications given above are conclusive. Nevertheless, the proof below has
been important historically in the development of the subject area. Through
comparison, its presentation here will help to highlight some important de-
tails in section 2.4. And consideration of the assumptions required by the
proof will also help clarify some remarks on the arrow of time that will fol-
low the proof. In particular, the proof does not require the particular details
of a law of evolution, only the conservation of information, Liouville’s the-
orem. Before beginning, however, a word of warning. The proof is based
on so-called coarse-graining (discretization of the state-space). In the past,
this has lead some to falsely conclude that coarse-graining is an essential
10This fact is put to use in section 2.3.7 in a field theoretic context.
11Or stirring chocolate milk and finding it separate into milk and chocolate powder.
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component for relaxation to take place. (Reference [126] even uses the ap-
parent arbitrariness of how the coarse-graining is applied to argue against
the robustness of the second law of thermodynamics.) This is certainly not
the case. As discussed at length above, coarse-graining is but one method
available to realize the experimental limitations that cause the de facto rise
in entropy. In fact any kind of blurring of ρ(x) would cause an equivalent
entropy rise. In principle it should be possible, for instance, to model the
blurring with some sort of Gaussian smearing and perform the proof us-
ing that in place of the coarse-graining. In this regard, the coarse-graining
should be viewed as a convenient mathematical tool, and not something of
vital importance12.
Proof. The following is based upon the proof given in reference [117],
which in turn is based upon the treatment by P. and T. Ehrenfest in ref-
erence [116] (English translation). Experimental limitations are modeled
via coarse-graining, or in other words, the discretization of the state-space.
Divide the state-space into cells, the volume of which, δω, reflects the pre-
cision of the experimental readings. Suppose that experiment only has
access to the average of ρ(x) within each of the cells,
ρ¯(x) :=
∫
δω
ρ(x) dnx. (2.40)
Hence, experiment calculates entropy as,
S¯ := −
∫
Ω
dnxρ¯(x) log ρ¯(x), (2.41)
which is often called the coarse-grained entropy. The argument relies on
one crucial assumption, the postulate of equal a priori probabilities. This
asserts that ρ¯(x) = ρ(x) for the initial density ρ0(x). Of course, this will
never be completely true. Implications of this postulate are interpreted
below. For now, it will be assumed that the initial distribution is smooth
enough so that for a sensible choice of coarse-graining the postulate is at
least close to being satisfied. If it is satisfied, then the initial coarse-grained
entropy S¯0 will equal the initial exact entropy S0, which is preserved in
time as a result of the information conservation and so will equal the final
exact entropy S. Hence, the effect of the postulate is to make the corre-
spondence between the rise in entropy and the effect of coarse-graining
12In the opinion of the author, it is regrettable that the term ‘coarse-graining’ persists.
In modern parlance, discretization, pixelation, and rasterization all seem more appropriate.
The use of the word pixelated to describe a coarse grained image is widespread for instance.
49
upon the final density,
S¯ − S¯0︸ ︷︷ ︸
Rise in CG entropy
= S¯ − S︸ ︷︷ ︸
Effect of coarse-graining
. (2.42)
Then, since log ρ¯(x) is constant over each cell it follows that∫
dnxρ¯(x) log ρ¯(x) =
∫
dnxρ(x) log ρ¯(x) and thus the change in entropy
may be written
S¯ − S¯0 = −
∫
Ω
dnx {ρ¯(x) log ρ¯(x)− ρ(x) log ρ(x)} (2.43)
=
∫
Ω
dnx ρ(x) log
ρ(x)
ρ¯(x)
. (2.44)
The integrand here, ρ(x) log [ρ(x)/ρ¯(x)], is positive whenever the exact
density is greater than its coarse-grained counterpart, and negative for the
reverse. Since there is a factor of ρ, however, a greater weight is given
to the regions of the state-space in which it is positive. This fact may
be exploited by adding ρ¯ − ρ to the integrand. Since ρ¯ is equal to ρ on
average, such a term will contribute nothing to the final change in entropy.
It will furthermore ensure that the integrand is now positive for all regions
in which ρ < ρ¯. Hence, the change in entropy may be written
∆S =
∫
Ω
dnx
{
ρ(x) log
ρ(x)
ρ¯(x)
+ ρ¯(x)− ρ(x)
}
≥ 0, (2.45)
where the inequality is found as a log(a/b) + b − a ≥ 0 for all a ≥ 0,
b ≥ 0.
Remarks on the arrow of time
Contained in the above discussion are some points relevant to that peren-
nial source of interest, the emergence of the arrow of time. There are many
directions from which to approach the question of the arrow of time. Rel-
ativity has of course much to say regarding time, for instance. As the ab-
stract iRelax theories under analysis at present do not yet possess a concept
of space, however, relativistic considerations are a little premature. Rather,
iRelax theories exhibit a very thermodynamical kind of time-asymmetry.
Exactly the kind found in classical mechanics.
iRelax theories are time-symmetric theories. Not only does the one-
to-oneness of the laws of evolution ensure they are in principle perfectly
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predictive both forwards and backwards in time. The information con-
servation also ensures that there is no explicit time asymmetry hard-coded.
Nevertheless iRelax theories do exhibit spontaneous thermodynamic relax-
ation to equilibrium. As has been covered at length, the reason for this is
the tendency of the incompressible flow to stretch and warp simple smooth
ρ(x)’s into complicated structures with fine filaments. This filamentary
structure is then ‘blurred’ by the inevitable shortcomings of experiment,
obscuring the fine structure, making ρ(x) appear to have been smeared
out, resulting in an entropy rise. The process of stretching and warping is
shown in detail in figure 2.2 for a simple two-dimensional state-space. A
key point to note is that, had this simulation been evolved backwards in
time from the initial uniform ρ(x), a similarly filamentary structure would
also have formed. In iRelax theories the formation of structure, and thus
thermodynamic relaxation, occurs regardless of the direction time flows.
In this respect, the notion of ‘future’ appears to have a close association to
complex structure and the notion of ‘past’, simple structure. The complex
filamentary ‘future’ distributions evolve from simple ‘past’ distributions
regardless of the direction time flows.
This has lead some to question the validity of the postulate of equal
a priori probabilities. If there is an intrinsic tendency to form structure,
it could be asked, is it reasonable to assume there to be no structure in
any ‘initial’ distribution? To help answer this question, suppose there were
an ensemble of systems distributed with fine structure, and that this struc-
ture were too fine to be perceptible to ‘low-resolution’ experiment. Recall
that ρ(x) does not just have an ensemble interpretation, however. In the
Bayesian sense it also represents ignorance and knowledge, and knowledge
of how an ensemble is distributed may be incomplete. In cases of incom-
plete knowledge of ρ(x), the principle of maximum entropy prescribes the
assignment of the ρ(x) with the maximum entropy that is consistent with
the information available. This may be a smooth distribution, despite the
presence of fine structure in the actual ensemble distribution of systems.
The above proof goes through fine with the caveat that if ρ(x, 0) reflects
both the variation of an ensemble and also incomplete knowledge of said
variation, then the subsequent later time higher-entropy ρ(x, t) also reflects
both these factors. A subsequent ‘high-resolution’ measurement of ρ(x, t)
would of course yield a different ensemble distribution to that predicted.
This is because it is directly observing the ensemble distribution, not the
prediction made of it from a position of ignorance. This is not surpris-
ing at all. For the purposes of comparison, suppose an individual system
were assigned a probability distribution ρ(x, 0) based on a poor-resolution
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measurement of its state. This would evolve to ρ(x, t). A high-resolution
measurement of its later state, however, would return its true state, not the
ρ(x, t) calculated. How could it? It is a single coordinate, not a distribu-
tion.
Nevertheless it is disturbing to some that entropy could appear to
decrease were initially imperceptible fine structure to become visible at
later times. Consider however, that the initially too-fine-to-see structure is
nonetheless visible at some smaller lengthscale. If the coarse-graining em-
ployed in the above proof were instead applied on this smaller lengthscale,
an entropy rise would still be concluded. And this would be attributed to
the structure evolving to become even finer than it was initially. It follows
there is a hierarchy. Smooth distributions become structured. Structured
distributions become more finely structured. Finely structured distribution
become still more finely structured. And so on. And so on.
It may be useful to draw a comparison between the assumption of a
smooth initial ρ(x) and the so-called coastline paradox, first introduced by
Lewis Fry Richardson in reference [127], and later popularized by Benoit
Mandelbrot [128]. Famously the question ‘How long is the coastline of
Britain?’ was answered ‘It depends how long your ruler is!’. As the coast-
line is jagged, an estimate of its length very much depends upon how much
detail one is willing to take into account. Rulers about a mile long may cap-
ture the larger structure sufficiently, but miss bays smaller than a mile wide.
Rulers about 100 meters long may capture these bays well, but smooth
over the jagged, rocky parts of the coastline. Smaller rulers may capture
the rocky parts well but fail to capture even smaller structure. And so on.
So the shorter the ruler, the more detail taken into account, the longer the
estimate of the coastline. And in principle this need not have a limit except
for the discovery of some smallest lengthscale, which may in practice be
out of reach in any case. In order to make an estimate that may be of some
utility (perhaps by comparison with other countries), a pragmatic choice
of ruler length must be made. A similarly pragmatic choice must be made
with the lengthscale of coarse-graining used to calculate entropy from an
ensemble. In any real ensemble, there may exist many different length-
scales upon which structure is present. The finer the coarse-graining used
to calculate entropy, the more this structure will be resolved, and the lower
the resulting estimate of the entropy13. It may be that the finest structure
13A parallel may also be drawn with astronomical observations. More sensitive tele-
scopes may view more distant objects, from which the light will have departed earlier, and
thus in a sense view farther backwards in time. The finer the structure in ρ(x), the farther
back in time it will have formed. Hence, finer scale coarse-graining that is able to resolve
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requires a lengthscale of coarse-graining that is out of reach experimen-
tally. Nevertheless, a pragmatic choice of lengthscale will still lead to an
estimate that may be of some utility. Just as expediency inspired a choice
of ruler length to measure coastline, the limitations of the experiment at
hand dictate the lengthscale of coarse-graining used to measure entropy.
As long as the initial distribution ρ(x, 0) appears suitably smooth on the
lengthscale chosen, the above proof follows, and so entropy at that coarse
grained lengthscale may be expected to rise.
Suitable coordinates
The form of differential entropy, equation (2.10), betrays the fact that the
distribution of maximum entropy is expected to be uniform with respect to
coordinates, x. It would not be form-invariant under a general coordinate
transform, x → x′. Hence the coordinates x are in a sense special to dif-
ferential entropy. This should not be surprising however. Even in classical
mechanics there are special sets of coordinates called ‘canonical’. Use of
these canonical coordinates guarantees form invariance of the law of evolu-
tion (Hamilton’s equations). Coordinate transforms that translate between
sets of canonical coordinates, and so preserve the form of Hamilton’s equa-
tions, are also given special status as canonical transformations. Interest-
ingly, as a result of preserving Hamilton’s equations, canonical transforms
also leave state-space volumes invariant [129]. This means they ensure
the form-invariance of differential entropy and Liouville’s theorem, essen-
tially leaving the informational structure of the iRelax theory presently un-
der analysis untouched. Hence the coordinates of an iRelax theory may be
changed with the aid of a canonical transform (at least if the state-space has
an even number of dimensions). In the context of the iRelax framework,
however, entropy and Liouville’s theorem are of foremost concern while
Hamilton’s equations are not, as they only apply in the context of classical
mechanics. So canonical transforms, as a class, may be too restrictive to
capture all possible transforms that leave entropy (2.10) and so the rest of
the iRelax structure form-invariant.
It becomes relevant to ask after the iRelax framework equivalent of
the canonical transformation. For the purposes of this section the word
‘suitable’ shall be used as the iRelax equivalent of ‘canonical’ so that, for
instance, suitable transformations shall be said to translate between sets
of suitable coordinates. As suitable transformations are required to leave
differential entropy (2.10) form-invariant, the distribution of maximum en-
such structure is in effect able to measure a lower entropy from an earlier time.
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tropy (the equilibrium distribution ρeq(x)) must be uniform with respect
to any set of suitable coordinates. In order to ensure this is the case, the
Jacobian matrix J(x → x′) of a suitable transformation x → x′ must sat-
isfy detJ(x → x′) = ±1 at every point in the state-space. To illustrate
the implications this has for the sets of suitable coordinates, consider the
following back-of-the-envelope calculation. Suppose a small vector points
from position x to position x + dx. In new coordinates x′(x), the same
small vector points from x′(x) to x′(x + dx), so that in the new coordi-
nates the vector is dx′ = x′(x+dx)−x′(x). Taylor expanding x′(x+dx)
and keeping only linear terms in dx gives
dx′ =

∂x′1
∂x1
dx1 +
∂x′1
∂x2
dx2 + · · ·+ ∂x
′
1
∂xn
dxn
...
∂x′n
∂x1
dx1 +
∂x′n
∂x2
dx2 + · · ·+ ∂x
′
n
∂xn
dxn
 = J(x→ x′)dx. (2.46)
So the action of the Jacobian matrix may be understood to be to translate
small vectors at each point in state-space into the new coordinates. This
may be used to view the effect of the coordinate transformation on state-
space volumes in the following way. Combine n such small vectors, v1,
v2, . . . , vn, into matrix
P =
v
1
1 . . . v
n
1
...
. . .
...
v1n . . . v
n
n
 . (2.47)
If the vectors v1, v2, . . . , vn are considered to define the edges of a small
n-parallelepiped, the volume of the parallelepiped is given by the absolute
value of the determinant Vol(P ) = |detP |. As the coordinate transform
acts on P by matrix multiplication, P → P ′ = J(x → x′)P , the volume
transforms as
Vol(P ′) = |detP ′| = |detJ(x→ x′)P |
= |detJ(x→ x′)||detP | = |detP | = Vol(P ). (2.48)
Hence any coordinate transform that leaves these volumes invariant is con-
sidered a suitable transformation. Group theoretically, Jacobian matrices
of suitable transformations (i.e. that satisfy |detJ(x → x′)| = 1) belong
to SL±(n,R), the special linear group of n-dimensional matrices with ±1
determinant. If attention is restricted to handedness-preserving +1 deter-
minant Jacobians, the symmetry group is instead the usual special linear
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group SL(n,R). In two-dimensions this is isomorphic to the symplectic
group SL(2,R) = Sp(2,R), the symmetry group of canonical transfor-
mations, so there is no difference between canonical transforms and suit-
able transforms in two-dimensional state-spaces. In higher dimensions,
Sp(2n,R) is a subgroup of SL(2n,R), reflecting the fact that canoni-
cal transformations must satisfy a more restrictive condition than suitable
transformations. The special linear group SL(n,R) may be thought to de-
pend on n2 − 1 parameters, whilst the symplectic group Sp(2,R) depends
on n(n + 1)/2 (and isn’t defined for odd n). As 1 = detJ = det
(
eX
)
=[
det
(
eX
)]
=
[
etrX
], elements X of the generating Lie algebra sl(n,R)
are traceless matrices.
Classical fields (spanning the state-space with a complete set of
solutions)
As later chapters will focus on quantum fields, it is useful to consider
information conservation in the context of classical fields. Many of the
above considerations also apply to field theories with the understanding
that the individual states, x(t), become fields, φ(q, t), and that everything
else should be altered accordingly. There are details that arise in the field
theoretic context that are worth remarking upon, however. In particular,
free fields commonly Fourier transform to sets of decoupled harmonic os-
cillators, and this allows a property of harmonic oscillators to be exploited.
Namely the famous independence of period upon amplitude already high-
lighted in section 2.3. A finely-tuned property of the harmonic oscillator
that, due to the trivial evolution of x(t), prevents relaxation of ρ(x, t). The
exploit parallels the interaction picture of quantum theory, in that it extracts
the ‘trivial’ free behavior of the free field, in principle leaving behind the
effect of the ‘more interesting’ interactions.
The harmonic oscillator Hamiltonian, H = (p2 + ω2q2)/2, possesses
the U(1) symmetry (ωq, p)tr → R(θ)(ωq, p)tr, where R(θ) is the standard
rotation matrix R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. This results in a particularly sim-
ple evolution of ρ(x, t). By spanning the state-space with elliptical polar
coordinates r =
√
ωq2 + p2/ω and θ = arctan(p/ωq), the equations of
motion may be expressed simply r˙ = 0, θ˙ = −ω. Systems merely traverse
paths of constant r in a clockwise fashion at constant angular velocity θ˙. By
adopting the abbreviated coordinates x = (q′, p′)tr = (
√
ωq, p/
√
ω)tr14,
14The coordinates x = (q′, p′) = (ωq, p)tr would also result in the trivial rotating evolu-
tion (2.49). However, as this would amount to a stretch of coordinates in a single direction,
the Jacobian determinant of the transformation does not equal unity, and hence it is not a
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the evolution of a system may be summarized by
x(t) = R(−ωt)x(0). (2.49)
With time, the corresponding probability distribution, ρ(x, t), is simply
rotated around the phase-space,
ρ(x, t) = ρ(R(ωt)x, 0). (2.50)
This particularly simple rotational evolution may be extracted into the def-
inition of the coordinates by assigning coordinates x′ that co-move with
the rotation, x′ = R(−ωt)x. Then the evolution of ρ(x′) is frozen
ρ(x′, t) = ρ(x′, 0). And as a result, the entropy is trivially conserved,
dS/dt = 0. If there were perturbations to the Hamiltonian, however, this
would create perturbations in ρ, resulting in the same relaxation described
earlier this chapter. And these perturbations would be much easier to view
in the absence of the trivial free evolution. A similar logic is used in the
process of quantization of classical field theories, where it is common to
employ a complete set of classical solutions [130, 131]. The following ex-
ample is intended to illustrate how this may be used to adopt useful bases
for the description of field configurations.
Consider the complex Klein-Gordon field φ on a background spacetime
q = (t,q), where q ∈ Rd. The corresponding Lagrangian is
L =
∫
dd q
[
∂νφ∂
νφ∗ − µ2φφ∗] . (2.51)
In q-space, the state of the field is described by coordinates x =
(φ, pi), and so the entropy would involve a functional integration S =
− ∫ DφDpiρ(. . . ) log ρ(. . . ). In order to avoid such a functional integra-
tion, assume the field to reside in a box, so that it may be expanded in a
countable set of Fourier modes,
φ(q, t) =
∑
k
eik.q√
V
φk(t), (2.52)
where V is the volume of the box. In terms of the Fourier mode compo-
suitable transformation in the above section 2.3.6. It does not leave entropy form invariant.
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nents φk(t), the Lagrangian may be written,
L =
∑
k
[
φ˙k(t)φ˙
∗
k(t)− (k2 + µ2)φk(t)φ∗k(t)
]
. (2.53)
Upon identification of canonical momenta pik(t) = ∂L/∂φ˙k = φ˙∗k(t) and
their complex conjugates pi∗k(t) = φ˙k(t), this corresponds to the Hamilto-
nian
H =
∑
k
[
pik(t)pi
∗
k(t)− ω2kφk(t)φ∗k(t)
]
, (2.54)
where ωk =
√
k2 + µ2. Hamilton’s equations imply that each field mode
φk(t) satisfies the complex harmonic oscillator equation φ¨k = −ωkφk.
This has the general solution
φk(t) = Cke
iωkt +Dke
−iωkt, (2.55)
where Ck, Dk ∈ C. Note the dimensionality of the solution. Solution
φk(t) depends upon four real parameters corresponding to complex con-
stants Ck and Dk. This parallels the four real parameters required to spec-
ify complex canonical coordinates φk and pik. The complete set of solu-
tions to φ(x, t) follows by substituting (2.55) into (2.52),
φ(q, t) =
∑
k
eik.x√
V
(
Cke
iωkt +Dke
−iωkt) . (2.56)
By making the substitutions Ck = b∗−k/
√
2ωk and Dk = ak/
√
2ωk, ex-
pansion (2.56) may be brought into the usual form
φ(q, t) =
∑
k
1√
2ωkV
(
ake
−ikνqν + b∗ke
ikνqν
)
(2.57)
as for instance may be found in reference [130]. The state-space may be
spanned either by canonical coordinates φk and pik, or by ak and bk, the
parameters used to span the complete set of solutions. Either
x = (φk1 , pik1 , φk2 , pik2 , ...) or x = (ak1 , bk1 , ak2 , bk2 , ...). (2.58)
This seems to suggest two alternative ways of calculating the entropy. Ei-
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ther
S = −
∫
ρ(. . . ) log ρ(. . . )
∏
k
d(Reφk) d(Imφk) d(Repik) d(Impik),
(2.59)
or
S = −
∫
ρ(. . . ) log ρ(. . . )
∏
k
d(Re ak) d(Im ak) d(Re b−k) d(Im b−k).
(2.60)
In order for equation to (2.60) to be valid, however, the coordinate trans-
form away from the canonical coordinates must be suitable (in the sense
of the above section). It’s Jacobian determinant must equal one. As for
each wave vector k the canonical coordinates (φk, pik) transform only to
(ak, b
∗
−k), the Jacobian matrix for the transformation may be written as a
direct sum, in block diagonal form
J = Jk1 ⊕ Jk2 ⊕ ... =
Jk1 0 . . .0 Jk2
...
. . .
 , (2.61)
where
Jk =
∂ (Reφk, Imφk,Repik, Impik)
∂ (Re ak, Im ak,Re b−k, Im b−k)
. (2.62)
As a result its determinant is the product of the individual determinants of
each Jk,
|detJ| =
∏
k
|detJk|. (2.63)
With only a little tedium, it is possible to show that | detJk| = 1 for all k,
and so |detJ| = 1, meaning the transform does qualify as suitable. Hence
the state-space of an individual field mode φk may be described in terms
of coordinates ak and b∗−k. And the entire field state may be described by
a complete set of these (for all k). In these coordinates the trivial free-
field behavior is hidden, so that for any individual system dak(t)/dt =
dbk(t)/dt = 0 for all k. Hence, the distribution ρ(ak1 , bk2 , ...) is frozen,
dρ/dt = 0. And so clearly the entropy is conserved, dS/dt = 0.
Classical Klein-Gordon scalar field theory is classically mechanical,
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and so it is not surprising that it conserves information. Other partial differ-
ential equations in physics, particularly those that are meant to be effective
descriptions of underlying phenomena, do not conserve information in the
same way, however. Take the heat equation,(
∂t −∇2
)
φ(q, t) = 0, (2.64)
for instance. For the purposes of argument, expand an initial distribution
φ(q, 0) in the tautological basis {δ(n)(q − q′)},
φ(q, 0) =
∫
d3q′φ(q′, 0)δ(n)(q − q′). (2.65)
The basis is referred to as tautological as the components of φ(q, 0) are
φ(q′, 0) in this basis. According to heat equation (2.64), an initial point
distribution evolves as
δ(n)(q − q′) −→ KH(q, q′, t) = 1
(4pit)n/2
e−|q−q
′|2/4t. (2.66)
It spreads out with time in accordance with the familiar notion of heat
dispersal/diffusion. As the heat equation is linear, a general solution may
be expanded in terms of such individual solutions,
φ(q, t) =
∫
d3q′φ(q′, 0)KH(q, q′, t). (2.67)
Just like the above Klein-Gordon case, in this basis-of-solutions the com-
ponents are frozen (in this case equal to φ(q′, 0)). The key difference to
the entropy-conserving Klein-Gordon case is that, though the KH(q, q′, 0)
initially form a good basis for the function-state-space, they do not remain
as such. As functions KH(q, q′, t) spread with time, they cannot capture
quickly varying fields. In contrast, the Fourier modes employed in the
above treatment of the Klein-Gordon field do remain a good basis at all
times.
Of course, much of this rings true with common intuition on the heat
equation. The heat equation is not intended to describe fundamental be-
havior, but merely the effective flow created by an underlying many-body
condensed matter physics. For this reason it is not expected to conserve
information (entropy). And of course as t → ∞ the heat equation is ex-
pected to approach an equilibrium configuration corresponding to initial
and boundary conditions. A steady-state. In the present conditions, in an
unbounded space, states are expected to approach zero, limt→∞ φ = 0,
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regardless of the initial conditions. As all states approach a single state,
a rise in entropy follows. The difference is that this rise in entropy is not
de facto like that of a iRelax theory, but an exact, true rise in entropy, in
violation of information conservation.
2.4 Generalized continuous state-space iRelax theo-
ries
The iRelax theories introduced in section 2.3 were developed around use
of differential entropy, equation (2.10), as the information measure, Ingre-
dient 4. Differential entropy draws criticism on a number of grounds, how-
ever. The expression for differential entropy, equation (2.10), is dimension-
ally inconsistent, for instance, as it involves the logarithm of ρ(x) which,
as a density, possesses inverse units to that of x. Furthermore, in contrast
to the discrete entropy which is independent of how states are labeled and
hence invariant under relabelings i→ j(i), differential entropy would gen-
erally be expected to change under a coordinate transform x→ y(x). Even
changing the units of x would affect differential entropy. (The class of co-
ordinate transforms that do keep differential entropy (2.10) form-invariant
are discussed above in the section titled 2.3.6.) Nevertheless, on the face
of it, differential entropy does appear sympathetic to an important guiding
principle, the principle-of-indifference. Discrete entropy (2.2) treats all
discrete states i equally, or perhaps ‘indifferently’. Is it not unreasonable
to expect this indifference of states to carry over to continuous entropy?
For the following reason the principle-of-indifference is not so easily ap-
plied to continuous systems, however. Equation (2.10) does appear to treat
all states x equally, and as desired this results in a distribution of maximum
entropy that is uniform. But this uniformity may only be superficial, as a
distribution that is uniform with respect to coordinates x is not necessar-
ily uniform with respect to another set of other coordinates y(x)15. The
implicit assumption made in using differential entropy (2.10) is that coor-
dinates x are special. Or, using the terminology from above, suitable. Of
course this may not be the case. Other critiques of expression (2.10) point
to the fact that it does not appear to be ‘derivable’ from discrete entropy
(2.2). Rather, it simply seems to have been written down. Arguably the
15Suppose an ensemble of spheres varied such that their volumes were uniformly dis-
tributed. Their radii would not be uniformly distributed. The ambiguity in the concept of
uniformity is the reason for the complications that arise in extending entropy to continuous
spaces. This fact is famously exploited in Bertrand’s paradox [132].
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most damning criticism of differential entropy, however, is that given by
Edwin Jaynes [54]. Jaynes points out that Shannon’s theorem establishing
discrete entropy as the correct information measure (theorem 2 in [122])
does not follow through for differential entropy. For all of these reasons,
the present section is devoted to exploring the consequences of correcting
these seeming inadequacies in differential entropy.
To proceed, a leaf will be taken from Edwin Jaynes. For this reason,
the corrected version of differential entropy shall be referred to as Jaynes
entropy. The Jaynes entropy shall be used to help generalize the notion
of entropy and thus the so-far developed notion of iRelax theories. The
following theorem and proof is a repackaging of the passage beginning on
page 375 of reference [54]. And as pointed out by Jaynes, the proof “can
be made as rigorous as we please, but at considerable sacrifice of clarity”.
Theorem. The correct generalization of discrete entropy (2.2) to a system
with the continuous state-space Ω = Rn, is the Jaynes entropy
S = −
∫
Ω
dnxρ(x) log
ρ(x)
m(x)
, (2.68)
where m(x) is the normalized density-of-states at state x.
Proof. Without loss of generality, consider a discrete system in which each
state i may be associated with a one-dimensional continuous position xi.
Suppose there were n such states in all Ω. The proportion of states in a
region ω ⊂ Ω is given by
1
n
∑
xi∈ω
1. (2.69)
As discussed above, the number of states per unit state-space should not
be considered uniform unless coordinates x are ‘special’ in the sense dis-
cussed above. A uniform density-of-states should not be assumed in gen-
eral. To take account of this, in the limit of n → ∞, the proportion of
states in the region is given by
1
n
∑
xi∈ω
1→
∫
ω
dxm(x), (2.70)
where m(x) is the density-of-states with respect to coordinate x. Jaynes
called the function m(x) the invariant measure. It is strictly positive, of
course, and normalized in the sense that
∫
Ωm(x)dx = 1. For the present
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purposes it is also taken to be smooth and suitably well-behaved. In this
contextm(x) has a clear interpretation, and so rather than adopting Jaynes’
terminology, the m(x) distribution shall be referred to accordingly, as the
density-of-states. The iRelax theories discussed in section 2.3 are recov-
ered in the case of a uniformm(x), modulo issues of normalizing a uniform
m(x) over Ω = Rn. At any point xi, the discrete analog of the probability
density ρ(x) is given by
ρi =
pi
xi+1 − xi . (2.71)
This tends to ρ(x)|x=xi as n → ∞. Similarly, the density-of-states at the
same point xi is
mi =
1/n
xi+1 − xi , (2.72)
which tends to m(x)|x=xi as n → ∞. Equations (2.71) and (2.72) sug-
gest that prior to taking the limit, the pi in discrete entropy (2.2) should
be substituted as pi = ρi/(nmi). Hence discrete entropy (2.2) may be
expressed
S = −
n∑
i
pi log pi = −
n∑
i
ρi
nmi
log
(
ρi
nmi
)
. (2.73)
Upon taking the limit n → ∞ (noting equation (2.70) above), this would
give
S = −
∫
dxρ(x) log
(
ρ(x)
m(x)
)
+ lim
n→∞ log n. (2.74)
However the log n term clearly diverges in the limit. To keep the final result
finite, it should be subtracted before the limit is taken. For this reason, the
Jaynes entropy is defined
S := lim
n→∞ (Sdiscrete − log n) . (2.75)
Hence, the final expression for Jaynes entropy is given by equation (2.68).
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State propagators for information conservation (the modified
Liouville theorem)
Now that the measure of information (Ingredient 4) has changed from the
differential entropy (2.10) to the Jaynes entropy (2.68), there are a number
of corresponding changes that must be made to the other ingredients out-
lined in section 2.1. To find the consequences of imposing conservation
of the Jaynes entropy, the same approach as section 2.3 will be followed.
State propagators (Green’s functions), T (x, x′, t), defined by the operation
ρ(x, t) =
∫
Ω
T (x, x′, t)ρ(x′, 0)dnx′, (2.76)
will be used to demonstrate the circuit of implications shown in figure 2.3.
(Recall that T (x, x′, t) is the probability density that a system initially in
state x′ moves to state x in time t.)
Theorem. Conservation of Jaynes information (2.68) =⇒ No many-to-
one on a Ω = Rn state-space.
Proof. For Jaynes entropy (2.68) to be conserved under evolution (2.76),
propagator T (x, x′, t) must satisfy∫
Ω
dnx ρ(x, 0) log
ρ(x, 0)
m(x)
=
∫
Ω
dnx
[∫
Ω
dnx′ T (x, x′, t)ρ(x′, 0)
]
× log
∫
Ω d
nx′ T (x, x′, t)ρ(x′, 0)
m(x)
(2.77)
for all initial distributions ρ(x′, 0) and all time intervals t. Take ρ(x′, 0)
equal to the density-of-states equivalent of a uniform distributed region,
ρ(x, 0) = cm(x) on ω ⊂ Ω, and equal to zero otherwise, where c is
normalized such that
∫
ω cm(x)d
nx = 1. Then equation (2.77) becomes
0 =
∫
Ω d
nx
[∫
ω d
nx′ cm(x′)T (x, x′, t)
]
log
[
1
m(x)
∫
ω d
nx′m(x′)T (x, x′, t)
]
.
(2.78)
Now take region ω to be the union of two small non-overlapping balls,
ω = B1(x
′
1) ∪ B2(x′2), centered on points x′1 and x′2, of radii 1 and 2.
Take 1 and 2 to be small enough so that for given x and t, T (x, x′, t) and
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m(x′) are approximately constant on each of the balls. Then,∫
ω d
nx′ cm(x′)T (x, x′, t) = pin1cm(x′1)T (x, x′1, t) + pin2cm(x′2)T (x, x′2, t).
(2.79)
By substituting (2.79) into (2.78) and then taking derivatives with respect to
1 and 2, the information conservation condition may be found to reduce
to
0 =
∫
Ω
dnxm(x)
n−11 
n−1
2 m(x
′
1)m(x
′
2)T (x, x
′
1, t)T (x, x
′
2, t)
n1m(x
′
1)T (x, x
′
1, t) + 
n
2m(x
′
2)T (x, x
′
2, t)
. (2.80)
For this final equality to be satisfied, the product T (x, x′1, t)T (x, x′2, t)
must vanish for all x, t and x′1 6= x′2. Hence no two distinct states may
evolve to the same state.
Conjecture. Conservation of Jaynes information (2.68) =⇒ No one-to-
many on a Ω = Rn state-space.
This conjecture is identical to the no one-to-many conjecture of sec-
tion 2.3, and as such the reader is referred to that section for arguments
in its support. If the conjecture is accepted (as was necessary to do to
proceed in section 2.3), then together the no many-to-one and no one-to-
many requirements mean that a law of evolution which conserves Jaynes
entropy (2.68) is one-to-one. In other words, conservation of the Jaynes
information also implies the existence of trajectories. Hence, if a sys-
tem trajectory that evolves from state x0 to state xf in time t is denoted
xf (x0, t), then a ‘perfect knowledge’ information distribution may be writ-
ten ρ(x, t) = δ(n)(x − xf (x0, t)). By substitution of this into defining
propagator relation (2.76), it follows that the state propagators must take
the form
T (x, x0, t) = δ
(n)(x− xf (x0, t)). (2.81)
Thus, the propagators appear unaffected by the new form of entropy. This
is not the case for Liouville’s theorem, however, as may be demonstrated
as follows.
Theorem. Conservation of Jaynes entropy (2.68) + one-to-one⇒ modi-
fied Liouville’s Theorem.
Proof. Recall that in order for Jaynes entropy (2.68) to be conserved,
propagator T (x, x′, t) must satisfy equation (2.78) for any subset of the
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state-space, ω ⊂ Ω. As the state propagators take the form (2.81), in or-
der to evaluate the RHS of (2.78), integrals of the form
∫
ω d
nx′δ(n)(x −
xf (x
′, t))m(x′) must be performed. As the law translates initial states x′
to final states xf in a one-to-one fashion, the integration may be performed
with respect to final positions,
∫
ω d
nx′ → ∫xf (ω,t) dnxf |detJ(xf )|. So,∫
ω
dnx′ δ(n)(x− xf (x′, t))m(x′) (2.82)
=
∫
xf (ω,t)
dnxf |detJ(xf )|δ(n)(x− xf )m(x′(xf ,−t)) (2.83)
=
{
|detJ(x)|m(x′(x,−t)) forx ∈ xf (ω, t)
0 otherwise
. (2.84)
This may be then substituted into equation (2.78) to yield
0 =
∫
Ω d
nx
[∫
ω d
nx′ cm(x′)T (x, x′, t)
]
log
[
1
m(x)
∫
ω d
nx′m(x′)T (x, x′, t)
]
(2.85)
=
∫
xf (ω,t)
dnx |detJ(x)|m(x′(x,−t)) log
[
1
m(x) |detJ(x)|m(x′(x,−t))
]
(2.86)
=
∫
ω
dnx′m(x′) log
[
|detJ(x)| m(x
′)
m(x(x′, t))
]
. (2.87)
For this expression to vanish for every possible state-space region ω ⊂ Ω,
it must be the case that
|detJ(x)| = m(x)
m(x′)
, (2.88)
where it is understood that state x′ evolves to state x, ie. x = xf (x′, t).
So Liouville’s theorem in it’s original form, equation (2.25), no longer ap-
plies; state-space volumes are no longer conserved, at least if the volume is
measured with respect to state-space coordinates x. If state-space volumes
are measured in number (or proportion) of states, however, the volumes are
preserved. To see this, note that the proportion of all states in region ω is
given by #(ω) =
∫
ωm(x)d
nx. And from equation (2.88),
#(ω) =
∫
ω
m(x)dnx =
∫
xf (ω)
m(x)
m(xf )
m(x)
dnxf = #(xf (ω)). (2.89)
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Hence the number of states is preserved in comoving volumes. This obser-
vation, along with equation (2.88) shall be referred to as the first statement
of the modified Liouville theorem.
To find the second statement of the modified Liouville theorem, first
substitute the one-to-one propagator (2.81) into the propagator defining
relation (2.76) to find ρ(xf , t) = |detJ|ρ(x0, 0), where it is understood that
state x0 evolves to state xf . Then use the first statement of the modified
Liouville theorem (2.88) to show that
ρ(xf , t)
m(xf )
=
ρ(x0, 0)
m(x0)
. (2.90)
Hence the ratio of ρ to m stays constant along trajectories. Or in analogy
with (2.31),
d
dt
( ρ
m
)
= 0, (2.91)
where d/dt is the material/convective derivative, d/dt = ∂/∂t +∑
i(∂xi/∂t)(∂/∂xi), the derivative along the trajectory. Equation (2.91)
shall be referred to as the second statement of the modified Liouville theo-
rem.
The final step in the circuit of implications of figure 2.3 is to show that
the modified Liouville theorem =⇒ conservation of the Jaynes entropy
(2.68). To do this, substitute (2.90) and (2.88) into (2.68) to find
S(0) = −
∫
Ω
dnx0ρ(x0, 0) log
ρ(x0, 0)
m(x0)
(2.92)
= −
∫
xf (Ω)
(
m(xf )
m(x0)
dnxf
)(
m(x0)
m(xf )
ρ(xf , t)
)
log
ρ(xf , t)
m(xf )
(2.93)
= S(t). (2.94)
Note that, just as was the case in section 2.3, it does not matter that the
integration range is xf (Ω) and not Ω. By definition ρ(x, t) = 0 in the
compliment {x ∈ Ω|x /∈ xf (Ω)} and so these regions do not contribute to
the entropy.
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Consequences of using the Jaynes entropy
At present in this section ingredients Ingredient 1, Ingredient 4, and Ingre-
dient 5 (the state-space, the measure of information and the statement(s) of
information conservation) are accounted for. The distribution of maximum
entropy Ingredient 3 follows naturally from the Jaynes entropy Ingredi-
ent 4. To see why, recall that the Jaynes entropy introduces the idea of
a normalized density-of-states upon the state-space, m(x). And that the
principle-of-indifference states that the distribution of maximum entropy
corresponds to all states being equally likely. Clearly the distribution of
maximum entropy must equal the density-of-states,
ρeq(x) = m(x). (2.95)
As this distribution is uniquely high in entropy, the conservation of entropy
requires that it be conserved by the dynamics. By Ingredient 6, Valentini’s
relaxation theorem below, entropy naturally tends to rise, and so all other
distributions ρ(x) 6= m(x) will tend towards ρeq(x). It is therefore natural
to refer to it as the equilibrium distribution. Likewise, all distributions for
which ρ(x) 6= m(x) are referred to as nonequilibrium distributions. And
the process by which the equilibrium distribution arises from nonequilib-
rium distributions is called relaxation.
This also solves an issue which is present in the differential entropy for-
mulation of section 2.3. It was noted previously that the tendency of both
types of entropy to diverge leads to some pathological behavior for low ig-
norance distributions ρ(x). Neither type of entropy can tell the difference,
for instance, between a perfectly determined state ρ(x) = δ(n)(x− a) and
one which is only half determined, ρ(x) = 1/2[δ(n)(x− a) + δ(n)(x− b)].
In both cases S → −∞16. It was not noted, however, that differential
entropy (2.10) also exhibits pathological behavior at the other end of the
spectrum, for high ignorance distributions. Take a one-dimensional state-
space Ω = R for example. Differential entropy cannot tell the difference
between a ρ(x) that is uniform on R, and a ρ(x) that is uniform on R+
(and zero on R−), despite these distributions intuitively possessing differ-
ent informational contents. In both cases differential entropy is divergent,
S → +∞. This issue does not emerge when Jaynes entropy is used. There
is only one distribution of maximum entropy, ρ(x) = m(x). And this is
unambiguously referred to by the Jaynes entropy as S = 0 (as may be
readily checked by substituting (2.95) into (2.68)).
16This shouldn’t be too disheartening. After all this issue also appears in standard clas-
sical mechanics.
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For uniformly distributed discrete probabilities pi = 1/N (N ≤ n),
discrete entropy (2.2) produces S = logN in analogy with Boltzmann’s
famous expression. For the equivalent continuous case, ρ(x) = 1/V (ω),
differential entropy (2.10) produces S = log V (ω). In the present case the
equivalent of a uniform distribution on ω ⊂ Ω is ρ(x) = m(x)/#(ω),
where #(ω) is the proportion of total states in ω. Substitution of this into
Jaynes entropy (2.68) produces
S = log (#(ω)) . (2.96)
When formulating iRelax framework using differential entropy, the
second statement of Liouville’s theorem (2.31), and thereby information
conservation, was shown to imply an incompressible flow of trajectories,
∇.x˙ = 0. In this case, the same procedure yields
−∇.x˙ = 1
m
dm
dt
. (2.97)
So the density of states experienced by a system along its trajectory
changes in proportion to the convergence of it’s trajectory with those that
surround it. As there is an implicit x˙ in the d/dt derivative however, this
is not the most useful manner in which to express the condition that infor-
mation conservation places upon the law of evolution x˙. Instead note that
the distribution of maximum entropy ρeq(x, t) = m(x) is conserved by the
dynamics. It also satisfies a continuity equation ∂m/∂t +∇ · (mx˙) = 0,
and so the condition placed upon the law of evolution may be written
∇ · (mx˙) = 0. (2.98)
Hence, it is now the equilibrium probability current j = mx˙ rather than the
law of evolution that is incompressible. Nevertheless, this still represents
one real condition upon the law of evolution x˙, and so constrains the law
of evolution in a similar manner to the ∇ · x˙ = 0 condition found using
differential entropy. In a practical situation it may be the case that the law
of evolution Ingredient 2 is not known, but the equilibrium state Ingredient
3 is. (Think thermodynamics prior to kinetic theory.) As the equilibrium
distribution is ρeq(x) = m(x), equation (2.98) provides a means to arrive
at a consistent law of evolution x˙. Of course, since (2.98) is but one real
condition, it does not fully determine the n component law of evolution x˙.
The set of consistent laws are related by the addition of an incompressible
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current jinc to the mx˙ in (2.98) so that
x˙′ = x˙+
jinc
m(x)
. (2.99)
In two-dimensions x = (x1, x2) ∈ Ω = R2, for instance, the two compo-
nent law may be decomposed as x˙ = ∇A + J∇B, where J = ( 0 −11 0 ),
and where A and B are scalar fields. Then the condition (2.98) reduces to
∇ · (m∇A) = 0. Alternatively, the current could be decomposed in the
same manner, j = ∇A + J∇B. Then the condition (2.98) means that
∇2A = 0 in all Ω, and hence A(x) is constant everywhere in Ω. It follows
that the law of evolution is
x˙1 = − 1
m(x1, x2)
∂B
∂x2
, x˙2 =
1
m(x1, x2)
∂B
∂x1
. (2.100)
And Hamiltonian mechanics is recovered in the case thatB = −H and the
density of states m(x1, x2) is uniform.
Proof of rise in Jaynes entropy (Valentini’s relaxation theorem)
The same arguments presented in support of the de facto rise of differential
entropy (Ingredient 6) also apply to Jaynes entropy. The incompressible
flow is still present (and so the chocolate powder will still disperse into
the milk as expected). The only difference is that the flow should be un-
derstood to be incompressible with respect to the actual state-space, rather
than simply coordinates x. More information on this point in the next
section. Nevertheless, the following proof has been important in the devel-
opment of the discipline, and it is useful to show that the coarse-graining
(discretization, pixelation, rasterization) arguments carry over. The proof
is due to Valentini [60], and was originally presented in the context of de
Broglie-Bohm theory.
Proof. The proof follows most concisely with the introduction of the ratio
f := ρ/m and its coarse-grained counterpart f˜ = ρ¯/m¯. In analogy with
section 2.3, define the coarse-grained (discretized) entropy,
S¯ = −
∫
dx ρ¯ log f˜ . (2.101)
The exact entropy is of course conserved by the information preserving
dynamics, so that S0 is equal to S, the exact entropy at some later time. The
assumption of the postulate of a priori probabilities establishes the equality
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of the initial coarse-grained entropy S¯0 and the initial exact entropy S0.
The effect of the postulate is now, as before, to make the correspondence
between the rise in entropy and the effect of coarse-graining upon the final
densities,
∆S¯ = S¯ − S¯0 = S¯ − S = −
∫
dx
{
ρ¯ log f˜ − ρ log f
}
. (2.102)
Then, since log f˜ is constant over any cell, the first term in the integrand
may be replaced with ρ log f˜ , so that
∆S¯ =
∫
dxm
{
f log(f/f˜)
}
. (2.103)
As f˜ is constant in each cell,
∫
dxm(f˜ − f) = 0. This may be added to
the RHS, giving
∆S =
∫
dxm
{
f log(f/f˜) + f˜ − f
}
(2.104)
≥ 0, (2.105)
where the final inequality is found as a result of f log(f/f˜) + f˜ − f being
positive unless f = f˜ .
Geometrical interpretation
To use the Jaynes entropy (2.68) is to admit that the principle of indiffer-
ence may not apply with respect to coordinates x. This does not mean
that suitable coordinates x′ cannot be found for which the principle of in-
difference does apply, however. (At least locally.) The process of finding
such suitable coordinates might proceed as follows. Suppose the equilib-
rium distribution ρeq(x) of a system were known in coordinates x. As
ρeq(x) = m(x), density-of-states m(x) is also known in coordinates x. If
m(x) is suitably well-behaved, it should be possible to find coordinates x′
such that m(x) becomes flattened out locally. This distribution must be
appropriately normalized, so write m′(x′) = N , where N is a normaliza-
tion constant. In some local region ω, both sets of coordinates should be
capable of counting the states,
#(ω) =
∫
ω
m(x)dnx =
∫
ω
Ndnx′ =
∫
ω
N |detJ|dnx, (2.106)
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and so it follows that
|detJ| = m(x)
N
. (2.107)
The total probability of finding the system within region ω should be simi-
larly independent of the coordinates,∫
ω
ρ(x)dnx =
∫
ω
ρ′(x′)dnx′ =
∫
ω
ρ′(x′)
m(x)
N
dnx, (2.108)
and so it follows that
ρ(x)
m(x)
=
ρ′(x′)
N
. (2.109)
Substitution of relations (2.107) and (2.108) into Jaynes entropy (2.68) pro-
duces
S = −
∫
dnx′ρ′(x′) log
ρ′(x′)
N
. (2.110)
So with respect to coordinates x′, the Jaynes entropy treats all positions
in the state-space equally, manifestly demonstrating the principle of in-
difference17. To find an actual coordinate transform x → x′ for which
this is the case, a solution must be found to equation (2.107). To pro-
vide a concrete example, further suppose a two-dimensional state-space
x = (x1, x2) ∈ Ω = R2 in which the density of states is only depen-
dent upon coordinate x1, m(x) = m(x1). Then equation (2.107) may be
written ∣∣∣∣∂x′1∂x1 ∂x
′
2
∂x2
− ∂x
′
2
∂x1
∂x′1
∂x2
∣∣∣∣ = m(x1)N (2.111)
Since the density of states is purely a function of x1, it is sensible to look
for solutions of the form x′1 = x′1(x1), and x′2 = x2. The Jacobian matrix
of such a transform would be
J =
(
m(x1)/N 0
0 1
)
, (2.112)
17The constant N in the denominator contributes the constant factor
+
∫
dnx′ρ′(x′) logN = logN to the entropy. This becomes divergent in an un-
bounded state-space and is precisely the term removed in equation (2.75) when deriving
the Jaynes entropy.
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which trivially satisfies equation (2.111). If the indefinite integral∫
m(x1)dx1 = M(x1) could be found, the coordinate transforms would
be x′1 = M(x1)/N + C, x′2 = x2. And the law of evolution in x′ may be
found by acting the Jacobian matrix on the law of evolution in x,(
x˙′1
x˙′2
)
= J
(
x˙1
x˙2
)
=
(
m(x1)
N x˙1
x˙2
)
. (2.113)
Substituting in the law of evolution for x, equation (2.100), then gives
x˙′1 = −
1
N
∂B
∂x′2
, x˙′2 =
1
N
∂B
∂x′1
, (2.114)
and so locally, in the x′ coordinates, the form of the law of evolution is the
same as for differential entropy. In the language of section 2.3, coordinates
x′ may be considered locally suitable.
Of course, much of this discussion is suggestive of a geometrical in-
terpretation to the state-space. The incompressibility condition, equation
(2.98), may be written for instance as
0 =
1
m(x)
∇ · (m(x)x˙) = 1√
g
(
√
gx˙a),a = x˙
a
;a, (2.115)
where g is the determinant of metric gab. This of course indicates that√
g = m(x), and suggests the metric
ds2 = m(x1, x2, . . . , xn)
(
dx21 + dx
2
2 + . . . ,dx
2
n
)
. (2.116)
Superficially, this looks like a FLRW metric with scale factor a(t) replaced
with m(x), but there are some key differences. Of course time doesn’t fea-
ture in metric (2.116), which is therefore Riemannian rather than pseudo-
Riemannian. And a(t) has time dependence, whereas m(x) has state co-
ordinate x dependence. Unlike the scale factor, which is dimensionless,
m(x) has units of states per state-space volume. Consequently, the quan-
tity ds2 has units of states per [xi]n−2, where [xi] are the as yet unspec-
ified units of xi. Metric (2.116) suggests that n-volume integrals should
be performed with respect to measure d(proper volume) =
√
gdnx =
m(x)dnx = Ndnx′, so that state counting equation (2.106) and Jaynes
entropy (2.68) may be expressed in the more symmetrical form
#(ω) =
∫
ω
(mdnx)
ρ
m
, S = −
∫
Ω
(mdnx)
ρ
m
log
ρ
m
. (2.117)
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In dimensions n ≥ 2 a nonconstant m(x) does generally indicate curva-
ture. For instance the Ricci scalar in n-dimensions may be found to be
equal to
R = −(n− 1)
[
1
m2
∑
i
∂2im+
1
4
(n− 6)
∑
i
1
m3
(∂im)
2
]
, (2.118)
where ∂i denotes a partial derivative with respect to coordinate xi. Re-
call however that if equation (2.107) has a local solution, then the coor-
dinate transform x → x′ is able to make the metric locally flat, ds2 =
N
(
d2x′1 + . . . d2x′n
)
. As this x → x′ transform affects the metric as
gab → g′ab = (N/m(x))gab, it is a conformal transformation. In other
words, metric (2.116) is locally conformally flat [133]. In dimensions≥ 4,
this has a consequence for the traceless part of the Riemann tensor, the
Weyl tensor Cabcd . The Weyl tensor is invariant under conformal trans-
formations gab → g′ab = f2(x)gab. Hence the components of the Weyl
tensor calculated with metric (2.116) are the same as those calculated with
a locally flat metric, and so all vanish identically18.
Realist quantum theories based upon similar geometrical considera-
tions have been proposed from time to time. For more information, see
reference [134], which provides a nice overview of these proposals.
18A similar argument holds for the Cotton tensor in three-dimensions. Two-dimensional
Riemannian manifolds are automatically conformally flat.
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Figure 2.5: Quantum relaxation for a two-dimensional harmonic oscillator
with a superposition of nine low energy states. The first frame displays
the initial ρ(x, 0), which is Gaussian. The quantum state is periodic. Sub-
sequent frames display the progress of the quantum relaxation at the end
of each period. Similarly to the classical relaxation in figure 2.2, quan-
tum relaxation proceeds by the creation of structure, which becomes ever
more fine as time progresses. Eventually this fine structure becomes too
fine to resolve, leading to a de facto rise in entropy. The equilibrium state
ρeq(x, t) = |ψ(x, t)|2 is obtained to a reasonable degree by the final frame,
a mere 19 wave function periods into the evolution.
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Figure 2.6: Relaxation of an identical system to figure 2.5 except with a
different initial nonequilibrium, displayed in the top-left frame.
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2.5 Quantum theory as an iRelax theory?
With the construction of the statistical underpinnings of this work now
complete, attention returns to quantum theory. The minimal iRelax frame-
work outlines how a deterministic, information preserving theory may,
through a de facto loss of information, admit a probabilistic description
with a concept of entropy rise. Low entropy nonequilibrium distribu-
tions ρnoneq(x) evolve towards the high entropy equilibrium distribution
ρeq(x) = m(x). The process is called relaxation for the reason that it is
precisely the thermodynamic relaxation that occurs in classical mechanics.
With this framework in place, it becomes natural to speculate on whether
quantum theory, which after all is canonically probabilistic, will admit the
iRelax framework19 The wonderful thing about the iRelax framework is
that if an equilibrium distribution is known, perhaps from experiment, then
the informational structure of the theory may be backwards inferred, and
potential consistent laws of evolution deduced. To see how this works
in practice, this method shall now be used to derive canonical and non-
canonical variants of de Broglie-Bohm theory.
The Valentini entropy (a derivation of de Broglie-Bohm theory)
In 1991, in reference [60], Valentini uncovered the informational structure
of de Broglie Bohm theory. By using a known feature of de Broglie-Bohm
theory, an observation by Bohm [57] that the ratio f = ρ/|ψ|2 is con-
served along trajectories, Valentini was able to argue that in de Broglie
Bohm theory, |ψ|2 should be regarded as a distribution of maximum en-
tropy. An equilibrium distribution to which all other nonequilibrium dis-
tributions tend to relax. The following passage describes how the logic
works in reverse. The motivation being the question–Which realist, deter-
ministic, time-reversible theories (iRelax theories) are consistent with our
knowledge of quantum theory?
The quantum theory in question may remain abstract for now. Particle,
field, or something more exotic altogether. Suppose, however, that it admits
a continuous complete basis {|x〉} spanned by n real parameters x ∈ Rn
such that the resulting Born distribution |〈x|ψ〉|2 = |ψ(x, t)|2 obeys a con-
tinuity equation, ∂|ψ(x, t)|2/∂t+∇·j(x, t) = 0. Regardless of the system
and basis in question, if basis parameters x are such that |ψ(x, t)|2 obeys
a continuity equation, then |ψ(x, t)|2 may be regarded as a conserved dis-
19Although of course this work was inspired by de Broglie-Bohm theory in the first
place, and so this was a foregone conclusion.
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tribution. From the perspective of the IRPT formalism, the spirit of de
Broglie-Bohm theory is to identify |ψ(x, t)|2 as the equilibrium, maximum
entropy distribution, ρeq(x, t) = |ψ(x, t)|2. Hence the entry point of de
Broglie-Bohm theory into the iRelax framework is at Ingredient 3. This
distribution is of course defined upon the background state-space, Ω. So it
follows that the state-space (Ingredient 1) corresponding to this choice is
Ω = {x} = Rn. As by equation (2.95), density of states m(x) is equal
to ρeq(x), it follows that m(x) = ρeq(x, t) = |ψ(x, t)|220. Substitution of
this into Jaynes entropy (2.68), produces the entropy formula (Ingredient
4),
S = −
∫
Ω
dnxρ(x, t) log
ρ(x, t)
|ψ(x, t)|2 . (2.119)
This formula shall be referred to as the Valentini entropy, as it was first
written down in reference [60]. By the modified Liouville theorem, equa-
tion (2.91), the corresponding statement of information/entropy conserva-
tion (Ingredient 5) is
d
dt
(
ρ
|ψ|2
)
= 0. (2.120)
This formula, originally written down by Bohm [57], was the starting point
used by Valentini for his development of the statistical structure of de
Broglie-Bohm theory [60]. Finally, the de facto rise in entropy Ingredi-
ent 6, follows from Ingredient 4 and Ingredient 5 as a result of Valentini’s
relaxation theorem above. The corresponding relaxation is commonly re-
ferred to as ‘quantum relaxation’, and is shown in figure 2.5 for a two-
dimensional system.
Guidance equations
The iRelax framework ensures that Ingredient 1, Ingredient 4, Ingredient 5,
and Ingredient 6 follow from Ingredient 3. The final ingredient is Ingredi-
ent 2, the law of evolution, which in de Broglie-Bohm Theory is commonly
referred to as the guidance equation(s).
As the density of states m(x, t) = |ψ(x, t)|2 is now time dependent,
the situation differs a little from the iRelax theories in section 2.4. Since
∂m/∂t = ∂|ψ|2/∂t no longer vanishes, the condition placed on the law of
20This of course means that the density of states should be regarded as time-dependent,
a feature that is critiqued in the next section.
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evolution, equation (2.98), is modified to
∇ · j(x, t) = −∂|ψ(x, t)|
2
∂t
. (2.121)
Hence the law of evolution x˙ is constrained such that the equilibrium cur-
rent j = |ψ|2x˙ has a convergence (−∇ · jeq) equal to the local rate of
change of the density |ψ|2. In order to derive a set of guidance equa-
tions, a current j(x, t) must be sought such that it obeys continuity equation
(2.121). The guidance equations x˙ are then
x˙ =
j(x, t)
|ψ(x, t)|2 . (2.122)
Of course, this is only one real condition upon the n-component law of evo-
lution x˙. Once one solution x˙ is found to equation (2.121), others x˙′ may
be found by adding an incompressible current to the equilibrium current,
so that
x˙′ = x˙+
jinc
|ψ|2 , (2.123)
where∇.jinc(x, t) = 0.
The following two passages explain two different methods to arrive at
de Broglie-Bohm guidance equations. The first is the traditional method,
and takes advantage of the kinetic term found in many Hamiltonians. This
method results in the canonical de Broglie-Bohm guidance equations that
are favored by the majority of researchers in the field. Although guidance
equations of this form are used exclusively in later chapters, in order to
highlight that this is not the only option, a second derivation making use of
Green’s functions follows. This results in an integral rather than a differ-
ential expression that bears a resemblance to classical electromagnetism.
Both sets of guidance equations are in their own sense unique, and may be
argued to be in their own sense natural.
Canonical guidance equations
In any continuous basis |x〉 with components 〈x|ψ〉 = ψ(x), the
Schro¨dinger equation may be used to write
∂|ψ(x)|2
∂t
− 2
~
Im (ψ∗Hψ) = 0. (2.124)
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The traditional method used to arrive at guidance equations involves taking
advantage of the quadratic kinetic term found in many Hamiltonians to
transform the quantity −(2/~)Im (ψ∗Hψ) in equation (2.124) into a total
divergence. Once this is done, the current j may be picked out, from which
the guidance equations x˙ = j/|ψ|2 follow.
To see how this works, note that in any quantum theory which has been
canonically quantized [14], canonical coordinates qi and pi carry over as
operators qˆi and pˆi. These obey canonical commutation relations [qˆi, pˆj ] =
i~δij21. If the Hamiltonian is of the form Hˆ =
∑
i pˆ
2
i /2mi+V (qˆ1, ..., qˆn),
then by adopting the standard Schro¨dinger |q〉 representation22, qˆi → qi,
pˆi → −i~∂/∂qi, the term may be written
−2
~
Im (ψ∗Hψ) =
∑
i
~
mi
Im
(
ψ∗∂2qiψ
)
=
∑
i
~
mi
Im∂qi (ψ
∗∂qiψ)
=
∑
i
∂i
[
|ψ|2 ~
mi
Im
(
∂qiψ
ψ
)]
, (2.125)
which indicates guidance equations,
q˙i =
~
mi
Im
(
∂qiψ
ψ
)
. (2.126)
This is most commonly expressed by writing ψ in complex polar form
ψ = |ψ|eiS/~, whereby equations (2.126) become
q˙i =
∂qiS
mi
, (2.127)
the canonical form of de Broglie-Bohm guidance equations.
When treating a field theory, much the same process is followed, except
with the state-space Ω promoted to a function space, with states promoted
to functions, and with functions of such states promoted to functionals.
21Extensions to De Broglie-Bohm to account for fermionic field theories in which anti-
commutators are used may be found for instance in references [135, 136].
22The term ‘Schro¨dinger representation’ is used to refer to the representation of the
canonical operators by differential operators as for instance used by reference [137], and
shouldn’t be confused with the Schro¨dinger picture. For instance, commutation relation
[q, p] = i~ is satisfied with qˆ → q, pˆ → −i~∂/∂q in the Schro¨dinger coordinate or
configuration representation, and by qˆ → i~∂/∂p, pˆ → p in the Schro¨dinger momentum
representation.
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Take a classical real scalar field φ(y, t), where y is a 3-space coordinate.
Canonical quantization results in the replacement of φ(y, t) and its momen-
tum conjugate pi(y, t) with operators φˆ(y) and pˆi(y) that satisfy commuta-
tion relations [φˆ(y), pˆi(y′)] = iδ(3)(y − y′). (Working in the Schro¨dinger
picture with units where ~ = c = 1.) The evolution of quantum state |ψ〉 is
still determined by the Schro¨dinger equation, except now the Hamiltonian
is the operator equivalent of a functional, H =
∫
d3y 12 pˆi(y)
2 + V (φˆ). To
find the current j, represent the components of quantum state |ψ〉 in a field
configuration basis |φ〉, with functional 〈φ|ψ〉 = ψ[φ]. This is called the
wave functional. Take the corresponding functional Schro¨dinger represen-
tation for the field operators φˆ(y) = φ(y), pˆi(y) = δ/δφ(y). Then,
−2Im (ψ∗Hψ) =
∫
d3yIm
(
ψ∗
δ2ψ
δφ(y)2
)
=
∫
d3yIm
δ
δφ(y)
(
ψ∗
δψ
δφ(y)
)
(2.128)
=
∫
d3y
δ
δφ(y)
[
|ψ|2Im
(
1
ψ
δψ
δφ(y)
)]
.
(2.129)
The operator
∫
d3y δδφ(y) is the functional equivalent of∇·, and so this final
expression may be thought of as a total divergence. Hence, the guidance
equation may be read off as
φ˙(y) = Im
(
1
ψ
δψ
δφ(y)
)
, (2.130)
which, using the polar form of the wave functional, ψ[φ] =
|ψ[φ]| exp(iS[φ]), may be expressed
φ˙(y) =
δS
δφ(y)
(2.131)
in analogy with equation (2.127). This is one method by which quantum
fields may be treated formally. For practical calculations involving quan-
tum fields (see later chapters), it is generally speaking more convenient to
work in Fourier space 〈φ˜(k)|ψ〉 = ψ[φ˜(k)] with a box-normalized quan-
tum field. The box normalization ensures that the number of modes k, and
hence the dimensionality of the configuration space is countable.
The character of the canonical law
The canonical method produces guidance equations that stipulate system
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velocities proportional to the gradient of the complex phase of the wave
function, x˙ ∼ ∇S(x, t). This expression appears particularly compelling
when considering a single non-relativistic point particle in 3-space. Such
a particle would be guided around 3-space by the gradient of the 3-space
complex phase S of the wave function ψ(x, t). In this sense, such a theory
would be a true ‘pilot-wave’ theory. Care should be taken with this ‘wave
in 3-space’ idea however. If there are m such particles, S is not defined
upon 3-space, but upon configuration space R3m. And in the scalar field
theory described above, the complex phase is the functional S[φ], and so
this resembles the wave-in-space notion even less.
As x˙ ∼ ∇S(x, t), it may seem at first glance that the resulting dy-
namics may be characterized as irrotational. This is only partially true
however. As S(x, t) is the complex phase of the wave function, it maps the
configuration space as S : Ω→ [0, 2pi), not Ω→ R, and this has important
consequences for the dynamics. Note for instance that S(x, t) is ill-defined
on the nodes of the wave function, at ψ = 0. That the canonical guidance
equations are not defined on nodes might appear concerning at first, but
as ψ = 0 constitutes two real conditions, in practical situations the nodes
are (n− 2)-dimensional hypersurfaces on the n-dimensional configuration
space, and hence measure zero. In any usual circumstance, there is a zero
chance of finding a system on a node. Nevertheless, nodes do play an im-
portant role in the dynamics. Consider for instance applying the classical
Kelvin-Stokes theorem to velocity field x˙, in two or three-dimensions, to a
two-dimensional subregion ω and its boundary ∂ω,∮
∂ω
x˙ · dx =
∫∫
ω
(∇× x˙) · d2x. (2.132)
If the region ω contains no nodes, then x˙ = ∇S everywhere in ω, and so
∇× x˙ = 0, causing the RHS of equation (2.132) to vanish. If on the other
hand, there is a node in ω, then x˙ does not equal ∇S on the node, and so
the RHS of equation (2.132) need not vanish. By writing∮
∂ω
x˙ · dx =
∮
∂ω
∇S · dx =
∮
∂ω
dS = ∆S, (2.133)
the LHS of (2.132) may be seen to equal ∆S, the change in complex phase
S around the circuit defined by ∂ω. Of course, in order to ensure S is
single valued, it can only change by some integer multiple of 2pi around a
closed circuit. Hence the nodes may be said to have ‘quantized vorticities’
of ±2pim for m ∈ Z+, in the sense that ∆S = ∮∂ω x˙ · dx takes only these
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values when evaluated on a path ∂ω that winds around a single node23. The
case of m = 0 is ruled out as the m relates to the order of the zero created
by the node. See chapter 3 for more on this point. Close to nodes, the
primary component of x˙ is that which circulates around the node x˙circ. By
taking ω to be a small disk of radius r around a node24. Then, by approxi-
mating the integral as |∆S| ∼ 2pi|x˙circ|r, and noting that |∆S| is restrained
to a fixed value, it may be concluded that |x˙circ| ∼ 1/r. The circular com-
ponent of the velocity x˙ varies inversely with the distance from the node,
and hence diverges as the node is approached. This vortex that surrounds
each node is a generator of chaos, and is often described as a driving factor
in quantum relaxation. So the canonical guidance equations may be char-
acterized as irrotational except for nodes, which are each surrounded by
a vortex of quantized strength. A systematic, in-depth description of the
properties of the nodes and how they relate to quantum relaxation is given
in chapter 3.
Non-canonical guidance equations from Green’s functions
The need to find a continuity equation in some basis |x〉 suggests the need
find some vector j such that
∇ · j(x) = −∂|ψ|
2
∂t
, (2.135)
where∇· is the n-dimensional divergence. This is bears some resemblance
to Gauss’ law in classical electromagnetism, and may be solved with a sim-
ilar procedure. To find a solution, find a vector Green’s function G(x, x′)
such that
∇ ·G(x, x′) = δ(n)(x− x′). (2.136)
23In higher dimensions the same result follows by regarding the ‘velocity field’, x˙, as
the 1-form found by taking the exterior derivative d of scalar S, x˙ = dS. This is defined
everywhere except on nodes. The generalized Stokes’ theorem may then be applied to x˙,∫
∂ω
x˙ =
∫
ω
dx˙. (2.134)
If there is no node within ω, then as the exterior derivative is nilpotent, dx˙ = d2S = 0 and
so the RHS vanishes. If on the other hand there is a node in ω, then it need not vanish but,
again, it may only change as ±2pim because S is single valued.
24In n-dimensions, as the nodes are n-2 dimensional hypersurfaces, there are always 2
spare dimensions in which to orient a circular ∂ω so that it winds around a node.
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In n-dimensional hyperspherical coordinates the divergence of distribution
f = (fr, fθ1 , ..., fθn−1) is
∇ · f = 1
rn−1
∂
∂r
(
rn−1fr
)
+ angular terms. (2.137)
As may be readily checked, equation (2.136) is satisfied by Green’s func-
tion
G(x, x′) = − 1
A(n)
∆̂x
|∆x|n−1 , (2.138)
where ∆x is a vector pointing from state x to state x′ in Ω (not the Hilbert
space), ∆̂x is the corresponding unit vector, andA(n) is the surface area of
the unit n-sphere, A(n) = 2pin/2/Γ(n/2). (In 3-space this is the familiar
factor of 4pi.) Green’s function (2.138) suggests equation (2.135) is solved
by current
j(x, t) =
1
A(n)
∫
Ω
dnx′
∆̂x
|∆x|n−1
∂|ψ(x′)|2
∂t
. (2.139)
The corresponding guidance equation is
x˙ =
1
A(n)|ψ(x)|2
∫
Ω
dnx′
∆̂x
|∆x|n−1
∂|ψ(x′)|2
∂t
. (2.140)
So, in contrast to the differential expression x˙ ∼ ∇S obtained through
the canonical method, the outcome of using this method is an integral ex-
pression. As this is an integral expression, it is more difficult than the
canonical equations to model computationally. Possibly it is for this rea-
son that a study focusing on guidance equation (2.140) is yet to make it into
the literature. Practical considerations aside, however, expression (2.139)
does possess some intriguing properties. Recall that canonical expression
x˙ ∼ ∇S may be considered unique in the sense that it is irrotational (ex-
cepting nodes). In its own sense, the equilibrium current (2.139) may be
considered unique and minimal. Of course, continuity equation (2.135)
determines the divergence component of the current, but it allows for arbi-
trary ‘curl’ parts. Current (2.139) is unique and minimal in the sense that it
doesn’t feature any such ‘curl’ part, and so may be considered ‘curl-free’
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or irrotational. As may be checked readily in 2 and 3-dimensions,
∇× ∆̂x|∆x|n−1 = 0. (2.141)
In higher dimensions the terms curl-free and irrotational are used in the
sense that the current may be expressed as the gradient of a scalar. In this
case as a result of the fact that
∆̂x
|∆x|n−1 = ∇
[
1
n− 2
1
|∆x|n−2
]
. (2.142)
Equilibrium current (2.139) and guidance equation (2.140) are intu-
itively minimal. The quantity ∆̂x/|∆x|n−1 is nothing more than an n-
dimensional inverse square. If the density of states |ψ(x′)|2 nearby to a
state x increases, systems in state x will be drawn towards x′ with a ve-
locity that varies inversely to the distance of separation. In this regard,
this alternative formulation could be considered to involve straight lines-
of-influence. This might be considered appealing for the purposes of con-
served quantities for instance. Another feature that is lacking from the
canonical formulation is a momentum representation. Canonical equations
(2.127) rely on the presence of a quadratic kinetic term in the Hamilto-
nian, and could only in principle permit a momentum representation in the
presence of a quadratic potential term. The alternative guidance equation
(2.140) does not rely on any particular form of the Hamiltonian and so
permits a momentum representation to be used.
An imperfect fit? The need for a unified realist theory?
The bulk of this chapter has been devoted to exposing the consequences
of adopting the two minimal tenets of realism25+ information conserva-
tion. The resulting theories are automatically endowed with a concept of
thermodynamic relaxation, the notion of equilibrium and nonequilibrium
distributions, and the concept of thermodynamic relaxation. Although this
whole approach was initially motivated by extraordinary success of quan-
tum relaxation and quantum nonequilibrium in De Broglie-Bohm theory,
it is useful to reflect on how well de Broglie-Bohm theory fits into the for-
malism developed. To illustrate, consider the first three iRelax ingredients.
25The term realism is used in its broadest possible sense, to mean the existence of a
state-space.
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Ingredient 1 The state-space of classical mechanics is of course phase-
space, which may be loosely characterized as spanning all possible canon-
ical coordinates q and p. The state-space of canonical De Broglie-Bohm
theory, on the other hand, is configuration space, and only spans the q’s,
not the p’s. So by quantizing a classical theory, the dimensionality of the
state-space (the number of parameters required to determine a system’s
evolution), is apparently halved. Of course this is not without its conse-
quences. Recall that a coordinate in state-space is supposed to ‘constitute
sufficient information to entirely determine to future state of the system’.
In de Broglie-Bohm theory, this is not the case, as is made evident by the
form of the guidance equations, Ingredient 2.
Ingredient 2 Although it has not specifically been mentioned yet, guid-
ance equations (2.127) and (2.140), actually do not by themselves deter-
mine the future evolution of a quantum system. In both cases, some knowl-
edge of the wave function ψ(x, t) is required to be entered on the RHS26.
Hence, if de Broglie-Bohm theory is viewed as an iRelax theory, it must be
one that is necessarily supplemented with extra knowledge on the quantum
state.
Ingredient 3 The derivation of de Broglie-Bohm theory above began
with the premise of taking the equilibrium distribution ρeq(x, t) to be the
Born distribution |ψ(x, t)|2. The obvious question of course is why this
distribution is time-dependent. In a self-contained theory with no external
factors, there is no reason for this to be so. Indeed, by the considerations of
section 2.4, ρeq is equal to density of states m, and so the density of states
must also be time-dependent m = m(x, t). The need for outside factors
to determine the geometry of the state-space is surely in conflict with the
principle of indifference.
So although de Broglie-Bohm theory does possess an iRelax frame-
work of sorts, it does not appear to be complete. The de Broglie-Bohm
equivalent of the iRelax state is the configuration, but this does not supply
the requisite information to determine a system’s evolution. In addition to
the configuration, the quantum state ψ must also be known. Suppose for
a moment the state-space in question to be Ω = Rn. Then true iRelax
26Curiously, the two different methods require distinct (non-overlapping) pieces of in-
formation on ψ(x, t). The Canonical guidance equations (2.127) require knowledge of the
complex phase S(x, t) of the wave function, whereas the non-canonical require knowledge
only of its norm |ψ(x, t)|2.
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theories map states to other states as
x˙ : Rn −→ Rn x : Rn × R −→ Rn (2.143)
x 7−→ x˙(x) (x0, t) 7−→ x(x0, t),
whereas de Broglie-Bohm maps states as
x˙ : Rn ×H −→ Rn x : Rn × R×H −→ Rn (2.144)
(x, ψ) 7−→ x˙(x, ψ) (x0, t, ψ) 7−→ x(x0, t, ψ)
If nature does admit a complete underlying quantum iRelax framework,
then clearly it is one in which configuration space Σ does not exhaust the
true state-space Ω. The quantum state exists within its own Hilbert space,
H, though. And so it may be informative to entertain the idea of adjoining
the two spaces Ω ?∼ Σ⊗H, and searching for a theory with a time-invariant
density m(x), that is consistent with conventional quantum theory given
knowledge of |ψ〉. Conventional quantum theory could then be viewed
a effective theory obtained by integrating over the configuration space de-
grees of freedom. (A marginal theory if you will.) De Broglie-Bohm would
be viewed as the effective theory found by presupposing perfect knowledge
of the Hilbert space degrees of freedom. (A cross-section of the underly-
ing theory.) Any further speculation is unwarranted at the present time.
However this is clearly an avenue for future work.
2.6 Outlook
As has hopefully been made clear, if nature truly does possess an iRelax
framework, whether fully implemented, or with a partial de Broglie-Bohm
style implementation, then its details are still very much an open question.
With all the open possibilities (the correct basis, the ‘curl’ components of
the velocity, etc.) it feels unwise to put too much faith into any single
formulation. Despite these misgivings over the exact details, the startling
fact remains that the imposition of the really-quite-minimal principle of
information conservation upon a background abstract state-space results
in theories with a concept of thermodynamic relaxation. And de Broglie-
Bohm theory is the prototypical example of how this might be applied to
quantum theory, so that quantum probabilities arise in the same way as
classical ignorance/uncertainty probabilities.
There appear to be two obvious paths forward. For the sake of argu-
ment, call these the route of the idealist and the route of the pragmatist. The
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idealist would attempt to find ways to pin down the as-yet undetermined
factors in the implementation. They might search for an application of the
iRelax framework that unifies quantum theory with the ideas brought for-
ward by de Broglie-Bohm. The pragmatist, on the other hand, would note
that all conceived theories to-date predict violations of standard quantum
predictions for nonequilibrium distributions ρnoneq. And so surely the pur-
suit of these quantum violations resulting from quantum nonequilibrium is
a clear way forward. Such a discovery, if made, would rule out all other
major interpretations of quantum mechanics, most of which do not deviate
from conventional quantum mechanics in their predictions. (More on this
in chapters 4 and 5.) So the real task is to discover evidence for, or possibly
even a source of, quantum nonequilibrium, as this would give experimen-
tal weight to the whole affair. In order to make experimental predictions,
however, the pragmatist faces the dual challenges of an uncertain theory
and as yet unknown quantum nonequilibrium distributions.
The idealist might berate the pragmatist for attempting to make pre-
dictions based upon a theory with meaningful unknown factors. The prag-
matist might scorn the idealist for pursuing a theory with no experimental
proof. To the mind of the author, however, both approaches have signifi-
cant merit. For the prospect is showing that quantum probabilities fit into
a classical framework. Thus helping to de-mystify quantum theory in gen-
eral, and providing a wealth of other quantum-violating predictions. The
purpose of this chapter has been to attempt to clearly pose the problem of
the idealist, so that it may provide a foundation for future idealists to build
upon. For the remainder of this thesis, the role of the pragmatist shall be
adopted.
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Figure 2.7: A summary of the iRelax theories considered in chapter 2.
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PREFACE TO CHAPTER 3
Chapter 2 is the theoretical background and justification for relaxation,
both quantum and classical. It attests the tendency of nonequilibrium dis-
tributions to approach equilibrium. However it does not say anything about
whether equilibrium will actually be reached. In any individual case, there
may arise practical barriers that prevent full relaxation to equilibrium. For
classical systems, conservation laws are such barriers. Consider, for in-
stance, the simple two-dimensional example depicted in figure 2.2. In that
example, the Hamiltonian is time-independent and so energy is conserved
by the individual systems. But the ensemble distribution corresponding to
equilibrium and maximum differential entropy (2.10), is uniform on the
phase space, and hence is unbounded in energy. Energy conservation re-
stricts trajectories to closed circuits in the phase space defined byE(q, p) =
constant. The result is that the relaxation reaches the roughly stationary
distribution depicted in the final frame of figure 2.2, but goes no further to-
wards full relaxation to a uniform distribution. This distribution is certainly
closer to equilibrium than the initial conditions. To the eye it appears more
spread out. It is higher in entropy than initially. But it is not full relaxation.
In de Broglie-Bohm theory, conservation laws exist on the level of the
quantum state, and not the individual trajectories. So there is no directly
analogous barrier to quantum relaxation. Nevertheless, the field is still very
much in its infancy, and the possibility of there existing non-trivial barriers
to relaxation still is very much open. The discovery of such barriers would
certainly be of importance to the field as they would lend support to the
prospect of quantum nonequilibrium persisting and being detectable today.
Since the advent of the widespread availability of personal computers
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in the 1990s, there have been a variety of computer-aided investigations
into the properties of de Broglie-Bohm trajectories. These may be roughly
divided into three main categories. First there were investigations into the
chaotic nature of the trajectories [138, 139, 140, 141, 142, 143, 144, 145].
Second, through a series of papers, [146, 147, 148, 149, 150, 77, 150, 151,
152, 153, 154], there came a gradual but general acceptance that the chaos
was generated (or at least driven) by the nodes of the wave function. Third,
for the most part inspired by the first demonstration of quantum relaxation
in 2005 [66], there came a series of papers discussing the properties of the
relaxation, [67, 155, 68, 69, 70, 156, 71, 73, 78].
Of this final category, references [71] and [73] have most directly con-
sidered the possibility of relaxation barriers. Reference [71] found that for
sufficiently simple states, there can remain a residual nonequilibrium that is
unable to decay away. Reference [73] found that for system that are pertur-
batively close to the ground (vacuum) state, trajectories could be confined
to regions in the configuration space. To obtain their results, both of these
studies evolved de Broglie trajectories numerically through periods of time
that push the boundaries of what is computationally feasible at present.
Chapter 3 also contributes to the effort to find barriers, but does so through
a different approach in order to avoid the computational bottleneck.
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CHAPTER 3
EXTREME QUANTUM
NONEQUILIBRIUM, NODES,
VORTICITY, DRIFT, AND
RELAXATION RETARDING
STATES
Nicolas G Underwood†‡
Adapted from J. Phys. A: Math. Theor. 51 055301 (2018) [2]
†Perimeter Institute for Theoretical Physics, 31 Caroline Street North,
Waterloo, Ontario, N2L 2Y5, Canada
‡Kinard Laboratory, Clemson University, Clemson, 29634, SC, United
States of America
Abstract
Consideration is given to the behaviour of de Broglie trajectories that are
separated from the bulk of the Born distribution with a view to describ-
ing the quantum relaxation properties of more ‘extreme’ forms of quan-
tum nonequilibrium. For the 2-dimensional isotropic harmonic oscillator,
through the construction of what is termed the ‘drift field’, a description is
given of a general mechanism that causes the relaxation of ‘extreme’ quan-
tum nonequilibrium. Quantum states are found which do not feature this
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mechanism, so that relaxation may be severely delayed or possibly may not
take place at all. A method by which these states may be identified, clas-
sified and calculated is given in terms of the properties of the nodes of the
state. Properties of the nodes that enable this classification are described
for the first time.
3.1 Introduction
De Broglie-Bohm theory [65, 41, 42, 59] is the archetypal member of a
class [68, 157, 158] of interpretations of quantum mechanics that feature
a mechanism by which quantum probabilities arise dynamically [68, 60,
50, 66, 70, 71, 69] from standard ignorance-type probabilities. This mech-
anism, called ‘quantum relaxation’, occurs spontaneously through a pro-
cess that is directly analogous to the classical relaxation (from statistical
nonequilibrium to statistical equilibrium) of a simple isolated mechanical
system as described by the second thermodynamical law. Demonstration
of the validity of quantum relaxation [66, 67, 68, 69, 70, 71] has meant
that the need to postulate agreement with quantum probabilities outright
may be dispensed with. It has also prompted the consideration of ‘quan-
tum nonequilibrium’–that is, violations of standard quantum probabilities,
which in principle could be observed experimentally1. In other words,
these theories allow for arbitrary nonequilibrium probabilities, only repro-
ducing the predictions of standard quantum theory in their state of max-
imum entropy. It has been conjectured that the Universe could have be-
gun in a state of quantum nonequilibrium [60, 50, 61, 161, 72, 3] which
has subsequently mostly degraded, or that exotic gravitational effects may
even generate nonequilibrium [79, 74, 162]. If such nonequilibrium dis-
tributions were indeed proven to exist, this would not only demonstrate
the need to re-assess the current quantum formalism, but could also gen-
erate new phenomena [61, 75, 163, 164], potentially opening up a large
field of investigation. In recent years some authors have focused their at-
tention upon the prospect of measuring such violations of quantum the-
ory. This work is becoming well developed in some areas, for instance
with regard to measurable effects upon the cosmic microwave background
[79, 80, 76, 165]. In other areas, for instance regarding nonequilibrium
signatures in the spectra of relic particles [3, 4], the literature is still in the
early stages of development.
1This conclusion is not entirely without its critics. For an alternative viewpoint see
references [159, 160]. For counterarguments to this viewpoint see references [161, 72].
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Other authors have instead focused upon the de Broglie trajectories
and what this might tell us about the process of quantum relaxation. In
this regard, some statements may be made with certainty. De Broglie
trajectories tend to be chaotic in character [146, 149, 67, 77, 154, 147],
and this is generally [146, 147, 150], but not always [69], attributed to the
nodes of the wave function. This chaos, in turn, is generally seen as the
driving factor in quantum relaxation [150, 70, 78]. Certainly, for relatively
small systems with a small superposition and relatively minor deviations
from equilibrium, relaxation takes place remarkably quickly [66, 70, 68].
The speed of the relaxation appears to scale with the complexity of the
superposition [70], whilst not occurring at all for non-degenerate energy
states. Of course, the particles accessible to common experimentation
have had a long and turbulent astrophysical past, and hence will have
had ample time to relax. Consequently, it is not unreasonable to expect a
high degree of conformance to standard quantum probabilities in everyday
experiments. This of course lends credence to the notion of quantum
nonequilibrium despite the apparent lack of experimental evidence to date.
That said, there are still many open questions regarding the generality of
quantum relaxation, and for sufficiently minimally interacting systems it
may be possible that there are some windows of opportunity for quantum
nonequilibrium to persist. The intention of this work is to address two
such questions. These may be phrased as follows.
If a system is very out-of-equilibrium, how does this affect the relax-
ation time?
To date, every study of quantum relaxation has been concerned only with
nonequilibrium distributions that begin within the bulk of the standard
quantum probability distribution (variously referred to as |ψ|2, the Born
distribution or quantum equilibrium). There is however no a priori reason
why the initial conditions shouldn’t specify a distribution that is far from
equilibrium. (We refer to nonequilibrium distributions that are appreciably
separated from the bulk of the Born distribution as ‘extreme’ quantum
nonequilibrium.) In the early development of the theory the main priority
was to prove the validity of the process of relaxation, and so it was natural
to choose initial distributions that had the possibility of relaxing quickly
enough to be computationally tractable. When considering the possibility
of quantum nonequilibrium surviving to this day however, this choice
may appear as something of a selection bias. Certainly, the chaotic nature
of the trajectories can make longer term simulations impractical, and so
it is not entirely surprising that such situations have yet to make it into
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the literature. For the system discussed here (the 2 dimensional isotropic
oscillator), state of the art calculations (for instance [71, 73]) achieve
evolution timescales of approximately 102 to 104 wave function periods
and manage this only with considerable computational expense. A new
numerical methodology described in section 3.3 (construction of the ‘drift
field’) allows this computational bottleneck to be avoided, providing the
means to describe the behaviour of systems which relax on timescales that
may be longer by many orders of magnitude.
Is it possible that for some systems, relaxation does not take place
at all?
As has already been mentioned, relaxation does not occur for non-
degenerate energy eigenstates. This is widely known and follows trivially
as a result of the velocity field vanishing for such states. It is not yet clear,
however, whether relaxation may be frozen or impeded more commonly
and for more general states2. Some authors have recently made some
inroads regarding this question. One recent study [73] found that for states
that were perturbatively close to the ground state, trajectories may be
confined to individual subregions of the state space, a seeming barrier to
total relaxation. Another found that for some sufficiently simple systems
there could remain a residual nonequilibrium that is unable to decay [71].
In this paper, a number of points are added to this discussion. Firstly, a
general mechanism is identified that causes distributions that are separated
from the bulk of the Born distribution to migrate into the bulk, a necessary
precursor to relaxation for such systems. Also identified are states for
which this mechanism is conspicuously absent. It is argued that for such
states, the relaxation of systems separated from the bulk of |ψ|2 will be
at least severely retarded and possibly may not take place at all. It is
shown that quantum states may be cleanly categorised according to the
vorticity of their velocity field and that this vorticity may be calculated
from the state parameters. With supporting numerical evidence, it is
conjectured that states belonging to one of these categories always feature
the relaxation mechanism, and also that for states belonging to another of
2Of course, since de Broglie-Bohm is time-reversible it is always possible to contrive
initial conditions such that distributions appear to fall out of equilibrium. (A so-called
‘conspiracy’ of initial conditions leading to ‘unlikely’ entropy-decreasing behaviour [60].)
Indeed, since the cause of quantum relaxation is in essence the same as the cause of classical
statistical relaxation (see chapter 2), this is also true in classical mechanics. The possibility
of such behaviour is excluded from the discussion for the usual reasons (see for instance
reference [117]).
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the categories the mechanism is always absent. This provides a method
by which states that feature either efficient or retarded (possibly absent)
relaxation may be calculated.
The article is structured as follows. Section 3.2 provides a description
of the quantum system under investigation and provides an explanation of
the role of nodes in quantum relaxation. A number of previously unknown
properties of nodes are described which are valid under two general as-
sumptions. These properties allow the categorisation of quantum states by
their total vorticity. In section 3.3 the ‘drift field’ is introduced, its con-
struction is outlined, and categories of drift field are described. An account
is given of the mechanism by which ‘extreme’ quantum nonequilibrium
relaxes and it is argued that states that do not feature this mechanism will
in the least exhibit severely retarded relaxation. A systematic study of 400
randomised quantum states is described which allows a link to be made be-
tween vorticity categories of section 3.2 and the categories of drift fields.
These links are then stated as formal conjectures and supported with data
from a further 6000 quantum states. Finally, in section 3.4 the main results
of the investigation are summarised and implications for the prospect of
quantum nonequilibrium surviving to this day are commented upon, with
a view to future research directions.
3.2 The system, its nodes and the vorticity theorem
In studies of quantum relaxation, the two-dimensional isotropic harmonic
oscillator is often chosen as the subject of investigation. This is partly as it
may be shown to be mathematically equivalent to a single uncoupled mode
of a real scalar field [74, 75, 71, 76, 3, 73], granting it physical significance
in studies concerning cosmological inflation scenarios or relaxation in high
energy phenomena (relevant to potential avenues for experimental discov-
ery of quantum nonequilibrium). From a more practical perspective, two-
dimensional systems also lend themselves well to plotting, allowing a more
illustrative description to be made. There is yet to be a systematic study
of relaxation in many dimensions, and such a study would certainly add to
our current understanding of quantum relaxation. That said, one primary
intention of this work is to introduce a method which is tailored to pro-
vide an effective description of more ‘extreme’ forms of nonequilibrium,
and for this purpose it is useful to have other works with which to draw
comparison. For these reasons, the two-dimensional isotropic harmonic
oscillator is the subject of this investigation. It has been useful to depart
from convention, however, by working primarily with an ‘angular’ basis
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of states that is built, not from the energy states of two one-dimensional
oscillators (what will be referred to as a Cartesian basis), but from states
that are simultaneous eigenstates of total energy and angular momentum.
This is for a number of reasons. Principally, many of the results described
in this section have been found as a result of using this basis. Also, as de-
scribed in section 3.3, the long-term drift of trajectories decomposes well
into radial and angular components, the size of which may differ by orders
of magnitude. The angular basis is naturally described in terms of polar
coordinates, and so its use helps to reduce numerical errors. Finally, the
angular basis is arguably more natural as it takes advantage of the sym-
metry of the system. There are many sets of Cartesian bases but only one
angular basis. Adoption of a Cartesian basis has lead to the study of states
that could be considered ‘unusual’ or ‘finely-tuned’. For instance, in [71]
the authors used the notationM = 4 andM = 25 to denote the ‘first 4’ and
the ‘first 25’ energy states. By M = 4 it was meant that the state had ψ00,
ψ10, ψ01 and ψ11 components (using the notation below). It is the case,
however, that ψ11 has the same energy as ψ20 and ψ02. Furthermore, it
may easily be shown that under rotations energy states mix amongst other
states of equal energy. A rotation of such a state would therefore supple-
ment the superposition with ψ20 and ψ02 parts, turning what was referred
to as M = 4 into a superposition of 6 states. Similarly, rotated axes trans-
form what was referred to as M = 25 into the lowest 45 energy states. It is
debatable whether states that have been selected in this manner should or
should not be considered finely-tuned. In the course of the present study,
however, it was found that such states exhibit quite unusual, indeed patho-
logical behaviour. It is the intention here to keep the discussion general
and hence to avoid discussion of such states, which will be the subject of
another paper. In order to exclude such ‘fine-tuning’, the following crite-
rion is held throughout this work. If any state may be considered to have
been selected using criteria that restricts the Hilbert space in such a manner
that the resulting subspace is measure-zero, then this shall be considered
fine-tuning and worthy to be disregarded from discussion. For example,
superpositions with components that are exactly the same magnitude or
that differ in phase by exactly pi/2 are considered to be finely-tuned. Of
course, a state in a Hilbert space that is completely unrestricted in this man-
ner would require an infinite number of parameters to specify and make the
problem intractable. Hence, it is necessary to make one exception to the
rule. This exception is chosen to be an upper limit to the allowable energy
in a superposition that, following the notation of [71] will be specified by
the symbol M . With the stated considerations, however, M should be un-
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derstood to take only the values 1, 3, 6, 10, 15 etc. Note that M may be
unambiguously referred to in this manner as for instance, accounting for
degeneracy, a combination of the first 15 energy states remains a combi-
nation of the first 15 energy states regardless of the basis used (Cartesian,
rotated Cartesian, or angular).
It is useful to develop the Cartesian description in parallel with the
angular description. The subject of investigation is an isotropic two-
dimensional harmonic oscillator of massm and frequency ω. The standard
Cartesian coordinates (qx, qy), radial coordinate r, and time t, are replaced
with dimensionless counterparts (Qx, Qy), η, and T respectively. These
are related by
Qx =
√
mω
~
qx, Qy =
√
mω
~
qy, η =
√
mω
~
r, T = ωt. (3.1)
The symbol ϕ is used to denote the anticlockwise angle from the Qx axis.
The partial derivative with respect to dimensionless time T is denoted by
the placement of hollow dot ◦ above the subject of the derivative. In these
coordinates the Schro¨dinger equation for the oscillator is
1
2
(
∂2Qx + ∂
2
Qy +Q
2
x +Q
2
y
)
ψ = i
◦
ψ, (3.2)
1
2
(
∂2η + η
−1∂η + η−2∂2ϕ + η
2
)
ψ = i
◦
ψ. (3.3)
From these equations, continuity equations
0 =
◦
|ψ|2 + ∂Qx
[|ψ|2Im(∂Qxψ/ψ)]+ ∂Qy [|ψ|2Im(∂Qyψ/ψ)] , (3.4)
0 =
◦
|ψ|2 + η−1 [∂η (η|ψ|2Im(∂ηψ/ψ))+ ∂ϕ (|ψ|2η−1Im(∂ϕψ/ψ))] ,
(3.5)
may be found in the usual manner, from which follow the de Broglie guid-
ance equations
◦
Qx = Im(∂Qxψ/ψ),
◦
Qy = Im(∂Qyψ/ψ), (3.6)
◦
η = Im(∂ηψ/ψ),
◦
ϕ = η−2Im(∂ϕψ/ψ). (3.7)
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The expansion in terms of Cartesian basis states ψnxny is expressed
ψ =
∑
nnny
Dnxnye
−i(nx+ny)Tψnxny(Qx, Qy), (3.8)
where the basis states are
ψnxny =
1√
nx!ny!
(
a†x
)nx (
a†y
)ny
ψ00 =
Hnx(Qx)Hny(Qy)√
2nx2nynx!ny!
ψ00,
(3.9)
ψ00 is the ground state, and a
†
x and a
†
y denote the raising operators in their
respective Qx and Qy directions. It will sometimes also be useful to ex-
press the complex coefficients Dnxny in terms of the real dnxny and θnxny
which are related as Dnxny = dnxny exp(iθnxny).
The angular basis is composed of simultaneous eigenstates of the to-
tal energy and angular momentum3. The basis states χndng may be con-
structed in an analogous manner to equation (3.9), as
χndng =
1√
nd!ng!
(a†d)
nd(a†g)
ngχ00 = e
i(nd−ng)ϕfndng(η)χ00, (3.10)
where a†d and a
†
g are right and left raising operators related to the usual
Cartesian raising operators by
a†d =
1√
2
(
a†x + ia
†
y
)
, a†g =
1√
2
(
a†x − ia†y
)
. (3.11)
The fndng(η) are polynomials of order ng + nd in radial coordinate η, the
first 15 of which are
f00 = 1, f10 = f01 = η, f20 = f02 =
1√
2
η2, f11 = η
2 − 1,
f30 = f03 =
1√
6
η3, f21 = f12 =
1√
2
(
η3 − 2η) , (3.12)
f40 = f04 =
1√
24
η4, f31 = f13 =
1√
6
(
η4 − 3η2) , f22 1√4 (η4 − 4η2 + 2) .
The energy eigenvalue of state χndng is proportional to nd + ng and its
angular momentum eigenvalue is proportional to nd−ng. The state expan-
3Much of the notation adopted follows the conventions of [166]. In particular, it may
be useful to note that the subscripts of symbols nd and ng derive from the French for right
and left.
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sion in the angular basis states is denoted
ψ =
∑
ndng
Cndnge
−i(nd+ng)Tχndng , (3.13)
and it is occasionally useful to express the complex coefficients in the polar
form Cndng = cndng exp(iφndng). Components for up to M = 15 states
may be translated between bases using
D00 = C00, D10 =
√
1/2C10 +
√
1/2C01, D01 = i
√
1/2C10 − i
√
1/2C01,
D20 =
√
1/4C20 +
√
2/4C11 +
√
1/4C02, D11 = i
√
1/2C20 − i
√
1/2C02,
D02 = −
√
1/4C20 +
√
2/4C11 −
√
1/4C02,
D30 =
√
2/16C30 +
√
6/16C21 +
√
6/16C12 +
√
2/16C03,
D21 = i
√
6/16C30 + i
√
2/16C21 − i
√
2/16C12 − i
√
6/16C03,
D12 = −
√
6/16C30 +
√
2/16C21 +
√
2/16C12 −
√
6/16C03, (3.14)
D30 = −i
√
2/16C30 + i
√
6/16C21 − i
√
6/16C12 + i
√
2/16C03,
D40 =
√
1/16C40 +
√
4/16C31 +
√
6/16C22 +
√
4/16C40 +
√
1/16C04,
D31 = i
√
4/16C40 + i
√
4/16C31 − i
√
4/16C13 − i
√
4/16C04,
D22 = −
√
6/16C40 +
√
4/16C22 −
√
6/16C04,
D13 = −i
√
4/16C40 + i
√
4/16C31 − i
√
4/16C13 + i
√
4/16C04,
D40 =
√
1/16C40 −
√
4/16C31 +
√
6/16C22 −
√
4/16C40 +
√
1/16C04.
The nodes of the wave function are often cited as the primary source
of chaos in de Broglie trajectories [146, 147, 77, 78]. This chaos is in
turn thought to be one the primary driving factors in quantum relaxation
[150, 70, 78]. As is described in the next section, the nodes (which are
mostly to be found amongst the bulk of the Born distribution) also play
an important role in the long-term relaxation of systems that may be far
away and exhibit very regular behaviour. Indeed, global properties of the
‘drift field’ described in section 3.3 may be inferred from the properties
of the nodes. It is therefore useful to know some of these properties. For
the sake of clarity, these properties are listed, giving a short justification
of each. For the sake of brevity and simplicity the system is taken to be
the two-dimensional isotropic oscillator with the dual assumptions of no
fine-tuning and limited energy expressed earlier, although most if not all
of these properties may be easily generalised. (Properties (i) through (vi)
are widely known or have been previously noted and are included to aid
the reader. To our knowledge, properties (vii) through (xii) are new.)
99
(i) Nodes are points. This follows trivially as ψ = 0 places two
real conditions on the two-dimensional space.
(ii) The velocity field has zero vorticity away from nodes. By writing
the wave function in the complex exponential form ψ = |ψ| exp(iS),
guidance equations (3.6) may be seen to define a velocity field,
v = (
◦
Qx,
◦
Qy) = ∇S, that is the (two-dimensional) gradient of complex
phase S. Consequently the vorticity (as the curl of the velocity ∇ × v)
must vanish everywhere except on nodes, where S is ill-defined.
(iii) The vorticity of nodes is ‘quantised’. This observation was origi-
nally made by Dirac [167] and is well known to the field [59]. It is also
well known in other fields like chemical physics [168, 169, 170]. By
Stokes’ theorem, the line integral of the velocity field around a closed
curve ∂Σ, that defines the boundary of some region Σ which does not
contain a node, must vanish;
∮
∂Σ v.dl =
∫
Σ∇× vdΣ = 0. If on the other
hand, the region Σ is chosen such that it contains a node, this need not
be the case. The single-valuedness of ψ, however, assures that along any
closed path, the phase S can only change by some integer number of 2pi
from its initial value, i.e.∮
∂Σ
v.dl =
∮
∂Σ
dS = 2pin, (3.15)
for integer n. In this manner, it is said that the vorticity is ‘quantised’. Note
that ∇ × v is actually ill-defined on the node and that the vorticity V of a
node should instead be understood to refer to
∮
∂Σ v.dl as evaluated around
a closed path enclosing only the node in question.
(iv) Nodes generate chaos. It is possible to go into much detail on this
point. For the intricacies regarding this process, articles [77, 78] and ref-
erences therein are recommended. It is possible, however, to illustrate this
point in the following simple way. By taking the region Σ in equation
(3.15) to be a ball Br of radius r , centred on some node, it may be con-
cluded that the component of the velocity field v around the node varies in
proportion to 1/r . In other words, a trajectory that approaches close to
a node will tend to circle the node with a speed that is strongly dependent
upon how close the trajectory manages to get. Two trajectories that are
initially near to each other and come close to a node may only differ by a
small amount in their approach, but due to the 1/r dependence, this small
difference may cause a significant difference in how the trajectories circle
the node. The trajectories will likely be scattered in completely different
directions. This ‘butterfly effect’ may lead to highly erratic trajectories and
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is commonly thought to be one of the primary causes of chaos in de Broglie
trajectories.
(v) Nodes pair create/annihilate. This is explained for the three dimen-
sional case in [171]. For our purposes, the condition of a node (ψ = 0) may
be regarded as two separate real conditions upon the 2-dimensional space.
Each of these conditions defines a (plane algebraic) curve that evolves with
time with nodes appearing where the curves intersect. Two curves that are
not initially intersecting may begin to do so, creating a node. In an open
system however, this must take place either at infinity (as for instance must
be the case for two straight lines), or if the curves begin to intersect at a
finite coordinate, they must necessarily intersect twice. This creates the
appearance of the pair-creation of nodes. Similarly, two curves may cease
to intersect, creating the appearance of annihilation. (Consider for instance
an ellipse whose path crosses a static straight line. Upon initial contact,
two nodes are created. These then annihilate when the ellipse completes
its passage through the line.)
(vi) Vorticity is locally conserved. This was noted by [150] although to
our knowledge there is yet to be an explanation of why this is the case. By
local conservation it is meant that pair creation and annihilation of nodes
may only take place between two nodes of opposite vorticity. Consider for
instance the line integral
∮
∂Σ v.dl =
∮
∂Σ dS around a region Σ the instant
before a pair of nodes is created. It is expected that S is smooth in both
space and time everywhere but on the node, and hence immediately after
the pair creation there cannot be a jump to one of the quantised values of
2pin allowed by equation (3.15). Hence, it must be the case that the nodes
created are equal and opposite in their vorticity. It follows that a local con-
servation law must hold, but as nodes may appear from or disappear to
infinity in a finite time, this does not guarantee global conservation.
(vii) Nodes have±2pi vorticity. This stronger condition than property (iii)
may be arrived at with the no fine-tuning assumption. Suppose there exists
a node in ψ at coordinateQx0 , Qy0 . Since ψ is analytic (in the real analysis
sense), at any moment in time and in some small region around the node,
it may be Taylor expanded
ψ(Qx, Qy) =ax(Qx −Qx0) + ay(Qy −Qy0) (3.16)
+O [(Qx −Qx0)2, (Qy −Qy0)2]
=ax cos θ + ay sin θ +O(2), (3.17)
where ax and ay are complex constants that depend upon the state param-
eters, the coordinate of the node and the time. Vanishing ax or ay would
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either be instantaneous or require fine tuning of the state parameters. It
is assumed therefore that ax and ay are non-zero. The  and θ are polar
coordinates centred upon the node. The vorticity of the node is calcu-
lated by integrating the change in phase around the edge of a small ball
B(Qx0 , Qy0) centred on the node,
V =
∮
∂B(Qx0 ,Qy0 )
dS =
∮
∂B(Qx0 ,Qy0 )
Im∂θ log(ax cos θ + ay sin θ)dθ.
(3.18)
The radius of the ball  is taken to be small enough firstly to ignore O(2)
terms, but also to exclude other nodes from the interior of the ball. The
factor  then drops out of (3.18) once the imaginary part is taken. By
making the substitution z = ax cos θ+ay sin θ the vorticity may be written
V = Im
∮
γ(θ)
dz
z
= ±2pi, (3.19)
where the final equality is found as the contour γ(θ) = ax cos θ + ay sin θ
winds around z = 0 once. The sign of the vorticity is determined by
whether the path γ is clockwise or anticlockwise, which may be found to
be equal to the sign of sin(Arg(ax) − Arg(ay)). Note that states which
are finely-tuned in the manner described may not satisfy this property. For
instance, the exact angular momentum state χ3 0 has a pole of vorticity 6pi
at the origin.
(viii) Vorticity is globally conserved. The total vorticity of a state may be
written
Vtot = lim
η→∞
∮
∂Bη(0)
dS = lim
η→∞
∫ 2pi
0
∂S
∂ϕ
dϕ = lim
η→∞ Im
∫ 2pi
0
∂ϕψ
ψ
dϕ.
(3.20)
By substituting (3.10) into (3.13), an arbitrary state may be written
ψ =
∑
ndng
Cndng exp [−i(nd + ng)T + i(nd − ng)ϕ] fndng(η)χ00(η),
(3.21)
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and hence the integrand in (3.20) becomes
∂ϕψ
ψ =
∑
ndng
i(nd−ng)Cndng exp[−i(nd+ng)T+i(nd−ng)ϕ]fndng (η)∑
ndng
Cndng exp[−i(nd+ng)T+i(nd−ng)ϕ]fndng (η)
.
(3.22)
The polynomials fndng(η) are of order nd+ng and so in the limit η →∞,
only the highest order terms in the numerator and denominator expan-
sions will contribute. Since these terms have identical time-phase factors
exp[−i(nd+ng)T ], these cancel leaving the integrand, and hence the total
vorticity, time independent.
(ix) States of total vorticity Vtot have a minimum of Vtot/2pi nodes. This
follows from properties (vii) and (viii). Of course, pair creation allows
there to be more than this number.
(x) The ‘vorticity theorem’ provides a simple method by which the to-
tal vorticity of a state may be calculated. The vorticity theorem may be
stated as follows.
Let ψ be a state of the 2-dimensional isotropic oscillator with an expansion
(3.13) that is bounded in energy by nd +ng = m. Let f(z) be the complex
Laurent polynomial,
f(z) =
m∑
nd=0
Cnd (m−nd)√
nd!(m− nd)!
z2nd−m, (3.23)
formed from the coefficients corresponding to the states of highest energy
in the expansion. If no zeros or poles of f(z) lie on the complex unit circle
∂B1(0), then the total vorticity Vtot of the state ψ is
Vtot = 2pi [# of zeros of f(z) in B1(0)−# of poles of f(z) in B1(0)] ,
(3.24)
the difference between the number of zeros and poles of f(z) in the unit disk
B1(0) multiplied by 2pi, where it is understood that the counting should be
according to multiplicity.
This may be proven by inserting (3.22) into (3.20), assuming the energy
upper bound nd +ng = m, and taking the limit limη→∞. This results with
the expression
Vtot = Im
∫ 2pi
0
∑m
nd=0
i(2nd−m)Cnd(m−nd)[nd!(m−nd)!]
− 12 exp[i(2nd−m)ϕ]∑m
nd=0
Cnd(m−nd)[nd!(m−nd)!]
− 12 exp[i(2nd−m)ϕ]
dϕ,
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where the factors of [nd!(m − nd)!]− 12 come from the leading factors of
fndng(η) (see equation (3.12)). By writing z = e
iϕ, this may be expressed
as a complex contour integral around the unit circle ∂B1(0),
Vtot =
∮
∂B1(0)
∑m
nd=0
i(2nd−m)Cnd(m−nd)[nd!(m−nd)!]
− 12 z2nd−m∑m
nd=0
Cnd(m−nd)[nd!(m−nd)!]
− 12 z2nd−m
(−iz−1)dz
(3.25)
= Im
∮
∂B1(0)
f ′(z)
f(z)
dz, (3.26)
where f(z) is defined as in (3.23). The Argument Principle of complex
analysis (see for instance p.119 of [172]) may then be used to arrive at the
final result (3.24).
(xi) A state that is bounded in energy by nd + ng = m may only take
the following m+ 1 possible total vorticities,
Vtot = −2pim, −2pim+ 4pi, . . . , 2pim− 4pi, 2pim. (3.27)
This follows from taking a factor of z−m out of (3.23). The z−m con-
tributes an mth order pole at the origin and the remaining polynomial has
the property that if z is a zero then so also is −z prompting a rephrasing of
the vorticity theorem as follows.
Let ψ be a state of the 2-dimensional isotropic oscillator with an expansion
(3.13) that has an upper limit in energy, nd + ng = m. Let g(z) be the
complex polynomial,
g(z) =
m∑
nd=0
Cnd (m−nd)√
nd!(m− nd)!
znd . (3.28)
formed from the coefficients corresponding to the states of highest energy
in the expansion. If there are no zeros on the unit circle ∂B1(0), the total
vorticity Vtot of the state ψ is
Vtot = 2pi [2×# of zeros of g(z) in B1(0)−m] , (3.29)
where again it is understood that the counting should be according to mul-
tiplicity.
Anmth order complex polynomial hasm roots, each of which may or may
not be inside the unit ball. Accounting for every possible case, it may be
concluded that a state of maximum energy m may have the m+ 1 possible
total vorticities expressed in equation (3.27).
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(xii) A state that is bounded in energy by nd+ng = m has a maximum
of m2 nodes. Since ψ00 is everywhere non-zero, the condition of a node
may be written∑
nnny
Dnxnye
−i(nx+ny)T Hnx(Qx)Hny(Qy)√
2nx2nynx!ny!
= 0, (3.30)
the real and imaginary parts of which define plane algebraic curves of de-
gree m. Be´zout’s theorem (originally to be found in Newton’s Principia)
states that the maximum number of times two such curves may intersect is
given by the product of their degrees, in this case m2.
3.3 The drift field and its structure
The chaos generated in trajectories close to the nodes should be understood
to be in contrast to the regular behaviour of trajectories that are far from
the nodes [77, 78]. Substitution of state (3.13) and bases (3.10) into (3.7)
gives the guidance equations
◦
η = Im
{∑
ndng
Cndng exp [−i(nd + ng)T + i(nd − ng)ϕ] ∂ηfndng∑
ndng
Cndng exp [−i(nd + ng)T + i(nd − ng)ϕ] fndng
}
,
(3.31)
◦
ϕ = 1
η2
Im
{∑
ndng
i(nd−ng)Cndng exp[−i(nd+ng)T+i(nd−ng)ϕ]fndng∑
ndng
Cndng exp[−i(nd+ng)T+i(nd−ng)ϕ]fndng
}
.
(3.32)
Accordingly, for large η the physical velocity will scale as ∼ η−1 and will
vary as ∼ η−2. Away from the bulk of the Born distribution and away
from the nodes, one therefore generally expects to find a small and smooth
velocity field. This smoothness may be exploited as follows.
1. For a grid of initial positions, evolve trajectories with high precision
through a single wave function period using a standard numerical
method. (For this investigation a 5th order Runge-Kutta algorithm
with Cash-Karp parameters was used.)
2. Record the final displacement vector from the original position for
each grid point.
3. Plot the grid of displacement vectors as a vector field. This is done
in figures 3.1, 3.2 and 3.3. In these figures it was found to be useful
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to separate the angular and radial components of the field. This helps
to distinguish the radial component from the generally large angular
component.
The resulting ‘drift field’ may be regarded as a time-independent velocity
field of sorts, and used to track long-term evolution without the need for
large computational resources as would usually be the case. Of course, the
drift field is merely intended to be indicative of long-term, slow drift and
will certainly not be a good approximation in regions near to nodes where
the motion is chaotic or otherwise quickly varying. Nevertheless one might
suspect that, in regions where the field varies slowly with respect to the grid
size upon which it is calculated, the drift field may capture the long-term
evolution of the system well. The drift field has in practice proven very
useful in classifying the global properties of long term evolution.
As the production of such plots is relatively computationally in-
expensive, it is possible to compute many such plots in a reasonable
time. To study the typical behaviour of systems far out from the bulk
of |ψ|2 therefore, 400 drift field plots were calculated with 100 plots
each for M = 3, 6, 10 and 15 states. For the sake of comparison,
superposed upon these plots were the numerically calculated trajectories
of the corresponding nodes. The state parameters were randomised as
follows. Random numbers in the range [0, 1] were assigned to all the
Cndng present in the state. These were then normalised with the factor
(
∑
ndng
C2ndng)
−1/2, before assigning a random complex phase. In all
cases, the radial component of the drift field was notably smaller than the
angular component, and in practice this can make the radial behaviour
difficult to read from the plot. It was therefore useful to plot the radial
component of the drift separately to the angular component. It was found
that the angular and radial components of the drift fields displayed distinct
global structures that could be readily categorized and which mirrored
properties of the nodes of the state concerned.
Drift field structure and types
In all the drift fields plotted, the drift was predominantly angular with only
a small radial component. The structure of this dominant angular drift may
be used to divide the drift fields into types 0, 1 and 2. Type-0 fields display
flows that are entirely clockwise or entirely anti-clockwise. An example
of a type-0 field is shown in figure 3.1. Type-1 fields, as shown in figure
3.2, feature one central attractive axis and one central repulsive axis which
may or may not be perpendicular. Naturally, the prevailing flow is away
from the repulsive axis and towards the attractive axis. Finally, type-2
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fields are similar to type-1 except with additional axes. Specifically, type-2
fields feature two attractive axes and two repulsive axes. An example of a
type-2 field is shown in figure 3.3. Considering the relative likelihood of
each type of drift field for each of the states studied, it is likely that further
types may appear for superpositions with components with larger cut-off
energies (m values) than studied here.
In contrast to the angular drift, the radial component of the drift
field appears always to be (equally) divided into regions that are radially
inwards and regions that are radially outwards. No state tested featured a
radial field that was entirely radially inwards or entirely radially outwards.
The simplest way in which the space may be divided is by a single dividing
axis through the origin as shown in figure 3.1. In this case it is evident
that there is as much of the space with outwards drift as there is with
inwards drift. Often it is the case that two or more of these axes divide
the space (see figures 3.2 and 3.3), so that the space is apportioned into
wedges that alternate between flow that is radially inwards and flow that is
radially outwards. In the case of two such axes (as for instance is shown
in figure 3.2), it appears that these axes are always perpendicular, so that
again half of the space exhibits inwards flow and the other half outwards
flow. More complicated, bulb-like structures may sometimes be seen in
the radial drift, especially in larger superpositions. To the eye however, it
always appears the case that the space is equally divided into inwards and
outwards regions, although a mathematical proof of whether this is indeed
the case remains to be seen.
Mechanism for the relaxation of extreme quantum nonequilib-
rium
Any nonequilibrium distribution that is initially located away from the
central region (where the Born distribution is located) cannot be consid-
ered relaxed until the vast majority of systems have at least relocated into
the central region. As discussed in the introduction, it is expected that
once this happens relaxation will proceed efficiently. It therefore becomes
relevant to consider the time it takes an individual trajectory to migrate into
the central region (or indeed whether this migration takes place at all). To
this end, type-1 and type-2 drift fields have a clear, identifiable mechanism
by which this migration takes place. Type-0 drift fields do not feature
this mechanism. In every type-1 and type-2 field calculated, the angularly
repulsive axes appear to coincide with portions of the field with inwards
radial drift whilst the angularly attractive axes coincide with regions that
are radially inwards. This structure is clearly displayed in figures 3.2 and
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Figure 3.1: The angular and the radial components of a type-0 ‘drift field’.
The drift field is calculated by computing the displacement of a grid of
individual trajectories after one period of the quantum state. Every in-
dividual coloured square depicted in the plots represents a data point on
the 100 × 100 grid used. Such a drift field may be regarded as a time-
independent velocity field of sorts, and may be used to track the long-term
evolution of systems in regions where the velocity field has slow spatial
variation. In this respect drift fields may be a useful tool for tracking the
evolution of systems that are far from the bulk of the Born distribution
(which may be considered to occupy a region in the centre of these plots
with an approximate radius of 4). The arrows should be understood only
to represent drift direction (the length of the arrows is meaningless). In-
stead, the wide variety in drift magnitude is represented by colour. The
small elliptical orbit of the single node is indicated in navy blue. This is
a type-0 drift field. In such fields, the predominant angular component is
monotonic and the smaller radial component appears to produce equal in-
wards and outwards flow. A trajectory in such a drift field will circle the
Born distribution with a mildly oscillating radius. In contrast to the type-1
and type-2 drift fields shown in figures 3.2 and 3.3, such type-0 fields do
not display a clear mechanism for a trajectory to approach the central re-
gion, a necessary precursor to quantum relaxation. Instead it could be the
case that the trajectory does not approach the centre at all. If it eventually
does reach the centre, it will certainly be significantly retarded with respect
to type-1 and type-2 drift fields (examples in figures 3.2 and 3.3). Hence,
for states with type-0 drift fields, quantum relaxation of extreme quantum
nonequilibrium may be frozen or in the least severely impeded.
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Figure 3.2: An example of the angular and radial components of a type-
1 drift field with the nodal paths indicated in navy blue. In type-1 drift
fields the dominant angular flow features two axes that may or may not
be perpendicular. One of these axes is repulsive and the other attractive.
The radial component of the field may be variously divided into sections
(slices) that are inwards towards the bulk of the Born distribution and out-
wards away from it. It always appears to be the case, however, that the
axes that are angularly repulsive reside within the sections that are radi-
ally outwards, whilst the axes that are angularly attractive reside within the
sections that are radially inwards. Such a structure provides a clear mech-
anism for the drift of systems into the bulk of the Born distribution. Firstly
the predominant angular drift will draw any system towards the attractive
axis, which for this quantum state runs from top-left to bottom-right. The
system will become trapped on this axis, allowing the inwards radial drift
to draw it into the central region. In this sense, type-1 drift fields possess a
mechanism which enables relaxation even for distributions that are highly
separated from quantum equilibrium.
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Figure 3.3: An example
of the angular and radial
components of a type-2
drift field with the nodal
paths indicated in navy
blue. Such a field has a
similar structure to a type-
1 field except with two
axes that are angularly at-
tractive and two that are
angularly repulsive. In
the states studied, it is al-
ways the case that angu-
larly repulsive axes align
with regions with radi-
ally outwards drift, whilst
angularly attractive axes
align with regions with
drift that is radially in-
wards. This provides
a clear mechanism by
which trajectories may be
drawn into the central re-
gion (the Born distribu-
tion) regardless of where
they are to be found ini-
tially. As such, for states
with a type-2 drift field it
is expected that even ex-
treme forms of quantum
nonequilibrium will relax
efficiently.
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3.3. In this regard, any system that is initially separated from the bulk of
the Born distribution will be swept by the dominant angular drift towards
one of the angularly attractive axes. As these axes always coincide with a
region of inwards radial drift, the trajectory will then be dragged into the
central region where the bulk of the Born distribution is found.
In contrast to this, type-0 drift fields produce trajectories that perpetu-
ally orbit around the central region. As a trajectory does so it will sample
both regions (wedges) with inwards drift and regions with outwards drift.
As these appear (at least to the eye) equal in size it is tempting to con-
clude that, for such trajectories, outwards drift will balance inwards drift.
If this were the case then trajectories would not be drawn into the cen-
tral region and relaxation would not take place. Certainly it is the case
that there is a balancing effect between inwards and outwards flow and
so for type-0 fields relaxation from outside the central region will be at
least significantly retarded if not stopped altogether. Whether or not there
exists some delicate imbalance between inwards and outwards flow that
eventually produces relaxation remains to be seen. An answer to this ques-
tion could have important implications for studies considering conjectured
quantum nonequilibrium in the early Universe, and so this is clearly a di-
rection for further work.
Although a detailed study is left for future work, the effect of the
relaxation mechanism (the resulting radial transport of trajectories) is
illustrated in figure 3.4. To produce this figure, 1000 trajectories were
chosen randomly in the radial interval 10 < η < 20, and numerically
evolved for 1000 wave function periods with a standard Runge-Kutta
algorithm. In the first frame of the figure, the wave function parameters
that produced the type-0 drift field displayed in figure 3.1 were used. In
the second frame the wave function parameters that produced the type-1
drift field of figure 3.2 were used. In accordance with our statements
regarding the mechanism, the type-1 drift field causes a clear inward drift
of the trajectories. An ‘extreme’ quantum nonequilibrium ensemble (that
is concentrated away from the central region) will therefore be transported
towards the Born distribution where, as discussed, it is presumed to relax
efficiently. In contrast, the type-0 drift field produces no such radial drift
and, after 1000 wave function periods, the trajectories still appear close to
their original radial coordinate η.
Specific properties of states studied
M=3
An M = 3 state has only χ00, χ10 and χ01 components. (Or equivalently
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Figure 3.4: A comparison of radial displacement of trajectories after 1000
periods produced by the type-0 and type-1 drift fields shown in figures
3.1 and 3.2. The type-1 drift field causes a clear net drift inwards that
appears to be absent in the type-0 field. Under the influence of a type-1
drift field, an ‘extreme’ nonequilibrium distribution (that is concentrated
away from the central region–small η) will be transported to the bulk of
the Born distribution where it is presumed that it will relax efficiently to
quantum nonequilibrium. In contrast, the balancing effect on radial drift
for type-0 fields (discussed in figure 3.1) results in no such clear radial
displacement. These frames were produced by placing 1000 trajectories
randomly in the interval 10 < η < 20 and numerically evolving for 1000
wave function periods with a standard Runge-Kutta algorithm.
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ψ00, ψ10 and ψ01 components.) Since the cut-off energy is m = 1, by
property (xi) the total vorticity of the state may only be Vtot = ±2pi.
Hence, there must always exist a single node with V = Vtot. Property
(xii) ensures there is a maximum of one node and so no pair creation
can take place. (The two plane algebraic curves mentioned at the end of
section 3.2 are in this case straight lines and so intersect only once.) The
sign of the vorticity may be determined with the vorticity theorem. The
relevant Laurent polynomial C01/z + C10z has a simple pole at z = 0
and two simple zeros at z = ±√−C01/C10. Hence, if |C10| > |C01|
the vorticity is positive, else it is negative. Clearly the two possibilities
appear with equal probability when wave function parameters are chosen
at random. For the 100 states generated, the drift field was type-0 in every
case. Hence, the relaxation of extreme nonequilibrium may be retarded
for every M = 3 state. The angular flow is in the direction indicated by
Vtot. Note however that due to the way the χndng are defined, d should
be understood to refer to positive, anticlockwise vorticity rather than the
common notion of rotating to the right implied by the letter d.
For the simple M = 3 case, further properties of the node may be
found as follows. By taking the modulus square of the state (3.8), the path
of the node may be written AQ2x + BQxQy + CQ
2
y + DQx + EQy +
F = 0 (which is the general Cartesian form of a conic-section) with the
coefficients
A = d210, B = (D10D
∗
01 +D
∗
10D01), C = d
2
01, D = E = 0, F = −12d200.
(3.33)
The condition that this path is elliptical is B2 − 4AC < 0, which is the
case unless θ10 and θ01 differ by an exact integer number of pi, the limiting
case in which the ellipse becomes a straight line. That the ellipse is centred
upon the origin is implied by the vanishingD andE coefficients. The nodal
trajectory is circular if B = 0 and A = C, which is the case when θ01 and
θ10 differ by a half-integer number of pi and d10 = d01, or equivalently
D10 = ±iD01. By translating the angular basis, it may be shown that the
ellipse has a semi-minor axis of c00/(c10 + c01) and a semi-major axis of
c00/|c10 − c01|. (A circular trajectory is found if either c10 or c01 vanish.)
As the closest the node approaches the origin is c00/(c10 + c01), for a
ground state with only perturbative contributions from ψ10 and ψ01 (as
studied by [73]), the node stays far from the bulk of the Born distribution
and interesting relaxation properties are to be expected. The orientation of
the ellipse varies linearly with the difference between φ01 and φ10. The
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area of the ellipse is pic200/|c210− c201|. The nodal trajectory as a function of
time may be expressed
Qx(T ) =
1√
2
d00
d10
sin(θ01−θ00−T )
sin(θ10−θ01) , Qy(T ) =
1√
2
d00
d01
sin(θ10−θ00−T )
sin(θ01−θ10) .
(3.34)
M=6
By property (xi) the total vorticity may only be −4pi, 0 or 4pi. As an
M = 6 state is bounded in energy by m = 2, by property (xii) there is a
maximum of 4 nodes at any time. In the case of Vtot = ±4pi vorticity, there
must always exist at least 2 nodes, each with vorticity V = Vtot/2, and one
pair may create and annihilate in addition to these. All states generated
with Vtot = ±4pi produced type-0 drift fields. In the case of Vtot = 0, there
may be zero nodes, or up to two pairs of opposite vorticity nodes. (The
plane algebraic curves upon whose intersections the nodes reside are in
this case conic sections which may intersect 0, 2 or 4 times.) The Vorticity
0 states produced type-1 drift fields. If the wave function parameters are
chosen at random in the way described, the Vtot = 0 type-1 drift fields
appear approximately 66% of the time whilst the Vtot = ±4pi type 0
appear approximately 17% of the time each. (The relative frequency of
states was determined by randomly selecting state parameters for 100,000
states and calculating Vtot using the vorticity theorem (3.28).) Hence,
states that exhibit retarded relaxation are relatively less common than for
M = 3 states, appearing in 34% of cases.
M=10
By property (xi) the total vorticity may be ±2pi or ±6pi, with the former
possibility always featuring at least one node and the latter at least 3 nodes.
In both cases property (xii), allows pair creation to increase this number up
to a total of 9 nodes. The Vtot = ±6pi are relatively rare, each appearing in
approximately 3% of randomly selected cases each. All of the 6 randomly
generated states that had Vtot = ±6pi produced type-0 drift fields. States
with Vtot = ±2pi each appear in approximately 47% of cases. These may
exhibit any one of the three types of drift field. Of the 94 fields generated
by states with |Vtot| = 2pi, type-0 drift fields (with retarded relaxation)
appeared in 7 cases, whilst type-1 and type-2 fields appeared in 72 and 15
cases respectively.
M=15
By property (xi) the total vorticity may be 0, ±4pi or ±8pi. States with
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Vtot = 0 may feature no nodes, but states with Vtot = 4pi and Vtot = 8pi
must always retain at least 2 and 4 nodes respectively. For all possible
vorticities, property (xii) and pair creation allow up to a maximum of
25 nodes. As with the M = 10 superpositions, the states of maximal
total vorticity are relatively rare. For M = 15 superpositions, maximal
vorticities Vtot = ±8pi each appear in approximately 0.4% of cases,
whilst Vtot = ±4pi each appear in approximately 19% of cases. The most
commonly found vorticity is Vtot = 0, appearing in approximately 61%
of cases. The single maximal vorticity Vtot = ±8pi state that appeared in
the 100 randomly selected states produced a type-0 retarded drift field. Of
the 42 random trials that had |Vtot| = 4pi, 15 had type-0 drift fields. Of
the remaining 57 trials that were found to have Vtot = 0, not a single one
produced a type-0 drift field.
Vorticity-drift conjectures
Although proofs have not been forthcoming, we advance the following
statements as conjectures and argue their validity primarily on the basis of
lack of counterexample.
Conjecture 1 - A state with zero total vorticity cannot produce a
type-0 drift field
For sufficiently large η, the velocity field of a state with zero total
vorticity cannot be uniformly clockwise or uniformly anticlockwise. To
demonstrate this, consider that for a zero-vorticity state it is the case that∫ 2pi
0
∂S
∂ϕdϕ = 0 for sufficiently large η. Hence, the integrand ∂S/∂ϕ
(which is proportional to the angular component of the velocity field)
must change sign or be trivially zero (in the presence of fine tuning). If,
then, the drift field classifications were applied instead to velocity fields, it
would be the case that zero total vorticity fields could not produce type-0
velocity fields. To support the validity of this statement when applied to
drift fields, 1000 extra zero-vorticity states were generated for each of
the M = 6 and M = 15 categories. (Property (xi) means M = 3 and
M = 10 states cannot have zero-vorticity.) (States with maximal or zero
total vorticity may be easily calculated by randomly generating many
states and checking the vorticity with the vorticity theorem.) All 2000
cases were found to be type-1 or type-2, in support of the conjecture.
Conjecture 2 - All states of maximal vorticity produce type-0
drift fields
Consistently it was found that all states of maximal vorticity produced
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type-0 relaxation retarding states. As these states are relatively rare for
M = 10 and M = 15 categories, however, this conjecture is certainly
in need of further substantiation. To provide this, 1000 extra maximal
vorticity states were generated for each of the M = 3, 6, 10, 15 state
categories. All 4000 cases were found to be of type-0. We note that
this conjecture provides a convenient method of generating these type-0
relaxation retarding states were one to wish to study their properties. One
need simply to randomly generate state parameters and then check that
their vorticity is maximal using the vorticity theorem.
3.4 Conclusions
In this paper, consideration has been given to the behaviour of de Broglie
trajectories that are separated from the bulk of the Born distribution with
a view to describing the quantum relaxation properties of more ‘extreme’
forms of quantum nonequilibrium. The main results are as follows. A
number of new properties of nodes have been described ((vii) to (xii)
in section 3.2) that are true under the assumption of a quantum state
with bounded energy and in the absence of finely-tuned parameters. It is
hoped that these results prove useful to the community and that they may
be extended and generalised to suit problems other than that considered
here. For the 2-dimensional isotropic oscillator (which has physical signif-
icance in studies regarding quantum nonequilibrium in the early Universe
[79, 80, 76, 165, 3, 4]), these properties have been shown to have con-
sequences for the quantum relaxation of systems that are separated from
the bulk of the Born distribution (what has been referred to as ‘extreme’
quantum nonequilibrium). The relaxation properties of these systems have
been classified in terms of the structure of their ‘drift field’, a new concept
introduced here. States have been divided into 3 distinct classes. Type-1
and type-2 drift fields have been shown to feature a mechanism that gives
rise to efficient relaxation of extreme quantum nonequilibrium. Type-0
fields lack such a relaxation mechanism, appearing instead to sample the
drift field in a manner that suggests the prevention of quantum relaxation.
Even if it is not the case that relaxation is entirely blocked in such states,
it will at least be significantly retarded. Whether or not some delicate im-
balance of flow may eventually cause relaxation, and the calculation of
relaxation timescales if this is indeed the case, presents a clear avenue for
further investigation. Another subject that will be the focus of a future
paper concerns the consequences of fine-tuning and perturbations around
finely-tuned states. (In the process of this investigation, such states were
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found to produce highly unusual, pathological behaviour that was judged
to be extraneous to the intended focus.)
For the states studied, it was found that all states of maximal total vor-
ticity Vtot (according to their energy bound) produced type-0, relaxation-
retarding drift fields. It was also found that no zero-vorticity states pro-
duced exhibit type-0 drift. In section 3.3 it was formally conjectured that
these two correspondences are true for all (non-finely-tuned) states. These
conjectures are a central result of this work which, when used with the
vorticity theorem (point (x) in section 3.2), allow the generation of states
that should exhibit efficient relaxation as well as those for which relax-
ation is retarded (or possibly stopped altogether). The relative abundances
of these states given random parameters have been discussed. It is hoped
that the identification of relaxation retarding states, and the methodology
that has otherwise been formulated, may be useful to those investigating
the intriguing possibility of discovering quantum nonequilibrium.
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PREFACE TO CHAPTER 4
Experimental evidence of quantum nonequilibrium would clearly be a mo-
mentous finding for the foundations of quantum mechanics and physics in
general. The main route through which this possibility has thus far been ex-
plored is in the potential of nonequilibrium imprints on the power spectrum
of the CMB. The work done in this regard is summarized at the beginning
of chapter 4, and the most recent work to date may be found in reference
[87]. Chapter 4 introduces a second, more speculative possibility. Namely
that quantum nonequilibrium could have been preserved for some species
of relic particles.
Two main scenarios are outlined that could conceivably leave relic par-
ticles with nonequilibrium statistics today. The first is through the decay of
a nonequilibrium inflaton field. (The case for the inflaton field to have ex-
isted in nonequilibrium has been previously developed due to its potential
to leave an imprint on the CMB sky.) But the decay of a nonequilibrium in-
flaton field would also transfer nonequilibrium to its decay products. And
as these decay products are thought to constitute the majority of the mat-
ter density in the universe, it seems conceivable that nonequilibrium could
yet be stored in some subset of these particles. As discussed, practical
considerations appear to make this less likely. For instance, the particles
would have had to be created at a time after their corresponding, decou-
pling time tdec, else the interactions with other particles would be likely to
cause rapid relaxation. Moreover, in order to be subsequently detectable,
such particles would need to decay or annihilate into detectable particles.
And if the decays/annihilations produced photons, say, then in order to
avoid subsequent relaxation of the photons, this would need to take place
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after recombination. Nevertheless, simple estimates suggest that this is a
non-vanishing possibility, and an illustrative scenario involving the grav-
itino is outlined. To complement this, a second, simpler scenario is outlined
concerning relic nonequilibrium in the vacuum modes of conformally cou-
pled fields. Vacuum modes are simple enough for quantum nonequilibrium
to be conserved trivially. And particle physics processes taking place on
such a nonequilibrium background would have their statistics altered ac-
cordingly. Particles created on such a background would be expected to
pick up traces of the nonequilibrium in the vacuum. The gravitino field is
again adopted as an illustrative candidate for this second scenario.
In order to support the claims made, sections 4.3 and 4.4 describe the
results of some numerical work. Through a toy model based upon the
Jaynes-Cummings model of quantum optics, section 4.3 explicitly demon-
strates the transfer of nonequilibrium from one quantum field to another
during particle decay and creation. Section 4.4 then demonstrates how
simple quantum-mechanical measurements performed on a nonequilibrium
electromagnetic field may yield incorrect and anomalous spectra. This line
of argument is picked up and significantly elaborated in chapter 5.
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Abstract
In terms of the de Broglie-Bohm pilot-wave formulation of quantum the-
ory, we develop field-theoretical models of quantum nonequilibrium sys-
tems which could exist today as relics from the very early Universe. We
consider relic excited states generated by inflaton decay, as well as relic
vacuum modes, for particle species that decoupled close to the Planck
temperature. Simple estimates suggest that, at least in principle, quan-
tum nonequilibrium could survive to the present day for some relic sys-
tems. The main focus of this paper is to describe the behaviour of such
systems in terms of field theory, with the aim of understanding how relic
quantum nonequilibrium might manifest experimentally. We show by ex-
plicit calculation that simple perturbative couplings will transfer quantum
nonequilibrium from one field to another (for example from the inflaton
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field to its decay products). We also show that fields in a state of quantum
nonequilibrium will generate anomalous spectra for standard energy mea-
surements. Possible connections to current astrophysical observations are
briefly addressed.
4.1 Introduction
In the de Broglie-Bohm pilot-wave formulation of quantum theory [65,
12, 41, 42, 59], the Born probability rule has a dynamical origin [60, 50,
72, 66, 67, 70, 69] and ordinary quantum physics is recovered as a special
equilibrium case of a wider nonequilibrium physics [60, 61, 50, 161, 72,
163, 74, 75, 173, 79, 174, 164]. On this view, we may understand the Born
rule as arising from a relaxation process that took place in the remote past.
Quantum nonequilibrium – that is, violations of the Born rule – may have
existed in the very early Universe before relaxation took place [60, 61, 50,
161]. Such effects could leave observable traces today – in the cosmic
microwave background (CMB) [74, 75, 173, 79, 80, 76] or in relic systems
that decoupled at very early times [72, 74, 75]. The former possibility has
been developed in some detail and comparisons with data are beginning to
be made [79, 80, 76, 87]. The latter possibility is the focus of this paper.
According to our current understanding, the observed temperature
anisotropy in the CMB was ultimately seeded by quantum fluctuations
during an inflationary era [175, 176, 177, 178]. Inflationary cosmol-
ogy then provides us with an empirical window onto quantum probabil-
ities in the very early Universe. On an expanding radiation-dominated
background, relaxation in pilot-wave theory can be suppressed at long
(super-Hubble) wavelengths while proceeding efficiently at short (sub-
Hubble) wavelengths [74, 75, 79, 80, 76, 81]. Thus, in a cosmology
with a radiation-dominated pre-inflationary phase [82, 83, 84, 85, 86], one
may obtain a large-scale or long-wavelength power deficit in the CMB
[74, 75, 79, 80, 76]. For an appropriate choice of cosmological parame-
ters, the expected deficit is consistent with the deficit found in data from
the Planck satellite [88, 80, 76]. Whether the observed deficit is in fact
caused by quantum relaxation suppression during a pre-inflationary era or
by some other more conventional effect remains to be seen.
A pilot-wave or de Broglie-Bohm treatment of the early Bunch-Davies
vacuum shows that relaxation to quantum equilibrium does not take place
at all during inflation itself [74, 79]. Thus, if a residual nonequilibrium
still existed at the end of a pre-inflationary era, the inflaton field would
carry traces of that nonequilibrium forward to much later times. Similarly,
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should nonequilibrium be generated during the inflationary era by exotic
gravitational effects at the Planck scale [79], the resulting departures from
the Born rule will be preserved in the inflaton field and carried forward into
the future where they might have an observable effect.
As we shall discuss in this paper, as well as imprinting a power deficit
onto the CMB sky, a nonequilibrium inflaton field would also transfer
nonequilibrium to the particles that are created by inflaton decay. Since
such particles make up almost all of the matter present in our Universe, it
seems conceivable that today there could exist relic particles that are still
in a state of quantum nonequilibrium. We will also consider relic vac-
uum modes for other fields (apart from the inflaton) as potential carriers of
nonequilibrium at late times.
These scenarios raise a number of immediate questions. First of all,
even if nonequilibrium relics were created in the early Universe, could the
nonequilibrium survive until late times and be detected today? As we shall
see, simple estimates suggest that (at least in principle) relaxation to equi-
librium could be avoided for some relic systems. A second question that
must be addressed is the demonstration, in pilot-wave field theory, that per-
turbative interactions will in general transfer nonequilibrium from one field
to another. This will be shown for a simplified model of quantum field
theory involving just two energy levels for each field. Finally, one must
ask what kind of new phenomena might be generated by relic nonequi-
librium systems in an astrophysical or cosmological context. This opens
up a potentially large domain of investigation. General arguments have
already shown that the quantum-theoretical predictions for single-particle
polarisation probabilities (specifically Malus’ law) would be broken for
nonequilibrium systems [179]. In this paper we focus on measurements of
energy as a simplified model of high-energy processes. It will be shown
that conventional energy measurements performed on nonequilibrium sys-
tems would generate anomalous spectra. We may take this as a broad in-
dication of the kinds of anomalies that would be seen in particle-physics
processes taking place in the presence of quantum nonequilibrium.
In this paper we are not concerned with the question of practical detec-
tion of relic nonequilibrium. Rather, our intention is to make a case that
detection might be possible at least in principle, and to begin the develop-
ment of field-theoretical models of the behaviour of relic nonequilibrium
matter.
Generally speaking, even a lowest-order calculation of perturbative
processes in quantum field theory will involve all of the field modes that
are present in the system. While such calculations are in principle pos-
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sible in de Broglie-Bohm theory, in practice it would involve integrating
trajectories for an unlimited number of field modes. In this paper, we make
a beginning by confining ourselves to simplified or truncated models of
quantum field theory involving only a small number of field modes. Our
models are inspired by approximations commonly used in quantum op-
tics, where one is often interested in the dynamics of a single (quantised)
electromagnetic field mode inside a cavity. Our main aim is to justify the
assertions that underpin our scenarios. In particular, we wish to show by
explicit calculation of examples that perturbative couplings will in general
transfer nonequilibrium from one field to another, and that nonequilibrium
will affect the spectra for basic particle-physics processes involving mea-
surements of energy. We emphasise that the calculations presented in this
paper are only intended to be broadly illustrative. The development of
more realistic models is left for future work.
In Section 4.2 we summarise the background to our scenario, and in
particular the justification for why the inflaton field singles itself out as
a natural carrier of primordial quantum nonequilibrium. In Section 4.2
we argue that inflaton decay can generate particles in a state of quan-
tum nonequilibrium (induced by nonequilibrium inflaton perturbations and
also by the other nonequilibrium degrees of freedom that can exist in the
vacuum), and that such nonequilibrium could in principle survive to the
present day for those decay particles that were created at times later than
the relevant decoupling time. The gravitino provides a suggestive, or at
least illustrative, candidate. In Section 4.2 we consider a somewhat sim-
pler scenario involving relic nonequilibrium field modes for the vacuum
only. For simplicity we restrict ourselves to conformally-coupled fields,
as these will not be excited by the spatial expansion. It is argued that
super-Hubble vacuum modes that enter the Hubble radius after the decou-
pling time for the corresponding particle species will remain free of inter-
actions and could potentially carry traces of primordial nonequilibrium to
the present day (for sufficiently long comoving wavelengths). An illus-
trative example is provided by the massless gravitino. In Section 4.2 we
indicate how particle-physics processes would be affected by a nonequilib-
rium vacuum.
These preliminary considerations provide motivation for the subse-
quent detailed calculations. In Section 4.3 we give an example of the
perturbative transfer of nonequilibrium from one field to another, a pro-
cess that could play a role in inflaton decay as well as in the decay of
relic nonequilibrium particles generally. In Section 4.4 we provide a field-
theoretical model of energy measurements, and we show by detailed cal-
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culation of various examples that nonequilibrium will entail corrections to
the energy spectra generated by high-energy physics processes. Finally, in
Section V we present our conclusions. We briefly address the possible rel-
evance of our scenarios to current searches for dark matter. We also com-
ment on some practical obstacles to detecting relic nonequilibrium (even if
it exists) and we emphasise the gaps in our scenarios that need to be filled
in future work.
4.2 Relic nonequilibrium systems
In this section we first summarise the background to our scenario and in
particular the role that quantum nonequilibrium might play in the very early
Universe. We then provide some simple arguments suggesting that primor-
dial violations of the Born rule might survive until much later epochs and
perhaps even to the present day [81]. These arguments motivate the de-
tailed analysis of nonequilibrium systems provided later in the paper.
Nonequilibrium primordial perturbations
In de Broglie-Bohm pilot-wave theory [65, 12, 41, 42, 59], a system has
a configuration q(t) whose velocity q˙ ≡ dq/dt is determined by the wave
function ψ(q, t). As usual, ψ obeys the Schro¨dinger equation i∂ψ/∂t =
Hˆψ (with ~ = 1). For standard Hamiltonians q˙ is proportional to the phase
gradient Im (∂qψ/ψ). Quite generally,
dq
dt
=
j
|ψ|2 (4.1)
where j = j [ψ] = j(q, t) is the Schro¨dinger current [180]. The
configuration-space ‘pilot wave’ ψ guides the motion of an individual sys-
tem and has no intrinsic connection with probabilities. For an ensemble
with the same wave function we may consider an arbitrary distribution
ρ(q, t) of configurations q(t). By construction, ρ(q, t) will satisfy the con-
tinuity equation
∂ρ
∂t
+ ∂q · (ρq˙) = 0. (4.2)
Because |ψ|2 obeys the same equation, an initial ‘quantum equilibrium’
distribution ρ(q, ti) = |ψ(q, ti)|2 trivially evolves into a final quantum
equilibrium distribution ρ(q, t) = |ψ(q, t)|2. In equilibrium we obtain the
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Born rule and the usual empirical predictions of quantum theory [41, 42].
Whereas, for a nonequilibrium ensemble (ρ(q, t) 6= |ψ(q, t)|2), the sta-
tistical predictions will generally differ from those of quantum theory
[60, 61, 50, 161, 72, 163, 74, 75, 173, 79, 174, 164].
If they existed, nonequilibrium distributions would generate new phe-
nomena that lie outside the domain of conventional quantum theory. This
new physics would allow nonlocal signalling [61] – which is causally con-
sistent with an underlying preferred foliation of spacetime [181] – and it
would also allow ‘subquantum’ measurements that violate the uncertainty
principle and other standard quantum constraints [163, 164].
The equilibrium state ρ = |ψ|2 arises from a dynamical process of
relaxation (roughly analogous to thermal relaxation). This may be quan-
tified by an H-function H =
∫
dq ρ ln(ρ/ |ψ|2) [60, 50, 72]. Extensive
numerical simulations have shown that when ψ is a superposition of en-
ergy eigenstates there is rapid relaxation ρ → |ψ|2 (on a coarse-grained
level) [50, 72, 66, 67, 70, 69, 71], with an approximately exponential de-
cay of the coarse-grained H-function with time [66, 70, 71]. In this way,
the Born rule arises from a relaxation process that presumably took place
in the very early Universe [60, 61, 50, 161]. While ordinary laboratory sys-
tems – which have a long and violent astrophysical history – are expected to
obey the equilibrium Born rule to high accuracy, quantum nonequilibrium
in the early Universe can leave an imprint in the CMB [74, 79, 80, 76] and
perhaps even survive in relic particles that decoupled at sufficiently early
times [72, 74, 75]. The latter possibility provides the subject matter of this
paper.
Much of the physics may be illustrated by the dynamics of a massless,
minimally-coupled and real scalar field φ evolving freely on an expanding
background with line element dτ2 = dt2 − a2dx2 (where a = a(t) is the
scale factor and we take c = 1). Beginning with the classical Lagrangian
density
L = 1
2
√−ggµν∂µφ∂νφ , (4.3)
where gµν is the background metric, and working with Fourier components
φk =
√
V
(2pi)3/2
(qk1 + iqk2) – where V is a normalisation volume and qkr
(r = 1, 2) are real variables – the field Hamiltonian becomes a sum H =∑
krHkr where
Hkr =
1
2a3
pi2kr +
1
2
ak2q2kr (4.4)
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is formally the Hamiltonian of a harmonic oscillator with mass m = a3
and angular frequency ω = k/a. Straightforward quantisation then yields
the Schro¨dinger equation
i
∂Ψ
∂t
=
∑
kr
(
− 1
2a3
∂2
∂q2kr
+
1
2
ak2q2kr
)
Ψ (4.5)
for the wave functional Ψ = Ψ[qkr, t], from which one may identify the de
Broglie guidance equation
dqkr
dt
=
1
a3
Im
1
Ψ
∂Ψ
∂qkr
(4.6)
for the evolving degrees of freedom qkr [74, 75, 79]. (We have assumed a
preferred foliation of spacetime with time function t. A similar construc-
tion may be given in any globally-hyperbolic spacetime [162, 181, 81].)
An unentangled mode k has an independent dynamics with wave func-
tion ψk(qk1, qk2, t). The equations are the same as those for a nonrel-
ativistic two-dimensional harmonic oscillator with time-dependent mass
m = a3 and time-dependent angular frequency ω = k/a. Thus we may
discuss relaxation for a single field mode in terms of relaxation for such an
oscillator [74, 75]. It has been shown that the time evolution is mathemat-
ically equivalent to that of a standard oscillator (with constant mass and
constant angular frequency) but with real time t replaced by a ‘retarded
time’ tret(t) that depends on the wavenumber k [80]. Thus, in effect, cos-
mological relaxation for a single field mode may be discussed in terms of
relaxation for a standard oscillator.
Cosmological relaxation has been studied in detail for the case of a
radiation-dominated expansion, with a ∝ t1/2 [80, 76]. In the short-
wavelength or sub-Hubble limit, it is found that tret(t) → t and so we ob-
tain the time evolution of a field mode on Minkowski spacetime, with rapid
relaxation taking place for a superposition of excited states. On the other
hand, for long (super-Hubble) wavelengths it is found that tret(t) << t and
so relaxation is retarded.1 Thus, in a cosmology with a radiation-dominated
pre-inflationary era, at the onset of inflation we may reasonably expect to
find relic nonequilibrium at sufficiently large wavelengths [79, 80, 76].
No further relaxation takes place during inflation itself. This has
been shown by calculating the de Broglie-Bohm trajectories of the infla-
ton field in the Bunch-Davies vacuum [74, 79]. In terms of conformal
1Such retardation may also be described in terms of the mean displacement of the tra-
jectories [75, 81].
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time η = −1/Ha, the wave functional is simply a product Ψ[qkr, η] =∏
kr
ψkr(qkr, η) of contracting Gaussian packets and the trajectories take the
simple form qkr(η) = qkr(0)
√
1 + k2η2. The time evolution of an arbi-
trary nonequilibrium distribution ρkr(qkr, η) then amounts trivially to the
same overall contraction that occurs for the equilibrium distribution. It
follows that the width of the evolving nonequilibrium distribution remains
in a constant ratio with the width of the evolving equilibrium distribution.
Thus the ratio
ξ(k) ≡
〈|φk|2〉
〈|φk|2〉QT
(4.7)
of the nonequilibrium variance
〈|φk|2〉 to the quantum-theoretical variance〈|φk|2〉QT is preserved in time. Any relic nonequilibrium (ξ 6= 1) that
exists at the beginning of inflation is preserved during the inflationary era
and is simply transferred to larger lengthscales as physical wavelengths
λphys = aλ = a(2pi/k) grow with time.
It follows that incomplete relaxation at long wavelengths during a pre-
inflationary era can change the spectrum of perturbations during inflation
and thus affect the primordial power spectrum for the curvature perturba-
tions that seed the temperature anisotropy in the CMB. An inflaton per-
turbation φk generates a curvature perturbation Rk ∝ φk (where φk is
evaluated at a time a few e-folds after the mode exits the Hubble radius)
[175]. This in turn generates the observed angular power spectrum
Cl =
1
2pi2
∫ ∞
0
dk
k
T 2(k, l)PR(k) (4.8)
for the CMB, where T (k, l) is the transfer function and
PR(k) ≡ 4pik
3
V
〈
|Rk|2
〉
(4.9)
is the primordial power spectrum. From (4.7) we have
PR(k) = PQTR (k)ξ(k) (4.10)
where PQTR (k) is the quantum-theoretical or equilibrium power spectrum.
Thus measurements of Cl may be used to set experimental limits on ξ(k)
[79].
The function ξ(k) quantifies the degree of nonequilibrium as a function
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of k. In a model with a pre-inflationary era, extensive numerical simula-
tions show that ξ(k) is expected to take the form of an inverse-tangent –
with ξ < 1 for small k and ξ ' 1 at large k [76]. The extent to which this
prediction is supported by the data is currently under study [87].
Incomplete relaxation in the past is one means by which nonequilib-
rium could exist in the inflationary era. Another possibility is that nonequi-
librium is generated during the inflationary phase by exotic gravitational
effects at the Planck scale (ref. [79], section IVB). Trans-Planckian modes
– that is, modes that originally had sub-Planckian physical wavelengths
– may well contribute to the observable part of the inflationary spectrum
[182, 183], in which case inflation provides an empirical window onto
physics at the Planck scale [184]. It has been suggested that quantum equi-
librium might be gravitationally unstable [162, 74]. In quantum field the-
ory the existence of an equilibrium state arguably requires a background
spacetime that is globally hyperbolic, in which case nonequilibrium could
be generated by the formation and evaporation of a black hole (a proposal
that is also motivated by the controversial question of information loss)
[162, 74]. A heuristic picture of the formation and evaporation of micro-
scopic black holes then suggests that quantum nonequilibrium will be gen-
erated at the Planck length lP. Such a process could be modelled in terms
of nonequilibrium field modes. Thus, a mode that begins with a physi-
cal wavelength λphys < lP in the early inflationary era may be assumed
to be out of equilibrium upon exiting the Planckian regime (that is, when
λphys > lP) [79]. If such processes exist, the inflaton field will carry quan-
tum nonequilibrium at short wavelengths (below some comoving cutoff).
For our present purpose, the main conclusion to draw is that the inflaton
field may act as a carrier of primordial nonequilibrium – whether it is relic
nonequilibrium from incomplete relaxation during a pre-inflationary era, or
nonequilibrium that was generated by Planck-scale effects during inflation
itself. This brings us to the question: in addition to leaving a macroscopic
imprint on the CMB, could primordial nonequilibrium survive all the way
up to the present and be found in microscopic relic systems today?
Inflaton decay
Post-inflation, the density of any relic particles (nonequilibrium or other-
wise) from a pre-inflationary era will be so diluted as to be completely
undetectable today. However, one may consider relic particles that were
created at the end of inflation by the decay of the inflaton field itself –
where in standard inflationary scenarios inflaton decay is in fact the source
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of almost all the matter present in our Universe.
To discuss this, note that in pilot-wave theory it is standard to describe
bosonic fields in terms of evolving field configurations (as in our treat-
ment of the free scalar field in Section 4.2) whereas there are different
approaches for fermionic fields. Arguably the most straightforward pilot-
wave theory of fermions utilises a Dirac sea picture of particle trajecto-
ries determined by a pilot wave that obeys the many-body Dirac equation
[185, 186, 135]. Alternatively, a formal field theory based on anticommut-
ing Grassmann fields may be written down [50, 161] but its interpretation
presents problems that remain to be addressed [187]. For our purposes we
will assume the Dirac sea model for fermions.
During the inflationary era the inflaton field ϕ is approximately homo-
geneous and may be written as
ϕ(x, t) = φ0(t) + φ(x, t) , (4.11)
where φ0(t) is a homogeneous part and φ(x, t) (or φk(t)) is a small pertur-
bation. As we have noted, during the inflationary expansion perturbations
φk do not relax to quantum equilibrium and in fact the exponential expan-
sion of space transfers any nonequilibrium that may exist from microscopic
to macroscopic lengthscales. The inflaton field is then a natural candidate
for a carrier of primordial quantum nonequilibrium (whatever its ultimate
origin).
The process of ‘preheating’ is driven by the homogeneous and essen-
tially classical part φ0(t) (that is, by the k = 0 mode of the inflaton field)
[188]. The inflaton is treated as a classical external field, acting on other
(quantum) fields which become excited by parametric resonance. Because
of the classicality of the relevant part of the inflaton field, this process is
unlikely to result in a transference of nonequilibrium from the inflaton to
the created particles. During ‘reheating’, however, perturbative decay of
the inflaton can occur, and we expect that nonequilibrium in the inflaton
field will be at least to some extent transferred to its decay products.
Note that we follow the standard procedure of treating the large homo-
geneous part φ0(t) as a classical field and the small perturbation φ(x, t)
as a quantised field. This deserves some comment. In the context of pre-
heating, it has been argued that φ0(t) arises from a coherent state with a
space-independent quantum expectation value [189]. It is also common to
argue that the large amplitude and large occupation number of the ‘zero
mode’ at the end of inflation justifies it being treated as a classical field
(see for example refs. [188] and [190]). Here we assume the standard for-
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malism, albeit rewritten in de Broglie-Bohm form. By construction, then,
there is no probability distribution for φ0(t) (which has a classical ‘known’
value at all times). Whereas φ(x, t) has a probability distribution, which
in the standard theory is given by the Born rule and which in de Broglie-
Bohm theory can be more general. The probability distribution for φ(x, t)
is used to calculate the power spectrum emerging from the inflationary vac-
uum. By allowing this distribution to be out of equilibrium, new physical
effects can occur in the CMB [79]. In contrast, because φ0(t) is treated
as a classical background field with no probability distribution there is no
question of ascribing equilibrium or nonequilibrium to this part of the field
(at least not at the level of the effective description which we adopt here).2
The perturbative decay of the inflaton occurs through local interactions.
For example, reheating can occur if the inflaton field ϕ is coupled to a
bosonic field Φ and a fermionic field ψ via an interaction Hamiltonian
density of the form
Hint = aϕΦ2 + bϕψ¯ψ , (4.12)
where a, b are constants (ref. [178], pp. 507–510). In actual calculations,
it is usual to consider only the dominant homogeneous part φ0 of the field
ϕ = φ0 +φ, and to ignore contributions from the small perturbation φ. Be-
cause the dominant homogeneous part φ0 is treated essentially classically,
inflaton decay bears some resemblance to the process of pair creation by a
strong classical electric field.
The decay particles will have physical wavelengths no greater than the
instantaneous Hubble radius, λphys . H−1, since local processes cannot
significantly excite super-Hubble modes (for which the particle concept
is in any case ill-defined). This standard argument – that super-Hubble
modes are shielded from the effects of local interactions – is still valid in
the de Broglie-Bohm formulation since we are speaking of the time evo-
lution of the wave functional Ψ (and of its mode decomposition) which
still satisfies the usual Schro¨dinger equation. We have a nonlocal dynami-
cal equation (4.1) for the evolving configuration q(t), but the Schro¨dinger
equation for Ψ takes the usual form and therefore has the usual proper-
ties. Local Hamiltonian terms in the Schro¨dinger equation will be unable
to excite super-Hubble modes just as in standard quantum field theory.
How could quantum nonequilibrium exist in the decay products? There
2Note that, in the standard formalism being assumed here, even at very long wave-
lengths there remains a formal distinction between the large classical homogeneous field
φ0(t) and modes of the small quantised field φ(x, t).
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seem to be two possible mechanisms.
First, note that the inflaton perturbation φ will also appear in the inter-
action Hamiltonian (4.12). The dominant processes of particle creation by
the homogeneous part φ0 will necessarily be subject to corrections from
the perturbation φ. If the perturbation is out of equilibrium, the induced
corrections will carry signatures of nonequilibrium – as will be illustrated
by a simple model of field couplings in Section 4.3.
Second, as in any de Broglie-Bohm account of a quantum process, the
final probability distribution for the created particles will originate from the
initial probability distribution for the complete hidden-variable state.3 In
this case the initial hidden-variable state will include vacuum bosonic field
configurations together with vacuum fermionic particle configurations for
the created species (assuming a Dirac-sea account of fermions). Thus, if
the relevant vacuum variables for the created species are out of equilibrium
at the beginning of inflaton decay, the created particles will in general vi-
olate the Born rule. As we have discussed, inflaton perturbations do not
relax to equilibrium during the inflationary phase. One may expect that the
other degrees of freedom in the vacuum will show a comparable behaviour
– in which case they could indeed be out of equilibrium at the onset of
inflaton decay, resulting in nonequilibrium for the decay products.
At least in principle, then, the particles created by inflaton decay could
show deviations from quantum equilibrium. However, subsequent relax-
ation can be avoided only if the particles are created at a time after their
corresponding decoupling time tdec (when the mean free time tcol between
collisions is larger than the expansion timescale texp ≡ a/a˙) or equiva-
lently at a temperature below their decoupling temperature Tdec. Otherwise
the interactions with other particles are likely to cause rapid relaxation.
A natural candidate to consider is the gravitino G˜, which arises in su-
persymmetric theories of high-energy physics. In some models, gravitinos
are copiously produced by inflaton decay [91, 92, 93] and could make up
a significant component of dark matter [94]. (For recent reviews of grav-
itinos as dark matter candidates see for example refs. [95, 96].) Gravitinos
are very weakly interacting and therefore in practice could not be detected
directly, but in many models they are unstable and decay into particles that
are more readily detectable. Again, as we shall see, in general we expect
any decay process to transfer quantum nonequilibrium from the initial de-
3In pilot-wave theory the outcome of a single quantum measurement is determined by
the complete initial configuration (together with the initial wave function and total Hamilto-
nian). Over an ensemble, the distribution of outcomes is then determined by the distribution
of initial configurations.
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caying field to the decay products. Thus, at least in principle, one could
search for deviations from the Born rule in (say) photons that are gener-
ated by gravitino decay. However, the decay would have to take place after
the time (tdec)γ of photon decoupling – so that the decay photons may in
turn avoid relaxation.
It may then seem unlikely that primordial nonequilibrium could ever
survive until the present, since several stages may be required. But simple
estimates suggest that at least in principle the required constraints could be
satisfied for some models.
The unstable gravitino G˜ has been estimated to decouple at a tempera-
ture (Tdec)G˜ given by [191]
kB(Tdec)G˜ ≡ xG˜(kBTP) (4.13)
≈ (1 TeV)
( g∗
230
)1/2 ( mG˜
10 keV
)2(1 TeV
mgl
)2
, (4.14)
where TP is the Planck temperature, g∗ is the number of spin degrees of
freedom (for the effectively massless particles) at the temperature (Tdec)G˜,
mgl is the gluino mass, and mG˜ is the gravitino mass. For the purpose of
illustration, if we take (g∗/230)1/2 ∼ 1 and (1 TeV/mgl)2 ∼ 1, then
xG˜ ≈
( mG˜
103 GeV
)2
. (4.15)
If for example we take mG˜ ≈ 100 GeV, then xG˜ ≈ 10−2. Gravitinos pro-
duced by inflaton decay at temperatures below (Tdec)G˜ ≡ xG˜TP could po-
tentially avoid quantum relaxation. Any nonequilibrium which they carry
could then be transferred to their decay products. If the gravitino is not the
lightest supersymmetric particle, then it will indeed be unstable. For large
mG˜ the total decay rate is estimated to be [192]
ΓG˜ = (193/48)(m
3
G˜
/M2P) , (4.16)
where MP ' 1.2 × 1019 GeV is the Planck mass. The time (tdecay)G˜
at which the gravitino decays is of order the lifetime 1/ΓG˜. Using the
standard temperature-time relation
t ∼ (1 s)
(
1 MeV
kBT
)2
, (4.17)
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the corresponding temperature is then
kB(Tdecay)G˜ ∼ (mG˜/1 GeV)3/2 eV . (4.18)
For example, again for the case mG˜ ≈ 100 GeV, the relic gravitinos will
decay when kB(Tdecay)G˜ ∼ 1 keV. This is prior to photon decoupling,
so that any (potentially nonequilibrium) photons produced by the decaying
gravitinos would interact strongly with matter and quickly relax to quan-
tum equilibrium. To obtain gravitino decay after photon decoupling, we
would need kB(Tdecay)G˜ . kB(Tdec)γ ∼ 0.3 eV, or mG˜ . 0.5 GeV. For
such small gravitino masses, decoupling occurs at (roughly)
(Tdec)G˜ = xG˜TP ≈
(
mG˜/10
3 GeV
)2
TP . 10−7TP . (4.19)
In such a scenario, to have a hope of finding relic nonequilibrium in pho-
tons from gravitino decay, we would need to restrict ourselves to those
gravitinos that were produced by inflaton decay at temperatures. 10−7TP.
Our considerations here are intended to be illustrative only. It may
prove more favourable to consider other gravitino decay products – or to
apply similar reasoning to other relics from the Planck era besides the grav-
itino4. And of course one could also consider photons that are generated
by the annihilation of relic particles as well as by their decay.
While definite conclusions must await the development of detailed and
specific models, in principle the required constraints do not seem insuper-
able. There is, however, a further question we have yet to address: whether
or not relaxation will still occur even for decay particles that are decoupled.
Decoupling is necessary but not sufficient to avoid relaxation. We may dis-
cuss this for decay particles whose physical wavelengths are sufficiently
sub-Hubble (λphys << H−1) that the Minkowski limit applies, since ex-
tensive numerical studies of relaxation have already been carried out in this
limit. If the decay particles are free but in quantum states that are superpo-
sitions of even modest numbers of energy eigenstates, then rapid relaxation
will occur (on timescales comparable to those over which the wave func-
tion itself evolves) [50, 72, 66, 67, 70, 69, 71]. On the other hand, if the
number of energy states in the superposition is small then it is likely that
relaxation will not take place completely. It was shown in ref. [71] that,
if the relative phases in the initial superposition are chosen randomly, then
for small numbers of energy states it is likely that the trajectories will not
4Colin [193] has developed the pilot-wave theory of (first-quantised) Majorana fermions
and suggests that quantum nonequilibrium might survive at sub-Compton lengthscales for
these systems.
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fully explore the configuration space, resulting in a small but significant
non-zero ‘residue’ in the coarse-grained H-function – corresponding to a
small deviation from quantum equilibrium – even in the long-time limit. It
appears that such behaviour can occur for larger numbers of energy states
as well, but will be increasingly rare the more energy states are present in
the superposition (see ref. [71] for a detailed discussion). Decay particles
will be generated with a range of effective quantum states. For that frac-
tion of particles whose wave functions have a small number of superposed
energy states, there is likely to be a small residual nonequilibrium even in
the long-time limit. Therefore, again, at least in principle there seems to
be no insuperable obstacle to primordial nonequilibrium surviving to some
(perhaps small) degree until the present day.
Relic conformal vacua
While inflaton decay will certainly create nonequilibrium particles from an
initially nonequilibrium vacuum, we have seen that there are practical ob-
stacles to such nonequilibrium surviving until the present day. The obsta-
cles do not seem insurmountable in principle, but whether a scenario of the
kind we have sketched will be realised in practice is at present unknown.
There is, however, an alternative and rather simpler scenario which appears
to be free of such obstacles. This involves considering relic nonequilibrium
field modes for the vacuum only. This has the advantage that vacuum wave
functions are so simple that no further relaxation can be generated – any
relic nonequilibrium from earlier times will be frozen and preserved.
But how could primordial field modes remain unexcited in the post-
inflationary era? For a given field there are three mechanisms that can
cause excitation: (i) inflaton decay, (ii) interactions with other fields, and
(iii) spatial expansion. It is, however, possible to avoid each of these.
Firstly, while a field mode is in the super-Hubble regime it will in effect be
shielded from the effects of local physics and will not be subject to excita-
tion from perturbative interactions (with the inflaton or with other fields).5
Secondly, if during the post-inflationary radiation-dominated phase the
field mode enters the Hubble radius at a time tenter that is later than the
decoupling time tdec for the corresponding particle species, the mode will
remain free of interactions and continue to be unexcited (see figure 1).
Finally, the effects of spatial expansion may be avoided altogether by re-
stricting our attention to fields that are conformally-coupled to the space-
5Again, this standard argument is still valid in the de Broglie-Bohm formulation since
we are referring to the time evolution of the wave functional only.
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physical wavelength λphys
Hubble radius H−1
ln(length)
ln ti ln tdec ln tenter ln t0 ln t
Figure 4.1: Lengthscales for a radiation-dominated expansion. The solid
line shows the time evolution of the physical wavelength λphys = aλ ∝
t1/2. The dashed line shows the time evolution of the Hubble radiusH−1 =
2t. The mode enters the Hubble radius after the decoupling time tdec.
time metric. For example, for a massless scalar field φ with Lagrangian
density
L = 1
2
√− g
(
gµν∂
µφ∂νφ− 1
6
Rφ2
)
(4.20)
(where R is the curvature scalar), the dynamics is invariant under a confor-
mal transformation gµν(x) → g˜µν(x) = Ω2(x) gµν(x), φ(x) → φ˜(x) =
Ω−1(x)φ(x), where Ω(x) is an arbitrary spacetime function [194, 195].
Because a Friedmann–Lemaıˆtre spacetime is conformally related to a sec-
tion of Minkowski spacetime, the spatial expansion will not create particles
for a (free) conformally-coupled field. The natural or conformal vacuum
state is stable, just as in Minkowski spacetime [194, 195]. Conformal in-
variance is however possible only for massless fields, whether bosonic or
fermionic. As examples of conformally-coupled particle species, we may
consider photons and (if they exist) massless neutrinos and massless grav-
itinos.
Because ground-state wave functions and the associated de Broglie ve-
locity fields are so simple (indeed trivial), relic vacuum modes will not
relax to equilibrium and could therefore survive as carriers of nonequilib-
rium until the present day. As we shall see, nonequilibrium vacuum modes
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would in principle generate corrections to particle-physics processes.
At what lengthscale might relic nonequilibrium exist in the vacuum
today? This may be estimated by requiring that the modes enter the Hubble
radius at times tenter > tdec (so as to avoid excitation and hence likely
relaxation). Thus we require that at the time tdec the vacuum modes have
an instantaneous physical wavelength λvacphys(tdec) that is super-Hubble,
λvacphys(tdec) & H−1dec , (4.21)
where H−1dec is the Hubble radius at time tdec (as shown in figure 1). Now
λvacphys(tdec) = adecλ
vac (where adec = T0/Tdec and T0 ' 2.7 K) and
H−1dec = 2tdec with tdec expressed in terms of Tdec by the approximate
formula (4.17). The lower bound (4.21) then becomes (inserting c)
λvac & 2c(1 s)
(
1 MeV
kBTdec
)(
1 MeV
kBT0
)
(4.22)
or
λvac & (3× 1020 cm)
(
1 MeV
kBTdec
)
. (4.23)
This is a lower bound on the comoving wavelength λvac at which nonequi-
librium could be found for conformally-coupled vacuum modes.
The lower bound (4.23) becomes prohibitively large unless we focus on
fields that decouple around the Planck temperature or soon after. For pho-
tons kB(Tdec)γ ∼ 0.3 eV, and so for the electromagnetic vacuum (4.23)
implies λvacγ & 1027 cm. For massless, conformally-coupled neutrinos (if
such exist), kB(Tdec)ν ∼ 1 MeV and λvacν & 1020 cm ' 30 pc (or ∼ 102
light years). Relic nonequilibrium for these vacua could plausibly exist to-
day only at such huge wavelengths and any induced effects would be far
beyond any range of detection in the foreseeable future.
We must therefore consider fields that decoupled close to the Planck
temperature. Gravitons are expected to be minimally-coupled and so would
not have a stable vacuum state under the spatial expansion. However, a
massless gravitino field should be conformally-coupled, in which case it
would be a candidate for our scenario. For massless gravitinos we have a
lower bound
λvac
G˜
& (10−2 cm)(1/xG˜) (4.24)
(again writing kB(Tdec)G˜ ≡ xG˜(kBTP) ' xG˜(1019 GeV) and with xG˜ .
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1). If, for example, we take xG˜ ≈ 10−2 then λvacG˜ & 1 cm. According
to this crude and illustrative estimate, relic nonequilibrium for a massless
gravitino vacuum today appears to be possible for modes of wavelength
& 1 cm.
Particle physics in a nonequilibrium vacuum
If nonequilibrium vacuum modes do exist today, how could they manifest
experimentally? In principle they would induce nonequilibrium correc-
tions to particle creation from the vacuum (as already noted for inflaton
decay) or to other perturbative processes such as particle decay.
Consider for example a free scalar field Φ(x, t) that is massive
and charged. Let us again write the Fourier components as Φk(t) =(√
V /(2pi)3/2
)
(Qk1(t) + iQk2(t)) with real Qkr (r = 1, 2). In
Minkowski spacetime – which is suitable for a description of local lab-
oratory physics – the vacuum wave functional takes the form
Ψ0[Qkr, t] ∝
∏
kr
exp
(
−1
2
ωQ2kr
)
exp
(
−i1
2
ωt
)
(4.25)
where ω = (m2 + k2)1/2 and m is the mass associated with the field. (On
expanding space the vacuum wave functional will reduce to this form in
the short-wavelength limit.)
Let us assume that the quantum state of the field is indeed the vacuum
state (4.25). Assuming for simplicity that the (putative) long-wavelength
nonequilibrium modes are uncorrelated, we may then consider a hypothet-
ical nonequilibrium vacuum with a distribution of the form
P0[Qkr] ∝
∏
kr
(k>kc)
exp
(−ωQ2kr) . ∏
kr
(k<kc)
ρkr(Qkr) , (4.26)
where ρkr(Qkr) is a general nonequilibrium distribution for the mode kr
and the wavelength cutoff 2pi/kc is at least as large as the relevant lower
bound (4.23) on λvac. The short wavelength modes (k > kc) are in equi-
librium while the long wavelength modes (k < kc) are out of equilibrium.
(The vacuum distribution P0 is time independent because the de Broglie
velocity field generated by (4.25) vanishes, Q˙kr = 0, since the phase of
the wave functional depends on t only.)
If the field Φ is now coupled to an external and classical electromag-
netic field Aext, corresponding to a replacement ∇Φ → ∇Φ + ieAextΦ
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in the Hamiltonian, pairs of oppositely-charged bosons will be created
from the vacuum.6 As in our discussion of inflaton decay, the probabil-
ity distribution for the created particles originates from the initial proba-
bility distribution P0[Qkr] for the vacuum field Φ. (There are no other
degrees of freedom varying over the ensemble, since the given classical
field Aext is the same across the ensemble.) Clearly, if P0 6= |Ψ0|2 for
long-wavelength modes, the final probability distribution for the created
particles will necessarily carry traces of the initial nonequilibrium that
was present in the vacuum. We could for example consider an interaction
Hamiltonian e2A2extΦ
∗Φ and calculate the final particle distribution arising
from a given initial nonequilibrium vacuum distribution of the form (4.26).
Similarly, processes of particle decay will be affected by the nonequi-
librium vacuum. Consider, for example, the decay of a particle associated
with a (bosonic or fermionic) field ψ that is coupled to Φ and to a third
field χ. (For bosonic fields, the decay might be induced by an interaction
Hamiltonian of the form aχΦ2ψ where a is a coupling constant.) An initial
state |p〉ψ ⊗ |0〉Φ ⊗ |0〉χ – where |p〉ψ is a single-particle state of momen-
tum p for the field ψ and |0〉Φ, |0〉χ are respective vacua for the fields Φ
and χ – may have a non-zero amplitude to make a transition7
|p〉ψ ⊗ |0〉Φ ⊗ |0〉χ → |0〉ψ ⊗ |k1k2〉Φ ⊗
∣∣p′〉
χ
(4.27)
to a final state containing two excitations of the field Φ and one excitation
of χ. The final probability distribution for the outgoing particles will orig-
inate from the initial probability distribution for all the relevant (hidden-
variable) degrees of freedom – which in this case consist of the relevant
vacuum variables for Φ and χ together with the variables for the field ψ.
(Again, if ψ is fermionic the associated hidden variables may consist of
particle positions in the Dirac sea [185, 186, 135].) Because all these vari-
ables are coupled by the interaction, an initial nonequilibrium distribution
(4.26) for a subset of them (that is, for the Qkr) will generally induce cor-
6The de Broglie-Bohm theory of a charged scalar field interacting with the electromag-
netic field is discussed in refs. [50, 81].
7In a de Broglie-Bohm account, the apparent ‘collapse’ of the quantum state as in-
dicated by equation (4.27) is only an effective description. During a standard quantum
process – such as a measurement, a scattering experiment, or general transition between
eigenstates – an initial packet ψ(q, 0) on configuration space evolves into a superposition
ψ(q, t) =
∑
n cnψn(q, t) of non-overlapping packets ψn(q, t). The final configuration
q(t) can occupy only one ‘branch’ – say ψi(q, t), corresponding to the ith ‘outcome’. The
motion of q(t) will subsequently be affected by ψi(q, t) alone, resulting in an effective
‘collapse’ of the wave function. The ‘empty’ branches still exist but no longer affect the
trajectory q(t). (See, for example, chapter 8 of ref. [59].)
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rections to the Born rule in the final joint distribution for the collective
variables and hence for the outgoing particles. Thus, for example, for grav-
itinos decaying in a nonequilibrium vacuum we would expect the decay
photons to carry traces of nonequilibrium in the probability distributions
for their outgoing momenta and polarisations.
4.3 Perturbative transfer of nonequilibrium
We now turn to some simple but illustrative field-theoretical models of
the behaviour of nonequilibrium systems. The first question that needs to
be addressed is the perturbative transfer of nonequilibrium from one field
to another. In this section we present a simple (bosonic) field-theoretical
model that illustrates this process.
Suppose we have two Klein-Gordon fields φ1 and φ2, confined inside
a box of volume V with dimensions lx, ly, and lz such that the fields are
necessarily zero valued on the boundaries of the box. In consideration of
these boundary conditions, we expand and quantise the fields in a set of
standing waves as (i = 1, 2)
φi(x) =
∑
k
23/2qik√
V
sin(kxx) sin(kyy) sin(kzz), (4.28)
with annihilation operators
aik =
√
ωik
2
(
qik +
i
ωik
pik
)
, (4.29)
and a total Hamiltonian
H0 =
∑
k
(
ω1ka
†
1ka1k + ω2ka
†
2ka2k
)
. (4.30)
We have dropped the zero point energy, and kx = npi/lx and similarly for
y and z. The two fields are coupled by the interaction Hamiltonian
HI = g
∫
V
d3xφ1(x)φ2(x) (4.31)
=
g
2
∑
k
1√
ω1kω2k
(a1k + a
†
1k)(a2k + a
†
2k), (4.32)
where g is a coupling constant. If we suppose that at time t = 0 the sys-
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tem is in the free (unperturbed) eigenstate |Ei〉, the first order perturbative
amplitude to transition to the state |Ef 〉 is
d
(1)
f (t) = 〈f |HI |i〉
e−iEf t − e−iEit
Ef − Ei . (4.33)
This will be damped for any Ef significantly different from Ei. We may
exploit this fact by further insisting that
• lx  ly  lz , so that the lowest mode of each field is significantly
lower than all others, and
• the limit m2 → m1 is taken, so that the lowest modes of φ1 and φ2
have the same unperturbed energy.
These conditions ensure that the system state in which field φ1 has one par-
ticle occupying its lowest mode and the field φ2 is a vacuum has identical
unperturbed energy to the system state in which the individual field states
are reversed. We shall denote these states |1, 0〉 and |0, 1〉 respectively.
Since these states have identical unperturbed energies, the first order per-
turbative amplitudes (4.33) between the states is significantly amplified,
whereas all others damped. This is the justification of the rotating wave
approximation, familiar from quantum optics and cavity QED (see for in-
stance ref. [196]). Put simply, the states |1, 0〉 and |0, 1〉 are strongly cou-
pled to each other and only very weakly coupled to any other state.
We make the rotating wave approximation by removing all terms in the
Hamiltonian that would effect an evolution to states other than |1, 0〉 and
|0, 1〉. This allows us to employ the effective Hamiltonian,
Heff = ω(a
†
1a1 + a
†
2a2) +
g
2ω
(a1a
†
2 + a2a
†
1). (4.34)
We have suppressed the mode subscripts for simplicity. The approximate
Schro¨dinger equation Heff |ψ〉 = i∂t |ψ〉, along with the initial condition
|ψ〉|t=0 = |1, 0〉, yields the solution
|ψ〉 = e−iωt
(
cos
(
gt
2ω
)
|1, 0〉 − i sin
(
gt
2ω
)
|0, 1〉
)
. (4.35)
The sine and cosine in Eq. (4.35) describe an oscillatory decay process
in which the first type of particle is seen to decay into the second type,
which promptly decays back. This type of flip-flopping between one type
of particle and the other is functionally equivalent to vacuum-field Rabi os-
cillations in the Jaynes-Cummings model [196, 197] of quantum optics and
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cavity QED wherein an exchange of energy occurs between an atom and
a cavity mode of the electromagnetic field, perpetually creating a photon,
then destroying it only to create it once more.8
To develop a de Broglie-Bohm description of this particle decay pro-
cess, one needs to specify the configuration of the system. For bosonic
fields the canonical approach [42] is to use the Schro¨dinger representation
with mode amplitudes as the configuration. In our case this is particularly
simple; the state of any one system in an ensemble is described by the co-
ordinates q1 and q2, proportional to the amplitudes of the lowest (standing)
mode of each field. In this representation the Hamiltonian is
Heff =− 1
2
(
∂2q1 + ∂
2
q2
)
+
1
2
ω2
(
q21 + q
2
2
)
− ω + g
2
(
q1q2 − 1
ω2
∂q1∂q2
)
. (4.36)
In the rotating wave approximation there are derivative terms in the in-
teraction Hamiltonian. The de Broglie velocity fields associated with the
Hamiltonian (4.36) may be derived in the standard way, and by using
ψ∗∂q1∂q2ψ − ψ∂q1∂q2ψ∗
= i∂q1
(|ψ|2∂q2Im lnψ)+ i∂q2 (|ψ|2∂q1Im lnψ) (4.37)
(a special case of the general identity 2 of ref. [180]). Writing ψ = |ψ|eiS ,
the guidance equations may be expressed as
q˙1 = ∂q1S +
g
2ω2
∂q2S,
q˙2 = ∂q2S +
g
2ω2
∂q1S.
(4.38)
8From a field-theoretical viewpoint the quadratic interaction (4.31) may seem too triv-
ial an example since the interaction may be removed by a linear transformation of the field
variables. Such a transformation would not, however, negate the physical meaning of the
original system. Our aim is to illustrate with a simple example how nonequilibrium may be
passed from one type of field to another. We expect a similar passing of quantum nonequi-
librium between fields to be caused by any reasonable interaction term. Our example is
based on a model – widely used in quantum optics to study the interaction between a two-
level atom and a single mode of the quantised electromagnetic field inside a cavity – that is
simple enough to be tractable while at the same time providing a genuine field-theoretical
account of energy transfer to and from a quantised field.
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Figure 4.2: The evolution of quantum equilibrium and nonequilibrium
through the particle decay process described by state (4.35) and guidance
equations (4.39). Initially state (4.35) is a product between an excited (one
particle) state in q1 and a ground (vacuum) state in q2. This is shown in the
top right graph. As time passes, t = 0 → pi, the excited state in q1 decays
into exactly the same excited state in q2. At time t = pi the state (4.35)
exists in another product state, except this time with excited and ground
states switched between fields. This is shown in the bottom right graph.
The evolution of a quantum nonequilibrium distribution is shown in the
left column. Before the interaction takes place, quantum nonequilibrium
exists only in the one particle state of the first field; it has been narrowed
with respect to the equilibrium distribution. As time passes, the first field
generates nonequilibrium in the second. At t = pi, by standard quantum
mechanics, the decay process is complete and there exists another product
state. In contrast, the introduction of quantum nonequilibrium has created
a distribution at t = pi that is correlated between q1 and q2. The marginal
distributions for the fields are shown in figure 4.3. (This figure takes ω =
g = 1.)
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Figure 4.3: The ensemble marginal distributions of the particle and
vacuum state created at t = pi in the decay process shown in fig-
ure 4.2. The top graph shows the marginal distribution for the excited
field ρmar(q2) =
∫
dq1ρ(q1, q2, t)
∣∣
t=pi
. The bottom graph shows the
nonequilibrium marginal distribution of the vacuum field ρmar(q1) =∫
dq2ρ(q1, q2, t)
∣∣
t=pi
, obtained after the original particle state has decayed.
For the particular state (4.35), these yield
q˙1 =
1
2
(
q2 − g2ω2 q1
)
sin
(gt
ω
)
q21 cos
2
( gt
2ω
)
+ q22 sin
2
( gt
2ω
) ,
q˙2 =
1
2
(−q1 + g2ω2 q2) sin (gtω )
q21 cos
2
( gt
2ω
)
+ q22 sin
2
( gt
2ω
) . (4.39)
The configuration q(t) = (q1(t), q2(t)) and velocity q˙(t) = (q˙1(t), q˙2(t))
of a particular member of an ensemble evolving along a trajectory de-
scribed by Eqs. (4.39) has the properties q(t) = q(t + 2piω/g), q˙(t) =
q˙(t+ 2piω/g), q(t) = q(−t), and q˙(t) = −q˙(−t). The trajectories q(t) are
periodic, and halfway through their period backtrack along their original
path.
Given the velocity field (4.39), we may integrate the continuity equa-
tion (4.2) to obtain the time evolution of an arbitrary distribution ρ. (Our
numerical method is described in the appendix.)
In figure 4.2 we compare the evolution of quantum nonequilibrium
with that of equilibrium for the case ω = g = 1. The decay from an initial
product state |1, 0〉 to a final product state |0, 1〉 is seen in the (product)
equilibrium distributions on the right-hand side of figure 4.2. We illustrate
the transfer of nonequilibrium in the left-hand side of figure 4.2 for the
case of an initial nonequilibrium that has simply been narrowed in q1 (with
respect to equilibrium). Hence only the first field is initially out of equi-
librium. As time passes the distribution becomes correlated in q1 and q2.
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At t = pi, when according to standard quantum mechanics we should find
another product state (corresponding to |0, 1〉), there exists a complicated
overall nonequilibrium in (q1, q2). The marginal distributions are shown in
figure 4.3.
The evolution of nonequilibrium depends strongly on the particular val-
ues of ω and g, although in general we see two important properties of
this evolution. Firstly it is apparent from figures 4.2 and 4.3 that nonequi-
librium in the marginal distribution of the original particle state (or ex-
cited field) will generate nonequilibrium in its decay product. Secondly,
although the initial product state |ψ〉|t=0 = |1, 0〉 evolves into the product
state |0, 1〉 at t = piω/g, the nonequilibrium distribution is correlated be-
tween the two fields. Such correlation could not exist in standard quantum
mechanics.
4.4 Energy measurements and nonequilibrium
spectra
In this section we focus on quantum-mechanical measurements of energy
for elementary field-theoretical systems in nonequilibrium. As we have
discussed, in this paper we restrict ourselves to simple models that may be
taken to illustrate some of the basic phenomena that could occur.
The following analysis is presented for the electromagnetic field, partly
because it provides a convenient illustrative model and partly because (as
explained in Section 4.2) we envisage the possibility of detecting decay
photons produced by particles in nonequilibrium rather than the parent par-
ticles themselves. However, the analysis should apply equally well to other
field theories.
Setup and effective wave function
We work in the Coulomb gauge,∇.A(x, t) = 0, with the field expansion
A(x, t) =
∑
k′s′
[Ak′s′(t)uk′s′(x) +A
∗
k′s′(t)u
∗
k′s′(x)] , (4.40)
where the functions
uk′s′(x) =
εk′s′√
2ε0V
eik
′.x (4.41)
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Figure 4.4: Illustration of the energy measurement process, showing the
evolution of the Born distribution into disjoint packets (for the case c0 =
c1 = c2 = 1/
√
3). The variables q, y and t have been replaced by the
rescaled variables Q, Y and T defined in section 4.4. The initial pointer
wave function is chosen to be a Gaussian centred on Y=0. Initially the com-
ponents of the total wave function overlap and interfere. As time passes
each component moves in the Y direction with speed 2n + 1. After some
time the components no longer overlap and the experimenter may unam-
biguously read off the energy eigenvalue from the position of the pointer
(Y coordinate).
and their complex conjugates define a basis for the function space. In ex-
pansion (5.14) and henceforth, summations over wave vectors are under-
stood to extend over half the possible values of k′. This is to avoid dupli-
cation of bases u∗k′s′ with u−k′s′ . See for instance reference [198]. The
primes are included for later convenience. This expansion allows one to
write the energy of the electromagnetic field as
U =
1
2
∫
V
d3x
(
ε0E.E+
1
µ0
B.B
)
(4.42)
=
∑
k′s′
1
2
(
A˙k′s′A˙
∗
k′s′ + ω
2
k′Ak′s′A
∗
k′s′
)
, (4.43)
where ωk′ = c|k′|. Equation 5.17 defines a decoupled set of complex
harmonic oscillators of unit mass. We shall prefer instead to work with
real variables and so we decompose Ak′s′ into its real and imaginary parts
Ak′s′ = qk′s′1 + iqk′s′2. (4.44)
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One may then write the free field Hamiltonian as
H0 =
∑
k′s′r′
Hk′s′r′ (4.45)
with r′ = 1, 2, where
Hk′s′r′ =
1
2
(
p2k′s′r′ + ω
2
k′q
2
k′s′r′
)
, (4.46)
and where pk′s′r′ is the momentum conjugate of qk′s′r′ .
Suppose we wish to perform a quantum energy measurement for a sin-
gle mode of the field. We may follow the pilot-wave theory of ideal mea-
surements described in ref. [59]. The system is coupled to an apparatus
pointer with position variable y. The interaction Hamiltonian HI is taken
to be of the form gωˆpy, where again g is a coupling constant and ωˆ is the
operator corresponding to the observable to be measured. In our case we
have
HI = gHksrpy, (4.47)
where py is the momentum conjugate to the pointer position y and where
k, s and r refer specifically to the field mode that is being measured. In-
cluding the free Hamiltonian Happ for the apparatus, the total Hamiltonian
is
Htot = H0 +Happ +HI. (4.48)
We assume an initial product state
ψ(0) = ψksr(qksr, 0)φ(y, 0)χ(Q, 0), (4.49)
whereψksr is the wave function for the mode in question, φ is the apparatus
wave function and χ is a function of the rest of the field variables Q =
{qk′s′r′ |(k′, s′, r′) 6= (k, s, r)}. The function χ is left unspecified as there
is no need to make assumptions concerning the state of the rest of the field.
Now, since HI and Happ commute with all the terms in H0 that include
Q, under time evolution the χ function remains unentangled with the rest
of the system while the apparatus and the mode being measured become
entangled. We may then write
ψ(t) = Ψ(qksr, y, t)χ(Q, t), (4.50)
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where
Ψ(qksr, y, t) = exp
[−i(Hksr +Happ + gHksrpy)t]
× ψksr(qksr, 0)φ(y, 0),
χ(Q, t) =
 ∏
(k′s′r′) 6=(ksr)
exp (−iHk′s′r′t)
χ(Q, 0). (4.51)
Since the system and apparatus remain unentangled with χ, the dynam-
ics remain completely separate. We may concern ourselves only with
Ψ(qksr, y, t) as an effective wave function. The velocity field in the
(qksr, y) plane depends on the position in that plane but is independent
of the position in Q. We may then omit the ksr labels in qksr and Hksr,
and the k label in ωk.
Let the measurement process begin at t = 0 when the coupling is
switched on. As usual in the description of an ideal von Neumann mea-
surement (see for example ref. [59]), we take g to be so large that the free
parts of the Hamiltonian may be neglected during the measurement. The
system will then evolve according to the Schro¨dinger equation
(∂t + gH∂y) Ψ = 0. (4.52)
Expanding Ψ in a basis ψn(q) of energy states for the field mode, we have
the solution
Ψ(q, y, t) =
∑
n
cnφ(y − gEnt)ψn(q). (4.53)
where we choose φ and ψn to be real and
∑
n |cn|2 = 1. Equation (4.53)
describes the measurement process. If the initial system state is an energy
eigenstate (cn = δmn for some m), the pointer packet is translated with
a speed proportional to the energy Em of the eigenstate. By observing
the displacement of the pointer after a time t, an experimenter may infer
the energy of the field mode. If instead the field mode is initially in a su-
perposition of energy states, the different components of the superposition
will be translated at different speeds until such a time when they no longer
overlap and thus do not interfere. An example of this evolution into non-
overlapping, non-interfering packets is shown in figure 4.4. At this time
an experimenter could unambiguously read off an energy eigenvalue. The
weightings |cn|2 in the superposition could be determined by readings over
an ensemble.
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Pointer packet and rescaling
For simplicity we choose the initial pointer wave function φ in Eq. (4.53)
to be a Gaussian centred on y = 0,
φ(y) = σ−
1
2 (2pi)−
1
4 e−y
2/4σ2 , (4.54)
where σ2 is the variance of |φ(y)|2.
It is convenient to introduce the rescaled parameters
Q =
√
ωq, Y =
y
σ
, T =
gωt
2σ
. (4.55)
The evolution of the wave function is then determined by the Schro¨dinger
equation,
∂TΨ =
(
∂2Q −Q2
)
∂Y Ψ. (4.56)
The general solution is
Ψ(Q,Y, T ) =
∑
n
cn√
pi2n+1/2n!
× exp
[
−1
4
(Y − (2n+ 1)T )2
]
e−Q
2/2Hn(Q), (4.57)
where Hn(Q) are Hermite polynomials. (Equation (4.57) differs from Eq.
(4.53) by a factor σ1/2ω−1/4, to normalise the wave function in the rescaled
configuration space.)
Continuity equation and guidance equations
From the Schro¨dinger equation (5.22), it is simple to arrive at
∂T |Ψ|2 = Ψ∗∂2Q∂Y Ψ + Ψ∂2Q∂Y Ψ∗ − ∂Y
(
Q2|Ψ|2) . (4.58)
From here we use the identity
Ψ∗∂2Q∂Y Ψ + Ψ∂
2
Q∂Y Ψ
∗
≡1
3
∂Q (2Ψ∂Q∂Y Ψ
∗ − ∂Y Ψ∂QΨ∗
−∂QΨ∂Y Ψ∗ + 2Ψ∗∂Q∂Y Ψ)
+
1
3
∂Y
(
Ψ∂2QΨ
∗ − ∂QΨ∂QΨ∗ + Ψ∗∂2QΨ
)
. (4.59)
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This, again, is a special case of the general identity 2 of [180]. The conti-
nuity equation is found to be
∂T |Ψ|2 + ∂QRe
(
2
3
∂Y Ψ∂QΨ
∗ − 4
3
Ψ∗∂Q∂Y Ψ
)
+∂Y Re
(
1
3
|∂QΨ|2 − 2
3
Ψ∗∂2QΨ +Q
2
)
= 0, (4.60)
from which we may deduce the de Broglie guidance equations
∂TQ = Re
(
−4
3
∂Q∂Y Ψ
Ψ
+
2
3
∂Y Ψ∂QΨ
∗
|Ψ|2
)
, (4.61)
∂TY = Re
(
−2
3
∂2QΨ
Ψ
+
1
3
∂QΨ∂QΨ
∗
|Ψ|2
)
+Q2. (4.62)
The factorQ2 in Eq. (4.62) will turn out to have the most predictable effect
on the evolution of quantum nonequilibrium in section 4.4. Any individual
system in which |Q| is abnormally large will, at least to begin with, have
an abnormally large pointer velocity. The Q2 term originates from the
potential term in Hksr = 12p
2
ksr +
1
2ω
2
kq
2
ksr.
In contrast with section 4.3, here we have chosen to retain the zero-
point energy of the ksr mode. Since the pointer is coupled to the total
energy of the ksr mode, this does affect the dynamics though only in a
minor respect. Had we normal ordered Eq. (4.48), the pointer velocity
Eq. (4.62) would have an extra additive term of −1. In the state-specific
expressions of section 4.4, normal ordering is equivalent to switching to a
coordinate system moving in the +Y direction at a (rescaled) velocity of
1, the velocity of the vacuum component in Eq. (4.57). Equivalently, one
may use the coordinate transformation Y → Y ′ = Y − T , which we shall
indeed do in section 4.4.
Expressions for three examples
Vacuum
If the field mode being measured is in its vacuum state (cn = δn0), the
evolution of the total wave function (4.57) and the associated velocity fields
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Figure 4.5: The evolution of vacuum nonequilibria under an energy mea-
surement process (as simulated by the code discussed in the appendix). On
the left is a snapshot of the evolution of a widened initial ρ with w = 3,
taken at T = 1.50. The tails of ρ evolve quickly to large Y and small
Q. These tails are evident in the marginal distribution for Y shown in
figure 4.6. On the right is the same simulation except narrowed by a fac-
tor w = 1/3, and taken at T = 6.00. In this case ρ remains in what
might loosely be deemed the support of |Ψ|2, though displaying internal
structure. The narrowed ρ initially lags behind the Born distribution, be-
fore getting swept outwards and upwards, creating a double-bump in the
pointer marginal distribution. Note that the equilibrium pointer distribu-
tion undergoes an upward displacement to indicate the zero-point energy
of the vacuum mode.
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(4.61) and (4.62) are given by
Ψ = 2−
1
4pi−
1
2 exp
(
−1
2
Q2 − 1
4
(Y − T )2
)
, (4.63)
∂TQ =
1
3
Q(T − Y ), (4.64)
∂TY =
2
3
(1 +Q2). (4.65)
One particle state
If instead the field mode being measured contains one particle or excitation
(cn = δn1), the relevant expressions are
Ψ = 2
1
4pi−
1
2Q exp
(
−1
2
Q2 − 1
4
(Y − 3T )2
)
, (4.66)
∂TQ =
1
3
(Y − 3T )
(
1
Q
−Q
)
, (4.67)
∂TY =
1
3
1
Q2
+
4
3
+
2
3
Q2. (4.68)
Initial superposition of vacuum and one particle state
For a superposition, the relative phases in the cn’s will contribute to the
dynamics. For a superposition of initial vacuum and one particle states, we
take c0 = eiθ/
√
2 and c1 = 1/
√
2. Our expressions then become
Ψ =
(
eiθ√
2
+QeT (Y−2T )
)
2−
1
4pi−
1
2 e−
1
4
(Y−T )2 exp
(
−1
2
Q2
)
,
(4.69)
∂TQ = Re
(
− 5
3
T+ 2
3
Q2T+ 1
3
Y
eiθ√
2
eT (2T−Y )+Q
)
+
2
3
QT∣∣∣ eiθ√
2
eT (2T−Y )+Q
∣∣∣2 − 13(Y − T )Q,
(4.70)
∂TY = Re
 23Q
eiθ√
2
eT (2T−Y ) +Q
+ 13∣∣∣ eiθ√
2
eT (2T−Y ) +Q
∣∣∣2 +
2
3
(Q2 + 1).
(4.71)
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Results for nonequilibrium energy measurements
We will now consider outcomes of quantum energy measurements for
nonequilibrium field modes. Like many features of quantum mechanics,
the usual statistical energy conservation law emerges in equilibrium. But
for nonequilibrium states there is no generally useful notion of energy con-
servation9.
We may consider a parameterisation of nonequilibrium that simply
varies the width of the Born distribution (as discussed in Section IIA for
primordial perturbations). Our initial ρ is written
ρ(Q,Y, 0) =
1
w
|Ψ(Q/w, Y, 0)|2 , (4.72)
where w is a widening parameter equal to the initial standard deviation of
ρ relative to |Ψ|2,
w =
σρ
σ|Ψ|2
∣∣∣∣∣
t=0
. (4.73)
(Comparing with eqn. (4.7), we would have w =
√
ξ for primordial per-
turbations.)
Short-time measurement of vacuum modes
In figure 4.5 we show the short-time behaviour of widened and narrowed
nonequilibrium distributions ρ under the energy measurement of a vac-
uum mode. As the Q2 term in the Y velocity (4.65) dominates for any
|Q|t=0 > 1, widened distributions show more initial movement of the
pointer. The tails of widened distributions ‘flick’ forwards and inwards,
and then seem to linger. It is at this time that the pointer position could in-
dicate the detection of an excited state (or particle) for the vacuum, or even
occupy a position disallowed by standard quantum mechanics for any ini-
tial superposition of energy states (see figure 4.6). The closer the tails get
to the Q-axis, the slower the pointer travels. Once inside |Q| < 1/√3, the
tails move slower than the Born distribution (which eventually catches up).
So although the widened distribution may produce the most dramatic de-
viations from standard quantum mechanics, the deviations are short-lived
9The fundamental dynamical equation (4.1) is first-order in time and has no naturally
conserved energy. When rewritten in second order form there appears a time-dependent
‘quantum potential’ that acts as an effective external energy source [59].
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Figure 4.6: Marginal pointer distributions ρmar(Y ) under the energy mea-
surement of vacuum mode nonequilibria at T = 4. (For comparison we
also show the Born pointer marginals for the vacuum and 1-particle cases.)
For the widened vacuum mode (w = 4), there is a significant probabil-
ity of ‘detecting a particle’ (that is, an excited state) in the vacuum mode.
For this case there also exists a significant probability of finding the pointer
around Y = 8 (which for all practical purposes would be impossible without
nonequilibrium for any initial superposition). For the narrowed nonequi-
librium (w = 1/4), the pointer distribution lags behind the Born pointer
distribution initially. As time progresses, ρ will get swept outwards and
upwards (cf. the right-hand side of figure 4.5), creating a double-bump in
the pointer distribution.
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Figure 4.7: Above, a selection of the trajectories for the measurement of
a vacuum mode (with normal ordering). The velocity field is time inde-
pendent, resulting in periodic orbits around (±√1/2, 0). Numerical sim-
ulations show that the pointer marginals converge to stationary nonequi-
librium distributions characteristic of the initial nonequilibrium state (see
figure 4.8).
and any measuring device would need to make its measurement before the
tails recede.
In contrast, the narrowed distribution shows less dramatic behaviour. It
recedes slowly to the back of the Born distribution, and then some is swept
out, up and around the Born distribution (see the right-hand side of figure
4.5). The pointer stays roughly where one would expect it to from standard
quantum mechanics.
If one were to perform an ensemble of similar preparations and mea-
surements, recording the position of the pointer in each, one would find the
marginal distribution ρmar(Y ). The marginal distributions for w = 1/4, 1
and 4 are shown at T = 4 in figure 4.6. Any deviation that this distribution
shows from the marginal Born distribution would of course be indicative
of quantum nonequilibrium.
Long-time/large g measurement of vacuum modes
Let us discuss a second measurement regime, which may be thought of as
valid for large T and/or (since T = gωt/(2σ)) large g.
To aid analysis, we shall continue as if we had normal ordered the
Hamiltonian (4.48). This, as mentioned in section 4.4, is equivalent to
switching to the ‘reference frame’ of the Born distribution with Y → Y ′ =
154
00.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
-8 -6 -4 -2 0 2 4 6 8
ρ
m
ar
(Y
′ )
Y ′
Width of initial
nonequilibrium
w = 1/16
w = 1/8
w = 1/4
w = 1/2
w = 1
w = 2
w = 4
w = 8
Figure 4.8: Characteristic stationary pointer marginals ρmar(Y ′) for energy
measurement of nonequilibrium vacuum modes in the large T or large g
approximation. In this regime, initial nonequilibrium in the field mode will
produce a corresponding stationary nonequilibrium for the pointer. Field
modes with larger spread produce pointer marginals with larger spread.
Field modes with smaller spread form pointer marginals with central de-
pressions.
Y − T . Under normal ordering the wave function and guidance equations
become
Ψ = 2−
1
4pi−
1
2 exp
(
−1
2
Q2 − 1
4
Y ′2
)
, (4.74)
∂TQ = −1
3
QY ′, (4.75)
∂TY
′ =
2
3
Q2 − 1
3
. (4.76)
The guidance equations are now time-independent and conserve a station-
ary Born distribution. The trajectories are periodic. A selection of the
trajectories produced by equations (4.75) and (4.76) are shown in figure
4.7. The trajectories do not pass the line Q = 0, and so we cannot find
relaxation to the Born distribution for any initial ρ asymmetric in Q.
Our numerical simulations indicate that any nonequilibrium in the vac-
uum mode will, in the large T or large g limit, produce a corresponding
stationary nonequilibrium in the pointer distribution. Furthermore, from
this pointer distribution, numerical simulations could deduce the initial
nonequilibrium in the vacuum mode. Our simulations show that this limit
will be reached at T ∼ 120 for 1/8 < w < 8.
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Figure 4.9: The evolution of nonequilibria under energy measurement of
single-particle states. On the left, a widened (w = 3) nonequilibrium dis-
tribution; on the right, a narrowed (w = 1/3) nonequilibrium distribu-
tion. The Born distribution, shown for comparison in each case, moves at a
rescaled speed of dY/dT = 3 (although individual de Broglie trajectories
have variable speeds). Pointer marginal distributions for this process are
shown in figure 4.10.
Eight such stationary pointer marginals are displayed in figure 4.8.
These are found under the measurement of nonequilibrium vacuum modes
described by width parameters ranging from w = 1/16 to 8. Nonequi-
librium modes that are wider than equilibrium make the spread in the
pointer position correspondingly wider. In contrast, for the measurement
of nonequilibrium vacuum modes that are narrower than equilibrium, the
pointer marginal forms a central depression whilst staying in the same re-
gion. Measurements of the pointer over an ensemble would be enough to
deduce the character of the initial nonequilibrium for each case.
Measurement of a single particle state
Under the energy measurement process, the effective wave function be-
comes Eq. (4.66) and the trajectories satisfy the guidance equations (4.67)
and (4.68). The Born distribution evolves in the Y direction at a rescaled
velocity dY/dT = 3. Since now the Y velocity (Eq. (4.68)) has terms pro-
portional to Q2 and 1/Q2, we might expect some increased pointer move-
ment both for the widened and narrowed nonequilibrium cases. In fact, our
simulations show that a narrowed distribution yields relatively less pointer
movement than the widened distribution (as we had for the case of the vac-
uum). Plots of the evolution of ρ(Q,Y, T ) are shown in figure 4.9, and
marginal pointer distributions are shown in figure 4.10. As in the case of
the vacuum mode measurement, there is a significant probability of detect-
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Figure 4.10: Marginal pointer distributions ρmar(Y ) under energy measure-
ment of one particle state nonequilibria at time T = 4. (For comparison
we also show the Born pointer marginals for the vacuum, 1-particle and
2-particle cases.) The widened nonequilibrium (w = 4) shows a signifi-
cant probability of detecting two excitations (or ‘particles’) instead of one,
and again there is a significant probability of finding the pointer around
Y = 16 (a position disallowed by standard quantum mechanics for any
initial superposition). As in the case of the vacuum mode measurement,
the narrowed nonequilibrium (w = 1/4) will be distinguished only by its
internal structure. The tendency to form a double-bump in the pointer dis-
tribution is also seen in this case.
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Figure 4.11: Evolution of joint distributions ρ(Q,Y, T ) under energy mea-
surements of a nonequilibrium field mode in a superposition of a vacuum
and a one-particle state with c0 = eiθ/
√
2 and c1 = 1/
√
2 (Eq. (4.69)).
On the left we have taken θ = 0. On the right we have taken θ = pi/2.
Both cases have widened distributions withw = 2, and snapshots are taken
at T = 1.66. (For comparison, Born distributions are also shown in both
cases.)
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Figure 4.12: Marginal pointer distributions ρmar(Y ) for c0 = c1 = 1/
√
2
and w = 1/2, 1, 2, taken at T = 4.5. Nonequilibrium is seen to cause
anomalous spectra as observed by an experimenter. Similar results are
obtained for other relative phases.
ing an extra excitation or of finding the pointer in a position disallowed by
standard quantum mechanics for any superposition being measured.
Measurement of a superposition
Quantum nonequilibrium would in general cause anomalous results for the
spectra of energy measurements. To illustrate this, we take the simple ex-
ample of an equal superposition of vacuum and one-particle states. Quan-
tum mechanically, an experimenter would observe a 50% probability of
detecting a particle. We take c0 = eiθ/
√
2 and c1 = 1/
√
2, with the wave
function and velocity fields specified in Eqs. (4.69-4.71). The dynamics of
the measurement depends strongly on the initial relative phase θ of the su-
perposition. This is seen in figure 4.11, where we show the time evolution
of joint distributions ρ(Q,Y, T ). Examples of the marginal pointer distri-
butions produced in the energy measurement process are shown in figure
4.12. After about T = 3.5, all marginal pointer distributions display two
distinct areas of support, meaning that an experimenter would unambigu-
ously obtain either 12ω or
3
2ω in each individual energy measurement, re-
gardless of whether nonequilibrium is present or not. However, a widened
nonequilibrium distribution would cause a larger probability of obtaining
the outcome 32ωk (‘detecting a particle’), while a narrowed nonequilibrium
distribution would cause the opposite effect. Although the trajectories are
strongly dependent on the initial phase, the marginal pointer distributions
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Figure 4.13: Ensemble probabilities of energy measurements for an
equal superposition of particle and vacuum states as affected by quantum
nonequilibrium of varying width w (with results averaged over the relative
phase θ in the superposition). As |c0| = |c1| = 1/
√
2, there should be a
50% probability of detecting a particle. However, widened nonequilibria
give probabilities larger than 50% for particle detection, while narrowed
non-equilibria give probabilities less than 50% for particle detection when
averaged over θ. (Hollow markers represent results for individual rela-
tive phases θ, whilst solid markers represent averages over θ = 2npi/10,
n = 1, 2, . . . , 10. Dependence on the relative phase is seen to affect the
outcomes only for w . 1.)
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are only weakly dependent on this.
In practice, one might not know the initial relative phase of the su-
perposition. To make contact with what an experimenter might actually
measure (albeit in the context of our simplified field-theoretical model),
we have taken an average over 10 phases: θ = 2pin/10, n = 0, 1, . . . , 9.
We run each simulation up to time T = 4.5 and calculate the proportion
of the distribution ρ that lies beyond Y = 9.0. This is the probability of
observing an excitation, whilst the proportion of ρ before Y = 9.0 is the
probability of observing the vacuum. (These numbers are clear from fig-
ure 4.12.) Figure 4.13 illustrates the results of this averaging process for
20 separate width parameters w. We find a remarkable correlation. For
example, for nonequilibrium close to the Born distribution, widening the
distribution will proportionally increase the ensemble probability of ‘de-
tecting a particle’. Clearly, nonequilibrium would generate an incorrect
energy spectrum.
4.5 Conclusion
We have considered the possibility that our Universe contains quantum
nonequilibrium systems – in effect a new form or phase of matter (includ-
ing the vacuum) that violates the Born probability rule and which is theo-
retically possible in the de Broglie-Bohm formulation of quantum theory.
While the practical likelihood of detecting such systems remains difficult
to evaluate, we have argued that at least in principle they could exist today
as relics from the very early Universe. We have provided simple field-
theoretical models illustrating the effects of quantum nonequilibrium in a
particle-physics context. In particular, we have seen that quantum nonequi-
librium would generate anomalous spectra for standard measurements of
energy, as well as generating corrections to particle-physics processes gen-
erally.
The possibility of detecting relic nonequilibrium systems today de-
pends on uncertain features of high-energy physics and cosmology. Dark
matter, which is thought to make up approximately 25% of the mass-energy
of the Universe, may consist of relic particles (such as gravitinos) that were
created in the very early Universe and which have propagated essentially
freely ever since. (For reviews see, for example, refs. [199, 95].) As we
have seen, such particles are plausible candidates for carriers of primordial
quantum nonequilibrium and we expect that particle-physics processes in-
volving them – for example, decay or annihilation – would display ener-
getic anomalies.
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On the experimental front, an especially promising development would
be the detection of photons from dark matter decay or annihilation. These
are expected to form a sharp spectral line, probably in the gamma-ray re-
gion. Recent interest has focussed on reports of a sharp line from the
Galactic centre at ∼ 130 GeV in data from the Fermi Large Area Tele-
scope (LAT) [200, 108]. While the line might be a dark matter signal, its
significance (and even its existence) is controversial. The line could be
caused by a number of scenarios involving dark matter annihilations [201].
It might also be due to decaying dark matter [202], for example the decay of
relic gravitinos [203, 204]. (In a supersymmetric extension of the Standard
Model with violation of R-parity, the gravitino is unstable and can decay
into a photon and a neutrino [205].) On the other hand, a recent analysis
of the data by the Fermi-LAT team casts doubt on the interpretation of the
line as a real dark matter signal [206].
Should dark matter consist (if only partially) of relic nonequilibrium
systems, we may expect to find energetic anomalies for decay and anni-
hilation processes. However, to distinguish these from more conventional
effects would require more detailed modelling than we have provided here.
There is also the question of whether the anomalies are likely to be large
enough to observe in practice. These are matters for future work.
In principle, it would be of interest to test dark matter decay photons
for possible deviations from the Born rule (perhaps via their polarisation
probabilities [179]). We have seen that simple perturbative couplings will
transfer nonequilibrium from one field to another, leading us to expect that
in general a decaying nonequilibrium particle will transfer nonequilibrium
to its decay products. Another open question, however, is the degree to
which the nonequilibrium might be degraded during this process. In a real-
istic model of a particle decay we might expect some degree of relaxation.
It would be useful to study this in pilot-wave models of specific decay pro-
cesses.
As a general point of principle, one might also be concerned that in the
scenario discussed in this paper the probability distribution for delocalised
field modes in the early Universe – where the probability distribution is
presumably defined for a theoretical ensemble – appears to have measur-
able implications for decay particles in our one Universe. How can this be?
A similar point arises in the standard account of how the power spectrum
for primordial perturbations has measurable implications for our one CMB
sky. In inflationary theory, the probability distribution for a single mode φk
of the inflaton field does have measurable implications in our single Uni-
verse. As we discussed in Section 4.2, the variance
〈|φk|2〉 of the primor-
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dial inflaton distribution appears in the power spectrum PR(k) ∝
〈|φk|2〉
for primordial curvature perturbations Rk ∝ φk at wave number k. The
power spectrum PR(k) in turn appears in the angular power spectrum Cl
(equation (4.8)), which may be accurately measured for our single CMB
sky provided l is not too small. In the standard analysis it is assumed that
the underlying ‘theoretical ensemble’ of Universes is statistically isotropic,
which implies that the ensemble variance Cl ≡
〈
|alm|2
〉
is independent of
m – where alm are the harmonic coefficients for the observed temperature
anisotropy. We then in effect have 2l + 1 measured quantities alm with
the same theoretical variance. Provided l is sufficiently large, one can per-
form meaningful statistical tests for our single CMB sky and compare with
theoretical predictions for Cl. Statistical homogeneity also plays a role in
relating the Cl’s for a single sky to the power spectrum PR(k) for the the-
oretical ensemble [79, 176]. To understand how the theoretical ensemble
probability has measurable implications in a single Universe, it is common
to speak of the CMB sky as divided up into patches – thereby providing an
effective ensemble in one sky. This works if l is sufficiently large, so that
the patches are sufficiently small in angular scale and therefore sufficiently
numerous. Similar reasoning applies to particles (or field excitations) gen-
erated by inflaton decay. In this context it is important to note that realistic
particle states, as observed for example in the laboratory, are represented by
field modes defined with respect to finite spatial volumes V . Almost all of
the particles in our Universe were created by inflaton decay, and in practice
their states are in effect defined with respect to finite spatial regions. By
measuring particle excitations in different spatial regions, it is possible to
gather statistics for outcomes of (for example) energy measurements. (One
might also consider a time ensemble in one region, but a space ensemble
seems more relevant in the case of relic decay particles.) The resulting sta-
tistical distribution of outcomes for the decay particles will depend on the
original probability distribution for the decaying inflaton field – just as the
statistics for patches of the CMB sky depend on the probability distribution
for the inflaton during the inflationary era. A full account would require an
analysis of inflaton decay more precise than is currently available. In par-
ticular, one would like to understand how this process yields particle states
that are confined to finite spatial regions. It is generally understood that the
decay products form as excitations of sub-Hubble modes, with wave func-
tions confined to sub-Hubble distances. Depending on the details, this can
correspond to relatively small spatial distances today. Of course, particle
wave packets will also spread out since their creation, but still we may ex-
pect them to occupy finite spatial regions. Further elaboration of this point
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lies outside the scope of this paper.
Even if there exist localised sources or spatial regions containing par-
ticles in a state of quantum nonequilibrium, it might be difficult in practice
to locate those regions. In particular, if a given detector registers particles
belonging to different regions without distinguishing between them, then it
is possible that even if nonequilibrium is present in the individual regions it
will not be visible in the data because of averaging effects. How one might
guard against this in practice remains to be studied.
Finally, we have seen that the likelihood of nonequilibrium surviving
until today for relic particles depends on the fact that a nonequilibrium
residue can exist in the long-time limit for systems containing a small num-
ber of superposed energy states [71]. While this may certainly occur in
principle, its detailed implementation for realistic scenarios requires fur-
ther study. On the other hand, no such question arises in our scenario for
relic nonequilibrium vacuum modes, since the simplicity of vacuum wave
functionals guarantees that further relaxation will not occur at late times.
Long-wavelength vacuum modes may be carriers of primordial quantum
nonequilibrium, untouched by the violent astrophysical history that (ac-
cording to our hypotheses) long ago drove the matter we see to the quan-
tum equilibrium state that we observe today. It remains to be seen if, in
realistic scenarios, the effects on particle-physics processes taking place in
a nonequilibrium vacuum could be large enough to be detectable.
4.6 Numerical methodology
Most studies of relaxation in de Broglie-Bohm theory have used the back-
tracking method of ref. [66] (see for instance [66, 70, 69, 80]). This method
uses the fact that the ratio f = ρ(x, t)/|ψ(x, t)|2 is conserved along tra-
jectories. A uniform grid of final positions is evolved backwards from the
final time tf to the initial time ti. The final distribution is constructed from
the conserved function f . Although this method has been successful in
producing accurate results, it has the disadvantage that backtracking to ti
must be carried out for each desired final time tf .
We have instead chosen to integrate the continuity equation (4.2) di-
rectly using a finite-volume method. The method used is a variant of the
corner transport upwind method detailed in sections 20.5 and 20.6 of [207],
modified so as to apply to the conservative form of the advection equation.
This algorithm has the advantage that different ‘high resolution limiters’
may be switched off and on with ease, so that one may compare results.
(We use a monotonised central (MC) limiter throughout.) The main disad-
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vantage of this approach is a consequence of the velocity field (4.61) and
(4.62) diverging at nodes (where |ψ| → 0). Since such an algorithm is re-
quired to satisfy a Courant-Friedrichs-Lewy condition to maintain stability,
without velocity field smoothing the algorithm is inherently unstable. We
have found that a simple way to implement a smoothing is to impose a max-
imum absolute value on the velocities. The maximum is taken throughout
to be 1/10th of the ratio of grid spacing to time step.
We have found that the finite-volume method is less efficient than the
backtracking method over larger time scales. In fact, the long-time simu-
lations shown in figure 4.8 were produced using a fifth-order Runge-Kutta
algorithm to evolve trajectories directly. However for short time scales –
the prime focus of this work – the finite-volume method is a useful tool.
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PREFACE TO CHAPTER 5
Chapter 5 continues the focus on relic quantum nonequilibrium in particles,
but takes a different line of approach. The chief concern of chapter 4 was
the possibility that relic quantum nonequilibrium could exist in species of
cosmological particles. It is an intriguing possibility, but a reliable estimate
of whether this may be the case is too dependent upon various uncertain
factors in contemporary physics. The exact details of cosmology in the
very early Universe. Beyond the standard model particle physics (in par-
ticular that part which accounts for dark matter). And of course the speed
and generality of reaching equilibrium is still an open topic in de Broglie-
Bohm, especially when considered upon cosmological scales. So it seems
unlikely that a reliable estimate of the likelihood of nonequilibrium per-
sisting in relic particles can be made until at least some of these factors are
ironed out. So why not take a different approach? The purpose of chap-
ter 5 is to consider observable consequences of quantum nonequilibrium
in the context of ongoing experiment. If the dark matter does indeed pos-
sess nonequilibrium statistics, then there is a distinct possibility that this
could turn up in experiment. But at present, there is little idea of what kind
of signatures could betray the presence of nonequilibrium. And without a
phenomenology of quantum nonequilibrium in experiment, it is likely that
such signatures would be overlooked or misinterpreted.
In order to consider nonequilibrium in experiment, a context must first
be selected. And ideally such a context would satisfy two criteria. Firstly,
it must concern favorable conditions for nonequilibrium to persist. Sec-
ondly, the expected output in the case of equilibrium should be relatively
‘clean’ and understood, and without too much scope for systematic or
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instrumental error, so that the nonequilibrium signatures may be clearly
distinguished from the expected output. Fortunately, the indirect search
for dark matter provides such a favorable context. In many dark mat-
ter models, particles may annihilate or decay into mono-energetic photons
[97, 98, 99, 100, 101, 102, 103]. If detected by a telescope, these hypothet-
ical mono-energetic photons would produce a line-spectrum that is com-
monly prefixed with the words ‘smoking-gun’, for the reason that it would
stand out clearly against the background, making it difficult to explain
through other means. A significant part of the indirect search for dark mat-
ter concerns the detection of such smoking-gun lines with space telescopes
capable of single photon detection. To date, many line searches have taken
place [104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115]. More-
over, as discussed in section 5.4, the field is not unaccustomed to con-
tentious and controversial claims concerning anomalous lines.
For the present purposes, this is a particularly appealing scenario for
the detection of quantum nonequilibrium. For if the dark matter particles
were in a state of quantum nonequilibrium prior to their decay/annihilation,
then by the arguments of chapter 4 this nonequilibrium would be trans-
ferred onto the mono-energetic photons. And if these photons were suf-
ficiently free streaming prior to their arrival at the telescope, then the
nonequilibrium could be preserved until the photons arrive at the telescope.
Hence, these telescopes have the potential to observe a nonequilibrium
photon signal directly.
That the signal has a very predictable shape in the absence of nonequi-
librium is key to the results for the following reason. Each time a telescope
measures the energy Eγ of a photon, it produces a value E according to
the telescope’s energy dispersion function,D(E|Eγ). If the telescope were
subject to a true spectrum ρ(Eγ), it would expect to record the spectrum
ρobs(E) =
∫
D(E|Eγ)ρtrue(Eγ)dEγ .
So there are two key ingredients to the spectrum observed by the telescope.
First there is the true spectrum ρ(Eγ), which for the present purposes may
be taken to be some sort of localized bump around the line energy Eline.
Conventional sources of spectral effects, for instance Doppler broadening,
affect the energy of each photon and hence ρ(Eγ). Second there is the
energy dispersion function, D(E|Eγ), which may be thought to be a func-
tion of the interaction between the photon and the telescope. It is this
that quantum nonequilibrium affects. A key point to the argument is that
for the current generation of telescopes, the width of D(E|Eγ) is signifi-
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cantly larger than the Doppler broadened ρtrue(Eγ). In other words, current
telescopes are incapable of resolving the expected width of the hypothet-
ical line. Counter-intuitively perhaps, this produces the ideal conditions
to observe nonequilibrium, for it means that the true spectrum may be ap-
proximated ρ(Eγ) ≈ δ(Eγ −Eline), and so the observed spectrum reduces
to
ρobs(E) ≈ D(E|Eline).
Hence, under such conditions, telescopes are expected to observe their own
energy dispersion function, which is directly affected by quantum nonequi-
librium. So in principle at least, the effects of quantum nonequilibrium
have the potential to be very conspicuous in the observed spectrum.
The actual spectrum observed is contextual, in that it is not just a func-
tion of the initial nonequilibrium, but also of the manner in which the tele-
scope interacts with it. And as different instruments may be expected to
react to the nonequilibrium in different ways, it is reasonable to expect dif-
ferent telescopes to disagree on the observed spectrum. At first glance, this
fact may seem to preclude any hope of experimental reproducibility. But
it could be this very fact that distinguishes signatures of quantum nonequi-
librium from other more conventional effects. Other remarkable signatures
include the potential to record lines that appear narrower than the telescope
should be capable of resolving. The chapter is concluded in section 5.4,
with a speculative discussion on how a discovery of nonequilibrium may
play out, with reference to some recent anomalous lines in the X-ray and
γ-ray range.
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Abstract
We describe features that could be observed in the line spectra of relic cos-
mological particles should quantum nonequilibrium be preserved in their
statistics. According to our arguments, these features would represent a
significant departure from those of a conventional origin. Among other
features, we find a possible spectral broadening that is proportional to the
energy resolution of the recording telescope (and so could be much larger
than any conventional broadening). Notably, for a range of possible initial
conditions we find the possibility of spectral line ‘narrowing’, whereby a
telescope could observe a line that is narrower than it is conventionally able
to resolve. We discuss implications for the indirect search for dark matter,
with particular reference to some recent controversial spectral lines.
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5.1 Introduction
In the de Broglie-Bohm pilot-wave interpretation of quantum theory
[65, 12, 41, 42, 59], the Born probability rule has been shown to arise
dynamically in much the same way as thermal equilibrium arises in clas-
sical physics [60, 50, 72, 66, 69, 67, 70, 71]. States that obey the Born
rule are called ‘quantum equilibrium’, states that violate the Born rule
are called ‘quantum nonequilibrium’, and the process by which the for-
mer emerge from the latter is called ‘quantum relaxation’. Since quan-
tum nonequilibrium is by definition observably distinct from conven-
tional quantum theory, and so provides a means by which the de Broglie-
Bohm theory could be discriminated from other interpretations of quan-
tum theory, attempts have been made in recent years to predict how quan-
tum nonequilibrium might reveal itself in contemporary experimentation
[74, 75, 173, 79, 80, 3, 72, 76, 87]. A discovery of quantum nonequi-
librium would not only demonstrate the need to re-evaluate the canonical
quantum formalism, but also generate new phenomena [61, 179, 163, 164],
potentially opening up a large field of investigation.
It has been conjectured that the Universe could have begun in a state of
quantum nonequilibrium [60, 50, 61, 161, 72, 208], or that exotic gravita-
tional effects may even generate nonequilibrium [79, 74, 162, 209]. How-
ever, since relaxation to quantum equilibrium occurs remarkably quickly
for sufficiently interacting systems [66, 70, 68], it is expected that in
all but the most exceptional circumstances, any quantum nonequilibrium
that was present in the early Universe will have subsequently decayed
[60, 61, 50, 161]. It may be said that, if de Broglie-Bohm theory is cor-
rect, then the Universe has already undergone a sub-quantum analogue of
the classical heat death [50, 72, 61]. Nevertheless, data from the cosmic
microwave background (CMB) do provide a possible hint for the past exis-
tence of quantum nonequilibrium, in the form of a primordial power deficit
at large scales (as initially reported [88] and subsequently confirmed [89]
by the Planck team). It has been argued that such a deficit is a natural
prediction of de Broglie-Bohm theory [79], though of course the observed
deficit may be caused by something else (or be a mere statistical fluctua-
tion as some argue). Recently, predictions regarding the shape of the power
deficit have been made [76] and are currently being compared with CMB
data [87]. Primordial quantum nonequilibrium also offers a single mech-
anism that could account for both the CMB power deficit and the CMB
statistical anisotropies [90]. At present these are of course only hints.
Potentially it is also possible that quantum nonequilibrium may have
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been preserved for some species of relic particle [72, 74, 75, 3]. If, for in-
stance, a relic particle species decoupled sufficiently early in the primordial
Universe, and if it were sufficiently minimally interacting thereafter, there
is a possibility that it may still retain nonequilibrium statistics to this day.
A previous article [3] explored various different means by which quan-
tum nonequilibrium may be preserved for relic particles. An assessment of
the likelihood of such scenarios requires, however, knowledge of assorted
unknown contributing factors–the properties of the specific relic particle
species, the correct primordial cosmology, and the extent of the speculated
initial nonequilibrium. Even so, an actual detection of relic nonequilib-
rium could occur if it had clear and unmistakable experimental signatures.
The purpose of this paper is to describe such signatures in an astrophysical
context.
As discussed in [3], it is natural to consider signatures of relic nonequi-
librium in the context of the indirect search for dark matter. For the reasons
described in section 5.2 we focus on the search for a ‘smoking-gun’ spec-
tral line. We present a field-theoretical model of spectral measurement
intended to act as an analogue of a telescopic photon detector (for example
a calorimeter or CCD). Whilst the model is admittedly simple, and is cer-
tainly not a realistic representation of an actual instrument, it does capture
some key characteristics and demonstrates the essential difference between
conventional spectral effects and those caused by quantum nonequilibrium.
Due to the exotic nature of quantum nonequilibrium, the spectral ef-
fects we describe are something of a departure from those of a classical
origin. For instance, according to our arguments the amount of spectral
line broadening depends on the energy resolution of the telescope’s photon
detector. Lines may acquire double or triple bumps, or as we shall discuss,
more exotic profiles. Notably, there also exists the possibility of spec-
tral line ‘narrowing’–the spectral line appears narrower than the telescope
should conventionally be capable of resolving. Aside from experimental
error, we are unaware of any other possible cause of this final signature,
which could (if observed) constitute strong evidence for quantum nonequi-
librium and the de Broglie-Bohm theory. If a source of such a nonequilib-
rium signal were detected and could be reliably measured, a final definitive
proof could be arrived at by subjecting the signal to a specifically quantum-
mechanical experiment as, for example, is described in Ref. [179].
Our paper is organised as follows. In section 5.2 we explain why we
have chosen to focus on spectral lines. We summarise what appears to
be the essential difference between conventional spectral effects and those
caused by quantum nonequilibrium, and why this is particularly relevant
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for spectral lines. We also provide some background helpful to our anal-
ysis. Finally, we present an idealised and parameter-free field-theoretical
model of a spectral measurement of the electromagnetic field, which is
used to represent a telescope photon detector. In section 5.3 we present the
pilot-wave description of the model and provide explicit calculations show-
ing the result of introducing quantum nonequilibrium. In our concluding
section 5.4 we outline the phenomena that we judge the most likely to
betray the presence of quantum nonequilibrium in spectral lines, and we
discuss possible implications for the indirect search for dark matter with
reference to three recent controversial spectral features.
5.2 Modelling a telescope X/γ-ray photon detector
Relaxation to quantum equilibrium is thought to proceed efficiently for
systems with sufficiently complicated quantum states [66, 70, 68]. For ev-
eryday matter therefore, with its long and violent astrophysical history, it is
expected that quantum nonequilibrium will have long since decayed away.
As discussed in Ref. [3], however, for more exotic particle species that
decouple at very early times there exist windows of opportunity whereby
quantum nonequilibrium could have been preserved. It is then not incon-
ceivable that dark matter may still exhibit nonequilibrium statistics today,
should it take the form of particles that indeed decoupled very early. The
search for dark matter is therefore a natural choice of context for the dis-
cussion of relic quantum nonequilibrium. For the reasons detailed below,
we focus our discussion on the search for a ‘smoking-gun’ spectral line by
X/γ-ray space telescopes. Such a line could, for example, be produced in
the γ-ray range by theXX → γγ annihilation of various WIMP dark mat-
ter candidates [97, 98, 99, 100, 101] or in the X-ray range by the decay of
sterile neutrinos [102, 103]. Recent searches have been carried out in the γ-
ray range by Refs. [104, 105, 106, 107, 108, 109, 110, 111] and in the X-ray
range by Refs. [112, 113, 114, 115]. Although dark matter does not interact
directly with the electromagnetic field and so these processes are typically
suppressed, it has long been argued that the detection of such a line may
be among the most promising methods available to discover the nature of
dark matter [97]. Primarily this is because WIMP XX → γγ annihilation
would create two photons of energyEγ = mWIMP and single-photon sterile
neutrino decay would create photons of energy Eγ = ms/2. The result-
ing spectral lines would hence yield the mass of the dark matter particle in
addition to its spatial location. The hypothetical lines would furthermore
appear with only very minimal (mostly Doppler) broadening (∼0.1% of
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Eγ) helping them to be distinguished from the background [210, 103].
The search for such dark matter lines is also, arguably, a promising con-
text in which to consider possible signatures of relic quantum nonequilib-
rium. As discussed in Ref. [3], field interactions have the effect of transfer-
ring nonequilibrium from one quantum field to another. This means that, if
a nonequilibrium ensemble of dark matter particles annihilates or decays in
the manner described, we may reasonably expect some of the nonequilib-
rium to be transferred to the created photons. If these photons subsequently
travel to a telescope without scattering significantly, they could retain the
nonequilibrium until their arrival at the telescope. As a result, we may fo-
cus on modelling the interaction of the detector with nonequilibrium pho-
tons, rather than considering interactions of (as yet unknown) dark matter
particles. That the putative photons are in the X/γ-ray range is relevant
as modern X/γ-ray telescopes are capable of single photon detection–an
inherently quantum process. (In particular, γ-ray telescope calorimeters
are designed more like particle physics experiments than traditional tele-
scopes.) A model of such a detector need only describe the measurement
of individual photons, affording a useful simplification.
Role of the energy dispersion function
The hypothetical photon signals are close to mono-energetic, suffering only
∼0.1% broadening from conventional sources [210, 103]. This is signifi-
cant for our discussion, as we shall now explain. When a photon of energy
Eγ arrives at a real telescope, the telescope photon detector may record a
range of possible energies. These possible energy readings are distributed
according to the detector’s energy dispersion function, commonly denoted
D(E|Eγ) (see for example Refs. [211, 212]). This is approximately Gaus-
sian, centred on the true energy, and with a spread quantified by the de-
tector’s energy resolution ∆E/Eγ . (See for instance section 7 and figure
67 in Ref. [211].) If a telescope receives photons distributed with a true
spectrum ρtrue(Eγ), it will observe a spectrum
ρobs(E) =
∫
D(E|Eγ)ρtrue(Eγ)dEγ (5.1)
that is convolved by D(E|Eγ). Conventional spectral effects, such as the
∼0.1% Doppler broadening expected in the annihilation/decay lines, alter
the energy of the signal photons and hence the true spectrum ρtrue(Eγ).
This is not true of quantum nonequilibrium however. In de Broglie-Bohm
theory, the system configuration does not affect the standard Schro¨dinger
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evolution of the quantum state [59]. Photons will hence arrive at the
telescope with the same quantum states (and the same associated energy
eigenvalues) as they would have in the absence of quantum nonequilib-
rium. Instead, as we shall see, quantum nonequilibrium affects the statis-
tical outcomes of quantum interactions between the photons and the tele-
scope. Thus, quantum nonequilibrium alters the detector’s energy disper-
sion D(E|Eγ) and not ρtrue(Eγ). This is the essential difference between
conventional spectral effects and those caused by quantum nonequilibrium.
Of course, since both ρtrue(Eγ) and D(E|Eγ) enter into the integrand
of Eq. (5.1), both kinds of effects contribute to the observed spectrum
ρobs(E). The relative size of these contributions may, however, depend
strongly on the context.
To illustrate this last point, consider the observation of a spectral line
ρtrue(Eγ) = ρline(Eγ) according to Eq. (5.1) in two separate regimes.
First, consider a ‘high’ resolution instrument in which ∆E/Eγ (the
width of D(E|Eγ)) is significantly smaller than the width of the signal
line ρline(Eγ). In this case it is appropriate to make the approximation
D(E|Eγ) ≈ δ(E − Eγ), and so the observed spectrum (5.1) closely ap-
proximates the true signal spectrum, ρobs(E) ≈ ρline(E). Thus a high
resolution telescope may resolve the profile of the signal line. In this
regime, any moderate (order unity) alterations that quantum nonequilib-
rium makes to D(E|Eγ) will be sub-dominant in the observed spectrum.
Second, consider a ‘low’ resolution telescope for which the width ∆E/Eγ
of the energy dispersion function D(E|Eγ) is significantly larger than the
width of the signal line. For this case the appropriate approximation is
instead ρline(Eγ) ≈ δ(Eγ − Eline), and so the observed spectrum (5.1)
closely approximates the instrument’s own energy dispersion distribution,
ρobs(E) ≈ D(E|Eline). In this second regime conventional broadening is
not resolved, whereas moderate changes in D(E|Eline) (perhaps caused by
quantum nonequilibrium) would be directly observed.
We may draw the remarkable conclusion that quantum nonequilibrium
will be more evident in telescopes of low energy resolution. With regards to
the hypothetical WIMP and sterile neutrino lines with∼0.1% conventional
(Doppler) broadening mentioned above, currently operational telescopes
are within the low resolution range. For example, the Fermi Large Area
Telescope (LAT) has a resolution of ∆E/Eγ ∼ 10% [211]1. Indeed, if
quantum nonequilibrium produced moderate, order unity changes in the
1The earlier (1990s) EGRET γ-ray telescope had a resolution of ∼20% [213] and the
2015-operational CALET and DAMPE γ-ray telescopes achieve ∼2% [214, 215]. These
are also in the low resolution regime for a possible WIMP line with 0.1% broadening.
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Fermi-LAT energy dispersion distribution D(E|Eγ), these changes would
appear ∼100 times larger than the expected Doppler broadening of the
hypothetical annihilation line in the observed spectrum.
Idealised model of a photon detector
To explore the potential consequences of quantum nonequilibrium, we
now introduce an idealised, field-theoretical, and parameter-free model
of a telescope photon detector. We base our model on the standard de
Broglie-Bohm pilot-wave description of von Neumann measurements [42],
which is more commonly applied to discrete spectra. As we shall explain,
when applied to a continuous (energy) spectrum, a dispersion distribution
D(E|Eγ) and a resolution ∆E/Eγ naturally arise. To model a photon de-
tector, we model a measurement of the electromagnetic field, in which we
assume only one photon is present at a time. To avoid complications asso-
ciated with the localisability of photons, we take electromagnetic field to
be quantised within a region that loosely corresponds to the body of the in-
strument. For each photon, a single energy is recorded. Over the course of
the experiment, many such readings are taken and the resulting set of val-
ues may be compared with model spectra for the purposes of hypothesis
testing.
For the measurement of an observable A with a discrete and non-
degenerate spectrum, a standard de Broglie-Bohm measurement proceeds
as follows. A system with wave function ψ(q) is coupled to a pointer with
wave function φ(y). A commonly used interaction Hamiltonian is
HI = gApy, (5.2)
where py is the conjugate momentum operator of the pointer and g is a
coupling constant. The measurement process is taken to begin at t = 0
and, prior to this, the coupling constant g is taken to be zero. There-
after, g is taken to be large enough to ensure that the subsequent evolu-
tion is dominated by the interaction Hamiltonian. With this stipulation, the
Schro¨dinger equation takes the simple form
∂tΨ = −gA∂yΨ (5.3)
for the duration of the measurement. Since the spectrum of A is assumed
discrete and non-degenerate, the system wave function may be decom-
posed as ψ(q) =
∑
n cnψn(q), where cn are arbitrary coefficients and
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ψn(q) are eigenstates ofA with the eigenvalues an. The system evolves as
ψ(q)φ(y)→
∑
n
cnψn(q)φ(y − gant). (5.4)
The outcome probability of the experiment is determined by the effective
distribution of the pointer y–the marginal Born distribution (hereby called
the measured distribution), ρmeas(y) :=
∫ |Ψ(q, y)|2dq. Initially the dif-
ferent terms in the sum (5.4) overlap in configuration space, producing in-
terference in the measured distribution. Over time each component moves
at a speed proportional to its eigenvalue an. If the pointer is prepared in
a localised state (perhaps a Gaussian), then after a sufficient time (deemed
the duration of the measurement) the measured distribution will become a
sum of non-overlapping terms,
ρmeas(y) =
∑
n
|cn|2|φ(y − gant)|2, (5.5)
and will no longer exhibit interference. Hence, at the end of each mea-
surement, the pointer is found in one of a number of disjoint regions that
correspond to the non-overlapping terms in Eq. (5.5). In the absence of
quantum nonequilibrium, there is a |cm|2 chance of finding the pointer in
the mth region. If a single measurement concludes with the pointer in
the mth region, this implies a measurement outcome of the corresponding
eigenvalue, am. The discrete spectrum, |cn|2, may then be reconstructed
by repeated measurements over an ensemble.
According to textbook quantum mechanics, quantum state collapse oc-
curs at the end of each measurement in order to ensure that the pointer
is found in a single one of the disjoint regions. In the de Broglie-Bohm
account, the system (which always occupies a definite position in config-
uration space) is simply found in one of the regions, with no need for any
non-unitary evolution. Instead an ‘effective collapse’ occurs as, once the
components of the wave function (5.4) have properly separated, subsequent
evolution of the system configuration is determined solely by the compo-
nent that contains the configuration.
This formulation accounts only for the measurement of observables
with discrete spectra. One cannot associate disjoint regions in y to eigen-
values on a continuous (energy) scale. Instead, given a particular pointer
position, the energy of the incident photon must be estimated. The model
photon detector measures the total (normal-ordered) Hamiltonian of the
free-space electromagnetic field :HEM:, so that in place of Eq. (5.2) the
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interaction Hamiltonian is
HI = g:HEM:py. (5.6)
For an initial single-photon state |Eγ〉, the state evolution becomes simply
|Eγ〉 |φ(y)〉 → |Eγ〉 |φ(y − gEγt)〉 . (5.7)
Although the photon has an exact energy, the quantum uncertainty in the
initial position of the pointer produces uncertainty in the pointer position at
any later time. The probability density of finding the pointer at a position
y is given by
ρmeas(y, t) = |φ(y − gEγt)|2. (5.8)
If this ‘measured distribution’ were known, then one could correctly infer
the true photon energy Eγ . In a single measurement, however, the pointer
is found at a single position that is distributed as ρmeas(y, t). The best
estimate of the true energy is that which was most likely to have caused the
observed pointer position. Taking the initial pointer wave packet |φ(y)|2 to
be Gaussian and centred at y = 0, this amounts to assigning the energy
E = y/gt. (5.9)
The energy dispersion function D(E|Eγ) is the distribution of possible
energy values recorded by the instrument given the true energy Eγ . If the
pointer packet has initial variance σ2y , the distribution of measured pointer
positions (5.8) may be translated into the distribution of recorded energies
(5.9), giving
D(E|Eγ) = 1√
2pi
gt
σy
e
− 1
2
(
gt
σy
)2
(E−Eγ)2
. (5.10)
Since this is a Gaussian, the energy resolution (the half-width of the frac-
tional 68% containment window) is simply the fractional standard devia-
tion,
∆E
Eγ
=
σy
gtEγ
. (5.11)
For hypothesis testing, we need to know the spectrum we expect to observe
for each potential true spectrum ρtrue(Eγ) . This is given by the convolution
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(5.1), that for our model becomes
ρobs(E) =
∫ ∞
0
ρtrue(Eγ)
1√
2pi
gt
σy
e
− 1
2
(
gt
σy
)2
(E−Eγ)2
dEγ , (5.12)
which is a simple ‘Gaussian blur’ (or Weierstrass transform) of the true
spectrum.
The duration t of the measurement appears in the denominator of Eq.
(5.11). Thus, in a sense the precision of the energy reading improves with
the run time. But t appears only as a factor in the quantity gt, so a larger
coupling constant would also improve the precision. In section 5.3 it will
be useful to rescale the pointer variable y in terms of its initial standard
deviation σy, where it turns out that σy appears only in the quantity gt/σy.
Thus a narrower pointer packet will also improve the precision. With this
in mind, we define the rescaled time variable
T =
gtEγ
σy
=
(
∆E
Eγ
)−1
, (5.13)
where ∆E/Eγ = 1/T is the resolution of the telescope.
The variables g, σy and t are the only free parameters in this model.
The definition (5.13) allows their replacement with the single easily inter-
preted quantity T . Thus, for instance, the model may reproduce a roughly
EGRET resolution of 20% at T = 5, a roughly Fermi-LAT resolution of
∼10% at T = 10 or a roughly CALET/DAMPE resolution of ∼2% at
T = 50.
The true energy Eγ is included in the definition (5.13) so that the
rescaled time T is exactly the reciprocal of the energy resolution (5.11)–no
matter the true energy of the incident photon. Consequently, the effects of
quantum nonequilibrium we describe in section 5.3 are independent of the
energy of the spectral line.
5.3 Nonequilibrium spectral lines
As discussed in section 5.2, we consider a ‘low’ resolution telescope in
which the detector energy resolution ∆E/Eγ is significantly larger than
the width of the spectral line. The signal photons may then be taken to
be approximately mono-energetic, ρtrue(Eγ) = δ(Eγ − Eline), and hence
the telescope is expected to record photon energies distributed according
to the detector energy dispersion function at the line energy, ρobs(E) =
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D(E|Eline). In the presence of quantum nonequilibrium, we expect to ob-
serve deviations from D(E|Eline).
De Broglie-Bohm description of model
To calculate how these deviations may appear in practice, we now provide
a de Broglie-Bohm description of the photon detector model introduced in
section 5.2. For this we require a coordinate representation of the electro-
magnetic field. We work in the Coulomb gauge, ∇ ·A(x, t) = 0, with the
field expansion
A(x, t) =
∑
ks
[Aks(t)uks(x) +A
∗
ks(t)u
∗
ks(x)] , (5.14)
where the mode functions
uks(x) =
εks√
2ε0V
eik.x (5.15)
and their complex conjugates define a basis, and V is a normalisation vol-
ume that may be thought to correspond loosely to the volume of the instru-
ment. To avoid duplication of basis elements u∗ks with u−ks, the summa-
tion (5.14) should be understood to extend over only half the possible wave
vectors k. (See for instance Ref. [198].) This expansion allows the energy
of the electromagnetic field to be written as
U =
1
2
∫
V
d3x
(
ε0E
2 +
1
µ0
B2
)
(5.16)
=
∑
ks
1
2
(
A˙ksA˙
∗
ks + ω
2
kAksA
∗
ks
)
, (5.17)
where ωk = c|k|. Eq. (5.17) corresponds to a decoupled set of complex
harmonic oscillators of unit mass. We prefer instead to work with real
variables and so decompose Aks into its real and imaginary parts
Aks = qks1 + iqks2. (5.18)
The free field Hamiltonian may then be written as
H0 =
∑
ksr
Hksr (5.19)
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with r = 1, 2, where
Hksr =
1
2
(
p2ksr + ω
2
kq
2
ksr
)
(5.20)
and where pksr is the momentum conjugate to qksr.
The variables qksr and y are the configuration-space ‘beables’. To-
gether they specify the configuration of the field and pointer. By rescaling
the beable coordinates,
Qksr =
√
ωk
~
qksr, Y =
y
σy
, (5.21)
and using the rescaled time parameter (5.13), the Schro¨dinger equation
may be written as2
∂TΨ +
1
2
∑
ksr
Ek
Eγ
(−∂2Qksr +Q2ksr − 1) ∂Y Ψ = 0. (5.22)
The following de Broglie-Bohm guidance equations may then be derived
by using a similar method to that used in [3] (based on general expressions
derived in [180]):
∂TQksr =
Ek
Eγ
(
−1
3
Ψ∂Qksr∂Y Ψ
∗ +
1
6
∂Y Ψ∂QksrΨ
∗
+
1
6
∂QksrΨ∂Y Ψ
∗ − 1
3
Ψ∗∂2QksrΨ
)
/|Ψ|2, (5.23)
∂TY =
∑
ksr
Ek
Eγ
(
−1
6
Ψ∂2QksrΨ
∗ +
1
6
∂QksrΨ∂QksrΨ
∗
−1
6
Ψ∗∂2QksrΨ +
1
2
(
Q2ksr − 1
) |Ψ|2) /|Ψ|2. (5.24)
These are the equations of motion for the ({Qksr}, Y ) configuration un-
der a general quantum state. Prior to the spectral measurement, one mode
of the field ‘contains’ a nonequilibrium photon of energy Eγ . The beable
associated with this photon-carrying mode will be referred to asQ. Hence-
forth, all summations or products over ksr should be understood to exclude
the mode that contains the photon. With this in mind, the wave function(al)
2In Eqs. (5.22)–(5.24), Eγ should be understood to be a reference energy that will later
refer to the energy of the incident photon.
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of the pointer-field system may be written as
Ψ = (2pi)−
1
4 exp
[
−1
4
(Y − T )2
]
︸ ︷︷ ︸
φ
× 2 12pi− 14Q exp
[
−1
2
Q2
]
︸ ︷︷ ︸
χ1
∏
ksr
pi−
1
4 exp
[
−1
2
Q2ksr
]
︸ ︷︷ ︸
χ0
. (5.25)
Here, φ is the pointer packet while χ0 and χ1 refer to harmonic oscilla-
tor ground and first excited states respectively. For this specific state the
guidance Eqs. (5.23) and (5.24) become
∂TQ =
1
6
(
1
Q
−Q
)
(Y − T ),
∂TQksr = −1
6
Ek
Eγ
Qksr(Y − T ),
∂TY =
1
6Q2
+
1
3
Q2 +
1
6
+
∑
ksr
Ek
Eγ
(
1
3
Q2ksr −
1
6
)
. (5.26)
The pointer is coupled to the total energy of the field. Quantum-
mechanically the vacuum modes are effectively uncoupled from the
pointer, as is evident from the simple Schro¨dinger evolution (5.25). But
in the de Broglie-Bohm treatment the guidance Eqs. (5.26) describe a sys-
tem in which the beables of each vacuum mode, Qksr, are coupled di-
rectly to the pointer, and through their interaction with the pointer they
are coupled indirectly to each other. (For more details on the energy mea-
surement of a vacuum mode see [3].) This is accordingly a very complex
high-dimensional system. Since our purpose is not to provide an accurate
description of a real telescope photon detector, but merely to provide illus-
trative, qualitative examples of possible phenomena, we now truncate the
model.
As a first approximation to the full de Broglie-Bohm model of Eqs.
(5.26), we consider a system in which the pointer beable is decoupled from
the vacuum mode beables. In this reduced system, only the beable Q of
the excited mode affects the evolution of the pointer, and so the system is
effectively two dimensional.
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Figure 5.1: Periodic orbits in the configuration (Eq. (5.29)) produced by the
guidance Eqs. (5.28) contrasted with the quantum equilibrium distribution
(5.27).
Lengthscale of nonequilibrium spectral anomalies
Rather than using the variable Y to track the evolution of the pointer, it
is convenient to translate this directly into an energy reading. To this end,
define the variable devE := (E − Eγ) /∆E. This is the deviation from a
perfect energy reading in units of the detector energy resolution ∆E, and
is related to Y by devE = Y − T . The truncated configuration space may
then be spanned by coordinates (Q, devE). In terms of these coordinates,
the quantum equilibrium distribution
|Ψ|2 = 1√
2pi
exp
(
−1
2
devE2
)
2√
pi
Q2 exp
(−Q2) , (5.27)
and the guidance Eqs.
∂TQ =
1
6
devE
(
1
Q
−Q
)
,
∂T devE =
1
6Q2
+
1
3
Q2 − 5
6
, (5.28)
are both time-independent. The guidance equations specify stationary or-
bits around points at
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(±
√
5±√17/2, 0), with paths given by
constant = devE2/2 +Q2 − ln |Q| − ln |Q2 − 1|. (5.29)
These orbits are contrasted with quantum equilibrium in figure 5.1. Each
of the orbits corresponds to an energy reading that oscillates between an
overestimation and an underestimation of the true photon energy Eγ . The
extent of these oscillations is stationary with respect to the energy scale
∆E (the detector energy resolution), rather than any fixed energy scale. If
considered on a fixed energy scale, the oscillations would appear to shrink
as the system evolves and the model, in effect, describes the outcome of
an increasingly high resolution telescope (according to Eq. (5.13)). As a
result, the model reflects the discussion in section 5.2–spectral anomalies
caused by quantum nonequilibrium should be expected to be observed on
the scale of the telescope energy resolution, rather than any scale indepen-
dent of the telescope.
Introducing quantum nonequilibrium
As the quantum nonequilibrium evolves (and in effect the system models
an increasingly high resolution instrument) we expect to see a dynamic re-
laxation that will contribute transients. (For an introduction to the mechan-
ics of quantum relaxation, see Ref. [60] and chapter 2 of this thesis.) In or-
der to provide explicit calculations displaying the line profiles produced by
quantum nonequilibrium in the photon detector model, we must first spec-
ify the initial nonequilibrium photon distributions. There are, however, as
yet no a priori indications on the nature of the nonequilibrium distributions
that could be present in the photon statistics–the possible or likely shape
and extent of the deviations from the Born distribution remain an open
question. With this in mind, in order to provide a simple parameterisation
of sample nonequilibrium distributions we use a ‘widening parameter’ w
that acts to specify the initial distribution as
ρ0(Q, devE) = |ψ0(Q/w, devE)|2/w. (5.30)
To investigate the consequences of introducing such photon quantum
nonequilibrium into the model detector, ensembles of 10,000 config-
urations were evolved for each of the widening parameters w =
1/16, 1/8, 1/4, 1/2, 2, 4, 8 using a standard Runge-Kutta (Cash-Karp) al-
gorithm. Representative snapshots of the resulting nonequilibrium distri-
butions and spectral lines are illustrated in figures 5.2 through 5.5.
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Figure 5.2: The evolution of a nonequilibrium ensemble of model spectral
measurements (represented by 10,000 points). The individual trajectories
that compose the nonequilibrium distribution are displayed in blue and the
equilibrium distribution is displayed in green. Only Q > 0 is shown as
the behaviour is identical for Q < 0. Each frame displays the state at
particular time T in the evolution. Since ∆E/Eline = T−1, each frame is
also the final system state produced at a particular energy resolution. The
corresponding spectral line profiles (at the corresponding telescope energy
resolutions) are shown in figure 5.3. The initial nonequilibrium distribution
for the field mode used in this figure is equal to the equilibrium distribution
narrowed by a factor of 4 (w = 1/4). In the model, much of the support of
such w < 1 nonequilibrium distributions is confined to the region |Q| < 1
with the result of producing sharp, narrowed spectral lines (see Fig. 5.3).
Frame 6 shows the formation of the fine structure that is a hallmark of
quantum relaxation.
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Figure 5.3: Model spectral line profiles produced by a w = 1/4 quantum
nonequilibrium (corresponding to the frames shown in figure 5.2), con-
trasted with the expected line profile, D(E|Eline). Each frame corresponds
to a particular telescope energy resolution ∆E/Eline. (The third frame, for
instance, shows a resolution of ∆E/Eline = 10%, approximately that of
the Fermi-LAT.) The lines are given by the marginal distribution in variable
devE := (E − Eline)/∆E of the frames in figure 5.2. The plots are his-
tograms that have been normalised to represent a probability distribution
(plotted on the vertical axis) and hence there is a small amount of statisti-
cal fluctuation due to the finite sample size of 10,000. Frames 2-4 display
distinct signatures of quantum nonequilibrium that could be searched for
in experimental data. These show features that are too narrow to be con-
ventionally resolved at the corresponding instrument resolution. Frame 3
also shows a clear double bump that could not be resolved conventionally.
These features are commonly produced by the model for w < 1 nonequi-
libria.
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Figure 5.4: The evolution of an ensemble of model spectral measurements
(represented by 10,000 points) subject to a w = 2 quantum nonequilib-
rium. The individual beable configurations that compose the nonequilib-
rium ensemble are displayed in blue and the equilibrium distribution is
displayed in green. Each frame displays the ensemble at a particular time
T in the evolution. Since ∆E/Eline = T−1, these are also the ensembles
found upon the completion of a measurement at the corresponding energy
resolution. Only Q > 0 is shown as the behaviour is identical for Q < 0.
In the model, w > 1 quantum nonequilibrium distributions find more of
their bulk confined to the regions |Q| > 1 (see figure 5.1). For lower res-
olution measurements (frames 2 and 3) this results in an overestimation of
the energy and a broadened line. Towards higher resolutions, fine structure
develops, leading to a partial quantum relaxation. Spectral line profiles at
the corresponding energy resolutions are shown for w > 1 nonequilibrium
in figure 5.5 (we have used w = 4 for clarity).
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Figure 5.5: Spectral line profiles produced by a w = 4 quantum nonequi-
librium, contrasted with the expected line profile, D(E|Eline). Each frame
corresponds to a model telescope of a particular energy resolution. (The
third frame, for instance, shows a line produced by a model telescope with
a roughly Fermi-LAT resolution of ∆E/Eline = 10%.) The horizontal axis
denotes the deviation from the true line energy in units of the telescope en-
ergy resolution ∆E. (For example, in absolute energy units the expected
profile of the spectral line in frame 3 is 100 times the width of that in frame
6.) The plots are histograms that have been normalised to represent a prob-
ability distribution (plotted on the vertical axis) and hence there is a small
amount of statistical fluctuation due to the finite sample size of 10,000.
Figure 5.2 shows snapshots in the evolution of the quantum nonequi-
librium for w = 1/4. (Only the Q > 0 half of the configuration space is
shown as the behaviour is identical for Q < 0.) Figure 5.3 contrasts the
resulting spectral lines (at the corresponding detector energy resolutions)
with the expected line profile, D(E|Eline).
In the model, trajectories are confined to fixed orbits (displayed in fig-
ure (5.1)) that oscillate between devE > 0 where the photon energy is
overestimated and devE < 0 where it is underestimated. Since larger or-
bits have a larger period, trajectories that begin close to each other (and
so initially oscillate in phase) gradually desynchronise. This produces
swirling patterns in the configuration space distributions that grow into fine
structure, a hallmark of the process of relaxation in classical mechanics and
also in de Broglie-Bohm quantum theory.
At relatively low detector energy resolutions (∆E/Eγ & 5%) trajec-
tories are still mostly in phase and so mostly grouped together. The corre-
186
sponding spectral line profiles appear narrower and sharper than could con-
ventionally occur. Since the instrument should not be capable of resolving
such a narrow line, lines of this type, if observed, could represent strong
evidence for the presence of quantum nonequilibrium. See for instance
the second frame of figure 5.3, which displays such a narrowed line at an
energy resolution that approximately matches that of the EGRET instru-
ment. At an energy resolution of ∆E/Eγ = 10%, which approximately
matches that of the Fermi-LAT, the distribution begins to desynchronise
creating a double-line. (See frame 3 of figure 5.3.) These narrow and dou-
ble line profiles are common to all initial nonequilibrium distributions that
are sufficiently narrow in Q. At resolutions beyond about ∆E/Eγ = 5%
the model detector produces a line profile that increasingly resembles the
standard profile. In principle, observation of the fine structure (that is for
instance shown frame 6 of figure 5.3) could betray the presence of quantum
nonequilibrium, though it is unlikely that this fine structure will be evident
in data without a very large sample of readings (signal strength).
Figure 5.4 shows snapshots in the evolution when a widened (w = 2)
nonequilibrium photon distribution is introduced. Again, only the Q > 0
half of the configuration is shown. Representative spectral line profiles
generated by a widened (w = 4 for clarity) nonequilibrium distribution are
shown in figure 5.5. For the w > 1 cases, more of the bulk of the ensemble
density is situated at |Q| & 2. In these regions, the guidance equations
(5.28) cause early pointer movement in the positive devE direction (see
figure 5.1). Accordingly, ‘low’ resolution telescope photon detectors pro-
duce an overestimated energy. This is shown in frames 2 and 3 of figure
5.5, although the extent of the overestimations may not be immediately ev-
ident. To illustrate, in frame 2 the nonequilibrium line profile is centred on
approximately devE = 5 at an approximately EGRET energy resolution
of ∆E/Eγ = 20%. Consequently, if such a line profile were discovered,
it would be likely attributed an energy of approximately double the correct
energy.
At increasing resolutions (as in the narrowed case) the widened distri-
butions begin to display structure. Double and triple lines appear until at
‘high’ resolutions the structure becomes fine enough that the line profile
approaches an approximately stationary state with respect to the instru-
ment energy resolution. Frame 6 of figure 5.5 displays the profile of the
w = 4 spectral line once it has reached this stage. Note that the amount
of line broadening may appear comparable at all resolutions in figure 5.5,
though this is of course only with respect to the energy resolution. For
instance, in frame 6 the energy resolution is 0.1%, which is equal to the
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expected conventional broadening so that the effects of quantum nonequi-
librium and of conventional broadening would appear approximately the
same size. In frame 3, on the other hand, the energy resolution is 10% so
that the broadening caused by quantum nonequilibrium is approximately 2
orders of magnitude larger than the conventional broadening.
5.4 Discussion and Conclusions
In this paper we have described possible experimental signatures of quan-
tum nonequilibrium in the context of hypothetical dark matter line spectra.
Quantum nonequilibrium (violation of the Born probability rule) is a pre-
diction of the de Broglie-Bohm pilot-wave interpretation of quantum the-
ory. The signatures we describe are not possible in any of the other major
interpretations. Among the major interpretations of quantum mechanics,
de Broglie-Bohm is the only one that allows (in principle) arbitrary devi-
ations from the Born probability rule. In fact, most interpretations are ob-
servationally equivalent to textbook quantum mechanics. The only other
exception is collapse models. These allow for anomalous energy mea-
surements, but for microscopic systems the effects are tiny. The potential
effect of collapse models on spectral lines has in fact been studied [216].
It is found that lines can be broadened and shifted. However, the effects
scale with the mass of the system and are far too small to be observed for
microscopic systems (such as a hydrogen atom or an elementary particle,
though the effects might be measurable for macromolecules). In contrast,
our effects have no particular dependence on mass and in principle can be
of order unity even for microscopic systems. Thus, a confirmed discovery
would serve to distinguish de Broglie-Bohm theory from the other inter-
pretations (including textbook quantum theory).
An accessible source of quantum nonequilibrium could also lead to
the discovery of other new phenomena [74, 61, 179, 163, 164], potentially
opening a large field of investigation. We have argued in section 5.2 that
the indirect search for dark matter through spectral lines is an experimental
field that is particularly well placed to observe experimental signatures of
quantum nonequilibrium (should it exist). To support and illustrate our ar-
guments, we have introduced an idealised model of spectral measurement
intended to represent an X/γ-ray telescope photon detector. Of course, this
model has limited and debatable applicability to actual experiment. The
inner workings of contemporary X/γ-ray telescopes are very complicated,
typically involving a great many interactions before an estimate of the pho-
ton energy may be made. Our intention, however, is not to provide an
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accurate description of such telescopes, but only to illustrate spectral fea-
tures that we argue are to be generally expected in the presence of quantum
nonequilibrium. Moreover, since the notion of quantum nonequilibrium is
commonly regarded as highly speculative, our intention is to highlight fea-
tures that are sufficiently exceptional that they might be difficult to account
for with conventional physics.
The two complementary spectral effects that we regard as the primary
outcome of this work may be summarised as follows. Firstly, as described
in section 5.2 and illustrated in figures 5.3 and 5.5, the effect of quan-
tum nonequilibrium is not to alter the true energy of the signal photons,
and hence the true energy spectrum ρtrue(Eγ), but rather to alter the statis-
tics of the interaction of the detector with the photons, and hence the tele-
scope energy dispersion function D(E|Eγ). The spectral effects of quan-
tum nonequilibrium therefore appear on the lengthscale of the resolution
of the detector (∆E/Eγ) rather than any fixed energy scale as is the case
with standard spectral effects. We regard this as the essential difference be-
tween conventional spectral effects and those caused by quantum nonequi-
librium. Telescopes that cannot resolve conventional sources of spectral
broadening instead effectively observe their own dispersion function at the
line (ρobs(E) = D(E|Eline)), and so quantum nonequilibrium will produce
the largest anomalies in these cases. (Indeed it is interesting to note that
the majority of currently operational X/γ-ray telescopes fall into this cat-
egory when considering the hypothetical 0.1% Doppler broadened WIMP
and sterile neutrino lines that we have used as examples.) Secondly, as
illustrated in section 5.3, in the presence of quantum nonequilibrium a dy-
namical evolution is expected during the measurement process and this will
contribute deviations from the expected line profile D(E|Eline). (See fig-
ures 5.3 and 5.5.) Such deviations will be maximal in telescopes that do
not disturb the nonequilibrium too much. (In the model this corresponded
to ‘lower’ energy resolution.) It may be the case that real telescopes are
sufficiently complicated that they degrade nonequilibrium entirely, mak-
ing it effectively unobservable, although to discount this possibility would
require a much more complicated (and potentially intractable) model.
Taken together, these two effects mean that a number of noteworthy
profiles are possible. Lines may appear narrower than the instrument is
canonically capable of resolving (see frames 2 and 3 of figure 5.3). Such
an occurrence could only otherwise be due to instrumental error or statisti-
cal aberration. It should in practice be possible to exclude these two alter-
nate explanations and so such a signal could represent strong evidence of
quantum nonequilibrium. Lines may appear split into two or three or oth-
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erwise display structure (see frames 3-5 of figure 5.3 and frames 3 and 4 of
figure 5.5). Should it occur, line broadening will appear on the lengthscale
of the telescope energy resolution, which is commonly orders of magni-
tude larger than that expected in the physical energy spectrum (see frames
2 and 3 of figure 5.5). For this reason, narrow lines could be mistaken for
broad sources, confused with other nearby features or simply lost in the
background. Finally, it is important to note that the line profile observed
is as much a property of the telescope photon detector as it is a property
of the quantum nonequilibrium. As such, two telescopes with large sets of
otherwise reliable data may disagree entirely on the profile (or existence)
of a line.
In the absence of any nonequilibrium distributions that are more ex-
treme than those we have considered, it seems highly likely that the con-
firmed discovery of a dark matter spectral line would need to precede any
investigation into the cause of an anomalous line shape. After all, signal
statistics that are significant enough to prove a spectral line has an anoma-
lous shape would surely be significant enough to prove the existence of
the line in the first place. Nevertheless, the presence of quantum nonequi-
librium could have important consequences for the indirect each for dark
matter, and this is particularly true for telescopes of lower spectral resolu-
tion, where nonequilibrium could obfuscate the detection process, produc-
ing ambiguous and anomalous results, making the discovery of a spectral
line more elusive.
In recent years there have been a number of claims of line detections
(all controversial), and these may provide context for this last point. One
such controversial line was reported in the galactic dark matter halo at
∼133 GeV in Fermi-LAT data in 2012 by Refs. [217, 108]. This was
originally thought to be a possible WIMP annihilation line [108], although
its existence is now widely discredited. Indications of instrumental er-
ror have been found [101, 104], searches with access to more LAT data
have reported reduced significance [104, 105], and a recent search with
the ground-based H.E.S.S. II Cherenkov telescope ruled out the line with
95% confidence [111]. It is interesting to note, however, that one of the
original reasons why this feature was discredited as an actual signal was
that it seemed too narrow. In 2013 the Fermi collaboration disputed the
existence of the line, arguing that ‘the feature is narrower than the LAT
energy resolution at the level of 2 to 3 standard deviations, which some-
what disfavours the interpretation of the 133 GeV feature as a real WIMP
signal’ [104]. As we have seen, quantum nonequilibrium could result in
features which are narrower than the telescope could canonically be ca-
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pable of resolving. Indeed, in our model this is commonly the case for
telescope energy resolutions near 10% (frames 2-4 figure 5.3). For such
cases, our model also tends to produce multiple lines at these resolutions
(frame 3 figure 5.3) and, remarkably, two prominent early proponents of
the feature found it to be marginally better fit by two lines at ∼111 GeV
and ∼129 GeV (Refs. [109] and [218]).
A more recent (and yet to be resolved) controversy surrounds a 3.5
keV line-like feature in data from X-ray telescopes. The bulk of the orig-
inal study that reported the line (Ref. [112]) concerned the stacked spec-
trum of a large number of nearby galaxies and galaxy clusters3 with the
CCD instruments aboard the XXM-Newton satellite. In this stacked study,
Ref. [112] found a faint line (a 1% bump above the background contin-
uum) with an unresolved profile, consistent with the decay of a 7 keV
sterile neutrino. Like γ-ray calorimeters, the CCD instruments employed
are capable of single photon energy measurements, albeit at a relatively
low ∼100 eV full-width-half-maximum (FWHM) resolution in this range.
This is considerably larger than the ∼0.1% × 3.5 keV width of the hy-
pothetical sterile neutrino line, and so the effects of quantum nonequilib-
rium could also be significant in this context. Whilst the authors reported
the discovery with relatively large (> 3σ) significance, they also noted
some apparent anomalies in their data. Chief amongst these was the fact
that the two separate XXM-Newton CCD instruments used for the stacked
study (the MOS and the pn) found best-fit energies at 3.57 ± 0.02 keV
and 3.51 ± 0.03 keV respectively, a disagreement at a 2.8σ level [112].
Also, the best fit flux from the Perseus Cluster appeared anomalously large
in data sets from both XMM-Newton and Chandra instruments. (This high
Perseus flux was confirmed by an independent study using different XMM-
Newton data [113].) Both of these anomalies were however mitigated if the
flux of nearby K and Ar atomic transition lines were allowed to vary from
their theoretical values, albeit by at least an order of magnitude. Since
then, a number of related studies have taken place using the CCD instru-
ments aboard the XMM-Newton, Chandra and Suzaku satellites, and the
Cadmium-Zinc-Telluride instruments aboard the NuStar satellite. These
paint a confusing picture, with varying levels of detection certainty4 and
3The advantages of a stacked study are two-fold. The available sample size is enlarged
and, as data from many different redshifts are combined in the rest frame of the source,
spectral features with an instrumental origin are smeared over whilst features with a phys-
ical origin are superposed; instrumental error is suppressed and physical features are em-
phasised.
4Recently, Ref. [219] reported an 11σ detection in NuStar data from the COSMOS and
ECDFS empty sky fields, where a signal from the Milky-Way dark matter halo is expected.
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notable non-detections as for instance in Refs. [114, 220, 221, 222]. For
comprehensive reviews of these studies see Refs. [223, 224]. Much of the
uncertainty stems from two nearby K XVIII lines at 3.47 keV and 3.51 keV
[224]. These lines are difficult to distinguish from the putative sterile neu-
trino line with ∼100 eV resolution instruments. This matter should have
been put to rest with the launch of the Hitomi satellite in February 2016,
which carried aboard it the high-resolution SXS instrument, capable of a
resolution of ∆E ' 5 eV FWHM [115], close to that of the theoretical
0.1% × 3.5 keV width of the sterile neutrino line. Unfortunately, the Hit-
omi satellite was lost a month into its mission. Before this, however, it did
manage to collect some preliminary data on the Perseus cluster [225, 115].
Hitomi did not detect the 3.5 keV line at the anomalously high flux level de-
tected by Refs. [112, 113], ruling it out with > 99% confidence [115]. The
Hitomi study did not rule out the lower flux level of the stacked sample in
Ref. [112] however, so it is still possible this exists. It also gave no expla-
nation of the reason behind the high flux observations in Refs. [112, 113].
The next generation of high spectral resolution telescopes (XRISM, Lynx,
Athena) are due to become operational from the early 2020s onwards.
For our purposes, the discourse that has surrounded the 3.5 keV fea-
ture raises a number of relevant points. For example, since stacked studies
combine the notional line at a range of redshifts, and telescope response is
dependent upon photon energy, these studies experience an averaging ef-
fect in the observable consequences of quantum nonequilibrium (similar to
the smearing of instrumental error). Furthermore, since quantum nonequi-
librium is an ensemble property, it is dependent upon how the ensemble is
defined. There is no a priori reason, for instance, why two galaxy clusters
would produce the same line profile. If galactic nonequilibrium distribu-
tions did indeed differ, then a stacked study would also average over these,
further suppressing nonequilibrium signatures. In principle then, quan-
tum nonequilibrium could explain why the single Perseus source produced
an anomalous signal that was not observed in the stacked sample. Since
the observed nonequilibrium signatures are dependent upon the instrument
used, it could also explain why the MOS and pn instruments disagreed
about the line energy in the stacked spectrum and also why the higher res-
olution Hitomi instrument did not observe the anomalous Perseus signal.
Indeed, since quantum nonequilibrium is consistent such a wide range
of different anomalies5, it may never be as credible as competing expla-
5Even the history of observations of the 511 keV electron-positron annihilation line in
the galactic bulge (whose existence is not controversial but which has at times been ar-
gued to be of dark matter origin [226, 227]) can be argued to be consistent with quantum
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nations with more restricted predictions. Even the strongest evidence we
have described could be explained in terms of instrument error, and would
differ from telescope to telescope. This is not an insurmountable barrier to
the discovery of particle quantum nonequilibrium, however. As we have
noted, we would expect the discovery of a line to be confirmed before any
significant inquiry into the cause of an anomalous profile. Indeed, for the
reasons we have outlined, it may be the case that a confirmed line discov-
ery will be delayed until a telescope that is capable of resolving the line
width is available (in order to minimise the effects of nonequilibrium). Be-
fore such a time, if consistently anomalous signals were detected in lower
resolution telescopes, the presence of quantum nonequilibrium could be-
gin to be speculated upon and this might inspire a more direct approach to
its detection. A definitive proof of the existence of quantum nonequilib-
rium could be arrived at by subjecting the signal photons to a specifically
quantum-mechanical experiment. One suggestion along these lines is to
look for deviations from Malus’ law in the polarization probabilities of the
signal photons [179]. There are in fact many possible such experiments
that could work. Even a simple double slit experiment, for instance, would
show anomalous results–a blurring of the interference pattern–in the pres-
ence of quantum nonequilibrium. If the incoming photons show anomalies
under such tests then there could be little doubt that the Born rule has been
violated and that other interpretations of quantum mechanics have failed.
There are clearly many ways in which our effects could manifest in the
search for dark matter, and there are many practical reasons why our effects
could turn out to be obscured even if they exist. More work remains to be
done on these matters. Only time will tell whether any of the scenarios we
have outlined prove to be informative.
nonequilibrium. Although high resolution (∆E ∼ 2 keV FWHM) INTEGRAL-SPI ob-
servations now place the line at energy 510.954± 0.075 keV with a width of 2.37± 0.25
keV FWHM [228], early observations of the line were conflicting. Low resolution balloon
observations of the galactic centre taken in the 1970s placed the line at 476±24 keV [229]
and at 530 ± 11 keV [230], and contrary reports of the line flux produced suggestions of
time-variation [231]–all in principle possible as a result quantum nonequilibrium affecting
low resolution spectral measurements.
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CHAPTER 6
SUGGESTED FUTURE
RESEARCH DIRECTIONS
Conclusions for chapters 2 through 5 are drawn in sections 2.6, 3.4, 4.5,
and 5.4 respectively. The purpose of this chapter is to briefly highlight
promising future research projects.
6.1 For Chapter 2
Chapter 2 develops classical and quantum relax theories from a principle
of (information) entropy conservation. Entropy conservation is shown to
guarantee that arbitrary ensembles of trajectories relax towards an equilib-
rium distribution. This equilibrium distribution is shown to correspond to
a density of states within the state space. The imposition of entropy con-
servation is shown to lead to a theoretical framework for physical theories
dubbed the iRelax framework. Classical mechanics and de Broglie-Bohm
quantum mechanics are arrived at through separate considerations of the
iRelax framework. To the author’s mind, the issues covered in chapter 2
point to three main topics for further research.
i..... A discovery of quantum nonequilibrium would be unquestionably mo-
mentous. So predictions of ways in which quantum nonequilibrium could
realistically be observed would be of great value. This task is taken up by
chapters 3, 4, and 5.
ii..... Chapter 2 shows how entropy conservation ensures the thermody-
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namic relaxation of trajectories in the state space. It also, almost, shows
that entropy conservation implies the law of evolution must specify trajec-
tories in the first place. Indeed it does so for the discrete case. But for
continuous state spaces there is a missing link in the proof that appears to
arise as a result of the divergence of entropy for ρ(x)s with Dirac deltas.
See sections 2.3.2 and 2.4.2 for discussion. A clarification of this point be
helpful.
iii..... De Broglie-Bohm theory is only a partial fit for the iRelax frame-
work. In order to fully determine future evolution in a de Broglie-Bohm
theory, both the configuration and the quantum state must be specified. But
at present, relaxation is only understood on the level of the configuration.
The quantum state is generally assumed to be shared by all ensemble mem-
bers. This suggests that a unified approach to de Broglie-Bohm may be in
order, in which the quantum state and the configuration are treated on the
same footing.
6.2 For Chapter 3
Chapter 3 considers whether full relaxation may be impeded or prevented
for sufficiently ‘extreme’ forms of quantum nonequilibrium. It introduces
the method of the ‘drift field’, which is tailored to exploit the regular be-
havior of trajectories far away from the chaos-inducing nodal vortices. It
also contains a systematic treatment of nodes and how their properties may
be deduced from the quantum state parameters. It defines categories of
quantum states, including one in particular that inhibits (or possibly even
prevents) total relaxation. Chapter 3 prompts several relatively easy topics
to investigate.
i..... The relaxation-retarding type-0 drift fields certainly slow relaxation,
but it is not yet clear whether relaxation will eventually complete, or
whether it is truly prevented. If relaxation was fully prevented, this would
lend weight to the prospect of the discovery of quantum nonequilibrium.
ii..... The drift field is a tool that may be used to analyze a great many quan-
tum states without resorting to high performance computing. It is hoped
that researchers may use the method to further probe quantum systems of
their choosing. The author would be happy to supply the Fortran and Math-
ematica codes developed for chapter 3 to those interested in pursuing this
line of research.
iii..... In order to restrict the field of investigation, it was helpful to attach
a condition of ‘no fine-tuning’ to those quantum states under investigation.
However most quantum states so far studied in the literature do not satisfy
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this condition. In the course of investigation it was found that quantum
states featuring fine-tuning along the lines described can produce highly
‘unusual’ or ‘pathological’ drift fields. (The four-state superposition used
in reference [71] produces such behavior for instance.) It would be infor-
mative to relax or replace the no fine-tuning condition in order to study
such states. It may also be informative to study systems with a suitable
truncated thermal spectrum, ∼ eEi/kT , so that the temperature dependence
of relaxation may be studied.
iv..... Chapter 2 lists and describes a number of properties of nodes of the
wave function(al), including some that are previously known. But it does
so under the dual assumptions of no fine-tuning and the system in question
being the two-dimensional isotropic oscillator. It would be interesting and
likely useful to attempt to generalize these results.
6.3 For Chapter 4
Chapter 4 is the most speculative, but also the most intriguing chapter,
as it considers possible ways in which quantum nonequilibrium could be
preserved in the statistics of relic cosmological particles. A reliable esti-
mate, however, relies on several uncertain areas in contemporary physics–
beyond the standard model particle physics, early Universe cosmology, and
of course uncertain factors in the generality of quantum relaxation (espe-
cially on cosmological scales). Some possible ways to develop these ideas
may include the following.
i..... Since for the time being uncertain factors make a prediction of
nonequilibrium surviving in relic particles difficult, it may be wise instead
to develop a realistic phenomenology of quantum nonequilibrium in ex-
periments. This way nonequilibrium may be easier to recognize if it does
show up in experiment. This is the route taken by chapter 5.
ii..... Chapter 4 considers both nonequilibrium particle production by infla-
ton decay during reheating and the possibility of conformal vacua retaining
nonequilibrium. But there may be other means by which systems could re-
main un-relaxed in the early Universe. During preheating, for example, the
classical part of the inflaton field creates matter through parametric reso-
nance. If particles are created in a field that is initially in a nonequilibrium
vacuum, then these particles may ‘pick up’ some nonequilibrium from the
vacuum. Of course, such particles would have to satisfy various other cri-
teria so that they avoid subsequent relaxation, are numerous enough to be
observable, and are stable enough to avoid decay before recombination etc.
iii..... It would be interesting to see how a single complicated system (the
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Universe) may reproduce nonequilibrium and equilibrium statistics in the
sub-systems from which it is composed. To the author’s knowledge there
is yet to be a single study to consider this topic, and so even a toy-model
may highlight some unanticipated behavior. Such a study would also help
to pin-down how nonequilibrium in the early Universe could be frozen-in,
a potentiality that is yet to be fully explored.
6.4 For Chapter 5
Chapter 5 describes how the (hypothetical) smoking-gun line spectra of
dark matter annihilation/decay may be altered if the dark matter exists in a
state of quantum nonequilibrium. This work is intended to inform the indi-
rect search for dark matter. If a nonequilibrium signal were detected, then
a number of things could happen. Lines could appear widened, shifted,
or feature structure and shape on a scale that should not be resolvable.
More to the point, telescopes would likely disagree with each other on the
position and shape of the line. A point that is related to contextuality in
quantum measurements. If systematic error could be ruled out, then such a
disagreement between telescopes could be statistically significant enough
to warrant further investigation. Fortunately there are specifically quantum
mechanical experiments that could be performed to settle the matter un-
equivocally. These should be relatively simple to perform once a suspected
source of nonequilibrium is identified. Another nonequilibrium signature
that could prompt such suspicion is an anomalous width. There appears
to be a distinct possibility to record the width of a line to be smaller than
the telescope should be capable of resolving. This possibility of nonequi-
librium, again, has no competing explanation apart from systematic error,
and so has the potential to raise significant suspicions.
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