In this paper, the existence of positive solutions for systems of semipositone singular fractional di erential equations with a parameter and integral boundary conditions is investigated. By using xed point theorem in cone, su cient conditions which guarantee the existence of positive solutions are obtained. An example is given to illustrate the results.
Introduction
The subject of fractional calculus has gained considerable popularity and importance during the past decades, mainly due to its demonstrated applications in numerous seemingly diverse and widespread elds of science and engineering. In recent years, fractional di erential equations have been widely used in optics and thermal systems, electromagnetics, control engineering and robotic, and many other elds, see [1] [2] [3] [4] [5] [6] and the references therein. The research on fractional di erential equations is very important in both theory and applications. By using nonlinear analysis tools, some scholars established the existence, uniqueness, multiplicity and qualitative properties of solutions, we refer the readers to [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and the references therein for fractional di erential equations, and [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] for fractional di erential systems.
Boundary value problems (BVPs for short) with integral boundary conditions for ordinary di erential equations represent a very interesting and important class of problems, and arise in the study of various biological, physical and chemical processes [34] [35] [36] [37] , such as heat conduction, thermo-elasticity, chemical engineering, underground water ow, and plasma physics. The existence of solutions or positive solutions for such class of problems has attracted much attention (see [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] and the references therein).
In this paper, we study the systems of semipositone singualr fractional di erential equations with a parameter and integral boundary conditions 
(t)) + λf (t, u(t), v(t), D
where 
The study of nonlinear fractional di erential systems is important as this kind of systems occur in various problems of applied mathematics. Recently, Wu et al. [26] considered the fractional di erential systems involving nonlocal boundary conditions
where D [27] investigated the existence of a pair of positive solutions for nonlocal fractional di erential systems (2) by constructing two cones and computing the xed point index in product cone. [28] established su cient conditions for the existence and nonexistence of positive solutions to fractional di erential systems (2) by the Banach xed point theorem, nonlinear di erentiation of Leray-Schauder type and the xed point theorems of cone expansion and compression of norm type.
In [29] , Henderson, Luca and Tudorache discussed the systems of nonlinear fractional di erential equations with integral boundary conditions
where D [30] proved the existence theorems for the positive solutions with respect to a cone for nonlinear fractional di erential systems (3) by the Guo-Krasnosel'skii xed point theorem. Under su cient conditions on functions f and g, the authors [31] studied the existence and multiplicity of positive solutions of nonlinear fractional di erential systems (3) when λ = µ = and f =f (t, v), g =g(t, u) by using the Guo-Krasnosel'skii xed point theorem and some theorems from the xed point index theory. In [32] , Wang et al. investigated the fractional di erential systems involving integral boundary conditions arising from the study of HIV infection models
where λ > is a parameter,
are two continuous functions and may be singular at t = , . By using the xed point theorem in cone, existence results of positive solutions for systems (4) are established.
In [33] , Jiang, Liu and Wu considered the following semipositone singular fractional di erential systems:
where
involving Stieltjes integrals with signed measures. The existence and multiplicity of positive solutions to systems (5) are obtained by using a well known xed point theorem.
It should be noted that the nonlinearity in most of the previous works needs to be nonnegative to get the positive solutions [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . When the nonlinearity is allowed to take on both positive and negative values, such problems are called semipositone problems in the literature. Motivated by the works mentioned above, we consider the semipositone singular fractional di erential systems (1). The existence of positive solutions is established by applying the xed point theorem in cone. In comparison with previous works, this paper has several new features. Firstly, nonlinearities are allowed to change sign and tend to negative in nity. Secondly, systems (1) involves a parameter and f , f involve fractional derivatives of unknown functions. Finally, the nonlocal conditions are given by Riemann-Stieltjes integrals, which include two-point, three-point, multipoint and some nonlocal conditions as special cases.
Preliminaries and lemmas
For convenience of the reader, we present here some necessary de nitions and properties about fractional calculus theory.
De nition 2.1. The Riemann-Liouville fractional integral of order α of a function u
provided the right-hand side is pointwise de ned on ( , +∞).
De nition 2.2 ([1,2]). The Riemann-Liouville fractional derivative of order
denotes the integer part of the number α, provided the right-hand side is pointwise de ned on ( , +∞).
n is a natural number, then
for some c , c , ⋯, c N ∈ (−∞, +∞), where N is the smallest integer greater than or equal to α.
Lemma 2.5 ([33]). Given h
has a unique solution
and the Green function G * (t, s) has the following properties:
By Lemma 2.4, the unique solution of the BVP [33] , the Green function for the BVP
is given by
Similarly, the Green function for the BVP
Lemma 2.6 ([33]). The Green function G * (t, s) has the following properties: (1) G
* (t, s) > , t, s ∈ ( , ). (2) k (t)G * ( , s) ≤ G * (t, s) ≤ G * ( , s), t, s ∈ [ , ]. (3) G * (t, s) ≤ k (t) Γ (γ−δ) , t, s ∈ [ , ], where k (t) = t γ−δ− .
Lemma 2.7 ([33]). Let ȷ , ȷ ∈ [ , ) and (s), (s) ≥ for s ∈ [ , ], the functions G (t, s) and G (t, s)
given by (6) and (7) satisfy:
Now let us consider the following modi ed problem of systems (1)
Lemma 2.8.
is a positive solution of systems (8) , then (I
On the other hand, if ω(t) > , z(t) > , by De nition 2.1, we have
is a positive solution of systems (1).
We impose the following assumptions:
are continuous and satisfy
and
(H ) There exists a constant
De ne a modi ed function [z(t)]
Next we consider the following systems:
where a(t) = λ ∫ G (t, s)q (s)ds and b(t) = λ ∫ G (t, s)q (s)ds are the solutions of the following BVPs (10) and (11), respectively, (10) and (11) satisfy (8) , and
Lemma 2.9 ([33]). Assume that condition (H ) holds. Then the positive solutions a(t) and b(t) of BVPs
a(t) ≤ λρ Γ (α − β) k (t) q (t)dt, b(t) ≤ λρ Γ (γ − δ) k (t) q (t)dt, t ∈ [ , ]. Lemma 2.10. If (x, y) ∈ C[ , ] × C[ , ]
with x(t) > a(t), y(t) > b(t) for any t ∈ ( , ) is a positive solution of systems (9), then (ω(t) = x(t) − a(t), z(t) = y(t) − b(t)) is a positive solution of systems
is a positive solution of systems (1) .
is a solution of systems (9) with x(t) > a(t), y(t) > b(t), then from systems (9) and the de nition of [] * , we get
So (ω, z) is a positive solution of systems (8) . It follows from Lemma 2.8 that (u(t) = I
) is a positive solution of systems (1) .
, then X is a Banach space with the norm
then P is a cone of X. De ne an operator A ∶ P → X by
Clearly, if (x, y) ∈ P is a xed point of A, then (x, y) is a solution of systems (9).
Lemma 2.11. Assume that conditions (H ) − (H ) hold, then A ∶ P → P is a completely continuous operator.
Proof. For any (x, y) ∈ P, there exists a constant
It follows from Lemma 2.7 that
Thus, A ∶ P → X is well de ned. Next, we prove A(P) ⊂ P. Denote
For any (x, y) ∈ P, we have
On the other hand, letk i = min t∈ [a,b] 
For any (x, y) ∈ P ∩ ∂Ω , (x, y) = R, we have x ≥ R or y ≥ R . If x ≥ R , we deduce 
t) ≥ a(t),ỹ(t) > b(t), t ∈ ( , ).
So by Lemma 2.10 we know that (u(t), v(t)) = (I 
condition (H ) is satis ed. Hence, problem (14) has at least one positive solution by Theorem 3.1.
