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Introduction
In mathematical physics, we use real and complex numbers, since space time coordinates are well described by means of real numbers. Recently, to answer many questions in physics, an increasing interest has been given to p-adic numbers: they are used in superstrings theory (using very small distances, of the order of Planck length) where there are no grounds for believing the usual ideas to be valid. P-adic numbers are going to be used, not only in mathematical physics, but also in other scientific grounds, where are met fractals and hierarchical structures (turbulence theory, dynamical physics, biology... )(cf. [13] and [1] ). Brillinger, in (2~, was the first to introduce spectral estimation for stationary p-adic processes, , and he constructed the peridogram analogously to the real case. This paper has two focuses developing a consistent estimates of the spectrum of a p-adic stationary process: observed on a p-adic ball and observed at the points process like in [8] and [9] . . First we give some preliminaries about p-adic numbers. 
pn U2n X(t)X(s) e-2i03C0(t-s)03BBdtds.
Lemma 3.1 Under H2), we have : cov{dX,n(u1),dX,n(u2)} = fX(u1)Dn(u2
Proof. Since, = U n e -2 i 0 3 C 0 ( t u ) X ( t ) d t .
c o v { d X , a ( u 1 ) , d X , n ( u 2 ) } = U n U n e -2 i 0 3 C 0 t 1 u 1 -t 2 u 2 c 2 ( t 1
-Un F n e -2 i 0 3 C 0 t u 1 c 2 ( t ) e2i03C0(u2-u1)t2dtdt2 (4) Moreover, from H2), (4) 
+1 p2ncum{ dX,n(03BB),dX,n (03BB)}cum{dX,n(-03BB),dX,n (-03BB)}.
From [2] , page 162, we can write : (6) is f X (a). As for (6) ; (7) 
is art asymptotically unbiased estimator for fX(03BB).
Proof. From proposition 3.1, and with the change of variates v = Mn03BB -Mnu, we get: 
Therefore X,n (a) is a consistent estimator for fX (03BB).
To prove proposition 4.2, we need the following lemma: 
Thus, cov{X,n(03BB1),X,n(03BB2)} Proof of corollary 4.1. We know that, the mean square error is: MSE(n) = bias2(X,n) + v a r { X , n ( 0 3 B B ) } .
From propositions 4.1 and 4.2, we get MSE(n)-0 as n --~ +oa.
This implies mean quadratic convergence. 5 Spectral density estimation of a p-adic stationary process from random sampling 
In order to estimate fX, we write from the formula (15):
So we have to estimate c2(o) and fz.
Estimation of 2 (0).
We propose the estimator: 
Asymptotic behaviour of the estimators
The asymptotic behaviour of jx,n (X) will be established from the properties of the estimators and &~,n(0).
Our hypothesis are the following: The right hand side of ( 17) is integrable, since c2 and Ware; from dominated convergence theorem, we get the asymptotic unbiasedness of Z,n. 
we have, p2ncov [Z,n(03BB1),Z,n(03BB2)] = 03A3 Ji, where
From [10] , we get the following formulas : : Un Un Un Un This proves that Z,n is consistent.
Our main result in this section is the following: Proof of corollary 5.1 . . We know that = bias2(X,n(03BB)) + var{X,n(03BB)}.
Then, from theorem 5.1, we obtain as n -~ +00.
This implies mean quadratic convergence.
Discussion and extensions
This paper has been concerned with the case of real-valued process. Extensions to the complex-valued and r-vector valued cases are immediate. We think that, it will be very important to treat the case of p-adic valued process, and afterward, observe the almost sure convergence and give the asymptotic distributions of the estimates.
As the convergence rate of the estimators depends on the sequence (Mn)n~N, we think that the choice of this sequence is crucial, and methods like Cross-Validation procedure's (cf. [11] and [5] ), will solve this problem.
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