Introduction
These lecture notes were written on the occasion of a course of lectures which took place from January to April 1995.We seized the opportunity of the present English translation to add some proofs which were left to the reader and to correct some misprints and omissions. Sections 4.1, 4.2 and 4.3 contain standard material from 13] and 20]. The rest is more freely inspired by the existing literature. The presentation of the cycle decomposition is new, as well as lemma 1. We chose to make weak large deviation assumptions on the transition matrix p at inverse temperature , and to give results which are accordingly concerned only with equivalents for the logarithm of the probability of some events of interest. In the study of simulated annealing, we considered piecewise constant temperature sequences, in order to avoid introducing speci cally nonhomogeneous techniques. Our aim was to give tools to study a wide variety of stochastic optimization algorithms using a discrete time step and working on a nite state space. For related results directed towards applications to statistical mechanics, we refer to 8]
Homogeneous Markov Chains
We are going to study in this section homogeneous Markov chains related to stochastic optimization algorithms.
The Metropolis Algorithm
This algorithm can be applied to any nite state space E on which an energy function U : E ! R is de ned (U can be any arbitrary real valued function). Its purpose can be either: { to simulate the equilibrium distribution of a system from statistical mechanics with state space E and energy U interacting with a heat bath at temperature T, { or to nd a state x 2 E for which U(x) is close to min y2E U(y).
We will mainly be interested in the second application in these notes. (This last equation means that there is a path x 0 = x; x 1 ; : : :; x m = y leading from x to y such that q(x i ; x i+1 ) > 0, i = 0; : : :; l ? 1.) the invariant probability distribution of q (which is unique under the preceding assumptions) is such that (x)q(x; y) = (y)q(y; x):
Let us consider also an inverse temperature > 0, 2 R. To this temperature corresponds the Gibbs distribution G(E; ; U; ), de ned by G(E; ; U; )(x) = (x) Z exp(? U(x)) where Z (the \partition function") is Z = X x2E (x) exp(? U(x)):
The distribution G(E; ; U; ) describes the thermal equilibrium of the thermodynamic system (E; ; U; ). We then de ne the transition matrix at inverse temperature . This is the Markov matrix p : E E ! 0; 1] de ned by p (x; y) = q(x; y) exp ? (U(y) ? U(x)) + ; x 6 = y 2 E;
where r + = maxf0; rg.
Proposition 1. The matrix p is irreducible. It is aperiodic as soon as U is not constant, and therefore 8 ; 2 M 1 (E); lim n!+1 P(X n = y j X n?1 = x) = q(x; y) 1(U(y) U(x)); x 6 = y 2 E:
This is a relaxation algorithm: U(X n ) is almost surely non increasing. It is still homogeneous, but no more ergodic in general (if U is not constant on E, E has at least one transient component).
When tends to in nity, M(E; q; U; ) weakly tends to M(E; q; U; +1), in the sense that for any function f : E N ! R depending on a nite number of coordinates we have When it is observed during a xed interval of time, M(E; q; U; ) is a small perturbation of M(E; q; U; +1) at low temperature.
We can see now that the Metropolis algorithm is suitable for the two purposes we announced at the beginning: { Simulation of the thermal equilibrium distribution G(E; ; U; ): As p is irreducible and aperiodic and as E is nite, (P X ?1 0 )p n = P X ?1 n tends to G(E; ; U; ) when n tends to in nity (at exponential rate, as will be seen in the following). { It is a full matrix, (p (x; y) > 0; x; y 2 E), thus it is irreducible and aperiodic. { The Gibbs distribution G is p i invariant for any i 2 f1; : : :; rg, therefore G is also the (unique) invariant probability measure of p .
We consider then the Markov chain with canonical realization (E N ; (X n ) n2N ; B; P ) where P is the probability measure on (E N ; B) de ned by P X ?1 0 and P(X n = y j X n?1 = x) = p (x; y); x; y 2 E:
The homogeneous Markov chain (X n ; P ) is called a Gibbs sampler with state space E, energy function U, reference measure , scan function , inverse temperature and initial distribution P X ?1 0 = L 0 . Notation GS(E; ; ; U; ; L 0 ).
Computer implementation:
Each step of the chain corresponds to one scan of all the sites, in the order de ned by . It includes thus r sub-steps.
To perform the ith sub-step, i = 1; : : :; r, if x is the starting con guration, we have to draw at random f 2 F (i) according to the conditional thermal equilibrium distribution at site (i) knowing that the con guration should coincide with x on the other sites. This computation is easy if { The number of elements of F (i) is small, { The conditional distribution G(X (i) = f j X j = x j ; j 6 = (i)) depends on few coordinates, as it is the case for a Markov random eld. The new state at the end of the ith sub-step is y 2 E, given by y (i) = f and y j = x j , j 6 = (i).
Behaviour at \zero temperature": Here again lim !+1 p i exists, therefore lim !+1 p exists and de nes a Markov chain at temperature zero. This zero temperature dynamic is a relaxation algorithm: the energy is almost surely non-increasing. It is not in general an ergodic process, and P converges weakly to P +1 , as in the case of the Metropolis dynamic. Moreover the purposes of simulation of the equilibrium distribution and of minimization of the energy are ful lled in the same way, and, as for the Metropolis algorithm, proposition 2 holds also for the Gibbs sampler.
Markov chains with rare transitions

De nition
We are going to put the two previous examples into a more general framework. Let us consider { An arbitrary nite state space E, { A rate function V : E E ! R + f+1g. Assume that V is irreducible in the sense that the matrix exp(?V (x; y)) is irreducible. { A family F = (E N ; (X n ) n2N ; B; P ) 2R + of homogeneous Markov chains indexed by a real positive parameter . De nition 1. The family of homogeneous Markov chains F is said to have rare transitions with rate function V if for any x; y 2 E { The two examples of algorithms given previously t into this framework.
Indeed the rate function of the Metropolis algorithm M(E; q; U; ; L 0 ) is V (x; y) = (U(y) ? U(x)) + if p (x; y) > 0 for > 0 +1 otherwise.
As for the Gibbs Sampler GS(E; ; ; U; ; L 0 ) with E = Q r i=1 F i , the rate function V is built in the following way:
For any x; y 2 E, any i 2 f1; : : :; rg, let us put V i (x; y) = U(y) ? inffU(z) j z i = x i g; if x i = y i +1 otherwise: Let ? r x;y be the set of paths of length r going from x to y. For any = (z 0 = x; : : :; z r = y) 2 ? r x;y , let us put
The rate function is de ned by V (x; y) = inf De nition 2. We will say that the rate function V : E E ! R + f+1g is induced by the potential U : E ! R if for all x; y 2 E U(x) + V (x; y) = U(y) + V (y; x); with the convention that +1 + r = +1 for any r 2 R. Proposition 3. The rate function of the Metropolis algorithm M(E; ; U; ; L 0 )
is induced by U.
Proof:
As q is irreducible, (x) > 0 for any x 2 E. Indeed there is x 0 such that (x 0 ) > 0 and there is n such that q n (x 0 ; x) > 0, therefore (x) = q n (x) (x 0 )q n (x 0 ; x) > 0. Thus q(x; y) > 0 if and only if q(y; x) > 0, from the reversibility of q. Therefore V (x; y) = +1 if and only if V (y; x) = +1. In the case when q(x; y) > 0, x 6 = y, V (x; y) ? V (y; x) = (U(y) ? U(x)) + ? (U(x) ? U(y)) + = U(y) ? U(x): u t We will give three formulas, due to Freidlin and Wentzell, which express the equilibrium distribution of p, the probability distribution of the entrance point in W, and the expectation of the entrance time in W, as the ratio of two nite sums of positive terms. The proofs which we propose are based on a preliminary lemma: Lemma As p is irreducible, for any W 6 = ;, there is g 2 G(W) such that p(g) > 0
(the proof of this is left to the reader). The easiest way to check that ' is one to one is to check that Let (x) = inffn 1 j X n = xg. 
Markov ? ?1 log (x) =Ũ(x) 2 R + :
The \virtual energy" functionŨ : E ! R can be expressed as
where V (g) = X (z;t)2g V (z; t). In the case when V is induced by a potential function U, we have for any x 2 E thatŨ(x) = U(x) ? min y2E U(y). Corollary 1. The family F describes an optimization algorithm for the minimization of the virtual energyŨ: For any > 0, there are N 2 N and 2 R + such that, for any n > N,
This algorithm is called a \generalized Metropolis algorithm".
Proof: The rst part of the proposition is a straightforward consequence of lemma 2. In the case when V is induced by U, consider the one to one mapping ' : G(fyg) ?! G(fxg); de ned by '(y) = f(z; t) 2 g; t 6 2 O g (x)g f(t; z); (z; t) 2 g; t 2 O g (x)g: It is obtained by reversing in g 2 G(fyg) the path leading from x to y. We havẽ 
V (g):
We will use the following notations for these new rate functions:
In the next paragraph, we will link the rate functions appearing in these two large deviation estimates with the virtual energyŨ. For this purpose, we will introduce the decomposition of the state space into cycles due to Freidlin and Wentzell.
De nition of the cycles
De nition 6. Under the preceding hypothesis, a subdomain C E is said to be a cycle if it is a one point set or if for any x; y 2 C, x 6 = y, the probability, starting from x, to leave C without visiting y is exponentially small, by which we mean that for all x; y 2 C, x 6 = y, if and only if V Cnfyg (x; z) > 0 for all (x; y) 2 C 2 , z 2 C. u t Proposition 7. Let C(E; V ) be the set of cycles of (E; V ). It has a tree structure for the inclusion relation, with root E and leaves the one point sets. This means that if C 1 and C 2 are cycles, either C 1 C 2 or C 2 C 1 or C 1 \ C 2 = ;.
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Proof: If it were the case that x 2 C 1 \ C 2 , y 2 C 1 n C 2 and z 2 C 2 n C 1 , we would obtain a contradiction: we would have ? 1 log P (X ( C fzg) = y j X 0 = x) > 0:
An important property of a cycle is that, at low temperature, the exit time and exit point become independent from the starting point when it belongs to the cycle. Proposition 9 (Independence from the starting point). For any cycle C 2 C(E; V ), any x 2 C, y 2 C, z 6 2 C,
The quantity H(C) is called the depth of the cycle C.
Proof: P (X ( C) = z j X 0 = y) = P (X ( C) = z j X 0 = x)P (X ( C fxg) = x j X 0 = y) +P (X ( C fxg) = z j X 0 = y) P (X ( C) = z j X 0 = x)P (X ( C fxg) = x j X 0 = y):
Therefore V C (y; z) V C (x; z) + V Cnfxg (y; x) by the de nition of cycles V Cnfxg (y; x) = 0, therefore V C (y; z) V C (x; z) and, exchanging x and y, V C (y; z) = V C (x; z). Similarly we have Proposition 11 (leading terms in a C-graph). For any cycle C 2 C(V ), any x 2 C, any y 6 2 C, any graphĝ 2 arg min g2Gx;y( C) V (g),ĝ(C) = C fyg. Proof: Let us consider the state z 2 Oĝ(x) fxg such that (z; y) 2ĝ. Let g 2 arg min g2Gx;y( C fzg) V (g), then according to the preceding propositioñ g(C n fzg) = C, thereforeg f(z; y)g is without loop and consequently belongs to G x;y ( C). Thus This shows that the computation of the virtual energy within a cycle up to an additive constant depends only on the restriction of the rate function V to this cycle.
Proof: For any graph g 2 E E, any subset A E, let us put g jA = f(x; y) 2 g : x 2 Ag. Let g 2 G(fxg) then g jC 2 G( C fxg), g j C 2 G(C) and V (g) = V (g jC ) + V (g j C ). Therefore min
On the other hand, ifĝ 2 arg min g2G( C fxg) V (g) and g 2 G(C), then g ĝ is without loop, becauseĝ(C) = C, and thus g ĝ 2 G(fxg), and
We have proved that min This shows that C is a cycle. Let us prove now that C j C are maximal among the subcycles of C distinct from C itself.
Assume that for some j 0 2 J and some cycle C 0 2 C(V ), C j0 C 0 C, C j0 6 = C 0 . As C(V ) is a tree (proposition 7), there is J 0 J such that C 0 = . We can also nd ' k+1 2 ? yk;y such that ' k+1 C k C and H(' k+1 ) Ũ (C k ) + H(C k ). The concatenated path ' x;y = (' 1 ; : : :; ' k+1 ) 2 ? x;y belongs to C and has an elevation lower thanŨ(C) + maxfH(C) :C 2 C(V );C C;C 6 = Cg. Let us now consider x 2 C and z 6 2 C, we can nd according to proposition 14 a point y such thatŨ(y) + V (y; z) =Ũ(C) + H(C) + V (C; y). Let ' x;y be constructed as above. The path (' x;y ; z) is included in C except its end point z and has an elevation equal toŨ(C) + H(C) + V (C; z). Proposition 15 being easily seen to be true for one point cycles is therefore proved by induction. H(x; y) = H(y; x); x; y 2 E: Proof: Let C 1 2 C(V ) be the largest cycle such that x 2 C 1 , y 6 2 C 1 . Let C 2 2 C(V ) be the largest cycle such that x 6 2 C 2 , y 2 C 2 . Let C 3 2 C(V ) be the smallest cycle such that fx; yg 2 C 3 . The cycles C 1 and C 2 are maximal strict subcycles of C 3 , therefore H(x; y) = H(C 1 )+Ũ(C 1 ) = H(C 2 )+Ũ(C 2 ) = H(y; x). u t Proposition 18 (Weak reversibility condition of Hajek and Trouv e). Let U : E ?! R be an arbitrary real valued function de ned on E. Let For any x; y 2 C, > 0, P( ( C) < e j X 0 = x) P( ( C) < e j X 0 = y)P(X ( C fyg) = y j X 0 = x) +P(X ( C fyg 6 = y j X 0 = x):
Let 0 = min x;y2C;x6 =y lim !+1
? 1 log P(X ( C fyg) 6 = y j X 0 = x) = minfV Cnfyg (x; z) : x; y 2 C; x 6 = y; z 2 Cg > 0; then for all < 0 and large enough P( ( C) < e j X 0 = x) min y2 C P( ( C) < e j X 0 = y) + e ? :
We end the proof by taking = H(C)? and applying the preceding proposition. Therefore Y is a Markov chain with rare transitions and rate function V C C . According to proposition 10, the virtual energy of Y is (Ũ(x)?Ũ(C)) x2C . Therefore it is enough to prove the proposition in the special case when C = E. We will assume in the following of the proof that we are in this case. Let us consider the coupled family of Markov chains (E E) N ; (X 1 ; X 2 ) n2N ; B B; P 1 P 2 2R + , where P 1 and P 2 have the same transitions as P and have the following initial distributions: Now for any y 2 C, putting N = be c, we have P 1 P 2 (X 1 N = y) P 1 P 2 ((X 1 N = y) and 2 (f(z; z)g) N) = P 1 P 2 ((X 2 N = y) and 2 (f(z; z)g) N) P 2 (X 2 N = y) ? P 1 P 2 ( 2 (f(z; z)g) > N):
As lim
we get the desired result. u t Theorem 1 (convergence rate). Let ? 1 log N P log N= (Ũ(X N ) < j X 0 = x) > 0;
(the probability of failure consequently tends to one.)
Remarks: { The inverse temperature parameter has to be chosen as a function of the number of iterations N.
{ To get an approximate solution y such thatŨ(y) < with probability 1 ? , the number of iterations needed is of order ?H1= .
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O. Catoni { To get an exact solution with probability 1 ? , it is necessary to set in the previous estimate the value of the constant to = minfŨ(z) j z 2 E;Ũ(z) > 0g, which may be very close to zero, in which case the number of iterations needed is very large. Therefore, in some situations, the Metropolis algorithm is very slow and speed-up methods are required.
{ Another weakness of the Metropolis algorithm is that it is as a rule impossible to compute explicitly the value of H 1 , whereas this value is needed to set the temperature parameter in an e cient way. p(x; y)f(y)g(x) (x):
Geometric inequalities
As (x)p(x; y) = (y)p(y; x), we have that (f; pg) = ( pf; g). The inequalities concerning the eigenvalues are part of the Perron-Frobenius theorem which we will not prove here. We have m?1 = ?1 when p is 2-periodic.
The matrix p being irreducible, its invariant measure is everywhere strictly positive. Therefore we can de ne a representation E n such that (x; y) = (z 0 = x; z 1 ; : : :; z r(x;y) = y) is a path (of arbitrary length r(x; y)) going from x to y, with the supplementary condition that r(x; y) be odd when x = y. Let ? be the set of all routing functions.
For any Markov matrix p, irreducible and reversible with respect to its invariant probability distribution , we de ne the length of (z 0 ; : : :; z r ) with respect to p by The matrices q and q are irreducible and is their common invariant distribution. Moreover q is reversible. Let be the spectral gap of q , Let (E N ; (X n ) n2N ; B; Q ) 2R + be the canonical realization of a family of Let us consider a nite state space E and a family (p ) 2R + of Markov matrices with rare transitions and irreducible rate function V . For any increasing inverse temperature sequence ( n ) n2N (of real positive numbers), we can construct a non-homogeneous Markov chain (E N ; (X n ) n2N ; B; P ( n)n2N ) with transitions P ( :) (X n = y j X n?1 = x) = p n (x; y); x; y 2 E:
This chain describes the generalized simulated annealing algorithm. It is used to minimize the virtual energyŨ corresponding to (E; V ).
Convergence results
These results make use of two important constants of (E; V ). We have already used the rst, it is the rst critical depth
The second will be called the di culty of (E; V ), and is de ned to be The number of iterations needed to bring down the probability of failure to a given order of magnitude is therefore independent of the precision > 0. The upper bound for the probability of failure is at best of order N ?1=D . One can show that this is the best one can achieve using non-decreasing inverse temperature sequences (see 6, 25, 27] ).
{ The choice of parameters is robust: it is not necessary to know the exact value of D to choose the values of the parameters. We get a probability of failure { The probability of failure can be reduced to order N with arbitrarily large by increasing and r and decreasing 0 . A more precise study of the algorithm (see 7]) would allow us to choose r and as functions of N and to get a convergence speed better than polynomial.
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In order to ght against the number of states in E, it is possible to use an energy transform of the form u + log(u + ). { The energy transformation method can also be used for the simulated annealing algorithm:any concave increasing energy transformation will decrease the di culty (see 2]). Proof: Let us introduce the events A k = fU(X (k+1)N=r ) ? U min < ( k + U min ) g: 
