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Resumo 
Neste estudo foram analisadas as imagens cerebrais de indivíduos sadios 
(C) e pacientes com comprometimento cognitivo leve (MCI) ou demência por doença 
de Alzheimer (AD) com duas avaliações, com intervalo de 52 ± 30 semanas (média e 
desvio padrão). O objetivo foi sinalizar algumas características associadas à progressão 
da AD ao combinar a técnica de conectividade funcional usando dados de ressonância 
magnética no estado de repouso (RS-fcMRI) com as capacidades da teoria de grafos 
para avaliar redes. Grafos cerebrais binários foram construídos utilizando os 
coeficientes de correlação de Pearson das séries temporais (6 min, amostrados a cada 
2s) de 264 regiões funcionais. As métricas de grafos selecionadas e sua variância não 
apresentaram diferenças na análise realizada com modelos de efeitos mistos, com o 
grupo diagnóstico (C, MCI ou AD) como fator de efeito fixo e coeficientes lineares 
aleatórios para cada indivíduo. A investigação com estas técnicas deve continuar, 
visando melhorar ainda mais a metodologia e utilizando outras métricas disponíveis.  
Abstract 
In this study, the brain images of healthy individuals (C) and patients with 
mild cognitive impairment (MCI) or with Alzheimer’s disease (AD) with two 
examinations were analyzed. The interval between examinations was 52 ± 30 weeks 
(mean ± standard deviation). The objective was to track some characteristics associated 
with AD progression by combining the resting state functional connectivity from 
magnetic resonance imaging data (RS-fcMRI) technique with the capabilities of graph 
theory for evaluating networks. Binary brain graphs were constructed using the 
Pearson correlation coefficient of the time series (6 min, sampled every 2 s) from 264 
functional regions of interest. The selected graph metrics and their variances did not 
display differences in the analysis made with mixed effects linear models, with fixed 
effects for diagnostic group (C, MCI or AD) and random intercepts for each individual. 
Nonetheless, the investigation with these techniques must continue, striving to 
improve even more the methodology and using other available metrics. 
  
Resumen 
En este estudio fueron analizadas las imágenes cerebrales de individuos 
saludables (C) y pacientes con compromiso cognitivo leve (MCI) o enfermedad de 
Alzheimer (AD) con dos evaluaciones, intervalo de 52 ± 30 semanas (media y desvió 
padrón). El objetivo era señalar algunas características asociadas con el progreso de la 
enfermedad de Alzheimer (AD) al combinar la técnica de conectividad funcional con 
datos de resonancia magnética en el estado de reposo (RS-fcMRI) con la capacidad de 
la teoría de grafos para evaluar redes. Grafos cerebrales binarios fueron construidos 
utilizando coeficientes de correlación de Pearson a partir de las series temporales (6 
min, muestras a cada 2 s) de 264 regiones funcionales. Las métricas de grafos 
seleccionadas e su variancia no presentaron diferencias en el análisis realizado con 
modelos de efectos mixtos, con el grupo diagnóstico (C, MCI o AD) como factor de 
efecto fijo y coeficientes lineares aleatorios para cada individuo. La investigación con 
estas técnicas debe continuar, buscando mejorar aún más la metodología y utilizando 
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1  Introduction 
Alzheimer’s Disease (AD) is a progressive neurodegenerative disease, 
considered the most common underlying cause of dementia for people above 65 years 
old, accounting for 60-80% of cases [1,2]. The care needed for those patients leads to 
many costs, which inflict enormous socioeconomic burdens [3,4]. Further raising the 
necessity to invest resources in AD research, the prevalence of AD dementia is 
predicted to triple by 2050 from the already staggering 35.6 million people estimated 
in 2010 [1,4]. 
Although the exact mechanisms causing the disease are unknown, current 
consensus states that the cognitive symptoms develop over years or decades of 
accumulated pathological insults [1,2]. Consequently, attention is given not only to 
dementia patients, but also patients with mild cognitive impairment (MCI), as elderly 
people with MCI have a greater risk of developing AD dementia within a few years 
[2,3,5,6]. Observations of MCI patients intend to further the understanding of the 
underlying processes of the disease, and to improve the methods for diagnosing or 
predicting the progression of the disease. 
Resting state functional connectivity magnetic resonance imaging (RS-
fcMRI) has been valuable in studies with clinical patients. The absence of experimental 
paradigms or any overt input or output permits studying a structured form of self-
organized brain activity that is very esteemed in neuroscience research [7,8]. Not only 
do these studies require minimal patient compliance, they also allow examination of 
multiple cortical systems without extending the acquisition time [9].  
Basically, a simple functional MRI acquisition detects changes in the 
transversal relaxation rate of the magnetization of tissues, which is carefully controlled 
in the scanner in order to get the desired images [10]. This relaxation rate is sensitive 




follows a complex dependence on cerebral oxygen metabolism, cerebral blood flow, 
and cerebral blood volume, producing changes in the detected signal that can be 
associated to neurovascular population events [7,10,11]. 
Extracting patterns from spontaneous signal fluctuations receives the name 
of resting state functional connectivity, and these investigations are considered useful 
for pragmatically classifying subjects that belong to different diagnostic categories 
[8,9]. However, the signal used contains contributions from both changes related to 
brain activity and a variety of unwanted noise sources, with magnitudes that can be 
even greater than the signal of interest [10]. Consequently, the removal of noise 
receives plenty of attention, and should optimally take out uninteresting signal while 
minimizing the loss of interesting signal [10,12–14] 
The networks represented by these patterns can be appropriately studied 
using graph theory, the finest framework for representing complex networks with a 
concise mathematical description [15,16]. In graph theory, nodes may represent 
dynamical units of the system, while edges capture into a single element all the 
parameters involved in their interaction [15]. The use of graph theory as part of the 
method for analyzing brain functional networks is motivated by its generalizability, 
as the same metrics can describe different types of data; and interpretability, as 
information from each metric can be related to general principles of network 
organization [17]. 
Recent hypothesis have even related cognitive impairment to the impact of 
pathology on brain connectivity reflected on these so called brain graphs, 
characterizing the pathologies as disconnection syndromes [18]. With all of this in 
mind, it is not surprising to find many studies dedicated to applying graph theoretical 
metrics to the RS-fcMRI of patients with MCI and dementia. Still, not enough has been 
done in terms of obtaining longitudinal studies of this kind. This research began with 
the capability of providing some contribution in that sense, with two observations of 






From the combination of the capabilities of graph theory, the RS-fMRI 
technique and the abundant need of more longitudinal research in AD, a simple main 
objective was formulated for the current research: verify the utility of graph theory 
metrics in the longitudinal study of the topological configuration of the functional 
connectivity of patients with AD and MCI. This may provide graph theory metrics 
capable of tracking changes on the functional connectivity related to the disease. These 
metrics can in turn be used to attempt to evaluate cognitive decline and some of the 
impact that cognitive reserves have on the progression of the disease. Specific 
objectives therefore were: 
 Verify the possibility of obtaining graph theoretical metrics capable of 
evaluating how the functional connectivity of healthy volunteers, MCI and 
AD patients differs. 
 Verify the possibility of obtaining graph theoretical metrics capable of 
tracking changes in the functional connectivity of patients at different 
moments in time. 
 Verify if the extracted metrics are capable of tracing differences in the 
progression of the disease due to the cognitive reserve of the patients.  
 
1.2 Relevance 
The most specific field this study fitted in was the investigation of AD 
biomarkers, quantifiable variables measured in vivo that indicate specific pathological 
changes [2]. Particularly, it was within imaging biomarkers, which can provide an 
advantage over other biomarkers as they could resolve the different phases of the 
disease both in time and space [2]. The studies performed in this field are important 




slow or stop decline due to AD, or those that determine the earliest signs of decline 
and treatment response [19]. However, there is a lack of longitudinal studies in the 
area, which are needed to characterize the developmental changes of AD [20]. There is 
also a need to clarify the AD related topological alterations in people with MCI, and 
signal their risk to develop dementia [20].  
In general, studies have found AD functional connectivity brain networks 
to be less optimal in their construction, with decreased information processing 
efficiency and more susceptibility to attacks, supporting the notion of AD as a 
disconnection syndrome [18,20,21]. It is believed that these changes in brain 
connectivity patterns reveal some of the underlying brain structural and functional 
disruptions that cause cognitive deficits, although clear biological mechanisms have 
yet to be elucidated [20].  
Some of those findings were expected to be replicated here, but no 
significant results were found. However, special attention was given here to caveats 
of the RS-fcMRI technique and the sampled population, which combined with the 
overall ambitiousness of the investigation, might explain the lack of conclusive results. 
Throughout the learning process involved in this research, plenty of recommendations 
could be made for future studies.  
The study was developed within the Neurophysics group and with the 
fundamental collaboration of the Neuropsychology and Dementia outpatient clinic at 
the Hospital das Clínicas, with the expectation of increasing the array of tools available 
to understand and track AD pathological changes, while having the novelty of a 






1.3 Thesis Outline 
Before addressing the research question, Chapter 2 the theoretical 
background, introduces the three fundamental topics underlying this research: 
Alzheimer’s disease, RS-fcMRI, and graph theory. Then, the final section of said 
chapter provides a review of some studies that have applied similar methodologies to 
those used for this investigation.  
Chapter 3 is a thorough description of the methodology, followed by some 
preliminary results in Chapter 4 with materials that needed to be addressed before the 
main findings. This was divided into three main sections: important variables of the 
participants, comments on the preprocessing steps, and comments on the processing 
methods.  
The results are found in Chapter 5 together with more discussion of the 
research and its shortcomings. The final chapter, Chapter 6 comprehends the main 
conclusions of this study and takes an exploratory look at the possibilities of extending 






2  Theoretical background 
2.1 Alzheimer’s disease 
In 1906, the German psychiatrist Alois Alzheimer described the ailment that 
nowadays carries his name [22]. Today, 110 years from its depiction and in spite of 
extensive research, plenty of aspects of the disease remain elusive and no efficient 
treatment is currently available [1,6,23]. Efforts in several areas, from molecular 
biology to brain imaging, epidemiology and clinical attention, have been persistently 
taken to find clear biomarkers, prevent or delay the disease and find new and more 
effective treatments, making up an important proportion of current health research.  
Alzheimer’s disease (AD) is the most common cause of dementia for people 
above 65 years old, accounting for 60-80% of cases, although that responsibility is often 
shared with other pathological conditions [1,2]. Within that age group AD also 
signifies a decreased quality of life, a greater need for institutionalization and a higher 
risk of death [3]. Raising even greater cause for concern, it is predicted that AD’s 
prevalence in 2010 will have tripled by 2050 because of demographic changes, 
including rises in life expectancies [1]. Considering the estimated 35.6 million people 
living with dementia in 2010 [4], this makes for a rather bleak prospect. 
Even given the great uncertainties for estimating the worldwide cost of 
dementia, the value placed at US$ 604 billion in 2010 represents approximately 1% of 
the worldwide gross domestic product [4], and highlights the enormous 
socioeconomic burden that AD signifies. This estimate incorporated direct costs such 
as hospital care, medication, home care, transport and nursing home care. 
Additionally, it included indirect costs like unpaid caregiving by families (mainly 




income [4], like Latin America. Another important element of the AD burden is that 
women were identified as the main informal caregivers of people with dementia, 
representing a proportion between 55% to 91% of caregivers in 25 studies from several 
countries [4]. Consequently, establishing appropriate diagnosis and treatment is 
necessary for important economic and societal reasons.  
In short, AD is widely recognized as a neurodegenerative, progressive and 
debilitating disease requiring imperative attention. The following sections delve 
deeper into the present knowledge of AD, from its physiological characterization and 
clinical phases, to risk and protection factors, all the while indicating its complexities 
and obscurities, then ending with a simplified model of the biomarkers of the disease. 
 
2.1.1 Physiological characteristics  
From a physiological standpoint, AD is characterized by the accumulation 
of senile plaque, the presence of neurofibrillary tangles and the loss of synapses and 
neurons in particular sites of the brain [22]. Roughly, these changes begin in medial 
temporal limbic areas (particularly the entorhinal cortex and anterior hippocampus), 
then extend to neighboring limbic and paralimbic regions (like the cingulate cortex), 
and later advance to the isocortical association cortex (including frontal lobes) [2,24]. 
Senile plaques are extracellular deposits of amyloid-β peptides (Aβ), a 
byproduct of the metabolism of an abundant transmembrane protein, known as 
amyloid precursor protein (APP). Under pathological conditions, instead of taking the 
secretory pathway involving the enzyme α-protease, the amyloid peptide chain of 
APP is cleaved instead by β-protease. The amyloidogenic protein released is then 
separated by γ-secretase, yielding the amyloid-β peptides. Outside the membrane, the 
peptides sometimes aggregate into insoluble oligomers, completing the pathological 
pathway that later forms the plaque [25]. 
Both soluble and insoluble peptides are considered neurotoxic [26] as they 




vasculature), including inflammatory cascades, metabolic disruptions and increased 
oxidative stress [22]. This not only impairs synapses, but also activates microglia and 
astrocytes that surround the deposit and harms communication with the local 
vasculature [25,26]. The dysfunction further affects the APP metabolism, leading to 
more plaque accumulating and to induction of neuronal apoptosis [25]. To this already 
devastating picture, the intracellular accumulation of neurofibrillary tangles also tends 
to follow the amyloid peptide accumulation. 
The neurofibrillary tangles contain tau protein, which is normally present 
stabilizing the microtubules in the cytoskeleton within the cells. Conversely, in the 
pathological condition they are hyperphosphorylated and thus less soluble, 
prompting accumulation, interruption of internal transport, degeneration of internal 
structures, and a severe compromise of axonal tracts [25]. This can even lead to cellular 
death and to further spread of this protein to other cells, compromising the correct 
vascular and glial cell activation [22]. 
In spite of what is known of the senile plaque and the neurofibrillary 
tangles, their exact interaction is still unclear, their importance for the progression of 
the disease is controversial and both are subjects of intense research [23]. In particular, 
the failure of some therapies that remove senile plaque to halt neurodegeneration 
indicates it might not be the key feature of AD once thought to be [23]. Plenty of other 
physiological disturbances have been involved in the pathophysiological processes of 
the disease, though they still require to be better understood. Among others, these are: 
genetic factors, metabolic or vascular disorders, mitochondrial disturbances, 
neuroinflammation, and oxidative processes [22]. Within such a wide array of 
possibilities, no clear onset for AD exists [5], and the role of each factor or comorbidity 
and their interactions in the progression of the disease remain obscure [22]. 
The complexity of the pathophysiology of AD is part of what has made the 
identification of a reliable biomarker a challenging endeavor. Biomarkers are 
quantifiable variables measured in vivo that indicate specific changes related to the 




certain proteins in cerebrospinal fluid (CSF) or the gray matter volume in medical 
imaging [2]. Currently, the most robust biomarkers are found in CSF, as decreased 
concentrations of a certain type of Aβ, increased concentrations of total tau, 
phosphorylated tau protein or neurofilament light protein can distinguish between 
patients with AD from healthy subjects [27]. There is nonetheless an active search for 
other biomarkers, since having more accurate and simple ways to diagnose the disease 
would avoid confusion with the many other syndromes that have similar 
manifestations and make treatments begin earlier, perhaps even raising the chances 
for a successful therapy [2,6]. 
 
2.1.2 Risk and protection factors 
The risk factors identified for AD include cardiovascular risk factors (e.g. 
hypertension, diabetes mellitus, and obesity), psychosocial factors (e.g. depression, 
low level of mental activity), and health behaviors (e.g. low level of physical activity 
and smoking) [1,3]. Those factors are closely associated to each other and elucidating 
the underlying mechanisms tying them to AD is difficult. Furthermore, they are 
related to other ailments that affect elderly people and cognition. There is also strong 
evidence for genetic risk factors associated with the metabolism of APP [3,22]. 
In contrast, a high level of education and mental stimulation are related to 
lower risk of dementia [1,3]. The reason for this is based on a theory for the formation 
of an active cognitive reserve through mental activity, a level of adaptability and high 
efficiency in the brain networks that enables individuals to compensate for 
neurodegenerative changes [28]. This theory is further supported by abundant 
evidence of neuropathological insults and perturbations in elderly adults with normal 
cognitive function [1]. Hence, there are plenty of opportunities for preventing cases of 
dementia and improving the quality of life of the elderly [1,3]. Great attention is given 
to these factors, and in this study, it was chosen to assess the cognitive reserves of the 





2.1.3 Clinical phases 
AD has been divided into three clinical phases: pre-symptomatic, 
prodromal, and dementia [2]. This mirrors the gradual progression of the disease, as 
it transitions from normal aging to clinically probable AD and neuropathologically 
proven AD [6]. In the pre-symptomatic phase, molecular damage accumulates due to 
physiological alterations, yet the cognitive functions of the person remain normal [2]. 
In part, this has been related to the brain’s remarkable capacity of recruiting new 
strategies and resisting localized damage [28]. When the first symptoms of cognitive 
decline appear, the phase is thus prodromal. The problems of memory displayed 
during this phase receive the name of mild cognitive impairment (MCI), but they do 
not affect the individual’s autonomy [5]. Finally, the denomination of dementia is 
given when there is apparent decline, with ostensible behavioral and cognitive 
alterations that make independent daily function no longer possible [5]. 
Mild cognitive impairment (MCI) is a condition present when the cognition 
is below normal for that age in one or more cognitive domains, usually the memory 
domain (and thus being called amnestic MCI, or aMCI) [6]. It is not a symptom 
exclusive of AD, as it can result from head trauma, substance abuse or metabolic 
disturbance among other reasons [5]. Some patients with MCI revert to normal 
cognition or remain stable in the condition for years. However, elderly people with 
aMCI are found to be at a greater risk of developing AD dementia within a few years 
[2,3,5,6], especially when other risk factors are present [29]. This also furthers the 
notion that dementia is the result of an unsurmountable load of pathological insults 
that have accumulated for decades in the brain [5]. 
The clinical stages of disease are normally diagnosed through cognitive 
tests and psychological assessments [5,6,30]. For example, AD is the most likely 
diagnosis for an elderly person with problems in daily functioning who started with a 




domains as well, such as language, working memory and visuospatial skills [6]. Other 
clinical tests are employed to discard the presence of other brain diseases that could 
account for the decline in cognition, such as vascular problems, depression, traumatic 
lesions, medical comorbidities, or mixed disease [5]. Without the required 
standardization, CSF tau proteins and Aβ concentration as well as PET amyloid 
imaging are not used yet in clinical practice, but can form part of research criteria [31].  
 
2.1.4 Model of the disease 
In 2010, Jack et al. proposed a very simple model for biomarkers of the 
disease, not strictly quantifying the available evidence but trying to organize it in a 
logical pattern [2]. This effort was meant to promote understanding and help with the 
proposition of questions and hypothesis [2]. The model has since been updated with 
some recent evidence but the principles behind it remain the same [31]. 
The model organizes changes in the biomarkers in a temporal manner. As 
is seen in Figure 2-1, most of the cases indicate that the first pathological change is the 
accumulation of the beta amyloid peptide [27]. This can be identified through CSF 
extraction, as the clearance of certain types of Aβ peptides decreases, or through 
positron emission tomography (PET) with the appropriate ligand for amyloid imaging 
[2]. The most common following alteration is the increase of tau protein in the CSF [2], 
closely related to the neuronal dysfunction discussed in the physiological 
characteristics. Then, plenty of studies have associated structural changes of cortical 
thickness and volumetry, as measured with MRI, or metabolic disruption through 
fluorodeoxyglucose (FDG) PET, with the progression of the disease [31]. Finally, in the 
model, after all these changes are detectable, cognition becomes abnormal. 
Since non-linearity has been shown for the dynamic of the biomarkers, the 
shape chosen for them over time was a sigmoid, as in Figure 2-1. The sigmoid also 
allows for the effects of each biomarker to vary over the progression of the disease [2], 




updates of the new model is to account for low risk and high risk MCI, as individuals 
with MCI progress toward dementia at very different rates depending on factors such 
as genetic profile, cognitive reserve and lifestyle [31]. Defining the stage of the disease 
should still be possible from measures of the magnitude and rate of change of several 
biomarkers, but requires taking into account whether the patient is at high or low risk. 
Also noticeable is the lag between the changes in Aβ and the appearance of the clinical 
symptoms, which has the support of substantial evidence. 
 
 
Figure 2-1. Model of biomarker dynamics for AD. 
Changes in biomarkers from minimum to maximum abnormality and ordered 
through time. Cognitive impairment comprises a zone with low and high risk 
boundaries where the disease stage might be defined. Aβ = amyloid β, FDG = 
fluorodeoxyglucose. Reprinted from Alzheimer's & Dementia [31], Copyright (2015), 
with permission from Elsevier. 
According to a simplified approach of the evidence, there is also a common 
anatomical order for the dissemination of the disease. This is illustrated in Figure 2-2, 
where the regions where abnormalities appear are ordered according to either 
magnetic resonance imaging (MRI) or PET imaging. Moreover, those areas might 




dysfunction and synaptic loss. As imaging biomarkers can simultaneously resolve the 
different phases of the disease both in time and space, it is stated that they provide an 
advantage over other kinds of biomarkers [2]. 
 
 
Figure 2-2. Model of Anatomical Imaging Biomarker Information. 
Changes in imaging biomarkers from minimum to maximum abnormality in different 
brain regions and ordered through time. FDG = fluorodeoxyglucose. Reprinted from 
The Lancet Neurology [2], Copyright (2010), with permission from Elsevier. 
In summary, AD appears to impair constructive cerebral plasticity due to 
physiopathological factors that start due to multiple heterogeneous causes. The 
disruption starts in characteristic places but spreads to more regions as it progresses. 
Eventually, the accumulation of damage and physiological alterations at the molecular 
level lead to the known symptoms of this neurodegenerative disease, when the brain’s 
coping mechanisms can no longer counteract the problems encountered. Much interest 
remains in Alzheimer’s research, from treatment and protection, to development and 
establishment of biomarkers. As mentioned, the main objective of this study is to track 
changes in the topological configuration of the brain functional connectivity, through 





2.2 Resting state functional connectivity magnetic resonance imaging 
Over 25 years have passed since the trailblazing work by Ogawa et al. 
instated the use of functional magnetic resonance imaging (fMRI) as a key technique 
for neuroscience [32]. The study of the whole brain’s dynamic became available with 
the blood oxygenation level dependent contrast (BOLD), quickly growing into a 
favorite research procedure in the neuroimaging field. Although costly and relatively 
slow, with acquisition rate of approximately 0.5 Hz, fMRI is a technique uniquely 
positioned to study the hemodynamic response of the whole brain to neuronal activity 
without the use of ionizing radiation. With fMRI, investigators can localize injured 
areas, regions that respond to specific stimuli, cognitive function, and estimate the 
interactions between areas responsible for the most complex tasks of the brain. 
Providing a really insightful review of the technique is beyond the scope of 
this dissertation, so the next section relates crudely a part of what is known of the 
physiological basis for the BOLD signal, and a model BOLD signal. Later the definition 
of functional connectivity is given, emphasized in the instance of resting state studies. 
 
2.2.1 Simplified physiological basis of the BOLD signal 
The BOLD signal originates from the different magnetic properties of oxy 
(HbO) and deoxyhemoglobin (dHb). The latter molecule is paramagnetic and affects 
the local magnetic susceptibility whereas the diamagnetic HbO does not. Therefore, 
fully oxygenated hemoglobin in arteries has little effect on the magnetic field of an 
MRI scanner, but when hemoglobin provides oxygen to the tissue in the capillaries of 
the brain, the resulting dHb disrupts the MRI magnetic field in proportion to the 
amount of oxygen lost [7]. When the magnetic field loses homogeneity transversal 
magnetization decays faster as the spin isochromats precess out of phase [11,33]. Those 




neuronal activity, since the brain's electrical activity correlates strongly to changes in 
cerebral blood flow (CBF) and the cerebral metabolic rate of oxygen (CMRO2) [34,35]. 
Through the study of the hemodynamic response to activation, defined as 
the collection of physiological reactions that include changes in CBF, CMRO2, and 
cerebral blood volume (CBV), it is possible to develop some understanding of the 
principles of the BOLD contrast [11]. The simplified version of the physiology is that 
without substantial energy reserves in the neurons, when electrical activity occurs, a 
necessary increase in glucose metabolism and CMRO2 follows. Most importantly, 
through neurovascular coupling, the capillaries are signaled through quite 
sophisticated and sometimes contradictory paths, to respond to this activity, resulting 
in a general and disproportional increase in blood flow [36,37]. 
 
 
Figure 2-3. Baseline hemodynamic response to a stimulus. 
Relative changes in cerebral blood volume (CBV), deoxyhemoglobin, cerebral blood 
flow (CBF) and cerebral metabolic rate of oxygen (CMRO2) due to left forefront paw 
stimulus in the right somatosensory cortex of an animal model. The shaded areas 





The evidence supports the notion of an uncoupling between CBF and 
CMRO2, perhaps as a safety factor that delivers much more oxygen than necessary to 
sustain the active neurons [37,38]. Thus, after a very brief regional increase in dHb, a 
surge of blood washes it away, and the BOLD signal is enhanced. As can be seen in 
Figure 2-3, the hemodynamic response to a stimulus is neither linear nor directly 
coupled. As CMRO2 is raised, increases in CBV and greater ones in CBF happen until 
achieving a plateau that lingers slightly after the stimulus disappears, with dHb 
following an inverse pattern in time. Conversely, when activity decreases, the amount 
of relative dHb is increased and the BOLD signal is attenuated [7]. Thus, through 
complicated and sometimes vague relations the BOLD signal can be associated to 
ongoing neurovascular events. 
To glimpse how intricate this neurovascular coupling is, Figure 2-4 can be 
examined. Rather than energy consumption, current evidence links neurotransmitters, 
particularly glutamate, as the main agents in changes of blood flow [7,36]. Other 
important messengers for the hemodynamic response to neuronal activation include 
nitric oxide, adenosine, molecules from the metabolism of arachidonic acid, and 
epoxyeicosatrienoic acids [36,38]. 
Furthermore, the predominant role of astrocytes as mediators of this blood 
flow control and how the oxygen concentration regulates the involved signaling 
pathways have become consolidated findings of the past decades [36]. Notably, the 
control appears to be applied at both the capillaries and arterioles [36]. Consequently, 
the mechanisms for the neurovascular coupling involve not only neurons, but the 






Figure 2-4. Major pathways for glutamate regulation of CBF. 
Regulation of blood flow through pathways from astrocytes and neurons that send 
messengers (arrows) to control the smooth muscle around the arterioles that supply 
oxygen (O2) and glucose to the cells. Acronyms stand for: mGluR = metabotropic 
glutamate receptors; PLA2 = phospholipase A2; AA = arachidonic acid; EET = 
epoxyeicosatrienoic acids; PG = prostaglandins; gK (Ca) = Ca2+-gated K+ channels; 
NMDAR = N-methyl-d-aspartate receptors; nNOS = neuronal nitric oxide synthase; 
NO = nitric oxide; 20-HETE = 20-hydroxy-eicosatetraenoic acid; cGMP = cyclic 
guanosine monophosphate. Reprinted by permission from Macmillan Publishers Ltd: 
Nature [36], copyright (2010). 
 
2.2.2 Model BOLD response 
The model of a simple BOLD response during a simple experiment in which 
a stimulus is given for the particular brain region is in Figure 2-5. Just like the CBF the 
BOLD response is delayed, and also has an apparent post-stimulus undershoot. 
Sometimes an initial quick and shallow dip is present, which corresponds to a local 
increase of dHb content. Noteworthy, there is nonlinearity in the BOLD signal as the 




stimulus, which reaches a plateau level. Another instance of nonlinearity is the fact 
that two identical stimuli presented close together in time produce a net response less 
than twice the integrated response of a stimulus [11]. 
 
  
Figure 2-5. Estimated and mean BOLD responses in anesthetized 
macaque monkeys with stimulation of the visual field.  
Stimulus a overlapped with the receptive field in the vicinity of the investigated visual 
cerebral area, eliciting a positive BOLD response. Stimulus b on the other hand was 
not overlapping on the receptive field in the visual space, resulting in a negative BOLD 
response. The estimated BOLD response was derived from neuronal activity measured 
with electrical recordings during stimulation and the impulse response function 
estimated during rest. Reprinted by permission from Macmillan Publishers Ltd: 
Nature Neuroscience [39], copyright (2006). 
Finishing the problematic picture, both inhibitory and excitatory neuronal 
activities are known to be part of the balance controlling the hemodynamic response. 
Therefore, variations in the amplitude and polarity of the BOLD signal, i.e., positive or 




[39] reported some evidence that negative BOLD responses originate in decreased 
neuronal activity resulting in a reduction in local CBF. However, the vasoconstriction 
mechanisms that are the basis of negative BOLD signals are not well understood. Also 
of note, spontaneous hemodynamic changes are not always related to fluctuations in 
electrical activity, as spontaneous variations in CBV and CMRO2 have been measured 
under conditions of electrocortical inactivity [7].  
 
2.2.3 Resting state functional connectivity 
The brain during resting conditions remains functionally and metabolically 
active. Such that, in the absence of experimental paradigms or any overt input or 
output, spontaneous modulation of the BOLD signal is present [7]. This is not all 
random noise, but a structured form of self-organized brain activity that is very 
prominent in current neuroscience research [7,8]. Extracting correlation patterns from 
these fluctuations receives the name of resting state functional connectivity, which 
offers some advantages for clinical research that are discussed further below [9]. 
The origin of the use of resting state fluctuations in MRI began not long after 
the Ogawa et al. 1990 study [32], when another group applied the concepts of 
functional connectivity developed in other neuroimaging modalities. Biswal et al., in 
1995 [40], found temporal correlations in the low-frequency fluctuations of related 
brain regions in the motor cortex during rest, thus launching the use of resting state 
functional connectivity in fMRI. These observations regard the importance of 
integration among different brain areas, as opposed to a localized approach in which 
each function is attributed to a specific region [8]. 
The term functional connectivity nowadays denotes spatial patterns of 
coherent signals that span large regions of neuronal tissue [41]. They are considered 
“a useful summary of distributed activity” [8], as these patterns can be described by 
probability distributions over multiple variables without any real inference of the 




in the signals may occur between regions that are not anatomically connected [8,42]. 
A common example is the contralateral functional connectivity of the primary visual 
cortex, which lacks direct axonal projections between the regions [43]. 
In addition, functional connectivity does not map from causes to 
consequences, rather pragmatically it can use the consequences (found in the data) to 
classify subjects that belong to a diagnostic group (related to the causes of the 
differences) [8]. Depending on the measurement choice, functional connectivity may 
reflect linear or nonlinear interactions, and even interactions at different time scales 
[42]. Patterns found this way are nonetheless associated with the necessary support for 
cognitive and perceptual processes. The biological hypothesis behind their presence is 
the synaptic plasticity causing neuronal populations firing together to wire together 
[41]. However, it is clear that structure and function are not completely coupled, as 
functional connectivity is modulated by emotional states, arousal and sleep, whereas 
structural connectivity is not greatly affected by such factors [43]. 
The predominant sources of resting state BOLD fluctuations are considered 
to be a mixture of intrinsic activity and conscious self-imposed mental tasks. The latter 
unrestrained behavior is not thought of as the main source as subjects with different 
behavioral states, states of consciousness (including sleep) and even under anesthesia 
still have a similar topography of BOLD fluctuations [7,8]. Those coherent patterns are 
also present within a large number of brain systems. Importantly, task evoked activity 
seems to be superimposed and distinct from the resting state activity, even for 
spontaneous cognition such as mental imagery. This suggests that they represent “an 
intrinsic property of the brain” [7]. 
Physiological processes lead to variations in the measured signal by directly 
altering medium composition in the voxel or affecting the delicate magnetic field 
environment, disrupting the physical principals underlying the signal [10,44]. The 
resting state functional connectivity patterns are found at low-frequency, but methods 
for analysis must take into account the physiological noise artifacts, mainly respiratory 




accounting for head motion artifacts has been emphasized in recent years [10,12,13,44]. 
Thus, the signal obtained in RS-fMRI time series contains contributions from BOLD 
signal changes related to brain activity, combined with a variety of unwanted noise 
components, with magnitude greater than the signal of interest, so striking the 
appropriate balance between minimizing the loss of interesting signal and the removal 
of uninteresting signal with is an important topic [10,12].  
Extracting the functional connectivity measures has been mainly done with 
two basic methods: seed based correlation analysis and independent component 
analysis (ICA). The first one requires a strong previous hypothesis for the choice of a 
region where the signal will be extracted and against which all correlations will be 
calculated. Then, the correlations between this extracted signal and all other voxels are 
mapped [7]. This method is probably the most susceptible to residual noise [41]. ICA 
on the other hand decomposes the time courses of all voxels into associated spatial 
maps in which the components are maximized to be statistically independent and non-
Gaussian. However, arbitrary dimensional reduction and selection of the model order 
lead to plenty of variability and neither properly account for nonstationary states [41]. 
Regions with similar function are consistently found to have correlations in 
their spontaneous BOLD activity [7,9]. Other regularities are found across subjects, 
states of development and levels of consciousness [41,43]. Altered measurements have 
also been associated with differences in cognitive performance and pharmacological 
manipulation [41]. Furthermore, the variability between subjects in the resting state is 
related to task performance [41]. Evidence accumulates linking measures of brain 
activity obtained with electroencephalography and magnetoencephalography and the 
resting state BOLD signal [10]. Also, some relationships have been found between the 
power of high frequency neuronal activity and resting state BOLD fluctuations [7]. 
Nevertheless, finding changes in the correlation between two areas is not 
always associated to changes in the coupling between them, e. g. the signal-to-noise 
ratio greatly influences the correlation values [8]. In addition, there is plenty of 




different networks overlap and on the interactions between task evoked activity and 
the resting state. 
It is quite reasonable to give attention to the resting state, when considering 
the staggering amount of the total body’s energy consumption that the brain 
represents at rest, ~20%, while only being ~2% of the mass. This is even more so when 
accounting that the task related metabolism increase is considerably small (<5%) [7,45]. 
Furthermore, most of that energy consumption (60-80%) is devoted to neuronal 
signaling in the form of glutamate cycling. Those two evidences together suggest that 
most of the brain energy consumption is devoted to intrinsic activity [45]. 
Consequently, it is thought that the structure of this spontaneous activity provides 
insight into the fundamental functional architecture of the brain [7]. This is, of course, 
not the means of probing directly the anatomical connectivity, but there are relations 
between the loss of neuronal tracts and a decrease in the BOLD resting state signal [7]. 
Resting state studies are well suited for clinical applications, since they 
require minimal patient compliance [9]. The instructions generally given to the subject 
are simply to lie still without falling asleep in the scanner [7]. This makes it easier to 
obtain larger samples, as cognitive dysfunction or physical impairment are less 
relevant [9]. Another great advantage is that resting state studies allow examination of 
multiple cortical systems without extending the acquisition time, which can be as brief 
as 5 min, or selecting a priori hypotheses for the architecture of these systems [9,43]. 
Most of the clinical applications of functional connectivity are focused on group 
differences, guidance for treatments and obtaining biomarkers with diagnostic and 
prognostic information [9]. 
The takeaway is that the technique has limitations and complicated 
unresolved issues, but nonetheless it is considered ”a useful and meaningful tool for 
the study of brain function”, that reflects changes in neuronal collective activity [35]. 
More accurately we can think of neurovascular groups as underlying the signal of 
interest. The technique is also undoubtedly well suited for clinical studies, as long as 




2.3 Graph theory 
“Graph theory is the natural framework for the exact mathematical treatment of 
complex networks.” [15]. 
 
Graphs are mathematical objects defined by two elements: nodes and edges, 
also known respectively as vertices or points and links or lines [16,18,21]. The set 𝒩 ≠
∅ represents N nodes in the graph, which are associated to each other through the set 
of K edges ℒ, where an edge pairs elements of 𝒩. Formally, to constitute the graph, 
𝒩 ≡ {𝑛1, 𝑛2, … , 𝑛𝑁} and ℒ ≡ {𝑙1, 𝑙2, … , 𝑙𝐾} are necessary, which can be abbreviated as 
G(N, K) [15]. In all their simplicity, graphs can capture complex dynamic networks 
into a concise mathematical description. This has made graph theory an important 
field within mathematics, and the only one available to “handle network properties 
theoretically” [46]. 
 
   
Figure 2-6. Examples of graph representation. 
Unweighted undirected network (a) and adjacency matrix (b) with N=6 and K=7. If 
there is an edge between nodes i and j, the entry in Aij is one, otherwise it is zero. 
Reprinted from Clinical Neurophysiology [47], Copyright (2013),with permission from 
Elsevier.  
A simple example of the pictorial representation of a graph is in Figure 2-6, 




connectivity of the graph [46]. The nodes correspond to the dimensions of the 
adjacency matrix (N x N) while the edges correspond to the entries in it. Besides that 
powerful representation, graph theory has developed many parameters to quantify 
the characteristics of the networks, which can define not only the connection topology 
of graphs but also their potential behaviors [18].  
In graph theory, the type of edges determines the classification of the graph, 
as seen in Figure 2-7. If the edges involve a sense of direction of the association between 
the nodes, the graph is directed; otherwise, the graph is undirected. Another 
classification for graphs separates them into weighted, when the edges have different 
strengths, or unweighted, when every edge has the same weight. Thus, in an 
unweighted graph matrix, an edge will be represented by a 1 and its absence with a 0, 
explaining why they are also known as binary graphs. Furthermore, in undirected 
graphs, the matrix will be symmetric as seen in Figure 2-6. 
 
 
Figure 2-7. Example of undirected (a), directed (b) and weighted 
undirected (c) graph with N= 7 and K= 14. 
The arrows in (b) indicate the direction of the edges, and the thickness of the lines in 
(c) represent the stated weights. Reprinted from Physics Reports [15], Copyright 
(2006),with permission from Elsevier.  
Graph theory has two important advantages in comparison with other 
network approaches. The first is interpretability, since information from each 
quantitative measurement can be extracted in relation to general principles of complex 




language for graphs that describe different types of data and enables comparisons 
between them [17,21]. Thus, applying graph theory to the study of brain networks has 
resulted in the development of many tools for analysis of the structural and functional 
architecture of the brain [18,20]. This application produces graphs known as brain 
graphs, discussed in Section 1.3.2. The next section describes some of the many graph 
theory metrics.  
 
2.3.1 Metrics 
The many existing graph theory metrics always attempt to quantify 
different aspects of the network organization. However, many of the metrics are 
closely associated to one another [17], so not all of them are necessary to convey 
essential information. This does not mean that one single metric is more important 
than others in describing the system under study, or even that the ones chosen here 
are the best. Simply, the intent at this point is to cover a broad and commonly used 
scope of metrics. 
The metrics for graphs can be divided into two kinds: topological or 
physical [17]. Topology investigates spatial properties that are invariant under 
continuous deformation. Hence, topological metrics are not concerned with the 
physical location of the node; the weight for the edges is always the same regardless 
of the distance that separates the nodes. Physical metrics, on the other hand, regard 
the relations between nodes in Euclidean space, giving weights that have continuous 
values in SI units [17]. Another division is among global and local metrics: global 
encompass the whole network while local metrics only consider a node or subset of 
nodes. 
Rubinov and Sporns distinguish many kinds of metrics for undirected 
graphs. First they describe measures of functional segregation, which is the ability for 
specialized processing to occur within densely interconnected groups of nodes, known 




of triangles around an individual node, i.e. fraction of the node's neighbors that are 
also neighbors of each other [16,42]. The global clustering coefficient averages the 
prevalence of clustered connectivity around all the nodes in the network [42].  
Measures of functional integration quantify the ability to combine 
specialized information from different regions. Path length is the most known metric 
quantifying possible routes of information flow between two nodes [42]. It is formally 
defined as the number of edges in the sequence of adjacent nodes that begins in a given 
node and finishes at another specified node, without repeating any node [15]. This also 
allows discerning disconnected networks, where not all pairs of nodes have a path 
between them. The characteristic path length is a global metric defined as the average 
shortest path length between all pairs of nodes in the network. Its inverse is the global 
efficiency, primarily influenced by short paths and with the advantage of being 
computable even on disconnected networks (where the length would be infinite, the 
efficiency becomes zero) [16]. When computed for the subgraph of neighbors of a 
given node, i.e. the nodes connected directly to it, the metric yields the local efficiency, 
which is closely related to the clustering coefficient [15,42]. 
Measures of node centrality include the degree, which is one of the most 
simple and profuse metrics considered in network studies. It is defined as the sum of 
edges for the node, which in unweighted networks equals to the number of neighbors 
of the node. Nodes with a high degree are consequently interacting with many other 
nodes in the network. This can be related to hubs, nodes of crucial importance that 
facilitate functional integration between modules [21], though they are critical to the 
performance of a network when an attack affects them. The mean network degree is 
most commonly used as the global measure of density, also known as the total cost of 
the network [42]. 
Measures of network resilience quantify the capacity to resist insult, i.e., loss 
of nodes or edges. The degree of all the nodes in the network constitute the degree 




received the name of betweenness centrality, defined as the fraction of all shortest 
paths in the network that pass through a given node [42]. 
 
Table 2-1. Mathematical definitions of some chosen graph theory 
metrics.  
Metric Definition Comment 
Degree 𝑘𝑖 = ∑ 𝐴𝑖𝑗
𝑗∈𝒩
 For all others, assume the 







K = degree of graph 
Sparse graph for 𝐾 ≪ 𝑁2 







𝑑𝑖𝑗 = Shortest path length 

















Gi = subgraph of neighbors 
of node i. 




 𝑛𝑗𝑘 = number of shortest 
paths between nodes j and 






Nodes j and m must be 










Subscript R indicates the 
value in a random network 
 
Degree distributions are very important in graph models. In random 
graphs, each of the N(N − 1)/2 possible edges has the same probability of being present. 
For very large graphs and a fixed mean degree value <k>, this leads to a Poisson degree 
distribution: (𝑘) = 𝑒−<𝑘>
<𝑘>𝑘
𝑘!
 . However, many networks are found to have power law 
degree distributions: 𝑃(𝑘) ~ 𝐴𝑘−𝛾, with a range for the exponent of 2 ≤ 𝛾 ≤ 3. These 




factor, under a rescaling of the independent variable. Thus, that functional form is the 
only solution to the equation 𝑓(𝛼𝑥) = 𝛽𝑓(𝑥), which plays important parts in statistical 
physics in relation to phase transitions and fractals [15].  
The mathematical definition of the chosen metrics is given in Table 2-1, 
though the small world coefficient will be introduced in the next section. Some 
graphical examples for the metrics follow in Figure 2-8. The local metric is always 
specified for the white node, such that we have degree 3 in (a) and (b), 1 for (c) and 8 
for (d). The clustering coefficient is zero for all examples except in (b), where it is 1/3. 
The path length between the white and the black node in (c) is 3, and the betweenness 
centrality is 1 in (d).  
 
 
Figure 2-8. Sample graphs for exemplifying metrics. 
For the white node in (a) k= 3, in (b) Cc = 1/3, L= 3 to black node in (c), and Bc = 1 in (d). 
Reprinted from Neurobiology of Aging [21], Copyright (2013), with permission from 
Elsevier. 
 
2.3.2 Brain graphs 
Brain graphs are models of the complex physical network that is embedded 
in the brain. Since the global topological properties found are similar to those of 
computer chips, economic markets, and other complex systems, the brain can be 
regarded as a high-performance network, along the lines of a “convoluted sheet of 
processing elements interconnected by a core of white matter cabling.” [17]. In spite of 




approximation can provide a modest but still very informative model of the system 
[15]. 
As mentioned, the generalizability of graph theory allows comparisons 
between the topological properties of large-scale networks obtained through different 
neuroimaging techniques to those of small-scale or cellular networks measured by 
microscopy or microelectrode recording [17]. Meanwhile, the ease for interpreting the 
results from different modalities serves for cross validation, informing how the 
substrate of a relatively static biological network interacts to reflect into functional 
networks [17].  
Inevitably, these graphs loose some of the information contained in the 
datasets from which they are constructed [17]. This is because various assumptions are 
necessary in order to define the properties of a brain graph, although they are not 
always very explicit or realistic [17]. Foremost, nodes should ideally be dynamical 
units, i.e., delimited independent brain regions with internal coherence [17,42]. 
However, assuring this is not always possible and the ideal parcellation of the human 
brain remains a neuroscience objective that is being pursued to this day [48]. 
The edges are always a crucial simplification of the graph model, as they 
will capture, in a single number, all the dynamics of the interaction, which may depend 
upon several parameters [15]. In the case of brain graphs the edges can be chosen to 
represent anatomical, functional, or effective connections [42]. An example of 
anatomical connections are the white matter tracts between pairs of brain regions, 
normally translated into directed edges. Functional connections are defined instead 
from temporal correlations in activity, thus undirected, and may occur between pairs 
of anatomically unconnected regions. It is considered that the patterns of functional 
connectivity are somewhat restricted by the underlying anatomical connectivity in 
direct and indirect ways, though few clear relations have been established [46]. On the 
other hand, effective connections intend to estimate causal relations of one region on 




Furthermore, edges in brain graphs are generally given the same strength of 
connection between nodes, resulting mostly in simple binary graphs [21,42]. 
Each of those choices greatly affects the resulting properties of the graphs 
under study, but many other factors are known to influence the organization of brain 
graphs; from cognitive performance and behavior to age, gender and genetic makeup 
to name a few. The connectivity is also inherently dynamic, and changes depending 
on the task presented, drug treatments or states of consciousness [17]. In spite of this, 
there are many key properties that have been consistently reported for brain networks: 
small worldness, i.e. short characteristic path lengths and high local clustering, 
modularity, and the existence of hubs [16,17,20]. These graphs are also physically 
embedded so as to nearly minimize wiring cost, and the deviations found have been 
related to minimizing length of processing paths, indicating some of the evolutionary 
pressures to which the brain might have adapted [21,46]. 
The convergence of many of these properties across multiple studies also 
suggests conflicting pressures leading into the architecture seen nowadays. Tijms et al. 
attempt to provide a heuristic model of how the characteristics of the brain graph arise, 
which is represented in Figure 2-9. In their view, the main evolutionary struggles that 
resulted in the particular configuration of the brain are the balance between integration 
and segregation of information, the resilience against attacks and functional 
adaptability [21]. Those constraints would have established a balance between 
maximizing information processing efficiency locally and globally, being robust 
against attacks, and minimizing the energy needed for information exchange, all while 
lowering wiring and maintenance cost [20,21]. 
To attempt to understand this model, begin with the horizontal scale that 
represents an increase in information segregation in Figure 2-9. The model by Watts 
and Strogatz established that starting from a regular network, the random rewiring of 
edges introduces shortcuts that dramatically reduce the average path length while 
maintaining high clustering, until further rewiring causes the graph to lose its 




topology is constructed, named small world, where the optimization that balances 
information segregation and information integration occurs. In this topology, a high 
amount of clustering can coexist with a low characteristic path length, as both nodes 
that form specialized clusters and nodes that form connections between clusters are 
present in the network. This way, global and nodal efficiency are also simultaneously 
maximized [19]. Small world networks also have the property of having a clustering 
coefficient that is independent of network size, which is a finding present in brain 
graphs [21]. The metric of small worldness in Table 2-1 intends to convey this 
characteristic, as a high value for the metric can mean the network has a path length 
that is similar to the random network, but a clustering coefficient that is greater [46]. 
 
 
Figure 2-9. Heuristic Model of Graph Space. 
The horizontal scale represents an increase in information segregation, the vertical 
scale represents resistance against attacks and the diagonal scale represents functional 
adaptability. C = clustering coefficient, L = path length, with upward arrows for high 




undefined. Reprinted from Neurobiology of Aging [21], Copyright (2013), with 
permission from Elsevier. 
The emergence of hubs is accounted for in another model, in Figure 2-9 
represented in the vertical scale of resistance against attacks. The attacks are defined 
as the random loss of nodes or edges while the resistance means that such a loss has 
little effect on the network, quantified by measures such as efficiency and clustering 
coefficient [16,42]. This sort of resistance is found to arise from simple growth models, 
like the one developed by Barabási and Albert, where nodes have a higher probability 
of being connected to other nodes when they have a similar or higher degree [15,46]. 
As a result of the preferential attachment model, hubs appear in the network, there is 
degree heterogeneity among the nodes and there is an optimization in terms of 
robustness.  
Those inhomogeneous degree distributions are generally found to follow 
free-scale or fat-tailed probability distributions of degree [17]. Networks with this kind 
of degree distribution can have very small path lengths and clustering coefficients 
smaller than small world networks [46]. Nonetheless, the Barabási and Albert model 
cannot explain clustering as measured in brain networks, because in the model 
clustering is dependent on graph size while it is found to be independent of graph size 
in the brain [21]. 
Finally, the diagonal scale in Figure 2-9 represents the existence of modules 
in a higher-order organization of networks that facilitates functional adaptability. That 
functional adaptability means that different combinations of neurons can achieve 
similar functional output through these hierarchical modular topologies [21]. 
Modularity indicates a decomposability of the system into smaller subsystems [17]. 
This model also combines clustering and the existence of hubs in one place, but it has 





Applying network models to brain graphs has brought into focus the 
sophistication of the brain as the product of an evolution that responds to many 
conflicting pressures, though more work is necessary to refine and better understand 
the brain graphs. It even has lent some support to neuropsychological theories that 
claim that higher-order cognitive functions rely on distributed processing [17]. For 
example, higher cognitive performance has been associated with brain graphs 
configured for greater efficiency of parallel information transfer between regions [17]. 
Moreover, recent hypotheses have related cognitive impairment to the 
impact of pathology on brain connectivity reflected on brain graphs, characterizing the 
pathologies as disconnection syndromes [18]. There are nonetheless difficulties in 
relating changes in the descriptive statistics used for brain graphs to cognitive or 
behavioral performance, as there is no clear structural or physiological substrate for 
modelling variations in anatomical or functional connectivity [17]. However, as the 
next section highlights, graph theory is undeniably useful in studies with clinical 
applications, though clearly not exempt from technical hitches.  
 
2.4 Previous Studies of functional connectivity in AD patients using 
graph theory 
With the wealth of attention focused over Alzheimer’s disease and the great 
framework provided by graph theory, it is not surprising that some studies analyzing 
graph theory metrics constructed from the functional connectivity of patients of AD 
and MCI already exist. Some studies that employ graph theory analysis are believed 
to have provided new understanding of the biological mechanisms of AD and to have 
uncovered potential biomarkers for early diagnosis and disease progression [20,31]. 
Those biomarkers are also considered relevant in achieving an important goal in the 
field of Alzheimer’s research: to determine treatment response, including when and 




In general, the studies find AD brain networks to be less optimal in their 
construction, with decreased information processing efficiency and more 
susceptibility to attacks, supporting the notion of AD as a disconnection syndrome 
[18,20,21]. A consistent finding is an increased average unnormalized path length 
across imaging modalities [21]. It is believed that these changes in brain connectivity 
patterns reveal some of the underlying brain structural and functional disruptions that 
cause cognitive deficits, although clear biological mechanisms have yet to be 
determined [20]. 
One relevant study realized with PET imaging gave clarity to some of those 
mechanisms, relating Aβ deposition with hub regions in healthy brains [18]. The 
hypothesis behind is that activity in neurons causes damage to accumulate over time. 
This notion of a causal relationship between cellular activity and amyloid deposition 
is also supported with evidence from genetically modified mice studies [18]. Another 
hypothesis for some of the findings is the “neurons that wire together die together”, 
since loss of connectivity and atrophy are often found in related places [21]. 
A naïve expectation of what would happen in the case of a study using RS-
fMRI would be the loss of connections, especially in important hubs. If our chosen 
nodes and edges reflect adequately the neural network, as the disease causes 
disturbances in the neurovascular units the time courses acquired would no longer 
look similar between different regions, as their interaction and function become 
impaired. In that straightforward scenario, the path length would greatly increase, as 
alternative routes are stablished through the less affected areas, and the degree 
distribution would change. Meanwhile, efficiency, specially localized in the areas 
where more damage accumulates, would be expected to decrease, as would the 
clustering coefficient. Thus, the small world property would appear compromised. 
However, the limits of our starting assumptions, including the fact that functional 
connectivity does not always reflect differences in coupling, and the action of the 





2.4.1 Previous studies of AD with RS-fcMRI 
The results for studies using graph theory applied to RS-fcMRI of AD 
patients appear in Table 2-2. Our naïve expectations are only partly fulfilled, and there 
is plenty of conflicting results between studies as well. For example, Sanz-Arigita et al. 
found that the characteristic path length of AD functional networks is significantly 
closer to the theoretical values of random networks (i.e., a significant increase) [49]. 
However, in the clustering coefficient values between AD patients and the healthy 
elderly no significant differences were found [49]. More recently, Khazaee et al., 2015a 
also classified stages of the disease (including MCI) with high accuracy using an 
abundance of metrics (88.4%) [50]. 
 
Table 2-2. Findings in the main graph metrics explored in previous 
studies of AD patients’ RS-fcMRI. 
Chosen metrics were degree = kloc, clustering coefficient = C, path length = L, global 
efficiency = E, local efficiency = Eloc, small world = σ, and betweenness centrality = BC. 
Symbology: * represents a significant difference found between the groups, \ no 
significant difference found, + a probable increase in AD patients, - means a probable 
decrease in AD patients, nr = not reported in that particular study.  
Study 
Main Metrics 
kloc C L E Eloc σ BC 
Khazaee et al., 2015a * \ \ \ * + * 
Khazaee et al., 2015b * \ \ \ *+ \ * 
Kim et al. 2015 nr \ \ * * \ * 
Brier et al., 2014 nr - \ nr nr - nr 
Agosta et al., 2013 - - + - nr nr \ 
Liu et al., 2014 nr - nr - nr nr nr 
 Zhao et al., 2012 nr + + - + + nr 
Sanz-Arigita et al., 
2010 nr \ - nr nr nr nr 
Supekar et al., 2008 \ - \ \ nr - nr 
 
As can be seen in Table 2-2, Supekar et al. [51] were focused on the altered 
small world properties of patients and Zhao et al. [52] found a non-intuitive increase 




weighted graphs and found similarly that greater degrees of cognitive impairment 
were associated with lower global efficiency. Brier et al. [54] found the clustering 
coefficient and small world coefficient reduced in AD, as well as significant effects in 
hub regions. Importantly, those metrics appeared slightly altered when other 
biomarkers signal the disease but there are no cognitive symptoms. 
The group of Agosta el al., were studying frontotemporal dementia, and 
found reduced mean network degree, clustering coefficient, and global efficiency, and 
the typical increased characteristic path length for the patients [55]. The altered 
regional changes also corresponded well with the neuropathological disruptions of 
that kind of dementia. Kim et al. [56] found significant differences in the efficiency of 
the network and localized differences in hubs, however their findings are not 
monotonic, in which the metrics are not always having the same behavior, but varying 
between the disease stages. 
 
Table 2-3. Characteristics for graph construction from previous 
studies. 
Previous studies of RS-fcMRI in AD patients utilized different types of graphs, number 
of nodes = N, and mostly a range of thresholds for the definition of the adjacency 
matrix from the different measures of connectivity.  
Study Connectivity Method Type N Threshold 
Kazhaee et al., 2015a Pearson correlation Binary 264 Range 
Kazhaee et al., 2015b Pearson correlation Weighted/Binary 90 Range 
Kim et al. 2015 Mutual Information Binary 90 S=7% 
Brier et al., 2014 Pearson correlation Binary 160 Range 
Agosta et al., 2013 Pearson correlation Binary 90 Range 
Liu et al., 2014 Wavelet Correlation Weighted 442 S=1-40% 
 Zhao et al., 2012 Pearson correlation Binary 90 Range 
Sanz-Arigita et al., 
2010 
Synchronization 
likelihood Binary 116/90 Range 
Supekar et al., 2008 Wavelet Correlation Binary 90 Range 
 
All those studies relied on different choices for the construction of the 
graph, as shown in Table 2-3. Just the fact that a particular definition of nodes 




ratios, introduces discrepancies among the studies that can complicate the 
interpretation of the metrics [21]. Furthermore, plenty of other differences in the 
analysis of the data affect the outcome, including the method to represent the 
connectivity, generally chosen to be Pearson correlation between pairs of regions over 
a range of thresholds, as seen in Table 2-3. Mostly because of simplicity, the majority 
of the studies used binary networks with 90 nodes defined from an anatomical atlas. 
Other differences in the studies have to do with preprocessing choices and 
the subjects’ groups, as can be seen in Table 2-4. Some of those choices are surrounded 
with controversy, since the use of the average of the global signal and the correct way 
to address movement artifacts in the time series are far from being resolute. The 
divergence across studies could also suggest that although information segregation 
has been investigated in most studies, it might not be the best scale to investigate 
network properties in AD [21]. 
In spite of the variety of analysis, the lack of longitudinal studies is 
mentioned as an important omission that need to be addressed in the review by [20]. 
The reason is that longitudinal studies are fundamental for improving the 
understanding of the development of AD. Furthermore, it would be interesting to 
investigate how graph properties fluctuate over time in itself, because evidence has 
been reported that the functional modular architecture of the brain is nonstationary 
and that this differs between patients and control subjects [21]. Nonetheless, graph 
properties show moderate to strong reliability when measured at different tasks [57], 
or runs [58], though structural networks properties appear to be more stable than 
functional ones [59]. Providing this longitudinal study is where this project hopes to 
contribute, utilizing how AD physiopathology likely affects the network organization 




Table 2-4. Features of preprocessing and groups from previous 
studies. 
The column Prepoc. identifies some special preprocessing choices: global signal reg. = 
regression of the global signal, mov. comparison = comparisons of movement 
parameter between the groups, scrub = censoring of volumes, none = lack of 
uncommon steps for artifact removal. For the chosen temporal filter, HP = high pass, 
LP = low pass. For the groups: mAD = mild dementia with Alzheimer’s disease as the 
probable cause, sAD = severe dementia, MCI = mild cognitive impairment, C = healthy 
control group. *For the Kim et al. study other AD categories were included which were 
not mentioned here. The number of subjects and women for each group is in column 
n (w). The mean age for the groups is given in years with standard deviation, so are 






(Hz) Groups N (w) 
Age 
(y ± std.) MMSE 
Kazhaee et al., 
2015a 
Global  0.01-0.08 AD 34 (18) 73 ± 7 21 ± 3 
signal reg.  MCI 89 (46) 72 ± 8 28 ± 2 
   C 45 (26) 76 ± 7 29 ± 2 




0.01-0.08 AD 20 (10) 75 ± 8 14-26 
 C 20 (10) 75 ± 5 27-30 
Kim et al. 2015 None 
 
None AD* 71 (41) 73 ± 8 22 ± 4 
  MCI 50 (28) 70 ± 8 27 ± 2 
   C 31 (26) 68 ± 6 29 ± 2 





LP 0.1 AD 31 (18) 70 ± 10 20 ± 5 
 MCI 90 (54) 75 ± 8 27 ± 3 
  C 205 (139) 70 ± 10 29 ± 2 




0.01-0.08 AD 18 (8) 61 ± 8 21 ± 7 
 C 50 (23) 61 ± 9  29 ± 1 
Liu et al., 2014 




 mAD 17 (9) 66 ± 8 14 ± 6 
  MCI 18 (8) 70 ± 8 22 ± 5 
  C 21 (14) 65 ± 8 29 ± 2 




0.01-0.08 AD 33 (20) 66 ± 9 15 ± 3 
 C 20 (10) 63 ± 6 28 ± 1 
Sanz-Arigita 




HP 0.013 AD 18 (9) 71 ±  7 23 ± 3 
 C 21 (13) 71 ± 6 29 ± 1 




0.01-0.25 AD 21 (11) 64 (—) 22 (–) 





3  Methods 
3.1 Participants 
The current study was proposed under another project that has been in 
progress since 2012, which was approved by the UNICAMP’s ethics committee 
(122/2009 Ethics Committee Approval). All the participants (or their guardians when 
they were incapable) signed informed consent forms that follow the Declaration of 
Helsinki. All the participants were recruited in the Neuropsychology and Dementia 
outpatient clinic of the Clinics’ Hospital of UNICAMP. 
The original aim of this study was to achieve three groups with 20 people 
in each, one of patients with probable AD dementia, one of patients diagnosed with 
MCI, and a group of healthy controls with a similar age. In order to establish a 
longitudinal study, each subject would need at least two examinations performed by 
the neuropsychology specialists. Although most of the data had already been acquired 
when this study started (around 12 persons in each group), due to the inherent 
characteristics of the medical care at the neuropsychology clinic and some problems 
during May and June 2016 with the MRI scanner, the AD group fell a little short. 
Therefore, the participants were 20 elderly controls, 26 patients with MCI and 16 
patients with AD in the first examination.  
Some other participants were later excluded due to problems in the MRI 
acquisitions and analyses. The two main reasons were the removal of too many 
volumes due to indications of important movement artifacts in the acquisition or 
disconnected graphs for very low thresholds. Characteristics (gender, average age, 
years of education) of the remaining participants in these groups are presented and 




3.1.1 Clinical examination 
All participants underwent careful examination at the neuropsychology 
clinic by experienced doctors and neuropsychologists, as stated in [60]. This 
examination comprised medical history, neurological examination, 
neuropsychological assessment, Clinical Dementia Rating (CDR) [61] and Hachinski 
ischemic score [62]. For patients, the standard laboratory tests were also applied, 
including vitamin B12, folate and thyroid hormone levels, and syphilis serology.  
The neuropsychologists performed the cognitive tests and used 
neuropsychiatric scales without knowledge of the MRI data. The Mini Mental State 
Examination (MMSE) [63] assessed the global cognitive status; the Rey Auditory 
Verbal Learning Test (RAVLT) (items: encoding, delayed recall, and recognition) [64] 
evaluated episodic memory. Visual perception was gauged with subtests of Luria’s 
neuropsychological investigation. Estimation of language faculties used the Boston 
naming test [65], verbal fluency for category (animals), and phonologic fluency (FAS) 
(Christensen and Guilford, 1959). Constructive praxis used the Rey-Osterrieth 
complex figure test, and social function used Pfeffer’s evaluation of daily activities 
[66]. Executive function was evaluated with the trail making test A and B, the Stroop 
color-word test [67], and the clock drawing test [68]. Working memory was tested with 
the forward and backward digit span subtest of the Wechsler Adult Intelligence Scale 
(WAIS). The structural MRI was examined by doctors and considered the Fazekas 
scale [69], which relates dementia to multiple infarcts.  
The diagnosis of the AD patients was done by professionals according to 
the National Institute of Aging and Alzheimer’s Association criteria [30]. MCI patients 
were diagnosed using the core criteria of the National Institute of Aging/Alzheimer’s 
Association for MCI [5].  Controls were identified as cognitively normal: they did not 
exhibit any neurological or psychiatric disorders or require psychoactive medication; 
they had normal Mini Mental State Examination (MMSE) scores, considering age and 





3.1.2 Inclusion and exclusion criteria 
Foremost, all subjects included had to have two clinical examinations with 
the neuropsychology clinic, complete with MRI scans performed less than 3 months 
from those examinations. The inclusion criteria for AD patients were: 
1. Core criteria of National Institute of Aging and Alzheimer’s Association. 
2. CDR = 1 
Inclusion criteria for MCI patients: 
1.  Core criteria of the National Institute of Aging/Alzheimer’s Association. 
2. CDR = 0.5. 
Inclusion criteria for healthy control subjects: 
1. Above 57 years old (youngest AD patient). 
2. Normal MMSE scores for age and education level. 
3. CDR = 0. 
4. No brain abnormalities detected in the structural images. 
 
Exclusion criteria for all subjects: 
1. Medical History of other neurological or psychiatric diseases. 
2.  Medical History of Head injury with loss of consciousness for more than 
30 min. 
3. Use of sedative drugs in the 24 h before the neuropsychological 
assessment. 
4. History of drug or alcohol addiction.  
5. Prior chronic exposure to neurotoxic substances. 
6. Hachinski ischemic score > 4. 
7. Fazekas scale > 1. 





10. Metal implants or fragments in the body, irremovable jewelry or metallic 
dyes in the skin, as well as equipment with metal parts that must remain 
with the patient. 
 
3.2 Imaging Acquisition Protocol 
All imaging was performed on the Hospital de Clínicas’ 3.0 T Philips 
Achieva MRI scanner. The protocol applied was the same as in [60]: 
1. Structural images: sagittal high-resolution, T1-weighted, gradient-echo 
images with repetition time (TR) of 7 ms, and echo time (TE) of 3.2 ms, field 
of view (FOV) of 240×240 mm2, with isotropic voxels of 1 mm3. 
2. Functional images: Axial T2*-weighted images, with TR 2s and TE 30 ms, 
same FOV and isotropic 3 mm3 voxels. Most participants had applied the 
protocol with the acquisition time of 6 min of EPI data, resulting in 180 
volumes with 40 axial slices each. Some of the subjects, prior to 2014, had 
been applied an older protocol with 10 min of data acquisition, but those 
were simply cut to the same amount of data as the others. 
For acquisition of the resting state functional images, subjects were 
instructed to keep their eyes closed, remain awake and avoid initiating goal-directed, 
attention demanding activity. Foam padding was provided for comfort and to 
minimize head motion of subjects, as well as earplugs and earmuffs to minimize the 
scanner noise.  
 
3.3 Image Preprocessing 
Image preprocessing was done using the CONN toolbox 




toolbox requires the SPM12 free software suite (http://www._l.ion.ucl.ac.uk/spm/). 
Both are based in MATLAB R2015a (The MathWorks, inc. Sherborn MA, USA).  
The first real step taken with the images involved manually centering them, 
placing the anterior commissure as the origin in SPM12. There were two acquisitions 
from 2012, when the protocol had a longer acquisition time, but a simple two-line 
command allowed SPM functions (spm_file_merge) to cut the data out, leaving a 
standard of 180 volumes. Then, using the CONN pipeline, all functional images 
followed common preprocessing steps: center, realign and unwarp, corregister, 
normalize, segment, scrub and smooth (FWHM 6 mm). 
The treatment of head movement artifacts has become particularly 
important, as the most commonly employed steps fail to properly remove their effects 
[12–14,44,70]. Thus, the movement parameters of the volumes (3 linear, 3 angular) and 
their derivatives were examined, along with the global intensity in the artifact removal 
toolbox ART. The intensity was inspected in terms of a z score, which quantifies how 
many standard deviations (σ) the intensity of a certain volume (I) is from the mean 
intensity of the whole acquisition (Ī), such that z = (I - Ī)/σ. Another movement 
parameter was calculated within the toolbox, which represents the maximum 
movement in mm from scan to scan, observed across 6 control points placed at the 
center of the 6 faces of a bounding box encompassing the brain (NITRC: CONN : 
functional connectivity toolbox: help, 
https://www.nitrc.org/forum/forum.php?thread_id=4434&forum_id=1144 accessed 
12/11/2016). This measurement, named movement composite, combined the effects of 
individual translation and rotation displacement measures. 
 The thresholds chosen for these parameters intended to scrub away any 
problematic data. Thresholds were determined such that approximately 5% of the data 
in all the population would be marked for removal. The z score selected was 3 and the 
movement limit for the difference from one scan to the next was set to 0.6 mm. Then, 
if the subject had more than 35 volumes marked for scrubbing, leaving a short time 




examinations available, the subject was removed from analysis. These choices will be 
better examined in Chapter 4.  
For artifact removal, confound regression included 10 main components 
obtained with PCA from the CSF and WM (five for each), meant to contain mainly 
signals of physiological origin [71]. Another two regression variables came from the 
experimental task block; representing one block of resting task convolved with a 
canonical hemodynamic response function and its derivative [14]. The other 12 
parameters involved were the movement parameters with their derivatives. Finally, 
temporal filtering was performed (0.008 Hz - 0.08 Hz).  
 
3.4 Data Processing and Analysis  
3.4.1 Graph construction and computation of graph metrics 
A mask of the 264 regions of interest determined by [72] was applied to the 
preprocessed images, extracting average data for each ROI. Each ROI corresponded to 
a simple 9 mm side cube. The Pearson Correlation, equation (8), was calculated for 
pairs of the resulting time series, then saved as the connectivity matrix (264×264). All 
self-correlations were set to zero, as a true graph, and all negative connections were 
also ignored to establish the initial adjacency matrix. Short distance correlations were 
also discarded, i.e., if the Euclidean distance between the two nodes in MNI space was 
less than 20 mm, the pairwise correlation was set to zero because of the effects of 
movement artifacts on short distance correlations [44]. 
An initial simple analysis of this connectivity matrix was done with a k-
means classifier. The individual matrices were converted into vectors of dimension 
34716 ((264 × 264 – 264)/2), that is, the diagonal and the redundant information were 
not taken into account. Then, unsupervised classification into three clusters of these 




To asses classification, besides the total accuracy (proportion of subjects 
correctly classified from the total), the specificity, sensitivity and positive predictive 
values (PPV) were calculated, from equations (1)-(3). Similar to the [50] study, for each 
diagnostic group determined in the clinic, the true positives (TP) were defined as those 
subjects correctly classified within the class by k-means, while the true negatives (TN) 
were those that did not belong and were classified in the other two classes. The false 
positives (FP) corresponded to those subjects classified within the class but that did 
not belong to it, and the false negatives (FN) to those that while in the diagnostic group 
were incorrectly classified.  With that, for each diagnostic group: 
 
Further, it was later decided to also find the supervised centroids for the 
three groups and the distance of each individual vector to their corresponding 
centroid, to see how the variability within class and between classes compared. 
Next, using GraphVar (http://www.nitrc.org/projects/graphvar/), a toolbox 
for graph analysis, the chosen metrics, degree, characteristic path length, clustering 
coefficient, local efficiency, betweenness centrality and small world coefficient, 
presented in Table 2-1, were calculated for several correlation thresholds (0.05-0.8). For 
each connectivity matrix, 100 null model networks were also computed with 100 
iterations from the original ones for the calculation of the small world coefficient. 
These networks, also known as null-hypothesis networks, have random topologies but 
preserve basic characteristics from the original networks, such as number of nodes, 
density, and degree distribution [42]. They are used for normalization of topological 
network metrics, as was the case here, or for non-parametric testing [73]. The number 
of iterations defined how many times the algorithm was run before obtaining a 
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for comparison. Both numbers should be as high as the computational cost allows, and 
100 was a good compromise for both, used as a default in some settings [74].   
Considering those metrics as random variables X, they can be characterized 
by their moments. The definition for the m-th moment is:  
 
for a continuous variable [47]. The first moment is known as the mean μ, from which 
the central moments can be defined as E[(X-μ)m]. The second central moment is known 
as the variance (Var or σ2). In matrix form: 
 
where we use the T for transpose matrix [75]. That way, not only the mean of the 
metrics, which is most of the time equal to the definition of the global metric, but also 
the variance of the metrics was estimated from the obtained graphs. The following 
equations are for the estimated mean x ̅of a given metric, and the variance σ2 from the 
local metric observations in the n = 264 nodes: 
 
With this information we can finally define the Pearson correlation 
coefficient r, which uses the covariance as a numerator and the standard deviation 
(square root of the variance) at the denominator to quantify linear interactions of two 
variables X and Y [76]:   
 
For testing the local efficiency, 10 nodes were chosen in areas known to be 
affected early on in the progression of the disease [2]. Their number, position and 
associated network according to [77] are presented in Table 3-1. A representation of 
𝑬[𝑿𝒎] = ∫ 𝒙𝒎
∞
−∞
𝒇(𝒙)𝒅𝒙  (4) 
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their position was created using BrainNet Viewer (http://www.nitrc.org/projects/bnv/) 
[78], and can be found in Figure D-1 of Appendix D 
 
Table 3-1. Nodes chosen for examination of local efficiency 
Node 
Number 
 Coordinates (mm) Anatomical region Associated network 
40 (-10,-2,42) Midcingulate Task Control 
79 (8,-48,31) Posterior cingulate Default Mode 
81 (-2,-37,44) Midcingulate Default Mode 
121 (-2,35,-31) Posterior cingulate Memory Retrieval 
122 (-7,-71,-42) Midcingulate Memory Retrieval 
123 (11,-66,42) Precuneus Memory Retrieval 
124 (4,-48,51) Precuneus Memory Retrieval 
125 (2,-24,30) Midcingulate Memory Retrieval 
182 (11,-39,50) Anterior cingulate Salience 
191 (-11,26,25) Anterior cingulate Salience 
 
3.4.2 Statistical analysis 
Simple linear regression models were used as a descriptive tool of some 
preliminary data. The most simple of them describe the relationship between an 
independent variable X and a dependent variable Y as:  
 
where yi and xi are the pairs of observations, and εij represents the stochastic part of 
the model. They are named linear models because of the linear relationship to 
parameters β0 and β1 , which relate how the mean of variable Y depends on the value 
of a predictor variable X [79], which in this case is also a linear relationship, but can be 




expanded to other types of functions. The slope β1 is interpreted as the change in 
response variable Y if predictor variable X changes by one unit. The method for finding 
the regression parameters involves the least squares approach, where the residual sum 
of squared errors (SSE) is minimized: 
 
The SSE also represents variation in data not explained by regression [79]. 
Comparing this to the total sum of squares (SST)  
 
where ?̅? represents the mean of the response variable, and related to the total variation 
in the response variable, can yield the coefficient of determination R2 : 
 
This coefficient represents the amount of variation explained by the 
regression model, and is therefore used to provide some information on the goodness 
of fit [79]. Nonetheless, it should be kept in mind that so called lurking variables might 
exist, variables that were not considered in the model that nonetheless have a strong 
effect on the estimated regression coefficients [79], even possibly changing the 
interpretation of the model. 
The effects of head movement need to be considered when interpreting 
variation between groups and across individuals [12,13,70], therefore another made 
up parameter was calculated to be used as a confound variable:  
 
where, remframe is the number of removed frames, Maxmov the maximum 
movement in mm for the acquisition and Compmov the mean movement composite in 
mm. There are several forms to address these variables, but this keeps more 
information from the different variables, avoids some of the trouble from choosing a 
single one that will not capture all the subtle ways in which they relate to each other. 
𝑺𝑺𝑬 = ∑ (𝒚𝒊 − [𝜷𝟎 + 𝜷𝟏𝒙𝒊])
𝟐𝒏
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Although interpretation of parameters estimated for combined variables is not 
straightforward, as nuisance variables this is not a big problem [80].   
Now for the important model tested with the obtained data; we chose to 
investigate how the diagnostic group (an independent variable) described how metrics 
(our response variable) changed. The diagnostic group was a categorical factor  [80], 
ordered with three levels going from controls to MCI and then to AD patients. 
However, within that controlled factor, we had another factor that we did not control, 
each individual nested into it. Another way to put this is that the acquisitions clearly 
corresponded to what is called a nested design [81,82], since there were two 
observations or repeated measurements (rs-fMRI acquisitions) from the same objects 
(the individuals), which were not identical across all diagnostic groups. Thus, these 
observations could not be considered completely independent, as they tend to be more 
similar than observations taken from different objects (due, for example, to natural 
variation between objects) [82].  
It is very important to account correctly for this dependence from nested 
designs, since methods that do not handle dependency will end up returning spurious 
statistically significant results in 80% of these studies [81]. Multilevel models (also 
known as hierarchical, multilevel, mixed effects or random effects models) can be used 
to address these kind of studies [81,83,84]. These models were also useful for this study 
as they can handle the unbalanced design [83,84], where the number of patients and 
therefore of observations for each group is not the same, and the time between the 
examinations also varies.   
The simplest way to describe these mixed effects models is by 
simultaneously postulating a pair of subsidiary models, the first level describes how 
each observed response variable changes in accordance to the predictor variable, and 
the second how these responses vary across individuals [84], such that: 
 
Level 1: 𝒚𝒊𝒋 = 𝜷𝟎𝒊 + 𝜷𝟏𝒊𝒙𝒊𝒋 + 𝜺𝒊𝒋 , (14) 




In equation Level 1: 𝒚𝒊𝒋 = 𝜷𝟎𝒊 + 𝜷𝟏𝒊𝒙𝒊𝒋 + 𝜺𝒊𝒋 , (1414), xij is the 
observation of the factor of interest, also known as the fixed effects factor, the 
diagnostic groups in this case. The intercept β0i and slope β1i account for the 
individuals’ trajectory in the population; while εij represents the stochastic part of the 
level-1 submodel, residuals that fall outside the predictions of the submodel [84]. 
Those residuals are generally assumed to be independent, with homoscedastic 
variance across occasions and individuals. Further, it is usually assumed these 
residuals have the same normal distribution with mean zero and an unknown residual 
variance [84].  
The level 2 submodel of equation (15) has two components that also 
resemble a regular linear regression model. There, the intercept β0i and the slope β1i are 
treated as level-2 outcomes that may be associated with their own predictor variable, 
z, named the random effects factor. In total there are four parameters known as the 
fixed effects coefficients: γ00, γ01, γ10, γ11, acting as level 2 intercepts or slopes [84]. These 
fixed effects coefficients are designed to capture systematic differences across 
individuals according to the chosen factor. The statistical idea behind this is that each 
person draws their individual parameters (the βs) from an underlying unknown 
random bivariate distribution of intercepts and slopes [84].  
The residuals, ζ0i and ζ1i, allow each individuals’ parameters for the first 
level to be scattered around the population averages, as the variance that remains 
unexplained by the level two predictor variables [84]. These residuals are assumed to 
be drawn from the bivariate distribution, generally normal, with mean 0 and unknown 
variances and covariance, σ02, σ12 and σ01 [84]. These variances and covariance are part 
of the population parameters that the model estimates along with the fixed effects 
[83,84]. 
Combining equations Level 1: 𝒚𝒊𝒋 = 𝜷𝟎𝒊 + 𝜷𝟏𝒊𝒙𝒊𝒋 + 𝜺𝒊𝒋 , (1414) and Level 2:  
𝜷𝟎𝒊 = 𝜸𝟎𝟎 + 𝜸𝟎𝟏𝒛𝒊 + 𝜻𝟎𝒊  and  𝜷𝟏𝒊 = 𝜸𝟏𝟎 + 𝜸𝟏𝟏𝒛𝒊 + 𝜻𝟏𝒊. (1515), we find the reason these 
are called mixed effect models, as they contain both fixed and random terms in a linear 





The product after γ11 is a special kind of interaction, as the effects are 
modeled as unobserved random variables, rather than unknown fixed parameters as 
in a simple regression [83]. Those residuals in the brackets are also part of the reason 
why this is such a different model from simple regression. This composite residual can 
be autocorrelated and heteroscedastic within person, properties expected among 
residuals for repeated measurements [84]. 
However, as in this case there were only two observations from the same 
individuals, the random slopes β1i could not be determined for the model, thus we 
were left with a more reduced expression:  
 
which handles random intercepts only and doesn’t account for heteroscedasticity 
between observations. Accordingly, the index i counts individuals, and j the 
examinations. Each observation of the metrics yij, is related to the fixed effects factor, 
for example the diagnostic group of the individual in that observation xij, accounting 
for each individuals’ variance in the intercept, so zi is their ID.  
These statistical tests were applied using RStudio [85], developed for the R 
language [86]. Most results figures used the package ggplot2 [87]. The analysis with 
the linear mixed effect models used the lme4 package [83]. The diagnostic groups were 
always chosen as fixed effects factors, with random intercepts for each of the subjects. 
Later, education (in years) and the interval between examinations (in weeks) were also 
tested as fixed effects factors. Finally, age and a movement parameter were added as 
nuisance variables. No interaction terms were considered. 
Previous inspection of the characteristics of the variables used the package 
“car” [88]. This visualized the metrics (response variables) in comparison to a normal 
distribution, or a lognormal distribution, when that failed. Visual inspection of 
residual plots was also used to reveal any obvious deviations from homoscedasticity 
𝒚𝒊𝒋 = 𝜸𝟎𝟎 + 𝜸𝟏𝟎𝒙𝒊𝒋 + 𝜸𝟎𝟏𝒛𝒊 + 𝜸𝟏𝟏𝒙𝒊𝒋 × 𝒛𝒊 + [𝜻𝟎𝟏 + 𝜻𝟏𝟎𝒙𝒊𝒋 + 𝜺𝒊𝒋]. (16) 




or normality. In the cases with non normal variables, the penalized quasi-likelihood 
was used with package MASS [89] to fit the model.  
In order to explain something about the computational methods, we adopt 
the matrix notation: 
 
Equation 𝒀 = 𝑿𝜷 + 𝒁𝜸 + 𝜺. (18) has two important vector random 
variables Y and β. Y is the response vector, size n, containing all the observations for 
the response variable; the chosen graph metrics in this case, size 102. On the other 
hand, β is the fixed effects vector, with unknown parameters and size p, where p are 
the levels of the fixed effects. For example, accounting for the diagnostic group, with 
three categories, the size is 3. Then, there is the unknown random effects vector γ, size 
q, where q are the levels of the random factors, assumed to have mean 0 and variance 
D, with elements σ02, σ12 and σ01. For this study, q = 51, one per individual. The last 
vector accounts for the stochastic errors, ε, size n, also assumed to have mean 0 and 
variance R. The rest of the elements are matrices, where X is the known model (or 
design) matrix for the fixed effects, size n×(p), and Z the known random-effects model 
matrix, size n×q. The former would code the individuals’ diagnostic in each 
observation, the latter the individuals’ ID for each observation. 
The method then assumes that the residuals and random variables are 
uncorrelated, and that Y has a normal distribution, with mean Xβ and variance V given 
by ZDZT + R. Then, the probability density function of observing y can be written as: 
 
With the available observations for the corresponding independent 
variables, the resulting expression depends only on the parameter vector β and the 
variance components for V [90]. This can be expressed as the likelihood function, 
which, simply put, regards the fixed true parameters as variables. The maximum 
likelihood estimate of the parameters is defined as the value that, within the admissible 











range for the parameters, maximizes the likelihood function [84]. A system of 
equations is obtained for the maximization in terms of the parameters β and the 
components of V. The V components are not linear in that system, and each component 
is a function of the estimates of the other components, so they are estimated 
numerically, using non negative values [75]. Other details of the likelihood estimation 
methods can be found in Appendix B.  
Correction for multiple analyses used the Benjamini–Hochberg–Yekutieli 
procedure, which controls the false discovery rate (FDR) for dependent tests. When 
performing multiple comparisons this is necessary because the chance of inferring an 
effect when no effect is present, the false positive rate (FPR), depends on the amount 
of comparisons being done. Thus, the commonly used significance levels, which guide 
decisions regarding whether or not to infer the presence of an effect in a single model, 
require adjusting. Controlling the FDR means the ratio of false positives to true 
positives is kept low [91].  
The Benjamini–Hochberg–Yekutieli procedure consists of ranking the p-
values from the individual tests in ascending order, and then dividing each observed 
p-value by its expected percentile rank to get an estimated FDR [92]. This procedure 
was chosen since the tests were dependent, because they involve thresholding and 
metrics from the same individuals. Nonetheless, this choice also means that in 
exchange for statistical power, i.e. the capacity of finding true positives in comparisons 
across many tests, some false positives would be acceptable. This was preferred to 
methods that control the family wise error rate (FWER), which is controlling the 
probability of committing even one false discovery across all tests, which quickly loose 




4  Preliminary results and discussion 
This chapter refers to the observations and materials that needed to be 
stated and discussed without yet reaching the main results. Due to its length, making 
a separate chapter seemed an adequate choice, which was further divided into three 
main sections. The first section discusses important variables of the participants which 
may have effects on the functional connectivity described in the following chapter. The 
second section comments on the preprocessing steps, including observations 
regarding the head movement parameters. The final section discusses processing 
methods and provides motivations for the different methodological choices made 
during the study, although discussions of the statistical analysis were left for the next 
chapter. Thus, this piece provides an in-depth view of the caveats and considerations 
taken in the study without cluttering the central results. 
4.1 About the participants 
Some demographic variables and head movement parameters are 
presented in Table 4-1. They were obtained for the remaining participants after the 
inclusion and exclusion criteria were applied, including those for movement outliers 
and non-fragmented graphs. The two examinations were considered separately, since 
the periods between examinations (mean ± std. dev. = 52 ± 30 weeks) and the groups 
varied, as the diagnosis changed for three individuals.  
The predominantly female participants, 68.6% of the total, stood out as a 
characteristic of the population examined by the Neuropsychology clinic, but this 
characteristic was even more accentuated for the control group (>78%). Other 
demographic factors, such as mean age and mean years of education, were not that 




Table 4-1. Demographic variables and movement parameters for the 
participants of the diagnostic groups at the two exams.  
Number of participants given with number of females in parentheses. All other 
variables given as mean ± standard deviation. 
  Group 






Number of Participants (f) 15 (12) 22 (14) 14 (9) 
Years of Age 69 ± 6 70 ± 6 73 ± 8 
Years of Education 11 ± 6 10 ± 7 8 ± 6 
MMSE 28 ± 1 26 ± 3 19 ± 4 
Composite Movement (mm) 0.16 ± 0.07 0.09 ± 0.07 0.2 ± 0.1 
Maximum Movement (mm) 0.7 ± 0.6 0.6 ± 0.9 1 ± 1 






Number of Participants (f) 14 (11) 21 (14) 16 (10) 
Years of Age 70 ± 6 71 ± 6 74 ± 8 
Years of Education 11 ± 6 10 ± 7 7 ± 6 
MMSE 29 ± 2 26 ± 2 19 ± 4 
Composite Movement (mm) 0.17 ± 0.09 0.10 ± 0.09 0.19 ± 0.09 
Maximum Movement (mm) 1 ± 1 0.5 ± 0.7 1.0 ± 0.7 
Number of scrubbed volumes 9 ± 10 5 ± 8 11 ± 10 
 
To further explore these factors, known to have effects on the functional 
connectivity [7,43,93], Figure 4-1 and Figure 4-2 are presented. The boxplot in Figure 
4-1 was chosen to observe the distribution of age in the different groups. Overall, the 
age distribution was quite similar for MCI patients and healthy controls. Although not 
grossly different, some differences appeared in the AD distribution, including 
skewness toward older ages.  
A simple mixed effects model, with random intercepts for each subject and 
diagnostic group as predictor variable, did provide a decent fit to explain some of the 
variability in age. There was an estimated 1 ± 1 year more in age for MCI patients than 
C subjects, i.e. there is no clear difference in age since within the error the coefficient 
could be zero. However, the coefficient estimated was 3 ± 1 years. for AD when 
compared to MCI patients. This slight tendency of increase as disease progresses was 




that such a simple model was not taking into account the time passed between the 
exams (clearly more important).  
 
 
Figure 4-1. Boxplot of age (years) in each group of participants, for the 
first (left panel) and second (right panel) examination. 
 
Only one control patient appeared as an outlier (beyond 1.5 times the 
distance between the first and third quartile that the whiskers span), with 57 years old 
in the first examination. Another observation, was that the youngest AD participants 
carried a genetic mutation marking them as patients of early onset familial AD. The 
rest of the participants were instead diagnosed with sporadic AD. Without those early 
onset individuals, the similarity in age would be greatly compromised between the 
groups. Age was highlighted because it is known to affect functional connectivity even 
at middle age [43], though for the elderly the effect is unknown. Future studies could 
take type of AD into account to make the findings more specific, but further care 




The years of education were binned (4 years) in Figure 4-2 to reflect some of 
the milestones the education system offered: basic education (fundamental education 
I and II, and secondary school) and higher education (undergraduate and graduate).  
 
 
Figure 4-2. Histograms for the years of education in each group of 
participants, for the first examination (top panel) and second 
examination (bottom panel). 
 
There was an apparent difference between the control group and the patient 
groups, where the former had a distribution skewed toward secondary education. For 
patients, the typical was basic education, with higher education degrees decreasing 
monotonously in frequency. Within the patients, the distribution of AD leaned heavier 
to the fundamental education I than the one for MCI patients did. This could be related 
to the protection factor given by the cognitive reserve [28], but also indicated the kind 
of patients serviced in the clinic, who were slightly different from the people who 




in cognitive reserve have been associated with differences in functional connectivity 
[94].  
In order to explore the usefulness of MMSE as part of a scale for the disease, 
as in [53], Figure 4-3 was generated. The MMSE was also linearly fitted with education, 
as some of the protection factor for cognition could appear in that linear regression.  
 
 
Figure 4-3. MMSE score versus years of education, for each group and 
for the first examination (top panel) and second examination (bottom 
panel). 
Linear regression indicated with lines and confidence interval, as well as values 
for intercept, slope and R2. 
The values for the intercept and slope and R2 are also on each panel of Figure 
4-3. Only in the case of controls, for the second examination, was the fit appropriate, 
with R2 of 0.47, intercept -50 ± 20 and slope 2.2 ± 0.7. This indicated either an unsuitable 
first approach for the relationship between the two variables or that education was not 




not good for clearly separating the classes of subjects in this case and was not used as 
proxy for a scale of the disease progression. 
 
4.2 About preprocessing 
The importance of the preprocessing steps was undeniable for the 
effectiveness of the analysis, as they greatly influence the specificity, strength, and 
location of measured functional associations [17,21,95], in this case, the Pearson 
correlation between regions. In other words, these steps directly influence the 
construction of the connectivity matrices, and the topology of brain graphs derived 
from them [17].  
Evidence of the influence of movement artifacts has been abundant since 
2012 [13,44,96], and therefore comparisons between the movement parameters of the 
groups during acquisitions were a good place to begin some sort of quality assessment 
for the study. In general, movement artifacts provoke a spurious increase in the 
correlation coefficients, shifting toward higher values the distribution of correlations 
of the pairs of time series [70,97]. The reason is that the measured BOLD signal 
depends upon precise spatial and temporal placement of magnetic gradients on scales 
of millimeters and milliseconds; thus, even small movements can disrupt the 
establishment of magnetic gradients during readout of the signal [10,44]. Clearly, the 
graphs constructed from these distorted distributions are also spuriously changed. The 
matter of how to best address head movement artifacts is far from resolved, but has 
certainly advanced in recent years [10,12,14,70]. 
Movement artifacts resulted in the exclusion of four participants from the 
analysis due to the large number of outliers. They corresponded to one female AD 
patient, two controls (one male and one female), and one male MCI. Another male 
volunteer in the control group was excluded because the MRI acquisition was not 




obtained for two subjects of each group, which were also excluded. Investigating the 
reasons why this happened is a pending task.  
The number of volumes flagged as outliers corresponded to 1070, i.e. 4.8% 
of the total acquired (61 initial participants × 180 volumes × 2 acquisitions = 21960). For 
the remaining patients without excessive amount of outliers or disconnected graphs, 
the total number of scrubbed volumes corresponded to 702, i.e. 3.8% of the volumes 




Figure 4-4. Histogram of scrubbed volumes for the participants in each 
group.   
 
The bins for Figure 4-4 corresponded to increments in two for the number 
of scrubbed volumes. The objective of such a figure would be to reject differences in 
the groups due to discarded volumes that could account for the possible differences in 
functional connectivity found later on. However, there was a difference, as AD leaned 




MCI patients were also the ones with tendency to have less outliers. There were also 
changes between one examination and the other, most notable in the healthy 
volunteers, where the second examination had more outliers than the first. Reporting 
this difference is of utmost importance, as they can affect the conclusions derived from 
the study [12]. This is also an inverse representation of the length of the time series, as 
each volume scrubbed is taken from the 180 time points. Thus the subject with 35 
volumes scrubbed remains with 145 time points. 
 
 
Figure 4-5. Maximum movement and composite movement for each 
group and examination.  
 
The tendency for the AD patients to have the most movement while the MCI 
had the least was also present in the scatter plot of Figure 4-5. This presents two chosen 
movement parameters: maximum movement (in mm), and mean composite 




regression between the two movement parameters, indicated as a line with shading 
for the 95% confidence interval.  
First, just examining the distribution, subtle but important differences 
between the groups are indicated. MCI has a lower starting point for both movement 
parameters, people whose estimates indicated they barely moved at all. Further, 
except for one outlier in each examination, all the MCI patients were below 0.2 mm of 
movement composite and 1.6 mm of maximum movement. Within the same region, 
AD had 10 subjects, leaving 4 for the first examination and 6 for the second one who 
had larger movement. One of those had the largest maximum movement in all 
acquisitions. Controls in the first examination had 3 people above 0.2 mm of movement 
composite, and one individual above 2 mm of maximum movement. The second 
examination had 4 people above the usual range of parameters, but mostly due to 
maximum movement above 2 mm. 
The linear regression intended to capture the expected relation between 
these variables, as well as giving another way to quantify the similarities or differences 
between the groups. The coefficients for the linear regression between the two 
movement parameters can be found in Table 4-2. Although the controls did not have 
a good fit, as indicated by the broad confidence interval and low value of R2, they 
match the equation for the first AD exam. As expected, the lowest intercept was for 
MCI patients. The regressions were of course influenced by the outliers, but their 
objective is mainly descriptive, rather than predictive. 
 
Table 4-2. Parameters from the linear regression of maximum 
movement in terms of mean composite movement. 






 C 0.12 ± 0.03 0.06 ± 0.03 0.22 
MCI 0.06 ± 0.01  0.05 ± 0.01 0.47 






C 0.13 ± 0.04  0.04 ± 0.03 0.16 
MCI 0.06 ± 0.02 0.09 ± 0.02  0.50 





The original movement parameters were estimated for the realignment of 
the images through a least square approach for a rigid-body spatial transformation (3 
linear parameters and 3 angular parameters) [98]. These realignments are meant to 
compensate shifts in space induced by motion. However, other methods need to be 
added to attempt to remove motion artifacts resulting from disruption of the physical 
principles underlying MRI [10,14,44]. 
The default reference for realignment was the mean volume, after a first 
pass through realignment using the first image as reference. This is considered most 
accurate, but takes twice the time [98]. These computations were usually quite stable, 
in spite of parameters that can be one order of magnitude less than the resolution of 
the image (3 mm). The unwarp step applied also intended to correct for the 
inhomogeneities in the field, such as those found near air-tissue interfaces, which 
cause the signal to change in a nonlinear manner with motion. Nonetheless, the best 
way to use this step requires having information available about how the field was 
warped on almost every step of the acquisition [10,98], which was not available here. 
Advancing to other preprocessing steps, the normalization to a template 
was intended to reduce the great variability in gyri and sulci patterns among 
individuals. Nonetheless, this leads to a decrease of signal intensity and has the strong 
assumption of a central tendency in the population for making such a template a 
decent fit [77,99]. Further, the templates were constructed from younger and healthier 
populations than the ones under study [100]. Although template-free methods such as 
voxelwise approaches also exist, they might reintroduce the problem of differently 
sized graphs across individuals, which are not comparable [21]. Additionally, they are 
computationally more intense, and such an approach was not chosen in order to 
maintain and reassess already employed methods. 
Further investigation is needed, but an alternative to the resampling and 
interpolation functions, which produce important differences in the results of graph 




[95]. At this point, those alternatives require specialized anatomical knowledge in 
order to establish the necessary transformations.  
Related to that procedure, spatial smoothing was used to reduce the 
influence of normalization errors, but introduced spurious correlations between 
spatially nearby voxels [21]. To deal with those effects as well as the great effect 
movement artifacts have on nearby voxels [44], the chosen tactic was to disregard 
correlations between regions with separations less than 20 mm of each other, as was 
done in the original proposal of the regions of interest (ROIs) [72].  
The segmentation methods considered to produce the most reliable results 
require specialists aiding in semi-automated processes [48,77,95]. However, this was 
not a possibility available in this study, and a purely automatic and simple process 
was used.  The slice timing correction was not used as well, since a standard 
recommendation for rs-fMRI considers this step as typically unnecessary in non-
interleaved acquisitions. An explanation offered is that the frequencies of interest in 
rs-fMRI are often considerably lower than the timing differences introduced by the 
slice acquisition order for analysis of brain connectivity [14]. 
After evidence of the incomplete artifact removal through traditional 
preprocessing pipelines emerged, several groups attempted to censor the problematic 
volumes as a method to prevent contamination of data [12,14,70]. The results obtained 
indicate this scrubbing or censoring of volumes is generally better than keeping those 
time points, even when no interpolation for removed volumes is done, as far as no 
long sections of data are lost and an adequate length of time series is preserved [12,70].  
The basis for employing scrubbing comes from the evidence of the 
magnitude of motion artifact scaling with the magnitude of motion [12,70]. The way 
to perform this censoring requires examining the particular dataset and attempting to 
identify what falls outside the usual range of parameters, as simply choosing 
thresholds from the literature can be inadequate [97]. The approach chosen here made 
the assumption that approximately 5% of the volumes in the population are likely to 




above which volumes were flagged for scrubbing [14]. An example of the thresholding 




Figure 4-6. Examples of mean intensity and composite movement time 
series in low, medium and high motion subjects with time points 
marked for scrubbing with the ART toolbox [14]. 
(http://www.nitrc.org/projects/artifact_detect/). Vertical lines indicate 
flagged volumes. The composite movement has a horizontal black line 
representing the chosen threshold of 0.6 mm. 
Foremost, there were other parameters used to choose to flag volumes, not 




This explains why the red flagged volumes in Figure 4-6 are more than those flagged 
using only the composite movement parameter. Nonetheless, the examples intend to 
demonstrate how the typical structure of a movement artifact, reflected sometimes as 
sudden spurious peaks in intensity for the image, were identified and removed. Notice 
as well that for the high movement subject, the scale for the movement parameter was 
quite different. 
For some comparison of the thresholds chosen, [12] reports some thresholds 
at 0.5 mm or 0.2 mm for movement parameters. Stricter, but not too far from those 
chosen here. The ones estimated by Whitfield-Gabrieli and Nieto-Castanon, 2012, for 
scrubbing 5% of the volumes from a healthy population were at 0.5 mm, but for 
scrubbing just 1% of the volumes it goes up to 2 mm [14]. The approach employed here 
was helpful, but could not account for some infrequent movements where prolonged 
effects on the signal appear [12]. 
In order to improve head movement artifact removal, better tools for quality 
control would be necessary, such as inspection of the time series from all volumes, and 
comparison with traces of estimated movement and physiological signals [101]. The 
knowledge of these methods arrived late for implementation in this study, but these 
are important as a future recommendation. As a side note, if stricter parameters for 
movement are wanted, slightly longer time series would also be recommended, in 
order to avoid losing many acquisitions or having to remain with time series that are 
too short for ensuring stable patterns. 
Nonetheless, currently only a limited part of the variance suspected of being 
of non-neural origin in the fMRI signal can be explained with motion estimates and 
physiological recordings [12]. Even more, no single technique can establish that 
motion artifacts have been removed, which makes summaries about the head 
movement parameters found and quality control such an important part of these 
analysis [12,14,44,70]. 
The next important preprocessing step involved the regression of multiple 




of interest from subject and session specific confounders, which correspond to subject 
motion effects, and physiological effects observable in white matter and CSF areas [14]. 
Using a general linear model, the factors relating the observed signal at each voxel 
with the confound time series were estimated, through a least squares approach. The 
residuals from the model were employed for the rest of the analysis, because they were 
assumed to be the signal of interest [14].  
For the subject and session specific sources used in the multivariate 
regression, the 6 estimated movement parameters for realignment and their 6 
derivatives were used along with a single task block time series with its derivative. For 
the other nuisance variables, a component based method is used, named CompCor 
[71]. Those components come from areas in which temporal signals are unlikely to be 
modulated by neural activity, therefore primarily considered a reflection of 
physiological noise [71]. Anatomical data was used to produce noise ROIs in the CSF 
and white matter, and then principal components analysis (PCA) was employed to 
characterize the time-series data from those noise ROIs [71]. This assumes that the 
physiological components can be extracted using linear algebra decomposition 
techniques, where the important structure from the signal is related to the larger 
associated variance, and each component is orthogonal [102]. 
The temporal filtering was the final step in the preprocessing pipeline, 
intended mainly to remove physiological artifacts. However it is not sufficient, due in 
part to aliasing and demonstrated in evidence provided when helpful physiological 
signals are simultaneously acquired [10,101,103]. There were also drawbacks with this, 
as filtering increases the sample variance of correlation, which might artificially induce 
connectivity [104]. However, as there were no other physiological signals acquired for 
better removal of the artifacts, the step is considered at least helpful to reduce the noise 
in the signal [103,104]. 
The regression was done before frequency filtering in order to ensure the 
frequency content of nuisance regressors matched the frequency content of the data 




contaminating the large-amplitude artifact from one time point into adjacent ones 
[12,14]. 
The selection of the values for the cutoff frequencies of the filter was another 
unclear matter. Here it was chosen to be 0.008-0.08 Hz to reproduce the low-pass limit 
of some previous studies [50,52,55,105], while removing only very low frequency 
components (mainly linear trends). The heart rate tends to be around 1Hz, while 
respiratory frequencies range from 0.1 to 0.3 Hz [10]. However, fluctuations in carbon 
dioxide (CO2) content, a potent vasodilator, occur at frequencies below 0.05 Hz [10]. 
This can lead to dynamic variations in CBF and BOLD signal that the filtering is not 
accounting for.  
The use of the global signal for the regression is surrounded by 
controversies [106–108]. Simply put, it is not known how much of the global signal 
corresponds to neuronal associated activity and how much to artifacts and noise, while 
it undoubtedly adds spurious negative correlations [10,14,106,108]. Mean signal 
regression was not deemed to be necessary in this study since in a few initial tests no 
great difference was found in the histogram of correlation coefficients in the conn 
toolbox, even when the distance was taken into account. On hindsight, it would have 
been better to have used it, as extra precautions were still taken to eliminate those 
introduced correlations. 
The histogram of voxel-to-voxel functional connectivity values was 
automatically calculated for correlation coefficients between the BOLD time series of 
a random subset of voxels [14]. This was another bit of quality control used as a guide 
for choosing the denoising steps, the scrubbing and multivariate regression, since it 
allowed visualization of the distribution of the correlations before and after denoising 
[14]. An example, obtained for a batch of 12 AD patients, is found in Figure 4-7.  
As seen from Figure 4-7, the chosen steps were having expected effects in 
the distribution, bringing it toward the center (correlation value of 0) and reducing the 
spread of that distribution [14]. Likewise, the expected effects of artifacts could be 




more movement, and therefore more outliers, tended to have a distribution further 
skewed right (i.e., towards positive values) than the distribution from those subjects 
with lower values of head motion parameters. This could also be visualized with the 
individual histograms, as in the example of Figure 4-8. 
 
 
Figure 4-7. Histogram of correlation coefficients for a group of 12 AD 
patients before (top) and after (bottom) denoising. 
Each dashed line histogram represents a subject. Plotted from the conn toolbox 
for a random subset of voxels.  
In Figure 4-8, the example had a strange histogram before denoising due to 
a volume where the encoding had failed, producing no brain image. This was a glaring 
error in the acquisition, nonetheless it easily passed through in a large dataset that 
previously had only a fast manual visual inspection. This blatant example was 
valuable for noticing the usefulness of an approach involving visualization of the data, 
and how a simple removal of troubling volumes can be sufficient to fix problems with 




The preprocessing steps chosen here kept in line with an idea of simplicity 
and capability of relating to previous research. Those guiding principles, as well as the 
limits of the experimental design itself, prevailed even in the face of more powerful 
methods. Overall, this preprocessing pipeline was considered appropriate since it 
attempts to employ a rich characterization of the confounding variables before 
extracting the signal of interest [14]. As seen, this includes a range of voxel-specific 
noise effects derived from CompCor, movement and task-related variables, combined 
with temporal filtering. Therefore, this was expected to provide better protection 
against possible confounding effects  when compared to other approaches, without 
introducing large biases in the estimated connectivity measures [14].  
 
 
Figure 4-8. Histogram of functional connectivity (top) and voxel to 
voxel connectivity per voxel distance (bottom) for an AD patient 
before (gray) and after denoising (yellow). 




Another issue arises when considering the interaction between signal and 
noise, as it is also the brain itself regulating plenty of these “noisy” processes. Thus, 
while minimizing noise, its underlying brain activity might also be cut out [10]. 
Consequently, denoising strategies should optimally balance removing of 
uninteresting signal while minimizing the loss of interesting signal [12]. Careful 
thought should be given to every new study, as was attempted here, and revision of 
the latest procedures must be constant.  
4.3 About processing 
Graph analysis of neuroimaging data ”is a model building exercise, 
entailing arbitrary assumptions and decisions, which can have influential effects on 
the results of the analysis” [17]. The previous section already discussed plenty of those 
assumptions and choices leading from the experimental acquisition to the extraction 
of useful signals, but the construction and comparison of brain graphs required even 
more, some of which are discussed here.  
 
4.3.1 Definition of nodes and connectivity measures 
To construct graphs, defining nodes and edges is fundamental. However, 
there are no definitive guidelines for how to choose nodes and a connectivity function, 
since we lack the knowledge of the relationship between the underlying neuronal 
connectivity and the macroscopic level of neuroimaging data [21]. For the nodes, once 
the voxel to voxel approach was discarded, the idea was to identify regions with the 
characteristics required for a good definition of nodes: internal coherence, 
independence, and similar patterns of connectivity across observations [15]. As such, 
the choice made here used the meta-analysis of more than 350 subjects that determined 




The ROIs were established using a meta-analysis which identified brain 
areas due to their differential responses to specific task conditions or signals (e.g. 
button-pressing and error-related feedback) [72]. With a consensus approach, 151 non-
overlapping and reliable regions were designated from the meta-analysis. Then, other 
areas were identified through distinct resting state functional connectivity patterns 
from 40 healthy young adults, added to the previous ones and kept when they were 
non-overlapping, leaving the 264 ROIs [72]. Regions too close to each other (<10 mm) 
were also eliminated to avoid potentially artificial short-distance relationships [72]. 
As mentioned, these functional connectivity patterns used for dividing the 
brain into regions are the highly correlated patterns of BOLD signal, which are both 
spatially structured and relatively reliable across individuals [43,48,72,77]. They are 
considered to reflect in part a history of regional joint activation, though not 
necessarily direct anatomical connections, for they appear in the absence of white 
matter tracts [21]. However, they have also been correlated to similar gene expression 
in tissues [109], indicating some molecular processes appear underlying the networks. 
The evidence suggests these divisions reflect a combination of a region’s function 
(which is not limited to any one task) and its direct and indirect connectivity [77]. 
Plenty of other options were available for dividing the brain into different 
regions. However, most of them rely on anatomical atlases [110–113], or  they rely on 
less subjects (<30) for the determination of the areas [114,115,109].  One of the most 
recent and highly regarded atlases was created to employ the greater resolution and 
abundant tissue information from the Human Connectome project [48], and thus was 
not applicable in this case. The design of the Glasser et al. atlas is suggestive of the 
importance of combining different modalities, and prioritizes information that is 
reliable across subjects. Further, that atlas is able to adapt to the variability that is 
present within certain areas for some proportion of the normal population, and it 
brought attention to many previously unreported areas [48]. 
Another functional division of areas, or parcellation, studied, was the one 




observation of abrupt changes in the resting state functional connectivity patterns, 
which mirror the abrupt changes in function or connections that are used for cortical 
area discrimination in nonhuman primates [77]. Importantly, they provide some tests 
to demonstrate the homogeneity, the overlap with known cortical areas, the 
consistency of the network structure and their reasonable use as a priori ROIs in 
individual subjects [77]. Those quality assessments done by Gordon et al. [77] also 
placed the ROIs by Power et al. [72] in a good position. When compared to a cortical 
atlas, the performance had also been improved for classification of disease progression 
with the ROIs in the study by Khazaee et al. [50]. 
The Power et al. (2011) ROIs prevailed mostly because this Gordon et al. 
cortical parcellation lacked some of the inner structures which are very important for 
studying the progression of AD. There is still work to be done to permit reliable 
comparisons between regions of different participants, but it was considered that the 
use of ROIs leaves more room for variation than a complete parcellation scheme does, 
for though the ROIs do not span the whole area, they are meant to sit near the middle 
of it. Undeniably, variability between individuals means these kinds of cortical area 
locations are unlikely to precisely match regions identified from group-average data,  
but these regions should still represent a central tendency of the group [77]. 
Conversely, the population in the Power et al. study was much younger and 
healthier than the population under study in the present work. Since only limited 
evidence is provided that functional areas do not greatly differ across populations 
[116], other alternatives should be explored in the future. Another caveat worth 
mentioning for the study is the influence on nodal properties that the well documented 
local atrophy due to AD might have, which has not been thoroughly investigated [21]. 
The other noteworthy choice was the measure of statistical association 
between the time series which defined the edges of the graph. Not unexpectedly, even 
using the same imaging modality, different association metrics can lead to different 
connectivity patterns [21]. Since this study dealt with functional connectivity, the 




time, and did not provide measures of how one process can be predicted or explained 
by the other, known as effective connectivity [17]. Furthermore, the chosen Pearson 
correlation coefficients measure only linear interactions [76], and were chosen because 
they were more related to the features of previous studies in the area [50,52,54,55,105]. 
Other measures exist which inform about nonlinear interactions, such as mutual 
information, phase synchronization and synchronization likelihood [17]. 
Further, only stationary associations were examined with the correlation, 
since the number of nodes is the same order of magnitude as the number of time 
points, making it advisable to start with simple measures of stationary association [17]. 
Longer time series would allow looking at dynamic or nonstationary aspects of the 
association, for example through the use of motif-synchronization [117]. Meanwhile, 
sophisticated measures of association, such as dynamic causal modeling, are 
computationally tractable for less nodes [17]. Other approaches may combine 
dynamical and static measures, as in added static networks [118].  
 
4.3.2 Thresholding for the definition of adjacency matrix 
The next important matter was how to treat the connectivity matrix 
constructed from the correlation of the chosen ROIs to convert it into binary graphs. 
Currently, no standard approach exists to determine the thresholds that construct the 
adjacency matrix from the connectivity matrix, even though the properties of the graph 
depend upon those thresholds [21]. For example, low-cost networks, with densities 
less than 0.5, reveal more clearly a nonrandom topology than high cost ones [17]. 
Another example is that increasing the connection density in low-cost networks 
greatly and non-linearly increases the global and local efficiency [17]. 
 A common and preferred approach is to explore varying thresholds for the 
binarization of the matrix [21,42,52,54–56,105], as was done in this study. Having 
various thresholds means that any relationships found between variables for a range 




[42,73]. However, the significance of the correlations themselves should be tested in 
futures studies trough randomization of time series [73,117].   
For metrics that are not properly defined with disconnected graphs, i. e. 
path length and small world, the upper limit for the correlation coefficient was set from 
a percolation threshold. A percolation threshold is defined as the lowest connection 
density at which all the nodes are connected, and receives the name because 
information can then percolate freely throughout the whole graph [17]. This contains 
information in its own right, and these thresholds are related to measures of robustness 
of the network [17], so it might be interesting to note that the second examination of 
an AD patient was the one defining this threshold of 0.26. Originally, this range was 
the one used in all of this study, which is not the best approach. Later, as suggested, 
for some of the other metrics, the upper threshold meant the graphs were close to the 
0 cost, i. e. completely disconnected graphs, chosen at 0.8. When referring here to a 
threshold range, correlations range from 0.05-0.26. For the range that goes from 0.05-
0.8 the preferred term will be extended range. 
Another recommendation involves avoiding negative connections [42] 
(correlations with negative values in this case), as there is great controversy as to what 
causes their presence. In part, it branches from the same controversy relating the 
subtraction of the global mean signal with the induction of spurious negative 
correlations [107,108]. Although to a lesser extent, other steps taken during the 
preprocessing of the images or artifacts remaining in the signal could still produce 
spurious negative correlations [12,14,41]. Until a method is developed, able to quantify 
the role of negative weights in global networks, whether it is spurious or from negative 
relationships with a neural origin, they are considered best avoided [42]. 
Importantly, graph quantities are sensitive to differences in cost of the 
network, which can be controlled using relative thresholding instead of absolute 
thresholding [54,73]. Thus, observed differences here between the groups, not only 
referred to differences in graph topological structure, but also to differences in overall 




graph construction was forgotten somewhere along the way to implement the 
analysis, but subsequent studies should use relative thresholding if the interest lies in 
presenting just topological differences. 
As such, the decisions and assumptions made in order to build a graph 
greatly affect the outcome, and the many different strategies cannot be easily 
compared [17,21,95]. Moreover, the takeaway should be that the steps taken here are 
by no means a final well-defined methodology for preprocessing resting state fMRI 
images, or constructing graphs from those signals. Without more information to 
determine the best strategies, the only thing to be done is to carefully consider each 




5  Results and discussion 
5.1 Connectivity matrix and k-means classification 
The initial results for the connectivity matrix were found in Figure 5-1, 
where the mean connectivity matrix for each group was plotted as a first approach. 
For easier visualization the correlations were given in terms of the Fisher 
transformation for Pearson’s correlation, and values below z = 0.12 were arbitrarily set 
to -0.5, so they would have a very dark blue color in the image. Differences appeared 
in the mean matrices, but AD and healthy controls had less subjects in them, which 
translates into a higher relative error for their mean. Thus, there is less certainty that 
the population mean could closely resemble the obtained result. The most intense 
mean connections, tinted red, appeared for the first AD examination, closely followed 
by the second AD examination and second MCI examination. The lighter color for the 
control matrices indicated weaker connections, although they appeared more 
widespread, not so closely concentrated near the diagonal. AD also had a slight 
tendency to have darker patches, fulfilling some naïve expectations for the functional 
connectivity of these patients.  
There are also indications of some variability from one examination to the 
next, and the great variability across subjects, which is not unexpected [119]. Basically, 
if the matrices were presented scrambled, and attempted to be ordered using the 
descriptions from the previous paragraph, misplacing MCI and AD matrixes would 





Figure 5-1. Mean functional connectivity matrix for each diagnostic 
group, during the first (left) and second (right) examinations.  
All correlations of value less than 0.12 were set to -0.5 on the scale for easier 
visualization. From top to bottom: C= control, MCI= mild cognitive impairment and 




Although details cannot be easily seen from those images, some networks 
have been related to the functional nodes. The default mode network, broadly studied 
even in the context of AD [19,49,60,93], was estimated to be placed from node 63 to 
120, while nodes 121-125 had been related with memory retrieval in the study by 
Gordon et al. (Gordon et al., 2016). Nodes 36-49 spanned the network related to 
cingulo-opercular task control, while the fronto-parietal task control spanned nodes 
156-181, and dorsal attention network extended from 213 to 232 [77]. Meanwhile, less 
related to the disease, the initial nodes up to 62 were associated with sensorial and 
somatomotor areas. The visual network was located in nodes 126-156. Then salience 
and subcortical networks comprised nodes 182-212, some cerebellar nodes were 243-
246, and the remaining nodes were not closely related to any particular network [77]. 
 A visualization of the location of the nodes and the intricate network they 
spanned for the healthy controls can be found in Figure D-2 of Appendix D. However, 
the order of the nodes greatly affects the visualization, and no particular arrangement 
was used in this case. Graph theory based arrangements could be applied in the future 
[48]. 
Only some networks chosen for their relation to the progression of the 
disease were extracted for Figure 5-2. Cingulo-opercular task control then spanned 
nodes 1-13 of the figure, default mode network was placed from node 14 to 70, and 
memory retrieval from 71 to 75. The fronto-parietal task control followed, 76-100; 
finishing with the dorsal attention network, 101-118.  
Once again, the control matrices had the lighter colors for the connections, 
while the first AD examination has more intense connections, but subtly larger dark 
patches. The first MCI examination also had a pattern of dark color near the bottom 
right, repeated somewhat for the second AD examination. They indicated a certain 






Figure 5-2. Mean functional connectivity of chosen networks for each 
diagnostic group, during first (left) and second (right) examination.  
All correlations of value less than 0.12 were set to -0.5 for easier visualization on the 
scale. Cingulo-opercular task control: nodes 1-13; default mode: 14-70; memory 




Overall, the images reflected great variability, but indicated some effects on 
the functional connectivity that might help track the progression of the disease. 
Contrary to expectations, the differences due to the disease progression were not much 
starker for these extracted networks when compared to the whole grey matter brain 
matrices of Figure 5-1. A suggestion for better representations in the future would be 
to create plots of the distributions of the correlations for the different diagnostic 
groups. 
The lack of very obvious dissimilarities between the groups might have led 
to the failure of the k-means classifier. Considering the best scenario, 22 of the patients 
in the first examination were correctly classified, reaching just 43 % accuracy. Likewise, 
there was no specificity, as 14 of the healthy volunteers were clustered together with 
the patients. The second exam offered a similar result, with 39% accuracy and 14 
misclassified healthy controls. More details on the attempt can be found in Table 5-1. 
Ideally, sensitivity, specificity and positive predictive values would all be 
simultaneously high; the failure of any one value indicated the extent of the problem 
for properly separating the classes with this method.  
 
Table 5-1. Performance metrics for the k-means classifier in each 
diagnostic group and exam. 












 C 6 100 100 
MCI 80 31 48 





 C 6 98 50 
MCI 91 3 39 
AD 0 98 0 
 
The results could be further understood considering that the simple 
Euclidian distance measurement used in k-means contained quite some variability 




accentuated when the measurements were done with the supervised centroids, 
presented in Table 5-2. The largest measured distance from one centroid to another, 
from the control centroid to the AD centroid, was 7.7. However, within the groups the 
mean distance to the centroid was 426 ± 58 (mean ± standard deviation). This 
quantified much more variability within the groups, than from one to the other. 
Unfortunately, though not surprisingly since this was not the main focus, the 
procedure was unable to provide a quick and simple classifier.  
 
Table 5-2. Measurements of distance and dispersion for each 
diagnostic group and exam.  
Centroid to centroid contains the Euclidian distance from one groups’ centroid to the 
other such that C: distance C-AD, MCI: distance MCI-C, AD: distance AD-MCI. Within 
group, is the mean distance from any vector to the groups’ centroid, and standard 














 C 7.7 439 84 
MCI 6.8 433 64 





 C 7.7 454 90 
MCI 7.2 465 118 
AD 6.9 438 61 
 
5.2 Graph Metrics and statistics 
This section contains the results found for the chosen topological metrics. In 
Section 5.2.1, the global degree, characteristic path length, clustering coefficient and 
betweenness centrality, along with their variance, as well as the global small world 
coefficient, were explored. Section 5.2.2 contains the local efficiency of 10 nodes related 
to the progression of the disease (those listed in Table 3-1). Foremost, no conclusive 
effects of the disease progression on those metrics were found, but there were some 




As a reminder, the main idea for the hierarchical or mixed effects model is 
that the fixed effects factor has an effect of interest on the mean, while the random 
factors will add uncertainty to the model [82]. They will also account for the nested 
design, where some combination of factors were not observed [81], e.g. individuals 
were not present or duplicated across all diagnostic groups. This distinction between 
fixed and random effect factors is not clear cut, and there are plenty of debates 
surrounding the implications of defining factors as having fixed or random effects 
[81,83].  
The other comment made here regards the Benjamini–Hochberg–Yekutieli 
procedure, which was chosen for multiple testing correction because the tests from 
varying thresholds are highly dependent, and the false discovery rate allows more 
power for distinguishing effects in the observations. This could be further explained 
as three reasons: the first was the low “cost” of this slightly less conservative approach, 
i.e., controlling only the false discovery rate, since further research would anyway still 
be necessary, and even highly likely to occur. The second reason was that although 
even less conservative alternatives exist, they do not address the dependencies 
between the tests. Since all methods for calculating p-values or for performing multiple 
testing correction must assume a valid statistical model [92], this meant those other 
options were out. The third reason was that without a large sample size, the p-values 
and confidence intervals obtained with the likelihood methods should be treated 
cautiously anyway [75], even if stricter control on the multiple comparisons was 
implemented.  
As it turned out, the main conclusion was these exact metrics and methods 
are best avoided in the future; however, the considerations and care taken along the 
way should be kept, or better, expanded upon. Hopefully, this investigation can still 






5.2.1 Global Metrics  
The comparison of the mean global degree for each of the diagnostic groups 
was found in Figure 5-3. Since the number of nodes is always the same, this is related 
to the density of the network, Figure 5-4. Subtle differences could be found, and in 
general the naïve expectations seemed to play out, with higher global degree values 
for healthy control networks, and with AD having the lowest values. However, the 
95% confidence interval for the means, represented in the shaded area and related to 
the variance within the groups and to the uncertainty for the value of the mean, 
indicated those differences between each diagnostic group were inconclusive.  
 
 
Figure 5-3. Mean global degree for each diagnostic group over an 
extended range of correlation thresholds. 
First examination on the left, second examination on the right. Shaded 






Similar characteristics were found for all the other global metrics, path length, 
clustering coefficient, and betweenness centrality, shown in Figure 5-5 and Figure 5-6.  
 
 
Figure 5-4. Mean global density for each diagnostic group over an 
extended range of correlation thresholds. 
Figure 5-5. Mean global characteristic path length for each diagnostic 





Figure 5-6. Mean global clustering coefficient (top), and betweenness 
centrality (bottom) for each diagnostic group over an extended range 
of correlation thresholds.  
 
Again the ordering seemed pretty intuitive for most of the results, but with very 
small effects and too much uncertainty to clearly separate each group. The shortest 
characteristic path lengths tended to be in the control group, the longest on the AD 
group, while MCI had a value in the middle. The opposite order applied for the 




above r = 0.12, the clustering coefficient goes up above that of the healthy controls, and 
then reverts again above r=0.52.  
The betweenness centrality presents important changes as the networks 
transition from random and dense, to more organized and sparse. For example, the 
upper inflection point happens when the networks start becoming quite sparse. 
Although not investigated here, this point might offer information on itself, though 




The mean small world coefficient for each group was represented in Figure 
5-7. The metric did not have a stable ordering; AD had the highest mean coefficient for 
most of the first exam, MCI had the highest mean coefficient for most of the second, 
while the controls remained with the lowest values. This was unlike the very clear 
differences in small world property of the network from Khazaee et al. and Zhao et al. 
[50,52]. Both had found a decrease in small world values from C to MCI, and from MCI 
Figure 5-7. Mean small world coefficient for each diagnostic group 




to AD groups. Brier et al. [54] had found lower small world coefficients for AD 
patients, and although not calculating the specific coefficient, Sanz Aragita et al. [49] 
had also found loss of small world property with disease progression.  
Part of the reason for contrast in the results might be that the small world 
coefficients were calculated for sparser networks in those studies. For the Sanz Aragita 
et al. and Brier et al. studies [49,54], there was also a lack of proper accounting for 
artifacts, but for the Khazaee et al. and Zhao et al. studies [50,52], only subtle 
methodological differences were left as explanation.  
 
 
Figure 5-8. Mean variance of degree for each diagnostic group over an 
extended range of correlation thresholds. 
 
The results for the variance of degree can be found in Figure 5-8. For the 
lower correlation thresholds the networks are quite random and the variance is high 
as expected, while lowering for the higher thresholds. The values within the group 
vary largely, but it appeared as though healthy controls had a higher variance of 
degree in their networks, while AD had a lesser spread in degree. Some studies have 




[120,121]. However, if there was an effect from the progression of the disease, it was 
not very strong, and was not easy to distinguish.  
Similar results were found for the variance of the characteristic path length 




Figure 5-9. Mean variance of characteristic path length for each 
diagnostic group, over a range of correlation thresholds. 
 
The characteristic path length in the first examination varied most in the 
control subjects, while AD patients had the lowest values for variance, and MCI had 
values for variance in the middle. For the second examination the difference became 
less clear, the mean values for the variance were almost converging for the three 
groups for correlation thresholds above 0.2, as seen in Figure 5-9. The inflection point, 
around the 0.17 correlation threshold might indicate a change in the regime from very 




The variance of the clustering coefficient, shown in Figure 5-10, tended to 
be higher for the control group, while the AD tended to be lower. In the first 
examination, MCI was closer to the values of variance of the AD group, while on the 
second it was closer to C. In Figure 5-10, the confidence interval was very broad for 
the upper correlation thresholds, meaning there was more spread in the values of the 
variance of the clustering coefficients between the individuals for those thresholds. 
This explains why although the difference in mean values increases, the differences 
were still inconclusive. This also supports the necessity for other approaches that can 




Figure 5-10. Mean variance of clustering coefficient for each diagnostic 
group over an extended range of correlation thresholds. 
 
For the variance of the betweenness centrality, in Figure 5-11, the spread 
within the groups was very low for the lower thresholds. Then, the value reaches an 
inflection point with the maximum variance, where the networks start breaking apart 




not properly distinguished, but there might be something in this inflection point being 
different in each group. However this was not investigated here.  
 
 
Figure 5-11. Mean variance of betweenness centrality for each 
diagnostic group over an extended range of correlation thresholds. 
 
   
Getting ahead of the quantitative results, the lack of distinction between the 
groups in the values of the betweenness centrality metric was particularly 
disappointing, since this metric was related to hubs in the network, which have been 
involved with changes in the functional connectivity related to the progression of the 
disease. For example, Khazaee et al. and Kim et al. [50,56,105] had found significant 
localized differences in hubs, so even if the global betweenness centrality would not 
reflect those changes, the initial prediction was that those changes would show in the 
variance of the metric.  
Additional reports of disruption of hubs exist in other modalities, including 
PET, structural MRI and diffusion tensor imaging [19,21]. One relevant PET study 




Although the findings are not expected to be directly translatable across modalities, 
they gain strength if they can be associated to each other, which was not the case here. 
The next step was to apply the hierarchical models mentioned in the 
methodology to extract quantitative measures of possible effects of the disease 
progression and other variables of interest on the metrics. Before applying those 
models, the normality of the graph theory metric, i.e. the response variable, was 
checked, as in Figure 5-12. Similarly, Figure 5-13 shows one example of variables 
corresponding closely to a lognormal distribution. 
 
 
Global characteristic path length (top), variance of betweenness 
centrality (bottom), at threshold r = 0.07.  





From the example at the top of Figure 5-12, global characteristic path length 
appeared to have a normal distribution, the values for the quantiles of the sample fell 
mostly within the values for the quantiles of a normal distribution (the red line), or 
inside the expected 95% range for them (the traced lines). However, there was a slight 
heaviness toward the left, shown by the dots outside the traced lines for the lower 
values of the metric. This fault was simply glossed over, but serves as incentive for 
looking at non-parametric tests in the future.  
 
 
Figure 5-13. Example of quantile-quantile plots for testing a lognormal 
distribution (lnorm).  
Variance of clustering coefficient at threshold r = 0.07.  
When tested, the model failed to describe the variation of the metric. This 
was not what had been found for the characteristic path length of the AD patients of 
the Sanz-Aragita et al. study [49]. Nonetheless, more recently and with better 
methodology accounting for artifacts, Khazaee et al. and Brier et al. [50,54] had not 
found significant differences in characteristic path length as well.  
Global clustering coefficient, mean degree and its variance had also enough 




For them, around six or seven quantiles of the highest values were above the expected 
range. When the models were fitted, no meaningful slope coefficients were found. 
Previous studies had found mostly the intuitive higher degree for controls, and lower 
degree for patients [55,105]. However, these findings generally related to local 
networks degrees, which might explain some of the differences found for the variance 
of degree in Figure 5-8. Even if that was the case, the effect was obviously not great.  
A similar lack of effect for the clustering coefficient had been found for the 
study by Sanz-Aragita et al. [49]. Meanwhile, Brier et al., who had an approach close 
to the one taken here, which included scrubbing of volumes, had found the values of 
the clustering coefficient were higher for the healthy controls, and lower for AD 
patients [54]. A lowered clustering coefficient for AD patients had also been found in 
both Agosta et al. [55] and Liu et al. studies [53], with the latter even informing of some 
shifting of the ordering for the values between MCI and mild AD. Besides the 
methodological differences, lack of statistical power might be held accountable in this 
case, meaning there were not enough observations from different subjects to clearly 
separate the groups. Nonetheless, the local clustering coefficient would probably stand 
a better chance for indicating alterations. 
Both betweenness centrality and its variance appeared to have a normal 
distribution, with a slight heaviness toward the left. The betweenness centrality model 
was unimportant for explaining the variance. Nevertheless, the simplest model for the 
variance of betweenness centrality, although not significant when compared to a null 
model with no predictors, at least was the first which had coefficients whose values 
were greater than their standard errors. We refer to them here as non-null coefficients. 
The results of all models with non-null coefficients were placed in the C.3 section of 
Appendix C, although it bears repeating none of them were significant (corrected p 
always close to 1).  
In the model for the variance of the betweenness centrality, the coefficient 
for AD was considered non-null for correlation thresholds between 0.05 and 0.19. The 




100. When compared to the standard error for the coefficient of the healthy controls, 
which serves as a base for the model, an effect size of -3.3 was calculated. In other 
words, to get the expected value of variance of betweenness centrality at a threshold 
of 0.07 for AD patients, the model takes the value for the healthy controls, 2190 ± 90, 
and lowers it by 300 ± 100. Then, the expected variance for AD patients was 1900 ± 100, 
going thus approximately 3.33 (300/90) times beyond the standard error of the base 
value for the healthy controls.  
Part of the lack of significance comes from problems with the model, where 
there was abundant unexplained variance, as in Figure 5-14. This was especially 
apparent given the inclination of the line representing the residuals for the fixed effects 
part of the model, which did not match the zero residuals as would have been ideal. 
However, the random errors (the dots in Figure 5-12) at least do not show apparent 
signs of other particular troubles. 
 
 
Figure 5-14. Residuals for simple linear mixed effects model for 
variance of betweenness centrality. 
Threshold r = 0.07. 
Adding fixed effect variables was not enough to fix the model, but the one 
with most variables included education and the movement parameter. This was 




Figure 5-15. The same problems as in the simple mixed effects model were present. 
The time interval between examinations and age produced no distinguishable effect, 




Importantly, the failure of the proper fitting means the chance of lurking 
variables existing, variables which were truly responsible for the variance, was quite 
high [123]. Therefore, the recommendation left for future investigations was to attempt 
other metrics, rather than trying to test further the small and unreliable hints. At most, 
perhaps there was something in local betweenness centrality metrics that could be 
explored.  
While accurate prediction of the response does not mean the model captures 
the true relationship between the predictors and the response [123], finding fitting 
models would provide a useful descriptive tool, strongly indicating the metric is 
capable of being tested as a biomarker. Basically, “statistical models are mathematical 
representations of population behavior” [84]. Therefore, the implicit declaration of a 
model is: this population model originated these sample data. When the model fits 
well, the estimated parameter values help draw conclusions about the direction and 
magnitude of hypothesized effects in the population [84]. 
Figure 5-15. Residuals for full linear mixed effects model for variance 




Going back to the full model for variance of betweenness centrality, a visual 
examination of how the metric varied in each individual for education and movement 
is offered in Figure 5-16. The mean across thresholds for the metric was calculated for 
each individual, and then plotted against education in years and the nuisance 




For both exams there was a lot of scatter, and both the model and the figures 
suggested the years of education could be faintly related to the outcome of the metric, 
but nothing very definitive was found. There was a slight trend for decrease with the 
Figure 5-16. Scatterplot of the mean variance of betweenness centrality 
for every individual across correlation thresholds versus education 
(top) and movement parameter (bottom). 




years of education, quantified as negative coefficients above correlation threshold 0.17 
in Appendix C. Meanwhile, when the movement parameter increased there was a very 
slight tendency for the variance to go down. As can be seen in Appendix C, the 
maximum value for AD was again at threshold 0.07, coefficient -300 ± 100, but at that 
point the coefficient for the education was at -7 ± 7 and the movement coefficient was 
3 ± 3. For thresholds above 0.19, AD had null coefficients. Education and movement 
had a negative effect for thresholds above 0.17. Movement, however, was a fickle 
predictor, since for two thresholds it had positive effects, then became unimportant, 
and then had negative values for the larger thresholds.  
Overall, it appeared as if the distribution of the metric, not the mean of the 
metric, changed, although only slightly, for those affected with AD. Particularly, the 
variation diminishing meant the network was becoming overall more “uniform” for 
the betweenness centrality metric, with less variance about the mean value. Perhaps 
hubs were lost as has been indicated by other modalities [122], but this study cannot 
tell with certainty. Again, Khazaee et al. [105] found varied outcomes for local 
betweenness centrality, increasing or decreasing with disease progression in different 
regions, but those outcomes helped distinguish well between the groups. Kim et al. 
[56] found changes in betweenness centrality with disease progression, although they 
had categorized the disease progression very differently, for example, CDR 0.5 was a 
beginning stage of AD separated from MCI. In different regions, betweenness 
centrality once again had a lot of variation, sometimes increasing or decreasing with 
disease progression [56]. However, that study did not seem to correct much for 
artifacts. 
The variance of the clustering coefficient, which had a lognormal 
distribution (Figure 5-13), could also be explored not in terms of a significant model, 
but of some hints due to non-null coefficients. The full model included time between 






Figure 5-17. Mean clustering coefficient (left) and variance of 
clustering coefficient (right) for every individual across correlation 
thresholds versus the time of examination, with panels for diagnostic 
group. 




Figure 5-17 was also valuable because it presented the time between 
examinations in the different diagnostic groups. Since the first examination was 
always placed at week zero, just the position of the second examination on the 
timescale is enough to visualize the variation between the individuals. Most patients 
had reexaminations approximately after a year, but several returned much later. The 
healthy controls vary a lot more, with several returning after only half a year and 
others much later than a year and a half. The person with the longest time between 
examinations was in that group (150 weeks), as well as the person with the shortest 
time (20 weeks). This was another shortcoming of the study which hadn’t been 
addressed until now, and in the future it should be brought closer to ideal by trying to 
have very constant intervals and very similar distributions for those intervals in all the 
groups. The mixed models can handle that imbalance, but this is said to cause some 
bias in the estimations [75]. 
Both the clustering coefficient and its variance for every individual versus 
time, shown in Figure 5-17, as well as all the other metrics shown in section C.1 of 
Appendix C, seemed to indicate most people varied values fairly little between 
examinations. This was not particularly bad as there is evidence for the stability of the 
graphs derived from fcMRI [57]. Some fewer subjects had values that declined or 
increased, but there seemed to be little preference toward one or the other, and radical 
changes were rare, making visualizing an overarching trend difficult.  
Even when tracking the individuals with changing diagnosis (the dots 
without lines connecting them), there was nothing particularly telling. Another aspect 
to be discussed here were those individuals appearing as outliers, mainly a control 
subject, a control that progresses to MCI and an MCI patient. The problem was, that 
with relatively little observations, it was considered safer to consider them as part of 
the wider variation in the population, but they could easily have been due to some 
unaddressed nuisance or artifact. 
The simple model for the global variance of the clustering coefficient 




effect and value was found at threshold 0.26, of 0.6 ± 0.3 for MCI patients, measured 
from the starting variance for controls of 11.4 ± 0.3. The full model, with more variables 
added to the simple model, included the time between examinations. Then, for 
threshold 0.26 the intercept was at 11.0 ± 0.3 (a healthy control in the first examination), 
MCI added 0.5 ± 0.3 and the coefficient for the time of the examination was 0.013 ± 
0.003. For those observations, Figure 5-10 and the right side of Figure 5-17 do not 
provide much further indication.  
The final model for the global metrics with some results worth discussing 
was the model for the variance of the characteristic path length of the network. The 
simple model had only sparse non-null coefficients at thresholds 0.21, 0.22 and 0.25, 
0.26 for both MCI and AD. Such few thresholds make the findings even more suspect 
than usual. The effect seemed to be a reduction in the variance from healthy controls 
to MCI and from them to AD patients, not unlike what was seen in Figure 5-9. The full 
model included time between examinations, though only for threshold 0.25, and the 
confounding movement parameter. The values for the coefficients for MCI and AD 
changed little in the two models. The effect of movement was estimated to increase the 
variance of the characteristic path length, but the effect was not most pronounced for 
the higher thresholds, as it was for variance of betweenness centrality.   
Figure 5-18 contains the scatterplots of the variance of the characteristic path 
length against the variables of interest: age, education and movement. There was a lot 
of variation between individuals; the very high values were from the same individuals 
with extreme values in Figure 5-17 and others in Appendix C. The trend for the overall 
population with this variable was not apparent, particularly not a linear relationship, 
or any of the other variables for that matter. Only with the hint from the model could 
a bit of increase in the value of variance with movement be suggested.   
Largely, the issue of whether the influence of movement on the functional 
connectivity was properly addressed or not was left with some gaps. The fact that it 
only appears having an effect for few models is heartening, but the models have 




left for implementing better quality control, which can bring better closure for this 
issue.   
Wrapping up the section, the only known previous study with a lot of 
intuitive differences for global measurements was [55], but it was for a very particular 
and advanced kind of dementia and with a somewhat lacking approach to the removal 
of artifacts. The wealth of differences in analysis means the graph theoretical results 
for AD are less consistent than other approaches [19,122], but the present lack of 
positive outcomes compared to previous studies was nonetheless discouraging. 
Generally, the studies which focus on local metrics, as opposed to the global metrics 
used here, seem more successful in tracking the subtle differences in functional 
connectivity, which are only suggested here in hints like Figure 5-1, and the variance 








Figure 5-18. Scatterplot of the mean variance of characteristic path 
length for every individual across correlation thresholds versus age 
(top), education (middle) and movement parameter (bottom).  




5.2.2 Local Efficiency 
This section is dedicated to the local efficiency, although it fared only 
slightly better than the global metrics. Again the starting point were the figures for the 
mean of the metric in the groups over the correlation thresholds. Not all nodes were 
shown here, only nodes with some support on the models with non-null coefficients 
were chosen; yet, no model was significant. The rest were left to the second section of 
Appendix C.  
Figure 5-19 corresponds to the mean for each group of the local efficiency 
in node 40, with the confidence interval for the mean represented as the shaded area. 
Node 40 was located in the middle of the left cingulate cortex, and is related to the 
cingulo-opercular task control network [77]. The staple smoothness of the previous 




Figure 5-19. Mean local efficiency of node 40 for each diagnostic group 




In Figure 5-19, the AD group mean efficiency has consistently the lowest 
values, but the controls and MCI groups have a lot of crossings in the mean values. 
Once again, the confidence intervals were large and mostly overlapped, making the 
differences uncertain. A peculiar bent appeared for the controls in the second 
examination, where the intuitive tendency for the value of the efficiency to decrease as 
the thresholds increase was not followed. However, as the confidence interval 
broadens in the region, there was also much more uncertainty with respect to the mean 
value.   
The simple model stated that efficiency lowered for AD between thresholds 
0.05-0.18, which is very coherent with Figure 5-19. As the effect for MCI can be 
dismissed, starting from the intercept value of local efficiency of 0.707 ± 0.006, the 
prototypical AD patient had a decrease of 0.017 ± 0.009 in the efficiency, at threshold 
0.14. The full model involved negative effects for age in some scattered thresholds and 
a positive effect for the movement parameter for most thresholds.  
For the full model, the coefficient for AD was non-null from threshold 0.05 
to 0.18. At threshold 0.14, now the efficiency has an intercept of 0.74 ± 0.04, and each 
unit in the score of the movement parameter adds a mean of 0.0007 ± 0.0002 to the 
intercept. Every year of age barely reduced the efficiency at the node by 0.0006 ± 0.0005, 
so for 75 years the coefficient would be -0.05 ± 0.04. Thus, the modeled value for local 
efficiency would be 0.69 ± 0.06 for a 75 years old healthy control with no movement. 
The prototypical AD patient was modeled as having the coefficient -0.018 ± 0.009. The 
tables with the coefficients obtained for the models are found in section C.4 of 
Appendix C.  
The next node of interest was node 81, also in the middle of the left cingulate 
cortex, but related to the default mode network. Changes in the functional connectivity 
of this network have been related to the disease progression in several studies 
[52,60,93]. In Figure 5-20, controls tended to have more efficient nodes than AD 
patients. Notably, the MCI group mean oscillates in behavior; in the first examination 




the controls. Reflecting this, most thresholds had a non-null coefficient for AD, while 
only thresholds 0.18, 0.19 and above 0.23 were non-null for MCI. The effects in both 
cases were negative.  
 
 
The full model included the time between examinations for all thresholds, 
and movement for two thresholds. MCI was non-null only above threshold 0.23. As 
an example, the value at threshold 0.26 for the intercept was 0.67 ± 0.01, where time 
between examinations would add 0.0003 ± 0.0002. The effect of time can be visualized 
in Figure 5-23. Even for the average interval of 52 weeks that would amount to 0.01, 
not very relevant, but an effect nonetheless. The modeled MCI patient lost 0.02 ± 0.01 
of the efficiency value and further -0.04 ± 0.02 was estimated for the AD patient. At 
that threshold movement had a null coefficient. 
Next was node 121, located on the left posterior cingulate cortex, and 
tentatively associated with memory retrieval by [77]. This region was also important 
Figure 5-20. Mean local efficiency of node 81 for each diagnostic group 





as it is typically a starting point for detectable pathological changes in AD [2]. 
However, Figure 5-21 was not as elucidating as it would be expected. The efficiency 
for the MCI patients was the greatest, while the mean values of controls and AD 
patients entwine with each other. As usual, the confidence intervals for all the group 
means were basically overlapping, except at the somewhat peculiar region in the 




The mixed effects model only had non-null coefficients for the MCI group. 
As expected from Figure 5-21, the coefficient was positive, between thresholds 0.06 to 
0.11, and then from 0.16-0.19. The other variables added to the model were movement 
and age. Movement increased the efficiency value for all thresholds; age decreased the 
value consistently up to threshold 0.16, then at some other higher thresholds. At 
threshold 0.06 the fixed model for an MCI patient was Efficiency = 0.8 (± 0.03) + 0.011 
(±0.007) + 0.0005*Mov (± 0.0002) -0.0008* Age (±0.0005).  
Figure 5-21. Mean local efficiency of node 121 for each diagnostic 




The final node was node 191, located on the left anterior cingulate cortex 
and related to the salience network. Much like in node 121, Figure 5-22 showed the 
local efficiency for MCI patients was the highest. This was especially evident in the 
higher thresholds of the second examination, when the confidence interval for the 
mean stopped overlapping with the others. In general, AD patients had the lowest 
efficiency, while the mean for the control group was very close to that of the MCI group 
in the first examination and very close to the AD group in the second examination.  
 
 
The simple model finds non-null coefficients for the AD group between 
thresholds 0.05 and 0.09, estimating a reduction in the efficiency. Above that threshold, 
the non-null coefficients are for the MCI group, with a positive effect, as expected from 
Figure 5-22. The full model for this node was the only truly complete, including all the 
chosen variables: education, time between examinations, age and movement, though 
only for the first two thresholds was the coefficient for AD non-null. Time between the 
Figure 5-22. Mean local efficiency of node 191 for each diagnostic 





examinations counterintuitively increased the efficiency, while age decreased it. Both 
education and movement had positive coefficients, though as usual the effects were 
small when compared to the expected variation for the local efficiency. 
In Figure 5-23, the local efficiency was plotted against the time between 
examinations in weeks. The left side is for node 81, and the right side for node 191, 
since these were the only nodes with a positive relationship between the time interval 
between the examinations and the metric. The variation between the individuals was 
recurrent, and though it is possible to see most of the trends went upwards in time, 
several individuals decreased the efficiency in the second examination and some 
others varied fairly little.  
Better procedures might reduce this variation if the origin was mainly 
artefactual, but it is not unlikely this is part of the natural variation in functional 
connectivity of the population. In that case, this must be somehow included in the 
chosen model, and it’s one of the capabilities of the mixed effects models, untangling 
the different sources of variation and finding the possible effects of the progression of 
the disease. Other alternatives, include exploring the distributions as histograms. 
The individual variation was also reflected in Figure 5-24, where only using 
the guidance from the models it was possible to see what might be very subtle trends 
for a decrease in local efficiency with age, an increase with education and indications 
of increase with movement, for node 191. However, this was not very convincing, and 
it is quite possible the associations appeared spuriously for this node, since they were 






Figure 5-23. Mean local efficiency of node 81 (left) and node 191 (right) 
for all individuals across thresholds versus the time of examination, 
with panels for diagnostic group. 





Figure 5-24. Mean local efficiency for node 191 for all individuals 
across thresholds versus the years of education (top), age (middle) and 
movement parameter (bottom), with panels for first (left) and second 
(right) examination. 






Node 191 can also exemplify both a well-fitted model, and one which has 
some strange behavior, as in Figure 5-25. For threshold 0.18 (top of Figure 5-23) the 
residuals had very ideal behavior, and other proximate threshold had only minor 
problems. Nonetheless, for threshold 0.26 (bottom of Figure 5-23), the residuals 
behaved oddly, meaning there were problems with the chosen model.  
 
 
This performance can be related to some changing properties of the graphs 
as they become more sparse [17]. Nevertheless, the other likely reason is a 
Figure 5-25. Residuals for full linear mixed effects model for local 
efficiency of node 191 at two thresholds (T). 




phenomenon known as overfitting, caused because any model will capture the noise 
to some extent as its parameters are fitted to the data. Thus, a more flexible model (i.e., 
one with many parameters) will be more susceptible to overfitting [124]. This, of 
course, not necessarily shows a true relationship between the predictors and the 
response, but a spurious relationship with the noise [123]. 
As mentioned, all other nodes included no important finding, even node 
182, which was comparable to a node in the right anterior cingulate cortex in the study 
by Khazaee et al. [105], although the node in that study was from an anatomical atlas. 
There, lower local efficiency for AD was found, and other nodes in their study also 
tended to have a higher efficiency for controls. This lack of results was another 
surprise, as both Khazaee et al. studies [50,105] had found nodes related to the disease 
progression with widespread positions, covering frontal, medial, cingulate, temporal 
regions, and even the cerebellum. These counterintuitive results, compared with the 
known localized pathological changes of the disease, might come in part due to the 
limits of the functional connectivity technique in reflecting the underlying neural 
connectivity, not with great clarity but plenty of distortions, obscurity and even 
artifacts. Alas, naïve expectations are not easily fulfilled. 
 Similarly, local efficiency of some regions had increased for MCI and AD 
patients compared to controls in the results by Kim et al. [56]. Although the behavior 
was considered non monotonic with disease progression, the study had a very 
different classification of disease stages, such that CDR 0.5 was not the same as a MCI 
diagnosis. Both Agosta et al. [55] and Liu et al. [53] also found efficiency to be different, 
intuitively lower for AD patients; but the lack of some artifact removal steps might 
explain the difference to the results here. Finally, increased local efficiency in AD 
patients was found by Zhao et al. [52], mostly in regions located in the default mode 
network, the temporal lobe and certain subcortical regions which are closely associated 
with the neuropathological changes in AD. Ultimately, the models here might have 
been too ambitious for the data available, so the next obvious step is to increase the 




The study started with important restrictions in its design, which can also 
explain part of the failure of the models. Fundamentally, studies with two longitudinal 
observations cannot describe individual trajectories of change, as measurement error 
easily confounds with true change [84]. There were other restrictions related to the 
power, the capability of finding an effect when there is one, which in turn depends 
upon the size of the effect [125]. The most important determinant of power is the 
amount of independent observations per group [81,82,125,126]. If this study was any 
indication, the effects on the functional connectivity due to the disease are not very 
dramatic. Consequently, both increasing the amount of observations and participants 
would provide a valuable insight into how those topological parameters change, with 
the mixed model there to account for individual variation.  
Another recommendation would be to attempt other kinds of metrics, since 
up until now most of them explore the aspect of information segregation and 
integration of the network [21]. Here, only the betweenness centrality was related to 
another aspect of networks, hubs, and how their presence in the networks brings 
capacity for resistance to random attacks.  
One more important point to stress through repetition is the 
recommendation of doing statistical hypothesis tests with nonparametric techniques 
[17,73]. The reason is the probability distributions of topological metrics being mostly 
unknown, together with small sample sizes, means the asymptotic theory behind most 
parametric tests cannot be properly applied [17]. This was nevertheless done here, as 
the offenses could be considered minor. Still, accounting for dependency would still 
be necessary for this non-parametric test.  
 
5.2.3 Extended results 
This section proceeded after a suggestion for a further description of the 
individuals who changed diagnosis; aimed at finding directions for research, since the 




weeks; the second from MCI to AD in 49 weeks; the last one also from MCI to AD in 
120 weeks. Their corresponding years of education were 8, 4 and 0.  
The first metrics presented are degree and its variance, in Figure 5-26. The 
greatest change from one examination to the next came from the healthy volunteer 
who developed MCI, identified as number 24, with an unusual increase in degree and 
variance. This was one indication there might be changes in the metrics that closely 
follow the clinical symptoms at the onset. Other observations of changes at the onset 
of the clinical symptoms would serve as signs of changes in the functional connectivity 
related to the disease progression, especially if they happened in a relatively short 
period of time as it was here. However, knowing the disease tends to progress 
differently depending on the person’s risk [30], it is likely changes would not look so 
similar between the different people. The underlying hypothesis is that in general, 
healthy people would have quite stable values for the metrics.  
The subject identified with the number 46 also had an increase for global 
degree and variance of degree. However, the other subject who went from MCI to AD, 
ID 41, had a very small decrease for the metrics between the two examinations. These 
two observations, if not influenced by some unaddressed artifact or noise, contradict 
each other and place doubts on the premise that the progression of the disease has an 
effect strong enough to be reflected on the metrics. A more convoluted explanation 
involves taking into account the very different time intervals between the two 
individuals and the very reasonable variable rates of change of the metrics at different 
stages in the disease.  
Putting all together, a hypothesis would be that a great change happens 
when the first symptoms of pathological cognitive impairment appear, but the 
transition from MCI to AD is much smoother, and only later on does the rate of change 
increase again. Compared to the hypothesized sigmoid for the shape of change in 
biomarkers by [2], this would represent a more intricate trajectory, for example two 
sigmoids joined together. Combining this hypothesis with the measurement error and 




observations in Figure 5-26 could be accounted for. However, with only these few 
observation this is highly speculative. Further, the observations from the metrics of 
AD patients, in Appendix C, did not signal the particular tendency for increase in 
degree and variance of degree that this hypothesis relies on.  
Similar observations can be made for Figure 5-27. The metric was global 
characteristic path length, and because networks with higher degree tend to have 
shorter path lengths, the change between the examinations for the first and last subject 
were decreases, while the other had a small increase. Adding further confusion, the 
variance had a behavior more dependent on the threshold for subject 24, crossing 
tendencies from increased variance in the second examination to decreased variance 
on threshold r = 0.13.  
The global clustering coefficient and its variance, in Figure 5-28, repeated 
the overall tendencies of Figure 5-26. Thus, the same overall comments and 
observations applied here, leaving no solid conclusions. The final global metrics 
displayed in this way were the global betweenness centrality and its variance, shown 
in Figure 5-29. Contrary to the indications from the model, the variance had very little 
change from one examination to the next in all three individuals, while the global 
betweenness centrality behaved like the corresponding global characteristic path 
length.  
Node 191 was chosen to exemplify local efficiency, in Figure 5-30. 
Compared to the clear change of subject 24, the MCI-AD subjects had rather small 
differences. They also had a crossover for the efficiency; the first examination had a 
higher efficiency for the upper correlation thresholds. At least this meant certain 
coherence with the overall tendency, since MCI was the one with indications for 





Figure 5-26. Global degree (top) and variance of degree (bottom) for 
the two examinations of three patients with a diagnosis change over a 





Figure 5-27. Global characteristic path length (top) and variance of 
characteristic path length (bottom) over a range of correlation 






Figure 5-28. Global clustering coefficient (top) and variance of 
clustering coefficient (bottom) for two examinations of the three 





Figure 5-29. Global betweenness centrality (top) and variance of 
betweenness centrality (bottom) for two examinations of the three 







To briefly explore predictor variables age and the movement parameter on 
these subjects, Figure 5-31, Figure 5-32 and Figure 5-33 are presented. The variables do 
not clearly explain the different values or had any sort of uniform tendency. For 
example, increasing movement does not necessarily lower the variance of the 
characteristic path length (Figure 5-31), although it might be related to the large change 
for ID 24.  
The case for head movement as an explanation seemed to be stronger for 
the variance of betweenness centrality (Figure 5-32), with lower value variance for 
higher movement parameter. This was present also for the local efficiency of node 191, 
as an increase for efficiency with movement (Figure 5-33). However, the individual 
observations with movement of Figure 5-18 and Figure 5-24 do not give much support 
to movement as a justification, though it is definitely a variable which requires 
attention. 
Figure 5-30. Local efficiency for two examinations of the three patients 




Age had different effects; for the variance of path length, in Figure 5-31, ID 
46 reverted a tendency for decrease with age. Conversely, for the local efficiency, in 
Figure 5-33, it was ID 24 whom reversed the decrease of efficiency with age.  
 
 
Subject 24: C-MCI; 41 and 46: MCI-AD 
 
Figure 5-31. Mean variance of characteristic path length for the three 
subjects with a diagnosis change versus the movement parameter (left) 
and age (right). 
Figure 5-32. Mean variance of betweenness centrality for the three 
subjects with a diagnosis change versus the movement parameter. 





Subject 24: C-MCI; 41 and 46: MCI-AD 
Basically, the individuals were diverse in these variables of interest. Either 
these differences accounted for the lack of clear directions, some unaddressed effect 
was at work, or the whole premise of AD progression having a measurable effect on 
the graph metrics derived from the functional connectivity was misguided. The 
preferred option is clearly the first, but the second cannot be discarded yet.  
Overall, the lesson left was still that more observations are necessary in 
order to conclude if there are useful graph theory metrics for tracking effects in the 
functional connectivity from the progression of the disease. The best course of action 
from here is probably to focus on other metrics, particularly local, while constructing 
astutely the experimental design, taking care throughout all methodological choices 
and reporting all necessary variables for deriving the results.  
 
  
Figure 5-33. Mean local efficiency across thresholds for node 191 for 
the three subjects with a diagnosis change versus the age (left) and 




6  Conclusions 
6.1 Current study 
There were no findings within this study indicating robust measurable 
differences in the chosen graph theory metrics from the functional connectivity of 
elderly controls, MCI and AD patients. Although several studies of the functional 
connectivity of AD patients had also reported lack of significant results in some metrics 
[49,51,54,56,105], mostly  characteristic path length and clustering coefficient, there still 
tended to be some other important metrics with a significant finding within the studies 
[49,50,52–56,105]. Better results would be expected from focusing in more localized 
metrics, instead of searching for global changes. In retrospect, this focus was due to 
some misinterpretation of previous results, since some reports of broad changes in 
local metrics were wrongfully interpreted as being easily translatable into global 
metrics or their variance. 
Addressing known sources of artifacts which influence the functional 
connectivity was important, and not all studies reviewed reported taking extra steps 
to avoid them, except three [50,54,105]. This approach, which tries to limit the influence 
of head motion, might explain in part why previous results from other groups were 
not reproduced here. This would also help explain why the findings were sometimes 
contradictory or with small effects. Something similar was reported in [96], where 
previous outcomes of differences in functional connectivity between groups of 
patients with autism and healthy controls had been misattributed and were due to 
head motion artifacts.  
The slight differences between the groups in age, years of education, 
movement and time between examinations, might also influence the functional 




subjects [7,10,13,40,44]. Although no important indications of that influence were 
found here, there were still occasional hints. This represented a part of the weaknesses 
of the analysis, but within the chosen methodology, the chosen graph theory metrics 
were not capable of tracking differences in functional connectivity between diagnostic 
groups. Another more refined approach could look at the distribution of the metrics 
in the groups, instead of differences in the mean and variance.  
The comparisons with absolute thresholds were far from the best choice, as 
they deny the interpretation of the metrics in a purely topological fashion. This was a 
slip of memory and proper planning during the time of the analysis, since plenty of 
research reviewed in the initial stages pointed out the importance of using relative 
thresholds [54,73,74]. The initial reduced range of correlations should also be avoided, 
and better information on the significance of the correlations can be achieved with 
other methods. 
There is of course praise to be given to the group effort of the 
Neuropsychology and Dementia clinic, collecting data and acquisitions from 
volunteers and preserving them over many years. Even this cohort, initially driven to 
achieve 20 individuals, was not easily attained due to the constraints for research. 
Nonetheless, the endeavor continues, and hopefully it will bring more encouraging 
results in the search for useful AD biomarkers in the future.  
Overall, guidelines for good design [9] were attempted to be followed. 
Thus, the choices made in pre-processing and processing were justified to the best of 
our abilities; the decision to track global metrics and their variances were based on 
interpretations from collected literature; corrections for multiple comparisons were 
done and the findings where attempted to be reconciled to those from previous 
studies. Moreover, this dissertation shares plenty of information of what went into the 





6.2 Future studies 
The Neuropsychology and Dementia clinic continues working and 
acquiring data within a larger research project, so a proper continuation of the research 
can be achieved in time. Plenty of recommendations can be given for future studies 
after this research. First, attention should be given to the recruitment of healthy 
volunteers as controls, and to the differences in age and education this might entail. 
Even if their effects on the metrics were doubtful in this case, avoiding differences is 
the best way to be safe.  
The design for other longitudinal studies should get carried out with more 
observations, in spite of the difficulties in obtaining the acquisitions. This would allow 
effects in slopes to be investigated and provide a better notion of how the functional 
connectivity changes with AD progression. As mentioned, studies with two 
longitudinal observations cannot describe individual trajectories of change, since the 
expected change easily confounds with noise and measurement errors [84]. 
Balancing sample size, effect size and power is critical for good study 
design. [125]. A simple recommendation, based on some simulations, would consider 
ten individuals per group with five observations to be appropriate for beginning to 
observe robust and unbiased estimates of the standard error for an experimental effect 
[81]. However, optimization of investigational designs generally require more truly 
independent observations, as samples for making inferences about the population, 
rather than more observations from one research object [82,126].  
Therefore, striving once again for 20 people per group would be optimal, 
even if it ultimately might fall a little short, as long as at least 10 people per group are 
recruited. As for observations, four would be within grasp for a longer project without 
changing much of the usual routine in the clinic. It can be kept in mind that a couple 
of individuals with a different number of acquisitions can be handled by the mixed 
effects model without major problems [84]. Avoiding circularity is important for 




Local efficiency had some slightly promising results, both in revised 
literature and here, so the recommendation would be to continue studying local 
metrics in the hope of finding differences between groups that can be traced 
throughout the disease progression. Local clustering coefficient, and local 
betweenness centrality are also expected to fare better, considering the small 
indications in the variances, the individuals who changed diagnosis and some recently 
published results by other groups [50,54,56,105]. Attempting to find metrics which 
explore aspects of graphs other than segregation and integration of information [21], 
such as betweenness centrality, would also bring new perspectives to the documented 
research.  
Plenty of variables are being collected within the clinic, which can be tested 
along with their interactions with the models. However, carefully planning and 
restraining to those of interest is of extreme importance to avoid “p-hacking” 
temptations, known to be abundant within biological and clinical studies [127–129]. 
Apply rigor to the choices. Further, if consideration is given to trying to gauge 
cognitive research, years of education did not seem such an appropriate choice on its 
own. This variable seems unable to capture the complexity of such a factor, and can 
easily have a somewhat unbalanced distribution between the groups, as was the case 
here.  
Another reminder is given here that the RS-fcMRI technique still lacks 
completely defined pre and processing steps [9], as does the construction of brain 
graphs [17]. The methods chosen here were in no way final, and revision of the 
procedures will be necessary in order to further improve the research. Determining 
appropriate processes can even be defined as a research area of its own. For example, 
providing understanding of motion-related signal changes through simulations has 
been considered important to advance the field of fMRI studies [12].  
For quality control, J. D. Power argues for a plot that provides better insight 
into the data acquired [101]. This plot is a 2-dimensional heat map with time on the x-




of artifacts and unwanted signals, such as movement parameters, respiratory records 
and heart rate traces. This quality control was not attempted in this study as the 
awareness of such a method came late into the enactment of the methods. Relatedly, a 
strong recommendation is made for the implementation of at least the respiratory belt 
during fMRI acquisitions for research. This provides a useful record of physiology for 
the detection of respiratory artifacts, which are a kind of artifact that has proven 
difficult to remove with traditional methods [101].   
Also, as was done here, report the movement parameters in the different 
groups; boxplots or scatterplots are recommended for this [12]. If censoring is 
performed, care should be taken  to not make the differences in time series length too 
steep, which leads to loss of degrees of freedom and higher chances of spurious 
correlations [12]. The recommendation for having around 5 min of acquisition time 
applies to the censored time series [70]. Thus, increasing slightly the acquisition time 
might prove useful to avoid having to eliminate subjects altogether or having to 
remain with a much too short and unreliable time series for observing stable functional 
connectivity patterns.  
Choosing a parcellation method is of upmost importance, as this was a 
rather harsh approach of fitting a template into a group that has a very different 
characteristic (particularly age) than the original one. The choice should be constantly 
revised, as new information about the functional division of the brain comes up, and 
strive to adapt better to the population under study. It is even possible to aim to create 
the parcellation through methods like those in [77]. However, avoid the circularity that 
might arise from using the same subjects to create the parcellation, and then analyzing 
them with it.  
Although the mixed effects model can handle well plenty of different 
challenges that the data might have, it still needs to make assumptions about the 
distribution from which the variables arise. Finding or even developing a non 




research. There is also the possibility of exploring the distributions themselves and not 
just the means and variances. 
While using multiple techniques, such as electroencephalography (EEG) 
and functional near infrared spectroscopy (fNIRS) combined with fMRI, proves 
challenging in implementation, the use of other modalities complements the 
information given by the RS-fcMRI technique. Consideration should be given to this 
sort of acquisitions when the opportunity arises. Finally, use relative thresholds, not 
absolute ones in order to make the correct topological comparisons.  
There is still plenty RS-fcMRI and graph theory can offer to the research of 
AD progression. Hopefully, other metrics will provide a useful biomarker for the 
disease, and light the way toward more effective treatments. For now, this study leaves 
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Appendix B. About likelihood estimation methods 
Additional information about the likelihood estimation methods used in the 
resolution of the hierarchical models is given here. The starting point are the likelihood 
functions as explained in Chapter 3 Methods. For computational work, rather than the 
pure likelihood, the logarithm of the likelihood is better due to the properties of the 
logarithm. As the logarithm is an increscent continuous function in R+, the maximum 
of the log-likelihood also maximizes the raw likelihood function [75]. The 
transformation to logarithms simplifies the numerical calculations involved because 
the logarithm of a product is a sum of the separate logarithms. Also, the logarithm of 
a term raised to a power is the power multiplied by the logarithm of the term, easier 
to treat computationally [84]. 
Basically, maximum likelihood methods numerically estimate the values of 
the unknown population parameters by maximizing the probability of observing a 
particular sample of data [84]. Importantly, random-effects handle lack of 
independence in the residuals due to repeated measurements as a special kind of 
interaction between the model matrix and the grouping factor [83]. This interaction 
ensures that the columns of the model matrix have different effects for each level of 
the grouping factor [83]. By default, the package lme4 assumes that all coefficients 
associated with the same random-effects term are correlated.  
The ML estimates are a preferred method since, for large samples, they are 
asymptotically consistent, converging to the true values of population parameters. 
They are also asymptotically normally distributed, and asymptotically efficient, with 
smaller standard errors than those derived by other methods [84]. Using restricted 
maximum likelihood (RML), some of those benefits are maintained while also 




parameters are used to compute the residuals, which causes some bias in those 
estimates when computed from ML [84].  
In order to employ the RML method, the probability density is divided into 
a part referring to random effects and another related to the fixed effects [83]. This also 
means RML estimates the variance components that maximize the likelihood of 
observing the sample residuals (not the sample data) [84].  After estimating the fixed 
effects, the residual for each person at each occasion is calculated by subtracting 
observed and predicted values. Other than that, an iterative process is used as well to 
maximize the logarithm of the restricted likelihood yielding estimates of the variance 
components. This follows the usual assumptions about the residuals: independence, 
homoscedasticity, and normality [84]. However, although the programs deal with 
unbalanced data, the estimates then are considered slightly biased, so caution is 
advised [75]. In the case of the quasi-likelihood, instead of having the full likelihood 
function for the probability density, it is approximated with a Taylor polynomial, up 





Appendix C. Complementary Results 
C.1 Additional figures of metrics and time between examinations 
The figures in this section corresponded mostly to some other global metrics 
plotted against the time in weeks of each examination. For the local efficiency, two 
nodes were chosen, node 40 and 121 to be plotted against time. The mean of the metric 
was calculated for each individual, using the 22 observations from the different 
correlation thresholds used for binarizing the connectivity matrix. 
The visualization highlights the great variation in the time between the first 
and second examination. Though most individuals remain with a relatively stable 
value for the metric, some greatly varying subjects existed. No visually detectable 
trends appeared for any of the following figures. The unconnected dots corresponded 
to the individuals with a changing diagnosis from one examination to the next. The 
first examination was always placed at week 0.   
With more time points, these kind of figures should be a good starting point 






Colors for diagnostic group: black = C, yellow = MCI, light blue = AD. 
Figure C-1. Mean global degree (left) and variance of degree (right) for 
all individuals across thresholds versus the time of examination, with 





Colors for diagnostic group: black = C, yellow = MCI, light blue = AD. 
 
Figure C-2.  Mean global characteristic path length (left) and variance 
of characteristic path length (right) for all individuals across 






Colors for diagnostic group: black = C, yellow = MCI, light blue = AD. 
 
Figure C-3 Mean betweenness centrality (left) and variance of 
betweenness centrality (right) for all individuals across thresholds 





Colors for diagnostic group: black = C, yellow = MCI, light blue = AD. 
Figure C-4. Mean local efficiency of node 40 (left) and node 121 
(right) for all individuals across thresholds versus the time of 





C.2 Figures for local efficiency in selected nodes 
The figures in this section corresponded to the local efficiency of selected 
nodes with no other highlights from the mixed effects model. The selected nodes were 
mentioned in the methodology, Table 3-1.   
 
 
Figure C-5. Mean local efficiency of node 79 for each diagnostic group 








Figure C-6. Mean local efficiency of node 122 for each diagnostic group 
over range of correlation thresholds 
Figure C-7. Mean local efficiency of node 123 for each diagnostic group 






Figure C-8. Mean local efficiency of node 124 for each diagnostic group 
over a range of correlation thresholds. 
 
Figure C-9. Mean local efficiency of node 125 for each diagnostic group 





C.3 Coefficients from the mixed effects models for global variances 
The tables in this section follow some conventions for naming explained 
again here. The name “simple mixed effects models” was given for those models with 
only random intercepts for each individual and the diagnostic groups as fixed effects 
factors. The “full mixed effects models” were obtained after adding time between 
examinations (in weeks), education (in years), age (in years) and the movement 
parameter as fixed effect factors to the simple models, remaining with only those 
which yield coefficients that were called not null (value of parameter > standard error).  
The column thresholds was the correlation threshold for constructing the 
binary graph. All coefficients were presented followed by their standard error, and 
were rounded to the first significant figure of their standard error. For the non-null 
Figure C-10. Mean local efficiency of node 182 for each diagnostic 





coefficients, except the intercept, there was an “effect” for the coefficient, calculated as 
the value estimated for the coefficient divided by the standard error of the intercept: 
 
For example, in Table C-1, the MCI had no effect column because the value 
for the coefficient was always lower than its uncertainty. Specifically, for threshold 
0.10 the model put the MCI coefficient at -100, but the standard error for it was 200. 
The effect could easily be zero or even positive within the error, which is why it was 
not explored and called null.  
Meanwhile, the AD coefficient had a value of -400, double the standard 
error for that coefficient, with value 200. Then the AD coefficient was compared with 
the uncertainty of the intercept. In this case the intercept represented the prototypical 
value of the variance of betweenness centrality for a healthy control, with value 3300 
and standard error 100. Therefore the modeled effect for an AD patient was to have a 
variance of 2900, reducing the intercept value by four times the error for it, given as a 
-4 in the column for effect. For a higher threshold, for example 0.20, even the AD 
coefficient of -500 became lower than its standard error of 600, becoming null, so the 
effect stops being considered and was replaced with a “–“ in the column. 
For the full models, the intercept would be a healthy control with a value of 
0 in the other variables. For example in Table C-2, the intercept represented a healthy 
control with 0 years of education and no movement or volumes marked as outliers for 
removal during the acquisition in the scanner.  
Finally, the usual abbreviations MCI = mild cognitive impairment, AD = 
Alzheimer’s disease were used.  
  
𝐄𝐟𝐟𝐞𝐜𝐭 =  
𝐜𝐨𝐞𝐟𝐟𝐢𝐜𝐢𝐞𝐧𝐭
𝐬𝐭𝐝.  𝐞𝐫𝐫𝐨𝐫 𝐨𝐟 𝐢𝐧𝐭𝐞𝐫𝐜𝐞𝐩𝐭





Threshold Intercept MCI AD Effect AD 
0.05 2190 ± 90 -100 ± 100 -300 ± 100 -3.33 
0.06 1900 ± 80 -100 ± 100 -200 ± 100 -2.50 
0.07 2190 ± 90 -100 ± 100 -300 ± 100 -3.33 
0.08 2500 ± 100 -100 ± 100 -300 ± 100 -3.00 
0.09 2900 ± 100 -100 ± 100 -300 ± 200 -3.00 
0.10 3300 ± 100 -100 ± 200 -400 ± 200 -4.00 
0.11 3700 ± 100 0 ± 200 -300 ± 200 -3.00 
0.12 4300 ± 200 0 ± 200 -300 ± 200 -1.50 
0.13 4900 ± 200 0 ± 200 -400 ± 200 -2.00 
0.14 5600 ± 200 0 ± 300 -400 ± 300 -2.00 
0.15 6400 ± 200 0 ± 300 -500 ± 300 -2.50 
0.16 7400 ± 200 0 ± 300 -500 ± 300 -2.50 
0.17 8600 ± 300 0 ± 400 -400 ± 400 -1.33 
0.18 10100 ± 300 0 ± 400 -500 ± 400 -1.67 
0.19 12000 ± 400 -200 ± 500 -500 ± 500 - 
0.20 14200 ± 500 -200 ± 600 -500 ± 600 - 
0.21 17000 ± 600 -200 ± 700 -500 ± 800 - 
0.22 20400 ± 700 0 ± 900 0 ± 1000 - 
0.23 24800 ± 900 0 ± 1000 0 ± 1000 - 
0.24 30000 ± 1000 0 ± 1000 0 ± 2000 - 
0.25 37000 ± 1000 0 ± 2000 0 ± 2000 - 
0.26 44000 ± 2000 0 ± 2000 0 ± 3000 - 
 
  
Table C-1. Coefficients from the simple mixed effects model for the 





T. = Threshold. Edu = Education. Mov = movement parameter. 






0.05 1600 ± 100 -50 ± 90 -200 ± 100 -2.00 -3 ± 6 - 3 ± 2 0.02 
0.06 1900 ± 100 -100 ± 100 -300 ± 100 -3.00 -5 ± 6 - 3 ± 2 0.02 
0.07 2200 ± 100 -100 ± 100 -300 ± 100 -3.00 -7 ± 7 - 3 ± 3 - 
0.08 2500 ± 100 -100 ± 100 -300 ± 100 -3.00 -8 ± 8 - 3 ± 3 - 
0.09 3000 ± 200 -100 ± 100 -400 ± 200 -2.00 -11 ± 9 -0.06 3 ± 3 - 
0.10 3400 ± 200 -100 ± 200 -400 ± 200 -2.00 -10 ± 10 - 2 ± 4 - 
0.11 3900 ± 200 -100 ± 200 -400 ± 200 -2.00 -10 ± 10 - 2 ± 4 - 
0.12 4400 ± 200 -100 ± 200 -400 ± 200 -2.00 -20 ± 10 -0.10 1 ± 5 - 
0.13 5100 ± 300 -100 ± 200 -500 ± 300 -1.67 -20 ± 10 -0.07 0 ± 5 - 
0.14 5800 ± 300 -100 ± 300 -500 ± 300 -1.67 -20 ± 20 - -1 ± 6 - 
0.15 6700 ± 300 0 ± 300 -500 ± 300 -1.67 -20 ± 20 - -4 ± 7 - 
0.16 7800 ± 400 0 ± 300 -500 ± 400 -1.25 -20 ± 20 - 0 ± 8 - 
0.17 9200 ± 400 -100 ± 400 -500 ± 400 -1.25 -30 ± 20 -0.08 -10 ± 8 0.02 
0.18 10900 ± 400 -200 ± 400 -600 ± 400 -1.50 -40 ± 30 -0.10 -20 ± 9 0.02 
0.19 13000 ± 500 -300 ± 400 -500 ± 500 - -50 ± 30 -0.10 -30 ± 10 0.02 
0.20 15600 ± 600 -400 ± 500 -400 ± 600 - -60 ± 30 -0.10 -50 ± 10 0.02 
0.21 18800 ± 700 -500 ± 600 -300 ± 700 - -60 ± 40 -0.09 -70 ± 10 0.01 
0.22 22500 ± 900 -400 ± 800 200 ± 900 - -60 ± 50 -0.07 -90 ± 20 0.02 
0.23 28000 ± 1000 -1000 ± 1000 0 ± 1000 - -100 ± 60 -0.10 130 ± 20 0.02 
0.24 34000 ± 1000 -1000 ± 1000 1000 ± 1000 - -130 ± 80 -0.13 -170 ± 30 0.03 
0.25 42000 ± 2000 -1000 ± 2000 1000 ± 2000 - -200 ± 100 -0.10 -230 ± 40 0.02 
0.26 52000 ± 2000 -1000 ± 2000 1000 ± 2000 - -200 ± 100 -0.10 -290 ± 50 0.03 
 
  
Table C-2. Coefficients from the full mixed effects model for the 





Threshold Intercept MCI Effect MCI AD 
0.05 15.5 ± 0.2 0 ± 0.2 - 0.2 ± 0.2 
0.06 15.4 ± 0.2 0.1 ± 0.2 - 0.2 ± 0.2 
0.07 15.2 ± 0.2 0.1 ± 0.2 - 0.2 ± 0.2 
0.08 15.0 ± 0.2 0.1 ± 0.2 - 0.2 ± 0.2 
0.09 14.9 ± 0.2 0.1 ± 0.2 - 0.2 ± 0.3 
0.10 14.7 ± 0.2 0.2 ± 0.2 - 0.2 ± 0.3 
0.11 14.5 ± 0.2 0.2 ± 0.2 - 0.2 ± 0.3 
0.12 14.4 ± 0.2 0.2 ± 0.2 - 0.2 ± 0.3 
0.13 14.2 ± 0.2 0.2 ± 0.2 - 0.2 ± 0.3 
0.14 14.0 ± 0.2 0.3 ± 0.2 1.50 0.3 ± 0.3 
0.15 13.7 ± 0.2 0.3 ± 0.2 1.50 0.3 ± 0.3 
0.16 13.6 ± 0.2 0.3 ± 0.2 1.50 0.3 ± 0.3 
0.17 13.4 ± 0.2 0.4 ± 0.2 2.00 0.3 ± 0.3 
0.18 13.1 ± 0.2 0.4 ± 0.3 2.00 0.3 ± 0.3 
0.19 13.0 ± 0.2 0.4 ± 0.3 2.00 0.2 ± 0.4 
0.20 12.8 ± 0.3 0.4 ± 0.3 1.33 0.2 ± 0.4 
0.21 12.6 ± 0.3 0.4 ± 0.3 1.33 0.2 ± 0.4 
0.22 12.3 ± 0.3 0.5 ± 0.3 1.67 0.2 ± 0.4 
0.23 12.1 ± 0.3 0.5 ± 0.3 1.67 0.2 ± 0.4 
0.24 11.9 ± 0.3 0.5 ± 0.3 1.67 0.2 ± 0.4 
0.25 11.6 ± 0.3 0.6 ± 0.3 2.00 0.2 ± 0.4 
0.26 11.4 ± 0.3 0.6 ± 0.3 2.00 0.1 ± 0.5 
 
  
Table C-3. Coefficients from the simple mixed effects model for the 





Eff. = Effect of coefficient.  
Threshold Intercept MCI Eff. MCI AD Time Eff. Time 
0.05 15.4 ± 0.2 0.1 ± 0.2 - 0.1 ± 0.2 0.003 ± 0.001 0.02 
0.06 15.3 ± 0.2 0.1 ± 0.2 - 0.1 ± 0.2 0.003 ± 0.001 0.02 
0.07 15.1 ± 0.2 0.1 ± 0.2 - 0.1 ± 0.2 0.004 ± 0.002 0.02 
0.08 14.9 ± 0.2 0.2 ± 0.2 - 0.1 ± 0.3 0.004 ± 0.002 0.02 
0.09 14.7 ± 0.2 0.2 ± 0.2 - 0.1 ± 0.3 0.005 ± 0.002 0.03 
0.10 14.6 ± 0.2 0.2 ± 0.2 - 0.1 ± 0.3 0.005 ± 0.002 0.03 
0.11 14.4 ± 0.2 0.2 ± 0.2 - 0.1 ± 0.3 0.006 ± 0.002 0.03 
0.12 14.1 ± 0.2 0.2 ± 0.2 - 0 ± 0.3 0.007 ± 0.002 0.04 
0.13 13.9 ± 0.2 0 ± 0.2 - 0 ± 0.3 0.007 ± 0.002 0.04 
0.14 13.7 ± 0.2 0.3 ± 0.2 - 0 ± 0.3 0.008 ± 0.002 0.04 
0.15 13.5 ± 0.2 0.3 ± 0.2 - 0 ± 0.3 0.008 ± 0.002 0.04 
0.16 13.3 ± 0.2 0.3 ± 0.2 1.50 0 ± 0.3 0.009 ± 0.002 0.05 
0.17 13.0 ± 0.2 0.3 ± 0.2 1.50 0 ± 0.4 0.010 ± 0.002 0.05 
0.18 12.8 ± 0.2 0.3 ± 0.3 1.50 -0.1 ± 0.4 0.011 ± 0.002 0.06 
0.19 12.5 ± 0.2 0.4 ± 0.3 2.00 -0.1 ± 0.4 0.013 ± 0.003 0.07 
0.20 12.3 ± 0.3 0.4 ± 0.3 1.33 -0.2 ± 0.4 0.013 ± 0.003 0.04 
0.21 12.1 ± 0.3 0.4 ± 0.3 1.33 -0.2 ± 0.4 0.014 ± 0.003 0.05 
0.22 11.9 ± 0.3 0.4 ± 0.3 1.33 -0.2 ± 0.4 0.014 ± 0.003 0.05 
0.23 11.6 ± 0.3 0.4 ± 0.3 1.33 -0.2 ± 0.4 0.015 ± 0.003 0.05 
0.24 11.4 ± 0.3 0.4 ± 0.3 1.33 -0.2 ± 0.5 0.014 ± 0.003 0.05 
0.25 11.2 ± 0.3 0.5 ± 0.3 1.67 -0.2 ± 0.5 0.014 ± 0.003 0.05 
0.26 11.0 ± 0.3 0.5 ± 0.3 1.67 -0.2 ± 0.4 0.013 ± 0.003 0.04 
 
  
Table C-4. Coefficients from the full mixed effects model for the 





Eff. = Effect of coefficient.  
Threshold Intercept MCI Eff. MCI AD Effect AD 
0.17 0.0062 ± 0.0006 -0.0006 ± 0.0008 - -0.0007 ± 0.0009 - 
0.18 0.0073 ± 0.0007 -0.0007 ± 0.0008 - -0.0009 ± 0.0009 - 
0.19 0.0089 ± 0.0007 -0.001 ± 0.0009 -1.43 -0.001 ± 0.001 - 
0.20 0.0109 ± 0.0008 -0.0013 ± 0.001 - -0.001 ± 0.001 - 
0.21 0.0134 ± 0.0008 -0.002 ± 0.001 -2.50 -0.002 ± 0.001 -2.50 
0.22 0.016 ± 0.001 -0.002 ± 0.001 -2.00 -0.002 ± 0.001 -2.00 
0.23 0.020 ± 0.001 -0.002 ± 0.001 -2.00 -0.002 ± 0.002 - 
0.24 0.023 ± 0.001 -0.002 ± 0.002 - -0.002 ± 0.002 - 
0.25 0.027 ± 0.002 -0.003 ± 0.002 -1.50 -0.003 ± 0.002 -1.50 
0.26 0.032 ± 0.002 -0.003 ± 0.002 -1.50 -0.003 ± 0.002 -1.50 
 
T. = Threshold. Eff. = effect. Edu = Education. Mov = movement parameter. 
























































































































Table C-5. Coefficients from the simple mixed effects model for the 
variance of the characteristic path length. 
Table C-6. Coefficients from the full mixed effects model for the 




C.4 Coefficients from the mixed effects models for local efficiency 
The same conventions from the previous section apply for this section.  
 
Threshold Intercept MCI AD Effect AD 
0.05 0.764 ± 0.004 0.001 ± 0.006 -0.007 ± 0.006 -1.75 
0.06 0.757 ± 0.005 0 ± 0.006 -0.008 ± 0.006 -1.60 
0.07 0.750 ± 0.005 0 ± 0.006 -0.009 ± 0.007 -1.80 
0.08 0.744 ± 0.005 0 ± 0.007 -0.010 ± 0.007 -2.00 
0.09 0.737 ± 0.005 0 ± 0.007 -0.012 ± 0.007 -2.40 
0.10 0.731 ± 0.005 0 ± 0.007 -0.012 ± 0.008 -2.40 
0.11 0.724 ± 0.006 0 ± 0.007 -0.013 ± 0.008 -2.60 
0.12 0.720 ± 0.006 -0.003 ± 0.008 -0.016 ± 0.008 -2.67 
0.13 0.713 ± 0.006 -0.002 ± 0.008 -0.015 ± 0.009 -2.50 
0.14 0.707 ± 0.006 -0.002 ± 0.008 -0.017 ± 0.009 -2.83 
0.15 0.701 ± 0.007 -0.001 ± 0.009 -0.02 ± 0.01 -2.86 
0.16 0.693 ± 0.007 0 ± 0.01 -0.02 ± 0.01 -2.86 
0.17 0.685 ± 0.008 0 ± 0.01 -0.02 ± 0.01 -2.50 
0.18 0.677 ± 0.009 0 ± 0.01 -0.02 ± 0.01 -2.22 
0.19 0.67 ± 0.01 0 ± 0.01 -0.01 ± 0.01 -  
0.20 0.66 ± 0.01 0.01 ± 0.02 -0.02 ± 0.02 -  
0.21 0.64 ± 0.01 0.01 ± 0.02 -0.01 ± 0.02 -  
0.22 0.64 ± 0.02 0.01 ± 0.02 -0.02 ± 0.02 -  
0.23 0.63 ± 0.02 0.01 ± 0.02 -0.02 ± 0.02 -  
0.24 0.62 ± 0.02 0.01 ± 0.02 -0.03 ± 0.03 -  
0.25 0.61 ± 0.02 -0.01 ± 0.03 -0.03 ± 0.03 -  
0.26 0.60 ± 0.03 -0.03 ± 0.03 -0.05 ± 0.04 -1.67 
 
  
Table C-7. Coefficients from simple mixed effects model for the local 




T. = Threshold. Mov. = movement parameter.  
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Table C-8. Coefficients from full mixed effects model for the local 




Threshold Intercept MCI Effect MCI AD Effect AD 
0.05 0.782 ± 0.005 -0.003 ± 0.006 - -0.009 ± 0.007 -1.80 
0.06 0.775 ± 0.005 -0.003 ± 0.006 - -0.009 ± 0.007 -1.80 
0.07 0.767 ± 0.005 -0.002 ± 0.007 - -0.009 ± 0.007 -1.80 
0.08 0.761 ± 0.005 -0.001 ± 0.007 - -0.008 ± 0.007 -1.60 
0.09 0.755 ± 0.005 -0.003 ± -0.009 - -0.009 ± 0.008 -1.80 
0.10 0.750 ± 0.005 -0.002 ± 0.007 - -0.010 ± 0.008 -2.00 
0.11 0.745 ± 0.006 -0.004 ± 0.007 - -0.011 ± 0.008 -1.83 
0.12 0.741 ± 0.006 -0.005 ± 0.008 - -0.013 ± 0.008 -2.17 
0.13 0.735 ± 0.006 -0.004 ± 0.008 - -0.013 ± 0.009 -2.17 
0.14 0.732 ± 0.006 -0.006 ± 0.008 - -0.016 ± 0.009 -2.67 
0.15 0.727 ± 0.006 -0.007 ± 0.008 - -0.014 ± 0.009 -2.33 
0.16 0.721 ± 0.007 -0.005 ± 0.008 - -0.014 ± 0.009 -2.00 
0.17 0.718 ± 0.007 -0.008 ± 0.008 - -0.01 ± 0.01 - 
0.18 0.716 ± 0.007 -0.010 ± 0.009 -1.42 -0.02 ± 0.01 -2.86 
0.19 0.711 ± 0.007 -0.011 ± 0.009 -1.57 -0.02 ± 0.01 -2.86 
0.20 0.708 ± 0.008 -0.01 ± 0.01 - -0.02 ± 0.01 -2.50 
0.21 0.702 ± 0.008 -0.01 ± 0.01 - -0.02 ± 0.01 -2.50 
0.22 0.697 ± 0.008 -0.01 ± 0.01 - -0.02 ± 0.01 -2.50 
0.23 0.696 ± 0.008 -0.02 ± 0.01 -2.50 -0.03 ± 0.01 -3.75 
0.24 0.69 ± 0.01 -0.02 ± 0.01 -2.00 -0.03 ± 0.01 -3.00 
0.25 0.69 ± 0.01 -0.02 ± 0.01 -2.00 -0.04 ± 0.01 -4.00 
0.26 0.68 ± 0.01 -0.03 ± 0.02 -3.00 -0.05 ± 0.02 -5.00 
 
  
Table C-9. Coefficients from simple mixed effects model for the local 




T. = Threshold. Mov. = movement parameter. 
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Table C-10. Coefficients from full mixed effects model for the local 





Threshold Intercept MCI Effect MCI AD 
0.05 0.760 ± 0.006 0.007 ± 0.007 - 0.003 ± 0.008 
0.06 0.752 ± 0.006 0.008 ± 0.007 1.33 0.004 ± 0.008 
0.07 0.743 ± 0.006 0.010 ± 0.008 1.67 0.004 ± 0.009 
0.08 0.734 ± 0.007 0.013 ± 0.008 1.86 0.005 ± 0.009 
0.09 0.728 ± 0.007 0.011 ± 0.008 1.57 0.004 ± 0.009 
0.10 0.722 ± 0.007 0.011 ± 0.008 1.57 0.003 ± 0.009 
0.11 0.716 ± 0.007 0.011 ± 0.009 1.57 0.003 ± 0.01 
0.12 0.709 ± 0.007 0.01 ± 0.01 - 0.003 ± 0.01 
0.13 0.703 ± 0.008 0.01 ± 0.01 - 0.002 ± 0.01 
0.14 0.696 ± 0.008 0.01 ± 0.01 - 0.002 ± 0.01 
0.15 0.689 ± 0.009 0.01 ± 0.01 - 0.002 ± 0.01 
0.16 0.68 ± 0.01 0.01 ± 0.01 1.00 0.003 ± 0.01 
0.17 0.67 ± 0.01 0.02 ± 0.01 2.00 0.005 ± 0.01 
0.18 0.67 ± 0.01 0.02 ± 0.01 2.00 0.004 ± 0.02 
0.19 0.66 ± 0.01 0.02 ± 0.01 2.00 0.006 ± 0.02 
0.20 0.65 ± 0.01 0.02 ± 0.02 - 0.009 ± 0.02 
0.21 0.64 ± 0.01 0.02 ± 0.02 - 0.004 ± 0.02 
0.22 0.63 ± 0.01 0.02 ± 0.02 - -0.006 ± 0.02 
0.23 0.62 ± 0.02 0.02 ± 0.02 - -0.01 ± 0.02 
0.24 0.60 ± 0.02 0.02 ± 0.03 - 0 ± 0.03 
0.25 0.59 ± 0.02 0.02 ± 0.03 - -0.01 ± 0.04 
0.26 0.57 ± 0.03 0.03 ± 0.03 - -0.01 ± 0.04 
 
  
Table C-11. Coefficients from simple mixed effects model for the 




Mov. = movement parameter.  
Threshold Intercept MCI 
Effect 













































































0.13 0.76 ± 0.05 
0.01 ± 







0.14 0.75 ± 0.05 
0.01 ± 







0.15 0.74 ± 0.06 
0.01 ± 


































0.19 0.70 ± 0.07 
0.02 ± 







































































Table C-12. Coefficients from full mixed effects model for the local 






Threshold Intercept MCI Effect MCI AD Effect AD 
0.05 0.077 ± 0.005 0.004 ± 0.006  - -0.010 ± 0.007 -2.00 
0.06 0.758 ± 0.005 0.004 ± 0.006  - -0.009 ± 0.007 -1.80 
0.07 0.750 ± 0.005 0.006 ± 0.007  - -0.009 ± 0.007 -1.80 
0.08 0.742 ± 0.005 0.006 ± 0.007  - -0.008 ± 0.007 -1.60 
0.09 0.735 ± 0.005 0.006 ± -0.008  - -0.008 ± 0.007 -1.60 
0.10 0.727 ± 0.006 0.008 ± 0.007 1.33 -0.008 ± 0.008  - 
0.11 0.720 ± 0.006 0.010 ± 0.007 1.67 -0.007 ± 0.008  - 
0.12 0.713 ± 0.006 0.010 ± 0.007 1.67 -0.007 ± 0.008  - 
0.13 0.706 ± 0.006 0.011 ± 0.008 1.83 -0.007 ± 0.008  - 
0.14 0.700 ± 0.006 0.009 ± 0.008 1.50 -0.007 ± 0.009  - 
0.15 0.694 ± 0.006 0.010 ± 0.008 1.67 -0.008 ± 0.009  - 
0.16 0.687 ± 0.007 0.010 ± 0.009 1.43 -0.008 ± 0.009  - 
0.17 0.681 ± 0.007 0.010 ± 0.009 1.43 -0.01 ± 0.01  - 
0.18 0.672 ± 0.007 0.013 ± 0.009 1.86 -0.01 ± 0.01  - 
0.19 0.664 ± 0.008 0.02 ± 0.01 2.50 -0.01 ± 0.01  - 
0.20 0.654 ± 0.009 0.02 ± 0.01 2.22 -0.01 ± 0.01  - 
0.21 0.64 ± 0.01 0.03 ± 0.01 3.00 -0.01 ± 0.01  - 
0.22 0.63 ± 0.01 0.03 ± 0.01 3.00 -0.01 ± 0.01  - 
0.23 0.62 ± 0.01 0.03 ± 0.01 3.00 -0.01 ± 0.02  - 
0.24 0.60 ± 0.02 0.05 ± 0.02 2.50 0 ± 0.02  - 
0.25 0.58 ± 0.02 0.05 ± 0.02 2.50 0.01 ± 0.02  - 










Table C-13 Coefficients from simple mixed effects model for the local 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix D. BrainNet Viewer visualizations 
 
Labels for the nodes, in sagittal views, corresponded to the numbers given at Table 
3-1. Colors corresponded to the networks: memory retrieval (yellow), default mode 
(cyan), cingulo opercular task control (dark blue), salience (dark red). 






Threshold = 0.22. Sagital views: left (top) and right (bottom).  
As can be seen from Figure D-2, the amount of nodes and edges made 
interpretation difficult. Therefore, this kind of visualization was not widely applied. 
 
Figure D-2. Mean healthy control network in the first examination.  
