ABSTRACT
I. INTRODUCTION
A close collaboration between industry and academia is important to both sides, and this collaboration should be based on similar views of the studied problems and their importance [18] . Setting common goals and achieving a shared understanding is important for successful industry-academia collaboration. Having consensus on goals for collaborative research is a real challenge [11] .
The key constraint of regression testing is the maintenance of the regression test suite (adding new test cases or updating or deleting obsolete test cases) [20] , [26] . Test suite maintenance is not an easy task and if not done in a correct manner, utility of the test suite will be decreased and associated risks will be amplified [12] . To measure the success of regression testing, we need to define the regression testing goals. Chernak [4] emphasizes that test suite evaluation is the basis for the improvement of the overall testing process.
In earlier work Engström et al. [7] investigated regression testing practices and challenges using the focus group meeting and an online questionnaire with the industry practitioners. We complement these findings by exploring the value for practitioners and researchers alike. The objective is to reflect on how to evaluate regression testing. By choosing the right measures for the goals of a successful regression testing.
From the EASE (Embedded Applications Software Engineering) project platform, together with the testing practitioners, we identified 7 software testing challenges in 3 companies. These companies operate in mobile-communications, surveillance, and embedded software systems. To identify the testing challenges at the companies, we utilized the SERP-test taxonomy. The SERP-test is designed to support the industry-academia collaboration [6] . The identified challenges were related to test planning, test design, and test execution. Out of these challenges, 3 were related to regression test selection, regression test prioritization, and test suite minimization. With the consultation of companies' representatives, we find that companies were more interested to cope with the regression testing challenges. This study is a step forward in the identified direction, with a focus on understanding the regression testing goals. To determine the scope of the study, we have formulated the following research question:
RQ: What are the views of academics and practitioners about regression testing?
We conducted a focus group study with industry and academic participants. 7 experts participated in the study. Among the participants, 4 were representatives of testing practitioners from 2 large companies, and 3 were senior researchers from 2 universities. The contributions of this study could be listed as, a) regression testing definition, b) success goals, c) information needed (questions) to evaluate the success and d) measures to answer the questions. The reminder of this paper is structured as follows: Section II presents the related work, Section III presents the detail about the methodology (i.e. planning, design, and conduct of the focus group). Threats to validity have been discussed in Section IV. Study results have been discussed in Section V, and conclusions on key findings have been presented in Section VI.
II. RELATED WORK
Researchers believe that industry-academia collaboration in software engineering is very low [9] , [10] , [11] . Garousi et al. [9] emphasize the importance of collaboration between industry and academia to support improvement and innovation in the industry. Ramler et al. [21] , suggest the collaboration between industry and academia for the improvement and innovation of software testing in the industry. This collaboration could be the basis for transferable and empirically evaluated results. To facilitate the collaboration between industry and academia, Engström et al. [6] proposed a taxonomy of testing. The taxonomy can assist to improve communication between practitioners and researchers. It can work for both types of communication (i.e. direct communication and indirect communication).
Kapfhammer [14] pointed out the limited adoption of regression testing techniques, the reason identified is the lack of empirical evaluations. Chernak [4] stresses the importance of test suite evaluation as a basis for improving the test process. Chernak emphasizes that objective measures should be defined and built into the testing process to improve the overall quality of testing. Rothermel & Harrold [22] , [23] , proposed a 5 step framework to evaluate the regression testing techniques.
Engström et al. [8] suggested that more empirical evaluations conducted in industrial settings are required to facilitate the adoption of RT research in practice. The authors concluded that in order to enable practitioners to utilize the outcomes of research on testing, these outcomes must be evaluated in the actual environment. Through a focus group and an online questionnaire, Engström & Runeson [7] conducted a survey on regression testing practices, authors investigated what is considered regression testing by practitioners i.e. the definition, purpose and scope of it. They further investigated the challenges practitioners face with respect to regression testing. Our work complements the results of [7] , as our subjects are the representatives of both sides (i.e. industry and academia). It is comparatively more focused, as purpose was to identify the regression testing goals.
We conducted an exploratory study to systematically elicit the goals, information needs and measures. We are focusing on industryacademia collaboration within regression testing challenges. The current focus is on regression test suite evaluation, as the first step in this study we tried to establish the regression testing goals.
III. METHODOLOGY
Focus groups are used to acquire the viewpoints of a group on some defined topic, which is a common area of interest for all group members. The key role in the focus groups is the moderator, who is responsible for guiding, facilitating and making sure that the discussion stays focused. Different guidelines are available for focus groups, Kontio et al. [15] , [16] have deduced software engineering specific guidelines for conducting focus groups. Our approach to conducting the focus group was aligned with [15] , a brief description about each step is given in the following sub sections.
A. Planning the research.
It is essential to make sure, that the focus group is suitable for the planned work [15] . Considering the research question presented in Section I, our intention was to know the viewpoints of academics and practitioners about regression testing. Focus group was selected as it facilitates discussion, immediate reflection and it helps find the depth of the problem and some potential ideas for future research. As part of planning, we acquired the informed consent of the participants. We did also inform all participants about the purpose of the activity.
B. Designing the focus groups.
Focus group can comprise 3 to 12 participants, but a suitable number is between 4 and 8 [15] . We invited 7 participants from 2 Sweden based companies and 2 Swedish universities. Among the invited participants, 4 were testing practitioners from the companies (2 from each). 3 participants were senior academics from 2 universities. It is important to mention that all 3 academics are actively involved in software testing research. A brief description of the participants is shown in Table I .
We followed the GQM approach for the focus group. GQM is an established method for planning and executing software engineering research and capturing software engineering related phenomena [3] . We phrased the questions using the interview guide formulated by Petersen et al. [19] . Table II shows the GQM template for the evaluation of regression testing, the template is divided into 5 activities (i.e. A1. A2, A3, A4, & A5). The purpose of A1 and A2 was to identify and prioritize the regression testing goals respectively, whereas A3 was to elicit the information needs (questions) corresponding to the identified goals. A4 was to capture the measures that could be used to answer the questions of related goal(s), while the objective of A5 was to know about the measures that the industry experts are actually using for the evaluation of test suites. 
C. Conducting the focus group session.
A focus group may last for 2 to 3 hours and it should have a predefined schedule. Within one session, the number of issues to be focused should be limited so that participants can have sufficient time to give their opinion on every aspect of the topic [15] . We allocated 2 hours for the activity, 30 minutes were assigned for setting up the focus group environment and introducing the basic purpose to the participants, although the overall objective was already communicated. We used the following schedule in the focus group: 1) Introduction: Short introduction to the goals of the workshop.
2) Round-the-table: What is regression testing in your view? Describe in one to 2 sentences. 3) Summarizing, presenting and verifying. 4) GQM-Activity (Table II) . 5) Summarizing, presenting and verifying (after every GQM, i.e. A1....A5). 6) Closing (Any other reflection or discussion points? Next steps). We used color stickers (green and yellow) for data collection, green stickers were used by the practitioners and yellow stickers were used by the researchers. Discussion points were recorded by 2 of the authors. We took several breaks in between to collect the answers (to gather the sticky notes), cluster similar answers, put logical labels on clusters. Reflect on the names of the clusters and also whether individual sticky notes belong in it. Finally, we presented the initial results and asked the participants to verify the labels according to their given options.
D. Analyzing the data and reporting the results.
We followed the inductive approach for data analysis. It is a systematic approach for analyzing qualitative data [25] , [17] .
According to Thomas [25] ,
"inductive analysis refers to approaches that primarily use detailed readings of raw data to derive concepts, themes, or a model through interpretations made from the raw data by an evaluator or researcher".
The inductive approach allows the findings to emerge from the raw data without imposing any restrictions, the approach revolves around 3 steps: 1) data reduction, 2) data visualization and 3) conclusions and verifications .
We collected the sticky notes from the participants and made the groups of the responses along with the labels (reduction). We displayed the results to the participants and asked them to verify the labels with reference to their options. For example, we received the 43 options for regression testing goals, we reduced the options to 10 by making the clusters of the options on the basis of similarities. After the clustering of the data, results were displayed and the participants were invited to verify the labels according to their given options. In the second phase, together with the authors, results were reviewed by all participants in a separate review meeting, resultantly identified anomalies were fixed in the results.
The inductive approach provided us with the required flexibility to understand the viewpoints of the experts. The outcomes of focus group study are presented in Section V.
IV. THREATS TO VALIDITY
This study presents the viewpoints of academics and practitioners about the goals, information needs and measures of regression testing. The results presented here are of an exploratory nature. We addressed the threats to validity according to guidelines of Runeson and Host [24] .
Construct Validity: This aspect of validity is regarding the underlying operational measures, concepts and terms of the study. One potential threat to construct validity for our study is the subjects of the study representing 2 different working environments (i.e. academics and industry). Potentially they can have different understanding of concepts and terms. To mitigate the threats to this aspect of validity, we started with the exploration of the perception of participants about regression testing. To ensure the common understanding about the concept and terms during the entire focus group meeting.
Internal Validity: This aspect of validity threat is important if causal relations are examined. Generally, we can state that studying causal relationships was not in the scope of this study. It is a descriptive/interpretive study, as it presents the viewpoints of the participants. We created a mapping between information needs and measures, that is the only causal relationship presented in the study. The mapping created between information needs and measures requires empirical evaluation to determine the validity of relationships between information needs and measures.
External Validity: This aspect of the validity refers to the generalization of findings. We selected subjects of the study from academics and industry, to ensure the acceptability of results for both communities (i.e. practitioners and researchers). But as the practitioners were representing only 2 companies, so acceptability of results cannot be ensured in all companies working in the field of telecommunication. Further analytical generalization of results is possible, to support this we have reported the information of the participants in Table I .
Reliability: To ensure the reliability of the study, we triangulated the results, as we presented and verified the initial results to the participants during the focus group meeting. Later after the complete analysis, results were presented to all participants in a review meeting. For detail please refer to the Section III-D. Goals and measures identified in this study have not been verified through actual implementations.
V. RESULTS AND ANALYSIS

A. Defining Regression Testing.
As a kick-off activity, we asked the experts to give their opinion about, [What is regression testing in your view?]. The purpose was to elicit the definition of regression testing with respect to participants' perception/experience. 5 out of 7 people came up with their definitions, presented in Table III . Here an interesting fact that can be drawn from the individual definitions is the agreement between the views of academics and practitioners. We find that, the definitions presented at S.No. 1, 2 and 5 are almost the same and could be grouped together. Similarly, definitions at 3 and 4 are on same lines and we can group these 2 as well. After collecting the 5 definitions, we presented the definitions to the participants. Participants were agreed with our grouping scheme i. [7] . We selected this definition as it represents the practitioners' perspective and it could be regarded closer to our concept. Second and third are the standard definitions taken from IEEE software Engineering terminology [5] , and IEEE, Systems and software engineeringvocabulary [13] respectively.
1) "Regression testing involves repetitive tests and aims to verify
that previously working software still works after changes to other parts. Regression testing shall ensure that nothing has been affected or destroyed" [7] .
2) "Regression testing is defined as retesting a system or component to confirm that changes cannot introduce any new bugs or causes other code errors, and the system or component can still follow the prescribed requirement specification" [5] .
3) "Regression testing is the selective retesting of a system or component to verify that modifications have not caused unintended effects and that the system or component still complies with its specified requirements" [13] .
We observed that the definitions finalized in our study are closer to the definition presented by Engström and Runeson [7] . The distinctive factor of the definition proposed in our study is that it presents the viewpoints of both practitioners and researchers, while Engström's definition presents the viewpoints of practitioners only. On the other hand IEEE standard definitions is about that after the modification modified system or component still conforms to the specified requirements. That is system or component still works correctly after the changes. Our second definition conforms with the standard definitions. If we look at the individuals' definitions presented in Table III 3 words (make sure, guarantee, and trust) are prominent. This indicates that through regression testing our experts are seeking some assurance about the system's correctness, a guarantee that future work is possible and a trust on what they have done. Moreover, the results indicate that practitioners and researchers have similar viewpoints on the definition of regression testing that addresses one of the challenges highlighted in Section II.
2) Regression Testing Definition Adopted:
During the second phase of the study (i.e. presentation of results and obtaining feedback from the participants), it was decided to adopt a single definition for the study. The agreed upon opinion was to merge the two definitions into a single definition in a way that it should represent the viewpoint of all participants. Later on, we combined the both definitions and created the following definition:
Regression testing is an activity which makes sure that everything is working correctly after the changes to the system. It builds the trust, that nothing has broken in the system and it guarantees to continue work in the future.
B. GQM Activity.
To execute the GQM (Goal, Question, Metric) theme, we used the GQM template, the template of questions used here are the inspiration from [19] . We divided this activity as A1, A2, ..., A5 as listed in Table II . The purpose of A1 was to elicit the goals and A2 was to prioritize the goals. A3 was for the elicitation of information needs (questions) to achieve the regression testing goals. With the A4 we intended to collect measures for answering the questions related to information needs. Finally, with the A5 intention was to know about the measures that are currently used by the practitioners. The concept followed in the study is represented in Figure 1. 2) The customer/user finds no further bugs/flaws. 3) No issue leakage. 4) Ensure that the system fulfills the desired properties and no stopping bug slipped away. 5) We have no issue leakage on release. With the consent of participants, we decided to group the identified goals on the basis of similarities and assign an appropriate label for each group. Hence the identified goals were restricted into 10 regression testing goals. The final list of the goals along with the description about each goal is shown in Table IV .
1) A1-Goals
There are some goals identified by the participants, which are either irrelevant or too generic in scope. For example, visual overview could be taken as irrelevant or too broad in scope. Similarly, automation could be subsumed in efficiency. Achieving desired pass fail rate has been highlighted by 4 participants, if we see the goal description it can be subsumed by the effectiveness goal. It is important to highlight that visual overview and automation were identified by only one participant.
Confidence, Efficiency, and Effectiveness are the goals identified by the majority of participants. Here it is important to mention that a goal identified by more participants does not refer to its importance, rather it only shows how may subjects have pointed out a particular goal. G5 (i.e. confidence) was identified by all 7 participants, but with varying descriptions. For example, some of the perceptions can be summarized as, "Stakeholders are confident with the reached quality and/or we can ensure that nothing is broken." To measure the desired quality or to determine that nothing is broken, requires multiple testing metrics.
2) A2-Goals Prioritization:
Next task was to assign the priority order to the elicited goals. The question asked to the participants was, [Which success factors/goals are most important to you? Prioritize]. The participants were asked to assign priorities against every goal, each participant was given 10 points to prioritize. We used colored markers for priority assignment, red for researchers and Black for practitioners. As the distribution of experts was not equal on both sides (i.e. 3 researchers and 4 practitioners), we decided to normalize the priority of both sides. For normalization we devised an equation presented at (1) .
Here NP = Normalized Priority, AP = Actual Priority and N = No. of Experts.
The normalized priorities along with the total points are shown in Table V . G5 (i.e. Confidence) was marked with 21 total points, G2 (i.e. High precision) was given 17 points while G1 (i.e. Fault slippage to customer) was third in the list with 14 points. It was observed that in most cases there was a sort of agreement between researchers and practitioners. But there was a complete disagreement regarding the priority of some goals. We can see that for researchers G1 & G5 are the highest priority goals with equal priority, whereas for Practitioners G5 is the highest priority. Similarly, G8 and G9 are somewhat important for practitioners but researchers assigned zero to both the goals. An interesting fact, that we think is important to mention here is that the participants on both sides marked zero priority for G7 (i.e. effectiveness). Although this goal was identified by all 7 participants. And it is among the goals which have been cited in the literature by different authors [2] , [4] . We found similarity in views of both sides, regarding the top 3 goals (i.e G5, G2, & G1 respectively). As G5 (Confidence) was ranked as the highest priority goal by the participants, and considering its generic nature we decided to elicit the information needs for G5, in the next phase of the focus group (i.e. A3). During the final review meeting participants were agreed to consider G1, G2, G3, G5, & G6 as the final list of goals. . We decided to elicit information needs only for G5 (i.e. confidence), we took the decision because of the following reasons:
1) Because of the generic nature of the goal.
2) It was ranked as the highest priority goal by the participants.
3) It was highlighted that, to achieve this goal multiple metrics need to be evaluated.
47 questions (information needs) were identified by the participants. During analysis, we find that a majority questions are similar. On the basis of identified similarity, we grouped these 47 questions (information needs) into 10. The final list of information needs questions is shown in Table VI . The questions with most options were, Have critical parts been covered? (16 options) , and What are the test outcomes? (10 options) . A majority of information needs listed in Table VI are quantifiable, but some information needs are relatively generic in nature. Information need listed at Q2 (Team Experience) cannot be taken as a direct testing metric, but it is important with regard to confidence. Similarly, Q6 (Confidence perception) is not a specific metric, still it can affect the measure of other factors. Product characteristics listed as Q9 can determine the complexity of the product, this can also affect confidence perception. We can draw a correlation between Q2, Q6, and Q9. After finishing with the clustering, the final list of grouped information needs was presented to the participants for the verification of the clusters. Later in the results review meeting, all the stakeholders were agreed to consider Q1, Q3, Q4, Q5, and Q7 as the final list of information needs to achieve the confidence goal. Participants were agreed about the subjective importance of Q2 and Q7 with respect to the underlying goal of confidence. Table VII . Later together with the experts we started a brainstorming activity to find the possible mapping between the questions and measures. We carried the activity in a step wise manner. That is, for every single goal we asked the experts to map it with possible measure(s). 4 measures (i.e. M1,M2,M3, & M4) were mapped to 7 questions (i.e. Q1, Q3, Q4, Q5, Q7, Q8, and Q10). The finalized GQM (goal-question-measure) mapping is shown in Figure 2 . There is no predefined measurement mechanism regarding the evaluation of regression testing that could be used. Instead, they rely on their experience, to evaluate the success. Their agreed-upon statement about the measurement was, it is a gut feeling, that we have tested enough and we are successful. To further continue and to come up with some substantial outcome, we added another question. PQ: Do, we actually need to evaluate the success of regression testing? We asked the participants to provide their opinion about the need for measuring the regression testing. There was a consensus among the participants about the importance of measuring the success of regression testing. It was emphasized that suitable measures need to be defined and used in the companies. It was also highlighted, that participating companies are interested to implement an evaluation mechanism/framework to measure the success.
6) Related Measures Presented in the Literature:
To make a way towards the identification/implementation of evaluation framework, we decided to identify the measures from literature and test the identified measures in the partner companies. As a starting point we identified some measures from literature to further strengthen our findings.
Rothermel and Harrold [22] , [23] presented a complete framework for the evaluation of the regression testing techniques. They suggested inclusiveness, precision, efficiency, generality, & accountability as measures to evaluate the regression testing. Horváth et al. [12] used code coverage & partition metrics for measuring fault detection capability and fault localization. They defined coverage metric (Cov) as a ratio of the number of procedures in a code group P that are covered by test group T. Whereas they defined partition metric (Part) to express the average ratio of procedures that can be distinguished from any other procedures in terms of coverage. output uniqueness is defined by Alshahwan and Harman [1] , who define the output uniqueness as if the 2 test cases yield different kinds of output. The authors believe that this metric can help in effective fault detection capability, it also works for fault finding consistency.
Vidacs et al. [26] uses the code coverage, efficiency & uniqueness for Assessing the Test suites of large system. The authors argue that better coverage or partitioning can be achieved using more test cases, provided test cases are different. But, in case if such test cases are added to the test suite, which covers the same code, they will increase the test suite size possibly with little additional benefit. They suggested measuring the efficiency, that (refer to the relative number of test cases in test suite), to measure efficiency, they defined coverage efficiency (EFFCOV) and partitioning efficiency (EFFPART). Coverage efficiency refers to the average number of procedures covered by a test case, while partitioning efficiency shows that on average, how much a single test contributes to the partitioning capability of whole functional unit. To measure uniqueness authors used 2 metrics (specialization metric SPEC and uniqueness metric UNIQ). SPEC shows how specialized a test group is to a code group, while the UNIQ metric measures what portion of the covered elements is covered only by a particular test group.
To measure the effectiveness, Chernak [4] named his measure as defect, which is the ratio between the number of defects covered by a test suite to the number of defects missed by the test suite. Athanasiou et al. [2] argued that test code quality has 3 dimensions completeness, effectiveness, and maintainability. They defined assertion density as a measure of calculating the effectiveness of test code to detect the defects. For the effectiveness of test code authors also suggested directness as measure, they defined directness as it measures the extent to which the production code is covered directly. Test suite evaluation metrics and corresponding measures selected from literature are presented in Table VIII . 
7) Mapping between Focus Group and Literature Findings:
As we mentioned already, due to the time constraint, we investigated only one goal (G5) in the subsequent steps of the focus group session. Therefore we decided, to create a mapping between the goals presented in the Table IV , and metrics/measures we find in the literature. Majority goals listed in the Table IV are specific and measurable. Measures presented in the literature can be mapped to identified goals. For instance, G1 can be mapped to the metric "Fault detection capability" , related measures have been discussed in the following studies [1] , [2] , [12] . G2 & G3 can be mapped to the metrics "precision " and "inclusiveness" defined in [22] , [23] . Similarly, G6 can be linked to the metric "Efficiency" presented in [22] , [23] , [26] . Finally, G7 can be mapped to "effectiveness" metric discussed in [2] , [4] . The measures identified from literature can also be mapped to some of the questions listed in Table VI 
VI. CONCLUSIONS
The study presented the definition of regression testing. The distinguishing factor of the presented definition is that it represents the viewpoint of testing experts from industry and academia. This study also presented the viewpoints of the participants about the goals of regression testing. Results were obtained in a focus group study, GQM approach was followed to elicit information from the participants. 10 regression testing goals were identified, which were further restricted to 5 goals by the participating experts after the priority assignment. G5 was regarded as the highest priority goal. We identified 10 questions (information needs) required to achieve the goal (G5). We also identified 5 measures, later 4 measures were mapped to the 7 questions (information needs).
Every participant contributed her/his share in the study and showed a commitment till the end. The contribution of experts from both sides (i.e. researchers and practitioners) during the GQM activity, was equal. We observed some level of agreement between the practitioners and researchers regarding the regression testing definition and goals. There were some points of disagreement as well, regarding the priority of goals. It has been revealed that at present, practitioners (participating) are not using explicit measures to evaluate success. Rather they rely on their experience to guess that they have tested enough and they are successful.
The study concludes, that by using such platforms industry academia can come closer to each other. Such collaborations can help in defining the concepts acceptable for both communities. This kind of studies can help the researchers to work on actual industrial problems. Resultantly, practitioners could be able to cope with the real challenges with the help of research.
This study identifies the need for test suite evaluation framework/mechanism for regression testing in a real industrial setting. We will continue with identification and implementation of evaluation measures, in collaboration with the partner companies and ultimately an acceptable evaluation framework would be identified and implemented.
