Background: Fission yeast Schizosaccharomyces pombe and budding yeast Saccharomyces cerevisiae are among the original model organisms in the study of the cell-division cycle. Unlike budding yeast, no large-scale regulatory network has been constructed for fission yeast. It has only been partially characterized. As a result, important regulatory cascades in budding yeast have no known or complete counterpart in fission yeast.
Background
Fission yeast Schizosaccharomyces pombe and budding yeast Saccharomyces cerevisiae are among the original model organisms in the study of the cell-division cycle [1] . In particular, our understanding of the cell cycle of S. cerevisiae was greatly enhanced over the last decade owing to several genome-wide expression studies [2] . Based on such high-throughput studies, detailed regulatory networks for budding yeast were reconstructed on genomewide scale and complexity, e.g., [3, 4] . Yet, unlike S. cerevisiae, no comprehensive cell cycle regulatory network is known for S. pombe. It has only been partially characterized [2] . As a result, important regulatory cascades in budding yeast have no known or complete counterpart in fission yeast.
Past comparisons of networks, which revealed both conserved and divergent control elements for similar modules across different yeasts species [5] , highlighted the importance for constructing a large-scale regulatory network for fission yeast. Recently, three independent microarray studies have generated genome-wide time course gene expression data for the cell cycle of S. pombe [6] [7] [8] making it currently the organism with the largest cell cycle transcriptome. A subsequent meta-analysis [9] of ten experiments from the three studies was a first step towards aligning the data sets but no major attempt to reconstruct a S. pombe regulatory network has been made. Using one of the gene expression time course studies of the S. pombe cell cycle, Nachman and Regev [10] used a Biochemical Regulatory Network Inference (BRNI) method to identify transcriptional-and motif-based modules comprising some of the known and novel regulatory networks that control the fission yeast cell cycle. However, the limited gene expression data set representing a single form of cell cycle synchronization (elutriation), the noise inherent in the small data set and phase-specific differences between genes and transcription factors (TFs) all pose real challenges to the discovery of a comprehensive and reliable regulatory network.
In this study, we reconstructed a global gene regulatory network along with a comprehensive parts-list of co-regulated genes and significant regulators to allow systemlevel modularization of the interconnected processes involved in the S. pombe cell cycle. We adopted two algorithmic strategies for constructing the parts-list: 1) using the estimates of time period and phase angles from a nonlinear model, we computed phase-specific time-lagged correlations between TF-gene pairs to infer the activities of a large set of regulators and 2) partitioning a large pool of genes into clusters that are not only co-expressed in many of the ten time course experiments but are also co-regulated in the ten TF deletion and over expression experiments. These two workflows converged to produce a phase-specific network of regulatory modules. Finally we dissected the network to identify cis-elements that may indicate putative mechanisms for phase-specific transcriptional and post-transcriptional regulation of the fission yeast cell cycle.
For the researcher, the modularization of the S. pombe cell cycle by our gene and module networks allows for investigation of various phase-specific hypotheses on fission yeast cell cycle regulation. Due to the lack of strong evidence of transcriptional regulation in the G2 phase of the S. pombe cell cycle, as compared with S. cerevisiae, it was speculated that post-transcriptional regulation might be more active in fission yeast [2] . Indeed among the enhanced clusters of ribosome biogenesis genes that express during the G2 phase in S. pombe, we identified new, highly significant and distinctive RNA motifs in their 3' UTR sequences, thus lending support to that hypothesis. We provided evidence for transcript decay of these genes with the help of statistical analysis of their time course profiles and data from previous experiments. Thereby, we also demonstrated how our parts-list could be systematically mined for generating interesting experimentally testable hypotheses.
Results

New modules and regulators at M and G1 phases
Using a curated collection of 125 TFs in S. pombe with known or predicted protein domains [11] , we computed phase-specific time-lagged correlation of expression profiles of all TF-gene pairs. The statistically significant (within each experiment) and consistent (across multiple experiments) correlations helped us identify a TF that is active within a phase-specific regulatory context as well as its targets therein. Specifically, a TF's activity (or TFA) is its weighted average effect as a regulator on the downstream targets at a given time point. Using Network Component Analysis (NCA) [12] we inferred strongly periodic TFAs for 36 TFs (listed in Table 1 ) with respect to 531 target genes (Additional file 1) during different phases of the cell cycle ( Figure 1 ). Indeed the activity profile (Additional file 2) for almost every TF (in the form log 10 (TFA) time courses) had a single, dominant periodic component as determined by the Average Periodogram method and the p-value from the related g-statistic [13] (Table 1 , Figure 2 ). The Average Periodogram for each of the time courses plotted in Figure 2 is used to detect the presence of a dominant frequency of cell cycle oscillation. Almost every TF shows a single principal oscillation frequency in mutual agreement with the one cycle period. This is indicative of their regulation by common regulatory processes in a strongly periodic manner. While we identified most of the TFs that are GO annotated for cell cycle regulation, many new candidates were also inferred (e.g. an early M phase HMG box TF SPBC19G7.04). Based on the regulatory matrix of the 36 TFs and their downstream targets in multiple experiments, we reconstructed a gene regulatory network (Additional file 3), which could be mined for inferring phase-specific modules and sub-networks. For instance, a majority of the 36 TFs were found to regulate one or more modules in the M and G1 phases ( Figure 3A and see Additional file 4). In addition, specific gene-level regulatory links may be studied by dissecting the global network. For instance, a subnetwork of early M phase clusters ( Figure 3B ) revealed a new regulatory hub in the form of the HMG box TF SPBC19G7.04 (denoted by an arrow in Figure 3B ), besides such well-known hubs as the key TF ace2 and the polo kinase plo1.
Clusters of co-regulated genes lead to new phase-specific control elements
As a basis of our large-scale regulatory network, we sought out to construct a parts-list (as defined in [14] ) of statistically significant cell cycle components such as a large number of co-regulated gene clusters and their putative regulators. To increase statistical power for detection of new or subtle modes of regulation, we enhanced a Bayesian algorithm [15] with new strategies to co-cluster different types of experiments and identify co-regulated genes. The revised algorithm accommodates heterogeneous data types by modeling (individually) each of the ten cell cycle time course experiments and the ten TF deletion or overexpression experiments with suitable basis functions. With the help of effective priors to model the periodically expressed profiles apart from the monotonic trends, the algorithm produced an optimal clustering of 2000 fission yeast genes into 31 disjoint clusters ( Figure 4 , and Additional file 5 Figure S1 ). Details regarding the 31 clusters of co-expressed genes are summarized in Table 2 . A complete list of the 2000 genes categorized by the cluster numbers is in Additional file 6. We also determined the regulatory signature of every cluster (Additional file 5 Figure S2 ). An example of a periodic cluster containing 49 genes expressed in M phase is shown in Figure 5 .
The co-regulated genes within the clusters were characterized and validated. Gene Ontology (GO) analysis Transcription factor activities over the course of cell cycle revealed that many of the genes within the clusters were represented by known functional categories from different stages of the cell cycle ( Table 2 ). Testing of circular uniformity of peak phase angles of genes in each cluster determined that 29 out of 31 clusters were cell cycle phase-specific. Circular-circular Regression (CCR) [16] showed that during cell cycle progression, the phase ordering of the 31 clusters exhibited significant (P = Statistical significance of the transcription factor activities Figure 2 Statistical significance of the transcription factor activities. Most of the strongly periodic activity profiles (log 10 (TFA)) of the 36 selected TFs have a single dominant frequency of oscillation. The x-axis marks the different Fourier frequencies and the y-axis represents the Average Periodogram [13] . Clearly the dominant Fourier frequency, marked by a spike, is very prominent in every TF, and is indicative of its strongly periodic profile. Further, the similarity among the locations of the spikes across all 36 TFs shows their regulation by common cell cycle processes. Also see Table 1 for the related p-values that measure the periodicity of each profile. 0.037) coherence across the ten time course experiments. Significant (P < 10-9) and non-redundant putative binding sites, many of which were conserved across different fission yeasts, were detected for most of the clusters (Table  2) . Several new and interesting motifs were observed (e.g. TGTAWGC in Cluster 4) beside some that were previously known (e.g. the forkhead FKH motif TTGTTTAC).
Dissecting M and G1 phase subnetworks
Post-transcriptional regulation of ribosome biogenesis genes
Post-transcriptional regulation plays a key role in the control of gene expression in terms of processing, transport, localization, quality control and turnover of mRNA transcripts. Therefore, systematic identification of targets for such regulation is of fundamental importance to the investigation of multi-layered gene regulation [14, 15] . In the present study, we identified new, highly conserved motifs in the 3' UTR sequences of 65 co-regulated genes from clusters 25 and 26 that are involved mostly in ribosome biogenesis in S. pombe ( Figure 6A ; the genes are listed in Table 3 ). Two single-stranded motifs U [UG]UU [CG]G and GGG [AU] in 3' UTR [17] were highly statistically significant (P < 10 -47 and 10 -67 respectively) with strong positional bias within the range of the first 300 nucleotides. In the most significant occurrence of the resulting RNA motif (as in SPBC26H8.08c), they appeared overlapped as UUC-UUCGGGUUUUAA with a small loop structure, denoted by (see Figure 6A ). See Additional file 7 for associated likelihood scores. Dominant GO categories of biological process and cellular component for the proteins encoded by the genes containing the motifs include RNA process-ing (P < 10 -39 ) and nucleus-nucleolus (P < 10 -52 ) respectively (the gene products are described in Table 3 ).
The transcriptome and the proteome have long been compared to gain insights on RNA turnover [18] [19] [20] . Thus, to explore the present hypothesis, we analyzed comparative transcriptomic and proteomic measurement data of S. pombe gene expression from a previous high-throughput study [21] . Genes with low correlation between their transcriptomic and proteomic levels could be substantially regulated by post-transcriptional mechanisms [22] . Both types of measurements were available in the above data for 22 of the 65 genes that had the motifs, and for 30 of the remaining genes (in clusters 25 and 26) that did not. We first computed the percentile scores separately for each measurement to be able to compare them on the same scale ( Figure 6B ). As shown in the lower left (blue) quadrant, the few genes with the motifs and low transcript levels are correlated with their protein product expression. Given this data set, perhaps it may be reasonable to assume that the mRNA abundance in the cells is sufficient for carrying out various biological processes during the cell cycle. However, the correlation between the transcriptomic and proteomic levels for the genes with high expression and containing the motifs was lower (P = 0.07 not significant for H0:ρ = 0 at level 0.05) than those without them (significant correlation with P = 0.004). Indeed most of the genes carrying the motifs and having aboveaverage transcript level (percentile score > 0.5) have a steadily low protein level (percentile score < 0.5; see red quadrant in Figure 6B ) potentially indicative of transcript decay or short half-life. Conversely, the majority of genes without the motifs had a protein level consistent with their transcript level (blue quadrants). Similarly, high correlation (ρ = 0.66) was observed for cell cycle genes in general highlighting further the discrepancy between the transcriptomic and proteomic levels of many of the genes that contained the motifs [21] . Given the generally high values of AUG Context Adaptation Index (mean = 0.56, s.d. = 0.15) and ribosome occupancy (mean = 81%, s.d. = 4.3%) of these genes [23] , the discrepancy may be more likely due to post-transcriptional regulation than to lack of translational efficiency.
We believe that the shapes of the time-course profiles of genes containing the RNA motifs can provide useful information regarding the pattern of their decay in G2-phase. We used standard statistical measures such as skewness and kurtosis of a time course [24] to describe the decay characteristics. The skew and excess kurtosis statistics measure respectively, the asymmetry and the peakedness of a profile that could shed light on the temporal pattern of its decay. For instance, while a left skewed profile (given by a negative value of skew) may represent an early peaking gene, a heavy right-tailed profile (given by a positive excess kurtosis) denotes slow decay rate. Therefore, we first computed the skew of each of the above 65 profiles restricted to the first full duration of the G2 phase, and then the kurtosis by focusing on the right tail (see Table 3 ). We noted that most of the genes are expressed in early-to mid-G2 phase, i.e. with left or negative skew, as is consistent with the ribosome biogenesis expression previously observed [6] . Clearly, most profiles had a sharp decline as G2 progresses, which are captured by the negative excess kurtosis of their right tails.
Discussion
In the study of the systems biology of a unicellular organism such as fission yeast, the importance of the intercon- Figure 6A ). Figure 6A ). (Continued) nected cell cycle processes cannot be over-emphasized. However, the processes could be studied both in terms of their connectedness to each other as well as their cell cycle phase-specificity. To encompass both the global and the local aspects of the underlying gene regulatory network for S. pombe, we took a 3-step approach. First, using genome-wide expression data from multiple experiments, we reconstructed a gene regulatory network based on 531 downstream target genes of 36 transcription factors that were identified to have strongly periodic activity during the cell cycle ( Table 1 , Figures 1 and 2) . Second, we coupled TF mutant data from ten microarray studies with time course expression data from ten cell cycle experiments with the help of an enhanced Bayesian co-clustering algorithm. The co-regulated and phase-specific gene modules (Figure 4 ) led to the identification of many new conserved cis-regulatory elements ( Table 2 and Figure 6A ). Third, we dissected some parts of the above network to identify cell cycle phase-specific control elements to show how the gene regulatory network and the parts-list could be used for generating hypothesis about S. pombe cell cycle regulation.
Co-expressed gene clusters with regulatory signatures
Gene Cluster Gene Product P-value of expression Skew Kurtosis
Using new computational strategies and a large gene pool, we constructed a comprehensive parts-list of key regulatory genes, many interesting TFs and binding motifs, and phase-specific modules that offer insights on different aspects of the fission yeast cell cycle regulatory program (see Figure 6 for example). Beyond a core of 500 strongly cell cycle regulated genes in S. pombe [25] , based on observed transcript oscillation, it has been noted that the number of genes that might be regulated by the cell cycle, due to reasons that are adaptive or otherwise, could be as many as 2000, approximately two-thirds of which may be weakly regulated [6] . Indeed if we observe the ranking of all genes by the variance of their peak phases across ten independent experiments as determined by Marguerat et al. [9] , then the top 2000 genes show surprisingly low variance. Thus, to identify a comprehensive set of co-regulated genes that are potentially cell cycle-related, we clustered expression data for a pool of 2000 genes in S. pombe having highly consistent cell cycle phase characteristics (see Additional file 8 for the list of the 2000 genes).
As described in the Results section, the depth of the pool enabled us to detect new, unexplored modes of transcriptional and post-transcriptional gene regulation in S. pombe.
In contrast with previous studies [26] , the larger pool size in the present study posed a computational challenge to conventional clustering, which was compounded by the relatively large number of time course and non-time course regulatory experiments. Without the regulatory signatures, solely time course clustering of such a large number of genes produced noisy clusters (data not shown). However, common clustering algorithms that do not distinguish between heterogeneous types of data are more likely to identify primarily the genes with the most consistent periodic profiles across experiments, while identifying the remaining majority of genes as "noisy" and clustering them arbitrarily. To address this, we enhanced the power of detection of an earlier Bayesian coclustering algorithm [15] with the capacity to produce clusters of genes that are co-expressed in many, but not necessarily all of the experiments. Using a mixture of regressions based on the cluster-experiment error variances (see Methods and Additional file 5 Figure S3 ), the strategy of formalizing the notion of a clustering consensus among independent experiments made our algorithm robust against inter-study variation. As a result, unlike earlier studies that did not use high-throughput data and focused on small-scale networks of biochemical interactions in the S. pombe cell cycle ( [27, 28] , our approach based on the comprehensive parts-list offers both broad and specific insights.
An ideal window for exploring an interesting phase-specific sub-network is the early M phase, which is the onset of intense regulatory activity involved in mitosis. The regulation by multiple forkhead TFs of different pathways leading to mitosis is well-studied [2, [29] [30] [31] . Indeed in our NCA, fkh2 displays strong late G2 activity (Figure 1) . Recently, Nachman and Regev [10] , using a Biochemical Regulatory Network Inference (BRNI) approach, have shown that cell-division specific genes ace2 and fkh2 act together in a combinatorial regulation way and that fkh2 and sep1 are involved in a negative feedback loop that may control regulatory activity at the G2/M phase of the fission yeast cell cycle. Interestingly, fkh2 also shows high coordination with SPBC19G7.04 (Figure 1 and Additional file 5 Figure S4 ), a HMG box TF that is periodically expressed (P < 10 -33 ) at the onset of M phase [9, 32] . Assuming that TFs with similar TFA profiles might function together [12] , it is interesting to check for possible regulatory associations among these factors targeting the M phase-specific clus- Table 3 : Genes from clusters 25 and 26 carrying the 3'UTR RNA motifs (the list is ordered exactly as depicted in Figure 6A ). (Continued) Post-transcriptional regulation of ribosome biogenesis Figure 6 Post-transcriptional regulation of ribosome biogenesis. A) Genes from the clusters for ribosome biogenesis and related protein assembly and cellular component organization containing statistically significant and conserved RNA motifs in their 3' UTR first 300 bases. The two motifs (see logos) have positional and directional bias and sometimes appear as a combined motif. The genes are listed in the displayed ordering in Table 3 . The predicted structure of the motif with the highest likelihood score is also shown. B) Post-transcriptional cis-regulation at these motifs is tested against previously published experimental data [21] . The red points mark the transcriptomic versus proteomic levels of the genes with the motifs while the blue points depict that for genes from the same clusters without the motifs.
A) B)
ters. For instance, a large number of the promoters for genes in cluster 4 (an early mitotic cluster), contained two strong motifs (TGTTTTAC and TGTAWGC) with best matches for binding sites of the forkhead domain (FoxF2, P < 10 -10 ) and HMG box (HMG-1, P < 0.001) respectively. Many of these promoters actually contain both types of binding sites, and in opposing-strand orientation, potentially indicative of combinatorial regulation (Additional file 5 Figure S5 ). While HMG-box TFs are known to associate with forkhead TFs for ribosome biogenesis in S. cerevisiae [33] , their dual role with respect to chromatin, which is partly structural and partly regulatory, might be particularly favorable for the intensely active regulation at the onset of mitosis. For instance, besides acting as a conventional TF, some HMG-box TFs can also induce changes in the DNA structure that enhance binding of other TFs [34] . On the other hand, a forkhead TF that binds to condensed chromatin during mitosis could use chromatinremodeling for regulation [35] . In S. cerevisiae, fkh2 not only regulates the G2/M specific clb2 (cyclin B) cluster [36] , it also represses clb2 with the help of a chromatinremodeling ATPase that re-positions nucleosomes in the clb2 promoter [37] .
Intriguingly, no systematic study of HMG-box TFs in fission yeast is known although it is the only TF family that has (60%) more regulatory members present in S. pombe than in S. cerevisiae [11] . As a regulatory hub in our predicted early M phase network, SPBC19G7.04 is linked with well-known periodically expressed mitosis and cell division proteins such as klp6 and klp8 (kinesin microtubule motor proteins required for chromosome segregation), some of which also contained both forkhead and HMG-1 motifs in their upstream regulatory sequences (data not shown) and are potential candidates of associated regulation.
While pointing out the gap in S. pombe regulatory cascade as compared to S. cerevisiae, it was suggested that posttranscriptional regulation might play a major role in the much longer G2 phase of S. pombe [8] . With the help of our large gene pool, we focused on two early-to-mid G2 clusters (25 and 26) containing weakly expressed ribosome biogenesis genes. Ribosome biogenesis possibly involves both transcriptional and post-transcriptional steps of gene expression regulation [38] , with diverse control elements in budding and fission yeasts [5] . In S. cerevisiae, genes encoding factors involved in ribosomal RNA (rRNA) synthesis and ribosome assembly were among those having the least stable transcripts [39] . Given that orthologous genes could have similar turnover across species [40] , it is possible that mRNA stability plays an important, if not critical, role in the multi-layered regulation of ribosome biogenesis genes in S. pombe [23] .
Transcript stability is often regulated by specific interactions between cis-elements in the 3' untranslated region (UTR) of mRNAs and hundreds of different RNA binding proteins (RBPs) in the cell [41, 42] . Using some of the recently developed resources which specifically search for RNA motifs that may be recognized by different RBPs [17, 43, 44] , we identified highly conserved sequence and structure based RNA motifs in the 3' UTR sequences of 65 ribosome biogenesis genes. Interestingly, these RNA motifs were not significant in the S. cerevisiae orthologs of the 65 genes (the only 3' UTR motif reported for nucleolar proteins in the catalog by [43] is GAA.UAUUCA, a distinct motif). Neither were the motifs significant in other gene clusters in S. pombe such as the M phase cluster 31. It is therefore possible that the motifs we identified are bound by proteins that perform highly distinctive (species-, location-and phase-specific) post-transcriptional regulation.
Statistical analysis of the time course profiles of the 65 ribosome biogenesis genes containing the motifs indicated low RNA turnover. Despite the general pattern of their expression --peaking early in G2 followed by fast decay by mid G2, there were exceptions ( Figure 6B and [20] ) --and hence the reported motifs may not have a uniformly destabilizing effect. Therefore, we suspect that with more detailed experiments, further regulatory classification is possible. For instance, several genes containing the RNA motifs (such as lcp5, rrp5, rrp9, utp14, esf2, utp6, utp16) encode small nucleolar U3 RNP (ribonucleoprotein) associated proteins that form parts of a complex involved in rRNA processing and ribosome biogenesis [45] . Indeed post-transcriptional regulation of such a specific functional class has been observed recently [46] . Thus, it is possible that motifs such as those reported above could act as control elements not only for regulating the level, but also the quality of RNA as needed for ribosome biogenesis and other processes in S. pombe.
Finally, we understand that like any computational derivation, our gene and module networks are based on modeling assumptions which may not fully capture the complexity of the multi-layered regulatory program of the S. pombe cell cycle. While they are based on different types of data from many experiments, the networks could still be enhanced by future studies from various "omic" approaches. For instance, detailed ChIP-on-chip studies, which have greatly enhanced our understanding of the local protein-DNA interactions in S. cerevisiae, could provide similar support to our networks.
Conclusion
Our fission yeast regulatory network can form the starting point for a variety of inquires. Together with different supporting genome-wide data for the organism such as its sequence [47] , proteome [21] , localization [48] , expres-sion intermediates [23] , interactome [49] , orthology [50] , etc., it offers the scope for a wide range of analysis. In particular, as shown above, the underlying parts-list can be mined for insights on different phase-specific regulatory mechanisms involved in the cell cycle. It also provides a basis for generation of plausible hypotheses for experimental investigation. In this direction, we provided new testable evidence for the hypothesis [8] of post-transcriptional regulation of the G2 phase in S. pombe in the form of new RNA motifs for the ribosome biogenesis genes. As future work, we are interested to pursue some of the above results experimentally.
Methods
Data
The ten time course microarray experiments on fission yeast cell cycle used in the present study were based on two synchronization methods --elutriation (Elu) and Cdc25 block-release (Cdc25) --and referred to as Peng Cdc25 and Peng Elu; Oliva Elut1 & 2 and Oliva Cdc25; Rustici Cdc25 1 & 2 and Elu 1, 2 & 3. See the previously published work [6] [7] [8] for more details. The ten regulatory knockout, overexpression or stress experiments, referred to as Sep1, Sep1p, Nuc2, N-starvation, Cdc25, Cdc22, Cdc10, Cdc10-4hr, Ace2, Ace2p, are also previously described [6, 8] . The data were normalized by the original experimenters. Therefore, no normalization was performed in this investigation. However, missing values were imputed using the kNNImpute algorithm with the default parameter settings [51] . For post-transcriptional regulation analysis, we used high-throughput proteomic and transcriptomic data for S. pombe from [21] , and also the mRNA stability study by [23] . Data on ribosomal occupancy and Codon Adaptation Index were also obtained from [23] . Sequence data for fission yeast Schizosaccharomyces japonicus was obtained from the Fungal Genomes website of Broad Institute of MIT and Harvard University.
Data analysis strategy
Our data analysis strategy to identify components in the fission yeast regulatory network consists of two parallel workflows. The first is Bayesian co-clustering [15] of the cell cycle and the regulatory gene expression data sets for 2000 periodic genes (see Additional file 5) followed by circular-circular regression (CCR) [16] . For the median profile of each cluster, a random periods model (RPM) [52] was fit. CCR methodology was applied on the estimated phases of all the median profiles across ten experiments to determine the phase coherence of the clusters over the experiments. The details of the clustering algorithm are fully described in Additional file 5. The second workflow used estimated period parameters from the RPM to obtain significant TF-gene pairwise time lagged correlations as priors for Network Component Analysis (NCA) [12] . Using Peng Cdc25 and Peng Elu data sepa-rately, we inferred significant TF activities (TFAs) of 36 TFs during the cell cycle and identified their potential targets (see Additional files 2 and 9 respectively). The activity of a TF is determined by the effect (suitable log-linear decomposition of the gene expression matrix according to the proposed network connectivity) of the TF on its downstream targets as a function of time. The Gene Regulatory Network Inference (GRNInfer) software [53] with default parameter settings (λ = 0.0 and threshold = 1 × 10 -3 controlled the sparseness and the complexity of the network respectively) was used to reconstruct the "consistent" interactions of the 36 TFs with significant activities and the 531 regulatory targets of the TFs based on the five smaller Rustici time course experiments (Elu 1&2 and Cdc25 1, 2&3). The contribution of each experiment to the reconstruction of the gene network was weighted by the average signal to noise ratio from the RPM (Additional file 5 Table S1 ). Consistent interactions are the connections of network nodes that are reproduced reliably in each of the five experiments (see Additional file 3 for the network). Listed below are the details of the models, algorithms and statistics used for the correlation analysis.
Bayesian co-clustering methodology
In this section, we are not introducing new methodology but pointing out extensions to an earlier algorithm described elsewhere [15, 54] . We enhanced the algorithm with strategies to co-cluster data from different types of high-throughput experiments. This was achieved by using suitable basis functions to model the individual data types. In particular, we combined time course cell cycle expression data with TF mutant data to identify co-regulated modules. Further, we used a mixture of regressions based on the cluster-experiment error variances to formalize clustering consensus among independent experiments. This allowed the algorithm to produce clusters of genes that are co-expressed in many, but not necessarily all of the experiments thus increasing statistical power and robustness against inter-study variation. For the sake of completeness and reproducibility, we described the methodological details and the steps of the algorithm in Additional file 5.
TF-gene pairwise time-lagged correlation analysis
We started with a curated list of 125 known transcription factors in S. pombe with identified protein domains [11] . 
x assuming that the transformation sufficiently models the activation of a gene by a TF in a nonlinear (sigmodial) fashion.
The time lag correlation between the j th TF's and g th gene's time course expression profiles over the first full time period of the cell cycle experiment (which is least affected by loss of phase synchronization, and allows a lag between the activation of the TF and the peak phase of the gene) was computed using Spearman's rank correlation.
Let φ g denote the estimated phase angle of gene and let T (in minutes) denote the estimated cell cycle period of a particular experiment [52] . Then the phase angle for a gene or TF in minutes is given by . The TF-gene specific time lag (phase separation) is computed as where m is index of the time point corresponding to the first full period of the cell-cycle for the g th gene over values of the offset k, an integer in the "inclusive" range {-3,...3}, to account for uncertainty in the determination of the true lag. The significance of each r jg is determined with a twosided p-value based on 100,000 random permutations corresponding to the null hypothesis that the TF-gene pair is uncorrelated.
Further criteria were applied to filter out spurious and non-significant TF-gene correlations. First, genes with known peak expression at phase transition points in the cell cycle in S. pombe (such as protein-serine/threonine kinase hsk1 required for S phase initiation) were used as demarcations to assess the phase separation between the expression of a TF and the response of a gene. A pair is filtered if its phase separation interval contained demarcation genes from multiple transition points or exceeded 120 degrees. If so, the p-value of that correlation was assigned to 1. This phase-specificity imposed a biological constraint on the TF-gene pairs, limiting the extent of a TF's regulatory influence based on its phase information. Second, within each of the ten experiments the p-value for every pair was subjected to multiple hypotheses testing with a q-value threshold of 0.05. Only a TF-gene pair with significant correlations (each of q < 0.05, and having the same sign) in at least a third of the nine experiments was qualified for NCA based on data from the tenth. Assuming a Binomial distribution model, the probability that a TFgene correlation was significant in k ≥ 3 of the n = 9 experiments by chance alone is 0.0023. The Peng Cdc25 and Elu data sets were individually held out of the correlation analysis and reserved for separate runs of NCA.
Phase Coherence among multiple experiments
In this section we are not introducing any new methodology but describing previously published work [16] for completeness sake for reader's convenience so that the paper is self contained. For any given experiment, the phase angle corresponding to cell cycle genes are points on a circle which intrinsically satisfy an (un)known order amongst themselves due to their biological functions. However, due to variability in the underlying data, it is possible that the order of the estimated phase angles of the cell cycle genes may not be same across experiments. If order of the phase angles are preserved across a pair of experiments, then clearly one can align the phase angles of the two experiments by simply rotating the one of the circles and then moving the points within the circle until the two circles are as close to each other as possible. This can be accomplished using circular regression [56] . If there are k cell cycle experiments then one can perform k pairs of circular regressions to align all the circles. Using this principle a methodology was developed [16] with which we could evaluate if a given collection of gene clusters shows phase coherence in multiple independent cellcycle experiments. It is said to be coherent if the ordering of the estimated median phase angles of the clusters across experiments is preserved up to circle-circle regressions. That is, by performing a series of circle-circle regressions, it should be possible to "align" the clusters' phases. A p-value was derived for performing the test using a previously described method [16] . In our analysis of the median values from the clusters of the time course data, one cluster was not represented in the two Peng experiments and therefore was excluded from CCR.
Network Component Analysis and other programs
To infer transcription factor activities (TFAs), we used the Network Component Analysis (NCA) program [12] . The activity of a TF is the effect (suitable linear combination of the gene expression according to the proposed network connectivity) of the regulator on the downstream targets it controls at a given time point. Since the NCA algorithm allows prior knowledge of the regulation between the i th gene and j th TF to be input as a connectivity matrix, we used only the significant TF-gene correlations from the time lag correlation analysis for this purpose and as follows:
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where +1 is activation, -1 is inhibition and 0 no interaction. The Peng Cdc25 and Elu time course experiments were individually used as the gene expression data input to NCA. Briefly, NCA models gene expression as a function of TFA and the corresponding control strengths (CS) of a transcription factor target interaction. In log-log form the model is written in matrix notation as:
where E ij = log(g i (t j )/g i (t o ), g i (t j ) is the expression of i-th gene evaluated at time t j , A is the regulatory network of control strengths where A ij denotes the control strength of transcription factor j on gene i (A ij = CS ij ), P ij = log(TFA i (t j )/TFA i (t 0 )) with TFA i (t j ) being the i-th transcription factor activity evaluated at time t j , and Γ represents the noise from the DNA microarray experiment. The dimensions of E, A and P are (N × M), (N × L) and (L × M), respectively, where N is the number of genes in the network, M is the number of data points or experiments conducted, and L is the number of transcription factors used in the analysis. TFA i (t j ) and CS ij are estimated using the regulation (indicator) matrix (equation 3), the gene expression data and the Expectation-Maximization (EM) algorithm with an epsilon = 1 × 10 -6 for conversion. Using the Peng Cdc25 data 39 TFs with TFAs on 784 were obtained and using the Peng Elu data 47 TFs with TFAs on 894 targets were obtained. The intersection of the results from the two NCAs led to the identification of 36 TFs with TFAs (Additional files 2 and 9) on 531 regulatory targets.
The R package CircStats was used to compute circular statistics of the peak phases of genes in every cluster. By coupling gene-wise phase information for 10 experiments with the meta-analyzed list of all genes it was observed that approximately 1,900 genes could be rejected (after FDR adjustment) at significance level 0.05 for the null hypothesis that a gene's phases are uniformly distributed across 10 experiments. The same count increased to more than 2,100 genes when the experiment in which a gene deviated most from its median phase was excluded [57] . Hence we chose the top 2,000 genes in the above list (we computed the circular variance of their phases) for our clustering purposes (for gene list see Additional file 8). A p-value threshold of 0.01 was used for the test of circular uniformity to identify diffuse clusters.
For binding site analysis, BioProspector [58] was used to discover conserved DNA motifs in the upstream regula-tory regions of co-expressed clusters. Only the two most significant motifs per cluster, both with p-value less than 10 -9 , were output. No motif was output for a diffuse cluster. A motif clustering program was used to filter the redundant motifs [59] as well as to recognize the previously known motifs [6, 8] . The following databases were used: protein-protein interactions obtained from BioG-RID [49] , p-values for periodicity and regulation of expression profiles from Cyclebase.org [32] , candidate binding sites from JASPAR [60] , and upstream sequences from GeneDB [61] . The DNA motifs were searched against JASPAR with STAMP [62] and plotted with MotifViz [63] . The RNA motifs were identified with FIRE and RNApromo [17, 44] . Sample skew and sample excess kurtosis of time courses were computed with the R package FinTS. The skew was computed for the first full range of G2 phase in Peng Cdc25 time courses spanning 150-270 min., and the kurtosis for the sub-range 190-270 min. to focus on the right tail. Data on AUG Context Adaptation Index and ribosome occupancy were obtained from [23] . The pvalue of gene expression (Table 3) is due to the gene-specific P(reg) entry in Cyclebase.org [32] . The periodicity and dominant Fourier frequency for the log 10 (TFA) profiles were determined with Fisher's g-statistic (Table 1 ) and the Average Periodogram ( Figure 2) using GeneCycle [13] . The module network (Additional file 4) was computed using four Cdc25 and four Elu data (Oliva Elu 1&2 not used) with Genomica [64] . Gene Ontology based associations were computed with Genecodis [65] . 
