Introduction.
In a recent communication on the problem of the rotating string or chain, I remarked the fact that of the great variety of problems on the equilibrium of strings there are few, if any, which treat cases other than those in which the field of force is rectilinear, namely parallel or central, and that consequently problems in which the string has a free end are too trivial, as far as the general question of equilibrium is concerned, to deserve mention, f The object of the present discussion is to enlarge upon that remark.
It will appear in § 6 that there is a large class of cases other than rectilinear which may be explicitly integrated by quadratures.
Let it be assumed that the string lies in a plane field of force derivable from the potential V. The condition of equilibrium is then expressible by means of the calculus of variations as I p Vds a minimum, f ds a constant, where p is the density. | The integral to render a minimum becomes
(1) f Fds = f (pV+X)ds (? a parameter).
This type of integral, where the integrand is the product of a function of position and the differential of arc, is of frequent occurrence in the applications of the calculus of variations. It includes the propagation of light in a medium, in which F is the index of refraction, and the brachistochrone problems, where F is the reciprocal of the velocity.
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The differential equation of the extremals in cartesian coordinates is V ' dx\ V1 + y>2J ^y dy or (3) Fy"=(Fy-Fxy')(l+y't).
This latter equation may be written in simpler form as (4) y" + cbxy'¡ -ebyy'*+cbxy'-eby=0, <b mm log F.
These equations are of the second order and third degree. Such equations have the property that their degree as well as their order is unchanged by the general point transformation (5) x = X(x,y), y=Y(x,y),
except that the resulting equation may be of lower degree owing to the vanishing of some of the coefficients in the transformed equation.
The question of the integrability of an equation of the second order may be viewed in several lights.
From Lie's point of view, the question is as to the existence of 0, 1, 2, 3, or 8 independent infinitesimal transformations admitted by the equation. * In this direction Lie himself and his pupil Tresse have carried on investigations in which the differential invariants figure prominently, f These methods are applicable to equations of higher degree than the third. On the other hand K. Liouville, without making use of Lie's methods but none the less by employing invariants of (5), has discussed this case of a cubic in y in extended detail.J Leaving for the present the further consideration of these methods, I shall begin without introducing the theory of invariants.
If the equation y" = co(x, y, y) is to admit the infinitesimal transformation the condition given by Lie § (% -2& -•£/)• -tny's + i%, -*K)y'2 + (H. -Uy + *« _ -f®* -n», -lvx + (n" -fjy' -^y'2] <v s °* See, for example, Lie-Scheffbes, Differentialgleichungen, especially Abteilung 5. Zyy -Ht* + ZA + £*<!>*-Hm, -VK » 0 ' % -2K + 2fr*. + 8*A -\t -ZK -V<t>m = o, *" -*VV + %%<rv + %4>v -ZA, -ZK -V^ -0, of the second order in the two independent variables x, y and the two dependent variables f, n to have a common solution.
It is physically obvious and readily verified on equations (8) that, if F and consequently V and cf> ave functions of one variable alone, say », there is a common solution £ = 0, n = 1 which amounts to a translation along the equipotentials V = const. In like manner if F is a function of r = Vx2 + tf alone there is the obvious common solution f = -y, n = » which represents a rotation about the center of force at the origin. The complete integration of these two cases seems to have been familiar to John Bernoulli ; * the results are
in terms of quadratures, from which it is easy to see cases that are and cases that are not such that the form of the curve can be expressed by trigonometric, hyperbolic, or elliptic functions.
2. Transformation to equipotential curves. If the reason for the integrability by quadratures in the foregoing cases be sought, it is seen to lie in the fact that the equation (2) in the first case, and the similar equation in polar coordinates in the second case, reduces to one term and is immediately integrable to v 1 r"ff 1
wherein the variables are separable. Now, inasmuch as F is a function of V alone, a transformation to curvilinear coordinates u, v, in which one set of curves is the set of equipotentials and the other set is any independent family will take (1) into the form (11) fFda, da = VAdu2 + 2Bdudv + Cdv2
where F is a function of V alone, and if the method of integration used in (10) and (9) is to be available it is necessary and sufficient that A, B, C be likewise functions of V only. 
where it should be particularly noted that cb regarded as a function of m,n is the logarithm of the square of F regarded as a function of those variables instead of the logarithm of F. Incidentally the set of equation (8) becomes
V"" -2£1(m + ebnVn -2ebme;n4-epmJ+cpt¡nrl = 0, P _2n + cbP-2ebn+eb P + cb n = Q.
On introducing the transformation to the equipotential curves, that is,
where it is assumed that g is a function of V(m, n), the integral to minimize is (11) where by virtue of «..* , hdu-qdv 7 gdv-hdu (14) dm= " --V-, dn= "-¡r~~~< A=
A" A.
+ 0, j FVdmàn, the expressions for A, B, Cave merely (1R\ A hmh" 9 7? 9mK+9nhm f, 9m9n.
and these are, under the present hypotheses, to be functions of V and consequently of g. The conditions may be restated in better form.
It is evident that
But if the sum of two quantities and the sum of their reciprocals is known, so is their product and hence their difference and finally the quantities themselves. It may be noted that in the derivation of these conditions the assumption has tacitly been made that none of the four quantities gm, gn, hm, hn, which occur in denominators, vanish.
In case gm or gn should vanish there would be no need of a transformation to equipotentials.
In case hm or An should vanish a similar discussion of A, B, C shows that the conditions (16) are none the less satisfied. It may further be noted that of the four conditions only three, in particular the last three, are independent.
Furthermore, the function g may be replaced by V or F which are functions of g : the more general function g has been introduced to cover the cases in which some function of F or V might be simpler to treat than F or V. The results may be stated as Theorem 1. The conditions that the extremals of the problem (1) jF(x, y)d8, d8= Vdx2 + dy2, a minimum may be found by direct quadrature by transformation to the equipotentials are that the three quantities (16') 9m9^ 9mki S'A» w and n given by (12), where g is any convenient function of F, be functions of F.
3. Further discussion of the conditions. The expression of the fact that the functional determinants of each of the three functions (16') and g vanish is This leads to a restatement of the conditions in a modified form in the Theorem 2. The conditions that the extrémala of (1) may be found by direct quadrature by transformation to the equipotentials is that g or F or V shall satiafy the partial differential equation
and that a function A may be found to aatisfy the equations (176) fAmn-Ann-^,AB=0, fA^-^A^-fV'A^, subject to the restriction that A = gmhH -gnhm 4= 0 and with ifr = gn/gm.
It may be noted that the function ifr may really be introduced because it was seen that no restriction would result from assuming that neither gm nor gn vanish. It is also evident that if g is a solution of (17a), so is any function of g. Furthermore certain solutions of this equation are known, namely, (18) g= ®(am+ bn+ c) and g= <l>[(»i + a)(n + 6)], $ an arbitrary function, a, b, c arbitrary constants, which correspond to the cases of a force parallel to a line or acting toward a center. As there are two equations (175), it is not to be expected that they may be satisfied unless the function y¡r which occurs in the coefficients is restricted ; and it is hardly probable that this restriction is no more than equivalent to (17a). It may turn out, however, that in a given example not even the necessary condition (17a) is satisfied. For instance, in the previous communication in the Annals of Mathematics the potential function was of the form » + cy2, which is immediately seen to fail in satisfying this condition.
The transformation to equipotentials would therefore be useless.
To bring in the conditions (176), the first equation may be differentiated with respect to m and multiplied by yfr and then added to the derivative of the second with respect to n. The derivatives of the third order drop out and so do those of the second order if A be substituted from the second of the equations and mm * the result reduced by the relation -^^ + yjrn = 0 which is an equivalent of (17a In the first case yjr may be obtained at once in the form r = mfx(n)+f2(n) and after substitution in •^frm + yjrn = 0, which was seen to be the equivalent of (17a) The results may therefore now be summed up in the general Theorem A. The casea of central and parallel field are the only caaea in which a transformation to the equipotentials and to any other System of curvea will enable the integration to be carried out immediately owing to the lack of one of the variablea in the integrand Fds.
* The oomplete work was, however, used as a check on this statement.
It therefore appears that the quest of cases in which the discussion of a string with a free end is other than trivial must be along a less restricted direction. Before attacking this problem, I will make a digression in the following article.
4. On the integration of p2t -q2r = 0. The integration of equation (17a), although not required in the discussion of the problem here treated, offers some points of interest owing partly to the fact that it belongs to the difficult class of differential equations of the second order and of degree higher than the first, partly to the method employed.
In the usual notation the equation is fdz\2d2z fdz\2d2z a . .. which again is a first complete integral and corresponds to the case of parallel forces. The first general integral here cannot be found by elimination. The elimination is not readily carried out in case 0 is an arbitrary and not an assigned function.
On the other hand the first general integral of the equation may be found by interchanging the dependent variable ifr with one of the vari- There appears to be no way of obtaining the general solution in a form in which no elimination is necessary.
5. On the reduction of the equation of extremals to the type y" = 0. If the equation which determines the extremals is to admit an infinitesimal transformation, the set of four equations (8) or (8') must have a common solution for f and n. The method of determining the conditions for a common solution is stated very clearly by Tresse.* In the first place the given equations should be written in a canonical form by solving for certain of the derivatives of highest order, here the second ; then the equations should be differentiated until there are enough equations to solve for all the derivatives of the resulting highest order.
In this case one differentiation will suffice to allow a solution for the derivatives of the third order. These equations are to be joined with (8') and (20) and further conditions of integrability are to be sought.
Before taking this matter up, it may be noted that if (21) are satisfied identically, the conditions of integrability are certainly fulfilled and no further work is necessary. This will be the case if A = B = 0. A reference to the work of R. Liouville* will show that these conditions are the same as his I/x=I>2=0, which are the necessary and sufficient conditions that the equation (4' (28) e-h(N"+ h'N'+ h"F)fe*dm + e~h(Ñ" + h'Ñ'+h"Ñ)=2( M'+g'M), with a similar equation from the fourth of the set.
As (28) is an identity for all values of m and n and as Íe9 dm and e~h may without loss of generality be considered as not identically constant, it follows that the three equations M' + g'M=0, The specialization which their results undergo when applied to the particular equation (4') does not appear to be sufficient to render the equation of the third order integrable in terms of quadratures.
For further details concerning this case reference is therefore made to the original sources.
Thus far the discussion has been wholly on the assumption that the given equation (4') admits a group of eight parameters.
To derive the conditions, which will be in the shape of partial differential equations, that cb must satisfy in order that (4') shall admit a group of one or two or three parameters is an exceedingly tedious task at computation, whether pursued by the differentiation of (21) and the comparison with (8) to obtain further conditions of integrability or attacked by the more systematic methods of differential invariants as indicated by Tresse or R. Liouville.}:
Moreover, the partial differential equa-*That this formula satisfies (3) or (4) may be seen at once on eliminating Cx, C.¡, /Tby differentiation are on substituting RX = S", R, = -Sx, the conditions for conjugate harmonio functions.
fLlE, in a memoir quoted as Norw. In simple cases it is frequently possible to set up and actually solve the set of simultaneous partial differential equations for P and v which arise from the application of Lie's condition (7) to a given equation ; and in such cases as I have tried it appears that this method of actual solution, which will give the values of f and n if there are any, is no longer, if as long, as the methods of differential invariants.
For instance, there are five equations, y" = 6y2 + X, y" = 2y3 +xy + a,
y'^Ç+e^l-y2), ¡i y' =yy~ + e'(ay2 + l)-e2xtf, of particular interest owing to the fact shown by Painlevé, that they are the only equations of the second order y" = B(y', y,x), where B is rational in y , algebraic in y, and analytic in », which have fixed critical points and which define functions that are uniform over the entire complex plane and are new transcendents. *
The substitution of ta = 6 y2 -f » in (7) 
