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Re´sume´ - La robotique en essaim est un domaine e´mergent
de la robotique qui s’inte´resse aux syste`mes multi-robots
auto-organise´s, souvent caracte´rise´s par de grands nombres
d’unite´s. Dans cet article, le domaine est de´taille´ en faisant le
point sur les re´sultats obtenus jusqu’ici, ainsi qu’en illustrant
quelques tendances futures. En particulier, une ide´e de l’e´tat
de l’art dans le domaine est donne´e en re´sumant les re´sultats
expe´rimentaux re´cents utilisant de vrais robots, ainsi qu’en
de´crivant certaines me´thodes d’analyse et de synthe`se en
train de s’imposer dans la robotique en essaim. L’impression
ge´ne´rale est celle d’un domaine vivant, en pleine e´volution,
centre´ sur l’inge´nierie mais avec une forte ouverture vers
les sciences naturelles, qui est pourtant encore loin d’avoir
atteint sa maturite´. Nous espe´rons que cette contribution
soit en mesure de faire partager notre enthousiasme pour
le domaine et montrer a` la communaute´ robotique franc¸aise
l’inte´reˆt scientifique et applique´ de ces syste`mes robotiques.
Mots-cle´s - robotique en essaim, mode´lisation, synthe`se de
comportement, intelligence collective
I. INTRODUCTION
La robotique en essaim est un champ de recherche re-
lativement nouveau qui s’inte´resse a` la coordination auto-
organise´e de syste`mes multi-robots, et tout particulie`rement
a` ceux qui consistent en un grand nombre d’unite´s dont la
complexite´ est minimise´e. Cette simplicite´ vise´e de l’e´le´ment
robotique individuel permet d’envisager une miniaturisation,
des re´duction de couˆts, une de´gradation progressive plutoˆt que
soudaine de la performance collective optimale face a` une
changement dynamique du nombre de robots, ainsi qu’une ro-
bustesse ame´liore´e au niveau du syste`me mais aussi des robots
individuels. Originellement inspire´ par des exemples naturels,
principalement dus aux insectes sociaux [1], le champ de la
robotique en essaim applique les principes de l’intelligence
collective aux syste`mes robotiques, dans le but de tirer parti de
comportement globaux complexes e´mergeant des interactions
locales entre les agents et l’environnement, perturbe´es par le
bruit et la porte´e limite´e de leurs moyens de perception, de
communication et d’actuation.
Les applications potentielles de la robotique en essaim sont
des contextes exigeant une miniaturisation extreˆme (nano-
ou micro-robotique) ou ne´cessitant la coordination de larges
nombres de robots, comme par exemple des re´seaux robo-
tiques de perception distribue´e. Les contextes pre´sentant des
contraintes de couˆt, de fiabilite´ ou de vitesse de calcul comme
le de´minage [2] ou la recherche de cibles [3] apparaissent aussi
souvent comme justification.
La quasi-totalite´ de la recherche en robotique en essaim
s’est initialement concentre´e sur la bio-inspiration, a` savoir
l’imple´mentation de me´canismes biologiques au sein d’un
collectif robotique. Si par exemple l’action de communiquer
par l’entremise de signaux de´pose´s dans l’environnement, la
stigmergie, est essentielle pour expliquer les comportements
des insectes sociaux et a e´te´ utilise´e avec succe`s dans des
syste`mes robotiques [4], [5], la disponibilite´ de moyens de
communication radio rend parfois le cadre strict de la bio-
inspiration limitant. Ceci nous ame`ne a` penser que le champ
de la robotique en essaim devrait se positionner au-dela` de la
bio-mime´tique et tirer parti de la combinaison de principes na-
turels avec les connaissances de l’inge´nierie et la technologie
disponible.
Par contre, l’utilisation de syste`me robotiques collectifs
peut servir comme validation d’hypothe`ses biologiques (par
exemple [6]) meˆme si la valeur ajoute´e des ces syste`mes
reste controverse´e par rapport a` des mode`le nume´riques ou
analytiques (voir [7] pour une discussion approfondie du
sujet).
Pour terminer, une direction de recherche tre`s prometteuse
est celle des socie´te´s symbiotiques, ou` les robots infiltrent
des collectifs animaux pour influer sur leur comportement
[8]. Dans ce cas les robots ne doivent pas force´ment suivre
un comportement bio-mime´tique mais doivent avant tout eˆtre
accepte´s par les animaux. On peut conside´rer ces syste`mes
comme des “microscopes” embarque´s interactifs, utilisables
de manie`re peu invasive pour l’e´tude des socie´te´s animales.
Contrairement aux exemples cite´s plus haut, ces dispositifs
expe´rimentaux permettent de re´colter des donne´es sur les
animaux tout en pouvant influencer leur comportement par
l’entremise des robots.
Cet article pre´sente un re´sume´ des re´sultats re´cents dans
le domaine des essaims robotiques, tant du point de vue
expe´rimental que du point de vue the´orique. ´Etant donne´e
la nature multi-disciplinaire de ce champ de recherche, il ne
sera pas tente´ de pre´senter un releve´ exhaustif des travaux
en la matie`re mais plutoˆt de mentionner les publications a`
notre avis les plus significatives et de discuter en quoi la
robotique en essaim pre´sente des proprie´te´s spe´cifiques par
rapport a` d’autres syste`mes multi-robots. Il sera aussi aborde´
les me´thodes actuelles permettant de de´crire et pre´dire les
proprie´te´s e´mergentes de ces syste`mes, ainsi que les techniques
utilise´es pour construire et optimiser un syste`me en essaim.
A. Proprie´te´s des syste`mes robotiques en essaim
Selon Bonabeau et al., l’intelligence collective repose sur
l’auto-organisation des individus qui la composent [1]. Cette
auto-organisation se de´finit par quatre composantes essen-
tielles :
– un me´canisme d’amplification par re´troaction positive
(par exemple le recrutement par phe´romone),
– un me´canisme d’atte´nuation par re´troaction ne´gative (par
exemple l’e´vaporation du phe´romone),
– des fluctuations ale´atoires dues aux multiples sources de
bruit ou a` des choix probabilistes,
– des interactions multiples entre les individus et avec
l’environnement.
Dans un syste`me base´ sur l’auto-organisation, les individus
fonctionnent de manie`re autonome et leur action est influence´e
par la disponibilite´ d’une information au lieu d’en de´pendre.
De cette proprie´te´ de´coule une robustesse intrinse`que. L’ef-
ficacite´ du syste`me re´side dans l’e´quilibre entre exploration
par fluctuations ale´atoires et exploitation par amplification des
comportements de´sirables.
Dans [4] et [9] sont pre´sente´s des expe´riences robotiques
de´montrant les 4 composantes cite´es plus haut. Si les exemples
robotiques collectifs pre´sentent toujours deux composantes
de l’auto-organisation, a` savoir les interactions et l’ale´atoire,
les re´troactions positive et ne´gative sont parfois difficile a`
identifier dans des formes similaires a` celles des syste`mes na-
turels. En effet, la nature hybride des syste`mes robotiques qui
combinent des variables discre`tes (logiques, nume´riques) et
continues (analogues) permet des me´canismes de recrutement
quasi-instantane´s par la distribution d’information nume´rique
(par exemple en utilisant un canal radio), qui rend la pre´sence
d’un me´canisme d’amplification continu, base´ par exemple
sur de multiples interactions physiques, superflu. En outre,
parfois pour des raisons strictement lie´es a la taˆche du syste`me
robotique, l’amplitude spatio-temporelle des processus auto-
organise´s peut eˆtre beaucoup plus limite´e que celle de leur
correspondants naturels. Par exemple, dans l’expe´rience d’ex-
traction de tiges pre´sente´e dans [10], aucun me´canisme d’am-
plification n’est explicitement imple´mente´ et l’augmentation
de l’organisation du syste`me re´sulte uniquement de sche´mas
discrets et localise´s de coordination. Un autre exemple de
forme artificielle de coordination partiellement auto-organise´e
se trouve dans les algorithmes base´s sur un syste`me d’enche`res
[11].
En de´finitive, les formes naturelles et artificielles d’auto-
organisation peuvent pre´senter des imple´mentations et expres-
sions phe´nome´nologiques relativement diffe´rentes, du fait de
moyens d’interaction diffe´rents. La robotique en essaim se doit
donc d’utiliser au mieux les technologies disponibles et se
de´partir de son origine bio-mime´tique, qui, a` la lumie`re de
ces arguments apparaıˆt plus historique que ne´cessaire.
II. RE´SULTATS EXPE´RIMENTAUX RE´CENTS
Depuis l’expe´rience initiale de Beckers et al. [4], un grand
nombre de recherches ont relate´ des expe´riences se basant sur
des postulats similaires, permettant aujourd’hui de conside´rer
la robotique en essaim comme un champ de recherche en
soi. Plusieurs plate-formes technologiques ont e´te´ de´veloppe´es,
parmi lesquelles il est inte´ressant de citer le Khepera1, l’e-
puck2 [12], le Jasmine3 et l’Alice [13] pour les plus miniatu-
rise´es.
En robotique, la conduite d’expe´riences est essentielle pour
valider les re´sultats issus de mode`les nume´riques ou ana-
lytiques. En effet, ceux-ci peuvent facilement occulter des
parame`tres fondamentaux du syste`me re´el et compromettre la
validite´ d’une approche. En testant les algorithmes sur des
plate-formes re´elles, on est en mesure d’identifier de poten-
tielles diffe´rences, permettant d’ame´liorer les mode`les. L’e´tat
des expe´rimentations est donc significatif pour te´moigner de
l’avance´e du champ de la robotique en essaim.
A. Comportements de base
Parmi les diffe´rents comportements en essaim, on peut
identifier un certain nombre de comportements simples qui
sont a` la base des comportements plus complexes. Quatre de
ces comportements ont e´te´ traite´s de manie`re syste´matique par
la communaute´ : dispersion, agre´gation, mouvement collectif
et de´cision collective.
1) Dispersion: La dispersion controˆle´e dans un environne-
ment est une composante comportementale importante pour
un essaim de robot, de par le fait que cette dispersion peut
servir par exemple de re´seau de communication [14] voire
de senseur robotique distribue´ [15]. Dans ce dernier exemple,
Schwager et al. de´montrent la capacite´ d’un essaim de 50
unite´s de se disperser de manie`re optimale pour e´chantillonner
une fonction de densite´ spe´cifique.
2) Agre´gation: Beaucoup d’applications robotiques en es-
saim demandent aux membres de l’essaim de se regrouper,
pour par exemple e´changer des informations. Bien que beau-
coup de recherches s’inte´ressent a` l’agre´gation, ces re´sultats
sont principalement the´oriques ou issus de simulations. Ceci
est partiellement duˆ a` la difficulte´ de re´pe´ter de nombreuses
expe´riences pour recueillir des e´vidences statistiques, et par-
tiellement au fait que les algorithmes disponibles restent en-
core peu efficaces a` re´unir l’essaim en une seule composante.
Dans [16], un essaim de 10 Alice imple´mente un algorithme
probabiliste issu de l’e´tude des cafards qui est en mesure de
regrouper des robots sous un abri.
3) Mouvement collectif: Inspire´ par le travail de Reynolds
sur la mode´lisation des essaims d’oiseaux [17], le mouvement
collectif est un autre comportement de base important. Du fait




embarque´, l’imple´mentation de l’algorithme de Reynolds a
souvent e´te´ proble´matique. Ne´anmoins, un exemple re´cent [18]
pre´sente un taux de rafraıˆchissement de 2 Hz permettant une
vitesse des robots de 10 cm/s.
Dans le cadre du projet SwarmBot4 [19], il est pre´sente´ une
forme de mouvement collectif base´e sur un essaim physique-
ment connecte´, qui permet la traverse´e par le collectif de larges
vides qu’un seul robot ne saurait eˆtre en mesure de franchir.
4) Choix collectif: La possibilite´ pour un essaim de robot
de re´colter diffe´rentes observations de l’environnement en des
localisations diffe´rentes et de les partager, permet d’augmenter
la capacite´ de prise de de´cision des individus. Par exemple
dans l’expe´rience de Garnier et al. [16] l’essaim est en mesure
de pre´fe´rer un abri capable d’abriter l’ensemble des robots.
B. Comportements combine´s
Re´cemment, certains comportements combine´s et plus com-
plexes ont e´te´ identifie´s pouvant eˆtre directement imple´mente´s
dans une varie´te´ d’applications ou pour des taˆches bien
spe´cifiques. Si jusqu’ici tous les exemples pre´sente´s e´voluent
dans un environnement bi-dimensionnel, des tentatives de
robotique en essaim dans l’espace tri-dimensionnel ont e´te´
pre´sente´es, meˆme si les re´sultats syste´matiques manquent
encore [20].
1) Exploration: L’exploration implique la ne´cessite´ pour un
essaim de robots de de´couvrir l’environnement. Un exemple
ou` l’attribution de zones d’exploration se fait en utilisant le
paradigme de la coordination par enche`res est pre´sente´ dans
[21].
2) Couverture: La couverture d’une re´gion implique un
passage syste´matique en tous les points. Cette taˆche trouve son
application dans les aspirateurs, ou les tondeuses a` gazon. Une
e´tude utilisant les robots Alice compare diffe´rentes me´thodes
de coordination, de la recherche ale´atoire non-coordonne´e a`
l’e´change d’information topologique par radio tout en passant
par des formes de couverture auto-organise´es [22].
3) Localisation de cible: Une des applications majeures de
la robotique en essaim est la recherche de cibles dans l’en-
vironnement. Cette taˆche peut avoir de nombreuses variantes,
de´pendantes de la nature de la cible et de la manie`re de la lo-
caliser. Bien que beaucoup de recherche utilisant des mode`les
nume´riques ou analytique se pre´occupent de la localisation
de cibles, il y a encore peu d’exemples expe´rimentaux avec
des syste`mes multi-robots. [23] pre´sente la localisation d’une
source d’odeur par un essaim de robots.
4) Manipulation collective: Les exemples de manipulation
collective se pre´sentent soit sous la forme d’un transport
collectif d’un unique objet [24], soit sous la forme d’une
agre´gation d’objets [25], [26] pour une se´gre´gation. Dans une
expe´rience analogue, un essaim de robots est appele´ a` coope´rer
pour extraire des tiges de leurs emplacements [27].
5) Fourragement: Analogue a` la recherche de cible, la
taˆche de fourragement, directement inspire´e des fourmis, y
ajoute la ne´cessite´ de ramener les cibles en un point. Krieger
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et Billeter pre´sentent une e´tude impliquant un essaim de 12
robots, comparant le be´ne´fice de diffe´rents types de commu-
nication [28], ou plus re´cemment [29].
III. ANALYSE DES SYSTE`MES ROBOTIQUES EN ESSAIM
L’analyse des syste`mes robotiques en essaim peut se faire
par l’e´tude quantitative et qualitative du comportement d’un
syste`me donne´ par l’acquisition syste´matique de donne´es.
Ne´anmoins, cette approche n’a aucun pouvoir pre´dictif ou de
ge´ne´ralisation : il faut avoir le syste`me spe´cifique a` disposition
au pre´alable. Aussi, dans un contexte d’inge´nierie, il serait
pre´fe´rable de disposer de techniques d’analyse permettant de
pre´dire le comportement d’un syste`me avant sa construction.
Bien que l’e´tat de la recherche ne soit pas encore en mesure de
pre´senter de tels mode`les, plusieurs directions de recherches
visent a` ame´liorer la connaissance en la matie`re.
A. Niveaux d’abstraction
Une des difficulte´s principales de la mode´lisation de
syste`mes collectifs est leur spe´cificite´ par rapport a` des
syste`mes pre´ce´demment conside´re´s en robotique ou dans des
disciplines scientifiques base´es sur la mode´lisation telles que
la physique statistique ou la biologie the´orique. En effet,
par rapport a` des syste`mes multi-robots traditionnels, les
syste`mes en essaim ont besoin d’une description statistique,
de par leur grand nombre d’unite´s et leur coordination auto-
organise´e. De plus, par rapport aux sciences naturelles, la
nature artificielle des e´le´ments mode´lise´s donne acce`s a` des
informations spe´cifiques et de´taille´es sur leur construction
en mesure d’eˆtre inte´gre´es au mode`le. Par conse´quent, il
convient de conside´rer diffe´rents niveaux d’abstraction lors de
la de´finition d’un mode`le :
1) Mode`les microscopiques modulaires: Ces mode`les
repre´sentent chaque robot comme un ensemble de modules
permettant d’y inte´grer des informations spe´cifiques aux robots
utilise´s (nombre et types de senseurs, cine´matique du ve´hicule,
etc.). Ce niveau d’abstraction mode´lise les de´tails des proces-
sus internes au robot relatifs a` la perception, l’actuation ou la
communication. De tels simulateurs comme Webots [30] ou
Gazebo/Player/Stage [31] sont devenus de quasi-standards qui
permettent de choisir diffe´rent niveaux de re´alisme.
2) Mode`les microscopiques individuels: Situe´s un niveau
plus haut dans l’abstraction, ce type de mode`le repre´sente
les robots individuellement en conside´rant uniquement les
me´canismes inter-robots et/ou leur interaction avec l’envi-
ronnement et en simplifiant radicalement les de´tails intra-
robot (par exemple, une suite de capteurs discrets avec la
meˆme fonctionnalite´ dans un mode`le microscopique modulaire
devient un capteur monolithique de´fini essentiellement par son
rayon de perception dans un mode`le microscopique indivi-
duel). En ge´ne´ral il s’agit de mode`les multi-agents qui ont
besoin d’eˆtre re´solus nume´riquement. Ce niveau d’abstraction
permet de simplifier le nombre de variables a` simuler et donc
de proce´der a` des expe´riences syste´matiques beaucoup plus
rapidement (plusieurs ordres de grandeur) par rapport a` des
mode`les microscopiques modulaires [10].
3) Mode`les macroscopiques: Les mode`les les plus abstraits
conside`rent l’essaim de robots dans son ensemble et de´crivent
les variations en termes de proportions de l’essaim dans un
certain e´tat. Ici le gain en terme de temps de calcul est
conside´rable [5], [32], [10]. Ne´anmoins il devient difficile
d’utiliser de tels mode`les a` des fins pre´dictives pour la
construction du noeud robotique individuel, du fait de leur
niveau d’abstraction ne repre´sentant pas toujours explicitement
les de´tails ne´cessaires aux choix de de´veloppement.
B. Types de mode`les
1) Mode`les de´terministes: Beaucoup de publications trai-
tant de la robotique en essaim ont pour origine le champ
de la dynamique du controˆle. Les bases de ces analyses
sont souvent des mode`les simplifie´s des robots individuels et
impliquent des postulats de de´part tre`s restrictifs tels qu’un po-
sitionnement absolu ou une holonomicite´ parfaite du ve´hicule,
pour permettre un traitement mathe´matique. Re´cemment, ces
me´thodes s’inte´ressent a` des conditions plus re´alistes tels
que des de´placements non-holonomiques [33] ou la prise en
compte du bruit [34].
2) Mode`les probabilistes: Base´s sur la description des e´tats
du syste`me avec des chaıˆnes de Markov, les mode`les probabi-
listes ont montre´ une bonne correspondance quantitative avec
les re´sultats de robots re´els [10] ou de simulations re´alistes [5],
principalement dans des proble`mes ou` la distribution spatiale
des robots peut eˆtre approxime´e par une distribution uniforme.
Les probabilite´s de transition d’e´tats peuvent souvent eˆtre
de´termine´es par de simples conside´rations ge´ome´triques, ce
qui permet ensuite de de´duire des e´quations diffe´rentielles (ou
a` diffe´rences finies) ordinaires re´sumant les transitions d’e´tats
moyennes et permettant d’e´valuer le nombre de robots dans
chaque e´tat. Souvent, du fait des interactions entre robots, les
transitions d’e´tats sont fonction du nombre de robots dans des
e´tats diffe´rents, ce qui re´sulte en un syste`me diffe´rentiel non-
line´aire, dont l’e´tude de la stabilite´ et de la convergence peut
se faire nume´riquement.
3) Mode`les hybrides: Les mode`les hybrides combinent
les composantes continues (par exemple, le mouvement dans
l’espace) et discre`tes (par exemple, un certain comportement)
en un seul formalisme [35] et repre´sentent donc un candidat de
choix pour la mode´lisation des syste`mes robotiques en essaim,
meˆme si ce champ de recherche est encore en phase initiale.
IV. SYNTHE`SE DE COMPORTEMENTS EN ESSAIM
Si la mode´lisation des syste`mes robotique collectifs permet
de de´crire formellement un syste`me a` des fins d’analyse, la
synthe`se des comportements en essaim a pour but l’infe´rence
de re`gles locales a` partir de comportements collectifs de´sire´s.
A. Synthe`se a` base de mode`les
A partir d’un mode`le probabiliste, Martinoli et al. sont en
mesure d’optimiser des parame`tres de controˆle pour augmenter
l’efficacite´ du syste`me [10]. Un certain nombre d’e´tudes
tentent d’utiliser des mode`les analytiques pour arriver a`
synthe´tiser des controˆleurs, mais les abstractions ne´cessaires
rendent les re´sultats difficilement imple´mentables, voir par
exemple [36].
B. Synthe`se par apprentissage et e´volution
La synthe`se automatique par ordinateur proce`de en premier
lieu par la de´finition de crite`res de performance pour le
syste`me robotique, et ensuite par l’utilisation d’une tech-
nique e´volutive ou d’apprentissage non-supervise´ permettant
au syste`me de trouver par lui-meˆme la meilleure manie`re
d’atteindre cette performance. Si l’apprentissage d’un robot
individuel a fait l’objet de nombreuses recherches, son utilisa-
tion dans le contexte de la robotique en essaim est relativement
nouvelle.
L’utilisation de re´seaux de neurones artificiels a montre´
la possibilite´ de synthe´tiser des comportements de base tels
l’agre´gation ou le mouvement collectif [37] ; ces re´sultats
impliquant un apprentissage homoge`ne sur tout l’essaim,
il a e´te´ plus re´cemment pris en conside´ration des essaims
he´te´roge`nes, ou` chaque robot explore diffe´rentes strate´gies
[38]. Un exemple utilisant la technique d’optimisation par
Particle Swarm Optmization (PSO) permet de distribuer la
recherche dans l’espace des parame`tres et d’augmenter par
la`-meˆme la vitesse d’exe´cution du processus d’optimisation
[39].
V. DE´FIS ME´THODOLOGIQUES ET TECHNOLOGIQUES
Malgre´ les re´sultats encourageants pre´sente´s pre´ce´demment,
il est clair que le champ de la robotique en essaim ne peut
encore eˆtre conside´re´ comme mature. Nous proposons ici
quelques axes de recherche pre´sentant un inte´reˆt a` nos yeux.
A. Syste´matique dans les re´sultats
De par le bruit dans les moyens d’interaction avec l’environ-
nement, les syste`mes robotiques sont intrinse`quement proba-
bilistes. Ce qui, a` la suite de Gat [40], exige une validation des
re´sultats par des e´tudes syste´matiques et une approche statis-
tique. Pourtant, parmi les nombreuses expe´riences pre´sente´es
ci-dessus, beaucoup sont plus des preuves de concept que
des e´tudes syste´matiques. Plus rares encore sont celles qui
pre´sentent des mesures statistiques significatives (voir [29],
[22]).
Une des raisons pour ne pas re´colter des donne´es de manie`re
syste´matique est souvent la difficulte´ expe´rimentale. En effet,
de par la complexite´ des syste`mes en essaim, garder la trace
des e´tats du syste`me pour analyse peut contribuer a` compliquer
l’expe´rience elle-meˆme. Ne´anmoins, pour eˆtre en mesure
de faire correspondre mode`les et dispositif expe´rimental de
manie`re quantitative, il est impe´ratif de re´colter toutes les
donne´es significatives en un nombre suffisant de re´plications.
A cette fin, des outils tels que les syste`mes de suivi base´ sur
la vision ont de´montre´ leur inte´reˆt [41].
B. Ame´lioration de la synthe`se
Bien que plusieurs me´thodes en mesure de synthe´tiser des
algorithmes de controˆle aient e´te´ identifie´es, leur succe`s a`
e´te´ pour l’instant tre`s limite´. L’utilisation de mode`les tre`s
abstraits pose des proble`mes de simplification excessive pou-
vant compromettre leur utilisation dans un certain nombre de
cas. Alors que des mode`les plus proches de la realite´, eux,
consomment du temps de calcul et ne se preˆtent pas a` l’analyse
formelle. De plus, ils peuvent pre´senter des risques d’omission
de contraintes re´elles plus subtiles, qui peuvent affecter la
validite´ de certains re´sultats. Le besoin se fait donc sentir
de trouver une me´thode de mode´lisation unifie´e capable de
de´passer ces limites.
Si des algorithmes d’apprentissage par e´volution ont e´te´
utilise´ avec succe`s pour synthe´tiser des comportements de base
tels que l’e´vitement d’obstacles, il reste extreˆmement difficile
de faire e´voluer des comportements plus complexes, du fait du
grand nombre de parame`tres a` optimiser simultane´ment. Dans
ce contexte, les techniques pre´sentant les meilleures re´sultats
sont des me´ta-heuristiques tels que les algorithmes ge´ne´tiques
ou PSO. Elles ont le de´faut de livrer des solutions difficiles a`
analyser, ce qui limite la possibilite´ de prouver formellement
leur convergence ou leur qualite´. Il est donc ne´cessaire de
trouver des me´thodes de synthe`se en mesure de pre´senter ces
proprie´te´s ou de coupler des me´thodes d’analyse efficaces,
peut-eˆtre base´es sur des mode`les multi-niveaux, avec ces me´ta-
heuristiques.
C. Me´canismes d’attribution de taˆches
Nous avons identifie´ trois me´canismes d’attribution de
taˆches : attribution de´terministe, attribution base´e sur un
syste`me d’enche`res ou base´e sur des seuils de re´action. Parmi
celles-ci, la dernie`re est la plus proche d’une utilisation en
robotique en essaim. Malheureusement, c’est aussi la moins
e´tudie´e dans un cadre d’inge´nierie, alors qu’il existe plusieurs
exemples d’e´tudes the´oriques en recherche ope´rationnelle,
ainsi que des re´sultats initiaux concernant l’attribution par
enche`res [42]. Un des seuls exemples comparant enche`res
et seuils de re´action sugge`re une meilleure robustesse de
l’attribution par seuils au bruit ou a` une information partielle
[43]. Une meilleure compre´hension des implications de chaque
me´canisme est donc aujourd’hui ne´cessaire.
D. Positionnement relatif
Il a e´te´ montre´ que le positionnement relatif est souvent
crucial pour mener a` bien plusieurs taˆches de robotique en
essaim, comme le mouvement collectif ou la dispersion. Il a
aussi e´te´ de´montre´ que les re´sultats peuvent eˆtre extreˆmement
de´pendant de la fre´quence de rafraıˆchissement de ce posi-
tionnement. Les technologies actuelles pre´sentent un taux de
rafraıˆchissement de 2 a` 4 Hz qui ne saurait permettre une
bonne coordination a` des vitesses de de´placement e´leve´es. Si
plusieurs technologies sont actuellement sur les rangs pour
re´soudre ce proble`me, la technologie utilisant le temps de vol
radio et un de´phasage dans la re´ception semble a` meˆme de
pre´senter dans un futur proche toutes les qualite´s requises
(vitesse, miniaturisation, pre´cision, pas d’occlusion) mais la
difficulte´ de mesurer de manie`re pre´cise le temps de vol la met
pour l’instant hors de porte´e de petites plate-formes robotiques.
La technologie Ultra Wide Band (UWB) est aussi un candidat
similaire, qui souffre des meˆmes contraintes.
VI. CONCLUSION
Si la robotique en essaim est un champ de recherche stimu-
lant, il est loin de pre´senter une maturite´ permettant d’envisa-
ger des applications a` court-terme. Les recherches pre´sente´es
ici s’inte´ressent plutoˆt a` la compre´hension du potentiel de
coordination que rece`le ce paradigme et aux possibilite´s de
mode´lisation et de synthe`se de syste`mes robotiques collectifs
a` grande e´chelle.
On peut classifier les diffe´rentes approches de la robotique
en essaim selon un axe de complexite´ : a` une extre´mite´ des
algorithmes comple`tement coordonne´s, avec un controˆle com-
plet et un certain nombre de postulats sur le comportement des
robots ; de l’autre, les algorithmes totalement ale´atoires avec
un controˆle minimal du comportement. Une diffe´renciation
semblable se retrouve dans la mode´lisation ou` des tech-
niques de´terministes et probabilistes sont e´galement utilise´es.
Pourtant, avec le de´veloppement du champ de recherche des
syste`mes hybrides, on remarque une tendance qui pourrait
produire une the´orie unifie´e de la robotique en essaim, mais
pour cela ces mode`les devraient, en plus de la dualite´ continu-
discret, aussi incorporer celle probabiliste-de´terministe d’une
manie`re formelle.
En de´finitive, les avance´es technologiques rendent toute
de´finition de l’auto-organisation base´e sur les syste`mes na-
turels de plus en plus obsole`te, et rendent les solutions bio-
inspire´es moins compe´titives pour des robots au volume de
plus en plus restreint. Toutefois, la miniaturisation continue
permettra des applications a` des e´chelles nettement plus pe-
tites, au niveau nanome´trique, cellulaire ou mole´culaire, ou`
les me´thodes d’analyse et de synthe`se de´veloppe´es dans le
cadre de la robotique en essaim trouveront leur importance,
leurs nouveaux de´fis et leurs “retrouvailles” avec des syste`mes
naturels auto-organise´s.
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