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Abstract
We present LS-CRF, a new method for very efficient
large-scale training of Conditional Random Fields (CRFs).
It is inspired by existing closed-form expressions for the
maximum likelihood parameters of a generative graphical
model with tree topology. LS-CRF training requires only
solving a set of independent regression problems, for which
closed-form expression as well as efficient iterative solvers
are available. This makes it orders of magnitude faster than
conventional maximum likelihood learning for CRFs that
require repeated runs of probabilistic inference. At the same
time, the models learned by our method still allow for joint
inference at test time.
We apply LS-CRF to the task of semantic image segmen-
tation, showing that it is highly efficient, even for loopy
models where probabilistic inference is problematic. It al-
lows the training of image segmentation models from signif-
icantly larger training sets than had been used previously.
We demonstrate this on two new datasets that form a sec-
ond contribution of this paper. They consist of over 180,000
images with figure-ground segmentation annotations. Our
large-scale experiments show that the possibilities of CRF-
based image segmentation are far from exhausted, indi-
cating, for example, that semi-supervised learning and the
use of non-linear predictors are promising directions for
achieving higher segmentation accuracy in the future.
1. Introduction
Conditional random fields (CRFs) [19] have emerged
as powerful tools for modeling several interacting objects,
such as parts of bodies, or pixels in an image. As a conse-
quence, they have found multiple applications in computer
vision, in particular in human pose estimation, action recog-
nition and semantic image segmentation [21]. However, the
increased modeling capacity of conditional random fields
comes at a computational price: exact training of CRFs re-
quires repeated runs of probabilistic inference. For simple
chain- or tree-structured models this is possible but compu-
tationally expensive. For loopy models, as they are domi-
nant in image segmentation, efficient exact algorithms are
provably intractable1. Therefore, an important problem in
machine learning and also computer vision research is to
find methods for fast approximate training of loopy CRFs.
In this work we propose a new technique for fast approx-
imate training of CRFs with up to pairwise terms. We call
it LS-CRF, where the LS stands both for least squares and
large scale. We derive LS-CRF in Section 2 from existing
closed-form expressions for the maximum likelihood pa-
rameters of a non-conditional probability distribution when
the underlying graphical model is tree-shaped. We adapt
these to the situation of a conditional probability distribu-
tions modelled by a CRF, obtaining a training problem that
requires only solving several suitably constructed regres-
sion problems. For the most common linear parametrization
of the CRF energy, these can be solved efficiently using ei-
ther classical closed-form expressions, or using iterative nu-
merical techniques, such as the conjugate gradient method,
or simple stochastic gradient descent. However, we can also
opt for a non-linear parameterization, leading to increased
expressive power while still staying computationally feasi-
ble. Overall, we obtain a CRF training algorithm that is
• efficient & scalable (training sets can have 100,000
images or more, subproblems can be solved indepen-
dently, each subproblem can be parallelized itself)
• flexible (we can, e.g., incorporate non-linearities, per-
sample weights, or compensate for class imbalance),
1See Section 3 for the exact characterization of this statement.
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Figure 1: Schematic illustration of LS-CRF for image segmentation – training phase: (a) we are given images with predefined
graph structure (here based on superpixels) and per-node annotation (here: fg/bg), (b) we form training subproblems from
all edges in the graph (shown for bold subgraph), (c) for each label combination, we train a linear (solid line) or nonlinear
(dashed line) regressor to predict the label combination’s conditional probability.
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Figure 2: Schematic illustration of LS-CRF for image segmentation – prediction phase: (a) for a new image we use the
regressors to predict an energy table for each pairwise term (visualized on three edges between four nodes), (b) The energy
function defines a probability distribution which yields a segmentation (here: by MAP prediction).
• easy to implement (e.g., the closed-form expressions
can be solved in a few lines of Matlab or Python code).
While LS-CRF is a general-purpose training method, it
is particularly suitable for the type of CRFs that occur in
computer vision applications, such as image segmentation,
where: 1) the underlying graph is loopy, 2) all variables
are of the same ”type” (e.g. pixels or superpixels), 3) each
variable takes values in a rather small label set, 4) many
training examples are available.
Figures 1 and 2 illustrate LS-CRF for semantic image
segmentation. A formal definition and justification are
given in Section 2. Our contribution lies in the steps 1(b),
1(c) and 2(a), which we explain in detail in Section 2.
We demonstrate the usefulness of our method by apply-
ing it to several image segmentation tasks, both in a seman-
tic multi-class setup as well as a binary figure–ground sit-
uation. Our goal in this is to pave the road towards truly
large-scale experiments in the area of image segmentation.
Since current datasets rarely consists of more than a few
hundred images, we created two new datasets of together
over 180,000 images. Some of these have manually created
annotation, for others, we provide segmentation masks cre-
ated in a semi-automatic way. By making these publicly
available we hope to stimulate more research in two direc-
tions: large-scale CRF training and large-scale (potentially
semi-supervised) image segmentation.
We report results of LS-CRF in Section 4 on this dataset
as well as on the Stanford backgrounds dataset, comparing
our results to baseline techniques in terms of training speed
as well as segmentation accuracy.
2. Inference-Free CRF Training
We first reiterate the classical construction of maximum
likelihood parameter estimation for non-conditional proba-
bility distribution with tree-shaped independence relations
(see [30, page 150]). For m variables, y1, . . . , ym, where
each ys can take values in label set L = {1, . . . , r}, let
Y be the set of all possible joint labelings, i.e. Y = Lm,
and let Pθ(y) for y = (y1, . . . , ym) be a joint probabil-
ity distribution over such labelings. We assume the struc-
ture of an undirected graphical model with underlying graph
G = (V, E) with V = {1, . . . ,m} and edge set E ⊂ V ×V ,
such that Pθ(y) ∝ exp(−Eθ(y)) for an energy function
Eθ(y) =
∑
s∈V
∑
j∈L
θs;jJys=jK (1)
+
∑
(s,t)∈E
∑
(j,k)∈L×L
θst;jkJys=j ∧ yt=kK,
where JP K = 1 if the predicate P is true, and 0 otherwise.
The distribution Pθ is fully determined by its parameter
vector θ that consists of the unary and pairwise parameters
θs;j ∈ R for all s ∈ V and j ∈ L, and θst;jk ∈ R for all
(s, t) ∈ E and (j, k) ∈ L × L, respectively.
To learn such a distribution means to estimate an un-
known θ from a set of i.i.d. samples (y1, . . . , yT ) using the
maximum likelihood principle. It is a classical but rarely
used fact that for tree-shaped graphs this step is possible in
closed form. Let
µˆs;j =
1
T
T∑
i=1
Jyis=jK, µˆst;jk = 1T
T∑
i=1
Jyis=j ∧ yit=kK,
(2)
be the empirical estimates of the single and pairwise vari-
able marginal probabilities for all s ∈ V and j ∈ L, and for
all (s, t) ∈ E and (j, k) ∈ L × L. Then
θˆs;j = log µˆs;j , θˆst;jk = log
µˆst;jk
µˆs;j µˆt;k
(3)
maximum likelihood parameter estimate, as can be checked
by a straight-forward computation [30]. This estimate is
consistent, i.e. Pθˆ(y) converges to Pθ(y) for T →∞.
2.1. Conditional Distributions (LS-CRF Training)
The goal of this work is to generalize the above closed-
form expression into a procedure for inference-free condi-
tional random field (CRF) learning. The main problem we
have to solve is that above section applies only to ordinary
fixed probability distribution, whereas a CRFs encode con-
ditional distributions, i.e. a different distribution P (y|x) for
each x from a set X .
We achieve this data-dependence by making the param-
eters θs;j and θst;jk functions of x instead of constants, so
Pθ(y|x) = Pθ(x)(y) ∝ exp(−Eθ(x)(y)) (4)
with
Eθ(x)(y) =
∑
s∈V
∑
j∈L
θs;j(x)Jys=jK (5)
+
∑
(s,t)∈E
∑
(j,k)∈L×L
θst;jk(x)Jys=j ∧ yt=kK.
Given a training set, {(x1, y1), (x2, y2), . . . , (xT , yT )},
of i.i.d. examples from an unknown distribution d(x, y)
this leads to the following learning problem: identify func-
tions θˆs;j : X → R for s ∈ V and j ∈ L, as well as
θˆst;jk : X → R for (s, t) ∈ E and (j, k) ∈ L×L, such that
for every xi, Pθˆ(xi)(y) is an as good as possible estimate of
the unknown conditional distribution d(y|xi).
Inspired by the data-independent case, we again first de-
fine the unary and pairwise marginals of the training ex-
amples. Since there is only one labeling of each training
example, these are just indicators of the occurring labels,
µˆs;j(x
i) = Jyis=jK, µˆst;jk(xi) = Jyis=j ∧ yit=kK (6)
for i = 1, . . . , T . We then learn (regression) functions
fs;j : X → (0, 1) ⊂ R, fst;jk : X → (0, 1) ⊂ R, (7)
that generalize these marginals, i.e. they approximately re-
produce the values observed on the training data, but gener-
alize to the complete domain X . Subsequently, we continue
analogously to the data-independent situation. We set
θˆs;j(x)=logfs;j(x), θˆst;jk(x)=log
fst;jk(x)
fs;j(x) ft;k(x)
, (8)
from which we obtain the conditional CRF distribution us-
ing Equation (4) and (5).
Overall, we have reduced the problem of maximum like-
lihood CRF learning to problem of learning a set of inde-
pendent regression functions, one per edge (or edge type)
and label combination (Algorithm 1). Note that for any
node, s, that is part of at least one edge, (s, t), we do not
have to learn the unary functions, fs;j(x) by a regression
steps. Instead, the marginalization condition, µˆs;j(xi) =∑
k∈L µˆst;jk(x
i), implies that we can obtain it from the
pairwise functions as fs;j(x) =
∑
k∈L fst;jk(x). Thus, we
train unary regression functions only for isolated nodes.
The main advantage of LS-CRF to classical maximum-
likelihood or maximum-margin CRF training is its effi-
ciency, since no probabilistic inference or energy minimiza-
tion routines must be run over the training data in order
to estimate parameters. Also, the regression problems rely
only on observed data and have no dependencies between
them, so they can be solved completely in parallel or even
in a distributed way. The outcome, however, are not just in-
dependent per-variable score, but a proper energy function
including pairwise terms that we can use for joint predic-
tions by probabilistic inference or MAP prediction.
2.2. Parameterization
We illustrate two setup for learning the regression func-
tions, (7), in practice: linear least-squares regression, and
non-linear regression by gradient boosted decision trees.
To improve the readability, we drop the indices indicat-
ing the label pair, jk, from the notation, understanding that
Algorithm 1 LS-CRF – Training
input training data: (xi, yi, Gi)i∈I for I = {1, . . . , n},
xi: images, yi: ground truth, Gi = (V i, E i): graphs
1: set φist ∈ RD ← feature vector of edge (s, t) ∈ E i
2: for j, k ∈ L×L do
3: set µist;jk ← Jyis=j ∧ yit=kK ∀i ∈ I, (s, t) ∈ E i
4: train fjk from
⋃
i∈I
⋃
(s,t)∈Ei
{
(φist, µ
i
st;jk)
}
5: end for
output functions fjk : RD → (0, 1) for j, k ∈ L×L
all following steps have to be performed separately for each
(j, k) ∈ L × L. We furthermore assume, also for the sake
of a more compact notation, that only one class of pairwise
factors occur. This allows us to also drop the edge identifier,
st, from the notation. As a consequence, multiple regions
within each image will contribute to learning the same pair-
wise term. We write φ1, . . . , φN for the feature representa-
tions of all such regions across all images, and µ1, . . . , µN
for their estimated marginals, (6), obtained from the ground
truth annotation. Note that N is typically in the order of the
total number of edges the graphs of all training images, so
much larger than the number of training examples, n.
Linear Models. In the linear case, we parameterize2
f(x) = 〈w, φ(x)〉 and use least squares regression to ob-
tain the weight vector, w,
minw λ‖w‖2 +
N∑
i=1
‖f(xi)− µˆ(xi)‖2, (9)
where λ ≥ 0 is an (optional) regularization constant. A
major advantage of this formulation is that Equation (9) has
a closed form solution for the optimal weight vector,
w = (ΦΦ> + λ I)−1Φµ (10)
where Φ is the matrix with the features, φ1, . . . φN , as
columns, and µ is the vector formed from the target out-
puts, µ1, . . . , µN .
Computing Equation (10) for D-dimensional feature
vectors requires solving a linear system of size D × D.
This is possible efficiently even for features that have sev-
eral thousands dimensions, and using a precomputed LR-
factorization of the matrix (ΦΦ>+λ I), it is even possible to
solve the regression problems for all label pair with mini-
mal overhead compared to the time for a single pair. When
the number of training examples is very large, however, it
can happen that the computation of ΦΦ> becomes the com-
putational bottleneck. Minimizing (9) is this still possible
in this case using iterative least-squares solvers, such as the
2We suppress a possible bias term in the regression. It can be recovered
by adding an additional, constant, entry to the feature representation.
Algorithm 2 LS-CRF – Prediction (Loopy case)
input image x, graph G = (V, E)
1: φst ∈ RD ← feature vector of edge (s, t) ∈ E
2: for j, k ∈ L×L do
3: θst;jk = log fjk(φst) ∀(s, t) ∈ E
4: end for
5: E(y) =
∑
(s,t)∈E,(j,k)∈L×L θst;jkJys=j ∧ yt=kK
output energy function E(y) for image x
method of conjugate gradients, or straight-forward stochas-
tic gradient descent [4].
Non-Linear Models. From non-linearities in the regres-
sion functions we expect more flexible and better predic-
tions. However, this applies only if enough data and com-
putational resources are available to train them.
In this work, we use gradient boosted regression trees
[10] as non-linear regressors. These have been shown to
be strong predictors [6], while at the same time begin very
fast to evaluate. The latter aspect is particularly relevant in
the context of image segmentation, where many predictor
evaluations are required for each image.
Tree and forest classifiers have a long tradition in im-
age segmentation, but typically for different purposes. They
are used either to construction per-(super)pixel feature rep-
resentations or to predict per-(super)pixel unary classifier
scores [11, 25, 24]. In both cases, however, it is still neces-
sary to afterwards perform regular CRF learning.
LS-CRF, on the other hand, uses the trees to directly
predict the coefficients of the energy function, replacing
the need for additional CRF training that would require
probabilistic inference. To our knowledge, the only exist
method following a similar setup are decision tree fields
(DTFs) [22]. These also learn the potentials of a ran-
dom field using non-parametric decision trees. However,
they differ significantly in their technical details: DTFs are
trained using the pseudo-likelihood principle, and they pa-
rameterize the weights in a particular hierarchical way that
is learned jointly with their values. LS-CRF, on the other
hand, can be implemented using any out-of-the-box regres-
sion method, trees being just one particular choice.
2.3. Extension to loopy graphical models
It follows from the consistency of the maximum like-
lihood procedure that the construction we describe above
leads to a consistent training algorithm for CRFs, as long
as the underlying graphical model has tree topology. How-
ever, many interesting models in computer vision are loopy,
in particular those used for image segmentation. In this sec-
tion we describe how to construct an energy function in this
situation that approximates the one one would obtain from
(intractable) maximum likelihood learning, and that works
well in practice.
We first observe that the LS-CRF training procedure (Al-
gorithm 1) can be performed regardless of whether the un-
derlying model is loopy or not, since it does not require
probabilistic inference at training time. At test time, how-
ever, we should not simply apply the rules (8), since the
terms in the resulting energy would not balance in the cor-
rect way when the underlying graph has loops. Instead, we
use the following construction (Algorithm 2): first, we de-
compose the (loopy) graph of a new image into a collection
of subgraphs. This is inspired by tree-reweighted message
passing [16], where each subgraph is a tree. In our case, we
choose the simplest possible trees, i.e., single edges with
their two adjacent vertices. For each such edge, (s, t), we
use the expressions for θˆs;j(x) and θˆst;jk(x) (Equation (3))
to obtain a partial energy function,
E
(s,t)
θˆ(x)
=
∑
(j,k)∈L×L
E
(s,t)
θˆ(x);jk
Jys = j ∧ yt = kK, (11)
with
E
(s,t)
θˆ(x);jk
= θˆst;jk(x) + θˆs;j(x) + θˆt;k(x)
= log
fst;jk(x)
fs;j(x)ft;k(x)
+ log fs;j(x) + log ft;k(x)
= log fst;jk(x). (12)
Summing the expressions (11) over all edges we obtain a
joint energy function,Eθˆ(x) of all variables. It is determined
completely by the pairwise regression functions that were
learned from the training data.
Further extensions of LS-CRF are imaginable. For ex-
ample, graphical models with higher order terms could
be handled by the junction tree generalization of Equa-
tion (3) (see [30]). However, we leave the realization of
such extensions to future work.
3. Related work
A large body of prior work exists on the topic of con-
ditional random field training. In this section we discuss
only some of the most related works. For a much broader
discussion, see, e.g., the overview articles [8, 21, 30]. We
also discuss our contribution only in context of probabilis-
tic CRF training. Maximum-margin learning, in particular
structured support vector machines (SSVMs) [28] rely on
different assumptions and optimization techniques. For a
comparison see, e.g., [20]. So far few decomposition-based
techniques exists for SSVMs. An example is [17], which
introduces a scheme of alternating between two steps: solv-
ing independent max-margin subproblems and updating La-
grange multipliers to enforce consistency between the solu-
tions of the subproblems. However, as a first-order dual
decomposition technique, many iterations can be required
until convergence, and experience in a large-scale setting is
so far missing.
Traditional probabilistic CRF training aims at finding a
weight vector, w, that maximizes the conditional likelihood
of the training data under an assumed log-linear model for
the conditional distribution, Pw(y|x) ∝ exp(−E(x, y;w) )
with E(x, y;w) = 〈w, φ(x, y)〉. Equivalently, one mini-
mizes the negative conditional log-likelihood,
`(w) = λ‖w‖2 −
T∑
i=1
E(xi, yi;w) + logZ(xi;w) (13)
where λ ≥ 0 is a regularization constant and Z(xi;w) =∑
y∈Y exp(−E(xi, yi;w)) is the partition function.
This optimization problem is smooth and convex so –
in principle– gradient based optimization techniques, such
as steepest descent, are applicable. In practice, however,
the exponential size of Y make this intractable, except in a
few well-understood cases, such as model of very low tree
width. Otherwise, computing Z or its derivatives is #P -
hard [5], so already computing a single exact gradient of
(13) is computationally intractable.
For tree-shaped models, the gradients can be computed
in polynomial time. Nevertheless, minimizing (13) exactly
is possible in practice only when the number of training im-
ages is small, since every gradient evaluation requires prob-
abilistic inference across all training examples. Stochastic
gradient descent (SGD) training has been proposed to over-
come this [4, 29], but since it still requires probabilistic in-
ference in the underlying graphical model its use is limited
to small and tree-shaped models.
For larger or loopy models, approximate inference meth-
ods have been proposed that do not approximate the gradi-
ents of (13), but replace the whole objective by an easier
one. Prominent examples are pseudolikelihood (PL) [3, 22]
and piecewise (PW) training [25, 26]. These methods re-
place the log-likelihood, (13), by a surrogate that allows
easier minimization, e.g., by bounding the intractable parti-
tion function, Z, by a factorized approximation.
LS-CRF shares several properties with PL and PW train-
ing methods, in particular the fact that can be phrased as
solving a set of independent optimization problems and
does not require probabilistic inferences at training time.
However, it has some additional desirable properties shared
by neither of the earlier techniques: in particular, only LS-
CRF provides a closed form solution for the coefficient of
the energy function. Also, both PL and PW are typically
derived for log-linear conditional distributions, whereas LS-
CRF make no assumption on the parametric form of the pre-
dictors, which makes it easy to train also non-linear models.
Figure 3: Example images and segmentation masks from HorseSeg (left) and DogSeg (right) datasets. For each dataset, we
illustrate: manually created annotation (left), annotation from bound boxes (middle) and annotation from per-image labels
(right). Annotation from bounding boxes is typically rather accurate, annotation from labels can contain significant errors.
4. Large-Scale Image Segmentation
Our main interest in the development of LS-CRF is the
problem of large-scale image segmentation. The input data
are RGB images of variable sizes and the goal is to predict
a segmentation mask of the same size in which each pixels
or superpixel is assigned one out of r values. In the case of
multi-class semantic segmentation, these labels correspond
to semantic classes, which can be ’stuff’, such as road, or
sky, or ’things’, such as cars or people. The number of la-
bels, r, is typically between 5 and 20 in this case. A second
case of interest is figure–ground segmentation, where r = 2
and the labels indicate foreground and background.
4.1. Datasets
For our experiments on the multi-class semantic situa-
tion, we use the 8-label Stanford background dataset [12],
which has been created by merging images of urban and ru-
ral scenes from four existing image datasets: LabelMe [23],
MSRC [25], PASCAL VOC [9] and Geometric Con-
text [13]. Despite this effort, the dataset contains only 715
images, so we do not consider it a large-scale dataset by cur-
rent standards. In fact, none of the current datasets for nat-
ural image segmentation contains significantly more than a
thousand images. The main reason is that providing pixel-
wise ground truth annotation is time consuming and there-
fore costly, even when performed on a crowd sourcing plat-
form like Amazon Mechanical Turk.
To overcome this limitation, we make a second contribu-
tion in this manuscript: two large-scale datasets for figure–
ground image segmentation, HorseSeg with over 25,000 im-
ages and DogSeg with over 156,000 images. The images for
both datasets were collected from the ImageNet dataset [7]
and the trainval part of PASCAL VOC2012 [9]. As test set,
we use 241 horse images and 306 dog images, which were
annotated manually with figure-ground segmentations.
All images from the PASCAL dataset have manually cre-
ated ground truth annotation. For the remaining images
from ImageNet, only manual annotation by bounding boxes
or per-image labels is available. As such, the dataset pro-
vides a natural benchmark for large-scale, semi-supervised,
image segmentation with different amount of ground truth.
To enable experiments on large-scale supervised train-
ing, we also provide semi-automatically created figure-
ground annotation for all images of the two datasets, based
on the following procedure. We first group the images by
whether they have bounding box annotation for the fore-
ground object available or not. For the annotated part (ap-
proximately 6,000 of the horse images and 42,000 of the
dog images), we apply the segmentation transfer method
of [18] to the bounding box region. A visual inspection of
the output (see Figure 3) shows that the resulting segmen-
tations are often of very high accuracy, so using them as a
proxy for manual annotation seems promising. For the re-
maining images, only per-image annotation of the class la-
bel is known. To these images we apply the unconstrained
segmentation transfer, which also yields figure–ground seg-
mentation mask, but of mixed quality (see Figure 3). In
Section 4 we report on experiments that use these differ-
ent subsets for training CRF models. Note that even if the
training data is generated by an algorithm, the evaluation
is performed purely on manually created ground truth data,
so the evaluation procedure is not biased towards the label
transfer method.
4.2. Image Representations
We represent each image by a graph of SLIC superpix-
els [1] with an edge for any touching pair of superpixels.
For each superpixel, s, we compute the following features:
• φcolors ∈ [0, 255]3: average RGB color in s,
• φposs ∈ [0, 1]2: center of s in relative image coordinates,
• φsifts ∈ [0, 16]128: rootSIFT descriptor [2] at center of s.
• φtrees ∈ [0, 1]8 / [0, 1]10: predicted label probabilities.
The φtrees features are used for the linear regression and
pseudolikelihood experiments. They consist of the out-
puts of per-label training boosted tree classifiers on a sub-
set of the available training data. On the Stanford dataset
this results in 8 additional feature dimensions. For DogSeg
and HorseSeg, we use the Stanford features plus the out-
put of per-superpixel classifiers of the foreground and back-
ground classes, resulting in overall 10 additional dimen-
sions. For each edge (s, t) we define a feature represen-
tation by concatenating the features of the contributing su-
perpixels, φst = [φs, φt].
4.3. Implementation
Training a CRF by LS-CRF requires only solving mul-
tiple regression problems, a task for which several efficient
software packages are readily available. In our experiments
with linear regression, we use the Vowpal Wabbit package3
(LBFGS optimization, learning rate 0.5, no explicit regular-
ization), clamping the predictions to the interval [10−9, 1].
Vowpal Wabbit is particularly suitable for large scale learn-
ing, since it supports a variety of infrastructures, from sin-
gle CPUs to distributed compute clusters. As non-linear
setup we train gradient boosted regression trees using the
MatrixNet package [27] with default parameters (500 obliv-
ious trees, depth 6, learning rate 0.1).
As baselines, we use CRFs with only unary terms,
trained with the same regression methods as LS-CRF. We
furthermore implemented a baseline that performs segmen-
tation with only unary terms trained in the usual way with
a logistic loss, and a CRF with pairwise terms using pseu-
dolikelihood and piecewise training. Latter methods rely
on the grante library4 and Vowpal Wabbit package. Other
training techniques, in particular those requiring probabilis-
tic inference, are not includes, since they do not scale to the
size of datasets we are interested in.
At test time, we use MAP prediction to create segmenta-
tions of the test images. For this, we need to minimize the
energy function that the training methods have produced.
In the unary-only case, this is possible on a pixel-by-pixel
level. For energy function with pairwise terms (LS-CRF
and pseudolikelihood), we use MQPBO [15] followed by
TRWS [16] for the figure-ground segmentations. For both
we use the implementations provided by the OpenGM2 li-
brary 5.
Alternatively, we could use solvers based on integer lin-
ear programming, which have recently been found effective
for image segmentation tasks [14]. We plan to do so in fu-
ture work.
3http://hunch.net/˜vw/
4http://www.nowozin.net/sebastian/grante/
5http://hci.iwr.uni-heidelberg.de/opengm2/
Model unary pairwise
LS-CRF linear 70.3 (1.0) 73.4 (1.1)
LS-CRF non-linear 70.9 (1.1) 73.3 (1.1)
logistic regression 70.4 (0.8) –
pseudolikelihood – 71.0 (1.1)
piecewise – 72.9 (0.9)
Table 1: Segmentation quality (average per pixel accuracy
in %) on Stanford background dataset. Numbers in brackets
are standard deviations over five cross-validation splits.
4.4. Results
We first report experiments on the multi-label Stanford
Background dataset. While this is not a large-scale setup,
the purpose is to show that LS-CRF achieves segmenta-
tion accuracy comparable to existing techniques for approx-
imate CRF training, in particular as least as good as pseu-
dolikelihood training, which is commonly used for this kind
of problems. Afterwards, we report results in the large-scale
regime, using the DogSeg and HorseSeg dataset with semi-
automatic annotation.
Stanford Background Dataset. Table 1 summarizes the
results on the Stanford Background dataset in numeric form.
For example segmentations, please see the supplemental
material. We compare seven setups: LS-CRF (unary-only
or pairwise energies) with linear or non-linear parameter-
ization, logistic regression (unary-only), pseudolikelihood
and piecewise (pairwise only).
The results show that for learning a segmentation model
with only unary terms, the squared loss objective of LS-
CRF achieves comparable result to usual probabilistic loss
(logistic regression). Including pairwise terms into the
model improves the segmentation accuracy when we train
the model with piecewise method or with LS-CRF. Pair-
wise terms trained by pseudolikelihood training have only
a minor positive effect on the segmentation quality in our
experiments. The non-linear and the linear versions of LS-
CRF achieve comparable performance, likely because the
amount of training data per label or label pair is small, so the
classifier is not able to make use of the additional flexibil-
ity of a non-linear decision function. In fact, approximately
20 of the 64 possible label combination occur too rarely in
the training images to train predictors for them. Instead, we
assigned them constant probabilities of 10−3.
Note that the numbers for pairwise models are also
roughly comparable to the 74.3% average per pixel accu-
racy reported in the original work [12] for a CRF with pair-
wise term. We attribute the existing difference in values to
our use of simpler (and faster computable) image features.
DogSeg/HorseSeg dataset. In the large scale regime, we
are interested in three questions. Can we make truly large
(a) images with manual annotation
HorseSeg [147] DogSeg [249]
Model unary pairwise unary pairwise
linear 81.4 82.2 77.8 79.1(<1m) (<1m) (2.5m) (2.5m)
non-linear 81.6 83.8 78.5 80.8(<1m) (1.5m) (<1m) (2m)
(b) images with manual or object bounding box annotation
HorseSeg [6044] DogSeg [42763]
Model unary pairwise unary pairwise
linear 82.0 83.6 78.5 81.2(<1m) (<1m) (7m) (14m)
non-linear 83.6 86.4 80.9 83.8(9m) (32m) (110m) (348m)
(c) all images
HorseSeg [24837] DogSeg [156062]
Model unary pairwise unary pairwise
linear 81.4 83.3 78.1 80.2(1m) (2m) (20m) (46m)
non-linear 82.5 84.5 80.0 82.2(88m) (354m) (519m) (668m)
Table 2: Results of LS-CRF for figure-ground segmentation
on HorseSeg/DogSeg (average per class accuracy in %) for
different training subsets. The numbers in brackets incidate
training time and numbers in rectangular brackets indicate
the number of training images.
scale CRF training feasible? How do CRFs benefit from the
availability of large amounts of training data? How useful
is annotation that was created semi-automatically?
We study these question in three sets of experiments, us-
ing different subsets of the training data: (a) only images
with manually created annotation, (b) images with anno-
tation created manually or by segmentation transfer using
bounding box information, (c) all training images.
We train CRFs with pairwise terms using the linear and
non-linear variant of LS-CRF, and compare their segmen-
tation performance to models with only unary terms. In
situation (a), we use the feature vectors of all available su-
perpixels to train the unary-only models, and all neighbor-
ing superpixel pairs to train LS-CRF with pairwise terms.
In the larger setup, (b) and (c), we reduce the redundancy
in the data by using only 25% of all superpixels for the
unary-only models, sampled in a class-balanced way. For
pairwise models, we record the ratio of pairs with same
label versus with different label. Preserving this ratio, we
sample 10% of all superpixels pairs, in a way that com-
binations with both foreground and both background are
equally likely, and also foreground/background and back-
ground/foreground transitions are equally likely. The per-
centages are chosen such that the training problems in both
situations are of comparable size. On the DogSeg dataset,
they consists of approximately 90K data points for situation
(a), 3.5M data points for (b), and 13M data points for (c),
except the pairwise/nonlinear case, where we use only 6.5M
data points for memory reasons. On the HorseSeg, the num-
ber are roughly half as big for (a), and one sixth for (b) and
(c).
A first observation is that using LS-CRF training is com-
putationally feasible even in the largest setup: for exam-
ple, training with all training images in the DogSeg dataset
with linear objective with pairwise terms required 45 min-
utes on a 24 core workstation, compared to 20 minutes, if
only unary terms are learned. The non-linear setup took ap-
proximately 9 hours to train an energy function with only
unary terms, and 11 hours when pairwise terms were used.
Table 2 shows numeric results for the segmentation accu-
racy and training time of the different setups. Example seg-
mentation are provided in the supplemental material. The
results allow us to make several observations that we be-
lieve will generalize beyond the specific setup of our work.
First, it has been observed previously that pairwise terms
often have only a minor positive effect on the segmentation
quality (e.g. [11]). Our experiments show a similar trend
when a linear representation was used and the number of
training examples was small. However, when a large train-
ing set was used, the difference between unary-only and
pairwise models increased. Second, the use of non-linear
predictors consistently improved the segmentation quality.
This could be a useful insight also for other CRF training
methods, which rely predominantly on linearly parameter-
ized energy functions. Third, the segmentation quality im-
proved significantly when increasing the number of training
images, even though the additional images had only annota-
tion created automatically using information from bounding
boxes or per-image labels. This indicates that segmentation
transfer followed by large-scale CRF learning could be a
promising way for leveraging the large amounts of unla-
beled image data, e.g. in the Internet.
One can also see in Table 2 that the segmentation accu-
racy was highest when training on the manually annotated
image set together with images that had bounding boxes an-
notation. Including also the remaining images led to a re-
duction in the quality. This raises the question whether the
annotation created only from per-image labels contain use-
ful information at all. We performed additional experiments
for this, measuring the segmentation quality of training lin-
ear LS-CRF on the HorseSeg dataset, but training exclu-
sively on images with annotation from bounding boxes, or
on images with annotation from per-image labels. This re-
sulting per-class accuracies are 82.0 (unary) and 83.9 (pair-
wise) for the bounding box case, and 81.1 (unary) and 82.8
(pairwise) for the per-image case. Comparing this to the
values 81.4 (unary) and 82.2 (pairwise) from Table 2, we
see that the automatically generated segmentations do in-
deed contain useful information. Training only on these
achieves results comparable to training on the (admittedly
much fewer) manually annotated images.
5. Summary
In this work we make two main contributions:
• a new technique for inference-free CRF training that
scales to very large training sets,
• two new benchmark datasets of over 180,000 images
and segmentation masks.
We used these to perform the first truly large-scale exper-
iments in the area of (semantic) image segmentation, which
provided us with several noteworthy observations: 1) the
positive effect of pairwise terms increased with the num-
ber of training examples, 2) training CRFs with non-linear
energies is feasible and results in better segmentation mod-
els, 3) semi-supervised learning is practical and useful also
for image segmentation, by (semi-)automatically generation
annotation for otherwise unlabeled images.
Furthermore, we are convinced that both contributions
will be useful also outside of the area of image segmen-
tation. The large-scale CRF training method is applicable
regardless of the application area, and the dataset can serve
also as a generic testbed for large scale training of loopy
CRF models.
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6. Supplementary material
Figure 4: Image segmentation examples from Stanford background dataset for pairwise non-linear model.
Figure 5: Test image segmentation examples from HorseSeg dataset for pairwise non-linear model trained on images with
manual annotation or object bounding box (green color means foreground, red — background).
Figure 6: Test image segmentation examples from DogSeg dataset for pairwise non-linear model trained on images with
manual annotation or object bounding box (green color means foreground, red — background).
(a) images with manual annotation
(b) images with object bounding box
(c) images with only label
Figure 7: HorseSeg training image examples.
(a) images with manual annotation
(b) images with object bounding box
(c) images with only label
Figure 8: DogSeg training image examples.
