Abstract. Continuous vector representations, as a distributed representations for words have gained a lot of attention in Natural Language Processing (NLP) field. Although they are considered as valuable methods to model both semantic and syntactic features, they still may be improved. For instance, the open issue seems to be to develop different strategies to introduce the knowledge about the morphology of words. It is a core point in case of either dense languages where many rare words appear and texts which have numerous metaphors or similies. In this paper, we extend a recent approach to represent word information. The underlying idea of our technique is to present a word in form of a bag of syllable and letter n-grams. More specifically, we provide a vector representation for each extracted syllable-based and letter-based n-gram, and perform concatenation. Moreover, in contrast to the previous method, we accept n-grams of varied length n. Further various experiments, like tasks-word similarity ranking or sentiment analysis report our method is competitive with respect to other state-of-theart techniques and takes a step toward more informative word representation construction.
Introduction
Continuous word representations (embeddings or distributed representations) are found useful for many Natural Language Processing problems such as information retrieval or character recognition [1, 2] . Since their quality is strictly connected with aspects of specific language that is being analyzed, each explored issue in this field may also lead to improvement of the particular task where given representation is applied.
Various attempts have been made to investigate learning continuous representations of words in Natural Language Processing [3, 4] . Most of the earliest approaches for learning continuous vectors are based on latent semantic derivations [5, 6] . In particular, its subdomain called distributional semantics where analyzing relationships between a set of documents are considered have been studied extensively in vast majority of papers [7] . In last years neural network researchers have focused on this field [8, 9] . The common drawback of these techniques is the fact they associate a completely distinct vector to each word of the vocabulary. In consequence, the word characteristic information is lost. Take for instance some of dense (highly inflected) languages, i.e. Serbo-Romanian, Romanian which create a challenge for researchers since these languages are seen by linguistics as richly inflected [10] . What is more, although English is not considered as complex, it may be demanding to learn satisfactory representation for corpuses with many rhetorical devices. On the other hand, the idea of applying more detailed information connected with a given word to a model was presented a few years ago. One of the first approaches to learn representations using fragments of words was character fourgrams-based method introduced by Schütze [4] . In 2003 Bilmes and Kirchhoff investigated factored language models, where a word is viewed as a vector of k factors, such as stems, morphological classes, data-driven clusters [11] . Also, several approaches which rely on a morphological decomposition have been proposed [12, 13] . There is a series of papers which describe models built using recurrent neural networks [14, 15] . Yet another class of methods makes use of convolutional neural networks working on characters. Let us give just a few examples of usage: text classification [16] , part-of-speech tagging [17, 18] , language modeling [19] , sentiment analysis [20] or text normalization [21] . Recently, the concept of using subwords to form a representation appeared [22, 23] . Another work [24] suggests to guide word-embeddings with morphologically annotated data and shows achievement using German in a case study. Also, many papers study syllable-based n-gram methods to model language [25, 26] .
In this work, we explore another way to learn word representation using combined character and syllable-level approach. Inspired by the recent works -on continuous bag-of-word model by Mikolov et al. [27] and on using subword information by Bojanowski et al. [28] , we show that combining multiple n-grams types enables to capture more word-specific features. This paper is an extension to words vector model proposed by Bojanowski et al. [28] . Our main goal is to check how extra added syllable information to subword vector representation changes the overall reliability of the model. What is more, the previous paper uses a very simple scheme where only n-grams of length between 3 and 6 are explored. We does not make such limitations and in consequence our model is able to distinguish short words as well. In order to evaluate our approach, we compare several types of continuous representations, including those made available by other researchers. The evaluation tasks -word similarity ranking analogies and analogy analysis prove the method to be valuable. We achieve improvement for Romanian corpus, too.
The most vital advantage of the proposed model is an attempt to describe word more precisely. For instance, according to our approach "in" has a different position (representation) in word space if it appears as a word itself, and another two locations in case it appears in two independent fragments of another word, e.g. "painting".
Model architecture
In this section, we present model to learn specific representation that takes words fragments into account. The proposed representation is an extension of the idea introduced by Bojanowski et al. [28] . Since the model demonstrated by Bojanowski itself is derived from continuous Skip-gram (SG) model introduced by Mikolov et al. in 2013 [8] , we first explain how SG works. Generally, training phase of the Skip-gram model aims at finding word representation that is useful for predicting the surrounding words in a corpus. Let us denote W = {w 1 , w 2 , . . . , w S } as the sequence of training words -vocabulary, S -size of vocabulary. The goal of the Skip-gram model is to maximize the average log probability
where C t refers to the context, i.e. the words which surround w t . The probability of observing a context word w c given w t is parametrized using the word vectors. Given a scoring function s, which maps pairs of (word, context) to value in R, a possible choice to define the probability of a context word is the softmax.
In a basic form the probability of the output context word Context having input W ord is defined using the softmax function
, where w c , w t , w j are vector representations of words and y c is the output of the c-th neuron of the output layer. In practice this formula is not used because of the computational costs. However, an efficient alternative to softmax is Negative sampling, a simple version of Noise Contrastive Estimation (NCE) [29] . While NCE requires from the model to differentiate data from noise by means of logistic regression, Negative Sampling aims only at obtaining high quality representation. Thus, in terms of neural probabilistic language model one may formulate the conditional distribution corresponding to context word c
, where s θ () is called scoring function that assesses how the word w t is compatible with the context w c . The parametrization for the scoring function is done by taking the scalar product between word and context embeddings: s(W ord, Context) = w t w c 1 .
Since the rest of the work uses the concept of letter n-grams and syllable n-grams, they shall be explained. Letter n-grams In our paper a letter n-gram is a contiguous sequence of n characters from a given string. As explained in Subsection "Fragmentation model", we use n-grams of several different lengths. In order to distinguish the beginning of a word and the ending of word we append blank spaces to the beginning and the end of the word. Let's take word 'TEST' for example. Note that here the underscore ( ) represents the blank space. The following n-grams should be expected.
bigrams : T, T E, ES, ST, T trigrams : T E, T ES, EST, ST , T 4 − grams : T ES, T EST, EST , ST , T
Syllable n-grams The syllable n-gram is seen as a contiguous sequence of n syllables in a given string. In general, the task of defining the syllable raises some controversy [30, 31] . This work employs the procedure proposed by Daelemans et al. in [32] .
Fragmentation model
We notice two possible extensions of Bojanowski et al. approach [28] . Firstly, as the authors suggest, the Skip-gram model ignores the internal structure of words. So, they associate a vector representation z g to each n-gram g. However, we claim it may be insufficient for short and rare words. In this section, we thus propose to extend such a representation by taking syllable n-grams into consideration. Given a word w, let us denote by G w = {1, . . . , G} the set of letter n-grams which appear in w (as Bojanowski et al. done). Similarly, let H w = {1, . . . , H} to be the set of syllable n-grams which appear in w. Now, we associate a vector representation z g to each letter n-gram g and a vector representation z h to each syllable n-gram h. The new word representation is considered as the direct concatenation of the two vector representations of its n-grams (letter and syllables):
In consequence, the scoring function is
Secondly, in the model demonstrated by Bojanowski n-grams of length k are only considered, where 3 ≤ k ≤ 6. Our analysis show it may negatively affect the final representation reliability. Thus, the upgraded model makes use of n-grams of varied length n. We conducted a series of experiments to compare the performance of our approach with several strong baseline representations learned on a fixed dataset on different [38] . For German, the models were compared on datasets: Gur30, Gur65 [39] , ZG222 [40] . For Romanian, the translated version of WS353 was used [41] (RO353). The data contains word pairs along with human-assigned similarity judgements. We compared our approach with 5 baseline representations. These include a model based on recurrent neural network (RNNLM) from 2010 [42] and a method trained using Noise Contrastive Estimation (NCE) presented in [43] . We also took into account two log bilinear methods by Mikolov, i.e. Continuous Bag of Words (CBoW) and mentioned here previously Skip-gram (SG) [8] . Finally, the implementation of the model proposed by Bojanowski et al. (Ft) was examined [28] . Apart from NCE case, we used publicly available codes of mentioned models.
Experiments

Setup details
In order to provide a reliable comparison, all the methods were trained on the same datasets. For the baseline methods we used default settings presented in papers with a couple of exceptions. They include a context window of 6 words (both left and right). Additionally, the learning rate was fixed to 3 × 10 3 and the vector representations had the dimension 200.
Similarity judgement task
The most widely used method of representation quality evaluation is Spearman's rank correlation coefficient [44] . It enables to assess how well the given representations capture word similarity. For instance, "popular" and "famous" are supposed to be closer each other than "trendy" and "fruit". Thus, according to standard techniques, we calculated cosine distance between word pairs in datasets and reported Spearman's rank correlation coefficient between the rankings obtained from the models and human rankings. Table 1 yields the results for the word similarity task. It can be observed that our method slightly outperformed the baseline models in 3 cases. Two of them refer to German and Romanian, so it suggests the proposed technique better describes dense languages (note that German is much more dense than English). Figure 2 . The plots of performance versus training epoch for word similarity task.
Word analogy task Another methods of evaluation are so-called analogy tasks [27] . They enable to assess syntactic and semantic relations between words. In practice, there are sets of questions and each question contains a missing word. The goal is to predict this word. The example of semantic question could be "brother" ←→ "sister" ; "grandson" ←→ "granddaughter", where the word "granddaughter" has to be predicted. According to [27] , it is sufficient to obtain the vector v = a brother −a sister +a grandson . We assume the answer is correct if the calculated vector v has high cosine similarity if compared to the good answer. The results for semantic and syntactic analogy tasks are listed in Table 2 and 3, respectively. In fact, our method did not overcome any competing model. Nevertheless, it gave similar results to other Skip-gram based approaches. It shows it may be worth to explore the method's performance on more dense languages.
As one may observe, the previous experiments showed that the most significant results were achieved by Sg, Ft and our approach. Thus, we explored these methods more deeply in the next analysis. First of all, during the experiments we noticed that different models converged at different rates. Figure 2 plots the performance of the word similarity task on selected datasets after a specified number of epochs (2) (3) (4) (5) (6) (7) (8) . The chart demonstrates that the all three models converge quickly to a satisfactory level of performance. Nevertheless, it appears that our approach yields more reliable results. This suggests that if training was done on more data, the representation could work better. Inspired by this observation, a few other experiments were carried out. We evaluated 3 representations, i.e. Sg, Ft, and our approach. The following tasks were undertaken: word similarity, syntactic and semantic analogies. They were trained on Wikipedia sets which contain 200M tokens 2 . The summary results of evaluations that consider vector space dimensions from 200 to 600 are presented in Table 4 , 5 and 6. It is interesting to note that our model is in the vast majority of cases better than Sg and Ft. It performs favorably for either word similarity task (Table 4) or semantic analogies task (Table 5) . Although the efficiency of our model Figure 3 . Two dimensional projections of our method and Bojanowski-based (right) word representations. Words associated with "fruit" are colored in grey, words associated with "vegetable" are colored in black. We can see that "fruit" and "vegetable" words are clustered correctly. However, our approach performs slightly better. on the syntactic analogies task is not strong, it provides some improvements, see Table  6 . All in all, the results suggest that our approach benefits from a bigger corpus.
Finally, for our approach and Skip-gram method proposed by Bojanowski et al. we projected the learned word representations into two dimensions using the t-SNE tool [45] . Figure 3 shows projections of the words related to the concept fruit vs. vegetable. The visual inspection demonstrates that all words were assigned to their groups correctly. However, the position of "peach" and "orange" seems to be more adequate if our model is considered.
Conclusion
In this paper, we propose method to learn word representations that considers fragments of words, including syllables and characters to built the model. We showed that our method outperforms state-of-the-art approaches on dense languages when tasks such as word similarity ranking or syntactic and semantic analogies are taken into consideration.
