Abstract. We define the timetable constrained distance minimization problem (TCDMP) which is a sports scheduling problem applicable for tournaments where the total travel distance must be minimized. The problem consists of finding an optimal home-away assignment when the opponents of each team in each time slot are given. We present an integer programming, a constraint programming formulation and describe two alternative solution methods: a hybrid integer programming/constraint programming approach and a branch and price algorithm. We test all four solution methods on benchmark problems and compare the performance. Furthermore, we present a new heuristic solution method called the circular traveling salesman approach (CTSA) for solving the traveling tournament problem.
Introduction
Sports scheduling has proved to be a research area containing a large number of highly applicable problems which are very hard to solve. Furthermore, good solutions may lead to great savings in travel costs due to reduced travel distances or may increase the revenue earned from TV stations since special requirements can be satisfied. From an operations research perspective this makes sports scheduling constitute an ideal research area. Two problems have dominated the field of sports scheduling: the problem of minimizing the total travel distance and the problem of minimizing the total number of breaks. A break is two consecutive home games or two consecutive away games and the number of breaks is normally minimized when teams return home after each away game. In this way teams get alternating patterns of home and away games and the supporting fans are able to watch their team regularly throughout the season. However, in some leagues, the teams move directly from one away game to the next without returning home due to the large distances. In this kind of tournament, the travel costs constitute a substantial part of the overall costs and a schedule minimizing the total travel distance is preferred. The traveling tournament problem (TTP) [5] captures the fundamental difficulties when scheduling tournaments with break and distance aspects and many solution methods have been developed for solving this problem, see for instance [1, 3, 6, 20, 24] .
In the literature concerning break minimization, a decomposition approach separating the problem into two subproblems is often used [4, 8-10, 16, 17, 21] . One of the subproblems finds a home-away assignment, while the other problem determines when the teams meet. The order of these subproblems varies but Trick [22] suggests that the most constrained subproblem should be solved first. When the timetable for the schedule is solved first, without assignment of home/away games, the second phase is then the break minimization problem of finding a home-away assignment minimizing the total number of breaks. The problem has received much attention and effective solution methods have been obtained. Régin [18] solves the problem using constraint programming, Trick [22] uses integer programming and later Elf, Jünger, and Rinaldi [7] and Miyashiro and Matsui [15] formulate the problem as a maximum cut problem and present corresponding solution methods.
In this paper we consider a generalization to the break minimization problem when distances are considered instead of breaks. The problem is denoted the timetable constrained distance minimization problem (TCDMP) and it applies for example when leagues face many requests from TV networks. In order to increase the revenue earned from TV networks, the sports leagues must be able to accommodate the requests from the TV networks. Typically, these requests concern high-quality games since the TV networks want to schedule these games in such a way that the number of viewers is maximized. When many of these requests are present, it may be necessary to determine all the opponents before finding a home-away assignment and, in this case, a good solution for the TCDMP becomes important.
Approaches for the break minimization cannot be applied directly to handle the distance minimization problem. For instance, in maximum cut approaches, a graph is created the goal is to find a bipartition of the nodes so as to maximize the number of edges across the cut. An edge across the cut corresponds to a non-break, so maximizing the number of non-breaks is equivalent to minimizing the number of breaks.
Once distances are added, however, the objective information is now no longer just embedded in edges across a cut. Such edges correspond to travel between a home game and an away game, or vice versa, but travel corresponding to consecutive away games are not represented in the cut. So it does not seem that a straightforward modification of maximum cut approaches can be applied to TCDMP.
To solve the TCDMP we present and compare four solution methods. The problem is formulated as an IP model and a CP model which are solved using CPlex [12] and Solver [13] , respectively. Furthermore, we present a hybrid IP/CP solution method utilizing the strengths of both techniques by using CP for solving feasibility problems and IP for solving an optimization problem. Finally, the problem is solved by using a branch and price algorithm. It would be appealing to try to formulate this problem as a weighted maximum cut problem, mimicking the work of Elf et al. [7] and Miyashiro and Matsui [15] , but it is not possible to accurately model the distance traveled through just the cut values.
In addition to the TCDMP we also present a new heuristic solution method for the TTP. This method called the circular traveling salesman approach (CTSA) takes advantage of already obtained solutions for one instance class of the TTP to obtain solutions for the general TTP problem. By doing so, CTSA is able to obtain solutions almost instantaneously since it only needs to solve a traveling salesman problem with up to 16 nodes. The solutions obtained are close to the known upper bounds and, besides being used as final schedules, they can be used as initial solutions for some of the metaheuristic solution methods for the TTP.
In the following section, we give a short introduction to sports scheduling, define the TTP and the TCDMP and present the IP and the CP formulations for the TCDMP. In Section 3, we outline the hybrid IP/CP approach and Section 4 explains the branch and price algorithm. Afterwards, Section 5 presents the computational results of the 4 solution methods for the TCDMP before Section 6 outlines the CTSA and presents the solutions for some of the benchmark problems. Finally, we give some concluding remarks in Section 7.
In this section we will give a formal definition of both the TTP and the TCDMP and present integer and constraint programming formulations for the TCDMP. Before we define the problems, let us give a brief introduction to some of the sports scheduling terminology.
We consider double round robin tournaments with an even number of teams n (an odd number of teams can be handled by adding a dummy team, representing a bye for a team). A double round robin tournament consists of two games between all pairs of teams leading to a total of n(n − 1) games. We assume that these games are distributed evenly over 2(n − 1) time slots such that all teams play exactly one game in each slot.
All teams have a home venue and play one game against all other teams at this venue. These games are called home games while games played at another venue are called away games. If a team plays two consecutive home games or away games, we say that the team has a break in the last of the two slots.
In Figure 2 .1, we give an example of a schedule for a double round robin tournament. The columns correspond to slots while the rows correspond to teams and the entry (i, s) gives the opponent of team i in slot s. An @ means that the team plays away against the opponent stated right after the @ and we have highlighted breaks using boldface. A repeater in a schedule are two consecutive games between the same opponents.
Using this terminology we are now able to define the TTP and the TCDMP.
Definition 1 (TTP [5] ). Given n teams, a distance matrix specifying the distance between the venues and an upper bound U B on the number of consecutive home and consecutive away games, find a feasible schedule without repeaters which minimizes the total distance traveled by all teams. It is assumed every team begins and ends at its home venue.
Multiple instance classes of the TTP exist and among them is the circular distance TTP. In this version all teams are placed on a circle with a distance of exactly 1 to both neighbors and it is assumed that the teams travel on the circle when they visit each other. This problem will be used in the heuristic solution method for the TTP.
Definition 2 (TCDMP).
Given a timetable for a double round robin tournament with n teams, a distance matrix specifying the distances between the venues and an upper bound U B on the number of consecutive home and consecutive away games, find a feasible pattern set which minimizes the total distance traveled by all teams.
We have modelled the TCDMP using both IP and CP and the models are presented in the following two subsections. In the rest of the paper, we let n denote the number of teams, while T denotes the set of 
Integer Programming Formulation
To formulate the problem as an IP model, we use a binary variable h is for each i ∈ T and each s ∈ S. h is equals 1 if team i plays home in slot s and it equals 0 if it plays away. To calculate the total travel distance, we use an integer variable, d is for each i ∈ T and each s ∈ S 0 , which is equal to the distance team i travels between slot s and slot s + 1. We use the dummy slots 0 and 2n − 1 to make sure that all teams start and end at home. This gives the following IP model.
h is ∈ {0, 1} ∀i ∈ T, ∀s ∈ {0, . . . , 2n − 1} (2.12)
give lower bounds on the distance team i travels between slots s and s + 1 when i plays away in the two slots, when it plays home and away and when it plays away and home, respectively.
Constraints (2.5) and (2.6) ensure that all teams start and end at home and constraints (2.7) make sure that all teams have exactly n − 1 home games. Constraints (2.8) require that, when teams i 1 and i 2 meet in slot s, one of the teams must play home and the other must play away, while constraints (2.9) make sure that team i plays one home game and one away game in two slots with the same opponent. Finally, the constraints (2.10) and (2.11) give upper bounds on the number of consecutive home games and the number of consecutive away games.
Constraint Programming Formulation
When formulating the problem as a CP model, we use variables similar to the variables used in the IP model, but the CP model allows us to reformulate the constraints. In particular, we are able to formulate the constraints (2.7), (2.10) and (2.11) as a single constraint called sequence and we can use logical expressions to determine the travel distance. This gives the following CP model.
h is ∈ {0, 1} ∀i ∈ T, ∀s ∈ {0, . . . , 2n − 1} (2.24)
The constraints (2.15) -(2.18) determine the travel distance of team i between slots s and s+1, depending on whether team i plays home or away in the two slots. The sequence constraints (2.19) are global constraints with the syntax sequence(min, max, width, varV ec, valueV ec, cardV ec) where min, max and width are numbers, varV ec is a vector of variables and valueV ec and cardV ec are vectors with the same index set.
The constraints are satisfied if each entrance in cardV ec equals the number of variables in varV ec, which are equal to the corresponding entrance in valueV ec and for each value in valueV ec at least min and at most max variables are equal to this value in any subsequence of length width. In our case the constraint says that team i must play exactly n − 1 home games and in U B + 1 consecutive slots it cannot play less than one home game or more than U B home games. Constraints (2.20) The sequence constraint is a key aspect of this formulation. Filtering for the sequence constraint is currently an active research area. In our work, we rely on the filtering algorithm in ILOG Solver [13] based on the work in [19] . van Hoeve et al. [25] survey the strength of alternative sequence filtering approaches.
In the following sections, we present a hybrid IP/CP approach and a branch and price algorithm for solving the TCDMP. A Benders decomposition approach similar to the method presented in [17] has also been implemented but the reduction in time used to solve the master problem cannot offset the additional iterations which are required compared to the hybrid IP/CP approach.
Hybrid IP/CP Approach
The first of the specialized solution methods is a hybrid IP/CP approach which decomposes the problem into two phases. Phase 1 generates all feasible patterns for each team in the tournament and Phase 2 finds the optimal pattern set by assigning each team to one of the patterns found in Phase 1.
CP is in general very effective at solving feasibility problems and it has the advantage of being able to find all solutions to a specific problem instead of a single solution. These characteristics make a CP model ideal for finding feasible patterns in Phase 1. On the other hand, IP is typically stronger than CP when it comes to optimization problems, since the linear relaxation can be used to prune suboptimal solutions.
Therefore IP is used in Phase 2 to choose the optimal patterns from the patterns generated in Phase 1. The details of the two phases are explained below.
Phase 1
In order to generate all feasible patterns, we use a CP model for each team and find all feasible solutions to each of the models. Each pattern must contain exactly n − 1 home games and satisfy the upper bound on the number of consecutive home games and consecutive away games. Furthermore, a pattern for a specific team i must satisfy that, for all pairs of slots s 1 and s 2 where T T is1 = T T is2 , the pattern has both a home game and an away game.
To formulate a CP model for finding all feasible patterns of team i, we use a binary variable h s for each s ∈ S. As in the earlier sections, h s = 1 implies a home game in slot s and h s = 0 implies an away game.
The CP model for team i looks as follows.
solve:
Constraint (3.1) corresponds to constraint (2.19) in the CP formulation and makes sure that the number of home games is correct and the upper bound on consecutive home games and consecutive away games is satisfied. Constraints (3.2) correspond to the constraints (2.20) and make sure that the patterns are feasible with respect to the timetable.
For each team i ∈ T , we let P i denote the set of feasible patterns and for each j ∈ P i , we let h js represent the entry h s of pattern j. We also calculate the distance team i must travel, if it uses pattern j, and denote it d ij . The distance can be calculated since the timetable gives us the opponent of each slot and the pattern tells if team i plays home or away.
Phase 2
In Phase 2, we must find an optimal allocation of each team i to a pattern j ∈ P i , such that the total travel distance is minimized and the pattern set is feasible with respect to the timetable.
To formulate an IP model for this problem, we use a binary variable x ij for each i ∈ T and each j ∈ P i .
The variable is 1 if team i is assigned to pattern j and 0 otherwise. We also use the home-away parameter h js for each pattern j and each slot s and the distance parameter d ij for each team i and each pattern j ∈ P i . min i∈T j∈Pi
Constraints (3.5) are the assignment constraints saying that all teams must be assigned to a feasible pattern and constraints (3.6) make sure that when 2 teams meet, one of the teams play home and the other plays away. These two constraints are enough to ensure a feasible pattern set with respect to the timetable since we know from Phase 1 that all the teams play one home game and one away game in two slots where they meet the same opponent.
Branch and Price
In addition to the hybrid IP/CP approach, we developed a branch and price algorithm (see Barnhart, Johnson, Nemhauser, Savelsbergh, and Vance [2] for a detailed description of branch and price) to solve the TCDMP. This method has successfully been applied to the TTP and it is to date the best exact solution method for the TTP.
The branch and price algorithm assigns teams to patterns by solving a linear programming (LP) problem which is restricted to only contain a subset of the feasible patterns instead of all the feasible patterns. This problem is known as the master problem.
The solution of the master problem may be fractional since we use an LP problem and it might not be optimal since we consider only a subset of the patterns. The optimality issue is handled by solving a pricing problem which finds patterns to the master problem with negative reduced costs. These patterns are added to the master problem and it is re-solved. If no patterns with negative reduced costs exist and the solution is fractional, the algorithm uses branch and bound to obtain an integer solution.
There are a number of pieces that go into a branch and price approach. These include:
1. the approach for finding an initial solution, Since our approach is a relatively standard branch and price approach, we will summarize our choices.
In order to find an initial feasible pattern set, we use a CP model. The model corresponds to the CP model presented in Section 2.2 but, in this model, we ignore the travel distance, since we are only looking for a feasible solution. We have tested the effect of generating an additional number of good patterns initially.
In this way fewer patterns have to be generated during the search and less time is spent on solving the pricing problem. However, the overall computation time increased when this approach were used since the computation time of the master problem increased and additional branching took place before the optimal solution were found.
The master problem of the branch and price algorithm is almost identical to the linear relaxation of the problem solved in Phase 2 of the hybrid IP/CP approach. The only differences are that the problem is restricted since P i does not contain all the feasible patterns of team i, and that a number of branching constraints are added. The number of branching constraints corresponds to the level of the current node in the branch and bound tree. The master problem is solved as a linear program.
When the master problem has been solved we use a pricing problem for finding patterns with negative reduced costs. To solve the pricing problem, we use an IP model since we want to minimize the reduced cost. Alternatively, a CP model could be used to generated patterns with negative reduced costs but we have obtained the best results when the reduced cost is minimized. The pricing problem is solved for each team and in case the reduced cost is less than zero, we add the pattern to the master problem. When the pricing problem has been solved for all teams, we re-solve the master problem if patterns have been added.
Otherwise we need to branch.
Instead of branching on one of the fractional values from the master problem, we use higher order branching. We choose a teamî and a slotŝ and create two new nodes by letting teamî play home in slotŝ in one of the nodes and away in the other. We have two alternative methods for finding the team and slot.
In the first, we find a team and slot where the current solution is fractional, but close to 1; in the second, we find a team and slot where it is fractional and close to 0.5.
The final piece is to define the node selection approach in exploring the branch and bound tree. Again, we have two approaches.
The first strategy is the well-known depth first strategy. This strategy chooses one of the child nodes of the current strategy if any exists and otherwise it backtracks. The strategy corresponds to a last in, first out (LIFO) strategy since it always chooses the last node which has been added.
The second strategy is a best lower bound strategy which attempts to find a node that is likely to include a good solution. If there is a lower bound at each node, then nodes with smaller lower bounds may contain better solutions for our minimization. In our case, we use the objective value of the parent node as lower bound and therefore the strategy chooses the node with the highest parent value. Ties are broken arbitrarily.
With these pieces, we have a branch and price approach where linear programming is used to solve the master problem, constraint programming is used to generate initial columns, and integer programming is used to generate new patterns relative to the dual prices of the master problem. There are two choices for branching and two node selection approaches, for a total of four variants.
Computational Results for the TCDMP
In order to explore the computational complexity of the TCDMP and to compare the proposed solution methods, we have tested all 4 methods on 60 instances ranging from 6 to 16 teams.
At the homepage http://mat.gsia.cmu.edu/TOURN/, Michael Trick's benchmark problems for the TTP can be found. These problems have been studied intensively and a number of solutions are presented at the web page. By letting U B = 3, using the presented distance matrices and permuting the slots of the presented TTP solutions, we have generated instances of the TCDMP.
For each even number of teams from 6 to 16 we have generated 10 instances by permuting slots of the following solutions. The computational results are presented in Table 5 .1. For each number of teams and each solution method, the table shows the number of instances solved and the minimum, average and maximum time used on the solved instances. We have used a time limit of 1800 seconds and instances which have not been solved within this time limit are not included in the average. Since we have 2 node selection strategies and two branching strategies for the branch and price algorithm, we present four versions of this solution method: BP-df-1, BP-df-2, BP-bv-1 and BP-bv-2. The terms df and bv refer to depth first and best value node selection, respectively, while 1 and 2 refer to the first and the second branching strategy. Table 5 .1 shows that, even though CP is better than IP at solving instances with 6 teams, it is not able to solve any of the instances with 8 teams. IP is doing a little better and is able to solve all the instances with less than 10 teams and a single instance with 10 teams. The fact that IP is able to handle larger instances than CP is no surprise, since IP models often excel compared to CP models when optimization problems are considered.
Both the hybrid IP/CP approach and the branch and price algorithm clearly outperform the IP and CP models. We see that the hybrid IP/CP approach shows the best results and, in addition to being the fastest on average, it is also the most stable of the solution methods. The only drawback of this method is a The computation times of the branch and price algorithm are highly dependent on the size of the branching tree and we see that there is an order of magnitude in difference between the minimum and maximum time. This means that the algorithm is only competitive with the hybrid IP/CP approach when an integer solution is found relatively fast in the branching tree.
The slowness of the branch and price approach is somewhat surprising. The vast majority of the patterns generated by the hybrid IP/CP approach are never used, so it seems advantageous to generate them as needed, as the branch and price approach does. For some instances, this indeed is a good thing: the fastest instances do solve faster than the hybrid approach. But for many instances, it appears that the columns being generated are the not the right ones. This appears to lead to lots of branching that is wasting time without moving towards optimality. Still, the branch and price approach may be practical in cases where the number of patterns generated is too large for the hybrid approach. So, for the 18 team instances, while none of the approaches were able to solve these instances within the given time limit, the hybrid IP/CP approach is quite impractical due to the 246,000 patterns generated. Branch and Price is able to at least generate feasible solutions even if optimal solutions cannot be found.
The Traveling Tournament Problem
In this section we present a new heuristic solution method for solving the TTP. This method, called the circular traveling salesman approach (CTSA), obtains solutions by combining solutions for the traveling salesman problem with solutions for the circular distance TTP. Furthermore, we show how the CTSA can be extended by solving the TCDMP afterwards in which case we will refer to it as the extended circular traveling salesman approach (ECTSA).
One of the main problems when solving the TTP is the fact that the travel distance is heavily affected by both the timetable and the pattern set. This makes it very hard to find a good decomposition of the problem and, without a decomposition approach, the problem is too hard to solve using exact solution methods even for instances with only eight teams. This has led to a number of highly specialized metaheuristic solution methods capable of finding very good solutions for all the instance classes of the TTP outlined at [23] .
However, such algorithms are often cumbersome to implement and it may take a lot of fine tuning to obtain the best schedules.
The strength of the CTSA presented here is the fact that it is very simple to implement, solutions are found almost instantaneously and the solutions are not far from the best solutions currently found for the benchmark instances of the TTP. The basic idea is to use a two step approach.
Step 1 approximates an instance of the TTP by an instance of the circular distance TTP, while Step 2 uses a solution for the circular distance TTP to obtain a solution for the TTP. The approximation is performed by finding the optimal traveling salesman tour through all the venues and then distributing the teams evenly on a circle with circumference n according to the order of the traveling salesman tour. This forms an instance of the circular distance TTP and by using a solution for this instance we have a schedule for the original TTP. This process is illustrated in figure 6.1.
The approach can be outlined as follows. The circular traveling salesman approach.
Step 1 Solve the traveling salesman problem for the teams in the tournament to give an ordering of the teams.
Step 2 Solve the circular distance TTP with teams ordered according to the solution from Step 1 and use the resulting schedule to calculate the travel distance when the real distance matrix is used.
The TSP from Step 1 is solved using a standard solution method. The problem is solved without the subtour elimination constraints and, in case the solution contains subtours, cuts are added and the problem is solved again. This process continues until a feasible solution has been obtained.
In
Step 2, we do not actually solve the circular distance TTP since the currently best solutions for the problem, presented at [23] , can be used. Note that there is only one circular distance TTP instance for each size of problem, so this "pre-processing" can be done once for every size n.
In this step, the team ordering 1,2,. . . ,n and the ordering n,1,2,. . . ,n-1 leads to the same objective value of the circular distance TTP -but they result in different schedules and hence different travel distances for the original TTP. This means that we are able to obtain 2n solutions from the TSP solution by rotating the original ordering and reversing the ordering. For example, the ordering 1,2,3, also leads to the orderings: 2,3,1; 3,1,2 and the reverse orderings 3,2,1; 2,1,3 and 1,3,2.
The CTSA has been tested on the benchmark instances: NL6, NL8,. . . , NL16 which can be found at [23] together with corresponding solutions. In Step 2 we need solutions for the circular distance TTP with 6 to 16 teams. For the instance with 10 teams, we use the solution by Langford found at [23] and for all other instances, we use the solutions obtained by Lim, Rodrigues, and Zhang [14] . In order to examine the effect of the 2n orderings, we have solved the problem for each ordering. The results are displayed in Table 6 .1 which gives the best known upper and lower bound on the optimal travel distance, together with the maximum, minimum and average travel distance found by the CTSA for the 2n orderings. The solution method has been implemented in OPL script and it took less than 0.5 second to solve the TSP in all instances.
Keeping the simpleness of the CTSA in mind, the solutions are surprisingly close to the current upper bound. In addition, to be used as final schedules, the solutions can also be used as initial starting points in some of the metaheuristic approaches for the TTP. Lim et al. [14] use a beam search algorithm for obtaining initial solutions in their simulated annealing algorithm. But although the solutions obtained by the CTSA can be found almost instantaneously, the quality is comparable to the beam search. For comparison, Table 6 .2 displays the computational results of the beam search algorithm reported in [14] found on a 2.53 GHz Pentium 4 PC with 512 MB of RAM. In order to improve the solutions of the CTSA, it is possible to add a Step 3 in which the pattern set is improved if possible. This is done by solving the TCDMP, given the original distance matrix and the timetable found in Step 2, to obtain the optimal pattern set given the timetable. The results for this extended version ECTSA are reported in Table 6 .3 together with the computation times. Notice that the computation times are mainly due to the time needed to solve the TCDMP. Since the pattern set and the timetable are already optimized in the solution of the circular distance, only marginal reductions can be obtained by solving the TCDMP. However, in case the obtained solutions will be used as final schedules, it might be worth spending the additional computation time required by the ECTSA. Although the ECTSA uses much more computation time than the CTSA it is still substantially faster than the beam search.
In this paper we have defined the TCDMP applicable for double round robin tournaments in which the timetable is determined before the pattern set and the total travel distance must be minimized. The problem is formulated as an IP model and a CP model and the computation times used to solve these models are compared with the time needed to solve two specialized algorithms. The first of the two algorithms is a hybrid IP/CP approach and the computational results show that this is the best of the four solution methods. The second algorithm is a branch and price algorithm and although the computational results are not as good as the hybrid approach it does provide solutions to almost all the instances.
Furthermore, we present the heuristic solution method CTSA for the TTP capable of finding high quality solutions in very short time. The speed of this approach makes it very well suited for obtaining initial solutions which can be used in the metaheuristic solution methods for the TTP. An interesting direction for future
