The Direct Observation of Procedural Skills (DOPS) form is used as a workplace-based assessment tool in the current Australian and New Zealand College of Anaesthetists curriculum. The objective of this study was to evaluate the reliability of DOPS when used to score trainees performing ultrasound-guided regional anaesthesia. Reliability of an assessment tool is defined as the reproducibility of scores given by different assessors viewing the same trainee. Forty-nine anaesthetists were recruited to score two scripted videos of trainees performing a popliteal sciatic nerve block and an axillary brachial plexus block. Reliability, as measured by intraclass correlation coefficients, was -0.01 to 0.43 for the individual items in DOPS, and 0.15 for the 'Overall Performance for this Procedure' item. Assessors demonstrated consistency of scoring within DOPS, with significant correlation of sum of individual item scores with the 'Overall Performance for this Procedure' item (r=0.78 to 0.80, P <0.001), and with "yes" versus "no" responses to the 'Was the procedure completed satisfactorily?' item (W=24, P=0.0004, Video 1, and W=65, P=0.003, Video 2). While DOPS demonstrated a good degree of internal consistency in this setting, inter-rater reliability did not reach levels generally recommended for formative assessment tools. Feasibility of the form could be improved by removing the 'Was the procedure completed satisfactorily?' item without loss of information.
In 2013, the Australian and New Zealand College of Anaesthetists (ANZCA) introduced a revised anaesthesia training program. This explicitly defined "contents, teaching, learning and assessment tools" of a curriculum with formative feedback of performance 1 . This included requirements for expected knowledge, technical performance, and professional attributes of specialist anaesthetists. Methods of assessment were selected to examine specific learning outcomes, including the evaluation of clinical performance using workplace-based assessment tools. The Direct Observation of Procedural Skills (DOPS) form is a type of workplace-based assessment tool introduced in the new curriculum to assess and provide structured feedback for discrete anaesthesia procedures 2 .
The ANZCA DOPS form has different sections for quantitative assessment. There are 10 individual items covering technical and non-technical skills (Clinical knowledge, Consent, Preparation, Vigilance, Infection control, Technical ability, Patient interaction, Insight, Documentation/Post-procedure management, and Team interaction) scored on a nine-point Likert scale with descriptors related to need for assessor guidance. There are two global assessment items in the next section: the 'Was the procedure performed satisfactorily?' item answered as a dichotomous yes/ no response, and the 'Overall Performance for this Procedure' item scored on a nine-point Likert scale with descriptors for level of clinical independence shown by the trainee. These items are intended to guide qualitative assessment in the form of formative feedback, and are recorded in the remaining sections of the DOPS form.
The quality of a workplace-based assessment tool as a valid method to assess trainees is described as its psychometric properties. These properties include reliability, content and construct validity, and feasibility in a clinical environment 3 . Of these properties, reliability is a key concept describing the reproducibility of scores between different assessors evaluating the same trainee performing the same anaesthetic procedure. Evidence of reproducibility of scores between different assessors provides assurance that assessment of trainees will produce consistent and meaningful results 4 . Another form of reliability is internal consistency, which describes whether or not an assessor scores similarly on different questions within a tool that measures the same learning outcome. A reliable and internally consistent assessment tool is necessary to instil confidence and improve acceptance of the tool by trainees and assessors alike 3 .
The initial evaluation of the psychometric properties of the ANZCA DOPS form when used for ultrasound-guided regional anaesthesia (UGRA) has been previously reported, using six regional anaesthesia experts to score 30 clinical videos of trainees performing peripheral UGRA procedures. In that study, reliability using intraclass correlation coefficients ranged from 0.10 to 0.49 for the DOPS individual items 5 .
The objective of this study was to evaluate the reliability and internal consistency of the DOPS form when used by a range of eligible DOPS assessors for evaluating trainees performing UGRA procedures. All assessment tools should be validated in different contexts and over time, to ensure that the tools remain of high quality through a process of continuous improvement as advised by the ANZCA Guidelines on Assessment 6 .
This study used scripted videos of UGRA performance, and scoring by regional anaesthesia experts as well as specialist anaesthetists attending educational events on workplacebased assessment tools. There were three stages in this study: development of the scripted videos; evaluation of the reliability of the scoring of those videos by regional anaesthesia experts using a global rating scale (GRS); and recruitment of specialist anaesthetists to score the scripted videos using the ANZCA DOPS form. 
Materials and methods

Development of scripted videos
We utilised scripted videos of UGRA performance rather than filming real-life trainees and patients. This avoided ethical and privacy concerns as the videos would be viewed by an audience of assessors at several public locations. Reliability scores between scripted and real trainee-patient videos have been shown to be similar 7 . Scripted videos have been used for reliability and validation studies of workplace-based assessment tools in anaesthesia 8 , critical care 9 , surgery 10 , and junior doctor 11,12 and undergraduate medicine training 13 .
Two scripted videos were produced, depicting a single injection popliteal sciatic nerve block (Video 1), and a single injection axillary brachial plexus block (Video 2). Volunteers acted out the roles of anaesthesia trainee, patient, and anaesthesia assistant. Each video was formatted with two segments: an initial 'pre-procedure interview' with questions posed to the trainee testing cognitive domains and clinical knowledge for each block, followed by a 'procedural segment' showing the trainee performing the block and interacting with the anaesthesia assistant (Appendix One). Videos were scripted to be 10 to 11 minutes in duration.
Video 1 contained more satisfactory than unsatisfactory performance, and included the following scripted elements: possible risk of neurological injury mentioned during informed consent, trainee showed satisfactory theoretical knowledge of the procedure and follow-up care, exhibited accurate sonoanatomy knowledge with excellent sonographic imaging, satisfactory needle-tip visualisation and advancement under ultrasound and adequate spread of local anaesthesia around the sciatic nerve, but the patient was not monitored during the procedure.
Video 2 contained a mixture of satisfactory and qualitycompromising behaviours, including: informed consent discussion did not explain risk of neurological injury, a wrong answer was given for testing of post-block motor function but otherwise accurate theoretical knowledge, satisfactory followup care, the patient was monitored during the procedure, accurate sonoanatomy knowledge, hesitant technical performance with loss of needle imaging under ultrasound, but with insight into difficulty and a second needle pass performed with satisfactory technical performance, good interaction with the anaesthesia assistant, correct concurrent use of a neurostimulator with motor twitch endpoints, and adequate spread of local anaesthesia under ultrasound.
Filming of the videos occurred in the Liverpool Hospital operating theatre suite in an empty procedural bay using a Panasonic GH2 video camera (Osaka, Japan), and edited with Adobe Premiere Elements (San Jose, California, USA). A picture-in-picture insert of the ultrasound imagery was included in each video.
Evaluating reliability of scripted videos
Ten experts in regional anaesthesia scored the scripted videos with the GRS previously used for the assessment of ultrasound-guided supraclavicular plexus blocks 14 . Scoring occurred in a test-retest protocol without training. Each expert independently scored the videos during the test phase, and after a four-week interval, re-scored the videos in a retest phase.
Variants of this GRS have been used for assessment of surgical skills 15 and for regional anaesthesia procedures, including interscalene brachial plexus 16 , axillary plexus 17 , and epidural blocks 18 . This form contains seven items assessing technical and non-technical domains, scored on a five-point Likert scale.
Recruitment of assessors
For the third stage of this study, we recruited specialist anaesthetists attending scheduled educational events on training in workplace-based assessment. Prior to the event, advertisements were distributed to all attendees describing the study aims and protocol. Three education events were pre-selected; a problem-based learning session at an international conference (14th Combined Asian-Australasian Congress of Anaesthesiologists and the Australasian Symposium on Ultrasound and Regional Anaesthesia, Auckland, New Zealand, February 2014), an ANZCA Supervisors of Training education session (Sydney, Australia, April 2014), and a departmental continuing education session (Liverpool Hospital, Sydney, Australia, May 2014).
All attending anaesthetists were eligible to participate in the study, and were provided with a numbered folder containing a consent form and two blank ANZCA DOPS forms (Appendix Two) downloaded from the ANZCA website 19 . Those who wished to participate provided written consent and were recruited as 'Assessors'. Consent forms were separated immediately from the DOPS forms to preserve anonymity of responses. Assessors were shown both videos and scored each video using DOPS. Completed DOPS forms were placed back into the folder and returned at the end of each education session.
No training was provided during the study. Scoring was permitted during the video, and a further five minutes was provided to complete the DOPS form at the conclusion of each video.
Statistical analysis
Reliability of scoring between users of the GRS or DOPS form was evaluated with intraclass correlation coefficient (ICC) and reported with 95% confidence intervals (CI). The specific model used in this study was ICC(2A,1), which is a two-way random-effects, absolute agreement, single measures model 20 . ICCs were calculated for the GRS scores obtained from regional anaesthesia experts for both videos at test, both videos at retest, and between scores at test-retest.
ICCs were calculated for each of the individual items, and the 'Overall Performance of the Procedure' item of DOPS as scored by the assessors. These items were scored on the nine-point Likert scale. In the DOPS form, these scores can be grouped into three categories relating to the level of supervision required by the assessor: 'Significant input required from assessor' (Likert score 1 to 3); 'Some guidance provided from assessor' (score 4 to 6); and 'Able to manage independently' (score 7 to 9). ICCs were also calculated using this three-category scale after re-coding of the nine-point scores.
To evaluate the internal consistency of assessors scoring within the DOPS form, we calculated each assessor's 'Total Score' and compared this to their scores provided for the two global assessment items. The 'Total score' was calculated by addition of all individual item scores and converted into a percentage of the maximum possible score. Spearman rank correlation was used for the relationship between 'Total score' and the DOPS 'Overall Performance for this Procedure' item. The Wilcoxon rank sum test was used to determine a difference in the 'Total score' and the yes/no response groups in the item 'Was the procedure completed satisfactorily?'. For analyses of all items, 'Unable to assess' scores were excluded.
Statistical analysis was performed with SPSS Statistics version 22 (SPSS Inc, Chicago, Ill). Statistical significance of all analyses was determined by a P value <0.05.
Results
The ICC for the experts' GRS scores for both videos at test was 0.44 (95% CI 0.07-1.00); and ICC for both videos at retest was 0.39 (95% CI 0.06-1.00). ICCs for test-retest was 0.68 (Video 1; 95% CI 0.18-0.91) and 0.72 (Video 2; 95% CI 0.25-0.92).
Fifty-four folders were returned by assessors, and each folder was inspected for missing data in either DOPS form. Five folders were excluded as at least one of the two DOPS forms were insufficiently completed. The remaining 49 folders (90.7% of returns) contained sufficient data in both DOPS forms and were available for meaningful analysis.
Within the 49 folders, three individual items were further 2. Consent (1-9) 4-9 6 (5-7) 2-9 5 (4-5)
3. Preparation (1-9) 2-8 6 (4-7) 2-9 6 (4-7)
4. Vigilance (1-9) 1-8 6 (4-7) 3-9 6 (4-7)
5. Infection control (1-9) 1-8 5 (3-7) 1-8 5 (3-7)
6. Technical ability (1-9) 2-9 7 (6-8) 2-8 6 (3-7) 7. Patient interaction (1-9) 1-9 7 (5-7) 2-9 5 (4-6)
Overall Performance for this Procedure (1-9) Table 1 . The DOPS 'Total score' was thus calculated as the sum of the remaining seven individual items and converted into a percentage of maximum score of 63. ICC results for these seven individual items, 'Overall Performance for this Procedure' item, and the 'Total score', were calculated for both the nine-point Likert scale and three-category scale, and are reported in Table 2 .
In the first measure of internal consistency, the correlation between 'Total score' and 'Overall Performance for this Procedure' item score was 0.78 for Video 1 (Spearman rho, P <0.001) and 0.80 for Video 2 (Spearman rho, P <0.001). Figure 1 graphically depicts this correlation as linear regression line of best fit in both videos.
Using the second measure of internal consistency, there was a statistically significant difference in 'Total score' between yes or no answers provided for the item 'Was the procedure completed satisfactorily?' in both videos (Wilcoxon W=24, P=0.0004 and W=65, P=0.003). This relationship is shown in Figure 2 .
Discussion
As measured using ICC, the inter-rater reliability of the regional anaesthesia experts using GRS was 0.39 and 0.44 for Video 1 and 2 respectively. Test-retest reliability of experts' scoring was 0.68 and 0.72. Using the DOPS form, assessors' inter-rater reliability for individual items was -0.01 to 0.43 using the nine-point scale, and did not improve when re-coded into the three category scale (-0.01 to 0.39). The highest ICC for the global assessment item 'Overall Performance for this Procedure' and the DOPS 'Total score' was 0.17 and 0.10 respectively. Assessors were internally consistent, with their 'Total scores' correlating with their answers for the two global items. In this study, the ICC(2A,1) random-effects, absolute difference, single measures model was used as the statistic to measure reliability between raters, and is calculated as a special application of a two-way analysis of variance 21, 22 . This model was chosen due to the intended use of DOPS in the ANZCA curriculum: (1) eligible assessors can be randomly chosen by a trainee, to score a random sample of nerve blocks from all possible regional anaesthesia procedures; (2) the DOPS Likert scale defines specific differences in trainee performance (for example, 1 = not comfortable leaving trainee unsupervised at any time, 2 = comfortable to leave trainee to take a brief call, 3 = can leave trainee for a longer period); and (3) a single assessor scores a trainee after observing a single clinical episode.
This was the same ICC model used in the psychometric evaluation study by Watson et al 5 . In that study, six regional anaesthesia experts were specifically trained in the use of DOPS and scored clinical videos of nerve block procedures. Individual item ICCs were found to range from 0.10 to 0.49 and the ICC for 'Overall Performance for this Procedure' was 0.32. The current study has similar results, using a larger sample of motivated assessors.
These reliability results from both studies are lower than thresholds suggested by Cicchetti et al 23 and Downing 24 who recommended minimum ICC levels of 0.60 or 0.70 for tools designed for structured feedback. While high reliability is necessary for high-stakes summative assessment, they argue that lesser stakes formative assessment still requires a moderate degree of reliability; otherwise a trainee may receive inconsistent messages such as unduly critical or falsely reassuring feedback despite being assessed on the same procedural performance.
It is important to note that measuring reliability is dependent on the way workplace-based assessments are conducted, such as whether single or multiple assessors are used to score the same clinical episode. For example, if two assessors were used to simultaneously score a trainee, the average measures ICC(2A, k) model is now relevant. Recalculated ICC scores for the GRS would be 0.87 and the DOPS 'Overall Performance for this Procedure' global item would be 0.88. The improvement in reliability is due to averaging scores from both assessors, thus limiting any inconsistency in marking by an individual assessor. Internal consistency was demonstrated by significant correlation between the aggregated individual item scores (calculated 'Total score') and the two global assessment items. Assessors marked the individual items and gave corresponding scores when posed with the 'Overall Performance for this Procedure' item and the 'Was the procedure completed satisfactorily?' item.
The 'Overall Performance for this Procedure' item has text descriptions of clinical independence anchoring the Likert scale at each point, a design termed as "construct alignment". This design was previously trialled in the United Kingdom Joint Royal Colleges of Physician Training program and improved the reliability over numerical only scales 25 . An additional advantage is that the text descriptors provides richer material for supervisor-trainee discussion rather than a yes/no item 26 . As both global assessment items were equally consistent, future versions of the ANZCA DOPS could improve feasibility of the form by removing the 'Was the procedure completed satisfactorily?' item without loss of information.
There is no universally accepted gold standard test of procedural skill for UGRA 3 . GRS tools have been previously studied for regional anaesthesia assessment, and are particularly useful for holistic assessment of non-technical skills. We thus used a GRS with the regional anaesthesia experts to form a comparison with assessors using the DOPS form. ICC for the GRS was higher than most of the DOPS individual items, and higher than the DOPS global item 'Overall Performance for this Procedure' and calculated 'Total score'. However, single measures reliability was similar for all three groups: untrained experts using a GRS and assessors using ANZCA DOPS in this study, and trained experts using DOPS in the study by Watson et al 5 .
One limitation of our study is selection bias. We recruited anaesthetists attending voluntary education sessions, suggesting a motivation and higher level of engagement in trainee assessment and supervision. As the DOPS form can be completed by any ANZCA Fellow or comparably qualified specialist anaesthetist or provisional fellow, there is a possibility that our reliability results may not apply to the wider range of assessors who are allowed to assess trainees, inter-rater reliability potentially being less than that shown in this study. Whilst it may be intuitive that training of assessors improves reliability of workplace-based assessment tools, there are conflicting results showing no difference 27, 28 or an improvement in the reliability of the DOPS tool 29 .
In this study, we also limited the psychometric evaluation of the DOPS tool to reliability and did not formally test construct validity. We scripted different behaviours in the videos, and we note that a higher proportion of assessors answered positively 'Was this procedure performed satisfactorily?' for Video 1 than Video 2. More videos would have been necessary to confirm a statistical significance for assessors discriminating on basis of performance. Lastly, our study only used UGRA procedures, and we caution that our results may not be generalisable to the use of DOPS to assess other anaesthesia procedures.
In conclusion, we performed a study on the reliability of the ANZCA DOPS form for workplace-based assessment of UGRA. This study utilised scripted videos of peripheral UGRA procedures, scored using a GRS by regional anaesthesia experts and the ANZCA DOPS form by specialist anaesthetists. Internal consistency of both global assessment items were equally good and favoured deletion of one item to improve feasibility. Reliability between assessors as measured by ICC(2A,1) for the DOPS form was <0.43 for individual items and 0.15 for a global assessment item. These are comparable to results from an initial psychometric assessment of the DOPS form for UGRA. Higher reliability scores might be achieved by the addition of a second assessor to simultaneously score UGRA procedures.
