This paper presents an efficient multi-fidelity Bayesian optimization approach for analog circuit synthesis. The proposed method can significantly reduce the overall computational cost by fusing the simple but potentially inaccurate low-fidelity model and a few accurate but expensive high-fidelity data. Gaussian Process (GP) models are employed to model the low-and high-fidelity blackbox functions separately. The nonlinear map between the lowfidelity model and high-fidelity model is also modelled as a Gaussian process. A fusing GP model which combines the low-and highfidelity models can thus be built. An acquisition function based on the fusing GP model is used to balance the exploitation and exploration. The fusing GP model is evolved gradually as new data points are selected sequentially by maximizing the acquisition function. Experimental results show that our proposed method reduces up to 65.5% of the simulation time compared with the state-of-the-art single-fidelity Bayesian optimization method, while exhibiting more stable performance and a more promising practical prospect.
INTRODUCTION
As device size shrinks to the nanoscale region, the analog circuit design is facing enormous challenges due to the more and more complicated device models and expensive transistor-level simulations. The growing demands for high performance, low power and short time-to-market make manual analog circuit design even more difficult. Sophisticated automated analog circuit design is in great demand and has attracted lots of attention in both industry and academic community [23] .
Analog circuit simulations are computation intensive. Great efforts have been made to reduce the simulation time while searching for the global optimum efficiently. Generally, the optimization algorithms can be classified into two categories: the model-based and simulation-based approaches. Driven by simplified equations or polynomials, the model-based methods build models to approximate the performance of the analog circuit, so as to fully search the solution space without expensive computational cost. One modelling technique that has been studied in depth is the geometric programming based approach [2, 4, 5] . However, a fundamental limitation *Corresponding authors: huxd@icdc.org.cn, {yangfan, xzeng}@fudan.edu.cn.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. of the model-based approach is that the accuracy of the constructed model is not guaranteed, and the model building process itself also requires lots of simulations. Simulation-based approaches simply take the objective function as a black-box function and activate the simulation process online. In order to better explore the solution space, a variety of well-developed global optimization algorithms have been consecutively proposed, examples include evolutionary algorithm [15] , particle swarm optimization algorithm [27] , multiple starting point optimization algorithm [18, 28] , and simulated annealing algorithm [20] . The main disadvantages that prevent the simulation-based approach from widespread use are its relatively low convergence rate and the corresponding large simulation costs.
To chart a way forward out of the dilemma, the GP-based Bayesian optimization (BO) approach has been proposed recently to combine both the model-based and simulation-based approach [17] . Generally, Bayesian optimization approach consists of two key elements: the surrogate model and the acquisition function [26] . The surrogate model is trained to mimic the behavior of the latent function. And the acquisition function helps to select the next query point to balance the exploration and exploitation. Compared with the model-based approach which builds the model only once and explores the global optimum offline, BO refines the surrogate model incrementally and searches the optimum online. Other successful GP-based approaches have also been proposed [14, 16] .
In order to further reduce the overall cost of the optimization process, great efforts have been made to exploit the correlations between different fidelity levels of information (a.k.a. fidelities) [13] . The corresponding multi-fidelity Bayesian optimization algorithms have also been proposed [11, 12, 21] . However, only linear correlations are considered in these models and Bayesian optimization algorithms. Recent work [19] generalized the linear correlations to general nonlinear one, and proposed nonlinear information fusion algorithms for multi-fidelity modeling. The nonlinear map between the low-fidelity and high-fidelity models provides more flexility to model the complicated correlations between the lowand high-fidelity black-box functions.
Inspired by [19] , we propose an efficient multi-fidelity Bayesian optimization approach for analog circuit synthesis. We follow the ideas of [19] to build the multi-fidelity model, but propose the weighted Expected Improvement acquisition function and multifidelity optimization strategies for Bayesian optimization. GP models are employed to model the low-and high-fidelity black-box functions separately. The nonlinear map between the low-fidelity model and high-fidelity model is also modelled as a Gaussian process. A fusing GP model which combines the low-and high-fidelity models can thus be built. The acquisition function based on the fusing GP model is used to balance the exploitation and exploration. By maximizing the acquisition function and carefully selecting the fidelity for evaluation, our optimization algorithm achieves better optimization results within the limited simulation time. The ability to combine several levels of information to model the slowest one is extremely useful in analog circuit optimization, since we can always carry out the circuit simulation at different precision levels. This would help us to find the global optimums of analog circuits that are impossible to optimize if we only rely on the computationally intensive high-fidelity simulation results. The efficiency of our proposed method has been demonstrated with two real-world analog circuits. And the experimental results show that our proposed methodology can reduce up to 65.5% of the simulation time during the optimization process.
The remainder of this paper is organized as follow. In section ( §2), we present the problem formulation and briefly review the GP-based Bayesian optimization approach. In section ( §3), the multi-fidelity Bayesian optimization algorithm is proposed. The implementation details are presented in section ( §4). And the experimental results is presented in section ( §5). We conclude the paper in section ( §6).
BACKGROUND
In this section, we first present the problem formulation of analog circuit optimization ( §2.1). Then, we give a brief overview of Bayesian optimization ( §2.2), and the Gaussian process regression ( §2.3) and the acquisition functions ( §2.4).
Problem Formulation
A typical analog circuit optimization problem can be formulated as a constrained optimization problem, which can be expressed as follows:
where x is a d-dimensional vector denoting the d design variables for the analog circuit optimization problem. The f (x) and c i (x) in equation (1) represent the objective function and the i-th constraint function respectively. The goal is to minimize f (x) while satisfying the constraints.
Overview of Bayesian Optimization
Bayesian optimization (BO) is a sequential model-based framework that helps to find the global optimum of noisy and expensive black-box functions. Generally, it contains two key ingredients: the surrogate model and the acquisition function [26] . The probabilistic surrogate model captures our beliefs about the unknown objective function, and provides posterior distribution with both predictions and uncertainties. The acquisition function utilizes the posterior distribution to select the query points sequentially, and it is carefully designed to trade off between exploitation and exploration. The exploitation means the algorithm tends to find the optimum point of the current search space with high confidence. The exploration means the algorithm tries to search the promising unknown area with high predictive uncertainty. Starting with a randomly sampled training set, Bayesian optimization is able to construct a probabilistic surrogate model to provide the posterior distribution. At each iteration, the training set is incremented by a new point with maximum acquisition function value to refine the surrogate model. After a limited number of iterations, the global optimum is possibly to be found.
Gaussian Process Regression
For Bayesian optimization process, one commonly used surrogate model is the Gaussian process regression (GPR) model [26] . The GPR model captures our prior beliefs about the objective function and provides the posterior predictive means and well-calibrated uncertainty estimations [22] .
We consider to approximate a scalar-valued black-box function f (x) with observation noise ϵ ∼ N (0, σ 2 n ), where N (·, ·) denotes a Gaussian distribution. The training set can be expressed as D T = {X , y}, where X = {x 1 , x 2 , . . . , x N } denote the inputs, y = {y 1 , y 2 , . . . , y N } denotes the observations of the black-box function at {x 1 , x 2 , . . . , x N }. We can fully characterize our prior beliefs about the latent function with a Gaussian process whose mean function is m(x) and kernel function is k(·, ·). k(·, ·) should be carefully designed to make sure the covariance matrix a symmetric positive definite (SPD) matrix. In this paper, we fix m(x) = 0 and select the kernel function as the squared exponential (SE) function, which can be expressed as below
In equation (2), Λ = diag(l 1 , l 2 , . . . , l d ) is a diagonal matrix and l i denotes the i-th length scale of the i-th dimension. The hyperparameters can be assembled into a single vector
to help optimize the GPR model. By maximize the likelihood, the GPR model can be optimized to approximate the behavior of the expensive latent function f (x). In other words, we can train the model by minimizing the negative log marginal likelihood (NLML):
where
Given a new input vector x * , the trained GPR model is capable of providing the corresponding posterior prediction µ(x * ) and uncertainty measurement σ 2 (x * ). The formulations are as follows:
Acquisition Function
For simplicity, let us first ignore the constraints and consider the minimization of the objective function. We use weighted expected improvement as acquisition function. Given the current best objective value τ , the improvement can be calculated with I (y) = max(0, τ −y), and the posterior distribution of y can be provided by the surrogate model y ∼ N (µ(x), σ 2 (x)). Therefore, the expected improvement (EI) [10] over τ can be expressed as follows:
where λ = (τ − µ(x))/σ (x). In equation (5), Φ(·) and ϕ(·) represent the CDF and PDF of the standard normal distribution respectively. The EI function favors the unknown regions with large uncertainty estimation and the high confidence regions with minimum predictive means. For constrained optimization problem, there are certain regions that are invalid. The weighted expected improvement (wEI) [8, 24] algorithm has been proposed to address this problem. By multiplying the EI function with the probability of feasibility (PF), the wEI function favors the feasible regions and reduces the points that are more likely to violate constraints. The corresponding formulation is as below:
gives a potential measurement of the i-th constraint being satisfied. And µ i (x) and σ i (x) represent posterior prediction and uncertainty estimation of the i-th constraint function respectively. There are other well-designed acquisition functions, such as upper confidence bounds (UCB) [1] , predictive entropy search [9] , Thompson sampling [3] , and knowledge gradient [25] .
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MULTI-FIDELITY BAYESIAN OPTIMIZATION
In this section, we will present our proposed multi-fidelity Bayesian optimization approach for analog circuit synthesis. We will first present the multi-fidelity model and the corresponding training techniques in detail ( §3.1). Then, we give the posterior prediction and uncertainty estimation of multi-fidelity model in ( §3.2). Next, the Bayesian optimization based on the multi-fidelity model is presented in ( §3.3). In ( §3.4), we give a carefully designed fidelity selection criterion. For simplicity, we only consider modelling technique that involves two levels of fidelities in this paper. We refer the potentially inaccurate but cheap to evaluate model as the low-fidelity model, and the accurate but computation intensive model as the highfidelity model. We use f l (·) and f h (·) denote the GPR model that are trained with the low-and high-fidelity dataset respectively. Given an input vector x, we use µ l (x), σ 2 l (x), µ h (x) and σ 2 h (x) to represent the corresponding posterior prediction and uncertainty estimation provided by the low-and high-fidelity models respectively. The current best results of coarse and fine data are denoted as τ l and τ h respectively.
Multi-fidelity Model
In [13] , a multi-fidelity modelling approach which exploits the linear correlations between low-fidelity and high-fidelity models has been proposed as follows:
where ρ denotes the regression parameter and δ (x) represents the independent noise term which follows a Gaussian distribution. This method exhibits great improvement compared with the traditional single-fidelity method. However, it is not suitable for situations when the coarse and fine models exhibit more complex correlations. Based on the fact that non-functional interplay exists between different fidelity level of information, a nonlinear information fusion algorithm was proposed in [19] to further exploit the corresponding nonlinear cross-correlations between the low-and high-fidelity models.
The first level of the multi-fidelity model is based on the traditional GPR model presented in ( §2.3) . The mean function of the low-fidelity model is fixed as m(x) = 0 and the corresponding kernel function is the SE function in equation (2) . By minimizing the equation (3), the low-fidelity model trained with the coarse data D l = {X l , y l } can be optimized to approximate the behavior of the low-fidelity latent function.
In order to enhance the low-fidelity model, the nonlinear correlations between the low-and high-fidelity data should be fully explored. The correlations between low-and high-fidelity models can be generalized as
where z(·) represents the unknown space-dependent correlations between the low-and high-fidelity model, and δ (·) is a Gaussian process model with respect to the high-fidelity data, which is independent of the low-fidelity model. The nonlinear map z(·) can also be modelled by a Gaussian process model. Since the low-fidelity model f l (x) is also a Gaussian process model, z(f l (x)) is a deep Gaussian process model, and the posterior distribution of f h (x) would thus not be Gaussian. In [19] , the posterior prediction µ l (x) provided by the low-fidelity model f l (x) is mapped to the highfidelity output. With the assumption that the Gaussian processes δ (·) and z(·) are independent, f h (x) is approximated by a Gaussian process with mean function m h (x) = 0 and the kernel function defined as follows [19] :
where k h,1 (·, ·), k h,2 (·, ·) and k h,3 (·, ·) are valid covariance functions, and the squared exponential function in (2) is used in our paper. θ h,1 , θ h,2 , θ h,3 are the corresponding hyperparameters for the kernel functions k h,1 (·, ·), k h,2 (·, ·) and k h,3 (·, ·). We use θ h to denote the combined hyperparameters of θ h,1 , θ h,2 , θ h,3 . With the m h (x) = 0 and the kernel function k h (x 1 , x 2 ; θ h ) defined in (9), the hyperparameters θ h can be learnt from the high-fidelity dataset via the minimizing the NLML as shown in (3). The corresponding posterior distribution is denoted as
Prediction and Uncertainty Estimation
The basic idea of the multi-fidelity model is to use the value of low-fidelity function as additional input parameters, however, if the low fidelity and high fidelity data do not share same input, then f l (x) could be unknown, in which case, we model the low fidelity function as Gaussian process and then integrate f l (x) out [19] .
The posterior distribution of low-fidelity model is Gaussian. The corresponding high-fidelity counterpart is not Gaussian because it depends on the posterior prediction of the low-fidelity model. Given an input vector x * , the posterior uncertainty estimation of the low-fidelity model will propagate to the higher-fidelity model. With the posterior uncertainty measurement of the low-fidelity model, the overall posterior distribution of the multi-fidelity model can be expressed as follows [19] : where D l = {X l , y l } and D h = {X h , y h } correspond to the low-and high-fidelity training data set respectively. D = {D l , D h } is the combination of the the low-and high-fidelity training data set. y * ,l and y * ,h denote the posterior distribution provided by the low-and high-fidelity model.
However, computing the posterior distribution with equation (10) faces great challenge. The fundamental problem is that analytically generating the exact posterior predictions and uncertainty estimations is intractable. Therefore, the prediction and uncertainty estimation of the high-fidelity model are obtained through Monte-Carlo integration of (10). We randomly sample N points X * = (x * ,1 , x * ,2 , . . . , x * , N ) that follow the posterior distribution X * ∼ N (µ l (x), σ 2 l (x)), and calculate the prediction and posterior uncertainty with Monte-Carlo process. It will be used in the subsequent Bayesian optimization process. Figure 1 shows that the posterior prediction fits the latent function better and the uncertainty estimation is much lower compared with the single-fidelity GPR model. The corresponding latent functions come from the pedagogical example of [19] .
Bayesian Optimization Based on the Multi-fidelity Model
The proposed multi-fidelity Bayesian optimization approach effectively enhances the low-fidelity model by learning the nonlinear correlations between coarse and fine data automatically. With carefully designed multiple starting point [18, 28] strategy, the exploitation is greatly improved during the optimization procedure. Fueled with explicitly designed optimization algorithms and the fidelity selection criterion, our proposed method can efficiently reduce the overall optimization cost. At each iteration, we first construct the low-fidelity GP model and optimize the low-fidelity wEI acquisition function to find an optimal point x * l , then, the high-fidelity GP model is built, and the high fidelity wEI function is optimized based on x * Build the multi-fidelity model 4: Randomly scatter a set of data 5: Maximize the acquisition function of the low-fidelity model, and get x * Select the fidelity level for evaluation ( §3.4) 8: Update the training set with the newly sampled data (x t , y t ) 9: end for
Fidelity Selection Criterion
During the optimization process, the surrogate models are incrementally refined with new observed data. By maximizing the acquisition function of the multi-fidelity model, the selected query point can trade off between the exploration and exploitation and reduce the overall optimization cost. Apart from choosing the next query point, we also need select the evaluation fidelity for the multifidelity Bayesian optimization process. Based on the fact that the computational cost of sampling the high-fidelity model is much higher than that of the low-fidelity counterpart, we should only sample the high-fidelity data if it is necessary. If the uncertainty of the query point based on the low-fidelity model is low, which means that this data point cannot further improve the accuracy of the lowfidelity model, we will evaluate this query point in high fidelity level to improve the accuracy of multi-fidelity model. Therefore, we select x to be sampled in the high-fidelity level if the following criterion is satisfied:
where σ 2 l (x) is the uncertainty estimation with the low-fidelity model, and γ is empirically set to be 0.01 in this paper. For constrained optimization problem, the corresponding criterion is expressed as below: the corresponding low-fidelity models. With the proposed fidelity selection criterion, our proposed multi-fidelity Bayesian optimization process would only sample high-fidelity data if it is necessary.
IMPLEMENTATION DETAILS
We will present several implementation details in this section.
Multiple Starting Point strategy
We use multiple starting point [18, 28] (MSP) strategy to optimize the acquisition function. The region-hit property of the MSP strategy makes it more suitable for global optimization. The stochastic characteristic of MSP algorithm prevents it from getting stuck in the local optimum. By randomly sampling a set of starting point in the solution space, we can expect to cover almost all valleys of the objective function and thus get all local optimum to achieve the global optimum. For the optimization of the acquisition function of the multifidelity model, we propose a more sophisticated strategy based on the current search space of the low-and high-fidelity models. During the optimization of the acquisition function of the multifidelity model, instead of scattering the starting point randomly, we sample a small fraction of the starting points around τ h . Considering the fact that the optimum points of the low-and high-fidelity latent function are within a small range in most cases, we also sample a fraction of points around τ l . By scattering a fraction of points around the best results of the current search space, we can better explore the region that has low posterior predictive mean with high confidence. The reason is that the uncertainty estimation of the current best result is extremely small. And even if there is only a small deviation from the current best result, the gradient of the expected improvement function will be zero as shown in Figure 2 . The latent functions in Figure 2 come from the pedagogical example of [19] . Therefore, it is not possible to fully explore the current best region with randomly scattered starting points. For constrained optimization problem, where the input dimension is over 20, the problem will be more serious. The ratio at which we sample around τ l and τ h in this paper is 10 percent and 40 percent respectively.
Finding the First Feasible Solution
For the constrained optimization problem, there is a possibility that the initial dataset has no feasible points. Considering the narrow bell shape of both EI and PF function, we minimize the sum of the posterior means which violate the constraints to force the starting point into a feasible region. The corresponding formulation is as An Efficient Multi-fidelity Bayesian Optimization Approach for Analog Circuit Synthesis DAC '19, June 2-6, 2019, Las Vegas, NV, USA 
This operation helps to accelerate the process of finding the first feasible point. And it further reduces the computational resources spent on searching the infeasible region during the optimizaion process.
EXPERIMENTAL RESULTS
In this section, we demonstrate the efficiency of our proposed optimization approach with two real-world analog circuits: power amplifier ( §5.1) and charge pump ( §5.2). We quantitatively compare our approach with three state-of-the-art algorithms: WEIBO [17] , GASPAD [16] and DE [15] . The WEIBO method is a traditional single-fidelity GP-based BO approach with wEI function works as the acquisition function. The GASPAD approach is a GP-based approach with evolutionary algorithm works as the optimization engine and lower confidence bound [6, 7] works as the acquisition function. The DE methodology is an optimization approach based on the evolutionary algorithm. All our experiments are conducted on a Linux workstation with two Intel Xeon CPUs and 128G memory.
Power Amplifier
The power amplifier circuit is implemented in a TSMC 65nm process and works at a frequency of 2.4GHz. The array-based power amplifier contains 2048 duplicated cells, and they have 4 transistors each. We aim to maximize the output efficiency (Eff) of this circuit while trying to meet two constrains, which are the output power (Pout) and the total harmonic distortion (thd). The corresponding design specifications are as follows:
There are 5 design variables in the power amplifier circuit. Figure 3 fixes four design variables C s , C p ,W , V dd and presents the low-and high-fidelity simulation results. It shows that nonlinear cross-correlations exist between the low-and high-fidelity dataset. In this experiment, we set the simulation time of each transistor as 10ns and 200ns for low-and high-fidelity model respectively. As the evaluation time of high-fidelity model is much higher than that of the low-fidelity one, we limit the high-fidelity data budget. For our proposed method, the budget is set to be 150 and initialized with 10 low-fidelity data and 5 high-fidelity data. WEIBO is initialized with 40 high-fidelity data points and limited with 150 simulations. Figure 4 : Schematic of the charge pump, reproduced from [28] For both GASPAD and DE, the simulation budget is set to be 300. We run our proposed method 12 times to average out the random fluctuations. The experimental results are shown in Table 1 . On average, our proposed method requires 252 coarse data and 46 fine data to reach the corresponding results, which is equivalent to the simulation time of 59 high-fidelity data. Although the best optimization result of WEIBO is slightly better than ours by 0.6%, our proposed method reduces about 28.0% of the simulation time and exhibits more stable performance. Compared with GASPAD and DE which also achieve feasible design, our proposed method achieves much better results with less simulation time. The experimental results also show that our proposed method is still competitive even if the evaluation cost has already been reduced to a relatively low level.
Charge Pump
The schematic of the charge pump circuit is shown in Figure 4 , which is designed with a SMIC 40nm process and has 36 design variables. The aim of charge pump circuit design is to contrain the current of transistor M 1 and M 2 within a small range around 40µA for simulations over a total of 27 PVT corners. The low-fidelity model of our proposed method is instead simulated with only a single PVT corner. During the simulation process, we evaluate the maximum, average and minimum current for both transistor M 1 DAC '19, June 2-6, 2019, Las Vegas, NV, USA 
where (16) In order to average out the random fluctuations, we run each algorithms 10 times. As the evaluation cost of high-fidelity model is much more expensive than the low-fidelity one, we set the highfidelity simulation budget as 300 and randomly initialize the training set with 30 low-fidelity data and 10 high-fidelity data. Both WEIBO and GASPAD are initialized with 120 data points and the maximum number of simulations are limited as 800 and 2500 respective. For DE, the simulation budget is set to be 10100 with 100 initial data points. The experimental results are presented in Table 2 . On average, our proposed method requires 325 coarse data and 146 fine data to achieve the corresponding results, which translates to the simulation time of 158 fine data. Compared with WEIBO, our proposed method reduces approximately 65.5% of the simulation time while achieve better optimization results. Although both GASPAD and DE also achieve the feasible design, the overall optimization cost is much higher than our approach. The results of the charge pump circuit also show that our method still works well when the input dimension is over 20.
CONCLUSION
In this paper, we proposed an efficient multi-fidelity Bayesian optimization approach for analog circuit synthesis. By considering the nonlinear cross-correlations between the low-and high-fidelity data, our proposed method is capable of enhancing the low-fidelity model with only a few high-fidelity data injected. Fueled by the explicitly designed optimization algorithm and fidelity selection criterion, our approach demonstrates competitive optimization performance. Compared with the state-of-the-art single-fidelity optimization approach, our proposed method can reduce up to approximately 65.5% of the simulation time.
