Monitoring cyclists' data is a keystone to foster urban cyclists' safety by helping urban planners to design safer cyclist routes. In this work, we propose a fully imagebased framework to assess the route risk from the cyclist perspective. From smartphone sequences of images, we are able to automatically identify events considering different risk criteria based on the cyclist's motion and object detection. This method provides context on the situation and is independent from the expertise level of the cyclist. From the inertial sensor data, we automatically detect the route segments performed by bicycle, applying behavior analysis techniques. We test our methods on real data, attaining very promising results in terms of risk classification and behavior analysis accuracy.
I. INTRODUCTION
Bicycles are winning back importance in our society as a sustainable means of transportation, specially in urban areas [1] , [2] , with positive impacts to the environment, public health and traffic [3] . Although the European Union and the USA are committed to raise the number of cyclists while increasing cycling safety [4] , we have witnessed a much lower decrease (3%) in the number of cyclist fatalities when compared to the other traffic groups (around 18%) [5] .
Collecting traffic data, in particular cyclists' data, is key to help urban planners design safer cycling routes. With the advent of smartphones and other mobile wearable devices, acquiring massive sensory data for behavior analysis has become not only highly affordable but also a common practice [6] ; so these appear as a perfect match to this task. This work explores this synergy: using sensor data to assess the route risk, fostering safety and mobility for urban cyclists.
Several recent studies have been focusing on collecting and analyzing different types of traffic data (video, GPS, acceleration, orientation) in an attempt to evaluate and improve road operation and safety regarding cyclists [2] , [7] , [8] , as well as promote active commuting, which leads to reduction of congestion in traffic networks [9] .
Our previous work, the SMARTcycling tool presented in [10] , was the first to automatically identify generic driving events that may condition cyclists' real commuting experience. These stressful events were detected using a bio-metric sensor, requiring a posteriori visual inspection of the video and GPS in order to understand what particular event generated the stress level variation. Since similar bio-signal patterns can *This work was funded by FCT via grant [PD/BD/114430/2016], project [IF/00879/2012] and ANI project [LISBOA-01-0247-FEDER-017906] 1 The authors are with the Institute for Systems and Robotics, Instituto Superior Técnico, Univ. Lisboa, 1049-001 Lisboa, Portugal {miguel.n.costa, beatriz.quintino}@tecnico.ulisboa.pt and manuel@isr.ist.utl.pt Fig. 1 : Risk analysis descriptor: The estimation of the Focus of Expansion (red point) enables to define different risk zones (red, yellow and green). In this image, the detection of a car (blue rectangle) in the red zone (cyclist' route) indicates a possible high risk situation. Differently, the car in the green zone represents a lower risk for the cyclist. correspond to different stress and effort situations, we may also postulate that the identification of stressful events based on these signals may be user-dependent, varying accordingly on the cyclist's experience, comfort, or physiological characteristics, among other factors.
We center our approach on smartphone data, taking advantage of the video captured by our mobile application (dubbed Bike Monitor 1 ) to develop an alternative method based on optical flow and focus of expansion (FOE) to assess risky events from the external factors from the route, providing also the context for each situation (see Figure 1 ). To the best of our knowledge, this is the first automatic method to identify, contextualize (using images), and assess dangerous riding events for cyclists entirely based on smartphone data.
Additionally, we perform behavior analysis and detect the segments of the route in which the user is actually riding a bicycle (as opposed to walking or riding a motorized vehicle). Furthermore, relying solely on the cyclist's smartphone image and sensor data is a step towards a cyclist invariant method.
The main contributions of our work are the following:
• Image-based and context-aware assessment framework of dangerous events described in Section III; • Behavior analysis based on smartphone sensor data, automatically delimiting the portions of the path performed riding a bicycle, as described in Section IV. Moreover, we introduce significant improvements on the SMARTcycling tool enabling a more exhaustive and reliable data acquisition. Specifically, the new features in the Bike Monitor app are mainly at the back-end layer and include: user profile registration and authentication, automatic video acquisition/upload from the smartphone, report of performed routes in a map allowing post inspection.
II. RELATED WORK
Sensing human activity has become ubiquitous and traffic has been no exception. In this vein, several studies have focused on collecting traffic data to monitor road conditions [11] , [12] , roadway operation [8] , [13] , and assess driving experience [14] , [15] , [16] . However, the large majority of these works [11] , [12] , [14] , [15] , [16] target motorized vehicles which are still dominant in today's traffic volume.
Compared to motorized vehicles, collecting and processing cyclist data is more challenging, as bicycles are less stable (no suspension) resulting in noisier data, mainly when we acquire videos. In [7] this issue is circumvented by using an instrumented car to acquire data of car-cyclist scenarios. The authors test machine learning algorithms to classify safetycritical scenarios, aiming the development of Advanced Driver Assistance Systems (ADAS) that support cyclist protection.
Despite the above technical hurdles, some recent studies address cycling experience by equipping bicycles with on-board sensors. Aiming at specialized cycling intelligent systems, [17] proposes a framework to understand bicycle dynamics and cyclist behavior, which can be seen as an important prerequisite to the development of bicycle suited applications.
Concerning cyclists' safety, [18] and [19] study the relation between the number of cyclists going through a given lane or intersection and the risk of crash with other cyclist and motorist, respectively. More recently, Strauss et al. [2] use a large sample of GPS cyclists' trip data acquired via a smartphone application in order to validate deceleration rate as a surrogate safety measure to prevent cyclist injuries. Yet, in terms of the sensors used, there has been practically no distinction between assessing drivers' or cyclists' experience, as previous methods usually depend on inertial sensor data (such as accelerometer or gyroscope).
We introduced the SMARTcycling tool [10] , a new approach to detect and identify driving events based on processing images from an action camera. We were able to overcome the issues of using a camera mounted on the bicycle as an acquisition sensor, since the natural shake of the cyclists movement is filtered at the computation of the optical flow. This tool captured and processed data from the cyclist's smartphone, an action camera, and an ECG acquisition belt.
In this work we delve more into computer vision techniques to identify and contextualize dangerous events from external factors, sparing both the action camera and the bio-metric belt, which imply a more complex set-up. We use a richer approach than [10] . Instead of splitting the image into fixed zones, we analyze the whole image, its context, incorporate motion, temporal dependence and image semantics.
Regarding semantics but only relying on inertial sensors, Aly et al. [20] propose an approach to crowd-sense users' smartphones to enrich digital maps with semantic road information such as road condition, bridges or crosswalks
We follow a different direction and use images as primary source of data. Indeed, computer vision techniques have been applied, for quite some time, to traditional cyclist monitoring tasks as volume counts [21] and average speed, due to their reliability and efficiency when compared to manual methods [22] . However, so far no work has addressed identification of dangerous situations using an on-board smartphone camera. We apply state-of-the-art recognition methods, like Faster R-CNN [23] , to obtain the localization of objects in the image. The semantics provided by object detection allows to interpret and understand the detected dangerous situations, providing much more insight than other types of measurements.
III. IMAGE-BASED RISK ASSESSMENT
In order to provide a framework to detect and assess risky events for cyclists, we use video sequences from the smartphone camera and combine different computer vision techniques to obtain descriptors based on optical flow and semantics. We start by estimating the FOE to embed the cyclist motion into the descriptor. We then compute a risk descriptor that considers the objects present in the image and the division into zones according to the estimated FOE. Finally, we can assess risk considering different criteria. a) Estimating the FOE: We apply the Shi-Tomasi corner detector [24] and the feature extraction method from [25] to find sufficient and evenly distributed points of interest, even in regions with low texture.
The optical flow vector v i on the image point p i is computed applying the Lucas-Kanade algorithm [26] . Our goal is to compute the focus of expansion (FOE): a single point in the scene where all the these vectors meet. To improve robustness to outliers, we incorporate spatio-temporal prior knowledge about the optical flow and FOE in our 2D images.
As Figure 2 shows, the magnitude of the optical flow vectors increases with the distance to the FOE [27] . According to Figure 2 , we first divide the image into 4 concentric circles centered around the previous calculated FOE. We then calculate the distribution of the optical flow vectors magnitude in each annulus (formed by the circle excluding its inner circles) and on the innermost circle. Given the average magnitude of its zone v Ωi , each optical flow vector v i has an associated magnitude weight m i , according to the following expression:
, Ω i is the set of indices whose optical flow vectors v j are in the same annulus of v i and abs(a) = |a|.
The previous process is only valid for static scenes, but this is not the case for traffic images, where there are objects moving. In order to detect the non-static points, we feed the Faster R-CNN [23] with each image frame to find the class and location of the objects present. Assuming the objects of interest are moving (persons, bicycles and ground motorized vehicles), we weight the flow vectors associated with each object using the confidence score s output by the neural network, as equation (2) shows
This way we minimize the impact of the flow vectors associated with points with high probability of being objects. On the other hand, if v i is not associated with any object its weight is maximum o i = 1 because s i = 0.
Considering these two types of weights, each optical flow vector v i has a combined weight given by
Computing w i for each optical flow vector v i , we can estimate the FOE in a non-static scenario. In light of the FOE definition, this is equivalent to finding the closest point to a set of N lines (extensions of the optical flow vectors). We estimate the solution point using the Huber Loss [28] , as it deemphasizes outliers. Let us define f (x, L i ) as the distance between a point x ∈ R 2 and a line L i , parameterized by
. We formulate and solve the following optimization problem
where L δ (a) is the Huber Loss, depending on parameter δ, given by
Similarly to the previous static case, we perform an iterative refinement of the weighted lines L i that are considered in this computation. Specifically, we solve problem (4), remove outliers and repeat this process until it converges.
Exploring the smoothness of the cyclist's trajectory, we perform a weighted average with the FOE of the current and M previous frames as where x t is the FOE estimate at instant t,x j is the minimizer of (4) at each instant j, and τ the decay rate of the weights. b) Computing the risk descriptor: The obtained FOE gives an estimate of the direction of the cyclist's movement. We use this direction to divide the image into five main regions, which map regions on the ground, according to the proximity to the cyclist's trajectory. Figures 1 and 3 show these regions, with a color code (red representing the region including the cyclist's predicted trajectory, yellow the region closest to the trajectory, and green the region farther away from this trajectory). The only assumption we make when dividing the image into these regions is that the camera is placed not too far from the ground level, approximately perpendicular to the motion direction, and is not facing up.
In order to have a descriptor more spatially fine-grained, we subdivide horizontally each of the previous regions in 5 sub-regions, yielding a total of 25 sub-regions (see Figure 3 ) as the following expression of the descriptor at instant t shows
(7) Given these motion and proximity aware sub-regions as well as scene object location, we provide a framework to assess dangerous events that can use descriptors based on several criteria: lane occupation, proximity, type of passing by vehicles, etc..
We compute the risk score of sub-region k at instant t as:
where N k t is the number of objects in sub-region k at time t. The risk associated to object l in sub-region k at instant t is given by
where α l is the object coefficient depending of its type (person, bicycle, car, etc.), s l the confidence score output by the neural network, γ k the coefficient of region and sub-region k, a k,l t the area of object l in sub-region k and b k t the area of sub-region k, both at instant t. Note that γ k codifies the 25 sub-regions and takes into account the larger five regions depicted in Figure 3 . Expression (9) combines the fact that different objects pose different risk levels, and that risk depends on both the cyclist's trajectory and object proximity. Also, the ratio between the area occupied by each object and the total sub-region area informs on how close and how large each object is. c) Computing the descriptor distance metric: At this point, we have a risk vector for each time instant (see eq. (7)) and we now describe how to compare different vectors.
We formulate this as a supervised classification problem, and use the Earth Mover's Distance (EMD) metric to perform image retrieval and classify new images in each class [29] . If we have intrinsic relations between distribution bins, EMD is a measure of the distance between two distributions, providing the minimum cost to transform one distribution into the other.
In our case, to compare risk events, we wish that sub-regions that are close in the image and belong to the same risk level have small distance, that the distance between two sub-regions increases with the image distance between them and with risk level dissimilarity. Also, we wish to have a small distance between sub-regions that are symmetric in the image. Then, we design a 25 × 25 distance matrix which assigns distance values between all pairs of sub-regions. Different descriptors (based on different criteria) can be specified by defining a scale of global risk levels and designing a ground distance matrix (which is an input of the EMD image retrieval) that better models the relation of the criteria and the image locations (sub-regions). In our experimental results (see Section V) we instantiate this framework, assessing risk based on two different criteria: lane occupation and proximity.
IV. BEHAVIOR ANALYSIS
Given our intent of creating mobility profiles for the users, we seek to automatically classify the type of transportation taken in each part of a route, sparing user input. We follow a supervised learning approach, which relies on labeled data provided by the Bike Monitor app (collected from real users, under real-world circumstances without researcher supervision). Specifically, we use Support Vector Machines (SVMs), a very flexible, fast and efficient method [28] .
After collecting the dataset we preprocess, the signals (cleaning and windowing). Once the relevant features are extracted we perform classification. To maximize accuracy, we add temporal continuity to the classification [30] , due to the continuous nature of the activities in study.
In order to keep a low computational cost without compromising accuracy, we adopt the following strategies: extract the majority of features from time domain signals, choose SVM classifier, and implement a feature selection method [31] that drastically reduces the number of features used by the SVM. We detail the steps of our classification approach below. a) Data acquisition and preprocessing: We selected the following signals collected from the smartphone's sensors: linear acceleration and gyroscope data to compute rotations along the three axes (X, Y, Z), and GPS data to obtain speed. We discard the first and last 10 seconds of each signal to avoid mislabeling, as during these periods the user may be still setting up for the activity or may be already stopped [32] .
Previous works on activity recognition report good accuracy results with sliding windows of approximately 5 to 10 seconds. Considering our scenario, features are computed on sliding windows of 100 samples (with a 50% overlap, as this overlap percentage has been successful in the past [32] ). b) Feature Extraction: We explore the following statistical features used in the literature [32] , [30] : mean, standard deviation, root-mean square and mean absolute deviation. In addition to the prior time domain analysis, we extract some frequency domain features using the FFT, computing the power spectral entropy and spectral energy for each window.
Furthermore, [32] reports that features measuring correlation of acceleration between axes can improve recognition of activities involving multiple body parts. Thus, we also include features encoding the correlation between all pairs of axes.
Finally, we obtain, for each window, a feature vector with a total of 54 features (including time and frequency domain features computed from the 3-axes acceleration, gyroscope and GPS speed signals and the time domain features of the acceleration cross correlation between pairs of axes). Grouping all feature vectors results in the predictor data matrix X. c) Classification Method: With the previous features, we use SVM to classify human activity into 3 classes: cycling, walking and riding a motorized transport (e.g. car, bus).
Although originally designed for binary classification, the One-Versus-All (OVA) and One-Versus-One (OVO) approaches can extend SVMs to multi-class problems [33] . We also use kernel functions (such as polynomials or splines) [28] , to extend SVMs to not linearly separable cases. d) Adding Temporal Continuity and Feature Selection: We add the generic framework proposed in [30] to incorporate temporal continuity on top of our human activity SVM classifier. Specifically, the probability of a frame f t belonging to class c is weighted on the temporal distance and similarity between current and past frames. This induces more recent frames to have more impact in the current frame than older ones and assumes that if adjacent frames are identical, then they should belong to the same class (see [30] for details). We add this temporal continuity to all signals in our dataset.
To keep the classification cost low and prevent overfitting it is important to select relevant features. In this vein, we apply the technique introduced in [31] for feature pruning specifically for SVM, based on Recursive Feature Elimination (RFE). Applying RFE to our SVM classifier we are able to significantly reduce the dimensionality of our problem.
V. EXPERIMENTAL RESULTS

A. Image-based risk assessment
We tested our risk classification approach for a total of approximately 300 labeled image frames (with close to 100 frames belonging to each of the 3 risk levels), acquired by the Bike Monitor app by real users. We split our image dataset into training and test set, according to a 75% to 25% ratio [28] .
As we claimed earlier, our risk assessment framework is general and can be applied to different criteria. Here we show results for classifiers based on lane occupation and proximity. In the first we study the risk associated with the path occupation or trajectory as Figures 1 and 3 show, whereas in the second we assess the risk associated with the proximity of objects to the cyclist, as shown in Figure 4 . We manually labeled each image according to the levels defined for each criteria. In order to assess cyclists' risk based on different criteria one must define risk levels according to the specific criterion and design a distance matrix (used by the EMD) that properly captures the intended notion of nearness.
We define three risk levels (higher level means higher risk). For both classifiers, we consider the risk levels as: 3-the red region is occupied; 2-the yellow region is occupied, and; 1only the green region is occupied. The distance matrices used for the classifiers follow the desired properties outlined above.
To estimate the optical flow, we used the Lucas-Kanade algorithm with squared windows of 35 pixels, 1 pyramid level and a 5 skip frame for a resolution of 480×360 and 30fps.
To compute the risk score for each object (eq. (9)) we consider that motorized objects (cars, buses and motorcycles) present higher risk than bicycles which in turn present higher risk than persons. Hence, we assign a higher object type value (1) for motorized vehicles, an intermediate value (0.8) for bicycles, and a lower value (0.6) for person detections. The region risk is defined according to the region to each sub-region belongs to: being higher for sub-regions belonging to the red region, intermediate for sub-regions in the yellow region and lower for sub-regions within the green region. The sub-region risk decreases as we move up vertically in the image. As object area, we computed the area ratio considering the width given by the bounding box, and the height (in pixels) as max{0.2 × bounding box height, 10}. This area is a better approximation of the object projection in the defined risk zones, as we consider that all discoverable objects classes are in contact with the ground.
We show the results of our risk classification as a confusion matrix in Table Ia for the Lane Occupation Risk classifier, and in Table Ib for the Proximity Risk classifier. We note that there is no misclassification between risk levels 1 and 3. Thus both classifiers separate well these two extreme classes. The achieved accuracy for the Lane Occupation classifier is high, with an error rate of 20-25% for each class. For the Proximity classifier, results show some missclassification between risk levels 3 and 2, which we deem to be a result of objects that appear close to the limits of both red and yellow zones upon labeling, and thus causing some error in the classification. Furthermore, as our risk levels are not continuous, it is expected that the risk classification incurs in some errors when objects are positioned close to the boundaries of each zone.
B. Behavior Analysis
We divided our dataset for behavior analysis (with a duration of approximately 8 hours) keeping again a ratio of approximately 75% of training to 25% of test data [28] .
SVM classification accuracy is evaluated based on the loss function given by L = N i=1 a i I{ŷ i = y i }, where a i is the weight of observation i (these weights sum to the respective class prior probability, which are normalized so that all priors sum to one), I(x) is the indicator function,ŷ i is the class label given by the SVM as the class with the maximal posterior probability, and y i the true class label. Table II shows the average loss obtained for different kernel functions and parameters C (penalization imposed to points violating the SVM margin). The SVM classifier attains highest accuracy (approximately 99%) for C = 1 and a linear kernel.
To maximize accuracy, we incorporate temporal continuity by feeding the score of the SVM as input to the method of [30] . We added temporal continuity to the cases that attained higher classification accuracy for the previous "temporal insensitive" SVMs. Table III presents the results obtained. Adding temporal continuity maintains the highest attained classification accuracy (for the linear kernel), while it increases (by an order of 30%) the accuracy for the Polynomial kernel.
The previous accuracy results were obtained considering the full set of 54 features. Yet, we can reduce the problem dimensionality by applying the feature selection technique SVM-RFE from [31] . Although this method was proposed for the binary case only, we start by selecting features in the 3 binary classifiers and then we experiment the multi-class case with the most relevant features found before.
Training and testing the previous SVM that maximized accuracy for OVA (with C = 1 and linear kernel) and inputting only the 8 most relevant features found returns a loss of 0.0647. Hence, we move from ≈ 99% accuracy for all 54 features to ≈ 94% after reducing to 8 features. This result is very promising, since we can significantly lower the computational load at the cost of a slight accuracy reduction.
We observed that when classifying between walking and another class the losses were very low, suggesting the walking class has very distinctive features with respect to the others. Contrastingly, a significant accuracy degradation was observed when pruning features for the BikeVsCar classifier.
Reducing even more the data dimensionality allows us to visually grasp the multi-class problem. Figure 5 shows all training data reducing the predictor X to the root-mean square of the speed and the mean rotation along Y (the two most relevant features found by agreement of the 3 binary classifiers). We observe that speed (feature 1) is very effective to separate the classes (it shows remarkably low inner-class variance for Walking). However, we also note that some Bike and Car observations are mixed (these two can originate similar speeds specially within the context of traffic jams).
VI. CONCLUSIONS
In this work we contribute with a novel and complete framework to assess the risk of cyclists' routes. First, we performed improvements on an existing platform (a mobile app), so that we could base our method entirely on videos acquired from the cyclists' smartphones. Then, we proposed a generic framework for image risk descriptors, based on optical flow and semantics, thus being context-aware and invariant to the user. Instantiating this framework for two specific criteria (lane occupation and proximity), our risk assessment performed well for both cases on real data. Additionally, we performed behavioral analysis based on smartphone sensor data to automatically detect when the user is riding a bicycle, as opposed to riding a motorized vehicle or walking. We also tested it on real data and achieved very good accuracy results.
As future work, we envisage to train our own deep neural network only with images taken from a cyclist's point of view. We expect detection and classification of objects to have higher accuracy.
