Adaptive Universal Generalized PageRank Graph Neural Network by Chien, Eli et al.
Joint Adaptive Feature Smoothing and Topology
Extraction via Generalized PageRank GNNs
Eli Chien∗
ECE
UIUC
ichien3@illinois.edu
Jianhao Peng∗
ECE
UIUC
jianhao2@illinois.edu
Pan Li
CS
Stanford and Purdue University
panli@cs.stanford.edu
Olgica Milenkovic
ECE
UIUC
milenkov@illinois.edu
Abstract
In many important applications, the acquired graph-structured data includes both
node features and graph topology information. Graph neural networks (GNNs) are
able to accurately process both the feature signals and graph topology individually.
Nevertheless, they face the problem of trading-off the benefits of a shallow network
architecture and deep multi-step information propagation when attempting to
optimize their learning performance using both data components. Most existing
GNN implementations based on node feature propagation are shallow due to the
fact that a large number of propagation steps leads to feature over-smoothing
and hence diminishes their discriminative power. In contrast, when processing
topological information, it is common to use label propagation and PageRank
methods that require a large number of message passing steps. We address these
two contradictory requirements by combining GNNs with an adaptive generalized
PageRank (GPR) scheme in a model termed GPR-GNN. GPR-GNN is the first
known architecture that not only provably mitigates feature over-smoothing but also
adaptively learns the weights of the GPR model to optimize topological information
extraction. Our theoretical analysis of the GPR-GNN method is facilitated by novel
synthetic benchmark datasets generated by the contextual stochastic block model.
We also compare the performance of our NN architecture with that of several state-
of-the-art GNNs on the problem of node-classification, using nine well-known
benchmark datasets. The results demonstrate that GPR-GNN offers significant
performance improvement compared to existing techniques on both synthetic and
benchmark data. Our code will be released upon acceptance.
1 Introduction
Graph-centered machine learning has received significant interest in recent years due to the ubiquity
of graph-structured data and its importance in solving numerous real-world problems such as semi-
supervised node classification, community detection, graph classification and link prediction [1, 2, 3,
4]. Usually, the data at hand contains two sources of information: Node features and graph topology.
As an example, in social networks, nodes represent users that have different combinations of interests
and properties which represent features; edges capture friendship and collaboration relations that may
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or may not depend on the node features. Hence, learning methods that are able to simultaneously
exploit node features and the graph topology are of great importance.
Graph neural networks (GNN) leverage their representational power to provide state-of-the-art
performance when addressing the above described application domains. Many GNNs use message
passing [5, 6] to manipulate node features and graph topology. They are constructed by stacking
neural network layers which essentially propagate and transform node features over the given graph
topology. Different types of network layers have been proposed and used in practice, including graph
convolutional layers (GCN) [7, 8, 9], graph attention layers (GAT) [10] and many others [11, 12,
13, 14]. Although in principle an arbitrary number of layers may be stacked, practical models are
usually shallow (including 2-4 layers) as these architectures are known to achieve better empirical
performance than deep networks.
A widely accepted explanation for the performance degradation of GNNs with increasing depth is
feature-over-smoothing, which may be intuitively explained as follows. The process of GNN feature
propagating represents a form of feature-random walks on graphs, and under proper conditions, such
random walks converge with exponential rate to their stationary points. This essentially levels the
expressive power of the features and renders them nondiscriminative. This intuitive reasoning was
first described for linear settings in [15] and has been recently studied in [16] for a setting involving
nonlinear rectifiers.
As GNNs essentially attempt to combine the information provided by node features and the graph
topology, topological information represents the basis for many graph-based learning paradigms that
perform “large-step” propagation over graphs. For example, traditional label propagation methods
allow for many steps of message passing in order to achieve good performance for semi-supervised
learning without node features [17]; various forms of PageRanks, involving centered around random
walks on graphs, offer excellent community detection performance [18, 19]. An important recent
theoretical finding reported in [20] shows that topological information obtained through random
walks has strong discriminatory power even after a large number of propagation steps. Hence, a
natural question arises: Is it possible to design a GNN method that optimally combines node and
topological features, as they require different depths of message propagation?
We address this question by combining GNNs with Generalized PageRank techniques (GPR) within
a new model termed GPR-GNN. The GPR-GNN architecture is designed to first learn the hidden
features and then to propagate them via GPR techniques. The focal component of the network is the
GPR procedure that associates each step of feature propagation with a learnable weight, with the
added constraint that all weights are normalized jointly. The weights emphasize the contributions of
different steps during the information propagation procedure and further adaptively trade-off between
the degree of smoothing of node features and aggregation potential of topological features. The
GPR-GNN scheme significantly differs from recent GNN models that utilize PageRanks with fixed
weights [21, 22, 23] and fail to properly exploit the benefits of both node and topological features. The
fixed weights are chosen heuristically and may require additional complex hyper-parameter tuning.
At the same time, other works that have addressed feature-over-smoothing issues [24, 25, 26, 13, 27]
do not provide theoretical explanations regarding the actual role of topological features.
The performance improvements of GPR-GNN are demonstrated both theoretically and empirically.
Theoretically, GPR-GNN can provably mitigate the feature-over-smoothing issue adaptively even
after large-step propagation. The key intuition is that when large-step propagation leads to feature
over-smoothing, the corresponding GPR weights are automatically forced towards zero as they are
recognized as not being “helpful”—they do not contribute towards a decrease of the loss function.
Thus, the effect of large-step propagation on feature over-smoothing is reduced until the point that
GPR-GNN escapes this effect. Moreover, GPR-GNN allows for model-interpretability via the learnt
weights of different steps, and may assist users in better understanding the importance of node
features and graph topology in their graph-structured data.
To better understand how GPR-GNN trades-off node and topological feature exploration, we first
describe the recently proposed contextual stochastic block model (cSBM) to evaluate our learner [28].
cSBM allows for smoothly controlling the “information ratio” between node features and graph
topology. We show that GPR-GNN outperforms all other baseline methods for the task of semi-
supervised node classification on the cSBM. We then proceed to show that GPR-GNN offers state-of-
the-art performance on 9 node-classification benchmark real-world datasets. In addition, GPR-GNN
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is simple to implement and we also describe certain techniques that make GPR-GNN end-to-end
trainable. Our training techniques themselves may be of independent practical interest.
The remainder of the paper is organized as follows. In Section 2 we introduce the relevant notation
and review the GCN architecture and the over-smoothing problem. In Section 3 we introduce the
ideas behind our GPR-based approach and the GPR-GNN model. The theoretical analysis of the
GPR-GNN is presented Section 4. The experimental setup is described in Section 5 while our new
synthetic datasets based on cSBM are introduced in Section 5.1. Finally, the experimental results on
benchmark real-world datasets are presented in Section 5.2. Due to space limitations, all proofs are
deferred to the Supplementary Material.
2 Preliminaries
Let G = (V,E) be an undirected graph with nodes V and edges E. Let n denote the number of
nodes, assumed to belong to one of C ≥ 2 classes. The nodes are associated with the node feature
matrix X ∈ Rn×f , where f denotes the number of features per node. The label matrix is denoted
by Y ∈ Rn×C , where each row is a one-hot vector. Throughout the paper, we use Xi: to indicate
the ith row and X:j to indicate the jth column of the matrix X. We also use 1[β] ∈ RC to denote
the argmax of the vector β ∈ RC : we have 1[β]i = 1 if and only if βi = max(β) (ties are broken
evenly), and 1[β]i = 0 otherwise. The symbol δij is reserved for the Kronecker delta function. We
use 〈·, ·〉 to denote the standard Euclidean inner product.
The graph G is described by the adjacency matrix A ∈ Rn×n, while A˜ = A + I describes the graph
with added self-loops. We let D˜ be the diagonal degree matrix of A˜, where D˜ii =
∑
m A˜im. We
write A˜sym = D˜−1/2A˜D˜−1/2 for the symmetrically normalized adjacency matrix with self-loops.
GCN and the over-smoothing problem. One of the key components in most GNN models is the
graph convolutional layer. Specifically, the function performed by the kth layer of an GCN can be
written as:
H
(k)
GCN = ReLU
(
A˜symH
(k−1)
GCN W
(k)
)
, PˆGCN = softmax
(
A˜symH
(K−1)
GCN W
(k)
)
,
where PˆGCN denotes the output of final layer, H
(0)
GCN = X and W
(k) represents the trainable
weight matrix for the kth layer. The key issue that limits stacking multiple these layers is the
over-smoothing phenomenon: If one were to remove the nonlinear rectifier ReLU in the above
expression, limk→∞ A˜ksymH
(0) = H(∞) where each row of H(∞) only depends the degree of the
corresponding node, provided that the graph is irreducible and aperiodic, which leads to the model
loosing information about the discriminatory power of node features.
3 GPR-GNN: Motivation
Generalized PageRanks and the trade-off between node and topological features. Generalized
PageRank (GPR) methods were first used in the context of unsupervised graph clustering where they
showed significant performance improvements over existing methods [29]. The operational principles
of GPRs can be succinctly described as follows. Given a seed node s in some cluster of the graph,
one-dimensional features H(0) ∈ Rn×1 is initialized according to H(0)v: = δvs. The GPR score is
defined as
∑∞
k=0 γk(AD
−1)kH(0) =
∑∞
k=0 γkH
(k), where the parameters γk, k = 0, 1, 2, . . . are
referred to as the GPR weights. Clustering of the graph is performed locally by thresholding the
GPR score. The authors of [20] recently introduced and theoretically analyzed a special form of GPR
termed Inverse PR and showed that long random walk paths are more beneficial for clustering then
previously assumed, provided that the GPR weights are properly selected. The findings relevant to
this work are summarized in Figure 1 (b), depicting the predictive power of H(k) with increasing k for
clustering tasks based on graph topology only (a detailed explanation of the experiments is provided in
the Supplement). The importance of long random walk paths is evident since propagating information
through only 2 − 4 steps of a random walk is insufficient to capture all relevant graph-topology
features.
A significant problem of GNNs is that while large-step propagation helps with extracting topological
features, it also introduces over-smoothing effects for the node features (Section 2). The most
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(a) Illustration of our proposed GPR-GNN model.
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Figure 1: (a) Hidden state feature extraction is performed by a neural networks using individual
node features propagated via GPR. Note that both the GPR weights γk and parameter set θ of the
neural network are learned simultaneously in an end-to-end fashion (as indicated in red). In our
implementation, we further restrict the weights γk to be probabilities (nonnegative values that sum up
to one). (b) The clustering performance based on H(k) (the suffix -d is used for degree normalization
D−1H(k)). As may be observed, k =2-4 steps are insufficient to capture the graph topological
features and large-step propagation (10− 50 steps) is necessary.
important premise of our works is that if one allows for training the GPR weights it becomes possible
to trade-off the large-step topology exploration benefits with the feature over-smoothing loss. This
also strongly motivates combining GPRs with GNNs. The main findings of our work are summarized
in Section 4 where we theoretically prove that, after many steps of the random walk, if node features
become smoothed to an extent that does not allow for reliable predictions, GPR-GNN naturally biases
the GPR weights corresponding to those steps towards zero. This further emphasizes the need for
trainable GPR weights in models combining random walks with GNNs.
The GPR-GNN Model. GPR-GNN first extracts hidden state features for each node and then uses
GPR to propagate them. The GPR-GNN process can be mathematically described as:
Pˆ = softmax(Z), Z =
K∑
k=0
γkH
(k), H(k) = A˜symH
(k−1), H(0)i: = fθ(Xi:), (1)
where X denotes the node feature matrix and fθ(.) represents a neural network with parameter set θ
that generates the hidden state features H(0) ∈ Rn×C . The GPR weights γk are trainable and we
restrict them to be nonnegative and
∑
k γk = 1. This setting differs significantly from that used in
APPNP [22], SGC [21] and GDC [23], for which the propagation rules cannot be changed adaptively
as in GPR-GNNs. Also, it can be easily seen that APPNP and SGC are special cases of our model as
APPNP fixes γk = α(1−α)k, γK = (1−α)K and SGC removes all nonlinearities with γk = δkk′ for
some integer k′, respectively. These two weight choices define a Personalized PageRank (PPR) [30]
which is known to be suboptimal compared to some other GPR frameworks for community learning
problems [20]. Fixing the GPR weights makes the model unable to adaptively learn the optimal
propagation rules which is of crucial importance: As we show in Section 4, learning the optimal GPR
weights is not only critical for mitigating the effect of over-smoothing but it also relates to optimal
graph filtering. In practice, we find the normalization
∑
k γk = 1 is important to ensure that the
model can be stably trained. Moreover, a standard co-training procedure of GPR weights γk and
other parameters does not work. Therefore, we introduce a novel training technique termed “gradient
dropout” to facilitate learning the GPR weights. Detailed discussions of our implementations can be
found in the Supplement.
Another benefit of the GPR-GNN model is its interpretability. As already pointed out, GPR-GNN
has the ability to adaptively control the contribution of each propagation step, which allows for
appropriate smoothing of node features over long paths. Examining the learned GPR weights
also helps to understand the properties of the GPR-GNN method itself. To this end, we show by
experiments that for the first few steps of the random walk the learned GPR weights of GPR-GNN
are close to those of PPR, while the other GPR weights are significantly different. This explain
why the heuristic PPR propagation often works well in practice but nevertheless offers suboptimal
performance.
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4 Theoretical properties of GPR-GNN
Escaping from over-smoothing. As already emphasized, the most crucial innovation of the GPR-
GNN method is to make the GPR weights adaptively learnable, which allows GPR-GNN to avoid
over-smoothing and trade node and topology feature informativeness. Intuitively, when large-step
propagation is not beneficial, it increases the training loss. Hence the gradient of the corresponding
GPR weight becomes positive which subsequently reduces its value. We prove this intuitive obser-
vation by first characterizing the behavior of H(k) for sufficiently large k ≤ K, corresponding to
propagation on large-step via Lemma 4.1. Based on this result we then mathematically formulate
the over-smoothing phenomenon in Definition 4.2. Through a careful analysis of the gradient of the
weights γk for sufficiently large k ≤ K we manage to derive its closed form in Theorem 4.3. We
then show that the gradient remains positive until GPR-GNN resolves the over-smoothing effect.
Lemma 4.1. Assume that the nodes in an undirected and connected graph G have one of C labels.
Then, for k large enough, we have
H
(k)
:j = βjpi + o(1) ∀j ∈ [C], where pii =
√
D˜ii√∑
v∈V D˜vv
and βT = piTH(0). (2)
For any H(0) and large enough k ≤ K, if the label prediction is dominated by H(k), all nodes will
have a representation proportional to β. Hence, we will arrive at the same label for all nodes. This is
what we refer to as the over-smoothing phenomenon.
Definition 4.2 (The over-smoothing phenomenon). First, recall that Z =
∑
k γkH
(k). If over-
smoothing occurs in the GPR-GNN for K large enough, we have Z:j = c0βjpi, ∀j ∈ [C] for some
c0 > 0.
We are now ready to state our main result. The formal statement is in the Supplement for simplicity.
Theorem 4.3. (Informal) Under the same assumptions as those listed in Lemma 4.1, if the training
set contains nodes from more than one class, then the GPR-GNN method can always avoid over-
smoothing. More specifically, let L be the cross entropy loss. Then, for a large enough k we
have
∂L
∂γk
=
∑
i∈T
pii
(
max
j∈[C]
βj − β1[Yi:]
)
+ o(1). (3)
Since we introduced a self loop for each node, D˜ii > 0 and thus pii > 0. Note that by ignoring the
o(1) term, the expression in Equation (3) is ≥ 0. Equality holds iff maxj∈[C] βj = β1[Yi:]. This
implies that over-smoothing results in a prediction that is in perfectly alignment with the ground
truth labels in the training set. However, if our training set contains nodes from different classes, the
equality does not hold. Thus the gradient of γk will always be positive and γk will keep decreasing
until GPR-GNN resolves the over-smoothing effect. Note that this is possible only when the GPR
weights γk are adaptively trained.
Equivalence of the GPR method and polynomial graph filtering. We start by recalling that
Z = (
∑K
k=0 γkA˜
k
sym)H
(0). Next, let A˜sym = UΛUT be the eigenvalue decomposition of A˜sym.
As a result, we have
K∑
k=0
γkA˜
k
sym = U(
K∑
k=0
γkΛ
k)UT ,
which represents a polynomial graph filter of order K with the GPR weights γk serving as the filter
coefficients. Note that restricting the GPR weights to be nonnegative leads to a low pass filtering
since the eigenvalues of A˜sym are nonnegative (see the proof of Lemma 4.1 in the Supplement for
details).
Homophily versus Heterophily. The homophily principle [31, 32] in the context of node classifica-
tion asserts that nodes from the same class tend to form edges. This is usually a common assumption
in graph clustering, especially in the unsupervised setting [33, 34, 35]. However, there exist practical
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scenarios when the graphs are heterophilic, in which case node classification is significantly more
difficult [36]. In this case, restricting the GPR weights to be nonnegative is inappropriate. By allowing
the GPR weights γk to take arbitrary values, GPR-GNN can be adjusted to accommodate heterophilic
graphs. Nevertheless, in practice, we find that restricting the GPR weights to be nonnegative always
leads to better results on benchmark datasets. This is due to the fact that all the networks appear to
obey the homophily principle which we also empirically verified and reported on in Table 2. An
in-depth study of GPR-GNN under heterophilic graph assumptions is left as future work.
GPR-GNN prevents over-fitting. Besides over-smoothing, another important problem that limits
the depth of GCN-like models is over-fitting. Recall that in GCN one needs to introduce a trainable
parameter matrix by propagating one additional step. In contrast, GPR-GNN needs to introduce
only one additional parameter that does not affect the complexity of the neural network component.
Combined with Theorem 4.3, this shows that GPR-GNN simultaneously prevents over-smoothing
and over-fitting problems with a very simple GNN architecture.
5 The experimental setup
Our experimental setup examines the semi-supervised node classification task in the sparse label
regime (5%) and transductive setting. The sparse label regime is of much more significant practical
importance than the rich label setting (i.e. ≥ 20%). Obtaining node labels is expensive and time-
consuming [37] and there is significant ongoing effort to solve the problem via active learning on
graphs [38, 39, 40, 41].
The authors of [42] recently pointed out issues that arise with experimental setups that consider
only a single training/validation/test split of the data. To address this concern, we use a random
2.5%/2.5%/95% split in all experiments. For all datasets, we run each experiment 100 times with
multiple random splits and initializations, if not specified otherwise.
Comparable models. We compare GPR-GNN with 7 state-of-the-art models: GCN [9], GAT [10],
GraphSAGE [11], JK-Net [24], APPNP [22] and SGC [21]. For all these architectures, we use
the corresponding Pytorch Geometric library implementations [43] with proper hyper-parameter
tuning (Note that JK-Net, APPNP and SGC, per design, may heuristically capture some topological
information via large-step propagation). We test APPNP with both α = 0.1 and 0.2 and denote the
two implementations by APPNP(0.1) and APPNP(0.2), respectively.
The GPR-GNN model setup. We choose random walk path lengths with K = 10 and use a 2-layer
multilayer perceptron (MLP) with 64 hidden units for the NN component. For the GPR weights, we
use peak initialization: We choose a large value for the central GPR weight (γ5 in our experiment)
and set all other GPR weights to be small. We enforce that the GPR weights are probability masses.
As aforementioned, we also use a new technique termed “gradient drop” for learning the GPR weights
which greatly improves their quality. Further experimental settings are discussed in the Supplement.
5.1 Testing new cSBM synthetic datasets
The cSBM [28] allows for gradual testing of the trade-off between the node features and graph
topology in the learning process. In cSBM, the node features are Gaussian random vectors, where
the mean of the Gaussian depends on the community assignment. The difference of the means
is controlled by a parameter µ, while the difference of the edge densities in the communities and
between the communities is controlled by a parameter λ. Hence µ and λ capture the “relative
informativeness” of node features and the graph topology, respectively. The information-theoretic
limits of reconstruction for the cSBM are characterized in [28]. The results show that, asymptotically,
one need λ2 + µ2/ξ > 1 to ensure a vanishing ratio of the misclassified nodes and the total number
of nodes, where ξ = n/f and f denotes the dimension of the node features.
Note that given a tolerance value  > 0, λ2 + µ2/ξ = 1 +  is an arc of an ellipsoid for which
λ ≥ 0 and µ ≥ 0. To fairly and continuously control the extent of information carried by the node
features and graph topology, we introduce a parameter φ = arctan(λ
√
ξ
µ ) × 2pi . The setting φ = 0
indicates that only node features are informative, while φ = 1 indicates that only the graph topology
is informative. Due to space limitation we refer the interested reader to [28] for a review of all
formal theoretical results and only outline the cSBM properties needed for our analysis. Additional
information is also available in the Supplementary Material.
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Results. We examine the robustness of all baseline methods and GPR-GNN using cSBM-generated
data with φ = 0, 0.2, 0.4, ..., 1. The results are summarized in Table 1. We further tested the
performance of a 2-layer MLP as the reference method that does not use graph topology. For φ ≤ 0.2,
GPR-GNN offers the same performance as GNNs. However, for φ ≥ 0.4, GPR-GNN significantly
outperforms all methods with a gain that increases as the graph topology information becomes more
important. Clearly, in practice, graph-structured information is usually highly relevant and readily
available which makes a strong case for GPR-GNN. This can also be directly verified from Table 2
by observing the presence of strong homophily in all benchmark datasets.
φ 0 0.2 0.4 0.6 0.8 1
GCN 53.82±2.02 60.69±3.04 76.95±3.07 86.28±2.67 90.04±2.48 82.25±3.22
GAT 53.19±2.01 58.81±2.70 73.59±3.77 82.94±4.18 88.27±3.67 83.83±3.08
GraphSAGE 53.51±1.87 59.68±2.97 76.22±3.73 86.24±2.94 90.54±2.60 85.16±3.38
JK-Net 51.15±1.62 56.90±2.66 75.60±4.25 88.59±3.56 90.54±2.60 85.16±3.38
SGC 54.12±1.83 59.88±3.07 77.03±3.66 86.03±3.76 89.27±2.94 81.46±4.34
APPNP(0.1) 54.98±3.20 61.45±3.22 75.62±4.84 89.09±3.09 95.23±1.53 93.73±2.75
APPNP(0.2) 56.43±3.83 62.39±3.20 73.48±3.84 81.44±3.73 85.10±3.20 78.57±3.02
MLP 61.03±2.33 59.20±2.61 58.22±2.38 55.60±2.02 53.12±1.70 50.18±1.60
GPR-GNN 52.47±3.60 59.75±4.78 79.71±3.93 92.72±1.40 97.80±0.49 97.38±0.53
Table 1: Average accuracy and its corresponding standard deviation on the cSBM. Note that GPR-
GNN performs significantly better starting from the parameter value for which graph topology is at
least as important as the node feature information.
5.2 Experiments on benchmark datasets
We use 9 benchmark datasets available from the Pytorch Geometric library, including the citation
networks Cora, CiteSeer, PubMed [44, 45] and DBLP [46, 47], the coauthor networks CS and
Physics [42], the Amazon co-purchase graphs Computers and Photo [48, 42] and the Reddit posts
graph [11]. We summarize the dataset statistics in Table 2. We also evaluate the in-class edge density
ρin and the cross-class edge density ρout in the graphs, which confirms that the aforementioned
homophily properties are at work in each of the tested datasets.
Dataset Cora CiteSeer PubMed DBLP CS Physics Computers Photo Reddit
Classes 7 6 3 4 15 5 10 8 41
Features 1433 3703 500 1639 6805 8415 767 745 602
Nodes 2708 3327 19717 17716 18333 34493 13752 7487 232965
Edges 5.3E3 4.6E3 4.4E4 5.2E4 8.2E4 2.5E5 2.5E5 1.2E5 5.7E7
ρin 6.5E-3 3.4E-3 5.1E-4 8.5E-4 3.5E-3 1.2E-3 9.7E-3 2.0E-2 3.5E-2
ρout 3.3E-4 2.6E-4 7.0E-5 8.6E-5 1.1E-4 4.2E-5 7.3E-5 8.4E-4 5.4E-4
ρin/ρout 19.54 12.86 7.32 9.83 33.31 28.72 132.58 24.29 65.94
Table 2: Benchmark dataset properties and statistics.
Results. We use accuracy (the micro-F1 score) as the evaluation metric and the relevant results are
summarized in Table 3. We also report the relative accuracy and ranking to enable a more detailed
comparison. With respect to the relative accuracy, for each dataset we normalize the accuracy of
each model by the best model accuracy. In the context of rankings, the smaller ranking indicates a
better performance. We also compute the average relative accuracy and average ranking for each
model across all datasets. Due to space limitations, we only report the average accuracy and average
ranking; additional results are available in the Supplementary Material.
Table 3 shows that, in general, GPR-GNN outperforms all methods tested: It outperforms all other
methods on 7 out of the 9 benchmark datasets, while on the remaining 2 datasets (Computers and
Reddit) it offers only slightly worse results than GAT. However, note that both GAT and GraphSAGE
are significantly more memory intensive due to their complex architectures. Also, although GAT and
GraphSAGE can perform batch training on small datasets such as Cora and CiteSeer, we surprisingly
find that neighborhood sampling [11] produces better result. Thus for GAT and GraphSAGE we
only report neighborhood sampling result for all the datasets. The Reddit dataset is too large for
any method to perform training in the batch setting; thus, we apply neighborhood sampling for all
methods when using the Reddit data and only execute 10 runs. Note that GAT and GraphSAGE are
inherently designed to operate in conjunction with neighborhood sampling which is not the case for
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GPR-GNN. This may be one of the reasons why GPR-GNN performs slightly worse than GAT on
Reddit (the study of optimal mini-batch settings for GPR-GNN is beyond the scope of this paper).
GPR-GNN also significantly outperforms all baseline methods in terms of average relative accuracy
and average ranking.
Furthermore, we observe that GPR-GNN consistently outperforms APPNP(0.1) and APPNP(0.2) on
all benchmark datasets. This shows that GPR-GNN is indeed more accurate than APPNP. Moreover,
fixing α in the APPNP model is not a robust strategy. For example, APPNP(0.1) performs poorly on
Computers while APPNP(0.2) performs poorly on Cora. This once again emphasizes the importance
of leveraging GPR as the propagation scheme and learning adequate GPR weights.
As a final remark, observe that SGC does not perform well on the Computers and Photo datasets. We
conjecture that in our sparse label regime setting, a nonlinearity is necessary to learn meaningful
results using GNNs. This agrees with the recent finding reported in [32] that SGC may breakdown
for some “hard” tasks.
Model Cora CiteSeer PubMed DBLP CS Physics
GCN 74.48±2.23 66.49±1.64 83.76±0.47 78.97±0.77 91.51±0.47 94.43±0.23
GAT∗ 76.36±2.01 67.13±1.35 83.24±0.44 80.26±0.59 91.32±0.44 94.45±0.20
GraphSAGE∗ 75.62±2.12 66.65±1.26 82.98±0.34 80.18±0.62 89.27±0.34 94.20±0.21
JK-Net 67.17±4.24 58.72±4.01 82.91±0.68 76.85±1.24 87.37±1.63 93.96±0.43
SGC 68.99±4.75 62.70±3.98 77.63±1.62 80.64±0.68 73.85±8.83 93.44±0.35
APPNP(0.1) 77.68±2.02 67.15±2.02 83.47±0.52 80.91±0.67 91.14±0.56 94.54±0.20
APPNP(0.2) 75.28±2.29 66.93±1.75 84.37±0.51 79.27±0.80 92.47±0.40 94.67±0.25
GPR-GNN 78.70±1.78 67.99±1.56 84.59±0.46 81.69±0.50 92.67±0.41 94.84±0.22
Model Computers Photo Reddit∗ Avg. r-acc. Avg. ranking
GCN 63.35±3.40 79.28±3.30 69.37±0.18 94.07 5
GAT∗ 69.26±2.79 84.78±1.93 91.68±0.18 98.90 3
GraphSAGE∗ 68.44±4.11 83.97±2.47 91.24±0.14 98.10 4.44
JK-Net 51.29±13.3 76.72±8.25 89.44±0.68 90.95 7.38
SGC 9.48±8.23 21.71±12.3 84.66±0.42 75.57 7.13
APPNP(0.1) 61.66±5.01 78.77±4.77 89.86±0.54 96.97 3.89
APPNP(0.2) 66.65±3.60 81.89±3.45 90.99±0.45 97.99 3.67
GPR-GNN 68.96±4.11 85.17±1.82 91.06±0.25 99.88 1.33
Table 3: Average accuracy and its standard deviation, average relative accuracy (Avg. r-acc.) and
average rankings. The symbol ∗ indicates that the model/dataset is too memory expensive for
batch training and requires neighborhood sampling. Our GPR-GNN method in general has the best
performance across all datasets.
(a) (b) (c)
Figure 2: Learned GPR weights γk. The blue doted lines denote the upper and lower quartile. The magnitude
(y-axis) is shown in log-scale.
Model interpretability. We examined the GPR weights learned from GPR-GNN on Cora and Photo
in more detail (Figure 2 (a) (b)). Interestingly, we find that for the first 3 steps of GPR the weights
are close to that of the PPR weights with α = 0.1 or α = 0.2. This explains why APPNP with
α = 0.1 or α = 0.2 offers good performance in practice; it also shows that GPR-GNN can learn the
appropriate GPR weights. Besides γ5 being large due to our peak initialization procedure, the GPR
weights of large-steps remain small. This is due the high correlation between large-step propagation
results, which are also observed in the studies of GPRs reported in [29, 20].
Escaping from over-smoothing. To test the ability of GPR-GNN to mitigate over-smoothing, we
set K = 20 and set the largest weight of GPR initialization at K = 20. This will force GPR-GNN to
start over-smoothing from the first epoch and produce the same label prediction for all nodes. For
Cora, we find that for 70 out of 100 runs GPR-GNN predicts the same labels for all nodes at epoch 0,
which implies that over-smoothing indeed occurs immediately. From Figure 2 (c) we can observe that
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GPR-GNN can avoid over-smoothing as the GPR weights of the first few steps increase significantly.
Moreover, on average, the final prediction is 79.28% accurate which is much larger than the initial
accuracy of 14.80% at epoch 0. Similar results can be observed for other datasets.
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Supplement
6 Formal statement of Theorem 4.3 and the relevant proofs
We start with the formal statement of our main theorem. Let us replace the softmax(·) with
softmaxη(·), where we let softmaxη(β)i = eηβi/(
∑
j e
ηβj ) stand for the softmax with a smooth
parameter η > 0. Note that for η = 1 we recover the standard softmax. With a slight abuse of
notation, for the vector β we write exp(β) to denote element-wise exponentiation. Also we use L for
the cross entropy loss where
L =
∑
i∈V
− log(
〈
Pˆi:,Yi:
〉
).
Finally, we ignore the normalization of GPR weights used in practice for simplicity. The formal
statement of our main theorem reads as follows.
Theorem 6.1. (Formal version of Theorem 4.3) Under the same assumptions as those listed in
Lemma 4.1, if the training set contains nodes from more than one class, then the GPR-GNN method
can always avoid over-smoothing. More specifically, let L be the cross entropy loss. Then, for k, η
large enough we have
∂L
∂γk
=
∑
i∈T
ηpii
(
max
j∈[C]
βj − β1[Yi:]
)
+ ok(1) + oη(1). (4)
To prove the theorem, we find the subsequent lemmas useful.
Lemma 6.2. Let L =
∑
i∈T Li =
∑
i∈T −log(
〈
Pˆi:,Yi:
〉
) be the cross entropy loss and let T be
the training set. Under the same assumption as given in Lemma 4.1, the gradient of γk for k large
enough is ∂L∂γk =
∑
i∈T ηpii
〈
Pˆi: −Yi:,β
〉
+ ok(1).
Lemma 6.3. For any real vector β ∈ RC and η > 0 large enough, we have softmaxη(β) =
1[β] + oη(1).
First, let us assume the over-smoothing takes place. By Definition 4.2, we know that Z:j =
c0βjpi, ∀j ∈ [C] for some c0 > 0 and K sufficiently large. By Lemma 6.2 we have
∂L
∂γk
=
∑
i∈T
ηpii
〈
eηZi:∑
j∈[C] eηZij
−Yi:,β
〉
+ ok(1) (5)
=
∑
i∈T
ηpii
〈
eηc0piiβ∑
j∈[C] e
ηc0piiβj
−Yi:,β
〉
+ ok(1), (6)
where the last step follows from Definition 4.2. Next, by Lemma 6.3, we may approximate the
softmaxη by the true argmax for η > 0 large enough according to∑
i∈T
ηpii 〈1[c0piiβ]−Yi:,β〉+ ok(1) + oη(1) (7)
=
∑
i∈T
ηpii 〈1[β]−Yi:,β〉+ ok(1) + oη(1) (8)
=
∑
i∈T
ηpii
(
max
j∈[C]
βj − β1[Yi:]
)
+ ok(1) + oη(1) ≥ 0. (9)
The first equality is due to the fact that c0 > 0 and pii > 0. Recall that by Lemma 4.1, pii =√
D˜ii√∑
v∈V D˜vv
. Since we have a self- loop for each node, D˜ii > 0 and thus pii > 0. Note that when
ignoring the o(1) terms in the last part of (9), equality is achieved if and only if maxj∈[C] βj =
β1[Yi:]. This means that over-smoothing results in a prediction that perfectly aligns with the ground
truth label in the training set. However, if our training set contains nodes from different classes then
the equality can never be attained. Thus, the gradient of γk will always be positive and γk will keep
decreasing until GPR-GNN escape the over-smoothing effect.
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7 Proof of Lemma 4.1
Note that the proof of Lemma 4.1 reduces to a standard analysis of random walks on graph. We
include it for completeness and refer the interested readers to the tutorial [33].
We start by showing that the symmetric graph Laplacian
L˜sym = I− D˜−1/2A˜D˜−1/2 = I− A˜sym (10)
is positive semi-definite. Let u be any real vector of unit norm and f = D˜−1/2u, then we have
uT L˜symu = u
Tu− uT D˜−1/2A˜D˜−1/2u =
n∑
i=1
u2i −
n∑
i,j=1
fifjA˜ij (11)
=
n∑
i=1
D˜iif
2
i −
n∑
i,j=1
fifjA˜ij =
1
2
(
n∑
i=1
D˜iif
2
i − 2
n∑
i,j=1
fifjA˜ij +
n∑
j=1
D˜jjf
2
j ) (12)
=
1
2
n∑
i,j=1
A˜ij(fi − fj)2, (13)
where the last step follows from the definition of the degree.
Next we show that 0 is indeed an eigenvalue of L˜sym associated with the unit eigenvector pi where
pi =
√
D˜ii√∑
v D˜vv
.
Let 1 be the all one vector. Then, a direct calculation reveals that
L˜sympi = pi − D˜−1/2A˜D˜−1/2pi = pi − D˜−1/2A˜D˜−1/2D˜1/21× 1√∑
v D˜vv
(14)
= pi − D˜−1/2A˜1× 1√∑
v D˜vv
= pi − D˜−1/2D˜1× 1√∑
v D˜vv
(15)
= pi − D˜1/21× 1√∑
v D˜vv
= pi − pi = 0. (16)
Combining this result with the positive semi-definite property of the Laplacian shows that 0 is indeed
the smallest eigenvalue of L˜sym associated with the eigenvector pi. Moreover, from (13) and the
assumption that the graph is connected, it is not hard to see that the multiplicity of the eigenvalue 0 is
exactly 1 (See Proposition 2 and 4 in [33] for more detail). Finally, from (10) it is obvious that the the
largest eigenvalue of A˜sym is 1, which correspond to the eigenvector pi. Hence all other eigenvalues
of A˜sym 1 > λ2 ≥ ... ≥ λn.
Next, we prove that |λn| < 1. This can also be shown directly from (13). Note that
uT L˜symu =
1
2
n∑
i,j=1
A˜ij(fi − fj)2 (17)
≤
n∑
i,j=1
A˜ij(f
2
i + f
2
j ) = 2
n∑
i,j=1
A˜ijf
2
i = 2
n∑
i,j=1
A˜ij
u2i
D˜ii
(18)
= 2
n∑
i=1
u2i
D˜ii
n∑
j=1
A˜ij = 2
n∑
i=1
u2i
D˜ii
D˜ii = 2
n∑
i=1
u2i = 2. (19)
The inequality follows from an application of the Cauchy-Schwartz inequality. Consequently, the
largest eigenvalue of L˜sym is bounded by 2 which means that |λn| ≤ 1. Note that equality holds if
and only if the underlying graph is bipartite. However, this is impossible in our setting since we have
added a self loop to each node. Hence |λn| < 1. This means
lim
k→∞
A˜ksym = pipi
T . (20)
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Hence, for any H(0) we have
lim
k→∞
A˜ksymH
(0) = pipiTH(0) = piβT . (21)
Note that this can also be written with the ok(1) term as
A˜ksymH
(0) = piβT + ok(1). (22)
This completes the proof.
8 Proof of Lemma 6.2
Recall that our loss function equals
L =
∑
i∈T
Li =
∑
i∈T
− log( e
η〈Zi:,Yi:〉∑C
m=1 e
ηZim
). (23)
Then by taking the partial derivative of the loss function with respect to γk′ we have
∂L
∂γk′
=
∂
∂γk′
∑
i∈T
(log(
C∑
m=1
eηZim)− 〈ηZi:,Yi:〉). (24)
Next, recall that for GPR-GNN we also have Z =
∑K
k=0 γkH
(k). Plugging this expression into the
previous formula and applying the chain rule we obtain
∂
∂γk′
∑
i∈T
(log(
C∑
m=1
eηZim)− 〈ηZi:,Yi:〉) =
∑
i∈T
(
∑C
m=1 e
ηZim ∂ηZim
∂γk′∑C
m=1 e
Zim
−
〈
ηH
(k′)
i: ,Yi:
〉
) (25)
=
∑
i∈T
(
∑C
m=1 e
ηZimηH
(k′)
im∑C
m=1 e
ηZim
−
〈
ηH
(k′)
i: ,Yi:
〉
) (26)
Settin k′ = k for large enough k, it follows from Lemma 4.1 that
∂L
∂γk
=
∑
i∈T
η(
∑C
m=1 e
ηZimH
(k)
im∑C
m=1 e
ηZim
−
〈
H
(k)
i: ,Yi:
〉
) (27)
=
∑
i∈T
η(
∑C
m=1 e
ηZim(piiβm + ok(1))∑C
m=1 e
ηZim
− 〈piiβ + ok(1),Yi:〉) (28)
=
∑
i∈T
piiη(
∑C
m=1 e
ηZimβm∑C
m=1 e
ηZim
− 〈β,Yi:〉) + ok(1) (29)
=
∑
i∈T
piiη(
C∑
m=1
Pˆimβm − 〈β,Yi:〉) + ok(1) =
∑
i∈T
ηpii
〈
Pˆi: −Yi:,β
〉
+ ok(1). (30)
Note that in (29) and (30) we used the definition of the soft prediction Pˆ = softmaxη(Z). This
completes the proof.
9 Proof of Lemma 6.3
Let βˆ = max(β). Then by the definition of softmaxη for η > 0 we have
softmaxη(β) =
eηβ∑C
m=1 e
ηβm
=
e−η(βˆ−β)∑C
m=1 e
−η(βˆ−βm)
. (31)
Note that βˆ − βm > 0 when βm 6= βˆ and βˆ − βm = 0 when βm = βˆ. Without loss of generality
we assume that there are p maxima in β, where 1 ≤ p ≤ C, and let P denote the set of indices of
those maxima. Then, taking the limit η →∞ we have
lim
η→∞ softmaxη(β)j = limη→∞
e−η(βˆ−βj)∑
m/∈P e−η(βˆ−βm) + p
=
{
0, if βj 6= βˆ
1
p , otherwise.
(32)
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This implies that for η > 0 large enough one has
softmaxη(β) = 1[β] + oη(1). (33)
The above result completes the proof.
10 Related works
Among the methods that differ from GCN, GNNs, APPNP is one of the state-of-the-art methods
that is related to our GPR-GNN approach. Compared to GPR-GNN, APPNP requires tunning an
important hyperparameter α. The choice of α is highly dependent on the dataset used. In contrast,
our GPR-GNN adaptively learns the optimal GPR weights in an end-to-end fashion. In [22], the
hyperparameter α is chosen to be either 0.1 or 0.2. In our Experiments section we show that our
GPR-GNN consistently outperforms APPNP for both the recommended choices of α = 0.1 and
α = 0.2 on all 9 benchmark datasets.
Among the GCN-like models, we find that JK-Net [24] exhibits some similarities with GPR-GNN.
Roughly speaking, it also aggregates the output from every convolutional layer in GCN. However,
the depth of the JK-Net is still limited [22] and we again consistently outperform this method on all 9
benchmark datasets.
11 Experimental setup details
11.1 Experimental setup for Figure 1 (b)
For each of the C classes (communities), we randomly choose a node s in the community as a seed to
form the initial one-hot vector H(0) ∈ Rn×1 where H(0)v = δvs. Then we return the top-|C| scoring
nodes in H(k) and compute the recall. A similar method is used for the degree-normalized case (-d).
For each network, the results are summarized based on 1000 independently chosen seeds for each
community-network pair and then averaged over over all communities.
11.2 Experimental setup for Section 5
All experiments are performed on a Linux Machine with 48 cores, 376GB of RAM, and a NVIDIA
Tesla P100 GPU with 12GB of GPU memory. For the training set, we ensure that number of nodes
from each class is approximately the same while keeping the total number of training nodes close to
2.5%. For the validation set, we randomly sample 2.5% of the nodes and place the remaining ones
into the test set.
For all baseline models, we directly use the implementation in the Pytorch Geometric library [43]
and the corresponding properly tuned hyperparameters. For all methods the default hyperparameters
setting is as following: Learning rate 0.01, dropout 0.5, early stopping 20 and weight decay 0.005.
The maximum number of epochs is chosen to be 300 for both real benchmark dataset and our cSBM
synthetic datasets. All models are chosen to use the Adam optimizer [49]. Note that the early stopping
criteria is exactly the same as in Pytorch Geometric – when the epoch is greater than half of the
maximum epoch, we check if the current validation loss is lower than the average over the past 20
epochs. If it is not lower, we stop the training process.
For GCN, we use 2 GCN layers with 64 hidden units. For GAT, we use 2 GAT convolutional layers,
where the first layer has 8 attention heads and each head has 8 hidden units; the second layer has 1
attention head and 64 hidden units. For GraphSAGE, we use 2 layers with 16 hidden units and mean
pooling during aggregation. For JK-Net, we use the GCN-based model with 2 layers and 16 hidden
units in each layer. As for the layer aggregation part, we use a LSTM with 16 channels and 4 layers.
For SGC, we use 2 steps of propagation. For the MLP we tested in the cSBM experiments, we choose
a 2-layer fully connected network with 64 hidden units. For APPNP we use the same 2-layer MLP
with 10 steps of propagation and parameter α equals to 0.1 and 0.2, respectively.
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12 GPR-GNN model details
GPR weights initialization. As mentioned in the main text, we find that not all arbitrary initializa-
tions of GPR weights work well in practice. We therefore use the peak like initialization procedure,
which sets one medium range GPR weight (γ5 in our experiment) to a large value, and all other GPR
weights to a small value. This peak initialization is inspired by the success of SGC, which correspond
to the case γk = δkk′ for some integer k′. Note that we empirically find that once a GPR weight
reaches zero (either from the initialization or through parameter updates), the corresponding GPR
weights will be hard to change afterwards. Hence we suggest to use some small value (0.01 in our
experiment) instead of 0.
GPR weights normalization. We empirically determined that applying the absolute value on the
weights γk and normalizing them by their sum works well in practice. The reason why absolute
values are favored over ReLUs is because they make the GPR weights more unlikely to be exactly 0.
As mentioned above, once a GPR weight reaches 0 it is hard to update it any further.
Gradient dropout. We also introduce a new technique we refer to as gradient dropout for training
the GPR weights. In a nutshell, we randomly erase the gradient of each γk independently with
probability 0.5 before the gradient update. Note that this is significantly different from the standard
dropout methods which erase the value itself. We find that the gradient dropout is necessary for
learning good GPR weights while the standard dropout does not work properly. This is because
setting the GPR value to 0 may dramatically render the current near-optimal learned propagation
rule. In contrast, by setting the gradient to 0 the GPR will not change the weights themselves. We
conjecture that the gradient dropout not only introduces some highly needed random perturbations to
the GPR weights during training, but also balances the learning speed of the neural network and GPR
component of the system.
Other hyperparameter details. For the remaining hyperparameters, we use the same learning rate,
dropout, early stopping, and maximum epoch number as for the other baseline models. We use a
smaller learning rate for the GPR part lr = 0.005 in order to balance the learning speed of the neural
network part and the GPR part. We set the peak value at the initialization stage to be 3.
13 cSBM details
The cSBM adds Gaussian random vectors as node features on top of the classical SBM. For simplicity,
we assume C = 2 equally sized communities with node labels vi in {+1,−1}. Each node i is
associate with a f dimensional Gaussian vector bi =
√
µ
nviu+
Zi√
f
where n is the number of nodes,
u ∼ N(0, I/f) and Zi ∈ Rf has independent standard normal entries. The (undirected) graph in
cSBM is described by the adjacency matrix A defined as
P (Aij = 1) =
{
d+λ
√
d
n if vivj > 0
d−λ√d
n otherwise
.
Similar to the classical SBM, given the node labels the edges are independent. The symbol d stands
for the average degree of the graph. Also, recall that µ and λ control the information strength carried
by the node features and the graph structure respectively.
One reason for using the cSBM to generate synthetic data is that the information-theoretic limit of
the model is already characterized in [28]. This result is summarized below.
Theorem 13.1 (Informal main result in [28]). Assume that n, f → ∞, nf → ξ and d → ∞. Then
there exists an estimator vˆ such that lim infn→∞
|〈vˆ,v〉|
n is bounded away from 0 if and only if
λ2 + µ
2
ξ > 1.
In our experiment, we set n = f = 1000 and thus have ξ = 1. We vary µ and λ along the arc
λ2 + µ2 = 1 +  for some  > 0 to ensure that we are in the achievable parameter regime. We also
choose  = 3.25 for all our experiment. To better understand the information ratio between node
features and graph structure, we introduce a auxiliary parameter φ = arctan(λµ ) × 2pi that we can
control in our experiments. When φ is close to 0, the information is mostly contained in node features
while if φ is close to 1, the the information are mostly contained in the graph structure. Although the
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theoretical result in [28] holds for an unsupervised setting, it still represents a good synthetic model
for testing the robustness of GNNs in various relevant settings.
As a final remark, the theoretically optimal clustering method for cSBM is belief propagation (BP),
which is also known to be optimal for the standard SBM [28, 50]. The authors of [20] empirically
showed that for the classical SBM setting the clustering performance of GPR converges to that of BP
as the propagation steps increase, but that the same it not true for PPR. This also explain why one
should not use PPR instead of Inverse PR in the message propagation scheme.
14 Additional results
Model Cora CiteSeer PubMed DBLP CS Physics
GCN 94.64 97.79 99.02 96.67 98.75 99.57
GAT∗ 97.03 98.74 98.40 98.25 98.54 99.59
GraphSAGE∗ 96.09 98.03 98.10 98.15 96.33 99.33
JK-Net 85.35 93.65 98.01 93.74 94.28 99.07
SGC 87.66 92.22 91.77 98.71 79.69 98.52
APPNP(0.1) 98.70 98.76 98.68 99.05 98.35 99.68
APPNP(0.2) 95.65 98.44 99.74 97.04 99.78 99.82
GPR-GNN 1 1 1 1 1 1
Model Computers Photo Reddit∗ Avg. r-acc.
GCN 91.47 93.08 75.66 94.07
GAT∗ 1 99.54 1 98.90
GraphSAGE∗ 98.82 98.59 99.52 98.10
JK-Net 74.05 90.07 97.56 90.95
SGC 13.69 25.49 92.34 75.57
APPNP(0.1) 89.03 92.49 98.01 96.97
APPNP(0.2) 96.10 96.15 99.25 97.99
GPR-GNN 99.57 1 99.32 99.88
Table 4: Relative accuracy. Here, ∗ indicates that the model/dataset is too memory expensive for
batch training on our machine and requires neighborhood sampling [11]. GPR-GNN in general has
the best performance across all datasets.
Model Cora CiteSeer PubMed DBLP CS Physics
GCN 6 6 3 7 3 5
GAT∗ 3 3 5 4 4 4
GraphSAGE∗ 4 5 6 5 6 6
JK-Net 8 8 7 8 7 7
SGC 7 7 8 3 8 8
APPNP(0.1) 2 2 4 2 5 3
APPNP(0.2) 5 4 2 6 2 2
GPR-GNN 1 1 1 1 1 1
Model Computers Photo Reddit∗ Avg. ranking
GCN 5 5 8 5
GAT∗ 1 2 1 3
GraphSAGE∗ 3 3 2 4.44
JK-Net 7 7 6 7.38
SGC 8 8 7 7.13
APPNP(0.1) 6 6 5 3.89
APPNP(0.2) 4 4 4 3.67
GPR-GNN 2 1 3 1.33
Table 5: Performance ranking. Here, ∗ indicates that the model/dataset is too memory expensive for
batch training on our machine and requires neighborhood sampling [11]. 1 is the best and 8 is the
worst. GPR-GNN in general has the best performance across all datasets.
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