Abstract-In this paper, real-time system identification of an unmanned aerial vehicle (UAV) based on multiple neural networks is presented. The UAV is a multi-input multi-output (MIMO) nonlinear system. Models for such MIMO system are expected to be adaptive to dynamic behaviour and robust to environmental variations. This task of accurate modelling has been achieved with a multi-network architecture. The multi-network with dynamic selection technique allows a combination of online and offline neural network models to be used in the architecture where the most suitable outputs are selected based on a given criterion. The neural network models are based on the autoregressive technique. The online network uses a novel training scheme with memory retention. Flight test validation results for online and offline models are presented. The multi-network dynamic selection technique has been validated on real-time hardware in the loop (HIL) simulation and the results show the superiority in performance compared to the individual models.
I. INTRODUCTION
In the recent past, unmanned aerial vehicles (UAVs) have been deployed for various defence operations. At the moment, use of UAVs for commercial civilian applications are widely being explored. The interdisciplinary nature of UAV control systems is attracting researchers from all fields of engineering. Most of the available research on UAVs is generally based on simulations [1] - [5] . Hence there is limited research available on lowcost, small-sized fixed wing UAVs for commercial applications. Currently, there are few universities working towards the development and implementation of different algorithms on UAVs in real-time [6] - [8] . One such fixedwing platform is under development at the School of Aerospace, Civil and Mechanical Engineering (ACME) in UNSW@ADFA.
The UAV is a six degree of freedom (DOF), nonlinear, complex system. UAVs display inertial coupling and aerodynamic coupling effects and hence can be modelled as a MIMO system with six outputs and a minimum of four inputs. At the School of ACME, low-cost, radio controlled model planes are built to carry desired payloads forming the test-bed for various system identification and control experiments. Sensors and actuators are mounted on-board the UAV to provide information regarding change in behaviour of the platform during the course of flight. Vishwas Puttige is a PhD student and Sreenatha Anavatti is a senior lecturer at the School of Aerospace, Civil and Mechanical Engineering, University of New South Wales at Australian Defence Force Academy, Canberra, ACT-2600, Australia
Behaviour of the UAV is quantified mainly in terms of the translational velocities and the angular rates with respect to a fixed frame of reference. The data from the sensors is processed and recorded on an on-board computer. This platform with the sensors and on-board computer is flown remotely to collect the six DOF data from it. The data from the sensors and the actuators are used to develop UAV simulation models and thereby used in the design of flight control system. The accuracy of the designed controller depends largely on the quality of the data collected. Hence, the sensors are calibrated at different conditions to obtain superior quality of data.
The flight control system (FCS) for the UAV performs tasks similar to those executed by a pilot for manned aircrafts. Robust control techniques, capable of adapting themselves to the changes in dynamics of the platform are necessary for the autonomous flight. Such controllers can be developed with the aid of suitable system identification (ID) techniques. This system ID based on flight data is also necessary for understanding the dynamics of the UAVs. Numerous system identification techniques have been proposed for the modelling of nonlinear systems. Fuzzy identification [9] , state space identification [10] , frequency domain analysis [11] , artificial neural networks [12] are some of the prominent ones. The ability of the neural networks to learn makes them suitable for nonlinear applications.
Neural network architectures such as multi-layer perceptron (MLP), radial basis function networks (RBFN) have gained popularity in modelling linear and nonlinear system. Neural networks can be trained offline and used for identification or control. Offline trained models are robust to environmental noise but have restricted use because when the UAV dynamics changes beyond certain bounds the prediction error become significant. As an alternative smaller neural networks can be trained online during the UAV's flight. But training a network to model the entire 6 DOF during its flight involves large computations, hence, may not be implementable in real-time. One possible solution to the computation issue is to adhere to the conventional lateral and longitudinal dynamics and train smaller networks to imitate them online by suitably accounting for the cross couplings. The accuracy of these networks is dependent on the available time for training based on the processor speed. Hence a via-media is to switch to a well trained offline model for a short duration while the online model is adapting itself to changes in the dynamics [13] . By having multiple networks and a dynamic switching technique, accurate modelling for different flight conditions can be achieved. The concept of multiple neural network models for adaptive control was introduced by Narendra in [14] . In the past, multinetworks have been used for linear systems or offline modelling that are mainly based on numerical simulations [15] - [17] . In this work a real-time implementation of multi-networks for a UAV is presented. A well trained offline model based on previously collected flight data is used in conjunction with a simpler online model to achieve better accuracy. The switching between the online and the offline models is carried out based upon a suitable criterion. Two different selection criteria are considered for the dynamic selection process. In the first case, the instantaneous errors between the predicted outputs and the actual outputs are considered for selection. In the second case, the past performance of the two networks are also taken into consideration. A weighted sum of the instantaneous error and the mean square error (MSE) is used for selection. Each model uses a multi-input multi-output architecture. Modelling is performed with MLP networks based on the autoregressive technique with exogenous inputs (ARX) forming recurrent neural networks (RNN) introduced by Ljung in [18] . A novel training method is adapted for the online model where the network is trained with small batches of data and the weights from the previous batch are retained in memory [19] . The retraining of the online network is carried out only when the prediction error increases beyond a certain threshold. The online and offline identification techniques have been flight tested repeatedly. The multi-net model has been validated with a real-time hardware in the loop (HIL) simulation technique. The viability of the proposed technique in real-time is proved using the HIL simulation, hence allowing it to be implemented on flight tests.
The proposed multi-network architecture is explained in section II along with the basic dynamics of the UAV. The training scheme for the offline and the online networks are explained in section III. The results comparing an online model and an offline model for the 6 DOF UAV system is analysed in section IV. Here, the realtime HIL simulation technique is explained. Results from the multi-network modelling with two selection criteria are also presented in this section. The results indicate the superiority of the proposed multi-network modelling in predicting the UAV dynamics as compared to the online and offline models. Some concluding remarks are presented in the section V.
II. MULTI-NETWORK ARCHITECTURE
The mathematical model for the UAV can be repre-
where f and g are nonlinear functions, x, u and y represent the UAV states, the input vector and the outputs from the UAV respectively. In general, the outputs from the UAV are the angular rates, roll (p), pitch (q), yaw (r) and the linear velocities (u, v and w) along the three axes. The functions, f and g depend on factors such as the aerodynamics, inertia properties of the UAV and the effectiveness of the control surfaces and continuously change during the flight of a UAV. Moreover, the nonlinearities and coupling inherent to the system add to the complexities. Hence, identification of the mathematical model as a relation between the outputs y and inputs u from the flight data may be more practical. This can be used for analysis as well as design of flight control systems.
The design of a reasonable offline model involves the availability of suitable flight data encompassing all possible regimes. Since this is not practical, a few sample flight tests are carried out for training the network. This offline model is implemented on the UAV for the consequent flight tests. The conventional batch wise Levenberg Marquardt (LM) method is adapted for training this model.
The UAV is a 6 DOF system with 4 inputs, hence, online training a single model with 6 outputs requires large training time. Thus single model structure is not suitable for online modelling. To circumvent this problem the UAV is modelled as two parallel networks representing the longitudinal and lateral dynamics similar to a conventional aircraft [20] . To account for the coupled dynamics the roll rate and the yaw rate are taken as the coupling terms for the longitudinal dynamics network and the pitch rate for the lateral network. The elevator and the throttle servo deflections are taken as the inputs to the longitudinal network. Similarly, the lateral network uses the aileron, rudder and the throttle deflections as inputs. Due to the restriction on the available time for online training simpler networks with less number of neurons are utilised. This restriction on the time arises from the capacity of the processor as well as the sampling time (training time needs to be lesser than the sampling time for the given processor speed). Small packets of flight data form the training set for these networks. The number of data points in the packets is decided based on the available processing time and the required accuracy.
The training data for the offline model is restricted. Hence, it may not perform as expected in different flight conditions. Due to the constraints on the training (particularly in terms of the available training time) in the online model it may not provide the desired accuracy under all flight conditions [21] . As a solution to this issue the offline and the online models are combined in the form of a multi-network architecture and individual outputs are compared with respect to a particular criterion and dynamically selected. This ensures a better performance compared to any of the individual models. Two different criteria are tested for the dynamic selection between networks.
In the first case, instantaneous error difference between the predicted output and the immediate past system output is used as the selection criterion. This is named criterion 1 and is given as
Here Err is the error factor taking the value of the instantaneous error. This criterion provides accurate predictions, but involves frequent switching between networks. When this modelling architecture is used with a controller it may lead to large amounts of switching transients. To overcome this issue, the past performance of the network is taken into consideration along with the present performance in the second case. It was observed that a weighted sum of the instantaneous error and the mean square error between the network output and the actual output provides the most efficient performance with reduced frequency of switching. This weighted sum of errors, named as criterion 2, is shown in equation 3.
Here the error factor Err is the weighted sum of the errors used for the dynamic selection, w 1 and w 2 are the weights assigned to the mean square error (M SE) and the instantaneous error (E inst ). The values of the weights is decided based on the noise level in the network inputs and experimental judgement. The network output with a smaller value of Err is used as the output of the multi-network. The errors are checked at every instant of time and the outputs are switched suitably. The results from the hardware in the loop simulation for neural network modelling of UAV longitudinal dynamics shown in section IV substantiate this theory. The overall MSE values are relatively smaller for the proposed multi-net method.
All the neural network models in this study have an autoregressive structure and use the LM training algorithm. The next section briefly talks about this neural network ARX structure and the training method.
III. ONLINE AND OFFLINE MODELLING
Different neural network structures and training methods were tried for modelling the nonlinear dynamics of the UAV. The ARX technique proved to be most suitable for this purpose [18] , [22] . In the autoregressive neural network model the network retains information about the previous outputs and inputs to predict the next output. This provides equivalent retention capabilities of the dynamics of the UAV by the network. The predicted output of a nonlinear model can be obtained as [18] , [19] y(t|θ) = g(a 1 y(t − 1) + a 2 y(t − 2) + ..
where θ is the coefficient matrix which gives the influence of past outputs (a 1 , .., a na ) and influence of past inputs (b 1 , .., b nb ) on each of the subsequent outputs. The nonlinear function is defined by g, the y and u terms correspond to past outputs and past inputs respectively. The above equation can be simplified as
where,
Here φ is the matrix of past inputs and outputs called the regressor and is available from memory. To obtain the coefficients θ, many assumptions and detailed knowledge of the plant are necessary [23] . Hence for a dynamic nonlinear system such as the UAV it may not be feasible. This can be avoided by using black-box methods such as the neural networks. The output of a two layered neural network is given as
In the above equation F and G are the activation functions, l 1 and l 2 are the number of neurons in the two layers, W 1j0 and W 2i0 are the bias to the two layers and x k is the network input. In most of the cases the nonlinearities are best represented by the hyperbolic tangent function as the activation function G and a linear relation F . W 1jk and W 2ij are the weights from the hidden layer and the output layer respectively. These weights correspond to the θ matrix in equation 5. Hence the problem of obtaining the best prediction depends on the network structure adapted and the training method used.
Iterative training is performed to minimize an error function using the Levenberg Marquardt's technique. The goal of the training is to obtain the most suitable values of weights for closest possible prediction through repetitive iterations. The LM method works on the principle of minimizing the mean squared error between the actual output of the system and the predicted output of the network. The mean square error as a function of θ to be minimized is given by [18] 
The updated value for θ after each iteration is given by
where µ is the step length, R is a matrix responsible for the search direction and G is the gradient given by
where ψ is the derivative of the predicted output with respect to co-efficient matrix θ. The search direction is given by R −1 i G i which is used to update the weights. For the LM method R i is given as
In this equation the first part is the Hessian matrix and µ is the step size. For a zero value of this step size the LM algorithm changes to the Gauss-Newton method. Conventional batch-wise LM training is used for offline models. Here, a large set of flight data is used to train the network. At the completion of training, the weights are frozen and the network is used for prediction during flight.
For the online models, the networks are required to be trained continuously. A mini-batch-wise algorithm is adapted based on the LM technique. During the course of flight, the data collected is fed as small packets to the online model which adapts its weights and predicts the future outputs. The trained weights are retained in the memory and form the starting point for the next set of training.
IV. EXPERIMENTS AND RESULTS
The UAV platform with the sensors, actuators and the on-board computer is remotely flown to collect flight data. A PC-104 based on-board computer is used as the datalogger and as the autopilot unit. Matlab Simulink's xPC target is used as the operating environment for all flight tests. A Simulink model of the data collection files and the identification (or control) algorithm is created. This Simulink model is built using Matlab real-time workshop and xPC target and included into the on-board computer before flight. The flight data collected facilitates the development of aircraft models and design of controllers.
A real-time Hardware in the Loop (HIL) simulation has been developed which provides a virtual environment to test the concerned algorithm. Real-time validation of identification techniques or control logics before putting it to actual use has become a necessity in flight control. This scheme confirms that the algorithm under consideration can be implemented on a real-time system. During this testing some of the unseen issues in numerical simulation such as the computational time, faults in sensors or actuators, unstable controllers, etc become evident. The same on-board computer is used for the HIL testing of system identification models and various controller designs. A block diagram of the HIL simulation is shown in figure 1 . The identification algorithm is programmed into the target terminal (PC-104). A host terminal has the Simulink model of the aircraft subsystem programmed in it. The aircraft parameters are transmitted to the target terminal and the identified outputs are received from it in real-time. The serial port is used as the medium for communication. A graphical user interface running on the host terminal displays the identified results as a three dimensional model as predicted by the technique. Figure  2 shows the HIL simulation under progress with the host and target terminal. The GUI displaying the behaviour of the flight as a 3D model can also be seen.
Training for the offline model is performed using a single large batch of data collected during different test flights of the UAV. Figures 5 and 6 provide one such set of flight data. Figure 5 shows the inputs provided to the UAV during a test flight and figure 6 shows the angular rate outputs (bold line with the legend 'system output') from the UAV. Different variables of the network structure are varied by trial and error in order to obtain an optimal solution to the approximation problem in terms of the accuracy. Four past outputs and inputs are used to obtain the predicted outputs for this model. The hidden layer for this offline model has 12 neurons and takes 83 seconds for training 25 seconds of flight data. The network is trained batch wise for either 1000 iterations or until the error is reduced to 10 −7 . The offline network is trained with 4000 samples, which correspond to 200 sec of data combining a few different flight tests [13] .
The online training is performed using small fixed batches of input and output data. Larger batch sizes take longer to train and hence the model does not function in real-time with the designated sample time. Very small sizes of the batch reduced the performance of training. For the batch size values ranging from five to ten, satisfactory prediction accuracies and speed of training are observed. The available training period is less than or equal to Figure 3 . Online network structure with a dependency of 3 past inputs and past outputs the sampling period due to one step prediction provided by the network. The effect of different batch sizes on performance of the network is presented in [24] . The MSE values for two different batch sizes of the online network are presented in table I. It can be seen that the online model with batch size of 5 has lower MSE values mainly because this network can be trained for more iterations for a fixed sample time. Three past outputs and inputs are used for the prediction and has four neurons in the hidden layer. The network structure is shown in figure  3 . The variation in the dynamics is measured in terms of the error between the previous output and predicted output obtained from the trained network. As long as the dynamics does not vary beyond a threshold the weights of this trained network are retained in memory. The network is repeatedly trained only when the error from the new batch is greater than the predefined threshold. Figure 4 shows the variation of one of the weights during training. It can be seen that for a steady flight the weights are not changed, indicating retraining is not necessary during this time.
In figure 6 , the flight test results of the online model for the angular rates are compared with that of the offline model. The offline model is trained with data from 0 to 25 sec and untrained data is used for validation during the next 25 sec. In figures 7 and 8 the same results are plotted individually for better visibility of the outputs. It can be seen that for the trained section of the offline model (0 to 25 sec), the approximation is much smoother than the online model results. But the offline model is less efficient in adapting to the large variation in the system inputs during the validation part (25 to 50 sec). The online model is more adaptive to changes in the inputs which can be seen from the results.
A Simulink block diagram of the multi-network model with online and offline networks is shown in figure Here Ts is the sample time of the system which is 0.05s. For the weighted average criterion 2, a weight of 0.8 was considered for the instantaneous error and a weight of 0.2 for the MSE. These values are chosen experimentally to reduce the switching between the two networks and maintaining accuracy of prediction.
Typical sections of the result from multi-network modelling of UAV longitudinal dynamics are shown in the figure 10 . Here, two different sets of multi-network outputs obtained from different switching criteria are superimposed with the online and offline model outputs, and the actual system outputs. Even though the offline model has initial transients involved, it displays superior steady state behaviour. The online models are fast to catch up with the system response but displays small amounts of steady state errors at times. It can also be seen that the outputs from the first multi-net model (blue dot-dashed line) has lesser prediction error as compared to those from either of the two individual models. Even though the results from the second multi-net model (grey dashed line) at few instances, have a small steady state error with respect to the actual output, this system is invariant to instantaneous erratic behaviour in either of the two individual models as it considers the past performance while switching.
The overall MSE values for the multi-network models with the two criteria are tabulated separately in tables III and IV with MSE values of individual online and offline models. It is evident from the two tables that the overall MSE is lesser with the criterion 1 but this method involves frequent switching which creates transients in the control process. By altering the weights assigned to each of the two errors the overall MSE and the switching transients can be altered.
The switching between the offline and the online model for pitch angle and forward velocity for the two selection criteria are shown in figure 11 . On the y-axis 0 indicates output from the selected online model and 1 indicates output from the selected offline model. The dark line shows the switching with only the instantaneous error (criterion 1). The lighter dashed line indicates the switching between the two models with mean square error and the instantaneous error (criterion 2). At every sampling time, outputs from the UAV are compared with predicted outputs from the two networks. The output with the smaller value of this error factor from either of the networks is selected. The multi-net models with dynamic selection show promise in reducing the MSE values compared to the online or the offline models. V. CONCLUSIONS Neural network based online and offline modelling for a nonlinear, complex system such as the UAV has been presented. Real-time simulations and flight test results for online and offline modelling of the multi-input multioutput UAV system highlight the merits and demerits of the online and offline models. To utilise the merits of both these models, a multi-network based system identification was proposed. This multi-network model dynamically selects the predicted outputs from the two individual models based on a criterion. The effect of two different criteria are studied and results for both are presented. It was observed that the multi-network model has smaller prediction errors and display superior performance as compared to either of the two individual models. Currently, this architecture is being used in the development of adaptive controllers for the autonomous flight of the UAV. 
