Abstract-Like many other code teams, the developers of the Mercury Monte Carlo Transport code at Lawrence Livermore National Laboratory are being forced by the arrival of GPUbased supercomputers to substantially refactor their application to obtain acceptable performance on new architectures. This paper describes how we have designed, developed, and used Quicksilver, a proxy application for Mercury, to assist in this process. We explain the goals and principles that informed Quicksilver's design and describe the features of Mercury that are and are not represented by the proxy. We recount some experiences testing Quicksilver and changes made to improve its ability to represent Mercury. Finally we explore how we have used Quicksilver and QS lite, a proxy app for Quicksilver, as prototypes to test potential refactorings and provide performance results on GPU and CPU platforms.
I. INTRODUCTION
The Monte Carlo Method is the name given to a class of numerical algorithms that solve problems by using pseudorandom numbers to sample probability distributions. These algorithms are frequently applied to a diverse collection of problems including numerical integration of high dimensional functions, simulation of telecommunication networks, many body problems in Quantum Mechanics, weather forecasting, and financial risk modeling, just to name a few. The code Mercury [1] at LLNL uses the Monte Carlo Method to solve particle transport problems (i.e., the problem of particles passing through a material or structure). In this application, the probability distributions are the likelihoods of various events that may occur when particles collide with the atoms in the material. These events are called reactions and include processes such as absorption, scattering, fission, etc. The probabilities that these reactions occur can be experimentally measured or theoretically modeled. These probabilities are referred to as cross sections.
The Mercury development team is currently engaged in a major effort to refactor their code for GPUs in preparation for LLNL's Sierra supercomputer, slated for availability in early 2018. Based on IBM Power9 processors and Nvidia Volta GPUs, Sierra represents a significant shift from previous LLNL platforms that have been dominated by multicore architectures. To help with these preparations, we created Quicksilver [2] as a proxy application for Mercury. In this paper we will describe how we designed and implemented Quicksilver as well as describe some challenges we encountered in assuring that Quicksilver accurately represents the intended aspects of Mercury. We will also describe how we are using Quicksilver as a prototype to test potential programming models and design options for Mercury. Finally, we will present Quicksilver performance results on multiple platforms and demonstrate the portability of certain proposed designs.
II. DESIGN AND INTENT OF QUICKSILVER
Proxy apps are models for one or more characteristics of their parent applications. Designing a proxy app, like any modeling activity, inevitably involves trade-offs. For example, proxy apps are often intended to be relatively small codes so that they are easy to understand and modify. Proxies are commonly smaller than their parents by a factor of 50-100 or more. Obviously, such reductions come at the cost of losing at least some complexity, features, and/or capabilities. When designing proxy apps, it is essential to identify the key features of the parent code the proxy is intended to represent and ensure the proxy includes faithful models of those features. Similarly, when using a proxy app it is important to understand which aspects of the parent code are and are not well represented and tailor the use of the model appropriately.
In the case of Mercury and Quicksilver, our primary objective was to approximate the overall application performance of Mercury. In particular, we wanted to capture Mercury's control flow which is dominated by branching due to the random sampling of reactions and other events. It was also deemed essential to represent the memory access patterns associated with reading cross section tables. These tend to be latencybound, small memory loads that are difficult or impossible to cache or coalesce. Finally, we knew it would be important to capture Mercury's use of domain decomposition and internode communication to handle large problems. Beyond these performance considerations, we wanted to ensure that Quicksilver would be appropriate for three specific use cases: a nimble prototype code for testing design or refactoring options for Mercury, a vehicle for co-design with outside partners, and a benchmark code to replace our previous Monte Carlo benchmark code, MCB[3], in future system procurements.
These objectives formed the design principles that would guide our decisions regarding which of Mercury's many capabilities to include in Quicksilver and which to omit.
To avoid the need to distribute large data tables, one of our first design decisions was to base Quicksilver on internally generated, synthetic cross section data. While this choice did simplify distribution arrangements, it also resulted in some unforeseen consequences as described in Section IV. We also decided that Quicksilver would employ multigroup cross sections [4] instead of continuous energy cross sections. In the multigroup approach, the energy spectrum is divided into groups and average cross section data is stored for each group. Because a few hundred energy groups are sufficient for many problems of practical interest, using multigroup cross sections reduces table size from Gbytes to Mbytes or smaller. Mercury supports both styles of cross section tables, but RSbench [5] and XSbench [6] are good proxies for continuous energy problems. Hence, supporting continuous energy in Quicksilver would be needless duplication of effort.
Mercury simulations routinely involve 10-40 reactions. To reduce the size of Quicksilver, we drastically reduced the number of supported reactions compared to Mercury by implementing only absorption, scattering, and fission. Because each reaction has its own cross section tables, this decision has the potential to adversely alter memory access patterns. To mitigate this issue, users can specify the number of reactions allowed in each material. Tables for the three reaction types are replicated up to the requested number, thus emulating the memory footprint and access patterns of a larger collection of reactions. We also simplified the physics associated with the reactions. For example, all scattering is assumed to be isotropic with a simple energy loss model.
Quicksilver also omits multiple Mercury capabilities related to geometry and meshing. Mercury includes specialized code for a variety of mesh types. Quicksilver implements only a 3D polyhedral mesh where each mesh element consists of 24 triangular facets. This avoids trivializing the code to track facet crossings and allows Quicksilver to represent the kinds of 3D problems we expect to encounter as computing capability continues to increase. Mercury's capability to track particles on structures composed of geometric primitives such as spheres and bricks is not included in Quicksilver.
Tallies are the primary method for collecting data from Monte Carlo transport simulations and are recorded throughout the simulation. Mercury contains a large number of predefined tallies as well as a robust user defined tally system that allows users to track almost any quantity of interest. Quicksilver does not include user defined tallies and implements only two types of predefined tallies: balance tallies and a cell-based scalar flux tally. Balance tallies count the total number of times specific events occur (such as counts for each type of reaction, or the number of facet crossings). The scalar flux tally records the flux of particles through each mesh cell and at each energy group. These tallies are meant to span the range of tally driven memory contraints with balance tallies containing only a single value per tally and the cell-based scalar flux tally containing an array of values for each mesh cell.
Mercury has sophisticated load balancing capabilities. Simulations are decomposed into fewer spatial domains than available MPI ranks. Domains that have high computational loads are replicated and assigned to the spare ranks. This has proven to be a very effective strategy that scales well to over 100,000 MPI ranks [7] . We chose not to include these load balancing methods in Quicksilver. We felt they are well understood and easy to migrate to new architectures. Instead, we either run inherently balanced problems, or control particle populations to eliminate gross imbalances.
The major data structures in Quicksilver are intentionally similar to those in Mercury. Quicksilver also implements the same MPI-based communication strategy as Mercury to manage particles moving from one spatial domain to another. These choices help reproduce memory access patterns and data movement characteristics.
Finally, we designed Quicksilver to accept numerous control parameters from either the command line or an input file (or both). Monte Carlo transport problems are highly varied and no single default problem could represent all common use cases. Flexible inputs allow us to create different simulations for different purposes. We can create input decks specifically designed as procurement benchmarks, design input decks targeted to test specific hardware features, or even assemble suites of inputs to check the efficacy of proposed optimizations (or spot unintended consequences).
III. PROGRAM FLOW
Quicksilver contains about 8,000 lines of code. Roughly half are devoted to initialization tasks such as reading inputs, c y c l e i n i t ( ) { s o u r c e i n p a r t i c l e s p o p u l a t i o n c o n t r o l } c y c l e t r a c k i n g ( ) { f o r a l l p a r t i c l e s { do { compute d i s t a n c e t o c e n s u s compute d i s t a n c e t o f a c e t compute d i s t a n c e t o r e a c t i o n do segment w i t h s h o r t e s t d i s t a n c e i n c r e m e n t t a l l i e s } u n t i l c e n s u s , a b s o r b e d , e s c a p e d } } c y c l e f i n a l i z e ( ) { r e d u c e a l l t a l l i e s } logging outputs, building the mesh, and establishing the domain decomposition. The balance of the code is organized into three major phases that closely follow the high level organization of Mercury. As shown in Figure 1 , the functions that control these three phases are cycle init(), cycle tracking(), and cycle finalize(). Each of these functions is called once per time step.
The cycle init() function is responsible for building the target number of particles at the start of each time step. This is done in two steps. First, 10% of the target number of particles are added to problem regions that are marked as sources. The second step implements a population control algorithm. If the number of sourced particles plus the particles that survived the previous time step is smaller than the target number, particles are split. If there are too many particles, some are randomly deleted.
The majority of the computational work of Quicksilver lies in cycle tracking(). This function is essentially a loop over all particles that advances each particle along some number of segments. For each particle, three distances are computed: the distance to census, the distance to a mesh facet, and the distance to the next reaction. Distance to census is merely the distance the particle will travel at its current velocity in the time remaining before the end of the time step. Distance to facet is essentially a ray tracing problem. Distance to reaction involves considering the probabilities of all possible reactions, determining the mean free path, and multiplying that mean free path by a random factor. Once these three distances are computed, the particle executes the segment with the shortest distance. Moving to census is trivial. Moving to the next facet may involve entering a new material or possibly moving particles to a different spatial domain handled by a different processor. Reaction segments are the most complicated. A random reaction is selected (this requires another search of the cross section tables), and control flow branches to the code that handles that reaction. Once the segment is complete, tallies are incremented and the three distances are recomputed. This continues until the particle reaches census (the end of the time step), is absorbed, or escapes the problem.
Considering that cycle tracking() performs ray tracing, cross section searches, MPI communication, computation of tallies, and all possible reactions, it should come as no surprise that a very large amount of code is reachable from this function. In Mercury, calls inside of cycle tracking() can reach approximately 100,000 lines of code, not including calls made to outside libraries.
Finally we reach cycle finalize(). This function handles bookkeeping functions at the end of the time step such as computing global reductions of all tallies.
IV. REPRESENTATIVENESS
We started testing Quicksilver with very simple inputs. We chose a cubic source region, 100,000 particles, and cross sections that did not vary with particle energy. In spite of the simplicity of this problem, examination of the resulting balance tallies revealed unexpected behavior. As shown in Figure 2 , the total number of segments processed per time step falls rapidly over the first few time steps. The number of facet crossings and reactions processed show corresponding decreases while the number of particles reaching census (i.e., the end of the time step) sharply increases before leveling off at roughly 75,000 (or 75% of the particles in the simulation). This apparent change in the reaction rate was very undesirable since sending most particles directly to census is not representative of typical transport problems.
Rather quickly we realized that the distance to reaction could not be changing because the cross sections were independent of time and energy. Likewise, the average distance to facet could not be changing since the mesh was fixed. The only explanation for the reduced segment count had to be a change in the distance to census. A check of the particle energy spectrum quickly verified that this was the case. The top panel of Figure 3 shows the fraction of particles in each energy group at the start of the initial time step and the start of time step 7. Initially, particles are clustered in only the high energy groups. After a few steps however, a strong peak has formed in group 135. Particles continue to accumulate in low energy groups through the remainder of the simulation until a large majority of particles have low energy.
Note that the energies are assigned to groups in a logarithmic progression. Group 230 contains the maximum particle energy of 20 MeV and each reduction of 10 groups corresponds to roughly a 2.8× reduction in energy. Hence the strong peak in group 135 corresponds to a particle energy of about 1 keV. Particle velocities are proportional to the square root of the energy, so the particles in group 135 are roughly 100× slower than the particles in the groups above 220. This explains the observed tallies. Since the distance to census is the particle velocity times the time step, slower particles have a smaller distance to census. A 100× reduction in distance to census means that for these slow particles, census is nearly always the minimum distance. Particles reach the end of the time step (census), before they have a chance to react or cross a facet.
While the change in the particle energy spectrum explained the observed tallies, the root cause of the problem remained elusive. What was causing the particles to lose so much energy? Eventually, we traced the issue to a very subtle problem with our initialization of particles at the begining of each time step. To understand this problem, consider the execution of cycle init() for step 1 that starts with zero initial particles. As explained in Section III, we first create 10,000 particles (10% of the target) and place them in the source region. These particles are assigned a random energy, drawn from a uniform distribution across the entire energy range. Next, population control splits each particle 9 additional ways to obtain the desired total population. Split particles get the same energy as their parent. This produces the initial energy spectrum shown in the top panel of Figure 3 . (Recall that the groups are logarithmic in energy, so the top groups cover a much larger range of energies. Thus, a uniform distribution is actually heavily weighted toward higher group numbers.) Figure 2 shows that only a handful of particles reach census by the end of step 1 (most are absorbed), so the initialization of step 2 is very similar to step 1 except that both the sourced particles and the census particles from step 1 are split by population control. Execution continues according to this pattern until sourcing happens to draw a particle in a low energy group. This low energy (i.e., slow) particle has a short distance to census so it is much more likely to reach census before being absorbed. Once it reaches census, it is split into multiple copies during population control. Each split copy is also likely to reach census and once again get split multiple ways at the start of the next time step. This leads to an exponential increase in the number of low energy particles and explains the origin of the large peak in group 135.
To fix this problem, we could have attempted to implement more accurate physical models and/or supplied more physical cross sections (absorption probabilities typically increase with lower energy). However, this would have added complexity to the code. Instead, we made the observation that each time a particle is split, its statistical weight is decreased by a corresponding amount. Particles that have been split multiple generations end up with exponentially small weights. Since this weight is kept as part of the particle data, it is easy to find particles with weights below a specified cutoff and delete them from the simulation. Implementing this cutoff method produces the spectrum shown in the lower panel of Figure 3 and results in a simulation where the number of segments processed per time step stays roughly constant at about 350,000 per step. We note that adding the low weight cutoff to Quicksilver makes it a more representative proxy even though the cutoff is not present in Mercury.
This example demonstrates how several individual model simplifications, each entirely reasonable in isolation, can combine in an unanticipated fashion to produce non-representative results. This emphasizes the need to verify the behavior of proxy apps against their parents. It also highlights the need to distribute representative problems with proxy apps. Many proxy users will not have sufficient domain knowledge to set up their own problems and can be easily misled or draw faulty conclusions based on data generated by poorly chosen default problems.
V. QUICKSILVER AS A DESIGN PROTOTYPE
Proxy apps can play a critical role in exploring application design space before major refactoring. Evaluating new programming models or alternate data structures in full applications can be difficult or impossible due to knock-on changes that spread across entire large code bases. Well designed proxies are small enough and nimble enough to make cascading changes managable. Quicksilver is thus an essential tool in planning the changes that will be needed to port Mercury to GPU architectures.
In Quicksilver, we decided to initially focus our design studies and programming model explorations on the particle tracking loop in cycle tracking(). Particle tracking is the fundamental component of the code and provides the best proxy for Mercury development. While other parts of the code were also modified in the process of porting the tracking loop, these changes ultimately support the development of particle tracking in Mercury.
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A. Tracking Algorithms
Particle tracking is the basis of any Monte Carlo particle transport code. As mentioned in Section III, the tracking loop must include computation, communication, ray tracing, and all of the physics necessary to solve any problem. Hence, this section of the code tends to be the largest and most complex. Nearly all of the work needed to solve a given problem is performed in tracking.
There are two distinct algorithms used to organize the particle tracking portions of a Monte Carlo transport code: history-based and event-based [4] . The history-based algorithm is the dominant method used in current applications, while the event-based version [8] 
The history-based tracking algorithm derives its name from the notion that the history of a particle is the record of all the segments it experiences. In this method, a particle is created and then tracked through its entire life-span (or the end of a time step). This means that a single process will follow a particle through any number of events: facet crossings, collisions, etc., until it is absorbed by the background, escapes from the simulation domain, or reaches census. History-based algorithms are embarrassingly parallel over the particles that are being tracked, and independent threads can each work on a particle without any need to synchronize with other threads.
Event-based tracking algorithms derive their name from the idea of organizing particles according to the next event they will encounter. In this method, all particles are treated together and each phase of the algorithm only affects those particles that need to undergo a particular event. Particles are often sorted into queues, where a queue refers to a single event type. Event-based algorithms allow multiple processes to operate in a vectorized fashion but also introduce some necessary synchronization points for sorting particles into appropriate queues. Event-based algorithms are embarrassingly parallel over particles in each event queue and benefit from the potential of SIMD vectorization or reduced SIMT divergence.
Mercury is a history-based code. Because a major code refactor would be prohibitively expensive, compelling evidence would be required to justify any drastic change to this design. Previous work, in a small research application ALPSMC [9] , explored the possibility of using event-based and history-based algorithms on GPUs. No substantial performance differences were found between well optimized historybased and event-based implementations [10] . These findings provide evidence that Mercury can avoid large scale code refactoring and instead begin work on making a GPU capable history-based version. It is possible that hybrid methods that incorporate some elements of the event-based algorithms into a primarily history-based code will prove to be an even more effective approach for future development. These hybrid approaches have not yet been thoroughly tested and, since they still rely on a history-based algorithm, can be added to an existing history-based code without requiring a significant code refactor.
B. Big Kernel Method
Designing codes for GPU execution usually involves identifying small, hot loops and offloading those loops as GPU kernels. Because of its history-based design, Mercury does not have small loops that are readily amenable to conversion to GPU kernels. Faced with the possibility of a massive refactoring to attempt to create such loops, the suggestion emerged to convert the entire tracking loop to a single "big" GPU kernel.
Such a design would greatly diminish the time and effort needed to prepare Mercury for GPU execution. However, there were substantial concerns that such a large and complex collection of code would perform extremely poorly on a GPU. In particular, we were concerned about deep function call stacks and uncontrolled divergence due to the random branching inherent in Monte Carlo applications.
Converting all of Mercury to a big kernel implementation was deemed too risky as an initial research path, especially since the effort would be substantial and the outcome could not be known until the work was complete. Fortunately, Quicksilver is available to explore the feasibility of the big kernel approach.
Although the tracking loop of Quicksilver is much simpler than Mercury, it still contains MPI communication and complex mesh data structures that complicate GPU execution. To sidestep these difficulties and quickly determine the viability of a big kernel approach, we decided to create a proxy app for Quicksilver. Quicksilver lite, or QS lite for short, is a simplified version of Quicksilver (a proxy app for a proxy app) that can be modified in days instead of weeks or months.
QS lite incorporates the entirety of the nuclear data lookup algorithm from Quicksilver but embeds it in a simplified tracking kernel, with no MPI communication. QS lite uses a zero-D mesh with facet crossings implemented as random jumps between mesh elements. Reaction events are also simplified. Absorption events merely move a particle to the end of the time step while fission moves it back to the beginning. Since particles are never created or destroyed there is no need for sourcing or population control. This design for QS lite maintains much of the call stack and divergence behavior of Quicksilver (and we hope, Mercury) but in a form that requires much less effort to port to a GPU.
QS lite provided the first performance numbers to evaluate the potential of the big kernel method. Table I shows the performance of QS lite on a Pascal P-100 GPU compared to an IBM Power8 CPU. We found that in spite of function calls and divergence, the tracking loop is actually faster on the GPU than the CPU! This data helped resolve our initial fears about big kernel performance and gave us confidence to continue development using Quicksilver to determine whether additional complexity would be enough to tip the scale and hopelessly bog down the GPU.
C. Converting from OpenMP 3 to OpenMP 4.5
Quicksilver initially implemented threading for multicore architectures using OpenMP 3 pragmas. However, to run on GPUs it was necessary to convert Quicksilver to OpenMP 4.5 This conversion forced us to confront a number of concerns: the heterogeneous memory model, thread safety and thread management, and common programming patterns that are not portable.
Heterogeneous memory models are a new concept for OpenMP 4.X programming. Developers must determine which data structures or elements of data are needed in device regions, ensure that data is present during execution on the device, and manage the coherence with host memory. OpenMP 4.5 provides map directives to allow developers to manually move data back and forth from host to device before and after each kernel launch. Map directives provide an easier path to develop and maintain code compared to writing potentially complex and un-maintainable serialization or deep copy routines. Newer GPU architectures provide unified memory schemes that eliminate the need for manual migration of data. Unified (or managed) memory provides a mechanism for the operating system to control data movement through page faults and automatic page migration between device and host memory spaces. In Quicksilver, we opted to start with the managed memory path and reserve manual memory management as an optimization if needed for certain data structures.
Quicksilver originally made heavy use of stl::vector. In order to utilize managed memory, help mitigate issues with using STL data structures in device regions, and provide direct control over memory allocation in Quicksilver, we opted to replace stl::vector with a specialized managed memory vector class. This provided an easy way to add managed memory to a majority of the data structures in Quicksilver. After this change, OpenMP 4.5 map directives were used to migrate the container classes to the target device regions. The downside to combining managed memory and OpenMP map pragmas in this fashion was a measurable increase in setup time, due to the large number of small allocations in Quicksilver and the large performance difference between a managed memory allocation and a standard memory allocation. However, this performance loss is limited to initialization and does not impact tracking loop performance.
Quicksilver inherited its thread safety strategy directly from Mercury. Specifically, any data structure that could possibly encounter a data race was replicated and a separate copy assigned to each thread. In this model, each thread is assigned to its own container of particles as well as its own tally object. This ensures each thread gets good data locality and avoids all thread safety concerns. This model is very effective on CPU architectures and has been shown to work at scale in Mercury.
Unfortunately, this data-replicated "fat" thread model is not feasible on highly threaded GPU platforms. With thousands of threads, all available memory would quickly fill with copies of data structures. Since this approach is clearly unmanageable, the development of a new thread safety model was an obvious necessity.
To facilitate porting to GPUs, we replaced Quicksilver's fat thread model with a "thin" model in which each thread works on a single particle pushed to or pulled from a common work queue data structure. Thread safety is handled by using atomic operations at all potential race sites. In converting Quicksilver to a thin thread model, we chose to retain the ability to create replicas of some data structures. This provides flexibility to potentially trade memory use for reduced contention during atomic operations. We could, for example, keep 32 separate copies of the tally objects and assign each thread of a warp a private tally object. This would ensure that two threads in the same warp could never collide during an atomic operation on tallies.
Initially, there was concern that heavy reliance on atomics would be detrimental to performance. To test for performance loss, we ran trials with and without atomics enabled. (To disable atomics we removed the atomic pragmas which were encapsulated in a macro. This produces the wrong answer in the output tallies but it does not affect the execution path of the code.) On CPU platforms (Intel and IBM), we found no significant performance difference running Quicksilver with atomics on or atomics off. Our first GPU trials found a 2× performance decrease when using atomics under OpenMP 4.5 on the P100. This led us to create a CUDA version of Quicksilver in which we found that the impact of atomics on performance was again not measurable. The 2× difference in the OpenMP version turned out to be a code generation bug in the beta compiler we were using at the time. This bug has been reported and fixed in more recent versions of the compiler.
In addition to the memory and thread safety concerns, multiple smaller issues had to be addressed in the process of porting Quicksilver to GPUs. For example, global variables and static class member variables are not shared between host and device, classes with virtual functions are difficult to initialize and manage, and standard library classes either fail to compile or implement hostile memory allocation patterns that destroy performance. In short, heterogenous memory spaces add a unique challenge when porting C++ codes that take advantage of any of these features.
Quicksilver contains a deeply nested hierarchy of objects that all root from a single global object, the Monte Carlo Class Object (MCCO). The MCCO contains pointers to all of the container classes that hold data for the mesh, particles, tallies, materials, and more. In a CPU dominated programming idiom, this approach worked well as a way to centralize the access to each of the data elements anywhere in the code without the need to pass the MCCO through the entire call stack. In OpenMP 4.5 where multiple memory spaces might exist, this method breaks down since "global" storage on one device may not be visible on another. In Quicksilver, we solved this problem by modifying each function that used the MCCO global object to instead pass the MCCO in as an input parameter. Additionally, we passed the CPU global object into the GPU kernel at kernel launch. Each of the container classes inside the MCCO object also had to be mapped to the GPU. Since the data contained in each of the container classes is allocated with managed memory, the migration of that data is handled as needed by the OS, and we do need to do a full deep copy. We also added the option to allocate the entire MCCO object using managed memory. With this option, we need only pass the pointer to that object into the kernel, which removes the need for any copy semantics at kernel launch.
VI. PERFORMANCE COMPARISONS A. Quicksilver Performance
The performance of Monte Carlo transport problems are often highly dependent on the details of the problem being solved. In Monte Carlo transport there are two significant paths that a particle can take in the code: a facet crossing event or a reaction event. A facet crossing event requires the particle to be moved into a new cell and for any cell based information stored with the particle to be updated. In the fat thread version of Quicksilver, a facet crossing might also mean triggering MPI communication to send a buffer of particles between processors. In the thin thread version of Quicksilver, particles are not communicated in the tracking kernel but are buffered to be sent after the tracking kernel exits. The tracking kernel is then re-executed with any newly received particles until all ranks have no particles to communicate. In practice, MPI communication is almost entirely masked by computation and for both versions of Quicksilver the time spent in MPI communcation is negligable.
A reaction event is by far the most expensive event a particle can perform. During a reaction event, particles must search the cross section table to determine which reaction they will experience and then perform that reaction. In the case of fission, new particles are created and these need to be tracked through the problem. Thus, reaction events induce a significant amount of divergent behavior, especially compared to facet crossing.
In order to understand the performance sensitivity of Quicksilver with respect to event mix (i.e., facet crossing vs. reaction events), we created problems where either facet crossing or reaction has a significantly higher probability of occurring than the other. We also explored the case where the events are roughly evenly distributed. We ran each of these three problems on both the thin (GPU) and fat (CPU) threaded versions of Quicksilver. The resulting performance data is displayed in Table II. The data in Table II illustrates two interesting points about the differences between GPU and CPU architectures. In the fat threaded version on the CPU, reactions are clearly the more expensive event given the steady increase in performance as we shift to problems dominated by facet crossings. The facet dominated problem also performs best on the thin threaded GPU version of the code, probably due to reduced divergence in the kernel. However, the performance is not monotonic in the number of facet crossings on the GPU. The balanced problem is actually the least efficient of the three perhaps because a balanced event mixture maximizes divergence in a warp. Surprisingly, doing more of the more expensive reaction event yields better performance on the GPU. In addition to the changes in relative performance (segments per second), the time to solution can change drastically with different input parameters. For example, we have seen that increasing the number of fission events can change time to solution by orders of magnitude.
We have performed a number of studies in order to determine the relative performance of Quicksilver on different computing architectures. The results shown in Figure 4 correspond to a reaction dominated problem on the IBM Power8 processor, Intel Knights Landing platform, and Nvidia P-100 GPUs. These results represent a small weak scaling study performed on 1, 2, and 4 nodes and show the data corresponding to the best MPI/OpenMP layout for CPU runs. These results show that Quicksilver scales well with increasing process counts at this admittedly small scale. In addition, the performance is fairly consistent across platforms, with no one platform significantly out performing the others. Finally, the thin threaded version of Quicksilver currently runs marginally slower on the CPU architectures then the fat threaded version, but this is easily explained by the current over-simplified MPI communication strategy in this version. From this study, we gain confidence that converting Mercury to a thin thread model will not substantially harm performance. A minor performance loss such as shown here would be a reasonable trade-off compared to the significant effort of maintaining two separate versions of a production code.
B. Mercury Performance
One of the major design goals of Quicksilver was to serve as a model for the overall performance of Mercury. Since Mercury is a very large and complex code with the capability to handle a multitude of problems ranging from simple to complex and includes real physics capabilities rather than the pseudo-physics of Quicksilver, we need to carefully pick a single problem or small set of problems to run that we can reproduce in Quicksilver. Since we will not be able to run the same exact problem in both codes, we will attempt to reproduce the flow of Mercury by adjusting Quicksilver inputs such that it will operate with a similar ratio of reactions to facets to census events. This will allow comparison of the two codes using the metric of segments per seconds.
In Mercury, we ran a Godiva test problem [11] since it can be tailored to represent a number of different ways that Mercury can be run. We measured the ratios of facet crossing, reaction, and census balance tallies in order to form a matching problem in Quicksilver. In addition, we measured the number of absorption, fission, and scattering events that occurred due to each reaction so that we could adjust cross sections in Quicksilver to reproduce those ratios. (Note that the results already shown in Table II were generated using a problem with these event ratios and cross sections to enable comparison to the Mercury results for the Godiva problem.) Quicksilver cannot reproduce the physics of Mercury, but the procedure just outlined can reproduce the relative code paths that Mercury and Quicksilver will use. Table III provides the performance measurements we can use to compare Quicksilver and Mercury. Note that Mercury demonstrates the same behavior with respect to event mix that we saw in the fat thread version of Quicksilver (compare Table II ). As the ratio of events shifts from reaction dominated to facet crossing dominated, we see an increase in performance. Additionally, the change in performance for this shift in events is a similar ratio between the two codes, roughly 2-3× difference. The actual performance of Quicksilver is about 2× faster than Mercury. This modest difference is unsurprising considering Mercury includes far more sophisticated physics in the reaction events as well as more complex geometries and tracking algorithms in facet crossing.
VII. IMPACT AND CONCLUSIONS
The Quicksilver proxy app has provided useful information and helped plan the GPU port of Mercury. We have examined the representativeness of Quicksilver and implemented changes to improve its similarity to Mercury. We have tested OpenMP 4.5 and discovered a number of hurdles that needed to be addressed in the Mercury GPU port. Work has started on Mercury to resolve these hurdles. We have also experimented with Quicksilver inputs for relevant event distributions and have observed similar trends in both codes. This work has provided the Mercury development team with immediate action items and helped inform a plan for future development. Continued work in Quicksilver will be necessary to explore the remaining design questions and optimization possibilities as we prepare Mercury for Sierra.
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