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A generalization of the initial value integrodifferential equations of Chan- 
drasekar for X and Y functions is investigated. The generalization includes 
the equations of numerical interest in which integrals are replaced by a Gaussian 
quadrature. Local existence and uniqueness is proven for a broad class of 
initial conditions. Questions of global existence, solution boundedness and 
Liapunov stability are resolved for general positive initial conditions. Solutions 
corresponding to the “nonconservative case” in radiative transfer problems 
are shown to be stable; those corresponding to the “conservative case” are 
shown to be unstable. 
1. INTRODUCTION 
In this paper, we study an initial value problem which is still of active 
interest in the fields of radiative transfer and neutron transport, viz., the X 
and Y equations of Chandrasekar, 
g (u, t) = Y(u, t) j: Y(u, t) T, 
(1-l) 
g (u, t) = +- Y(u, t) + X(u, t) j: Y(u, t) f+) 
defined on 0 < u < 1, 0 < t < T with X(U, 0), Y(u, 0), and Q(U) specified 
subject to assumptions listed below. These equations were introduced by 
Chandrasekar [6] for the physically interesting case 
dQ(u) = #(u) du, #(u) positive and bounded on [0, 11, 
U-2) 
X(u, 0) = Y(u, 0) = 1, O<U<l 
* This research was supported in part by N.S.F. grants GP 12026 and GP 07422. 
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as an alternate means of computing information about the intensity of radia- 
tion on the boundaries of an atmospheric medium. 
For purposes of numerical computation in the special case of (1.2) when 
$(u) = w/2, 0 < w < 1, Bellman et al. [l] replaced the integrals in system 
(1.1) by a Gaussian quadrature, and “approximated” the integrodifferential 
system (1.1) at points 0 < ur < us < ... < uN < 1 by the system of ordinary 
differential equations 
(1.3) 
g @> = +h(l) + xi(t) $ rk@> wk a 
k=l 
i = 1, 2 ,..., N, 
where wk (k = 1, 2,..., N) were appropriately chosen weights. 
Equations such as (1.3), whose solutions have been used to provide approx- 
imations of physical interest, can be identified with system (1.1) by choosing 
Q(U) to be a step function on [0, l] with jumps of wi at each ui , i = 1,2,.. ., N. 
As such, the Gaussian quadrature approximation (1.3) will have all the prop- 
erties obtained from an analysis of system (1.1) for general bounded meas- 
ures. It is for this reason that a general measure &(u) has been introduced. 
Analysis of these equations is complicated by the fact that conditions such 
as (1.2) yield solutions which are discontinuous at (0, 0). Indeed, the deriva- 
tives of such solutions, as given by system (1. l), in general will be infinite at 
t = 0. 
The main results of this paper establish: 
1. Local existence and uniqueness of solutions having continuous initial 
condition functions. 
2. The criterion for global boundedness and continuity of solutions having 
positive continuous initial solutions. 
3. Conditions on the positive continuous initial conditions leading to both 
Liapunov stable and unstable solutions. 
Since these results also hold for “approximating equations” (1.3) in which 
a Gaussian quadrature has replaced the integrals, analysis of solution bound- 
edness and stability indicates that for many initial conditions, the approx- 
imating equations will afford a reasonable numerical procedure to obtain 
solutions. In the field of radiative transfer, such conditions correspond to the 
“nonconservative case”. The analysis also indicates, however, that for certain 
other initial conditions, this computational procedure may be unreliable. In 
the field of radiative transfer, such conditions correspond to the “conser- 
vative case”. 
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The positive stability results for the nonconservative case, of course, give 
confidence in the use of the simpler discretized equation (1.3), as used by 
Bellman et al. [I], to obtain numerical data. Bellman, Kalaba, and Prestrud [2] 
have used this same method of approximating an integrodifferential equation 
for purposes of numerical computation to obtain tables of S(u, V, t)-the 
reflection function of radiative transfer. As with X and Y, computation of 
the S function provides an alternative means to obtain information about 
the intensity of radiation on the boundary of an atmospheric medium. 
The resolution of stability for the S function has stimulated interest since 
Mullikin [9] has shown that for certain choices of 4(u) and initial conditions, 
one may determine unbounded solutions lying “close” to the bounded S 
solution of physical interest. It should be expected that criteria on 3(u) and 
the initial conditions exist for which the corresponding S solutions will be 
bounded (or unbounded). Moreover, because the X and Y functions can be 
simply related to S by 
S(u, 21, t) = c [X(u, t) X(7.5 t) - Y(% t) Y@, q, 
the boundedness and stability results for X and Y strongly suggest that the S 
function has a similarly related stability and boundedness behavior, and hence 
should also provide a reasonable procedure for computational use, especially 
in the nonconservative case. Indeed, the accurate numerical results of Bellman, 
Kalaba, and Prestrud [2] provide strong support for this stability. 
The problems of stability and boundedness of S solutions for small 
perturbations of the physically interesting initial condition S(u, ZI, 0) = 0 
will be elaborated upon in a subsequent paper. 
ASSUMPTIONS. In what follows, the given function Q(u) and the initial 
conditions X(u, 0), Y(u, 0) are always assumed to satisfy: 
(Hl) Q(u) is a nondecreasing function of bounded variation on [0, l] 
which is right continuous at the origin. 
(H2) X(u, 0), Y(u, 0) are continuous on [0, I]. 
Under these two assumptions, existence and uniqueness of system (1.1) 
is established in Section 2. In the remaining sections, analysis of bounded 
solutions is carried out under the further constraint: 
(H3) X(u, 0), Y(u, 0) are nonnegative (but not identically zero) on [0, 11. 
Domains of definition for the solution (X, Y) to system (1.1) are denoted by 
W, T) = ((u, 4 I 0 < u G 1, z < t < T < ~0, (u, t) # (0, z)}, 
W, T) = {(u, t) I 0 < u < 1, x < t d T < ~0, (u, t) # (0, z)}. 
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2. EXISTENCE AND UNIQUENESS 
In this section local existence and uniqueness of solutions to system (1.1) 
is proven under the Assumptions (Hl) and (H2). The proof of Theorem 1 
relates system (1.1) to a nonlinear integral equation for which existence and 
uniqueness is shown in “mixed Lp space” by an application of the Banach 
fixed point theorem. Theorem 2 gives continuity, and a proof of differentia- 
bility with respect to t of the solutions to the integral equation. The latter is 
required to establish the uniqueness for system (1.1). 
By direct integration with respect to t, system (1.1) is transformed to 
x(u, t) = X(u, o).+ j” Y(u, S)Y-I(s) ds, 
0 
(2.la) 
Y(U, t) = e-tluY(u, 0) + j: e-(t-s)‘UX(u, s) Y-I(S) ds, (2.lb) 
y+(s) = j; Y(a, s) q . (2.2) 
Substitution of X(U, t) into the expression for Y(u, t) gives the nonlinear 
integral equation 
Y(u, t) = L(Y) (4 t>, (2.3) 
where the operator L is defined on D(0, 7’) (for a T to be later specified), by 
I (u, t) = e-+Y(u, 0) + X(u, 0) j: e-(t-S)‘Uf-l(s) ds 
+ j:e- ‘“-~‘l”f-l(s) j; f(u, z)f&) dx ds, 
(2.4a) 
f-l(t) = j; f(u, t) y . 
Here X(U, 0), Y(u, 0) are fixed for all functionsf(u, t) in the domain of L. 
All solutions of system (1.1) are solutions of (2.3), whereas solutions of 
(2.3) will satisfy system (1 .l) only if they are differentiable with respect to t. 
The following theorem establishes existence and uniqueness for solutions 
to (2.3). Theorem 2 establishes this result for system (1.1). 
THEOREM 1. Let X(u, 0), Y(u, 0) satisfy (H2), and let A be ajxedpositiwe 
constant. Let T(A) be chosen to satisfy 
s 
T [m&(s) + m,A /I K II5 + &A312 ds < A2, 
0 
(2.5a) 
s 
T 
[m, II KU2 + 3A2 612 ds c 1, (2Sb) o 
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K(t) = j’ ,-t/u d 1 ;w 0 
and 1) K \I2 is the standardL2(0, co) norm ofK(t), and 
m, = m4l -W, WI , I Y(u, ON O<U<l. 
Define B, / j * // , and B, by 
1 
.l 
B = f  / f  is measurable, o If(% 91 q@LL2(0, T)l ) 
If II = [,I (1‘: If (0, s) F)” ds]1’2, f~ B, 
(2.5~) 
(2.6) 
BA = {f lf~% Ilf /I < 4 
Then Eq. (2.3) has a unique solution in B, , 
Proof. Theorem 1 follows from an application of the Banach fixed point 
theorem using the estimates (2.5). Benedek and Panzone [3] have shown that 
(2.6) defines a norm, and that under it, B is a Banach space. The mapping L 
as defined by (2.4) will now be shown to map B, into B, and to satisfy the 
contraction property 
II~~f~--L(f*~I/d~llf-f*/I, (0 -=c h < l,f,f * E BA), (2.7) 
thus establishing the conditions for application of the Banach fixed point 
theorem. 
We begin by showing that f E B, implies that L(f) E B, whenever T 
is suitably restricted by (2.5a). From (2.4) we get 
s 1 / Lf(a, t)] Qp 
< Is ’ Y(u, 0) ect/O 0 * 1 + 1 j’ 0 X(u, 0) 1” 0 e-(t-“)bfpl(s) ds q 1 
+ 1 j:j: e-(t-s)ly-l(s> jb f  (a, sz>f&> dx ds q j . 
In the first two terms above we now replace Y(u, 0) and X(u, 0) by an upper 
bound m, , and interchange the order of integration. In the third term, the 
exponential is replaced by 1, the upper limit is extended to t and the order of 
integration is interchanged to obtain 
1 1 j Lf(a, t)l F < m, [Kc4 + j: K(t - 4 If-&)1 ds] 
+ jt ILWI j: I f&4” dz ds> 
0 
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where m, and K(t) are defined by (2.5~). An application of the Cauchy- 
B-Schwarz inequality to each of the integrals in the last two terms gives 
Hence, iff E B, so does L(f). Suppose now that llfjl < A. Then from (2.8) 
[S l 1 Lf(a, t)l qq2 G hW) + m, II K II2 A + .\rtA312 0 
and 
llLfl12 < 1’ [m$L(s) + m, II K II2 A + 6A312 ds < A2, 
0 
since T is chosen to satisfy (2.5a). It follows that l/Lfll < A. 
We now show that L satisfies the contraction property (2.7). To simplify 
writing in the following estimates we introduce the notation 
df(u, 4 =fh 4 -f*(% 4, f,f*EB,, 
llf 111 (4 = j; If(a, 41 F - 
From the definition of L in (2.4) we have for functions f, f * E B, , 
1 ALf (a, t)l < m, j” e-(t-s)/u I AfJs)l ds 
0 
+ j: ds 1: e-(t-S)/u I A [ fJs) f  (a, z) f-&z)]1 dx. 
Multiply above by l/u and integrate with respect to the measure d I Q(u)1 
over (0, 1). Using the triangle inequality, the right side estimate expands to 
II ALf 04 9111 @I d m. II K II2 II df II 
‘d I %$I t 
+ j, 7 j, ds j: e-+s)lo If  (a, z)f&) df-&)I dz 
‘d I QWI t 
+ I, 7 so ds s: e-(t-s)‘o I f-l(s)f-l(z) Af (u, z)I dx 
+ 1: F j: ds j: e-(‘-‘)“’ I f  *(u, z) f  Zl(x) Af-l(s)l dz. 
40913713-4 
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In each of the last three terms, the exponential is now replaced by 1 and 
integration is performed first with respect to 0 to get 
i- 1’ ds It Ilf* iI1 (4 lif* ~I1 (4 !I 4il (4 dz. 
0 0 
An application of the Cauchy-B-Schwarz inequality to these integrals then 
gives 
Hence 
and we obtain the contraction property (2.7) provided that T is chosen to 
satisfy inequality (2Sb). 
Existence and uniqueness of solutions to (2.3) in B, now follow from the 
Banach fixed point theorem. The method of proof is to generate a sequence of 
functions { fn} defined by 
f. is any function in B, , 
fn = Lfn-1 > n = 1, 2, 3,... 
(2.9) 
which converges in norm to the solution. This limit function will be Ll in the 
variable u with respect to the measure dQ(u)/u, and L1 n L2 in the variable t. 
COROLLARY 1. Under the hypotheses of Theorem I, yml(t) is continuous on 
O<t<T. 
Proof. Let Eq. (2.3) be multiplied by l/u and integrated with respect to 
the measure dQ(u) over (0, 1). Interchanging the order of integration gives 
yPl(t) = J1 emtloY(u, 0) F 
0 
ft l-1 r fS 
+ JOY-l(s) Jo e--(t-s)@ [X(U, 0) + o J Y(u, 2) y-&z) dz] % ds. 
(2.10) 
We conclude that yeI is continuous on 0 < t < T since it is the indefinite 
integral of L1 functions plus a continuous function on 0 < t < T. 
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COROLLARY 2. Under the hypotheses of Theorem I, if the initial conditions 
are chosen nonnegative and not identically zero on 0 < u < 1, then the unique 
solution Y(u, t) to (2.3) is strictly positive on its domain of definition. 
Proof. Letf,(u, t) = 0 be chosen. Then the functions { fn}, n = 1, 2, 3,..., 
defined by (2.9) are a strictly positive monotone increasing sequence due to 
the positivity of the operator L. Hence the solution Y(u, t) as the limit of the 
{ fn} is strictly positive on its domain of definition. 
THEOREM 2. Let X(u, 0), Y(u, 0) satisfy (H2) and Zet A be chosen so that 
A > 2m, . (2.11) 
Let T satisfy 
2A I/\/-T< 1, (2.12a) 
and 
J‘ 1 [md((s) + m, I/ K /I2 A + II K II2 A3 &I2 ds < A2, (2.12b) 
and also the conditions (2.5) of Theorem I. Then system (1 .l) has a unique 
solution X(u, t), Y(u, t) continuous on D(0, T) and Cl in the variable t on 
[0, l] x (0, T). The solution satisjies 
SUP[/ Vu, t)l , (u, t> E W, TII < 4 (2.13) 
Y(0, t) 3 0, O<t<T. (2.14) 
Proof. Let Y(u, t) in B, be the unique solution to (2.3), and yml(t), as 
defined by (2.2), be the known function obtained by integrating Y(u, t), We 
consider the linear equation 
wu, t> = ed”Y(u, 0) + X(u, 0) 1: e-(t-8)/uy-l(s) ds 
+ St ds s’ e-(t-S)@y-I(s) y-&x) HE(u) z) dz 
(2.15) 
0 0 
defined on the rectangle 0 < E < u < 1, 0 < t < T. From comparison with 
Eq. (2.3) we see that in the space B, , H(u, t) = Y(u, t) is a solution to (2.14). 
Denote the above equation symbolically by 
fP(u, t) = G(F) (u, t), (2.16) 
where the operator G is defined by the right side of (2.15). By successive 
substitutions, generate the sequence 
Ho’(u, t) = 0, fC+l(u, 4 = W,F) (us t>> n = 0, 1, 2 )... . (2.17) 
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Since y-r(t) is continuous on 0 < t < T by Corollary 1 of Theorem 1, it 
follows by induction that each fsnE(u, t) is continuous on the rectangle 
[E, 11 x P, T). 
With our hypothesis (2.12a) and the fact that Y(u, t) E B, , we have the 
estimate 
(2.18) 
Let llfllrn denote the supremum of the function f(~, t) over the set 
L-6 11 x LO, Tl. SUPP ose that /I Hkf jlrn < A. Then by applying the estimates 
(2.11) and (2.18) to (2.17), we get 
II Hi+, Iloo < m, + m, j:r-ds) ds + A (jam_, ds)’ 
Hence 
II Hne I/m < 4 n = 0, 1, 2 )... . 
With the aid of (2.18), it is also easy to show that the functions H,,E satisfy 
II K+, - Hn’llm < ( j;r&) ds), I/ ff,’ - fC-, I/m < a II K’ - f&k, IL . 
(2.19) 
By application of the Banach fixed point theorem, we thus obtain a unique 
continuous solution HE(u) t) to (2.15) as the limit of a uniformly convergent 
sequence (HnB} of continuous functions. The limit function H’(u, t) is also 
in the space B, since by (2.15) 
I ’ 1 HE@, t)i q < m,K(t) + m, I ’ j y-,(s)1 K(t - s) ds 0 0 
+ A j; K(t - 4 1 Y-I(S) j:y-l(z) dx 1 ds 
< m&(t) + m, II K 112 A + II Kllz A3 ~5 
The requirement that I/ Hc 11 < A follows immediately under the assump- 
tion (2.12b). Since Y(u, t) in B, is also a solution to (2.15), then by uniqueness 
in B, , Y(u, t) identifies with HE(u) t) for every E > 0. The continuity and 
boundedness properties of HE(u, t) are thus enjoyed by Y(u, t). Letting 
E - 0, then gives that Y(u, t) is continuous on (0, 1) x [0, T]. Since 
1) H’II, < A for every E > 0 we also have that Y(u, t) satisfies (2.13). 
CHANDRASEKAR'S x AND Y EQUATION 589 
Using the boundedness property (2.13), and the inequalities [I Y 11 < A, 
m, < A/2, we estimate Y(u, t) from (2.15) by 
I Y(u, t)l < 4 e+” + + II Y II II C+ II2 + A II Y II2 II e--Z/U II2 
Hence for each fixed t > 0 we have lim,, sup 1 Y(,, t)i = 0. The definition 
Y(u, t) F 0 (0 < t < T), then serves to make Y(u, t) continuous at u = 0. 
This verifies the continuity and boundedness of the solution on D(0, T). 
We now have from (2.3) that Y(u, t) - exp(- t/u) may be written as the 
indefinite integral of continuous functions. By the fundamental theorem of 
calculus, aY(u, t)/at exists and will be continuous on (0, 1) x (0, T). Since 
aY(u, Q/at exists, Y(u, t) will also be a solution of system (1 .I). 
3. A CHARACTERIZATION OF GLOBAL SOLUTIONS 
Lemmas 1 and 2 develop properties of moments of the solutions. In terms 
of initial conditions, Theorem 3 establishes the exact requirements for posi- 
tive, continuous initial conditions under which system (1.1) will have a 
unique solution continuous on D(0, co). Boundedness for the physically 
interesting initial conditions X(u, 0) = Y(u, 0) = 1 is resolved as a simple 
corollary. For positive continuous initial conditions, Theorem 4 gives limiting 
behavior of the globally bounded solutions. The limiting solutions are 
shown to satisfy a modified Chandrasekar “H equation”. 
Let X(u, t), Y(u, t) b e a solution of system (1.1) satisfying the hypotheses 
of Theorem 2. Define the moments of X(u, t), Y(u, t) by 
LEMMA 1. Solutions of system (1.1) and their moments atisfy the following 
relations on their domain of de$nition: 
i %(t) = Y&l Y-l(t)* 
$Y.W = - [l - %(t)l Y-l(t)> 
(3.2) 
x+4 t) - u j, l [x(u, t) X(u, t) - Y(u, t> Wv t>l dQ(4 = cI~u~ fJ+u 9 (3.3) 
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[I - .Yo(t)y - ye(t)” = c, = 1 - 2 j1 C,(u) dQ(u), (3.4) 
0 
s t oy-l(s) ds = In 1 1 -%(O) -row 1 - %(t) -Y&) I sgn(C ) o ' co f 0, (3.5) 
where C,(u) is independent of t. 
Proof. Integrate each equation of system (1.1) with respect to t; then 
integrate with respect to the measure dQ(u) for u over (0, 1). The resulting 
system becomes 
xc,(t) = xc,(O) + j: dQ(u) j; W, S>Y-4s) ds, 
Y&> = Y,(O) - j: F j: Y(u, s) ds + j’ dQ(u) j: X(u, s) y-,(s) ds. 
(3.6) 
0 
Since X(u, t), Y(u, t) are solutions in B, , the iterated integrals obtained by 
changing the order of integration will be finite. Hence by Fubini’s 
theorem [8], (3.6) becomes 
44 = x,(O) + Sty.(s) ~-44 6 
0 
ro(t> = r&V - j; Y-I(S) ds + j; ~(4 Y-I(S) ds- 
(3.7) 
The integrands in the above integrals are continuous, and differentiation of 
Eqs. (3.7) gives (3.2). 
In a similar manner, if each equation of system (1.1) is integrated with 
respect to t, then multiplied by s/(u + s) and integrated with respect to the 
measure dQ(u) over 0 < u < 1, after interchange of the order of integration 
the resulting system takes the form 
s s l X(u, t) dQ(4 =s l X(u, 0) W4 0 u+s I 0 u + s 
s l W, t)dQ(u) = s s l W, 0) dJ-34 _ t s Sf l sY(u, z) dQ(u) dz 0 u+s (3.8) 0 u+s 0 0 u(u + s) 
+ j:y&) j; sx(uf u”y’ dz . 
Now differentiate each of the equations in (3.8) with respect to t. Using a 
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partial fraction decomposition in the second term on the right side of the 
second equation, we get the derivative relations 
a 
s 
1 
zs 0 
X(u, t) dQ(u) 
u+s 
= yml(t) s j; y(u;tyf(u) , 
a 
s 
1 Y(u, t) dfqu) 1 
zs o s 
l Y(u, t) dQ(u) 
ufs -s 0 u+s (3.9) 
- yel(t) [l - s j: X(“;tc(u)] * 
With the aid of (3.9) and the derivative relations for X(u, t), Y(u, t) given by 
system (l.l), one can verify directly that the derivative of the left side of (3.3) 
with respect to t is identically zero. This verifies (3.3). 
To obtain (3.4), we integrate (3.3) with respect to the measure &J(u) over 
(0, 1). Using the partial fraction decomposition 
we get 
u(u + u)-’ = 1 + u(u + u)-’ 
j1 C,(u) dQ(u) = j1 u j 
l [X(0, t) X(u, t) - Y(u, 4 ye4 01 dQ(4 
0 0 0 o+u 
+ x0(t) - s(02 - Yo(t)2- 
Substitution of (3.3) into the integrand and combining terms then gives (3.4). 
Chandrasekar [6, Theorem 2, p. 1871 p roved this relation in a similar way 
for the case C,(u) = 1. 
Using (3.4), replace 1 - x,,(t) by [C, - y0(t)2]1/2 in (3.2) to get 
Y-1(4 = K3 - Yowl-1’2 $Y&)* 
Integration of this relation gives (3.5) provided C, # 0. 
LEMMA 2. If initial conditions X(u, 0), Y(u, 0) are given positive and 
continuous on [0, 11, and their moments satisfy 0 < x,(O) + y,,(O) < 1, then 
(i) x,(t) is monotone increasing, O<t<T, 
(ii) 0 < x,(t) < 1, O<t<T, 
(iii) y&t) > 0 and is monotone decreasing, O<t<T. 
Proof. By the corollary to Theorem 1, X(u, t), Y(u, t) and yml(t) are 
positive for positive initial conditions. Hence, by definition (3.1), so are x0(t) 
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and yO(t). Furthermore, since dx,/dt = yOy-r > 0, then x,,(t) is a strictly 
increasing function oft. We now write (3.4) in the factored form 
[l - x0(t) - r&)1 P - x0(t) + YoW = co . (3.10) 
Evaluating (3.10) at t = 0, we get by our initial condition assumptions 
that the constant C, is nonnegative. If on the other hand, we had for some 
t = t* < T that xo(t*) = 1, then substitution into (3.10) gives 
C, = - yo(t*)2 < 0 which is a contradiction. Since x0(t) initially is less than 
1 by assumption and is increasing, its values thus must lie in the interval 
0 < x0(t) < 1. We also have that dyJdt = - (1 - x,) yVl < 0 implying that 
yO(t) is a strictly decreasing function of t. 
The following theorem establishes the exact requirements for positive 
continuous initial conditions under which system (1.1) will have a unique 
solution continuous on D(0, co). 
THEOREM 3. Let X(u, t), Y(u, t) b e a solution of system (1.1) with positive 
continuous initial conditions. A necessary and su$kient condition that X(u, t), 
Y(u, t) exists as a unique solution continuous on D(0, co) is that its initial moments 
satisfy the inequality 
0 < x0(0) + Y,(O) d 1. (3.11) 
For positive continuous initial conditions violating (3.1 l), the solutions are unique 
but unbounded in finite t. 
Proof. (i) (Necessity). From (3.4) we have the relation 
y0(t)2 = [l - xo(t)]2 - c, . (3.12a) 
Since initial conditions are given positive, we have by Lemma 2 that x0(t) > 0, 
ye(t) > 0, and from the definition of yml(t) in (2.2), that yJt> > yO(t) > 0. 
We first determine that solutions cannot be bounded on D(0, W) when the 
initial moments are such that C, < 0. For if C, < 0, then from (3.2) and 
(3.12a) we get 
y = y.(t) y-l(t) > y>(t) = [l - X&)12 - C, , 
x0(t) > 1 + 1 c, 11’2talq co p2 t + a>, 
(3.12b) 
OL = const, 
from which it follows that x0(t) is unbounded in finite t. On the other hand, if 
X(u, t), Y(u, t) d’d 1 exist as a solution bounded on D(0, OO), then x0(t) would 
necessarily be bounded on D(0, N) for arbitrarily large N, since 
x0(t) = j-l X(a, t) dQ(a) < 
0 
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We conclude that bounded positive solutions must necessarily have moments 
such that C, 3 0. Hence we assume C, > 0 and write (3.12a) in the factored 
form 
[1 - X,(t) - r&>l 11 - x0(4 + Y&I = co 2 0. (3.13) 
The condition x0(O) > 1 is now shown to yield unbounded solutions. We 
first note that x,(O) = 1 cannot occur since otherwise (3.13) would imply that 
- y2(0) = C, 3 0 which is a contradiction. Suppose then that x,(O) > 1. 
From (3.13) we see that both factors in (3.13) must remain of like sign for all 
t. Since x,(O) > 1 implies 1 - x0(O) - ~~(0) < 0, it follows that both factors 
in (7.3) will be zero or negative for all t. Hence 
1 - x0(t) + row < 0. (3.14) 
Using (3.14) in the derivative relations (3.2) gives 
1 YoW = h(t) - 11 Y-l@) a row Y-l@) > ro2(t)* (3.15) 
The solution of inequality (3.15) is 
row > Y,(O) [1 - tYoK91-1, 
so that ye(t) will be unbounded in finite t. From the definition of yO(t) in (3. I), 
the same behavior is implied for Y(u, t). 
The only remaining case for which global boundedness may occur is 
C, 3 0 and 0 < x0(O) < 1. For this case we see that the second factor in 
(3.13) is always positive. Hence, since C, 3 0 we must also have the first 
factor nonnegative. That is 1 - x,(O) - ~~(0) 2 0. This verifies the necessity 
of (3.11). 
(ii) (Sufficiency). We begin by looking first at a special case of the initial 
moment inequality (3.1 l), namely 
0 < x0(0> + Ye(O) -=l 1. (3.16) 
By Corollary 2 of Theorem 1, the solution X(u, t), Y(u, t) will be positive 
given the positive initial conditions. Since by Lemma 1 the solution will 
satisfy (3.3), we drop the positive term involving Y(u, t) in (3.3) to obtain the 
inequality 
X(24, t) [ 1 - u ,: X(2 tr(,)] < C,(u). (3.17) 
Under our initial moment hypotheses (3.16) we have from Lemma 2 that 
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1 - x0(t) > 0, and using this we may bound the coefficient of X(U, t) in 
(3.17) by 
1 - u J” “‘“d yy  > I - so(t) > 0. (3.18) 
0 
By evaluating the expression (3.3) at t = 0, we see that the continuity of the 
initial conditions X(u, 0), Y(u, 0) implies the boundedness of C,(u) on 
0 < u < 1. Let S = max,,,,, _ _ C,(u). Then together with (3.18) we obtain 
from (3.16) the inequality 
0 < X(24, t) [l - x0(t)] < s. (3.19) 
I f  there were a sequence of points {(uk , tk)} on which X(u, , tk) 3 k as k + co, 
then by (3.19) we would necessarily have to have 
1 - X&J + 0 as k-+cc (3.20) 
and by evaluating (3.4) along the sequence {tk} we would then conclude using 
(3.20) that C, < 0. 
But C, < 0 leads to an immediate contradiction, since by evaluating (3.4) 
at t = 0, our moment assumption (3.16) implies that C, > 0. Thus X(U, t) 
must remain bounded on n(O, co) under the initial moment assumption 
(3.16). 
I f  the equations of system (1.1) are multiplied by 2X(u, t) and 2Y(u, t), 
respectively, then integrated and subtracted, one obtains 
X2@, t) = Y2(u, t) + ; j" Y2(u, s) ds + X2@, 0) - Y~(u, 0). (3.21) 
0 
From (3.21) it is immediate that the boundedness of X(U, t) on D(O, co) 
implies the same behavior for Y(u, t). 
(iii) (Extension of the Solution to Infinity). The proofs of Theorems 1 
and 2 show that given any initial point t, , we may choose a point t,+l (in 
general dependent on t,J so that the solution to system (1.1) exists uniquely 
on D(tn , t,,,). (This reflects the fact that system (1.1) is independent of t,) 
Let T = lim,,, t,, . By adjoining the solutions defined on D(t,, , t,,,), 
t, = 0; n = 0, 1, 2 )..., one obtains a solution defined on D(0, T). 
I f  there were two distinct solutions defined on D(0, T) with the same 
initial conditions at t = 0, then they would necessarily branch off at some w, 
0 < w < T. But since by Theorems 1 and 2 there is a locally unique solution 
at every t, 0 < t < T, then branching cannot occur. This proves the unique- 
ness on D(0, T). We now show that T = co. 
On every interval [tn , t,,,) let m, = maxsGUG1[X(U, t,), Y(u, &)I. We 
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have just shown that X(U, t), Y(u, t) must remain bounded on D(O, co), 
under the hypothesis (3.16). Hence 
M = sup[m, 1 n, 0, 1, 2 ,... ] < co. 
On each rectangle D(tn, tn+r), we may replace m, and A by 2M in the 
estimates on Theorems 1 and 2, and satisfy the inequalities required, so that 
the difference A = t,+l - t,, is a constant independent of n. This means that 
tn = nA, and that T = limn+m n t = co. Hence the extension of the local 
solution is to D(0, co). 
Each adjoined segment of the solution is continuous. Taking one-sided 
limits, the points where the segments are joined can be shown to agree, 
giving continuity of the solution on D(0, co). 
(iv) (Sufficiency-The Remaining Cases). The earlier sufficiency argu- 
ment breaks down when 
x3(0> + Ye(O) = 1, (3.22) 
for in this instance we are lead to the noncontradictory conclusion that 
C, = 0. Let us now assume the initial moment constraint (3.22). 
If X(U, 0), Y(u, 0) are the initial conditions satisfying the constraint (3.22), 
and x(11, t), Y(u, t) are the corresponding solution of system (1. l), we consider 
a new solution X(U, t), Y(u, t) satisfying the initial conditions 
qu, 0) = EX(U, O), qu, 0) = EY(U, O), (0 < E < 1). (3.23) 
These initial conditions satisfy the initial moment constraint (3.16), and hence 
by the first part of the sufficiency proof, the solution X(U, t), F(u, t) exists on 
D(O, co). From the positivity of the operator L defined in (2.4) and the initial 
condition definition (3.23), it follows that 0 < y((u, t) < Y(u, t) and 
0 <%W <Y&h O<t<T. (2.34) 
But as yO(t) is defined on 0 < t < co, we also have by Lemma 2 that To(t) 
is strictly positive for every finite t. That is 
ro(t*) > 0, 0 < t* < co. (3.25) 
If one assumes that Y(u, t) is unbounded at some finite (u*, t*), t* < co, the 
following argument leads to a contradiction of (3.25): 
Let Y(u, t) be unbounded at some finite point (u*, t*). Then by (3.21), 
X(U, t) is also unbounded. As before, the initial moment relations (3.22) and 
the unboundedness of X(u, t) lead to inequality (3.19) and again imply that 
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1 - xo(tk) ---, 0 as t, + t* as in (3.20). Th e initial moment assumptions imply 
that C, = 0, so that by (3.13) 
[I -~ x(,(t)]2 -~ y>(t) := 0. (3.26) 
Since I - xo(tk) + 0, then necessarily by (3.26) 
Ye(b) - 0 as f,, - f”. (3.27) 
By (3.24) this means that 
which contradicts (3.25). Thus solutions of system (1.1) satisfying initial 
condition (3.22) must be bounded at every finite t, 0 < t < CO. The solution 
may now be extended uniquely to D(0, N), where N is an arbitrarily large 
number by an argument similar to that for the first case. 
COROLLARY 3. If  X(u, 0), Y(u, 0) are positiwe continuous on [0, l] and 
x0(O) + y,,(O) < 1, then the corresponding unique solutions to system (1.1) are 
bounded on D(O, co). 
COROLLARY 4. If 
(9 $0 = I’ dQ(4, (3.28) 
(ii) X(u, 0) = Y(u, 0) : 1, O<U<l, 
then the unique solution to system (1 .l) is bounded on D(0, co) when 2#, < 1, 
and unbounded in finite t when 2#0 > 1. 
Proof. The initial moments simplify to x,(O) = y,,(O) = #0 . Hence, we 
have 1 - ~~(0) - ~~(0) = 1 - 2& . Th e necessary and sufficient conditions 
for boundedness in Theorem 5 are affirmed or denied depending on the sign 
of 1 - 2& . 
THEOREM 4. If X(u, 0), Y(u, 0) are positive, continuous on [0, l] and the 
moment relation 0 < x,(O) + ~~(0) < 1 holds, then 
v-5 Y(u, t) = 0 uniformly in u, 
!iiC X(u, t) = H(u) exists and is continuous on [0, I]. 
(3.29) 
The function H(u) is given by 
(3.30) 
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where C,(u) is strictly positive on [0, l] and defined in terms of the initial con- 
ditions by (3.3). X(u) is defined by 
h(u) = 1 + 2ua j: C$)/;f) , 7.4.6 [- 1, I]. (3.31) 
H(u) also satis$es the relations 
H(u) [ 1 - u j:, Ht)pU(“) ] = cl(u), (3.32) 
1 - j: H(a) dQ(a) = V/‘c , (3.33) 
where C, is given by (3.4). 
Proof. If integration with respect to t is performed over the interval 
(x, co), where z is an arbitrary point, then Eq. (3.5) has the form 
(3.34) 
Similarly, Eq. (2.1(b)) may b e estimated using the more general form 
0 < Y(u, t) = e-(t-z)lUY(u, z) + (” e-(t-z)luX(u, s) y-,(s) ds 
< e-(t-z)/uY(u, z) + A In / ll~x~~~ IcIg) / , 
(3.35) 
where 
From (3.35) we thus obtain 
0 < v+~ Y(u, t) < A In 1 - X”(4 - Yo(4 
1 -%I(~) -Yo(W> * 
(3.36) 
Since z is arbitrary, we let z + CO. By Lemma 2, limzdm x,,(z) = x,(00), 
limz+W yO(z) = y,J~o), so that the logarithm in (3.36) approaches zero as 
z--t co. This proves (3.29). 
As initial conditions imply positivity of Y(u, t) and ypl(t) by Theorem 1, 
Corollary 2, then 
axb4 4 ~ = Y(% t) y-l(t) > 0, at (u, t) E qo, co), 
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thus X(zl, t) is a monotone increasing function of t for each fixed u, 0 < u < 1, 
which is bounded at t = co. This implies the existence of lim,, X(u, t). 
We now apply the limit as t-j co to Eqs. (3.3) and (3.4). By Theorem 3, 
X(u, t), Y(u, t) are bounded, and we may apply the Lebesgue dominated 
convergence theorem to interchange integral and limit. Using the result that 
liw,, Y(,, t) = 0, lim,,, X(u, 0) = H(u), these relations reduce to (3.32) 
and (3.33). The choice of initial conditions guarantees that C, > 0. Using 
(3.33) we get 
1 _ u 1’ l fw df44 >l- -l H(u) dqa) > 0. 0 (J+u J 0 
The function Cl(u), defined initially in (3.3), is thus expressed by (3.32) as 
the product of two positive terms. Hence, C,(u) > 0. Dividing (3.32) by 
C,(u) gives 
H*(u) - uH*(u) j: H*(;)Fu*(u) = 1, (3.37) 
H(u) 
H*(u) = c,(u> ) &2*(u) = C,(u) dQ(u). (3.38) 
Under the condition 
c, = 1 - 2 j1 C,(u) dQ(u) > 0 
0 
(which is here satisfied), Eq. (3.37) . k IS nown to have exactly two solutions 
which are continuous on [0, l] [4, Chap. II] [5, 71 and related by 
H,*(u) = g H*(u), O<k<l. 
The number l/k is a zero of h(u) defined by (3.31). A representation of H*(u) 
is given by (3.30) [4, Chap. II]. The moment constraint (3.33) and the 
analyticity of H*(u) for u # 0 serve to select out H*(u) as the correct choice 
of limit for X(u, t) as t -+ co. 
4. LIAPUNOV STABILITY 
In Theorem 3, we have determined the class of positive continuous initial 
conditions for system (1 .l) which lead to continuous solutions existing on 
D(0, 00). In Corollary 3, we have determined a subclass of these initial 
conditions whose solutions are uniformly bounded on D(O, co). For this 
subclass, we show in this section that solutions are weakly stable (Theorems 
7 and 8). All remaining solutions in the class are proved unstable (Theorem 9). 
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The method of proof is to first establish a sufficiency condition for stability 
(Theorem 5). This condition is shown to be satisfied for special initial con- 
ditions (Theorem 6). These special initial conditions are then used to deter- 
mine stability for the general subclass of initial conditions stated in the 
corollary to Theorem 3. 
DEFINITION 1. The phrase “initial conditions of class V” means the 
set of function pairs X(u, 0), Y(u, 0) w ic are positive, continuous on [0, 11, h’ h 
and satisfy the constraint 0 < x0(O) + ~~(0) < 1. By Theorems 2, 3, and 4, 
solutions to system (1.1) with initial conditions of class V exist uniquely and 
are continuous on D(0, oo). 
Notation. For given functionsf(u, t), j((u, t), df(u, t) =f(u, t) -j((u, t). 
If these functions are continuous on D(O, co), then 
DEFINITION 2. Let (X, Y) be a solution of system (1.1). If for each E > 0 
there is a S(E) such that every solution (X, Y) of system (1.1) satisfying 
,,~,$$ [I A-W, O)l + I A+, O)l] < S(c) (4.1) 
implies that II AX Ilm + I/ A Y Ijm < E, then (X, Y) is called a (Liapunov) stable 
solution. 
DEFINITION 3. Let (X, Y) be a stable solution of system (1.1). If every -- 
solution (X, Y) of system (1.1) satisfying (4.1) implies that 
$5 [I A-W, t>l + I AJ’(u, t)ll = 0, 
then (X, Y) is called an asymptotically stable solution. 
DEFINITION 4. Solutions which are stable, but not asymptotically stable 
are called weakly stable solutions. 
LEMMA 3. Let (X, Y) and (X, Y) be solutions to system (1.1) with initial 
conditions of class V. Let E > 0 be given. If initial conditions on (X, Y) also 
satisfy 
where 
,,y~~ [I AX@, 011 + I AW ON < S(E), (4.2) 
S(E) = 
2 02% [--B(u) + {B(U)2 + 4$h,C,C,(u) gI(u)}‘q 
h(4 + 447) 
> (4.3) 
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with A = 2 max[X(u, 0), Y(u, 0)], and B(u) = C,, + +QZ’I(~), then 
Prouf. From (3.30) we may estimate hm ( dX(u, t)j as t+ co by 
j--Idx(~,t)l=H(*)il--exp~~j~ hl&$-J1. 
-cc 
(4.4) 
From the definition of h(u) in (3.31) and the fact that 
1 - 2 p C,(u) dQ(U) = c, > 0, 
0 
we get h(iy) > 0 and 
o<x(iy)= 2ya l A Cl(U) dQ(a) 
W) l+ WJ) -.i 0 a2 +r2 
< 1 +++m;x]dCI(u)l. 
0 
Hence 
In &J) 
h(iy) < gguyl I G(u)/ - (4.5) 
Substituting (4.5) into (4.4) we obtain 
We now estimate the quantity max, 1 ACI(u)] in terms of the initial condi- 
tions. From the definition of C,(U) in (3.3), we obtain 
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< 2 I ~-wJ, O>l + 2 I AY(% 0)l 
+ ; h modI AXb, 0)l + I AY(u, O)l] 
< (2 + $ $0) S(E). (4.7) 
Substituting (4.7) into (4.6) gives 
Since we wish lim I dX(u, t)l < E as t -+ co, we equate the right side of 
(4.8) to E and solve for S(E). A S(E) estimate is given by (4.3). The minimum 
guarantees that S(E) is independent of u. 
-- 
THEOREM 5. Let (X, Y) and (X, Y) be solutions to system (1.1) with 
initial conditions of class V. Let E > 0 be given, and w be determined by 
w = max[max Y(u, 0), max X(u, co), 0 < u < I]. (4.9) 
Let initial conditions on (X, y) satisfy 
oyi&l A-G, @I + I AJ-94 0111 < mink, , S(41, (4.10) 
where 8(e1) is defined by (4.3) and cl satis$es the inequality 
cl + [6wr, + 3,12]1/2 < E. (4.11) 
Suppose it is known that AY(u, t) is of one sign on B(O, co). Then it follows that 
II ~XIIco + II AYII, -=c E. 
PYOO~. We assume that dY(u, t) > 0 on D(O, a). Then Ay,(t) > 0 on 
(0, a) and from 
aAX 
at (u, t> = AY(u, t) y-l(t) + b, t) 4-l(t), (4.12) 
409/37/3-s 
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we see that dX(u, t) is an increasing function of t for each fixed u. Since out 
initial conditions have been chosen to satisfy (4.10), we have by Lemma 3 that 
j dX(u, co)1 < cl . Hence 
- 61 < dX(u, 0) < LlX(u, t) < dX(u, 03) < El . 
Similarly, if dY(u, t) < 0 on D(O, co), then by (4.12) we have that 
F(u, t) < 0, 
and by Lemma 3 
El > dX(u, 0) > dX(u, t) > AX@, a) > - El. 
In either case, we conclude that if A Y(u, t) is of one sign on D(O, co) and the 
initial condition (4.10) is satisfied, then 
I d-v4 01 < El (% 4 E qo, a). (4.13) 
To obtain an estimate for / d Y(u, t)l, we rewrite system (1.1) in the form 
$tlu 
3x2 
at (u, t) = 2e+X(u, t) Y(u, t)~-~(t), 
g [e2t/uY2(u, t)] = 2e2tluX(u, t) Y(u, t) yTl(t). 
Integrating the difference of these equations with respect to t, and performing 
an integration by parts then gives 
Y’(u, t> = X’(U, t) - % It e-2(t-s)IuX2(u, s) ds + e-2t/u[y2(U, 0) _ x2cu, o)]. 
0 
Hence 
I d Y2(u, q < II AX2 I/m [ 1 + + ,: e-2(t-s)lu ds 1 + 1 dY2(u, 0) - dX2(u, O)l 
< 2 I/ &Xl jim [2 II X IIQ, + II AX M 
+ I dY(u, 0)l [2Y(% 0) + I dY(% WI 
+ I dX(u, O)l [2X(24,0) + i dX(W OIlI 
< 242w + Cl] + 2+ + El2 
= 60x, + 3~~. 
(4.14) 
From the estimate (4.14), we then have 
0 < I A+, t)12 < / dY2(u, t)l < 6~0~~ + 3~~~. (4.15) 
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Combining (4.13) and (4.15), and using the condition (4.11) on <I gives the 
required result 
I AX&, t)l + I dY(u, t)l < ~1 + [6wr, + 3e,2]lj2 < E. 
THEOREM 6. 
-- 
Let (X, Y) and (X, Y) b e solutions to system (1.1) with initial 
conditions of class V. Let E > 0 be specified. If initial conditions on (X, Y) are 
chosen so that AX(u, 0) and d Y(u, 0) are both nonnegative (negative) on 
0 < u < 1 and satisfy (4.10), then 
I/~XI/m + Il~Yllm < 6. 
Proof. Assume dX(u, 0) > 0, d Y(u, 0) > 0 (the identical argument holds 
for the negative case). Then by the positivity of the operator L in (2.4), it 
follows that dY(u, t) > 0. Hence the sufficiency condition for stability 
stated in Theorem 5 is satisfied. 
The above theorem restricts stability to initial condition functions which 
graphically do not cross each other. The next theorem handles the general case 
of initial conditions in class V. 
THEOREM 7. Let (X, Y) and (X, Y) be solutions of system (1.1) with 
initial conditions of class V. Let E > 0 be spec$ed. If initial conditions on 
(X, Y) are chosen to satisfy (4.10), then 
II dX Ilm + II d y IL -=c 26. 
Proof. From the given initial functions X(u, 0), y(u, 0), we obtain two 
new sets of initial conditions given by 
X+(u, 0) = max[X(u, 0), X(u, 0)], O<U<l, 
F+(u, 0) = max[P(u, 0), Y(u, 0)], O<u<l; 
(4.16) 
X-(u, 0) = min[X(u, 0), X(u, 0)], O<u<l, 
F(u, 0) = min[B(u, 0), Y(u, 0)], O<U<l. 
(4.17) 
These conditions satisfy the inequalities 
x-(u, 0) < X(u, 0) < X+(u, O), F(u, 0) < Y(u, 0) < F+(u, 0). (4.18) 
By the iteration procedure of (2.9) we obtain solutions (X+, Y+) and (X-, Y-) 
to system (1.1) satisfying initial conditions (4.16) and (4.17), respectively. 
From the positivity of the operator L defined by (2.4), these solutions also 
satisfy the inequalities 
x-(24, t) < X(24, t) < X+(u, t), F(u, t) < Y(u, t) < F+(u, t). (4.19) 
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From (4.16), we have that the initial differences X’-(u, 0) -- X(u, 0), 
Y+(u, 0) - Y(u, 0) are of one sign. These differences also satisfy condition 
(4.10), since X(U, 0), Y(u, 0) was chosen to do so. Hence by Theorem 6, it 
follows that 
II ~+04 t) - au, azz + 11 l--+(24, t) - Y(u, t)llm < E. (4.20) 
Similarly, from (4.17) and the initial differences X-(u, 0) - X(u, 0), 
F-(u, 0) - Y(u, 0) we conclude that 
II qu, t) - X(% t)llm + 11 w, t) - Y(u, t)llm < t. (4.21) 
From inequalities (4.20) and (4.21) we then obtain the required result 
II dX(U, t)llm + II d Y(u, t)llm < II WU, t) - x+(% t)lim 
+ [I Y-(24, t) - F+(u, t)lloo < 2E. 
THEOREM 8. Solutions to system (1.1) with initial conditions of class V are 
weakly stable. 
Proof. Stability has already been shown by Theorem 7. Such solutions 
cannot be asymptotically stable since for any two solutions (X, Y) and (X, Y) 
with initial conditions of class V for which C,(U) # Cl(u), we have by Theo- 
rem 4 that 
;+z j X(u, t) - qu, t)1 = I H(u) - IT(u)] # 0. 
THEOREM 9. If  X(u,O), Y(u,O) aye positive continuous on [0, I] and 
satisfy the moment relation x0(O) + y,,(O) = 1, then the corresponding solutions 
of system (1.1) are Liapunov unstable. 
Proof. By Theorem 3, the initial conditions are sufficient to guarantee 
the existence of the solution of D(0, m). However, since x,(O) + ~~(0) = 1, 
every neighborhood of the initial conditions will contain functions satisfying 
x,(O) + ~~(0) < 1 and x,(O) + ~~(0) > 1. In the former case, solutions will be 
bounded on D(0, CQ), whereas in the latter, solutions are necessarily 
unbounded in finite t by Theorem 3. Hence every neighborhood of the 
initial condition line x,(O) + ~~(0) = 1 g ives both bounded and unbounded 
solutions. 
5. CONCLUSIONS AND REMARKS 
The following results have been obtained: 
(1) If  initial conditions are continuous, solutions of system (1 .I) exist 
locally and are unique. 
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(2) If  initial conditions are positive, continuous and 
s l [X(% 0) + Y(u, O)] dQ(u) -=c 1, (5.1) 0 
the solutions exist uniquely on D(O, co). These solutions will be Liapunov 
stable. In problems of radiative transfer such conditions correspond to the 
“conservative case”. 
(3) If  initial conditions are positive, continuous and 
s l [X(% 0) + Y(u, O)] dQ(u) = 1, (5.2) 0 
the solutions exist uniquely on D(0, 00). These solutions will be Liapunov 
unstable, i.e., there are initial conditions X(u, 0), Y(u, 0) arbitrarily close to 
X(u, 0), Y(u, 0) which g ive solutions unbounded in jinite t. In problems of 
radiative transfer, these conditions correspond to the “conservative case”. 
(4) If  initial conditions are positive, continuous but (5.1) and (5.2) are 
violated, then all solutions will be unbounded in jinite t. 
(5) The above results also hold for “approximating equations” to system 
(1.1) in which integrals are replaced by a quadrature. Such equations can be 
considered as the special case of system (1.1) when Q(u) is chosen to be a step 
function with appropriately specified jumps. These equations are given by 
(1.3). The stability results for system (1.1) asserts that system (1.3) offers a 
reasonable computational procedure to obtain numerical results for problems 
in radiative transfer corresponding to the “nonconservative case”. In all such 
computations the requirement 
5 PkW + YkWl % < 1 
k=l 
should hold for 0 < t < 00. For problems in radiative transfer corresponding 
to the “conservative case”, the instability of system (1.3) indicates the dangers 
of numerical approximation for large values of t. 
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