I. Introduction
The accurate characterization of a thermal system requires the measurement of both temperatures and energy fluxes. While temperatures can be measured in a variety of ways, the accurate measurement of heat flux is still a challenge. This paper reports on the development and evaluation of a simple heat flux sensor capable of making multiple simultaneous, timeresolved heat flux and surface temperature measurements. This capability allows the sensor to measure the distribution of heat flux over a surface to better describe the physical phenomena. Examples of research areas where this sensor could be used include gas turbines, electronics cooling, and biological systems.
Heat transfer rates have been measured using a variety of sensors operating on different principles [1] . One popular type of heat flux sensor is called a differential sensor. By measuring the temperature drop across a known thermal resistance, the heat flux through the sensor is determined using Fourier's Law which, at steady state, reduces to
where k and δ are the thermal conductivity and thickness of the resistance layer. The temperature difference across the gage (ΔT) can be measured using either thermocouples or resistance temperature detectors (RTDs).
Thin-film heat flux gages have certain advantages over other types of differential heat flux sensors. It is generally possible to place a number of sensors on a single film which allows the heat flux to a surface to be mapped. This is particularly important when investigating the effects of non-uniform boundary conditions on heat transfer, such as turbulence, jets, and transition. Another advantage is that thin-film gages can be made flexible, allowing them to be mounted to curved surfaces such as airfoils. Thinner sensors also have a frequency response that is faster than traditional designs such as the Schmidt-Boelter gage [2] .
Several researchers have developed thin-film differential heat flux sensors. Ortolano and Hines [3] created a thermopile to measure the temperature drop across a thermal resistance layer. Their sensor was able to produce a large output at the expense of poor spatial resolution. Epstein et al. [4] used vapor deposition to deposit nickel RTDs on either side of a 25 micron polyimide (Kapton®) substrate. A similar sensor was developed by Piccini et al. [5] except RTDs were only deposited on one side of the polyimide. The sensor was then mounted on a test article which was manufactured from metal whose temperature was monitored using a thermocouple. Since the thermal conductivity of the model was high, it was assumed that the temperature measured by the thermocouple was the temperature of the backside of the heat flux gage. The heat flux at each RTD location was then determined by the temperature difference between the RTD and the thermocouple.
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TA was calibr adhering it to mally activated librations were gen lamp on a 2 at its position was construc mp and allowed r to be accurate designed to su flux and consi kly removed a mp and the sen nd allowed to r inder removed sed to determi he sensor. The eling at approx fore uncovered which is more an the predict e incident radi ut for analysis. ration facility. The signals from the THeTA were recorded using the same hardware used in the conduction calibrations except this time the signals were sampled at 1kHz. It was necessary to sample at a higher rate to determine the time response and to acquire enough data for averaging since the total test time was approximately ten seconds. The data recorded during the first 500 milliseconds of the test was used to determine the sensor's time response while the last 5 seconds was used to determine the sensitivity of the sensors. The sensitivities were determined by dividing the sensor's output averaged over 5 seconds (5000 samples) by the heat flux absorbed by the SchmidtBoelter with the lamp set at the same voltage. Fig. 10 shows the measured sensitivities, the 95% confidence uncertainty estimates, and the theoretical sensitivity calculated using Eq. 2. These sensitivities compare well to the conduction sensitivities with the exception of sensor 5 which is 33% lower. Incidentally, sensor 5 was the outlier in Fig. 7 
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Fig. 10 Radiation calibration results
To determine the time response of the THeTA, the method outlined by Doebelin [13] was used. This method utilizes the mathematical first-order exponential response to a step change input. 
If the left hand side is then plotted as a function of t, the curve produced should be linear with a slope of -1/τ if the sensor is behaving as a first order system. Fig. 11 and Fig. 12 show the sensor response as well as ln(1-q 0 /q in ) vs. t. The near linear behavior of the line in Fig.   12 is an indication that the sensor is indeed behaving as a first-order type. To determine the slope of the curve in Fig. 12 , a line was fit to the data using least squares. Using the slope from the linear regression, the time constant for each sensor was determined. Fig. 13 shows the measured time constant for each sensor along with the predicted value of 124 milliseconds. Most of the sensors were slightly slower than the predicted value. There are several possible explanations for this discrepancy. First, the electrical analogy assumes that the sensor is mounted on a perfect heat sink. In the radiation test, the sensor was mounted on a piece of aluminum which will not behave as a perfect heat sink and will therefore tend to increase the measured time response. Second, there is uncertainty in the thermal properties of the Kapton, epoxy, and the paint. Finally, an additional layer of epoxy was used to bond the sensor to the aluminum plate. This layer will also add to the overall capacitance of the system and increase the sensor's time response. 
