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RANK-ONE THEOREM AND SUBGRAPHS OF BV FUNCTIONS IN
CARNOT GROUPS
SEBASTIANO DON, ANNALISA MASSACCESI, AND DAVIDE VITTONE
Abstract. We prove a rank-one theorem a` la G. Alberti for the derivatives of vector-
valued maps with bounded variation in a class of Carnot groups that includes Heisenberg
groups Hn for n ≥ 2. The main tools are properties relating the horizontal derivatives of
a real-valued function with bounded variation and its subgraph.
1. Introduction
One of the main results in the theory of functions with bounded variation (BV) is the
rank-one theorem. Recall that a function u ∈ L1(Ω,Rd) has bounded variation in an open
set Ω ⊂ Rn (u ∈ BV (Ω,Rd)) if the derivatives Du of u in the sense of distributions are
represented by a (matrix-valued) measure with finite total variation. The measure Du can
then be decomposed as the sum Du = Dau + Dsu of a measure Dau, that is absolutely
continuous with respect to L n, and a measure Dsu that is singular with respect to L n.
The Radon-Nikodym derivative D
su
|Dsu|
of Dsu with respect to its total variation |Dsu| is a
|Dsu|-measurable map from Ω to Rd×n. The rank-one theorem states that |Dsu|-a.e. this
map takes values in the space of rank-one matrices. We refer to [3] for more details on BV
functions.
The rank-one theorem was first conjectured by L. Ambrosio and E. De Giorgi in [7] and
it has important applications to vectorial variational problems and systems of PDEs. It
was proved by G. Alberti in [1] (see also [2, 8]): due to its complexity, Alberti’s proof
is generally regarded as a tour de force in measure theory. Two different proofs of the
rank-one theorem were recently found. One is due to G. De Philippis and F. Rindler and
follows from a profound PDE result [9], where a rank-one property for maps with bounded
deformation (BD) was also proved for the first time. At the same time another proof, of a
geometric flavor and considerably simpler than those in [1, 9], was provided by the second-
and third-named authors in [29].
Motivated by these results, in this paper we consider the following natural generalization.
Let X1, . . . , Xm be linearly independent vector fields in R
n, m ≤ n, and let u : Ω→ Rd be
a function with bounded H-variation in an open set Ω ⊂ Rn, i.e., a vector valued function
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such that the distributional horizontal derivatives DHu := (X1u, . . . , Xmu) are represented
by a d × m-matrix valued measure with finite total variation in Ω; consider the singular
part DsHu of DHu with respect to L
n. Is it true that the Radon-Nikodym derivative
DsHu
|Ds
H
u|
is a rank-one matrix |DsHu|-a.e.?
We investigate this question in the setting of Carnot groups G ≡ Rn (see Section 2)
endowed with a left-invariant basis X1, . . . , Xm of the first layer g1 in the stratification of
their Lie algebra. In particular, we find two assumptions on G, that we call properties
C2 and R (see Definitions 2.2 and 5.1, respectively), that ensure the rank-one property
for BVH functions in G. We will discuss later the role played by these properties in our
argument. Our first main result is the following
Theorem 1.1. Let G be a Carnot group satisfying properties C2 and R; let Ω ⊂ G be an
open set and u ∈ BVH,loc(Ω,R
d) be a function with locally bounded H-variation. Then the
singular part DsHu of DHu is a rank-one measure, i.e., the matrix-valued function
DsHu
|Ds
H
u|
(x)
has rank one for |DsHu|-a.e. x ∈ Ω.
It is worth pointing out that Theorem 1.1 applies to the n-th Heisenberg group Hn
provided n ≥ 2. Recall that Heisenberg groups, defined in Example 2.1 below, are the most
notable examples of Carnot groups.
Corollary 1.2. Let u be as in Theorem 1.1 and assume that G is the Heisenberg group Hn,
n ≥ 2; then DsHu is a rank-one measure. More generally, the same holds if G is a Carnot
group of step 2 satisfying property C2.
Corollary 1.2 is an immediate consequence of Theorem 1.1, see Remarks 2.4 and 5.3.
Theorem 1.1 does not directly follow from the outcomes of [9], see Remark 5.5. Its proof
follows the geometric strategy devised in [29] and it is based on the relations between a
(real-valued) BVH function u in G and the H-perimeter of its subgraph Eu := {(x, t) : t <
u(x)} ⊂ G × R. Recall that a set E ⊂ G × R has finite H-perimeter if its characteristic
function χE has bounded H-variation with respect the vector fields of a basis of the first
layer in the Lie algebra stratification of the Carnot group G × R. Our second main result
is the following
Theorem 1.3. Suppose that Ω ⊂ G is open and bounded and let u ∈ L1(Ω). Then u belongs
to BVH(Ω) if and only if its subgraph Eu has finite H-perimeter in Ω× R.
Actually, the proof of Theorem 1.1 requires much finer properties than the one stated
in Theorem 1.3. Such properties are stated in Theorems 4.2 and 4.3 in a much more
general context than Carnot groups, i.e., for maps with bounded H-variation with respect
to a generic fixed family of linearly independent vector fields X1, . . . , Xm on R
n. Theorem
4.2, from which Theorem 1.3 immediately follows, focuses on the relations between the
horizontal (in Rn) derivatives of u and the horizontal (in Rn×R) derivatives of χEu . Theorem
4.3 instead deals with the relations between the horizontal normal to Eu and the polar vector
σu in the decomposition DHu = σu|DHu|, and it also deals with the relations between
DaHu,D
s
Hu and the horizontal derivatives of χEu . When m = n and Xi = ∂xi one recovers
some results that belong to the folklore of Geometric Measure Theory and are scattered in
the literature (see e.g. [30], [11, 4.5.9] and [18, Section 4.1.5]); we tried here to collect them
RANK-ONE THEOREM AND SUBGRAPHS OF BV FUNCTIONS IN CARNOT GROUPS 3
in a more systematic way. We were not able to find references for some of the results we
stated.
Property R (“rectifiability”) intervenes in ensuring that the horizontal derivatives of χEu
are a “rectifiable” measure, see Definition 5.1. This is a non-trivial technical obstruction
one has to face when following the strategy of [29]: the rectifiability of sets with finite
H-perimeter in Carnot groups is indeed a major open problem, which has been solved only
in step 2 Carnot groups (see [14, 15]) and in the class of Carnot groups of type ⋆ ([28]). See
also [4] for a partial result in general Carnot groups.
Once the rectifiability of Eu is ensured, the proof of Theorem 1.1 follows rather easily
from the technical Lemma 3.2 below, which is the natural counterpart of the Lemma in [29].
The latter, however, was proved by utilizing the area formula for maps between rectifiable
subsets of Rn, see e.g. [3]. A similar tool is not available in the context of Carnot groups, a
fact which forces us to follow a different path. The proof of Lemma 3.2 is indeed achieved
by a covering argument that is based on the following result: we state it and postpone
to Section 2 the definitions of property Ck, the Hausdorff measure H
d, the homogeneous
dimension Q of G and of hypersurfaces of class C1H with their horizontal normal.
Theorem 1.4. Let k ≥ 1 be an integer, G a Carnot group satisfying property Ck and
let Σ1, . . . ,Σk be hypersurfaces of class C
1
H with horizontal normals ν1, . . . , νk. Let also
x ∈ Σ := Σ1 ∩ · · · ∩ Σk be such that ν1(x), . . . , νk(x) are linearly independent. Then, there
exists an open neighborhood U of x such that
0 < HQ−k(Σ ∩ U) <∞.
In particular, the measure HQ−k is σ-finite on the set
Σ⋔ := {x ∈ Σ : ν1(x), . . . , νk(x) are linearly independent}.
Theorem 1.4, that we prove in Appendix A, is an easy consequence of Theorems A.3
and A.5 proved, respectively, in [12] and [24]. Theorem A.5, in particular, states the much
deeper property that Σ⋔ is locally an intrinsic Lipschitz graph. To this aim, one needs the
intersection TxΣ1 ∩ · · · ∩ TxΣk of the tangent subgroups to Σi at x to admit a (necessarily
commutative) complementary homogeneous subgroup that is horizontal, i.e., contained in
exp(g1). This algebraic property is guaranteed by property Ck (“complementability”), see
Remark 2.3. We will provide in Appendix A a proof of Theorem A.5 which does not rely
on the homotopy invariance of the topological degree and is then simpler and shorter than
the one in [24].
For the validity of Theorem 1.4, property Ck might seem a restrictive one. We however
point out that Theorem 1.4 is no longer valid already when k = 2 and G is the first Heisen-
berg group H1, which does not satisfy C2: indeed, in this setting the measure H
Q−2(Σ⋔)
might be either 0 or +∞ (even locally) as shown by A. Kozhevnikov [21]. See also the
recent paper [25].
The fact that Theorem 1.4 does not apply to H1 (actually, to H1 × R×R, see the proof
of Lemma 3.2) prevents us from proving the rank-one Theorem 1.1 for G = H1. This does
not follow from [9] either (see Remark 5.6) and, thus, it remains a very interesting open
problem.
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2. Preliminaries on Carnot groups
2.1. Algebraic facts. A Carnot (or stratified) group is a connected, simply connected
and nilpotent Lie group whose Lie algebra g is stratified, i.e., it has a decomposition g =
g1 ⊕ · · · ⊕ gs such that
∀j = 1, . . . , s− 1 gj+1 = [gj , g1], gs 6= {0} and [gs, g] = {0}.
We refer to the integer s as the step of G and to m := dim g1 as its rank; apart from the case
in which G is a Heisenberg group (see Example 2.1), n denotes the topological dimension
of G. The group identity is denoted by 0.
The exponential map exp : g → G is a diffeomorphism and, given a basis X1, . . . , Xn of
g, we often identify G with Rn by means of exponential coordinates:
R
n ∋ x = (x1, . . . , xn)←→ exp (x1X1 + · · ·+ xnXn) ∈ G.
A one-parameter family {δλ}λ>0 of dilations δλ : g→ g is defined by δλ(X) := λ
jX for any
X ∈ gj ; notice that δλµ = δλ ◦ δµ. By composition with exp one can then define a one-
parameter family, for which we use the same symbol δ, of group isomorphisms δλ : G→ G.
Example 2.1. Apart from Euclidean spaces, which are the only commutative Carnot
groups, the most basic examples of Carnot groups are Heisenberg groups. Given an integer
n ≥ 1, the n-th Heisenberg group Hn is the 2n + 1 dimensional Carnot group of step
2 whose Lie algebra is generated by X1, . . . , Xn, Y1, . . . , Yn, T and the only non-vanishing
commutation relations among these generators are given by
[Xj, Yj] = T for any j = 1, . . . , n.
The stratification of the Lie algebra is given by g1 ⊕ g2, where g1 := span{Xj, Yj : j =
1, . . . n} and g2 := span{T}. In exponential coordinates
R
n × Rn × R ∋ (x, y, t)←→ exp(x1X1 + · · ·+ ynYn + tT )
one has
Xj = ∂xj −
yj
2
∂t, Yj = ∂yj +
xj
2
∂t, T = ∂t.
In this paper, given a Carnot group G we will frequently deal with products like G×RN .
Needless to say, this is the Carnot group with algebra g × RN with product defined by
[(X, t), (Y, s)] = ([X, Y ], 0) for any X, Y ∈ g, t, s ∈ RN and whose stratification is given by
(g1 × R
N )⊕ (g2 × {0})⊕ · · · ⊕ (gs × {0}).
Definition 2.2. Let G be a Carnot group with rankm and let 1 ≤ k ≤ m be an integer. We
say that G satisfies the property Ck if the first layer g1 of its Lie algebra has the following
property: for any linear subspace w of g1 of codimension k there exists a commutative
complementary subspace in g1, i.e., a k-dimensional subspace h of g1 such that [h, h] = 0
and g1 = w⊕ h.
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Remark 2.3. According to the terminology of Section 3, a Carnot group has the property
Ck if and only if, for any vertical plane W in G, there exists a complementary homogeneous
subgroup H that is horizontal, i.e., such that H ⊂ exp(g1). Notice also that, in this case,
H is necessarily commutative.
Remark 2.4. The Heisenberg group Hn has the property Ck if and only if 1 ≤ k ≤ n.
All Carnot groups have the property C1. Free Carnot groups (see e.g. [20]) have the
property Ck if and only if k = 1.
A Carnot group of rank m has the property Cm if and only if G is Abelian (i.e., G ≡ R
m).
Remark 2.5. It is an easy exercise to show that, if k ≥ 2 and G has the propery Ck, then
G has also the property Ch for any 1 ≤ h ≤ k.
Lemma 2.6. Let N ≥ 1 be an integer and G be a Carnot group. Then G has the property
Ck if and only if G× R
N has the property Ck.
Proof. It is clearly enough to prove the statement for N = 1.
Assume first that G has the property Ck and let w be a k-codimensional subspace of the
first layer g1×R of the Lie algebra of G×R. We have two cases according to the dimension
of w′ := w ∩ (g1 × {0}):
• if dim w′ = m − k, using the Ck property of G one can find a k-dimensional
commutative subspace h of g1 such that g1 × {0} = w
′ ⊕ (h× {0}). In particular,
g1 × R = w⊕ (h× {0});
• if dim w′ = m+ 1− k, then w = w′ ⊂ g1 × {0} and, by Remark 2.5, one can find a
(k−1)-dimensional commutative subspace h of g1 such that g1×{0} = w⊕(h×{0}).
In particular, g1 × R = w⊕ (h× R).
In both cases we have found a commutative complementary subspace of w.
Assume now that G × R has the property Ck and let w be a k-codimensional linear
subspace of g1. Then w × R is a k-codimensional linear subspace of g1 × R, hence it
admits a k-dimensional commutative complementary subspace h in g1 × R. Denoting by
π : g1 × R→ g1 the canonical projection, it is readily noticed that π(h) is a k-dimensional
commutative subspace of g1 such that g1 = w⊕ π(h). This concludes the proof. 
2.2. Metric facts. Let G be a Carnot group with stratified algebra g = g1 ⊕ · · · ⊕ gs. We
endow g with a positive definite scalar product 〈·, ·〉 such that gi ⊥ gj whenever i 6= j.
We also let | · | := 〈·, ·〉1/2. We fix an orthonormal basis X1, . . . , Xn of g adapted to the
stratification, i.e., such that gj = span{Xmj−1+1, . . . , Xmj} for any j = 1, . . . , s, where
mj := dim(g1) + · · ·+ dim(gj) and m0 := 0 (in particular, m1 = m).
We will frequently use the homogeneous (pseudo-)norm ‖ · ‖ on G defined in this way: if
x = exp(Y1 + · · ·+ Ys) for Yj ∈ gj , then
‖x‖ :=
s∑
j=1
|Yj|
1/j.
Clearly one has ‖δλ(x)‖ = λ‖x‖ for any x ∈ G, λ > 0. Homogeneous pseudo-norms arising
from different choices of the scalar product 〈·, ·〉 on G are equivalent.
The group G is endowed with the Carnot-Carathe´odory (CC) distance d induced by the
family X1, . . . , Xm, as we now introduce. Given an interval I ⊂ R, a Lipschitz curve
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γ : I → G is said to be horizontal if there exist functions h1, . . . , hm ∈ L
∞(I) such that for
a.e. t ∈ I we have
γ˙(t) =
m∑
i=1
hi(t)Xi(γ(t)). (2.1)
Letting |h| := (h21 + . . .+ h
2
m)
1/2, the length of γ is defined as
L(γ) :=
ˆ
I
|h(t)| dt.
It is well-known that for any pair of points x, y ∈ G there exists a horizontal curve joining
x to y. We can therefore define a distance function d letting
d(x, y) := inf
{
L(γ) : γ : [0, T ]→M horizontal with γ(0) = x and γ(T ) = y
}
.
It is also well-known that, for any pair x, y ∈ G, there exists a geodesic joining x and y,
i.e., a horizontal curve γ realizing the infimum in the previous formula. Notice that
d(zx, zy) = d(x, y) and d(δλ(x), δλ(y)) = λd(x, y) ∀ x, y, z ∈ G, λ > 0
and that d(x, y) is equivalent to ‖x−1y‖.
We denote by B(x, r) open balls of center x ∈ G and radius r > 0 with respect to the CC
distance; we also write Br instead of B(0, r), so that B(x, r) = xBr. The diameter diam E
of E ⊂ G and the distance d(E1, E2) between E1, E2 ⊂ G is understood with respect to the
CC distance.
As customary, for E ⊂ G, d > 0 and δ > 0 we set
Hdδ(E) := inf
{
∞∑
i=1
(diam Ei)
d : E ⊂
∞⋃
i=1
Ei, diam Ei < δ
}
Sdδ (E) := inf
{
∞∑
i=1
(diam Bi)
d : Bi are open balls, E ⊂
∞⋃
i=1
Bi, diam Bi < δ
}
and we define the d-dimensional Hausdorff measure and d-dimensional spherical Hausdorff
measure of E respectively as
Hd(E) := lim
δ↓0
Hdδ(E) = sup
δ>0
Hdδ(E)
Sd(E) := lim
δ↓0
Sdδ (E) = sup
δ>0
Sdδ (E).
The Hausdorff dimension of E is inf{d : Hd(E) = 0} = sup{d : Hd(E) = ∞}. It is well-
known that the metric space (G, d) has Hausdorff dimension Q :=
∑s
j=1 j dim gj and that,
in exponential coordinates and up to multiplicative constants, the measures HQ, SQ and
L
n coincide, all of them being Haar measures on G.
3. Intrinsic regular hypersurfaces in Carnot groups
We say that a continuous real function f on an open set Ω ⊂ G is of class C1H if its
horizontal derivatives X1f, . . . , Xmf are continuous in Ω. In this case we write f ∈ C
1
H(Ω)
and we set ∇Hf := (X1f, . . . , Xmf).
A set S ⊂ G is a C1H hypersurface if for any x ∈ S there exist an open neighborhood U
of x and f ∈ C1H(U) such that
S ∩ U = {y ∈ U : f(y) = 0} and ∇Hf 6= 0 on U.
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In this case, we define the horizontal normal to x as νS(x) :=
∇Hf(x)
|∇Hf(x)|
∈ Rm. The normal
νS(x) = ((νS(x))1, . . . , (νS(x))m) is defined up to sign and it can be canonically identified
with a horizontal vector at x by
νS(x) = (νS(x))1X1(x) + · · ·+ (νS(x))mXm(x).
A C1H hypersurface has locally finiteH
Q−1-measure, see e.g. [32] and the references therein.1
The hyperplane νS(x)
⊥ in g is a Lie subalgebra. The associated subgroup TxS :=
exp(νS(x)
⊥) is called tangent subgroup to S at x: we point out the well-known property
that
∀ ε > 0 ∃ r¯ = r¯(x, ε) > 0 such that ∀ r ∈ (0, r¯) (x−1S) ∩Br ⊂ (TxS)εr ∩ Br, (3.2)
where for E ⊂ G and δ > 0 we denote by Eδ the δ-neighborhood ofE. A proof of (3.2), using
the fact that in exponential coordinates TxS = {(ξ, η) ∈ R
n = Rm × Rn−m : ξ ⊥ νS(x)}, is
implicitly contained in the proof of Lemma A.4. Notice also that
TxS = exp({X ∈ g1 : Xf(x) = 0} ⊕ g2 · · · ⊕ gs);
in particular, while νS(x) depends on the scalar product 〈·, ·〉 on g, the subgroup TxS is
intrinsic.
The tangent group TxS is a vertical plane of codimension 1 (or vertical hyperplane),
where we say that W ⊂ G is a vertical plane of codimension k, 1 ≤ k ≤ m, if W =
exp(w⊕g2⊕· · ·⊕gs) for some linear subspace w of g1 of codimension k (possibly w = {0}).
Such a W is a homogeneous normal subgroup of G of topological dimension n − k and
Hausdorff dimension Q− k. The intersection of vertical planes is always a vertical plane.
The following simple lemma will be used in the proof of Lemma 3.2.
Lemma 3.1. Let W ⊂ G be a vertical plane of codimension k and let x ∈ W, r > 0
and ε ∈ (0, 1) be fixed. Then, the set W ∩ B(x, r) can be covered by a family of balls
{B(yℓ, εr)}ℓ∈L of radius εr with cardinality #L ≤ (4/ε)
Q−k.
Proof. By dilation and translation invariance, it is not restrictive to assume that x = 0
and r = 1. Let {yℓ}ℓ∈L be a maximal family of points of W ∩ B(0, 1) such that the balls
B(yℓ, ε/2) are pairwise disjoint; working by contradiction, it can be easily seen that the
family {B(yℓ, ε)}ℓ∈L covers W ∩B(0, 1). The measure H
Q−k is locally finite on W (see e.g.
[23, 27, 26]), is left-invariant and it is (Q − k)-homogeneous with respect to dilations. In
particular, setting M := HQ−k(W ∩ B(0, 1)), we have(ε
2
)Q−k
M #L =
∑
ℓ∈L
HQ−k(W ∩ B(yℓ, ε/2)) ≤ H
Q−k(W ∩B(0, 2)) = 2Q−kM,
which proves the claim. 
A key tool in the proof of the rank-one Theorem 1.1 is the following Lemma 3.2 which,
in turn, uses Theorem 1.4, whose proof is instead postponed to Appendix A. We denote by
π : G× R→ G the canonical projection π(x, t) = x.
1Actually, this also follows from Theorem 1.4 with k = 1.
8 DON, MASSACCESI, AND VITTONE
Lemma 3.2. Let G be a Carnot group satisfying property C2. Let Σ1,Σ2 be C
1
H hypersur-
faces in G× R with unit normals νΣ1, νΣ2. Then, the set
R :=
p ∈ Σ1 : ∃ q ∈ Σ2 such that
π(q) = π(p),
(νΣ1(p))m+1 = (νΣ2(q))m+1 = 0,
νΣ1(p) 6= ±νΣ2(q)

is HQ-negligible.
Proof. Let us consider the distances dG×R and dG×R×R on (respectively) G×R and G×R×R
defined by
dG×R((x, t), (x
′, t′)) := d(x, x′) + |t− t′| ∀ x, x′ ∈ G, t, t′ ∈ R
dG×R×R((x, t, s), (x
′, t′, s′)) := d(x, x′) + |t− t′|+ |s− s′| ∀ x, x′ ∈ G, t, t′, s, s′ ∈ R,
where d is the Carnot-Carathe´odory distance on G. Such distances are left-invariant and
homogeneous, hence they are equivalent to the Carnot-Carathe´odory distances on G × R
and G × R × R; in particular, it is enough to prove the statement when the Hausdorff
measure HQ is the one induced by dG×R on G × R. We use the same notation B(a, r) for
balls of radius r > 0 in either G,G×R or G×R×R, according to which group the center
a belongs to.
The sets
Σ˜1 := {(x, t, s) ∈ G× R× R : (x, t) ∈ Σ1, s ∈ R}
Σ˜2 := {(x, t, s) ∈ G× R× R : (x, s) ∈ Σ2, t ∈ R}
are clearly C1H hypersurfaces in G× R× R and, moreover,
νΣ˜1(x, t, s) =
(
(νΣ1(x, t))1, . . . , (νΣ1(x, t))m, (νΣ1(x, t))m+1, 0
)
νΣ˜2(x, t, s) =
(
(νΣ2(x, s))1, . . . , (νΣ2(x, s))m, 0 , (νΣ2(x, s))m+1
)
.
Let us define
R˜ :={P ∈ Σ˜1 ∩ Σ˜2 : (νΣ˜1(P ))m+1 = (νΣ˜2(P ))m+2 = 0 and νΣ˜1(P ) 6= ±νΣ˜2(P )}
={(x, t, s) ∈ Σ˜1 ∩ Σ˜2 : (νΣ1(x, t))m+1 = (νΣ2(x, s))m+1 = 0 and νΣ1(x, t) 6= ±νΣ2(x, s)}.
By construction we have π˜(R˜) = R, where π˜ : G×R×R→ G×R is the group homomor-
phism defined by π˜(x, t, s) := (x, t); moreover the measure HQ R˜ is σ-finite by Theorem
1.4 (notice that we are also using Lemma 2.6). We are going to show that HQ(π˜(T )) = 0
for any fixed T ⊂ R˜ such that SQ(T ) <∞; this is clearly enough to conclude.
For any P ∈ T and i = 1, 2, the tangent space TP Σ˜i equals Wi × R × R for a suitable
vertical hyperplane Wi of G. In particular, setting W = W(P ) := W1 ∩W2, we have by
(3.2) that for any P ∈ T and any ε ∈ (0, 1) there exists r¯ = r¯(ε, P ) > 0 such that
(P−1T ) ∩ B(0, r) ⊂(W× R× R)εr ∩B(0, r)
=(Wεr × R× R) ∩B(0, r) for any r ∈ (0, r¯).
(3.3)
Notice also that W is a vertical plane of codimension 2 in G. Let ε > 0 be fixed and set
Tj := {P ∈ T : r¯(ε, P ) ≥
1
j
}, j = 1, 2, . . .
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Since Tj ↑ T , the proof will be accomplished by showing that for any fixed j
HQ(π˜(Tj)) < Cε, (3.4)
where C > 0 is a constant that will be determined in the sequel.
Let us prove (3.4). Fix δ ∈ (0, 1
j
); since HQ(Tj) ≤ H
Q(T ) < +∞, one can find a
(countable or finite) family {B(P˜i, ri/2)}i of balls in G× R× R such that 0 < ri < δ,
Tj ⊂
⋃
i
B(P˜i, ri/2) and
∑
i
(ri/2)
Q ≤
∑
i
(diam B(P˜i, ri/2))
Q ≤ C1
where C1 := H
Q(T ) + 1. We can also assume that Tj ∩ B(P˜i, ri/2) is non-empty for any
i. Choosing Pi ∈ Tj ∩ B(P˜i, ri/2), for any i the balls B(Pi, ri) have then the following
properties:
Pi ∈ Tj, 0 < ri < δ, Tj ⊂
⋃
i
B(Pi, ri) and
∑
i
rQi ≤ 2
QC1. (3.5)
Setting Wi := W(Pi), by (3.3) we have
(P−1i Tj) ∩B(0, ri) ⊂((Wi)εri × R× R) ∩ B(0, ri)
=((Wi)εri ∩B(0, ri))× (−ri, ri)× (−ri, ri).
(3.6)
By Lemma 3.1, for any i we can find a family of balls {B(yi,ℓ, εri)}ℓ∈Li such that
∀ ℓ ∈ Li yi,ℓ ∈Wi, #Li ≤ (8/ε)
Q−2 and Wi ∩ B(0, 2ri) ⊂
⋃
ℓ∈Li
B(yi,ℓ, εri).
In particular
(Wi)εri ∩B(0, ri) ⊂ (Wi ∩ B(0, ri + εri))εri ⊂
⋃
ℓ∈Li
B(yi,ℓ, 2εri). (3.7)
Let us also fix points {τk}k∈Ki ⊂ (−ri, ri) such that #Ki ≤ 2ε
−1 and
(−ri, ri) ⊂
⋃
k∈Ki
(τk − 2εri, τk + 2εri) (3.8)
By (3.6), (3.7) and (3.8) we get
(P−1i Tj) ∩B(0, ri) ⊂
⋃
ℓ∈Li
k,h∈Ki
B(yi,ℓ, 2εri)× (τk − 2εri, τk + 2εri)× (τh − 2εri, τh + 2εri).
For any ℓ ∈ Li and k, h, h
′ ∈ Ki one has
π˜
(
B(yi,ℓ, 2εri)× (τk − 2εri, τk + 2εri)× (τh − 2εri, τh + 2εri)
)
= π˜
(
B(yi,ℓ, 2εri)× (τk − 2εri, τk + 2εri)× (τh′ − 2εri, τh′ + 2εri)
)
=B(yi,ℓ, 2εri)× (τk − 2εri, τk + 2εri)
=B((yi,ℓ, τk), 2εri)
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which, using (3.5), implies that
π˜(Tj) ⊂
⋃
i
π˜
(
Tj ∩ B(Pi, ri)
)
⊂
⋃
i
⋃
ℓ∈Li
k,h∈Ki
π˜
(
Pi(B(yi,ℓ, 2εri)× (τk − 2εri, τk + 2εri)× (τh − 2εri, τh + 2εri))
)
=
⋃
i
⋃
ℓ∈Li
k∈Ki
π˜(Pi)B((yi,ℓ, τk), 2εri)
=
⋃
i
⋃
ℓ∈Li
k∈Ki
B(piℓk, 2εri)
where piℓk := π˜(Pi)(yi,ℓ, τk) ∈ G× R. Using again (3.5) we obtain that
HQ2εδ(Tj) ≤
∑
i
#Li #Ki (4εri)
Q ≤
∑
i
25Q−5εrQi ≤ 2
6Q−5C1ε
which, by the arbitrariness of δ ∈ (0, 1
j
), gives the claim (3.4). 
4. Functions with bounded H-variation and subgraphs
Let X = (X1, . . . , Xm) be an m-tuple of linearly independent vector fields in R
n; for
i = 1, . . . , m and j = 1, . . . , n we consider smooth functions aij such that
Xi(x) =
n∑
j=1
aij(x)∂xj .
The model case is of course that of a Carnot group G ≡ Rn endowed with a left-invariant
basis X1, . . . , Xm of the first layer g1 in the Lie algebra stratification; in the present section,
however, we work in higher generality.
One of the main purposes of this paper is the study of functions with bounded H-variation
([6, 13]), that we are going to introduce only very briefly. In this section, Ω is an open subset
of Rn and, given ϕ ∈ C1(Ω,Rm), we let divXϕ :=
∑m
i=1X
∗
i ϕi where X
∗
i denotes the formal
adjoint operator of the vector field Xi. Given a R
m-valued function f on Ω and a Rm-valued
measure µ on Ω we use the compact notation
´
Ω
f ·dµ for the sum
´
Ω
f1 dµ1+· · ·+
´
Ω
fm dµm.
Definition 4.1. We say that u ∈ L1loc(Ω) is a function of locally bounded H-variation in
Ω, and we write u ∈ BVH,loc(Ω), if there exists a vector valued Radon measure DHu =
(DX1u, . . . , DXmu) with locally finite total variation such that for every ϕ ∈ C
1
c (Ω;R
m) we
have ˆ
Ω
ϕ · dDHu = −
ˆ
Ω
u divXϕdL
n. (4.9)
Moreover, if u ∈ L1(Ω), we say that u has bounded H-variation in Ω (u ∈ BVH(Ω)) if DHu
has finite total variation |DHu| on Ω.
We say that E ⊂ Ω has finite H-perimeter in Ω if its characteristic function χE belongs to
BVH(Ω).
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We recall that the total variation |µ| of a Rd-valued measure µ = (µ1, . . . , µd) is defined
for Borel sets B as
|µ|(B) := sup
{
∞∑
ℓ=1
|µ(Bℓ)| : (Bℓ)ℓ disjoint Borel subsets of B
}
=sup
{ˆ
B
ϕ · dµ : ϕ :B → Rd Borel function, |ϕ| ≤ 1
}
.
If A ⋐ Ω is open and u ∈ BVH,loc(Ω), one can easily prove that
|DHu|(A) = sup
{ˆ
A
u divXϕdL
n : ϕ ∈ C1c (A;R
m), |ϕ| ≤ 1
}
;
actually, u ∈ BVH(A) if and only if the supremum on the right-hand side is finite. The
total variation is lower-semicontinuous with respect to the L1loc convergence; moreover (see
[17, 13]), for any u ∈ BVH(Ω) there exists a sequence (uh)h in C
∞(Ω) ∩BVH(Ω) such that
uh → u in L
1(Ω)
|DHuh|(Ω)→ |DHu|(Ω)
|DXiuh|(Ω)→ |DXiu|(Ω) ∀ i = 1, . . . , m
|(DHuh,L
n)|(Ω)→ |(DHu,L
n)|(Ω).
(4.10)
The aim of this section is the study of the relations occurring between a function u ∈
BVH(Ω) and its subgraph
Eu := {(x, t) ∈ Ω× R : t < u(x)} ⊂ Ω× R.
We introduce the family X˜ = (X˜1, . . . , X˜m+1) of linearly independent vector fields in R
n+1
defined for (x, t) ∈ Rn × R by
X˜i(x, t) := (Xi(x), 0) ∈ R
n+1 ≡ Rn × R if i = 1, . . . , m
X˜m+1(x, t) := ∂t.
If U ⊂ Rn+1 is open and u ∈ BVH,loc(U) with respect to the family X˜ we write DH˜u :=
(DX˜1u, . . . , DX˜m+1u).
The following result is the natural generalization of some classical facts about Euclidean
functions of bounded variation, see e.g. [18, Section 4.1.5]. We denote by π : Rn+1 → Rn
the canonical projection π(x, t) = x; π# denotes the associated push-forward of measures.
Theorem 4.2. Suppose Ω is bounded in Rn and let u ∈ L1(Ω). Then u belongs to BVH(Ω)
if and only if its subgraph Eu has finite H-perimeter (with respect to the family X˜) in Ω×R.
Moreover, writing D′
H˜
χEu := (DX˜1χEu , . . . , DX˜mχEu), then the following statements hold:
(i) π#DX˜iχEu = DXiu for any i = 1, . . . , m;
(ii) π#∂tχEu = −L
n;
(iii) π#|DX˜iχEu | = |DXiu| for any i = 1, . . . , m;
(iv) π#|∂tχEu | = L
n;
(v) π#|D
′
H˜
χEu | = |DHu|.
(vi) π#|DH˜χEu | = |(DHu,−L
n)|.
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Proof. Suppose first that χEu ∈ BVH(Ω×R) with respect to the family X˜. We need to fix
a sequence (gh)h in C
∞
c (R) such that gh is even, gh ≡ 1 on [0, h], gh ≡ 0 on [h + 1,+∞)
and
´
R
gh(t)dt = 2h + 1. Let ϕ ∈ C
1
c (Ω,R
m) with |ϕ| ≤ 1 be fixed. By the Dominated
Convergence Theorem we haveˆ
Ω×R
ϕ(x) · d(D′
H˜
χEu)(x, t) = lim
h→+∞
ˆ
Ω×R
gh(t)ϕ(x) · d(D
′
H˜
χEu)(x, t)
= − lim
h→+∞
ˆ
Ω×R
χEu(x, t)gh(t)divXϕ(x)dL
n+1(x, t)
= − lim
h→+∞
ˆ
Ω
(ˆ u(x)
−∞
gh(t)dt
)
divXϕ(x)dL
n(x).
For every z ∈ R and every h ∈ N we haveˆ z
−∞
gh(t)dt ≤ |z|+ h+
1
2
and lim
h→+∞
(ˆ z
−∞
gh(t)dt− h−
1
2
)
= z;
using the fact that
´
Ω
divXϕ(x)dL
n(x) = 0, by the Dominated Convergence Theorem we
obtainˆ
Ω×R
ϕ(x) · d(D′
H˜
χEu)(x, t) = − lim
h→+∞
ˆ
Ω
(ˆ u(x)
−∞
gh(t)dt− h−
1
2
)
divXϕ(x)dL
n(x)
= −
ˆ
Ω
u(x)divXϕ(x)dL
n(x)
=
ˆ
Ω
ϕ(x) · d(DHu)(x).
(4.11)
In particular, u ∈ BVH(Ω) and, for any open set A ⊂ Ω,
|DHu|(A) ≤ |D
′
H˜
χEu |(A× R)
|DXiu|(A) ≤ |DX˜iχEu |(A× R) for any i = 1, . . . , m.
(4.12)
Before passing to the reverse implication we observe two facts. First, for any ϕ ∈ C1c (Ω)
one hasˆ
Ω×R
ϕ(x)d (∂tχEu) (x, t) = lim
h→+∞
ˆ
Ω×R
ϕ(x)gh(t)d (∂tχEu) (x, t)
= − lim
h→+∞
ˆ
Ω×R
ϕ(x)g′h(t)χEu(x, t)dL
n+1(x, t)
= − lim
h→+∞
ˆ
Ω
ϕ(x)
(ˆ u(x)
−∞
g′h(t)dt
)
dL n(x)
= − lim
h→+∞
ˆ
Ω
ϕ(x)gh(u(x))dL
n(x)
= −
ˆ
Ω
ϕdL n
(4.13)
whence, for any open set A ⊂ Ω,
L
n(A) ≤ |∂tχEu |(A× R). (4.14)
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Second, if ϕ ∈ C1c (Ω,R
m+1) one has by (4.11) and (4.13)ˆ
Ω×R
ϕ(x) · d(DH˜χEu)(x, t) =
ˆ
Ω
ϕ(x) · d(DHu,−L
n)(x)
which gives for any open set A ⊂ Ω
|(DHu,−L
n)|(A) ≤ |DH˜χEu |(A× R). (4.15)
Suppose now that u ∈ BVH(Ω). Let A ⊂ Ω be open and let ϕ ∈ C
1
c (A × R) and
i = 1, . . . , m be fixed. Let (uh)h be a sequence in C
∞(A) ∩BVH(A) satisfying (4.10) (with
A in place of Ω); thenˆ
A×R
ϕ d(DX˜iχEuh )
= −
ˆ
A×R
χEuh (x, t)X˜
∗
i ϕ(x, t)dL
n+1(x, t)
= −
ˆ
A
(ˆ uh(x)
−∞
n∑
j=1
∂xj (aij(x)ϕ(x, t)) dt
)
dL n(x)
= −
ˆ
A
(
n∑
j=1
∂xj
ˆ uh(x)
−∞
aij(x)ϕ(x, t)dt−
n∑
j=1
aij(x)ϕ(x, uh(x))∂xjuh(x)
)
dL n(x)
=
ˆ
A
ϕ(x, uh(x))Xiuh(x)dL
n(x),
(4.16)
where we used the fact that x 7→ aij(x)
´ uh(x)
−∞
ϕ(x, t)dt is in C1c (A). In a similar way
ˆ
A×R
ϕ d
(
∂tχEuh
)
= −
ˆ
A
(ˆ uh(x)
−∞
∂tϕ(x, t)dt
)
dL n(x)
= −
ˆ
A
ϕ(x, uh(x))dL
n(x)
(4.17)
Formulas (4.16) and (4.17) imply that for any ϕ ∈ C1c (A× R,R
m+1)ˆ
A×R
ϕ · d(DH˜χEuh ) =
ˆ
A
ϕ(x, uh(x)) · d(DHuh,−L
n)(x)
Since χEuh → χEu in L
1(A× R) we obtain
|DH˜χEu |(A× R) ≤ lim infh→+∞
|DH˜χEuh |(A× R) ≤ limh→+∞
|(DHuh,−L
n)|(A)
=|(DHu,−L
n)|(A) < +∞,
(4.18)
which proves that χEu ∈ BVH˜(Ω × R), as desired. Notice that, using the lower semiconti-
nuity in a similar way, one also gets
|D′
H˜
χEu |(A× R) ≤ |DHu|(A)
|DX˜iχEu|(A× R) ≤ |DXiu|(A) for any i = 1, . . . , m
|∂tχEu |(A× R) ≤ L
n(A) < +∞.
(4.19)
Eventually, statements (i) and (ii) follow from (4.11) and (4.13), while statements (iii)–
(vi) are consequences of formulas (4.12), (4.14), (4.15), (4.18) and (4.19). 
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Let us introduce some further notation. For u ∈ BVH,loc(Ω) we decompose its distribu-
tional horizontal derivatives as DHu = D
a
Hu +D
s
Hu, where D
a
Hu is absolutely continuous
with respect to L n and DsHu is singular with respect to L
n. We also write DaHu = XuL
n
for some function Xu ∈ L1loc(Ω,R
m).
We also consider the polar decomposition DHu = σu|DHu|, where σu : Ω → S
m−1 is a
|DHu|-measurable function. In case u = χE is the characteristic function of a set E ⊂ Ω×R
of locally finite H˜-perimeter in Ω×R we write DH˜χE = νE |DH˜χE| for some Borel function
νE = ((νE)1, . . . , (νE)m+1) called horizontal inner normal to E.
The following result is basically a consequence of Theorem 4.2.
Theorem 4.3. Let u ∈ BVH(Ω) and define
S := {(x, t) ∈ Ω× R : (νEu)m+1(x, t) = 0}
T := {(x, t) ∈ Ω× R : (νEu)m+1(x, t) 6= 0} .
Then, the following identities hold
νEu(x, t) = (σu(x), 0) for |DH˜χEu |-a.e. (x, t) ∈ S; (4.20)
νEu(x, t) =
(Xu(x),−1)√
1 + |Xu(x)|2
for |DH˜χEu |-a.e. (x, t) ∈ T ; (4.21)
π#(DH˜χEu S) = (D
s
Hu, 0); (4.22)
π#(DH˜χEu T ) = (D
a
Hu,−L
n). (4.23)
Proof. Thanks to Theorem 4.2 (vi) we can disintegrate the measure |DH˜χEu | with respect
to |(DHu,−L
n)| (see e.g. [3, Theorem 2.28]): for every x ∈ Ω there exists a probability
measure µx on R such that for every Borel function g ∈ L
1(Ω× R, |DH˜χEu |)ˆ
Ω×R
g(x, t)d|DH˜χEu |(x, t) =
ˆ
Ω
(ˆ
R
g(x, t)dµx(t)
)
d|(DHu,−L
n)|(x).
It follows that for any Borel function ϕ : Ω→ Rˆ
Ω
ϕ(x)d(DHu,−L
n)(x) =
ˆ
Ω
ϕ(x)dπ#(νEu|DH˜χEu |)(x)
=
ˆ
Ω×R
ϕ(x)νEu(x, t)d|DH˜χEu |(x, t)
=
ˆ
Ω
ϕ(x)
(ˆ
R
νEu(x, t)dµx(u)
)
d|(DHu,−L
n)|(x).
(4.24)
Since DaHu and D
s
Hu are mutually singular we have
|(DHu,−L
n)| = |(DaHu,−L
n)|+ |(DsHu, 0)| =
√
1 + |Xu|2L n + |DsHu|
and (4.24) givesˆ
Ω
ϕ d
(
(Xu,−1)L n + (σu, 0)|D
s
Hu|
)
(4.25)
=
ˆ
Ω
ϕ(x)
(ˆ
R
νEu(x, t)dµx(t)
)
d
(√
1 + |Xu|2L n + |DsHu|
)
(x). (4.26)
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Denote by I a subset of Ω such that L n(I) = 0 and |DsHu|(Ω \ I) = 0. Considering Borel
test functions ϕ such that ϕ = 0 in Ω \ I, we deduce that for |DsHu|-a.e. x ∈ I one has
(σu(x), 0) =
ˆ
R
νEu(x, t)dµx(t).
Taking on both sides the scalar product with (σu(x), 0) we get〈
(σu(x), 0),
ˆ
R
νEu(x, t)dµx(t)
〉
= 1,
and, since µx(R) = 1 and (for |(DHu,−L
n)|-a.e. x ∈ Ω) |νEu(x, t)| = 1 for µx-a.e. t, we
deduce that
νEu(x, t) = (σu(x), 0) for |D
s
Hu|-a.e. x ∈ I and µx-a.e. t ∈ R,
i.e.,
νEu(x, t) = (σu(x), 0) for |DH˜χEu |-a.e. (x, t) ∈ I × R. (4.27)
Taking into account again (4.25) and letting ϕ be such that ϕ = 0 on I we instead obtainˆ
Ω
ϕ
(Xu,−1)√
1 + |Xu|2
√
1 + |Xu|2dL n
=
ˆ
Ω
ϕ(x)
(ˆ
R
νEu(x, t)dµx(t)
)√
1 + |Xu(x)|2dL n(x)
Consequently, for L n-a.e. x ∈ Ω \ I we haveˆ
R
νEu(x, t)dµx(t) =
(Xu(x),−1)√
1 + |Xu(x)|2
.
Reasoning as before we deduce that
νEu(x, t) =
(Xu(x),−1)√
1 + |Xu(x)|2
for L n-a.e. x ∈ Ω \ I and µx-a.e. t ∈ R,
or equivalently
νEu(x, t) =
(Xu(x),−1)√
1 + |Xu(x)|2
for |DH˜χEu |-a.e. (x, t) ∈ (Ω \ I)× R. (4.28)
Formula (4.27) implies that |DH˜χEu |-a.e. (x, t) ∈ I×R belongs to S and that |DH˜χEu |-a.e.
(x, t) ∈ T belongs to (Ω\I)×R. Similarly, (4.28) says that |DH˜χEu |-a.e. (x, t) ∈ (Ω\I)×R
belongs to T and that |DH˜χEu |-a.e. (x, t) ∈ S belongs to I×R. Since S and T are disjoint,
this is enough to conclude (4.20) and (4.21). Statement (4.22) now easily follows because
π#(DH˜χEu S) = π#(νEu|DH˜χEu | (I × R)) = (σu, 0)|(DHu,−L
n)| I = (DsHu, 0)
Similarly, one has
π#(DH˜χEu T ) =π#(νEu |DH˜χEu | ((Ω \ I)× R))
=
(Xu,−1)√
1 + |Xu|2
|(DHu,−L
n)| (Ω \ I) = (Xu,−1)L n,
which gives (4.23). 
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5. The rank-one theorem for BVH functions in Carnot groups
We now use the results of the previous section in the setting of a Carnot group G. We
utilize the notation of Section 2; in particular, we identify G ≡ Rn by exponential coordi-
nates and a left-invariant basis X1, . . . , Xm of g1 is fixed. The vector fields X˜1, . . . , X˜m+1
on G × R are defined as in the previous section; notice that they form a basis of the first
layer of the Lie algebra of G× R. The homogeneous dimension of G× R is Q + 1.
A set R ⊂ G is H-rectifiable if HQ−1(R) < ∞ and there exists a (finite or countable)
family (Σi)i of C
1
H hypersurfaces in G such that
HQ−1
(
R \
⋃
i
Σi
)
= 0.
We define the horizontal normal νR to R as
νR(x) := νΣi(x) if x ∈ R ∩ Σi \ ∪j<iΣj .
The normal νR is well-defined (up to sign) H
Q−1-a.e. on R.2
Definition 5.1. We say that a Carnot group G satisfies property R if the following holds.
For any bounded open set Ω ⊂ G and any u ∈ BVH(Ω), the distributional X˜-derivatives
DH˜χEu of the characteristic function of the subgraph Eu of u can be represented as
DH˜χEu = ν∂∗HEuθS
Q ∂∗HEu (5.29)
for some H-rectifiable set ∂∗HEu in Ω×R and some positive density θ ∈ L
1(∂∗HEu,S
Q). We
call ∂∗HEu the H-reduced boundary of Eu.
Notice that, in Definition 5.1, the measure DH˜χEu has finite total variation by Theorem
4.2.
Remark 5.2. In view of Theorem 1.3, for the validity of property R in G it is enough
that a rectifiability theorem holds for sets with finite H-perimeter in G × R; namely, it
suffices that any set E with finite H-perimeter in G×R satisfies DH˜χE = ν∂∗HEθS
Q ∂∗HE
for some H-rectifiable set ∂∗HE and some positive density θ ∈ L
1(∂∗HE,S
Q). We conjecture
that this, in turn, is equivalent to the validity of a rectifiability theorem for sets with
finite H-perimeter in G; in particular, we conjecture that property R is equivalent to the
rectifiability theorem in G.
Remark 5.3. If G is a Carnot group of step 2, then G satisfies property R: this follows
from the fact that G× R is also a step 2 Carnot group and that the rectifiability theorem
holds in any step 2 Carnot group, see [15].
Remark 5.4. If (5.29) holds, then
|DH˜χEu | = θS
Q ∂∗HEu and νEu = ν∂∗HEu S
Q-a.e. on ∂∗HEu.
2The key property to prove this assertion is that the set of points where two C1H hypersurfaces intersect
transversally is HQ−1-negligible: this fact holds true in any equiregular Carnot-Carathe´odory space, see e.g.
[10]. Actually, in view of Theorem 1.1 we could restrict to the setting of Carnot groups satisfying property
C2, where the claim follows from Theorem 1.4.
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Proof of Theorem 1.1. Without loss of generality one can assume that u = (u1, . . . , ud) ∈
BVH(Ω,R
d). It is not restrictive to assume that Ω is bounded. For any i = 1, . . . , d we
write DsHui = σi|D
s
Hui| for a |D
s
Hui|-measurable map σi : Ω → S
m−1; notice that, using
the notation of Section 4, the equality σi = σui holds |D
sui|-almost everywhere. We also
let Ei := {(x, t) ∈ Ω × R : t < ui(x)} be the subgraph of ui, that has finite H-perimeter
in Ω × R by Theorem 4.2. Denoting by ∂∗HEi the H-reduced boundary of Ei and writing
νi = νEi for the measure theoretic inner normal to Ei, we have by Theorem 4.3 and Remark
5.4 that
|DsHui| = π#(θiS
Q Si) for some positive θi ∈ L
1(∂∗HEi,S
Q),
where Si :=
{
p ∈ ∂∗HEi : (νi(p))m+1 = 0
}
and π# denotes push-forward of measures through
the projection π defined by G× R ∋ (x, t) 7→ x ∈ G. By rectifiability, we can assume that
∂∗HEi is contained in the union ∪ℓ∈NΣ
i
ℓ of C
1
H hypersurfaces Σ
i
ℓ in G× R.
Using Theorem 4.3, Remark 5.4 and Lemma 3.2 the following properties hold for SQ-a.e.
p ∈ S1 ∪ · · · ∪ Sd:
if p ∈ Si, then νi(p) = (σi(π(p)), 0) (5.30)
if p ∈ Σiℓ, then νi(p) = ±νΣiℓ(p) (5.31)
if p ∈ Σiℓ and ∃ q ∈ Sj ∩ Σ
j
k ∩ π
−1(π(p)), then νΣi
ℓ
(p) = ±νΣj
k
(q). (5.32)
Up to modifying each Si on a S
Q-negligible set and each σi on a |D
s
Hui|-negligible set, we
can assume that (5.30), (5.31) and (5.32) hold for any p ∈ S1 ∪ · · · ∪ Sd and that, for any
i = 1, . . . , d, σi = 0 on Ω \ π(Si).
Since DsHu = (σ1|D
s
Hu1|, . . . , σd|D
s
Hud|) and |D
s
Hu| is concentrated on π(S1)∪· · ·∪π(Sm),
it is enough to prove that the matrix-valued function (σ1, . . . , σm) has rank 1 on π(S1) ∪
· · · ∪ π(Sm). This follows if we prove that the implication
i, j ∈ {1, . . . , d}, i 6= j, x ∈ π(Si) =⇒ σj(x) ∈ {0, σi(x),−σi(x)}
holds. If i, j, x are as above and x /∈ π(Sj), then σj(x) = 0. Otherwise, x ∈ π(Si) ∩ π(Sj),
i.e., there exist p ∈ Si and ℓ ∈ N such that π(p) = x and σi(x) = ±νΣi
ℓ
(p) and there
exist q ∈ Sj and k ∈ N such that π(q) = x and σj(x) = ±νΣj
k
(p). By (5.32) we obtain
σj(x) = ±σi(x), as wished. 
Remark 5.5. As an easy consequence of Remark 2.4 and Remark 5.3, Theorem 1.1 holds
for the Heisenberg group Hn provided n ≥ 2. This result does not directly follow from [9],
as we now briefly explain using the notation of Example 2.1 and restricting for simplicity
to n = 2, the general case n ≥ 2 being a straightforward generalization.
Let u ∈ BVH(Ω,R
m) for some open set Ω ⊂ H2. It can be easily seen that the matrix-
valued measure (µ1, µ2, µ3, µ4) := DHu = (X1u,X2u, Y1u, Y2u) satisfies the equations
A µ :=

X1µ2 −X2µ1
Y1µ4 − Y2µ3
X1µ4 − Y2µ1
Y1µ2 −X2µ3
X1µ3 − Y1µ1 + Y2µ2 −X2µ4
 = 0
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in the sense of distributions. Write the first-order differential operator A (the horizontal
curl in H2, see [5, Example 3.12]) in the form
A = A1∂x1 + A2∂x2 + A3∂y1 + A4∂y2 + A5∂t
for suitable Aj = Aj(x, y, t) and consider the wave cone ΛA (x, y, t) (see [9]) associated with
A
ΛA (x, y, t) :=
⋃
ξ∈R5\{0}
kerAx,y,t(ξ), where Ax,y,t(ξ) := 2πi
5∑
j=1
Aj(x, y, t)ξj.
One can readily check that
Ax,y,t(ξ) = 0 for ξ := (
y
2
,−x
2
, 1) ∈ R5 \ {0},
i.e., the wave cone ΛA (x, y, t) is the full space for any (x, y, t) ∈ H
2. In particular, [9,
Theorem 1.1] gives no information on the polar decomposition of DsHu.
Remark 5.6. The rank-one property forBV functions in the first Heisenberg group remains
a very interesting open question, since it does not follow either from Theorem 1.1 (because
property C2 fails for H
1) or from [9, Theorem 1.1], as we now explain.
Let u ∈ BVH(Ω,R
m) for some open set Ω ⊂ H1; we use again the notation of Example
2.1 and we set p = (x, y, t) ∈ H1 ≡ R3. One can check that (µ1, µ2) := DHu = (Xu, Y u)
satisfies
A µ :=
(
YXµ1 − 2XY µ1 +XXµ2
Y Y µ1 − 2YXµ2 +XY µ2,
)
= 0
in the sense of distributions. Now A (the horizontal curl in H1, see [5, Example 3.11]) is a
second-order differential operator that one can write as
A =
∑
|α|=2
Aα(p)∂
α,
where α ∈ N3 is a multi-index and ∂α = ∂α1x ∂
α2
y ∂
α3
t . As before, one can define the wave
cone
ΛA (p) =
⋃
ξ∈R3\{0}
kerAp(ξ), where Ap(ξ) = (2πi)
2
∑
|α|=2
Aα(p)ξ
α.
Again, one has
Ap(ξ) = 0 for ξ := (
y
2
,−x
2
, 1) ∈ R3 \ {0}
and the wave cone ΛA (x, y, t) is the full space.
Appendix A. Intersection of regular hypersurfaces vs. intrinsic Lipschitz
graphs
A.1. Intrinsic Lipschitz graphs. We follow [12]. Let W,H be homogeneous (i.e., in-
variant under dilations) complementary subgroups of G, i.e., such that W ∩ H = {0} and
G = WH. In particular, for any x ∈ G there exist unique xW ∈ W and xH ∈ H such
that x = xWxH. Recall (see e.g. [12, Remark 2.3]) that any homogeneous subgroup W
is stratified, that is, its Lie algebra w is a subalgebra of g and w = w1 ⊕ · · · ⊕ ws where
wi = w ∩ gi. Moreover, the metric (Hausdorff) dimension of W is QW :=
∑s
i=1 i dimwi.
The intrinsic graph of a function φ : W→ H is defined by
gr φ := {wφ(w) : w ∈W}.
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We introduce the homogeneous cones CW,H(x, α) of center x ∈ G and aperture α > 0 as
CW,H(x, α) := xCW,H(0, α) where CW,H(0, α) := {y ∈ G : ‖xW‖ ≤ α‖xH‖}.
Definition A.1. A function φ : W → H is intrinsic Lipschitz if there exists α > 0 such
that
∀ x ∈ gr φ gr φ ∩ CW,H(x, α) = {x}.
We say that S ⊂ G is an intrinsic Lipschitz graph if there exists an intrinsic Lipschitz map
φ : W→ H such that S = gr φ.
Remark A.2. We will later use the following equivalent definition of intrinsic Lipschitz
continuity: φ : W→ H is intrinsic Lipschitz if and only if there exists β > 0 such that
∀ x ∈ gr φ gr φ ∩D(x,H, β) = {x}
where the homogeneous cone D(x,H, β) is defined by
D(x,H, β) := xD(H, β) and D(H, β) :=
⋃
h∈H
B(h, βd(h, 0)).
Indeed, it is enough to observe that, for any α > 0 and β > 0, there exist βα > 0 and
αβ > 0 such that
CW,H(x, α) ⊃ D(H, βα) and D(H, β) ⊃ CW,H(x, αβ).
This, in turn, is a consequence of a homogeneity argument based on the following fact: if
S := {x ∈ G : ‖x‖ = 1} and
Aα := S ∩ int(CW,H(x, α)), Bβ := S ∩ int(D(H, β)),
then {Aα}α>0 and {Bβ}β>0 are monotone families of (relatively) open subsets of S such
that the intersection ⋂
α>0
Aα =
⋂
β>0
Bβ = H ∩ S
is a compact set.
The following result will be used in the proof of Theorem 1.4.
Theorem A.3 ([12, Theorem 3.9]). Let W,H be homogeneous complementary subgroups
of G, let φ : W → H be intrinsic Lipschitz and let α > 0 be as in Definition A.1. Then
there exists a positive C = C(W,H, α) such that
1
C
rQW ≤ HQW(gr φ ∩ B(x, r)) ≤ CrQW ∀ x ∈ gr φ, r > 0.
A.2. Transversal intersections of C1H hypersurfaces are intrinsic Lipschitz graphs.
The aim of this section is proving Theorem A.5, due to V. Magnani [24], for which we need
the preparatory Lemma A.4. Actually, its use could be avoided by utilizing a local version
of Theorem A.3 which, even though not explicitly stated there, would easily follow adapting
the techniques of [12]. We note however that Lemma A.4, and (A.33) in particular, provides
also a proof of (3.2).
Lemma A.4. Let Ω ⊂ G be open, f ∈ C1H(Ω), x¯ ∈ Ω and let A := ∇Hf(x¯). Then, for any
ε > 0 there exist an open set U ⊂ Ω with x¯ ∈ U and a function g ∈ C1H(G) such that
(i) g = f on U ;
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(ii) |∇Hg − A| < ε on G.
Proof. Without loss of generality we can assume that x¯ = 0. We preliminarily fix a smooth
function χ : G → [0, 1] such that χ ≡ 1 on B1 and χ ≡ 0 on G \ B2. For any r > 0, the
functions χr := χ ◦ δ1/r satisfy
0 ≤ χr ≤ 1, χ ≡ 1 on Br, χ ≡ 0 on G \B2r, |∇Hχr| ≤
C
r
for some positive C independent of r.
Let ε > 0 be fixed. We fix r > 0 such that |∇Hf − A| < ε on B2r. With this choice,
setting λ(x) := A1x1 + · · ·+Amxm (where x is represented in exponential coordinates) we
prove that
|f(x)− λ(x)| < 2εr for any x ∈ B2r. (A.33)
Indeed, for any x ∈ B2r there exists a horizontal curve γ : [0, 1] → G such that γ(0) = 0,
γ(1) = x and L(γ) < 2r. By definition, there exists h ∈ L∞([0, 1],Rm) such that
γ˙(t) =
m∑
i=1
hi(t)Xi(γ(t)) for a.e. t ∈ [0, 1].
Moreover, for any i = 1, . . . , m we have
´ 1
0
hi = xi, because in exponential coordinates one
has Xi(x) = ∂xi +
∑
ℓ>m+1 aiℓ∂xℓ (see e.g. [31]). It follows that
|f(x)− λ(x)| =
∣∣∣∣∣
ˆ 1
0
m∑
i=1
hi(t)Xif(γ(t))dt−
ˆ 1
0
m∑
i=1
Aihi(t)dt
∣∣∣∣∣
≤
ˆ 1
0
|h(t)| ‖∇Hf(γ(t))−A‖dt
<2εr.
We now define g := χrf + (1− χr)λ; statement (i) is readily checked, while for (ii)
|∇Hg − A| = |χr∇Hf + (1− χr)A+ (f − λ)∇Hχr − A|
≤ χr|∇Hf − A|+ |f − λ||∇Hχr|
≤ ε+ 2Cε.
The proof is then accomplished. 
We can now prove the main result of this section. Since property C1 holds in any Carnot
group, when k = 1 Theorem A.5 states in particular that hypersurfaces of class C1H in a
Carnot group G are locally intrinsic Lipschitz graphs of codimension 1.
Theorem A.5 ([24, Theorem 1.4]). Let G be a Carnot group of rank m and let Σ1, . . . ,Σk,
k ≤ m, be hypersurfaces of class C1H with horizontal normals ν1, . . . , νk; let x ∈ Σ :=
Σ1 ∩ · · · ∩ Σk be such that ν1(x), . . . , νk(x) are linearly independent. Consider the vertical
plane W := TxΣ1 ∩ · · · ∩TxΣk of codimension k and assume that there exists a complemen-
tary homogeneous horizontal subgroup H such that G = WH. Then, there exists an open
neighborhood U of x and an intrinsic Lipschitz φ : W→ H such that
Σ ∩ U = gr φ ∩ U.
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Proof. We work in exponential coordinates associated with an adapted basis X1, . . . , Xn of
g such that
H = exp(span {X1, . . . , Xk}), W = exp((span {Xk+1, . . . , Xs})⊕ g2 ⊕ · · · ⊕ gs).
By definition we can find an open neighborhood U of x and f = (f1, . . . , fk) ∈ C
1
H(U,R
k)
such that Σ∩U = {x ∈ U : f(x) = 0} ∩U and the m× k matrix-valued function ∇Hf has
rank k in U . Actually, by our choice of the basis the k×k minorM := (X1f(x), . . . , Xkf(x))
has rank k.
Let ε be a positive number, to be fixed later and only depending on M . By Lemma A.4,
possibly restricting U we can assume that f is defined on the whole G, that f ∈ C1H(G,R
k)
and |∇Hf −∇Hf(x)| < ε; in particular,
|(X1f, . . . , Xkf)−M | < ε on G.
It is enough to prove that the level set R := {x ∈ G : f(x) = 0} is an intrinsic Lipschitz
graph. We divide the proof of this claim into two steps.
Step 1: R is the intrinsic graph of some φ : W → H. It is enough to show that, for
any w ∈W, there exists a unique h ∈ H such that f(wh) = 0; in particular, this allows to
define the map φ by φ(w) := h.
The map (h1, . . . , hk)←→ exp(h1X1+· · ·+hkXk) is a group isomorphism between H and
Rk. Upon identifying H and Rk in this way, for any w ∈W we can consider fw : R
k → Rk
defined by fw(h) := f(wh). This map is of class C
1 and
∇fw(h) = (X1f(wh), . . . , Xkf(wh)).
We have |∇fw−M | < ε which, if ε is small enough, implies that fw is a C
1 diffeomorphism
of Rk: see e.g. the argument in [11, 3.1.1]3. This concludes the proof of Step 1; we notice
also that, possibly reducing ε, there exists c > 0 such that (see again in [11, 3.1.1])
|f(wh1)− f(wh2)| = |fw(h1)− fw(h2)| ≥ c|h1 − h2| ∀ h1, h2 ∈ R
k. (A.34)
Step 2: φ is intrinsic Lipschitz. By Remark A.2 it is enough to prove that
gr φ ∩D(x,H, β) = {x} for any x ∈ G
for a suitable β > 0 that we will choose in a moment.
Let then x ∈ gr φ be fixed; consider x′ ∈ D(x,H, β), so that x′ = xy for some y ∈ D(H, β).
By definition, there exists h ∈ H such that
d(0, h−1y) = d(h, y) ≤ βd(h, 0).
Denoting by L the Lipschitz constant of f we deduce using (A.34) that
|f(x′)| =|f(xhh−1y)− f(x)|
≥|f(xh)− f(x)| − |f(xhh−1y)− f(xh)| ≥ c‖h‖ − Ld(h, y) ≥ (c˜− βL)d(0, h)
for some c˜ > 0. In particular, if β is small enough, one can have f(x′) = 0 only if h = 0,
which immediately gives x′ = x. This concludes the proof. 
We can eventually prove Theorem 1.4.
3The careful reader will notice that the argument in [11, 3.1.1] works also when the parameter δ intro-
duced therein is +∞.
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Proof of Theorem 1.4. By property Ck and Remark 2.3, the vertical plane W := TxΣ1 ∩
· · · ∩ TxΣk admits a complementary horizontal homogeneous subgroup H. One can then
easily conclude using Theorems A.3 and A.5. 
References
[1] G. Alberti, Rank one property for derivatives of functions with bounded variation. Proc. Roy. Soc.
Edinburgh Sect. A 123 (1993), no. 2, 239–274.
[2] G. Alberti, M. Cso¨rnyei & D. Preiss, Structure of null sets in the plane and applications. In
European Congress of Mathematics, Stockholm, June 27–July 2, 2004. A. Laptev Ed., 3–22, Zu¨rich,
2005.
[3] L. Ambrosio, N. Fusco & D. Pallara, Functions of bounded variation and free discontinuity
problems. The Clarendon Press, Oxford University Press, New York, 2000.
[4] L. Ambrosio, B. Kleiner & E. Le Donne, Rectifiability of Sets of Finite Perimeter in Carnot
Groups: Existence of a Tangent Hyperplane. J. Geom. Anal. 19 (2009), 509–540.
[5] A. Baldi & B. Franchi, Sharp a priori estimates for div-curl systems in Heisenberg groups. J. Funct.
Anal. 265 (2013) 2388–2419.
[6] L. Capogna, D. Danielli & N. Garofalo, The geometric Sobolev embedding for vector fields and
the isoperimetric inequality. Comm. Anal. Geom. 2 (1994), no. 2, 203–215.
[7] E. De Giorgi & L. Ambrosio, New functionals in the calculus of variations (Italian. English sum-
mary). Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 82 (1988), no. 2, 199–210.
[8] C. De Lellis, A note on Alberti’s rank-one theorem, Transport Equations and Multi-D Hyperbolic
Conservation Laws, 61–74, Lect. Notes Unione Mat. Ital., 5, Springer, Berlin, 2008.
[9] G. De Philippis & F. Rindler, On the structure of A-free measures and applications. Ann. of Math.
(2) 184 (2016), no. 3, 1017–1039.
[10] S. Don, PhD thesis. In preparation.
[11] H. Federer, Geometric Measure Theory. Die Grundlehren der mathematischen Wissenschaften, Band
153 Springer-Verlag New York Inc., New York 1969.
[12] B. Franchi & R. P. Serapioni, Intrinsic Lipschitz graphs within Carnot groups. J. Geom. Anal. 26
(2016), no. 3, 1946–1994.
[13] B. Franchi, R. P. Serapioni, & F. Serra Cassano, Meyers-Serrin type theorems and relaxation
of variational integrals depending on vector fields. Houston J. Math. 22 (1996), no. 4, 859–890.
[14] B. Franchi, R. Serapioni & F. Serra Cassano, Rectifiability and perimeter in the Heisenberg
group. Math. Ann. 321 (2001), 479–531.
[15] B. Franchi, R. Serapioni & F. Serra Cassano, On the structure of finite perimeter sets in step
2 Carnot groups. J. Geom. An. 13 (2003), 421–466.
[16] B. Franchi, R. Serapioni & F. Serra Cassano, Regular submanifolds, graphs and area formula
in Heisenberg groups. Adv. Math. 211 (2007), no. 1, 152–203.
[17] N. Garofalo & D.-M. Nhieu, Isoperimetric and Sobolev inequalities for Carnot-Carathe`odory spaces
and the existence of minimal surfaces. Comm. Pure Appl. Math. 49 (1996), 1081–1144.
[18] M. Giaquinta, G. Modica & J. Soucˇek, Cartesian currents in the calculus of variations. I. Carte-
sian currents. Springer-Verlag, Berlin, 1998.
[19] M. Gromov, Carnot-Carathe´odory spaces seen from within. In: Subriemannian Geometry, A. Bel-
laiche and J. Risler, eds., Progr. Math. 144 (1996), 79–323.
[20] M. Hall Jr., A basis for free Lie rings and higher commutators in free groups. Proc. Amer. Math.
Soc. 1, (1950), 575–581.
[21] A. Kozhevnikov, Roughness of level sets of differentiable maps on Heisenberg group. Preprint,
arXiv:1110.3634.
[22] G. P. Leonardi & V. Magnani, Intersections of intrinsic submanifolds in the Heisenberg group. J.
Math. Anal. Appl. 378 (2011), no. 1, 98–108.
[23] V. Magnani, Non-horizontal submanifolds and coarea formula. J. Anal. Math. 106 (2008), 95–127.
RANK-ONE THEOREM AND SUBGRAPHS OF BV FUNCTIONS IN CARNOT GROUPS 23
[24] V. Magnani, Towards differential calculus in stratified groups. J. Aust. Math. Soc. 95 (2013), no. 1,
76–128.
[25] V. Magnani, E. Stepanov & D. Trevisan, A rough calculus approach to level sets in the Heisenberg
group. Preprint, arXiv:1610.08873.
[26] V. Magnani, J. T. Tyson & D. Vittone, On transversal submanifolds and their measure. J. Anal.
Math. 125 (2015), 319–351.
[27] V. Magnani & D. Vittone, An intrinsic measure for submanifolds in stratified groups. J. Reine
Angew. Math. 619 (2008), 203–232.
[28] M. Marchi, Regularity of sets with constant intrinsic normal in a class of Carnot groups. Ann. Inst.
Fourier (Grenoble) 64, no. 2 (2014), 429–455.
[29] A. Massaccesi & D. Vittone, An elementary proof of the rank-one theorem for BV functions. To
appear on J. Eur. Math. Soc.
[30] M. Miranda, Superfici cartesiane generalizzate ed insiemi di perimetro localmente finito sui prodotti
cartesiani. Ann. Scuola Norm. Sup. Pisa (3) 18 1964 515–542.
[31] D. Vittone, Submanifolds in Carnot groups, Theses of Scuola Normale Superiore di Pisa (New Series),
7. Edizioni della Normale, Pisa, 2008.
[32] D. Vittone, Lipschitz surfaces, perimeter and trace theorems for BV functions in Carnot-Carathe´o-
dory spaces. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 11 (2012), 939–998.
(Massaccesi) Dipartimento di Informatica, strada le Grazie 15, 37134 Verona, Italy.
E-mail address : annalisa.massaccesi@univr.it
(Don and Vittone) Dipartimento di Matematica, via Trieste 63, 35121 Padova, Italy.
E-mail address : sebastiano.don@math.unipd.it,vittone@math.unipd.it
