Abstract. This paper extends the idea of E.Gobet, J.P.Lemor and X.Warin from the setting of Backward Stochastic Differential Equations to that of Backward Doubly Stochastic Differential equations. We propose some numerical approximation scheme of these equations introduced by E.Pardoux and S.Peng.
Introduction
Since the pioneering work of E. Pardoux and S. Peng [11] , backward stochastic differential equations (BSDEs) have been intensively studied during the two last decades. Indeed, this notion has been a very useful tool to study problems in many areas, such as mathematical finance, stochastic control, partial differential equations; see e.g. [9] where many applications are described. Discretization schemes for BSDEs have been studied by several authors. The first papers on this topic are that of V.Bally [4] and D.Chevance [6] . In his thesis, J.Zhang made an interesting contribution which was the starting point of intense study among, which the works of B. Bouchard and N.Touzi [5] , E.Gobet, J.P. Lemor and X. Warin [7] ,... The notion of BSDE has been generalized by E. Pardoux and S. Peng [12] to that of Backward Doubly Stochastic Differential Equation (BDSDE) as follows. Let (Ω, F, P) be a probability space, T denote some fixed terminal time which will be used throughout the paper, (W t ) 0≤t≤T and (B t ) 0≤t≤T be two independent standard Brownian motions defined on (Ω, F, P) and with values in R. On this space we will deal with the following families of σ-algebras: where F B t,T := σ (B r − B t ; t ≤ r ≤ T ), F W 0,t := σ (W r ; 0 ≤ r ≤ t) and N denotes the class of P null sets. We remark that ( F t ) is a filtration, (H t ) is a decreasing family of σ-albegras, while (F t ) is neither increasing nor decreasing. Given an initial condition x ∈ R, let (X t ) be the diffusion process defined by
Let ξ ∈ L 2 (Ω) be an R-valued, F T -measurable random variable, f and g be regular enough coefficients; consider the BDSDE defined as follows:
In this equation, dW is the forward stochastic integral and d ← − B is the backward stochastic integral (we send the reader to [10] for more details on backward integration). A solution In [12] Pardoux and Peng have proved that under some Lipschitz property on f and g which will be stated later, (1.3) has a unique solution (Y, Z). They also proved that Y t = u t, X t , ← − ∆B s t≤s≤T , Z t = v t, X t , ← − ∆B s t≤s≤T , for some Borel functions u and v.
The time discretization of BDSDEs has been addressed in [2] when the coefficient g does not depend on Z; see also [1] in the more general setting for g which may also depend on Z as in [12] . Both papers follow Zhang's approach and provide a theoretical approximation only using a constant time mesh.
In order to obtain a more tractable discretization which could be implemented, a natural idea is to see whether the methods introduced in [7] can be extended from the framework of BSDEs to that more involved of BDSDEs ; this is the aim of this paper.
We use three consecutive steps, and each time we give a precise estimate of the corresponding error. Thus, we start with a time discretization (Y N t k , Z N t k ) with a constant time mesh T /N . We can prove that
where for k = 1, . . . , N − 1, t k = kT /N and ← − ∆B k = B t k+1 − B t k . Furthermore, if either f = 0 or if the scheme is not implicit as in [1] then we have the more precise description:
with the convention that if j + 1 > N − 1, ← − ∆B N −1 , . . . , ← − ∆B j+1 = ∅. The main time discretization result in this direction is Theorem 3.4. In order to have a numerical scheme, we use this decomposition and the ideas of E.Gobet, J.P.Lemor and X.Warin [7] . Thus we introduce the following hypercubes, that is approximate random variables u N j t k , X N t k , ← − ∆B N −1 , . . . , ← − ∆B j+1 ← − ∆B j by their orthogonal projection on some finite vector space generated by some bases (u j ) and (v j ) defined below. For k = 1, . . . , N we have
We use a linear regression operator of the approximate solution. Thus, we at first use an orthogonal projection on a finite dimensional space P k . This space consists in linear combinations of an orthonormal family of properly renormalized indicator functions of disjoint intervals composed either with the diffusion X or with increments of the Brownian motion B. As in [7] , in order not to introduce error terms worse that those due to the time discretization, we furtherore have to use a Picard iteration scheme. The error due to this regression operator is estimated in Theorem 4.1.
Then the coefficients (α, β) of the decomposition of the projection of (Y N t k , Z N t k ) are shown to solve a regression minimization problem and are expressed in terms of expected values. Note that a general regression approach has also been used by Bouchard and Touzi for BSDEs in [5] . Finally, the last step consists in replacing the minimization problem for the pair (α, β) in terms of expectations by similar expressions described in terms of an average over a sample of size M of the Brownian motions W and B. Then, a proper localization is needed to get an L 2 bound of the last error term. This requires another Picard iteration and the error term due to this Monte Carlo method is described in Theorem 5.8.
A motivation to study BSDEs is that these equations are widely used in financial models, so that having an efficient and fast numerical methods is important. As noted in [12] , BDSDEs are connected with stochastic partial differential equations and the discretization of (2.2) is motivated by its link with the following SPDE:
Discretizations of SPDEs are mainly based on PDE techniques, such as finite differences or finite elements methods. Another approach for special equations is given by particle systems. We believe that this paper gives a third way to deal with this problem. As usual, the presence of the gradient in the diffusion coefficient is the most difficult part to handle when dealing with SPDEs. Only few results are obtained in the classical discretization framework when PDE methods are extended to the stochastic case. Despite the fact that references [2] and [3] deal with a problem similar to that we address in section 3, we have kept the results and proofs of this section. Indeed, on one hand we study here an implicit scheme as in [7] and wanted the paper to be self contained. Furthermore, because of measurability properties of Y 0 and Y π 0 , the statements and proofs of Theorem 3.6 in [2] and Theorem 4.6 in [3] are unclear and there is a gap in the corresponding proofs because of similar measurability issues for (Y t ) and (Y π t ). The paper is organized as follows. Section 2 gives the main notations concerning the time discretization and the function basis. Section 3 describes the time discretization and results similar to those in [2] are proved in a more general framwork. The fourth section describes the projection error. Finally section 5 studies the regression technique and the corresponding Monte Carlo method. Note that the presence of increments of the Brownian motion B, which drives the backward stochastic integrals, requires some new arguments such as Lemma 5.16 which is a key ingredient of the last error estimates. As usual C denotes a constant which can change from line to line.
Notations
Let (W t , t ≥ 0) and (B t , t ≥ 0) be two mutually independent standard Brownian motions. For each x ∈ R, let (X t , Y t , Z t , t ∈ [0, T ]) denote the solution of the following Backward Doubly Stochastic Differential Equation (BDSDE) introduced by E.Pardoux and S.Peng in [12] :
Assumption. We suppose that the coefficients f and g satisfy the following:
Note that (2.3) and (2.4) yield that f and g have linear growth in their arguments. We use two approximations. We at first discretize in time with a constant time mesh h = T /N , which yields the processes X N , Y N , Z N . We then approximate the pair Y N , Z N by some kind of Picard iteration scheme with I steps Y N,i,I , Z N,I for i = 1, . . . , I. In order to be as clear as possible, we introduce below all the definitions used in the paper. Most of them are same as in [7] .
E k is the conditionnal expectation with respect to F t k . (N1) N is the number of steps of the time discretization, the integer I corresponds to the number of steps of the Picard iteration, h := T /N is the size of the time mesh and for k = 0, 1, . . . , N we set t k := kh and
The function basis for X N t k is defined as follows: let a k < b k be two reals and
(N3) The function basis for N ∼ N (0, h) is defined as follows: let a < b two reals and
. . , N , let p k denote the following vector whose components belong to L 2 (Ω). It is defined blockwise as follows:
where i N , . . . , i k+1 ∈ {1, . . . , L}. Note that p k is F t k -measurable and Ep k p * k = Id 3. Approximation result: step 1
We first consider a time discretization of equations (2.1) and (2.2). The forward equation (2.1) is approximated using the Euler scheme: X N t 0 = x and for k = 0, . . . , N − 1,
The following result is well know: (see e.g. [8] )
Theorem 3.1. There exists a constant C such that for every N max k=1,...,N
The following time regularity is proved in [2] (see also Theorem 2.3 in [1] ), it extends the original result of Zhang [13] .
Lemma 3.2. There exists a constant C such that for every integer
The backward equation (2.2) is approximated by backward induction as follows:
Note that as in [2] , [3] and [7] we have introduced an implicit scheme, thus different from that in [1] . However, it differs from that in [2] and [3] since the conditional expectation we use is taken with respect to F t k which is different from σ X N t j , j ≤ k ∨ σ B t j , j ≤ k used in [3] . 
The following theorem is the main result of this section. Theorem 3.4. There exists a constant C > 0 such that for h small enough
The rest of this section is devoted to the proof of this theorem; it requires several steps. First of all, we define a process ( Suppose that the scheme (Y π t , Z π t ) is defined for all t ∈ [t k , T ] and that Z π,1 t j has been defined for j = N, . . . , k. Then for h small enough the following equation
has a unique solution. Using Proposition 3.3 and the linear growth of f , we deduce that the map F ξ defined by
Then F ξ is a contraction for h small enough and the fixed point theorem concludes the proof. such that
and hence for k = 1, . . . , N
Proof. We proceed by backward induction. For k = N , (3.10) is true by (3.2) and (3.5). Suppose that (3.10) holds for
we deduce from (3.4) and (3.6) that M k
and
, where F ξ is defined by (3.7). So using the uniqueness of the fixed point of the map F ξ , we can conclude that Y π
). Therefore, (3.8) and (3.9) imply (3.11). Ito's formula yields
. Hence multiplying (3.11) by ∆W k and taking conditional expectation with respect to
Proof. For any k = 1, . . . , N set
is orthogonal to
Therefore, the identities (2.2) and (3.11) imply that
Notice that for t k−1 ≤ r ≤ t k the random variable g (X r , Y r ) − g X N yield for λ := Using Theorem 3.1 and the previous upper estimates in (3.14), we deduce
Thus, (3.13) implies that for any ǫ > 0
Now we choose ǫ such that 8ǫL f = 1 2 . Then we have for C = 4L f , h small enough and some positive constant C depending on L f and L g :
We need the following
This concludes the proof. Lemma 3.7 and (3.15) imply the existence of a constant C > 0 such that for h small enough and k = 1, 2, . . . , N we have
The final step relies on the following discrete version of Gronwall's lemma (see [7] ).
where the last upper estimate is deduced from Lemma 3.2. We sum (3.15) from k = 1 to k = N ; using (3.17) we deduce that for some constantC depending on L f and L g we have
The definitions of Y T and Y N t N from (2.2) and (3.2) conclude the proof of Theorem 3.6.
Approximation results: step 2
In order to approximate
we use the idea of E.Gobet, J.P. Lemor and X.Warin [7] , that is a projection on the function basis and a Picard iteration scheme. In this section, N and I are fixed positive integers. We define the sequences Y has been defined and set
Let Y N,0,I t k := 0 and for i = 1, . . . , I define inductively by the following Picard iteration scheme:
where P k is the orthogonal projection on the Hilbert space
3). Now we state the main result of this section. 
Proof of Theorem 4.1. The proof will be deduced from severals lemmas. The first result gives integrability properties of the scheme defined by (4.1) and (4.2).
Lemma 4.2. For every k = 0, . . . , N and i = 0, . . . , I we have Y
Proof. We prove this by backward induction on k, and for fixed k by forward induction on
. . , k + 1 and any l, and for j = k and l = 0, . . . , i − 1; we will show that Y
The measurability is obvious since P k ⊂ L 2 (F k ). We at first prove the square integrability of Z N,I t k . Using (4.3), the conditional Cauchy-Schwarz inequality and the independence of ∆W k+1 and F t k , we deduce
A similar computation using the independence of ∆W k+1 and F t k , and of ← − ∆B k and F t k+1 as well as the growth condition deduced from (2.4) yields
The two previous upper estimates and the induction hypothesis proves that Z
The following lemma gives L 2 bounds for multiplication by ∆W k+1
Using the conditional Cauchy-Schwarz inequality and the independence of ∆W k+1 and F t k ,
The following result gives orthogonality properties of several projections.
, and
. Taking conditional expectation with respect to F t k+1 , we deduce that for any i N , . . . , i k ∈ {1, . . . , L}
where
In the above sum, all terms except those corresponding to l = k are equal to 0. Indeed, let l ∈ {k + 1, . . . , N − 1}; then using again the conditional expectation with respect to F t k+1 we obtain
The two first terms in the decomposition of P k ← − ∆B k N t k+1 are dealt with by a similar argument. Notice that for any l ∈ {k + 1, . . . , N − 1} and any i N , . . . , i l , j N , . . . , j k+1 ∈ {1, . . . , L} we have, (conditioning with respect to F t k ):
A similar computation proves that for any i N , j N , . . . , j k+1 ∈ {1, . . . , L}, ξ ∈ 1,
The decompositions (4.4) and (4.5) conclude the proof.
The next lemma provides upper bounds of the L 2 -norm of Z
Lemma 4.5. For small h enough and for k = 0, . . . , N −1, we have the following L 2 bounds
Proof. Lemma 4.4 implies that both terms in the right hand side of (4.1) are orthogonal. Hence squaring both sides of equation (4.1), using (4.3) and Lemma 4.3, we deduce
this proves (4.6). Using the orthogonal decomposition
Lemma 4.4 shows that the above decomposition is orthogonal; thus using (4.3), the contraction property of P k and Lemma 4.3, we deduce
This concludes the proof of (4.7).
k (Y ) be defined by:
The growth conditions of f and g deduced from (2.3), (2.4) and the orthogonality of Proof. The fixed point theorem applied to the map χ
k , which is a contration for h 2 L f < 1, proves (4.9) ; (4.10) is straightforward consequence from (4.2) by induction on i. Lemma 4.4 shows that P k Y N,I,I t k+1
are orthogonal. Hence for any ǫ > 0, using Young's inequality, (4.3), the L 2 contracting property of P k , the growth condition of g deduced from (2.4) we obtain
Using the upper estimate (4.6) in Lemma 4.5, we obtain
Choose ǫ such that 4L f ǫ = 1. Then 1 + h ǫ − 2L f (h + 2ǫ) = 2L f h and 2L f (h + 2ǫ) = 2L f h + 1. Using Theorem 3.1 we deduce the exitence of C > 0 such that,
Then for h * ∈ (0, 1] small enough (ie (2L f + 1)h * < 1), using Lemma 3.7, we deduce that for Γ :=
Thus using the independence of ← − ∆B k and F t k+1 , the growth condition (2.4) and Lemma 3.1, we deduce the existence of a constant C > 0, such that for h ∈ (0, h * ),
This concludes the proof of (4.11). 
Proof. The argument, which is similar to that in the proof of Lemmas 4.5 and 4.6 is more briefly sketched. Applying the operator P k to both sides of equation (3.4) and using (4.3), we obtain
Hence Lemma 4.6 implies that
Lemma 4.4 proves the orthogonality of the first and third term of the above decomposition. Squaring this equation, using Young's inequality and (4.3), the L 2 -contraction property of P k and the Lipschitz property of g given in (2.4), computations similar to that made in the proof of Lemma 4.6 yield
Using Lemma 4.5 we deduce that for any ǫ > 0
The previous inequality, the independence of ← − ∆B k and F t k+1 and the Lipschitz property (2.4) imply that for some constant K which can change for one line to the next
This concludes the proof of Lemma 4.7
The following Lemma provides L 2 -bounds of Y
Proof. Using inequality (4.10) and Young's inequality, we have the following bound, for i = 1, . . . , I, h < 1 and some constant K depending on L f :
(4.14)
Choosing i = I and using (4.11) we deduce that for some constant K which can change from line to line, E Y 
Using (4.6) and the independence of ← − ∆B k and F t k+1 , we deduce
Finally, the Lipschitz property (2.4) yields conclude the proof.
The following lemma provides a backward recursive upper estimate of η N,I
.
Recall that
Lemma 4.9. For 0 ≤ k < N , we have:
Proof.
Let k ∈ {0, . . . , N − 1}; using inequality (4.10) and Young's inequality, we obtain
Finally, Lemmas 4.8 and 4.7 imply that for some constant K we have for every N any k = 1, . . . , N :
this concludes the proof.
Gronwall's Lemma 3.8 and Lemma 4.9 prove the existence of C such that for h small enough
which is part of Theorem 4.1. Let ζ N := h
. In order to conclude the proof Theorem 4.1, we need to upper estimate ζ N , which is done in the next lemma.
Lemma 4.10. There exits a constant C such that for h small enough and every I ≥ 1
Proof. Multiply inequality (4.7) by h, use the independence of ← − ∆B k and F t k+1 and the Lipschitz property (2.4); this yields
Multiply inequality(4.12) by (1 + L g h)(1 + h), use the independence of ← − ∆B k and F t k+1 and the Lipschitz property (2.4); this yields for ǫ > 0:
Multiply inequality (4.15) by (1 + L g h) and use (4.18); this yields for some constants K, C,C and h ∈ (0, 1], ǫ > 0:
Now we choose ǫ such that 2Cǫ = 1 4 ; then we have for some constant K and h ∈ (0, 1]:
Thus, for h small enough (so that Ch ≤ 1 4 ), summing over k we obtain
Plugging this inequality in (4.17) yields
Using (4.13) and Lemma 4.7, we obtain for some constant K and every h ∈ (0, 1]
This concludes the proof of Lemma 4.10.
Theorem 4.1 is a straightforward consequence of inequality (4.16) and Lemma 4.10.
Approximation step 3
In this section we will use regression approximations and introduce some minimization problem for a M -sample of (B, 
respectively. Note that Ev k v * k = Id, since the entries of p k are an orthonormal family of L 2 (F k ) and
(N9) We denote by N the σ-algebra of measurable sets A with P(A) = 0 and set:
Note that (F t ) t and F B t,T t are not filtrations.
(N10) In the sequel we will need to localize some processes using the following events
5.2.
Another look at the previous results. We introduce the following random variables
where C 0 is constant in the Lemma 4.8. Since Y N,i,I t k and Z N,I t k are in P k (see (4.1) and (4.2)), we can rewrite these random variables as follows: 
Moreover, for every I and i = 0, . . . , I:
Proof. Let i ∈ {1, . . . , I} ∪ {∞} and k = 0, . . . , N . Squaring Y N,i,I t k , taking expectation and using the previous remark, we obtain
Using Lemma 4.8, we deduce that α
A similar computation based on Lemma 4.8 proves that 
The minimun on pairs of elements of P k is given by the orthogonal projections, that is by the random variables Y = Y 
Furthermore, we have the following explicit expression of θ
, α
Using inequality (4.10) and Proposition 5.2, since E |p k | 2 = 1 we obtain
Using equation (4.9) and the fact that the components of p k are an orthonormal family of L 2 , we have
A similar computation based on equation (4.1) and on the independence of F t k and ∆W k+1 yields √ hβ
k+1 .p k+1 .
Finally, we recall by (5.1) that
; this concludes the proof.
5.3.
The numerical scheme. Let ξ : R → R be a C 2 b function, such that ξ(x) = x for |x| ≤ 3/2, |ξ| ∞ ≤ 2 and |ξ ′ | ∞ ≤ 1. We define the random truncation functions
The following lemma states some properties of these functions.
Lemma 5.5. Let ρ N k and ζ N k be defined by (5.9), then
Proof. In part (1)- (3) we only give the proof for ρ N k , since that for ζ N k is similar. 1. By Proposition 5.2,
This upper estimate is a straightforward consequence of |ξ| ∞ ≤ 2; this concludes the proof.
be independent realizations of X N , ∆W and ← − ∆B respectively. In a similar way, we introduce the following random variables and random functions:
An argument similar to that used to prove Lemma 5.5 yields the following: is defined by (forward) induction as the arg min in (α, β) of the quantity:
This minimization problem is similar to (5.7) replacing the expected value by an average over M independent realizations. Note that θ
is a random vector. We finally set: ; it is the main result of this section. We recall that by (5.4)
Choosing N and then M large enough, the following result gives the speed of convergence of the Monte Carlo approximation scheme of Y N,I,I and Z N,I .
Theorem 5.8. There exists a constant C > 0 such that for h small enough, for any k = 0, . . . , N − 1 and M ≥ 1: (1) There exists a unique R n valued vector θ x satisfying θ x = arg inf
The following lemma gives a first upper estimate of E M .
Lemma 5.10. For every M and k = 0, . . . , N − 1, we have the following upper estimate
c + 16
This lemma should be compared with inequality (31) in [7] . 
Using hte partition A 
This concludes the proof.
We now upper estimate θ 
Lemma 5.11. For every α ∈ R n and k = 1, . . . , N , we have
Proof. The definition of the Euclidian norm and of
this concludes the proof. 
We will need the following Proof. Using (5.14) and Lemma 5.9 (4), we obtain on
Plugging equation (5.15) and using the Lipschitz property (2.3) of f , we deduce
Lemma 5.11 and the inequality P M k ≤ 2, yield
Lemma 5.14. On A M k , the map F k is Lipschitz with a Lipschitz constant 2hL f (1 − h) −1 . Proof. Using (5.14) and Lemma 5.9 (3), we obtain on
Using the Lipschitz property (2.3) of f , Lemma 5.11 and the inequality P M k ≤ 2, we deduce that on A M k :
(
The Lipschitz property of F k yields the following: .
(ii) Moreover there exits a constant C > 0 such that for small h and any k = 0, . . . , N − 1
Proof. (i) This is a consequence of Lemma 5.14 since 2hL f (1 − h) −1 < 1 for small h.
(ii) An argument similar to that used to prove Lemma 5.14 implies that for i = 1, . . . , I
(1 − h) θ
Since θ 0,I,M k = 0, we conclude the proof.
The following result, similar to Lemma 4.4, will be crucial in subsequent estimates. It requires some additional argument compared with similar estimates in [7] .
,T measurable random variable. Then we have
Proof. Using (5.3) and (5.4) we deduce
Suppose at first that (5.18) is true. Since the distribution of the vectors
Which concludes the proof. Let us now prove (5.18). Clearly, it is enough to prove to prove that each norm involved in the definition of A k is of this form. Let A be one of the matrices V M k or P M k . Now we will compute the characteristic polynomial χ of the matrix A − Id and prove that its coefficients are symmetric.
Let
, where q m 1 are the elements of q m independent of ← − ∆B m k , and q m 2 is independent of ← − ∆B m k . So we have
then the characteristic polynomial of the matrix A − Id is given by
Set J 1 = {1, . . . , I 1 } and J 2 = {I 1 + 1, . . . , I 1 + I 2 }, and for σ ∈ S I 1 +I 2 the following sets H(α, σ, β) = {i ∈ J α , σ(i) ∈ J β } , for α, β ∈ {1, 2}. Using the definition of the determinant, we have
Since we have the relation
is even, which concludes the proof.
As a corollary, we deduce the following identities 
Proof. Using (5.14), Lemma 5.9 (3) and Corollary 5.15 (i) we have on
Using (N11), taking expectation, using Young's inequality and (5.19), we deduce for any ǫ > 0, k = 0, . . . , N − 1,
Therefore,
The inequalities (5.21)-(5.23) imply that for any ǫ > 0 and h ∈ (0, 1],
Choose ǫ such that 8L f ǫ = (ii) We have
Proof. (i) The proof is straightforward.
(ii) Using (i) (N6) and (N7), we deduce
this concludes the proof of the Lemma.
The following lemma provides a L 2 upper bound of B 1 . Recall that A M k is defined by (5.4).
Lemma 5.21 (Upper estimate of B 1 ). There exist a constant C such that for small h and every M ≥ 1, . Using the inequality . ≤ . F we deduce
* ; so using Lemma 5.20 we obtain
Therefore, since θ ∞,I k is deterministic, Lemma 5.4 yields 
Since h < 1 2 , the proof is complete.
The following result provides an upper bound of B 2 . This estimate should be compared with that given in [7] page 2192. N concludes the proof.
