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Chapitre 1
Introduction
1.1 Utilisation des plasmas à des fins de contrôle d'écou-
lement
Un effort de recherche récent à travers le monde vise à démontrer la possibilité d'uti-
liser des plasmas non thermiques dans le but d'agir sur des écoulements aérodynamiques,
le but étant de réaliser un contrôle actif de l'écoulement. Le lecteur trouvera une revue dé-
taillée des différents concepts dans [20]. Le contrôle actif se distingue du contrôle passif par
l'emploi de composants ayant une action dynamique sur le fluide. Ces composants peuvent
être de trois types : mécanique (MEMs), fluidique (dispositifs d'aspiration pariétaux) ou
électrique (actuateurs plasma ou dispositifs piézo-électriques). Les objectifs de ces dispo-
sitifs de contrôle peuvent être différents, principalement ils visent à agir sur la transition
laminaire-turbulent au sein d'une couche limite, prévenir ou obtenir des décollements,
diminuer la traînée ou augmenter la portance, favoriser les mélanges ou réduire le bruit
acoustique. Les composants mécaniques ou fluidiques souffrent peu ou prou des mêmes
inconvénients. Si leur efficacité est démontrée, leur mise en ÷uvre est compliquée car elle
implique l'ajout de tout un système généralement complexe, assez fragile et qui implique
une maintenance lourde. L'utilisation d'actuateurs plasma est beaucoup plus simple à
mettre en ÷uvre, à très faible coût et sans maintenance complexe. Néanmoins leur effica-
cité n'est pas encore tout à fait démontrée pour des applications aéronautiques. Un autre
avantage des actuateurs plasma est leur temps de réponse vraiment très court. Les actua-
teurs plasma qui font actuellement l'objet de recherche sont principalement de deux types,
les décharges couronnes et les décharges à barrières diélectriques (DBD). Cette thèse vise
à modéliser numériquement le comportement des décharges à barrière diélectrique dans
l'air et leur action sur l'aérodynamique. Ce travail s'est déroulé dans la continuité de
deux thèses, la thèse de Matéo-Vélez [23] effectué à l'ONERA/DMAE/C2A et la thèse
de Lagmich [21] effectué au laboratoire LAPLACE dans l'équipe GREPHE. L'ensemble
des travaux se sont déroulés au LAPLACE et au centre de Toulouse de l'ONERA. Cette
thèse s'inscrit également dans le cadre plus large du groupe de recherche informel qui ras-
semble des équipes de l'ONERA, du LAPLACE, du LEA de Poitiers et plus récemment
les laboratoires ICARE et PRISME d'Orléans. Cette thèse a bénéficié du soutien de la
fondation d'entreprise EADS pour son financement.
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1.2 Décharges à barrière diélectrique (DBD) pour le
contrôle d'écoulement
Figure 1.1  Photographie d'une DBD en fonctionnement prise au LEA à Poitiers le
30/03/06
Une décharge à barrière diélectrique est une décharge dans laquelle au moins une des
électrodes est recouverte d'une couche diélectrique. Dans ce type de décharge le courant est
limité par la capacité des diélectriques. Le passage à l'arc est impossible sauf à claquer le
diélectrique et détruire le dispositif, ainsi le plasma reste hors équilibre thermodynamique
et ceci même à la pression atmosphérique. La tension d'alimentation doit être périodique
ou pulsée afin de permettre l'évacuation des charges qui s'accumulent à la surface du
diélectrique. En général à la pression atmosphérique le plasma est non uniforme et composé
d'un grand nombre de micro-filaments qui couvrent la surface. L'utilisation de décharge
à barrière diélectrique pour le contrôle d'écoulement a été proposé pour la première fois
par le professeur J. R. Roth de l'université du Tennessee en collaboration avec le Langley
Research Center de la Nasa aux États-Unis en 1992. Cette décharge était une décharge
à barrière diélectrique de surface appelée OAUGDP (One Atmosphere Uniform Glow
Discharge Plasma) qui fait l'objet d'un brevet aux USA en 1999 [75].
1.2.1 Modélisation d'une décharge à barrière diélectrique de sur-
face
Le système d'équations établies au paragraphe 1.3 permet de décrire de manière auto-
cohérente le comportement d'une DBD de surface à ceci près qu'il faut introduire la
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physique de l'interaction des charges avec la surface dans l'équation de Poisson et au
niveau des conditions limites pour le transport vers la surface diélectrique et les électrodes.
Un schéma de fonctionnement de la décharge est présenté sur la figure 1.2. Au voisinage
de la pointe de l'électrode supérieure, le champ électrique est renforcée par effet de pointe
et lorsque la différence de potentiel est suffisante, il y a ionisation du gaz et formation
d'un plasma. Le plasma va ensuite se propager le long de la surface tout en la chargeant.
Figure 1.2  Schéma de fonctionnement d'une DBD de surface sous tension positive
La question centrale est le mécanisme d'auto-entretien qui permet au plasma d'être en-
tretenu sans apport de particules extérieures. Il faut nécessairement une source d'électron
dit secondaire en amont de la gaine cathodique pour assurer l'existence du plasma. Les
mécanismes possibles sont au nombre de trois, premièrement l'émission d'électrons secon-
daires par bombardement ionique sur l'électrode et la surface, deuxièmement la création
d'électrons secondaires en volume par photo-ionisation, troisièmement l'arrachage d'élec-
trons secondaires à la surface par photo-émission. Des travaux antérieurs et notamment
la thèse de Lagmich [21] ont montré que la prise en compte seule de l'émission secondaire
par bombardement ionique était suffisante pour modéliser l'effet EHD. Cette hypothèse
a donc été conservée dans le cadre de cette thèse. Dans le cas d'une décharge due à une
tension positive de l'électrode supérieure par rapport à l'électrode de masse, la propaga-
tion du plasma en surface est permise par les électrons secondaires générés en amont de
la gaine cathodique par les ions positifs qui vont charger la surface. Dans le cas d'une
tension négative, c'est le bombardement de la pointe de l'électrode supérieure par les
ions positifs qui permet l'auto-entretien de la décharge alors que ce sont les électrons qui
chargent la surface. Au cours de la dérive des ions dans le champ électrique, ceci font
un grand nombre de collisions élastiques avec les neutres transferant ainsi une partie de
leur quantité de mouvement. C'est ce transfert de quantité de mouvement qui explique
la mise en mouvement du gaz de neutres. Ce phénomène est appelé vent ionique et est
responsable de la création d'un jet de paroi dans le cas de la DBD de surface. En positif,
le plasma étant conducteur, tout se passe comme s'il déplaçait le potentiel de l'électrode
le long de la surface. Outre la longueur de l'électrode de masse, c'est la chute de potentiel
au sein du plasma (ce n'est pas un conducteur parfait) qui finit par limiter l'expansion
du plasma. Le paragraphe suivant illustre un concept de décharge qui vise à contrecarrer
ce phénomène et à démontrer par là-même la pertinence de cette modélisation.
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1.2.2 Expériences réalisées au Laboratoire d'Études Aérodyna-
miques de Poitiers
Ces expériences ont pu être réalisées lors de deux séjours au LEA de Poitiers en
collaboration avec Maxime Forte et Jérome Jolibois. Le concept consiste à tenter de
compenser la chute de potentiel dans le plasma par une dimension variable de l'épaisseur
du diélectrique ; on obtient un diélectrique en forme de dièdre.
Figure 1.3  Schéma d'une DBD avec un dièdre
Figure 1.4  Fonctionnement d'une DBD sur plaque et sur dièdre à 20 kV
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La figure 1.4 montre que le plasma crée sur le dièdre est bien plus lumineux que sur la
plaque. En termes de vent ionique le dièdre est plus efficace à ce point de fonctionnement
en terme de vitesse (voir la figure 1.5) mais aussi en termes d'épaisseur du jet de paroi
crée (voir la figure 1.6)
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Figure 1.5  Comparaison des profils horizontaux de vitesse à 20 kV
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Figure 1.6  Comparaison des profils de couche limite à 20 kV
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Cette expérience montre qu'il est possible d'augmenter de 15% le vent ionique dans
certaines conditions, par contre aucune augmentation du vent maximum n'a pu être dé-
montrée. L'utilisation de couche diélectrique d'épaisseur non constante devrait pouvoir
être mise à profit pour la mise en série des actuateurs. La figure 1.7 illustre quelques
idées, il est possible d'encastrer totalement les électrodes dans le diélectrique. Un proto-
type a été réalisé, mais son fonctionnement est décevant. L'effet de pointe nécessaire à
l'apparition de phase couronne n'est pas suffisant, il est très difficile d'allumer la décharge
et aucun vent ionique n'a pu être mesuré.
Figure 1.7  Concept de mise en série d'actuateurs
1.3 Modélisation du plasma dans le référentiel lié au
gaz
Les plasmas crées à pression atmosphérique par des décharges de type couronne ou
à barrière diélectrique sont des plasmas dit froids car hors équilibre thermodynamique.
Le lecteur trouvera une description des différents types de plasma par exemple dans [73].
Dans ce type de plasma, la température électronique est très supérieure à la température
ionique et à celle des neutres. Une description correcte du système est nécessairement
cinétique et est basée sur l'équation de Boltzmann :
∂f
∂t
+−→v .−→∇xf +−→∇v
f−→F
m
 = {∂f
∂t
}
collision
(1.1)
Dans l'équation 1.1, f représente la fonction de distribution des vitesses dans l'espace
des phases. La résolution numérique directe de l'équation de Boltzmann est impossible
actuellement pour des problèmes aussi dominés par les échanges collisionnels. L'ordre de
grandeur des fréquences de collisions électron/neutre est de 1012 s−1, celle des collisions
neutre/neutre est de 1010 s−1. La modélisation s'oriente tout naturellement vers une des-
cription macroscopique du transport des particules qui consiste à écrire une équation de
Boltzmann pour chacune des espèces considérées et à prendre les différents moments de
cette équation pour obtenir des systèmes d'équations hydrodynamiques couplées. Les dé-
charges dans un mélange gazeux composé majoritairement d'azote et d'oxygène tel que
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l'air donnent lieu à une cinétique chimique particulièrement riche et complexe. Certains
modèles décrivent jusqu'à 140 espèces et plus de 450 réactions chimiques (voir par exemple
[18]). Compte tenu des ressources informatiques à disposition et de l'objectif d'identifier
les phénomènes prédominants, une telle modélisation est à proscrire. Une modélisation a
minima des plasmas d'air doit tout de même rendre compte des processus d'ionisation à
l'origine de la création du plasma mais aussi de l'affinité électronique de l'oxygène qui per-
met la création d'ions négatifs par attachement. Le modèle utilisé au long de cette thèse
tient compte de quatre espèces, les quantités relatives aux électrons notées avec l'indice
e, relatives aux ions positifs notées avec l'indice p, relatives aux ions négatifs notées avec
l'indice n et celles relatives aux neutres notées avec l'indice N2. L'indice N2 est une nota-
tion générique abusive pour l'air qui est un mélange N2/O2, les reactions d'attachement
ayant évidemment lieu dans la réalité avec l'oxygène. La cinétique chimique simplifiée
tient compte de quatre réactions, l'ionisation directe par impact électronique, l'attache-
ment électronique pour former des ions négatifs, les recombinaisons électron/ion positif et
ion positif/ion négatif en volume. La pertinence de cette modélisation minimaliste a été
démontrée par Lagmich au cours de sa thèse [21] et dans les publications suivantes [10],
[33], [43]. La modélisation du transport des particules chargées est basée sur les équations
fluides suivantes couplées avec l'équation de Poisson. Le lecteur trouvera une étude de
la pertinence de cette modélisation dans la thèse de Matéo-Vélez [23] et dans [24]. Les
réactions chimiques considérées sont précisées ci-après :
N2 + e→ p+ 2e (1.2)
N2 + e→ n (1.3)
p+ e→ N2 (1.4)
n+ e→ N2 (1.5)
1.3.1 Conservation de la masse
Une équation de continuité est prise en compte pour chacune des espèces chargées
considérées :
∂ne
∂t
+
−→∇ .−→Γe = (α− η)
∥∥∥−→Γe∥∥∥− re−pnenp (1.6)
∂np
∂t
+
−→∇ .−→Γp = α
∥∥∥−→Γe∥∥∥− re−pnenp − rn−pnnnp (1.7)
∂nn
∂t
+
−→∇ .−→Γn = η
∥∥∥−→Γe∥∥∥− rn−pnnnp (1.8)
α représente le premier coefficient de Townsend (ionisation), η est le coefficient d'at-
tachement électronique, re−p et rn−p sont les coefficients de recombinaison en volume
électron-ion positif et ion négatif-ion positif.
−→
Γ représente le flux de particules.
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1.3.2 Conservation de l'impulsion sous forme dérive-diffusion
Compte tenu de la fréquence très élevée de collision des particules avec les neutres, les
équations de conservation de l'impulsion peuvent être écrite sous la forme simplifiée dite
de dérive-diffusion.
−→
Γe = µe (E)
(
−ne−→E − kBTe
e
−→∇ne
)
(1.9)
−→
Γp = µp (E)
(
np
−→
E − kBTp
e
−→∇np
)
(1.10)
−→
Γn = µn (E)
(
−nn−→E − kBTn
e
−→∇nn
)
(1.11)
−→
Γ dépend de la mobilité µ a priori fonction du seul champ électrique, ainsi que de
la température T , kB étant la constante de Boltzmann. Cette dépendance est une consé-
quence de l'approximation du champ local qui suppose l'équilibre de l'énergie des électrons
avec le champ électrique (se reporter au paragraphe suivant pour plus de détails).
1.3.3 Équation d'énergie
La résolution d'une équation d'énergie pour les électrons est plutôt coûteuse en temps
de calcul et peut être avantageusement remplacée pour des problèmes aussi collision-
nels par l'approximation dite du champ local. Dans cette hypothèse le gain d'énergie des
électrons est contrebalancé localement exactement par les pertes par collisions avec les
neutres. Le corollaire de l'approximation du champ local est que tous les coefficients de
transport, les mobilités, les coefficient de réactions à un point donné et à un instant donné
ne sont fonctions que du champ électrique. De plus les valeurs de ces coefficients sont les
mêmes que celles obtenues en résolvant l'équation de Boltzmann pour les électrons en
régime permanent sans gradient spatiaux et sous champ uniforme. Ainsi les valeurs nu-
mériques des coefficients peuvent être calculées à l'aide du logiciel Bolsig+ ([15],[19]) puis
interpolées en fonction du champ électrique local. Le mélange considéré contient 80% de
diazote et 20% de dioxygène. Le lecteur trouvera une étude de validité de l'approximation
du champ local dans le contexte des panneaux à plasma dans [44]. On rappelle l'équation
de Boltzmann pour les électrons :
∂fe
∂t
+−→ve .−→∇xfe −
−→
E
me
−→∇vfe =
{
∂fe
∂t
}
collision
(1.12)
Remarque : Les valeurs numériques des coefficients de transport sont données en an-
nexe.
1.3.4 Équation de Poisson
L'équation de Poisson doit tenir compte des différentes permittivités de l'air et du
diélectrique ainsi que de la densité de charge surfacique σ accumulée sur la surface diélec-
trique. δS est une fonction valant un à la surface et zéro ailleurs.
−→∇ .
(
ε
−→
E
)
= e (np − ne − nn) + σδS (1.13)
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1.4 Modélisation du couplage ÉlectroHydroDynamique
(EHD)
1.4.1 Force ÉlectroHydroDynamique
Dans le référentiel lié au gaz
La force ÉlectroHydroDynamique (EHD) provient d'un échange de quantité de mou-
vement par collision entre les particules chargées et les neutres soit pour l'espèce générique
s :
−−−→
F sEHD = nsmsνs
−→vs (1.14)
avec ns la densité de l'espèce s, ms la masse de l'espèce s, νs la fréquence d'échange
de quantité de mouvement par collision avec les neutres et vs la vitesse macroscopique de
l'espèce s. En introduisant la mobilité µs = emsνs de l'espèce on obtient l'expression de la
force EHD totale en fonction des courants de conduction de chaque espèce :
−−−→
FEHD =
−→
jp
µp
−
−→
je
µe
−
−→
jn
µn
(1.15)
En utilisant la forme dérive-diffusion de l'impulsion, la densité de courant vaut :
−→
js = ensµs
−→
E − µskBTs−→∇ns (1.16)
D'où l'expression finale de la force EHD :
−−−→
FEHD = e (np − ne − nn)−→E − kBTp−→∇np − kBTe−→∇ne − kBTn−→∇nn (1.17)
Dans le référentiel aérodynamique
Si le gaz est en mouvement à la vitesse −→vN2 , la force s'écrit :
−−−→
F sEHD = nsmsνs (
−→vs −−→vN2) (1.18)
soit
−−−→
F sEHD =
−→
js
µs
− ens
−→vN2
µs
(1.19)
dans ce cas il faut tenir compte de la vitesse d'entraînement dans l'expression du flux :−→
Γs = µs
(
ns
−→
E − kBTs
e
−→∇ns
)
+ns−→vN2 . On retrouve la même expression de la force EHD que
celle donnée par l'équation 1.17. Ce qui est cohérent puisque a priori la force ne dépend pas
du référentiel choisi. Par contre dans le cas d'un écoulement à vitesse non négligeable par
rapport aux vitesses de dérives électriques, il faut tenir compte du terme d'entraînement
dans l'expression des flux de particules chargées. Dans l'ensemble des cas considérés dans
cette thèse, la vitesse des neutres −→vN2 est négligeable et les expressions des flux utilisées
sont naturellement celles du paragraphe 1.3.
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1.4.2 Couplage stationnaire avec les équations de Navier-Stokes
Dans le cas d'actuateurs plasma fonctionnant en régime continu comme les décharges
couronnes ou si l'on s'intéresse à l'effet moyen engendré sur le gaz par une DBD, l'écou-
lement généré est faible de l'ordre de quelques mètres par seconde. Dans ces conditions
les mouvements du gaz de neutres sont correctement décrits par les équations de Navier-
Stokes incompressibles. En l'absence de mouvement de convection naturelle du fluide les
équations de continuité et d'impulsion se découplent de l'équation d'énergie. Il reste donc
à résoudre le système suivant :
 Conservation de la masse : −→∇ · −→vN2 = 0 (1.20)
 Conservation de l'impulsion :(−→vN2 · −→∇)−→vN2 = − 1ρN2−→∇pN2 + νN2∆−→vN2 +
1
ρN2
−−−→
FEHD (1.21)
avec ρN2 la masse volumique du gaz, et νN2 sa viscosité dynamique
La force EHD apparaît donc dans les équations de Navier-Stokes incompressibles comme
une source extérieure d'impulsion en volume.
Remarque : il est évidemment possible de résoudre le système complet des équations
de Navier-Stokes compressible en introduisant une source extérieure d'impulsion, c'est la
stratégie qui a été appliquée au cours de cette thèse à l'aide du code CEDRE de l'ONERA.
1.4.3 Couplage instationnaire avec les équations de Navier-Stokes
Dans le cas d'un couplage instationnaire du plasma crée par une DBD avec les équa-
tions de Navier-Stokes, l'hypothèse d'incompressibilité ne tient plus. En effet les fréquences
typiques d'utilisation des DBD se situent dans la bande 1-10 kHz, or en considérant une
vitesse du son de l'ordre de 340m.s−1 et une fréquence de 10 kHz la distance parcourue par
une onde acoustique en une période vaut 3.4 cm ce qui est en général inférieur à la taille
du domaine fluide considéré. D'un point de vue aérodynamique l'interaction d'une DBD
avec un écoulement peut être vue comme un problème convectif largement subsonique
fortement couplé avec un problème acoustique. D'autre part la densité du plasma créé
lors de steamers de surface avec la DBD est supérieure à celle généralement rencontrée
dans les décharges couronnes. Cette densité reste raisonnable au sens de l'hypothèse de
gaz faiblement ionisé
(
ne
ne+nN2
≤ 10−4
)
. Néanmoins un taux d'ionisation de 10−4 corres-
pond à un taux de dépletion de neutre de 10−4, ce qui en terme de pression se traduit
par une perte de charge d'une dizaine de Pascal. Cette différence de pression correspond
à la pression dynamique d'un écoulement de 4 m.s−1, ce qui de l'ordre des écoulements
considérés. Si on considère l'expression de la force EHD (voir équation 1.17), on s'aperçoit
que la pression des neutres qui ont été ionisés apparaît au travers des termes en kBTp
−→∇np.
En conséquence il est nécessaire de tenir compte des termes sources dans les équations de
Navier-Stokes :
 Conservation de la masse
∂ρN2
∂t
+
−→∇ . (ρN2−→vN2) = SN2 = mN2
[
− (α + η)
∥∥∥−→Γe∥∥∥+ re−pnenp + rn−pnnnp] (1.22)
Avec mN2 la masse d'une molécule d'air
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 Conservation de l'impulsion
∂ (ρN2
−→vN2)
∂t
+
−→∇ . (ρN2−→vN2 ⊗−→vN2 + pN2I − τ) = SN2ρN2−→vN2 +−−−→FEHD (1.23)
Avec pN2I le tenseur de pression et τ = µN2
[
(δjvN2i + δivN2j)− 23
(−→∇ · −→vN2) δij] le
tenseur des forces visqueuses, µN2 étant la viscosité de l'air et δij le symbole de
Kronecker.
 Conservation de l'énergie
∂ (ρN2EN2)
∂t
+
−→∇
(
ρN2
−→vN2HN2 − kth−→∇TN2 − τ · −→vN2
)
= SN2ρN2EN2 +
−−−→
FEHD ·−→vN2 +Qth
(1.24)
Avec EN2 l'énergie moyenne du gaz, HN2 son enthalpie, TN2 sa température, Qth un
éventuel transfert thermique et kth le coefficient de conductivité thermique.
1.4.4 Prise en compte d'un transfert thermique du plasma vers
le gaz
Les raisons qui ont motivé la création d'un modèle simplifié de transfert thermique du
plasma vers les neutre dans le cadre de cette thèse sont doubles. Premièrement il s'agit
de voir si la création de vent ionique peut être modifiée par un tel transfert. Deuxiè-
mement un certain nombre d'expériences récentes basées sur l'utilisation d'alimentations
permettant de générer des impulsions ayant des temps de montée de quelques nanose-
condes pour des différences de potentiels de l'ordre d'une vingtaine de kilovolts semblent
très prometteuses pour agir sur les décollements. Lors de ces expériences, le vent ionique
crée est nul mais l'effet de recollement semble efficace jusqu'à des Mach transsoniques
(voir [27]). Dès lors on peut supposer que l'effet obtenu soit dû à une redynamisation
de la couche limite par un chauffage provenant du plasma, c'est en tout cas l'hypothèse
défendue par les auteurs de cette publication. Un modèle simplifié de transfert thermique
a été construit de manière cohérente avec l'hypothèse du champ local pour essayer de
simuler ces phénomènes. Les électrons ont une énergie moyenne de l'ordre de l'électron-
Volt, ce qui implique un transfert thermique vers les neutres. En faisant l'approximation
du champ local, l'équation d'énergie des électrons a été remplacée par une dépendance au
champ électrique de tous les coefficients de réaction et de transport. Il est donc cohérent
de chercher une formulation du transfert thermique électrons-neutres qui soit fonction
du champ électrique. Le logiciel Bolsig+ [15] permet d'obtenir les pertes d'énergie élec-
tronique relatifs à tous les processus élémentaires pris en compte (collisions élastiques et
inélastiques). Le transfert thermique des électrons vers les neutres a été évalué en som-
mant les contributions des collisions élastiques, des collisions d'excitation rotationnelle, et
celles d'excitation vibrationnelle des neutres. Les autres collisions inélastiques impliquant
les électrons (ionisation, attachement, création d'espèces excitées) constituent certes un
ensemble de pertes d'énergie pour les électrons, mais cette énergie n'est pas transférée aux
neutres. On suppose de plus que l'énergie est intégralement et immédiatement transférée
aux neutres sous forme de température soit d'énergie de translation. Cette hypothèse est
grossière dans la mesure où l'on sait que les processus de relaxation vibration/translation
sont assez lents. Toutefois compte tenu de la technique numérique employée (intégration
asynchrone), cette hypothèse n'est pas mise en défaut à condition que ces processus de
relaxation soit plus rapides que les phénomènes de transport des neutres, alors qu'ils sont
31
largement plus lents que la dynamique du plasma. On suppose donc que la relaxation
vibration-translation qui constitue la plus grosse part du transfert d'énergie des électrons
vers les neutres et instantanée du point de vue des équations de Navier-Stokes et lente du
point de vue de la description du plasma. Cette dernière hypothèse évite de tenir compte
d'un éventuel échauffement des neutres sur les coefficients de transport qui dépendent de
E/p. Le coefficient de transfert thermique Cth a été tabulé en fonction du champ élec-
trique et est présenté en annexe, le transfert thermique net dû aux électrons s'obtient en
multipliant Cth par les densités électronique et de neutres. Le transfert thermique dû aux
ions peut être majoré par un terme en
−→
j .
−→
E , ce terme est non négligeable uniquement
dans la gaine cathodique. Dans la réalité une part non négligeable de ce chauffage peut-
être transféré directement à la paroi. Le transfert thermique net s'obtient par la formule
suivante :
Qth = Cth (E)nenN2 +
(−→
jp +
−→
jn
)
.
−→
E (1.25)
1.5 Un problème multi-échelles
La simulation de décharges à la pression atmosphérique est un problème complexe d'un
point de vue numérique, en particulier par les différentes échelles spatiales et temporelles
en jeu dans la dynamique des phénomènes. Le caractère multi-échelles impose en général
de trouver un compromis entre temps de calcul et précision. Les densités de particules
chargées rencontrées dans ce type de décharges peuvent être de l'ordre de 1020 m−3. Ceci
implique, compte tenu des mobilités typiques des espèces chargées, qu'un champ de charge
d'espace est susceptible d'apparaître en un temps de l'ordre de 10−12s (temps de relaxation
diélectrique). Ce temps doit être résolu si l'on veut suivre la dynamique du plasma. Le
transport des électrons peut avoir des temps caractéristiques du même ordre de grandeur.
L'ordre de grandeur du temps caractéristique de formation du plasma est la nanoseconde.
Si on considère un actuateur de type décharge à barrière diélectrique, les fréquences des
signaux d'alimentation utilisés sont généralement situées autour du kilo-Hertz. L'effet
d'une telle décharge sur l'écoulement des neutres est susceptible de se manifester au bout
de quelques dizaines de millisecondes voir plus. On constate que les échelles temporelles du
problème s'étalent sur plus d'une dizaine d'ordres de grandeur. Du point de vue spatial,
les plasmas à la pression atmosphérique ont naturellement tendance à être filamentaires
et l'étendue de la gaine cathodique peut se réduire à quelques micromètres. D'autre part
l'extension typique du plasma dans les DBD qui nous intéressent peut être de l'ordre du
centimètre. Il apparaît clairement à la lumière de ces quelques ordres de grandeur que le
problème d'interaction d'un plasma avec l'aérodynamique est un problème très fortement
multi-échelles. Compte-tenu de cette difficulté intrinsèque, il est nécessaire de développer
des outils numériques spécifiques.
1.6 Méthodes numériques usuelles pour la résolution
du système transport/Poisson
1.6.1 Intégration explicite
C'est la méthode la plus directe de simulation. La connaissance à l'instant t des densi-
tés, de la tension appliquée permet de résoudre l'équation de Poisson à l'instant t et d'en
déduire la valeur des flux et des termes sources à cet instant. Les taux de variation des
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densités à l'instant t se déduisent des gradients de flux et des sources. Le pas de temps
d'intégration doit être inférieur à une condition sur le transport dite condition CFL et
inférieur au temps de relaxation diélectrique dit temps de Maxwell. L'intégration explicite
permet l'utilisation de schéma de discrétisation d'ordre élevé en espace (MUSCL, QUI-
CKEST, etc....) et en temps (Runge-Kutta 2, 4 etc...). L'inconvénient essentiel de ce type
de méthode est son énorme consommation de temps de calcul.
1.6.2 Intégration semi-implicite basé sur le schéma exponentiel
L'intégration semi-implicite du système transport/Poisson a été développée dans l'op-
tique de pouvoir s'affranchir des contraintes de stabilité sur les pas de temps. La méthode
consiste à intégrer implicitement les équations de transport en estimant le champ élec-
trique avec une certaine avance de phase. Le schéma de discrétisation spatial utilisé est dit
exponentiel et est dû à Scharfetter et Gummel [31], il suppose un profil de flux constant
entre deux cellules et s'intègre analytiquement en exponentiel. L'équation de Poisson est
résolue en prenant en compte un terme supplémentaire dû aux flux de particules chargées
à l'instant t pour estimer le champ électrique à l'instant t+ ∆t
2
. Le calcul des densités au
pas de temps suivant se fait en résolvant un système linéaire pour l'équation de Poisson
et pour chacune des densités considérées. La méthode numérique obtenue est incondition-
nellement stable quelque soit le pas de temps utilisé et permet d'accélérer énormément
les calculs. Par contre ce schéma est fortement diffusif.
1.7 Objectifs de la thèse
L'objectif de cette thèse est le développement de méthodes de simulation numérique
permettant de décrire l'effet d'une Décharge à Barrière Diélectrique sur un écoulement
aérodynamique à faible vitesse en étudiant différentes stratégies de couplage possibles. Cet
objectif nous a conduit à développer une nouvelle méthode numérique pour l'intégration
du système transport/Poisson dite méthode asynchrone (voir chapitre 2). Cette méthode a
ensuite été étendue de manière à obtenir une stratégie nouvelle d'adaptation de maillage
dite adaptation asynchrone de maillage (voir chapitre 3). Le chapitre 4 est consacré à
l'utilisation de la méthode asynchrone pour la résolution des équations de Navier-Stokes
laminaires compressibles. Le chapitre 5 présente les résultats qui ont été obtenus tout au
long de la thèse en utilisant un couplage stationnaire du plasma et de l'aérodynamique à
l'aide du code CEDRE de l'ONERA et un couplage instationnaire basé sur l'adaptation
asynchrone de maillage.
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Chapitre 2
Méthode asynchrone d'intégration des
équations de transport appliquée aux
problèmes de décharges dans les gaz
2.1 Introduction
Dans de nombreux systèmes physiques, l'existence de gradients très marqués et de
phénomènes multi-échelles rend l'intégration des équations de transport très difficile du
point de vue de la précision et du temps de calcul. C'est particulièrement vrai pour la
physique des décharges dans les gaz, dans laquelle des particules lourdes sont couplées
avec des électrons très mobiles au travers de l'équation de Poisson. Les échelles de temps
de la formation de la décharge sont régies par le transport mais aussi par la cinétique
chimique et la relaxation diélectrique. Comme indiqué à la fin du chapitre 1, les méthodes
usuelles de résolution de ce type de problème sont de deux types. Les méthodes totalement
explicites : ces méthodes imposent trois conditions très restrictives sur les pas de temps
d'intégration :
 La condition CFL fixée par la vitesse la plus rapide, en général, c'est la vitesse
électronique dans les zones de fort champ électrique qui s'impose.
 La stabilité de l'intégration de la cinétique chimique, en général fixée par les réactions
d'ionisation
 La temps de relaxation diélectrique ou temps de Maxwell. Ce temps correspond à la
durée minimale nécessaire pour que le transport des particules chargées puisse crée
une charge d'espace suffisante pour modifier le champ électrique. Cette contrainte
impose en général de résoudre à nouveau l'équation de Poisson.
Les méthodes explicites donnent de très bon résultats du point de vue de la précision mais
sont très consommatrices en temps de calcul. Le deuxième type de méthodes couramment
utilisées dans la communauté des physiciens des plasmas regroupe les méthodes dites semi-
implicites. On peut citer le couplage semi-implicite du système formé par les équations
de transport et l'équation de Poisson à l'aide du schéma exponentiel dû à Scharfetter et
Gummel [31]. Avec cette technique le pas de temps n'est plus limité par la condition CFL
ou la relaxation diélectrique (voir [68]). Cependant ce schéma est généralement très diffusif
et n'est que d'ordre un en espace. Dans certains cas et notamment à des pressions de l'ordre
de la pression atmosphérique la dynamique du plasma n'est pas très bien reproduite et
des erreurs importantes sont à craindre. Nous cherchons à développer une technique basée
sur des pas de temps locaux qui soient partout adaptés en termes de condition de stabilité
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et ceci pour chacune des espèces considérées.
Des approches similaires existent dans la littérature. Berger et Oliger ont introduit
l'adaptation automatique de maillage ou Adaptive Mesh Refinement (AMR) [1]. Ceci
pour des maillages structurés par blocs avec lesquels une synchronisation entre maillages
fins et grossiers a été proposée. Cette technique a été utilisée avec succès dans de nom-
breux domaines et notamment en mécanique des fluides. Des algorithmes à pas de temps
locaux ont aussi été développés dans le domaine de la compatibilité électro-magnétique.
Des schémas simplétiques (voir [2]) ou multi-simplétiques ont été implémentés dans des
solveurs des équations de Maxwell (ou plus généralement dans un modèle dérivé d'un
principe de Hamilton). Dans ce cas, les pas de temps locaux doivent être choisis parmi les
fractions du pas de temps global.
Plus récemment une approche nouvelle a été présentée par Omelchenko et Karimabadi
[3]. Ces auteurs ont introduit la notion de schéma asynchrone pour les équations de
transport du type dérive-diffusion. Nous proposons une approche différente de l'intégration
asynchrone en associant des pas de temps à chacun des flux d'interface et éventuellement
à chacune des réactions chimiques en volume au sein des mailles. La clé des gains de
temps de calcul éventuels réside dans l'algorithme de détermination de l'évènement à
traiter, plusieurs pistes ont été étudiées. D'un point de vue théorique, Dawson et Kirby
ont montré la convergence de schémas d'ordre élevé périodiquement synchronisés dans
[4]. La convergence d'un schéma asynchrone du premier ordre va être démontré dans ce
chapitre.
2.2 Schéma numérique asynchrone
2.2.1 Concept
L'intégration numérique explicite des équations de transport fait apparaître une condi-
tion très restrictive sur le pas de temps connue sous le nom de condition de Courant-
Friedrichs-Lewy (CFL) [29]. Cette condition traduit le fait que l'information physique ne
doit pas franchir plus d'une cellule d'un pas de temps à l'autre. Dans le cas d'une intégra-
tion explicite classique d'un problème instationnaire la condition CFL impose une borne
supérieure au pas de temps d'intégration pour tout le domaine de calcul. Cette contrainte
est fixée par la cellule du maillage qui présente le rapport taille sur vitesse le plus faible
et ceci quelque soit la contrainte CFL sur le reste du domaine. Ainsi pour un problème
possédant une distribution spatiale fortement inhomogène de la condition CFL, ce qui
est typiquement le cas des plasmas étudiés dans cette thèse, de larges zones du domaine
de calcul sont contraintes d'être réévaluées beaucoup plus souvent que ce qui est imposé
par leur propre condition CFL locale. De ce fait les simulations explicites classiques des
problème de décharge à la pression atmosphérique sont très consommatrices de temps de
calcul (temps CPU). De plus la forte disparité entre le pas de temps effectif et la condition
CFL favorise les phénomènes de diffusion numérique.
Considérons une équation de conservation 1D, telle que l'équation d'advection avec un
terme source :
∂n
∂t
+
∂Γ
∂x
= S (2.1)
En prenant Γ = nv(x) avec v(x) ≥ 0 un profil de vitesse donné et S une source ou un
puits de matière. Dans ce cas le schéma décentré amont du premier ordre correspondant
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sur un maillage régulier s'écrit :{
nk+1i = n
k
i − ∆t∆x(nki vi+ 12 − n
k
i−1vi− 1
2
) + Si∆t
tk+1 = tk + ∆t
(2.2)
Les ni représentent les valeurs de la densité au centre des cellules aux points xi = i∆x,
les vitesses vi+ 1
2
étant définies aux interfaces d'abscisse xi+ 1
2
= (i+ 1
2
)∆x.
Avec une méthode explicite classique le pas de temps d'intégration ∆t doit être infé-
rieur au minimum des contraintes CFL locales sur tout le domaine.
Un schéma asynchrone d'intégration des équations de transport a été défini en considé-
rant des remises à jour indépendantes pour chaque flux d'interface ainsi que pour chaque
terme source. La logique asynchrone veut que chaque évènement de remise à jour soit dé-
clenché à un instant précis en temps simulé à partir d'une horloge globale. Contrairement
à une intégration classique synchrone dans laquelle la solution n'est définie qu'à certains
instants bien précis, chacun de ces instants étant séparés par le pas de temps d'intégra-
tion, la solution d'un schéma asynchrone est définie à tout instant. C'est à l'utilisateur
de définir les instants auxquels il désire obtenir la solution discrète. Entre deux sorties
déterminées par l'utilisateur, la solution est reconstruite en tenant compte des différentes
mises à jour des flux et des sources qui ont eu lieu :
{
nk+1i = n
k
i − 1∆x(
∑
p ∆t
p
Γ+Γi+ 1
2
(tp)−∑q ∆tqΓ−Γi− 1
2
(tq)) +
∑
r ∆t
r
SSi(tr)
tk+1 = tk + ∆toutput
(2.3)
Cette fois la stabilité du schéma est assurée si chaque remise à jour à lieu à une
fréquence supérieure à l'inverse du pas de temps local contraint par la condition CFL.
2.2.2 Algorithme
L'algorithme du schéma asynchrone a été construit en tenant compte de deux re-
marques. Premièrement la solution doit être accessible à chaque instant. Deuxièmement
pour une cellule donnée, entre deux remises à jour successives d'au moins l'un des contri-
buteurs du taux de variation de la densité dans cette cellule, le taux de variation de la
densité reste constant. Autrement dit l'évolution de la densité en un point donné est li-
néaire entre deux évènements. Par conséquent la solution peut-être reconstruite à chaque
instant à condition de connaître son taux de variation remis à jour, une valeur précédente
de la densité, calculée postérieurement au dernier évènement, et l'instant auquel cette
valeur a été calculée. Il suffit donc pour chaque cellule de définir au moins trois variables
par quantité conservative, soit une valeur de la densité, un temps et un taux de varia-
tion. Dans l'exemple du paragraphe précédent, le taux de variation de la densité a trois
contributeurs, les flux amont et aval ainsi que le terme source :
∂ni
∂t
= Si −
Γi+ 1
2
∆x
+
Γi− 1
2
∆x
=
∂ni
∂t
S
+
∂ni
∂t
Γ+
+
∂ni
∂t
Γ−
On définit les variables suivantes :
ni : densité de l'espèce considérée dans la cellule i
Si : terme source en volume au sein de la cellule i
Γi+ 1
2
: flux de matière à l'interface entre les cellules i et i+1
tsimulation : le temps courant de la simulation
tni : le temps associé à la valeur courante de la densité notée ni
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tΓi : le temps de mise à jour du flux i noté Γi
tSi : le temps de mise à jour de la source i notée Si
Au cours du calcul, le temps courant tsimulation prends les valeurs successives des évé-
nements les plus urgents. L'algorithme proprement dit comporte une phase d'initialisation
suivie d'une boucle principale du type tant que :
Initialisation
1. Initialisation des densités, des flux et des sources
2. Tous les temps de mise à jour tΓi , t
S
i sont pris égaux au temps initial de la simulation
Tant que le temps final de la simulation n'est pas atteint
1. Détermination du flux ou de la source à mettre à jour
2. tsimulation prend la valeur du temps de mise à jour
3. Synchronisation des densités dont la valeur est nécessaire au calcul de mise à jour ou
dont le taux de variation va être impacté par cet événement (seul un petit nombre
de cellules est concerné)
 nj = nj +
(
∂nj
∂t
S
+ ∂nj
∂t
Γ+
+ ∂nj
∂t
Γ−)(
tsimulation − tnj
)
 tnj = tsimulation
Avec j ∈ [i, i+ 1] pour un schéma spatial du premier ordre pour les flux, j ∈
[i− 1, i+ 2] pour des flux calculés par une méthode du second ordre de type MUSCL
par exemple, ou j = i pour un terme source.
4. Calcul de la nouvelle valeur du flux ou de la source et mise à jour des taux de
variation :
 ∂ni
∂t
Γ+
= −Γi+ 12
∆x
 ∂ni+1
∂t
Γ−
=
Γ
i+ 12
∆x
ou ∂ni
∂t
S
= Si
La mise à jour d'un flux a un impact sur deux cellules. La mise à jour d'une source
n'en impacte qu'une seule.
5. Calcul du pas de temps local en fonction de la condition CFL associée au flux ou
de la cinétique chimique de la source :
tΓi = t
Γ
i + ∆tCFL dans le cas d'un flux ou t
S
i = t
S
i + ∆tS dans le cas d'une source
6. Si une sortie est programmée avant le prochain évènement, la solution est extra-
polée à la date de la sortie puis enregistrée.
noutputi = ni +
(
∂ni
∂t
S
+ ∂ni
∂t
Γ+
+ ∂ni
∂t
Γ−)
(toutput − tni ) pour toutes les cellules du
maillage
Remarques :
 L'étape 3 a deux objectifs : l'intégration correcte de la solution et la synchronisation
des densités pour permettre le calcul des flux et sources.
 L'étape 6 intervient à des instants définis par l'utilisateur et n'a aucun effet sur
le calcul lui-même. Ce n'est pas une synchronisation globale de la solution. Cette
étape n'est absolument pas nécessaire pour assurer la stabilité du calcul. En revanche
comme la solution complète n'est pas présente en mémoire, chaque cellule ayant une
valeur calculée à des instants différents, elle doit être reconstruite pour pouvoir être
sauvegardée.
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2.2.3 Originalité de l'approche notamment par rapport aux tra-
vaux de Omelchenko et Karimabadi
Cette approche présente des différences majeures avec le schéma asynchrone défini par
Omelchenko et Karimabadi dans [3]. Dans leur article, les auteurs définissent un peigne
de mise à jour centré sur chaque cellule, la mise à jour d'une cellule s'accompagnant de la
mise à jour des flux de toutes les interfaces de cette cellule. Ils définissent aussi un concept
de flux capacitor sorte de buffer de flux qui permet de stocker du flux de matière entre
deux cellules jusqu'à un évènement ultérieur. La conservation de la matière est assurée a
posteriori quand la cellule voisine est elle aussi remise à jour et que les flux capacitor
sont vidés. Cette approche permet d'utiliser des pas de temps infinis dans les zones où les
variations temporelles sont quasi-nulles. En contrepartie si un seuil est dépassé, une cellule
peut déclencher la remise à jour de ses voisines. Ce concept est original et attrayant mais
un doute subsiste sur la consistance d'une telle méthode d'autant plus que les auteurs
n'ont pas publié de preuve de la convergence de leur schéma.
Au contraire notre approche est de toujours utiliser des pas de temps inférieurs mais
le plus proche possible de la condition CFL, ce qui a pour effet de minimiser largement
les phénomènes de diffusion numérique (voir 2.2.5). De plus le concept de flux capaci-
tor introduit une notion de seuil minimal en-dessous duquel une perturbation ne peut
absolument pas se propager. Pour les problèmes de décharge dans les gaz, le phénomène
fondamental est l'ionisation par avalanche électronique qui est très largement exponentiel.
Dans ce contexte il n'est pas possible de définir un tel seuil minimal. Si on voulait utiliser
l'algorithme de Omelchenko et Karimabadi dans le contexte des plasma de décharge, il
faudrait nécessairement faire abstraction du concept de flux capacitor.
Comparons les deux schémas sur un problème d'advection 1D à vitesse uniforme sans
source sur un maillage uniforme contenant N cellules. Dans un tel cas, l'intégration asyn-
chrone n'apporte rien puisque la condition CFL est homogène. Le schéma d'Omelchenko
et Karimabadi va appeler N fois la remise à jour d'une cellule. Pour chaque cellule i un
calcul du flux entrant et sortant sera effectué soit 2N calcul de flux. Dans notre approche
et aux conditions limites près seul N flux seront calculés. Quand on sait qu'une forte
partie du temps CPU dans ce type de problème est dévolue au calcul des flux, on peut
raisonnablement penser que notre approche permet de gagner un facteur proche de 2 en
temps de calcul par rapport au schéma d'Omelchenko et Karimabadi. D'autre part, en
ce qui concerne les aspects de diffusion numérique, dans notre approche le pas de temps
associé à la remise à jour d'un flux correspond exactement à la vitesse d'interface, ce
qui n'est pas le cas dans l'autre schéma dans lequel le pas de temps local correspond au
minimum de la condition CFL sur les deux flux.
2.2.4 Convergence
Un schéma conservatif
Considérons le schéma asynchrone décentré amont du premier ordre sans source avec
des flux nuls aux limites Γ 1
2
= Γn+ 1
2
= 0. Il est facile de voir que le schéma est conservatif :
∑
nt+∆ti =
∑
nti + ∆t
∑
(
∂ni
∂t
Γ+
+
∂ni
∂t
Γ−
) =
∑
nti (2.4)
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puisque par définition de l'algorithme
∂ni+1
∂t
Γ−
=
Γi+ 1
2
∆x
= −∂ni
∂t
Γ+
(2.5)
Condition de stabilité
Avec les notations de la figure 2.1, le schéma peut être écrit entre les instants tq et
tq+1 avec un nombre quelconque de mise à jour du flux Γi− 1
2
. ∆tp et ∆tq représentent les
pas de temps à gauche et à droite respectivement, et τ est le déphasage entre les mises à
jour des flux gauche et droit. Sachant que la vitesse v considérée est positive, on a :
n
tq+1
i = n
tq
i −
1
∆x
[
∆tqn
tq
i vi+ 1
2
− τntpi−1vi− 1
2
−∑ntp+ki−1 vi− 1
2
∆tp+k − ntp+k+1i−1 vi− 1
2
(tq+1 − tp+k+1)
]
n
tq+1
i ≥ ntqi
(
1− ∆tq
∆x
vi+ 1
2
)
(2.6)
La condition de stabilité du schéma est inscrite dans l'équation 2.6 qui montre que le
schéma est positif sous condition CFL locale. Le schéma étant conservatif, sa stabilité est
assurée.
Consistance sous la condition CFL locale
Dans le cas présent, la consistance revient à s'assure que lorsque que le seul paramètre
∆x tend vers zéro, la différence entre l'équation aux dérivées partielles et sa discrétisation
tende elle aussi vers zéro.
Figure 2.1  Diagramme spatio-temporel du schéma asynchrone supposant une vitesse
de dérive positive
Supposons que la vitesse de dérive soit une fonction différentiable de la position et que
les pas de temps locaux soient inférieurs et proportionnels aux conditions CFL locales
i.e. :
∆tq =
kCFL∆x
vi+ 1
2
' kCFL∆x
v
(
1− ∂v
∂x
∆x
2v
)
kCFL ]0, 1[ (2.7)
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∆tp =
kCFL∆x
vi− 1
2
' kCFL∆x
v
(
1 +
∂v
∂x
∆x
2v
)
= ∆tq
(
1 +
∂v
∂x
∆x
v
)
(2.8)
Si on se place à ∆x suffisamment petit, notamment si ∆x ≤ v ∂x
∂v
, les pas de temps
locaux vérifient nécessairement la condition suivante : |∆tp −∆tq| ≤ ∆tq. Cela signifie
que seuls trois cas doivent être considérés :
 Premier cas : tp ≤ tq ≤ tp+1 ≤ tq+1
n
tq+1
i = n
tq
i −
1
∆x
[
∆tqn
tq
i vi+ 1
2
− τntpi−1vi− 1
2
− ntp+1i−1 vi− 1
2
(∆tq − τ)
]
n
tq
i vi+ 1
2
= n
tq
i vi + n
tq
i
∂v
∂x
∆x
2
n
tp
i vi− 1
2
= n
tq
i vi − ntqi
∂v
∂x
∆x
2
− vi∂n
∂x
∆x− vi∂n
∂t
(∆tp − τ)
n
tp+1
i vi− 1
2
= n
tq
i vi − ntqi
∂v
∂x
∆x
2
− vi∂n
∂x
∆x+ vi
∂n
∂t
τ
n
tq+1
i = n
tq
i −∆tq
[
∂ (nv)
∂x
+ vi
∂n
∂t
(∆tp −∆tq)
∆tq∆x
τ
]
n
tq+1
i − ntqi
∆tq
+
∂ (nv)
∂x
= −vi∂n
∂t
(∆tp −∆tq)
∆tq∆x
τ (2.9)
D'où la consistance puisque ∆tp − ∆tq = O (∆tq∆x) = O (∆x2) et τ = O (∆tq) =
O (∆x)
 Second cas : tp ≤ tq ≤ tp+1 ≤ tp+2 ≤ tq+1
n
tq+1
i = n
tq
i −
1
∆x
[
∆tqn
tq
i vi+ 1
2
− τntpi−1vi− 1
2
−∆tpntp+1i−1 vi− 1
2
− (∆tq − τ −∆tp)ntp+2i−1 vi− 1
2
]
n
tp+2
i vi− 1
2
= n
tq
i vi − ntqi
∂v
∂x
∆x
2
− vi∂n
∂x
∆x+ vi
∂n
∂t
(τ + ∆tp)
n
tq+1
i = n
tq
i −∆tq
[
∂ (nv)
∂x
+
vi
∆tq∆x
∂n
∂t
((∆tp −∆tq) τ + ∆tpτ + ∆tp (∆tp −∆tq))
]
(2.10)
Dans ce cas, nécessairement τ ≤ ∆tq −∆tp donc τ = O (∆tq∆x) = O (∆x2), d'où la
consistance
 Troisième cas : tp ≤ tq ≤ tq+1 ≤ tp+1
n
tq+1
i = n
tq
i −
1
∆x
[
∆tqn
tq
i vi+ 1
2
−∆tqntpi−1vi− 1
2
]
n
tq+1
i = n
tq
i −∆tq
[
∂ (nv)
∂x
+ vi
∂n
∂t
∆tp − τ
∆x
]
(2.11)
Cette fois, nécessairement ∆tq ≤ τ ≤ ∆tp d'où ∆tp − τ = O (∆tq∆x) = O (∆x2), ce
qui assure la consistance.
Par conséquent le schéma asynchrone décentré amont du premier ordre converge. On
constate que la condition CFL locale joue un rôle essentiel dans cette démonstration.
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2.2.5 Intégration asynchrone et diffusion numérique
Dans ce paragraphe, on considère une simple équation d'advection à la vitesse constante
v :
∂n
∂t
+ v
∂n
∂x
= 0 (2.12)
En reprenant les calculs du paragraphe précédent et en développant au second ordre,
on obtient dans le premier cas :
n
tq+1
i = n
tq
i −
1
∆x
[
∆tqn
tq
i v − τntpi−1v − ntp+1i−1 v(∆tq − τ)
]
n
tp
i v = n
tq
i v−v
∂n
∂x
∆x−v∂n
∂t
(∆tp − τ)+v∂
2n
∂x2
∆x2
2
+v
∂2n
∂t2
(∆tp − τ)2
2
+v
∂2n
∂t∂x
(∆tp − τ) ∆x
n
tp+1
i v = n
tq
i v − v
∂n
∂x
∆x+ v
∂n
∂t
τ + v
∂2n
∂x2
∆x2
2
+ v
∂2n
∂t2
τ 2
2
− v ∂
2n
∂t∂x
τ∆x
A l'ordre deux, on a :
n
tq+1
i − ntqi
∆tq
=
∂n
∂t
+
∂2n
∂t2
∆tq
2
Puisque n est solution de l'équation d'advection, on peut utiliser le fait que ∂n
∂t
= −v ∂n
∂x
et que ∂
2n
∂t2
= v2 ∂
2n
∂x2
pour exprimer toutes les dérivées secondes et croisées en fonction de
∂2n
∂x2
. Finalement le coefficient obtenu devant ∂
2n
∂x2
est le coefficient de diffusion numérique
asynchrone et s'écrit :
Dasync = v
2
(
−∆tq
2
− v (∆tp − τ)
2 τ + τ 2 (∆tq − τ)
2∆tq∆x
+
(∆tp −∆tq) τ
∆tq
+
∆x
2v
)
(2.13)
Le premier et le dernier termes de ce coefficient apparaissent aussi dans le développe-
ment du coefficient de diffusion numérique du schéma décentré amont du premier ordre
standard. Ce coefficient s'écrit classiquement Dsync = v∆x2
(
1− v∆t
∆x
)
et se retrouve bien
en faisant τ = 0 dans l'équation 2.13. Par contre dans le cas asynchrone ces termes s'an-
nulent au premier ordre en ∆x quand kCFL = 1. Le troisième terme est du second ordre
en ∆x car ∆tp−∆tq = O (∆tq∆x). Seul le second terme doit être évalué au premier ordre,
sachant que ∆tq ' ∆tp à cet ordre et que (∆tq − τ) τ ≤ ∆t
2
q
4
avec 0 ≤ τ ≤ ∆tq. Donc dans
ce cas le coefficient de diffusion numérique est tel que localement :
Dasync ≤ v∆x
8
(2.14)
Si on suppose que ce coefficient de diffusion numérique s'applique au cas plus général
d'une vitesse d'advection variable, cela signifie que dès que la variation de vitesse ou de
taille de maille sur le domaine est supérieure à 25%, le schéma asynchrone diffuse moins
numériquement que son équivalent synchrone. D'un point de vue physique la diffusion
numérique dans les zones où le nombre CFL est inférieur à un peut s'expliquer par le fait
que dans ces zones l'information voyage plus vite qu'elle ne devrait. Le schéma asynchrone
supprime cet effet au premier ordre car l'information ne peut pas voyager plus vite que
la CFL locale. Par contre une diffusion parasite est introduite par la désynchronisation
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locale τ (Second terme de l'équation 2.13). En fait on peut dire que le schéma asynchrone
respecte en moyenne la vitesse physique de transport de l'information partout sur le
domaine.
Remarques :
 Les cas deux et trois, définis au paragraphe 2.2.4 à propos de la consistance du
schéma, sont pathologiques. Néanmoins ils n'entraînent pas de diffusion numérique
au premier ordre en ∆x.
 L'estimation du coefficient de diffusion numérique asynchrone correspond au pire
cas τ = ∆tq
2
. En fait τ varie continuellement au cours de la simulation. En pratique
la valeur du coefficient de diffusion numérique asynchrone est inférieure.
2.3 Implémentation du schéma asynchrone
L'intérêt principal d'une méthode asynchrone est de pouvoir réduire le temps de calcul
en limitant la fréquence de mise à jour des flux. A contrario l'algorithme asynchrone
introduit une phase de détermination de l'événement suivant qui est répétée très souvent,
c'est-à-dire à chaque évènement. L'optimisation de cet algorithme de détermination qui
peut s'apparenter à un algorithme de tri est donc cruciale pour espérer gagner du temps
de calcul. D'autre part la nature même de l'algorithme fait qu'il parcourt le maillage de
manière aléatoire d'un point de vue spatial. Ce comportement est problématique d'un
point de vue informatique car il conduit à un nombre d'erreur de cache mémoire (memory
cache misses) beaucoup plus nombreuses que dans une méthode classique. La mémoire
cache est une zone mémoire d'accès rapide mais de taille limitée qui est utilisé en miroir de
la mémoire vive ordinaire pour accélérer l'exécution des programmes (voir [30]). Lorsqu'un
programme a besoin d'une donnée qui n'est pas présente dans le cache, il va la chercher
dans la mémoire vive en chargeant une certaine zone de cette mémoire dans le cache.
En général il y a de fortes chances que les autres données ainsi chargées soient bientôt
nécessaires pour la suite de l'exécution du programme. En fait ce n'est pas le cas avec la
méthode asynchrone. Une optimisation de la gestion de la mémoire est nécessaire pour
tenter de minimiser ce phénomène.
D'une manière générale la performance en termes de temps de calcul d'un algorithme
asynchrone est affectée directement par la fréquence des erreurs de cache. En effet contrai-
rement à un algorithme classique qui va parcourir les tableaux contenant les données de
manière linéaire, l'algorithme asynchrone saute de manière aléatoire d'une zone du ta-
bleau à une autre. Néanmoins le nombre d'erreurs de cache peut être diminué en stockant
toutes les données relatives à une cellule dans une même zone de la mémoire. C'est-à-dire
que les données comme les coordonnées de la cellule, les valeurs de la densité, les temps
associés, les taux de variation, les flux sont regroupées dans une même structure, ce qui
va assurer la colocalisation des données en mémoire et ainsi limiter les erreurs de cache.
2.3.1 Algorithmes de détermination de l'événement suivant
Plusieurs algorithmes ont été développés dans le cadre de cette thèse. Les principaux
sont détaillés dans cette section, classés par efficacité croissante.
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Arbre Binaire
Dans [5] Karimabadi et al. ont utilisé une file priorisée (priority queue) codée comme
un tableau dynamique utilisant l'algorithme de tri heapsort et ceci pour des simula-
tions particulaires. Cette implémentation surpasse largement les arbres binaires lors d'un
tri complet des données. Néanmoins notre algorithme ne reposant pas sur des rappels
en chaîne d'événement il n'est jamais nécessaire de trier complètement des événements
distribués aléatoirement. En effet dans notre approche seul l'événement courant doit être
replacé dans l'arbre. De plus le nombre d'événement est constant, au moins pour un
maillage donné. Dans ces conditions l'utilisation d'une structure de tas (heap-structure)
mais cette fois codé dans un arbre permet de toujours replacer la valeur courante dans
l'arbre en O(log(n)) si n est le nombre total d'événements. Le fonctionnement de l'arbre
est le suivant. L'élément le plus urgent est situé à la racine de l'arbre. Une fois qu'il a été
traité, il faut le replacer dans la structure. Si la nouvelle valeur est inférieure à celles des
deux branches, il reste à la racine. Sinon la plus petite valeur des deux branches rejoint
la racine, et on essaye de replacer la nouvelle valeur à la place laissée vacante etc...
Cette structure peut être stockée de manière optimale en mémoire pour les problèmes
de cache (voir Figure 2.2)
Figure 2.2  Schéma du stockage mémoire de l'arbre binaire
La structure utilisée pour un noeud de l'arbre consiste en un temps, un code qui
définit l'événement et deux pointeurs vers les branches. L'allocation en mémoire peut
se faire d'une manière qui minimise l'occurrence d'erreurs de cache comme le montre la
Figure 2.2. La racine de l'arbre est positionnée au milieu de la zone mémoire dédiée à
l'arbre, les branches étant situées de part et d'autres à distance croissante en fonction de
leur niveau. Ainsi le positionnement du nouveau temps dans l'arbre se fait en parcourant
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la mémoire toujours dans la même direction, ce qui va limiter les erreurs de cache quand
la taille mémoire de l'arbre est supérieure à la taille du cache.
Planificateur en temps discret (discrete time scheduler)
Figure 2.3  Planificateur en temps discret
Nous avons vu dans la section 2.2.5 que la diffusion numérique du schéma asynchrone
était minimale quand les pas de temps locaux suivent la condition CFL au plus près. En
acceptant que les pas de temps locaux puissent s'éloigner légèrement de l'optimum, ce qui
est un compromis tout à fait acceptable au profit du temps de calcul, il est possible de
définir les pas de temps locaux comme des multiples d'un pas de temps minimal. Il faut
ensuite borner l'ensemble des pas de temps acceptables entre ce pas de temps minimal et
ses multiples pour que l'ensemble puisse être stocké en mémoire :
∆t ∈ [∆tmin,m∆tmin] (2.15)
Ces hypothèses permettent de définir une structure dénommée planificateur en temps
discret (voir Figure 2.3). Les carrés sur la figure représentent les éléments du type tâche
(task) qui correspondent chacun à un instant différent de la simulation. Le tableau des
tâches est circulaire, c'est-à-dire que le dernier élément du tableau sera suivi par le
premier élément quand celui-ci prendra une valeur supérieure. Le type tâche contient un
temps, et un pointeur sur une pile d'actions à réaliser à cet instant, chaque action est
représentée par une ellipse sur la figure. La tâche courante est identifiée par son rang
dans le tableau. Grâce à cette structure la détermination de l'événement suivant est une
opération en O(1) : il suffit d'accéder à l'élément supérieur de la pile d'action à réaliser à
la tâche courante. L'opération de maintenance du tri, c'est-à-dire le placement de l'action
à sa nouvelle place est elle aussi en O(1). Il suffit de la replacer sur la pile d'actions à
réaliser située à i∆tmin soit i éléments plus loin dans le tableau circulaire. Dès que la pile
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d'actions à réaliser est vide, la tâche suivante devient la tâche courante et l'ancienne tâche
devient une nouvelle tâche à l'instant tlasttask + ∆tmin.
L'utilisation d'une structure de Planificateur en temps discret permet de définir un
algorithme en O(1) pour la détermination de l'évènement suivant. Les paramètres du
Planificateur [∆tmin,m] qui sont utilisés doivent être surdimensionnés par rapport aux
pas de temps de la simulation, typiquement ∆tmin = 5 × 10−14 et m = 107 pour les
simulations des DBD pour le contrôle d'écoulement.
2.3.2 Calcul des pas de temps locaux en multi-dimensionnel
L'algorithme asynchrone fait l'hypothèse d'un traitement indépendant de tous les flux
du maillage, ce concept est assez naturel pour un calcul mono-dimensionnel. Néanmoins
quand il s'agit de résoudre des problèmes physiques, on n'échappe pas en général à des
calculs bi voir tri-dimensionnel. Dans un problème comportant plus d'une dimension, la
condition CFL usuelle fait apparaître une dépendance du pas de temps à chaque compo-
sante du mouvement pour un schéma décentré amont :
∆t =
∆x∆y
vx∆y + vy∆x
(2.16)
La généralisation des pas de temps asynchrones dans le cas multi-dimensionnel passe
donc nécessairement par une prise en compte de la vitesse dans les directions orthogonales
au flux :
∆tx =
∆x∆y
vx∆y + v⊥∆x
(2.17)
Figure 2.4  Schéma de prise en compte des vitesses orthogonales pour le calcul des pas
de temps en 2D
La vitesse orthogonale est une vitesse locale qui peut être définie de plusieurs manières,
comme le montre la figure 2.4. On peut choisir par exemple la valeur maximale des quatre
vitesses avoisinantes (schéma de gauche sur la figure) :
v⊥ = max(vx+,y+y , v
x+,y−
y , v
x−,y+
y , v
x−,y−
y ) (2.18)
Cette formulation est un peu restrictive. Elle peut être améliorée légèrement en re-
marquant que la condition de stabilité est imposée par la cellule amont au sens du flux.
En effet la positivité est assurée si la cellule amont n'a pas le temps de se vider de toute
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sa matière pendant l'intervalle ∆t. Il suffit donc en pratique de tenir compte de la vitesse
orthogonale maximale quittant la cellule amont dans le calcul du pas de temps local (voir
le schéma de droite sur la figure). L'identité de la cellule amont est déterminée en fonction
de la valeur algébrique du flux qui vient d'être remis à jour.
2.4 Validation numérique : cas de l'advection 1D
Dans ce paragraphe, on considère une équation d'advection 1D avec une vitesse constante
unitaire sur un domaine unité avec des conditions aux limites périodiques. Seul le maillage
est variable.
∂n
∂t
+
∂n
∂x
= 0 (2.19)
Le maillage de Ncell cellules est paramétré par une loi polynomiale. Le paramètre α
qui définit la pente à l'abscisse x=0,5 peut varier.
xi = 4 (1− α)
(
i− 1
Ncell − 1 −
1
2
)3
+ α
(
i− 1
N − 1 −
1
2
)
+
1
2
(2.20)
On étudie une fonction test, représentée par un créneau défini à t = 0 de la manière
suivante :
n(x) =
{
1 si |x− 1
2
| < 1
2
0, 01 sinon
(2.21)
Les schémas utilisés sont d'ordre deux en espace (MUSCL, limiteur minmod). Les
performances du schéma asynchrone sont comparées avec celles de son équivalent syn-
chrone après 20 périodes. Les pas de temps locaux du schéma asynchrone sont pris tels
que ∆t(x) = 0, 49 ∆x
v(x)
, et ∆t = 0, 49min
{
∆x
v(x)
}
x
dans le cas standard. La précision des
schémas par rapport à la solution analytique est évaluée selon les normes suivantes :
Easync1 =
∑
((nasynci − nrefi )2∆xi)∑
((nrefi )
2∆xi)
(2.22)
Esync1 =
∑
((nsynci − nrefi )2∆xi)∑
((nrefi )
2∆xi)
(2.23)
On définit Rcputime comme le rapport des temps de calcul synchrone par les temps
de calcul asynchrone. Les tableaux 1 et 2 montrent l'influence des paramètres α et Ncell
sur les performances des deux schémas. La distorsion relative du maillage est évaluée par
max
(
δ∆x
∆x
)
= maxi
(
∆xi+1−∆xi
∆xi
)
et est une fonction de α et Ncell seulement. Le schéma
asynchrone est testé dans sa version utilisant un arbre binaire et avec le planificateur en
temps discret.
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α 1 0.5 0.1 0.05 0.01
max
(
δ∆x
∆x
)
0% 1.7% 5.3% 7.9% 18.8%
Easync1 (tree) 2.58× 10−3 3.71× 10−3 4.75× 10−3 5.35× 10−3 5.20× 10−3
Easync1 (sched) 2.58× 10−3 4.67× 10−3 4.82× 10−3 5.39× 10−3 5.74× 10−3
Esync1 2.58× 10−3 1.54× 10−2 7.48× 10−2 8.39× 10−2 9.04× 10−2
tasynccpu (tree)in s 0.891 1.094 2.203 3.079 6.656
tasynccpu (sched)in s 0.609 0.859 1.703 2.391 5.453
tsynccpu in s 0.265 0.406 1.641 3.187 15.360
Rcpu(tree) 0.297 0.371 0.745 1.035 2.308
Rcpu(sched) 0.435 0.473 0.964 1.333 2.817
Tableau 1 : Ncell = 200
Ncell 200 500 1000 2000 5000
max
(
δ∆x
∆x
)
18.8% 7.1% 3.5% 1.7% 0.7%
Easync1 (tree) 5.20× 10−3 2.19× 10−3 1.08× 10−3 4.97× 10−4 2.12× 10−4
Easync1 (sched) 5.74× 10−3 2.22× 10−3 9.79× 10−4 4.51× 10−4 1.92× 10−4
Esync1 9.04× 10−2 4.99× 10−2 3.15× 10−2 1.98× 10−2 1.06× 10−2
tasynccpu (tree)in s 7 45 190 813 5497
tasynccpu (sched)in s 5 33 131 536 3270
tsynccpu in s 15 96 389 1570 9854
Rcpu(tree) 2.31 2.14 2.04 1.93 1.79
Rcpu(sched) 2.82 2.91 2.97 3.02 3.01
Tableau 2 : α = 0.01
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
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de
ns
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Figure 2.5  Comparaison après 20 périodes pour α = 0.01 et Ncell = 200
Il ressort du tableau 1 que le schéma asynchrone est plus lent d'un facteur compris entre
2.5 et 3.5 que le schéma standard sur un problème parfaitement homogène en fonction
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de la méthode de tri employée. Quand les maillages deviennent non uniformes l'erreur du
schéma synchrone Esync1 augmente bien plus rapidement que celle du schéma asynchrone
Easync1 . Ceci est dû au plus faible coefficient de diffusion numérique du schéma asynchrone.
On note également que la discrétisation des pas de temps locaux induite par le planificateur
n'a qu'un effet très minime sur la précision du schéma. D'autre part le ratio des temps
de calcul Rcpu devient de plus en plus favorable au schéma asynchrone à mesure que
l'inhomogénéité du maillage augmente. A partir d'une certaine distorsion du maillage
le schéma asynchrone devient plus rapide que le schéma standard. La réduction de la
diffusion numérique qui a été prouvée dans le cas de schéma d'ordre 1 en espace s'observe
aussi de manière numérique avec des discrétisations de flux d'ordre 2 en espace.
Quand le nombre de mailles augmente, le gain de temps de calcul apporté par le
schéma asynchrone basé sur un tri de type arbre binaire diminue progressivement comme
le montre le tableau 2, alors que l'utilisation du planificateur améliore ce ratio. Ceci
s'explique très bien. En effet le raffinement du maillage revient à utiliser le pas de temps
minimal sur une fraction toujours plus réduite de cellules, ce qui réduit le nombre des
calculs. Dans l'approche utilisant l'arbre binaire le coût du tri augmente en log(Ncell),
cette augmentation anéantit complètement le gain sur la description du minimum de
CFL. Lorsque le planificateur est utilisé, la performance du tri ne dépend pas du nombre
de cellules et on assiste à une augmentation du rapport des temps CPU.
En résumé, la méthode asynchrone est particulièrement efficace pour les problèmes
présentant un minimum aigu et localisé dans la condition CFL. En d'autres termes, il est
particulièrement adapté à la résolution de phénomènes très locaux, de forts gradients ou
l'utilisation de maillages raffinés localement.
2.5 Application aux problèmes de décharges dans les
gaz
Par soucis de simplicité, on considère dans cette section des décharges ayant lieu dans
l'azote pur, les ions négatifs ne sont pas pris en compte.
2.5.1 Couplage asynchrone des équations de transport avec l'équa-
tion de Poisson
La question du couplage des équations de transport avec l'équation de Poisson est
critique pour la viabilité de la méthode asynchrone. En effet le schéma asynchrone étant
explicite, pour chaque remise à jour d'un flux la connaissance de la valeur du champ
électrique à l'instant précis du calcul est nécessaire. Dans une approche explicite classique,
on résout l'équation de Poisson sur tout le domaine de calcul, ce qui rend disponible les
valeurs du champ électrique en tout point pour le calcul des flux. Une transposition
directe de cette logique serait catastrophique avec le schéma asynchrone. En effet puisque
les instants de remise à jour des flux sont tous différents, cela reviendrait à résoudre
l'équation de Poisson avec une fréquence n fois supérieure avec n le nombre de flux. Or
l'équation de Poisson est fondamentalement non locale puisqu'elle revient à résoudre les
équations de Maxwell avec une vitesse de la lumière infinie. C'est en général une opération
coûteuse du point de vue du temps de calcul et qui dépend de la taille du maillage. La
solution idéale consisterait à pouvoir évaluer le champ électrique localement sur des seuls
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critères locaux, c'est-à-dire en utilisant que des opérations en O(1) par rapport au nombre
de mailles.
En utilisant la relation qui traduit la conservation du courant total, cette opération
est réalisable pour un calcul monodimensionnel. Pour un calcul en multi-dimensionnel
un filtrage numérique qui généralise le cas 1D est possible sur une échelle de temps plus
réduite tout en résolvant périodiquement l'équation de Poisson.
Couplage en 1D
Cette stratégie est due à Kulikovsky, le lecteur trouvera de plus amples détails dans [6].
La relation fondamentale qui décrit l'évolution spatio-temporelle des grandeurs électriques
comme la densité de courant et le champ en supposant une dérive pure des particules
chargées se déduit de la conservation de la charge et de l'équation de Maxwell-Gauss.
Cette relation traduit la conservation du courant total :
~∇.
0∂ ~E
∂t
+ (neµe + npµp) e ~E
 = 0 (2.24)
L'équation 2.24 décrit le couplage du courant de déplacement avec le courant de
conduction. Localement une constante de temps apparaît, c'est le temps de Maxwell ou
le temps de relaxation diélectrique : τM = 0(neµe+npµp)e . Cette constante de temps traduit
la capacité du plasma à faire évoluer le champ électrique local. Elle dépend donc natu-
rellement de la mobilité : plus les espèces sont mobiles, plus une séparation de charge
et donc un champ va pourvoir être créé rapidement. Elle dépend aussi évidement de la
densité de particules chargées car plus les particules sont nombreuses et plus un même
champ va séparer de charges. Le temps de Maxwell local est donc caractéristique de la
dynamique locale. Dorénavant on fera la distinction entre le temps de Maxwell local :
τM =
0
(neµe+npµp)e
, et le temps de Maxwell global qui est le minimum dans le système
des temps de Maxwell locaux. La dynamique macroscopique des grandeurs électriques du
système, courant, potentiel, est nécessairement plus lente que le temps de Maxwell global.
Cette constante de temps est donc naturellement une limite de stabilité pour un couplage
explicite classique du système transport/Poisson.
Pour un problème 1D, l'équation s'intègre analytiquement sur la distance L et la
densité de courant est constante sur tout le domaine, Jtotal étant la densité de courant
totale. Elle peut ensuite être discrétisée comme suit :
0
∂ [Vcathode − Vanode]
∂t
+
∑
cellules
(neµe + npµp) e ~E.∆x ~ux = JtotalL (2.25)
En particulier l'équation précédente permet de déterminer la densité de courant total
qui traverse le domaine. Outre le courant de déplacement introduit par le circuit extérieur,
la densité de courant total est égal à la moyenne des courants de conduction dans chacune
des mailles. Cette moyenne peut être mise à jour localement avec un coût de calcul en O(1)
puisque seul un courant va changer lors de la remise à jour asynchrone. La connaissance
du courant total et du courant local de conduction à l'interface i + 1
2
située entre les
cellules i et i+1 permet de déterminer la variation du champ électrique, le tout en O(1) :
∂Ei+ 1
2
∂t
=
Jtotal − [(neµe + npµp) eE]i+ 1
2
0
(2.26)
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Le champ électrique initial est donné par une résolution de l'équation de Poisson, puis
les champs électriques locaux sont propagés par intégration directe. Cependant cette pro-
cédure n'assure pas la consistance avec l'équation de Poisson et inévitablement des erreurs
numériques sont intégrées qui conduisent à une divergence lente du champ électrique ne
satisfaisant plus l'équation de Poisson. Par conséquent il est nécessaire de résoudre périodi-
quement l'équation de Poisson pour purger les erreurs numériques qui se sont accumulées.
En pratique il suffit de résoudre l'équation de Poisson à une fréquence supérieure à un
centième de l'inverse du temps de Maxwell global, ce qui a été vérifié numériquement sur
un calcul de tube à décharge dans l'azote à 1 Torr.
Couplage en multi-D
La technique 1D décrite au paragraphe précédent ne peut être étendue directement à
un problème multi-dimensionnel. En effet si la dynamique du courant et du champ élec-
trique est toujours régie par la même équation de conservation, sa résolution ne peut plus
se faire analytiquement. Une résolution numérique de la divergence nulle du courant total
n'a pas plus de sens puisque c'est une opération non locale qui est aussi coûteuse que la
résolution de l'équation de Poisson elle-même. En revanche on peut s'inspirer de la métho-
dologie 1D pour tenter de la généraliser. En effet le couplage 1D se base sur deux compo-
santes, premièrement un estimateur local de la variation temporelle du champ électrique
et deuxièmement une résolution périodique de l'équation de Poisson qui est asynchrone
par rapport à la remise à jour des flux. La difficulté en multi-dimensionnel consiste à défi-
nir l'estimateur de la variation locale du champ électrique. La solution consiste à utiliser
un estimateur moins précis que dans le cas 1D tout en résolvant l'équation de Poisson
plus souvent. On propose l'estimateur suivant à l'interface i+ 1
2
, j + 1
2
(les densités étant
considérées dans la cellule amont qu'on suppose ici être la cellule i,j) :
∂ ~Ei+
1
2
,j+ 1
2
∂t
(t) =
[(
ni,je µ
i,j
e + n
i,j
p µ
i,j
p
)
e ~Ei+
1
2
,j+ 1
2
]
t−∆t −
[(
ni,je µ
i,j
e + n
i,j
p µ
i,j
p
)
e ~Ei+
1
2
,j+ 1
2
]
t
0
(2.27)
Un tel estimateur est nécessaire. Si on se contente d'un estimateur d'ordre zéro, qui
revient à prendre une valeur nulle pour la variation temporelle locale du champ électrique,
on constate numériquement de fortes erreurs sur les courants calculés et des oscillations
numériques du plasma peuvent apparaître. Indépendamment de ce problème, il est né-
cessaire pour stabiliser une telle simulation d'avoir un rafraîchissement de l'équation de
Poisson tous les temps de Maxwell globaux et non plus toutes les centaines de temps de
Maxwell comme dans le cas 1D. Dans cette configuration, le champ électrique réagit avec
un certain retard sur les variations de charges d'espace. Si la stabilité numérique de la so-
lution est possible dans ces conditions, les performances en termes de précision ne sont pas
suffisantes avec un estimateur d'ordre zéro. En effet le retard sur le champ entraîne une
réaction retardée des flux, ce qui conduit à des oscillations. Ce retard peut aussi conduire
à une mauvaise estimation des taux d'ionisation entraînant des erreurs inacceptables sur
les courants de décharges calculés.
Il est donc nécessaire d'améliorer l'estimation de la variation temporelle locale du
champ électrique. Pour se faire, il faut se placer sur une échelle de temps inférieure au
temps de Maxwell global. La dynamique du potentiel et du courant étant plus lente
que le temps de Maxwell global, il est raisonnable de supposer, que dans cette plage
de fonctionnement, la densité de courant total puisse rester constante. Néanmoins il est
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nécessaire de capturer la dynamique du courant total sur le long terme. Ce rôle est joué
par la résolution périodique de l'équation de Poisson. On linéarise donc l'équation de
conservation du courant total sur une échelle de temps petite ∆t en supposant que le
courant total n'ait pas varié. Cette échelle de temps correspond à un pas de temps local
de remise à jour du flux. Ce qui nous donne pour l'interface i+ 1
2
, j + 1
2
qui sépare deux
volumes finis :
~J
i+ 1
2
, j+ 1
2
total (t) =
~J
i+ 1
2
, j+ 1
2
total (t−∆t) (2.28)
~J
i+ 1
2
, j+ 1
2
conduction (t) +
~J
i+ 1
2
, j+ 1
2
deplacement (t) =
~J
i+ 1
2
, j+ 1
2
conduction (t−∆t) + ~J i+
1
2
, j+ 1
2
deplacement (t−∆t) (2.29)
En fait la quantité ~J
i+ 1
2
, j+ 1
2
deplacement (t−∆t) ne nous intéresse pas, seul la rétroaction carac-
téristique d'un milieu conducteur est intéressante. La remise à jour du flux à l'instant t se
traduit par une petite variation du courant de conduction δJconduction. Puisque le courant
total se conserve, ce petit courant de conduction va être compensé par un petit courant de
déplacement δJdeplacement dans la direction opposée et ceci indépendamment du courant
de déplacement réel traversant l'interface. On en déduit l'estimateur de la variation local
du champ électrique à l'interface i,j par exemple dans un plasma composé d'électrons et
d'un seul type d'ion positif donné par l'équation 2.27
Remarques :
 L'estimateur de la variation locale du champ électrique réalise plus qu'un simple
filtrage numérique. C'est une sorte boucle de rétro-contrôle stabilisante qui traduit
la nature conductrice du plasma. Une augmentation du courant est compensée par
une baisse du champ qui lui a donné naissance et vice versa.
 La technique de filtrage développée donne entière satisfaction d'un point de vue
numérique et est basée sur des hypothèses totalement justifiable d'un point de vue
physique. En revanche d'un point de vue strictement mathématique la consistance
de la méthode avec le système d'équations transport/Poisson n'a pas été prouvée.
2.5.2 Calcul des pas de temps locaux dans le contexte Plasma
Une attention particulière doit être apportée au calcul des pas de temps locaux dans
le contexte asynchrone. En effet la dynamique locale peut être fixée par un phénomène
qui n'est pas prépondérant au niveau global, chaque influence doit être prise en compte.
Calcul de la condition CFL locale pour chaque espèce
Considérons un maillage 1D uniforme par soucis de simplicité. Ce résultat se généralise
facilement sur un maillage variable. La vitesse à prendre en compte dans la condition
CFL possède trois contributeurs. Il faut tenir compte de la vitesse de dérive due au
champ électrique |µ(E)E|, de la vitesse de diffusion 2D(E)
∆x
(D (E)étant le coefficient
de diffusion) et d'une vitesse de variation du potentiel liée au temps de Maxwell local
(neµe+npµp)e
0
∆x. Les pas de temps locaux doivent respecter la condition suivante :
∆t ≤ kCFL ∆x|µ(E)E|+ 2D(E)
∆x
+ (neµe+npµp)e
0
∆x
(2.30)
avec kCFL une marge de stabilité (kCFL = 0, 99 avec un schéma du premier ordre et
kCFL = 0, 49 avec un schéma MUSCL )
Les deux premiers termes de cette expression sont classiques, le troisième a été intro-
duit. Il est possible d'utiliser comme pas de temps local le minimum d'une CFL utilisant
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les deux premiers termes et du temps de Maxwell local, mais en pratique les résultats sont
un peu moins bon sans amélioration du temps de calcul. La forme de l'équation 2.30 semble
a priori assez pénalisante puisqu'elle fait intervenir la somme de trois contraintes. En pra-
tique le premiers terme est surtout important dans les zones de fort champ, c'est-à-dire les
gaines entourant le plasma et dépend fortement de l'espèce considérée. Le deuxième terme
est assez homogène dans tous le domaine mais dépend de l'espèce alors que le troisième
terme est prépondérant dans le plasma lui-même qui est une zone à champ faible et est
indépendant de l'espèce considérée. Ainsi la condition CFL varie beaucoup en fonction
de la position et de l'espèce considérée. Les pas de temps associés aux électrons sont plus
faibles d'environ deux ordres de grandeur dans les zones où le temps de Maxwell local est
grand (les mobilités des électrons sont en général cent fois plus grandes que les mobilités
ioniques). Cela implique qu'une réduction importante du temps CPU nécessaire est pos-
sible en utilisant des pas de temps différents pour chaque espèce. Dans les zones de faible
densité de particules chargées les pas de temps de chaque espèce sont découplés des autres
espèces, alors que dans le plasma où les densités sont élevées les pas de temps tendent à
devenir indépendants des espèces. En fait dans le plasma le couplage entre le transport
et le champ électrique devient fort ce qui explique que les pas de temps doivent s'adapter
de manière à ce que chaque espèce intègre proprement la dynamique rapide du champ et
ceci même pour les espèces dites lentes. La distribution spatiale des pas de temps de
chaque espèce dans un cas typique est représentée sur la figure 2.12 page 64.
Calcul des pas de temps pour la cinétique chimique
L'approche asynchrone permet une grande variété de possibilités, notamment de dé-
coupler l'intégration du terme source par rapport à l'intégration du transport pur. Dans le
cas des décharges telle qu'étudiées dans cette thèse, il semble que l'optimum soit d'associer
la mise à jour du terme source avec la dynamique des électrons. Ceci est une conséquence
de l'expression des sources d'ionisation et d'attachement électronique en fonction de la
norme du flux électronique et des coefficients de Townsend. Néanmoins dans un cadre plus
général il peut être intéressant de se ménager la possibilité d'adapter les pas de temps de
la cinétique chimique à sa dynamique propre. Ainsi toutes les simulations du chapitre 2
ont été réalisées en utilisant des pas de temps propres à chaque terme source en volume,
chaque pas de temps étant adapté à la dynamique propre de cette réaction :
 Terme source d'ionisation : Sionisation = α(E˜)‖~Γe‖. α(E˜) est le coefficient d'ionisa-
tion.
 L'ionisation dépend du flux électronique, donc le terme source doit réagir aussi
vite que les flux d'électrons, soit :
∆t = ∆l
|µ(E)E|+ 2D(E)
∆l
+
(neµe+npµp)e
0
∆l
avec ∆l =
√
∆x2 + ∆y2 une longueur caractéris-
tique de la maille.
 L'ionisation conduit à une croissance exponentielle de constante de temps ∆t =
1
α‖µE‖ . Pour des considérations de précision, le pas de temps doit être inférieur à
une fraction de ce temps, par exemple : ∆t = 0.1
α‖µE‖
Le pas de temps d'ionisation doit être inférieur au minimum de ces deux conditions.
 Recombinaison en volume : Srecombination = −re−pnenp
 Dans la cellule i, le puits dû à la recombinaison doit être remis à jour plus souvent
que ∆ti = 0.1rmax(nie,nip) pour la précision du calcul, avec une valeur maximum par
défaut pour les zones de faibles densités.
 Pour que la recombinaison voit la dynamique due à l'ionisation le terme de
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recombinaison et aussi recalculé quand l'ionisation est recalculée.
Contrainte de précision sur les pas de temps
 Pour améliorer la précision des résultats numériques, une contrainte supplémentaire
sur les pas de temps a été introduite. La variation d'une grandeur locale telle que la
densité ne doit pas varier de plus de 10% au cours d'un pas de temps et ceci pour
chaque espèce.
 Décharge à faible courant, décharge couronne :
Compte tenu du couplage asynchrone du transport avec l'équation de Poisson, le
courant est mal résolu durant les phases transitoires à bas courant telle que la
formation de la gaine ou durant les phases de décharges couronnes. Pour améliorer
le calcul du courant il convient d'introduire une contrainte supplémentaire sur la
fréquence de résolution de l'équation de Poisson. Pendant les phases en question, le
plasma n'est pas encore formé, la densité électronique est faible, mais les densités
ioniques peuvent déjà être relativement élevées. Par conséquent le temps de Maxwell
global est grand, cependant le potentiel peut être déformé par l'accumulation de
charges sur la surface diélectrique. On définit une contrainte supplémentaire de
rafraîchissement de l'équation de Poisson en écrivant que la variation du champ
électrique due à la charge d'espace durant l'intervalle de temps recherché, soit Eρ
L
∼
1
0
∂ρ
∂t
∆tPoisson, est faible devant le champ électrique géométrique qui est de l'ordre
de V
L
. L'équation de Poisson doit être résolue périodiquement avec une fréquence
supérieure à l'inverse de :
∆tPoisson = min(τM , k
V 0
L2 ∂ρ
∂t
) (2.31)
Avec V, la différence de potentiel, L, une longueur typique du système et k, une
constante ajustée numériquement pour que le temps de Maxwell soit dominant
quand le plasma est présent. Dans le contexte de la DBD pour le contrôle d'écoule-
ment le taux de variation de la charge d'espace peut être évalué à moindre coût en
scrutant l'évolution de la charge du diélectrique.
 De manière générale, il convient dans l'approche asynchrone de toujours prévoir
une valeur maximale pour chaque pas de temps pour éviter qu'un évènement soit
gelé. Par exemple si la tension appliquée varie dans le temps, tous les pas de temps
doivent être inférieure à la constante de temps de cette évolution.
Algorithme asynchrone d'intégration du système transport/Poisson
L'algorithme asynchrone se compose d'une phase d'initialisation suivie d'une boucle
du type tant que.
 Intégration indépendante des flux et des sources
Initialisation
1. Initialisation de la densité et des flux
2. Initialisation des tâches asynchrones à l'instant initial
3. Calcul du potentiel et du champ électrique à l'instant initial
4. Interpolation éventuelle des coefficients de transport à l'instant initial
Tant que l'instant final n'est pas atteint
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1. Détermination de la tâche la plus urgente et de son échéance
2. Le temps courant de la simulation tsimulation prend la valeur de l'échéance de
la tâche la plus urgente
3. Dans le cas de la remise à jour d'un flux
(a) mise à jour du champ électrique et de la densité de toutes les espèces dans
les cellules amont et aval.
(b) interpolation des coefficients de transport
(c) mémorisation du courant de conduction avant la mise à jour du flux
(d) calcul de la nouvelle valeur du flux (utilisation possible d'un schéma d'ordre
élevé en espace par exemple MUSCL pour la dérive dans le champ et prise
en compte de la diffusion)
(e) calcul du nouveau courant de conduction
(f) mise à jour du taux de variation du champ électrique à l'aide de la variation
de courant de conduction.
(g) mise à jour des taux de variation de la densité de l'espèce considérée dans
les deux cellules.
(h) calcul du pas de temps local
(i) remise en place de la nouvelle échéance dans la structure de tri (arbre ou
planificateur)
(j) mise à jour du temps de Maxwell global si nécessaire
(k) résolution de l'équation de Poisson si le critère correspondant est en passe
d'être dépassé ( La résolution de l'équation peut se faire avec un solveur
itératif voir [57] ou [28])
4. Dans le cas de la remise à jour d'une source
(a) mise à jour du champ électrique et de la densité de toutes les espèces dans
la cellule
(b) interpolation des coefficients de la réaction
(c) calcul du terme source et mise à jour du taux de variation des densités des
espèces impactées
(d) calcul du pas de temps local
(e) remise en place de la nouvelle échéance dans la structure de tri (arbre ou
planificateur)
5. Si une sortie est programmée avant le prochain évènement, la solution est
extrapolée à la date de la sortie puis enregistrée.
2.5.3 Validation numérique : réponse d'une Décharge à Barrière
Diélectrique à un échelon de tension dans l'azote pur
Description du modèle
Les décharges à la pression atmosphérique sont très collisionnelles, la fréquence de
collisions électrons-neutres est de l'ordre de 1012 Hz. Dans ce contexte l'approximation de
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dérive-diffusion est parfaitement justifiée pour le transport des particules chargées. Seules
deux espèces sont considérées dans ce modèle, les électrons notés avec l'indice e et les ions
N+2 notés avec l'indice p.
 Conservation de la masse
∂ne
∂t
+ ~∇.~Γe = S (2.32)
∂np
∂t
+ ~∇.~Γp = S (2.33)
 Conservation de l'impulsion dans l'approximation de dérive-diffusion
~Γe = µe(E)(−ne ~E − kBTe
e
~∇ne) (2.34)
~Γp = µp(E)(np ~E − kBTp
e
~∇np) (2.35)
 Cinétique chimique
S = Sionisation + Srecombinaison (2.36)
Sionisation = α(E˜)‖~Γe‖ (2.37)
avec E˜ = − ~E.~Γe‖~Γe‖ si − ~E.~Γe > 0 et E˜ = 0 sinon
Srecombinaison = −re−pnenp (2.38)
 Équation de Poisson
~∇ · ( ~E) = e (np − ne) + σδS (2.39)
Dans cette approche l'équation de conservation de l'énergie des électrons est remplacée par
l'approximation du champ local. Ce qui suppose que tout le gain d'énergie dans le champ
est absorbé localement par les collisions avec les neutres. Par conséquent tous les coeffi-
cients de transport tels que la mobilité, la diffusion, le coefficient d'ionisation en un point
quelconque du domaine ne dépend que du champ électrique local à l'instant considéré.
Les valeurs de ces coefficients sont déterminées en résolvant l'équation de Boltzmann pour
les électrons à l'état stationnaire sans gradient spatiaux et soumis à un champ uniforme
à l'aide du logiciel Bolsig + [15].
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Géométrie du problème
Figure 2.6  Domaine de simulation de la DBD de surface
La configuration étudiée est représentée sur la figure 2.6. Cette disposition asymétrique
a été proposée pour réaliser un actuateur permettant de contrôler un écoulement. Quand
la DBD est soumise à une tension sinusoïdale, des décharges se produisent en surface. Un
transfert de quantité de mouvement s'opère des particules chargées vers les neutres ce qui
met le fluide en mouvement. Des écoulements de l'ordre de quelques mètres par seconde
sont générés couramment par ce type de décharge (voir [7, 8, 9, 10]).
On suppose que la génération d'électrons secondaires nécessaire à l'entretien du plasma
provient uniquement d'une émission secondaire sur la surface du fait de l'impact d'ions
incidents. Aucun mécanisme de création de particules chargées par des photons n'est pris
en compte (pas de photo-émission, ni de photo-ionisation). La charge σ déposée sur la
surface diélectrique est prise en compte comme suit :
σ =
∫ t
0
e(Γ⊥p − Γ⊥e )dt (2.40)
Cas test : paramètres de la simulation et conditions aux limites
Paramètres de la simulation :
 Gaz : azote
 Grille : 200 x 100 mailles cartésiennes
 Dimensions : h = 150 µm w = 50 µm L = 400 µm
 Permittivité relative de la surface diélectrique : r = 10
 Température électronique : Te = 104K, température ionique : Tp = 350K
 Vitesse thermique des électrons : veth =
√
8kBTe
Πme
des ions : vpth =
√
8kBTp
Πmp
 Schéma de discrétisation spatiale : MUSCL (limiter minmod) pour la dérive
 Temps simulé : 150 nanosecondes
Conditions aux limites :
 Champ électrique à gauche, en haut, à droite : E⊥ = 0
 Champ électrique à la surface : 0E⊥ − r0Edielectrique⊥ = σ
 Flux de particules à gauche,à droite et vers le haut : Γ⊥ = 0
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 Flux d'électrons vers la surface : Γe⊥ = min(0, µeE⊥ − 14veth) + γmax(0,−Γi)
 Coefficient d'émission secondaire : γ = 0.05
 Flux d'ions vers la surface : Γp⊥ = min(0, µpE⊥ − 14vpth)
 Potentiel de l'électrode à la surface : Vanode = 1200V
 Potentiel de l'électrode sous la surface : Vcathode = 0V
Comparaisons avec des schémas existants
Les résultats obtenus avec le code asynchrone peuvent être comparés avec les résultats
d'un code explicite standard utilisant la même discrétisation spatiale sur les figures 2.7 à
2.10. De manière générale les deux méthodes donnent des résultats relativement similaires.
On peut voir sur les figures 2.7, 2.8 et 2.9 qu'un plasma se forme près de la pointe de
l'électrode supérieure, cette zone constitue un maximum de champ électrique dû à l'effet
de pointe. Les ions descendent le potentiel et sont projetés vers la surface diélectrique qui
commence à se charger tout en libérant des électrons secondaires. Comme les densités de
particules chargées sont élevées, le potentiel se déforme. Le champ chute dans le plasma et
se renforce à son extrémité droite qui constitue la gaine cathodique. C'est dans la gaine que
les ions sont accélérés vers la paroi et que l'émission secondaire se produit. Ce mécanisme
permet la propagation du plasma le long de la surface. Le plasma se propage jusqu'au
moment où la chute de potentiel dans le plasma qui est nécessaire à son entretien devienne
si importante que le potentiel de gaine ne soit plus suffisant pour maintenir un niveau élevé
d'ionisation. La vitesse de propagation de la gaine dépend de nombreux paramètres tels
que la tension appliquée, le coefficient d'ionisation, le coefficient d'émission secondaire, la
mobilité ionique etc... La propagation de la gaine apparaît sur la figure 2.7. En effet la
gaine se caractérise par une forte différence de potentiel repérable au fort resserrement
des équipotentielles. On constate un léger retard de la solution asynchrone par rapport au
schéma standard. En revanche les niveaux de densité électroniques et ioniques obtenues
sont en bon accord (voir les figures 2.8 et 2.9). De plus l'accord macroscopique est assez
bon, puisque le courant collecté à l'électrode de masse est sensiblement le même dans les
deux cas comme le montre la figure 2.10. Les deux courants sont les mêmes à mieux que 5%
près, ce qui correspond aussi à la différence de vitesse de propagation du plasma. A titre de
comparaison, le courant calculé avec la méthode semi-implicite du premier ordre utilisant
le schéma exponentiel de Scharfetter et Gummel [31] est assez différent. L'algorithme de
tri utilisé pour réaliser l'intégration asynchrone n'a aucune incidence sur les résultats. La
différence est inférieure au bruit du courant, c'est pourquoi les deux courbes ne sont pas
représentées. Il faut néanmoins noter que le courant obtenu par la méthode asynchrone
est sensiblement plus bruité que dans le cas standard. Le bruit obtenu ne semble pas
a priori être gênant pour les applications envisagées. Toutefois ce point n'a pas pu être
étudié en détail mais il y a fort à parier que ce bruit soit dû au couplage asynchrone
transport/Poisson.
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Figure 2.7  Lignes équipotentielles pour le schéma asynchrone (à gauche) et le schéma
standard (à droite) à 1.5, 15, 45 et 60 ns
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Figure 2.8  Isodensités électroniques (log(m−3)) pour le schéma asynchrone (à gauche)
et le schéma standard (à droite) à 1.5, 15, 45 et 60 ns
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Figure 2.9  Isodensités ioniques (log(m−3)) pour le schéma asynchrone (à gauche) et
le schéma standard (à droite) à 1.5, 15, 45 et 60 ns
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Figure 2.10  Courant en fonction du temps (maillage 200x100)
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Figure 2.11  Rapport du temps de calcul du code standard par celui du code asynchrone
pour les deux tris sur le cas test
Bien que la différence entre les résultats soit faible, on peut tenter de l'expliquer. Si
on suppose que la méthode asynchrone réduit sensiblement la diffusion numérique comme
cela a été démontré dans un contexte plus simple, cet effet doit être important pour le
transport des ions. En effet dans le cas standard, les ions sont transportés avec des pas de
temps fixés par les électrons, la différence est donc de l'ordre de deux ordres de grandeur
avec les pas de temps asynchrones. Une augmentation de la diffusion des ions se traduit
par une accélération du transport vers la surface, donc d'une augmentation de l'émission
secondaire entraînant une croissance de l'avalanche électronique et un développement plus
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rapide de la décharge ce qui correspond à un courant supérieur. En ce qui concerne le
temps de calcul, l'utilisation de la méthode asynchrone permet le gain d'un ordre de
grandeur. Ce gain significatif est principalement dû à l'utilisation de pas de temps plus
long pour l'intégration du transport ionique. En effet comme le montre la figure 2.12 page
suivante les pas de temps utilisés pour les ions hors de la zone de plasma sont plus long
d'un ou deux ordres de grandeur. Ce résultat est encourageant pour le développement de
modèles de plasma d'air qui nécessitent la prise en compte dans grand nombre d'espèces
lourdes (ions, métastables...). L'évolution du rapport des temps de calcul en fonction du
temps simulé représenté sur la figure 2.11 est très favorable à la méthode asynchrone. Les
gains les plus importants sont réalisés aux premiers instants car à ce moment le plasma
n'est pas encore formé, le temps de Maxwell global est grand et par conséquent la part de
CPU dédiée à la résolution de l'équation de Poisson est très faible. A partir du moment
où les densités de particules chargées sont assez importantes la résolution de l'équation
de Poisson consomme une part non négligeable du temps de calcul. Comme les méthodes
asynchrones et standard sont à peu près à égalité devant l'équation de Poisson, le rapport
des temps de calcul devient moins favorable. Pendant toute la phase de propagation de la
décharge, ce rapport suit à peu près un plateau légèrement descendant qui traduit le fait
qu'à mesure que le plasma s'étend le problème devient légèrement moins localisé ce qui
joue en défaveur de la méthode asynchrone. Au-delà d'une centaine de nanosecondes la
décharge a atteint la limite du domaine. A partir de ce moment la surface diélectrique est
presque totalement chargée, il n'y a plus de chute de potentiel dans le gaz et donc plus
de moteur pour la décharge. On assiste en suite à la diffusion ambipolaire d'un plasma en
recombinaison. Le rapport des temps CPU recommence à chuter du fait de la dilution de
la contrainte CFL. Le gain en temps de calcul ne doit pas s'interpréter dans l'absolu. En
effet il est soumis à différents facteurs, notamment la distribution de la condition CFL,
mais aussi le critère de convergence du solveur de Poisson, l'état d'optimisation des codes,
les performances matérielles comme les temps d'accès mémoire etc... Néanmoins un gain
typique d'un facteur dix en temps de calcul est atteignable grâce à l'utilisation du schéma
asynchrone.
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Figure 2.12  Pas de temps locaux issus de la condition CFL (en log(s)) pour les
électrons (à gauche) et les ions (à droite) à 1.5, 15, 45 et 60 ns
Convergence en maillage
Les calculs des paragraphes précédents qui utilisent des maillages raisonnables ne
sont hélas pas convergés en maillage. En effet il faut multiplier par quatre dans chaque
direction le nombre de mailles pour obtenir un résultat indépendant du maillage et de
la méthode (asynchrone ou standard) avec un maximum de courant de l'ordre de 4.5
A/m comme le montrent les figures 2.13 et 2.14. A noter que la méthode asynchrone
donne des résultats légèrement meilleurs que la méthode standard puisqu'elle atteint plus
rapidement la convergence. Ceci est probablement dû à une diminution de la diffusion
numérique dans le transport ionique qui diminuerait l'émission secondaire à la surface. Le
paramètre essentiel qui régit la dynamique du système est la multiplication électronique
dans la gaine cathodique. Typiquement la taille de cette gaine est de l'ordre de la dizaine
de longueur de Debye. Le tableau 2.15 montre que la convergence en maillage est liée à
la résolution spatiale de la longueur de Debye. Il faut en pratique une dizaine de mailles
dans la gaine pour décrire correctement l'avalanche électronique dans ce type de décharge.
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Matéo-Vélez a abouti à la même conclusion dans sa thèse en ce qui concerne les décharges
couronnes [23].
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Figure 2.13  Courant en fonction du temps (maillage 400x200)
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Figure 2.14  Courant en fonction du temps à la convergence en maillage
grille 200x100 400x200 800x400 1000x500
∆x(m) 2× 10−6 1× 10−6 5.0× 10−7 2.5× 10−7
λD(m) 2.5× 10−7 3.3× 10−7 4.0× 10−7 3.7× 10−7
Figure 2.15  Longueur de Debye minimale atteinte pendant la simulation pour différents
maillages
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2.6 Optimisation du schéma asynchrone
2.6.1 Remarques concernant la stabilité en multi-dimension
Le calcul des pas de temps défini au paragraphe 2.3.2 a donné entière satisfaction
en terme de stabilité pour l'ensemble des tests numériques qui ont été effectués dans ce
chapitre, aussi bien lors de tests numériques purs que dans le contexte des décharges.
Toutefois il est facile de construire un contre exemple qui montre que la remise à jour
indépendante des flux est instable pour certaines valeurs de la désynchronisation. Consi-
dérons une cellule unitaire sans flux entrant, avec des flux sortants à la vitesse unité selon
deux directions et une désynchronisation de 20% sur les pas de temps. Les pas de temps
locaux ont même valeur soit 0,5 et la désynchronisation vaut 0,1. Le tableau ci-après
illustre le calcul :
Temps 0 0,4 0,5 0,8
densité 1 0,2 0,08 -0,004
variation -2 -1,2 0,28
flux 1 1 1 0,08
flux 2 1 0,2 0,2
Exemple de divergence du schéma avec une désynchronisation quelconque
Ce contre-exemple montre que la remise à jour des flux ne peut être totalement indé-
pendante notamment si ces flux vident la même cellule. Ce problème peut être aisément
résolu si on accepte de synchroniser la remise à jour des flux qui vident une même cellule.
Ce postulat a conduit à une optimisation de l'algorithme asynchrone qui est décrite dans
le paragraphe suivant.
Pour assurer la stabilité du schéma asynchrone en multi-dimensionnel, il faut lier
chaque flux à la cellule qu'il vide. Tous les flux vidant la cellule sont donc synchronisés et
leur pas de temps s'écrit :
∆tFlux = ∆tCellule =
kCFL∑
Tous les F lux de la Cellule fCFL Flux + fCFL Terme Source
(2.41)
Avec kCFL une marge de stabilité, et fCFL Flux la fréquence de rafraîchissement associée
au flux.
On définit cette fréquence comme, fCFL Flux = 0 si le flux ne vide pas la cellule et
fCFL Flux =
VCFL
Longueurcellule
si c'est le cas.
Le terme source induit une contrainte supplémentaire fCFL Source Term sur la stabilité
qui correspond à la somme des temps caractéristiques des différents puits qui le compose.
Remarques :
 D'autres contraintes de précision qui n'affectent pas la stabilité peuvent évidemment
être imposées sur les pas de temps locaux.
 Si au cours de la simulation un flux change de signe, il faut en tenir compte dans le
nouveau calcul de pas de temps.
 Avec la synchronisation des flux sortants, la démonstration de la stabilité est évidente
en se ramenant au cas 1D.
En généralisant au cas multi-dimensionnel avec la formulation volume finie et la syn-
chronisation des flux sortants par cellule on obtient la vitesse à considérer pour chaque
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face :
VCFL = µ (E)E +
D
distanceCell Centers
+ SizeCell
∑
niµi
ε0
(2.42)
Remarque : le facteur deux devant le coefficient de diffusion qui apparaît dans la CFL
classique de diffusion pure
(
∆t = 2D
∆x2
)
n'est plus nécessaire dans cette formulation car
l'influence de la diffusion est prise en compte pour chaque face à condition que le flux soit
orienté de manière à vider la cellule.
2.6.2 Formulation alternative et optimisation de l'algorithme asyn-
chrone
L'intégration asynchrone permet l'adaptation locale des pas de temps d'intégration.
On peut aussi adapter les pas de temps en fonction des espèces considérées (cf 2.5). D'un
point de vue algorithmique et notamment du point de vue du temps de calcul et de
l'utilisation de la mémoire, il peut être parfois utile de rassembler et donc de synchroniser
l'intégration de certains phénomènes pour diminuer le nombre d'évènements. Pour les
calculs multi-dimensionnels, le nombre d'évènements peut-être réduit à un par cellule
puisque les flux sont rattachés en fonction de leur signe à l'une ou l'autre des cellules.
Dans les calculs plasma, il est intéressant de synchroniser la cinétique chimique sur la
dynamique des électrons plutôt que de la résoudre indépendamment. Cependant si un
flux change de signe, son rafraîchissement doit être lié à une autre cellule et la tâche
qui consiste à remettre à jour cette cellule doit être rappelée. La nécessité d'utiliser une
fonction de rappel des tâches à conduit à une modification du planificateur (voir 2.6.3).
Un exemple d'algorithme détaillé est donnée au paragraphe 2.6.4.
67
2.6.3 Planificateur en temps discret permettant les rappels
La capacité de rappeler des tâches planifiées dans le futur de manière à ce qu'elle soit
réalisées plus tôt est nécessaire lors du changement de signe d'un flux et elle aussi indis-
pensable pour l'adaptation de maillage (voir chapitre 3) . C'est pourquoi le planificateur a
été modifié pour permettre des actions telles que le rappel d'une tâche, la suppression ou
la création d'une tâche. Il faut pour se faire introduire de nouveaux pointeurs (voir figure
2.16). En particulier il faut pouvoir accéder à une tâche ultérieure connaissant la cellule
à laquelle elle va s'appliquer. La pile d'action doit être chaînée dans les deux directions
pour permettre les suppressions.
Figure 2.16  Planificateur permettant les rappels
2.6.4 Algorithme asynchrone optimisé d'intégration du système
transport/Poisson
L'intégration s'effectue avec synchronisation des flux sortants de chaque cellule pour
chaque espèce, les différents termes sources sont tous synchronisées et remis à jour en
même temps que les flux électroniques.
Initialisation
1. Initialisation de la densité et des flux
2. Initialisation des tâches asynchrones à l'instant initial
3. Calcul du potentiel et du champ électrique à l'instant initial
4. Interpolation éventuelle des coefficients de transport à l'instant initial
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Tant que l'instant final n'est pas atteint
1. Détermination de la tâche la plus urgente et de son échéance
2. Le temps courant de la simulation tsimulation prend la valeur de l'échéance de la tâche
la plus urgente
3. Pour l'espèce courante dans la cellule courante
(a) remise à zéro du taux de variation de la densité de l'espèce courante
(b) boucle sur les flux
i. si le flux doit être remis à jour
A. mise à jour du champ électrique et de la densité de toutes les espèces
dans les cellules amont et aval.
B. interpolation des coefficients de transport
C. mémorisation du courant de conduction avant la mise à jour du flux
D. calcul de la nouvelle valeur du flux
E. calcul du nouveau courant de conduction
F. mise à jour du taux de variation du champ électrique à l'aide de la
variation de courant de conduction.
G. mise à jour différentielle du taux de variation de la densité de l'espèce
considérée dans l'autre cellule.
ii. prise en compte de l'effet du flux sur le taux de variation de la densité de
l'espèce courante
(c) Dans le cas des électrons
i. interpolation des coefficients des réactions
ii. calcul des termes sources
iii. prise en compte de l'effet des sources sur le taux de variation de la densité
de l'espèce courante
(d) calcul du pas de temps local
(e) remise en place de la nouvelle échéance dans la structure de tri (arbre ou
planificateur)
4. mise à jour du temps de Maxwell global si nécessaire
5. résolution de l'équation de Poisson si le critère correspondant est en passe d'être
dépassé (La résolution de l'équation peut se faire avec un solveur itératif voir [57]
ou [28])
6. Si une sortie est programmée avant le prochain évènement, la solution est extra-
polée à la date de la sortie puis enregistrée.
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2.7 Conclusion sur la méthode asynchrone
Le schéma asynchrone possède de bonnes propriétés notamment en terme de diffusion
numérique. Ce résultat a été prouvé théoriquement pour un schéma d'ordre un en espace
et numériquement avec un schéma d'ordre deux en espace. Le schéma a été testé avec
différents types de maillages et de raffinements locaux (homogènes et inhomogènes) et
est plus précis dans ces conditions que son équivalent synchrone. Le schéma asynchrone
permet de réduire les temps de calculs d'intégration explicite surtout pour des problèmes
présentant un minimum aigu et localisé de la condition CFL. Cette technique est par-
ticulièrement adaptée pour les problèmes de transport multi-échelles et multi-physiques
comme par exemple l'interaction d'un plasma et d'un écoulement. Une nouvelle technique
de couplage avec l'équation de Poisson a été développée et a permis de gagner un facteur
dix en temps de calcul dans la configuration typique d'une Décharge à Barrière Diélec-
trique pour le contrôle d'écoulement. Cette méthode peut être appliquée dans différents
domaines et notamment pour la simulation des plasmas à la pression atmosphérique et ceci
pour trois raisons. Premièrement ces problèmes font apparaître de forts gradient de champ
électrique. Deuxièmement l'utilisation de pas de temps indépendant pour chaque espèce
est une source importante de gain de temps. Et troisièmement les plasmas à forte pression
existent souvent sous forme de filament qui sont très localisés dans l'espace. La méthode
peut être généralisée très facilement pour des problèmes tri-dimensionnels. D'un point de
vue théorique, il serait intéressant de pouvoir donné une justification mathématique du
filtrage numérique utilisé pour le couplage avec l'équation de Poisson.
70
Chapitre 3
Adaptation asynchrone de maillage
(Asynchronous Adaptive Mesh
Refinement)
3.1 Introduction
Le concept d'adaptation de maillage (Adaptive Mesh Refinement) a été introduit par
Berger et Oliger au milieu des années quatre-vingt pour des maillages cartésiens [1]. Cette
méthodologie est particulièrement utilisée en mécanique des fluide numérique ou Compu-
tational Fluid Dynamics (CFD) voir par exemple [74]. La structure de données proposée
est composée d'une famille de maillages imbriqués reposant sur une structure de données
hiérarchiques. La conservation des flux d'interfaces entre un maillage et un sous-maillage
se fait par une technique de prédiction/correction. La philosophie d'intégration tempo-
relle de la première méthode AMR est basée sur la conservation du nombre de Courant
entre tous les maillages. En effet, la synchronisation entre les maillages est réalisé grâce au
recours à des pas de temps fractionnaires, un maillage deux fois plus fins utilise des pas de
temps deux fois plus courts. La volonté de se placer à nombre de Courant constant partout
est au coeur du concept d'intégration asynchrone tel que développé dans cette thèse. En
poussant l'analyse des raisons pour lesquelles le concept de famille de maillages a été in-
troduit par Berger et Oliger, on s'aperçoit que c'est essentiellement pour des questions de
conservation de flux à l'interface entre des cellules de différentes tailles. Or dans l'approche
asynchrone cette conservation est assurée quelque soit le rapport des tailles de maille. La
tentation de définir une méthode asynchrone d'adaptation de maillage qui ne repose pas
sur une famille de maillages mais sur un seul maillage non-structuré avec éventuellement
des cellules non conformes est grande. Cette méthode d'adaptation de maillage permet de
pousser à fond le concept de l'intégration asynchrone et d'en tirer de réels profits. Depuis
les travaux de Berger et Oliger, d'autres concepts et d'autres structures de données ont
été introduites pour la résolution d'équations aux dérivées partielles sur des maillages
adaptatifs. Samet [14] a introduit le concept d'arbre quaternaire (Quadtree) dans lequel
chaque cellule peut avoir quatre descendants d'une surface égale au quart de celle de
la cellule parente. Cette structure est idéale pour la résolution de l'équation de Poisson
car les cellules voisines ne diffèrent pas de plus d'un facteur deux en taille, en revanche
elle n'est pas particulièrement adaptée aux accès mémoire très stochastique induit par
l'intégration asynchrone. Plus récemment une structure plus souple a été introduite par
Burgarelli et al [13]. Dans cette structure dénommée Autonomous Leaves Graph (ALG),
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graphe à feuille autonome, chaque cellule n'est liée qu'à ses voisins directs et le concept de
cellule parente a disparu. La structure de données utilisée pour l'adaptation asynchrone de
maillage ou Asynchronous Adaptive Mesh Refinement (AAMR) est dérivée du concept
d'ALG.
3.2 Structures de données spécifiques pour l'adaptation
asynchrone de maillage
L'idée est de créer une structure de donnée dérivée du concept d'ALG permettant de
reproduire des maillage crée sur la base d'un arbre quaternaire. L'ALG tel qu'introduit
par Burgarelli et al permet de faire cohabiter une cellule avec un nombre quelconque
de voisins de taille inférieure sur chaque face. Or cette possibilité n'est pas très utile
pour les problèmes qui nous préoccupent car la résolution de Poisson perd beaucoup en
précision si la taille de deux cellules voisines différent de plus d'un facteur deux. Ceci a été
constaté numériquement au cours de cette thèse. Par conséquent en se passant de cette
fonctionnalité il est possible de construire une structure d'ALG plus légère avec un nombre
de voisins plus limité en tentant d'optimiser les accès mémoire. Cette structure doit être
compatible de l'intégration asynchrone et des raffinements/déraffinements locaux pour un
maillage non structuré. Dans le chapitre précédent nous avons introduit le concept de
données colocalisées, c'est-à-dire le stockage dans la même zone mémoire de toutes les
données relatives à une zone du maillage. En règle générale les informations sont de deux
types, les données définies aux centres de cellules et les données définies sur les faces.
Deux types d'objet ont donc été définis, le type Flux et le type Cellule.
3.2.1 Le type de données Flux
Le type de données Flux contient toutes les données d'une interface entre deux
cellules pour chaque équations de transport (valeurs de flux, champ électrique, ...). Il
pointe vers deux objets du type Cellule selon un sens amont/aval de référence qui définit
la direction selon laquelle les flux sont comptés positivement. Ainsi la cellule amont est
dénommée Cell_out et la cellule avale est dénommée Cell_in avec les notations de la
figure 3.1.
Figure 3.1  Schéma du type de donnée Flux
3.2.2 Le type de données Cellule
Le type de données Cellule contient toutes les données définies au centre de la cel-
lule pour chaque équation (valeur, taux de variation, temps de valeur...), des paramètres
additionnels ( Condition limite, coefficients de la matrice de Poisson, ...) ainsi que des
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données géométriques (position, dimensions, niveau de raffinement, coordonnées équiva-
lentes dans un maillage uniforme virtuel). De plus le type Cellule pointe vers un certain
nombre d'objets du type Flux en fonction de son voisinage. Par exemple en deux
dimensions (voir figure 3.2), une cellule dans un environnement uniforme sera connec-
tée à quatre flux (Flux_East_A, Flux_South_A, Flux_West_A, Flux_North_A) alors
qu'au voisinage d'une non-conformité quatre pointeurs supplémentaires sont disponibles
(Flux_East_B, Flux_South_B, Flux_West_B, Flux_North_B). Les tâches du planifi-
cateur qui pointent vers la Cellule sont aussi accessibles depuis la Cellule pour réaliser
les éventuels rappels et suppressions de tâches (voir le paragraphe 2.6.3). En outre toutes
les cellules sont liées par une liste chaînée double qui permet de parcourir tout le maillage.
Figure 3.2  Schéma du type de donnée Cellule en 2D
3.2.3 Construction du maillage
Les objets Cellule et Flux définis aux paragraphes précédents permettent de construire
un maillage en utilisant des Flux pour connecter les Cellules entre elles. Le maillage
obtenu a la structure d'un graphe à feuille autonome (voir [13]). A titre d'exemple une
vue schématique d'un maillage régulier est présentée sur la figure 3.3, dans ce cas seuls les
pointeurs du type _A sont utilisés. La description d'un raffinement local est détaillé sur la
figure 3.4 et montre l'utilisation des deux types de pointeurs autour d'une non-conformité.
Les Cellules aux limites peuvent être connectée à une unique cellule fictive. Ce maillage
possède les propriétés fondamentales suivantes :
 tout maillage généré par la méthode AMR classique peut être reproduit en utilisant
cette construction.
 le raffinement d'une cellule ou la fusion d'un groupe de cellules peut être réalisé par
des modifications purement locales sans affecter le reste du maillage.
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Figure 3.3  Vue schématique d'un maillage régulier
Figure 3.4  Structure du maillage au voisinage d'une non-conformité
3.2.4 Règles pour l'adaptation asynchrone de maillage
Le principe de l'adaptation asynchrone de maillage est de permettre l'évolution du
maillage à partir d'un configuration initiale simple (souvent uniforme) vers le maillage
désiré. Pour se faire deux opérations élémentaires sont définies, le raffinement et le déraf-
finement. Or tout raffinement ou déraffinement ne saurait être autorisé car cela mettrait en
cause l'intégrité du maillage. En particulier compte tenu de la définition du type Cellule,
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les dimensions de chaque cellule ne doivent pas différer de plus d'un facteur deux d'aucun
de ses voisins. L'édiction de quelques règles simples permet de s'assurer de l'intégrité du
maillage :
 Règle AAMR n°1 : Pour un maillage à N-dimensions, une Cellule peut être divisée
en 2N si sa taille est supérieure ou égale à celle de chacun de ses voisins directs. Un
voisin direct est une Cellule qui est connectée à la Cellule courante par un objet
de type Flux.
 Règle AAMR n°2 : 2N Cellules de même taille peuvent être fusionnées si leur taille
est inférieure ou égale à la taille de chacun de leurs voisins directs.
Remarque : Ces deux règles sont les contraintes minimales qui permettent d'assurer l'in-
tégrité du maillage. En pratique et pour des questions de précision notam-
ment pour le couplage transport/Poisson, la notion de voisins directs peut
être remplacée par une notion de voisin tenant compte des cellules situées
diagonalement par rapport à la cellule en question (en 2D elles se situent
au nord-est, sud-est, sud-ouest, nord-ouest de la cellule considérée). Cela évite
que deux cellules qui partagent un sommet diffèrent d'un facteur quatre en
taille, en effet cette situation dégrade fortement la précision de la résolution
de l'équation de Poisson.
A ce stade il convient de différencier les comportements attendus des deux fonctions
élémentaires de raffinement et de fusion, sachant que l'idée est qu'elles soit déclenchées par
le franchissement d'un seuil par un critère local sur les variables d'état de la ou des cellules
considérées. Le raffinement doit intervenir quand la précision locale de la discrétisation est
trop faible. Il n'est pas satisfaisant dans le cas d'un raffinement que l'opération avorte en
raison de la règle n°1. En conséquence dans le cas d'un raffinement bloqué par la règle n°1,
il convient de raffiner d'abord les voisins qui posent problème avant de raffiner la cellule
considérée. L'opération de raffinement peut ainsi se propager de proche en proche jusqu'à
ce que l'opération initiale puisse être réalisée. En pratique le raffinement est donc toujours
possible. Le but de l'opération de fusion est différent, il s'agit principalement de gagner
du temps de calcul en limitant les opérations dans une zone où la précision est suffisante
par rapport au critère considéré. La fusion ne doit donc pas se propager car elle entraîne
une diminution de la précision du calcul. Comme le montre la figure 3.5, si rien n'est fait
des situations de blocage peuvent apparaître qui rendent le processus AAMR irréversible.
Pour maintenir la réversibilité, il faut que chaque cellule connaisse son ascendance. Cet
effet mémoire peut être obtenu en affectant à chaque cellule les coordonnées qu'elle aurait
dans un maillage uniforme équivalent et d'instaurer la règle suivante :
 Règle AAMR n°3 : Seule une cellule avec des coordonnées impaires est éligible pour
la fusion avec les cellules voisines ayant au moins une coordonnée paire supérieure.
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Figure 3.5  Scénario AAMR irréversible sans la règle n°3
3.3 Discrétisation de l'équation de Poisson
La résolution de l'équation de Poisson doit être adaptée au maillage non conforme
généré par la méthode AAMR. Les configurations possibles étant nombreuses, le plus
simple est de coder une discrétisation par face en fonction du voisinage puis de som-
mer les contributions pour décrire toutes les situations possibles. A titre d'exemple en
reprenant les notations de la figure 3.6, on peut discrétiser l'équation de Poisson d'après
une description conservative des flux du champ électrique pour chaque face. Le champ
électrique au milieu de la face AB est défini comme une combinaison linéaire entre le
gradient de potentiel entre la cellule considérée et sa voisine et le gradient de potentiel
estimé le long du segment AB :
∂V
∂x
= α
VEast − VO
dEast−O
+ β
VA − VB
AB
(3.1)
avec VA = 14 (VO + VNorth B + VNorth East + VEast) et VB =
1
3
(VO + VEast + VEast B).
En sommant les contributions de chacune des faces de la cellule considérée, on obtient
l'équation de Poisson discrète pour cette cellule. Dans une zone de maillage uniforme, cette
discrétisation se réduit au schéma cinq points standard, alors qu'autour d'un raffinement
ponctuel le schéma fait intervenir treize points. Malheureusement du fait de ce choix de
discrétisation, la matrice obtenue n'est plus nécessairement symétrique. Par exemple il
est facile de voir que la discrétisation de la cellule North_East sur la figure 3.6 ne fait
pas intervenir la cellule O car ses voisins sont de même taille, alors que la valeur du
potentiel au nord-est apparaît dans l'équation discrétisée de la cellule O. Le solveur
utilisé ne peut donc pas être du type MSI [57] ou gradient conjugué [28] comme c'est
le cas sur un maillage uniforme. Nous avons fait le choix d'utiliser l'algorithme itératif
restarted GMRES [12]. D'un point de vue pratique, l'optimisation de l'implémentation
nous a conduit à stocker la matrice de Poisson deux fois, une première fois au sein de
la structure du graphe des Cellules et des Flux, une seconde fois dans un tableau de
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treize fois le nombre maximal de cellules avec une table de correspondance. Les itérations
du solveur se font en parcourant uniquement le tableau. Évidemment tout événement
AAMR (raffinement ou fusion) entraîne la mise à jour de la matrice dans le graphe et par
conséquent le tableau et la table de correspondance doivent être modifiés également.
Figure 3.6  Discrétisation de l'équation de Poisson au voisinage d'une non-conformité
3.4 Procédure d'adaptation asynchrone de maillage
3.4.1 Algorithme Général
La boucle principale de l'algorithme AAMR (voir figure 3.8) diffère très peu de l'algo-
rithme asynchrone (voir figure 3.7). La différence principale revient à ajouter une routine
de test qui peut potentiellement déclencher un évènement AAMR (raffinement ou fusion).
Ce choix a été privilégié en raison de sa simplicité, mais on pourrait très bien envisager
par exemple d'introduire des événements de test indépendants dans le planificateur si on
cherche à tester à des instants particuliers. En revanche dans le cas de la simulation des
décharges toute la dynamique est liée à l'ionisation et donc au transport des électrons. Le
test AAMR a donc tout naturellement été lié au rafraîchissement des électrons. Le détail
du pseudo-code de la fonction Test for AAMR est présenté ci-après :
1. Si le terme source a été rafraîchi plus de n fois (n défini par l'utilisateur) depuis le
test AAMR précédent de cette cellule, alors :
(a) Si un des critères de raffinement local est rempli pour la cellule courante
i. Raffiner la cellule courante
(b) Sinon si la cellule courante est éligible pour la fusion ( règle AAMR n°3)
i. Si tous les critères locaux de fusion sont remplis pour la cellule courante
A. Fusion de la cellule courante avec ses voisines
ii. sinon rafraîchir la cellule
(c) sinon rafraîchir la cellule
2. sinon rafraîchir la cellule
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Figure 3.7  Boucle principale de l'algorithme asynchrone
Figure 3.8  Boucle principale de l'algorithme AAMR
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3.4.2 Procédure de raffinement d'une Cellule
La procédure de raffinement d'une Cellule consiste à remplacer cette Cellule par des
cellules d'un niveau de raffinement supérieur puis de reconstruire le graphe. Cette opé-
ration peut ne pas être possible dans l'état si la Cellule est en contact avec au moins un
voisin de taille supérieure. Dans ce cas il faut d'abord raffiner les cellules voisines de taille
supérieure. L'algorithme proposé est tout naturellement récursif :
1. Si la Cellule peut être raffinée
(a) mise à jour des densités des Cellules voisines
(b) déconnection des Flux arrivant et quittant la Cellule
(c) création de 2N − 1 nouvelles Cellules, remplissage des densités avec la fonction
de partage, remplissage de la matrice de Poisson, ...
(d) création de nouveaux Flux internes et externes si nécessaire (du type _B pour
les voisins)
(e) connection des Flux
(f) création de nouvelles tâches dans le planificateur pour les nouvelles Cellules
(g) rappel des tâches des Cellules voisines
(h) mise à jour de la liste chaînée du maillage
(i) résolution de l'équation de Poisson
2. sinon
(a) pour tous les Cellules voisines (à l'exception de la cellule fictive)
i. si une Cellule voisine est plus grande que la Cellule courante, raffiner cette
Cellule
(b) deuxième tentative de raffinement de la Cellule courante
Remarque : lors de l'étape 1i, après la résolution de l'équation de Poisson, il est possible
de décaler la mise à jour de l'équation de Poisson d'un nouveau temps de Maxwell global
plein.
3.4.3 Fonction de partage de la densité
L'objet de cette fonction est de partager la densité de la Cellule initiale dans les Cellules
issues du raffinement de manière conservative, tout en garantissant la positivité et en
respectant au maximum les pentes du profil initial. Voici un exemple en deux dimension
avec les notations de la figure 3.9.
Tout d'abord, on définit les pentes (quand les points _B n'existent pas on utilise les
valeurs _A) :
sx = minmod
(
nE − nO
dEO
,
nO − nW
dOW
)
(3.2)
sy = minmod
(
nN − nO
dNO
,
nO − nS
dOS
)
(3.3)
sx B = minmod
(
nE B − nO
dEB O
,
nO − nW B
dOWB
)
(3.4)
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sy B = minmod
(
nN B − nO
dNB O
,
nO − nS B
dO SB
)
(3.5)
Puis on répartit la densité :
n1 = n− sx∆x
2
+ sy
∆y
2
(3.6)
n2 = n+ sx
∆x
2
+ sy B
∆y
2
(3.7)
n3 = n− sx B∆x
2
− sy∆y
2
(3.8)
n4 = n+ sx B
∆x
2
− sy B∆y
2
(3.9)
La définition du limiteur a été étendue aux non-conformités en utilisant les mêmes
pentes pour une meilleure cohérence. Si une Cellule est entourée par des Cellules plus
petites comme sur la figure 3.9, le limiteur utilise la pente sx pour les flux horizontaux
supérieurs (E et W) et la pente sx B pour les flux inférieurs (E_B et W_B). Si par exemple
il n'y a qu'une Cellule du côté Est, alors le limiteur utilise la pente moyenne sx+sx B
2
pour
reconstruire la densité sur la face Est.
Figure 3.9  Partage de la densité suite à un raffinement
Remarque : toutes les grandeurs intégrales d'une cellule comme par exemple l'intégrale
temporelle de la force EHD suivent la même logique de partage que la densité
3.4.4 Procédure de fusion de Cellules
1. mise à jour des densités des Cellules (si ce n'a pas déjà été fait lors de la phase
d'évaluation des critères)
2. déconnection des Flux avec le voisinage
3. suppression des tâches devenues inutiles
4. suppression des Flux et Cellules inutiles
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5. remplissage des densités avec la valeur moyenne des ex-Cellules et de la matrice de
Poisson
6. reconnection des Flux
7. rappel des tâches de la Cellule fusionnée et de ses voisines
8. mise à jour de la liste chaînée du maillage
9. résolution de l'équation de Poisson
3.4.5 Critères de raffinement/dé-raffinement
Tout comme pour l'AMR classique [1], les critères de raffinement/dé-raffinement ap-
plicable à l'AAMR peuvent être de deux types. Ils peuvent être basés sur des critères
physiques ou bien reposer sur une extrapolation de Richardson. Il nous a semblé plus aisé
de définir un critère basé sur des considérations physiques non dénuées d'une certaine
généralité pour les problèmes de décharges dans les gaz. Le but de ce critère est de pou-
voir capturer correctement la dynamique du plasma et de la gaine. D'autre part l'étude de
convergence en maillage du chapitre 2 montre que la convergence en maillage pour les pro-
blèmes qui nous intéressent est liée à la résolution de la longueur de Debye électronique.
On peut être tenté d'utiliser cette longueur comme critère de raffinement/dé-raffinement,
si les dimensions de la Cellule sont supérieures à la longueur de Debye, on raffine, si elles
sont inférieures à une certaine valeur d'hystérésis on fusionne. Ce critère est imparfait,
car il conduit à une mauvaise description de la gaine où la densité électronique est faible.
Pour remédier à ce problème, une pseudo-longueur de Debye a été définie à partir d'une
densité moyenne de particules chargées :
δˆ =
√√√√ 20kBTe
e2 (ne + nn + np)
(3.10)
Cette longueur est proche de la longueur de Debye dans le plasma où ne + nn '
np(quasi-neutralité) et reste petite dans la gaine où la densité d'ions positif est impor-
tante, elle permet également de décrire un plasma d'ions positifs et négatifs où la densité
d'électrons est faible. Une bonne description de la gaine est indispensable puisque c'est le
lieu principal de la multiplication électronique. D'où la définition des critères :
 Critère de raffinement sur la Cellule :
δˆ ≤ Cell size (3.11)
 Critère de fusion sur la moyenne des pseudo-longueurs de Debye sur les Cellules à
fusionner : 〈
δˆ
〉
≥ 3 (Cell size) (3.12)
Remarque : l'ajustement du seuil d'hystérésis du critère de fusion est important, en effet
il faut éviter au maximum les battements du maillage qui pénalisent la précision et le
temps de calcul.
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3.5 Validation numérique
3.5.1 Cas test de référence
Paramètres de la simulation :
 Gaz : Air (N2, e, p, n)
 Tension appliquée : échelon de +1200V
 Dimensions : h = 150 µm w = 50 µm L = 400 µm
 Maillages : 512x256 pour le maillage uniforme, quelques part entre 3188 cellules qui
correspondent à un maillage pré-raffiné sur critère géométrique et 512x256 pour le
maillage AAMR
 Permittivité relative du diélectrique : εr = 10
 Schéma en espace : MUSCL (limiteur minmod) pour la dérive électrique
 Temps simulé : 150 nanosecondes
La configuration typique de la décharge à barrière diélectrique pour le contrôle d'écoule-
ment exploite un fort effet de pointe à l'extrémité de l'électrode supérieure. Pour décrire
correctement cette région, il est nécessaire d'utiliser un pré-raffinement géométrique in-
dépendamment du critère de pseudo-longueur de Debye portant sur les espèces chargées.
En pratique on impose ce raffinement géométrique comme la taille maximale autorisée
pour chaque cellule, le raffinement est basé sur la distance à la pointe de l'électrode su-
périeure. Le maillage géométrique est visible sur la figure 3.10 à l'instant t=0. Dans les
premiers instants de la simulation le maillage reste peu différent du maillage géométrique.
Dès que le plasma se forme et commence à s'étendre le long de la surface, le nombre de
cellules se met à augmenter, les zones de maillage fin tendant à suivre le plasma. Une fois
que la surface est totalement chargée, l'expansion du plasma s'arrête et il commence à se
recombiner tout en diffusant de manière ambipolaire. Ce mouvement est accompagné par
le dé-raffinement progressif du maillage. On peut voir sur la figure 3.11 une comparai-
son des densités calculées à un instant donné par la simulation AAMR et une simulation
de référence obtenue avec le schéma asynchrone sur un maillage uniforme. La méthode
AAMR capture plus ou moins les tendances dans les zones de faibles densités, mais les
résultats sont tout de même assez différents par rapport au calcul de référence. Par contre
les densités obtenues dans la zone de plasma sont très proches. D'un point de vue macro-
scopique les deux décharges sont très similaires, comme le montrent les courants collectés
à la cathode (voir figure 3.12). En terme de temps de calcul, le gain est très net, un peu
plus d'un facteur dix, et ce gain est directement lié au nombre de cellules comme le montre
la figure 3.13.
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Figure 3.10  Évolution du maillage AAMR au cours du temps simulé, le ime niveau
correspond à une taille de maille égale à L
2(i−1)
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Figure 3.11  Comparaison entre le calcul AAMR (à gauche) et la référence (à droite
) à t=45 ns, de haut en bas : densité électronique (log(m−3)), densité d'ions positifs
(log(m−3)), densité d'ions négatifs (log(m−3)), lignes équipotentielles (V)
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Figure 3.12  Courant collecté à la cathode en fonction du temps
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Figure 3.13  Rapports des temps de calcul et du nombre de cellules en fonction du
temps simulé
3.5.2 Convergence en maillage
Le cas test de référence du paragraphe précédent est déjà relativement proche de la
convergence en maillage. Pour des questions de capacité mémoire, le calcul avec 1024x512
mailles uniformes était impossible, il est possible avec 768x384 mailles (voir figure 3.14).
On constate que les résultats fournis par la méthode AAMR, bien que plus bruités en
termes de courant, sont toujours très proches des calculs sur maillage uniforme équivalent.
La convergence en maillage est obtenue avec la méthode AAMR pour une grille uniforme
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équivalente de 1024x512 comme le montre la figure 3.15.
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Figure 3.14  Influence du maillage sur le courant de décharge (maillage uniforme)
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Figure 3.15  Influence de la taille des mailles les plus fines autorisées sur le courant de
décharge (AAMR)
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3.5.3 Convergence Multi-échelle
La méthode AAMR permet d'envisager la simulation de phénomènes très localisés au
sein d'un domaine plus grand avec peu ou pas d'influence de la taille du domaine sur le
temps de calcul. L'objet de ce test est d'évaluer cette capacité. L'idée est de partir du
cas test du paragraphe 3.5.1 et d'augmenter progressivement le domaine de calcul, tout
en conservant les paramètres physiques significatifs pour la physique de la décharge. En
pratique la tension appliquée, l'épaisseur du diélectrique, la permittivité relative restent
constants alors que le volume de gaz augmente. La longueur du domaine de référence L0
vaut 400 µm, les autres cas sont tels que Li+1 = 2Li (voir figure 3.16). Dans tous les
cas la taille des cellules les plus petites restent la même, par contre le cas Li+1 s'autorise
des cellules les plus grandes couvrant une surface quatre fois supérieure à celles de Li.
La tension appliquée est telle que la décharge ne parcourt par une longueur supérieure
à L0, autrement dit le domaine L0 est suffisant pour décrire correctement le cas test.
L'augmentation de la taille du domaine simulé ne devrait donc rien changer aux résultats.
D'un point de vue de la précision du calcul, les résultats sont effectivement les mêmes en
terme de courant comme l'atteste la figure 3.17. En terme de temps de calcul (voir figure
3.18), entre le cas L0 et le cas L3 la surface a été multipliée par 64 alors que le temps
de calcul n'a fait que doubler. Ce test permet d'illustrer tout le potentiel de la méthode
AAMR pour la résolution de problèmes multi-échelles.
Figure 3.16  Domaine de calcul en fonction du paramètre L
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Figure 3.17  Courant collecté à la cathode en fonction du paramètre L
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Figure 3.18  Temps CPU en fonction du temps simulé pour différentes valeurs du
paramètre L
3.6 Rampe de tension
Le mode typique de fonctionnement des DBD pour le contrôle d'écoulement est une
alimentation sinusoïdale d'amplitude de quelques kilovolts à quelques dizaines de kilovolts
à des fréquences de quelques kilohertz à la dizaine de kilohertz. Les fréquences appliquées
sont faibles devant la capacité de réaction du plasma. De fait, on peut dire que le plasma
voit une alternance de rampe de tension positives et négatives. Il convient donc de
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tester la méthode AAMR avec ce type de tension. Dans le cas d'une rampe positive de
500V/µs (voir figure 3.19), on assiste à une succession de décharges couronnes autour de
la pointe de l'anode puis de claquages quand le champ dû à la charge d'espace devient
trop important. Ce claquage conduit à la charge rapide de la surface diélectrique, ce
qui entraîne l'extinction du plasma. Le cycle reprend dès que la différence de potentiel
entre la pointe de l'électrode et la surface est suffisante pour l'amorçage d'une nouvelle
couronne. Les résultats obtenus avec la méthode AAMR présentent quelques différences
avec la méthode asynchrone sur maillage fixe. Ces différences sont dues à l'adaptation
de maillage uniquement comme le montre le test de non-régression (courbe verte AAMR
non regression sur la figure). Les niveaux de courants sont équivalents mais la période des
impulsions est plus longue d'une dizaine de pour cent avec l'AAMR. Ceci tient au critère
de raffinement employé et s'explique par le fait que le claquage a lieu en volume en passant
par dessus le nuage d'ions positifs qui s'est formé au-dessus de la surface par l'action de
la décharge couronne. Or en marge du nuage ionique la densité de particules chargée est
faible et la méthode AAMR va utiliser des mailles lâches. Il est possible que l'utilisation
d'un autre critère de raffinement puisse corriger cet effet, mais compte tenu des impératifs
en termes de temps de calcul, cette différence de fréquence des trains d'impulsions a été
jugée satisfaisante pour la suite.
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Figure 3.19  Courant collecté à la cathode pour une rampe de tension positive de
500V/µs
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3.7 Conclusion sur l'adaptation asynchrone de maillage
La méthode AAMR est une technique prometteuse pour la résolution de problème de
décharges à fort caractère multi-échelle. Elle est particulièrement adaptée à la résolution
de phénomènes raides et localisés comme les DBD ou les streamers. Le gain en temps de
calcul obtenu par l'utilisation de la technique AAMR est de l'ordre de dix par rapport à la
méthode asynchrone, ce qui est de l'ordre de cent par rapport à une intégration explicite
classique. La mise au point de cette technique permet d'envisager un couplage fort avec
les équations de Navier-Stokes en vue de simuler l'action instationnaire du plasma sur
un écoulement. L'application de cette technique dans d'autres domaines que les plasmas
est aussi envisageable, car les problématiques multi-échelles se retrouvent dans différents
domaines de la physique.
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Chapitre 4
Intégration asynchrone des équations
de Navier-Stokes et couplage avec le
plasma
4.1 Introduction
La mécanique des fluides numérique a recourt depuis de nombreuses années à des
pas de temps locaux, mais il s'agit en général de méthodes destinées à la résolution de
problèmes stationnaires. Ces méthodes sont en général implicites et peuvent être étendues
à des problèmes instationnaires en résolvant un problème stationnaire par rapport à une
deuxième variable temps fictive. On parle alors de pas de temps dual (voir par exemple
[45]). L'utilisation du schéma asynchrone doit pouvoir permettre d'utiliser des pas de
temps locaux pour des simulations d'évolutions instationnaires telles que l'effet d'une
décharge sur un écoulement et ceci dans un contexte purement explicite. La littérature
scientifique ne comprend qu'une seule référence traitant de l'intégration asynchrone des
équations de la mécanique des fluides, en l'occurrence des équations d'Euler. Il s'agit d'une
contribution d'Omelchenko et Karimabadi [16] traitant des problèmes de tube à choc
mono-dimensionnels à l'aide d'un solveur de Riemann de type HLLE dû à Einfeldt (voir
[17]). Notre propre approche de l'intégration asynchrone développée pour les équations de
dérive-diffusion usuelles de la modélisation des plasmas de décharge peut aussi s'appliquer
aux équations de la mécanique des fluides. Le formalisme de l'intégration asynchrone des
flux permet d'utiliser n'importe quel solveur de Riemann exact ou linéarisé. L'objectif
du présent chapitre est de vérifier la compatibilité de la méthode asynchrone qui a été
développée au cours de cette thèse avec les équations de Navier-Stokes bidimensionnelles
laminaires compressibles. Compte-tenu de sa simplicité de mise en ÷uvre et de l'article
d'Omelchenko et Karimabadi, nous avons décidé d'utiliser également le schéma HLLE.
On rappelle pour mémoire les équations de Navier-Stokes avec un transfert thermique
Qth :
∂ρN2
∂t
+
−→∇ (ρN2−→vN2) = 0 (4.1)
∂ (ρN2
−→vN2)
∂t
+
−→∇ (ρN2−→vN2 ⊗−→vN2 + pN2I − τ) = −→fext (4.2)
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∂ (ρN2EN2)
∂t
+
−→∇
(
ρN2
−→vN2HN2 − kth−→∇TN2 − τ · −→vN2
)
=
−→
fext · −→vN2 +Qth (4.3)
Avec τ = µN2
[
(δjvN2i + δivN2j)− 23
(−→∇ · −→vN2) δij] le tenseur des forces visqueuses.
4.2 Approche numérique
4.2.1 Le solveur de Riemann linéarisé HLLE
Un solveur de Riemann linéarisé permet d'obtenir une estimation des flux d'interfaces
connaissant les états de la densité ρ, des composantes u, v de la vitesse et de l'enthalpie
H de part et d'autre d'une interface.
Le schéma HLLE utilise les états moyens de Roe définis à partir des états gauche et
droite de l'interface :
k =
√
ρdroite
ρgauche
(4.4)
ρmoyen = kρgauche (4.5)
 umoyenvmoyen
Hmoyen
 = 1
1 + k
 ugauchevgauche
Hgauche
+ k
1 + k
 udroitvdroit
Hdroit
 (4.6)
La transmission de l'information repose sur les différentes vitesses du son :
agauche =
√
γ
pgauche
ρgauche
adroit =
√
γ
pdroit
ρdroit
amoyen =
√
γ
pmoyen
ρmoyen
(4.7)
On pose pour un flux selon la direction Ox :
bp = max (0,max (umoyen + amoyen, udroit + adroit)) (4.8)
bm = min (0,min (umoyen − amoyen, ugauche − agauche)) (4.9)
La définition des flux selon Ox pour le schéma HLLE est :
Fρ =
bpρgaucheugauche − bmρdroitudroit + bpbm (ρdroit − ρgauche)
bp − bm (4.10)
Fρu =
bp
(
ρgaucheu
2
gauche + pgauche
)
− bm (ρdroitu2droit + pdroit) + bpbm (ρdroitudroit − ρgaucheugauche)
bp − bm
(4.11)
Fρv =
bpρgaucheugauchevgauche − bmρdroitudroitvdroit + bpbm (ρdroitvdroit − ρgauchevgauche)
bp − bm
(4.12)
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FρE =
bpρgaucheugaucheHgauche − bmρdroitudroitHdroit + bpbm (ρdroitEdroit − ρgaucheEgauche)
bp − bm
(4.13)
Dans les équations discrétisées, les quantités conservatives sont définies au centre des
cellules. Ainsi les états gauche et droit correspondent aux valeurs des cellules situées de
part et d'autre de l'interface considérée pour un schéma d'ordre un en espace. Pour un
schéma d'ordre deux, on utilise une reconstruction de type MUSCL à l'interface à partir
des gradients limités.
4.2.2 Discrétisation des flux visqueux
D'un point de vue formel, l'expression de l'effet de la viscosité sur la vitesse est proche
d'un Laplacien (µ∆−→v ) ce qui est proche de l'équation de Poisson vérifiée par le potentiel(
∆V = −ρ
ε
)
. Par conséquent les dérivées des composantes de la vitesse sont obtenues sur
un maillage conforme ou non en utilisant les mêmes coefficients que ceux utilisées pour
l'équation de Poisson au paragraphe 3.3. Le tenseur des efforts visqueux est ensuite estimé
grâce à τ = µ
[
(δjvi + δivj)− 23
(−→∇ · −→v ) δij].
4.2.3 Calcul des pas de temps locaux
Le calcul des pas de temps locaux est basé sur la condition CFL locale, il doit tenir
compte de la vitesse de propagation associée au schéma HLLE, mais aussi de l'effet des
flux visqueux. Pour la partie fluide parfait, les vitesses utilisées par le schéma HLLE
sont les coefficient bp, bm. Pour les flux visqueux on fait l'analogie avec un coefficient de
diffusion pour la vitesse vCFL ∼ 2D∆x en tentant de majorer la norme du tenseur visqueux.
Ce coefficient de diffusion semble être correctement majoré par D ≤ 10µ
3ρ
. En résumé la
vitesse CFL utilisée est la suivante :
vCFL = max (bp,−bm) + 20µ
3ρ∆x
(4.14)
Le calcul de la vitesse CFL ci-dessus a été établie de manière numérique et semi-
empirique au cours de cette thèse, mais une analyse plus fine de la condition CFL est sans
doute possible. Ce travail dépasse le cadre de cette thèse. Les pas de temps locaux sont
obtenus en appliquant une marge de stabilité qui dépend de l'ordre du schéma en espace,
0,8 à l'ordre 1, 0,4 si les états aux interfaces sont estimés par une reconstruction MUSCL.
Ces valeurs ont été ajustées suite aux tests de validation numérique.
4.2.4 Conditions aux limites
Différents types de conditions aux limites ont été implémentées dans le code :
 Condition aux limites symétrique, utilisée a priori en haut du domaine lors d'un
calcul couplé plasma/aérodynamique
 Condition aux limites périodique, qui peut être utilisée aux bords est et ouest du
domaine pour simuler un réseau de DBD placées en série. En pratique ce type de
conditions est implémenté en rebouclant le maillage sur lui-même grâce à la structure
de données développée pour l'AAMR. Il ne s'agit donc pas à proprement parler d'une
condition aux limites.
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 Condition aux limites de type paroi, utilisé près de la surface diélectrique qui traduit
la condition d'adhérence du fluide à la paroi en raison de la viscosité. D'un point
de vue énergétique, la condition limite est du type adiabatique (flux de chaleur nul
provenant de la paroi). Ce type de condition aux limites est aussi utilisé aux bords
est et ouest pour les calculs plasmas en enceinte fermée (voir le paragraphe 5.5.1).
 Condition aux limites de type entrée subsonique, basée sur la reconstruction des
états extérieurs (notés ext) à partir des états intérieurs adjacents (notés int) en se
fixant la pression totale et la température totale à l'extérieur.
pext = pint (4.15)
M2 =
2
γ − 1
(
ptotale ext
pext
) γ−1
γ
(4.16)
ρext =
pext
(
1 + γ−1
2
M2
)
Ttotale extR
(4.17)
uext = uint
√√√√ γpextM2
ρext (u2int + v
2
int)
(4.18)
vext = vint
√√√√ γpextM2
ρext (u2int + v
2
int)
(4.19)
On peut également imposer que l'écoulement en entrée soit perpendiculaire à l'in-
terface d'entrée en imposant :
vext = −vint
√√√√ γpextM2
ρext (u2int + v
2
int)
(4.20)
Ce type de condition limite n'a pu être utilisée de manière satisfaisante qu'au cours
de la validation du code. En effet l'utilisation pour des calculs couplés avec le plasma
est non satisfaisante à des Mach aussi faibles. La condition limite génère d'elle même
un écoulement parasite de plusieurs mètres par seconde.
 Condition aux limites de type sortie subsonique, basée sur la reconstruction des
états extérieures (notés ext) à partir des états intérieurs adjacents (notés int) en se
fixant la pression extérieure.
M2int =
ρint (u
2
int + v
2
int)
γpint
(4.21)
ptotale int = pint
(
1 +
γ − 1
2
M2int
) γ−1
γ
(4.22)
ρtotale int = ρint
(
1 +
γ − 1
2
M2int
) 1
γ−1
(4.23)
M2ext =
2
γ − 1
(ptotale int
pext
) γ−1
γ
− 1
 (4.24)
ρext = ρtotale int
(
1 +
γ − 1
2
M2ext
)− 1
γ−1
(4.25)
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uext = uint
√√√√ γpextM2ext
ρext (u2int + v
2
int)
(4.26)
vext = vint
√√√√ γpextM2ext
ρext (u2int + v
2
int)
(4.27)
De même que pour la condition limite d'entrée subsonique, cette condition limite
n'a été utilisée qu'au cours de la validation du code Navier-Stokes.
4.3 Validation numérique
La validation du code Navier-Stokes a été réalisée par étape. Dans un premier temps
le schéma HLLE a été validé en 2D sur des problèmes de tube à choc et ceci dans les deux
directions. Puis les flux visqueux ont été validés à l'aide d'un écoulement de Poiseuille. Un
cas test d'établissement de l'hydrostatique dans un champ de gravité a permis de valider
l'implémentation d'une force extérieure en volume équivalente à une force EHD. Enfin le
comportement acoustique d'une cavité a conduit à revoir le calcul des pas de temps locaux.
Les étapes principales de la validation sont rassemblées dans les paragraphes suivants.
4.3.1 Tubes à choc
Le domaine considéré est rectangulaire longueur unité avec des conditions limites
de types symétrie aux quatre bords. Le maillage utilisé est carré de résolution 128x128
mailles.
Choc subsonique
La configuration testée consiste à établir deux états, gauche et droit avec une dis-
continuité verticale au milieu du domaine 2D. L'état gauche est le suivant : ρgauche = 1,
pgauche = 100000, ugauche = 0. A l'abscisse 0,5 la transition s'effectue avec l'état droit :
ρdroit = 0, 125, pdroit = 10000, udroit = 0. La solution calculée par le code (en bleu sur
les figures) est comparée à une solution analytique (en rouge sur les figures). La solu-
tion analytique a été obtenue à l'aide d'un utilitaire fournit gracieusement par Jérémie
Gressier de l'ONERA DMAE. Cet outil a été particulièrement utile pour la validation
du code en écoulement fluide parfait. Les résultats, qui sont présentés sur la figure 4.1,
sont tout à fait satisfaisants. On remarquera que l'intégration asynchrone des équations
d'Euler fait apparaître un petit mouvement parasite de type bruit, perpendiculairement
au choc comme le montre la figure 4.2. L'amplitude de cette perturbation est inférieure
à 1% et reste négligeable, mais elle est très supérieure à celle obtenue avec une intégra-
tion standard. L'origine de ce phénomène s'explique par le caractère non linéaire du choc
associé à la mise à jour des flux à des instants différents selon la perpendiculaire au choc
par la méthode asynchrone.
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Figure 4.1  Choc subsonique : comparaison des résultats du code asynchrone (en bleu)
avec une solution analytique (en rouge)
Figure 4.2  Vue 2D du choc subsonique
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Choc supersonique
L'état gauche est le suivant : ρgauche = 1, pgauche = 100000, ugauche = 0. A l'abscisse
0,5 la transition s'effectue avec l'état droit : ρdroit = 0, 01, pdroit = 1000, udroit = 0. Les
résultats sont proches de la solution analytique comme le montre la figure 4.3.
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Figure 4.3  Choc supersonique : comparaison des résultats du code asynchrone (en
bleu) avec une solution analytique (en rouge)
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choc avec un rapport de pression de mille
Les résultats sont proches de la solution analytique comme le montre la figure 4.4 en
ce qui concerne les vitesses, la densité et la pression. Toutefois des erreurs commencent à
apparaître sur la température et l'entropie.
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Figure 4.4  Choc avec un rapport de pression de mille : comparaison des résultats du
code asynchrone (en bleu) avec une solution analytique (en rouge)
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Collision symétrique d'écoulement
L'état gauche est le suivant : ρgauche = 0, 1, Tgauche = 300, ugauche = 15
√
γRTgauche. A
l'abscisse 0,5 la transition s'effectue avec l'état droit : ρdroit = 0, 1, Tdroit = 300, udroit =
−15√γRTdroit. Les résultats sont conformes à la solution analytique comme le montre la
figure 4.5
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Figure 4.5  Collision symétrique d'écoulement : comparaison des résultats du code
asynchrone (en bleu) avec une solution analytique (en rouge)
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Collision d'écoulement asymétrique
L'état gauche est le suivant : ρgauche = 0, 1, Tgauche = 300, ugauche = 15
√
γRTgauche. A
l'abscisse 0,5 la transition s'effectue avec l'état droit : ρdroit = 0, 5, Tdroit = 200, udroit =
−15√γRTdroit. Dans cette configuration l'utilisation de reconstruction MUSCL du profil
est numériquement divergent, le calcul a par conséquent été effectué avec un schéma
d'ordre 1 en espace. Les résultats sont conformes à la solution analytique en ce qui concerne
la vitesse et la pression comme le montre la figure 4.6. Par contre le saut de densité dû
à la collision des écoulements est relativement mal décrit ce qui entraîne également de
larges erreurs sur la température et l'entropie.
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Figure 4.6  Collision asymétrique d'écoulement : comparaison des résultats du code
asynchrone (en bleu) avec une solution analytique (en rouge)
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Détente proche de l'apparition du vide
L'état gauche est le suivant : ρgauche = 1, Tgauche = 300, ugauche = −1000. A l'abscisse
0,5 la transition s'effectue avec l'état droit : ρdroit = 1, Tdroit = 300, udroit = 1000. Dans
cette configuration l'utilisation de reconstruction MUSCL du profil est numériquement
divergent, le calcul a par conséquent été effectué avec un schéma d'ordre 1 en espace.
La figure 4.7 illustre le comportement assez moyen du code, en effet la chute de pression
calculée est trop faible par rapport à la chute de la densité, ce qui entraîne une élévation
locale de la température et une forte création d'entropie.
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Figure 4.7  Détente proche de l'apparition du vide : comparaison des résultats du code
asynchrone (en bleu) avec une solution analytique (en rouge)
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Détente conduisant à l'apparition du vide
L'état gauche est le suivant : ρgauche = 1, Tgauche = 300, ugauche = −2000. A l'abscisse
0,5 la transition s'effectue avec l'état droit : ρdroit = 1, Tdroit = 300, udroit = 2000. Dans
cette configuration l'utilisation de reconstruction MUSCL du profil est numériquement
divergent, le calcul a par conséquent été effectué avec un schéma d'ordre 1 en espace.
Ces conditions accentuent encore les difficultés du code à décrire correctement la détente
comme le montre la figure 4.8. La pression décroît trop lentement et la température
augmente fortement ce qui crée beaucoup d'entropie.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
densité
0 0.2 0.4 0.6 0.8 1
−2000
−1000
0
1000
2000
u
0 0.2 0.4 0.6 0.8 1
−200
−100
0
100
200
Mach
0 0.2 0.4 0.6 0.8 1
0
5
10
x 104 pression
0 0.2 0.4 0.6 0.8 1
0
5000
10000
15000
entropie
0 0.2 0.4 0.6 0.8 1
0
200
400
600
800
température
Figure 4.8  Détente conduisant à l'apparition du vide : calcul asynchrone
Bien que ces résultats plutôt médiocres ne disqualifient pas le code pour la résolution
des équations d'Euler, il est intéressant d'identifier la source du problème. En particulier
il faut savoir si ce comportement à un lien avec l'intégration asynchrone.
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Figure 4.9  Détente conduisant à l'apparition du vide : calcul synchrone
En comparant les figures 4.8 et 4.9, on constate que le calcul avec un pas de temps
global est très légèrement meilleur, mais que le coeur du problème semble venir du solveur
de Riemann HLLE. Compte tenu de l'état de développement du code et de tous les
autres cas de validation satisfaisants, une erreur d'implémentation est quant à elle très
improbable à ce stade. La question se pose de savoir si les choses s'améliorent dans le
cas d'un calcul purement 1D, ceci est réalisé en annulant tous les flux dans la direction
orthogonal dans le code.
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Figure 4.10  Détente conduisant à l'apparition du vide : calcul 1D asynchrone
Les figures 4.10 et 4.11 montrent que le problème est aussi présent pour un calcul à
une dimension. Cependant en 1D, c'est l'intégration asynchrone qui est légèrement plus
performante, ceci est sans doute dû au bon comportement de l'intégration asynchrone
vis-à-vis de la diffusion numérique. Le comportement en 2D semble donc paradoxal. Ce
paradoxe peut être levé si on se réfère au cas du tube à choc subsonique où un faible
écoulement dans la direction orthogonale au choc a été mis en évidence avec l'intégration
asynchrone. Cette perturbation peut expliquer la légère baisse de précision lors d'un calcul
bidimensionnel.
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Figure 4.11  Détente conduisant à l'apparition du vide : calcul 1D synchrone
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Ligne de glissement stationnaire
L'état gauche est le suivant : ρgauche = 10, pgauche = 10000, ugauche = 0. A l'abscisse 0,5
la transition s'effectue avec l'état droit : ρdroit = 0, 1, pdroit = 10000, udroit = 0. La figure
4.12 montre que le code ne résout pas parfaitement cette ligne de glissement, notamment
au niveau du saut d'entropie et de température, mais le saut de densité est à peu près
bien décrit et la ligne reste bien stationnaire.
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Figure 4.12  Ligne de glissement stationnaire comparaison des résultats du code asyn-
chrone (en bleu) avec une solution analytique (en rouge)
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Ligne de glissement instationnaire
L'état gauche est le suivant : ρgauche = 0, 125, pgauche = 10000, ugauche = 0, 3
√
γpgauche
ρgauche
.
A l'abscisse 0,5 la transition s'effectue avec l'état droit : ρdroit = 10, pdroit = 10000,
udroit = 0, 3
√
γpgauche
ρgauche
. Comme le montre la figure 4.13, les performances du code sont
équivalentes au cas de la ligne de glissement stationnaire, ie non parfaites mais tout à fait
acceptables.
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Figure 4.13  Ligne de glissement instationnaire : comparaison des résultats du code
asynchrone (en bleu) avec une solution analytique (en rouge)
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Choc stationnaire à Mach 3
L'état gauche est le suivant : ρgauche = 1, pgauche = 300, ugauche = 3
√
γpgauche
ρgauche
. A
l'abscisse 0,5 la transition s'effectue avec l'état droit : ρdroit = 3, 85714, pdroit = 3100,
udroit = 0, 475191
√
γpdroit
ρdroit
. Le code résout parfaitement ce cas comme le montre la figure
4.14
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Figure 4.14  Choc stationnaire à Mach 3 : comparaison des résultats du code asynchrone
(en bleu) avec une solution analytique (en rouge)
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Choc stationnaire à Mach 20
L'état gauche est le suivant : ρgauche = 1, pgauche = 200, ugauche = 20
√
γpgauche
ρgauche
. A
l'abscisse 0,5 la transition s'effectue avec l'état droit : ρdroit = 5, 926, pdroit = 93300,
udroit = 0, 3804
√
γpdroit
ρdroit
. Le code résout parfaitement ce cas comme le montre la figure 4.15
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Figure 4.15  Choc stationnaire à Mach 20 : comparaison des résultats du code asyn-
chrone (en bleu) avec une solution analytique (en rouge)
109
Choc subsonique sur un maillage non uniforme
L'objectif étant d'utiliser le code Navier-Stokes dans un contexte AAMR, le cas du choc
subsonique a été testé avec un maillage présentant un grand nombre de non-conformité
(voir figure 4.16). Les résultats obtenus sont légèrement dégradés (voir figures 4.17 et 4.18
) par rapport au même test avec un maillage uniforme mais restent tout à fait acceptables.
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Figure 4.16  Maillage non uniforme utilisé pour le test de tube à choc
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Figure 4.17  Choc subsonique sur maillage non uniforme : résultats 2D
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Figure 4.18  Choc subsonique sur maillage non uniforme : comparaison des résultats
du code asynchrone (en bleu) avec une solution analytique (en rouge)
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4.3.2 Écoulement de Poiseuille
Pour valider l'implémentation des flux visqueux, des cas tests d'établissement d'un
écoulement laminaire incompressible dans un tube dit écoulement de Poiseuille ont été
réalisés. Le domaine contient 128x256 mailles carrées qui couvrent un domaine fluide de
22x10 m. Les conditions limites utilisées sont des murs au nord et au sud, à l'ouest une
entrée subsonique de direction horizontale et une condition de sortie subsonique à l'est. la
viscosité est prise égale à 10Kg.m−1.s−1, les conditions infinies amont correspondent à une
température de 300°K, une densité de 1Kg.m−3 et une pression totale correspondant à un
écoulement entrant de 30 m/s soit un nombre de Reynolds de 80 au maximum. Il ne s'agit
pas exactement d'un écoulement de Poiseuille infini, puisque le flux entrant ne possède
pas de profil parabolique verticalement. On s'attend donc à observer l'établissement des
couches limites en entrée ce qui se traduit par un flux vertical convergent, par contre le
profil de vitesse en sortie doit être proche de la solution analytique de l'écoulement de
Poiseuille entre deux plaques infiniment longues. Cette solution est connue analytiquement
et correspond à un écoulement horizontal de profil parabolique qui ne dépend que de la
hauteur entre les plaques et du gradient de pression longitudinal :
u(y) =
h2
8µN2
∂p
∂x
(
1− 4y
2
h2
)
(4.28)
Figure 4.19  Écoulement de Poiseuille calculé par le code
Les résultats de la simulation, qui sont présentés sur la figure 4.19, sont conformes
avec la solution analytique. En effet après la formation des deux couches limites près de
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l'entrée de du fluide, la vitesse verticale du fluide tend vers zéro et le profil de vitesse
horizontale devient parabolique. Parallèlement le gradient de pression devient homogène
selon la hauteur et s'établie autour de 15Pa.m−1, ce qui correspond à une vitesse maximale
théorique de 18, 41m.s−1 et un nombre de Reynolds de 48. A titre de comparaison la
vitesse maximale calculée par le code en sortie du canal vaut environ 18, 16m.s−1. Ce
calcul assure une validation correcte du code pour le régime laminaire incompressible.
4.3.3 Profil de Blasius
Ce test a deux objectifs, premièrement il s'agit de valider l'épaisseur de la couche
limite calculée par rapport à la solution théorique de Blasius qui assure que pour une
épaisseur δ = 5x√
Rex
la vitesse doit être égale à 99% de la vitesse infinie amont, ce qui
est confirmé par la figure 4.20. Deuxièmement ce test permet de valider les conditions
limites qui peuvent être utilisées pour un calcul couplé avec le plasma en présence d'un
écoulement extérieur non nul : symétrie au nord, mur au sud, entrée subsonique à l'est et
sortie subsonique à l'ouest. L'écoulement infini amont possède une température de 300°K,
une densité de 1Kg.m−3 et une pression totale correspondante à 30 m/s soit un nombre
de Reynolds de 80.
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Figure 4.20  Profil de couche limite laminaire calculée avec le code Navier-Stokes
asynchrone
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4.3.4 Établissement de la pression hydrostatique
L'objet de ce test est de vérifier l'implémentation correcte d'une force volumique qui
est formellement équivalente à la force EHD exercée par le plasma sur l'air. La valeur de
la viscosité utilisé dans le code pour l'air à la pression atmosphérique et à température
ambiante vaut 1, 79× 10−5Kg.m−1.s−1. Dans ce test pour accélérer la convergence, cette
valeur a été multipliée par mille. Le domaine simulé est un carré de 12,8 cm de côté divisé
en 128x128 mailles. Une accélération verticale de 10m.s−2 a été appliquée à t=0 sur le
fluide de masse volumique 1, 225Kg.m−3 au repos. La figure 4.21 montre la convergence
du calcul vers un gradient de pression de 12, 250776Pa.m−1 qui coïncide à mieux que
10−5 avec la valeur attendue.
Figure 4.21  Établissement de la pression hydrostatique
4.3.5 Propagation d'ondes acoustiques
Ce test vise a évaluer l'amortissement des ondes acoustiques du schéma en fluide
parfait dans un cavité carrée munie de quatre conditions limites symétriques. le calcul
est initié par une perturbation sinusoïdale d'un pour mille sur la pression de longueur
d'onde la longueur de la cavité. Ainsi deux ondes acoustiques doivent se propager dans la
cavité selon le mode fondamental. Vue d'un point fixe au centre de la cavité la courbe de
pression doit être animée d'un mouvement sinusoïdal non amorti en fluide parfait. Si on
considère le calcul des pas de temps établi dans le paragraphe 4.2.3 soit un CFL de 0,4,
les ondes acoustiques sont divergentes comme le montre la figure 4.22. L'origine exacte
de ce phénomène n'a pas pu être déterminé dans le cadre de cette thèse, mais on peut
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affirmer que le problème vient du limiteur des flux MUSCL. En effet le même calcul avec
un schéma d'ordre 1 en espace à CFL 0,99 est amorti comme le montre la figure 4.23.
Une solution temporaire a été trouvée quoique philosophiquement non satisfaisante. Il
suffit de réduire le pas de temps locaux d'un CFL 0,4 a un CFL 0,1, ce qui introduit de
la diffusion numérique et permet d'avoir une propagation non amortie des ondes comme
le montre la figure 4.24. Cette réduction des pas de temps va à l'encontre de l'esprit
de la méthode asynchrone en introduisant de la diffusion numérique et en ralentissant le
calcul. Néanmoins il est possible que d'autres combinaisons de solveur de Riemann (HLLC,
Roe etc...) utilisés avec d'autres limiteurs (Superbee, Van Albada...) puissent résoudre ce
problème. Il est peut-être également possible de revoir le calcul des pas de temps locaux.
Cette investigation dépassait largement le cadre de cette thèse, aussi il a été décidé de se
contenter pour l'instant de l'utilisation d'un CFL de 0,1.
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Figure 4.22  Amortissement du mode fondamental (MUSCL, CFL 0.4)
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Figure 4.23  Amortissement du mode fondamental (Ordre 1, CFL 0.99)
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Figure 4.24  Amortissement du mode fondamental (MUSCL, CFL 0.1)
4.4 Couplage avec le plasma
Les stratégies de couplage utilisées au cours de cette thèse sont de deux types. La
stratégie la plus simple consiste à utiliser deux codes séparés, un premier code plasma
est chargé de calculer la force EHD moyenne dans le temps créée par la DBD sur le
fluide. Cette force EHD moyenne peut être introduite comme une source extérieure de
quantité de mouvement dans les équations de Navier-Stokes résolues par le code CEDRE
de l'ONERA. Cette stratégie a été développée pour la première fois par Matéo-Velez au
cours de sa thèse [23] pour évaluer l'effet de décharges couronnes fil-fil sur un écoulement.
Dans un deuxième temps les méthodes numériques développées dans le cadre de cette
thèse ont permis d'envisager une autre stratégie permettant un couplage instationnaire
du plasma et de l'aérodynamique.
4.4.1 Couplage stationnaire d'un code plasma avec le code CEDRE
de l'ONERA
La force EHD moyennée dans le temps obtenue par un code plasma peut être introduite
dans le code CEDRE qui la traite comme une source extérieure d'impulsion. Le domaine
fluide simulé doit être grand devant les dimensions de la décharge pour pouvoir utiliser
des conditions limites simples (voir figure 4.25). Les conditions limites utilisées sont une
entrée subsonique à l'est, une sortie subsonique à l'ouest, un mur au sud et une symétrie
au nord. L'utilisation d'une condition de symétrie en haut impose d'avoir un domaine
de fluide suffisamment grand (30 cm dans les simulations) pour éviter un écoulement de
retour perceptible en raison de la conservation du débit. La DBD est placée au centre du
domaine fluide au niveau de la paroi, le maillage a été raffiné verticalement de manière à
résoudre correctement la couche limite et horizontalement de manière à pouvoir décrire
correctement les forts gradients de la force EHD. Le maillage utilisé comprend 200x70
cellules. La figure 4.25 illustre la position du domaine plasma par rapport au domaine
fluide. Les maillages utilisés sont de tailles relativement différentes et une interpolation
de la force EHD du maillage plasma vers le maillage aérodynamique est nécessaire. Une
certaine perte d'information est inéluctable dans l'opération. Les outils nécessaires à la
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Figure 4.25  Maillage utilisé avec le code CEDRE de l'ONERA
mise en ÷uvre de ce couplage ont été développes par Matéo-Vélez dans le cadre de sa
thèse [23].
4.4.2 Couplage instationnaire à l'aide de l'AAMR
L'efficacité en terme de temps de calcul de la méthode AAMR permet d'envisager un
couplage instationnaire plasma/aérodynamique sur le même maillage, ce qui supprime les
problèmes d'interpolation. Le couplage proprement dit étant réalisé au travers des termes
sources pour les équations de Navier-Stokes, sa dynamique suit la dynamique du plasma
donc celle des électrons. Par contre le transport de neutres au travers des équations de
Navier-Stokes a une dynamique beaucoup plus lente. En conséquence, il est naturel de syn-
chroniser tous les termes sources, Navier-Stokes y compris, avec les électrons. L'adaptation
de maillage se fait selon deux critères, un critère propre au plasma (pseudo-longueur de
Debye) et un critère lié à Navier-Stokes (voir le paragraphe 4.4.2). Le franchissement d'au
moins un des seuils de raffinement aboutit au raffinement de la cellule, la fusion quant à
elle nécessite le franchissement simultané des deux seuils de dé-raffinement. De manière à
pouvoir évaluer le comportement instationnaire en régime permanent sans devoir simuler
intégralement l'évolution instationnaire du régime transitoire, une possibilité a été amé-
nagée dans le code. Il s'agit d'évaluer au cours d'une première phase instationnaire une
bonne estimation de la force EHD moyennée dans le temps en simulant un certain nombre
de périodes de fonctionnement de la DBD. Puis dans un deuxième temps le plasma est
figé et les équations de Navier-Stokes sont propagées en utilisant la force EHD moyenne
jusqu'à la convergence de l'écoulement. Dans un troisième temps le calcul instationnaire
peut reprendre.
Remarque importante
Afin d'éviter que le nombre de mailles ne devienne trop important, la taille minimale de
maille dont le raffinement peut être déclenché par le critère Navier-Stokes est plus grande
que la taille minimale autorisé pour le critère plasma. Par contre il est important que le
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critère de fusion tienne compte des deux contraintes, Plasma et Navier-Stokes, même si
la maille a une taille plus petite que le maximum autorisé pour le critère Navier-Stokes.
Sinon la fusion va totalement détruire en les moyennant les gradients de vitesse crées dans
la zone de plasma empêchant ainsi l'écoulement de se propager.
Critère de raffinement/dé-raffinement
Plusieurs types de critères sont possibles pour l'adaptation du maillage pour les équa-
tions de Navier-Stokes. L'objectif de l'adaptation de maillage est double. Premièrement
elle doit permettre une bonne discrétisation de la force EHD. Cette fonction est assurée
de fait par le critère d'adaptation du plasma. Deuxièmement la couche limite de l'écou-
lement doit être correctement décrite. Le choix a été fait de déclencher le raffinement et
la fusion des cellules sur un saut de l'une des composantes de la vitesse des neutres aux
interfaces de la cellule. Dans l'absolu il serait plus pertinent de déterminer les seuils de
manière adimensionnelle en faisant intervenir le nombre de Reynolds par exemple. Dans
un premier temps les seuils ont été réglés numériquement sur un cas test représentatif des
écoulements générés par la DBD, en faisant un compromis entre la précision et le temps
de calcul :
 Critère de raffinement sur la Cellule :
∆uN2 ou∆vN2 ≥ 0.001m.s−1 (4.29)
 Critère de fusion sur les Cellules à fusionner :
∆uN2 et∆vN2 ≤ 0.0001m.s−1 (4.30)
Le réglage des seuils a été effectué sur le cas test suivant, correspondant à un réseau infini
de DBD (conditions limites horizontales périodiques). Une force horizontale équivalente
à 5 × 10−2 N.m−1 a été introduite dans un demi-cercle au-dessus de la surface centrée
en x = 2 cm. Un écoulement de référence a été calculé sur un maillage uniforme formé
de 65536 mailles de 0,25 mm de côté. La composante horizontale de cet écoulement est
représentée sur la figure 4.26.
Figure 4.26  Composante horizontale de l'écoulement de référence sur maillage uniforme
pour le réglage des seuils AAMR
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L'évolution instationnaire du maximum de vitesse horizontale à différentes abscisses
en fonction du temps est présenté sur la figure 4.26, cette figure est à comparer avec
la figure 4.28. L'évolution instationnaire des maxima de vitesse horizontale à différentes
abscisses sont similaires à 10% près pour les deux cas comme le montrent les figures 4.27
et 4.29.
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
temps (s)
u
 (m
/s)
 
 
0.0175 m
0.02 m
0.0225 m
0.025 m
0.0275 m
Figure 4.27  Maxima de vitesse horizontale à différentes abscisses en fonction du temps
(écoulement de référence)
Avec le réglage préconisé des seuils, le calcul AAMR avec un niveau maximum de
raffinement équivalent à une taille de maille de 0,25 mm donne un écoulement équivalent
à 10% près. La solution AAMR semble rester légèrement plus confinée à la paroi que la
solution de référence, ce qui est cohérent avec la vitesse légèrement plus élevée.
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Figure 4.28  Composante horizontale de l'écoulement AAMR avec le réglage des seuils
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Figure 4.29  Maxima de vitesse horizontale à différentes abscisses en fonction du temps
(écoulement AAMR)
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4.5 Conclusion sur l'intégration asynchrone des équa-
tions de Navier-Stokes
La faisabilité de l'intégration asynchrone des équations de Navier-Stokes bidimension-
nelles compressibles a été démontrée en régime laminaire dans le présent chapitre. Un cer-
tain nombre de questions restent encore ouverte comme l'instabilité des ondes acoustiques
en fluide parfait avec une discrétisation d'ordre deux en espace. Ces points particuliers
méritent de plus amples investigations qu'il n'a pas été possible de mener faute de temps.
Néanmoins l'intégration asynchrone des équations de Navier-Stokes a permis de construire
un code fortement couplé décrivant les interactions instationnaires d'un plasma et d'un
écoulement. Le choix du solveur de Riemann, qui a été utilisé, ayant été fait a priori, il
n'est pas forcément optimal pour l'intégration asynchrone. D'autres choix sont possibles
en utilisant le même formalisme et méritent d'être testés dans le futur.
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Chapitre 5
Simulations d'écoulements générés par
une DBD de surface
5.1 Introduction
Tout au long de cette thèse qui s'est concentrée sur le développement de nouveaux ou-
tils numériques, un certain nombre de simulations a été effectué sur des cas physiques. Ces
résultats ont permis de confirmer des tendances établies préalablement au sein de l'équipe
avec des outils numériques existants et d'explorer des configurations nouvelles d'un point
de vue numérique mais déjà largement explorées expérimentalement. Une comparaison
entre des résultats obtenus avec un code basé sur le schéma exponentiel couplé semi-
implicitement avec l'équation de Poisson et le code asynchrone sur maillage uniforme a
été réalisé dans le paragraphe 5.2. Ce même code asynchrone a été utilisé pour réaliser
une étude de sensibilité à un certains nombre de paramètres caractéristiques (voir le para-
graphe 5.3). Le paragraphe 5.4 est consacré au couplage stationnaire de résultats issus du
code semi-implicite et du code asynchrone avec les équations de Navier-Stokes au moyen
du code CEDRE de l'ONERA. La dernière partie de ce chapitre (voir le paragraphe 5.5)
est consacrée à l'utilisation du code AAMR Plasma/Navier-Stokes dans une tentative de
reproduire un certains nombre de résultats expérimentaux. Dans l'ensemble des simu-
lations le transfert thermique du plasma vers le gaz est nul sauf précision explicite. Le
paragraphe 5.5.1 traite de la sensibilité du vent ionique à la pression de l'air. Le para-
graphe 5.5.2 est une étude de la réponse d'un réseau infini de DBD à différentes formes
de signaux d'alimentation. Enfin le paragraphe 5.5.3 est consacré à l'étude de la réponse
d'une DBD alimenté par une impulsion nanoseconde et de la perturbation aérodynamique
associée.
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5.2 Comparaison des résultats obtenus avec le code asyn-
chrone (sans adaptation de maillage) et un code
semi-implicite basé sur le schéma exponentiel pour
le plasma
5.2.1 Géométrie utilisée
La géométrie utilisée est celle de la DBD présentée sur la figure 2.6 au chapitre 2. La
longueur L du domaine vaut 2,8 mm, sa hauteur h vaut 0,88 mm, dont une épaisseur
w de 0,1 mm de couche diélectrique. La valeur de la permittivité du diélectrique r vaut
4, la longueur de l'électrode supérieure est de 0,35 mm. Le maillage utilisé est constitué
de mailles carrées de 7µm soit une grille de 400x140.
5.2.2 Rampe de tension dans l'azote pur
Deux expériences numériques simples ont été simulées dans l'azote pur pour déter-
miner l'influence de la méthode numérique utilisée sur le comportement électrique de la
décharge. Elles consistent à appliquer une tension variant linéairement sur l'électrode su-
périeure, l'électrode inférieure étant à la masse. Les valeurs de la pente de tension sont
respectivement de 100 et -100 V/µs. Les figures 5.1 et 5.2 montrent un comportement
qualitativement identique de la décharge pour les deux méthodes mais à des fréquences
différentes.
Figure 5.1  Réponse de la DBD à une rampe de tension positive dans l'azote pur :
méthode semi-implicite (tirets rouges) et asynchrone (ligne bleue)
Dans le cas d'une rampe de tension positive (voir figure 5.1) le calcul semi-implicite
présente une phase de décharge couronne plus longue. Au cours de la phase de décharge
couronne, qui est caractérisée par un faible courant, la décharge est en régime de Town-
send. Une fois que la charge d'espace devient suffisamment importante pour distordre
le champ électrique géométrique, un claquage se produit. Le plasma qui s'est formé va
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rapidement charger la surface diélectrique, ce qui est à l'origine des pics de courant. La
charge totale de la surface entraîne l'extinction du plasma et la chute du courant jusqu'à
la prochaine phase couronne. La valeur du courant au cours des pics est supérieure avec
la méthode semi-implicite alors que la fréquence des claquages est moindre. Ce compor-
tement peut s'expliquer par une diffusion numérique plus importante dans le transport
des ions avec la méthode semi-implicite. Dans ces conditions cette diffusion numérique
rend les ions positifs artificiellement plus rapides, ce qui permet une charge progressive
de la surface plus efficace. Ainsi la différence de potentiel vue par le gaz dans le cas semi-
implicite augmente plus lentement et par conséquent les conditions propices au claquage
sont atteintes plus tard que dans le cas asynchrone.
Figure 5.2  Réponse de la DBD à une rampe de tension négative dans l'azote pur :
méthode semi-implicite (tirets rouges) et asynchrone (ligne bleue)
Dans le cas d'une rampe de tension négative (voir la figure 5.2), le calcul semi-implicite
présente des impulsions moins fortes à une fréquence plus élevée. Cette fois-ci les compor-
tements des deux méthodes s'inversent. Avec une différence de potentiel négative il n'y a
pas de phase couronne, la gaine cathodique ne se déplace pas le long de la surface et reste
située près de la pointe de l'électrode supérieure. Lorsque le plasma se forme et s'étend le
long de la surface, ce sont les électrons qui chargent celle-ci. Ils chargent plus facilement
la surface dans le cas semi-implicite car la diffusion numérique est équivalente à avoir des
électrons plus chauds.
Ces deux expériences numériques assez simples montrent que le comportement élec-
trique de la DBD est plutôt sensible à la méthode numérique employée.
5.2.3 Tension sinusoïdale dans l'air
Comportement électrique
Le paragraphe précèdent a montré une certaine variabilité dans le comportement élec-
trique de la décharge en fonction de la méthode numérique utilisée. Voyons maintenant
comment ceci se transpose à une DBD fonctionnant dans l'air en régime sinusoïdal. La
tension appliquée présente une amplitude de 8 kV modulée à 8 kHz sur deux périodes.
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Figure 5.3  Comportement électrique de la DBD dans l'air : méthode semi-implicite
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Figure 5.4  Comportement électrique de la DBD dans l'air : méthode asynchrone
Comme le montrent les figures 5.3 et 5.4, on retrouve qualitativement dans l'air et
en tension sinusoïdale le comportement électrique observé dans l'azote pur. La méthode
semi-implicite présente moins d'impulsions de courants dans la phase de croissance de la
tension et la situation est inversée dans la phase de décroissance.
Influence sur la distribution de force EHD calculée
La force EHD calculée en chaque point du maillage est intégrée dans le temps sur
l'ensemble des deux périodes, seul le terme prépondérant, soit la force de coulomb est
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prise en compte dans le calcul. On obtient ainsi une distribution spatiale de la moyenne
de la force EHD. Dans l'ensemble les caractéristiques des forces obtenues sont équivalentes
avec les deux méthodes. La contribution de la phase positive à la force est due à la dérive
dans le champ d'un nuage d'ions positifs repoussés de la pointe de l'électrode supérieure
vers la surface. Durant la phase négative, un nuage d'ions négatifs se forme et dérive vers
la surface. Une partie substantielle du total de la force est due à ces ions négatifs. La
figure 5.5 représente la distribution de force horizontale dirigée vers les x positifs. Cette
composante de la force est la plus importante puisqu'elle est responsable de la création du
vent ionique. Bien que les deux méthodes numériques aboutissent à des comportements
électriques assez différents, la force EHD totale, définie comme la moyenne spatiale et
temporelle de la force EHD sur tout le domaine, est du même ordre dans les deux cas. Avec
la méthode semi-implicite on obtient 2.12× 10−2N.m−1, alors que la méthode asynchrone
donne 2.36× 10−2N.m−1. Une comparaison un peu plus fine montre que la force est plus
grande au voisinage de l'électrode pour la méthode asynchrone et est plus diffuse dans le
cas semi-implicite. Il existe aussi une zone de force horizontale orientée vers les x négatifs,
dont l'amplitude est très élevée mais extrêmement localisée à la pointe de l'électrode
supérieure. Cette contribution est due à la gaine cathodique en phase négative.
La différence entre les deux méthodes est plus accentuée en ce qui concerne la compo-
sante verticale de la force. En semi-implicite on obtient −1.52×10−2N.m−1 et −9.67×10−3
en asynchrone. Les distributions des composantes positives et négatives de la force ver-
ticale sont représentées sur les figures 5.6 et 5.7. La différence sur la force totale peut
s'expliquer par la présence d'une composante positive non négligeable en asynchrone qui
n'est quasiment pas présente en semi-implicite. L'autre raison est l'étendue de la force
négative dans le cas semi-implicite. Tout ce passe comme si les ions diffusaient plus haut
avant de revenir charger la surface et restaient donc plus longtemps dans le domaine, ce
qui crée plus de force.
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Figure 5.5  Force EHD moyenne en N.m−3 vers les x positifs : semi-implicite (en haut)
et asynchrone (en bas)
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Figure 5.6  Force EHD moyenne en N.m−3 vers les y positifs : semi-implicite (en haut)
et asynchrone (en bas)
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Figure 5.7  Force EHD moyenne en N.m−3 vers les y négatifs : semi-implicite (en haut)
et asynchrone (en bas)
5.3 Influence de certains paramètres sur la distribution
spatiale de la force EHD
Dans cette partie, l'effet de différents paramètres d'entrée sur la force EHD moyenne
est évalué. La méthode numérique utilisée est le schéma asynchrone. Les résultats sont
comparés avec le calcul asynchrone du paragraphe 5.2.3.
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5.3.1 Épaisseur du diélectrique
L'épaisseur du diélectrique utilisée pour le cas de référence a été choisie avant tout pour
des questions de coût de calcul et est un peu faible par rapport aux expériences. En effet les
calculs présentés ici sont plutôt longs. Typiquement une simulation peut prendre jusqu'à
une vingtaine de jours en utilisant la méthode asynchrone sans adaptation de maillage.
La précision des résultats étant directement impactée par la taille des mailles utilisées,
il est intéressant de limiter le domaine de calcul. Dans ce paragraphe une comparaison
est effectuée entre le cas de référence et une simulation avec une épaisseur de diélectrique
de 0,6 mm, ce qui correspond à certaines expériences réalisées par l'équipe du professeur
Roth.
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Figure 5.8  Comportement électrique de la DBD dans l'air avec 0,6 mm de diélectrique
Dans ces conditions et comme le montre la figure 5.8, on n'observe pas de pic de
courant durant la phase positive. Seule la phase couronne est présente, l'allumage de la
couronne correspond au petit pic de courant visible sur la figure. En fait les conditions du
claquage ne sont jamais atteintes. Les ions positifs chargent plus facilement la surface car
la capacité correspondante est inférieure au cas de référence. Ce phénomène parvient à
retarder suffisamment l'apparition d'un champ de charge d'espace jusqu'à ce que la tension
atteigne son maximum. Le champ de charge d'espace n'est jamais suffisant pour distordre
le champ géométrique ce qui empêche la formation du plasma. Pendant la phase négative,
le comportement de la décharge est identique au cas de référence avec une fréquence des
impulsions largement inférieure.
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Figure 5.9  Force EHD moyenne en N.m−3 vers les x positifs : référence (en haut) et
diélectrique épais (en bas)
La force EHD totale vaut 2.44× 10−2N.m−1 dans le cas du diélectrique épais, ce qui
fait une différence inférieure à 10% par rapport au cas de référence. La figure 5.9 montre
les différences de distribution spatiale de la force. Par rapport à la référence, la force est
moins intense près de la pointe de l'électrode supérieure et est plus répartie en volume. En
conclusion le courant est très sensible à l'épaisseur du diélectrique, ce qui semble beaucoup
moins être le cas de la force EHD.
5.3.2 Émission secondaire
Le coefficient d'émission secondaire γ joue un rôle central dans le modèle, car c'est
le seul processus de remplacement des électrons primaires (voir 1.2.1) . Les valeurs de ce
coefficient sur une surface diélectrique comme le plexiglas ne sont pas très bien connues.
Il est donc important d'évaluer la sensibilité des calculs à une variation importante de γ.
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Figure 5.10  Comportement électrique de la DBD dans l'air avec peu d'émission se-
condaire : γ = 10−5
Le courant de décharge représenté sur la figure 5.10 a été obtenu pour un calcul avec
une valeur de γ = 10−5 soit 5000 fois moins que dans le cas de référence. En comparant
ce courant avec celui de la figure 5.4, on s'aperçoit que les pics de courants sont moins
nombreux mais plus intenses. Ceci est cohérent puisque dans ce cas il faut une plus grande
différence de potentiel pour atteindre le claquage.
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Figure 5.11  Force EHD moyenne en N.m−3 vers les x positifs : référence (en haut) et
émission secondaire faible (en bas)
Cependant la force EHD totale est de 2.24 × 10−2N.m−1 soit moins de 10 % de va-
riation par rapport au cas de référence. Tout comme pour l'épaisseur du diélectrique,
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l'émission secondaire n'influe pas trop sur la force totale. La distribution spatiale de la
force montre qu'elle est plus concentrée vers la pointe de l'électrode supérieure et plus
faible est s'éloignant (voir figure 5.11).
5.3.3 Cinétique chimique alternative
La chimie des décharges hors équilibre dans l'air est un problème ardu qui a été
beaucoup décrit dans la littérature. Certains modèles utilisent des centaines d'espèces et
de réactions (voir par exemple [18]). Les contraintes de temps de calculs pour les problèmes
qui nous préoccupent sont telles qu'il est indispensable d'utiliser des modèles cinétiques
très simplifiés. L'impact de la cinétique chimique sur la force EHD doit être évalué de
manière à valider l'utilisation d'un modèle simplifié. Une cinétique chimique alternative
a été utilisée, elle est basée sur le modèle de Morrow pour les décharges couronnes [22].
Cette cinétique a été aussi largement utilisée par Matéo-Velez dans sa thèse [23]. Il s'agit
d'un modèle à cinq espèces : électrons, ions N+2 , ions O
+
2 , ions O
−
2 et oxygènes métastables
O∗2. Les réactions prises en compte sont l'ionisation directe par impact électronique pour la
création desN+2 et O
+
2 , attachement électronique pour former les O
−
2 , excitation par impact
électronique pour former les O∗2, recombinaison en volume, détachement des électrons des
O−2 par les O
∗
2 et dé-excitation des O
∗
2 par quenching.
N2 + e→ N+2 + 2e (5.1)
O2 + e→ O+2 + 2e (5.2)
O2 + e→ O∗2 + e (5.3)
O2 + e→ O−2 (5.4)
N+2 + e→ N2 (5.5)
O+2 + e→ O2 (5.6)
N+2 + e→ N2 (5.7)
N+2 +O
−
2 → N2 +O2 (5.8)
O+2 +O
−
2 → 2O2 (5.9)
O−2 +O
∗
2 → 2O2 + e (5.10)
O∗2 +N2/O2 → N2/O2 +O2 (5.11)
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Figure 5.12  Comportement électrique de la DBD dans l'air avec une cinétique chimique
alternative
Le courant de décharge représenté sur la figure 5.12 est équivalent à la référence dans
la phase négative. Par contre il n'y a qu'un seul pic de courant très intense dans la phase
positive contre six pour la référence. Le comportement électrique de la décharge semble
très influencé par la cinétique chimique (Les coefficients de transport du type mobilité et
diffusion sont les mêmes dans les deux modèles).
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Figure 5.13  Force EHD moyenne en N.m−3 vers les x positifs : référence (en haut) et
cinétique chimique alternative (en bas)
La force EHD totale obtenue avec la cinétique alternative vaut 3, 65×10−2N.m−1 soit
50 % de différence avec le cas de référence. La force apparaît dans un plus large volume
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(voir figure 5.13) alors que les niveaux atteints près de la pointe de l'électrode supérieure
sont nettement inférieurs à ceux du cas de référence. Les valeurs des mobilités ioniques
sont identiques pour les deux calculs, la somme des coefficients d'ionisation du modèle
alternatif est équivalente au coefficient d'ionisation du modèle de référence. L'origine de
la différence est à chercher du côté du détachement électronique, qui diminue certes le
nombre d'ions négatifs, mais fournit une nouvelle source d'électrons qui favorise une reprise
plus rapide de la décharge après les changements de polarité.
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5.4 Couplage stationnaire avec CEDRE
Le couplage numérique utilisé est décrit en détail dans le paragraphe 4.4.1 au chapitre
4.
5.4.1 Écoulement généré dans le cas de référence
La force EHD moyenne calculée avec la méthode asynchrone dans le cas de référence
du paragraphe 5.2.3 a été introduite comme source extérieure de quantité de mouvement
dans le code CEDRE sans écoulement extérieur.
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Figure 5.14  Champ de vitesse proche des électrodes calculé avec CEDRE (en m/s)
pour une tension de 8kV/8 kHz avec 0,1mm de diélectrique
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Figure 5.15  Norme de la vitesse de l'écoulement calculé avec CEDRE (en m/s) pour
une tension de 8kV/8 kHz avec 0,1mm de diélectrique
Les lignes de courant et la norme de la vitesse proches des électrodes sont représentées
sur la figure 5.14. Le maximum de vitesse calculé approche les 9 m/s. Ces valeurs sont
supérieures au vent ionique généralement mesuré dans les expériences. En revanche la
topologie de l'écoulement sur une échelle un peu plus large comme représentée sur la
figure 5.15 montre que ce maximum de vitesse très localisé diffuse assez rapidement. A
un centimètre en aval de l'électrode supérieure (trait rouge sur la figure), le maximum
de vitesse calculé est de l'ordre de 5 à 6 m/s qui est plus conforme aux mesures. Il
faut remarquer qu'il est en général impossible de mesurer des vitesses plus près que un
centimètre des électrodes. Même les tubes de Pitot en verre peuvent créer des arcs à si
faible distance et les particules lors de mesures PIV sont perturbées par le champ électrique
fort. Si on considère l'amplitude et le profil vertical de vent ionique, le calcul à l'aide de
CEDRE permet de retrouver l'ordre de grandeurs des observations (voir figure 5.16).
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Figure 5.16  Profil vertical de vitesse horizontale 1cm en aval de l'électrode calculée
avec CEDRE pour une tension de 8kV/8 kHz avec 0,1mm de diélectrique
5.4.2 Étude paramétrique et comparaison avec des données ex-
périmentales
Dans sa thèse Lagmich [21] a utilisé un code semi-implicite basé sur le schéma exponen-
tiel pour le plasma pour évaluer la force EHD moyenne obtenue dans une configuration
proche des expériences de Roth et Dai [25]. Les paramètres géométriques utilisés sont
L = 8mm, h = 3mm, w = 1mm et 0 = 5. L'électrode supérieure est alimentée avec une
tension sinusoïdale de 8 kHz et d'amplitude variable. Les forces calculées pour différents
points de fonctionnement ont été introduites dans CEDRE pour évaluer les écoulements
générés. La comparaison des mesures (voir figure 5.17) et du calcul (voir figure 5.18)
montre un accord assez bon. Les simulations montrent une saturation du vent ionique
aux alentours de 4.5 m/s en bon accord avec les mesures, mais la saturation dans le calcul
est obtenue vers 12 kV alors qu'elle se produit à partir de 8 kV expérimentalement.
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Figure 5.17  Vitesses mesurées par Roth et Dai [25] post-traitées dans [21]
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Figure 5.18  Maximum de vitesse calculé avec CEDRE 1cm en aval de la DBD pour
une tension variable de 8 kHz avec 1mm de diélectrique
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5.5 Couplage instationnaire basé sur la méthode AAMR
Remarque préliminaire : Dans l'ensemble de cette partie 5.5 les temps de calcul asso-
ciés aux simulations sont indiqués. Ces temps correspondent à l'utilisation de différentes
machines du laboratoire LAPLACE qui ont des performances pures différentes, aussi ces
temps ne sont donnés qu'à titre indicatif surtout pour montrer si un calcul dans une
configuration précise peut-être réalisé dans un temps raisonnable ou pas. Le code AAMR
n'étant pas parallèle, les temps de calcul correspondent à l'utilisation d'un processeur
unique.
5.5.1 Expériences de Benard et al
Objectif
L'objectif de cette série de simulations est d'évaluer le comportement du code AAMR
Plasma/Navier-Stokes avec des expériences de référence [26] effectuées dans différentes
conditions de pression. Il s'agit du premier calcul Plasma/Navier-Stokes fortement couplé
sur des dimensions réalistes, c'est-à-dire plusieurs dizaines de centimètres. Ces calculs
étant particulièrement ambitieux, un compromis doit être trouvé entre précision et temps
de calcul. Les temps de calcul typiques qui peuvent être consacrés à une simulation sont
de l'ordre d'un mois, le code n'étant pas parallèle. Dans ces conditions les choix de tailles
de maille sont délicats et le temps nécessaire à un retour d'information pour pouvoir itérer
est nécessairement de l'ordre de la semaine, il est donc particulièrement difficile de trouver
les paramètres satisfaisants.
Conditions et résultats expérimentaux
L'objet de l'article de Benard et al [26] est le comportement d'une DBD dans l'air
dans une gamme de pression de une atmosphère à 0,2 atmosphère. L'alimentation de la
décharge se fait par un signal sinusoïdal de 16 kV à 1kHz. La figure 5.19 montre le schéma
de principe des mesures. D'un point de vue numérique, cette expérience à l'avantage de
se dérouler dans un domaine confiné, ce qui correspond à des conditions aux limites prises
en compte par le code dans sa version actuelle.
139
Figure 5.19  Schéma de principe de l'expérience de Benard et al [26]
Les auteurs ont montré que l'étalement de la zone de plasma ainsi que le courant de
décharge augmentent quand la pression diminue comme on peut s'y attendre (voir figure
5.20). Les valeurs de vent ionique mesurées présentent un maximum aux environs de 0,6
atmosphère (voir figure 5.21).
Figure 5.20  Étalement du plasma et courant mesuré dans l'expérience de Benard et
al [26]
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Figure 5.21  Profils verticaux de vitesse horizontale en fonction de la pression mesurés
par Benard et al [26]
Conditions de simulation et maillage
Le domaine de simulation est un carré de 25,6 cm de côté qui s'approche des dimensions
réelles (30x50 cm). Le choix de 25,6 cm s'explique car c'est une puissance de 2 de mailles
de 1 mm de côté, ce qui permet d'optimiser la taille des mailles lointaines avec la méthode
AAMR, le volume considéré étant de toute manière grand devant la zone d'écoulement
réellement généré. Les paramètres géométriques significatifs de la DBD sont conservés, i.e.
des électrodes de 1 cm de long séparées par un gap de 5 mm, 4 mm de surface diélectrique
de constante diélectrique r = 4 correspondant au plexiglas (PMMA) [32]. Contrairement
à la réalité, les électrodes sont insérées dans le diélectrique et leur épaisseur vaut 0,125
mm à l'exception de la pointe de l'électrode supérieure (voir paragraphe suivant). Le
volume d'air présent sous la plaque n'est pas pris en compte dans le calcul. Le maillage
géométrique utilisé est pré-raffiné autour de la pointe de l'électrode (voir figures 5.22 et
5.23). Les mailles les plus petites mesurent 15,6 µm (niveau 15), la plus grande 6,4 cm
(niveau 3). Afin de conserver un temps de calcul raisonnable (ie plusieurs semaines !), la
taille minimale des cellules raffinées sur critère plasma peut valoir 62,5 µm (maillage 1)
ou 15,6 µm (maillage 2). D'un point de vue aérodynamique la taille minimale des cellules
raffinées sur critère Navier-Stokes vaut 0,25 mm (niveau 11), encore une fois il s'agit
d'un compromis entre précision et temps de calcul. Le couplage Plasma/Navier-Stokes
s'effectue en deux phases. Une première phase instationnaire de 5 ms permet une prise de
moyenne de la force EHD. Cette phase est suivie d'une phase de recherche de l'écoulement
moyen de t = 5× 10−3s à t = 0, 25 s pendant laquelle l'évolution du plasma est gelé et
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le couplage est réalisé en mode stationnaire.
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Figure 5.22  Maillage géométrique utilisé pour simuler l'expérience de Benard et al
[26]
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Figure 5.23  Maillage géométrique utilisé pour simuler l'expérience de Benard et al
[26] (zoom sur la DBD)
Géométrie de l'électrode supérieure
L'effet de pointe est fondamental dans le fonctionnement de la DBD. Le rayon de cour-
bure apparent de la pointe de l'électrode supérieure détermine la différence de potentiel
nécessaire à l'allumage d'une décharge couronne. Si en pratique les expérimentateurs ont
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utilisé un ruban adhésif d'aluminium d'épaisseur de l'ordre de la centaine de micron, le
rayon de courbure effectif est inférieur du fait d'inhomogéneités de surface et de découpe.
Il est donc impossible de connaître a priori le rayon effectif de la pointe de l'électrode.
Dans la simulation le choix a été fait de mettre à profit le raffinement géométrique pour
faire varier l'épaisseur de l'électrode au voisinage de la pointe, seule la cellule située juste
sous la surface diélectrique fait partie de l'électrode (voir figure 5.24) pour tenter de se
rapprocher de la situation expérimentale.
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Figure 5.24  Géométrie de la pointe de l'électrode supérieure
Simulation à 1 atmosphère
Paramètres de contrôle maillage 1 maillage 2
longueur pseudo-Debye minimum 0,22 µm 0,22 µm
plus petite cellule plasma 62,5 µm 15,6 µm
nombre de cellules minimum 2707 2950
nombre de cellules maximum 14494 46033
temps simulé 0,022 s 1,41 ms
temps de calcul 9,91 jours 28,9 jours
Le tableau précédent montre que les deux réglages utilisés sont loin de la convergence
en maillage de la solution. En effet la taille des plus petites mailles utilisées reste grande
devant les longueurs pseudo-Debye rencontrées. Ces longueurs correspondent au seuil de
raffinement sur critère plasma, comme elles sont plus courtes que la taille des plus petites
mailles cela signifie que la longueur de Debye réelle n'est pas résolue et que donc la
convergence en maillage n'est sans doute pas atteinte. Seul le calcul utilisant le maillage
1 a pu être mené à son terme. Malheureusement comme le montre la figure 5.25 le vent
ionique obtenu à l'état stationnaire est très insuffisant, moins de 0,1 m/s.
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Figure 5.25  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (simulation à une atmosphère avec le maillage 1)
En fait la résolution du maillage 1 est vraiment insuffisante à la pression atmosphérique
comme le montre la figure 5.26 qui compare le maximum de vitesse horizontale 5 mm en
aval de l'électrode supérieure pour les maillage 1 et 2. Malheureusement le temps de calcul
nécessaire à l'utilisation du maillage 2 pour un calcul complet est prohibitif. La différence
peut aussi s'expliquer en partie par la description de la pointe de l'électrode. En effet
expérimentalement il est possible d'allumer une DBD à la pression atmosphérique sur
plaque de 4 mm de PMMA avec une tension de 8 kV. Dans les conditions de l'expérience
numérique l'allumage de la décharge ne se produit qu'à partir d'une tension de 12,5 kV,
ce qui fait une grosse différence pour un signal sinusoïdal d'amplitude 16 kV.
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Figure 5.26  Maximum vertical de vitesse horizontale à l'abscisse 0,025 m en fonction
du temps (1 atm) : influence du maillage
Le champ de vitesse obtenu en utilisant le maillage 2 (voir 5.27) au bout d'un peu
plus de 1,4 milliseconde montre qu'un vent ionique commence à s'établir au voisinage
de l'électrode supérieure mais compte tenu de la pression l'étalement du plasma est très
réduit et son influence ne se fait pas immédiatement sentir à partir de cinq millimètres.
Il conviendrait donc de simuler des durées plus longues, ce qui est actuellement hors de
question en raison du temps de calcul, pour voir si l'écoulement généré est en accord avec
l'expérience.
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Figure 5.27  Champ de vitesse horizontale en m/s à t = 1, 19× 10−3s (1 atm maillage
2)
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Simulation à 0,6 atmosphère
Paramètres de contrôle maillage 1 maillage 2
longueur pseudo-Debye minimum 0,27 µm 0,29 µm
plus petite cellule plasma 62,5 µm 15,6 µm
nombre de cellules minimum 2707 2950
nombre de cellules maximum 32554 85573
temps simulé 3,4 ms 0,75 ms
temps de calcul 25,9 jours 21,6 jours
Le tableau précédent montre la difficulté de mener les simulations à termes en raison
du temps de calcul. Tout comme pour le cas à 1 atmosphère, la convergence en maillage
est loin d'être atteinte. En revanche les vitesses de vent calculées sont plus raisonnables
en tout cas pour la durée qui a pu être simulée (voir figure 5.28). La diminution de la
pression est favorable à la précision du calcul puisque l'allumage de la couronne se fait
avec une différence de potentiel inférieure, donc la décharge est allumée sur une plus
grande fraction du cycle, ce qui rend la détermination de la bonne tension d'allumage
moins critique. D'autre part à cette pression le plasma s'étend plus facilement ce qui
rend l'usage de grandes mailles moins grossier que dans le cas à 1 atmosphère. Par contre
une plus grande extension du plasma signifie un plus grand nombre de mailles d'où un
ralentissement important du calcul.
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Figure 5.28  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (0,6 atm maillage 1)
Le champ de vitesse qui commence à s'établir (voir figure 5.29) semble compatible
avec l'expérience au moins de manière semi-quantitative.
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Figure 5.29  Champ de vitesse horizontale en m/s à t = 3, 38×10−3s (0,6 atm maillage
1)
De même que pour les simulations à 1 atmosphère, la précision du maillage 1 n'est pas
suffisante, mais l'utilisation du maillage 2 ralentit beaucoup trop le calcul.
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Figure 5.30  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (0,6 atm) : influence du maillage
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Simulation à 0,2 atmosphère
Paramètres de contrôle maillage 1 maillage 2
longueur pseudo-Debye minimum 0,65 µm
plus petite cellule plasma 62,5 µm
nombre de cellules minimum 2707
nombre de cellules maximum 63985
temps simulé 0,9 ms
temps de calcul 16,9 jours
Le tableau précédent fait apparaître une longueur pseudo-Debye supérieure aux autres
cas mais toujours nettement inférieure à la taille des mailles les plus petites. Dans ces
conditions de pression l'utilisation du maillage 2 n'a pas été possible car trop consomma-
trice de temps de calcul. Comme le montre la figure 5.31, les vitesses de vent générées
croissent modérément, mais l'évolution simulée est trop courte pour pouvoir conclure sans
réserve.
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Figure 5.31  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (0,2 atm)
Dans ces conditions de pression le jet de paroi a très rapidement une influence jusqu'à
1,5 cm de l'électrode, ceci est dû à la grande extension du plasma.
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Figure 5.32  Profils verticaux de vitesse horizontale à différentes abscisses (0,2 atm) à
t = 8, 9× 10−4s
Le champ de vitesse horizontale qui s'établit dans la première milliseconde montre
l'étendue de l'action directe du plasma à cette pression (voir figure 5.33).
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Figure 5.33  Champ de vitesse horizontale en m/s à t = 8, 9× 10−4s (0,2 atm)
Influence de la pression
Compte tenu du coût en temps de calcul, il n'a pas été possible de démontrer si oui ou
non il est possible de retrouver quantitativement le vent ionique mesuré expérimentale-
ment en fonction de la pression. En revanche comme le montre la figure 5.34, en utilisant
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le maillage 1, les maxima instationnaires de vent ionique en fonction de la pression à l'abs-
cisse 2,5 cm présentent un extremum autour de 0,6 atmosphère. En utilisant le maillage 2
(voir figure 5.35), des simulations ont été effectuées à des pressions inférieures à 0,6 atm
et montrent une croissance du vent généré avec la diminution de la pression.
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Figure 5.34  Maximum de vitesse horizontale à l'abscisse 2,5 cm en fonction du temps
pour différentes pressions (maillage 1)
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Figure 5.35  Maximum de vitesse horizontale à l'abscisse 2.5 cm en fonction du temps
pour différentes pressions (maillage 2)
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A propos de la pertinence des résultats du point de vue du vent généré
Les résultats des simulations peinent à retrouver quantitativement les vents ioniques
générés dans l'expérience de Benard et al [26]. Ces difficultés peuvent provenir soit de la
description du plasma soit de la résolution des équations de Navier-Stokes. Si on raisonne
en terme de force EHD horizontale moyenne (voir sa distribution spatiale sur la figure
5.36), la force EHD totale stationnaire équivalente à une pression de une atmosphère vaut
0, 0056N.m ce qui est proche du dixième de la force EHD maximum couramment admise
correspondante à un écoulement inférieur à 10 m/s. Lors de l'expérience (voir 5.21) le
vent généré est de l'ordre de 2 à 3 m/s, ce qui signifie qu'il manque un facteur 3 à la force
EHD calculée. Il conviendrait donc de diminuer encore les mailles sur le critère plasma et
peut-être de revoir la forme de la pointe de l'électrode utilisée.
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Figure 5.36  Force EHD horizontale moyenne calculée par le code AAMR à 1 atmosphère
avec le maillage 2
Pour le calcul à 0,6 atmosphère avec le maillage 2, la force EHD totale équivalente vaut
0, 0137 N.m avec une valeur maximale proche de l'électrode plus faible que dans le cas
à 1 atmosphère mais avec une étendue spatiale beaucoup plus importante (voir la figure
5.37). Dans ces conditions de pression la force calculée est compatible d'un écoulement de
2 ou 3 m/s.
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Figure 5.37  Force EHD horizontale moyenne calculée par le code AAMR à 0,6 atmo-
sphère avec le maillage 2
D'un point de vue de la résolution des équations de Navier-Stokes, la figure 5.38 montre
que le maillage utilisé dans le code CEDRE et qui donne des résultats probants en termes
de vent ionique (voir le paragraphe 5.4) est beaucoup plus fin au voisinage immédiat
de la paroi. Il est même plus fin que les mailles utilisées pour décrire le plasma. Cette
description fine de la couche limite est nécessaire pour correctement décrire le jet qui est
collé à la paroi. On remarque d'ailleurs que les écoulements calculés par le code AAMR
ont tendance à se détacher de la paroi, ceci montre que le maillage utilisé est sous-résolu en
proche paroi du point de vue des équations de Navier-Stokes. Des critères de raffinement
prenant en compte une taille de maille qui dépend aussi de la distance à la paroi devraient
être développes pour améliorer les résultats.
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Figure 5.38  Comparaison du maillage AAMR (carrés pleins) avec le maillage utilisé
dans CEDRE (croix noires)
5.5.2 Influence de la forme de la tension appliquée sur un réseau
de DBD
On considère un réseau infini de DBD ayant les mêmes paramètres géométriques que
la DBD du paragraphe 5.5.1. Le réseau est alimenté par une tension d'amplitude 20
kV à 1kHz. Deux formes de signal ont été testées, sinus et dent de scie montante. Le
domaine de calcul est un carré de côté 6,4 cm avec des conditions limites périodiques.
Les tailles de mailles utilisées sont équivalentes à celle du maillage 1 au paragraphe 5.5.1.
Une première phase instationnaire de 5 ms permet une prise de moyenne de la force EHD.
Cette phase est suivie d'une phase de recherche de l'écoulement moyen de t = 5× 10−3s
à t = 0, 25 s pendant laquelle l'évolution du plasma est gelé et le couplage est réalisé en
mode stationnaire. Une reprise du mode instationnaire à partir de 0,25 s pour évaluer un
écoulement en régime permanent était envisagé, mais compte-tenu des temps de calcul,
cela n'a pas été possible.
sinus
Paramètres de contrôle
longueur pseudo-Debye minimum 0,24 µm
plus petite cellule plasma 62,5 µm
nombre de cellules minimum 2494
nombre de cellules maximum 24820
temps simulé 0,249 s
temps de calcul 26,8 jours
Le tableau précédent indique la convergence en maillage est loin d'être atteinte. La
figure 5.39 montre qu'un faible écoulement s'établit aux alentours de 0,4 m/s à 5 mm
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de l'électrode. Le jet diffuse ensuite assez rapidement au niveau des abscisses supérieures
(voir les figures 5.40 et 5.41).
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Figure 5.39  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (sinus)
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Figure 5.40  Profils verticaux de vitesse horizontale à différentes abscisses (sinus) à
t = 0, 249 s
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Figure 5.41  Champ de vitesse horizontale en m/s à t = 0, 249 s (sinus)
dent de scie montante
Le signal considéré est une succession de rampe de tension positive entre -20 kV et
+20 kV avec une pente de 40 V/µs.
Paramètres de contrôle
longueur pseudo-Debye minimum 0,08 µm
plus petite cellule plasma 62,5 µm
nombre de cellules minimum 2494
nombre de cellules maximum 41524
temps simulé 0,086 s
temps de calcul 32,1 jours
Le tableau précédent montre qu'un signal en dent de scie montante est plus consom-
mateur de cellules et donc de temps de calcul, ceci est principalement dû au fort streamer
négatif qui se propage le long de la surface après les sauts de tension qui ont lieu toutes les
millisecondes. La figure 5.42 montre que la génération de vent ionique semble plus efficace
qu'avec un signal sinusoïdal.
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Figure 5.42  Maxima verticaux de vitesse horizontale à différentes abscisses en fonction
du temps (dent de scie montante)
Les figures 5.43 et 5.44 montrent un jet de paroi plus important que dans le cas
sinusoïdal.
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Figure 5.43  Profils verticaux de vitesse horizontale à différentes abscisses (dent de
scie montante) à t = 8, 6× 10−2s
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Figure 5.44  Champ de vitesse horizontale en m/s à t = 8, 6 × 10−2s (dent de scie
montante)
Influence d'un transfert thermique (signal sinusoïdal)
Une simulation a été réalisée dans les conditions du cas sinusoïdal en tenant compte
du transfert thermique défini au paragraphe 1.4.4 du chapitre 1. L'effet du transfert ther-
mique sur le vent ionique crée est négligeable en phase de tension croissante comme le
montre la figure 5.45. Il faut dire que le point de fonctionnement se trouve dans un do-
maine de décharge couronne pure (sans claquage) pendant la phase de croissance de la
tension. Pendant la phase de décroissance de la tension de faibles différences instation-
naires apparaissent n'ayant pas d'effet sur la croissance moyenne du vent. Ces différences
correspondent aux impulsions de courant. En revanche la figure 5.46 montre clairement
que le transfert thermique a un effet prépondérant sur l'activité acoustique de la décharge.
157
0 0.5 1 1.5
x 10−3
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
temps (s)
u
m
ax
 
(m
/s)
 
 
avec transfert thermique
sans transfert thermique
Figure 5.45  Effet du transfert thermique sur le vent ionique
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Figure 5.46  Effet acoustique d'un transfert thermique (pression au point [4 cm, 2cm])
5.5.3 Expériences de Roupassov et al
Conditions et résultats expérimentaux
Récemment l'utilisation d'alimentation permettant de générer des impulsions très
courtes de l'ordre de quelques dizaines de nanosecondes avec des temps de monter/descente
inférieurs à quelques nanosecondes a permis la mise en évidence expérimentale de phéno-
mènes de rattachement d'écoulement détachés jusqu'à des vitesses aérodynamiques impor-
tantes (voir [27]). En l'absence d'écoulement extérieure, la DBD ne semble pas produire
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de vent ionique avec ce type de sollicitation électrique. Le mécanisme invoqué par les
auteurs pour justifier les effets aérodynamique est de supposer qu'un transfert thermique
rapide puisse se faire entre le plasma et les neutres et ainsi redynamiser la couche limite.
Le code AAMR Plasma/Navier-Stokes a été utilisé pour tenter de confirmer ou d'infirmer
ce point.
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Figure 5.47  Schéma de principe de l'expérience de Roupassov et al [27]
Figure 5.48  Mesures d'écoulement généré par la DBD alimentée par des impulsions
nanosecondes de fréquence variable d'après [27]
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Figure 5.49  Comparaison entre des visualisations Schlieren (au centre) et des calculs
Navier-Stokes supposant un dépôt d'énergie homogène (à droite) et inhomogène (à gauche)
d'après [27]
Conditions de simulation et maillage
Le domaine de calcul est un carré de 25,6 cm, les 3 premiers millimètres sont constitués
de diélectrique. Les électrodes sont encastrées dans le diélectrique, l'électrode supérieure
est positionnée entre 12 et 12,5 cm, l'électrode de masse entre 12,5 et 13 cm. Le raffinement
géométrique du maillage est du même type que dans le paragraphe 5.5.1. La maille la
plus petite mesure 15,6 µm, c'est aussi la taille minimale des mailles raffinées sur critère
plasma, les mailles raffinées sur critère Navier-Stokes étant plus grandes ou égales à 0,25
mm de côté. Dans les conditions d'une impulsion nanoseconde, le maillage est raisonnable
par rapport aux équations de la mécanique des fluides puisque les effets visqueux proche
paroi ne sont pas sensé jouer un rôle aussi critique que pour la simulation des jets de paroi
(voir le paragraphe 5.5.1). Un créneau idéal de tension d'amplitude 20 kV et de durée 25
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ns est appliqué à l'instant initial. Le couplage est instationnaire.
Intérêt du couplage instationnaire pour ce type de simulation
L'intérêt d'un couplage fort entre le plasma et l'aérodynamique pour ce type de pro-
blème est manifeste. En effet, grâce à ce couplage, il est possible de contrôler exactement
la dynamique et la localisation du dépôt d'énergie dû à la présence du plasma. On rap-
pel pour mémoire la nature du transfert thermique pris en compte dans le modèle (voir
l'équation 5.12 ou se reporter au paragraphe 1.4.4 du chapitre 1).
Qth = Cth (E)nenN2 +
(−→
jp +
−→
jn
)
.
−→
E (5.12)
Ce transfert tient compte d'un chauffage dû aux ions qui est relativement bien pris en
compte par un terme en
−→
j .
−→
E et un terme dû aux électrons pour lequel on a supposé que
l'énergie déposée par les électrons dans les états vibrationnels des neutres était immédia-
tement relaxée en translation. En pratique cette hypothèse est très grossière comme le
montrent les paragraphes suivants. Dans la réalité, il semble que la relaxation se produit
alors que les ondes de pression des neutres se sont déjà déclenchées, ce qui met en défaut
l'hypothèse de transfert instantané. Ce modèle de transfert thermique pourrait être enri-
chi d'un terme de relaxation temporelle du chauffage électronique avec une constante de
temps idoine. La méthodologie AAMR permet de le prendre en compte assez facilement,
ce qui serait impossible à faire avec un couplage stationnaire du dépôt d'énergie. En outre
l'effet de l'échauffement du gaz sur les coefficients d'ionisation pourrait également être pris
en compte dans le code AAMR, ce qui est hors de question avec un couplage stationnaire.
Dynamique du plasma : comparaison avec l'expérience
La simulation est en bon accord avec l'expérience en ce qui concerne la dynamique
de création du plasma et sa propagation le long de la surface d'après les figures 5.50 et
5.51. La figure 5.50 montre une série d'image prises à différents instants peu après le front
montant de l'impulsion, l'émission est due à la dé-excitation radiative de molécules d'air
excitées par les électrons du plasma. L'étendue de la zone lumineuse est donc corrélée à
l'extension du plasma. Les vitesses de propagation en surface sont de l'ordre de 106m.s−1
d'après les photographies. Ces photographies sont à comparer avec les densités électro-
niques calculées par le code, une densité électronique élevée est également caractéristique
de la présence de plasma. La corrélation entre la simulation et l'expérience est plutôt bonne
et permet de valider a posteriori l'hypothèse qui a conduit à écarter la photo-ionisation
et la photo-émission et à ne conserver que l'émission secondaire par bombardement io-
nique comme mécanisme d'auto-entretien du plasma. On obtient là une confirmation à la
pression atmosphérique de ce résultat qui a déjà été établi par Lagmich dans sa thèse [21]
pour des pressions inférieures. Une précision est nécessaire, nous ne prétendons pas que
physiquement dans la situation réelle la photo-ionisation ou la photo-émission n'existe pas
mais simplement qu'il n'est pas nécessaire d'en tenir compte dans la modélisation pour
obtenir un comportement proche des observations. Lors du front descendant un décalage
important entre la simulation et l'expérience apparaît mais il est dû principalement aux
différences entre l'impulsion réelle et le créneau idéalisé de la simulation, les vitesses de
propagation du plasma sont quant à elles tout à fait comparables.
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Figure 5.50  Comparaison entre les densités électroniques (log(m−3)) calculées au cours
de l'impulsion (front montant) et des images d'après Roupassov et al [27]
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Figure 5.51  Comparaison entre les densités électroniques (log(m−3)) calculées au cours
de l'impulsion (front descendant) et des images d'après Roupassov et al [27]
La figure 5.52 montre l'influence de la densité électronique initiale dans la simulation.
En effet la présence d'une densité électronique non négligeable avant l'impulsion est sus-
ceptible de jouer le rôle d'un terme source de photo-ionisation. On constate sur la figure
qu'après la première nanoseconde, les vitesses de propagation sont quasiment identiques
quelque soit la valeur de la densité initiale.
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Figure 5.52  Comparaison entre les densités électroniques (log(m−3)) calculées au cours
de l'impulsion montante pour différentes densité électronique initiales (1010m−3 à gauche
et 1m−3à droite)
Le comportement électrique de la DBD soumis à une impulsion nanoseconde qui est
représenté sur la figure 5.53 montre que la deuxième impulsion est de loin la plus violente
du fait de la présence du plasma crée par la première impulsion.
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Figure 5.53  Courant collecté à l'électrode de masse au cours du créneau de tension
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Perturbation aérodynamique tenant compte de la force EHD sans transfert
thermique
Paramètres de contrôle
longueur pseudo-Debye minimum 0,05 µm
plus petite cellule plasma 15,6 µm
nombre de cellules minimum 3163
nombre de cellules maximum 39358
temps simulé 25 µs
temps de calcul 3,0 jours
variation de pression max à 1µs 0,5 Pa
variation de température max à 1 µs 0,0008 °K
Le tableau précédent montre que la force EHD n'a quasiment aucun effet dans ce
type de décharge. Les figures 5.54 à 5.58 montrent l'évolution de la perturbation crée
par la force aux instants correspondants aux expériences de Roupassov et al [27], deux
micro-chocs sont créés suivis par une onde de raréfaction, l'amplitude de la perturbation
diminue ensuite avec son expansion. La variation de pression due à la force EHD est très
faible, de l'ordre de la vingtaine de Pascal. Elle est située principalement au voisinage
de deux points, la pointe de l'électrode supérieure et l'abscisse de l'extension maximale
du plasma. Ces deux points sont les localisations principales des gaines cathodiques lors
des deux impulsions. La force EHD ne crée pas de perturbation significative, ce qui est
cohérent avec les résultats de la figure 5.48 qui montrent que les décharges par impulsion
nanoseconde ne créent pas de vent ionique.
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Figure 5.54  Impulsion nanoseconde : perturbation aérodynamique 1 µs après la dé-
charge (sans transfert thermique)
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Figure 5.55  Impulsion nanoseconde : perturbation aérodynamique 4 µs après la dé-
charge (sans transfert thermique)
Figure 5.56  Impulsion nanoseconde : perturbation aérodynamique 8 µs après la dé-
charge (sans transfert thermique)
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Figure 5.57  Impulsion nanoseconde : perturbation aérodynamique 16 µs après la
décharge (sans transfert thermique)
Figure 5.58  Impulsion nanoseconde : perturbation aérodynamique 25 µs après la
décharge (sans transfert thermique)
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Perturbation aérodynamique tenant compte de la force EHD et d'un transfert
thermique dû aux électrons
Paramètres de contrôle
longueur pseudo-Debye minimum 0,05 µm
plus petite cellule plasma 15,6 µm
nombre de cellules minimum 3163
nombre de cellules maximum 51640
temps simulé 25 µs
temps de calcul 4,7 jours
variation de pression max à 1 µs 8311 Pa
variation de température max à 1 µs 36,7 °K
Le tableau précédent montre que l'élévation maximale de température après 1µs due
au chauffage électronique est proche de 40°K. Les figures 5.59 à 5.63 montre l'évolution
de la perturbation aérodynamique et sont à comparer avec la figure 5.49 page 160. Les
structures obtenues se rapprochent de celles calculées par Roupassov et al [27] lors d'une
simulation purement Navier-Stokes en supposant un chauffage homogène (à droite de
la figure) ie un faible choc subsonique suivi d'une onde de raréfaction dont l'amplitude
diminue avec l'expansion. En effet le chauffage électronique tend à être homogène car les
densités électroniques ne sont significatives que dans le plasma proprement dit. Du point
de vue du chauffage électronique la pointe de l'électrode supérieure ne joue pas de rôle
vraiment significatif.
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Figure 5.59  Impulsion nanoseconde : perturbation aérodynamique 1 µs après la dé-
charge (transfert thermique dû aux électrons)
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Figure 5.60  Impulsion nanoseconde : perturbation aérodynamique 4 µs après la dé-
charge (transfert thermique dû aux électrons)
Figure 5.61  Impulsion nanoseconde : perturbation aérodynamique 8 µs après la dé-
charge (transfert thermique dû aux électrons)
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Figure 5.62  Impulsion nanoseconde : perturbation aérodynamique 16 µs après la
décharge (transfert thermique dû aux électrons)
Figure 5.63  Impulsion nanoseconde : perturbation aérodynamique 25 µs après la
décharge (transfert thermique dû aux électrons)
170
Perturbation aérodynamique tenant compte de la force EHD et d'un transfert
thermique dû aux ions
Paramètres de contrôle
longueur pseudo-Debye minimum 0,05 µm
plus petite cellule plasma 15,6 µm
nombre de cellules minimum 3163
nombre de cellules maximum 40390
temps simulé 25 µs
temps de calcul 4,2 jours
variation de pression max à 1 µs 1779 Pa
variation de température max à 1 µs 21,8 °K
L'élévation de température due au chauffage des ions (positifs et négatifs) semble
moins importante que le chauffage électronique considéré dans le paragraphe précédent.
En revanche ce chauffage est concentré autour de la pointe de l'électrode de masse où les
ions sont collectés en fonction de la polarité et de leur charge. Lors de la première impul-
sion l'électrode supérieure joue le rôle d'anode et collecte des ions négatifs. La situation
s'inverse à la fin de l'impulsion quand l'électrode revient au potentiel de masse et qu'une
décharge se produit avec la surface chargée positivement. Dans ce cas le chauffage du
voisinage de l'électrode est dû aux ions positifs. Un chauffage à également lieu proche de
la surface diélectrique lors de la première impulsion dû aux ions positifs dans la gaine ca-
thodique, mais ce transfert un beaucoup moins important localement puisque cette gaine
parcourt la surface. Les figures 5.64 à 5.68 sont à comparer avec la figure 5.49, cette fois
les structures calculées sont plus proches de l'hypothèse d'un point chaud au voisinage de
la pointe de l'électrode (à gauche de la figure).
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Figure 5.64  Impulsion nanoseconde : perturbation aérodynamique 1 µs après la dé-
charge (transfert thermique dû aux ions)
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Figure 5.65  Impulsion nanoseconde : perturbation aérodynamique 4 µs après la dé-
charge (transfert thermique dû aux ions)
Figure 5.66  Impulsion nanoseconde : perturbation aérodynamique 8 µs après la dé-
charge (transfert thermique dû aux ions)
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Figure 5.67  Impulsion nanoseconde : perturbation aérodynamique 16 µs après la
décharge (transfert thermique dû aux ions)
Figure 5.68  Impulsion nanoseconde : perturbation aérodynamique 25 µs après la
décharge (transfert thermique dû aux ions)
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Perturbation aérodynamique tenant compte de la force EHD et d'un transfert
thermique dû aux électrons et aux ions
Paramètres de contrôle
longueur pseudo-Debye minimum 0,05 µm
plus petite cellule plasma 15,6 µm
nombre de cellules minimum 3163
nombre de cellules maximum 51697
temps simulé 25 µs
temps de calcul 3,3 jours
variation de pression max à 1 µs 8565 Pa
variation de température max à 1 µs 46,5 °K
La prise en compte des deux types de chauffages électronique et ionique aboutit à une
élévation de température maximale de 46,5 °K après 1µs. Les structures qui apparaissent
sur les figures 5.69 à 5.73 sont relativement proches de celles obtenues en considérant
un chauffage électronique uniquement. Les visualisations Schlieren présentées sur la fi-
gure 5.49 page 160 semblent plaider pour une structure réelle proche de celle obtenue avec
un chauffage purement dû aux ions. Si tel est le cas cela remet en cause l'hypothèse de
forte de relaxation vibrationnelle/translationnelle plus rapide que la dynamique du fluide
de neutres. Cette hypothèse pourrait être testée en introduisant un filtrage temporel du
chauffage électronique avec un constante de temps typique du processus de relaxation.
Cette perspective est possible dans un futur proche grâce à la méthodologie AAMR.
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Figure 5.69  Impulsion nanoseconde : perturbation aérodynamique 1 µs après la dé-
charge (transfert thermique dû aux électrons et aux ions)
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Figure 5.70  Impulsion nanoseconde : perturbation aérodynamique 4 µs après la dé-
charge (transfert thermique dû aux électrons et aux ions)
Figure 5.71  Impulsion nanoseconde : perturbation aérodynamique 8 µs après la dé-
charge (transfert thermique dû aux électrons et aux ions)
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Figure 5.72  Impulsion nanoseconde : perturbation aérodynamique 16 µs après la
décharge (transfert thermique dû aux électrons et aux ions)
Figure 5.73  Impulsion nanoseconde : perturbation aérodynamique 25 µs après la
décharge (transfert thermique dû aux électrons et aux ions)
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Bilan sur les transferts thermiques
La figure 5.74 montre la variation de température maximum des neutres dans le do-
maine. Ce maximum est situé dans la cellule la plus proche de la pointe de l'électrode
supérieure. Les deux courbes représentées sur la figure permettent d'encadrer l'évolution
réelle de la température translationnelle du gaz. La courbe bleue tient compte du chauf-
fage uniquement dû aux ions, ce qui revient à supposer que l'énergie des électrons qui a
été convertie en énergie vibrationnelle pour les neutres ne se relaxe pas vers la transla-
tion. La courbe rouge suppose une relaxation totale et immédiate. L'évolution réelle doit
se situer entre ces deux courbes au moins dans les cent premières nanosecondes. En effet
au-delà d'une centaine de nanosecondes, si l'énergie vibrationnelle est libérée progressive-
ment vers la translation, il se peut que la température décroisse moins vite que la courbe
rouge dans la réalité. L'élévation de température est comprise entre 150 et 200°K, cet
ordre de grandeur est en accord avec [27]. On constate que l'élévation de température
maximale a majoritairement lieu durant la seconde impulsion, ceci est dû à la présence
d'une gaine cathodique proche de la pointe de l'électrode. Par contre en terme de trans-
fert net c'est la première impulsion qui fournit la plus grande partie de l'énergie comme le
montre la figure 5.76. Le transfert thermique total s'élève à environ 14mJ.m−1 soit pour
l'expérience de Roupassov et al [27] qui considère une envergure de la DBD de 7,5 cm une
énergie de 1 mJ. Ce chiffre est à comparer avec les 8 à 10 mJ annoncés par les auteurs
dont on ne sait pas s'il tient compte de l'énergie de la charge de la capacité en surface.
Le chauffage dû aux ions compte pour moins de 5% du chauffage total, par contre il est
beaucoup plus localisé dans l'espace comme le montre la figure 5.75. Ceci confirme ce qui
ressort de l'étude de la perturbation aérodynamique, c'est-à-dire que le chauffage ionique
est concentré au voisinage de la pointe de l'électrode et que le chauffage électronique est
assez homogène en surface. En ce qui concerne l'hypothèse de relaxation immédiate de
l'énergie vibrationnelle en translation, on constate que la décroissance de la température
due à la détente du gaz commence après une cinquantaine de nanosecondes. Ce délai est
manifestement trop court pour que la relaxation vibrationelle/translationnelle des neutres
soit complète, une modélisation plus fine de ces processus de relaxation est donc nécessaire
pour aller plus loin.
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Figure 5.74  Évolution de la température maximum du gaz en fonction du temps
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Figure 5.75  Distribution spatiale du dépôt d'énergie dû aux électrons (haut) et aux
ions (bas)
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Figure 5.76  Évolution temporelle du dépôt total d'énergie dû aux différentes espèces
5.6 Conclusion sur la simulation d'écoulements générés
par une DBD
Le schéma asynchrone qui permet des discrétisations spatiales d'ordre élevé a été utilisé
avec succès pour confirmer les tendances établies précédemment au sein de l'équipe avec
des codes utilisant le schéma exponentiel semi-implicite. La sensibilité des résultats à
différents paramètres physiques et géométriques a également été évaluée. Pour un signal
d'alimentation donné, le comportement électrique de la décharge est très sensible aux
paramètres d'entrée. Cependant la force EHD intégrée dans l'espace et dans le temps est
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très peu sensible à l'épaisseur du diélectrique ou à l'émission secondaire. Il semblerait que
le modèle de cinétique chimique utilisée peut avoir un impact non négligeable sur cette
force. A partir des données obtenues par un code plasma, la faisabilité d'un couplage
stationnaire avec les équations de Navier-Stokes a été démontrée à l'aide du code CEDRE
de l'ONERA. Cette démarche a été mise à profit pour tenter de simuler l'écoulement
généré par une DBD de dimensions réalistes, les valeurs de vent ionique calculées sont sous-
estimées d'un facteur cinq, ceci est principalement dû à la sous-résolution en maillage des
équations de Navier-Stokes proche paroi. Une voie d'amélioration possible est l'utilisation
de critères de raffinement supplémentaires de manière à utiliser des petites mailles près
de la paroi sans générer un trop grand nombre de mailles en volume. L'utilisation de la
technique AAMR qui permet un couplage instationnaire entre le Plasma et l'écoulement
a été validée et permet de simuler des dimensions réalistes. Cette approche permet pour
l'instant de rejouer qualitativement les expériences de création de vent ionique. Le trop
fort besoin en temps de calcul empêche pour le moment une meilleure adéquation avec
l'expérience. En outre l'effet d'un transfert thermique a pu être évalué, et si ce transfert
n'a pas d'impact sur la création de vent ionique, il est en revanche responsable d'une bonne
part de l'activité acoustique de la décharge. D'autre part la technique AAMR a été utilisée
avec succès pour la simulation de décharges impulsionnelles de quelques nanosecondes et
permet de retrouver l'ordre de grandeur de l'élévation de température des neutres ainsi
que les structures des ondes de pression créées par la décharge.
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Conclusion Générale
L'interaction d'un plasma généré par une décharge à barrière diélectrique de surface
et un écoulement aérodynamique est un problème par bien des égards multi-échelles et
multi-physiques. La simulation numérique de ce genre de problèmes se heurte par consé-
quent à des barrières liées à la précision et au temps de calcul requis pour les mener
à bien. Les objectifs de cette thèse étaient de mettre au point différentes stratégies de
couplage pour simuler l'effet d'une DBD sur la dynamique des neutres. La démarche sui-
vie a conduit à développer un nouveau schéma numérique d'intégration des équations
de transport dit schéma asynchrone. Contrairement à un schéma numérique classique
qui utilise un pas de temps d'intégration homogène pour tout le domaine de calcul, le
schéma asynchrone se caractérise par l'utilisation de pas de temps différents et adaptés
pour chaque flux d'interface. La convergence de l'intégration asynchrone associée à un
schéma de discrétisation spatial décentré amont d'ordre un a été démontrée. En outre ce
schéma a pour propriété de diminuer fortement la diffusion numérique de la solution. Ces
résultats ont été validés numériquement même avec des schémas de discrétisation spatiale
d'ordre supérieur. L'attrait principal du schéma asynchrone est la diminution du temps
de calcul par l'utilisation de pas de temps plus grands dans les zones de faible activité.
Des algorithmes informatiques ont été développés au cours de cette thèse pour traiter
de manière optimale la planification des tâches asynchrones et les accès mémoires aléa-
toires inhérents à l'intégration asynchrone. En pratique l'utilisation de tels algorithmes
est indispensable si l'on veut effectivement réduire les temps de calcul. Le couplage de
l'intégration asynchrone des équations de transport des particules chargées couplées avec
l'équation de Poisson, telles qu'on les rencontre dans les problèmes de décharges dans les
gaz, pouvait sembler problématique a priori mais cet obstacle a pu être franchi. En effet
une technique de filtrage numérique originale, basée sur l'équation de courant total a été
développée pour réaliser ce couplage. Bien que toutes les implications théoriques d'un tel
couplage ne soient pas encore bien comprises, des gains de temps d'un ordre de grandeur
par rapport à une intégration explicite classique ainsi qu'un léger gain de précision ont
été constatés numériquement. De tels gains de temps de calcul sont possibles par l'utili-
sation de pas de temps locaux différents pour chaque espèce. Par rapport à une méthode
semi-implicite le gain de précision est important avec des temps de calcul comparables.
Dans le but de rendre les codes de calculs encore plus efficaces en terme de temps
CPU, la méthode asynchrone a été couplée de manière originale avec des techniques
d'adaptation automatique de maillage Ceci est nécessaire si l'on veut simuler des systèmes
de dimensions réalistes. La technique numérique qui en résulte, a été nommée adaptation
de maillage asynchrone ou Asynchronous Adaptive Mesh Refinement (AAMR) et est
basée sur l'utilisation de structures de données particulières qui forment un graphe à
feuille autonome (Autonomous Leaves Graph). Dans l'approche AAMR, une modification
de maillage, c'est-à-dire le raffinement d'une cellule ou la fusion d'un certain nombre de
cellules, peut être réalisé à n'importe quel instant de la simulation lorsqu'un seuil prédéfini
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est franchi et ceci de manière indépendante et sans influence sur le reste du maillage
au-delà d'un voisinage immédiat. Le processus d'adaptation de maillage est intimement
lié au processus d'intégration asynchrone, ce qui fait que dans les zones dynamiques le
maillage peut évoluer très rapidement alors que les zones de faible activité sont testées
beaucoup moins souvent. De manière à traiter efficacement les problèmes de décharges à
barrière diélectriques de surface, les seuils correspondant au raffinement de cellules et à la
fusion doivent être réglés. La solution employée a été de définir une distance inspirée de
la longueur de Debye électronique et qui permet de détecter le plasma et les gaines. En
termes de temps de calcul, un ordre de grandeur de plus a pu être gagné avec l'AAMR par
rapport à l'intégration asynchrone sur un maillage homogène, soit deux ordres de grandeur
par rapport à une intégration explicite classique sur un maillage homogène. L'utilisation
de cette nouvelle technique numérique permet d'envisager un couplage instationnaire fort
entre les équations décrivant l'évolution du plasma et les équations de Navier-Stokes
décrivant la dynamique des neutres.
Un couplage fort utilisant l'AAMR pour simuler l'interaction plasma/aérodynamique
n'est possible que si l'intégration asynchrone peut s'appliquer aux équations de Navier-
Stokes laminaires compressibles. Un travail d'adaptation et de validation de la méthode
asynchrone a été effectué pour le démontrer or cette validation a été effectuée en trois
étapes. Tout d'abord un solveur de Riemann été choisi a priori. Le code obtenu a été validé
en fluide parfait sur un certain nombre de cas de test de type tube à choc. L'étape suivante
a consisté à valider les flux visqueux sur des problèmes classiques tels qu'un écoulement
de Poiseuille. L'introduction d'une force volumique extérieure du même type que la force
ÉlectroHydrodynamique due au plasma a été validée en considérant l'établissement de
la pression hydrostatique due à la gravité. Pour finir un test de propagation des ondes
acoustiques a mis en évidence des problèmes d'instabilité du mode fondamental d'une
cavité lié à l'utilisation d'un schéma MUSCL d'ordre deux. Ce problème a été résolu
temporairement en utilisant des pas de temps plus courts que théoriquement nécessaires.
Ce point mérite des investigations supplémentaires dans le futur. Une fois la validation
effectuée, des seuils de raffinement et de fusion basés sur les sauts de vitesse entre les
mailles ont été déterminés. A la fin de ce processus un code AAMR plasma/Navier-Stokes
était disponible pour effectuer des simulations.
Tout au long de cette thèse, en parallèle des développements effectués sur les codes
de calculs, des simulations ont été effectuées avec les outils déjà développés. Ainsi des
comparaisons avec un code basé sur le schéma exponentiel semi-implicite ont pu être me-
nées à bien. Une forte influence du schéma numérique sur le comportement électrique de
la décharge a pu être mis en évidence. L'utilisation du schéma asynchrone a permis de
confirmer certaines tendances établies précédemment au sein de l'équipe. La sensibilité des
résultats en termes de force ÉlectroHydrodynamique à différents paramètres physiques et
géométriques a pu être évaluée. Pour un signal d'alimentation donné, le comportement
électrique de la décharge est très sensible aux paramètres d'entrée. Cependant la force
EHD intégrée dans l'espace et dans le temps semble être peu sensible à l'épaisseur du
diélectrique ou à l'émission secondaire. Il semblerait que la cinétique chimique utilisée
puisse avoir un impact non négligeable sur la quantité de mouvement transférée mais ce
point reste à confirmer. La faisabilité d'un couplage stationnaire avec le code CEDRE de
l'ONERA a été démontrée et a permis de reproduire certains résultats expérimentaux de
manière semi-quantitative. De plus des simulations de dimensions réalistes ont été réali-
sées grâce à la technique AAMR. Cette approche nouvelle est en mesure actuellement de
rejouer qualitativement certaines expériences de création de vent ionique. Cependant le
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temps de calcul est toujours le facteur limitant qui empêche d'atteindre la précision néces-
saire. La cause principale du manque de précision dans le calcul de l'écoulement généré a
été identifiée, c'est une sous-résolution en maillage au voisinage de la paroi pour les équa-
tions de Navier-Stokes. D'autres critères d'adaptation de maillage doivent être développés
dans le futur pour contourner cette difficulté. D'autre part le rôle d'un transfert thermique
du plasma vers le gaz concernant l'activité acoustique de la décharge a été mise en évi-
dence, les résultats obtenus montrent également que ce flux de chaleur n'a pas d'effet sur
le vent généré. En outre la technique AAMR a rendu possible la simulation de décharges
impulsionnelles de quelques nanosecondes et a permis de retrouver l'ordre de grandeur de
l'élévation de température des neutres ainsi que les structures des ondes de pression crées
par ce type de décharge. La modélisation du transfert thermique doit être améliorée pour
mieux rendre compte de la dynamique de la relaxation vibrationnelle/translationnelle des
neutres.
Les méthodes numériques qui ont été développées au cours de cette thèse sont po-
tentiellement applicables dans d'autres contextes. En particulier, en faisant abstraction
des problèmes de temps de calcul, ces méthodes sont parfaitement et immédiatement
généralisables à des simulations tri-dimensionnelles. Pour certaines applications deman-
dant une précision accrue, il pourrait être utile de développer une intégration asynchrone
d'ordre élevé en temps. De manière générale, on peut attendre des performances intéres-
santes de ces méthodes pour tous les problèmes de décharge à la pression atmosphérique
et en particulier dans les cas où le plasma est présent sous forme filamentaire. De plus
il est parfaitement envisageable d'utiliser ces méthodes dans le contexte de l'interaction
plasma/micro-onde en remplaçant l'équation de Poisson par une intégration asynchrone
des équations de Maxwell par une approche FVTD (Finite Volume Time Domain). Au-delà
de la physique des plasmas, la méthodologie asynchrone est potentiellement intéressante
pour toutes sortes de problèmes au caractère multi-échelle marqué. On peut citer par
exemple la simulation directe des équations de Navier-Stokes (DNS) même si dans ce cas
la présence d'échelles différentes relativement continues est sans doute problématique. On
peut citer également les problèmes de combustion et de front de flamme. Des applications
sont envisageables dans le domaine de la thermique ou de l'acoustique. En outre il est
possible d'avoir une démarche asynchrone dans un contexte cinétique avec un formalisme
particulaire (Particle-In-Cell), ou hybride fluide/particulaire pour des problèmes de gaz
raréfiés ou de plasmas peu collisionnels. Le schéma asynchrone pourrait aussi s'appliquer
à la résolution de l'équation de Boltzmann sur réseau pour des problèmes de thermo-
dynamique et de changement de phase. Dans un soucis d'amélioration des performances
de temps de calcul, il convient avant tout de développer la parallélisation de la méthode
asynchrone, car des gains substantiels sont encore nécessaires.
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Annexe A
Valeurs numériques utilisées dans le
modèle
A.1 Valeurs numériques des coefficients de transport
les figures A.1-A.2-A.3 représentent respectivement les coefficients d'ionisation, d'at-
tachement ainsi que la mobilité électronique à 760 Torr calculés à l'aide du logiciel Bol-
sig+ [15] et tabulés en fonction du champ électrique. Les mobilités ioniques sont prises
constantes égales à 2, 43× 10−4 m2V −1s−1 à 760 Torr.
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Figure A.1  Coefficient d'ionisation à 760 Torr en fonction du champ électrique
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Figure A.2  Coefficient d'attachement à 760 Torr en fonction du champ électrique
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Figure A.3  Mobilité électronique à 760 Torr en fonction du champ électrique
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A.2 Valeur numérique du coefficient de transfert ther-
mique dû aux électrons
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Figure A.4  Coefficient de transfert thermique Cth en fonction du champ électrique
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Annexe B
Réduction du bruit sur le courant
calculé par la méthode asynchrone
Le courant de décharge calculé avec le schéma asynchrone est légèrement plus bruité
que le calcul de référence (voir la figure 2.10). Ce bruit peut être aisément filtré si on
accepte un léger rallentissement du calcul, il suffit d'imposer une mise à jour de l'équation
de Poisson plus fréquente qu'un temps de Maxwell.
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Figure B.1  Courant en fonction du temps (maillage 200x100) avec raffraîchissement
de l'équation de Poisson tous les dizièmes de temps de Maxwell
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RESUME : L'intéraction entre un plasma créé par une Décharge à Barrière Diélectrique et un écoulement
est un problème fortement multi-échelle dans le temps et dans l'espace. Un schéma numérique de résolution
des équations de transport transitoires à pas de temps local dit "schéma asynchrone" a été developpé au
cours de cette thèse dans le but de réduire le temps de calcul parfois prohibitif nécessaire à la résolution des
problèmes. Ce schéma a également la propriété de réduire la diffusion d'origine numérique. Une stratégie
originale a été mise au point pour coupler les équations de transports des particules chargées avec l'équation
de Poisson. Le temps de calcul a pu être réduit d'un ordre de grandeur pour un problème typique de
décharge à la pression atmosphérique. Dans un deuxième temps l'adaptation asynchrone de maillage a été
définie en se basant sur une structure de donnée compatible. Cette approche permet de réduire le temps
de calcul d'un ordre de grandeur supplémentaire. Le schéma asynchrone a été également utilisé avec succès
pour la résolution des équations de Navier-Stokes laminaires compressibles. Deux stratégies de couplage du
plasma et de l'aérodynamique ont été developpées : un couplage stationnaire faible a été réalisé a l'aide du
code CEDRE de l'ONERA, un code basé sur l'adaptation asynchrone de maillage a permis de réaliser un
couplage instationnaire fort entre la décharge et l'écoulement. Les résultats de simulation sont comparés avec
différentes expériences récentes.
MOTS-CLES : asynchrone, méthode numérique, multi-échelles, maillage adaptatif, décharge à barrière di-
electrique, contrôle d'écoulement
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scheme also reduces the numerical diffusion. An original coupling strategy has been developed to couple
charged particles transport equations with Poisson's equation. The computation time has been reduced by
ten for a typical atmospheric pressure Dielectric Barrier Discharge. Asynchronous Adaptive Mesh Refinement
has then been defined using specific data structures. This new technique reduces the computation time of a
second order of magnitude. The asynchronous scheme has also been validated for the laminar compressible
Navier-Stokes equations for air. Two plasma/aerodynamics coupling strategies have been used: a steady state
coupling was performed with ONERA code CEDRE, a strong transient coupling between the discharge and
the airflow was done with Asynchronous Adaptive Mesh Refinement. Simulation results have been compared
with recent experimental data from the literature.
KEYWORDS: asynchronous, numerical scheme, multi-scale, adaptive meshing, dielectric barrier discharge,
flow control
