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a b s t r a c t 
The analysis of the shape and geometry of the human hand has long represented an at- 
tractive field of research to address the needs of digital image forensics. Over recent years, 
it has also turned out to be effective in biometrics, where several innovative research lines 
are pursued. Given the widespread diffusion of mobile and portable devices, the possibil- 
ity of checking the owner identity and controlling the access to the device by the hand 
image looks particularly attractive and less intrusive than other biometric traits. This en- 
courages new research to tacklethe present limitations. The proposed work implements 
the complete architecture of a mobile hand recognition system, which uses the camera of 
the mobile device for the acquisition of the hand in visible light spectrum. The segmenta- 
tion of the hand starts from the detection of the convexities and concavities defined by the 
fingers, and allows extracting 57 different features from the hand shape. The main contri- 
butions of the paper develop along two directions. First, dimensionality reduction methods 
are investigated, in order to identify subsets of features including only the most discrimi- 
nating and robust ones. Second, different matching strategies are compared. The proposed 
method is tested over a dataset of hands from 100 subjects. The best obtained Equal Error 
Rate is 0.52%. Results demonstrate that discarding features that are more prone to distor- 
tions allows lighter processing, but also produces better performance than using the full 
set of features. This confirms the feasibility of such an approach on mobile devices, and 
further suggests to adopt it even in more traditional settings. 
© 2018 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
 
 1. Introduction 
In the last fifteen years, the adoption of biometric systems has ranked among the safest security measures to enforce
access control, also against attempts of identity theft [10] . This is due to the possibility to automatically discriminate people∗ Corresponding authors. 
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 basing on their physical or behavioural characteristics. Though their birth can be approximately situated in the last decades
of the 1800 [8] , the world witnessed their first (r)evolution in the late 90’s, when they started replacing some traditional
identification system [27] . Since then, the popularity and reliability of biometric systems kept rising. They are presently
used to chase high levels of security in different real life applications, from videosurveillance [25,33,34] to smartphone
authentication and access control to restricted areas [3,5] . 
Nowadays the use of mobile devices, and especially of smartphones, has spread like wildfire. As a consequence, many
biometric systems Are rapidly migrating to these devices. The embedded dual camera mode offers the possibility to acquire
different biometric traits on-the-fly, in order to grant access to the functionalities of the smartphone itself. Up to now, face
[6,12] , iris [1,5] and ear [4] have been widely explored in the mobile context, even though international challenges (e.g., see
[9,13,14] ). In all such cases, the acquisition of the biometric sample is based on the shot of an image. Many other traits are
historically acquired by different external contact sensors. Palmprints and fingerprints, for example, are well-known traits
acquired by ad-hoc sensors. Such sensors are able to capture very tiny minutiae with high precision, in order to obtain a high
discriminating power. However, they are quite costly, and the largest ones (i.e., for palmprint) may not be generally easy to
embed in mobile devices. Furthermore, since they require direct contact, they are quite intrusive and scarcely hygienic, and
require frequent cleaning. These factors pose limitations to the spread of the related technologies in mobile environments.
Similarly, the shape of the hand has also been long acquired by specialised 2D or 3D scanners. That specialised hardware
has the benefit of providing a good quality acquisition and, according to the conditions and constraints, often produces
a strong separation between the foreground (the hand) and the background (which represents useless information). After
being investigated in digital image forensics, hand shape has gained popularity in biometrics too. With respect to other
biometric traits, e.g., face and fingerprints, much less studies have tackled the feasibility of using hand features alone for
biometric recognition. However, even for this trait, the widespread diffusion of mobile and portable devices has spurred
new research lines. The possibility of checking the owner of and controlling the access to the device by the hand image
looks particularly attractive and less intrusive than other biometric traits, but the use of special hardware must be avoided.
This paper presents a solution for hand shape recognition, which is completely built around the embedded RGB camera
and the processing power of a mobile device, in particular of a smartphone. The proposed work represents an extension
of a previous work [7] , that dealt with an initial investigation on the extraction of relevant measures from the hand shape
and geometry. The characterizing elements of the proposed approach are the lack of contact with any sensor surface, the
lack of (physical) pegs, and the use of a mobile device. Moreover, the matching procedure does not use the complete set
of extracted features, as in other works in literature. We investigated different approaches to rather identify a suitable
subset of them to attain a twofold goal. In the first place, some of the geometric features, that can be extracted from hand
shape, are more prone to distortions caused by, e.g., slightly different distance or relative orientation of the hand and device
camera. Results demonstrate that discarding those less robust features, allows achieving better performance than using the
full set. As an added value, the resulting lighter matching procedure can be better carried out on mobile devices, which
are the main target of this work. The contribution of this work can be identified along these two lines. On one hand, it
presents a deeper investigation on different techniques for the analysis of the original feature space. The aim is individuating
the most informative and robust features with respect to the recognition performance on a mobile device. On the other
hand, it explores further matching approaches, to better understand how the selected subset of features generalises over a
representative set of classification techniques. 
The paper is organised as follows. Section 2 discusses related works. Section 3 introduces the proposed processing
pipeline, and two different analysis approaches to identify the most informative and therefore discriminative features.
Section 4 presents and discusses the experimental setup and the achieved results, detailing the exploited dataset, and the
methods used for matching. Section 5 summarises the achievements of the proposal and sets lines of future investigation. 
2. Related work 
Hand-based biometric systems can use a broad set of parameters, computed by processing an acquired hand image.
These systems generally either measure and analyse the overall structure, shape and proportions of the hand (e.g., length,
width and thickness of hand, fingers and joints), or extract characteristics of the skin surface of the palm, such as furrows
and ridges (i.e., the palmprint), or rely on the vein pattern on the back. Earlier methods proposed in literature fall in the
first group and require the user to keep the hand in a predefined, fixed position [35,41] . For instance, in [37] an ordinary
CCD color camera is placed over a plate. This is equipped with some driving pegs, that guide the user to put the hand in a
specific position. Pins are activated by the pressure of the user hand. Once all of them are activated, the camera acquires the
biometric trait (hand image) for processing. These techniques benefit from the strictly controlled acquisition. Consequently,
measures and characteristics are quite robust for both intra- and inter-user recognition. The reverse of the medal is repre-
sented by the controlled settings, and by the need for full collaboration by the users and for special equipment. Moreover,
the implementations that have been used for years required the physical contact with the acquisition device (contact-based
solutions). This further poses problems related to the personal hygiene and health of the user. 
Palmprint is a well-known biometric trait used for full hand recognition [23] . Present palmprint scanners simplify the
development of the recognition algorithms, with respect to traditional peg-equipped plates, but also require a suitable se-
lection of lens, camera, and light sources [43] . Most of all, they still work by direct contact. Apart from health issues, the
physical contact may lead by itself to distortions of the characteristics of the palmprint, e.g., due to the pressure exerted byPlease cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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 the user on the glass of the scanner. Moreover, the palmprint scanners cannot be easily moved from one position to an-
other. Last but not least, they can be hardly used in real-time operations due to the scanning time. Therefore, they result in
solutions that are completely inappropriate for many applications. These limitation have spurred the search for alternative
capture protocols. More recent works have demonstrated that digital video cameras can be effective to collect palmprint
images without contact [15,19] . For instance, the system described in [17] uses two commercial cameras (i.e., a RGB cam-
era and an IR camera) placed beside to each other. The illumination is controlled by an external light source (composed
of white and infrared leds), which ensures a global illumination of the hand. This must be placed in front of the cameras.
The resulting system exploits a score fusion over results from matching hand geometric features and palmprint features,
in order to achieve a high recognition accuracy. The work in [2] proposes a method for the segmentation of a hand im-
age from a complex background by a stereo acquisition system including two RGB cameras. On the contrary, the work by
Sanches et al. [36] proposes an approach based on a single RGB camera to extract several hand features from the input im-
age. The approach entails a decision level fusion of the results from matching biometric features related to hand geometry,
palmprint and finger surface, and reaches a recognition rate above 98%. The possibility of using ordinary RGB cameras for
palmprint recognition suggests that these solutions might be feasible for mobile devices too. However, limitations of mobile
cameras may negatively affect the recognition performance. For instance, their resolution is generally lower, and this may
hinder the acquisition of thin details. In addition, their intended use is to acquire images in uncontrolled settings, with
possible illumination variations and distortions also due to the hand movements. In the case of hand sample acquisition,
these movements involve both the hand handling the mobile device and the hand being captured. They represent with no
doubt the most challenging aspects of contact-less hand recognition, due to the lack of constraints for the user on how
and where to place the hand in front of the camera. In fact, the distance from the camera and the appearance of the hand
may vary significantly in a sequence of acquisitions by the same subject. In particular, if the hand surface is not perfectly
orthogonal (e.g., perpendicular to the camera view axis), the inclination may lead to incorrect measurements of the hand
geometry. However, hand geometry processing is less affected by possible poor resolution of mobile cameras than palmprint
processing. The contact-less system in [38] is based exclusively on the use of hand shape and geometry. Several other works
in the last five years exploit measures extracted from hand geometry for subject recognition; in particular [39] exploits 121
features plus the contour of the hand to achieve an EER (Equal Error Rate) of 0.52%. The authors of [26] propose a method
based on genetic algorithms and LDA to reach 4.9% of EER by using 34 features. Other interesting works worth to be cited
are [32] (that exploits palm and back of the hand) and [21] (that achieves an EER of 3.69% by using the Fourier descriptor
and weighted sum score fusion over four hand fingers). 
The method proposed here extracts 57 features from the hand shape geometry. The idea has been implemented for
mobile devices, and hence the hand features are extracted from images captured in uncontrolled settings. In order to reduce
the number of features, by discarding the less informative and robust ones, two different methods of analysis are compared.
The first one ranks the features according to the achieved Decidability value. The second one ranks them according to the
Intra-class to Inter-class variability ratio. The best classification results are achieved by the Linear Discriminant Analysis
(LDA). 
3. Proposed system 
This section first presents the capture procedure and the following processing to extract features from hand images. Then
two alternative analysis strategies are proposed, based on different metrics, to identify the most representative as well as
robust subset of features to use for matching. The aim of this analysis is twofold. On one side, discarding those features that
appear to be more subject to distortions across images of the same hand can improve the overall recognition accuracy. On
the other side, using less features for matching allows a lighter processing, that is better suited to be carried out on mobile
devices. 
3.1. Image capture and feature extraction 
The proposed system is built for Android mobile devices. The application is written in Java through the native Android
Software Development Kit (SDK) and OpenCV for mobile. The capture module exploits the rear camera to acquire the user
hand. 
Fig. 1 depicts the few steps making up the user enrolment. The first one is the acquisition of the hand image. The user
is asked to put the hand in front of the camera, and to ensure that five reference areas displayed on the screen are filled
with the colour of the skin. The aim of these reference areas is twofold. First, they help the user to understand how to
properly place the hand in front of the camera, therefore playing a similar role of pegs but in a much less constrained way.
In addition, they are also used to extract reference colours to generate five different segmentations of the hand. The acquired
RGB frame is first converted into the HSV colour space. The Hue channel is used to filter the image and to produce a distinct
segmentation in relation to to each of the five colours extracted from the areas mentioned above. These segmentations
are computed according to a corresponding set of thresholds, which are determined as follows. For each reference area,
the arithmetic mean m ( i = 1 , . . . , 5 ), of the hue values of its pixels is computed. Given the obtained mean m , a binaryi i 
Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Fig. 1. The overall view of the process of segmentation and feature extraction. 
 
 
 
 
 
 
 
 
 
 
 
 segmentation mask S i is generated according to the following rule: 
S i (p j ) = 
{
1 if m i − k ≤ H(p j ) ≤ m i + k 
0 otherwise 
(1) 
where p j is a pixel in the original image, H ( p j ) is the hue value of that pixel in the original image, and k is a constant that
defines the amplitude of the hue range for the skin. According to the results of an empirical study, we set this value to k = 4 .
However, it can be customised according to the camera characteristics in order to improve the quality of the segmentation.
The five obtained segmentation masks are post-processed by morphological operators to further improve their accuracy, by
removing noise, holes and blobs. Finally, they are combined by a union operation (a bitwise OR), to generate a single final
binary mask. 
Before using the final segmentation mask to extract relevant geometry measures related to the hand shape, the sys-
tem first checks if the obtained segmentation can represent a hand. It determines the convexities (represented by points
P 1 , . . . , P 5 in Fig. 2 ) and concavities, or convexity defects (represented by points V 1 , . . . , V 4 in Fig. 2 ) in the mask to count
the number of possible fingers, that should be a complete set of 5. If the control succeeds, the application uses the men-
tioned points to compute the measures needed for the following matching process. 
The measures that are taken into account can be divided into four classes: (1) lengths; (2) ratios; (3) areas; and (4)
angles. Fig. 2 shows all the measures that have been computed from the shape of the segmented hand, while Table 1
provides details on these measures, which have been labelled with a code to improve the readability of the results (i.e., f1,
f2, f3, . . . ). Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
tion Sciences (2018), https://doi.org/10.1016/j.ins.2018.01.010 
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Fig. 2. The measures over the hand shape. (a) The reference points P i and V i from which lengths are computed, and further segments determined over the 
fingers and the palm. (b) Triangular and circular areas extracted from the reference points in (a) 
Table 1 
List of the measures computed over the segmented hand. 
LENGTHS f1 : V 1 V 2 f2 : V 1 V 3 f3 : V 1 V 4 f4 : V 2 V 3 
f5 : V 3 V 4 f6 : V 2 V 4 f7 : P 2 I f8 : width ( I 1 ) 
f9 : width ( I 2 ) f10 : width ( I 3 ) f11 : width ( I 4 ) f12 : width ( I 5 ) 
f13 : P 3 M f14 : width ( M 1 ) f15 : width ( M 2 ) f16 : width ( M 3 ) 
f17 : width ( M 4 ) f18 : width ( M 5 ) f37 : f 19 / f 6 f20 : width ( A 1 ) 
f21 : width ( A 2 ) f22 : width ( A 3 ) f23 : width ( A 4 ) f24 : width ( A 5 ) 
f25 : V 2 P 3 + P 3 V 3 f26 : V 3 P 4 + P 4 V 4 f27 : f 8 + · · · + f 12 f28 : f 14 + · · · + f 18 
f29 : f 20 + · · · + f 24 f30 : width ( V 1 ) 
RATIOS f31 : f 1 / f 6 f32 : f 2 / f 6 f33 : f 3 / f 6 f34 : f 6 / f 4 
f35 : f 7 / f 6 f36 : f 13 / f 6 f37 : f 19 / f 6 f38 : ( f 7 + f 13 + f 19 ) / f 6 
f39 : f 30 / f 13 f40 : f 50 / f 51 
AREAS f41 : A C 1 f42 : A C 2 f43 : A C 3 f44 : A C 4 
f45 : A C 5 f46 : A C 6 f47 : A C 7 f48 : A C 8 
f49 : A C 9 f50 : A V 1 V 2 V 4 f51 : A V 2 V 3 V 4 
ANGLES f52 : ̂ V 2 V 3 V 4 f53 : ̂ V 3 V 4 V 2 f54 : ̂ V 4 V 2 V 3 f55 : ̂ V 1 V 2 V 4 
f56 : ̂ V 2 V 4 V 1 f57 : ̂ V 4 V 1 V 2 
 
 
 
 
 
 
 
 
 3.2. Feature analysis by Decidability measure 
The Decidability index is the normalized distance between means of genuine and imposter distributions [40] and is de-
fined as follows: 
dec = | a v g(D 
I ) − a v g(D E ) | √ 
(0 . 5 ∗ (std(D I )2 + std(D E )2)) 
(2)
where D I = D I 1 , . . . , D I k is the set of intra-subject dissimilarity values (obtained by matching pairs of templates belonging
to the same subject) and D E = D E 1 , . . . , D E m is the set of inter-subject dissimilarity values (obtained by matching pairs of
templates belonging to different subjects). 
The barplot in Fig. 3 is MIN/MAX normalised in the range [0, 1] and reports the Decidability values dec i achieved by
each of the 57 characteristics f i taken into account. Since this index can be considered as a way of separating reliable
features from the poorer ones, such plot can allow visually comparing the reliability of the features. It is possible to apply a
thresholding approach to identify a collection of different subsets of the features with the aim of comparing and minimising
the EER achieved. In more detail, subsets can be defined according to the following rule: 
F j = 
{
f i : dec i ≥ τ j 
}
with 0 ≤ τ j ≤ 1 (3)Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
tion Sciences (2018), https://doi.org/10.1016/j.ins.2018.01.010 
6 S. Barra et al. / Information Sciences 0 0 0 (2018) 1–14 
ARTICLE IN PRESS 
JID: INS [m3Gsc; January 13, 2018;13:51 ] 
1 2 3 4 5 6 7 8 9 101112131415161718192021222324252627282930313233343536373839404142434445464748495051525354555657
Features
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
D
ec
id
ab
ilit
y 
Va
lu
e
F0
F1
F2
F3
F4
F5
F6
F7
Fig. 3. The barplot of the normalised Decidability value per single feature computed according to the formula in (2) . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 where dec i is computed by the formula in (2) and the values for τ j increase with j . It is easy to deduce that F j+1 ⊆ F j . In
practice, each set of features is contained in the previous one, strictly or not depending on the choice of the thresholds.
Fig. 3 shows the thresholds used for the experiments in this paper (see Section 4 ). 
3.3. Feature analysis by Intra-class and Inter-class variability 
It is possible to adopt a different measure to describe the discriminative power of the computed features, and to separate
“good” features from the bad ones. This entails comparing intra/inter-subject variability characterizing each feature. The 
underlying assumption is that it is preferable to choose features according to their level of stability within the same subject,
as compared with their variability across different subjects. Given a set of hand images I = I 1 , . . . , I n , which belong to a
set of gallery subjects G = G 1 , . . . , G g , a first step entails computing an all-against-all distance matrix M i for each feature
f i , where each element M i ( l, k ) is the absolute difference of the measure of f i computed for I l and I k , that is M i (l, k ) =
| f i (I l ) − f i (I k ) | . Let us assume to have a total of s comparisons involving samples belonging to the same subject, and a total
of d comparisons involving samples belonging to different subjects. This allows avoiding any assumption on the number of
samples per subject, either equal or not for all subjects. We then define: 
INT RA i = 
1 
s 
∑ 
I l ,I k 
same subjects 
M i (l, k ) (4) 
and 
INT ER i = 
1 
d 
∑ 
I l ,I k 
different subjects 
M i (l, k ) (5) 
and finally: 
rank i = 
INT RA i 
INT ER i 
(6) 
Lower values of the rank identify features for which the differences among acquisitions of the same individual have an
overall value much lower than those of different individuals. This is a desirable characteristic of a biometric trait. As with
Decidability , it is possible to group features in subsets F j of decreasing size according to the condition: 
F j = { f i : rank i < τ j } with 0 ≤ τ j ≤ 1 (7) 
with rank i for feature f i computed as in (6) and τ j increasing with j , that implies F j ⊆ F j+1 . 
4. Experiments 
This section first introduces the characteristics of the dataset used as benchmark for the presented experiments. In the
following subsections, three different groups of results will be discussed. The first, in Section 4.2 , regards the use of the
canonical classes of measures of a hand, namely those related to Length, Area, Angle and Ratio . These measures refer to the
features summarised in Table 1 . The following Sections 4.3 and 4.4 deal with the use of the two different metrics introduced
in Section 3 (namely the Decidability measure and Intra/Inter-class variability ratio) to identify the most representative as
well as robust features within the original set. Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
tion Sciences (2018), https://doi.org/10.1016/j.ins.2018.01.010 
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Fig. 4. A sample of the acquisitions from the Technocampus Hand Image Database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 4.1. The dataset used as test-bed 
The preliminary experimentation has been carried out using a Samsung Galaxy Note 4 (N910F) equipped with a Sony
IMX240 camera. The system acquires frames with a resolution of 80 0x60 0. With this setting, the proposed method seg-
ments each frame and extracts the considered features in about 250 milliseconds. In the same conditions, the verification
time (1:1 matching) is lower than 1 millisecond (precisely about 0.33ms). The user has to hold the mobile device by one
hand, and to place the other hand in front of the camera. It would have been possible to design the system so to ask the
user to exhibit either the palm or the back of the hand. We chose the second option because the users generally consider
this more natural. A minimalist and simple Graphical User Interface (GUI) guides the user during image acquisition. Some
preliminary tests were carried out with an in-house dataset captured by the mentioned system. Afterwards, in order to run
the experiments presented here, a public dataset was chosen, namely Technocampus Hand Image Database [16,18] ( Fig. 4 ).
It includes images of the back of the hand, with characteristics similar to those handled by our system. The reason for
choosing such dataset was to allow a fair comparison with other proposals. Actually, most hand datasets used for biometric
recognition in literature are rather collected using scanners, or cameras mounted on a support, suitable for the acquisition
of images of the palm. Technocampus Hand Image Database is one of the few examples of publicly available datasets col-
lected in the acquisition conditions that match those considered for our system: no pegs or special tips have been used, the
areas used for segmentation are correctly filled in all images, and the resolution is compatible with the one we chose. The
Technocampus Hand Image Database contains pictures of the right hand of 100 users acquired with a resolution of 640x480
pixels. This resolution is the same achievable by a broad range of cheap mobile devices with limited processing power and
low resolution cameras. Each subject has been acquired in five different successive sessions with two acquisitions per ses-
sion. A session contains images in the visible spectrum, a thermal image and an infrared image, of both back and palm (a
sample is shown in Fig. 4 ). The acquisition device is a thermal commercial camera (Testo 882-3). As mentioned above, the
reported experimental results have been obtained using this set of images, which is freely available to researchers. 
Another similar dataset is the UST hand dataset [24] , which contains hands of 287 subjects acquired in a contactless
scenario with an Olympus C-3020 digital camera. No special illumination or pegs have been exploited. However, the resolu-
tion of images is 1,280 x 960 pixels, therefore too high to test the performance achievable on most present mobile devices.
To the best of our knowledge, it is not possible to find further public datasets with similar features. In fact, quite often,
researchers rather use private (and small) datasets like in [22,30,42] . This increases the difficulties of a fair comparison with
other state-of-the-art methods, and causes in turn the lack of a broad investigation on hand recognition on mobiles. 
Given the above considerations, we compared our proposal with works that meet the following criteria: 1) the acquisition
does not involve pegs or constraints; 2) the users place naturally their hands in front of the camera; 3) the users are asked
to open their hand so that fingers are clearly separable (this generally substitutes the condition to fill the highlighted areas).
4.2. Canonical features - lengths, angles, areas and ratios 
Some of the results presented in this section are from our previous preliminary analysis published in [7] . Being im-
plemented for mobile devices, with limited processing power compared to desktop machines, the Euclidean distance was
chosen to match templates in this initial phase since it is simple, not computationally demanding and commonly used in thePlease cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Table 2 
The results in terms of EER (Equal Error Rate) for each feature set, namely Length, Area, An- 
gle and Ratio , whose components are described in Table 1 . The ED column shows the re- 
sults in [7] computed by the Euclidean Distance. The remaining columns stand respectively 
for BaggedTrees, Fine KNN, Linear Discriminant Analysis, SubSpaceDiscriminant, SubSpace KNN 
and Weighted KNN. In bold the best classifier for each class of measures. Underlined the best 
result for each classifier. 
Measures Feat. Set ED BT KNN LDA SSD SKNN WKNN 
Lengths f 1 , . . . , f 30 7.2% 1.3% 2.1% 0.64% 0.7% 0.8% 1.6% 
Areas f 41 , . . . , f 51 10.6% 4.7% 12.7% 3.8% 4.0% 5.2% 3.3% 
Angles f 52 , . . . , f 57 13.1% 10.8% 22.5% 7.9% 7.3% 19.9% 8.5% 
Ratios f 31 , . . . , f 40 18.7% 10.1% 20.2% 3.8% 5.1% 13.3% 10.5% 
Table 3 
The results in terms of Recognition Rate obtained by the classifiers over 
the canonical sets of features. In bold the best classifier for each class of 
measures 
Measures ED BT KNN LDA SSD SKNN WKNN. 
Lengths 85% 88% 97% 98% 98% 91% 93% 
Areas 50% 67% 73% 79% 80% 70% 81% 
Angles 40% 46% 52% 63% 65% 25% 52% 
Ratios 42% 62% 62% 81% 76% 35% 60% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 literature. The main expected outcome from testing the collection of subsets of features obtained by different criteria was
to identify the best candidate subset in terms of both robustness and discriminating power. The first experiments consid-
ered the collections of features determined by the kind of geometrical measure, as detailed in Table 1 , in order to evaluate
the discriminating power of each of them. Table 2 summarises the results, in terms of Equal Error Rate (EER), achieved by
the four classes used separately, after applying  1 -norm normalisation to the data. The third column, labelled as ED (stan-
dardised Euclidean distance), reports the preliminary results achieved in [7] . From those early results, an extended analysis
exploited a set of classifiers typically used in machine learning, namely BaggedTrees (BT [29] ), Fine KNN, Linear Discriminant
Analysis (LDA [11] ), SubSpaceDiscriminant (SSD [20] ), SubSpace KNN (SKNN [20] ) and Weighted KNN (WKNN) (the Classifier
Learner app of Matlab Statistics and Machine Learning Toolbox was used [28] ). The remaining columns in Table 2 report the
EER for these classifiers. As expected, the Euclidean Distance generally achieved the highest EER values (the worse ones).
Table 2 shows that all classifiers involved in this study confirmed the reliability of the Lengths as features for an accurate
recognition. In fact, the lowest equal error rate (EER) is always observed for this normalised class of measures. In other
terms, it represents the class that better identifies the users. 
However, this comparative study also revealed new insights about the other classes of features, and the possible connec-
tions between each other. First of all, most of the classifiers better rated the class of Ratios over the class of Angles . Secondly,
the classifier working on the feature space generated by the LDA was the one that, on average, achieved the best results in
terms of EER. Table 3 shows, for the same sets of features, the values achieved for the Recognition Rate (RR). By comparing
the results obtained by the classifiers taken into account, LDA again confirmed to be a reasonable good option for evaluating
the performance of the proposed approach. It is worth noticing that LDA aims at the same goal of the experiments in this
study. It builds a new feature space used to project the original data with the twofold objective of maximising both the
discriminating power in the reduced dimensional space, and the separability among classes. Moreover, LDA classifier does
not require much processing time to build the model and it returns particularly fast responses, being therefore suited for
mobile processing. For these reasons, it represented the best candidate for a thorough evaluation of its benefits compared
to the preliminary analysis carried out with Euclidean distance. In the following sections we present the results achieved
when trying to reduce the dimension of the feature set, and the increase in performance gained by using LDA afterwards,
instead of the Euclidean distance. 
4.3. Results by Decidability feature analysis 
The results presented above refer to homogeneous sets of features, i.e., sets where all features belong to a same geomet-
rical class. The following goal was to rather identify a combination of possibly heterogeneous features (the best one, and
possibly with the lowest cardinality) able to support an accurate recognition of the hands in the dataset. For this reason, a
more detailed experimentation aimed at a finer assessment of the robustness of the single measures. 
A first set of experiments along this line exploited the results of feature analysis by Decidability metric, according to the
procedure presented in Section 3.2 . 
The described thresholding approach was applied to define eight subsets of features, in order to study the resulting
EER curve. The thresholds empirically chosen to build the subsets F j , j = 0 , . . . , 8 are reported in Table 4 , with F j+1 ⊂ F j .Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Table 4 
The EER of the eight subsets of features identified with (3) by thresholds on the Decidability value defined in (2). For 
each subset, the table columns report the corresponding Decidability threshold, the features included and the size 
of the subset, and the EER achieved by ED and by LDA. The F3 subset, which is mainly built around the computed 
segments of the hand, minimizes the EER. In bold the best classifier for each subset of features. Underlined the best 
result for each classifier. 
FV τ ≥ . . . FEATURES N. ED LDA 
F0 0 f 1 −57 (all features) 57 7.9% 1.14% 
F1 0.2 f 3 , f 6 . . . f 13 , f 15 . . . f 19 , f 21 ... f 28 , f 30 , f 34 , f 37 , f 38 , f 40 , f 43 , f 49 , f 50 , f 55 . . . f 57 33 6.3% 1.27% 
F2 0.3 f 7 . . . f 12 , f 15 . . . f 19 , f 21 . . . f 24 , f 26 , f 27 , f 30 , f 55 , f 56 20 4.2% 0.9% 
F3 0.35 f 7 . . . f 12 , f 15 . . . f 18 , f 21 . . . f 24 , f 27 , f 30 , f 55 17 3.5% 1.17% 
F4 0.4 f 7 . . . f 12 , f 16 . . . f 18 , f 21 . . . f 24 , f 27 , f 30 , f 55 16 3.8% 1.29% 
F5 0.45 f 7 . . . f 12 , f 16 . . . f 18 , f 21 . . . f 24 , f 27 , f 30 15 4.1% 1.18% 
F6 0.5 f 7 . . . f 12 , f 17 , f 18 , f 22 . . . f 24 , f 27 , f 30 13 5.1% 1.60% 
F7 0.6 f 8 , f 9 , f 11 , f 12 , f 17 , f 18 , f 22 . . . f 24 , f 27 , f 30 11 5.9% 1.28% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Table 4 summarises the results of the thresholding in terms of the produced subsets of features, and of the corresponding
achieved EER with Euclidean Distance (ED) and LDA. 
By comparing the results obtained with ED and with the LDA classifier, we can observe that the last one significantly
reduced the EER even in this group of experiments. The subset that achieved the lowest EER when using the ED measure
was F 3. The subset of features that minimized the EER when using LDA was rather F 2. Both sets, however, are mainly built
from features related to the lengths of the segments of the hand and, interestingly, not all lengths enter the subset F 3
(included in F 2 and containing the features with highest Decidability values. In order to understand the motivation behind
such results, it was useful to carefully observe the acquisitions and the measurements extracted from them. It is worth
reminding that the acquisition operation did not involve the usage of any peg, a condition that leaves the user free to put
his/her hand in front of the camera as he/she prefers (which is a typical problem of contact-less approaches). 
By observing the extracted features in these conditions, it was possible to notice that the point V 1 (i.e. the point that falls
within the concavity between thumb and index fingers) was the one detected with lower precision from the segmentation
mask. This impacted on the reliability of the measures of all segments where V 1 is one of the endpoints. In turn, the lack
of accuracy of this measurement impacted on the others, in the class of ratios and areas, whose computation involves the
point V 1 (e.g., the area of the triangle f 50 , that has a vertex in V 1 , which consequently makes f 40 unreliable). The feature f 55,
which consists of the angle between V 1 , V 2 and V 4 , represented an exception to this behaviour. Even though it depends on
the point V 1 , it reported a Decidability value above the threshold τ = 0 . 35 (and 0.4 also) falling inside all subsets F 2, F 3 and
F 4. This result is explained by the fact that the angle f 55 does not exclusively depend on the point V 1 , and this makes its
Decidability still high enough to decrease the EER. As a matter of fact, trying to remove the f 55 feature from the subset F 3,
an EER of 3.89% was obtained by ED, which was slightly better than leaving this feature, but an EER of 1.18% was obtained
by LDA, which was slightly higher than the one achieved maintaining f 55 in F 3 (1, 17%); removing the feature also raised
the EER to 1.1% in LDA for the subset F 2. 
When dealing with the ED metric, similar issues were observed regarding the measures f 7 , f 13 , f 19 , which relate to lengths
of the index, middle and ring fingers respectively, and their correlated f 25 and f 26 . For this collection of features, the problem
is the randomness of the inclination of the hand with respect to the camera. It is highly probable that this inclination is
different across successive acquisitions of the same user. This condition determines a high component of uncertainty for
the measures of the lengths of the fingers. The randomness of the lengths of the fingers in turn propagates errors to the
ratio f 38 . The only feature of this type that achieves a sufficiently high Decidability is the length of the index finger (in
fact, it is preserved in the F 3 subset). It is possible to conclude that the index finger is somehow less affected by the
randomness of the inclination of the hand during the acquisition, thus effectively contributing to the identification of the
user. Passing to results achieved by LDA classifier, the last mentioned issues did not seem to affect its performance: several
of the above mentioned lengths appear in the subset F 2, which achieved a significantly lower EER than the other subsets.
Fig. 5 summarises in graphical form the behaviour of the different feature sets with both ED and LDA in terms of EER. 
It is worth reminding that, when Decidability is used, F j+1 ⊂ F j , so that the sequence of subsets is of decreasing cardi-
nality. As Decidability of the single features increases, the sets themselves should provide a decreasing EER. For ED, this was
true for sets until F 3, that actually achieved the best EER with this classifier, but it is possible to notice that after that point
the EER started increasing again. This seems to testify that Decidability of the single features and their number in a chosen
set are complementary factors in reaching the final performance. When the number of features in the used set is too small,
the set itself starts losing its classification power. The experiments performed by using LDA produced a less regular trend of
the EER curve, that achieved its minimum in the threshold 0.3, that corresponds to the subset F 2. In any case, the reduction
of dimensionality of the input was particularly useful to lower the EER in the experiment with Euclidean distance, thus
arriving to a subset consisting of 17 features. On the contrary, LDA needed a slightly higher dimensional space to achieve its
best accuracy, which was obtained with the subset F 2 (20 features). Even though in both experiments most of the lengths
were preserved in the best subsets, it can be noticed that the subset F 2 with LDA (EER = 0.9%) did not outperform the level
of performance achieved by using the canonical set of Lengths features (which achieved 0.64% of EER, see Table 2 ). ThisPlease cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Fig. 5. The behaviour of the EER curves obtained on the subsets of features in Table 4 by using the Euclidean Distance (ED) and the LDA. 
Table 5 
The EER of the eight subsets of features identified with (7) by thresholds on the rank 
value defined in (6) . For each subset, the table columns report the corresponding rank 
threshold, the features included and the size of the subset, and the EER achieved by 
ED and by LDA. The Euclidean Distance on the F4 subset minimized the EER in [7] . The 
present results show that LDA achieved better accuracy, with the best EER value obtained 
on the F5 subset. In bold the best classifier for each subset of features. Underlined the 
best result for each classifier. 
FV · · · ≤ τ FEATURES N. ED LDA 
F0 0.05 f 8 , f 13 , f 19 , f 25 −27 , f 30 , f 55 8 7.6% 1.71% 
F1 0.09 f 8 , f 13 , f 18 −19 , f 25 −28 , f 30 , f 55 10 6.5% 1.5% 
F2 0.11 f 7 −8 , f 11 , f 13 , f 17 −19 , f 22 , f 25 −28 , f 30 , f 55 14 5.6% 1.3% 
F3 0.128 f 7 −8 , f 11 −13 , f 16 −19 , f 22 −23 , f 25 −28 , f 30 , f 38 , f 55 17 5.2% 1.15% 
F4 0.15 f 7 −8 , f 11 −13 , f 15 −19 , f 22 −30 , f 37 −38 , f 40 , f 55 23 4.9% 1.27% 
F5 0.2 f 7 −13 , f 15 −19 , f 22 −30 , f 36 −38 , f 40 , f 50 , f 55 −56 28 5.4% 0.52% 
F6 0.4 f 6 −13 , f 15 −19 , f 21 −38 , f 40 , f 46 , f 49 −51 , f 55 −57 39 7.7% 0.89% 
F7 1 f 1 −57 (all features) 57 7.8% 1.27% 
 
 
 
 
 
 
 
 
 
 result seems to suggest that the reduction of the dimensionality of the input worked better for the Euclidean distance (EER
= 7% with the canonical set of Lengths features vs. EER = 3.5% with F 3) than for LDA. On the other hand, the reduced subset
F 2 for LDA experiment allowed to reduce the complexity of the model, while achieving a better result than the complete
set of 57 features (EER = 1.14% in Table 4 ). 
4.4. Results by feature analysis based on Intra-class and Inter-class variability 
The reduction of the input dimensionality by the Decidability metric allowed to reduce the complexity of the model and
also allowed to decrease the EER in experiments with both ED and LDA. A further round of experiments dealt with the
alternative strategy of comparing Intra/Inter-class variability achieved by single features, according to the analysis described
in Section 3.3 . Even in this case, the thresholds used to identify subsets of features were chosen empirically, and with
those thresholds F j ⊂ F j+1 ). When using this criterion, the cardinality of subsets increases with increasing thresholds, since
a higher value of the exploited measure identifies less discriminative features. The analysis regarded the effect of τ on the
achieved Equal Error Rate (EER) obtained with sets of features according to the rule (7) . Table 5 shows the obtained sets ofPlease cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Fig. 6. The level of performance achieved with the subsets in Table 5 when using Intra/Inter-class variability ratio for dimensionality reduction of the input 
and the LDA classifier on the obtained feature subsets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 features, their size, and the results in terms of EER obtained by Euclidean distance (ED) (related to the preliminary outcomes
reported in [7] ) and LDA. 
The subset achieving the best result using ED was F 4 (EER = 4.9%) [7] , that mainly contains lengths of hand segments,
thus further confirming their important role in recognition. However, we can also observe that the best subset exploited
by ED did not outperform the best results achieved with the subset F 3 when using the Decidability as a metric for feature
analysis and reduction (EER = 3.5% in Table 4 ). On the contrary, the LDA classifier took advantage from a wider and di-
versified collection of features (see subsets F 5 and F 6) that significantly reduced the EER (0.52% and 0.89% respectively, vs.
the best EER = 0.9% in Table 4 obtained with F 2 identified by Decidability ). The improvement in performance achieved by
LDA was also got with subsets containing most of the lengths measured on hand shape. Fig. 6 shows the CMC (Cumulative
Match Curve) and ROC (Receiver Operating Characteristic) curves related to the level of performance achieved with the eight
subsets built according to the Intra/Inter-class variability when using LDA for classification, which largely outperforms ED in
Table 5 . It is interesting to notice that the chosen ranking rule allowed to select a subset of features, in this case the subset
F 5, that achieved an EER of 0.52%, which is the only one even lower than the best result obtained with the canonical subset
of Lengths (0.64% in Table 2 ). A further observation regards the composition of F 5, with respect to the class of Lengths in
Table 1 : while the number of features is much the same (28 vs. 30 out of a complete set of 57), they belong at different
extents to different geometric classes (21 Lengths , 4 Ratios , 1 Area , and 2 Angles ). This result confirmed that it is possible to
take advantage from an analysis/selection of features with a twofold benefit: (1) the increase of the level of performance
achieved, and (2) a reduction of the input making the computation lighter, which is of paramount importance in mobile
computing. 
The analysis of the preliminary results obtained in our previous work [7] using the Euclidean Distance as a metric for
matching, allowed to suitably reduce the number of features to match and thus the computing demand for mobile devices.
The metric of Decidability was especially effective in reducing the EER achieved by ED with respect to using the subsets of
canonical features as well as using the set of all the features extracted from the hand shape. The best performing subset of
features was F 3 (see Section 4.3 ) achieving an EER of 3.5%. Considering the simplicity of the approach using the Euclidean
Distance and its suitability for mobile computing, the results obtained were considered sufficient for a reliable recognition.
However, a deeper analysis of the data carried out exploiting the LDA classifier (chosen among other classifiers typically
used in machine learning) revealed a significant improvement in performance while keeping the complexity of the model
under control. The impact of such a gaining in performance is rather evident in the plots in Fig. 6 . The subset F 5 achieved
an identification accuracy of about 98% (and an EER of 0.52%) by LDA on a selection of 28 features. The crucial aspect to
be considered regarding the achieved result is that the reduction of cardinality of the feature set F 5 lowered the EER over
all subsets of canonical features (i.e., Lengths, Ratios, Angles, Areas ). The aggregated plot in Fig. 7 highlights the margins of
improvement of the LDA classifier over the preliminary approach by Euclidean Distance. Among the ROC curves in Fig. 7 (a),
the curve corresponding to LDA on subset F 5, selected by Intra/Inter-class variability ratio, and labelled as “LDA intra/inter
F 5” in the plot, shows an extremely peaked curve for the Genuine Acceptance Rate (GAR) at very low values of False Accep-
tance Rate (FAR). Considering Fig. 7 (e), it is also possible to observe the robust separation between genuine and impostors,
as compared to all other subsets in both experiments. By comparing LDA experiments only, it is possible to notice that
the result on F 5 (by Intra/Inter-class variability) is more accurate than in the subset F 2 (by Decidability ). The close-up in
each plot shows the level of separation among genuine and impostors, which is sensibly less accurate in the subsets F 3 (by
Intra/Inter-class variability) and F 4 (by Decidability ) processed by the Euclidean Distance. Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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Fig. 7. The overview of the performance achieved with the best selection of features. (a) The ROC curves of the best subset of features; (b,d) the sepa- 
ration between genuine and impostor score distributions by standardised ED using Decidability and Intra/Inter-class variability ratio respectively; (c,e) the 
separation between genuine and impostor score distributions by LDA using Decidability and Intra/Inter-class variability ratio respectively. 
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Table 6 
Literature review on recent works that deal with contact-less biometrics based on hand geometry. ( ∗) When the compared approaches use and combine 
further features besides those extracted by the hand geometry, the EER reported refers to hand geometry only (when available). 
Proposal Method Dataset (#Subj.s) #Feat.s EER (%) 
Sanches et al. [36] Fusion of features from hand geometry (25 features), 
palmprint and finger surface. 
UST Database (287) 25 3 ∗
de Santos-Sierra et al. [38] Recognition based on hand contour. Proprietary(45) - 3.7 
Kanhangad et al. [22] Acquisition and combination of 3-D and 2-D features 
from the hand. 
Proprietary (177) - 6.3 ∗
Goh Kah Ong et al. [30] Multi-modal biometric approach which includes hand 
geometry, palm print, palmar knuckle print, palm vein, 
and finger vein. 
Proprietary (100) - 3.61 
Morales et al. [31] SVM on features from hand geometry in the visible 
spectrum. 
Proprietary (20) - 6.3 
Luque et al. [26] Genetic Algorithm+LDA from hand shape geometry CASIAMS-PalmprintV1 
(100) IITD (137) 
34 4.64 
Sharma et al. [39] Hand Contour & geometrical features of the hand IITD (240) 
Proprietary(50) 
121 0.52 0.31 
do Nascimiento et al [32] Logist Boot + Random Forest. A combination of 1200 
images were used from dorsal and palm acquisitions of 
hands. 
Proprietary (-) 54 - 
Kang et al [21] Fourier descriptors and fingers area functions. 
Inter-group matching used for dimensionality 
reduction of the input. Features are extracted from four 
fingers only (the thumb is ignored). 
Hand Geometry DB 
Part1 (638) 
- 3.69 
MOHAB [7] Euclidedan Distance on 17 features extracted by de 
geometry of the hand. 
Technocampus Hand 
Dataset (100) 
17 4.9 
This Work (Solution #1) Features Extraction from hand shape geometry and 
subset selection with Decidability 
Technocampus Hand 
Dataset (100) 
20 0.9 
This Work (Solution #2) Features Extraction from hand shape geometry and 
subset selection with Intra/Inter-Class Variability 
Technocampus Hand 
Dataset (100) 
28 0.52 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The lack of standard tests together with the heterogeneity of datasets (often not publicly available and of different size
and nature) makes the comparison with the state-of-the-art a non-trivial task. Several factors affect the achieved perfor-
mance in each one of the works proposed over recent years, especially for the size of the dataset used and the number of
acquisitions per subject. Looking at Table 6 , the proposed method ranks well among similar works in literature. Generally,
the larger the dataset is, the more reliable and generalizable is the recognition result obtained. Following this observation,
the work by Kang et al [21] , which used a dataset containing 638 subjects, represents the most accurate result. However, the
method proposed therein cannot be considered a valid option for mobile devices, since the acquisitions have been carried
out by commercial scanners. It is possible to further observe that the results obtained in our preliminary experimentation
using the Euclidean Distance for matching are also comparable with the state-of-the-art. However, the experiments by LDA
significantly outperform most of the methods in the literature, thus confirming the competitiveness of the method proposed
in this study. 
5. Conclusions 
This paper has presented a biometric system based on hand geometry, which is suitable to be used on mobile devices.
The strength of the proposed approach is that it is oriented to contact-less scenarios, which is a key aspect for mobile
devices. Consequently, it does not use any support or driving pegs to help the user to place his/her hand in the desired
position during the acquisition. This of course produces images possibly affected by various distortions. 
Two different strategies are investigated to analyze the set of features extracted from hand shape, in order to identify
the most reliable and robust to distortions. 
The results obtained on a public dataset show that the feature extraction and selection strategy is able to achieve a level
of performance comparable with the state-of-the-art. Thanks to the low computational demand for human recognition,
the proposed method represents a viable solution for devices with low hardware profile and is thus applicable to a wide
number of different scenarios, not necessarily limited by the constraints of mobile settings. For example, the analysis of
hand features, like shape and geometry as well as texture and finger/palm-print, has significant impact in digital image
forensics. 
The significant improvement in performance obtained by classifiers typically used in machine learning, suggests that
combining alternative sets of features, or computing new ones as well, might even increase the reliability of the proposed
method and the related recognition performance. On the other hand, the complexity of the model has to be also taken into
account while dealing with the limitation of mobile computing. In this study, the Linear Discriminant Analysis classifier has
been chosen for its simple mathematical representation which, consequently, makes its implementation suitable for mobiles.
We expect that, by involving new metrics and formal quality measurements of the features, it is still possible to discover
alternative sets (the smallest, if possible) of features that can maximise the performances. Please cite this article as: S. Barra et al., A hand-based biometric system in visible light for mobile environments, Informa- 
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