Abstract: Web caching is a technology to improve network traffic on the Internet. It is a temporary storage of Web objects for later retrieval. Three significant advantages of Web caching include reduction in bandwidth consumption, server load, and latency. These advantages make the Web to be less expensive yet it provides better performance. This research aims to introduce an advanced machine learning method for a classification problem in Web caching that requires a decision to cache or not to cache Web objects in a proxy cache server. The challenges in this classification problem include the issues in identifying attributes ranking and improve the classification accuracy significantly. This research includes four methods that are Classification and Regression Trees (CART), Multivariate Adaptive Regression Splines (MARS), Random Forest (RF) and TreeNet (TN) for classification on Web caching. The experimental results reveal that CART performed extremely well in classifying Web objects from the existing log data with a size of Web objects as a significant attribute for Web cache performance enhancement.
Introduction
Caching operation can execute in a client application, and generally, it is embedded in most Web browsers [1, 2, 3, 4, 5, 6] . A number of products extend or replace the embedded caches with systems that contain larger storage, more features, or better performance. In most cases, these systems only cache net objects from many servers for a single user [7, 8] .
Caching can also be operated between the client and the server as a part of proxy cache [9, 10, 11] , which is often located close to network gateways to decrease the bandwidth connections. These systems can serve many users or clients with cached objects from many servers. In fact, Davison [7] reported that the usefulness of Web caching is up to 80% for some installations based on Web cache objects requested by one client for later retrieval by another client. Even for better performance, many proxy caches are part of cache hierarchies [12] ; a cache can appeal to neighboring caches for a requested document to lessen the need for direct fetching.
Furthermore, the location of caches can be directly in front of a particular server, to reduce the number of requests that the server must handle. Most proxy caches are available in this way with different names; reverse cache, inverse cache, or sometimes httpd accelerator, to replicate the fact that it caches objects for many clients but normally from one server [13, 14] . Many solutions are developed for caching either from proxy cache or on Web server using statistical or machine learning methods. In this study, we investigate the performance of Classification and Regression Trees (CART), Multivariate Adaptive Regression Splines (MARS), Random Forest (RF) and TreeNet (TN) as classifier of the Web cache objects in a proxy cache server.
The rest of the paper is organized as follows: Section 2 describes the related works, followed by the introduction on the machine learning methods in Section 3. Section 4 is on experimental setup and Section 5 illustrates the performance result of the proposed method. Section 6 discusses the result from the experiment and finally, Section 7 concludes the article.
Related Works
Many researchers have looked for ways to improve current caching techniques. Padmanabhan and Mogul [15] proposed a predictive model as a server hint. The proposed model is equipped with a server that is able to create Markov model by predicting the probability of object A tagging along with next n requests and object B (n is a parameter of the algorithm). The server will use the model to produce a forecast for subsequent references and proposed the forecast to the client. The client will use the forecast result to pre-fetch an object on the server only if that object is not in the client cache. The simulation shows that the proposed model is able to reduce the latency until 45%. However, their technique has a limitation as it also makes network traffic larger by two times than the pre-fetch without the proposed technique [15] . That is why many researchers try to acquire latency and network reduction at the same time.
In another work, Bestavros and Cunha [16] presented a model for the speculative dissemination of World Wide Web data. Their work illustrates that reference patterns from a Web server can be the main source of information for pre-fetching. They also discovered latency reduction up to 50%, besides the increment in the bandwidth utilization.
On the other hand, Pallis et al. [9] proposed a pre-fetching based on clustering method. Web pre-fetching is an attractive solution to reduce the network resources consumed by Web services as well as the access latencies perceived by Web users. Unlike Web caching, which exploits the temporal locality, Web pre-fetching utilizes the spatial locality of Web objects. Specifically, Web pre-fetching fetches objects that are likely accessible in the near future and stores them in advance. In this context, a sophisticated combination of these two techniques may cause significant improvements on the performance of the Web infrastructure.
Kroeger et al. [17] observed a local proxy caching which is able to decrease latency until 26%, while pre-fetching could decrease latency at 57%. The combination of both local proxy caching and pre-fetching contributes to better latency reduction until 60%. Furthermore, they also found that their proposed algorithm on pre-fetching has contribution to reducing latency. The work also shows that prefetching can provide double improvement on caching. However, it only decreases the latency [18] , see Fig. 1 . Fig. 1 Proxy configuration [18] .
Xu et al. [19] proposed a solution by creating a proxy management. The caching dynamic content is obtained by generating data and personalise data that contributes up to 30-40% of the total traffic. These types of data are normally identified as "uncachable". To further improve Web performance, reverse caching can make dynamic content to be more cachable and manageable [9] . However, the challenge is still on how to maintain efficiently the consistency between the cached content and the data source that frequently changes. Another important issue is the analysis of query semantics to evaluate a complex query over the cached content.
The next issue is caching streaming objects: The prediction is that streaming media, such as music or video clips, symbolize a significant portion of the Web traffic over the Internet. Due to the distinct features of streaming objects like huge size, long duration, intensive use of bandwidth, and interactivity, conventional proxy caching techniques are unable to solve this problem. Hence, a number of studies have proposed partial caching algorithms in recent years [10, 11] . The proposed algorithms show that even if a small size of video is stored on the proxy, the consumption of network reduces significantly.
Xu et al. in [19] generally stated that the collaboration among proxies is based on the premise, and it would be faster and cheaper to fetch an object from another close proxy rather than the origin server. See Fig. 2 for the cooperative cache organization.
Teng et al. [20] proposed a combination between Web caching and Web prefetching. The combination is possible because the Web caching technique uses the Fig. 2 Examples of different cooperative cache organizations [19] .
temporal locality while the Web pre-fetching technique utilizes the spatial locality of Web objects. The proposed technique is obtained by evaluating the pre-fetching rules.
There is continuity in the research especially on clustering pre-fetching, caching on proxy level and designing a cache organization. The list of issues on Web caching and pre-fetching is available in Tab. I.
Considering that there have been several caching policies proposed in the past, the challenge is how to extend them by using data mining techniques. It presented a clustering-based pre-fetching scheme using a graph-based clustering algorithm that identifies clusters of "correlated" Web pages based on users' access patterns and then it creates adaptive websites [21] .
Nevertheless, the research in this paper proposes a scheme that integrates data mining techniques into a cache server for Web object classification, thus improving its performance. Through a simulation environment using the Salford Systems [22] and a real data set, the proposed scheme can be an effective way in improving the performance of the Web caching environment. The use of the real data set for classification of Web object data is based on two different Web log data from Boston University (BU) and E-learning@UTM (EL) websites.
Machine Learning Methods

Classification and regression trees
Classification and Regression Trees (CART) is a robust decision-tree tool for data mining, pre-processing and predictive modeling, suggested by Breiman et al. [23] . CART can analyze complex data for patterns and relationships and uncovering hidden structures [24] . Moreover, CART is a nonparametric technique that can select variables from a large data set and their interactions that are very important in determining the outcome variable to be analyzed.
Decision Tree (DT) induction is one of the classification algorithms in data mining. The classification algorithm is inductively learned to construct a model from the pre-classified data set. Inductive learning means making general assumptions from the specific examples in order to use those assumptions to classify unseen data. The inductively learned model of classification algorithm is known as classifier. Classifier may be viewed as a mapping from a set of attributes to a particular
Author
Proposed Solution Weakness Ali Ahmed and Shamsuddin (2011) [43] -Proposed intelligent scheme based on neuro-fuzzy system by splitting cache to two caches, short-term cache and long-term cache, on a client computer for storing the ideal Web objects and removing the unwanted objects in the cache for more effective usage.
-Requires extra computational overhead for training process. Albers (2010) [42] -Reduced web caching with request reordering to a problem of computing batched service schedules using a deterministic algorithm.
-Do not know how to modify the online algorithm. Hung et al. (2008) [11] -Proposed two levels caching to improve the average of cache access time and an adaptive pre-fetch strategy.
-Still hard to adapt with different application. Nair and Jayasudha (2007) [10] -Proposed an intelligent agent that is able to monitor bandwidth usage and helps the prediction engine to decide the number of Web pages to be prefetched.
-Needs an improvement in artificial intelligence of the agent.
Jin et al. (2007) [41]
-Proposed an adaptive pre-fetching concept to be more intelligible in term of mobile context.
-Needs to be paired with Web caching technology in order to produce faster performance. Pallis et al. (2007) [9] -Proposed clustering method between object that needs to be fetched and user position.
-Needs more study on implementing another clustering algorithm. Xu et al. (2006) [19] -Proposed cooperative cache organizations between client and proxy cache.
-Needs more study on searching nearby proxy when some objects are requested. Teng et al. (2005) [20] -Proposed an algorithm that is called IWCP (Integration of Web Caching and Pre-fetching). -To create appropriate combination of pre-fetching and Web caching by utilizing innovative cache replacement.
-Still hard to be implemented in different platform, such as Web and mobile.
Tab. I The comparison of previous work on pre-fetching and Web caching.
class. Data items are defined by the values of their attributes and X is the vector of their values {x 1 , x 2 . . . .x n }, where the value is either numeric or nominal. Attribute space is defined as a set containing all possible attribute vectors and is denoted by Z. Thus X is an element of Z (X ∈ Z). The set of all classes is denoted by C = {c 1 , c 2 , ..., c n }. A classifier assigns a class c ∈ C to every attribute of the vector X ∈ Z. The classifier can be considered as a mapping f , where f : X♦ C. The use of this classifier is to classify the unseen data with a class label. A decision tree classifies the given data item using the values of its attributes. The decision tree is initially constructed from a set of pre-classified data. Each data item is defined by values of the attributes. The main issue is to select the attributes which best divides the data items into their classes. According to the values of these attributes, the data items are partitioned. This process is recursively applied to each partitioned subset of the data items. The process terminates when all the data items in the current subset belongs to the same class.
A decision tree consists of nodes, leaves and edges. A node of a decision tree specifies an attribute by which the data are to be partitioned. Each node has a number of edges, which are labeled according to a possible value of edges and a possible value of the attribute in the parent node. An edge connects either two nodes or a node and a leaf. Leaves are labeled with a decision value for categorization of the data. Induction of the decision tree uses the training data, which is described in terms of the attributes. The main problem here is on how to decide the attribute, which is the best partition of the data into various classes.
The ID3 algorithm uses the information theoretic method to solve this problem. Information theory uses the concept entropy, which measures the impurity of data items. Entropy specifies the number of bits required to encode the classification of a data item. The value of entropy is small when the class distribution is uneven, that is when all the data items belong to one class. The entropy value is higher when the class distribution is more even, that is when the data items have more classes. Information gain is a measure or the utility of each attribute in classifying the data items. It is measured using the entropy value. Information gain measures the decrease of the weighted average impurity (entropy) of the attributes compared with the impurity of the complete set of data items. Therefore, the attributes with the largest information gain are considered as the most useful attributes in classifying the data items.
To classify an unknown object, one starts at the root of the decision tree and follows the branch indicated by the outcome of each test until a leaf node is reached. The name of the class at the leaf node is the resulting classification. Several algorithms have implemented decision tree induction. This includes the basic ID3 that has the extension of C4.5 and C5.0. C4.5. C4.5 handles continuous attributes and is able to choose an appropriate attribute selection measure. It also deals with missing attribute values and improves computation efficiency. C4.5 builds the tree from a set of data items using the best attribute to test in order to divide the data item into subsets and then it uses the same procedure on each subset recursively. The selection of the best attribute to divide the subset at each stage uses the information gain of the attributes. For nominal valued attributes, a branch for each value of the attribute is formed, whereas for numeric valued attributes, a threshold is found, thus forming two branches.
CART methodology
The CART methodology [23] is recognized as a binary recursive partitioning. The process is binary due to splitting of parent nodes into exactly two child nodes. It is recursive because the process is repeatable by treating each child node as a parent. The key elements of a CART analysis include a set of rules for splitting each node in a tree; deciding when a tree is complete; and assigning each terminal node to a class outcome. CART always asks questions that have a 'yes' or 'no' answer to split a node into two child nodes; the yes answers to the left child node and the no answers to the right child node. CART's method is to look at all possible splits for all variables included in the analysis. Next, CART ranks the order of each splitting rule based on a quality-of-split criterion. One criterion commonly used is a measure of how well the splitting rule separates the classes contained in the parent node. Once it finds the best split, CART repeats the search process for each child node, continuously and recursively until further splitting is impossible or stopped. Splitting is impossible if only one case remains in a particular node or if all the cases in that node are exact copies of each other (on predictor variables). CART also allows splitting to stop for several other reasons, including that a node has too few cases. One simple criterion is the plurality rule: the group with the greatest representation determines the class assignment.
CART goes a step further: Because each node has the potential for being a terminal node, a class assignment is made for every node whether it is terminal or not. The rules of class assignment can be modified from simple plurality to account for the costs of making a mistake in classification and to adjust for over-or undersampling from certain classes. A common technique among the first generation of tree classifiers is to continue splitting nodes (growing the tree) until some goodnessof-split criterion failed to be met. When the quality of a particular split fell below a certain threshold, the tree is not grown further along that branch. When all branches from the root reach terminal nodes, the tree is considered complete.
Instead of attempting to decide whether a given node is terminal or not, CART proceeds by growing trees until it is not possible to grow any further. Once CART has generated a maximal tree, it examines smaller trees obtained by pruning away branches of the maximal tree. The important point is that CART trees are always grown larger than they need to be and then selectively pruned back. Unlike other methods, CART does not stop in the middle of the tree-growing process, because there might still be important information to be discovered by drilling down several more levels.
Once the maximal tree is grown and a set of sub-trees are derived from it, CART determines the best tree by testing for error rates or costs. With sufficient data, the simplest method is to divide the sample into learning and test subsamples. The learning sample is used to grow an overly large tree. Then use the test sample to estimate the rate at which cases are misclassified (possibly adjusted by misclassification costs). The misclassification error rate is calculated for the largest tree and also for every sub-tree. The best sub-tree is the one with the lowest or near-lowest cost, which may be a relatively small tree.
The cross-validation method is used if the data is insufficient for a separate test sample. In such cases, CART grows a maximal tree on the entire learning sample. This is the tree that will be pruned back. This process is used to estimate the independent predictive accuracy of the tree. This means that we can know how well any tree will perform on completely fresh data even if we do not have an independent test sample. Because the conventional methods of assessing tree accuracy can be wildly optimistic, cross validation is the method CART normally uses to obtain objective measures for smaller data sets.
Multivariate adaptive regression splines
Splines can be an innovative mathematical process for complicated curve drawings and function approximation. Splines find ever-increasing application in the numerical methods, computer-aided design, and computer graphics areas. Mathematical formulas for circles, parabolas, or sine waves are easy to construct. In order to develop a formula to trace the shape of shared value fluctuations or any time series prediction is to break the complex shape into simpler pieces, and then use a stock formula for each piece. To develop a spline, the X-axis is broken into a convenient number of regions. The boundary between regions is known as a knot. With a sufficiently large number of knots virtually any shape can be well approximated. While it is easy to draw a spline in two dimensions by keying on knot locations (approximation using linear, quadratic or cubic polynomial regression etc.), manipulating the mathematics in higher dimensions is best accomplished using basis functions.
The Multivariate Adaptive Regression Splines (MARS) model is a spline regression model that uses a specific class of basis functions as predictors in place of the original data [25, 26] . The MARS basis function transform makes it possible to selectively blank out certain regions of a variable by making them zero, allowing MARS to focus on specific sub-regions of the data. MARS excels at finding optimal variable transformations and interactions, as well as the complex data structure that often hides in high-dimensional data.
Given the number of predictors in most data mining applications, it is infeasible to approximate a function y = f (x) in a generalization of splines by summarizing y in each distinct region of x. Even if we could assume that each predictor x had only two distinct regions, a database with just 35 predictors contains 235 or more than 34 billion regions. This is known as the curse of dimensionality. For some variables, two regions may not be enough to track the specifics of the function. If the relationship of y to some xs is different in three or four regions, for example, with only 35 variables, the number of regions requiring examination can be even larger than 34 billion. Given that, neither the number of regions nor the knot locations can be specified as a priori and a procedure [26] that are needed to accomplish judicious selection of which regions to look at and their boundaries, and judicious determination of how many intervals are needed for each variable.
A successful method of region selection requires to be adaptive to the characteristics of the data. Such solution probably rejects quite a few variables besides the accomplishing of the selected variable. This solution takes into account only a few variables at a time, thus reducing the number of regions.
MARS smoothing, splines, knots selection and basis functions
A key concept underlying the spline is the knot, which marks the end of one region of data and the beginning of another. Thus, the knot is where the behavior of the function changes. Between knots, the model could be global (e.g., linear regression). In a classical spline, the knots are predetermined and evenly spaced, whereas in MARS, the knots are determined by a search procedure. Only as many knots as needed are included in a MARS model. If a straight line is a good fit, there will be no interior knots. In MARS, however, there is always at least one "pseudo" knot that corresponds to the smallest observed value of the predictor.
Finding one best knot in a simple regression is a straightforward search problem: Simply examine a large number of potential knots and choose the one with the best R2. However, finding the best pair of knots requires far more computation, and finding the best set of knots when the actual number needed is unknown is an even more challenging task. MARS finds the location and number of needed knots in a forward/backward stepwise fashion. First, a model that is clearly overfit with too many knots is generated; then, those knots that contribute least to the overall fit are removed. Thus, the forward knot selection will include many incorrect knot locations, but these erroneous knots should eventually be deleted from the model in the backwards pruning step (although this is not guaranteed).
Knot selection works very well to illustrate splines in one dimension; however, this context is unwieldy for working with a large number of variables simultaneously. Both concise notation and easy to manipulate programming expressions are required. It is also not clear how to construct or represent interactions using knot locations. In MARS, Basis Functions (BFs) are the machinery used for generalizing the search for knots. BFs are a set of functions used to represent the information contained in one or more variables. Much like principal components, BFs essentially re-express the relationship of the predictor variables with the target variable. The hockey stick BF, which is the core building block of the MARS model, is often applied to a single variable multiple times. The hockey stick function maps variable X to new variable X*:
In the first form, X* is set to 0 for all values of X up to some threshold value c and X* is equal to X for all values of X greater than c. (Actually X* is equal to the amount by which X exceeds threshold c.) The second form generates a mirror image of the first. It starts with a constant in the model and then begins the search for a variable-knot combination that improves the model the most (or, alternatively, worsens the model the least). The measurement of the improvement is part of the change in Mean Squared Error (MSE). Adding a basis function always reduces the MSE. MARS searches a pair of hockey stick basis functions, the primary and mirror image, even though only one might be linearly independent of the other functions. This search is then repeated, with MARS searching for the best variable to add given the basis functions that are already in the model. The brute search process theoretically continues until the addition of every possible basis function to the model. In practice, the user specifies an upper limit to generate the number of knots in the forward stage. The limit should be large enough to ensure the capture of the true model. The rule of thumb in determining the minimum number is three to four times the number of basis functions in the optimal model. The setting of this limit can be trial and error.
Random Forest
Breiman [27] proposed the Random Forests (RF) algorithm in 1999 [27] . The algorithm is usable for both regression and classification, as well as for variable selection, interaction detection, clustering etc. This technology represents a substantial advance in data mining technology and it is based on novel ways of combining information from a number of decision trees [23, 27] .
A Decision Tree Forest (DTF) is an ensemble (collection) of decision trees, in which the combination of predictions contributes to the overall prediction for the forest. A decision tree forest grows a number of independent trees in parallel, and those trees do not interact until after all of them have been built. Decision tree forest models often have a degree of accuracy that cannot be obtained using a large, single-tree model. An outline of the algorithm used to construct a decision tree forest consisting of N observations as below:
(1) Take a random sample of N observations from the data set with replacement.
The selection of some observations is more than once, and there is no selection for others. On average, about 2/3 of the rows will be selected by the sampling. The remaining 1/3 of the rows are called the out of bag rows. A new random selection of rows is performed for each tree constructed.
(2) As the tree is built, allow only a subset of the total set of predictor variables to be considered as possible splitters for each node. Select the set of predictors to be considered as a random subset of the total set of available predictors. For example, if there are ten predictors, choose a random five as candidate splitters. Perform a new random selection for each split. Some predictors (possibly the best one) will not be considered for each split, but a predictor excluded from one split may be used for another split in the same tree.
(3) and (2) are repeated for a large number of times to construct a forest of trees.
Decision tree forests have two stochastic elements: (1) the selection of data rows used as input for each tree, and (2) the set of predictor variables considered as candidates for each node split. For reasons that are not well understood, these randomizations along with combining the predictions from the trees significantly improve the overall predictive accuracy.
TreeNet
TreeNet (TN) is a robust multi-tree technology for data mining, predictive modeling and data processing. This technology is an exclusive implementation of Jerome Friedman's MART methodology [28] . It offers exceptional accuracy, blazing speed, and a high degree of fault tolerance for dirty and incomplete data. It can handle both classification and regression problems and has been proven to be remarkably effective in traditional numeric data mining and text mining [28] . TN is an enhancement of the CART model using stochastic gradient boosting [28] . Boosting means the endeavors to "boost" the accuracy of any given learning algorithm by fitting a series of models each having a low error rate, and then combining into an ensemble that may perform better [29, 30] . The key features of TN models consist of [31] : automatic variable subset selection; ability to handle data without pre-processing; resistance to outliers; automatic handling of missing values; robustness to dirty and partially inaccurate data; high speed; and resistance to over-training. A TN model can be thought as a series expansion approximating the true functional relationship as shown in Equation 1 [29] :
where T i is a small tree. Each tree refines and improves its predecessors. TN models are typically composed of hundreds of small trees, each of which contributes a slight refinement to the overall model.
Experimental Setup
In this study, two different log records are utilized; browser logs data and server logs data. The first data from Boston University (BU) Web Trace (client-side or browser) [32] collected by Oceans Research Group at BU functions as the experiment data set. BU log data consists of 9,633 files, from 762 different users, and recording 109,759 requests for data transfer. The browser logs data (from November 1994 to May 1995) are obtained from Mosaic clients at BU (http://ita.ee.lbl.gov/ html/contrib/BU-Web-Client.html) [33, 34, 35] . BU datasets consist of various activities among users, for example the access from different workstations that can cause multi Web log behavior. Hence, many uncertainties occur in this dataset, which can affect the findings of the study. The second data are from the E-Learning@UTM (EL) Web server from Universiti Teknologi Malaysia (UTM). The server logs data that are obtained on 13 and 14 January 2008 with 65,015 record from one of EL Apache servers at Centre of Information and Communication Technology (CICT), UTM (http://elearning.utm.my/) [36] . Unlike BU datasets, EL datasets illustrate high similarity in Web log behavior and activities since these datasets are meant for E-Learning Website (E-Learning@UTM).
EL involved 17 faculties consisted of more than 2000 subjects who are undergraduates and postgraduates at UTM. Tab. II shows the number of hits for only an undergraduate subject that is Web Programming, in Semester 1, Session 2006/2007 (from July to November 2006). The data show the highest hit in the course module (31.20%), followed by forum (16.87%), resource (16.57%) and workshop (13.93%). Other modules are below 10% of the total hits. However, the log data for that session are not available, as the CICT administrator did not keep the previous log. Consequently, only the latest log data are available to be saved at that time.
Pre-processing and normalized data
Pre-processing is the key component to classify the object to cache. Fig. 3 shows the actual data prior to data pre-processing and Fig. 4 depicts the pre-process data. Each line of a condensed log in BU Web Trace corresponds to a single URL requested by the user; it contains the machine name, the time stamp when the request is made (seconds and microseconds), the URL, the size of the document (in bytes), and the object retrieval time in seconds [32] . Meanwhile, each line in the EL file represents an incoming HTTP request, and Apache records information about it using a format known as the Common Log Format (CLF). Reading from left to right, this format contains the following information about the request; the source IP address, the client's identity, the remote user name (if using HTTP authentication), the date, time, and time zone of the request, the actual content of the request, the server's response code to the request, and the size of the data block returned to the client in bytes.
Three common variables or attributes have been identified in Web performance analysis [37, 38] . The attributes used in this study are:
Time: the counter that observes the time taken to receive data in seconds. Object Size: the size is in bytes.
Numbers of Hit: the number of hits per data. Each completed request for a Web file increases the number of hit for the requested file.
Each variable or attribute must be multiplied with defined Priority Value (PV) [39] to get the total of the attributes for target output generation of the network. An example is as follows:
Expected target = (size * 0.266667) + (hit * 0.200000) + (retrieval time * 0.066667) ( 2) The total value determines the expected target for current data. It is compared to a threshold number, and these threshold values are dynamic. Koskela [40] proposed a threshold calculation based on the latency ratio on a request hit rate obtained for a cache with an infinite size.
The threshold is calculated and updated for every epoch of the training. If the expected target is smaller than the threshold, then the expected target is 0, or else it becomes 1 if the expected target is equal or greater than that of the threshold [33, 36] shown below:
The network incorporates simplicity in generating the output for the Web caching, to cache or not to cache. For each output generated from the non-training mode, the outputs can be illustrated by employing sigmoid function that is bounded between 0 and 1. For each output value that represents the values between the interval of 0.5 and 1, the data are cached in the caching storage, and for each output that represents values less than 0.5 the data are fetched directly from the originating database resource, in case the data are not found in the cache storage [33, 36, 40] .
Normalization process (see Fig. 5 ) is done by determining the maximum and minimum value for each attribute. The end values are between 0 and 1 to improve training characteristics. Min-max normalization is given as in formula 4:
Let X refer to an original attribute value and X * refer to the normalized attribute value. From this formula, the summary of the results is as shown in Tab. III. Tab. III Summarization of BU and EL log data after the normalization.
Fig. 5 Normalize BU and EL log data (a) BU (b) EL.
Summary
Training and testing
The actual BU log data consist of 109,759 records and EL log data involve 65,015 records. 90% of it is used for training and the remaining is for testing purposes. K-folds cross validation as a statistical technique is used to validate the performance of the machine learning methods for both Web logs dataset. These experiments are carried out on a Core Duo CPU, 2GHz Machine and the codes are executed using Salford System tools. The details setting of CART, MARS, RF and TN using the BU and EL datasets are shown in Tab. IV. 
Parameter Setting
BU EL CART Number of predictors 3 2 Important 3 2 Nodes 31 5 Min node cases 1 328-374 MARS Number of predictors 3 2 Max basis functions 12 8 Number of effective parameters 1 13-15 Min observation between knots 100 100 RF Number of predictors 3 2 Max terminal nodes 7752 10398 Trees grown 500 500 Parent node min cases 1 2 TN Number of predictors 3 2 Tree size 6 6
Results and Analysis
Tabs. V and VI summarize the comparison of performances for CART, MARS, RF and TN in terms of training and test error rate including the accuracy of classification for BU and EL log data. Mean and standard deviation are used as a statistical validation to verify the performance of CART, MARS, RF, and TN for both datasets.
The results have revealed that CART has the lowest mean error rate for BU training (0.00191), test set (0.00721) and 0 for both EL training and test set. The second lowest in error rate for BU training set is 0.00264 for TN. Nonetheless, the highest error rate is 0.05896 for training set and 0.05932 for test set by using MARS for BU dataset. As can be seen, Tab. VI reports TN for EL training and test set as the highest error rate (0.45). Tab. V also explains that a standard deviation of CART for both EL training and test set has the lowest value, 0 for both EL training and test set compared with other statistical models.
At the same time, the testing process is done to determine the accuracy of the output generated by all machine learning classifiers. The accuracy is executed, based on the difference in results between the actual value and the generated value by the CART, MARS, RF, and TN. In this research, the accuracy is measured as 
Tab. VI Mean and standard deviation for training and test set for EL dataset.
shown in (5):
Based on Equation 5 , the CART accuracy is 99.81% and 100% for BU and EL training dataset, respectively, which has the best accuracy compared to other classifiers. The second highest is TN, 99.74% for BU training dataset and RF, classification, to cache or not to cache the Web objects, which is faster by using CART as compared to other classifiers. Moreover, Tab. X reports the receiver operating characteristic (ROC) as a graphical plot of the confusion matrix for a two-class classifier, either to cache-1 or not to cache-0. ROC analysis has recently been introduced in various fields like medicine, radiology and others. Conversely, it has been introduced recently in other areas, for instance data mining and machine learning. ROC approved that CART and TN for EL dataset is the best classifier compared to other machine learning classifiers, and RF is the best classifier for BU dataset.
In addition, Tab. XI shows the important level of three variables based on the means of each variable for a fold 1 to 10 of BU log data. Nonetheless, the EL log data only provided the size and the number of hits variable. The most significant variable is the size, followed by the number of hits and retrieval time for each BU and EL log data. It has been proven that size constructs an effective use of space for Web caching in the cache server.
Previous results in Tabs. VII and VIII show that CART classifier is one of the best classifiers of Web cache objects especially for the EL dataset. Due to the earlier analysis by using paired-samples t-test, the significant analysis for CART classifier is evaluated. The results of evaluation are available in Tabs. XII and XIII. Positive means revealed that CART is significantly better than all other classifiers for BU and EL datasets. As evident in the same table, the accuracy criterion for CART is significantly better than all other classifiers with a p-value < 0.05 excluding TN for both BU training and test datasets and RF for BU and EL test datasets.
Discussions
Various methodology and approaches to manage proxy cache have been proposed [15] [16] [17] [18] [19] [20] . This particular study applied different computational models to decide and classify the objects on Web documents and to either cache or not to cache the objects.
The results imply that CART and TN have a distinct advantage over MARS and RF in classifying the cache objects. This scenario occurred due to the strengths and weaknesses of the models themselves (refer to Tab. XIV). Lack of smoothness, difficulty in capturing linear and additive structure, unstable and low interpretability in this context. Tree models are regionally constant within a given region. Leads to potential instability where small changes in predictors lead to dramatic changes in predictions and instability likely worse for larger as well. Small datasets at real disadvantage.
TN
Depends on linear combination of many small trees, each typically containing about six terminal nodes. Each tree is devoted to contributing a small portion of the overall model and the final model for prediction is constructed by adding up all of the individual tree contributions. Maintains all of the strengths of single CART tree except interpretability, scales well to large problems, often dramatic increase in accuracy, much more stable by averaging large number of trees and degree of data fragmentation reduced by using small trees.
Poor for outlier cases and does not have a significant tendency towards either underestimation or overestimation.
RF
Creates multiple boot-strapped regression trees without pruning and averages the outputs. Each tree is grown with a randomized subset of predictors. Typically, 500 to 2,000 trees are grown and the results aggregated by averaging.
Growing large numbers of trees does not overfit the data, and random predictor selection keeps bias low. Provides better classifier for prediction.
Even more of a "black box" model. Can be very demanding in terms of time and computer resources.
MARS
Builds localized regression models by fitting separate splines using basis functions to distinct intervals of predictor variables. Because splitting rules are replaced by continuous smooth functions, MARS is better at detecting global and linear data structure. Moreover, the output is smoother and less coarse-grained.
Tends to be excessively guided by the local nature of the data, making prediction with new data very unstable. Selecting values for input. Parameters can be cumbersome.
Tab. XIV Comparison of the four classifiers.
Subsequently, the modeling of the data set can be a suitability factor of the models. Based on the experimental results in this study, the summary is as below:
• Intelligent Web caching is able to store ideal objects and remove unwanted objects, which may cause insufficient cache. Thus, the caching insufficiency can be improved.
• Both CART and TN achieve correct classification accuracy in the range of 99.8% to 100% for testing data of BU and EL log data, and in the range of 0 to 0.002 for training error rate data for both data compared to MARS and RF, respectively.
• ROC for CART has the highest sensitivity and specificity for testing. Consequently, CART is identified as the best classifier that is closest to the convex hull.
• In all conditions, MARS is the worst model to be applied in classifying all log data because MARS is highly sensitive to extrapolation caused by the local nature of the basis functions. A change in the predictor value towards the end of its range can cause the prediction to go largely off scale.
• Size of Web objects is recognized as the most important variable in affecting the performance of the proxy cache server.
Conclusions and Future Work
In this research, an accomplishment of different machine learning methods for Web caching technology promises alleviation of congestion in the Internet access mainly for BU and EL. Therefore, this study proves that the classification of Web objects through log mining using CART, MARS, RF and TN models can be applied in cache server. Hence, this situation can affect the size of data in the cache server and the time to retrieve the data from the cache server. Future work includes the evaluation and comparison of performance analysis for machine learning methods with other hybrid soft computing methods for Web caching technology using BU and EL datasets.
