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Abstract— In this study, we address a simple cognitive
architecture to design a radar waveform that fills the gaps in the
radio-frequency spectrum and matches the target scattering
properties. The metric used to calculate the radar waveform is
the Mutual Information between the received signal and the
target impulse response. Particular attention is paid to analyse
the impact of the properties of the communication signals on the
chosen metric, for both ideal and non-ideal cases.
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I. INTRODUCTION
Cognitive radar involves a perception-action cycle with
memory which is updated as the sensor learns about the target
scene [1]. The concept of cognitive radar was first proposed
by Haykin [2], with subsequent work by Guerci [3] and others.
The need for a cognitive radar system is justified by the
requirements of radar users in a modern complex
environments, often referred to as Congested-Contested (CC)
environment, which includes the presence of communication
systems, jamming, other radar users. This environment may
change dynamically, and the cognitive radar should be able to
respond in real-time to optimise performance, by adapting a
wide range of parameters and functions, such as transmit
waveform, polarization, carrier frequency, bandwidth, power,
scan-rate, dwell time and array configuration.
Recently, portions of the radio-frequency (RF) spectrum
previously allocated to radars have been (or will be) allocated
to communication systems [4]. In situations where the
spectrum occupation by the primary users is not continuous in
time, cognitive systems are meant to be used to access the
spectrum dynamically, i.e. adapting the transmitted waveform
to time-frequency holes. On the other hand, a radar system is
designed to detect, track and identify targets, thus the radar
waveform should be able not only to avoid the primary user
interference, but also to illuminate one or more radar targets in
order to optimize the radar performance.
Transmitter adaptivity has been a topic of wide interest in the
last years [5], addressing the optimisation of the transmitted
waveform based on the maximisation of a chosen metric. Most
works in literature have chosen the ratio between the signal
and interference-plus-noise power (SINR) as optimisation
metric, giving radar waveforms which maximise the detection
performance [6].
Previous works that relate to information theory have used the
Mutual Information (MI) between the received signal and the
target impulse response. The application of information theory
to radars was first proposed in the 1950s by Woodward [7],
then deepened rather more recently by Bell [8]. The use of MI
as a metric is motivated by the fact that it enhances a wide
number of spectral components, resulting in a better accuracy
in identifying and classifying a radar target. Recent works
have addressed the design of radar waveforms that maximise
the Mutual Information. In [9] the authors address a waveform
optimization technique to adapt to both to signal-dependent
and signal-independent disturbance. The MI approach has
been considered to address the coexistence between radar and
communication systems [10]. In general, the idea of adapting
the transmit waveform to the target characteristics is known as
“target-matched illumination” [11]
In this work, we propose a processing scheme to realize a joint
dynamic spectrum access and target-matched illumination.
The proposed scheme is based on the estimation of the PU
interference spectrum, followed by an MI-based waveform
design block (which exploits the knowledge of the target
spectral signature). The dynamic spectrum access is realized
by using spectral constraints, which depends on the estimated
PU interference spectrum. This design is similar to underlay
cognitive-radio architectures [12].
The proposed scheme is validated through simulations, by
which we analyse the impact of the primary user interference
and of the target properties on the radar performance. The
results of simulations of the adopted scheme will be shown
and compared with the ideal case, where the interference
spectrum is perfectly known. Particular attention will be paid
on characterizing the performance of the proposed waveform
design technique in situations where the interference spectrum
occupancy (SO) increases and its pattern changes.
Furthermore, the impact of the observation time (of the fast-
time recordings) is studied. This parameter is fundamental to
design a real architecture for waveform design, as it is
expected that a longer observation time yields a higher
accuracy for the estimation of the interference spectrum, thus
the resulting waveform gives higher values of our chosen
metric. This paper is organized as follows: Sec.II illustrates
the received signal model, Sec.III addresses the system
architecture, whereas the performance analysis is carried out
in Sec. IV. Final remarks are drawn in Sec. V.
II. RECEIVED SIGNAL MODEL
We assume that the radar is transmitting a waveform x(t), of
duration Tx. The target impulse response is ht(t), of duration
Th, whereas the interference signal rI(t) is the sum of the
signals transmitted by the primary users and received by the
radar. Finally, the thermal noise is indicated as n(t). The
resulting received signal model is
ݖ(ݐ) = ݎ(ݐ) + ݎூ(ݐ) + (݊ݐ)= ℎ௧(ݐ) ⊗ ݔ(ݐ) + ݎூ(ݐ) + ݊(ݐ) (1)
where ⊗ is the convolution operator. Hence the Power
Spectral Density (PSD) of the received signal is
௓ܵ( )݂ = ோܵ( )݂ + ூܵାே( )݂= |ܪ௧( )݂|ଶ|ܺ( )݂|ଶ + ூܵ( )݂ + ேܵ ( )݂ (2)
where Ht(f) is the target transfer function.
A. Extended Target Model
The target signature is due to the different scatterers of a radar
target located at different range cells. A radar target that
occupies more than one range cell is usually referred to as
extended target. Based on the Geometrical Theory of
Diffraction (GTD), the model of the target transfer function,
used in this work, is given by ([13]) the sum of the
contributions from a fixed number of scatterers (indicated as
M), located at different range cells. The total number of
scatterers is obtained by dividing the target length along the
radial dimension, Lt, by the radar range resolution, ∆ܴ =
ܿ 2ܤ்⁄ , i.e.
ܯ = 2ܮ௧ܤ் ܿ⁄ . (3)
The scatterer index is denoted by m (thus m = 1,…,M). Then
the target transfer function is given by
ܪ௧( )݂ = ෍ ܣ௠ ൬݆ ݂
௖݂
൰
ఈ೘
݁ݔ݌൬−
4݆ߨ݂
ܿ
ݎ௠ ൰
ெ
௠ ୀଵ
(4)
where Am, αm, and rm are the m-th scatterer parameters. The
parameter rm indicates the range, and Am is the complex
amplitude of the backscattered electric field. The
dimensionless parameter αm is related to the geometry of the
m-th scatterer, assuming value of -1 in the case of corner
diffraction, -0.5 for edge diffraction, 0 for a point scatterer, 0.5
for a singly curved surface reflection, 1 for a dihedral-type
reflection.
The target PSD is given by ௧ܵ௚௧( )݂ = |ܪ௧( )݂|ଶ, and the total
target power, Ptgt is given by integrating the target PSD over
all the frequencies. It should be noted that Ptgt does not depend
on the transmit power, but only on the target scattering
phenomena. The value of Ptgt could be modified in order to
account for the path loss. Fig.1 illustrates an example of
extended target PSD, obtained by modelling a target
occupying 4 range cells. The total RF bandwidth (BT) and the
sampling frequency (fS) are both set as 200 MHz, thus the
radial length of the modelled target is about 3 meters,
calculated from eq.(3). The values of the complex amplitude
Am are set equal to 1, whereas the values of the geometrical
parameter, αm – collected in the vector α - were chosen
randomly, i.e. ࢻ = [1 , 0, −0.5, 0]. In this study, we assume
perfect knowledge of the target PSD. As an alternative, the
target PSD could be estimated [14] or extracted from a
knowledge database [15].
B. Interference from Communication Systems
In the hypothesized scenario, the signal transmitted by the
primary users and received by the radar is the interference
signal, rI(t). We suppose that the interference signal changes
with a fixed period, i.e. TPU, (therefore we consider the
processing time required by the proposed technique is smaller
than TPU). For a fixed time slot, the number of active primary
users is N, with i as their index (thus i = 1,…,N). The signal
transmitted by the i-th PU and received by the radar is
ݎ௜(ݐ) = ߛ௜(ݐ) ⊗ ݌௜(ݐ) ݁ݔ݌( 2݆ߨ ௜݂ݐ) (5)
where ݌௜(ݐ) is the transmitted communication waveform,
ߛ௜(ݐ) is the channel impulse response, which can be modelled
as a Gaussian stochastic process, whose PSD is ఊܵ೔( )݂ (in this
work the PSD of the communication channel is assumed as
constant, modelling the case of flat fading). Finally, ௜݂ is the
central frequency of the i-th PU.
Hence, for the k-th time slot, ݐ∈ [݇ ௉ܶ௎ , (݇+ 1) ௉ܶ௎ ], the total
primary user interference signal is
ݎூ(ݐ) = ෍ ݎ௜(ݐ)ே
௜ୀଵ
= ෍ ߛ௜(ݐ) ⊗ ݌(ݐ) ݁ݔ݌(− 2݆ߨ ௜݂ݐ)ே
௜ୀଵ
(6)
whose PSD is
ூܵ( )݂ = ෍ ఊܵ೔( )݂|ܲ(݂− ௜݂)|ଶே
௜ୀଵ
(7)
The total interference power, PI is given by integrating
ூܵ( )݂ over all the frequencies. A basic choice for the
waveform, ݌௜(ݐ), transmitted by each primary user is the sinc
one, whose Fourier transform, ௜ܲ( )݂, is a rectangular window,
of width Bi.
More realistic choices for Pi(f) are the typical spectra of
telecommunication systems. Recent communication systems -
such as 4G and Long Term Evolution (LTE) - are based on
Orthogonal Frequency Division Multiplexing (OFDM).
However, the interference signal is sampled by the radar
receiver at a sampling frequency equal to fS, and that the signal
is recorded (in fast time) during an interval equal to Tobs.
Hence the interference spectrum has, in real cases, a
bandwidth equal to ܤ௜+ 1 ௢ܶ௕௦⁄ , due to the spectrum widening
due to the finite observation time. Fig.1 shows the interference
spectrum, in the case that it occupies ten channels, centered (in
base-band) between -100 MHz and 80 MHz, with a step of 20
MHz and a channel bandwidth of 8 MHz (in the ideal case that
the interference spectrum is rectangular-shaped).
Fig. 1 – Target (blue) and interference (red) spectrum, channel bandwidth B =
8 MHz.
III. PROPOSED TECHNIQUE
In this section we illustrate the waveform optimization
technique, upon which the general processing scheme –
described in the second subsection – is based.
A. Waveform Optimization
In this sub-section we illustrate the waveform optimization
method that is the basis of the technique for joint dynamic
spectrum access and target-matched illumination proposed in
this work. The inputs for the waveform optimization problem
are the spectra of the target, interference and noise.
We define the SINR spectral density, Ψ(f), as the ratio
between the power spectral densities of the received target
signal and of the disturbance, i.e. Ψ(f) ൌ ܵ ோሺ݂ ሻ ூܵାே ሺ݂ ሻ⁄ . In
the case that both the target signal and disturbance are
Gaussian random processes, the Mutual Information between
the received signal z(t) and the target impulse response ht(t),
given the transmitted waveform x(t) [8], [9], [16], is
ܫெ ൫ݖ(ݐ), ℎ௧(ݐ);ݔ(ݐ)൯= ௢ܶ௕௦න log൫1 + Ψ(f)൯
஻೅
df= ௢ܶ௕௦∫ logቀ1 + |ு೟(௙)|మ|௑(௙)|మௌ಺శಿ (௙) ቁ஻೅ df
(8)
The observation time, Tobs is the temporal interval during
which the received signal is recorded (in fast-time), and we
assume that the observation time is much greater than both the
pulse width Tp and the duration of the target impulse response
Th . Furthermore, since the radio-frequency bandwidth is fixed
(BT), the sampling frequency is also fixed according to the
Nyquist criterion for pass-band signals, i.e. ௦݂ ൌ ܤ். The
number of discrete samples resulting from sampling the
received signal by a rate equal to fS, is ܭ ൌ ௢ܶ௕௦ ௌ݂. The
bandwidth BT contains K frequency samples, thus the
frequency resolution is equal toܤ் ܭ⁄ . The discrete-time
expression of IM is given by
ܫெ (ࢠ,ࢎ;࢞) = 1ܭ ෍ logቆ1 + |ܪ௧( )݇|ଶ|ܺ( )݇|ଶூܵ( )݇ + ߪଶ ቇ௄ିଵ
௞ୀ଴
(9)
The relation between the mutual information and the target
classification performance has been first discussed in [8],
where the author as derives a simple formula relating the
number of target-signal classes that could be “recognized”,
NC, as a function of IM, i.e.
ܰ஼ = ⌊ ݁ݔ݌(ܫெ )⌋ (10)
where the operator ⌊. ⌋ indicates the floor function. It should be
noted that NC represents the maximum number of
equiprobable partitions into which the target signature, ℎ௧ሺݐሻ,
can be assigned, based on the received signal. The actual
target classification performance depends heavily on the
mapping of the NC partitions to the set of target classes which
are of interest for the radar user. This mapping is related to the
particular target classification algorithm employed. In order to
give an insight into the potentially achievable classification
performance, we use ܰ஼ = 2 as the minimum value of the
target-signal partitions, thus the minimum value of MI is equal
to ݋݈݃ (2) ≅ 0.69 nats. In this study, we consider the
following constraints to the waveform optimization problem:
1) Total transmitted power equal to a desired value, PT,
thusଵ
௄
∑ |ܺ( )݇|ଶ௄ିଵ௞ୀ଴ ൌ ்ܲ Then we define the vector ࢞ࡲ =[|ܺ(0)|ଶ⋯ |ܺ(ܭ െ ͳ)|ଶ], hence the constraint
becomes૚்࢞ࡲ ൑ ܭ்ܲ .
2) The power associated with the k-th spectral sample must
not exceed the maximum value, ck, thus |ܺ( )݇|ଶ ൑ ௞ܿ݇ ൌ
Ͳǡǥ ǡܭ െ ͳǡsummarized byǣ࢞ி ع ࢉ, where ࢉൌ [ ଴ܿ ǥ ௄ܿିଵ],
and the symbol ≼ indicates the element-wise ‘smaller-or-
equal’ operator.
The ck values may be set either automatically or manually. For
instance, ck could be set as a function of the output of the
spectrum sensing functionality. On the other hand, external
factors (of different nature from the spectrum occupancy of
the primary user) may influence the setting of the ck
constraints, such as the presence of other radar systems
working (at least partially) at the same band as the radar under
design. In the case that the k-th frequency sample has no
power limit, its ck value is set as PT. The optimization problem
consists of finding the optimal waveform ݔ෤ሺݐሻ, whose square-
amplitude spectral values are collected in the vector ࢞෥ࡲ, such
that
࢞෥ࡲ = argmax
࢞ࡲ
ܫ(ࢠ,ࢎ;࢞)
= argmax
࢞ࡲ
൝
1
ܭ
෍ ቆͳ൅
|ܪ௧( )݇|ଶ|ܺ( )݇|ଶ
ூܵ( )݇ ൅ ߪଶ ቇ௄ିଵ
௞ୀ଴
ൡ
s.t.
૚்࢞ࡲ = ܭ்ܲ0 ≼ ࢞ி ≼ ࢉ
(11)
In the following, we indicate ℎ௞ = |ܪ௧( )݇|ଶ, ݔ௞ ൌ ݔி( )݇ =|ܺ( )݇|ଶ, ݏூǡ௞ ൌ ூܵ( )݇ and ߪଶ is the thermal noise power.
Solution
The optimization problem in
(11) can be solved by using the Method of Lagrange
Multipliers, where the Lagrangian is given by
ܮ(ݔ௞) = − 1ܭ ෍ logቆ1 + ℎ௞ݔ௞ݏூ,௞ + ߪଶቇ௄ିଵ
௞ୀ଴+ ߜ൭෍ ݔ௞௄ିଵ
௞ୀ଴
− ܭ்ܲ ൱− ෍ ߣ௞ݔ௞
௄ିଵ
௞ୀ଴
+ ෍ ߛ௞(ݔ௞ − ௞ܿ)௄ିଵ
௞ୀ଴
(12)
We define ௞ܾ = ൫ݏூ,௞ + ߪଶ൯ ℎ௞⁄ , representing the spectral
density of the interference-to-target ratio ( ITRk ), then we
equate to zero the derivative of L(xk) on xk i.e.
డ
డ௫ೖ
ܮ(ݔ௞) = 0,
yielding
ݔ෤௞ + ௞ܾ = [ܭ(ߜ− ߣ௞ + ߛ௞)]ିଵ (13)
The remaining Karush–Kuhn–Tucker (KKT) conditions are:
ߣ௞ݔ෤௞ = 0, ߛ௞(ݔ෤௞ − ௞ܿ) = 0, 0 ≤ ݔ෤௞ ≤ ௞ܿ. In the case that0 < ݔ෤௞ < ௞ܿ, then ߣ௞ = ߛ௞ = 0, and ݔ෤௞ = ଵ௄ఋ− ௞ܾ. Let the
constant level be A = (ܭߜ)ିଵ , then the optimal waveform is
given by
ݔ෤௞ = ቐ 0ܣ− ௞ܾ
௞ܿ
݂݅ ௞ܾ > ܣ
݂݅ ܣ− ௞ܿ ≤ ௞ܾ ≤ ܣ
݂݅ ௞ܾ < ܣ− ௞ܿ (14)
The value of the constant level, A, is found by forcing the
constraint on the total transmit power being equal to PT and
solving numerically the equation: ଵ
௄
∑ ݔ෤௞
௄ିଵ
௞ୀ଴ = ்ܲ .The derived
solution is known also as water-filling solution [10]. If there is
no limit ck and bk is smaller than the “water level” A, the value
of ݔ෤௞ fills the gap between bk and A, which means that the
optimal waveform enhances those spectral components for
which the energy back-scattered by the target is higher than
the interference-plus-noise power (i.e. where bk is smaller).
B. System Architecture
Fig.2 illustrates the block diagram of the system considered in
this work, addressing the case that the interference signal and
the noise level are unknown, and that the target and clutter
transfer functions are known. The first block estimates the
spectrum of the interference-plus-noise signal, ݎூ(ݐ). The
spectrum estimation is realized by recoding the interference-
plus-noise signal for a fixed time interval (Tobs), during which
the radar does not transmit or, in general, interfere with the
primary users’ signal. The spectrum estimation was realized
by using the Welch’s method (i.e. the non-parametric
averaged periodogram), which is one of the most used, even if
basic, spectrum estimates. Many recent works have addressed
spectrum estimation techniques, using, for instance the
compressive sensing paradigm and the prediction of the
dynamics of the spectrum usage by the primary users [17].
The problem of estimating the spectrum of the primary users’
signal has been widely addressed in the cognitive radio
literature, with the name of ‘spectrum sensing’.
After the PSD of the interference-plus-noise signal has been
estimated - we indicate this estimate as መܵூାே ( )݂ -, the
waveform design block computes the optimal waveform (i.e.
its PSD, |ܺ( )݂|ଶ) that maximises the chosen metric. Then the
radar signal is transmitted, passes through the radar channel,
then it is backscattered (by the radar target) to the radar
receiver. The received signal z(t) is then processed to realize
one of the several possible radar functions (detection,
tracking..). The last block estimates the spectrum of z(t) ,
መܵ
௓( )݂, which is necessary to measure the “actual” Mutual
Information metric,
ܫெ෢ = 1ܭ ෍ ݋݈݃ ቆ መܵ௓( )݇መܵூାே ( )݇ቇ௄௞ୀଵ (15)
The values of MI calculated from the spectrum estimates
መܵ
ூାே( )݂ (obtained from the first processing stage of Fig.2),
and መܵ௓( )݂, are expected to be lower than the ones obtained in
the case that the interference signal is known. This is due to
the fact that the accuracy of the spectrum estimates መܵூାே ( )݂
and መܵ௓( )݂ depends on the number of samples, K., and on the
interference and target characteristics. The impact of the
observations time, and of the number of samples, K, will be
analysed in the next sections.
Fig. 2 – Block diagram of the system architecture
IV. PERFORMANCE ANALYSIS
In this section, we report the results obtained by simulating
the scheme illustrated in Fig.2. The interference signal was
generated as a coloured Gaussian random process, whose
spectrum was synthesized according to the interference
model. We considered the case that the available bandwidth
is 200 MHz, the interference is centred on [-80 -20 0 60]
MHz. The channel bandwidth (Bi) was gradually increased
from 400 kHz to 15 MHz, which yields a spectrum
occupancy between 2% and 30%. The thermal-noise power
was fixed, equal to 1 W.
The interference spectrum was estimated by employing the
Welch’s estimation method with a moving window of 64
temporal samples. The target signal was also generated as a
coloured Gaussian random process, whose PSD, Stgt(f) (see
Fig.1), was assumed as known. The ratio between the target
power, Ptgt, and the interference-plus-noise power (PI + PN)
was set as 0 dB. A series of 100 Monte Carlo runs was
realized in order to evaluate the impact of some interference
and system parameters, i.e. the observation time, the
Interference-to-Noise Ratio (ܰܫ ܴ = ூܲ ேܲ⁄ ) and the
interference spectrum occupancy (i.e. the percentage of the
spectrum occupied by the interference over the total
available bandwidth). For each Monte Carlo run, the scheme
in Fig.2 was simulated and the final value of the Mutual
Information was calculated, then the MI values were
averaged.
A. Observation time
The parameter K is the total number of “fast-time” samples
collected by the radar, and influences heavily the accuracy
of the spectrum estimate. Large values of K guarantee a
good accuracy of the spectrum estimate, then are expected
to give high values of the Mutual Information (ܫመெ ). Fig.3
shows a comparison among the waveforms in the simulated
case, obtained by using 1024 and 4096 samples, and the
theoretical one (if the interference spectrum is rectangular
and known). It could be noted that, for a larger number of
samples, the resulting waveform is closer to the optimal one,
obtained in the ideal case. However, the uncertainty due to a
finite observation time and to the random behaviour of the
interference signal causes fluctuations of the MI values. The
variance of the MI values is analysed for different values of
the interference spectrum occupancy, as a function of the
number of samples, K. Fig.4 shows a decreasing behaviour
of the MI variance with increasing number of samples. If the
number of samples is smaller than 2048, the variance of the
MI values is high. Higher values of the variance of the MI
values cause a higher uncertainty in the classification of two
or more different target classes.
B. Interference-to-Noise Ratio
The influence of the interference power is analysed in this
section. Fig.5 shows the MI values as a function of the
interference-to-noise ratio (INR), for a fixed K = 4096. It
could be noted that, in the ideal case, the MI values are
constant, about 0.6 and 1.67 for PT equal to 1W and 10 W,
respectively. In the simulated case, the MI values decrease
with increasing INR, with the slope of this decreasing curve
influenced by the transmit power. This decreasing behaviour
is possibly due to the side-lobes of the interference spectrum
that appear in realistic cases. The level of the side-lobes
increases with increasing interference power and tends to
“saturate” the white spaces in the RF spectrum that the radar
waveform would fill. Furthermore, the loss in the MI value
is also more evident in the case that the transmit power is
high. In other words, the gain given by increasing the
transmit power seems to decrease if the interference power
increases.
C. Comparison with non-optimal waveform
The proposed method assumes the perfect knowledge of the
target signature and, once estimated the interference
spectrum, designs the waveform that maximizes the Mutual
Information. In order to compare the performance of the
proposed method with a basic one, the waveform is
computed in the case that the target signature is supposed,
erroneously, as flat (the obtained waveform will be referred
to as “non-optimal”). The resulting non-optimal waveform
notches the sub-bands where the interference is present -
thus the “coexistence” between radar and communication
systems is preserved-, while giving equal weight to the
remaining sub-bands. Fig.6 shows the comparison between
the MI values obtained by using the optimal and the non-
optimal waveforms, as a function of the interference
spectrum occupancy (SO). An interference model with ten
occupied channels was employed in these simulations,
yielding a maximum PU spectrum occupancy of about 70%.
In general, the MI values obtained by using the optimal
waveform are higher than the ones obtained by using the
non-optimal waveform. In the theoretical case (where the
interference spectrum is rectangular and known), a MI equal
to 0.85 nats is obtained for a SO of about 42 % and 35 %,
for the optimal and non-optimal waveform, respectively. In
the simulated case (using 4096 samples), an average MI of
about 0.85 nats is obtained for a SO of about 27 % and 10%,
for the optimal and non-optimal waveform, respectively.
However, it should be noted that, with an increasing
spectrum occupancy, the gap between the performance of
the optimal and non-optimal waveforms decreases, and for a
spectrum occupancy greater than 65%, using the optimal
waveform does not provide any gain. This is probably due
to the fact that the proposed optimization is a constrained
one, meaning that the computed solution is not (in some
particular situations) the global optimum.
V. CONCLUSION
In this study, we have addressed a simple cognitive
architecture to design a radar waveform that fills the gaps in
the RF spectrum and matches the target scattering
properties. The proposed method has shown quite good
performance, giving values of the MI higher than 0.7 (which
is the minimum theoretical value in order to recognize two
target classes), for values of the PU spectrum occupancy up
to 60%-65%, if the transmit power is properly chosen.
Fig. 3 - Example of designed waveform in the theoretical case (red), and
simulated, with variable number of samples (K).
Fig. 4 – Variance of the MI values in the simulated case, as a function of
the number of samples, for different values of the spectrum occupancy
(SO)
Fig. 5 – Mutual Information (nats) as a function of the INR (dB) spectrum
occupancy of 30%, for different values of the transmit power. Comparison
between the values of MI in the theoretical case (known target spectrum)
and in the simulated case (estimated target spectrum).
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