This paper addresses the problem of integrating multiple registered 2.5D range images into a single 3D surface model which has topology and geometry consistent with the measurements. Reconstruction of a model of the correct surface topology is the primary goal. Extraction of the correct surface topology is recognised as a fundamental step in building 3D models. Model optimization can then be performed to t the data to the desired accuracy with an e cient representation.
Introduction
Reconstruction of an integrated 3D surface model from multiple 2.5D range images is essential for many potential application domains which include reverse engineering, medical imagery and computer graphics. Extraction of the correct surface topology is recognised as a fundamental step in building 3D models 14, 22, 26, 30, 27, 31, 32] . Recent research has resulted in the independent publication of several algorithms that reconstruct triangulated 3D surface models of complex objects 15, 24, 30, 22] . These algorithms aim to automatically reconstruct a 3D model which preserves the object surface topology information inherent in the 2.5D sampled measurements. A new integration algorithm is proposed and is demonstrated to correctly reconstruct the topology of complex objects.
Problem Statement The goal of surface reconstruction is to estimate a manifold surface S 0 that approximates an unknown object surface S using a sample of points x = (x; y; z) in 3D Euclidean space X = fx 0 ; :::;x N?1 g, combined with knowledge about the sampling resolution x and the measurement con dence p(S 0 =x i ). Given a method we want to be able to specify conditions on the original surface S and sample X that allow S 0 to be a reliable model. This paper speci es conditions for correct reconstruction of the surface topology using the range image integration algorithms previously developed. The sampling resolution x imposes a lower limit on the feature size that can be reliably reconstructed. However, existing integration algorithms have a variety of inherent limitations many of which are undocumented. In practice this limits the reliability of the reconstructed surface model. This paper addresses this issue by performance characterisation of existing integration methods.
Model reconstruction from range images can be broken down into four stages: multi-view 2.5D image capture, multi-view data registration, 3D model building and model optimization. Registration of range images into a common coordinate frame from an initial estimate of the pose is addressed in 3, 9, 12, 30] . The extended iterated closed point algorithm enables accurate registration of overlapping range images. Evaluation of registration algorithms is an ongoing research issue 22, 20] . Calibration of registration errors is essential for reconstructing an accurate geometric representation. The model building process, which is the focus of this paper, aims to reconstruct an integrated representation which is consistent with the multi-view data. The principal aim of the model building stage is to correctly represent the surface topology information inherent in the range image data. Reconstruction of surface topology is limited by the sampling resolution. The model optimization stage has two goals to t the model to the data to a prescribed level of accuracy and to provide an e cient representation. Accurate tting of surface geometry from single range images has previously been the focus of extensive research 7] . However, in general the assumptions made in the tting process do not enable surfaces of arbitrary topology to be modeled. Having reconstructed a model of the surface topology optimization techniques exist based on measurement con dence, 22, 26, 30] , mesh tting 14, 31, 28] and arbitrary topology smooth surfaces 16].
Triangulated Surface Models Integration (or fusion) of multiple range images is required to overcome the occlusions inherent in a single 2.5D range image. Initially cylindrical range images using calibrated rotation platforms were used to obtain a single range image from multiple views. However, it was found that cylindrical range images of complex objects contain signi cant regions of occlusion resulting in unsatisfactory models for reverse engineering. Therefore it is necessary to integrate multiple 2.5D range images to build a complete 3D model. Recently reconstruction of surface models of complex objects has been demonstrated from multiple range images 24, 30, 22] , 3D medical images 11, 29] and unstructured points 15, 8] . Reconstruction of surfaces of complex objects with arbitrary topology has only been demonstrated for algorithms that reconstruct triangular meshes 24, 30, 22, 15] . Polygonal meshes provide a simple piece-wise planar surface representation that gives a rst order approximation without constraints on topology. In addition a triangulated mesh is easily constructed for a single range image. ` Step discontinuity constrained triangulation' in the 2D range image plane estimates the local surface continuity. All existing integration algorithms, demonstrated for the reconstruction of complex objects, aim to merge constrained triangulations of individual range images. Four algorithms have previously been proposed: I) Implicit surfaces using points and normals (Hoppe et Hoppe et al. presented a general method for constructing an implicit surface representation from unstructured 3D points. Polygonal models were then generated using à marching cubes' approach 4]. The algorithm is`static' in the sense that all the image data is required prior to the polygonisation process. This method was not developed speci cally for range image integration and does not reliably reconstruct the object topology. However, this algorithm is easily applied to range images and provides a baseline for comparison with other algorithms. Soucy et al. integrated range images using canonic subsets of the Venn diagram. The canonic subsets each represent the overlap between a subset of the 2.5D range images and are associated with a 2D viewpoint reference frame. The 2D reference frames are used to eliminate redundant data and merge intersecting regions. Soucy et al. 1995 25] extended this algorithm to be`dynamic' allowing the sequential integration of new range images. Turk et al. integrated range image triangulations using a dynamic mesh`zippering' approach. Overlapping regions of meshes are eroded and the boundary correspondence found by operations in 3D space. A local 2D constrained triangulation is then used to join overlapping mesh boundaries to form a single mesh. Rutishauser et al. retriangulates two overlapping meshes using local constraints on triangle shape in 3D space. The four integration algorithms are completely di erent in their approach to constructing a single triangulated model. Resulting in di erent complexity, limitations and failure modes. This paper is split into two sections. Section 2 presents a novel algorithm for reliable integration of multiple range images of complex objects. The algorithm presented is based on a continuous implicit surface functional. This is constructed from step discontinuity constrained triangulations of the individual range images. The local range image structure de nes the topology of the resulting polygonal model. A standard implicit surface polygonisation algorithm is used to generate a triangulated model. This algorithm is demonstrated for reconstructing complex models.
The second part of this paper (section 3) presents the rst comparative performance characterisation of existing integration algorithms. The objective of this comparison is to enable the use of range image fusion with a knowledge of the relative advantage and limitations of a particular algorithm. This is particularly important in surface reconstruction to identify the reliability of the model topology.
New Integration Algorithm
In this section we present a new range image integration algorithm.
Step discontinuity constrained triangulation of individual range images is discussed in section 2.1. The new integration algorithm based on a`continuous implicit surface' constructed from multiple triangulated meshes is presented in section 2.2. A standard implicit surface polygonisation algorithm is used to construct a triangulated model, section 2.3. The complexity and limitations of this approach are discussed in sections 2.4 and 2.5 respectively. Results for the reconstruction of complex objects from multiple data sets are presented in section 2.6.
Step Discontinuity Constrained Triangulation
Previous integration algorithms 24, 30, 22] have used the 2D image structure to construct a step discontinuity constrained triangulated mesh. Where step discontinuities occur due to occlusion in the 2.5D range image. Range measurements which are adjacent in the 2D image plane are assumed to be connected if the 3D Euclidean distance between them is less than a threshold. Threshold setting should take into account two factors measurement resolution, x, and measurement error, ". Connections in the triangulated mesh de ne the local surface topology to be continuous. Conversely gaps in the triangulated mesh indicate that the local surface topology is unde ned or a hole. In a connected surface region the correct local topology is continuous provided at least one range image de nes the mesh as connected in that regions. Holes are correctly de ned provided all range image are unconnected in that surface region. Hence, the constrained threshold setting should only connect measurements that have a high probability of originating from continuous surface region. It has previously been assumed that a su ciently small threshold exits that allows the detection of all discontinuities in a raw range image. This assumption requires the measurement error to be an order of magnitude less than the measurement resolution, "
x. Turk et al. 30 ] use a constant distance threshold of four times the sampling resolution, t d = 4 x. Rutishauser et al. 22] use the angle between the range image optical axis and the triangle normal to de ne an equivalent step discontinuity angle threshold ( t = 80 ), equivalent to a distance threshold of t d 6 x. Both methods of threshold setting have been demonstrated to provide a reliable measure of the local surface connectivity. The angle based threshold has the advantage of being independent of the resolution of the range image. Throughout this work constant threshold setting has been used.
Continuous Implicit Surface Construction
An implicit surface is represented as the zero set of a scalar eld function f(x) = 0. The aim of constructing an implicit surface function from a set of sampled points X = fx 0 ::::x N?1 g is to construct a smooth eld function, f(x), such that the zero set approximate the data X as closely as possible. Wyvill et al. 34, 33] used implicit surfaces to de ne soft objects for computer graphics. Their representation uses a weighted average of the distance to key points to de ne an unsigned eld function. Muraki 18] generate implicit function shape descriptions from range images using a`blobby model'. The eld function is generated as the weighted average of a number of eld generating geometric primitives. A linear combination of 3D Gaussian kernels with di erent mean and stan-dard deviation are used to t to range data point positions and normals. Hoppe et al. 15] used unstructured points and normals to de ne a signed implicit surface function. The signed distance function to the implicit surface was evaluated as the distance to the tangent plane of the nearest point. Thresholds on the maximum distance were used to de ne boundaries of the implicit surface. This results in surface extension at boundaries and spurious artifacts. The algorithm does not therefore reconstruct a surface which preserves the topology of the measured data. The advantage of using an implicit surface representations is that the topology of the object is arbitrary. The principal limitations of previous implicit surface functions is the lack of an explicit surface boundary representation. The implicit surface function of Hoppe et al. is also sensitive to measurement error as the eld function, f(x) is evaluated using a single point and normal.
An implicit surface function for dense range images is presented in this paper. This eliminates all of the limitations of previous implicit surface representations for integration of range images. The continuous implicit surface function is based on step discontinuity constrained triangulated meshes constructed from individual range images.
For a single mesh M the eld function, f(x), can be constructed as the signed distance to the nearest mesh point. The continuous implicit surface function f(x) for a single mesh, M, is evaluated for any point in space,x, by the following steps: i) nd the nearest mesh node, nn. ii) nd the nearest point,p, on an element adjacent to nn. iii) Evaluation of the eld function, f(x), must consider two cases:
Case 1: Nearest point,p, is not on the mesh boundary then the signed distance is the dot product of the vector to the nearest point (x ?p) with the surface normal,ñ p at the nearest point: f(x) = (x ?p):ñ p .
Case 2: Nearest point,p, is on the mesh boundary nearest points are explicitly labeled and the signed distance function is evaluated as the sign of the dot product computed in case 1 multiplied by the Euclidean distance to the nearest point:
The zero set of the eld function f(x) = 0 is thus a piecewise continuous function with the same topology as the original mesh M. In this formulation the boundaries of the mesh are incorporated into the implicit surface function. For a pointx outside the mesh the eld function is evaluated as the signed distance to the nearest point on the mesh boundary. This is illustrated in Figure 1 for a 2D cross-section through the mesh. The explicit labeling of nearest points on the boundary, f(x1), enables reconstruction of a surface with the correct boundaries (without extension) using polygonisation methods discussed in the next section.
Integration of multiple range images requires the construction of an implicit surface function based on multiple overlapping meshes M k where k = 0:::M ? 1. A eld function f k (x) can be implemented as described above for a single mesh. The problem is then to integrate the individual eld functions into a single continuous surface, f(x). This is achieved by rst evaluating f k (x) for each individual mesh and then integrating them using a simple set of rules based on surface geometry. To evaluate the signed eld function f(x) at any pointx: f(x) = P k w k f k (x) where P w k = 1 and f k (x) is not on the mesh boundary, n min :n k > 0
This set of rules enables the integration of overlapping meshes to de ne a continuous zero set of the eld function, f(x) = 0, in all regions where a mesh is continuous and nonzero elsewhere. The rules account for the special cases of two overlapping surfaces with di erent orientations and multiple overlapping surfaces. The eld function evaluation according to the rules given above is illustrated schematically in Figure 2 for the di erent cases of overlapping surface.
Step (ii) ensures that the nearest continuous surface region is used to de ne the implicit surface.
Step (iii) ensures that the mesh boundaries is explicitly de ned. Figure 2 (a) illustrates the implicit surface resulting from the application of rules (i) and (ii) to meshes from a single surface with holes. Figure 2 (b) illustrates the implicit surface function evaluation for two overlapping meshes from the same surface where constant weights are used in step (vii). Elimination of points with di erent orientations in step (iv) ensures that only points from the nearest surface are used to de ne the implicit surface in regions where multiple surfaces overlap with di erent orientation. This situation is illustrated in Figure 2 (c), which commonly occurs in practice for thin surface sections.
Step (v & vi) ensure that the eld function will be correctly evaluated for multiple overlapping surfaces using only the nearest surface. This is illustrated in 2(d) and occurs in practice for undulating surfaces.
Step (vii) enables the integration of measurements from overlapping meshes. The weighted average enables the integration of overlapping meshes using estimates of measurement con dence 30, 22, 26] or blending functions 34, 33] . Marching cubes is an algorithm for the reconstruction of an approximate polygonal surface representation from a signed implicit surface function. The implicit surface function is de ned as an iso-surface of the eld function f(x) = constant. The polygonisation scheme consists of the following steps: i) Uniform subdivision of the 3D space into cubes. ii) Evaluate the eld function at cube vertices.
iii) Trace cubes occupied by the zero-set of the iso-surface, f(x) ? constant = 0.
iv) Interpolate iso-surface values on cube edges to approximate the zero-set. v) Polygonise the edge intersections ensuring consistency between adjacent cubes. vi) Triangulate the polygons.
To ensure correct reconstruction of boundaries requires a trivial extension to the stan-dard marching cube algorithm. Do not reconstruct the zero-set for a cube where the eld function nearest point is on the mesh boundary for any cube vertex. If the cube size is less than or equal to the sampling resolution, x, of the range data then the limiting factor in reconstructing a surface with the correct topology is the sampling resolution.
Complexity
Evaluation of the eld function f k (x) for a single mesh M k requires the evaluation of the nearest point in 3D space. This operation is 0(N) if implemented as a brute force search.
However, e cient implementation by subdivision of the 3D space reduces this operation to constant time. E cient evaluation of the nearest neighbour mesh vertex, nn(x), to any point in 3D space,x, is implemented using a hash-table lookup. Evaluation of the eld function f(x) for M meshes requires M nearest point evaluations resulting in 0(M) complexity.
Complexity of the marching cubes polygonisation algorithm depends on the cube size. To ensure the correct topology of the constructed model it is necessary to ensure the cube size is approximately equal to the sampling resolution of the range data. Hence, for surface reconstruction from M meshes with N vertices each the number of cubes through which the implicit surface passed is 0(MN) (not allowing for any redundancy between meshes). Resulting in O(2MN) eld function evaluations at cube vertices and O(2MN) edge interpolations to approximate the zero set. The overall complexity of the integration algorithm is O(MN).
Limitations of Topology Reconstruction
The lower limit on feature size for correct topology reconstruction is the constant threshold used in the step discontinuity constrained triangulation of each range image, t d = n x. Allowing for maximum measurement error, " max , the minimum reliably reconstructed surface feature size is n x + 2" max , typically " max x. The algorithm will reconstruct the surface topology that is consistent with the local continuity information of the individual range image meshes. For a hole to be reconstructed in the nal model it must be consistent with the local topology of all the meshes (i.e. none of the meshes should be locally continuous in the hole region). To ensure that the surface topology is correctly reconstructed the size of the cubes in the polygonisation algorithm should be less than the sampling resolution of the range images,< x . A cube size greater than the sampling resolution will limit the minimum feature size to the cube size.
Due to the use of a continuous implicit surface function the algorithm will correctly reconstruct the surface in regions of high curvature (edges). This is guaranteed provided at least one of the range image meshes correctly de nes the local surface continuity across the edge. The requirement that a single mesh should de ne the local continuity across an edge imposes a practical limitation on the maximum edge angle. This is a compromise between the sampling resolution, x and the step discontinuity distance threshold n x. The minimum edge angle, Figure 7 (b), which can be reliably reconstructed is approximately min = 2sin ?1 (1=n) (for n = 4 min 30 ).
Adjacent surfaces with opposite orientations (Figure 7 (c)) will be reliably reconstructed provided the surface separation, s, is greater than the maximum measurement error " max < s. In practice the measurement error is an order of magnitude smaller than the measurement resolution, " max x. The ability to reconstruct adjacent surface in close proximity is due to the use of local surface orientation information in evaluation of the implicit surface function.
Perhaps the principal limitation of the current integration algorithm is its inherent static nature. All the data must be available prior to commencement of the integration process. This is a requirement of the implicit surface polygonisation algorithm based on marching cubes. Limitations in comparison to other integration algorithms are discussed in detail in section 3.3, the results are summarised in Table 2. 2.6 Results Figures 3 and 4 show integrated models constructed from ten range images of a telephone handset and a rabbit. This data was previously used to demonstrate the mesh zippering integration algorithm, 30]. The reconstructed models both consist of approximately 25000 triangular elements. These data sets were captured using a Cyberware range scanner and registered using the mesh based iterative closest point algorithm 30]. The results demonstrate that the integration algorithm correctly reconstructs the surface topology for features greater than the sampling resolution, x. Holes in the original data are correctly preserved in the reconstructed model. No false edge extension or spurious artifacts occur at mesh boundaries. This demonstrates that the continuous implicit surface proposed overcomes the principal limitations of previous implicit surface integration algorithms 15]. Surface regions of high curvature are correctly reconstructed as continuous surfaces. Thin sections of the surface are also correctly reconstructed. This overcomes the limitations of previous integration methods, 22, 30] , in reconstructing surfaces of complex geometry, section 3.3. These results indicate that the integration algorithm reliably reconstructs the underlying surface topology. Further experimental tests are required for this and other integration algorithms to explicitly de ne their limitations. 
Integration Algorithm Outline
I: Point-Normal Implicit Surface Implicit surface function implementation based on points and normals was discussed in section 2.2. The integration algorithm for unstructured points sets 15] (applied to range images) can be summarised as follows: 1) Evaluation of the surface normal for each point using the k-neighbourhood for unstructured points.
2) Implementation of an implicit surface based on points and normals. The eld function f(x) is evaluated as the signed distance to the tangent plane of the nearest point.
3) Implicit surface polygonisation based on marching cubes (section 2.3). Polygonisation of the zero-set f(x) = 0 is constrained to cubes where the eld function is less than a threshold f(x) < t max . This is required to limit false extension at surface boundaries.
II: Implicit Surface Triangulated Mesh The integration algorithm presented in this paper, section 2.2, can be summarised as follows: 1)
Step discontinuity constrained 2D triangulation of each range image.
2) Implementation of an implicit surface based on a weighted average of the nearest mesh point on k-meshes, where each point corresponds to the same surface. Field function values evaluated on a mesh boundary are explicitly represented.
3) Implicit surface polygonisation based on marching cubes. Polygonisation of the zero-set f(x) = 0 is constrained at mesh boundaries.
III: Canonic Views Soucy et al. 24, 25, 26] proposed an algorithm for range image integration based on the reparameterisation of the canonic subsets of the Venn diagram of a set of range views. The static algorithm for integrating M range images consists of the following steps:
Step Spatial Visibility Test (SVT): A point p i is visible from V j if the angle between the surface normal at p i ,ñ i , and the orientation vector of V j ,ñ j , is less than an angle threshold,asin(ñ i :ñ j ) < t where t 90 . These tests are applied to every point from the two sub images to give`good estimates' of common surface points from (V i ; V j ). The results from the testing of individual points are re ned in a region growing process that considers step-discontinuities. Soucy et al. 25 ] state that`the accuracy obtained with this intersection technique is of the same order of magnitude as the accuracy of the range nder itself and the accuracy on the frame transformation (registration)'.
The use of canonic sub-views assumes that all corresponding surface elements visible in the constituent range views are also visible in the sub-view. Soucy et al. 26] claim that this assumption is necessarily true. However, due to occlusion in the sub-view separate surface regions from a single range image may overlap when projected into the 2D subview plane. In practice Soucy states`the case is handled by allowing the generation of several 3-D points for each parametric grid point ' 23 ]. This issue is discussed further in section 3.3.
IV: Mesh Zippering`Zippering' of overlapping meshes was proposed by Turk and Levoy 30] . The integration algorithm can be summarised as follows: 1)
2) Remove redundant overlapping portion of the meshes by eroding boundary elements until the meshes are just overlapping.
3) Eliminate ambiguities in mesh boundary overlap. 4) Clip the overlapping mesh boundaries together to form a single mesh. 5) Perform local 2D constrained triangulation to retriangulate the clipped boundary. 6) Eliminate small holes that occur at the clipped mesh boundary. 7) Eliminate small triangles that occur along the clip boundary. The zippering algorithm has two key features. Firstly all operations occur at the mesh boundary. Secondly the algorithm is inherently dynamic allowing the sequential integration of pairs of overlapping triangular meshes.
Step 3 is required to ensure that a manifold surface representation is generated. Ambiguities include mesh bows (where the mesh boundary self intersects) and thin strips of mesh elements (one triangle width). The requirement to eliminate ambiguities was not previously reported 30]. However, failure to eliminate ambiguities results in catastrophic failure of the algorithm in reconstructing a manifold surface.
Step 6 is required to ll in spurious gaps that are introduced in the redundancy elimination stage.
Implementation of the redundancy and clipping steps requires the identi cation of overlapping boundary elements in 3D space. This uses tests analogous to the 3D spatial neighbourhood test (SNT) and spatial visibility test (SVT) used for the canonic subview integration. The distance threshold is based on the sampling resolution of the range image, t d 2 x. The visibility test uses only the local normals of the overlapping meshes to test relative visibility of overlapping elements, which are susceptible to measurement noise. The SVT is introduced to facilitate zippering of boundaries where di erent surface are in close proximity. The limitations of this approach are discussed in section 3. Step discontinuity constrained 2D triangulation of each range image. 2) Nominate one mesh as the initial model. 3) Start with a seed edge on the model mesh boundary. 4) Get the K-nearest neighbour points to the edge. 5) Find the K-neighbour that sees the edge under the largest angle,p i . 6) If the triangle formed with the K-neighbour,p i , is at an angle less than a constant threshold t = 90 to the existing model triangle that shares the same edge then reject the K-neighbour and repeat (5). 7) Test triangle does not overlap the current model. 8) Add a valid new triangle to the model and mod4ify the model boundary. 9) Proceed to the next edge on the model boundary. 10) Repeat steps 4-9 until no new triangles can be added to the mesh boundary. The mesh growing approach is dynamic, the introduction of new data at the boundaries of the existing mesh will result in extension of the existing mesh. However, the introduction of overlapping data in non-boundary regions of the existing model will not result in any modi cation of the model. The mesh growing algorithm is inherently 3D in nature and does not require local projection to 2D sub-planes. The angle threshold, t at step 6 is required to prevent over folding of the model surface. This threshold limits validity of the reconstruction in regions of high surface curvature (edges). This is analogous to the surface visibility test (SVT) used in the canonic sub-view and zipper integration algorithms. It is necessary to test that a new triangle does not overlap the existing triangulation 6] to ensure reconstruction of a manifold surface.
Implementation of this algorithm requires the selection of the K-neighbourhood points of an edge. This is critical to the reliability of the algorithm. Incorrect selection of the K-neighbourhood will result in a model that does not correctly preserve the topology information present in the triangulated range images. Implementation requires a compromise between ensuring that all possible relevant points are included and not including points which may result in erroneous triangles. A heuristic set of rules was proposed by Rutishauser et al. 22 ] to construct the set of K nearest neighbours to an edge for two meshes:
i) Include all points that are neighbors of the edge vertices in the rst mesh that are not already in the model and were not on the boundary in the rst mesh. ii)Include the nearest points to the edge vertices on the second mesh. iii) Include all points that are neighbours of the nearest points in second second mesh. These rules were demonstrated to give satisfactory results. However, this approach is susceptible to failures which may occur at small holes and discontinuities. The limitations of this approach are discussed further in section 3.3.
Comparison of Complexity
De ning a general form for the computational complexity of each of the integration algorithms is not possible as it is a function of the particular image set. This depends on the number of images M the number of points in each image N k , the proportion of redundancy between each image and the length of the boundary between overlapping images. A qualitative comparison of the computational complexity of each algorithm is given, for M images of N points, by approximating the cost of each stage of the integration process and deriving the overall order of complexity. To enable quantitative comparison of the computational complexity we consider a special case: the cost of integrating two images of N points with redundancy = 0:5. The results of the complexity analysis are summarised in Table 1 .
It is assumed in the following analysis that the complexity of the nearest point search algorithm is reduced from 0(N) to constant time by the used of an e cient data structure. This operation is fundamental to all the integration algorithms hence any increase in the cost will result in a subsequent increase in computational cost for all methods. In practice hash tables provide an e cient representation of 3D surface measurements where the data are distributed on a manifold surface in 3D space. Hash table representations have previously been used in the implementation of integration methods, 15, 30] .
Step continuity constrained 2D triangulation is common to methods (II-IV). This operation consists of comparing the 3D position of each data point to its 8-neighbourhood and then thresholding to determine the connectivity. This requires on average 3 comparisons and Euclidean distance computations per data point. The constrained triangulation algorithm requires the computation of O(N) squared Euclidean distances. It should be noted that for this approach much of the computation is performed in the 2D canonic view planes. Therefore the constant time operations required to implement the algorithm have an associated cost of 2D rather than the 3D operations of other algorithms. The actual cost of this approach is heavily dependent on the level of redundancy between images. If the level of redundancy between images is low this will result in the majority of subsets being empty. The results of the complexity analysis are summarised in Table 1 . It is seen that many of the algorithms are of the same order of complexity. To obtain a direct quantitative comparison of each of the algorithms we consider the special case where two images of N points with a 50% overlap between views. The results of this analysis are given in Table  1 . Discussion of these results is given in section 4.
Comparison of Limitations for Topology Reconstruction
This section identi es limitation inherent in each of the integration algorithms for reliable surface reconstruction. The comparison focuses on four main issues: restrictions on surface topology; restrictions on surface geometry; relative limits of 2D and 3D methods; static or dynamic data integration. Restrictions on surface geometry and topology are illustrated by considering three cases: small holes; high curvature surface regions (i.e. crease edges); di erent surfaces separated by a small distance. These are illustrated in Figure 7 . Results are summarised in Table 2 Step Discontinuity Constrained Triangulation: The mesh based algorithms II| V all employ a step discontinuity constrained 2D triangulation in the image plane to estimate the local surface connectivity. The common assumption is that there exists a threshold, t d , that enables triangulation with the correct topology. Threshold setting is based on the sampling resolution, t d = n x. This imposes a lower limit on the surface feature size, n x, which will be reliably reconstructed. The validity of the constrained triangulation is critical for algorithms II|IV which aim to preserve the local connectivity. Introduction of erroneous connections between adjacent measurements will be propagated through the reconstruction and result in an invalid model topology.
Small Holes: This section de nes the minimum hole size that is guaranteed to be preserved during the integration process, Figure 7 (a). Method I does not explicitly represent mesh boundaries and therefore requires a constant threshold to be set for the maximum allowable distance from the mesh, p 3n x. This results in invalid boundary extension of order p 3n x which will incorrectly ll any holes less than 2 p 3n x in size. Methods II-IV use the local mesh connectivity for model reconstruction. The aim is to preserve holes that are identi ed in the constrained triangulation, > n x. However, method IV may fail due to ambiguities between overlapping mesh elements that arise in the zippering algorithm. Holes less than twice the size of the individual mesh elements may redundantly overlap. This limits the minimum feature size for reliable reconstruction to 2n x. Method V does not use the local mesh continuity to constrain the topology of the triangulation. The maximum size of an element added to the triangulation is limited explicitly by a distance threshold. This threshold limits the minimum feature size for which the topology will be correctly reconstructed to > 2n x.
Edges: This section de nes limitations on the reliability of the integration process for regions of high surface curvature and crease edges, Figure 7 (b). Surface regions of high curvature result in two possible failures. Firstly, large distances between adjacent samples may result in incorrect local topology from the step discontinuity constrained triangulation. Secondly, large di erences in the orientation of adjacent mesh elements will result in the failure of algorithms which use constant thresholds to limit the orientations of adjacent elements. Methods II and III will correctly reconstruct the surface topology provided at least one mesh correctly de nes the local continuity across the edge. In practice to ensure mesh continuity across the edge from a single range image the maximum angle is limited by the ratio of the constrained triangulation threshold, n x, to the sampling resolution, x, as discussed in section 2.5. For a typical value of n = 4 this limits the minimum edge angle to min 30 . Methods IV and V require thresholds to be set for the maximum di erence in orientation, min > 90 . This imposes a hard limit on the maximum surface surface curvature which is reliably reconstructed. Failure of method I will occur if an incorrect tangent plane is used for the implicit surface distance evaluation, f(x). Resulting in spurious mesh artifacts in regions of high curvature. In practice these e ects occur for crease edges of less than min 140 .
Thin object regions: Reconstruction of di erent surfaces in close proximity will fail if the algorithm does not use the local mesh connectivity and orientation information of the individual range image meshes, Figure 7 (c). For this reason methods I will fail for parallel surfaces where the distance between surfaces is of the same order of magnitude as the sampling resolution, n x. Method II,III and V use the local surface orientation to de ne overlapping regions. The lower limit on reliable reconstruction for these methods is therefore surface separated by the maximum measurement error, " max x. Method IV relies on a nearest point search to de ne the boundary intersection between meshes. This test may fail if meshes from di erent surfaces are closer than the sampling resolution, n x.
Sampling density: In this section we identify assumptions which limit the integration algorithms to range images with the same sampling resolution. Integration of multiple resolution images is desirable for e cient model reconstruction of objects with both small features and large smooth surfaces. Methods II-V require the evaluation of the nearest point on a mesh to a given point in 3D space. For computational e ciency this test is implemented as as the evaluation of the nearest mesh node followed by the nearest point on an adjacent element, section 2.2. This implementation will fail to correctly evaluate the nearest point correspondence between overlapping meshes of di erent resolution. In method II the nearest point is evaluated independently for each mesh. This eliminates any dependency on the relative sampling density of the individual range images. Method III implemements the nearest point search by projection and reparameterisation on a regular grid in the 2D sub-view plane. Measurement error is considered in evaluating the nearest point 26]. Mesh growing, method V, considers the K-nearest neighbours for overlapping meshes. This is robust to failure of the nearest point search due to the redundancy inherent in de ning the K-neighbourhood. Hence, methods II, III and V are able to integrate range images with di erent sampling resolutions. Mesh zippering, method IV, assumes that range images are of the same sampling resolution. Failure of the nearest point search will result in failure of the redundany elimination, step (2), in preserving the local surface topology.
Static verses dynamic integration: An algorithm is said to be static if it requires all the data prior to commencing the integration process. Conversely a dynamic algorithm is capable of integrating new data acquired after the initial integration. Methods I and II are inherently static in nature due to the requirement of the implicit surface polygonisation algorithm that the implicit surface function can be evaluated at any point in the 3D space. Extension of the marching cubes algorithm to dynamic situations has thus far not been reported in the literature. Methods III-V are dynamic allowing the integration of new image data with an existing model. However, method III is semi-dynamic as it requires that in addition to the model the 2 M?1 ? 1 canonic sub-view meshes must be available to enable dynamic integration.
Computation in 2D verses 3D: Computation in a 2D sub-space is more e cient but projection from 3D to 2D may lead to ambiguities if the projection is not injective. Methods I,II and V use operations in 3D space only to perform the integration process. Methods IV uses local 2D mesh projection to perform constrained polygon triangulation in the mesh clipping stage. This will fail if the points a reordered by the projection. In practice this occurs in regions of high surface curvature where no unique projection plane exits. This will result in spurious holes of size 2n x in the triangulated mesh. Method III relies on projection of overlapping surfaces to 2D canonic sub-planes. Ambiguities may result in projection of di erent surface regions to the same region in the 2D sub-plane. This must be explicitly incorporated into the algorithm by allowing multiple 3D surface values at grid points in the 2D sub-plane 23].
Discussion
A range image integration algorithm based on implicit surface polygonisation of triangulated meshes is presented. This approach avoids the limitations of previous implicit surface methods by using the local mesh continuity and an explicit boundary representation. This enables reliable reconstruction of surface topology in regions of high curvature and for di erent surfaces in close proximity. The method avoids the limitations on surface geometry inherent in other integration algorithms. The algorithm can reliably reconstruct surface topology of features larger than the sampling resolution n x. Limitations of this approach are clearly de ned and are shown to be as good or better than other methods. The principal limitation is the requirement for all data to be present prior to integration. The authors are currently unaware of any dynamic implicit surface polygonisation methods. The computational complexity of this approach is of the same order of magnitude, 0(M 2 N); as that of other approaches. As NM is typically of the order of one million points any reduction in computational cost is highly desirable.
The computational complexity of integration algorithms are summarised in Table 1 . The results demonstrate that the complexity of integrating M images of N points is approximately O(M 2 N). The analysis indicates that the most e cient algorithm is the mesh zippering approach, 30]. This algorithm is relatively computationally e cient as operations are carried out at the mesh boundary only. Two additional factors contribute to the actual integration cost. Firstly, the cost depends on the particular range image data set. The level of redundancy between images and overlapping boundary length will directly e ect the integration cost. Data dependent costs will be di erent for each integration algorithm. For example, a low level of redundancy will reduce the computation complexity of the canonic sub-view integration algorithm from O(M 2 N) to O(MN). Secondly, there are large reductions in the constant computation costs for evaluations performed in local 2D coordinates rather than the global 3D coordinates. This reduces the actual computational cost of the canonic sub-view integration approach where the intermediate computation is performed in the 2D reference frames.
The principal limitations of each integration algorithm are summarised in 2. Reliable reconstruction of surface topology from a single range image is limited by the sampling resolution, x. The minimum feature size that can be reliably represented by the step discontinuity constrained triangulation of the individual range images is n x, where n > 2. The point-normal based implicit surface, Hoppe et al. 15] , fails to correctly reconstruct surface topology at boundaries, regions of high curvature and for di erent surfaces in close proximity. The mesh based implicit surface, presented in this paper, reliably reconstructs the surface geometry for features larger than the sampling resolution, 
Conclusion
A novel registered range image integration algorithm has been presented. This uses a mesh based implicit surface function to de ne the object surface as the zero-set of a eld function de ned at any point in 3D space. The aim of this algorithm is to estimate the underlying surface topological type from the measured data by reconstructing a triangulated model with the same topology. This is the rst reliable integration algorithm based on an implicit surface. The key features are summarised as follows:
Use of local surface topology. Integration performed by operations in 3D space only. Explicit boundary representation. Uses standard implicit surface polygonisation 'marching cubes'. Demonstrated for reliable topology reconstruction of complex features. A performance characterisation of existing integration algorithms is presented. This de nes their computational complexity and limitations in reliably reconstructing the underlying surface topology from a set of sampled range images. The analysis identi es the following points:
All integration algorithms are computationally expensive 0(M 2 N), for M images of N points.
Limitations on surface geometry and topology are identi ed for all algorithms based on the range image sampling resolution.
Catastrophic failure modes are identi ed for several integration algorithms. Two algorithms achieve reliable reconstruction of surface topology: Canonic sub-view integration, Soucy et al. 26] , and the mesh based implicit surface function introduced in this paper. Future development of the integration algorithm presented in this paper should focus on dynamic data integration and computational e ciency. Automatic reconstruction of an e cient representation with adaptive element size should also be investigated, 4].
Further work on performance characterisation of algorithm implementations is required to benchmark their relative computational costs and validate the limitations of existing algorithms identi ed in this paper. The objective of future algorithm development should be to address the issue of computational complexity. Performance characterisation of existing methods is important for the development of integration algorithms that are both fast and reliable.
