The null space condition of sensing matrices plays an important role in guaranteeing the success of compressed sensing. In this paper, we propose new efficient algorithms to verify the null space condition in compressed sensing (CS). Given an (n − m) × n (m > 0) CS matrix A and a positive k, we are interested in computing
I. INTRODUCTION
In compressed sensing, a sensing matrix A ∈ R (n−m)×n with 0 < m < n is given, and we have y = Ax, where y ∈ R n−m is a measurement result and x ∈ R n is a signal. The sparest solution x to the underdetermined equation When the vector x has only k nonzero elements (k-sparse signal, k ≪ n), the solution of (I.2), which is called ℓ 1 minimization, coincides with the solution of (I.1) under certain conditions, such as restricted isometry conditions [1] - [6] .
subject to Ax = y (I. 2) In order to guarantee that we can recover the sparse signal by solving ℓ 1 minimization, we need to check these conditions are satisfied. The necessary and sufficient condition for the solution of (I.2) to coincide with the solution of (I.1) is the null space condition (NSC) [7] , [8] . Namely, when the NSC holds for a number k, then any k-sparse signal x can be exactly recovered by solving ℓ 1 minimization. This NSC is defined as follows.
Given a matrix A ∈ R (n−m)×n with 0 < m < n,
∀z ∈ {z : Az = 0, z = 0}, ∀K ⊆ {1, 2, ...n} with |K| ≤ k,
where K is an index set, |K| is the cardinality of K, z K is the elements of z vector corresponding to the index set K, and K is the complement of K. α k is defined as below, and α k should be smaller than A smaller α k generally means more robustness in recovering approximately sparse signal x via ℓ 1 minimization [7] - [9] .
When a matrix H ∈ R n×m , n > m, is the basis of the null space of A (AH = 0), then the property (I.3) is equivalent to the following property (I.4):
∀x ∈ R m , x = 0, ∀K ⊆ {1, 2, ...n} with |K| ≤ k,
where K is an index set, |K| is the cardinality of K, (Hx) K is the elements of (Hx) corresponding to the index set K, and K is the complement of K. (I.4) holds if and only if the optimum value of (I.5) is smaller than 1. We define the optimum value of (I.5) as β k : And then α k is rewritten as below:
However, solving the programming (I.5) is difficult, because there are at least n k subsets K, which can be exponentially large in n and k, and the objective function is not a concave function. In fact, [10] shows that given a matrix A and a number k, computing α k is strongly NP-hard. Under these computational difficulties, testing the NSC was often conducted by obtaining an upper or lower bound on α k [2] , [7] , [11] - [13] . In [2] and [12] , semidefinite relaxation methods were introduced by transforming the NSC into semidefinite programming to obtain the bounds on α k or related quantities. In [7] and [11] , linear programming (LP) relaxations were introduced to obtain the upper and lower bounds on α k . Those papers showed computable performance guarantees on sparse signal recovery with bounds on α k . However, the bounds resulting from [2] , [7] , [11] - [13] , did not provide the exact value of α k , which led to a small k value satisfying the null space conditions.
In this paper, we first propose a series of new polynomial-time algorithms to compute upper bounds on α k .
Based on these new polynomial-time algorithms, we further design a new sandwiching algorithm, to compute the exact α k with greatly reduced complexity. This new sandwiching algorithm also offers a natural way to achieve a smooth tradeoff between computational complexity and result accuracy. By computing the exact α k , we obtained bigger k values than results from [2] and [7] . This paper is organized as follows. In Section II, we provide the pick-1-element algorithm and a proof showing that the pick-1-element algorithm provides an upper bound on α k . In Section III, we provide the pick-l-element algorithms, 2 ≤ l ≤ k, and a proof showing that the pick-l-element algorithms also provide upper bounds on α k .
In Section IV, we consider the pick-l-element algorithms with optimized coefficients, 1 ≤ l ≤ k, and a proof showing that when l is increased, upper bound on α k from the pick-l-element algorithm with optimized coefficients becomes smaller or stays the same. In Section V, we propose a sandwiching algorithm based on the pick-l-element algorithms to obtain the exact α k . In Section VI and VII, we provide empirical results showing that the improved performance of our algorithm over existing methods and conclude our paper by discussing extensions and future directions.
II. PICK-1-ELEMENT ALGORITHM
Given a matrix H ∈ R n×m , 0 < m < n, in order to verify α k < 1 2 , we propose a polynomial-time algorithm to find an upper bound on α k . Let us define α 1,{i} as
and β 1,{i} as below:
where (Hx) {i} is the i-th element in (Hx) and (Hx) {i} is the rest elements in (Hx). The subscript 1 in β 1,{i} is used to represent one element and the {i} in β 1,{i} is used to represent the i-th element in (Hx). The pick-1-element algorithm is given as follows to compute an upper bound on α k . , i = 1, 2, ..., n 3 Sort these n different values of α 1,{i} in descending order: α 1,{i1} , α 1,{i2} , ..., α 1,{in} , where Lemma 2.1: α k can not be larger than the sum of the k largest α 1,{i} . Namely,
The subscript j of i j in α 1,{ij } is used to represent that the values are sorted.
Proof:
We assume that when x = x i , i = 1, 2, 3, ..., n, we achieve the optimum value α 1,{i} (=
Namely,
And we assume that when x = x * , we achieve the optimum value α k (=
The inequality in Lemma 2.1 is the same as the following (II.2):
The left-hand side of (II.3) can not be larger than the sum of the α 1,{i} , which is the maximum value for the i-th
The sum of α 1,{i} , i ∈ K, can not be larger than the sum of the k largest α 1,{ij } , j = 1, 2, ..., k.
III. PICK-l-ELEMENT ALGORITHMS
In order to obtain better bounds on α k than the pick-1-element algorithm, in this section we generalize the pick-1-element algorithm to the pick-l-element algorithms, where l ≥ 2 is a fixed chosen integer no bigger than k.
The basic idea is to first compute the maximum portion max
., n} with cardinality |L| = l. One can then garner this information to efficiently compute an upper bound on α k .
We first index the n l subsets with cardinality l by indices 1,2,..., and n l ; and we denote the subset corresponding to index i as L i . Let us define β l,Li , i ∈ {1, 2, 3, ..., n l }, as:
The subscript l in β l,Li is used to denote the cardinality l of the set L i , and i in β l,Li is the index of L i . The pick-l-element algorithm in pseudocode and in description are respectively listed as follows.
Algorithm 3:
Pick-l-element Algorithms, 2 ≤ l ≤ k for computing upper bounds on α k in Pseudo code Input: H matrix
Compute an upper bound from the following equation
NSC is satisfied
Algorithm 4: Pick-l-element Algorithms, 2 ≤ l ≤ k for computing upper bounds on α k in description 1 Given a matrix H, find an optimum value of (III.1) : The following lemma establishes an upper bound on α k . Lemma 3.1: α k can not be larger than the output of the pick-l-element algorithms, where 2 ≤ l ≤ k. Namely,
upper bound calculated with the pick-l-element algorithm , where i j ∈ {1, 2, 3, ...,
.
Proof:
Suppose that the maximum value of the programming (I.5), namely β k , is achieved when 
Thus, ∀x ∈ R m , we can represent
as follows.
Suppose that each term of the right-hand side of (III.2),
, achieves the maximum value when x = x i * , i = 1, ..., k l ; and the maximum value of
In the meantime, the maximum output from the pick-l-element algorithm is
By our definitions of indices i j 's, we have
Combining (III.3), and (III.4) leads to
Therefore, we have finished proving this lemma.
IV. PICK-l-ELEMENT ALGORITHMS WITH OPTIMIZED COEFFICIENTS
The pick-l-element algorithm has
as its coefficients. In this section, we show that we can actually strengthen the upper bounds of the pick-l-element algorithms, at the cost of additional polynomial-time complexity. In fact, we can calculate improved upper bounds on α k , using the pick-l-element algorithm with optimized coefficients. From this new algorithm, we can show when l is increased, the upper bound on α k becomes smaller or stays the same.
The upper bound from the pick-l-element algorithm is given by
where α l,Li j , j = 1, ..., n l are sorted in descending order. The upper bound from the pick-l-element algorithm with optimized coefficients is obtained by solving the following problem:
f or all integers b such that 1≤b≤l, f or all subsets I with |I|=b
The pick-l-element algorithm with optimized coefficients provides tighter, or at least the same, upper bound than the pick-l-element algorithm.
Proof: We can easily see that the following optimization problem (IV.3) provides the same result as that from the pick-l-element algorithm:
And this optimization problem (IV.3) is a relaxation of the pick-l-element algorithm with optimized coefficients (IV.2). Therefore, the pick-l-element algorithm with optimized coefficients provides tighter, or at least the same, upper bound than the pick-l-element algorithm.
Lemma 4.2:
The pick-l-element algorithm with optimized coefficients provide tighter, or at least the same, upper bounds than the pick-a-element algorithm with optimized coefficients when l > a.
Proof: From Lemma 5.1, we have
upper bound of k elements calculated with the pick-l-element algorithm
, are all the subsets of K with cardinality l. We can upper bound (IV.2) by the following: 
and relaxing (IV.4), we can obtain (IV.5) which is the same as the pick-a-element algorithm with optimized coefficients.
, f or all integers b such that 1≤b≤a, f or all subsets I with |I|=b
In fact, the first, second, and third constraints of (IV.5) can be obtained from the relaxation of the constraints of (IV.4). The first constraint of (IV.5) is trivial. The second constraint of (IV.5) is from the following:
The third constraint of (IV.5) comes from the following:
Because (IV.5) is obtained from the relaxation of (IV.4), the optimal value of (IV.5) is larger or equal to the optimal value of (IV.4), and (IV.5) is nothing but the pick-a-element algorithm with optimized coefficients. Therefore, the pick-l-element algorithm provides tighter, or at least the same, upper bounds than the pick-a-element algorithm with optimized coefficients, when l > a.
V. THE SANDWICHING ALGORITHM
From Section II, Section III and Section IV, we have upper bounds on α k with the pick-l-element algorithm,
upper bound calculated with the pick-l-element algorithm , or the pick-l-element algorithm with optimized coefficients, 1 ≤ l ≤ k. However, these algorithms do not provide the exact value for α k . In order to obtain the exact value, rather than upper bounds on α k , we devise a sandwiching algorithm with greatly reduced computational complexity. We remark that the convex programming methods in [2] and [7] only provide upper bounds on α k , instead of exact values of α k , except when k = 1.
The idea of our sandwiching algorithm is to maintain two bounds in computing the exact value of α k : an upper bound on α k , and a lower bound on α k . In algorithm execution, we constantly decrease the upper bound, and increase the lower bound. When the lower bound and upper bound meet, we immediately get a certification that the exact value of α k has been reached. There are two ways to compute the upper bounds: the 'cheap' upper bound and the linear programming based upper bound. These two upper bounds are stated in Lemmas 5.1 and 5.2 respectively.
Lemma 5.1 ('cheap' upper bound):
Given a set K with cardinality k, we have
where
and β k,K is defined as below, and L i , 1 ≤ i ≤ k l , are all the subsets of K with cardinality l.
(β k,K is defined for a given K set with cardinality k, but β k is the maximum value over all subsets with cardinality k.)
Proof: This proof follows the same reasoning as in Lemma 3.1.
, be the family of subsets of K, with cardinality l. It is not hard to see that each element of K appears in k−1 l−1 such subsets. In particular, we have
Suppose that each term of the right-hand side of (V.3),
, achieves the maximum value when x = x i , i = 1, ..., k l ; and the maximum value of
We can also obtain the upper bound on α k,K on a given K set by solving the following optimization problem (V.4):
Lemma 5.2 (linear programming based upper bound):
The optimal objective value of (V.4) is an upper bound on α k,K .
Proof: By the definition of β k,K , we can write α k,K (=
) as the optimal objective value of the following optimization problem.
This is because, by the definition of β l,Li , the newly added constraints , t = 1, ..., n, we can relax (V.5) to (V.4). Thus the optimal objective value of (V.4) is an upper bound on that of (V.5), namely α k,K .
Lemma 5.3:
The optimal objective value from (V.4) is no larger than that of (V.1).
Proof: Summing up the constraints in (V.4)
we get the number in (V.1), since each element in K appears in
l−1 subsets of cardinality of l. In Algorithms 5 and 6, we shows how we implemented the sandwiching algorithm. The following theorem claims that Algorithms 5 and 6 will output the exact value of α k in a finite number of steps.
Theorem 5.4:
The global lower and upper bounds on α k will both converge to α k in a finite number of steps.
Proof: In the sandwiching algorithm, we first use the pick-l-element algorithm to calculate the values of α l,L for every subset L with cardinality l. Then using the 'cheap' upper bound (V.1), we calculate the upper bounds on α k,K for every set K with cardinality k. We then sort these subsets in descending order by their upper bounds.
In algorithm execution, because of sorting, the global upper bound GUB on α k never rises. In the meanwhile, the global lower bound GLB either rises or stays unchanged in each iteration. If the algorithm comes to an index i , 1 ≤ i ≤ n k , such that the upper bound of α k,Ki for the i-th subset K i is already smaller than the global lower bound GLB, the algorithm will make the global upper bound GUB equal to the global lower bound GLB. At that moment, we know they must both be equal to α k . This is because, from the descending order of the upper bounds on α k,K , each subset K j with j > i must have an α k,Kj that is smaller than the global lower bound GLB. In the meanwhile, as specified by the sandwiching algorithm, the global lower bound GLB is the largest among α k,Kj with 1 ≤ j ≤ (i − 1). So at this point, the GLB must be the largest among α k,Kj with 1 ≤ j ≤ n k , namely GLB= α k .
If we can not find such an index i, the algorithm will end up calculating α k,K for every set K in the list. In this case, the upper and lower bound will also become equal to α k , after each α k,K has been calculated.
) is calculated by solving (V.2) for a subset K. However, the objective function is not concave. In order to solve it, we separate the ℓ 1 norm of (Hx) K into 2 k possible cases according to the sign LLB ← α k,K i , after computing α k,K i .
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if LLB > GLB then 11 GLB of each term, +1 or −1. Hence, we can make a ℓ 1 optimization problem into 2 k small linear problems. For each possible case, we find the maximum candidate value for β k,K via the following:
where sign i is for the sign of i-th term. In fact, we do not need to calculate 2 k small linear problems. We only need to calculate 2 k−1 problems instead of 2 k , because the result from (V.6) for one possible case (e.g. 1,-1,-1,1 when k = 4) out of 2 k cases is always equivalent to the result for its inverse case (e.g. -1,1,1,-1). Among the 2
candidates, we choose the biggest one as β k,K . This strategy is also applied to solve (II.1) and (III.1). 2 Initialize GLB ← 0 and the index i ← 1.
3 If i = n k + 1, then assign GUB ← GLB and go to Step 7. If the CUB of the i-th sorted subset is no bigger than than GLB, then assign GUB ← GLB and go to Step 7.
4 Assign GUB ← the CUB of the i-th sorted subset K i , and compute the LPUB for this subset K i .
5 If the LPUB of the i-th subset K i is bigger than GLB, then calculate the exact α k,Ki by solving (V.2) and assign GLB ← α k,Ki only if α k,Ki > GLB. 6 Increase the index i ← (i + 1) and go to Step 3.
7 If GUB is smaller than 1 2 , the null space condition is satisfied. If not, the null space condition is not satisfied.
B. Computational Complexity
The sandwiching algorithm consists of three major parts. The first part performs the pick-l-element algorithm for a fixed number l. The second part is the complexity of computing the upper bounds on α k,K , and sorting the n k subsets K by the upper bounds on α k,K in descending order. The third part is to exactly compute α k,K for each subset K, starting from the top of the sorted list, before the upper bound meets the lower bound in the algorithm.
The first part of the sandwiching algorithm can be finished with polynomial-time complexity, when the number l is fixed. The complexity of the second part grows exponentially in n; however, computing the upper bounds based on the pick-l-element algorithms, and ranking the upper bounds are very cheap in computation. So when n and k are not big (for example, n = 40 and k = 5), this second step can also be finished reasonably fast. We remark that, however, when n and k are big, one may enumerate these branches one by one sequentially, instead of computing and ranking them in one shot (A detailed discussion of this is out of the scope of this current paper). The main complexity then comes from the third part, which depends heavily on, for how many subsets K the algorithm will exactly compute α k,K , before the upper bound and the lower bound meet. In turn, this depends on how tight the upper bound and lower bound are in algorithm execution.
In the worst case, the upper and lower bound can meet when n k subsets K have been examined. However, in practice, we find that, very often, the upper bounds and the lower bounds meet very quickly, often way before the algorithm has to examine n k subsets. Thus the algorithm will output the exact value of α k , by using much lower computational complexity than the exhaustive search method. Intuitively, subsets with bigger upper bounds on α k,K also tend to offer bigger exact values of α k,K . This in turn leads to very tight lower bounds on α k . As we go down the sorted list of subsets, the lower bound becomes tighter and tighter, while the upper bound also becomes tighter and tighter, since the upper bounds were sorted in descending order. Thus the lower and upper bounds can become equal very quickly. In the extreme case, if both upper and lower bounds are tight at the beginning, the sandwich algorithm will be terminated at the very first step. To analyze how quickly the upper and lower bound meet in this algorithm is a very interesting problem.
VI. SIMULATION RESULTS
We conducted simulations using Matlab on a HP Z220 CMT workstation with Intel Corei7-3770 dual core CPU @ 3.4GHz clock speed and 16GB DDR3 RAM, under Windows 7 OS environment. To solve optimization problems such as (II.1), (III.1), (V.2), and (V.4), we used CVX, a package for specifying and solving convex programs [14] .
Tables ranging from I to X are the results for Gaussian matrix cases. Gaussian matrix H was chosen randomly and simulated for various k from 1 to 5. The elements of H matrix follow i.i.d. standard Gaussian distribution N (0, 1). Table I , II and III show upper bounds on α k obtained from the pick-1-element algorithm, the pick-2-element algorithm, and the pick-3-element algorithm respectively for Gaussian matrix cases. We ran simulations on 10 different random matrices H for each size and obtained median value of them. α 1 in Table II and III is from Table   I and α 2 in Table III is from Table II.   Table IV shows the exact α k from the sandwiching algorithm on different sizes of H matrices and different values of k. We ran simulations on one randomly chosen matrix H at each size. Hence in total, we tested 4 different H matrices in this simulation (our simulation experience shows that the performance and complexity of the sandwich algorithm concentrates for random matrices under this dimension). The pick-l-element algorithm mostly used in the sandwiching algorithm is the pick-2-element algorithm, except for α 2 in all H matrix cases, α 4 in the 40 × 20 H matrix case and α 5 in the 40 × 12, 40 × 16, and 40 × 20 H matrix cases. For α 2 in all H matrix cases, the sandwiching algorithm based on the pick-1-element algorithm is used. For other exceptional cases, the sandwiching algorithm based on the pick-3-element algorithm is used, because of the faster running time than the sandwiching algorithm based on the pick-2-element algorithm. The obtained exact α k is in Table IV and the number of steps and running time to reach that exact α k are in Table VI and Table VII respectively. We cited the results from [2] and [7] in Table V for easy comparison with our results. The exact values α k from our algorithm clearly improve on the upper and lower bounds from [2] and [7] . We added one more column in Table V for maximum k satisfying α k < 1 2 based on their results. In the 40 × 12 and 40 × 16 H matrix cases, we have bigger k than [2] and [7] . Table VI shows the number of running steps to get the exact α k in Table IV, using our sandwiching algorithm.
As shown in Table VI, Table VII lists the actual running time of the sandwiching algorithm (mostly based on the pick-2-element algorithm). Except for k = 2, the pick-1-element algorithm is used as the steps in the sandwiching algorithm.
For k = 4 in the 40 × 20 H matrix case, and k = 5 in the 40 × 12, 40 × 16 and 40 × 12 cases, the pick-3-element algorithm is used in the sandwiching algorithm. For k = 5 in the 40 × 20 H matrix, our sandwiching algorithm finds the exact value using only 1 170 of the time used by the exhaustive search method: the sandwiching algorithm takes around 2.2 hours, while the exhaustive search method will take around 16 days to find the exact value of α k . Table VIII shows the estimated running time of the exhaustive search method. In order to estimate the running time, we measured the running time to obtain α k,K for 100 randomly chosen subsets K with |K| = k, and calculated the average time spent per subset. We multiplied the time per subset with the number of subsets in the exhaustive search method to calculate the overall running time of the exhaustive search method. For k = 1 case, we put the actual operation time from Table VII.   Tables ranging from XI to XVII are the results for Fourier matrix cases and Tables ranging from XVIII to XXIV are the results for Bernoulli matrix cases. For Fourier matrix cases and Bernoulli matrix cases, we used A matrix in simulations instead of its null space matrix. A matrix was chosen randomly and simulated for various k from 1 to 5. Table XI, Table XII, and Table XIII show upper bounds on α k for Fourier matrix cases. We ran simulations on 10 different random Fourier matrices for each size and obtained median value of them. α 1 in Table XII and XIII   is from Table XI and α 2 in Table XIII is from Table XII.   Table XIV shows the exact α k from the sandwiching algorithm on different sizes of Fourier matrices A and different values of k. We ran simulations on one randomly chosen Fourier matrix A at each size. Hence in total, we tested 4 different Fourier matrices in this simulation. The obtained exact α k via our sandwiching algorithm is in Table XIV and the number of steps and running time to reach that exact α k are in Table XV and Table XVI respectively. The exact values α k from our algorithm clearly improve on the upper and lower bounds from [2] and [7] for Fourier matrix cases as well. For example, when our result for α k is compared to the results from [2] and [7] in 20 × 40 Fourier matrix, we obtained 0.67 for exact α 5 , while both [2] and [7] provides 0.98 as their upper bounds on α 5 .)
In Table XIV , the pick-l-element algorithm mostly used in the sandwiching algorithm is the pick-2-element algorithm, except for α 2 , and α 5 in the 20 × 40 and 32 × 40 matrix cases. For α 2 , the sandwiching algorithm based on the pick-1-element algorithm is used. For α 5 in the 20 × 40 and 32 × 40 matrix cases, the sandwiching algorithm based on the pick-3-element algorithm is used, because of the faster running time than the sandwiching algorithm based on the pick-2-element algorithm. In Table XV , when k = 2, some results from the sandwiching algorithm based on the pick-1-element algorithm reached the maximum operation steps, namely n k steps. This is because in those Fourier matrices, the upper bounds obtained from (V.1) and (V.4) were too weak to satisfy conditions in the program to stop the simulation in the middle of the operation early. Table XVIII, Table XIX, and Table XX show upper bounds on α k for Bernoulli matrix cases. We ran simulations on 10 different random Bernoulli matrices for each size and obtained median value of them. α 1 in Table XIX and   XX is from Table XVIII and α 2 in Table XX is from Table XIX.   Table XXI shows the exact α k from the sandwiching algorithm on different sizes of Bernoulli matrices A and different values of k. We ran simulations on one randomly chosen Bernoulli matrix A at each size. Hence in total, we tested 4 different Bernoulli matrices in this simulation. The obtained exact α k via our sandwiching algorithm is in Table XXI and the number of steps and running time to reach that exact α k are in Table XXII and Table XXIII respectively.
In Table XXI , in order to obtain α 2 , the pick-1-element algorithm is used in the sandwiching algorithm (the sandwiching algorithm based on the pick-1-element algorithm). For α 5 in the 20 × 40, 24 × 40, and 28 × 40, the pick-3-element algorithm is used in the sandwiching algorithm (the sandwiching algorithm based on the pick-3-element algorithm). When it comes to comparing the results from our sandwiching algorithm with the results from [2] and [7] , we have bigger recoverable k in the 24 × 40, 28 × 40, and 32 × 40 Bernoulli matrix cases. Table IX . We remark that, if one attempts to use exhaustive search to get the exact α k for these 100 matrices, it would take around 4 years on our machine. Gaussian matrix, while [7] provided 4 for recoverable sparsity in a Gaussian matrix of the same dimension. (α 1 in the pick-2-element algorithm comes from α 1 in the pick-1-element algorithm.) The data are in Table X. VII. CONCLUSION
In this paper, we proposed new algorithms to verify the null space conditions. We first proposed a series of new polynomial-time algorithms to compute upper bounds on α k . Based on these new polynomial-time algorithms, we further designed a new sandwiching algorithm, to compute the exact α k with greatly reduced complexity. The future work for verifying the null space conditions includes designing efficient algorithms to reduce the operation time even more. It is also interesting to extend the framework to the nonlinear measurement setting [15] . 
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