ABSTRACT The topic of subcarrier and power allocation in the downlink of an orthogonal frequency division multiple access decode-and-forward relaying system is presented with the objective of encompassing system stability and interference limitations in one inclusive problem. The introduced model is designed to maximize the overall throughput of the cell-edge users that are served by relay stations. We analyze the stability requirement of buffers in the base station and the corresponding relay stations, and define the rate constraints in order to guarantee queue stability without requiring a priori knowledge of arrival traffic's statistics. The explained model results in a nonconvex optimization problem, and therefore, we employ a time-shared technique to achieve the closed form solution, which is only applicable when subcarriers can be shared by the users during one time-slot. In the case where the subcarriers are not allowed to be time-shared, we introduce a computationally efficient optimal binary subcarrier and power allocation method, in addition to a power conservative allocation mechanism. Using geometric-programming and monomial approximation techniques, we show that the proposed conservative approach, although nonconvex, can be solved in polynomial time. We also study the impact of adjustable time-slot division and interference-tolerance parameters on improving system performance. The extensive simulation results demonstrate the success of the proposed methods in terms of stabilizing the queues, improving the throughput by 30% and energy efficiency gain by 90%, in comparison with the existing similar models in the literature.
I. INTRODUCTION AND LITERATURE REVIEW
The increasing demand for coverage extension and power gain, along with the need for decreasing implementation costs, raised the idea of developing Heterogeneous Networks (HetNet) [1] . HetNet cellular systems, which have become an essential part in the evolution of fifth generation (5G) wireless systems, incorporate the small cellular entities, such as picocells, femtocells, small cells and relays, to provide a mix of low-power cells underlying the macrocell network. As a member of the HetNet systems, deployment of relay stations brings up the challenge of utilizing the available network resources which are shared with the macrocell. Resource allocation in relay-aided networks has been investigated through several relaying techniques, including amplify-andforward [2] , compress-and-forward [3] and decode-andforward (DF) [4] - [6] . Among these relaying methods, the ability to remove noise drives us to employ DF relaying in the current work.
The problem of relay-aided resource allocation can be studied in two categories. ''Non-buffered relaying'' which assumes that the relay station forwards the total received data, and the ''buffered relaying'' which considers accumulating the received data for a future transmission. It is possible to modify the non-buffered relaying setting into buffered relaying, but this modification can degrade the maximum achievable diversity gain [7] , [8] . The buffered relaying scheme provides more flexibility in rate assignment, which results in performance enhancement compared to non-buffered relaying [9] , but with its backlog governing equations, it adds another degree of freedom to the resource allocation problem. The idea of applying the buffer backlog parameters to the resource allocation problem has been studied for achieving a divers spectrum of performance metrics. For example, the buffer length has been examined in [10] and [11] for deploying relay load balancing, in [12] for controlling the network congestion and user fairness, and in [13] - [15] for controlling the average delay.
We are interested in two major categories of scheduling and resource allocation approaches that can be found in the literature; throughput maximization [4] , [6] , [10] and delay minimization [15] , [16] . It is known that, the system throughput is maximized by increasing the data rate however this can result in large backlogs and delay in the buffers due to the limited link capacity. In this situation, guaranteeing the system stability has been shown to be a trade-off resolution between throughput and delay performance [13] , [17] - [19] . In [13] the idea of throughput-delay trade-off is devised under the constraint of energy efficiency requirements. For this purpose, the authors introduced an adjustable parameter to control the throughput-delay performance on demand. Then, they showed that the introduced admission control plus power allocation mechanism can guarantee the energy efficiency and queue stability. One may improve this method in terms of spectral efficiency by considering multi-carrier system. The study in [17] showed that maximizing the sum of the introduced queue length-based drift over all node pairs in the wireless multi-hop mesh networks is throughput optimal. This policy is in effect under the supreme set of mean exogenous arrival rates that can stabilize the network queues, namely, the capacity region of the system. The authors of [17] also stressed that developing an adequate optimized solution under the constraint set imposed by the system model of each particular application is valuable for implementation purpose. In [18] a centralized dynamic routing and power control policy advised for a single carrier multicomodity ad hoc network. This method provides bounded average delay whenever the arrival rates are within the capacity region of the system. The authors did not, however, consider the co-channel interference which affects the achievable transmission rate. Authors of [19] introduced a mechanism to maximize throughput that is constrained on average delay in a bidirectional buffer-aided relaying system. They showed that the throughput gap between the proposed delay-constrained method and their non delay-constrained scheme [20] can be vanished at the cost of extra delay.
Orthogonal frequency division multiple access (OFDMA) is the preferred wireless access method in the recent technologies because of its resilience in the presence of frequency selective fading and the ability for fully leveraging the multiuser diversity gain [21] . However, the problem of allocating OFDMA subcarriers in a multi-user network evokes combinatorial parameters that makes the problem infeasible to be solved in polynomial time. Relaxing the combinatorial parameter has been a popular method to transfer the original problem from the discrete domain to a continuous one while providing the same optimal solution as the original problem [4] , [15] , [22] , [23] . The other aspect of OFDMA subcarrier allocation pertains to the control of transmission power per subcarrier, configured at the base station and the corresponding relay stations in order to satisfy performance requirement. Although some studies like [24] do not consider power adjustment for the problem of scheduling and resource allocation, it has been shown that adaptive power allocation with respect to channel fading and path loss condition outperforms the fixed power allocation schemes [25] . The optimal power assignment is also important in the sense that extra transmission power causes serious interference to the neighbor cells. This makes it necessary to integrate the inter-cell interference and power control into our resource allocation model.
Solving a comprehensive resource allocation problem that encompasses various constraints and performance metrics adjures optimization techniques in order to achieve efficient utilization of network resources. Furthermore, such an optimization problem is not always a linear or convex model and it is necessary to find efficient techniques and approximation methods to solve the nonconvex problem in a reasonable calculation time. For instance, the iterative dual decomposition is employed to solve the nonconvex power allocation problem presented in [4] . Another popular technique is Geometric Programming (GP) method [14] , [22] , [26] that can provide optimal results while sustaining polynomial execution time. The GP method has the ability to readily convert the nonconvex problem to the convex format that can be solved with traditional interior-point solvers. This motivated us to apply GP technique to efficiently solve the nonconvex problem introduced in the current work. Regarding to the literature comparison of the most similar works, summarized in Table 1 , the current work is the first relay-aided resource allocation model that provides a practical and comprehensive resolution in terms of covering channel-aware throughput maximization, adaptive power allocation, interference control, energy efficiency, and queue stability. The authors have presented a limited version of the current work in [27] . The main contributions can be summarized as follows:
• We defined a stability constraint on each queue in the system that guarantees a bounded short term and long term average delay. The provided stability analysis does not require a priori knowledge of the arrival process.
• The introduced system model results in a nonconvex and combinatorial optimization problem, however by applying the relaxation and parameter mapping techniques, we obtained a closed form solution, calling Time-shared method.
• When time-sharing is not allowed, we defined an optimal binary resource allocation (OBRA) scheme, which results in an upper bound to the solution of the Timeshared method.
• We also introduced a conservative binary resource allocation (CBRA) approach that reduces power consumption by cutting off unnecessary subcarrier allocations. We provided a computationally efficient solution for the conservative model by applying the Geometric Programming and monomial approximation technique.
• We proved that the complexities of solving two proposed binary allocation methods are polynomial in time and closely comparable to the complexity of solving the Time-shared approach.
• We showed the impact of adjustable time-slot division ratio and interference tolerance parameter on the performance of the system in terms of throughput and power consumption.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We assume a cellular system that includes a set of cells/base sations , and a set of relays pertaining to the c-th base station R c . In this paper, the design goal is to assign a set of available subcarriers denoted by N (where its size equals |N | = n f ) to the set of users K c , m served by m-th relay in c-th cell. The aformentioned users are placed at the edge of cells and it is impossible to connect to the base station due to heavy blockage and long distance transmission. The users who do not suffer from dispersed and weak signals are assumed to be connected directly to the base station via separated resources. In this regard, we consider the assumption similar to [6] and [8] that the resource allocation for the users close to the base station is done via independent procedure. 1 We consider the scenario in which each relay is served by only one base station, and each cell-edge user is served by only one relay. As a relay selection strategy, it is assumed that the users are connected to the relays with the strongest average channel. Base stations are connected to a central unit with optical fiber backhaul links, to which the channel state information (CSI) of all links in the system is fed back. This central unit performs the allocation procedure for the entire system. The downlink subframe is time-slotted and its length equals T s . To benefit from the potential spectral efficiency advantage of a full frequency reusing scenario, we assume 1 We note that a joint resource allocation for non-relay assisted and relay assisted users would lead to a better system performance but the increased computational complexity can degrade the system efficiency for practical scenarios. that the set of n f subcarriers are shared for transmission on both BS-RS and RS-UE links. On the other hand, the transmissions of base station and relay stations are separated into two mini time-slots in order to prevent the intra-cell interference. Considering that the signal to interference plus noise ratio (SINR) on the Line of Sight (LoS) BS-RS link is different from the SINR of the Non-Line of Sight (nLoS) RS-UE link, an adjustable time-slot partitioning is beneficial in order to compromise the capacity difference and prevent bottleneck issue. Therefore, we consider an adjustable timeslot division parameter α ∈ (0, 1), so that αT s and (1 − α) T s define the length of a mini time-slot assigned for the BS-RS and RS-UE transmissions, respectively. For more readability of formulas, the system parameters used in this paper are summarized in Table 2 .
A. CHANNEL CAPACITY
The channel state information from relay and user equipment (UE) is assumed to be fed back to the base station via control information, and therefore, the c-th base station can calculate the instantaneous capacity C BS c,m (i, k, t) in the link to its m-th relay destined to the k-th user, in the i-th subcarrier and during the t-th time slot, that is given by
The variable f is equal to the bandwidth of each subcarrier, that is equal to the total bandwidth divided by the number of subcarriers n f . We denote BS c,m (i, k, t) as the received SINR at the m-th relay, which is given by
.
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We denote p BS c,m
and H BS c,m (i, t) respectively as the transmitted power, path loss, and small scale fading coefficient of the i-th subcarrier. It is a common practice to place relays in high positions so that, they have LoS links with base stations and experience very limited blockage. Hence, the small scale fading coefficients on links between BS and RS can be modeled by independent and identically distributed (i.i.d) random variables with Rician distribution [28] . The additive white Gaussian noise is modeled by zero mean complex Gaussian random variable with variance σ 2 z [4] . The variance of the inter-cell interference from neighboring base station is denoted by σ 2 c (i, k, t). We assume that, by the help of directional antenna and applying interference cancellation techniques [29] at the relay stations, the intercell interference received by the relay station is negligible compared to channel noise i.e. σ 2 c (i, k, t) σ 2 z , similar to the accepted model in [6] . Therefore, in the remaining of this text we consider the approximated SNR at the m-th relay, that is given by
The same approach is followed in order to calculate the instantaneous channel capacity C RS c,m (i, k, t) in the RS-UE link that is given by
The BS-RS transmission is assumed to take place at the first mini time-slot of the downlink subframe and the RS-UE transmission at the second mini time-slot. Due to this timing strategy, there is no inter-cell interference from neighboring base station to the cell-edge users. Therefore, when formulating SINR at UEs RS c,m (i, k, t), we only need to take into consideration the co-channel interference from the relays in the neighboring cells, that is given by
The variance of co-channel interference is defined by
where s RS c ,m (i, k , t) is the binary subcarrier allocation indicator associated to the RS-UE link. Setting s RS c ,m i, k , t equal to 1 implies that the i-th subcarrier is assigned to transmit data destined to the k -th user. l RS c ,m (k) and H RS c ,m (i, k, t) denote respectively the path loss and small scale fading coefficient of the i-th subcarrier on the interfering link between k-th user and m -th relay pertaining to c -th neighbor cell. Various links between users and relays experience asymmetric fading conditions because users are surrounded by numerous scatterers. Hence the small scale fading coefficients on the RS-UE link can be modeled by i.i.d random variable of Rayleigh distribution [28] . Assuming a continuous rate adaptation scenario, the user's data transmission rate (bit per second) associated with the link between the c-th base station and the m-th relay can be calculated by
where s BS c,m (i, k, t) is the binary subcarrier allocation parameter at the BS-RS link. Similarly, the transmission rate (bit per second) associated with the link between the m-th relay and the k-th user in the c-th cell is given by
where s RS c,m (i, k, t) is the binary allocation parameter associated with the RS-UE link.
B. QUEUE STABILITY
In order to maximize the throughput, one can increase transmission power while the traffic arrival rate is increasing. However, the power consumption boundaries and the effect of interference, limits the link capacity. Therefore, the excessive traffic results in a large backlog in the system buffers that incurs unacceptable delay and poor user experience. The throughput improvement and delay deduction are two metrics in conflict, and therefore, the method for balancing them is to stabilize the queues [13] . In the current work, we first assume that an admission control policy has been performed at a higher level in order to explore the maximum admissible traffic, which accordingly rejects the excessive data flow [17] . We then explore the rate allocation mechanism that stabilize the growth of queue length.
It is known that a queuing system is stable if all of the individual queues in the system have a bounded time average backlog [30] . This is mathematically defined as
where Q(k, t) indicates the length of k-th queue at the beginning of t-th time slot. To study the stability requirement at the base station, we formulate the queue length evolution, that is associated to the k-th user data flow, during one time-slot and is given by
where a BS (k, t) indicates the number of arrived bits during the t-th time slot. Using (2), the long-term average of the expected value of the queue length can be formulated as
where
In other words, P e1 implies the probability that the queue is emptied by the assigned departure rate in the t-th time slot. As a result, the updated queue backlog Q BS c,m (k, t + 1) would be only limited to the arrived bits during the last time slot, namely a BS (k, t). In this respect, in Proposition 1, we introduce a stability condition that does not require a priori knowledge of P e1 probability.
Proposition 1: Assigning the BS-RS rate in each allocation time slot such that
is sufficient to stabilize the k-th queue in the base station. Proof: If the condition (4) is enforced for each time slot, then P e1 = 1. Therefore (3) can be written as
The number of arrived bits in each time slot, from the source to the base station a BS (k, t) equals the data arrival rate λ(k, t) multiplied by the duration of time slot T s . Considering the fact that every traffic flow, destined to the k-th user, has a definitive average arrival rateλ(k), 2 the long-term average queue length is finite and equals to
So, the stability requirement is met.
Remark 1: The Little's law defines that the average delay of a queue equals the ratio of the average queue length to the average arrival rate. By satisfying condition (4) and using (5), the long-term average delay in BS queues is bounded to T s as it is given by Little's law.
Next, we follow a similar method for analyzing the queues placed in the relay stations. the queue length of m-th relay at the beginning of t + 1-th time slot is given by
T s α implies the actual number of bits already departed from the base station and destined for the k-th queue at the relay station. Accordingly, we can write the long-term average of the expected value of the queue length at the m-th relay as
In Proposition 2, we define the stability condition for queues resided in the relay station.
Proposition 2: Assigning the rate in RS-UE link in each allocation time slot such that
is sufficient to stabilize the k-th queue in the relay station. Proof: Assuming (6) is true at each time slot, P e2 = 1, then the long-term average of queue length at m-th relay would be given by lim
T s α which is bounded for whatever answers result from its minimum term. To elaborate it, consider the first case (a) that is
It is obvious that case (a) satisfies (4) which leads to the conclusion that the average queue length of the m-th relay is bounded to the average traffic arrival rate at the base station. This is given by
In this case, the long-term average queue length is also bounded, because the achievable rate of each link is bounded to a set of finite rate levels r BS according to the practical power constraints and limited code design.
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Remark 2: Satisfying condition (6), the queuing delay in the relay stations can be calculated, using Little's law as it is given in
With the suggested stability conditions (4) and (6), not only the queue length of a data flow destined to the k-th user is bounded in each time-slot, but the aggregated long-term and short-term queuing delay from BS to UE, is also bounded to T s (1 + α) with respect to Remark 1 and Remark 2. That is advantageous for certain real-time wireless multimedia or video streaming applications, where a packet can be discarded in each time window of transmission, if it has been received later than the expected delay. Additionally, our analysis of stability does not require the complex Markovian modeling on channel states and/or arrival processes, nor requires a priori knowledge of the statistics of the arrival traffic, in contrast to the stability analysis provided in [17] - [19] .
C. POWER AND SUBCARRIER ALLOCATION OPTIMIZATION PROBLEM
In this section, we define an optimization model for the allocation problem in the downlink subframe. The goal is to maximize the throughput of users in all cells for each time slot. We define the user instantaneous throughput c,m (k, t) by the minimum of the transmitted bits in each of two links as follows
According to the comparison in [25] , the sum-rate maximization approach that optimizes the joint subcarrier and power allocation outperforms the fixed-power schemes, particularly when the number of RSs is large. This reasoning motivates us to consider the joint allocation of power and subcarrier based on the instantaneous channel condition and queue length reports. We assume that the channel state is invariant during one time slot, and therefore the optimization operation is performed once per time slot. For the sake of simplicity, we eliminate time slot index t from the remaining equations. Consequently, the optimization problem can be defined as
where ω c,m (k) denotes a positive weight parameter that specifies scheduling priority and can enforce fairness policies in order to meet the requirements of different users. The total transmit power of the base station and each relay station are limited to predefined maximum values p max BS and p max RS , respectively. That leads to the set of power constraints that are denoted as
The following three constraints are defined in order to assign subcarriers exclusively for one user per mini time-slot.
To ensure the queue stability conditions (5), (6) are respected, we assert the following two constraints
The minimum term in the objective function formulation can be handled by introducing an auxiliary variable ρ c,m (k) = c,m (k, t)/T s , which transforms the problem into its epigraph form
and evokes two additional constraints given by
The new objective function (8) is convex but due to binary constraint (7-6) the problem becomes combinatorial and nonconvex, hence it is not feasible to find the global optimum solution in polynomial time. In the following text, we study the possible methods that can return the computationally efficient optimal solution.
III. SUGGESTING METHODS FOR SOLVING THE NONCONVEX PROBLEM
Note that the BS-RS and RS-UE links are assumed under low SNR profile, hence we cannot simplifie the problem by approximating log 2 1 + c,m (i, k, t) to log 2 c,m (i, k, t) in capacity formula. The proposed problem can be optimally solved using techniques like bisection search [32] or ellipsoid/subgradient methods [23] , however their exponential computation complexity makes it inefficient for practical communication scenarios. In the following sections, we apply some techniques to convert the problem (8) into convex form, so that the solution can be attained in polynomial time.
A. DEFEATING THE COMBINATORIAL FORM
The binary subcarrier allocation parameters cause a combinatorial form of optimization problem. It has been shown that, if we relax the binary constraint to be the real values between zero and one, i.e.
the solution of the relaxed problem yields an equal rate vector to that of an optimal binary allocation solution [23] . In this case, the relaxed subcarrier allocation can be drawn as the time sharing parameters that assign the i-th subcarrier to the k-th user during a proportion of the assigned time-slot.
B. DEFEATING NON-CONVEXITY
The cause of non-convexity in constraint (7-8) and (8-2) is the received interference σ 2 c,m (i, k, t) in the denominator of SINR formula in RS-UE link. We can replace the received interference by a constant value θ denoting the maximum tolerable interference per subcarrier imposed by neighboring relays in adjacent cells [4] . Therefore, the new SINR formula is given by
By tuning θ , the scheduler can control the level of tolerable interference in order to adjust system performance, which is elaborated in the numerical results section. Therefore, an extra inequality condition σ 2 c,m (i, k) ≤ θ is added to the set of optimization constraints.
In order to facilitate solving the optimization problem, we apply a power mapping and introduce two new sets of variables p BS c,m (i, k) and
The new power allocation parameters p BS c,m (i, k) and p RS c,m (i, k) are the actual transmit power per subcarrier for k-th dataflow at the base station and at the m-th relay station, respectively. It implies that the actual transmit power equals zero when its corresponding subcarrier allocation parameter is zero. Consequently, the rate formulas are rewritten aŝ
Considering the convexity property of the perspective functions [33] 
subject to (7-4), (7-5) along witĥ
where the variance of the received interference on i-th subcarrier is rewritten bŷ
The resulting optimization problem (10) is now convex, along with all of the corresponding constraints, and optimal value can be found efficiently in polynomial calculation time.
In the remaining text, we refer to this scheme as the Timeshared method.
It is worth to point out the infeasible situation that occurs when the constraints are mutually inconsistent due to a case of practical network settings. 3 Relaxing the constraints or tuning the problem boundaries are treatment examples for the infeasible situation. Adjusting the modulation and coding schemes or applying a congestion control mechanism can also be considered as the other counteracting methods although it is out of the scope of the current article.
The suggested Time-shared approach results in the optimal solution when the subcarriers are allowed to be shared in one time-slot. However, the time-sharing assumption is not feasible for some network configurations when the timesynchronization imposes unwanted communication overhead. In the following section, we introduce an optimal solution for problem (8) when the binary subcarriers allocation is requested.
C. OPTIMAL BINARY RESOURCE ALLOCATION (OBRA)
In order to have exclusive subcarrier allocation, we suggest an optimal binary resource allocation (OBRA) scheme that respects the power limit, interference and queue length constraints as stated in problem (8) .
In this scheme, we import the continuous allocation parameters s * u c,m (i, k) , u ∈ {BS, RS} resulted from solving the Time-shared problem, and round them to binary values. During this rounding procedure, for each subcarrier, the largest time-sharing allocation parameter among all users in one cell is set to 1, and that of the rest of users is set to zero, as stated in (11)
where u ∈ {RS, BS}. The resulting subcarrier allocation parameters respect the set of constraints (7-4) to . Note that the rounding procedure extends the feasible region in comparison to the proposed Time-shared method.
Next step is to perform a power allocation optimization procedure in which the subcarrier allocation parameters are fixed and binary. However, note that the rounding procedure (11) results a set of subcarrier allocation parameters that may violate constraints (7-7) and (7) (8) . Therefore, we employ a subcarrier refining mechanism described in Algorithm 1 that adjusts the binary subcarrier allocation parameters in regard to stability constraints, in advance of running the power allocation optimization problem.
Note that in Algorithm 1 we define the actual power Call SWAPPING (k † , RS) 6: end if 7: end for 8: procedure swapping(k † , u) 9: Calculate the subcarrier exchange cost vector k † . Find candidate user k * and subcarrier i * for subcarrier swapping:
10:
if it does not cause the k * user to fall back into the unsatisfied group then end while 20: end procedure allocation so that the stability constraint becomes feasible. In the SWAPPING procedure, we first calculate the subcarrier exchange cost vector for each unsatisfied user k † , that is given by
This cost vector identifies the penalty of the potential throughput degradation caused by the subcarrier swapping [24] . Subsequently, we search for the candidate user k * and subcarrier i * , who correspond to the least cost entry in the cost vector, i. 
subject to (7-1), along with
. Since the problem (12) is convex, along with all of the constraints, we can achieve the closed form optimal solution in polynomial time.
Binary conversion (11) and swapping the subcarrier allocation parameters actually extend the feasible rate region, and consequently, the sum rate resulted from the OBRA method brings an upper bound on the Time-shared method.
D. CONSERVATIVE BINARY RESOURCE ALLOCATION (CBRA)
In this section, we would like to decrease the power consumption at the base station and relay stations by defining a conservative approach that cuts off unnecessary subcarrier allocations. This conservative method follows the same procedure as OBRA; first, inputting the subcarrier allocation values obtained by solving the Time-shared method, second, rounding them to binary values (11) , and third, applying Algorithm 1 to achieve a set of fix binary subcarrier allocations. Ultimately, a power allocation problem similar to OBRA is defined using a constant set of binary subcarrier allocation parameters. The only difference is that, in CBRA we tighten the queue stability inequality constraints into equality conditions, as given by
This change of constraints eliminates the waste of bandwidth and minimizes the power consumption by preventing the rate assignment to the empty queues. By replacing the inequality stability constraints with equality condition, the problem turns into nonconvex format and therefore difficult to solve in polynomial time. In this case Geometric Programming (GP) can help us to solve the nonconvex problems. A brief review of the acceptable formats of Geometric programming can be found in Appendix A. The advantage of GP method is that it can be readily converted to the convex format using a standard logarithmic transformation. In order to transfer our model into the GP compliant format, we first define a logarithmic mapping ρ c (k) = log 2 x c (k). The advantage of this one-to-one mapping is that it simply enables us to retrieve the original variables. This parameter mapping is then followed by a reformulation of the objective function and also the constraints in logarithm format (see Appendix B). The resulting format of the problem is given by (15) subject to (7-1), (12-1), (12-2), (12-5) along with
The stability constraints (13) and (14) are reformulated into product forms (16) and (17), so that it can be simply converted VOLUME 5, 2017 into monomial format, which is the standard format for equality constraints in GP. The epigraph constraints (8-1) and can also be reformulated into (18) and (19) respectively, with respect to the aforementioned logarithmic mapping. Unfortunately, the product form constraints still do not comply with the GP format. More specifically, the equality constraints (16) , (17) do not respect the monomial format and the inequality constraints (18), (19) cannot be considered as posynomial functions. However, the issue can be solved using the Complementary GP format, which can be readily converted to GP. To do this, the monomial approximation technique must be applied (see Appendix C). The approximation method requires to feed by initial values p . Now the problem (15) and the constraints (7-1), (12-1), (12-2), , (20), (21), (22), (23) (i, k) , and therefore, it requires a sequence of iterations to converge. Therefore, we apply this program to an iterative scheme such that the solution of the first iteration provides the initial vectors for the second iteration, and so on. Upon satisfying the conditions outlined in [26] , [34] , this iterative algorithm converges to a solution of the KKT system of the problem (15) . 4 Since the problem (15) is not convex, the KKT conditions are only necessary for optimality, and returns a lower bound on the optimal achievable system throughput.
IV. COMPUTATIONAL COMPLEXITY
We examine the computational complexity of solving the suggested resource allocation problem in the case of the Time-shared, and two binary allocation methods, i.e. OBRA and CBRA. Basically, the optimal binary allocation can be achieved by using the exhaustive-search method. In this regard, there will be K 2n f possible subcarrier allocation profiles for both the BS-RS and the RS-UE links. In a multi-cell system consisting of ϕ cells, the number of possible allocation decisions will increase exponentially to ϕ K 2n f . Each of the subcarrier allocation profiles are subsequently employed to solve a convex power allocation problem. This power allocation problem is similar to the Time-shared problem, with the exception that the subcarrier allocation parameters
are not involved in the optimization procedure and are treated as constants, and also constraints (7-4) to (7-6) are eliminated. We calculate and illustrate the computation complexity of the exhaustive model in Table 3 .
The Time-shared and OBRA problems are convex, and therefore, the global optimum solution can be found using highly efficient interior-point methods (IPM). In the case of problem (15) , the IPM can be also used in an iterative manner, because the GP problem being solved in each iteration, is readily convertible into a convex problem. The underlying discipline of IPM is based on Newton's method along a central path. The complexity of each Newton step grows with the cube of the number of constraints. The number of Newton's steps is bounded by √ Z , where Z indicates the complexity of one Newton step. This approximation requires that the log-barrier function, which is composed of the objective function and all of the constraints, be self-concordant [35] . Although the log-barrier functions of the problems described in the Time-share, OBRA and CBRA methods are not self-concordant, we add extra constraints to convert the problem into the self-concordant format. 5 We calculate the computational complexity of the suggested methods and compare them in Table 3 . Note that the computation complexity of OBRA method includes the execution of Time-shared method followed by Algorithm 1 and a power allocation problem (12) . This is the same for the case of CBRA method however, Algorithm 1 is followed by an iterative procedure of GP optimization problems. The number of required iterations X for the GP problem to converge never exceeds 100, which is independent from the number of users or subcarriers, based on the simulation observations herein and in [22] and [26] . Note that the computation complexity of Algorithm 1 is not taken into consideration because it is significantly smaller than the complexity of the optimization problem. It can be seen that the complexity of the Time-shared, OBRA and CBRA approaches are polynomial in number of subcarriers n f , cells ϕ, relays M c and users in each cell K c . Hence the computation complexity of the Time-shared, OBRA, and CBRA methods are relatively small and comparable. 
V. NUMERICAL RESULTS AND DISCUSSION
In order to evaluate the performance of the proposed methods, we consider a multi-cell scenario as depicted in Figure 1 . In this section, we describe the system level model and the corresponding default value of the configuration parameters. The considered multi-cell system consists of seven cells, each serving three relay stations. The line of sight link between the base station and its corresponding relays is experiencing Rician fading with Rician factor 6 dB, and the distance between the base station and each relay is 20 Km. A relay serves one cell-edge UE, which is slowly moving in a radius of 100 m from the connected relay station. The maximum Doppler frequency equals 15 Hz. The RS-UE link is not in line of sight, and suffers multipath Rayleigh fading. The BS-RS and RS-UE links both follow the suggested 3GPP macrocell path loss model in LoS and nLoS, respectively [36] . In order to model the interfering signal received from neighboring relay stations to the cell-edge users, we use the nLoS path loss in distance of 220 m and the multipath Rayleigh fading model. The log-normal shadowing is ignored, because its impact on the performance of cell edge users is small compared to the impact of path loss. Twelve subcarriers of 15 kHz bandwidth are available in the downlink subframe, and the carrier center frequency is 2.5 GHz. The noise power density equals -174 dBm/Hz. The default value of maximum transmit power at the BS and RS are equally set to P max BS = P max RS = 20W . The weight value introduced in (7) is set to one for all users. The duration of one time slot is 5 ms, and the default time slot division value is determined by offline simulation and equals α = 0.6, which will be discussed later in this section. The entering data traffic at the base station can be modeled by a bursty On/Off traffic model [31] . However, the length of On-time (normally 2 s) is far larger than the time slot length (5 ms), which resembles a constant bit rate (CBR) traffic during one time slot. For this reason, we consider CBR traffic arrival rate in the current work and its default value is 5 Kbps. We normalze the interference tolerance parameter over the value of AWGN, denoted by INR=θ/σ 2 z , for the sake of comparability. Its default value is defined to INR=100 using an offline calculation as we discuss it later in this section.
We compare our suggested methods to two other allocation schemes, which we refer to as benchmark-1 [24] and benchmark-2 [4] . Particularly, the method defined in benchmark-1, distributes the maximum transmission power evenly on all subcarriers, and then performs a heuristic-based binary subcarrier allocation problem in order to maximize the system throughput while the allocated rate is greater than or equal to a constant minimum rate requirement. The binary allocation feature makes benchmark-1 a proper choice of performance comparison to our proposed OBRA and CBRA methods. Benchmark-2 considers the throughput maximization in an interference limited multi-cell and multi-user scenario that is constrained on a minimum data rate for a group of delay sensitive users. Benchmark-2 allocates transmission power and OFDMA subcarriers by relaxing the binary subcarrier allocation into time-shared values, that makes benchmark-2 a good choice for performance comparison to our proposed Time-shared model. We assume the minimum data rate requirement for both benchmark methods equal to 0.1 b/s/Hz.
For the first evaluation scenario, we examine the system throughput calculated by (7) achieved by applying the Timeshared, OBRA, CBRA and two benchmark schemes. The system throughput is calculated for different values of maximum power limit, which is equal for the base stations and relays p max BS = p max RS . For each power profile, we average the system throughput per bandwidth over 100 independent realizations of the simulated system and illustrate it in Figure 2 . As it can be seen, the OBRA and CBRA methods return an upper bound and a lower bound, on the throughput of the Timeshared method, respectively. This result has been expected regarding to the extended feasible regions of OBRA and tightened rate constraints in CBRA, comparing to the Timeshared method. Note that CBRA returns a fixed throughput due to its restricted rate policy, while the throughput of other methods is rising over increasing power limits. The throughput of Benchmark-2 is in close vicinity to the Time-shared model. However, the Time-shared method gains 30% more throughput due to its flexible rate constraints compared to Benchmark-2, which considers fixed data rate requirement for both links. Benchmark-1 gains the highest throughput but it is interesting to further study this behavior by the next experiment on power consumption, depicted in Figure 3 .
To measure the performance of the introduced methods in terms of power consumption, we calculate the sum of transmitted power at all the base stations, using we illustrate the energy efficiency of the compared methods in Figure 3 by dividing the sum system throughput (7) over the sum system power consumption. Figure 3 shows that CBRA, OBRA and Time-shared methods are more energy efficient than two benchmarks. Furthermore, CBRA is the most energy efficient method. Particularly, when power limit is 35W , CBRA achieves 92%, 96%, 99% power improvement comparing to Time-shared, Benchmark-2 and Benchmark-1, respectively. It can be seen that, the reason Benchmark-1 gains the highest throughput is due to its large power consumption, which makes this method the least power-efficient one.
For the next performance evaluation scenario, we examine the optimal system throughput when varying the channel condition. We define three distance profiles denoted by DP# (d1, d2) , where d1 and d2 express respectively the BS-RS and RS-UE distances. These distance profiles are defined as DP1 = (15000, 100), DP2 = (7500, 100), DP3 = (15000, 500) in meters. We depict the cumulative distribution function of the system throughput in Figure 4 as a result of applying the time-shared method for 100 independent realizations. It is observed that higher system throughput can be achieved when the distance between the RS and UE is short (100 m). Considering the system throughput formulation (7) that is calculated by the minimum rate achieved in each of the two links, the latter observation in Figure 4 highlights the fact that the system throughput is rather sensitive to the variation of the channel gain at RS-UE link which has a lower SINR than the BS-RS link. Therefore, when the RS-UE distance increases, as in DP3, the system throughput drastically decreases.
The results depicted in Figure 4 present another performance metric that affects the system throughput, namely the time-slot division parameter α. Figure 4 shows that when relay station has a large portion of time-slot, e.g. α = 0.4, it does not increase the RS-UE data rate and similarly the system throughput. However, shrinking the relays portion of time-slot enforces the system for high data rate on RS-UE link as it can be seen for α equal to 0.6 or 0.5. In addition, when the RS-UE distance reaches 500 meters as in DP3, the RS-UE channel condition drastically degrades to the point that shrinking the relay's share of time-slot more than 50%, e.g. α = 0.6, 0.7, does not contribute to increase the rate any further. It is worth to note that there is a limit for shrinking the relay's portion of time slot. In other words, the equilibrium of maximum throughput has been achieved by α = 0.6 when RS-UE link distance is 100 m, while setting α = 0.7 leaves the relay stations struggling to acquire appropriate rate. This motivates us to examine the power consumption for this evaluation scenario, as depicted in Figure 5 . The sum power consumption of Time-shared method over all base stations is depicted in Figure 5 -(a), comparing the effect of time-slot ratio α trending in the range [0.1, 0.8] over different distance profiles. It can be seen that power consumption is rather sensitive to the channel condition than the timeslot division ratio. By improving the channel condition on BS-RS link from DP1 to DP2, we achieve 84% decrease of power consumption at the base stations. However, this change does not variate the system throughput more than 0.5%, as in Figure 4 .
The sum power consumption of relay stations is depicted in Figure 5 -(b). It can be noted that when the RS-UE channel condition degrades from DP1 to DP3, the relay stations consume 51% more power to satisfy the optimization constraints. Interestingly, this channel gain degradation in RS-UE link contributes to 24% less power consumption at base stations as can be seen in Figure 5-(a) . This observation shows an interesting correlation between the rate of the BS-RS link and that of RS-UE link in our optimization problem (10) . The optimization problem tries to maximize the minimum rate, hence when the RS-UE channel condition is good, it is highly probable that the minimum rate equals the rate at the BS-RS link. We examined this claim via simulations and it shows that there is 35% chance that the minimum rate equals to the rate at the BS-RS link, when distance profiles is DP1, and this chance is 0% for distance profile DP3. So when the minimum rate equal to the rate at the BS-RS link, the system tries to converge to the values where BS-RS rates are maximized which eventually increases the power consumption at the base stations.
This observation highlights the importance of adjustable time-slot partitioning, which challenges the efficiency of the resource allocation mechanisms that are based on constant time-slot partitioning. For the simulation trials of the current article, we applied the resulted optimum time-slot ratio α = 0.6 which we acquired offline. However, the idea of adding the time-slot partitioning value to the set of optimization parameters can represent an opportunity to extend the current work in the future.
We examine the stability feature of the proposed method by depicting the length of the queues in Figure 6 at the base stations (subfigure at left) and relay stations (subfigure at right) during 200 consecutive time slots. The depicted results correspond to the queue length assigned to accommodate the traffic flow of 3 users placed in the central cell in Figure 1 . In this experiment, the arrival rate is 70 Kbps which is the largest arrival rate under which the proposed Timeshared method could stabilize the queues. The results of proposed Time-shared scheme is compared to Benchmark-1 and Benchmark-2 methods. We cast aside the queue length results from applying OBRA and CBRA methods, since they show analogous values to the Time-shared results. In this experiment, we observe that the Time-shared method, can stabilize the queue lengths at both the base station and relay stations and the length is close to the quantity of arriving bits during one time-slot, i.e. 350 bits. However it can be seen that, when the stability constraints are omitted, as in the Benchmark-1 and Benchmark-2 methods, the allocation mechanism fails to stabilize the system and therefore the queues' length grow exponentially. At a closer look, the Benchmark-1 method fails to stabilize the queue length assigned to user 1 and user 2 at the base station. At the relay stations, Benchmark-1 keeps user 2 and user 3 queues under control by the cost of depriving user 1 from any rate. Contrary to Benchamrk-1, Benchmark-2 does not deprive users from bandwidth, however it causes the queue length to grow exponentially. The interference tolerance value is a tuning parameter that can be adjusted with different system configurations to keep the performance in the desired level. In order to find the most proper value of interference tolerance, in Figure 7 we show the empirical probability of the received interference σ 2 c,m (i, k), ∀i ∈ N , ∀m ∈ R c , ∀c ∈ by (1), being smaller than the interference tolerance θ . This trend is resulted from running the Time-shared method with the default configuration values defined at the beginning of Section V. Considering the range INR ∈ {0, 1, 10, 50, 100, 150, 200}, the aforementioned probability becomes equal to one when INR ≥ 100 as it can be seen in Figure 7 . Since INR > 100 can cause waste of transmission power, we set INR = 100 as the default value for all the simulation scenarios in the current work. Performing an offline interference investigation is necessary to find the proper interference tolerance before the actual online allocation mechanism. This offline procedure can be provisioned since we assumed that UEs and relays feedback their channel state information to the base station.
This experiment opens an opportunity to future studies in order to engage the calculation of the optimal interference tolerance value as a part of the online resource allocation procedure.
VI. CONCLUSION
In the current work, we present a novel resource allocation model in a multi-cell decode-and-forward relaying cellular network, that considers several performance metrics in one inclusive model. We propose a set of queue length constraints in order to meet the stability requirement for the buffers placed in the base station and relay stations. The advantage of the stability constraints is that it does not required a priori knowledge of the arrival process, and therefore it imposes less communication overhead comparing to the existing stability methods. The inter-cell interference is also incorporated into the allocation problem, assuming the relay stations as the effective sources of interference for the cell-edge users. Since the suggested problem of OFDMA subcarrier and power allocation is combinatorial and nonconvex, we proposed the Time-shared approach in order to achieve a closed form optimal solution. When system design limitations do not allow the subcarriers to be time-shared, we propose a binary allocation scheme, namely OBRA, that gains an upper bound approximation to the achievable throughput of the Time-shared method. In addition, we propose a power conservative approach, namely CBRA, which can prevent waste of bandwidth, and consequently decrease the system power consumption. The Geometric programing technique and monomial approximations are applied, which enables the nonconvex CBRA problem to be converted to convex form and solved in polynomial time. Simulation results demonstrate the success of the proposed methods toward stabilizing the queues. It has been observed that, among the proposed allocation models, OBRA achieves maximum system throughput and CBRA shows the best energy efficiency. We also discuss that the dynamic tuning of the time-slot divi-sion and interference tolerance parameters play an important role for achieving optimal performance. Therefore, as future extensions of this work, one can include the time-slot division and interference tolerance parameter into the optimization model.
