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Personalized Food Printing for Portrait Images
A R T I C L E I N F O
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A B S T R A C T
The recent development of 3D printing techniques enables novel applications in cus-
tomized food fabrication. Based on a tailor-made 3D food printer, we present a novel
personalized food printing framework driven by portrait images. Unlike common 3D
printers equipped with materials such as ABS, Nylon and SLA, our printer utilizes ed-
ible materials such as maltose, chocolate syrup, jam to print customized patterns. Our
framework automatically converts an arbitrary input image into an optimized printable
path to facilitate food printing, while preserving the prominent features of the image.
This is achieved based on two key stages. First, we apply image abstraction techniques
to extract salient image features. Robust face detection and sketch synthesis are op-
tionally involved to enhance face features for portrait images. Second, we present a
novel path optimization algorithm to generate printing path for efficient and feature-
preserving food printing. We demonstrate the efficiency and efficacy our framework
using a variety of images and also a comparison with non-optimized results.
1. Introduction
Sugar painting is a traditional Chinese folk art that uses hot,
liquid sugar to create two dimensional figures (see Figure 1(a)).
Although this form of art is well known [1], it requires a skilled
artisan to manually create delicate figures, which restricts its
popularity. The recent advances of 3D printing techniques al-
low easy access of physical fabrication for novices, providing a
industry.
good opportunity to popularize sugar painting in the wider food
3D printing enables efficient realization of physical object-
s from digital models, which fascinates both professionals and
amateurs, and facilitates customized design and fast prototyp-
ing. In the recent years, 3D printing industry has developed
novel applications in the area of food science and technology.
These applications leverage the power of 3D printing to cus-
tomize food with complex geometry [2]. The development of
ible items with customized patterns.
both hardware and software allows novice users to fabricate ed-
3D food printing is an emerging research area with great po-
producing food with traditional additive manufacturing. Multi-
tential for food industry (see Figure 2). Researchers start from
material food printing technique is further introduced to create
complex geometries [2]. The problem of maintaining precise
3D shape after cooking process is also considered [3].
In this work, inspired by sugar painting, we aim at using 3D
printing techniques for personalized food fabrication. Our goal
is to extract personalized information from digital images, in-
cluding but not limited to the most popular medium - portrait
photos, and then use a 3D printer to automatically fabricate
the extracted information, as shown in Figure 1(b-c). Com-
pared with traditional additive manufacturing suitable for print-
ing solids, our personalized food printing problem subjects to
further constraints as follows. (i) The material used in our work,
such as maltose and chocolate syrup, is viscoelastic, which re-
quires larger radius of the print nozzle. As a result, food printers
produce edible objects with lower resolution and less accuracy
in contrast to FDM and SLA printers. (ii) The image abstraction
process is required due to the lower resolution of food printer.
Current image abstraction methods are capable of generating
visually plausible results. However, we have to bridge the gap
between the virtual abstractions generated by graphics algorith-
m and the physical printing paths for 3D printer. (iii) In 3D food
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Fig. 1. Inspired by sugar painting, we present a customized food printing
framework driven by portrait images. (a) An artisan manually creates a
pattern using hot sugar. (b) and (c) The customized food printing results
automatically generated by our framework.
printing process, frequent extrusion and retraction of the edi-
ble material is likely to cause unnecessary or insufficient print-
ing, resulting in printing path with non-uniform width. Besides,
these operations are time-consuming. Therefore, our approach
aims to filter out redundant details without losing the charac-
teristics of the input image. In order to improve the printing
quality and speed up the printing process, less retractions and
algorithm.
moving distance is preferred in our printing path optimization
Our work is also inspired by ingenious frameworks proposed
in recent publications. Tool path continuity enhancement meth-
ods have been widely applied to additive manufacturing. Some
researchers focus on the tool path geometry to avoid sharp turns
and ensure continuous path [4, 5]. While previous algorithms
lenges of 3D food printing remain unsolved.
are applicable to traditional 3D printing problem, the new chal-
Face image processing is well studied over the years. Styl-
ized cartoon faces are widely used to simplify portrait images
and generate appealing sketches. An example-based sketching
method [6] is capable of generating cartoon-like portraits. A
data-driven framework is further developed to improve the styl-
ization [7], making the results natural and attractive. Although
limited to front view and the detailed features such as nevus,
these approaches are effective, the face in the portrait image is
wrinkles and cheekbones can be easily eliminated.
We present a novel framework to fabricate personalized edi-
ble patterns by taking into account the fabrication constraints in
3D food printing. A data-driven method is applied to abstract
the input image. A new printing path optimization method is
presented to generate printable path for 3D food printing. The
printing quality is improved by adjusting image abstraction re-
sult according to the size of print nozzle. A Depth First Search
(DFS) based method is used to optimize the printing pattern and
speed up the printing process. We present a novel approach to
fabricate personalized edible patterns by combining 3D print-
ing, food customization, and computer graphics. We demon-
strate our framework on a variety of images including portrait
photos, vector arts, artistic drawings. The experiments show
that our framework can well preserve image features while sav-
ing printing time.
2. Related Work
2.1. Computer graphics for 3D printing
3D printing draws significant research interests of graphics
researchers recently [8]. The physical properties of 3D print-
ed objects have been studied with the help of computer-aided
design algorithms to meet different fabrication requirements.
Structural analysis helps to improve the strength of printed ob-
jects. Zhou et al. [9] involve physical simulation process to
analyse the worst load distribution. Stress relief methods are
also adopted to improve structural soundness of the printed
objects by geometry refinement such as thickening and hol-
lowing [10]. Other physical properties such as static equilib-
rium and dynamic motion also attract researchers’ attention.
´Prevost et al. [11] introduce an effective method to fabricate
static models which are able to stand by themselves. Ba¨cher et
al. [12] take a step further to print models that are able to spin.
Zhao et al. [13] present a novel framework to produce person-
alized roly-poly toys. 3D printing with multiple materials is
also investigated in recent years. Chen et al. [14] use a reducer-
tuner model to translate user-defined model specifications in-
to material-specific representations. Sitthi-Amorn et al. [15]
present an impressive platform for multi-material 3D printing.
Unlike all previous work, we focus on 3D food printing which
is yet to be studied in computer graphics community.
2.2. Food fabrication using 3D printing
As 3D printing matures in industry, novel applications e-
merge in the area of food science and technology [2]. There
are plenty of potential uses of 3D food printing, such as cus-
tomized food design, small scale food production and personal-
ized nutrition. Researchers have provided critical insights into
engineering solution for 3D food printing. Considering the con-
sistency, viscosity, and solidifying properties of food materials,
some are natively printable (chocolate, cheese, cake frosting) s-
ince they can be extruded smoothly from a syringe. Several so-
lutions are presented to retain their shape consistency through-
out the cooking process by additives and recipe control [16, 3].
Current food manufacturing techniques are suitable for mas-
sive food production. As for customized food design, it often
3Fig. 2. The 3D food printer used in our framework (Left). The print nozzle extrudes edible material during the printing process (Middle). Examples of
printed edible objects (Right).
requires craftsmen with professional skills and the fabrication
process is labor-intensive and time-consuming. 3D printing is
promising for small scale food production and customized food
design. Using 3D printing to fabricate food with customized
nutrition is discussed in [17]. This solution is able to take per-
sonal health data (height, age, health condition, etc.) to produce
food with sufficient caloric. One unsolved problem in food
printing is how to minimize the difference between designed
shapes (visualized in computer) and printed objects (fabricat-
ed by 3D food printer). The melting and concreting process is
not so accurate as using traditional material, resulting in wider
printing path and lower resolution result. Also, to keep the u-
niform width of the printing path, frequent on-off switching of
material extrusion should be avoided. Moreover, the overlap of
neighboring paths should be considered in the printing pattern
generation to avoid cluttered results. Our framework addresses
m, leading to plausible results for personalized food printing.
the above issues using a specialized path optimization algorith-
2.3. Image abstraction
Image abstraction helps to simplify the visual details and
emphasize the salient content. DeCarlo et al. [18] present a
stylization and abstraction method based on computer vision
techniques. The highlighted visual elements are determined
by a model of human perception and users’ eye movements.
Kang et al. [19] introduce an easy-to-use algorithm to automat-
ically generate a coherent and stylistic line drawing of a pho-
tograph. This work is later extended to video abstraction [20].
ble stroke order from an input image.
Fu et al. [21] propose a system which is able to derive a plausi-
The human vision system can be easily trained to distinguish
and recognize faces from ancient times. There are numerous
publications concerning face beautification [22], recognition
and detection [23, 24]. Chen et al. [6] present an example-
based sketching algorithm to abstract portrait into stylized car-
toon faces. It is effective but the results depend on the training
set. Wang et al. [25] propose a data-driven sketch synthesis
framework, which filters out redundant information and pre-
serves prominent features suitable for 3D printing. Berger et
al. [26] combine line drawing abstraction and artistic styles to
work for generating natural and attractive cartoon-like portrait.
sketch portraits. Zhang et al. [7] provide a data-driven frame-
But the framework is limited to face from front view and does
not preserve detailed features like nevus, wrinkles and cheek-
bones.
2.4. Path optimization for 3D printing and graphics
3D printing allows rapid prototyping in computer-aided man-
ufacturing. Several works based on enhanced Genetic Algorith-
m [27] and Artificial Neural Network (ANN) [28] are proposed
to optimize printing path for efficient 3D printing. Jin et al. [29]
present a novel method to optimize the zigzag filling path. They
also investigate how to avoid sharp turns in a printing path to
accelerate printing [4]. Wojcik et al. [30] introduce a MZZ-GA
framework to solve path planning problem which uses Genetic
Algorithm (GA) to improve path generated by Modified Zig Za-
g (MZZ). Path optimization algorithms are also employed for
graphics applications. Pedersen and Singh [31] propose a nov-
el maze synthesis method, which generates a continuous path
with no intersections. Wong and Takahashi [32] extract sharp
edges from an input image and use semi-Eulerization method
to seek the path that traverses all edges. Zhao et al. [5] adopt
connected Fermat spirals as a tool-path pattern for 3D printing.
The optimized path is a single continuous curve, enabling ef-
ficient and quality fabrication. While prior works demonstrate
effectiveness in different scenarios, they are too restrictive to be
applied for 3D food printing as in our case.
3. Algorithm
3.1. Overview
As shown in Figure 3, our framework consists of four com-
ponents: input image processing, image abstraction, path opti-
mization, and 3D printing. The FDoG filter in [19] is applied for
image abstraction. By taking into account the properties of the
food printer, a novel path optimization algorithm is presented to
efficiently fabricate the abstraction results with high quality. We
also employ further techniques to improve the printing results
for portrait images. Sketch synthesis [25] provides an alterna-
tive to filter out the redundant information of the input image
and preserve prominent features. Face detection and face land-
mark labeling [24] is used to enhance the face region for better
feature preservation.
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Fig. 3. The overview of our framework. Given an input image (g), our framework applies image abstraction (h) and path optimization (i), to generate
personalized pattern that can be directly fabricated (j). Sketch synthesis (a-b) and face enhancement (c-d) can be further employed to improve the printing
quality of portrait images.
3.2. 3D food printer
The 3D food printer used in our experiment is SHINNOVE-
S2 [33] (see Figure 2). The size of the printer is 420 mm ×
380 mm× 400 mm and the print volume is 150 mm× 150 mm×
100 mm. SHINNOVE-S2 is specially designed for printing ed-
ible material, such as chocolate and jam. It is based on FDM
printing technology and is able to extrude edible material from
the printing nozzle. The extrusion of the material is controlled
by a specially designed motor and it is also controlled by G-
companying video.
code. A practical printing process is demonstrated in the ac-
As a matter of fact, normal inkjet based printing would nat-
urally be more applicable to 2D raster images, even powder
bed fusion based approaches (powdered sugar for example)
would be a better choice. Considering the high cost of previous
method, we adopt current solution. The price of SHINNOVE-
0.5.
S2 is about $ 1000 and each printed object costs less than $
3.3. Path optimization algorithm
The input image processing and image abstraction are per-
formed at pixel level. Restricted to the printer’s nozzle width,
3D food printers fabricate edible objects with lower resolution.
If the FDoG output is directly used as the input for 3D food
printer, the printed object varies too much from the line ab-
straction result, as shown in Figure 10 (b-c). The result is often
overfilled due to the overlap of neighboring paths extruded by
the printer. Therefore, one straightforward idea to avoid overlap
is to attenuate the printing path using morphological operators.
The erosion operation in OpenCV [34] is able to erode the F-
DoG output to 1 pixel in width. However, the printing result is
not satisfying due to artifacts caused by overlap between neigh-
boring paths (Figure 8(d) and Figure 9(c)). Thus we present a
steps:
novel method to optimize the printing path, which involves 3
(a)                                                   (b)   
(c)                         (d)                   (e)                      (f)
Fig. 4. (a) The pixels highlighted in green indicate the FDoG output. (b)
A set of 3 × 3 patches (in yellow) is generated to cover the FDoG output.
Patch boundaries are highlighted in red. We use the pixel at the center to
represent individual patch. The printing path needs to travel all the patch
centers. The black arrows illustrate the printing path. (c-f) The pixels
highlighted in yellow, white and green illustrate filled, empty and half-filled
region by the printing material respectively.
1. Section 3.3.1: We use n s × s square patches (denoted as
P = {Pi}) measured by pixels to cover the output from FDoG
filter. There is no overlap between neighboring patches.
2. Section 3.3.2: The center Ti (denoted as T = {Ti}) of
Pi is used to denote individual printing patch. We use a DFS-
based method to generate printing path from all printing patch-
es, which travels through all the patch centers.
3. Section 3.3.3: According to the parameters of the 3D print-
er, the corresponding G-code is generated.
The advantage of the above method is that it not only simpli-
fies the path optimization process, but also ensures the quality
of the printing result. In order to avoid overlap, the printing path
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Fig. 5. Solution to Equation 1.
and the moving direction of the nozzle should be optimized at
the same time, which is well known to be NP-complete [35].
Instead, we introduce a proper patch size to approximate the
coverage of printer’s material extrusion, and optimize a patch
layout (a layout with a set of non-overlapping patches) to cover
the optimization and makes the problem tractable.
the abstracted image features. This reduces the complexity of
3.3.1. Patch size determination
In the following, we will first discuss how to optimize the
patch size selection process.
patch layout based on an intuitive illustration, then detail the
As shown in Figure 4(a), we use 3×3 square patches to cover
the result from FDoG filter. While the starting and ending lo-
cation of the printing path for each patch can change (see Fig-
ure 4(c-f)), most of the pixels in the patch need to be covered
by printing material. Our patch coverage plan is able to avoid
the overlap of neighboring printing paths, but few pixels are not
covered with printing material as intended. As shown in Fig-
the pixels in green are only half-filled.
ure 4(d-e), the pixels in white are empty. And in Figure 4(f),
The optimization problem aims at generating a path that trav-
els through Ti’s. Let the FDoG output shown in Figure 4 be F
(in green) and the region covered by 3 × 3 patches be V (in yel-
low). We set that all patches are within the area of F. The goal
is to cover F as much as possible by V:
min∀Pi∈F
(F − V). (1)
where P = {Pi} presents the set of all patches. The above
square packing problem is well known to be NP-hard [36]. In
practice, we solve it based on a divide-and-conquer approach
where F is hierarchically subdivided into subregions. We solve
for the patch layout within each subregion using dynamic pro-
gramming [37]. The whole image region is subdivided into sev-
used to solve for Equation 1.
eral connected graphs. In each graph dynamic programming is
As shown in Figure 5, the FDoG result is covered by 3 × 3
square patches. The square i × i is denoted as bi in Figure 5(a)
and the patch layout solution for bi is denoted as pl(bi). It’s
obvious that pl(bi) is only related to the layout plan for bi−1,
bi−2 and bi−3. Take pl(b4) for example. There is no layout
plan for pl(b1) and pl(b2) because b1 and b2 are smaller than
either because the top-left corner is empty. However, pl(b4)
3× 3 square patches. The layout plan for pl(b3) is not available
is obtained based on pl(b1) as shown in Figure 5(b) by filling
the space between b4 - b1. The same procedure is operated on
pl(b2) and pl(b3) by filling the space between b4 - b2 and b4 - b3
respectively. However no available patch layout solution is ob-
tained. When it comes to pl(b5), there are multiple layout plans.
pl(b j5) is used to denote the j-th possible layout plan for pl(b5).
pl(b15) as shown in Figure 5(c) is obtained from pl(b
4). pl(b25)
(as shown in Figure 5(d)) and pl(b35) (as shown in Figure 5(e))
are calculated from pl(b2). pl(b5) is chosen from pl(b15), pl(b
2
5)
and pl(b35), which minimizes Equation 1:
pl(bi) = arg min
pl(b ji )
(F − V). (2)
This routine continues until pl(bd) is obtained, which is a typ-
ical dynamic programming problem [37]. Since the patch is a
square, it is straightforward to set b1, ..., bd as squares. There-
fore, bd is the smallest square which covers the FDoG result.
To determine suitable patch size in the image space, we need
to scale the nozzle size according to the image area with respect
to the printing bed area. The nozzle used in the experiments
is 0.8 mm wide (denoted by w), the maximum printing size is
120 mm×120 mm in our experiment (denoted by a) and the
maximum dimension of the input image (denoted as p) is the
larger between width and height. Then the corresponding width
of the nozzle in pixels (denoted by s) can be computed from:
s =
w
a
p,
p = max(height,width).
(3)
The patch size used in our approach is related to s. In Fig-
ure 10, the image size is 500 pixels in width and 600 pixels in
height. s is 4 pixels according to Equation 3. In practice, if
larger s is used, then patch overlap can be avoided but it over-
simplifies result. Considering the viscosity of the material, the
printing path should be thinner than the width of the nozzle.
Besides, smaller patch size favors more details. By considering
the above factors, we use 3×3 patch size (see Figure 10) in all
our experiments.
3.3.2. DFS-based path optimization method
Our path optimization problem is to find a shortest path for
the print head to travel through T , where Ti is set as vertex. It is
similar to travelling salesman problem (TSP) [35] and Chinese
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Fig. 6. Depth First Search (DFS) based method. The vertex with smaller
depth is visited first.
postman problem (CPP) [38]. Richard M. Karp proves that that
the Hamiltonian cycle problem is NP-complete [39], which im-
plies that TSP is NP-hard. A few variants of the CPP have been
studied and are shown to be NP-complete [40]. To make the so-
(DFS) to optimize the path.
lution feasible, we apply method based on Depth First Search
Our DFS-based method aims to reduce the moving distance
of the print head to speed up the printing process. We assume
that two patches are adjacent if the distance between the centers
of these patches is less than 2s. P is divided into a number
of connected graphs (represented as Q = {Q1, ...,Qi, ...,Qn}).
moving distance within each Qi be DIQi and the sum be DIQ =
The moving distance consists of two types of paths. Let the∑
i
DIQi . Let the moving distance between connected graphs be
of the printer:
DOQ. We would like to minimize the overall moving distance
min(DIQ + DOQ). (4)
An example illustration of the algorithm is in Figure 6. There
are two connected graphs Q1 and Q2. DIQ is minimized using
DFS-based method. During DFS process, the vertex with s-
maller depth is first visited to avoid back tracking with long
distance. When the printing path travels through vertex B, edge
BC is visited before BD. DOQ is optimized using greedy algo-
rithm. The printing path within Q1 starts at vertex A and ends
at vertex H. Starting from H, we search for the closest vertex
vertex to traverse next graph Q2.
Q which has not been visited (vertex I), and set I as the starting
3.3.3. G-code generation
After the printing path is optimized, the corresponding G-
code is generated for 3D food printer. As the printing result is a
needs to be lifted by a certain height (hli f t) when the extrusion
two dimensional figure, only one layer is used. The print head
of the material stops. After that, the print head travels through
non-print area and come down when arriving at next starting
scratch of the printed figure on printing plane. Since the vertical
point of the printing path. This procedure is used to prevent the
Fig. 7. The result of face enhancement. The first row is the result of enhanc-
ing cheek region only. The second row enhances nose and mouth region as
well. The left column shows the input image. The middle column shows the
FDoG output. The right column shows the result with face enhancement.
movement of the print head also costs time, larger hli f t leads to
longer printing time.
If hli f t is too small, the print head could scratch the extruded
material along the way as shown in Figure 10(c) (especially the
area around two ears and the neck). We use hli f t = 1.9 mm in
all our experiments.
3.4. Face detection and landmark labeling
Since FDoG filter [19] is based on shape and color filtering
of the input image, the abstraction results for portrait images are
likely to lose face features. As shown in Figure 7, the outline of
face region is not well preserved after performing FDoG filter.
To handle this problem, we use OpenFace [24] to detect face
landmarks and enhance the profile of cheek, mouth and nose.
3.5. Face sketch synthesis
FDoG filter is able to obtain feature-preserving results. The
filtered result may not be an appealing abstraction, especially
for portrait images. Therefore, sketch synthesis [25] can be fur-
ther applied to generate feature sketches of the input portrait.
The synthesized sketch better convey what the artists see as the
most distinctive features of a human face. As shown in Fig-
ure 8, (k) is the result from synthesized sketch and (d) is from
FDoG filter directly. The sketch (e) looks different from the
input photo (a) because of the stylistic exaggeration of facial
features. It also filters out the redundant details and emphasizes
face features. (e) also contains sketches in hair and eye region,
which helps FDoG filter to abstract prominent features (i).
4. Results
We test our framework on a variety of input images. The
printing material is strawberry jam, other printing materials
such as chocolate syrup can be used as well. The same printing
speed is used for all the examples. The maximum dimension of
the input image is resized to 600 pixels.
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Fig. 8. Comparison of different methods. An erosion-based method is used
as shown in (a-d). (a-e-f-g-h) shows results without using face enhancemen-
t. (a-e-i-j-k) is the full pipeline of our approach.
4.1. Examples for different printing methods
We use an erosion-based method as an alternative. If we ap-
ply basic image processing based on OpenCV and common G-
code generation, the result is shown in Figure 8(a-d). For the in-
put image (a), the FDoG output is shown in (b). As mentioned
in Section 3.3.1, the FDoG output needs to be refined by taking
into account printer properties such as the width of the nozzle.
The existing erosion method provided by OpenCV is able to
thin the FDoG output (as shown in (c)), and the printing result
is presented in (d). This routine (a-d) is denoted as erosion-
based method. It is easy to see that the difference between (c)
and (d) is significant. The reason is that erosion method is not
able to avoid overlap between neighboring paths, leading to ob-
vious artifacts in the resultant fabrication. We should note that
Figure 8(d) and (k) are not sufficient enough to show that our
the same FDoG results as input.
approach produce better results. Figure 9(c) and (e) are using
We can also see that sketch synthesis is effective to improve
printing result. Our result (k) is able to preserve the prominent
features of the input image (a). By only applying FDoG filter,
the abstraction of hair is too sparse, while the eye region is too
dense. For better feature preservation, we also perform sketch
synthesis (e). And face enhancement can further help to ele-
vate face features before printing. (f-h) are the results without
contrast, face enhancement better preserves cheek features.
face enhancement. The cheek region is not well preserved. In
4.2. Examples for different patch sizes
The patch size for path optimization plays an important role
in our approach. As shown in Figure 10, large patch size (5 × 5
in Figure 10(j)) results in over-simplified result. Small patch
width of the nozzle (s = 4) is larger than the patch size, it can
size (1 × 1 in (f)) is not a good choice either. Actually if the
  (a)                            (b)                              (c)
  (d)                             (e)  
Fig. 9. Comparison between our approach and erosion-based method. (a)
The input image. (b) Erosion result. (c) Food printing result. The simu-
lation of printing path for (a) using our method is shown in (d). (e) Our
printing result using 3D food printer.
easily cause overlap between neighboring paths and overfilled
2 × 2 as shown in Figure 10(g).
printing results. This effect also happens with the patch size
Based on the discussion in Section 3.3.1, s = 4 is the ‘ideal’
width for the nozzle. However, the practical result (see Fig-
ure 10(i)) is too sparse. This is because the FDoG output can be
oversimplified by large patch size. Given that the printing path
is likely to be smaller than the width of the nozzle, the patch
size used in our experiment is 3 × 3. Besides, slight overlap
of the neighboring paths leads to smoother printing result (see
Figure 10(h)).
4.3. Comparison of printing time
The printing time is related to several factors, such as the
length of the printing path, the up-and-down process of the print
head, and the speed of print head movement. The experiments
below are under the same printing speed using the same 3D
food printer.
Directly printing FDoG output pixel by pixel is time-
consuming. As shown in Figure 10, (c) is the printing result
from (b) using DFS method to generate the path. The print-
ing time for (c) is 1920 seconds, while our result (h) costs 585
seconds. By using proper patch size and DFS-based path opti-
mization method, our method simplifies the printing path of the
print head, which reduces the printing time significantly.
Our method is also faster than erosion-based method (Ta-
ble 1). The path of the erosion-based method is also gener-
ated using DFS-based algorithm. Although the printing result
of erosion-based method(Figure 8(d) and Figure 9(b)) seems
more concise than our approach (Figure 8(k) and Figure 9(e)),
our method takes less time to print due to the patch-based path
optimization process.
Besides, there are obvious artifacts in erosion-based result,
as shown in Figure 9(c). Due to the overlap of neighboring
paths, the stacked strawberry jam is higher than hli f t in some
8(a)                        (b)                       (c)                      (d)                        (e)
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Fig. 10. Comparison of results using different patch sizes. (a) The input image. (b) The FDoG output. (c) Result by printing (b) pixel by pixel using DFS
method to generate the printing path. Using our method, the patch centers of (h) are shown in (d). (e) is the simulated printing result of (d) and (h) is the
printing result. (f-j) are the results using patches with different sizes, 1 × 1, 2 × 2, 3 × 3, 4 × 4 and 5 × 5 respectively.
Fig. 11. Printing time using different patch sizes.
areas. It occludes the path of print head when moving through 63
these areas, leading to erroneous results (in cheek and shoulder 64
region). 65
The printing time is also related to patch size. The printing 66
path becomes shorter as the patch size increases, so as the print- 67
ing time. The printing time for Figure 10 (f-j) is represented in
Figure 11. In the examples using 1 × 1 and 2 × 2 patches, the
printing paths are densely distributed. Thus the printing time
is mainly affected by vertical movements of the printer. This
from 2 to 5, the printing time becomes less.
results in less time with patch size 1. When patch size increases
4.4. More results
Figure 15 shows more printing results. It is easy to see that
our printing method preserves the hair style and the features of 9
the portrait images. 10
erosion-based method Ours
Figure 8 820 (d) 626 (k)
Figure 9 1039 (c) 737 (e)
Table 1. Printing time (in seconds) comparison between erosion-based
method and ours. The letter following printing time indicates the corre-
sponding example.
(a)                                         (b)                                           (c)
(d)                                         (e)                                           (f)
Fig. 12. Results printed on sliced bread.
Our method is able to print two dimensional figures on other
edible items. As shown in Figure 12, the strawberry jam is
printed on bread slices. The dimension of the bread is around
100 mm×100 mm and the printable area is 85 mm×85 mm.
There are numerous tiny holes on the bread. When the bread
is placed on the printing plane, the edge of the bread is higher
9than the center, making it difficulty to stick printing material to
the bread. As a result, the amount of the extrusion is increased
(1.53× compared with results generated in Figure 10).
Based on the pipeline shown in Figure 3, our framework can
be directly applied to other images as well. Some animal im-
ages are printed on bread in Figure 12(e-f).
4.5. Performance
We have implemented our algorithm on a desktop PC with
an Intel Xeon(R) E3-1230 CPU (3.30GHZ) and 8G memory.
Given a typical 500×600 pixel image as shown in Figure 10, it
takes 0.687 seconds to generate the printable G-code of patch
size 3×3 (h) from the image abstraction result (b). The small-
er patch size will result in longer computational time. It takes
1.634 seconds to generate printing path for (f) using 1×1 patch-
generate the printing path for 3×3 patches.
es. For Figure 8(i) with less details, it takes 0.564 seconds to
5. Limitations
The sketch synthesis method from [25] has limitations. Only
portraits facing front are preferable. For those images as shown
in Figure 13(a,d), this method does not work very well. Our
framework can also process such images using the routine in
Figure 3(g-j). However, the printing results may not be so ap-
pealing compared with the input images. For input image in
Figure 13(d), the FDoG output contains too many tiny details
especially in the eye region (see Figure 13(e)), which results in
resolution constraints of the 3D printer.
artifacts in the printing result (see Figure 13(f)) due to the low
(a)                                          (b)                                              (c)
(d)                                          (e)                                              (f)
Fig. 13. Limitations. The frequent on-off switches of material extrusion
leads to nonuniform width in hair regions. The printing results heavily
rely on the FDoG output.
For FDoG filter, other than causing artifacts by redundant
details, the printing quality can also be affected due to frequent
terial can easily cause less or over extrusion when the material
switches of material extrusion. The viscosity of the edible ma-
switch is invoked. Thus the printing path can be either too thin
or or too wide. Figure 13(b) shows that the hair region consists
of many short strokes. This is because the material extrusion is
fied width of the printing path as shown in Figure 13(c).
switched on and off very frequently. It can also lead to nonuni-
(c)
(a)                                (b)                                       
Fig. 14. Limitations. The print bed effects the printing quality.
The shape of the print bed also effects the printing quality.
Sliced bread, for example, is not an ideal print bed. The edge of
the bread is higher than the center. Therefore, the print bed is
not horizontal. Also, as the sliced bread can absorb print mate-
rial, the printing path is hard to preserve the desirable features.
Numerous tiny holes on the bread can aggravate the situation,
resulting in discontinuous paths as shown in Figure 14(c).
6. Conclusions and Future Work
We have proposed an effective framework that automatically
fabricates customized food from an input image. Image ab-
straction is firstly applied to extract prominent image features.
An optimized patch size is also determined to facilitate the path
optimization process. Then a novel DFS-based optimization is
presented to optimize the printing path. Finally, the correspond-
ing G-code is generated for the real fabrication. Our frame-
work ensures that the printing result preserves the abstracted
features from the input image while saving printing time. For
portrait images, the facial features can be better preserved by
sketch synthesis and face enhancement, aiming at filtering out
redundant information while keeping prominent features. The
effectiveness of our framework is validated by experiments and
comparisons on a variety of images using a tailor-made 3D food
printer.
In the future, our framework can be further refined by im-
proving the relevant image processing tools. We would like to
explore better sketch synthesis technique that is robust to vary-
ing poses and lighting conditions, to improve the quality of the
10
Fig. 15. More results. The top row shows input portrait images. We should note that there is no sketch synthesis process involved in these examples.The
bottom row shows corresponding results generated by our framework.
printed figures. Besides, the performance of image abstraction
largely affects the printing result in our approach. The most dif-
ficult parts for portrait images are hair, mustache and wrinkles.
More effective image abstraction techniques can be further in-
vestigated to better extract features from these parts.
As shown in Fig. 2, the food printer is capable to fabricate 3D
models with multiple layers. For portraits, printing a bas-relief
result requires the 3D face reconstruction process based on a
single image. The reconstruction method introduced by Zhu et
al. [41] is able to produce 3D face model. We can extend cur-
rent approach to print 3D models by optimizing the printing
pattern and path layer by layer. Nevertheless, there are sever-
al challenges. The reconstructed model determines the qual-
ity of the printing result. The spatial relation between layers
should be considered, such as the lower layer is supposed to
support the upper part. In addition, printing multiple layers is
time-consuming. Inner carving [11] may be helpful to reduce
printing material usage and speed up printing process. The 3D-
aware printing path generation algorithm introduced by Lens-
graf and Mettu [42] can be adopted to save printing time, which
pendence of the printing object.
optimizes the printing routine based on the local feature inde-
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