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We scrutinize the performance of different variants of equation of motion coupled cluster (EOM-CC)
methods to predict electronic excitation energies and excited state potential energy surfaces in closed-
shell actinide species. We focus our analysis on various recently presented pair coupled cluster doubles
(pCCD) models [J. Chem. Phys., 23, 234105 (2016) and J. Chem. Theory Comput. 15, 18–24 (2019)]
and compare their performance to the conventional EOM-CCSD approach and to the completely renor-
malized EOM-CCSD with perturbative triples ansatz. Since the single-reference pCCD model allows
us to efficiently describe static/nondynamic electron correlation, while dynamical electron correlation
is accounted for a posteriori, the investigated pCCD-based methods represent a good compromise be-
tween accuracy and computational cost. Such a feature is particularly advantageous when modelling
electronic structures of actinide-containing compounds with stretched bonds. Our work demonstrates
that EOM-pCCD-based methods reliably predict electronic spectra of small actinide building blocks
containing thorium, uranium, and protactinium atoms. Specifically, the standard errors in adiabatic
and vertical excitation energies obtained by the conventional EOM-CCSD approach are reduced by a
factor of 2 when employing the EOM-pCCD-LCCSD variant resulting in a mean error of 0.05 eV and a
standard deviation of 0.25 eV.
I. Introduction
The efficient and reliable quantum chemical description
of electronically excited states of atoms and molecules is
of central importance in many areas of physics, chem-
istry, astrochemistry, and materials science.1–9 Despite the
recent advances in computer architectures and the rapid
progress in software optimization, there is still need for
novel theoretical models that can overcome the expo-
nential scaling wall of conventional CI-based methods.
One promising alternative can be found in geminal-based
approaches. Specifically, geminal-based methods exploit
an efficient parametrization of the electronic wavefunc-
tion using two-electron functions, also called geminals,
which allows us to incorporate the dominant part of
static/nondynamic electron correlation effects. Numerous
numerical studies—ranging from simple model Hamiltoni-
ans, to non-covalent interactions, to bond-breaking pro-
cesses including heavy elements—highlight that geminal-
based ground-state electronic wavefunctions can reliable
account for static/nondynamic electron correlation ef-
fects at low computational cost.10–20 This feature makes
them ideal candidates to efficiently and reliably target ex-
cited states. Particularly interesting are the Antisymmet-
ric Product of Strongly orthogonal Geminals (APSG)21,22
and the pair Coupled Cluster Doubles (pCCD)12,23,24 mod-
els (also known as the Antisymmetric Product of 1-
reference orbital Geminal12,23) and their extensions to ex-
cited states.10,14,25–29
Specifically, in the APSG ansatz, excited states have been
modelled using different flavours of Extended Random
Phase Approximation (ERPA)10 and the time-dependent
linear response formalism.25,26 These approaches have
been tested for excitation energies in Be, H2, LiH, N2,
∗ k.boguslawski@fizyka.umk.pl
Li2, BH, H2O, and CH2O.
10,14,25,26 In the pCCD model,
excited states are targeted using the Equation-of-Motion
(EOM) formalism.27–29 Two different excited state mod-
els have been presented in the literature that employ a
pCCD reference functions and that can describe at most
double excitations. In the simplest variant, the EOM for-
malism is directly applied on top of pCCD. The missing sin-
gle excitations are then included a posteriori in the EOM
ansatz, that is, the linear excitation operator of the EOM
formalism is limited to pair and single excitations. This
approach is labeled as EOM-pCCD+S.27,28 A more sophis-
ticated scheme uses the pCCD model with an a posteri-
ori linearized Coupled Cluster Singles and Doubles correc-
tion30 (pCCD-LCCSD) as the reference function in the EOM
model, resulting in the EOM-pCCD-LCCSD approach.29
The performance of the recently presented pCCD-based
excited state models has been assessed for various chal-
lenging systems including CH+, all-trans polyenes, and
heavy-element-containing compounds that feature several
(quasi-)degenerate one-electron states like the ytterbium
dimer31 and the uranyl cation (UO 2+2 ).
27,28 Recent numer-
ical studies suggest that EOM-pCCD-based methods predict
excitation energies for singly-excited states that are compa-
rable to EOM-CCSD results, while the excitation energies of
doubly-excited states, that is, electronic excitation energies
associated with a simultaneous transfer of two electrons,
are closer to results obtained from multi-reference calcu-
lations. However, a detailed analysis of the performance
of EOM-pCCD-based methods for different types of exci-
tation energies, like local, charge-transfer, or Rydberg ex-
citations that can be encountered in various chemical sys-
tems across the periodic table, is missing. Furthermore,
it is particularly important to benchmark alternative quan-
tum chemistry methods for challenging molecules that fea-
ture complex electronic structures and electronic spectra
like transition-metal, lanthanide, and actinide-containing
compounds. This is especially desirable for larger heavy-
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2element-containing species for which standard quantum
chemistry methods are technically limited or computation-
ally infeasible, while experimental manipulations are ham-
pered due to the acute toxicity or instability of such com-
pounds.
To that end, the goal of this work is to assess the accu-
racy of various EOM-pCCD-based excited state extensions
for a test set of f0 actinide species that represent small
building blocks of larger actinide-containing compounds.
Their performance is compared to conventional Equation-
of-Motion Coupled Cluster Singles Doubles32 (EOM-CCSD)
and to the Completely Reonormalized Equation of Motion
Coupled Cluster Singles Doubles and perturbative Triples
(CR-EOM-CCSD(T)) method.33 We should stress that the
CR-EOM-CCSD(T) approach has been successfully applied
to model excited states of actinide species and can be con-
sidered as a reference method for closed-shell actinide con-
taining species. 34–37 Specifically, we focus on the ThO
and ThS diatomics and on the uranyl cation and its isoelec-
tronic series containing the NUO+, NUN, CUO, ThO2, and
PaO +2 compounds. Such small, prototypical di- and tri-
atomic f0 actinide-containing species represent helpful and
robust models for predicting bonding mechanisms, elec-
tronic structures, and properties of larger realistic actinide
compounds for which theoretical investigations are rather
limited.38–40
This work is organized as follows. In section II, we
briefly recapitulate all recently presented pCCD-based ex-
cited state methods. Section III summarizes the compu-
tational details. All predicted electronic spectra and their
spectroscopic constants and statistical analysis are pre-
sented in section IV. Finally, we conclude in section VI.
II. pCCD-based models for ground and excited states
Restricting the coupled cluster ansatz1,41–45 to include
only pair-excitations in the cluster operator results in the
pCCD approach,12,23,24
|pCCD〉= exp( P∑
i=1
K
∑
a=P+1
tai a
†
aa
†
a¯ai¯ai
)|Φ〉= exp(Tˆp) |Φ〉 , (1)
where |Φ〉 is some independent-particle wavefunction (for
instance, the Hartree–Fock (HF) determinant), a†p (a
†
p¯) and
ap (ap¯) are the electron creation and annihilation opera-
tors, respectively, for electrons with α (β) spin. Numer-
ical studies indicate that the pCCD model can be consid-
ered as an efficient way of capturing static/nondynamic
electron correlation effects, provided the orbitals are opti-
mized.11–13,15–18,23,24,46 Furthermore, a variational orbital
optimization scheme outperforms various approximate or-
bital optimization protocols based on the seniority num-
ber.13,16
The missing fraction of the dynamic electron correlation
energy can be accounted for a posteriori using, for instance,
perturbation theory47,48 or (approximate) CC corrections
on top of pCCD.30,46 In the latter approach, an exponential
ansatz for the electronic wavefunction is exploited,
|Ψ〉= exp(Tˆ )|pCCD〉, (2)
where Tˆ = ∑ν tν τˆν is a general cluster operator that con-
tains different levels of excitations τˆ. If single and dou-
ble excitations with respect to the reference determinant
are included in eq. (2), we arrive at the frozen-pair CCSD
(fpCCSD) model.46 The fpCCSD ansatz can be further
simplified by considering only linear terms in the Baker-
Campbell-Hausdorff expansion, which results in the pCCD-
LCCSD method.30 The corresponding amplitudes are then
determined by solving a set of linear equations,
〈Φν |(HˆN+[HˆN , Tˆnp])|pCCD〉= 0, (3)
where HˆN = Hˆ−〈Φ|Hˆ|Φ〉 is the quantum chemical Hamil-
tonian in its normal product form, 〈Φν | is a Slater determi-
nant contained in the projection manifold, and Tˆnp contains
all possible electron excitations up to second order exclud-
ing all electron-pair excitations. Eq. (3) can be rewritten
into the familiar form of single-reference coupled cluster
theory,30
〈Φν |(HˆN+[HˆN , Tˆnp])+[HˆN , Tˆp]+ [[HˆN , Tˆnp], Tˆp]) |Φ〉= 0. (4)
Various numerical studies highlight the good performance
of the pCCD-LCCSD approach for many molecular systems,
including heavy-element chemistry and non-covalent inter-
actions, where both static and dynamic electron correlation
effects are important.20,30,31,48
A. Targeting excited states within pCCD
For pCCD-based methods, excited states have been mod-
elled using the EOM formalism.49–52 In the standard EOM
approach, the excited state wavefunction |Ψk〉 is approxi-
mated by a CI-type ansatz, Rˆk = ∑k ckτˆk, acting on the cor-
responding coupled cluster reference state |Ψ〉,
|Ψk〉= Rˆk|Ψ〉=∑
k
ckτˆk|Ψ〉. (5)
In the above equation, the sum runs over all excitations
included in the cluster operator Tˆ of the coupled cluster
reference wavefunction. Eq. (5) is solved by determining
the amplitudes of the Rˆ operator. The excited state in ques-
tion is obtained by solving the corresponding Schrödinger
equation,
HˆN |Ψk〉= HˆN Rˆk|Ψ〉= EkRˆk|Ψ〉= Ek|Ψk〉, (6)
where Ek is the total electronic energy associated with
excited state k. Introducing the similarity transformed
Hamiltonian HˆN = exp
(−Tˆ)HˆN exp(Tˆ) and subtracting the
Schrödinger equation of the coupled cluster ground state,
we obtain the well-known EOM equations,
[HˆN , Rˆk]|Φ〉= ωkRˆk|Φ〉, (7)
where ωk = (Ek −E0) are the excitation energies with re-
spect to the CC ground state. Solving eq. (7) is equivalent
to determine the eigenvalues and eigenvectors of a non-
Hermitian matrix.
3B. EOM-pCCD
The simplest excited state extension for pCCD is the
EOM-pCCD model, where the cluster operator and hence
the CI-ansatz of eq. (5) is restricted to electron-pair excita-
tions only. Specifically, we have
Rˆp = Rˆ0+ Rˆp
= c0τˆ0+∑
ia
caa¯ii¯ τˆaa¯ii¯. (8)
The corresponding EOM-pCCD equations,
[Hˆ
(p)
N , Rˆp]|Φ〉= ωpRˆp|Φ〉, (9)
can thus only describe electron-pair excitations. In the
above equation, Hˆ (p)N is the similarity transformed Hamil-
tonian of pCCD,
Hˆ
(p)
N = e
−TˆpHˆNeTˆp = HˆN+[HˆN , Tˆp]+
1
2
[[HˆN , Tˆp], Tˆp]+ . . .
(10)
To target singly-excited or general doubly-excited states,
the EOM-pCCD model has to be extended. Different
flavours of post-EOM-pCCD methods have been presented
in the literature that can be understood as various approx-
imations of the conventional EOM-CCSD approach.27–29
C. Extending EOM-pCCD to target singly-excited states:
EOM-pCCD+S and EOM-pCCD-CCS
In the simplest extension of EOM-pCCD, single excita-
tions are introduced analogously to the configuration inter-
action method restricted to single excitations (CIS). In this
approach, only the Rˆ operator of eq. (8) is modified and
also includes single excitations with respect to the pCCD
reference determinant,
Rˆps = Rˆ0+ Rˆ1+ Rˆp
= c0τˆ0+∑
ia
cai τˆai+∑
ia
caa¯ii¯ τˆaa¯ii¯, (11)
where τˆai is a single excitation operator generating all
singly excited states with respect to the pCCD reference de-
terminant, |ai 〉= τˆai|Φ〉. The corresponding excitation ener-
gies and excited state wavefunctions are obtained by solv-
ing the corresponding EOM equations,
[Hˆ
(p)
N , Rˆps]|Φ〉= ωpsRˆps|Φ〉. (12)
We should emphasize that in the above equation Hˆ (p)N is
the similarity transformed Hamiltonian of pCCD as defined
in eq. (10). Since single excitations have been introduced
a posteriori, the corresponding excited state model looses
size-intensivity27,28 and the first column of the EOM effec-
tive Hamiltonian does not equal zero,
0 〈0|Hˆ (p)N |bj〉 〈0|Hˆ (p)N |bb¯j j¯ 〉
〈ai |Hˆ (p)N |0〉 〈ai |Hˆ (p)N |bj〉 〈ai |Hˆ (p)N |bb¯j j¯ 〉
0 〈aa¯ii¯ |Hˆ
(p)
N |bj〉 〈aa¯ii¯ |Hˆ
(p)
N |bb¯j j¯ 〉
 . (13)
The size-intensivity error can be straightforwardly cured by
modifying the cluster operator of the coupled cluster refer-
ence wavefunction. If we keep the EOM model restricted
to single and electron-pair excitations, we have to perform
an a posteriori CCS calculation on top of pCCD (cf., eq. (2)
with Tˆ = Tˆ1, abbreviated as pCCD-CCS). The correspond-
ing EOM equations,
[Hˆ
(ps)
N , Rˆps]|Φ〉= ωpsRˆps|Φ〉. (14)
contain the similarity transformed Hamiltonian of pCCD-
CCS Hˆ (ps)N . Since single excitations are now accounted for
in the coupled cluster reference wavefunction, the first col-
umn in eq. (13) equals zero. We should note that the sim-
ilarity transformed Hamiltonian used in the EOM-pCCD-
CCS equations has a different form for electron-pair and
single excitations, respectively. While for all electron-pair
excitations Hˆ (ps)N has the same expression as Hˆ
(p)
N defined
in eq. (10), for single excitations the cluster operator con-
tains both single and electron pair excitations,
Hˆ
(ps)
N = e
−Tˆ1−TˆpHˆNeTˆ1+Tˆp . (15)
D. Targeting singly and general doubly-excited states:
EOM-pCCD-LCCSD
By construction, general doubly-excited states are not ac-
cessible in EOM-pCCD+S nor EOM-pCCD-CCS. To target
general bi-excited states, post-pCCD methods have to be
considered that contain—at least—the Tˆ2 excitation oper-
ator in the CC correction. So far, only the pCCD-LCCSD
method has been extended to model excited states.29 Since
the cluster operator of pCCD-LCCSD contains both single
and double (that is, both electron-pair and broken-pair)
excitations, the Rˆ operator has the general form,
Rˆsd = Rˆ0+ Rˆ1+ Rˆ2
= c0τˆ0+∑
ia
cai τˆai+
1
2 ∑i jab
cabi j τˆabi j. (16)
Substituting the above expression for the Rˆ operator in the
general EOM equations (7), the EOM-pCCD-LCCSD equa-
tions become
[Hˆ
(sd)
N , Rˆsd]|Φ〉= ωsdRˆsd|Φ〉. (17)
Similar to EOM-pCCD-CCS, different expressions for
the similarity transformed Hamiltonian associated with
electron-pair and non-electron-pair excitations are used.
Specifically, for non-electron-pair excitations, we have29
Hˆ
(np)
N = e
−Tˆp−TˆnpHˆNeTˆp+Tˆnp ≈ HˆN+[HˆN , Tˆnp]+ [[HˆN , Tˆnp], Tˆp].
(18)
To conclude, the exponential ansatz of pCCD-based
methods ensures size-extensivity of the model. Size-
consistency errors may, however, become problematic,
especially when moving along potential energy surfaces
(PES) (for stretched bonds or in the vicinity of dissocia-
tion). The quality of the PES further determines the accu-
racy of spectroscopic constants. To remedy size-consistency
4problems, the orbital basis has to be optimized, ideally for
each targeted excited state. In this work, we have per-
formed orbital optimizations for the pCCD ground state
wavefunction only. Although such a procedure cures
size-consistency errors, the optimized orbitals might be
symmetry-broken, which complicates the identification of
excited states. Symmetry-breaking can be prevented by im-
posing point group symmetry during the orbital optimiza-
tion (see also sec. III for more details).
E. Computational scaling
Finally, we would like to compare the computational
scaling of different EOM-CC-based methods considered in
this work. The computational cost of EOM-CCSD is com-
parable to CCSD (requires, however, additional disk space)
and scales as O(o2v4), where o is the number of occupied
orbitals and v is the number of virtual orbitals. The Scal-
ability of the triples correction of the CR-EOM-CCSD(T)
method is characterized by O(n7) numerical complexity,
where n is the number of basis functions.53 The simplest
and simultaneously cost-effective EOM-pCCD-based mod-
els scale as O(o2v2). The inclusion of single excitations
within the EOM-pCCD+S and EOM-pCCD-CCS framework
does not significantly increase the computational cost com-
pared to EOM-pCCD and contains only a larger pre-factor.
The computational cost of EOM-pCCD-LCCSD is compara-
ble to the standard EOM-CCSD formalism.27,29 Finally, we
should mention that the EOM-pCCD-based methods can
be combined with an orbital optimization protocol within
pCCD, which introduces an additional cost of several 4-
index transformations (formally O(n5)). A short summary
of CPU timings for different excited state models is pre-
sented in Table S22 of the ESI†
III. Computational details
A. Basis sets, relativity, and frozen core
For ThO and ThS, we have used the all-electron atomic
natural orbital relativistic correlation consistent (ANO-
RCC) basis sets54 available in the OpenMolcas program
package version 17.0,55 optimized specifically for the 2-nd
order Douglas–Kroll–Hess (DKH2) Hamiltonian.56–59 For
all remaining molecules, we have employed the double-ζ
correlation consistent basis sets of Peterson60 for all heavy
elements (cc-pVDZ-DK3), optimized specifically for the
DKH3 Hamiltonian,58,59,61,62 and Dunning’s aug-cc-pVDZ
basis set for all light elements.63 Scalar relativistic effects
were accounted for by the DKH2 Hamiltonian (ThO and
ThS) and the DKH3 Hamiltonian (UO 2+2 and its isoelec-
tronic series), respectively. We should note that we per-
formed additional test calculations with basis sets of triple-
ζ quality. Since all investigated EOM-CC methods yield
similar excitation energies for a double-ζ and triple-ζ qual-
ity basis set (differences are typically 0.1 eV or smaller), all
calculations have been performed with a double-ζ quality
basis set. Results obtained for the corresponding triple-ζ
quality basis set are summarized in section S8 of the ESI†.
In all coupled cluster calculations, the atomic 1s orbitals
of the C, O, and N atom, the 1s–2p orbitals of the S atom,
and the 1s–5d orbitals of the Th, Pa, and U center were
kept frozen. This choice represents a compromise between
computational efficiency and the reliability of the obtained
electronic structures of actinide species. Furthermore, the
actinide semi-core 5s, 5p, and 5d orbitals are far less impor-
tant for electron correlation than the valence 6s, 6p, and 5f
orbitals.17,64–66
B. EOM-CCSD and CR-EOM-CCSD(T)
All EOM-CCSD/CR-EOM-CCSD(T)32,33 calculations
were carried out in the NWCHEM (version 6.8) software
package67,68 using the tensor contraction engine69–71 and
imposing C2v (ThO, ThS, CUO, ThO2 and NUO
+) and
D2h (UO 2+2 , NUN, and PaO
+
2 ) point group symmetry,
respectively. Due to technical difficulties, we were not
able to optimize the excited states in all symmetries for
NUO+ using NWCHEM. Thus, the missing EOM-CCSD
excitation energies were calculated (with the same compu-
tational setup as above) using the MOLPRO2012 software
package.72,73
C. EOM-pCCD+S, EOM-pCCD-CCS, and EOM-pCCD-LCCSD
All pCCD,12,23,24 EOM-pCCD+S,27,28 EOM-pCCD-CCS,
and EOM-pCCD-LCCSD9,29 calculations were performed
using our locally developed PIERNIK74 software package.
All EOM-pCCD-based calculations were carried out using
C1 point group symmetry to obtain a completely smooth
potential energy surface for the pCCD-LCCSD reference
calculation (vide infra). Additional cross-check calculations
were performed imposing D2h and C2v point group sym-
metry. The corresponding electronic spectra are similar to
those obtained by relaxing the symmetry constraint and
are thus reported in the ESI†. Specifically, the presence
of symmetry does significantly influence the EOM-pCCD-
LCCSD excitation energies where differences amount to (at
most) 0.1 eV. However, we should note that for stretched
inter-atomic distances EOM-pCCD-LCCSD does not provide
smooth potential energy surfaces for some excited states
(see sections S9 and S10 of the ESI†). This unsmooth-
ness can be cured by relaxing the symmetry constraint.
Thus, a variational orbital optimization procedure within
pCCD12 was applied in all pCCD-based calculations for the
ground state potential energy curve of UO 2+2 , NUN, ThO2,
and PaO +2 , imposing C1 point group symmetry. Finally,
we should note that the orbital optimization induces lo-
calization of molecular orbitals in all investigated systems.
Nonetheless, these optimized orbitals can still be identified
as σ -, pi-, δ -, and φ -type orbitals, which facilitates the iden-
tification of excited states.
D. Fitting procedure
All potential energy curves were obtained from a poly-
nomial fit of 8-th order using fitting scripts available in
the PIERNIK software package. The corresponding spec-
troscopic constants (equilibrium bond length (re) and har-
monic vibrational frequency (ωe)) were calculated based
on those fitted potential energy curves. Specifically, the
harmonic vibrational frequencies (ωe) were determined
numerically using the five-point finite difference stencil75
and the following averaged masses: uranium: 238.0508,
thorium: 232.0381, protactinium: 231.0359, oxygen:
15.9949, sulfur: 31.9721, and nitrogen: 14.0031.76
5Table I. Spectroscopic parameters of the ground and some low-lying singlet excited states of ThO and ThS obtained from various EOM-
CC models. re is the equilibrium bond length, ωe the harmonic vibrational frequency, Te the adiabatic excitation energy, and Tv the
vertical excitation energy, respectively. Tv has been calculated with respect to the equilibrium bond distance re of the corresponding
ground state obtained for each CC method. The differences with respect to CCSD/CR-EOM-CCSD(T) are given in parentheses. The
total electronic energies, excitation energies, and excited states PES are summarized in the ESI†.
ThO ThS
Method re [Å] ωe [cm−1] Te [eV] Tv[eV] re [Å] ωe [cm−1] Te [eV] Tv[eV]
X1Σ X1Σ
pCCD 1.850(−0.001) 918(+36) - - 2.386(−0.029) 497(+5) - -
pCCD-CCS 1.851(±0.000) 900(+18) - - 2.386(+0.029) 494(+2) - -
pCCD-LCCSD 1.871(+0.020) 834(−48) - - 2.387(+0.030) 436(−56) - -
CCSD 1.851 882 - - 2.357 492 - -
11∆ (σ → δ ) 11∆(σ → δ )
EOM-pCCD+S 1.860(−0.002) 875(+21) 2.03(+0.76) 2.03(+0.76) 2.410(+0.029) 486(+9 ) 1.88(+0.70) 1.89(+0.70)
EOM-pCCD-CCS 1.859(−0.003) 884(+30) 2.04(+0.77) 2.04(+0.77) 2.410(+0.029) 478(+1) 1.90(+0.72) 1.90(+0.71)
EOM-pCCD-LCCSD 1.881(+0.019) 819(−35) 1.56(+0.29) 1.56(+0.29) 2.405(+0.024) 431(−46) 1.56(+0.38) 1.56(+0.37)
EOM-CCSD 1.864(+0.002) 846(−8) 1.37(+0.10) 1.38(+0.11) 2.384(+0.003) 474(−3) 1.29(+0.11) 1.30(+0.11)
CR-EOM-CCSD(T) 1.862 854 1.27 1.27 2.381 477 1.18 1.19
11Π (σ → pi) 11Π(σ → pi)
EOM-pCCD+S 1.881(−0.004) 854(+13) 2.82(+0.92) 2.84(+0.92) 2.441(+0.028) 467(+10) 2.32(+0.84) 2.35(+0.83)
EOM-pCCD-CCS 1.881(−0.004) 871(+30) 2.82(+0.92) 2.84(+0.92) 2.441(+0.028) 461(+4) 2.33(+0.85) 2.36(+0.84)
EOM-pCCD-LCCSD 1.900(+0.015) 825(−16) 2.24(+0.34) 2.26(+0.34) 2.434(+0.021) 420(−37) 1.95(+0.47) 1.97(+0.45)
EOM-CCSD 1.885(±0.000) 842(+1) 2.05(+0.15) 2.07(+0.15) 2.415(+0.002) 461(+4) 1.65(+0.17) 1.69(+0.17)
CR-EOM-CCSD(T) 1.885 841 1.90 1.92 2.413 457 1.48 1.52
11Σ (σ → σ) 11Σ(σ → σ)
EOM-pCCD+S 1.892(+0.007) 885(+49) 2.57(+0.34) 2.61(+0.36) 2.455(+0.038) 460(±0) 1.94(+0.07) 2.00(+0.09)
EOM-pCCD-CCS 1.891(+0.006) 848(+12) 2.57(+0.34) 2.60(+0.35) 2.454(+0.037) 461(+1) 1.94(+0.07) 2.00(+0.09)
EOM-pCCD-LCCSD 1.908(+0.023) 786(−50) 2.27(+0.04) 2.30(+0.05) 2.462(+0.045) 355(−105) 1.88(+0.01) 1.92(+0.01)
EOM-CCSD 1.884(−0.001) 839(+3) 2.36(+0.13) 2.38(+0.13) 2.417(±0.000) 456(−4) 2.02(+0.15) 2.07(+0.16)
CR-EOM-CCSD(T) 1.885 836 2.23 2.25 2.417 460 1.87 1.91
21∆ (σ → δ ) 21∆(σ → δ )
EOM-pCCD+S 1.878(−0.004) 838(+10) 3.28(+0.28) 3.29(+0.27) 2.442(+0.039) 463(−3) 2.76(+0.13) 2.80(+0.14)
EOM-pCCD-CCS 1.880(−0.002) 856(+28) 3.28(+0.28) 3.30(+0.28) 2.442(+0.039) 457(−9) 2.76(+0.13) 2.80(+0.14)
EOM-pCCD-LCCSD 1.909(+0.027) 771(−57) 2.68(−0.32) 2.70(−0.32) 2.471(+0.058) 318(−148) 2.17(−0.46) 2.22(−0.44)
EOM-CCSD 1.882(±0.000) 855(+27) 4.51(+1.51) 4.54(+1.52) 2.412(+0.009) 460(−6) 4.24(+1.61) 4.27(+1.61)
CR-EOM-CCSD(T) 1.882 828 3.00 3.02 2.403 466 2.63 2.66
IV. Adiabatic electronic spectra
In the following, we first scrutinize the lowest-lying ex-
cited states of the ThO and ThS diatomic molecules, fol-
lowed by the electronic spectra of the UO 2+2 molecule and
its isoelectronic series.
A. ThO and ThS
ThO and ThS can be considered as the simplest actinide
representatives. Despite their simplicity, both compounds
are of considerably growing importance in the search of
the electron electric dipole moment (eEDM).66,77–80 While
the electronic spectrum of ThO has been investigated using
many quantum chemistry methods,66,81–87 the electronic
excitations of ThS were studied only recently.66,88 Hence,
both molecules are good test systems to assess the perfor-
mance of various EOM-pCCD-based approaches, which to
the best of our knowledge, have never been applied to such
systems before.
The left hand side of Table I lists all ground and excited
states spectroscopic parameters of ThO obtained from dif-
ferent coupled cluster methods. The numerical values for
the total electronic energies as well as excitation energies
are summarized in the ESI†. The ground state equilib-
rium bond lengths of 1.85-1.87 Å are in good agreement
with the experimental value of 1.84 Å.89,90 For compari-
son, experimental spectroscopic parameters are presented
in Table S23 of the ESI†. Furthermore, the vibrational
frequencies (between 830 and 920 cm−1) are in reason-
able agreement with the experimental spectrum ranging
from 879 to 896 cm−1.91–93 The optimal bond lengths of
the electronic ground state obtained from both pCCD and
pCCD-CCS are very close to the value of 1.851 Å predicted
by CCSD. Adding an LCCSD correction on top of pCCD
considerably elongates re by 0.02 Å. Furthermore, pCCD
and pCCD-CCS overestimate the vibrational frequency by
only 20–40 cm−1, while pCCD-LCCSD underestimates ωe
by about 50 cm−1.
In the lowest part of the electronic spectrum of ThO, the
electronic excited states feature electron transfer from the
σ highest occupied molecular orbital (HOMO) (with lead-
ing contributions from the Th 7s orbital) to the unoccupied
δ , pi, and σ molecular orbitals (with dominant contribu-
tions from the Th 6d and 7p orbitals, respectively). Specif-
ically, electrons are transferred to the Th 6dδ orbital in the
611∆ state, to the Th 7pσ orbital in the 11Σ state, and to
the mixed Th 6dpi/7ppi orbitals in the 11Π state, while the
21∆ state features a double electron transfer to the Th 6dδ
orbital. This is in line with previous theoretical studies of
excitation energies in ThO.66,82 Furthermore, all EOM-CC-
based methods give similar values for vertical and adiabatic
excitation energies, suggesting only minor importance of
structure relaxation upon electron excitation. The small
deviations in re of all targeted excited states as well as the
orbital contributions to the excitation energies, which are
almost entirely dominated by atomic orbitals of Th, con-
firm this minor dependence of electronic excitations on
the molecular structure. In general, all EOM-pCCD-based
methods provide spectroscopic constants and excitation en-
ergies that are qualitatively correct compared to CR-EOM-
CCSD(T) reference data. Specifically, EOM-pCCD+S and
EOM-pCCD-CCS overestimate excited state vibrational fre-
quencies by 10–70 cm−1, while EOM-pCCD-LCCSD under-
estimates them by 10–60 cm−1. EOM-pCCD-LCCSD pro-
vides, however, excitation energies that are much closer to
CR-EOM-CCSD(T) results with differences amounting to at
most 0.3 eV. One exception is the doubly excited 2 1∆, for
which EOM-pCCD-based methods should be considered as
the reference.29,31
The right hand side of Table I collects all spectro-
scopic constants of the ground and four low-lying ex-
cited states for ThS. The major differences in spectroscopic
constants with respect to ThO are the longer equilibrium
bond lengths and smaller electron excitation energies. We
should emphasize that the triplet excited states in ThS,
which are not considered in this work, are observed at
much lower energy ranges than found in the ThO molecule.
Similar to ThO, the electronic excitations in ThS occur from
the doubly occupied σ HOMO to the unoccupied Th 6d and
7p orbitals. The CCSD ground state equilibrium bond dis-
tance of 2.357 Å and vibrational frequency of 492 cm−1 fall
in line with previous theoretical and experimental investi-
gations.66,80,88,94 Furthermore, all excited states in the ThS
molecule are only marginally effected by changes in the
molecular structure (cf. Table I). Despite the similar char-
acter of excited states present in ThO and ThS, the per-
formance of EOM-pCCD-based methods is slightly worse
for ThS compared to ThO. Specifically, the differences be-
tween EOM-pCCD-based methods with respect to CR-EOM-
CCSD(T) increase to 0.5 eV. An exception is again the dou-
bly excited 21∆ state. Finally, we should note that the triple
correction within the CR-EOM-CCSD(T) approach has only
a minor effect on spectroscopic parameters in both ThO
and ThS.
Figures 1(a) and (b) display the mean error (ME) in ex-
citation energies along each PES with respect to CR-EOM-
CCSD(T) for ThO and ThS, respectively, calculated from
ME= ∑
rAcL
∆ωrAcL/N, (19)
for all actinide–ligand (Ac–L) distances rAcL along each
PES, where N is the total number of points along the PES
and ∆ωrAcL = ω
CC
rAcL −ω refrAcL . We have determined additional
error measures for both excitation energies ω and total
electronic energies E (along the PES), which are summa-
rized in section S7 of the ESI†. These include the non-
parallelity error NPE,
NPE=max
rAcL
(|∆ErAcL |)−minrAcL (|∆ErAcL |), (20)
the maximum absolute error MAE,
MAE(x) =max
rAcL
(|∆xrAcL |), (21)
where x is either the total electronic energy at a given in-
teratomic distance ErAcL or the (vertical) excitation energy
ω at a given rAcL, and the root mean error RME,
RME=
√
∑
rAcL
∆x2rAcL/N, (22)
similarly evaluated for both total electronic energies at a
given interatomic distance ErAcL and (vertical) excitation
energies ω at a given rAcL. In general, the simple EOM-
pCCD+S and EOM-pCCD-CCS methods have large error
measures of about 0.5 to 1.0 eV, while EOM-pCCD-LCCSD
and EOM-CCSD have negligibly small MAE, ME, and RME.
In general, EOM-pCCD-LCCSD yields mean errors that are
slightly larger than those observed for EOM-CCSD. How-
ever, both methods predict excitation energies that differ
by at most 0.5 eV from the CR-EOM-CCSD(T) reference
data. One exception is the doubly-excited 21∆ state, where
EOM-CCSD completely fails and predicts errors of more
than 1.5 eV. Finally, we should note that the error measures
for the total electronic energies are significantly larger as
the ground and excited state potential energy surfaces are
shifted in energy with respect to the CR-EOM-CCSD(T) ref-
erence curve. Hence, the corresponding data is presented
in Table S16 of the ESI† for reasons of completeness.
B. The UO 2+2 isoelectronic series
The uranyl cation (UO 2+2 ) is often considered as the
most prevalent building block of many uranium-containing
compounds.40,95 Quantum chemical studies on the ground
and excited-state electronic structures of the uranyl frag-
ment have been an active field of research over the past
years.36,64,65,96–109 As a result, its electronic structure is
now well-established, featuring a singlet electronic ground
state, a linear geometry, and characteristic vibrational
and electronic spectra.109 Hence, combined with its iso-
electronic actinide-containing analogs, UO 2+2 represents a
stringent test case for assessing the accuracy of new ap-
proximate quantum chemistry approaches. By comparing
ground and excited-state electronic structures across the
uranyl isoelectronic series, we obtain valuable information
about the validity and reliability of a given electronic struc-
ture method. In this work, the uranyl isoelectronic set is
composed of the UO 2+2 , NUN, PaO
+
2 , ThO2, NUO
+, and
CUO molecules. Specifically, we focus on vertical excita-
tion energies in all of the above mentioned species as well
as on the adiabatic excitation energies of the UO 2+2 , NUN,
PaO +2 , and ThO2 moieties. We should note that the elec-
tronic structure of ThO2 is completely different from the
7other investigated triatomic molecules isoelectronic to the
uranyl cation. It features a bent geometry and a peculiar
electronic structure, where the Th 5f orbitals do not partici-
pate neither in bonding nor in electronic excitations. These
differences originate from the relative energetic ordering of
the 5f and 6d orbitals in the thorium and uranium atoms,
respectively. Specifically, for the ThO2 molecule, the tho-
rium 6d orbitals are lower in energy and dominate in back-
bonding, while in the UO 2+2 cation the uranium 5f orbitals
are lower in energy and thus outweigh the oxygen atoms
in the back-bonding process.96
Before scrutinizing the electronic spectra and the result-
ing spectroscopic parameters for the uranyl isoelectronic
series, we start our discussion with their corresponding
ground state properties. As shown in Table II, the CCSD
ground state bond lengths increase from 1.690 Å in UO 2+2 ,
to 1.727 Å in NUN, to 1.770 Å in PaO +2 , to 1.918 Å in
ThO2, while the CCSD vibrational frequencies decrease in
a similar order (the largest value of 1113 cm−1 observed
for NUN is reduced to 1091 cm−1 in UO 2+2 , to 965 cm−1
in PaO +2 , to 804 cm
−1 in ThO2). These trends are, to
a large extent, reproduced by our simplified pCCD-based
models. Specifically, the pCCD and pCCD-CCS methods
underestimate the optimal bond-lengths and overestimate
vibrational frequencies. The opposite is true for pCCD-
LCCSD. Nonetheless, the overall accuracy of the investi-
gated pCCD-based models is quite satisfactory compared to
CCSD and improves considerably when moving to PaO +2
and ThO2 (cf. Table II). From the data available in the
literature,64,105,109–114 we can estimate that the ranges for
the optimal bond length are 1.67–1.72 Å for UO 2+2 , 1.71–
1.76 Å for NUN, 1.71–1.78 Å for PaO +2 , and 1.88–1.93 Å
for ThO2, respectively. The characteristic symmetric vibra-
tional frequencies should oscillate around 930–1150 cm−1
for UO 2+2 , around 1050 cm
−1 for NUN, around 900–1000
cm−1 for PaO +2 , and around 800 cm−1 for ThO2, respec-
tively (see also Table S23 of the ESI†). Thus, our CCSD
and pCCD-based bond lengths and vibrational frequencies
fall in line with previous theoretical and experimental find-
ings114.
We start our discussion on excited states with the elec-
tronic spectra of the UO 2+2 cation which will be later com-
pared to its isoelectronic NUN and PaO 2+2 analogs summa-
rized in Table II. The adiabatic electronic spectrum of the
ThO2 species will be discussed separately as this molecule
bears a different point group symmetry (C2v vs. D∞h) and
its electronic excitations are of different character. First,
we analyze our reference adiabatic excited states obtained
with the CR-EOM-CCSD(T) method. As shown in Table II,
the lowest part of the singlet excited-state spectrum of
UO 2+2 is composed of excitations from the σu (U 5f and U
6p) HOMO and the bonding piu (U 5f and O 2p) orbital to
the unoccupied U 5f orbitals. Specifically for UO 2+2 , we fo-
cused on the following singlet electronically excited states:
σu→ δu, σu→ φu, piu→ δu, and piu→ φu. While the low-lying
part of the electronic spectrum of NUN is very similar to
UO 2+2 in terms of their character, excitation energies are,
however, lowered by 0.5 to 2 eV. As opposed to UO 2+2 and
NUN, the lower part of the electronic spectrum of PaO +2
does not feature electronic transitions from the occupied
piu orbital and the whole spectrum is shifted towards much
higher excitation energies. The 11Φg, 11∆g, and 11Πg ex-
cited states characteristic for UO 2+2 are also present in
NUN and PaO +2 . The corresponding adiabatic excitation
energies are lowered by about 1 eV for NUN and lifted up
by about 1 eV for PaO +2 compared to the uranyl cation.
While the optimal bond lengths and vibrational frequen-
cies for these excited states are similar in the UO 2+2 and
NUN molecules, the excited-state bond lengths in PaO +2
are elongated by up to 0.1 Å and the corresponding vibra-
tional frequencies lowered by 100-150 cm−1. Furthermore,
the UO 2+2 and NUN species feature one additional excited
state, namely 21Φg, that is missing in the lower part of the
energy spectrum of PaO +2 . A common characteristic of the
electronic spectra of NUN and PaO +2 is the presence of the
11Σu and 11∆u excited states in both molecules. Despite
their identical orbital character, σu → σg and σu → δg for
11Σu and 11∆u, respectively, the corresponding excitation
energies differ by 2 and 1 eV, respectively. Moreover, the
differences in vibrational frequencies for these two states
amount to 200 cm−1. Finally, the electronic spectrum of
the ThO2 molecule does not resemble the spectra of the
other isoelectronic analogs. Specifically for ThO2 the inves-
tigated singlet excitation energies occur from the occupied
O 2p and Th 6p orbitals to the unoccupied Th 6s orbital
in the lower part of the spectrum and from the mixed O
2p and Th 6p/5d orbitals to the Th 7p/6d orbitals in the
higher part of the spectrum.
The spectroscopic parameters obtained from the inves-
tigated EOM-pCCD-based methods and from the EOM-
CCSD approach are collected in Table II, while their cor-
responding deviations from the CR-EOM-CCSD(T) refer-
ence parameters are given in parentheses. In general, the
simplest (and simultaneously the cheapest) EOM-pCCD+S
and EOM-pCCD-CCS models overestimate adiabatic exci-
tation energies by up to 3.5 eV for UO 2+2 , up to 2.5 eV
for NUN, up to 1.2 eV for PaO +2 , and up to 2.3 eV for
ThO2. These large errors compared to CR-EOM-CCSD(T)
are significantly reduced by the EOM-pCCD-LCCSD ap-
proach, which gives comparable results to EOM-CCSD. We
should note that for all the targeted excited states summa-
rized in Table II, contributions form triple excitations seem
to be negligible. Similar observations can be made for re
and ωe. Specifically, the simple EOM-pCCD+S and EOM-
pCCD-CCS methods considerably underestimate equilib-
rium bond lengths (up to 0.06 Å) and generally overesti-
mate vibrational frequencies (up to 120 cm−1). The er-
rors in spectroscopic constants significantly reduce if dy-
namical correlation is included on top of pCCD. In gen-
eral, EOM-pCCD-LCCSD overestimates re (differences typ-
ically amount to 0.03 Å or less) and underestimates ωe.
Although the conventional EOM-CCSD approach provides
equilibrium bond lengths and vibrational frequencies that
deviate less from CR-EOM-CCSD(T) reference data, EOM-
pCCD-LCCSD predicts excitation energies closest to CR-
EOM-CCSD(T) reference results. A statistical analysis of
adiabatic excitation energies Te (mean error (ME) and stan-
dard deviation) for all investigated molecules confirms that
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9both EOM-pCCD-LCCSD and EOM-CCSD are of acceptable
accuracy, with a mean error of approximately 0.05 eV and
a standard deviation of at most 0.5 eV (see Figure 2(a); the
individual error measures are collected in Tables S14 and
S15 of the ESI†). Most importantly, EOM-pCCD-LCCSD on
average outperforms EOM-CCSD in predicting (adiabatic)
excitation energies, especially for the doubly-excited states
present in the ThO and ThS molecules, reducing the stan-
dard deviation to 0.25 eV. The mean errors for all excita-
tion energies along the potential energy surface (calculated
from eq. (19)) are displayed in Figure 1. In general, EOM-
pCCD+S and EOM-pCCD-CCS result in unacceptably large
ME, typically much larger than 1 eV, while EOM-CCSD and
EOM-pCCD-LCCSD feature a ME of 0.5 eV or smaller.
V. Vertical excitation energies and their statistical analysis
In this section, we extend the isoelectronic series dis-
cussed above by two uranyl isoelectronic analogs, the
CUO115–125 and NUO+65,103,110 molecules. Their ver-
tical electronic transitions are collected in Table III.
We have chosen optimized equilibrium bond lengths of
rU−C=1.733 Å and rU−O=1.779 Å for CUO106,125 and
rU−N=1.698 Å and rU−O=1.761 Å for NUO+,65,103 respec-
tively. In the CUO molecule, the lowest-lying excitation en-
ergies occur from the σ HOMO composed mainly from U 5f
and from the pi molecular orbital with mixed U 6d/5f con-
tributions to the unoccupied σ , δ , and φ molecular orbitals.
Although the character of some excited states is similar to
those observed for UO 2+2 and NUN, a distinct feature of
CUO is the low-lying transition to the σ molecular orbital
originating from the U 7s orbital. Similar to CUO, the elec-
tronic excitations in NUO+ take place from the σ HOMO
and form the pi molecular orbitals with leading contribu-
tions from the U 5f and N 2p orbitals. In the lowest-lying
vertical transitions, electrons are transferred to the unoc-
cupied atomic U 5f orbitals (δ and φ).
The electronic spectra of CUO is rather dense, with ex-
cited states lying close in energy to each other (see Ta-
ble III). Specifically, CR-EOM-CCSD(T) predicts excitations
energies between 1.5 eV and 2.4 eV. As expected, both
EOM-pCCD+S and EOM-pCCD-CCS significantly overes-
timate excitation energies (errors lie between 0.3 eV to
1.7 eV), while EOM-pCCD-LCCSD yields excitation ener-
gies similar to EOM-CCSD. Large deviations from CR-EOM-
CCSD(T) reference data can be found for the σ → σ exci-
tation, which is strongly underestimated by EOM-pCCD-
LCCSD (almost 0.5 eV). Furthermore, EOM-pCCD-LCCSD
predicts this 11Σ(σ → σ) state to be the first excited state,
while it is the second lowest-lying excited state in CR-
EOM-CCSD(T). Overall, both EOM-CCSD and EOM-pCCD-
LCCSD provide a different order of states in the lower part
of the electronic spectrum compared to CR-EOM-CCSD(T)
reference data. We should highlight that both the CUO and
NUO+ molecules are rather complex test cases as their cor-
responding electronic spectra are difficult to model com-
putationally. Nonetheless, the errors in excitation energies
predicted by EOM-pCCD-LCCSD are at most 0.5 eV, while
the largest error encountered in EOM-CCSD calculations
amounts to approximately 0.4 eV.
The lower part of Table III summarizes the excitation en-
ergies for the NUO+ molecule. We should note that we
encountered convergence difficulties in CR-EOM-CCSD(T)
calculations and only two roots could be optimized. Thus,
EOM-CCSD results are taken as reference values in cases
CR-EOM-CCSD(T) data is missing. Most importantly, we
observe similar trends in excitation energies as found for
the remaining uranyl isoelectronic analogs. EOM-pCCD+S
and EOM-pCCD-CCS considerably overestimate excitation
energies, while EOM-pCCD-LCCSD and EOM-CCSD pre-
dict excitation energies that agree well with CR-EOM-
CCSD(T) reference data (with differences of 0.2 eV for
EOM-pCCD-LCCSD and 0.3 eV for EOM-CCSD). Further-
more, EOM-pCCD-LCCSD overrates excitation energies,
while EMO-CCSD underestimates them with respect to
CR-EOM-CCSD(T) data. We should note that the differ-
ences in excitation energies between EOM-pCCD-LCCSD
and EOM-CCSD are consistently about 0.2 and 0.5 eV, re-
spectively. Thus, we can anticipate that the correspond-
ing errors with respect to (the missing) CR-EOM-CCSD(T)
reference data will be of similar order, namely 0.2-0.3 eV.
Finally, a statistical analysis of vertical excitation energies
Tv (mean error (ME) and standard deviation) for all inves-
tigated molecules is presented in Figure 2(b). For ThO,
ThS, UO 2+2 , NUN, PaO
+
2 , and ThO2, the vertical excita-
tion energies have been determined with respect to the
ground state equilibrium geometries obtained from various
CC models (see also Tables I and II). The error measures
confirm that both EOM-pCCD-LCCSD and EOM-CCSD are
of acceptable accuracy, with a mean error of approximately
0.05 eV and a standard deviation of 0.3 eV (EOM-pCCD-
LCCSD) and 0.5 eV (EOM-CCSD), respectively.
VI. Conclusions and outlook
In this work, we have investigated the ground and sin-
glet excited states of model di- and tri-atomic f0 actinide
species including the ThO, ThS, UO2+2 , NUO
+, CUO, NUN,
PaO+2 , and ThO2 molecules employing different variants
of the EOM-CC formalism. Specifically, we investigated
various pCCD-based models (EOM-pCCD+S, EOM-pCCD-
CCS, and EOM-pCCD-LCCSD) as well as the conventional
EOM-CCSD and the CR-EOM-CCSD(T) variants. Our study
shows that the EOM-pCCD-LCCSD method provides a re-
liable and accurate alternative to standard EOM-CC fla-
vors. Specifically, compared to CR-EOM-CCSD(T) refer-
ence data, EOM-pCCD-LCCSD gives the smallest mean er-
ror (about 0.05 eV) and standard deviation (about 0.25
eV) for excitation energies in our actinide test set, reducing
the standard deviation of EOM-CCSD (0.5 eV) by approxi-
mately a factor of 2.
Furthermore, our analysis highlights the marginal im-
portance of triple excitations within the CR-EOM-CCSD(T)
formalism. The only exceptions are the doubly excited
states in the ThO and ThS species. For these particu-
lar states, EOM-pCCD-LCCSD is clearly superior to EOM-
CCSD, reducing the corresponding errors in excitation en-
ergies from 1.6 eV (EOM-CCSD) to 0.4 eV (EOM-pCCD-
LCCSD). While the EOM-pCCD-LCCSD method provides
more accurate excitation energies featuring the smallest
error measures compared to CR-EOM-CCSD(T) reference
data, spectroscopic constants (re and ωe) are better de-
10
scribed by EOM-CCSD. In general, the EOM-pCCD-LCCSD
optimal bond lengths are overestimated, while the calcu-
lated vibrational frequencies are usually underestimated.
Although being a simplification of the conventional
EOM-CCSD method, EOM-pCCD-LCCSD, on average, im-
proves the description of excitation energies. Yet, this
decent and satisfactory performance of the EOM-pCCD-
LCCSD approach might be attributed to error cancellations
due to, for instance, the linear ansatz of the CCSD cor-
rection on top of pCCD. A detailed analysis of the quality
of the LCCSD correction and the resulting pCCD-LCCSD
wavefunction as well as different tailored coupled clus-
ter flavours are currently being investigated in our lab-
oratory. In order to further reduce errors in excita-
tion energies and spectroscopic constants, the EOM-pCCD-
LCCSD approach can be systematically improved. One pos-
sibility is to employ the frozen pair CC (fpCCD46) model
in the EOM formalism instead of its linearized version,
LCCSD. Furthermore, an orbital optimization protocol for
excited states might provide a better description of spec-
troscopic constants of excited states. Moreover, the sim-
plified EOM-pCCD-based models can be significantly im-
proved by including triple excitations in some approximate
manner in the pCCD correction for ground and excited
states or introducing an active space triple correction for
excited states.53,126,127 Finally, open-shell electronic struc-
tures can be targeted using the conventional toolbox of
coupled cluster theory. For instance, triplet excited states
can be optimized by considering an (explicit spin coupled)
triplet excitation space, using the framework of linear re-
sponse coupled cluster theory128,129 or the equation of mo-
tion formalism.1 All these flavours are currently being de-
veloped in our laboratory.
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Figure 1. Mean errors in excitation energies with respect to CR-EOM-CCSD(T) reference data calculated from eq. (19) for all investigate
actinide-containing compounds. All error measures are summarized in the ESI†.
Table III. Vertical excitation energies of the lowest-lying singlet excited states of CUO and NUO+ for all investigated EOM-CC methods.
All excitation energies are calculated for fixed molecular geometries: rU−C = 1.733 Å and rU−O = 1.779 Å for CUO and rU−N = 1.698 Å
and rU−O = 1.761 Å for NUO+, respectively. The differences with respect to CCSD/CR-EOM-CCSD(T) are given in parentheses.
Method Tv [eV]
11∆(σ → δ ) 11Σ(σ → σ) 21∆(σ → δ ) 11Γ(pi → φ) 11Φ(σ → φ) 21Φ(pi → δ ) 11Π(pi → σ)
CUO
EOM-pCCD+S 2.16(+0.50) 2.82(+1.22) 3.11(+0.68) 4.01(+1.64) 1.78(+0.29) 3.31(+0.88) 2.75(+0.47)
EOM-pCCD-CCS 2.17(+0.51) 2.81(+1.21) 3.10(+0.67) 4.02(+1.65) 1.79(+0.30) 3.31(+0.88) 2.75(+0.47)
EOM-pCCD-LCCSD 1.59(−0.07) 1.11(−0.49) 2.13(−0.30) 2.91(+0.54) 1.43(−0.06) 2.86(+0.43) 2.61(+0.33)
EOM-CCSD 1.55(−0.11) 1.97(+0.37) 2.53(+0.10) 2.08(−0.29) 1.34(−0.15) 2.18(−0.25) 2.47(+0.19)
CR-EOM-CCSD(T) 1.66 1.60 2.43 2.37 1.49 2.43 2.28
11∆(σ → δ ) 11Γ(pi → φ) 21∆(pi → φ) 11Φ(σ → φ) 11Π(pi → δ )
NUO+
EOM-pCCD+S 3.65(+0.84) 5.95(+2.44) 6.22(+2.51) 3.15(+0.47) 5.47(+1.65)
EOM-pCCD-CCS 3.68(+0.87) 5.99(+2.48) 6.26(+2.55) 3.17(+0.49) 5.51(+1.69)
EOM-pCCD-LCCSD 3.04(+0.23) 4.06(+0.52) 4.22(+0.52) 2.73(+0.05) 4.03(+0.21)
EOM-CCSD 2.81 3.54 3.71 2.52(−0.15) 3.51(−0.31)
CR-EOM-CCSD(T) – – – 2.68 3.82
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Figure 2. Errors in excitation energies with respect to CR-EOM-CCSD(T) reference data for all investigate actinide-containing com-
pounds. (a) Errors in adiabatic excitation energies including the standard deviation (grey box). (b) Errors in vertical excitation energies
including the standard deviation (grey box).
