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Abstract
Synchronization is a fundamental procedure in cellular systems whereby an user equipment (UE)
acquires the time and frequency information required to decode the data transmitted by a base station
(BS). Due to the necessity of using large antenna arrays to obtain the beamforming gain required to
compensate for small antenna aperture, synchronization must be performed either jointly with beam
training as in 5G New Radio (NR), or at the low signal-to-noise ratio (SNR) regime if the high-
dimensional millimeter wave (mmWave) multiple-input multiple-output (MIMO) channel is to be esti-
mated. To circumvent this problem, this work proposes the first synchronization framework for mmWave
MIMO that is robust to both timing offset (TO), carrier frequency offset (CFO), and phase noise (PN)
synchronization errors and, unlike prior work, implicitly considers the use of multiple RF chains at
both transmitter and receiver. I provide a theoretical analysis of the estimation problem and derive the
hybrid Crame´r-Rao lower bound (HCRLB) for the estimation of both the CFO, PN, and equivalent
beamformed channels seen by the different receive RF chains. I also propose two novel algorithms to
estimate the different unknown parameters, which rely on approximating the minimum mean square
error (MMSE) estimator for the PN and the maximum likelihood (ML) estimators for both the CFO
and the equivalent beamformed channels. Thereafter, I propose to use the estimates for the equivalent
beamformed channels to perform compressive estimation of the high-dimensional frequency-selective
mmWave MIMO channel and thus undergo data transmission. For performance evaluation, I consider
the QuaDRiGa channel simulator, which implements the 5G NR channel model, and show that both
compressive channel estimation without prior synchronization is possible, and the proposed approaches
outperform current solutions for joint beam training and synchronization currently considered in 5G
NR.
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I. INTRODUCTION
Time-frequency synchronization is one of the most important design aspects in cellular sys-
tems. In mmWave systems, however, acquiring synchronization information is significantly more
challenging than for traditional sub-6 GHz MIMO systems. Due to the necessity of using large
antenna arrays to obtain the beamforming gain required to compensate for small antenna aperture,
time and frequency synchronization must be performed either jointly with beam training as in
5G NR, or at the low SNR regime if the high-dimensional mmWave MIMO channel is to
be estimated. Unfortunately, at such high operating frequency bands, synchronization, channel
estimation, and data transmission are impacted by PN impairments, which consist of random
fluctuations in the phase of the carrier generated by local oscillators.
A. Prior work and Motivation
In the context of mmWave MIMO systems, synchronization parameters need to be properly
estimated and compensated for before channel state information (CSI) can be acquired. This
sets new challenges as synchronization acquisition must be performed at the low SNR regime,
before transmit and receive communication beams can be aligned for data transmission.
The problem of compressed sensing (CS)-based joint beam training and synchronization is
studied in [1], [2]. In [1], the problem of beam training under PN errors and unknown CFO
was studied for narrowband mmWave MIMO systems using analog architectures. Therein, an
extended Kalman filter (EKF)-based solution is proposed to track the joint phase of the unknown
PN and beamformed narrowband channel, the phase of the received signal is compensated, and
then matching pursuit (MP) is used to estimate the dominant angle-of-departure (AoD) and
angle-of-arrival (AoA), thereby discovering a single communication path. In [2], a compressive
initial access approach based on omnidirectional pseudorandom analog beamforming is proposed
as an alternative to the directional initial access procedure used during beam management in
5G NR, and the effects of imperfect TO and CFO are studied therein. The main limitations of
the algorithm proposed in [2] are: i) the algorithm is tailored to line-of-sight (LOS) channel
models, thereby implicitly ignoring the presence of spatio-temporal clusters in the propagation
3environment; ii) the proposed signal model assumes the presence of phase measurement errors
only due to CFO, thereby ignoring the PN impairment. Prior work on joint broadband channel
estimation and synchronization for mmWave MIMO is limited, since much (if not most) of the
prior work on channel estimation assumes perfect synchronization at the receiver side [3], [4],
[5], [6], [7].
In the context of broadband channel models, prior work is limited to [8]–[11]. In [8], the
problem of joint channel and PN estimation for a single-input single-output (SISO) system is
considered, which is unrealistic at mmWave, and the proposed algorithms are only evaluated in
very high SNR regime. In [9], analog-only architectures with a single RF chain are assumed,
and an autocorrelation-based iterative algorithm is proposed to jointly estimate the CFO and
the mmWave channel. Prior work in [9] assumes that analog beamformers and combiners can
be instantaneously reconfigured for two consecutive transmitted time-domain samples, which is
unrealistic since phase-shifters need an adjustment time for phase reconfiguration [12]. Further,
the algorithm proposed in [9] has only been evaluated for mmWave channels having a very
small number of non-clustered multipath components, which is not realistic at mmWave [13]. In
addition, owing to the nature of the autocorrelation function, the proposed algorithm does not
perform both well when the CFO is considerably large and the SNR is low. In [10], a CFO-robust
beam alignment technique is developed to find the beam pairs maximizing the received SNR.
The main limitation of [10] is that the algorithm proposed therein can only be applied to analog
MIMO architectures, and its CFO correction capability is limited by both the number of delay taps
in the mmWave MIMO channel, as well as the length of the training sequence, thereby making
the algorithm impractical for practical mmWave deployments with more significant CFO. In
[11], the joint CFO and broadband channel estimation problem is formulated as a sparse bilinear
optimization problem, which is solved using the parametric bilinear generalized approximate
message passing (PBiGAMP) algorithm in [14]. The main limitation of [11] is that the proposed
estimation strategy is tailored to all-digital MIMO architectures with low-resolution analog-
to-digital converter (ADC) converters, thereby not being directly applicable to hybrid MIMO
architectures. In [15], a similar strategy to the one in [11] is followed, in which the joint CFO
and channel estimation problem is studied for all-digital MIMO architectures. The problem is
formulated as a quantized sparse bilinear optimization problem, which is solved using sparse
lifting to increase the dimension of the CFO and channel estimation problem [16], and then
applying the generalized approximate message passing (GAMP) algorithm in [17] to solve the
4lifted problem.
II. CONTRIBUTIONS
In this paper, I develop efficient and robust solutions to the problem of estimating the TO,
CFO, PN, and frequency-selective channel for hybrid mmWave MIMO systems. The proposed
solutions can leverage the spatial design degrees of freedom brought by having several RF
chains at both the transmitter and receiver to perform synchronization and compressive channel
estimation, without relying on any prior channel knowledge. The contributions of this paper are
summarized hereinafter:
• Based on a protocol of forwarding several training frames from the transmitter to the
receiver [18], [2], [3], [19], I formulate and find a solution to the problem of TO, CFO, PN
and frequency-selective mmWave MIMO channel estimation for systems employing hybrid
architectures. Further, the focus is on analyzing the synchronization problem at the low
SNR regime.
• I propose to forward several training frames using Zadoff-Chu (ZC)-based beamforming in
combination with random subarray switching and antenna selection in order to both acquire
synchronization and enable compressive channel estimation at the low SNR regime.
• For every training frame, which comprises several orthogonal frequency division multiplex-
ing (OFDM) symbols, as in the 5G NR wireless standard [20], I theoretically analyze the
hybrid Crame´r-Rao lower bound (CRLB) for the problem of estimating the CFO, PN, and
equivalent frequency-selective beamformed channel collecting the joint effect of the transmit
hybrid precoders, frequency-selective mmWave MIMO channel, receive hybrid combiners,
and equivalent transmit-receive pulse-shaping that bandlimits the complex baseband equiv-
alent channel.
• I propose two novel iterative algorithms based on the expectation-maximization (EM) method,
which aim at finding the ML estimates for the CFO and beamformed equivalent channels, as
well as the linear minimum mean square error (LMMSE) estimates for the PN samples that
impair the receive signals. The first proposed algorithm exhibits very good performance, yet
it exhibits high computational complexity. The second proposed algorithm, conversely, offers
a trade-off between estimation performance and computational complexity, and exhibits a
very small performance gap with respect to the first algorithm.
5• Using estimates of the unknown parameters for every training frame, I formulate the problem
of estimating the high-dimensional frequency-selective mmWave MIMO channel, and find
a solution to this problem using a variation of the simultaneous weighted - orthogonal
matching pursuit (SW-OMP) algorithm in [21].
I evaluate the performance of the proposed algorithms in terms of normalized mean square
error (NMSE) and spectral efficiency. I use all-digital precoders and combiners to show the
effectiveness of the proposed algorithms. Simulation results obtained from the estimated channel
show that both the TO, CFO, and equivalent channels can be accurately estimated even in the
presence of strong PN, and when the MIMO channel has several clusters with non-negligible
angular spread (AS). Furthermore, I show that near-optimum spectral efficiency can be attained,
without incurring in significant overhead and/or computational complexity. To the best of my
knowledge, this is the first work that theoretically analyzes and provides solutions to the problem
of joint synchronization and compressive channel estimation at mmWave considering hybrid
MIMO architectures, and that is robust to both CFO, PN, and low SNR regime.
III. SYSTEM MODEL WITH SYNCHRONIZATION IMPAIRMENTS
I consider a single-user mmWave MIMO-OFDM communications link in which a transmitter
equipped with Nt antennas sends Ns data streams to a receiver having Nr antennas. Both
transmitter and receiver are assumed to use partially-connected hybrid MIMO architectures
[22], as shown in Fig. 1, with Lt and Lr RF chains. A frequency-selective hybrid precoder
is used at the transmitter, with F[k] = FRFFBB[k] ∈ CNt×Ns , where FRF ∈ CNt×Lt is the analog
precoder and FBB[k] ∈ CLt×Ns is the digital one at subcarrier k, 0 ≤ k ≤ K − 1. The Radio-
Frequency (RF) precoder and combiner are implemented using a partially-connected network of
phase-shifters and switches, as described in [22]. Likewise, the receiver applies a hybrid linear
combiner W[k] = WRFWBB[k] ∈ CNr×Lr , where WRF ∈ CNr×Lr is the analog combiner, and
WBB[k] ∈ CLr×Ns is the baseband combiner at the k-th subcarrier.
Without loss of generality, I assume that the transmitted signal comprises Ntr OFDM symbols
with a cyclic prefix (CP) of length Lc, similarly to the 5G NR wireless standard [20]. Let us
define the rectangular pulse-shape wN [n] = 1 for n ∈ [0, N − 1], and wN [n] = 0 otherwise.
6Fig. 1. Illustration of the structure of a partially-connected hybrid MIMO architecture, which includes analog and digital
precoders and combiners. This figure has been taken from [26].
Then, the hybrid-precoded transmitted signal can be expressed as
x[n] =
1
K
FRF
K−1∑
k=0
Ntr−1∑
t=0
FBB[k]st[k]e
j 2pik(n−Lc−t(K+Lc))
K wK+Lc [n− t(K + Lc)],
n = 0, . . . , (Ntr − 1)(K + Lc)− 1,
(1)
Then, let n0 ∈ K+, ∆f ∈ R, θ[n] ∈ R denote the unknown TO, CFO normalized to
the sampling rate fs = 1/Ts, and n-th receive PN sample. Also, let {W[`]}K−1`=0 denote the
time-domain hybrid combiner, given by the IFFT of the frequency-selective hybrid combiner
{W[k}K−1k=0 . Then, the received signal at discrete time instant n can be written as
y[n] = {W∗[`]}K−1`=0 ∗
(
D−1∑
d=0
H[d]x[n− d− n0]ej(2pi∆fn+θ[n])
)
+ v[n], (2)
for n = 0, . . . , N +D + n0 − 1, with N being the length of the time-domain transmitted signal
x[n], and v[n] ∼ CN
(
0, σ2
∑K−1
`=0 W
∗[`]W[`]
)
is the post-combining received noise, where σ2
denotes the variance of the noise at any receive antenna.
In this paper, I focus on the problem of estimating the unknown CFO ∆f , PN samples θ[n],
and frequency-selective mmWave MIMO channel {H[d]}D−1d=0 . Given the high dimensionality
of the channel matrices, I consider a training protocol in which the transmitter forwards M
training frames to the receiver [19], [3], [18], [21], which must estimate the different unknown
synchronization parameters. In view of this, for the m-th training frame, 1 ≤ m ≤ M , I set
7F(m)[k] = F(m)tr , and W
(m)[k] = W(m)tr , for every 0 ≤ k ≤ K − 1. Furthermore, I design the
training symbols in (1) as s(m)t [k] = q(m)s
(m)
t [k], where q(m) operates as an equivalent baseband
precoder for this particular design of the training sequence [19]. Therefore, for the transmission
of the m-th training frame, comprising of Ntr OFDM symbols, the received signal reads as
y(m)[n] = W(m)∗tr
D−1∑
d=0
H[d]F(m)tr q
(m)s[n− d− n0]ej(2pi∆f (m)n+θ(m)[n]) + v(m)[n], (3)
in which v(m)[n] ∼ CN
(
0, σ2W(m)∗tr W
(m)
tr
)
is the received post-combining circularly-symmetric
complex additive Gaussian noise. As shown in [23], [19], the ML criterion establishes that the
baseband combiner must whiten the received signal to estimate the different unknown parameters.
For this purpose, let us consider the Cholesky decomposition of C(m)w = W
(m)∗
tr W
(m)
tr as C
(m)
w =
D(m)∗w D
(m)
w , with D
(m)
w ∈ CLr×Lr an upper triangular matrix. Now, let us define a vector g(m)[d] ∈
CLr×1, g(m)[d] = D(m)−∗w W
(m)∗
tr H[d]F
(m)
tr q
(m), containing the complex equivalent channel samples
for a given training step 1 ≤ m ≤M . Accordingly, for the m-th transmitted frame, the received
signal in (3) can be expressed as [26]
y(m)[n] = ej(2pi∆f
(m)n+θ(m)[n])
D−1∑
d=0
g(m)[d]s(m)[n− d− n0]︸ ︷︷ ︸
x(m)[n,d,n0]
+ v(m)[n], n = 0, . . . , n0 + (Lc +K)Ntr +D − 1
(4)
with v(m)[n] ∼ CN (0, σ2ILr) being the post-whitened spatially white received noise vector, and
g(m)[d] = [α1[d]e
jβ1[d], . . . , αLr [d]e
jβLr [d]]T is the complex equivalent beamformed channel for the
m-th training step and d-th delay tap. Therefore, the interest here lies on estimating the vector
of parameters ξ(m) ,
[{
g(m)T [d]
}D−1
d=0
,∆f (m), {θ(m)[n]}N+n0+D−1n=0 , n0, σ2
]T
for every training
frame. In the next section, I theoretically analyze this estimation problem and find the hybrid
CRLB for the different parameters in ξ(m).
The PN impairment is modeled according to the IEEE 802.11ad wireless standard, whose
details are given in [24]. The power spectral density (PSD) of the PN is given in [25], [26],
and the reader is referred therein for more details regarding the mathematical model of this
parameter.
The discrete-time MIMO channel between the transmitter and the receiver is modeled as a set
of Nr×Nt matrices denoted as H[d], for a given delay tap d = 0, . . . , D−1, with D the delay tap
length of the channel. Each of the matrices H[d] is assumed to be a sum of the contributions of
C spatial clusters, each contributing with Rc rays, c = 1, . . . , C. I use ρL to denote the pathloss,
8αc,r ∈ C is the complex gain of the r-th ray within the c-th cluster, τc,r ∈ R+ is the time delay of
the r-th ray within the c-th cluster, φc,r, θc,r ∈ [0, 2pi) are the AoA and AoD, aR(·) ∈ CNr×1 and
aT(·) ∈ CNt×1 denote the receive and transmit array steering vectors, pRC(τ) is the equivalent
transmit-receive baseband pulse shape including analog filtering effects evaluated at τ [27], and
Ts is the sampling interval. Using this notation, the frequency-domain channel matrix at the k-th
subcarrier is given by
H[k] =
√
NrNt
ρL
∑C
c=1Rc
K−1∑
k=0
C∑
c=1
Rc∑
r=1
αc,rpRC(dTs − τc,r)×
× aR (φc,r) a∗T(θc,r)e−j
2pik
K .
(5)
Taking the inverse Fourier transform of (5) allows obtaining the discrete-time MIMO channel
used in (3). The channel matrix can be represented more compactly as
H[k] = ARG[k]A
∗
T, (6)
where G[k] ∈ C∑Cc=1Rc×∑Cc=1Rc is a diagonal matrix containing the path gains and the equivalent
pulse-shaping effect, and AT ∈ CNt×
∑C
c=1Rc , AR ∈ CNr×
∑C
c=1Rc are the frequency-selective array
response matrices evaluated on the AoD and AoA, respectively. Finally, the matrix H[k] in (6)
can be approximated using the extended virtual channel model [28] as
H[k] ≈ A˜RGv[k]A˜∗T, (7)
where Gv[k] ∈ CGr×Gt is a sparse matrix containing the path gains of the quantized spatial
frequencies in the non-zero elements, and the dictionary matrices A˜T ∈ CNt×Gt , A˜R ∈ CNr×Gr
contain the transmit and receive array response vectors evaluated on spatial grids of sizes Gt
and Gr, respectively.
IV. THEORETICAL ANALYSIS OF THE ESTIMATION PROBLEM
In this section, I theoretically analyze the problem of estimating the unknown parameters in
ξ(m). Let us assume, without loss of generality, that Ntr OFDM symbols are transmitted for the
m-th training frame, and that the number of available received time-domain samples of r(m)[n]
is given by N = n0 + (Lc +K)Ntr +D. Assuming that the received time-domain noise samples
9in (4) are independent and identically distributed, the received signal in (4) has log-likelihood
function (LLF) given by
log p
({r(m)[n]}N−1n=0 ; ξ(m)) = −N log (piσ2)− 1σ2
N−1∑
n=0
∥∥r(m)[n]∥∥2
2
+ 2
N−1∑
n=0
Re
{
r(m)∗ej(2pi∆f
(m)n+θ(m)[n])
D−1∑
d=0
x(m)[n, d, n0]
}
−
N−1∑
n=0
∥∥∥∥∥
D−1∑
d=0
x(m)[n, d, n0]
∥∥∥∥∥
2
2
.
(8)
To ensure robustness of the synchronization algorithm, I will focus on finding the ML estima-
tors for the different unknown parameters in ξ(m). From (8), it is observed that maximizing
L(ξ(m)) = log p ({r(m)[n]}N−1n=0 ; ξ(m)) as a function of n0 requires knowledge of the other
parameters contained in ξ(m), which suggests that the ML estimator exhibits high computational
complexity. To reduce computational complexity, I propose to exploit the good correlation
properties of Golay sequences [12], [29], and append a 64-point Ga,64 sequence at the beginning
of the training frame, which has been shown to offer excellent performance in the absence of
PN [30]. Thereby, a practical TO estimator can be devised by maximizing the third term in (8),
which is given by [2], [30]
nˆ0 = arg max
n0
Lr∑
i=1
63∑
n=0
∣∣∣r(m)∗i [n]s(m)[n− d− n0]∣∣∣ , (9)
which explicitly exploits the information coming from having Lr ≥ 1 at the receiver side.
Assuming that the TO has been estimated perfectly using (9), this parameter can be compen-
sated by advancing the receive signal by nˆ0 as r(m)[n] = y(m)[n + n0], n = 0, . . . , (Lc +
K)Ntr + D − 1. Now, let the initial sample of the t-th OFDM symbol after CP removal be
defined as k0[t] , Lc + n0 + t(K + Lc), let φ(m)[n0, t] , ej2pi∆f
(m)k0[t] be the common phase
change at the t-th OFDM symbol due to TO, let Ωt
(
∆f (m)
)
, φ(m)[n0, t]
⊕K−1
n=0 e
j2pi∆f (m)n
be the CFO matrix impairing the t-th OFDM symbol, and let S(m)t ,
⊕K−1
k=0 s
(m)
t [k] and
S(m) ,
[
S(m)T0 . . . S
(m)T
Ntr
]T
be matrices containing the t-th OFDM training symbol and the
Ntr OFDM training symbols, respectively. Also, let g
(m)
i ,
[
g
(m)
i [0] . . . g
(m)
i [K − 1]
]
be
the frequency-response of the equivalent beamformed channel seen by the i-th receive RF chain,
let v(m)i,t ,
[
v
(m)
i [k0[t]] . . . v
(m)
i [k0[t] +K − 1]
]
contain the time-domain noise samples
impairing the t-th OFDM symbol, let θ(m)t =
[
θ(m)[k0[t]] . . . θ
(m)[k0[t] +K − 1]
]T
be the
PN vector corresponding to the t-th OFDM symbol, and let P
(
θ
(m)
t
)
,
⊕K−1
n=0 e
jθ(m)[k0[t]+n] be
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the diagonal PN matrix impairing the received t-th OFDM symbol. Letting F ∈ CK×K denote
the K-point DFT matrix, the received time synchronized signal r(m)[n] can be vectorized as
r
(m)
i [k0[t]]
...
r
(m)
i [k0[t] +K − 1]

︸ ︷︷ ︸
r
(m)
i,t
= Ωt
(
∆f (m)
)
Pt
(
θ
(m)
t
) 1√
K

ej
2pi0
K . . . ej
2pi0(K−1)
K
...
. . .
...
ej
2pi0(K−1)
K . . . ej
2pi(K−1)(K−1)
K

︸ ︷︷ ︸
F∗
×
(
K−1⊕
k=0
s
(m)
t [k]
)
︸ ︷︷ ︸
S
(m)
t

g
(m)
i [0]
...
g
(m)
i [K − 1]

︸ ︷︷ ︸
g
(m)
i
+

v
(m)
i [k0[t]]
...
v
(m)
i [k0[t] +K − 1]

︸ ︷︷ ︸
v
(m)
i,t
,
(10)
such that the vectorized received signal can be simplified as
r
(m)
i,t = Ωt
(
∆f (m)
)
Pt
(
θ
(m)
t
)
F∗S(m)t g
(m)
i + v
(m)
i,t . (11)
Now, the K × 1 random vector r(m)i,t can be stacked for the different received OFDM symbols
1 ≤ t ≤ Ntr and RF chains 1 ≤ i ≤ Lr as
r
(m)
i,1
...
r
(m)
i,Ntr

︸ ︷︷ ︸
r
(m)
i
=
(
Ntr⊕
t=1
Ωt
(
∆f (m)
))
︸ ︷︷ ︸
Ω(∆f (m))
(
Ntr⊕
t=1
Pt
(
θ
(m)
t
))
︸ ︷︷ ︸
P(θ(m))
(INtr ⊗ F∗)︸ ︷︷ ︸
F∗⊗
×

S(m)1
...
S(m)Ntr

︸ ︷︷ ︸
S(m)
g(m)i +

v
(m)
i,1
...
v
(m)
i,Ntr

︸ ︷︷ ︸
v
(m)
i
.
(12)
Therefore, the received signal r(m)i is distributed according to CN
(
µ
(m)
i
(
ξ(m)
)
, σ2IKNtr
)
, where
µ
(m)
i
(
ξ(m)
)
= Ω
(
∆f (m)
)
P
(
θ(m)
)
F∗⊗S
(m)g(m)i . Finally, stacking the received signals r
(m)
i for
the different RF chains yields
r
(m)
1
...
r
(m)
Lr
 = (ILr ⊗Ω (∆f (m))P (θ(m))F∗⊗S(m))

g(m)1
...
g(m)Lr
+

v
(m)
1
...
v
(m)
Lr
 . (13)
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For the purpose of theoretically analyzing the estimation problem of finding the unknown
parameters, let g(m)i [k] be further expressed as g
(m)
i [k] = α
(m)
i [k]e
jβ
(m)
i [k], and let g˜(m)i [k] ∈ C2
be defined as g˜(m)i [k] , [α
(m)
i [k], β
(m)
i [k]]
T . Finally, let g˜(m)i ∈ C2K×1 be given by g˜(m)i ,
[g˜(m)Ti [0], . . . , g˜
(m)T
i [K−1]]T , and g˜(m) , [g˜(m)T1 , . . . , g˜(m)TLr ]T . Likewise, let θ(m) , [θ(m)T0 , . . . ,θ(m)TNtr−1]T .
Now, the vector of parameters to be estimated is defined as ξ(m) ∈ C(K(Lr+Ntr)+1)×1, given by
ξ(m) , [∆f (m), g˜(m)T ,θ(m)T ]T .
A. Computation of the hybrid information matrix (HIM)
In this section, I derive the HIM of the vector of parameters ξ(m) and derive the hybrid CRLB
for any unbiased estimator of ξ(m). Since there is prior knowledge on the PN parameters in θ(m)t ,
0 ≤ t ≤ Ntr, the HIM H
(
ξ(m)
)
can be defined as [31]
H
(
ξ(m)
)
= ID
(
ξ(m)
)
+ IP
(
ξ(m)
)
, (14)
where
ID
(
ξ(m)
)
, Eθ(m)
{
I
(
ξ(m)
)}
, (15)
with I
(
ξ(m)
)
denoting the Fisher information matrix (FIM) and
IP
(
ξ(m)
)
, −Eθ(m)|g˜(m),∆f (m)
∂
2 log p
(
θ(m)|g˜(m),∆f (m)
)
∂ξ(m)ξ(m)T
 (16)
is the prior information matrix with p
(
θ(m)|g˜(m),∆f (m)
)
denoting the prior distribution of the
PN vector given the equivalent beamformed channels g˜(m) and the CFO ∆f (m).
The FIM associated to ξ(m), I
(
ξ(m)
) ∈ R(K(Lr+Ntr)+1)×(K(Lr+Ntr)+1), can be expressed as [32]
[I
(
ξ(m)
)
]r,c =
2
σ2
Lr∑
i=1
Re
{
∂µ
(m)∗
i
(
ξ(m)
)
∂ξ
(m)
r
∂µ
(m)
i
(
ξ(m)
)
∂ξ
(m)
c
}
, 1 ≤ r, c ≤ K(Lr +Ntr) + 1. (17)
Let enm ∈ Rn denote the m-th canonical vector in Rn, and let p[t, `] = n0+Lc+(t−1)(K+Lc)+`.
Then, the terms
∂µ
(m)
i (ξ(m))
∂ξ
(m)
r
are given by
∂µ
(m)
i
(
ξ(m)
)
∂ξ
(m)
r
=

jMΩ
(
∆f (m)
)
P
(
θ(m)
)
F∗⊗S
(m)g(m)i ξ
(m)
r = ∆f (m)
j diag
{
Ω
(
∆f (m)
)
F∗⊗S
(m)g(m)i
}
ejθ
(m)
t [`]eKNtrp[t,`] ξ
(m)
r = θ
(m)
t [`]
ejβ
(m)
i [k]Ω
(
∆f (m)
)
P
(
θ(m)
)
F∗⊗S
(m)eKk ξ
(m)
r = α
(m)
i [k]
jg
(m)
i [k]Ω
(
∆f (m)
)
P
(
θ(m)
)
F∗⊗S
(m)eKk ξ
(m)
r = β
(m)
i [k].
(18)
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where M ∈ CK×K is given by M ,⊕Ntr−1t=0 M[t], with M[t] given by M[t] = 2pi⊕K−1n=0 (k0[t]+
n). The FIM can be structured as
I
(
ξ(m)
)
=
2
σ2
Re


i∆f (m),∆f (m)
(
ξ(m)
)
i∆f (m),g˜(m)
(
ξ(m)
)
i∆f (m),θ(m)
(
ξ(m)
)
ig˜(m),∆f (m)
(
ξ(m)
)
Ig˜(m),g˜(m)
(
ξ(m)
)
Ig˜(m),θ(m)
(
ξ(m)
)
iθ(m),∆f (m)
(
ξ(m)
)
Iθ(m),g˜(m)
(
ξ(m)
)
Iθ(m),θ(m)
(
ξ(m)
)

 . (19)
The element i∆f (m),∆f (m)
(
ξ(m)
)
is given by
i∆f (m),∆f (m)
(
ξ(m)
)
=
Lr∑
i=1
g(m)∗i S
(m)∗F⊗M∗MF∗⊗S
(m)g(m)i
=
Lr∑
i=1
Ntr−1∑
t=0
g(m)∗i S
(m)∗
t FM
∗[t]M[t]F∗S(m)t g
(m)
i .
(20)
The vector i∆f (m),g˜(m)
(
ξ(m)
)
can be expressed as
i∆f (m),g˜(m)
(
ξ(m)
)
=
[
i
∆f (m),g˜
(m)
1
(
ξ(m)
)
. . . i
∆f (m),g˜
(m)
Lr
(
ξ(m)
) ]
, (21)
with i
∆f (m),g˜
(m)
i
(
ξ(m)
)
, 1 ≤ i ≤ Lr, being given by
i
∆f (m),g˜
(m)
i
(
ξ(m)
)
=
[
i
∆f (m),g˜
(m)
i [0]
(
ξ(m)
)
. . . i
∆f (m),g˜
(m)
i [K−1]
(
ξ(m)
) ]
, (22)
and the vector i
∆f (m),g˜
(m)
i [k]
(
ξ(m)
)
, 0 ≤ k ≤ K − 1, is given by
i
∆f (m),g˜
(m)
i [k]
(
ξ(m)
)
=
[
i
∆f (m),α
(m)
i [k]
(
ξ(m)
)
i
∆f (m),β
(m)
i [k]
(
ξ(m)
) ]
=
Ntr−1∑
t=0
[
−jejβ(m)i [k] g(m)i [k]
]
g(m)∗i S
(m)∗
t FM[t]F
∗S(m)t e
K
k .
(23)
Furthermore, the vector i∆f (m),θ(m)
(
ξ(m)
)
can be written as
I∆f (m),θ(m)
(
ξ(m)
)
=
[
I
∆f (m),θ
(m)
0
(
ξ(m)
)
. . . I
∆f (m),θ
(m)
Ntr−1
(
ξ(m)
) ]
, (24)
where i
∆f (m),θ
(m)
t
(
ξ(m)
)
, 0 ≤ t ≤ Ntr − 1, is given by
i
∆f (m),θ
(m)
t
(
ξ(m)
)
=
[
i
∆f (m),θ
(m)
t [0]
(
ξ(m)
)
. . . i
∆f (m),θ
(m)
t [K−1]
(
ξ(m)
) ]
. (25)
Each of the terms in (25) can be expressed as
i
∆f (m),θ
(m)
t [`]
(
ξ(m)
)
=
Lr∑
i=1
g(m)∗i S
(m)∗
t FM[t] diag
{
F∗S(m)t g
(m)
i
}
eK` . (26)
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The submatrix Ig˜(m),g˜(m)
(
ξ(m)
)
can be expressed as
Ig˜(m),g˜(m)
(
ξ(m)
)
=

I
g˜
(m)
1 ,g˜
(m)
Lr
(
ξ(m)
)
. . . I
g˜
(m)
1 ,g˜
(m)
Lr
(
ξ(m)
)
...
. . .
...
I
g˜
(m)
Lr
,g˜
(m)
1
(
ξ(m)
)
. . . I
g˜
(m)
Lr
,g˜
(m)
Lr
(
ξ(m)
)
 , (27)
which has a particularly interesting structure from an estimation theoretic perspective. By ob-
serving the Kronecker structure in (13), as well as the derivatives in (18), it is clear that
I
g˜
(m)
i ,g˜
(m)
j
(
ξ(m)
)
= 0 for i 6= j. Therefore, only the terms I
g˜
(m)
i ,g˜
(m)
i
(
ξ(m)
)
are non-zero valued,
which can be computed as
I
g˜
(m)
i ,g˜
(m)
i
(
ξ(m)
)
=

I
g˜
(m)
i [0],g˜
(m)
i [0]
(
ξ(m)
)
. . . I
g˜i(m)[0],g˜
(m)
i [K−1]
(
ξ(m)
)
...
. . .
...
I
g˜
(m)
i [K−1],g˜(m)i [0]
(
ξ(m)
)
. . . I
g˜
(m)
i [K−1],g˜(m)[K−1]
(
ξ(m)
)
 . (28)
The matrix in (28) has a similar structure to that of (27). From (18) and (12), it is observed that
I
g˜
(m)
i [k1],g˜
(m)
i [k2]
(
ξ(m)
)
= 0 if k1 6= k2. The non-zero matrices Ig˜(m)i [k],g˜(m)i [k]
(
ξ(m)
)
can be written
as
I
g˜
(m)
i [k],g˜
(m)
i [k]
(
ξ(m)
)
=
 Iα(m)i [k],α(m)i [k] (ξ(m)) Iα(m)i [k],β(m)i [k] (ξ(m))
I
β
(m)
i [k],α
(m)
i [k]
(
ξ(m)
)
I
β
(m)
i [k],β
(m)
i [k]
(
ξ(m)
)
 . (29)
By plugging the corresponding partial derivatives in (18) into (17), the matrix in (29) is given
by
I
g˜
(m)
i [k],g˜
(m)
i [k]
(
ξ(m)
)
=
Ntr−1∑
t=0
∣∣∣[S(m)t ]k,k∣∣∣2
 1 0
0 α
(m)2
i [k]

︸ ︷︷ ︸
Λ
(m)
i [k]
, (30)
which shows that estimation of both the amplitude and phase of a given subchannel g(m)i [k]
do not interfere with each other, a result that has been shown in [19]. Let s(m)k ∈ CNtr×1 be
the vector containing the training pilots for a given subcarrier and all the transmitted OFDM
symbols, s(m)k = [s
(m)
0 [k], . . . , s
(m)
Ntr−1[k]]
T . Then, the matrix in (28) can be expressed as
I
g˜
(m)
i ,g˜
(m)
i
(
ξ(m)
)
=
K−1⊕
k=0
∥∥∥s(m)k ∥∥∥2
2
Λ
(m)
i [k], (31)
and (27) can be written as
Ig˜(m),g˜(m)
(
ξ(m)
)
=
Lr⊕
i=1
K−1⊕
k=0
∥∥∥s(m)k ∥∥∥2
2
Λ
(m)
i [k]. (32)
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Now, the block Ig˜(m),θ(m)
(
ξ(m)
)
can be expressed as
Ig˜(m),θ(m)
(
ξ(m)
)
=

I
g˜
(m)
1 ,θ
(m)
0
(
ξ(m)
)
. . . I
g˜
(m)
1 ,θ
(m)
Ntr−1
(
ξ(m)
)
...
. . .
...
I
g˜
(m)
Lr
,θ
(m)
0
(
ξ(m)
)
. . . I
g˜
(m)
Lr
,θ
(m)
Ntr−1
(
ξ(m)
)
 , (33)
wherein the blocks I
g˜
(m)
i ,θ
(m)
t
(
ξ(m)
)
are of the form
I
g˜
(m)
i ,θ
(m)
t
(
ξ(m)
)
=

I
g˜
(m)
i [0],θ
(m)
t
(
ξ(m)
)
...
I
g˜
(m)
i [K−1],θ(m)t
(
ξ(m)
)
 , (34)
with I
g˜
(m)
i [k],θ
(m)
t
(
ξ(m)
)
given by
I
g˜
(m)
i [k],θ
(m)
t
(
ξ(m)
)
=
[
i
g˜
(m)
i [k],θ
(m)
t [0]
(
ξ(m)
)
. . . i
g˜
(m)
i [k],θ
(m)
t [K−1]
(
ξ(m)
) ]
. (35)
Let s(m)t ∈ CK×K be the column vector containing the training pilots for the t-th transmitted
OFDM symbol. This vector is given by s(m)t = vec{diag{S(m)t }}. Furthermore, let f` ∈ CK×1
be the `-th column in the Discrete Fourier Transform (DFT) matrix F. Then, plugging the
corresponding derivatives from (18) into (17) allows expressing each column in (35) as
I
g˜
(m)
i [k],θ
(m)
t [`]
(
ξ(m)
)
= Re

 je−jβ(m)i [k]
g
(m)C
i [k]
(eKk )T (s(m)Ct ◦ f`)(s(m)Tt ◦ f∗` ) g(m)i
 . (36)
Finally, the block matrix Iθ(m),θ(m)
(
ξ(m)
)
can be expressed in the form
Iθ(m),θ(m)
(
ξ(m)
)
=

I
θ
(m)
0 ,θ
(m)
0
(
ξ(m)
)
. . . I
θ
(m)
0 ,θ
(m)
Ntr−1
(
ξ(m)
)
...
. . .
...
I
θ
(m)
Ntr−1,θ
(m)
0
(
ξ(m)
)
. . . I
θ
(m)
Ntr−1,θ
(m)
Ntr−1
(
ξ(m)
)
 . (37)
Owing to the structure of the partial derivative of µ(m)i
(
ξ(m)
)
with respect to θ(m)t [`] in (18),
the different matrices I
θ
(m)
t ,θ
(m)
u
(
ξ(m)
)
can be checked to be zero-valued for t 6= u. Further, the
matrices in the main block diagonal of Iθ(m),θ(m)
(
ξ(m)
)
can be expressed as
I
θ
(m)
t ,θ
(m)
t
(
ξ(m)
)
=

i
θ
(m)
t [0],θ
(m)
t [0]
(
ξ(m)
)
. . . i
θ
(m)
t [0],θ
(m)
t [K−1]
(
ξ(m)
)
...
. . .
...
i
θ
(m)
t [K−1],θ(m)t [0]
(
ξ(m)
)
. . . i
θ
(m)
t [K−1],θ(m)t [K−1]
(
ξ(m)
)
 , (38)
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which again, due to the structure of the partial derivative of µ(m)i
(
ξ(m)
)
with respect to θ(m)t [`]
in (18), is a diagonal matrix given by
I
θ
(m)
t ,θ
(m)
t
(
ξ(m)
)
=
K−1⊕
k=0
(
Lr∑
i=1
∥∥∥diag{F∗S(m)t g(m)i } eKNtrp[t,k] ∥∥∥2
2
)
. (39)
Using (39), the matrix in (37) can be expressed as
Iθ(m),θ(m)
(
ξ(m)
)
=
Ntr−1⊕
t=0
K−1⊕
k=0
(
Lr∑
i=1
∥∥∥diag{F∗S(m)t g(m)i } eKNtrp[t,k] ∥∥∥2
2
)
. (40)
Due to the structure of the FIM, the matrices below the main block diagonal in (19) are
given by Ig˜(m),∆f (m)
(
ξ(m)
)
= IT
∆f (m),g˜(m)
(
ξ(m)
)
, Iθ(m),∆f (m)
(
ξ(m)
)
= IT
∆f (m),θ(m)
(
ξ(m)
)
, and
Iθ(m),g˜(m)
(
ξ(m)
)
= IT
g˜(m),θ(m)
(
ξ(m)
)
.
Finally, to obtain ID
(
ξ(m)
)
, notice that the terms in (20), (23), (26), (32), (36) and (40) do
not depend on θ(m) since the PN exponentials get canceled by their conjugates. Hence, there is
no need to calculate the explicit expectation of I
(
ξ(m)
)
over θ(m), and ID
(
ξ(m)
)
= I
(
ξ(m)
)
.
Now, the only matrix left to compute in order to find the HIM H
(
ξ(m)
)
is IP
(
ξ(m)
)
in (14).
From the expression in (16), since no prior knowledge on either g˜(m) or ∆f (m) is assumed,
IP
(
ξ(m)
)
is structured as
IP
(
ξ(m)
)
, −

Eθ(m)
{
∂2 log p(θ(m))
∂∆f (m)2
}
Eθ(m)
{
∂2 log p(θ(m))
∂∆f (m)∂g˜(m)T
}
Eθ(m)
{
∂2 log p(θ(m))
∂∆f (m)θ(m)T
}
Eθ(m)
{
∂2 log p(θ(m))
∂g˜(m)∂∆f (m)
}
Eθ(m)
{
∂2 log p(θ(m))
∂g˜(m)∂g˜(m)T
}
Eθ(m)
{
∂2 log p(θ(m))
∂g˜(m)θ(m)T
}
Eθ(m)
{
∂2 log p(θ(m))
∂θ(m)∂∆f (m)
}
Eθ(m)
{
∂2 log p(θ(m))
∂θ(m)∂g˜(m)T
}
Eθ(m)
{
∂2 log p(θ(m))
∂θ(m)θ(m)T
}

= −

0 0 0
0 0 0
0 0 Eθ(m)
{
∂2 log p(θ(m))
∂θ(m)θ(m)T
}
 ,
(41)
where the last equality comes from the probability density function (PDF) of the PN being
independent of the CFO and equivalent channel gains. The LLF of the PN is given by
log p
(
θ(m)
)
= −KNtr
2
log (2pi)− Ntr
2
log det{Cθ(m),θ(m)} −
1
2
θ(m)TC−1
θ(m),θ(m)
θ(m), (42)
and its Hessian reads
∂2 log p
(
θ(m)
)
∂θ(m)θ(m)T
= −C−1
θ(m),θ(m)
. (43)
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Therefore, by combining ID
(
ξ(m)
)
and IP
(
ξ(m)
)
, the HIM H
(
ξ(m)
)
is obtained as
H
(
ξ(m)
)
=

iH,1,1
(
ξ(m)
)
iTH,1,2
(
ξ(m)
)
iH,1,3
(
ξ(m)
)
iH,2,1
(
ξ(m)
)
IH,2,2
(
ξ(m)
)
IH,2,3
(
ξ(m)
)
iH,3,1
(
ξ(m)
)
IH,3,2
(
ξ(m)
)
IH,3,3
(
ξ(m)
)

=

i∆f (m),∆f (m)
(
ξ(m)
)
i∆f (m),g˜(m)
(
ξ(m)
)
i∆f (m),θ(m)
(
ξ(m)
)
ig˜(m),∆f (m)
(
ξ(m)
)
Ig˜(m),g˜(m)
(
ξ(m)
)
Ig˜(m),θ(m)
(
ξ(m)
)
iθ(m),∆f (m)
(
ξ(m)
)
Iθ(m),g˜(m)
(
ξ(m)
)
Iθ(m),θ(m)
(
ξ(m)
)
+ C−1
θ(m),θ(m)
 .
(44)
Finally, the hybrid CRLB is given by the inverse of the HIM, H−1
(
ξ(m)
)
. In particular, using
the formula for the inverse of block matrices [32], the hybrid CRLB for the CFO can be found
as follows. Let i˜∆f (m),∆f (m)
(
ξ(m)
) ∈ R, I˜g˜(m),g˜(m) (ξ(m)) ∈ R2KLr×2KLr and x (ξ(m)) ∈ R2KLr×1
denote the HIM for the CFO parameter when the channel g˜ is known, the HIM for the channels
when the CFO is known, and a vector accounting for the coupling between the PN, channel,
and CFO parameters. These parameters are given by
i˜∆f (m),∆f (m)
(
ξ(m)
)
= iH,1,1
(
ξ(m)
)− iH,1,3 (ξ(m)) I−1H,3,3 (ξ(m)) iH,3,1 (ξ(m)) (45)
I˜g˜(m),g˜(m)
(
ξ(m)
)
= IH,2,2
(
ξ(m)
)− IH,2,3 (ξ(m)) IH,3,3 (ξ(m)) IH,3,2 (ξ(m)) . (46)
x
(
ξ(m)
)
= iH,1,2
(
ξ(m)
)− iH,2,3 (ξ(m)) I−1H,3,3 (ξ(m)) IH,2,3 (ξ(m)) . (47)
Then, the hybrid CRLB for any unbiased estimator of ∆f (m), g˜(m) are given by
var
{
∆̂f
(m)
}
≥ 1
i˜
(m)
∆f (ξ
(m))− xT (ξ(m)) I−1
g˜(m),g˜(m)
(ξ(m)) x (ξ(m))
, (48)
covar
{
ˆ˜g(m), ˆ˜g(m)
}
≥ I˜−1
g˜(m),g˜(m)
(
ξ(m)
)
+
I−1
g˜(m),g˜(m)
(
ξ(m)
)
x
(
ξ(m)
)
xT
(
ξ(m)
)
I−1
g˜(m),g˜(m)
(
ξ(m)
)
i˜
(m)
∆f (ξ
(m))− xT (ξ(m)) I−1
g˜(m),g˜(m)
(ξ(m)) x (ξ(m))
.
(49)
V. ESTIMATION OF BEAMFORMED CHANNELS AND HIGH-DIMENSIONAL MIMO CHANNEL
In this section, I formulate and present novel solutions to the problem of estimating both
the CFO, the equivalent frequency-selective beamformed channels, and the PN vector for the
signal model in Section III. Then, I formulate the problem of estimating the high-dimensional
frequency-selective mmWave MIMO channel {H[k]}K−1k=0 from the estimates of the equivalent
channel accounting for both the estimates for these parameters and their hybrid CRLB. Since
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prior statistical information on the PN vector is available, it is well-known that the optimum
estimator for the PN is the MMSE estimator, which is well-known to be unbiased and attain the
hybrid CRLB. The main problem concerning applying the MMSE estimator is that it requires
knowledge of the CFO and the equivalent channels, which is not available a priori. Another
strategy to find the PN vector relies on using the maximum a posteriori (MAP) estimator, which
is attractive due to its simplicity, but it present the drawback of being, in general, biased. Due
to this, the application of the MAP estimator may well lead to the different estimates gˆ(m)i ,
1 ≤ i ≤ Lr, 1 ≤ m ≤ M having random phase errors that could destroy incoherence in
the measurements, thereby invalidating the application of CS-based algorithms to retrieve the
frequency-selective channel {H[k]}K−1k=0 . For this reason, it is crucial to consider an unbiased
estimator for the different parameters. Owing to the difficulty in finding a closed-form solution
for the estimation of ∆f (m), {g(m)i }Lri=1, and {θ(m)t }Ntr−1t=0 , I propose to use the EM approach
[32] to find these estimators. I will show that this leads to finding the MMSE estimator for the
PN impairment, parameterized by the current estimates of the unknown CFO and equivalent
channels, which can be computed as it will soon become apparent. The EM method is a well-
known iterative approach to find the ML estimators for unknown parameters when the LLF is
unknown, and hence impossible to optimize directly. The first proposed algorithm aims at finding
the LMMSE estimator for the PN by batch processing the LrKNtr received measurements at
once, thereby providing very good performance. The second proposed algorithm also aims at
finding the LMMSE estimator for the PN but, unlike the first proposed algorithm, it processes
the received measurements in sets of Lr samples to reduce computational complexity.
A. LMMSE-EM Algorithm
In this subsection, I present the first proposed algorithm to find the ML estimates for the
CFO and the equivalent beamformed channels using the EM iterative estimation approach. At
each iteration, this algorithm processes all the LrKNtr received measurements using single-shot
estimation to find a closed-form solution to the problem of estimating the PN vector. The EM
algorithm consists of two steps:
• E-step: in the first step of the EM algorithm, the posterior expected value of the joint LLF
of r(m) and ξ(m)R is computed. Let us consider a partition of the vector of parameters to be
estimated, ξ(m), into a vector of deterministic parameters ξ(m)D = [∆f
(m), g(m)T1 , . . . , g
(m)T
Lr
]T ,
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and a vector of random parameters ξ(m)R = [θ
(m)T
0 , . . . ,θ
(m)T
Ntr−1]
T . Then, the expectation step
for the n-th step can be formalized as
Q
(
ξ
(m)
D , ξˆ
(m,n−1)
D
)
, E
ξ
(m)
R |r(m),ξˆ
(m,n−1)
D
{
log p
(
r(m), ξ
(m)
R ; ξ
(m)
D
)}
, (50)
where ξˆ(m,n)D is the estimate of ξ
(m)
D found at the n-th iteration of the algorithm.
• M-step: this step consists of finding ξˆ(m,n)D , which is defined as the maximizer of the function
found during the E-step. The maximization step is formalized as
ξˆ
(m,n)
D = arg max
ξ
(m)
D
Q
(
ξ
(m)
D , ξˆ
(m,n−1)
D
)
. (51)
Due to the independence of the PN sequence on the deterministic parameters in ξ(m)D , the
Q function in (50) can be expressed as
Q
(
ξ
(m)
D , ξˆ
(m,n)
D
)
= − 1
σ2
Lr∑
i=1
∥∥∥r(m)i −Ω (∆f (m))P(θˆ(m,n)MMSE)F∗⊗S(m)g(m)i ∥∥∥2
2
, (52)
where θˆ(m,n)MMSE , Eξ(m)R |r(m),ξˆ(m,n−1)D {θ
(m)} is the MMSE estimator of the PN sequence found
during the n-th E-step.
Finding the MMSE estimator of the PN sequence requires finding the posterior PDF of the
PN sequence, given the received measurements r(m)i , 1 ≤ i ≤ Lr. Finding this PDF, however,
requires multi-dimensional integration over the joint PDF of the received measurements and the
PN sequence, which is difficult to find, in general. For this reason, I propose another approach to
estimate the PN as follows. Exploiting the fact that the PN sequence typically has small amplitude
[2], I use a first-order Taylor series approximation to linearize the received measurement with
respect to the PN sequence around the expected value of θ(m), given by µθ(m) , as
r(m) ≈
(
ILr ⊗Ω
(
∆f (m)
)
P
(
θ(m)
)
F∗⊗S
(m)
)
g(m)︸ ︷︷ ︸
h
(
θ(m),ξ
(m)
D
)
+∇f
(
θ(m)
) ∣∣∣∣
θ(m)=µ
θ(m)
θ(m) + v(m), (53)
where∇f
(
θ(m), ξ
(m)
D
)
is the Jacobian matrix of f
(
θ(m), ξ
(m)
D
)
: RKLrNtr → CKLrNtr , f
(
θ(m), ξ
(m)
D
)
=(
ILr ⊗Ω
(
∆f (m)
))
P
(
θ(m)
) (
ILr ⊗ F∗⊗S(m)
)
g(m), which is given by
∇f
(
θ(m)
)
=
[
∂f
(
θ(m),ξ
(m)
D
)
∂θ
(m)T
0
. . .
∂f
(
θ(m),ξ
(m)
D
)
∂θ
(m)T
Ntr−1
]
. (54)
Each of the submatrices
∂f
(
θ(m),ξ
(m)
D
)
∂θ
(m)T
t
∈ CKLrNtr×K is given by
∂f
(
θ(m), ξ
(m)
D
)
∂θ
(m)T
t
=
[
∂f
(
θ(m),ξ
(m)
D
)
∂θ
(m)
t,0
. . .
∂f
(
θ(m),ξ
(m)
D
)
∂θ
(m)
t,K−1
]
, (55)
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wherein
∂f(θ(m))
∂θ
(m)
t,k
is given by
∂f
(
θ(m), ξ
(m)
D
)
∂θ
(m)
t,k
= jejθ
(m)
t,k
(
ILr ⊗ eKNtrp[t,`]
(
eKNtrp[t,`]
)T
Ω
(
∆f (m)
)
F∗⊗S
(m)
)
g(m)
= jejθ
(m)
t,k

diag
{
Ω
(
∆f (m)
)
F∗⊗S
(m)g(m)1
}
eKNtrp[t,`]
...
diag
{
Ω
(
∆f (m)
)
F∗⊗S
(m)g(m)Lr
}
eKNtrp[t,`]

(56)
Using (54)-(56), the time and measurement update equations for the estimation of ξ(m)R = θ
(m)
at the n-th E-step are given by
• Time update
θˆ
(m,n)
TU = µ
(m)
θ
Cˆ
(n)
θˆ
(m)
TU ,θˆ
(m)
TU
= C
(m)
θ(m),θ(m)
.
(57)
• Measurement update
Cˆ
(n)
θ(m),r(m)
= Cˆ
(n)
θˆ
(m)
TU ,θˆTU(m)
∇∗f
(
θˆ
(m,n)
TU , ξˆ
(m,n−1)
D
)
Cˆ
(n)
r(m),r(m)
=∇f
(
θˆ
(m,n)
TU , ξˆ
(m,n−1)
D
)
Cˆ
(n)
θˆ
(m)
TU ,θˆ
(m)
TU
∇∗f
(
θˆ
(m,n)
TU , ξˆ
(m,n−1)
D
)
+ σ2IKNtrLr
θˆ
(m,n)
MU = θˆ
(m,n)
TU + Cˆ
(n)
θ(m),r(m)
(
Cˆ
(n)
r(m),r(m)
)−1 (
r(m) − h
(
θˆ
(m)
TU , ξˆ
(m,n−1)
D
))
Cˆ
(n)
θˆ
(m)
MU ,θˆ
(m)
MU
= Cˆ
(n)
θˆ
(m)
TU ,θˆ
(m)
TU
− Cˆ(n)
θ(m),r(m)
(
Cˆ
(n)
r(m),r(m)
)−1
Cˆr(m),θ(m) .
(58)
Finally, motivated by the linearization in (53) and the assumption that the PN sequence is
Gaussian [33], [34], the MMSE estimator for the PN sequence at the n-th E-step is substituted
by the approximate LMMSE estimate obtained by the EKF recursions in (57)-(58).
Then, the optimum ML estimator found during the n-th M-step is found by maximizing (50).
Optimizing (50) directly is, however, computationally complex because of the lack of closed-
form solutions for the estimation of ∆f (m) [30]. Therefore, to circumvent this issue, I propose
to reduce the complexity associated with the M-step by carrying out the optimization in (51)
with respect to one of the parameters while keeping the remaining parameters at their most
recently updated values. First, by using the equivalent channel estimates at the (n−1)-th E-step,
gˆ(m,n−1), and the PN vector estimate from the E-step, θˆ(m,n)MU , the function in (50) is maximized
with respect to ∆f (m) to obtain the estimate for the n-th iteration, ∆̂f
(m,n)
as
∆̂f
(m,n)
ML = arg min
∆f (m)
Lr∑
i=1
∥∥∥r(m)i −Ω (∆f (m))P(θˆ(m,n)MU )F∗⊗S(m)gˆ(m,n−1)i ∥∥∥2
2
. (59)
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After simplifying (59), it is obtained that
∆̂f
(m,n)
ML = arg max
∆f (m)
Lr∑
i=1
Ntr−1∑
t=0
Re
{
r
(m)∗
i,t Ωt
(
∆f (m)
)
Pt
(
θˆ
(m,n)
t,MU
)
F∗S(m)t gˆ
(m,n−1)
i,ML
}
. (60)
To resolve the nonlinearity in (60), I resort to a second-order Taylor series expansion of the
function in (60) around the previous CFO estimate, ∆̂f
(m,n−1)
. For this purpose, let h(m,n)i,t ,
Ωt
(
∆̂f
(m,n−1)
ML
)
Pt
(
θˆ
(m,n)
t,MU
)
F∗S(m)t gˆ
(m,n−1)
i,ML . Then, (60) can be approximated as
∆̂f
(m,n)
ML =arg max
∆f (m)
Lr∑
i=1
Ntr−1∑
t=0
Re
{
r
(m)∗
i,t h
(m,n)
i,t
}
+
(
∆f (m) − ∆̂f (m,n−1)
) Lr∑
i=1
Ntr−1∑
t=0
Re
{
r
(m)∗
i,t jMh
(m,n)
i,t
}
+
1
2
(
∆f (m) − ∆̂f (m,n−1)
)2 Lr∑
i=1
Ntr−1∑
t=0
Re
{
r
(m)∗
i,t j
2M2h
(m,n)
i,t
}
.
(61)
Setting the partial derivative of (61) to zero allows finding the estimate of ∆f (m) at the n-th
iteration as
∆̂f
(m,n)
ML = ∆̂f
(m,n−1)
ML −
∑Lr
i=1
∑Ntr
t=0 Im
{
r
(m)∗
i,t Mh
(m,n)
i,t
}
∑Lr
i=1
∑Ntr
t=0 Re
{
r
(m)∗
i,t M
2h
(m,n)
i,t
} . (62)
Finally, using (59), we can find the estimator of g(m)i at the n-th M-step as
gˆ(m,n)i,ML =
(
S(m)∗S(m)
)−1
S(m)∗F⊗P∗
(
θˆ
(m,n)
MU
)
Ω∗
(
∆̂f
(m,n)
ML
)
r
(m)
i . (63)
Therefore, using (57), (58), (62), and (63), the proposed algorithm iteratively updates the PN,
CFO, and equivalent channel gains respectively. The algorithm is terminated when the difference
between the likelihood function (LF) at two iterations is smaller than a threshold η, i.e.,∣∣∣∣ Lr∑
i=1
∥∥∥∥r(m)i −Ω(∆̂f (m,n))P(θˆ(m,n)MU )F∗⊗S(m)gˆ(m,n)i ∥∥∥∥2
2
−
∥∥∥∥r(m)i −Ω(∆̂f (m,n−1))P(θˆ(m,n−1)MU )F∗⊗S(m)gˆ(m,n−1)i ∥∥∥∥2
2
∣∣∣∣ ≤ η.
(64)
The overall LMMSE-EM estimation algorithm is summarized in Algorithm 1.
B. EKF-RTS-EM Algorithm
In this subsection, I present an alternative strategy to using our first proposed LMMSE-
EM algorithm. Despite the simplicity of (59) and (63), the algorithm introduced in the pre-
vious subsection exhibits high computational complexity. The main computational bottleneck
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Algorithm 1 LMMSE-EM algorithm
1: Initialize CFO, beamformed channel estimates, and initial difference in LLF
2: ∆̂f
(0)
= arg max
∆f
∑Lr
i=1 ‖Ω(∆f)F∗⊗S(m)S(m)∗F⊗Ω∗(∆f)r(m)i ‖22
3: gˆ(m,0)i =
(
S(m)∗S(m)
)−1
S(m)∗F⊗Ω
(
∆̂f
(0)
)
r
(m)
i , i = 1, . . . , Lr
4: ηˆ(m,n) =∞, n = 1
5: while ηˆ(m,n) > η do
6: Update PN estimate
7: (54)-(58)
8: Update CFO estimate
9: h
(m,n)
i,t , Ωt
(
∆̂f
(m,n−1)
ML
)
Pt
(
θˆ
(m,n)
t,MU
)
F∗S(m)t gˆ
(m,n−1)
i,ML
10: ∆̂f
(m,n)
ML = ∆̂f
(m,n−1)
ML −
∑Lr
i=1
∑Ntr
t=0 Im
{
r
(m)∗
i,t Mh
(m,n)
i,t
}
∑Lr
i=1
∑Ntr
t=0 Re
{
r
(m)∗
i,t M
2h
(m,n)
i,t
}
11: Update the beamformed channel estimates
12: gˆ(m,n)i,ML =
(
S(m)∗S(m)
)−1
S(m)∗FP∗
(
θˆ
(m,n)
MU
)
Ω∗
(
∆̂f
(m,n)
ML
)
r
(m)
i , i =
1, . . . , Lr
13: Iteration update
14: n = n+ 1
15: Update difference in likelihood function
16: ηˆ(m,n) =
∣∣∣∣∑Lri=1 ∥∥∥∥r(m)i −Ω(∆̂f (m,n))P(θˆ(m,n)MU )F∗⊗S(m)gˆ(m,n)i ∥∥∥∥2
2
−∥∥∥∥r(m)i −Ω(∆̂f (m,n−1))P(θˆ(m,n−1)MU )F∗⊗S(m)gˆ(m,n−1)i ∥∥∥∥2
2
17: end while
Fig. 2. Detailed steps of the first proposed LMMSE-EM algorithm.
of the LMMSE-EM algorithm is the inversion of Cˆ(n)
r(m),r(m)
in (58), which has complexity
O((KNtrLr)3) in the worst case. This high complexity comes at the cost of batch processing
the LrKNtr measurements at once to find the LMMSE estimator for the PN, which exhibits
very good performance but it may not be computationally feasible if the number of subcarriers
is in the order of a few thousands. However, a trade-off between estimation performance and
computational complexity can be achieved if the size of the matrix inversion in (58) is reduced.
To reduce computational complexity, I propose to sequentially process every set of Lr received
22
measurements to reduce complexity to be O (L3r ) at most, which is computationally affordable
since Lr is usually a small number [35]. The PN estimate can be found using a combination of the
EKF and the Rauch-Tung-Striebel (RTS) smoother [36], which exploits a first-order linearization
of the received measurement vector and uses the RTS smoother on the linearized vector as
follows.
Using (11), the Lr-dimensional time-domain received measurement can be expressed as
r
(m)
1,t [k0[t] + `]
...
r
(m)
Lr,t
[k0[t] + `]

︸ ︷︷ ︸
r
(m)
t [k0[t]+`]
= ej2pi∆f
(m)(k0[t]+`)ejθ
(m)
t [k0[t]+`]

f∗` S
(m)
t g
(m)
1
...
f∗` S
(m)
t g
(m)
Lr

︸ ︷︷ ︸
h`,t
(
ξ
(m)
D ,θ
(m)
t [k0[t]+`]
)
+

v
(m)
1,t [k0[t] + `]
...
v
(m)
Lr,t
[k0[t] + `]
 .
(65)
The RTS smoother consists of a backward filter that follows the EKF recursion given by the
following:
• Forward recursion: Time Update Equations:
θˆ
(m)
t,TU[k0[t] + `] =

0 t = 0, ` = 0
θˆ
(m)
t,MU[k0[t] + `− 1] ` > 0,
θˆ
(m)
t−1,MU[k0[t− 1] +K − 1] ` = 0, t > 0,
(
σˆ
(`)
θˆt,TU
)2
=

∥∥∥[Cθ(m),θ(m)]1,:∥∥∥22 ` = 0, t = 0,(
σˆ
(`−1)
θˆt,MU
)2
+
∥∥∥∆dt,kt,k−1∥∥∥2
2
` > 0(
σˆ
(K−1)
t−1,MU
)2
` = 0, t > 0,
(66)
Measurement Update Equations:
θˆ
(m)
t,MU[k0[t] + `] = θˆ
(m)
t,TU[k0[t] + `] + Re
{
cˆ
(`)
θ
(m)
t ,r
(m)
t
(
Cˆ
(`)
r
(m)
t ,r
(m)
t
)−1
×
(
r
(m)
t [k0[t] + `]− h`,t
(
ξˆ
(m,n−1)
D , θˆ
(m)
t,TU[k0[t] + `]
))}
(
σˆ
(`,t)
θˆ
(m)
t,MU
)2
= Re
{(
σˆ
(`)
θˆt,TU
)2
−
(
cˆ
(`)
r
(m)
t ,θ
(m)
t
)∗ (
Cˆ
(`)
r
(m)
t ,r
(m)
t
)−1
cˆ
(`)
r
(m)
t ,θ
(m)
t
}
,
(67)
where cˆ(`)
r
(m)
t ,θ
(m)
t
∈ CLr×1, Cˆ(`)
r
(m)
t ,r
(m)
t
∈ CLr×Lr are the covariance matrix of r(m)t [k0[t] + `]
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and θ(m)t [k0[t] + `], and the autocovariance matrix of r
(m)
t [k0[t] + `], which are given by
cˆ
(`)
r
(m)
t ,θ
(m)
t
= jh`,t
(
ξˆ
(m,n−1)
D , θˆ
(m)
t,TU[k0[t] + `]
)(
σˆ
(`,t)
θˆMU
)2
Cˆ
(`)
r
(m)
t ,r
(m)
t
= h`,t
(
ξˆ
(m,n−1)
D , θˆ
(m)
t,TU[k0[t] + `]
)(
σˆ
(`,t)
θˆMU
)2
h∗`,t
(
ξˆ
(m,n−1)
D , θˆ
(m)
t,TU[k0[t] + `]
)
+ σ2ILr .
(68)
• Backward recursion:
G
(`)
t =
(
σˆ
(`,t)
θˆ
(m)
t,MU
)2
(
σˆ
(`,t)
θˆ
(m)
t,MU
)2
+
∥∥∥∆dt,k+1t,k ∥∥∥2
2
θˆ
(m)
t,RTS[k0[t] + `] = θˆ
(m)
t,MU[k0[t] + `] +G
(`)
t
(
θˆ
(m)
t,RTS[k0[t] + `+ 1]− θˆt,MU[k0[t] + `+ 1]
)
(
σˆ
(`,t)
θˆ
(m)
t,RTS
)2
=
(
σˆ
(`,t)
θˆ
(m)
t,MU
)2
+
(
G
(`)
t
)2((
σˆ
(`+1,t)
θˆ
(m)
t,RTS
)2
−
(
σˆ
(`+1,t)
θˆ
(m)
t,MU
)2
−
∥∥∥∆dt,k+1t,k ∥∥∥2
2
)
.
(69)
In (66), the proposed algorithm is initialized as θˆt,TU[k0[0]] = 0 since the PN vector is assumed
to have zero mean, and the predicted variance is initialized as
(
σˆ
(0)
θˆ
(m)
0,TU
)2
=
∥∥∥[Cθ(m),θ(m)]1,:∥∥∥22.
Also, notice that the CP is removed after timing offset synchronization, which requires properly
updating the PN predicted statistics from the last sample of the t-th OFDM symbol to the first
sample of the (t+ 1)-th OFDM symbol, as reflected in (66).
Thereby, using (66)-(69), and then (62) and (63), the second proposed algorithm can iteratively
update the PN sample estimates, CFO, and equivalent channel gains, respectively. The termination
criterion for the proposed algorithm is analogous to the termination criterion for the first proposed
LMMSE-EM algorithm, given in (64). The detailed steps the proposed EKF-RTS algorithm
follows are summarized in Algorithm 2.
C. Initialization and Convergence
Appropriate initialization of the CFO, ∆f (m), and equivalent beamformed channels, {g(m)i }Lri=1,
is essential to ensure global convergence of the proposed algorithms. The initialization process
can be summarized as follows:
• Similar to [34], an initial CFO estimate ∆̂f
(m,0)
is obtained by applying an exhaustive
search for the value of ∆f (m) that minimizes the cost function in the absence of PN. This
cost function is given in ( [30], equation (17)). Simulation results in Section VI show that
24
Algorithm 2 EKF-RTS-EM algorithm
1: Initialize CFO, beamformed channel estimates, and initial difference in LF
2: ∆̂f
(0)
= arg max
∆f
∑Lr
i=1 ‖Ω(∆f)F∗⊗S(m)S(m)∗F⊗Ω∗(∆f)r(m)i ‖22
3: gˆ(m,0)i =
(
S(m)∗S(m)
)−1
S(m)∗F⊗Ω
(
∆̂f
(0)
)
r
(m)
i , i = 1, . . . , Lr
4: ηˆ(m,n) =∞, n = 1
5: while ηˆ(m,n) > η do
6: Update PN estimate
7: (66)-(69)
8: Update CFO estimate
9: h
(m,n)
i,t , Ωt
(
∆̂f
(m,n−1)
ML
)
Pt
(
θˆ
(m,n)
t,RTS
)
F∗S(m)t gˆ
(m,n−1)
i,ML
10: ∆̂f
(m,n)
ML = ∆̂f
(m,n−1)
ML −
∑Lr
i=1
∑Ntr
t=0 Im
{
r
(m)∗
i,t Mh
(m,n)
i,t
}
∑Lr
i=1
∑Ntr
t=0 Re
{
r
(m)∗
i,t M
2h
(m,n)
i,t
}
11: Update the beamformed channel estimates
12: gˆ(m,n)i,ML =
(
S(m)∗S(m)
)−1
S(m)∗FP∗
(
θˆ
(m,n)
RTS
)
Ω∗
(
∆̂f
(m,n)
ML
)
r
(m)
i , i =
1, . . . , Lr
13: Iteration update
14: n = n+ 1
15: Update difference in likelihood function
16: ηˆ(m,n) =
∣∣∣∣∑Lri=1 ∥∥∥∥r(m)i −Ω(∆̂f (m,n))P(θˆ(m,n)RTS )F∗⊗S(m)gˆ(m,n)i ∥∥∥∥2
2
−∥∥∥∥r(m)i −Ω(∆̂f (m,n−1))P(θˆ(m,n−1)RTS )F∗⊗S(m)gˆ(m,n−1)i ∥∥∥∥2
2
17: end while
Fig. 3. Detailed steps of the second proposed EKF-RTS-EM algorithm.
an exhaustive search with a coarse step size of 0.02 is sufficient to initialize the proposed
algorithms.
• Using ∆̂f
(m,0)
, the initial channel estimates {gˆ(m,0)i }Lri=1 are obtained by applying gˆ(m,0)i =(
S(m)∗S(m)
)−1
S(m)∗FΩ∗
(
∆̂f
(m,0)
)
r
(m)
i .
Based on the equivalent system model in (11) and the simulation results in Section VI, it can
be concluded that the proposed LMMSE-EM and EKF-RTS-EM algorithms converge globally
when the PN vector is initialized as θˆ(m,0) = 0KNtr×1.
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D. Dictionary-Constrained Channel Estimation
In this section, I formulate the problem of estimating the frequency-selective mmWave MIMO
channel using the ML statistics already estimated using the proposed LMMSE-EM and EKF-
RTS-EM algorithms. Once M training frames are processed, each comprising of Ntr OFDM
symbols, the estimated equivalent beamformed channels can be stacked to form the signal model
gˆ(1,N)ML [k]
...
gˆ(M,N)ML [k]

︸ ︷︷ ︸
gˆ
(N)
ML
=

q(1)TF(1)Ttr ⊗D(1)−∗w W(1)∗tr
...
q(M)TF(M)Ttr ⊗D(M)−∗w W(M)∗tr

︸ ︷︷ ︸
Φw
vec{H[k]}+

v˜(1,N)[k]
...
v˜(M,N)[k]

︸ ︷︷ ︸
v˜(N)[k]
, (70)
where v˜(m,N) ∈ CLr×1 is the estimation error of gˆ(m,N)ML [k], 1 ≤ m ≤ M , and Φw ∈ CMLr×NtNr
is the post-whitened measurement matrix. Now, the channel matrix in (7) can be vectorized and
plugged into (70) to obtain
gˆ(N)ML [k] ≈ Φw
(
A˜
C
T ⊗ A˜R
)
︸ ︷︷ ︸
Ψ
vec{Gv[k]}︸ ︷︷ ︸
gv[k]
+v˜(N)[k], (71)
where Ψ ∈ CNtNr×GtGr is the angular dictionary matrix, and gv[k] ∈ CGrGt×1 is the sparse
vector containing the complex channel path gains in its non-zero coefficients [21]. To estimate
the frequency-selective sparse vectors {gv[k]}K−1k=0 , the design of the measurement matrix Φw in
(71) needs to be such that this matrix has as small correlation between columns as possible, which
is a result proven in the CS literature to ensure that the estimation of the channel’s support will be
robust, and this depends on the design of the precoding and combining matrices F(m)tr , q(m), and
W(m)tr . As discussed in [30], the precoders and combiners should be designed accounting for the
lack of timing synchronization, such that the equivalent measurement matrix design is suitable
for compressive estimation and the estimated timing offset nˆ0 matches the actual timing offset.
For this reason, I adopt the design method in [30] to generate hybrid precoders and combiners,
which has been shown to offer excellent performance at the low SNR regime.
Another issue to overcome when estimating the sparse channel vectors is how to obtain prior
information on either the sparsity level of the channel or the variance of the noise in (71). As
discussed in [19], knowing the sparsity level is unrealistic in practice, and even if it were known,
there is no guarantee that the best sparse approximation of {gv[k]}K−1k=0 has as many non-zero
components as the actual number of multipath components in the frequency-selective channel.
This mismatch is even more severe in the frequency-selective scenario, in which transmit and
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receive pulse-shaping bandlimit the channel, thereby limiting the resolution to detect multipath
components at baseband level [37]. For this reason, I will focus on finding the variance of the
estimation error in (71).
From the property of asymptotic efficiency of ML estimators it is known that, if the SNR is
not too low, and the number of samples used to estimate the different parameters is large enough,
the estimation errors v˜(m,N)[k] are Gaussian, with zero mean and covariance given by the hybrid
CRLB matrix for the estimation of the complex path gains gˆ(m,N)ML [k]. Since the received noise
vectors v(m)[n] in (4) are independent and identically distributed, it is clear that estimation errors
for gˆ(m,N)ML [k] are independent as well, although not identically distributed. For this reason, it is
necessary to compute the covariance matrix for each of the estimation error vectors corresponding
to the M different training frames. Let C
gˆ
(m)
i ,gˆ
(m)
i
∈ CLc×Lc denote the hybrid CRLB matrix for
the estimation of g(m)i . Using that g
(m)
i [d] = [g
(m)
i ]d = α
(m)
i [d]e
jβ
(m)
i [d], it follows that
g
(m)
1 [0]
...
g
(m)
1 [Lc − 1]
...
g
(m)
Lr
[0]
...
g
(m)
Lr
[Lc − 1]

︸ ︷︷ ︸
g(m)
=

α
(m)
1 [0]e
jβ
(m)
1 [0]
...
α
(m)
1 [Lc − 1]ejβ
(m)
1 [Lc−1]
...
α
(m)
Lr
[0]ejβ
(m)
Lr
[0]
...
α
(m)
Lr
[Lc − 1]ejβ
(m)
Lr
[Lc−1]

︸ ︷︷ ︸
f(α(m),β(m))
. (72)
Using (72), the covariance matrix of any unbiased estimator gˆ(m) of g(m) is lower bounded by
the hybrid CRLB as
Cgˆ(m),gˆ(m) ≥ Jf
(
α(m),β(m)
)
Cˆ˜g(m),ˆ˜g(m)Jf
(
α(m),β(m)
)∗
, (73)
where Jf
(
α(m),β(m)
) ∈ CLrLc×2LrLc is the Jacobian matrix of f (α(m),β(m))
Jf
(
α(m),β(m)
)
=
Lr⊕
i=1
D−1⊕
d=0
[
ejβ
(m)
i [d] jg
(m)
i [d]
]
. (74)
Next, the hybrid CRLB for the estimation of g(m) is computed as follows. Notice that the different
frequency-domain channel vectors g(m)i are related to their time-domain counterparts through a
Fourier transform, mathematically represented using F1 ∈ CK×Lc , which comprises of the first
Lc in F. Thereby, using (73) the covariance for any unbiased estimator gˆ
(m) is simply given by
Cgˆ(m),gˆ(m) ≥ (ILr ⊗ F1) Cgˆ(m),gˆ(m) (ILr ⊗ F1)∗ . (75)
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Now, the hybrid CRLB for the estimation of g(m)[k] =
[
g
(m)
1 [k] . . . g
(m)
Lr
[k]
]T
is related to
the hybrid CRLB in (75) through a selection matrix as
g(m)[k] =

eTk g
(m)
1
...
eTk g
(m)
Lr

=
(
ILr ⊗ eTk
)
g(m),
(76)
whereby the hybrid CRLB for any unbiased estimator gˆ(m)[k] of g(m)[k] is given by
Cgˆ(m)[k],gˆ(m)[k] ≥
(
ILr ⊗ eTk
)
Cgˆ(m),gˆ(m) (ILr ⊗ ek) . (77)
Finally, the overall covariance matrix for the estimation error vector v˜(N)[k] in (71) needs to
be found. Using the fact that the received noise at the antenna level is temporally white, the
covariance matrix of v˜(N)[k] is given by the hybrid CRLB for any unbiased estimator of g[k] =[
g(1)T [k] . . . g(M)T [k]
]T
. The final hybrid CRLB is given by
Cgˆ[k],gˆ[k] ≥
M⊕
m=1
Cgˆ(m)[k],gˆ(m)[k]. (78)
Then, the estimation error is distributed as v˜(N)[k] ∼ CN
(
0,Cv˜(N)[k],v˜(N)[k]
)
. Let Dv˜(N)[k] ∈
CMLr×MLr be the Cholesky factor of Cv˜(N)[k],v˜(N)[k], i.e., Cv˜(N)[k],v˜(N)[k] = D
∗
v˜(N)[k]
Dv˜(N)[k]. Thereby,
the problem of estimating {gv[k]}K−1k=0 can be formulated as
gˆv[k] = arg min
{gv[`]}K−1`=0
K−1∑
k=0
‖gv[k]‖1 , subject to 1
K
K−1∑
k=0
∥∥∥D−∗
v˜(N)[k]
(
gˆ(N)ML [k]−ΦwΨgv[k]
)∥∥∥2
2
≤ ,
(79)
where  ∈ R is a design parameter defining the maximum allowable reconstruction error for the
sparse vectors {gv[k]}K−1k=0 . From a computational complexity standpoint, the main difficulty in
(79) comes from the fact that post-whitening the proxy estimates gˆ(n)ML[k] results in frequency-
dependent measurement matrices Υ[k] = D−∗
v(N)[k]
ΦwΨ, which increases the complexity of sparse
recovery algorithms by a factor of K. Since K can be in the order of hundreds or thousands of
subcarriers, using frequency-dependent measurement matrices results in high-complexity channel
estimation algorithms. To circumvent this issue, I propose to find a covariance matrix Cv(N),v(N)
that accurately represents the covariance matrix of the estimation error for every subcarrier in
the MMSE sense. Let ˆ˜g(N)ML [k] ∈ CMLr×1 denote an approximate estimate of gˆ(N)ML [k] given by
ˆ˜g(N)ML [k] ≈ g[k] + v˜(N)[k], (80)
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in which v˜(N)[k] ∼ CN (0,Cv(N),v(N)). Then, the problem of finding the covariance matrix
Cv(N),v(N) can be stated as
Cv(N),v(N) = arg min
C
K−1∑
k=0
E
{∥∥∥ˆ˜g(N)ML [k]− gˆ(N)ML ∥∥∥2
2
}
. (81)
Upon developing the cost function in (81), and letting D ∈ CMLr×MLr be the Cholesky factor
of C, i.e., C = D∗D, the optimal covariance matrix can be found as the solution to the problem
Cv(N),v(N) = arg min
C
K−1∑
k=0
E
{∥∥D−Dv(N)[k],v(N)[k]∥∥2F} , (82)
which is a least squares (LS) problem with solution given by
Cv(N),v(N) =
(
1
K
K−1∑
k=0
Dv(N)[k],v(N)[k]
)∗(
1
K
K−1∑
k=0
Dv(N)[k],v(N)[k]
)
. (83)
The result in (83) indicates that the covariance matrix that best represents the covariance of
every estimation error vector in the MMSE sense has a Cholesky decomposition with Cholesky
factor given by the average of the Cholesky factors for the covariance matrices of the estimation
error at the different subcarriers.
The last step to close the estimation problem in (79) is the definition of . Since the training
precoders and combiners might lead, in general, to different covariance matrices Cv˜(N)[k],v˜(N)[k], an
overall representative for the noise variance of the entire vector v˜(N) = [v˜(N)T [0], . . . , v˜(N)T [K−
1]]T is needed. To overcome this issue, similarly to [19], I propose to design  as a convex
combination of the hybrid CRLB for the different g(m)i [k], 1 ≤ Lr, 0 ≤ k ≤ K−1, 1 ≤ m ≤M ,
using estimates of the SNR per RF chain. Using the property of asymptotic invariance of ML
estimators, the ML estimate of the SNR per RF chain can be written as γˆ(m)i,ML[k] = αˆ
(m)2
i,ML [k]/σ
2.
Letting Γˆ(m)[k] =
⊕Lr
i=1 γˆ
(m)
i,ML[k], the parameter  can be set as
 =
M∑
m=1
K−1∑
k=0
trace
{
Γˆ(m)[k]Cgˆ(m)[k],gˆ(m)[k]
}
∑M
m=1
∑K−1
k=0 trace
{
Γˆ(m)[k]
} . (84)
Then, the SW-OMP or subcarrier selection - simultaneous weighted - orthogonal matching pursuit
+ thresholding (SS-SW-OMP+Th) algorithms in [21] can be used to solve the problem in (79).
These algorithms have been shown to offer very good performance even when the mmWave
MIMO channel has several clusters with non-negligible AS. It is important to highlight that the
hybrid CRLB for the estimation of the channel matrices {H[k]}K−1k=0 is not computed. The reason
is that, for realistic mmWave MIMO channel models such as NYUSIM [38], quasi deterministic
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radio channel generator (QuaDRiGa) [39], [40], and the 5G NR channel model [41], the finite
antenna resolution, bandlimitedness of the baseband equivalent channel, and lack of knowledge
of the number of multipath components, make it impossible to assume that an unbiased estimator
for the channel can be found. For this reason, the estimates {gˆv[k]}K−1k=0 will, in general, have
a different number of entries than the number of multipath components the channel actually
comprises of. Consequently, the theory of CRLB cannot be directly applied to this problem.
VI. NUMERICAL RESULTS
This section includes preliminar numerical results obtained with the proposed synchronization
algorithms. These results are obtained after performing Monte Carlo simulations averaged over
100 trials to evaluate the NMSE, ergodic spectral efficiency, and bit error rate (BER).
Unless otherwise stated, the typical parameters for the system configuration are as follows.
Both the transmitter and the receiver are assumed to use a uniform linear array (ULA) with half-
wavelength separation. Such a ULA has array response vectors given by [aT(θ`)]n =
√
1
Nt
ejnpi cos (θ`), n =
0, . . . , Nt − 1 and [aR(φ`)]m =
√
1
Nr
ejmpi cos (φ`), m = 0, . . . , Nr − 1, for both transmitter and
receiver, respectively. The I take Nt = 64 and Nr = 32 for illustration, and Gt = Gr = 128.
The phase-shifters used in both the transmitter and the receiver are assumed to have NQ quan-
tization bits, so that the entries of the analog training precoders and combiners F(m)tr , W
(m)
tr ,
m = 1, 2, . . . ,M are drawn from a set A =
{
0, 2pi
2NQ
, . . . , 2pi(2
NQ−1)
2NQ
}
. The number of quantization
bits is set to NQ = 6. The number of RF chains is set to Lt = 8 at the transmitter and Lr = 4
at the receiver. The number of OFDM subcarriers is set to K = 256, and the carrier frequency
is set to 60 GHz.
The frequency-selective mmWave MIMO channel is generated using (5) with small-scale
parameters taken from the QuaDRiGa channel simulator [39], [40], which implements the 3GPP
38.901 urban micro cell (UMi) channel model in [41]. The channel samples are generated with
an average Rician factor of −10 dB, and the distance between the transmitter and the receiver
is set to d = 30 meters for illustration.
In Fig. 4, I show the evolution of the NMSE of the CFO estimates versus SNR for the
proposed LMMSE-EM and EKF-RTS-EM algorithms. The hybrid CRLB is also provided as an
estimation performance bound. I evaluate both algorithms using two different values for the PN
variance, which are Gθ = −85 dBc/Hz and Gθ = −95 dBc/Hz. In Fig. 4 (a), I set the number of
receive RF chains to Lr = 4 and sweep Ntr within the range {1, 2, 4} OFDM training symbols.
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Fig. 4. Evolution of the NMSE of the CFO estimates obtained using the proposed algorithms versus SNR. The hybrid CRLB
is also provided as a performance bound.
Conversely, in Fig. 4 (b), the number of OFDM training symbols is set to Ntr = 4, and the
number of receive RF chains is swept within the range {1, 2, 4}.
Several observations can be made from Fig. 4:
• The proposed LMMSE-EM and EKF-RTS-EM algorithms exhibit very similar estimation
performance, which suggests that the proposed EKF-RTS-EM algorithm does not compro-
mise estimation performance while dramatically reducing computational complexity during
the measurement update in PN estimation.
• The estimation performance of the proposed algorithms exhibits a small gap with respect to
the hybrid CRLB. At low SNR, the gap between the NMSE and the hybrid CRLB is more
noticeable, but it shrinks as SNR→∞. It is also observed that the NMSE and the hybrid
CRLB are monotonically decreasing proportionally to the SNR. There is, however, a certain
SNR value beyond which both the performance of the proposed algorithms and the hybrid
CRLB saturate and exhibit a plateau effect. This behavior sets the distinction between the
noise-limited regime and the PN-limited regime, whereby estimation performance cannot
longer improve even if SNR → ∞. This behavior is shown in Fig. 5 for Ntr = 4 and
Lr = 4.
• The estimation performance in the low SNR regime does not depend on the PSD of the
PN, which indicates that the synchronization performance is limited by the additive white
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Gaussian noise (AWGN). Notice, however, that as SNR→∞,
• The estimation performance in the low SNR regime does not depend on the PSD of
the PN, which indicates that the synchronization performance is limited by the AWGN.
Notice, however, that as SNR → ∞, both the estimation performance of the proposed
algorithms and the hybrid CRLB are different for the two values of the PSD Gθ of the
PN. Intuitively, as Gθ increases, the information coupling between the PN and the CFO
impairments increases, thereby reducing both the achievable CFO estimation performance
of the proposed algorithms and the hybrid CRLB. Conversely, reducing Gθ reduces this
information coupling, which results in better CFO estimates and lower hybrid CRLB.
• When the SNR is very low, the NMSE of the proposed algorithms is high. However, when
the SNR increases, a waterfall effect is observed, and the SNR at which this effect happens
depends on both the number of RF chains Lr and the number of OFDM training symbols
Ntr. More especifically, increasing Ntr or Lr shifts the minimum SNR at which this waterfall
effect is observed. Thereby, increasing Ntr and Lr results in more accurate estimates of the
CFO parameter, even for SNR < −10 dB.
• Last, increasing the number of OFDM training symbols Ntr and the number of receive RF
chains Lr have a different impact on both the CFO estimation performance and the hybrid
CRLB. More especifically, doubling Ntr results in a performance gain of approximately 9
dB, which indicates that the estimation performance depends on N3tr, which is a similar result
to the CFO estimation performance and CRLB in [19]. Regarding the number of receive RF
chains, doubling Lr enhances estimation performance by a factor of 3 dB, which indicates
that the estimation approach averages the receive noise across multiple receive RF chains,
thereby exhibiting an NMSE estimation performance proportional to L−1r .
In Fig. 6 (a), I show the NMSE evolution of the equivalent beamformed channels versus SNR,
for both the proposed LMMSE-EM and the EKF-RTS-EM algorithms. The number of receive RF
chains is set to Lr = 4, and the number of OFDM training symbols Ntr is swept within {1, 2, 4}.
A similar behavior to that in Fig. 4 is observed. For both proposed algorithms, the estimation
performance is very close to the hybrid CRLB, although there is a more noticeable performance
gap for SNR < 10 dB. Similar to Fig. 4, it is observed that the reduction in computational
complexity of the second proposed EKF-RTS-EM algorithm does not compromise estimation
performance, thereby showing that synchronization in the low SNR regime can be successfully
32
-20 -10 0 10 20 30 40
SNR (dB)
-70
-60
-50
-40
-30
-20
-10
0
N
M
SE
 C
FO
 e
st
im
at
io
n 
(dB
)
LMMSE-EM
EKF-RTS-EM
HCRLB
PN PSD = -85 dBc/Hz
PN PSD = -95 dBc/Hz
Fig. 5. Asymptotic evolution of the NMSE of the CFO estimates obtained using the proposed algorithms versus SNR. The
hybrid CRLB is also provided as a performance bound.
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Fig. 6. Evolution of the NMSE of the beamformed channel estimates obtained using the proposed algorithms versus SNR. The
hybrid CRLB is also provided as a performance bound.
accomplished with reduced computational complexity. It is also observed that doubling the
number of OFDM training symbols Ntr results in enhanced estimation performance by a factor
of 3 dB, which is expected since it was observed that the Fisher information of the channel
coefficients increases linearly with the number of training samples.
Furthermore, the performance of the proposed algorithms, as well as the hybrid CRLB, do not
depend on the PSD of the PN in both the mid and low SNR regimes. Notice, however, that for
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also provided as a performance bound.
SNR > 0 dB, the estimation performance and hybrid CRLB depend on the PSD of the PN, similar
to Fig. 4. This behavior sets the beginning of the PN-limited regime, which is more pronounced
as SNR→∞, as shown in Fig. 6 (b). In Fig. 6, the number of OFDM training symbols is set
to Ntr = 4. It is observed that the estimation performance gap between the proposed algorithms
and the hybrid CRLB increases as SNR → ∞, and it is more pronounced for smaller values
of the PSD of the PN. This behavior is due to two different factors: i) instead of using the
MMSE estimator for the PN, the proposed algorithms attempt to approximate this estimator
using statistical linearization (LMMSE), such that non-linearities are not dealt with, and ii) for
smaller values of the PSD of the PN, the covariance matrix of the PN has smaller eigenvalues,
thereby reducing the amount of prior information on this parameter. This second fact makes the
covariance after propagation update be significantly larger than the AWGN impairment, thereby
making the Kalman gain for the PN estimator rely more heavily on the measurement and less
on the AWGN. Consequently, the PN impairment is more difficult to estimate, which affects the
estimation of the equivalent beamformed channels.
Last, I show the estimation performance of the proposed LMMSE-EM and EKF-RTS-EM
algorithms versus SNR in Fig. 7 and Fi.g 8. In Fig. 7, the number of receive RF chains is swept
within {1, 2, 4}, and it is set to Lr = 4 in Fig. 8. The PSD of the PN is set to Gθ = −85 dB in
Fig. 7, which corresponds to a stronger PN process. The number of OFDM training symbols is
set to Ntr = 4 in both Fig. 7 and Fig. 8.
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Fig. 8. Asymptotic evolution of the NMSE of the PN estimates obtained using the proposed algorithms versus SNR. The curves
in (a) show this asymptotic evolution for SNR values between −20 and 40 dB. Magnified curves of the asymptotic evolution
are also shown for SNR ∈ [−20, 0] dB in (b), SNR ∈ [0, 20] dB in (c), and SNR ∈ [20, 40] dB in (d). The hybrid CRLB is
also provided as a performance bound.
The first observation from both Fig. 7 and Fig. 8 is that the PN estimation performance of
the first proposed LMMSE-EM algorithm significantly outperforms that of the second proposed
EKF-RTS-EM algorithm. This is not surprising, since the estimation approach in both cases
comes from a linearization of the measurement signal through its Jacobian matrix, which is
very sensitive to AWGN if a small number of measurements are processed. If a single Lr-
dimensional measurement is processed, as in the EKF-RTS-EM algorithm, the Jacobian matrix
of the measurement varies significantly depending on the AWGN variance and the PSD of the PN
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process, thereby making it harder for the second proposed algorithm to track the PN variations. If
every measurement is processed in a larger-dimensional batch, as in the first proposed LMMSE-
EM algorithm, the Kalman measurement update is performed taking the multiple measurements
into account, thereby contributing to stabilizing the Jacobian matrix and making it easier to track
the PN variations. This is a significant effect only in the low SNR regime, and the performances
of both proposed algorithms exhibit convergence as SNR increases, as shown in Fig. 8.
It is also observed that increasing Lr results in a noise averaging effect, which results in an
estimation performance improvement of approximately 3 dB. This is a similar effect to that in
Fig. 6 as a function of Ntr, which indicates that the AWGN can be more effectively filtered out
as Lr increases.
It is also observed that, for a wide range of SNR values, the first proposed LMMSE-EM
algorithm exhibits estimation performance lying very close to the hybrid CRLB, and divergence
from the bound is observed as SNR → ∞, for similar reasons as with Fig. 6 (b). It is also
observed that the NMSE predicted from the first proposed LMMSE-EM algorithm is very close
to the actual NMSE performance, while for the second proposed EKF-RTS-EM algorithm it is
more difficult to predict the NMSE performance in the low SNR regime, which is expected due
to the varying nature of the Jacobian matrix of the measurement when the received samples
are sequentially processed, instead of performing simultaneous batch-processing, as in the first
proposed LMMSE-EM algorithm.
Finally, in Fig. 9 I show the spectral efficiency evolution as a function of M , for SNR =
{−10, 0} dB, and for PN PSD Gθ = −85 dBc/Hz. It is observed that the proposed algorithms
cannot accurately estimate the dominant components of the column and row spaces of the
broadband channels for M < 32, and there is slight performance improvement for M > 32.
By comparing M = 32 with M = 64, it is observed that the proposed algorithms are able to
unlock higher spectral efficiency as the training length increases, but the marginal increase in
spectral efficiency does not compensate for doubling the training overhead and computational
complexity. This behavior is more pronounced at SNR = −10 dB in Fig. 9 (a), but the same
trend can be observed in Fig. 9 (b), for SNR = 0 dB.
VII. CONCLUSIONS
In this paper, I proposed a joint synchronization and compressive channel estimation strategy
suitable for mmWave MIMO systems using hybrid architectures. Leveraging the available in-
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Fig. 9. Evolution of the spectral efficiency versus number of training frames M , obtained using the proposed algorithms for
SNR = −10 dB (a) and SNR = 0 dB (b). The number of OFDM training symbols is set to Ntr = 2.
formation on the received data, I analyzed and provided closed-form expressions for the hybrid
CRLB associated to the synchronization problem, and designed two low-complexity EM-based
algorithms to iteratively estimate the TO, CFO, PN and channel impairments. Furthermore, fully
leveraging information on the estimates of the unknown parameters, I showed how the obtained
channel estimates can be exploited to estimate the high-dimensional frequency-selective mmWave
MIMO channel. The numerical results show that the proposed algorithms can be used to estimate
the communication channel under the 5G NR wireless channel model, and that near-optimum
data rates can be achieved while keeping overhead low and regardless of lack of synchronization.
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