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The authors would like to thank C. I. Byrnes for bringing to their 
attention an error in [ 11. The purpose of this addendum is to correct this 
oversight and to make some further remarks on the applicability of the 
techniques in [ 11. As Professor Byrnes points out in [i], Proposition 4 of 
[ 1 ] is not in general correct without some connectivity hypothesis on the 
spectrum C (B) of B. A corrected statement and proof follow, together with 
a revised discussion of the examples in [ 1 ] to which Proposition 4 had been 
applied. 
PROPOSITION 4. Let B be a commutative complex Banach algebra with 
identity. and suppose B has a hermitian involution. Choose a subset S of 
x (B) which contains at least one point from each connected component of 
C (B). A hermitian matrix P in M,(B) is positive definite if and only if P is 
invertible in M,(B) and P(4) > 0 for all 4 E S. 
LEMMA 1. Let R be a compact Hausdorff space, and let F be a 
hermitian element of M,(C(R)). Then inf(J: 1 E Sp(F(x))} is a continuous 
fitnction of x. 
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Proof: Let I be the identity of M,(C(R)). By adding a sufftciently large 
real scalar multiple of I to F. we may assume that F > 0. By multiplying by 
appropriate positive 
:f@: A E Sp F(x)} 
scalar, we may assume O< F <I. Then 
= inf{A: A E Sp(l- (I- F(x)))} = 1 - sup{A: 
A E Sp(l- F(x))}. Thus it suffices to show that if GE M,(C(R)) and 
0 < G < I. then sup(A: 1 E Sp(G(x))} is continuous in X. But this latter 
supremum is just the spectral radius of G(X) which is continuous in x since 
the spectral radius of a matrix A4 is a continuous function of the entries 
of M. 
Recall that if the involution on B is hermitian, then so is the involution on 
M,(B). Recall too that by Proposition 1 of [ 11. we have for every F in 
M,(B) that SP(F) = U {SP(&)): 4 E Z (B) t. 
COROLLARY. Let B be as in the statement of Proposition 4. Then for 
each hermitian F in M,(B). the function $ + inf{A: A E Sp(f(#))} is 
continuous on x(B). 
Proof. Use Lemma 1 with B = r (B). 
Proof of Proposition 4. The only if part is clear, so suppose P is inver- 
tible and p(4) > 0 for all $ E S. Then, for each Q E S, inf Sp(P(d)) > 0. Since 
p(4) is invertible for all @ E C (B), inf Sp(B(g)) is non-zero for all 
fi E r (B). Since 4 + inf Sp(p(#)) is continuous on z (B) and S meets each 
component of x (B), we have inf Sp(p($)) > 0 for alt 4 in C(B). But then 
Sp(P) > 0, so P > 0, and Proposition 4 is proved. 
Proposition 4 was used in [ 1 ] only in the discussion of the examples ,Xp, 
where 1 < p < co. The algebras, R ’ and .?Y” are isometrically isomorphic to 
l’(Z), and i’(h) has connected spectrum. Thus, as Professor Byrnes points 
out, Proposition 4 as stated in [ 1 ] (or as above) is applicable directly to 
Z ’ and to .J’ %. However, the Fourier transform .ir is an isometric *- 
isomorphism of 3’ onto L"(T), where T is the unit circle in the complex 
plane. Since L”(T) has totally disconnected spectrum, a direct applicaton of 
Proposition 4 can in general yield no simplification of the problem of 
checking positivity of a hermitian matrix P over .p2. Nevertheless, the point 
of the discussion in [ 11 is that the Fourier transform can often be used, with 
some care, and in the presence of some continuity, to test for positivity of 
such a P. Suppose, for example, that all of the entries of. FP are Riemann 
integrable on T (which includes the case when all the entries of .FP are 
piecewise continuous on 7’) and that P is invertible in M,@“). There exists 
a subset N of T such that N has Lebesgue measure zero and such that on 
T - N. each entry of P agrees almost everywhere with some continuous 
function. We may thus assume that P is continuous and bounded on T-N. 
LEMMA 2. For each x E T - N, Sp(. FP(x)) c Sp(P). 
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Proof: Let ,I E Sp(XP(x)). Then the determinant of ~-P(X) - AI is zero. 
Since the function y + det(.iTP(y) - U) is continuous at X, the value of this 
function at x lies in the essential range of the function. That is, zero lies in 
the spectrum of det(.FP - AZ), regarded as a function in L”(T). But then 
FP - AZ cannot be invertible in M,(L”O(T)), so P - AZ is not invertible in 
M,(n’), and the lemma is proved. 
Now let iO,l,,, be the set of connected components of T - N, so that each 
0, is a non-empty interval (perhaps a point) in T. Suppose that for each 
y E Z, there exists a point xY E 0, such that (. FP)(x,) is positive definite. We 
claim next that .7-P(x) is positive definite for all x in T- N. Indeed, by 
Lemma 2, Sp(.%P(x)) E Sp(P) for all such x. Suppose x E T - N, and let 
x E 0,. The entries of. FP are bounded and continuous on O,, hence extend 
to continuous functions on the Stone-Cech compactification of Or. The 
resulting extension of the function J + inf{l: A E Sp(.%P(y))} is contmuous 
on this compactification, by Lemma 1. Since P is invertible, Sp(. F-P(x)) E 
Sp(P) implies that this function is never zero on 0,. Since .FP(x,) is positive 
definite and 0, is connected, we must have inf(1: ,J E Sp(.izP(g))} > 0 for all 
.r E O,, and in particular for J’ = x. 
We claim next that under the assumptions above, we have that .iTP > 0, 
which implies immediately that P > 0, since the Fourier transform is an 
isomorphism. Since M,(Lm’(T)) operates on the n-fold product (L’!(T))“. it 
suffices to show that for all < = ({, ,..., <,,) in (L*(T))“. the inner product 
(. F-PC. <> > 0. (Invertibility of P then shows .FP > 0.) But if .FP has entries 
(, FP)ii and if ,U is a Lebesgue measure on T, then (.3-P<. <i = 
iT x:1 j_ , (.f-P)ij (x) Cj(X) &(x) d&Y). S’ mce this integrand is positive at each 
Iv E T’- N, and since N has measure zero, we must have (.FP& t‘l>, 0, so 
P > 0 as claimed. 
We have shown that if all of the entries of .FP are Riemann integrable 
and bounded then we may use the techniques of [l] to check for positivity of 
P. In applications one would often expect to encounter matrices P whose 
entries have, say, piecewise continuous. discontinuous, bounded Fourier 
transforms. Although the algebras t’(E) and C*(z) 2 C(T) are too small to 
include such functions, .?* g w(Z) is large enough that its Fourier 
transform contains all bounded Riemann integrable functions on T, and 
hence is large enough to contain the functions which are likely to arise in 
practice. As we remarked in [I], we have for each p with 1 < p :< co the 
containment .8 p G. iy 2, and the spectra of any f E./Y p in .J’ p and in 3’ 
coincide. Thus the methods sketched above apply to matrices over iyp for 
anypwith l<p<co. 
We close with a shorter argument, employing Proposition 4 directly, 
which can be used for piecewise continuous functions. Suppose P E .W,(iu ‘). 
and suppose the entries of P have bounded and piecewise continuous Fourier 
transforms (i.e., each entry of .YP is bounded and has only finitely many 
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discontinuities). Then there exists a finite subset N of T such that off N, FP 
is continuous. Let 0, ,..., 0, be the connected components of T-N, and for 
each i, let Oi be the Stone-Cech compactification of Oi. Then the disjoint 
union K of the Oi, i= l,..., n, is homeomorphic to the Stone-Cech compac- 
tifkation of the disjoint union U of the Oi. Since each entry fii of .p p is 
bounded and continuous on U, we may extend each fij to a continuous 
function on K. Restriction to T - N gives a Asomorphism of M,(C(K)) into 
M,(L”-(T)), so we may regard. FP as a matrix in M,(C(K)). Note that if we 
give these matrix algebras the norms ll(fii)llcc = SUP,,~ ll(&(X))ll = 
suplEt, Il(fii(-U))ll and Il(./$)ll, = essential,,, sup I~(fij(x))lI, respectively, then 
restriction to T-N is isometric. By [3. Proposition 1.3.10. p. Ill, the 
spectra of. 9-P in M,(C(K)) and in M,(Lz(7’)) coincide, since the image of 
M,(M)) in M,@“(T)) is a C*-subalgebra of M,,(L”(T)). 
Remark. Note that since a Banach *-algebra can support at most one 
norm in which it is a C*-algebra [3, Proposition 1.3.7, p. 91, the norm II III 
defined above on MJL”(T)) agrees with the norm (2.1) of [ 11 when 
x== P(T). 
Suppose now that P is invertible in M,(.iv *) and that for each 
i = 1. 2,. . ., n, there exists xi Ezi with (, FP)(x,) > 0. The connected 
components of K are 0,, O2 ,..., O,, so by Proposition 4 above. FP > 0 in 
M,(C(K)), whence P > 0 in M,(.fl’). 
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