Abstract. In many cryptographic applications it is necessary to generate elliptic curves (ECs) with certain security properties. These curves are commonly constructed using the Complex Multiplication method which typically uses the roots of Hilbert or Weber polynomials. The former generate the EC directly, but have high computational demands, while the latter are faster to construct but they do not lead, directly, to the desired EC. In this paper we present in a simple and unifying manner a complete set of transformations of the roots of a Weber polynomial to the roots of its corresponding Hilbert polynomial for all discriminant values on which they are defined. Moreover, we prove a theoretical estimate of the precision required for the computation of Weber polynomials. Finally, we experimentally assess the computational efficiency of the Weber polynomials along with their precision requirements for various discriminant values and compare the results with the theoretical estimates. Our experimental results may be used as a guide for the selection of the most efficient curves in applications residing in resource limited devices such as smart cards that support secure and efficient Public Key Infrastructure (PKI) services.
Introduction
Elliptic curve cryptography (ECC) has gained an increasing popularity over the years, as it emerges as a fundamental and efficient technological alternative for building secure public key cryptosystems. This stems from the fact that elliptic curves (ECs) give rise to algebraic structures that offer a number of distinct advantages (smaller key sizes and highest strength per bit) over more customary algebraic structures used in various cryptographic applications (e.g., RSA). The use of smaller parameters for a given level of cryptographic strength results in This work was partially supported by the Action IRAKLITOS (Fellowships for Research in the University of Patras) with matching funds from EC and the Greek Ministry of Education.
faster implementations, less storage space, as well as reduced processing and bandwidth requirements. These characteristics make ECC suitable for software as well as for hardware implementations.
The advantage of EC-based cryptography is particularly apparent in applications supporting Public Key Infrastructure (PKI) services. In a typical PKI scenario, all users wishing to communicate with each other securely, or access some other services offered by the PKI (e.g., notary services, user authentication, etc), are given two keys, the public key and the private key. The former is made available to all users through, e.g., a public directory. The latter should be handled with special care in order to avoid accidental disclosure or illicit interception. Protecting the private key is one of the most important issues within a PKI. To this end, the common practice is to generate the two keys within a physically secured (i.e., tamper resistant) device, which is most often a smart card. The public key is exported to a publicly available directory but the private key never leaves the smart card and, thus, it remains safe. It is at this point where elliptic curves can make a difference compared to more conventional schemes such as RSA: since EC-based cryptosystems can achieve the same level of security using much smaller keys and system parameters, the initialization of an EC-based system (generation of the elliptic curve, generation of private and public keys, etc) can be done more economically in hardware as it requires smaller hardware elements (e.g., registers, arithmetic and logic units, etc). Thus, EC-based cryptography seems a very attractive alternative to conventional public key cryptosystems for the support of PKI services. Moreover, in certain PKI applications, a vast number of such ECs may be required to be generated and this should be done as fast as possible. A typical example concerns a wireless and web-based PKI environment in which millions of client devices (e.g., PDAs) connect to secure servers [8] . Clients may be frequently requested to choose different key sizes and EC parameters depending on vendor preferences, security requirements, and processor capabilities. The large number of client connections/transactions along with the (possibly frequent) change of security parameters by the vendor (e.g., due to evolving market conditions and corporate policies) calls for strict timing response constraints not only on the server, but also on the client side.
A frequently employed method for generating elliptic curves with order satisfying certain desirable (security) properties, is the Complex Multiplication (CM) method. This method was used by Atkin and Morain in [1] for the construction of elliptic curves with good properties in the context of primality proving while the method was adapted to give rise to curves with good security properties by Spallek [21] and Lay and Zimmer [13] independently. Furthermore, a number of works appeared that compared variants of the CM method and presented experimental results of the construction efficiency such as the recent works of Enge and Morain [5] , Müller and Paulus [16] as well as the PhD thesis of Weng [23] and the PhD thesis of Baier [3] . Briefly, the CM method takes as input a given number (usually a prime or a binary power) representing the order of the finite field upon which the EC will be defined and determines a specific parameter, called the CM discriminant D. The EC of the desirable order is generated by constructing certain class field polynomials based on D and finding their roots. The construction and the location of the roots (modulo the finite field's order) of these polynomials is perhaps the most crucial step in the whole process. The most commonly used class field polynomials are the Hilbert (original version of the CM method) and the Weber polynomials. Their main differences are: (i) the coefficients of Hilbert polynomials grow excessively large as the discriminant D increases, while for the same discriminant the Weber polynomials have much smaller coefficients and thus are easier and faster to construct, a thing that is especially desirable in a PKI setting where smart cards are in use; (ii) the roots of the Hilbert polynomial construct directly the EC, while the roots of the Weber polynomial have to be transformed to the roots of its corresponding Hilbert polynomial to construct the EC (a step that is not especially time consuming, however).
The use of Hilbert polynomials in the CM method requires high precision in the arithmetic operations involved in their construction, resulting in considerable increase in computing resources and thus make them not appropriate for fast and frequent generation of ECs within resource limited devices such as smart cards and PDAs. To overcome these shortcomings of Hilbert polynomials, two alternatives have been recently proposed: either to compute them off-line and store them for subsequent use (see, e.g., [18] ), or to use Weber polynomials for certain values of D (see, e.g., [2, 3, 10, 12, 13, 22] ) and produce the required Hilbert roots from them. Although the former approach tackles adequately the efficient construction of ECs, there may still be problems with storing and handling several Hilbert polynomials with huge coefficients, especially on cryptographic hardware devices with limited resources. These problems are addressed by the second approach. However, the known studies treat only certain values of D; for example, the case of D ≡ 7 (mod 8) and not divisible by 3 is treated in [2, 3, 10, 13] , while the cases of D ≡ 3 (mod 8) and D ≡ 0 (mod 3) were treated in [12, 22] . To the best of our knowledge, the other cases of D (i.e., D ≡ 3 (mod 8) and D ≡ 0 (mod 3)) have not been treated before explicitly.
Starting from the fact that it is desirable to work with Weber polynomials in various applications that require the fast and frequent generation of ECs, the goals of this paper are the following: (i) to provide a complete set of transformations of Weber to Hilbert roots that cover all possible values of D, (ii) to prove a theoretical estimate of the precision required for the construction of Weber polynomials and (iii) to provide experiments that indicate values of discriminant D leading to Weber polynomials with small computational requirements and compare their actual precision requirements with the theoretical estimate we give. To the best of our knowledge, no general theoretical treatment exists which gives the required root transformations for all possible values of the discriminant D. No general treatment exists either that for each value of D provides an estimation for the precision requirements of the Weber polynomials. We believe that our effort to present an exhaustive list of root transformations and an estimate of the precision requirements of Weber polynomials in a simple, unifying exposi-tion will be useful to designers of ECC applications, especially applications that will be placed in smart cards in order to support various PKI services.
The rest of the paper is organized as follows. In Section 2 we review some basic definitions and facts about elliptic curves, number theory, and class field polynomials discussing some of their properties relevant to the generation of ECs. In Section 3 we give the transformations that map roots (modulo a prime) of Weber polynomials to roots of Hilbert polynomials. In Section 4 we provide a theoretical estimate of the precision requirements of Weber polynomials and, finally, in Section 5 we give a number of experimental observations that are of relevance to implementations, especially in resource limited devices.
Preliminaries
In this section we briefly review the necessary concepts from EC theory, number theory, and the Hilbert and Weber class field polynomials in order to better explain the importance of polynomials in ECC as well as to facilitate the presentation of the root transformations.
Elliptic Curves
In this work, we consider ECs defined over prime fields. An elliptic curve over a (prime) finite field F p , p > 3 and prime, is denoted by E(F p ) and it is comprised of all the points (x, y) ∈ F p (in affine coordinates) such that
where a, b ∈ F p satisfy 4a 3 +27b 2 = 0. These points, together with a special point denoted by O (the point at infinity) and a properly defined addition operation form an Abelian group. This is the Elliptic Curve group and the point O is its identity element (see [4, 20] for more details on this group).
The order m of an elliptic curve is the number of the points in E(F p ). The difference between m and p is measured by the so-called Frobenius trace t = p + 1 − m for which Hasse's theorem (see e.g., [4, 20] ) states that |t| ≤ 2 √ p, providing upper and lower bounds for m based on p:
The order of a point P ∈ E(F p ) is the smallest positive integer n for which nP = O. Application of Langrange's theorem on E(F p ) dictates that the order of a point P ∈ E(F p ) divides the order of the elliptic curve group, and hence mP = O for any P ∈ E(F p ). This in turn implies that the order of a point cannot exceed the order of the elliptic curve. Among the most important quantities defined for an elliptic curve E(F p ) given by Eq. (1) are the curve discriminant ∆ and the j-invariant. These two quantities are given by the equations ∆ = −16(4a 3 +27b 2 ) and j = −1728(4a)
For a specific j-invariant j 0 ∈ F p (where j 0 = 0, 1728) two ECs can be readily constructed. This j-invariant is actually a root modulo p of a Hilbert polynomial. Let k = j 0 /(1728 − j 0 ) mod p. One EC is given by Eq. (1) with a = 3k mod p and b = 2k mod p. The other, which is called the twist of the first, is given by
with c any quadratic non-residue in F p . If m 1 and m 2 are the orders of an elliptic curve and its twist respectively, then m 1 + m 2 = 2p + 2. This implies that if one of the curves has order p + 1 − t, then its twist has order p + 1 + t, or vice versa (see [4, Lemma VIII.3] ).
Quadratic Fields and Forms
Let ξ be an algebraic integer (algebraic number satisfying some monic 5 polynomial equation with integral coefficients), and let f and h be polynomials over Q. Then, the collection of all numbers of the form f (ξ)/h(ξ), h(ξ) = 0, constitutes a field denoted by Q(ξ) and called the extension of Q by ξ. If ξ is a root of an irreducible 1 quadratic polynomial over Q, then Q(ξ) is called a quadratic field. Additional information on algebraic numbers and quadratic fields can be found in [17] .
Let 
Class Field Polynomials
Let τ k be the root corresponding to a reduced positive primitive quadratic form
where the quantity j(τ k ), for τ k ∈ O, is called a class invariant of O. In particular, for any τ ∈ O, j(τ ) is defined as
, and
The class invariants j(τ k ) (which are the roots of H D (x)) generate a field over [1, 9] ) We would like to mention that the possible class invariants for a given discriminant D are potentially infinite, giving rise to different class polynomials and consequently to the problem of which one to use (for details see [5, 6, 19] ). A comparison of all possible class invariants for a given D was made in [5] using as criterion the height 6 of their minimal polynomials, since it is computationally easier to use invariants that produce polynomials of small height. In particular, it is shown in [5] that Weber polynomials is one of the best choices between all possible polynomials. In addition, an ordering of class invariants (from the best to the worst) is made in [5] , where the best invariant is the one with minimum height. According to this ordering, the cases of D ≡ 0 (mod 3) are "worse" than the cases of D ≡ 0 (mod 3).
Transformations of Weber Roots to Hilbert Roots
In this section, we will describe a complete set of transformations of the roots of the Weber polynomials to the roots of the corresponding (generated by the same D) Hilbert polynomials. The transformations will be given for all possible values of discriminant D.
In order to explain the transformations that will follow, we need two relations. From the definition of the Weber functions and the class invariant j(τ ) that generates the Hilbert polynomials, one can readily obtain the following relations:
where A ∈ {f 24 (τ ), −f Tables 1 and 2 give the details.
We verified the correctness of the class invariants given in Tables 1 and 2 using the IEEE Standard P1363 [9] . We would like to mention that: (i) the above class invariants have been very recently given in [15] , where, however a different invariant is presented for the case of d ≡ 3 (mod 8) in Table 2 , which does not agree with the IEEE Standard P1363 [9] ; (ii) the class invariants of Table 1 are also given in [1, 11, 22] , where however a different invariant for the case of d ≡ 5 (mod 8) is presented which does not agree with both the IEEE Table 2 . Class invariants for D ≡ 0 (mod 3)
Standard P1363 [9] and the class invariant for the same case (D ≡ 0 (mod 3)) given in [15] .
In both applications that we described, it is necessary to obtain the roots modulo a prime p of the Hilbert polynomial and we want to achieve this by using the roots (modulo p) of Weber polynomials. Hence, there must be a way to retrieve a root modulo p of the Hilbert polynomial H D (x) from a root modulo p of the corresponding Weber polynomial W D (x). It can be shown that if we can find a transformation T ( ) of a real root g(τ ) of the Weber polynomial to a real root j(τ i ) of the corresponding Hilbert polynomial, then the same transformation will hold for the roots of the polynomials modulo p.
We have already mentioned that the class invariants given in Tables 1 and  2 
, and finding f 24 (
is a little more complicated (actually, we have to use Equation (6) for these cases).
In the following, we present the details for three different cases of D of the transformation of a real root R W of a Weber polynomial to a real root R H of the corresponding Hilbert polynomial. The remaining seven cases can be derived with a similar way and are not described due to lack of space. Table 1 , the class invariant in this case is
Thus, from Equation (7) we obtain 
Hence, by Equation (7) Table 1 ). Then, f
A which by Equation (7) gives
Finally, we would like to remark that in the IEEE Standard P1363 [9] formulas are given that lead directly from the roots of Weber polynomials to the parameters of the ECs, without involving transformations to roots of Hilbert polynomials. However, we believe that the transformations given in our paper, not only are they not slower than the formulas given in the Standard but they also give a justification as to how the roots of Weber polynomials lead to the construction of ECs.
Precision Requirements of Weber Polynomials
In this section we will focus on the precision required for the construction of the Weber polynomials. First, for reasons of comparison and completeness, we note that a very accurate estimation of the bit precision of Hilbert polynomials made in [13] gives an upper bound of 3.32(Λ H + h/4 + 5), where
Our experiments showed that this bound is remarkably accurate.
Let
a , where the sum runs over the same values of as the product in Eq. (5). The bit precision required for the construction of the Weber polynomial is upper bounded by v 0 + Λ W (see e.g., [22] ), where v 0 is a positive constant that handles round-off errors (typically v 0 = 33). This estimate of precision can be, however, much larger than the actual precision required for the Weber polynomials. For the case of D ≡ 7 (mod 8) and not divisible by 3, a better upper bound of 3.32(1 + (Λ H + h/4 + 5)/47) is provided by [13] . However, this precision estimate can not be used in other cases of D. For this reason, we provide in the following lemma a new precision estimate that covers all values of discriminant D.
Lemma 1. The bit precision required for the construction of Weber polynomials for various values of the discriminant D is approximately
where the sum runs over the same values of as the product in Eq. (5) and the constants c 1 and c 2 are given by 
Proof. For the case D ≡ 3 (mod 8) and from the proof of Proposition (B4.4) in [11] , if the Weber polynomial is written in the form
. This means that the bit precision required for the coefficient w i of the polynomial is log 2 (|w i |) ≤ h + log 2 M ≤ h + log 2 (|g(τ )|). Therefore, the bit precision required for the construction of the whole polynomial (i.e., the construction of its coefficients) is at most h + log 2 (|g(τ )|) and thus c 1 = 1. If D ≡ 3 (mod 8), then the degree of W D (x) is equal to 3h and repeating the same steps as above, we conclude that the bit precision is at most 3h + log 2 (|g(τ )|) which gives c 1 = 3. Thus, we need to estimate the precision requirements for the computation of g(τ ).
The precision required by each g(τ ) is related to the precision required by f (τ ), f 1 (τ ) or f 2 (τ ) as evidenced by Table 1 and 2. We observe that, in general, g is equal to one of these functions raised to a constant power K and multiplied by a small constant which we will ignore in the following computations as it will affect the final estimate only by a very small additive constant. This implies that the precision needed for g(τ ) is approximately K times the precision needed for
. These equalities imply that the precision needed for j(τ ) is approximately 48 times the precision needed for f (τ ), f 1 (τ ) or f 2 (τ ). Using the expansion of j in terms of its Fourier series (see [4] ), we obtain that |j(τ )| ≈ |e We would like to point out that our lemma suggests an ordering (based on the theoretical estimates) of the bit precision requirements for the different values of discriminant D. For example, it seems that the case D ≡ 3, 7 (mod 8) and D ≡ 0 (mod 3) requires less precision that the other cases and this can mean that these values of discriminants are better for implementations. This ordering is verified by our experiments described in Section 5 below.
Experimental Results
In this section, we present an experimental study regarding the computational efficiency and the bit precision requirements of Weber polynomials and how these requirements are compared with their approximated precision requirements using Lemma 1. Our implementations for generating the polynomials are actually part of a variant of the CM method that generates ECs of a desirable order and uses both Weber and Hilbert polynomials. In contrast with other implementations (see e.g., [2, 3] ) which have been carried out in C++ and use advanced C++ libraries (e.g., LiDIA [14] ) our implementations have been carried out in ANSI C using the (ANSI C) library GNUMP [7] (for high precision floating point arithmetic and also for the generation and manipulation of integers of unlimited precision), for maximum portability. Our implementation and experimentation environment was a Pentium III PC (933 MHz) running Linux 2.4.10 and equipped with 256 MB of main memory. The code for the generation of ECs using Weber polynomials had size 53KB, while the code for the generation of ECs using Hilbert polynomials had size 49KB.
The construction of Hilbert and Weber polynomials require high-precision complex and floating point arithmetic with the greater demands placed by Hilbert polynomials. Also, their construction required the implementation of functions such as cos(x), sin(x), exp(x), ln(x), arctan(x) and √ x, which were implemented using their Taylor series expansion. Since the basic complex number algebraic operations (addition, multiplication, exponentiation, and squaring) as well as a high precision floating point implementation of the other involved functions did not exist in GNUMP, we had to implement them from scratch.
In our experiments we have mainly focused on measuring the time (in secs) for the construction of Weber polynomials, the bit precision they require (number of bits that are required by the GNUMP library), and the difference between the actual precision and the approximated precision from Lemma 1. In Figure 1 we present the approximated vs. the actual bit precision for Weber polynomials with even discriminant D. The degree h of the polynomials ranges from 4 to 52 as the discriminant D increases from 228 to 9924. We observe that all the estimates of the precision are larger than the actual precision. However, for values of discriminant D that are not divided by 3 the estimation of the precision is close to the actual one, while for the other cases the estimation can be much larger. However, for all the cases of D, the estimate of precision is very close to the actual one for polynomials with small h (h < 20, corresponding to D < 2500 approximately). Similar observations hold for odd values of the discriminant D. 
Conclusions
In this paper we have considered the use of Weber polynomials in elliptic curve cryptography implemented in resource limited devices, such as smart cards and PDAs. Weber polynomials are important in EC-based cryptography since their coefficients are considerably smaller than the coefficients of the corresponding Hilbert polynomials and can, thus, be manipulated with ease by resource limited devices that are used within PKIs. The only problem is that the roots of the Weber polynomials do not lead directly to the construction of the EC parameters and should be, first, transformed into equivalent Hilbert polynomial roots. To this end we have presented in this paper, in a unifying and simple manner, all the transformation of roots of Weber polynomials into roots of the corresponding Hilbert polynomials as well as estimates for the precision requirements of Weber polynomials for all possible discriminant values. We have also conducted experiments and compared the construction efficiency of Weber polynomials for various discriminant values. We observed that there is an ordering among the values of D that is defined by its divisibility properties. We believe that our experimental results can be used as a guideline for the selection of the appropriate class field polynomials when constructing elliptic curves as the potential designer can have an estimate of the computation time as well as the precision required before the actual implementation is accomplished within some devices with limited computing power.
