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Abstract
We consider spin system defined on the coadjoint orbit with noncompact symmetry
and investigate the quantization. Classical spin with noncompact SU(N, 1) symmetry
is first formulated as a dynamical system and the constraint analysis is performed to
reduce the system from the group space to the coadjoint orbit which is a symplectic
manifold with Kahler structure. We achieve this by solving the constraint directly. It
is shown that the dynamical variables describing the noncompact spins can be written
as functions of canonically conjugate variables and canonical quantization is possible
on the reduced phase space. With the quantum mechanical Hamiltonian acting on the
holomorphic coherent state in Hilbert space, we obtain the exact propagator by solving
the time-dependent Schro¨dinger equation.
1
1 Introduction
One area application of noncompact symmetry is to the generalized spin with noncompact
symmetry [1]. Noncompact spin variables are defined as generating functions of the
noncompact symmetry in analogy with the compact spin. They can be given as a Lie-
algebra valued functions of the group element g ∈ G; Starting from a fixed Lie algebra-
valued x, which belongs to the tangent space of the group manifold, one can consider
a group action gxg−1 on x, which represent the adjoint transformation of the group G.
The Poisson bracket structure between the group variables can be introduced on the
group space and using this, one can show that noncompact spins are generators of the
symmetry. Reduction [2] from the flat tangent space to the reduced phase space can be
performed by treating the system as a constrained system, and noncompact spins become
dynamical variables on G/H where H is the stabilizer of the fixed element x. The coset
space G/H is the coadjoint orbit associated with x and inherits a natural symplectic
structure carried from the flat group space. Therefore, the coset space G/H can be
considered as a generalized phase space. Different choices of x give different reduced
phase spaces and symplectic structures. The quantum mechanics on the reduced phase
space gives unitary representations of the group G as the quantum Hilbert space, and
each symplectic structure corresponds to different unitary irreducible representation of
the group G upon quantization [3].
In this paper, we consider noncompact spin in the case of SU(N, 1) (N ≥ 2) sym-
metry and its quantization. The case for SU(1, 1) spin received much attention mainly
based on coherent state approach [4], but explicit extension to higher rank group has been
scarce. Our main purpose will be to investigate whether canonical quantization, which is
usually bypassed in favor of geometric quantization [3]1 of the generalized phase space,
is possible. If available, it can make the quantization procedure more straightforward.
We first write down a classical dynamical system of noncompact spin by presenting an
explicit Lagrangian with SU(N, 1) symmetry from which Poisson structure can be ob-
tained. Treating the system with constrained dynamics, 1st and 2nd class constraints are
identified. At this stage, two options are available. The first is to go through Dirac’s
constraint analysis to find the Dirac bracket. The quantization can be followed by replac-
ing the Dirac brackets with Dirac commutators. Despite its widespread use, in our case
it does not directly identify the local coordinate on the reduced phase space with which
1Also, method of using oscillator representations of constrained dynamics is another route to quanti-
zation [5].
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geometrical quantities such as metric and noncompact spin can be expressed. Instead, we
solve the constraints explicitly and go to the reduced phase space with physical degree of
freedom only. For each 1st class constraint, which corresponds to gauge symmetry, one
extra gauge fixing condition can be assumed in solving the constraint. 2nd class constraint
has no such freedom.
After this process, the theory reduces to the coadjoint orbit [6] of SU(N, 1) group.
In the case of SU(2, 1) it is either complex projective space CP (1, 1) = SU(2, 1)/U(2)
or flag manifold SU(2, 1)/U(1) × U(1) depending on the stabilizer group H . Both of
them are Kahler manifold with symplectic structure. All the geometrical quantities can
be expresses as functions of the local complex coordinates (ξ, ξ¯) explicitly. There exist a
well-defined geometric quantization process on these manifold [3]. We investigate whether
more conventional canonical quantization approach is viable. The Poisson bracket can be
introduced with the help of the inverse Kahler metric; {ξ¯, ξ} ∼ g−1. Inspection of the
Poisson bracket suggests existence of ‘conversion factor’ C(ξ, ξ¯) which yields canonically
conjugate momentum, when it multiplies the coordinates; {Cξ¯, ξ} ∼ 1, {ξ¯, Cξ} ∼ 1.
Therefore one can define P ≡ Cξ and P¯ ≡ Cξ¯ as canonical conjugate momenta of ξ¯
and ξ. The conversion factor itself has well-defined Poisson bracket relations with these
canonically conjugate pairs and can equivalently be replaced by these variables. As far as
phase space is concerned, one has freedom to choose P = (P¯, ξ) or P¯ = (P, ξ¯) as canonical
phase space. Once a choice is made, it is shown that the dynamical variables describing
the noncompact spin can be written as function of canonically conjugate variables on the
phase space. And the classical dynamics defined on the generalized phase space can be
transformed into canonical one. When quantization is considered, it has to be first decided
which phase space to work with. Then, one must select polarization of the physical state.
It is shown that after phase space and polarization are chosen, that is, holomorphic or
antiholomorphic, the expression of the noncompact spin in terms of canonically conjugate
variables is unique except the possible normal ordering problem. Adopting a prescription
for normal ordering, canonical quantization can be pursued on the reduced phase space
by replacing the Poisson bracket with Dirac commutator; { , } → i[ , ] .
Then, we consider canonical quantization with the coherent states. The coherent
state for the noncompact SU(1, 1) was discussed in a large number of papers [7], but
the extension to higher rank SU(N, 1) was nontrivial that hampered such attempts [8].
Conventional coherent state |ξ > with unit norm can be explicitly constructed, but it
carries a normalization factor N(ξ, ξ¯) which depends on both ξ and ξ¯ with it. It could
be a source of over-specification problem in quantization. Therefore, we consider holo-
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morphic coherent state without the normalization factor. Both correspond to the discrete
series of unitary irreducible representation of SU(2, 1) [9]. We construct the quantum
mechanical Hamiltonian operators obtained through canonical quantization which act on
the coherent states in the Hilbert space and set up the time-dependent Schrodinger equa-
tion. It is shown that the time-dependent Schrodinger equation can be solved exactly for
the Hamiltonian which corresponds to torus action on the reduced phase space CP (1, 1).
The paper is organized as follows: In Sec. (2), explicit reduction to the coadjoint
orbit of noncompact group is carried out through constraint analysis. In Sec. (3), we
identify canonically conjugate variables and canonical quantization is done on the reduced
phase space with the holomorphic coherent state. We also calculate the exact quantum
mechanical propagator for an exactly soluble Hamiltonian. Sec (4) contains summary and
discussions.
.
2 Reduced Phase Space of Noncompact Spin
We start a brief summary of noncompact spin on coadjoint orbits. They are coset space
G/H, where the group G is the symmetry group and H is the stabilizer of each point
of the orbit. For the group G = SU(N, 1), the coadjoint orbits can be classified into
O{n1,n2,··· ,nl} ≡ SU(N, 1)/SU(n1)× · · · × SU(nl)×U(1)l [10]. Here
∑l
i=1 ni = N is equal
to the rank of the group. Each corresponds to the orbit generated from a reference point
x in the Lie algebra as
X = g−1xg, g ∈ SU(N, 1), (1)
where
x = idiag(x1, · · · , x1︸ ︷︷ ︸
n1
, x2, · · · , x2︸ ︷︷ ︸
n2
, · · · , xl, · · · , xl︸ ︷︷ ︸
nl
, xN+1) (xi 6= xj) (2)
is a fixed antihermitian traceless matrix with xN+1 = −
∑l
i=1 nixi. X is an arbitrary
point of the coadjoint orbit O{n1,n2,··· ,nl}. We assume x1 > x2 > · · · > xl without loss of
generality. When n1 = N or n1 = 1 and x2 = · · · = xl = xN+1, the maximum-stability
subgroup is SU(N) × U(1), and the orbit corresponds to the minimal orbit which is a
noncompact complex projective space CP (N − 1, 1) = SU(N, 1)/SU(N) × U(1). When
n1 = n2 = · · · = nl = 1, it corresponds to the maximal orbit which is a noncompact flag
manifold, SU(N, 1)/U(1)N . Taking the exterior derivative of the equation of Eq. (1), we
have
dX = [X, θ], (3)
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where the one-form θ = g−1dg with values in the Lie algebra defines a canonical one-form
ω by
ω = Tr(xθ) = Tr(xg−1dg). (4)
Symplectic structure on the coadjoint orbit is inherited from Ω = dω of (4), which is a
closed and non-degenerate two-form. It is invariant under the left action of the group
SU(N, 1) and right action of the stabilizer subgroup H .
The generator Ta of the SU(N, 1) group satisfies [Ta, Tb] = ifabcT
c, and they are given
by
Ta =
λa
2
(a = 1, 2, · · · , N2 − 1, N2 + 2N),
if the generators belong to the subgroup SU(N)×U(1). The rest is organized as follows:
TN2 =
i
2
λN2+1, TN2+1 = − i
2
λN2 , (5)
TN2+2 =
i
2
λN2+3, TN2+3 = − i
2
λN2+2, (6)
· · · (7)
TN2+2N−2 =
i
2
λN2+2N−1, TN2+2N−1 = − i
2
λN2+2N−2, (8)
where λa is the generalized Gell-Mann matrices of SU(N +1) group. This rearrangement
of the coset generators has the advantage that the commutation relations of the generators
in terms of shifting operators have a simple relation with the compact SU(N+1) algebra.
We normalize Tr(TaTb) = 1/2ηab where the raising and lowering of index a, b, · · · are
performed with the metric:
ηab = diag(1, · · · , 1︸ ︷︷ ︸
N2−1
,−1, · · · ,−1︸ ︷︷ ︸
2N
, 1). (9)
That is, it is +1 when the indices a, b belong to the subgroup SU(N) × U(1), and −1
otherwise.
They also inherit the complex structure from the complex representation ofO{n1,n2,··· ,nl} =
SL(N + 1,C)/P{n1,n2,··· ,nl} [11]. Here, SL(N + 1,C) is the complexification of SU(N, 1)
and P{n1,n2,··· ,nl} is a parabolic subgroup of SL(N,C) which is the subgroup of block upper
triangular matrices in the (n1 + n2 + · · · + nl) × (n1 + n2 + · · · + nl) block decomposi-
tion. Together with the symplectic structure, the coadjoint orbits O{n1,n2,··· ,nl} become
the Ka¨hler manifolds with the symplectic two form given in the local complex coordinate
(ξα, ξ¯β¯) by the Kahler form
Ω = dω = i
∑
α,β
gαβdξ
α ∧ dξ¯β. (10)
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In this section, we will explicitly carry out reduction from the Lie algebra-valued X of (1)
to the local complex coordinate (ξα, ξ¯β) through constraint analysis.
The metric gαβ can be expressed in terms of Ka¨hler potential K by
gαβ =
∂
∂ξα
∂
∂ξ¯β
K. (11)
Then, the Poisson bracket can be defined via
{f, g} = i
∑
α,β
gαβ
(
∂f
∂ξ¯α
∂g
∂ξβ
− ∂g
∂ξ¯α
∂f
∂ξβ
)
. (12)
Noncompact spin on the coadjoint orbit is defined as
Q = igxg−1 ≡ 2QaTa, (13)
where Qa is the spin component. Qa can be expressed as a function of the complex
coordinate (ξα, ξ¯β) after reduction and it can be shown that they realize the SU(N, 1)
algebra upon using the Poisson bracket (12):
{Qa, Qb} = −fabcQc. (14)
We will explicitly demonstrate this reduction of symmetry algebra in the case of SU(2, 1)
case.
We present a detailed description of the reduction for SU(2, 1) but generalization to
higher N ≥ 3 is immediate. Let us consider the element g of SU(2, 1) expressed as
g =


α1 β1 γ1
α2 β2 γ2
α3 β3 γ3

 , (15)
where αi, βi, γi are arbitrary complex numbers. The reference point is given by
x = idiad(x1, x2, x3), x1 + x2 + x3 = 0. (16)
The unitary condition g†mg = m with the metric m = diag(−1,−1, 1) gives the following
constraints
ψ1 =
∑
i
αiα¯
i − 1 = 0, ψ2 =
∑
i
βiβ¯
i − 1 = 0, ψ3 =
∑
i
γiγ¯
i − 1 = 0,
φ1 =
∑
i
αiβ¯
i = 0, φ2 =
∑
i
βiγ¯
i = 0, φ3 =
∑
i
γiα¯
i = 0. (17)
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The raising and lowering of the component indices are done with the metric mij . Using
(15), the canonical one-form (4) becomes (assuming non-vanishing xi)
ω1 = ix1α¯
idαi + ix2β¯
idβi + ix3γ¯
idγi. (18)
The noncompact spin of (13) can be expressed as
Q = −x1|α >< α| − x2|β >< β| − x3|γ >< γ|, (19)
where |α >, |β >, and |γ > are column vectors with components αi, βi and γi respectively,
and < α|, < β|, and < γ| are row vectors with components α¯i, β¯i and γ¯i :< α|α >=<
β|β >=< γ|γ >= 1, < α|β >=< β|γ >=< γ|α >= 0. The noncompact spin component
Qa of Eq. (13) is given by
Qa = −x1 < α|T a|α > −x2 < β|T a|β > −x3 < γ|T a|γ > . (20)
Defining Poisson bracket from (18) by
{α¯i, αj} = (i/x1)δij, {β¯i, βj} = (i/x2)δij , {γ¯i, γj} = (i/x3)δij, (21)
we find Qa satisfies (14) and therefore, definition (13) qualifies. Note also that TrQ2 =
2QaQa = 2(x1x2 + x2x3 + x3x1) > 0 and TrQ
3 = −3x1x2x3, which are related with the
two Casimir invariants of the group SU(2, 1) [9].
The first step in reduction is to use the orthonormal properties of unitary matrix and
eliminate γi via γi = ǫijkα¯
jβ¯k with ǫ123 = 1. One can check that detg = 1 using this γi.
Eliminating γi’s, we find the one-form (18) becomes
ω2 = iJ1
(
α¯idαi − dα¯iαi
)
+ iJ2
(
β¯idβi − dβ¯iβi
)
, (22)
where J1 = x1 +
1
2
x2, J2 = x2 +
1
2
x1. We define a dynamical system of noncompact spin
with the Lagrangian
L = i
3∑
i=1
[
J1
(
α¯i
dαi
dt
−dα¯
i
dt
αi
)
+J2
(
β¯i
dβi
dt
−dβ¯
i
dt
βi
)]−H(Qa)+∑
s=1,2
λsψs+(ηφ1+h.c), (23)
using the canonical one-form (22). In most cases, the Hamiltonian of the dynamical
system can be taken as
H =
∑
a,b
cabQ
aQb +
∑
a
caQ
a. (24)
cab and ca could depend on time, in general. We assume that cab is chosen so that the
quadratic part of the Hamiltonian is positive-definite. For example, cab = ηab gives QaQ
a
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which is greater than zero. To perform the constraint analysis, let us first consider the
Poisson bracket relations from (22) given by
{α¯i, αj} = (i/2J1)δij, {β¯i, βj} = (i/2J2)δij, (25)
with the constraints ψ1, ψ2 and φ1 of Eq. (17). In order to construct the constraint algebra
on the reduced phase space, one can resort to Dirac’s method. Let us suppose x1 6= x2.
Using Eq. (25), we can check that the following constraint algebra holds (φ1 ≡ φ):
{ψp, ψq} = 0, (p, q = 1, 2)
{ψ1, φ} = i
2J1
φ, {ψ3, φ} = − i
2J2
φ,
{φ, φ¯} ≈ − i
2
( 1
J1
− 1
J2
)
. (26)
We see that each of ψp’s is a first class constraint. φ and φ¯ are second class in the case
of x1 6= x2, and first class when x1 = x2. So the dimension of the reduced phase space,
which is equal to minus twice the number of first class constraints and minus the number
of second class constraints is 6 (4) for x1 6= x2 (x1 = x2).
In passing, we mention that one can easily generalize to the coadjoint orbitO{n1,n2,··· ,nl} =
SU(N, 1)/SU(n1)× · · · × SU(nl)× U(1)l. First, the last row can be eliminated by using
the orthonormality condition. Then g ∈ SU(N, 1) has 2N(N + 1) real components and
the total number of constrints are N2. Among these, the number of 1st class constraints is
N+
∑l
i=1 ni(ni−1), where the second term is the sum of the constraints belonging to each
block ni. Then, the number of 2nd class constraints is N(N −1)−
∑l
i=1 ni(ni−1), and we
obtain the dimension of the reduced phase space as 2N(N +1)−2[N +∑li=1 ni(ni−1)]−
[N(N − 1)−∑li=1 ni(ni− 1)] = N(N +2)−∑li=1 n2i , which coincides with the dimension
of the orbit O{n1,n2,··· ,nl}.
Having identified the 1st and 2nd class constraints, one can proceed by using Dirac
method to quantize the system. The process fulfils the SU(N,1) symmetry via Eq. (14),
but it does not yield geometrical information such as metric and symplectic structute
in terms of intrinsic coordinates on the phase space. This can be achieved by solving
the constraints directly, if possible and eliminate the redundant variables in (23) [12].
Therefore, we go directly to the reduced phase space by solving the constraints. We first
introduce supplementary conditions in number equal to that of the first class constraints
such that they yield a non-degenerate matrix of all Poisson brackets of the constraints
and the supplementary conditions. For x1 6= x2, the conditions
π1 ≡ α3 − α¯3 = 0, π2 ≡ β1 − β¯1 = 0 (27)
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serve the purpose with Re(α3) 6= 0 and Re(β1) 6= 0. Introducing
α1 = ξ1α3, α2 = ξ2α3, β2 = η1β1, β3 = η2β1, (28)
we find
α3 =
1√
1− |ξ1|2 − |ξ2|2
, β1 =
1√|η2|2 − |η1|2 − 1 , (29)
upon using α¯iαi = β¯
iβi = 1. Then the remaining constraints φ = 0 can be easily solved
as
η2 = ξ¯1 + ξ¯2η1, (30)
thus eliminating η2. The reduced coordinates ξ1, ξ2, η1 describe the six-dimensional non-
compact flag manifold SU(2, 1)/U(1)×U(1). The compact version SU(3)/U(1)×U(1) is
described in Ref. [11] by using complex line bundle method. When x1 = x2, we can add
two more constraints of the form π3 ≡ β2 − β¯2 = 0, π4 ≡ β3 − β¯3 = 0. We can introduce
the same coordinate (ξ1, ξ2, η1, η2), and find that η1 and η2 can now be expressed as
η1 =
ξ1 − ξ¯1
ξ¯2 − ξ2
, η2 =
ξ1ξ¯2 − ξ¯1ξ2
ξ¯2 − ξ2
, (31)
which become real variables. Therefore, the reduced phase space is four dimensional with
two complex coordinate ξ1 and ξ2, which is CP (1, 1). Note that the real β
′
is nullify the
second terms in (22) and these variables are redundant on CP (1, 1).
Let us calculate the symplectic structure from (22) on the reduced phase space. From
here on η¯1 ≡ ξ3. Substituting Eqs. (28)-(30) into (22), we obtain the canonical one-form
as
ω = iJ1
[ξ1dξ¯1 + ξ2dξ¯2 − h.c
1− |ξ1|2 − |ξ2|2
]
+ iJ2
[−ξ3dξ¯3 + (ξ1 + ξ2ξ3)(dξ¯1 + dξ¯2ξ¯3 + ξ¯2dξ¯3)− h.c
|ξ1 + ξ2ξ3|2 − |ξ3|2 − 1
]
≡ i
2
(∂¯ − ∂)W, (32)
where W is the Kahler potential given by
W = −2J1 ln(1− |ξ1|2 − |ξ2|2) + 2J2 ln(|ξ1 + ξ2ξ3|2 − |ξ3|2 − 1). (33)
The symplectic two-form Ω = i∂∂¯W of CP (1, 1) is given by (J1 ≡ J)
Ω = 2iJ
[(1− |ξ2|2)dξ1 ∧ dξ¯1 + ξ¯1ξ2dξ1 ∧ dξ¯2 + ξ¯2ξ1dξ2 ∧ dξ¯1 + (1− |ξ1|2)dξ2d ∧ ξ¯2
(1− |ξ1|2 − |ξ2|2)2
]
.
(34)
The symplectic two-form for the flag manifold can be also written down explicitly. Note
that these expressions of symplectic two-form have much resemblance with the compact
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case [11] except the characteristic minus signs reflecting the noncompactness. As far as
the concrete expression of the metric is concerned, the constraint analysis method yields
the results without too much technical details.
3 Canonical quantization
For dynamical analysis and quantization, we focus on the CP (1, 1) manifold with x1 =
x2 in the fixed element x of (2) which is written as x = idiag(x1, x1,−2x1). Classical
SU(2, 1) symmetry can be well described on complex projective space CP (1, 1) which is
a symplectic manifold and therefore could be considered to be the phase space of classical
mechanics. The Lagrangian of Eq. (23) on the reduced phase space is given by
L = iJ
ξα
˙¯ξα − ξ¯αξ˙α
1− |ξ1|2 − |ξ2|2 −H(Q). (35)
The noncompact spin of (19) after elimination of γi consists of contributions both from αi
and βi. However, βi contribution does not fulfil SU(N, 1) symmetry and it is an gauge arti-
fact. Consequently, the noncompact spin component which realizes SU(N, 1) on CP (1, 1)
symmetry is given by
Qa = −2J < α|T a|α >= − 2J
1− |ξ1|2 − |ξ2|2
(
T a33 + T
a
3αξα − ξ¯βT aβ3 − ξ¯αT aαβξβ
)
. (36)
where the generators of the group SU(2, 1) of Eq. (8) are given
Ta =
λa
2
(a = 1, 2, 3, 8), T4 = i
λ5
2
, T5 = −iλ4
2
, T6 = i
λ7
2
, T7 = i
λ6
2
, (37)
where λa is the Gell-Mann matrices. They satisfy
[Ta, Tb] = if
c
ab Tc,
{Ta, Tb} = 1
3
ηabI + d
c
ab Tc. (38)
f cab is the totally anti-symmetric structure constant and d
c
ab is totally antisymmet-
ric [13]. The raising and lowering of index a, b, · · · are done with the metric ηab =
diag(1, 1, 1,−1,−1,−1,−1, 1). With these generators, we have, for example
Q3 = J
|ξ1|2 − |ξ2|2
1− |ξ1|2 − |ξ2|2 , Q
8 =
J√
3
2 + |ξ1|2 + |ξ2|2
1− |ξ1|2 − |ξ2|2 . (39)
The Kahler structure of (33) in CP (1, 1) is given by
W = −2J ln(1− |ξ1|2 − |ξ2|2). (40)
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The metric (11) from the symplectic structure gives the noncompact version of Fibini-
Study metric of (34) by
gαβ = 2J
(1− |ξ1|2 − |ξ2|2)δαβ + ξ¯αξβ
(1− |ξ1|2 − |ξ2|2)2 , (41)
and the inverse gαβ satisfying gαβg
βγ = δαγ is given by
gαβ =
1
2J
(1− |ξ1|2 − |ξ2|2)(δαβ − ξ¯αξβ). (42)
Using the above noncompact Fubini-Study metric, we define the fundamental commuta-
tors from (12) as follows;
{ξ¯α, ξβ} = i
2J
(1− |ξ1|2 − |ξ2|2)(δαβ + ξ¯αξβ), (43)
{ξα, ξβ} = {ξ¯α, ξ¯β} = 0.
The above Poisson bracket generates the following useful relations:
{ξ¯α, 2Jξβ
1− |ξ|2} = {
2Jξ¯α
1− |ξ|2 , ξβ} = iδαβ , {
2Jξ¯α
1− |ξ|2 ,
ξβ
1− |ξ|2} =
i
1− |ξ|2 (δαβ + ξ¯αξβ). (44)
Using these relations, we can check that the noncompact spin Qa of (36) fulfils the
SU(N, 1) symmetry of Eq. (14) after the reduction. Hamiltonian vector field associ-
ated with each Qa of (36) is defined by
Xa⌋Ω + dQa = 0. (45)
Using Eq. (36), we obtain
Xa = −i [(T a)α3 + (T a)αβξβ − (T a)33ξα − (T a)3βξβξα] ∂
∂ξα
+ (c.c). (46)
It generates the following transitive action of the group SU(2, 1) on the CP (1, 1) manifold:
δXaξα = ǫ[(T
a)α3 + (T
a)αβξβ − (T a)33ξα − (T a)3βξβξα]. (47)
Note that the action induces a linear transformation for generators belonging to the
subgroup SU(2), while the generators belonging to the coset G/H are being nonlinearly
realized.
Eq. (44) provides essential information about canonical formulation. The first two
relations implies that
P¯α =
2Jξ¯α
1− |ξ|2 , (48)
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are canonical conjugate of the variables ξα. And the same forPα to ξ¯α. Note that the
Lagrangian (35) can be written in a canonical form like
L =
i
2
(Pα
˙¯ξα − P¯αξ˙α)−H(Q), (49)
thus confirming P¯α(Pα) as canonical conjugate of ξα(ξ¯α). We can define canonical phase
space including Pα or P¯α. However, all of them, ξα, ξ¯α, Pβ, P¯β cannot comprise the phase
space, because it double the dimension of the phase space. It is obvious that there are two
options; One can choose canonical phase space either P = (P¯ , ξ) or P = (P, ξ¯). After that,
the immediate obstacle is thatQa of (36) cannot be written as a function of (P¯ , ξ) or (P, ξ¯);
for example, Qa contains the factor C(ξ, ξ¯) ≡ 2J(1−|ξ1|2−|ξ2|2)−1. One way to avoid this
difficulty is to neglect P¯α and Pα all together and resort to the geometric quantization
which quantize directly the reduced phase described by local coordinates (ξ, ξ¯). The
canonical quantization can be pursued, however, if one notice that the factor C(ξ, ξ¯) =
2J(1− |ξ1|2 − |ξ2|2)−1 has a well-defined Poisson bracket structure with ξα, ξ¯α, Pβ, P¯β;
{ξ¯α, C} = iξ¯α, {Pα, C} = −iPα; {C, ξβ} = iξβ, {C, P¯β} = −iP¯β . (50)
Therefore the conversion factor C can be replaced by P¯αξα on P and Pαξ¯α on P¯ 2. With
this recipe, it can be readily check that the noncompact spin (36) can be written as a
function of canonical variables on each phase space uniquely. In summary, we have argued
that the classical dynamics on the generalized phase space described by ξ and ξ¯ can be
also considered as the one with canonical phase space given either by
P = (P¯α, ξα), C = P¯αξα; P¯ = (Pα, ξ¯α), C = Pαξ¯α (51)
In quantizing the system, a choice whether to work with P or P¯ has to be made first.
Then, upon replacing the Poisson bracket {f, g} to Dirac bracket i[f, g], P¯α or Pα can be
replaced by
P¯α → ∂
∂ξα
, Pα → − ∂
∂ξ¯α
. (52)
The first replacement corresponds to holomorphic quantization, and the second to anti-
holomorphic. We are interested in the antiholomorphic quantization. We observe that
once a quantization scheme is selected, the quantum mechanical operator Qˆa correspond-
ing to the classical function of (36) can be uniquely written as product of P¯α and ξ¯α
except it depends on the normal ordering prescription one chooses. For example, when
translating the classical function Pβ ξ¯α into a quantum mechanical operator, we can have
2Note that writing C = Pα/ξα or P¯α/ξ¯α does not help, because it mixes P and P¯
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either Pˆβξα or ξ¯αPˆβ, or many others as one chooses. The only criteria available is that
the they have to fulfill the symmetry algebra. We choose to write in the antiholomorphic
quantization,
Qˆa = −
(
T a33ξ¯αPˆα + T
a
3αPˆα − T aβ3ξ¯β ξ¯αPˆα − T aαβ ξ¯αPˆβ
)
, (53)
where the prescription is chosen in such a way that momentum is arranged next to the
coordinates. Then, the quantum mechanical differential operators corresponding to the
operators (39) are given by
Qˆ3 = −ξ¯1 ∂
∂ξ¯1
+ ξ¯2
∂
∂ξ¯2
+ J(3), Qˆ
8 = −
√
3ξ¯1
∂
∂ξ¯1
−
√
3ξ¯2
∂
∂ξ¯2
+ J(8), (54)
where J(3), J(8) which are constants associated with the normal ordering are zero with
this prescription. Thus, the antiholomorphic representation of the noncompact spin Qˆa
of (53) can be expressed as follows:
Qˆa(ξ¯α) = [T
a
3α − T aαβ ξ¯α + T a33ξ¯α − T aβ3ξ¯β ξ¯α]
∂
∂ξ¯α
. (55)
The above differential operator satisfy [Qˆa(ξ), Qˆb(ξ)] = ifabcQˆ
c(ξ).
The time-dependent Schrodinger equation can be written as
i~
∂Ψ(ξ¯)
∂t
= H(Qˆ)Ψ(ξ¯), Ψ(ξ¯) =< ξ|Ψ > . (56)
As an application of our formalism, we calculate the propagator for a system which is
exactly soluble. First, the state |ξ > is chosen as a coherent state defined by
|ξ〉 = exp
[√
2ξ1E+2 +
√
2ξ2E+3
]
|Λ0〉. (57)
Here, the reference state |Λ0〉 belongs to discrete series of the unitary irreducible repre-
sentations of the SU(2, 1) group which were investigated in detail in Ref. [9]. To have the
correspondence with the noncompact CP (1, 1) manifold, the state | Λ0〉 must be annihi-
lated by the maximal subgroup SU(2) (T1, T2, E±1) and the shifting operators E−2, E−3
defined by
E±1 =
T1 ± iT2√
2
, E±2 =
T4 ± iT5√
2
, E±3 =
T6 ± iT7√
2
. (58)
It is also an eigenstate of the two commuting generators H1 = T1, H2 = T8. Therefore,
| Λ0〉 is taken as the lowest spin state which is a SU(2) singlet [9] which has the following
eigenvalues of H1 and H2 :
H1 | Λ0〉 = 0, H2 | Λ0〉 = J | Λ0〉. (59)
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The coherent state (57) shows clearly the analytic properties and have the advantage of
being holomorphic in the parameter ξ, which is useful for antiholomorphic quantization.
But it not normalized, and it can be explicitly shown [14] that the reproducing kernel of
the coherent state is given by
< ξ¯′|ξ >= eW (ξ¯′,ξ), (60)
where
W (ξ¯′, ξ) = −2J ln(1− ξ¯′1ξ1 − ξ¯′2ξ2). (61)
Consequently, the inner product < ξ′|ξ > is holomorphic functions of the variable ξ and
anti-holomorphic functions of the variable ξ¯′.
We calculate the propagator with the Hamiltonian (24). We focus on exactly soluble
case in which cab = 0 and only c3 and c8 are non-vanishing with Q
3 and Q8 given by Eq.
(39). Therefore, we consider
H =
ω¯1 | ξ1 |2 +ω¯2 | ξ2 |2
1− |ξ1|2 − |ξ2|2 , (62)
up to an irrelevant constant. The equations of motion derived from the action (35) are
those of two harmonic oscillators although the Hamiltonian (62) appears to be highly
nonlinear:
˙¯ξα(t)− iωαξ¯α(t) = 0, ξ˙α(t) + iωαξα(t) = 0; (ωα = ω¯α/J) (63)
The solutions are given by
ξ¯α(t) = ξ¯
′
αe
−iωα(t−t′), ξα(t) = ξ
′
αe
iωα(t−t′) (64)
Let us calculate the coherent state propagator. Consider the propagator
K(ξ¯′, ξ; t) = 〈ξ′|e−iHˆt|ξ〉. (65)
Note that the polarization is chosen such thatK2(ξ¯
′, ξ; t) is a function of ξ¯′ and ξ. Hence we
get the following time-dependent Schro¨dinger equation corresponding to the Hamiltonian
(62):
i
∂
∂t
K(ξ¯′, ξ; t) = −
(
ω1ξ¯
′
1
∂
∂ξ¯′1
+ ω2ξ¯
′
2
∂
∂ξ¯′2
)
K(ξ¯′, ξ; t) (t > 0) (66)
with the boundary condition
K2(ξ¯
′, ξ; t)
∣∣∣
t→0
= 〈ξ′|ξ〉 = (1− ξ¯′1ξ1 − ξ¯′2ξ2)−2J . (67)
One can check that the solution is given by
K(ξ¯′, ξ; t) =
(
1− ξ¯′1ξ1eiω1t − ξ¯′2ξ2eiω2t
)−2J
. (68)
14
The above expression has resemblance to the compact case which reproduces the Weyl
character formula, for example, in the SU(2) case [15] and coherent state propagator for
SU(3) flag manifold [16]. It would be interesting to extend the analysis to the more general
case of nonvanishing time-dependent cab(t) in (24) and investigate the exact solutions
further.
4 Summary and Discussion
In summary, we formulated dynamical noncompact spin system with SU(2, 1) symmetry
and presented canonical quantization with the help of coherent states. The reduced phase
space CP (1, 1) is a nonlinear homogeneous space with transitive SU(2, 1) group action
on it. On this space, we were able to identify canonically conjugate pairs of dynamical
variables and the conversion factor which has well-defined representation in terms of
the canonically conjugate variables. It was shown that once polarization is chosen for
quantization, the expression of the noncompact spin in terms of functions of these variables
is unique except the normal ordering problem, and canonical quantization is viable. When
the quantum mechanical Hamiltonian acting on the coherent state in Hilbert space is a
linear combination of the generators associated with stabilizer of CP (1, 1), we were able
to obtain an exact propagator by solving the time-dependent Schro¨dinger equation.
We note that the operator version of noncompact spin, for example, those of (55) is
usually obtained by the geometric quantization method. However, in our approach of
canonical quantization, we have a general expression (53) written as product of canoni-
cally conjugate pairs if one replaces the conversion factor in terms of canonical variables.
This factor is a remnant of reduction; α3 in (21) starts out as an independent variables,
but when it is eliminated through constraint, it becomes a function on the phase space
that has a well-defined representation in terms of the canonical variables. Then, the
canonical quantization process can be pursed with the introduction of coherent state as
Hilbert space. The procedure like prequantization in geometric quantization can be by-
passed. It could be conceived as a mere technical merit, but more importantly, in this
approach quantization on generalized phase space is more or less straightforward just like
the conventional canonical quantization.
Our approach shares somewhat same spirit with Ref. [17] which also studies canonical
quantization of generalized phase space in a different method. It can be immediately
inferred that such feature persists on the compact CP (N) manifold. In general Kahler
manifold with potential W , the canonical momenta corresponding to ξand ξ¯ are ∂W
∂ξ
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and ∂W
∂ξ¯
, respectively, but it remains to be seen whether canonical quantization process
advocated in this work carries through.
We conclude with a final remark. Our main interest was CP (1, 1) obtained with
x1 = x2. Being such, it does not cover all the irreducible representation of the group
SU(2, 1). When x1 and x2 are not equal, the reduced phase space becomes noncompact
flag manifold SU(2, 1)/T , where T = U(1)×U(1) is the maximal torus in SU(3). In this
case, noncompact version of the well-known Borel-Weil-Bott theorem [18] assures us that
all the discerete series of irreducible representation of SU(2, 1) can be associated with the
reduced phase space equipped with a symplectic structure. It would be interesting if the
present analysis can be extended to the noncompact flag manifold.
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