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Abstract
We present a variational multi-label segmentation al-
gorithm based on a robust Huber loss for both the data
and the regularizer, minimized within a convex optimiza-
tion framework. We introduce a novel constraint on the
common areas, to bias the solution towards mutually ex-
clusive regions. We also propose a regularization scheme
that is adapted to the spatial statistics of the residual at
each iteration, resulting in a varying degree of regulariza-
tion being applied as the algorithm proceeds: the effect of
the regularizer is strongest at initialization, and wanes as
the solution increasingly fits the data. This minimizes the
bias induced by the regularizer at convergence. We design
an efficient convex optimization algorithm based on the al-
ternating direction method of multipliers using the equiv-
alent relation between the Huber function and the proxi-
mal operator of the one-norm. We empirically validate our
proposed algorithm on synthetic and real images and offer
an information-theoretic derivation of the cost-function that
highlights the modeling choices made.
1. Introduction
To paraphrase the statistician Box, there is no such thing
as a wrong segmentation. Yet, partitioning the image do-
main into multiple regions that exhibit some kind of homo-
geneity is useful in a number of subsequent stages of visual
processing. So much so that segmentation remains an ac-
tive area of research, with its own benchmark datasets that
measure how right a segmentation is, often in terms of con-
gruence with human annotators (who themselves are often
incongruent).
The method of choice is to select a model, or cost func-
tion, that tautologically defines what a right segmentation is,
and then find it via optimization. Thus, most segmentation
methods are optimal, just with respect to different criteria.
Classically, one selects a model by picking a function(al)
that measures data fidelity, which can be interpreted prob-
abilistically as a log-likelihood, and one that measures reg-
ularity, which can be interpreted as a prior, with a param-
(a) input image (b) segmentation
(c) residual (d) residual variance
Figure 1. Sample residual (c) and variance (d) for a segmentation
(b) of an image (a) are not constant: Bright means large variance
(d) or residual (c), and dark means small. Yet, most multi-label
segmentation methods assume constant statistics and residual vari-
ance.
eter that trades off the two. In addition, since the number
of regions is not only unknown, but also undefined (there
could be any number of regions between one and the num-
ber of pixels in a single image), typically there is a complex-
ity cost that drives the selection of a model among many.
Specifically for the case of multi-label, multiply-connected
region-based segmentation, there is a long and illustrious
history of contributions too long to list here, but traceable
to [61, 27, 42, 53, 47] and references therein.
In each and every one of these works, to the best of our
knowledge, the trade-off between data fidelity and regular-
ization is determined from the distribution of the optimiza-
tion residual and assumed constant over all the partition-
ing regions, leading to a trade-off or weighting parameter
that is constant both in space (i.e., on the entire image do-
main [44, 1, 48, 15]) and in time, i.e., during the entire
course of the (typically iterative) optimization.
Neither is desirable: consider Fig. 1. Panels (c) and (d)
show the residual and the variance, respectively, for each
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region shown in (b), into which the image (a) is partitioned.
Clearly, neither the residual, nor the variance (shown as a
gray-level: bright is large, dark is small), are constant in
space. Thus, we need a spatially adapted regularization,
beyond static image features as studied in [25, 33, 38, 20],
or local intensity variations [18, 28]. While regulariza-
tion in these works is space-varying, the variation is tied
to the image statistics, and therefore constant throughout
the iteration. Instead, we propose a spatially-adaptive reg-
ularization scheme that is a function of the residual, which
changes during the iteration, yielding an automatically an-
nealed schedule whereby the changes in the residual during
the iterative optimization gradually guide the strength of the
prior, adjusting it both in space, and in time/iteration.
To the best of our knowledge, we are the first to present
an efficient scheme that uses the Huber loss for both data
fidelity and regularization, in a manner that includes stan-
dard models as a special case, within a convex optimization
framework. While the Huber loss [31] has been used before
for regularizations [13], to the best of our knowledge we are
the first to use it both in the data and regularization terms.
Furthermore, to address the phenomenon of proliferation
of multiple overlapping regions that plagues most multi-
label segmentation schemes, we introduce a constraint that
penalizes the common area of pairwise combinations of par-
titions. The constraints often used to this end are ineffective
in a convex relaxation [12], which often leads to the need
for user interaction [45, 46, 69].
To boot, we present an efficient convex optimization al-
gorithm within in the alternating direction method of multi-
pliers (ADMM) framework [7, 49] with a variable splitting
technique that enables us to simplify the constraint [19, 64].
1.1. Related Work
One of the most popular segmentation models relies on
the bi-partition/piecewise-constant assumption [15], which
has been re-cast as the optimization of a convex functional
based on the thresholding theorem [14, 10]. In a discrete
graph representation, global optimization techniques are de-
veloped based on min-cut/max-flow [30, 9, 26, 35, 34], and
there is an approach that has been applied to general multi-
label problems [32, 36]. Continuous convex relaxation tech-
niques have been applied to multi-label problems in a vari-
ational framework [52, 24, 57], where the minimization of
Total Variation (TV) is performed using a primal-dual al-
gorithm. In minimizing TV, a functional lifting technique
has been applied to the multi-label problem [53, 51, 37].
Most convex relaxation approaches for the multi-label prob-
lems have been based on TV regularization while different
data fidelity terms have been used by L1 norm [60] or L2
norm [11]. For the regularization term, the Huber norm has
been used for TV in order to avoid undesirable staircase ef-
fects [13]. There have been adaptive algorithms proposed
to improve the accuracy of the boundary using an edge in-
dicator function [50, 25, 33], generalized TV [29, 66], or an
anisotropic structure tensor [65, 55, 38, 20]. A local varia-
tion of the image intensity within a fixed size window has
been also applied to consider local statistics into the regular-
ization [18, 28], and the regularization parameter has been
chosen based on the noise variance [23]. Most adaptive reg-
ularization algorithms have considered spatial statistics that
are constant during the iteration, irrespective of the residual.
It has been known that most multi-label models suf-
fer from inaccurate or duplicate partitioned regions when
used with a large number of labels [12], which forces user
interactions including bounding boxes [41, 54, 62], con-
tours [2, 6], scribbles [40, 63, 45, 46, 69], or points [5].
Alternatively, side information such as depth has been ap-
plied to overcome the difficulties that stem from uncer-
tainty in characterization of regions in the multi-label prob-
lem [56, 17, 4, 22, 21].
The words “deep learning” appear nowhere in this paper
but this sentence: we believe there are deep connections be-
tween the dynamic data-driven regularization we have pro-
posed and a process to design models that best exploit the
informative content of the data, learning which can inform
more useful models moving forward. Sec. 2.4 is a first step
in this direction.
1.2. Contributions
Our first contribution is a multi-label segmentation
model that adapts locally, in space and time/iteration, to the
(data-driven) statistics of the residual (Sec. 2.3).
The second contribution is to introduce a Huber func-
tional as a robust penalty for both the data fidelity and the
regularization terms, which are turned into proximal opera-
tors of the L1 norm, allowing us to conduct the optimization
efficiently via Moreau-Yosida regularization (Sec. 3).
Third, unlike most previous algorithms that were ineffec-
tive at dealing with a large number of labels, we introduce a
constraint on mutual exclusivity of the labels, which penal-
izes the common area of pairwise combination of labels so
that their duplicates are avoided (Sec. 2.2).
Finally, we give an information-theoretic interpretation
of our cost function, which highlights the underlying as-
sumption and justifies the adaptive regularization scheme in
a way that the classical Bayesian interpretation is not suited
for the derivation of our model (Sec. 2.4).
We validate our model empirically in Sec. 4, albeit with
the proviso that existing benchmarks are just one represen-
tative choice for measuring how correct a segmentation is,
as hinted at in the introduction, whereas our hope is that
our method will be useful in a variety of settings beyond
the benchmarks themselves, for which purpose we intend
to make our code available open-source upon completion of
the anonymous review process.
2. Multi-Label via Adaptive Regularization
2.1. General Multi-Label Segmentation
Let f : Ω → R be a real valued1 image with Ω ⊂ R2
its spatial domain. Segmentation aims to divide the do-
main Ω into a set of n pairwise disjoint regions Ωi where
Ω = ∪ni=1Ωi and Ωi ∩ Ωj = ∅ if i 6= j. The partitioning
is represented by a labeling function l : Ω → Λ where Λ
denotes a set of labels with |Λ| = n. The labeling func-
tion l(x) assigns a label to each point x ∈ Ω such that
Ωi = {x | l(x) = i}. Each region Ωi is indicated by the
characteristic function χi : Ω→ {0, 1} defined by:
χi(x) =
{
1 : l(x) = i,
0 : l(x) 6= i. (1)
Segmentation of the image f(x) can be cast as an energy
minimization problem in a variational framework, by seek-
ing for regions {Ωi} that minimize an energy functional
with respect to a set of characteristic functions {χi}:∑
i∈Λ
{λD(χi) + (1− λ)R(Dχi)} ,
∑
i∈Λ
χi(x) = 1, (2)
whereD measures the data fidelity andRmeasures the reg-
ularity of Dχi, and D denotes an operator for the distri-
butional derivative. The trade-off between the data fidelity
D and the regularization R is controlled by the relative
weighting parameter λ ∈ [0, 1]. A simple data fidelity can
be designed to measure the homogeneity of the image inten-
sity based on a piecewise constant model with an additional
noise process: f(x) = ci + ηi(x), x ∈ Ωi where ci ∈ R
and ηi(x) is assumed to follow a certain distribution inde-
pendently in i ∈ Λ with a specified parameter σ ∈ R. The
regularization is designed to penalize the boundary length
of region Ωi that is preferred to have a smooth boundary.
The classical form of the data fidelity and the regularization
is:
D =
∫
Ω
χi(x) |f(x)− ci|p dx, R =
∫
Ω
|∇χi(x)|dx (3)
where p is given depending on the noise distribution as-
sumption (e.g. p=1 for Laplacian and p=2 for Gaussian).
The control parameter λ in (2) is related to the parameter
σ of the noise distribution leading to be constant for all i
since σ is assumed to be the same for all i. The energy for-
mulation in (2) with the terms defined in (3) is non-convex
due to the integer constraint of the characteristic function
χi(x) ∈ {0, 1}, and the control parameter λ is given to be
constant in Ω for all i due to the assumption that the associ-
ated parameter σ with the noise distribution is constant.We
present a convex energy formulation with a novel constraint
on the set of partitioning functions in the following section.
1Vector-valued images can also be handled, but we consider scalar for
ease of exposition.
2.2. Energy with Mutually Exclusive Constraint
We derive a convex representation of the energy func-
tional in (2) following classical convex relaxation methods
presented in [13, 12] as follows:
∑
i∈Λ
{∫
Ω
λ ρ(ui(x)) dx+
∫
Ω
(1− λ) γ(∇ui(x)) dx
}
,
subject to ui(x) ∈ [0, 1],
∑
i∈Λ
ui(x) = 1, ∀x ∈ Ω, (4)
where ρ(ui) represents the data fidelity, γ(∇ui) represents
the regularization, and their relative weight is determined
by λ about which will be discussed in the following section.
The characteristic function χi in (2) is replaced by a contin-
uous function ui ∈ BV (Ω) of bounded variation and its in-
teger constraint is relaxed into the convex set ui ∈ [0, 1]. In
the determination of the energy functional in (4), we employ
a robust penalty estimator using the Huber loss function φη
with a threshold parameter η > 0 as defined in [31]:
φη(x) =
{
1
2ηx
2 : |x| ≤ η,
|x| − η2 : |x| > η.
(5)
We define the data fidelity ρ(ui) and the regularization
γ(∇ui) using the Huber loss function as follows:
ρ(ui(x); ci) := φη(f(x)− ci)ui(x), (6)
γ(∇ui(x)) := φµ(∇ui(x)), (7)
where ci ∈ R is an approximate of f to estimate within
the region Ωi, and the threshold parameters η, µ > 0 are
related to the selection of the distribution model depend-
ing on the residual. The data fidelity ρ(ui; ci) is defined
by following the piecewise image constant model, however
it can be generalized to ρ(ui; ci) := − log pi(f(x)) where
pi(f(x)) is the probability that the observation f(x) fits a
certain model distribution pi. The advantage of using the
Huber loss in comparison to the L2 norm is that geomet-
ric features such as edges are better preserved while it has
continuous derivatives whereas the L1 norm is not differen-
tiable leading to staircase artifacts. In addition, the Huber
loss enables efficient convex optimization algorithm due to
its equivalence to the proximal operator of L1 norm, which
will be discussed in Sec. 3.
The regions are desired to be pairwise disjoint, namely
Ωi ∩ Ωj = ∅ if i 6= j, however the summation constraint∑
i∈Λ ui(x) = 1, ∀x ∈ Ω in (4) is ineffective to this end,
especially with a large number of labels [12]. Thus, we
introduce a novel constraint to penalize the common area of
each pair of combinations in regions Ωi in such a way that∑
i 6=j uiuj is minimized for all i, j ∈ Λ. Then, we arrive at
the following energy functional with the proposed mutually
exclusive constraint:∑
i∈Λ
{∫
Ω
λ ρ(ui(x); ci) + τ
(∑
i 6=j
uj(x)
)
ui(x) dx
+
∫
Ω
(1− λ) γ(∇ui(x)) dx
}
,
subject to ui(x) ∈ [0, 1],
∑
i∈Λ
ui(x) = 1, ∀x ∈ Ω, (8)
where τ > 0 is a weighting parameter for the constraint of
the mutual exclusivity in segmenting regions, and λ deter-
mines the trade-off between the data fidelity and the reg-
ularization. The optimal partitioning functions ui and the
approximates ci are computed by minimizing the energy
functional in (8) in an alternating way. The desired segmen-
tation results are obtained by the optimal set of partitioning
functions ui as given by:
l(x) = argmax
i
ui(x), i ∈ Λ, x ∈ Ω. (9)
In the optimization of the energy functional in (8), we pro-
pose a novel regularization scheme that is adaptively ap-
plied based on the local fit of data to the model for each
label as discussed in the following section.
2.3. Residual-Driven Regularization
The trade-off between the data fidelity ρ(ui; ci) and the
regularization γ(∇ui) in (8) is determined by λ based on
the noise distribution in the image model. We assume that
the diversity parameter in the probability density function
of the residual that is defined by the difference between the
observed and predicted values varies in label. We propose a
novel regularization scheme based on the adaptive weight-
ing function λi depending on the data fidelity ρ(ui; ci) as
defined by:
νi(x) = exp
(
−ρ(ui(x); ci)
β
)
, (10)
λi(x) = arg min
λ
1
2
‖νi(x)− λ‖22 + α ‖λ‖1, (11)
where β > 0 is a constant parameter that is related to the
variation of the residual, and α > 0 is a constant parame-
ter for the sparsity regularization. The relative weight λi(x)
between the data fidelity and the regularization is adaptively
applied for each label i ∈ Λ and space x ∈ Ω depending on
νi(x) determining the local fit of data to the model. The
adaptive regularity scheme based on the weighting function
λi(x) is designed so that regularization is stronger when the
residual is large, equivalently νi(x) is small, and weaker
when the residual is small, equivalently νi(x) is large, dur-
ing the energy optimization process. We impose sparsity
on the exponential measure of the negative residual νi(x)
to obtain the weighting function λi(x) as a solution of the
Lasso problem [59] defined in (11). Such a solution with
the identity operator as a predictor matrix can be efficiently
obtained by the soft shrinkage operator T (ν|α) [8]:
T (ν |α) =

ν − α : ν > α
0 : ‖ν‖1 ≤ α
ν + α : ν < −α
(12)
leading to the solution λi(x) = T (νi(x)|α). The Lagrange
multiplier α > 0 in the Lasso problem in (11) where 0 <
νi ≤ 1 restricts the range of λi to be [0, 1 − α] so that the
regularization is imposed everywhere, which leads to well-
posedness even if ρ(ui; ci) = 0. The constant α is related to
the overall regularity on the entire domain. The final energy
functional for our multi-label segmentation problem with
the adaptive regularity scheme reads:∑
i∈Λ
{∫
Ω
λi(x) ρ(ui(x); ci) + τ
(∑
i 6=j
uj(x)
)
ui(x) dx
+
∫
Ω
(1− λi(x)) γ(∇ui(x)) dx
}
,
subject to ui(x) ∈ [0, 1],
∑
i∈Λ
ui(x) = 1, ∀x ∈ Ω, (13)
where λi is obtained as the solution of (11). The optimiza-
tion algorithm to minimize the energy functional in (13) is
presented in Sec. 3 and the supplementary material.
2.4. Information-Theoretic Interpretation
The energy functional for our basic model incorporat-
ing the adaptive regularization, simplified after removing
auxiliary variables used in the optimization and the ad-
ditional constraint on the mutual exclusivity of regions,
consists of a point-wise sum, which could be interpreted
probabilistically by assuming that the image f is a sam-
ple from an IID random field. Under that interpreta-
tion, we have that ρ(ui(x)) = − log p(u(x)|f(x), ci), and
γ(∇ui(x)) = − log p(u(x)|ci). For simplicity, we indicate
those as − log p(u|f) and − log p(u) respectively, and even
further p .= p(u|f) and q .= p(u). Then λi(x) ∝ p, and the
overall cost function (4) to be minimized,
∫
λρ+(1−λ)γdx,
can be written as
Eminp,q = −E
(
p log
p
q
)
+ E(log q), (14)
where the expectation E is the sum with respect to the val-
ues taken by u and f on x. The first term is the Kullback-
Leibler divergence between the chosen prior and the data-
dependent posterior. The second term is constant once the
prior is chosen. Therefore, the model chosen for the poste-
rior is the one that maximizes the divergence between prior
and posterior, where the influence of the prior q wanes as
the solution becomes an increasingly better fit of the data,
without the need for manual tuning of the annealing, and
without the undesirable bias of the prior on the final solu-
tion. The model chosen is therefore the one that, for a fixed
prior, selects the posterior to be as divergent as possible, so
as to make the data as informative as possible (in the sense
of uncertainty reduction).
Compare this with the usual Bayesian interpretation of
variational segmentation, whereby the function to be maxi-
mized is
Fminp,q =
∫
log p+ β log q dx, (15)
for some fixed β and a prior q whose influence does not
change with the data. If we wanted it to change, we would
have to introduce an annealing parameter λ, so
Fmaxp,q = pλ q(1−λ), (16)
with no guidance from Bayesian theory on how to choose it
or schedule it. Clearly choosing λ = p yields a form that is
not easily interpreted within Bayesian inference. Thus the
information-theoretic setting provides us with guidance on
how to choose the parameter λ, whereby the cost function
is given as:
Emaxp,q = KL(p || q), (17)
where KL denotes the Kullback-Leibler divergence. We
obtain λ = p and consequently an automatic, data-driven
annealing schedule.
3. Energy Optimization
In this section, we present an efficient convex opti-
mization algorithm in the framework of alternating direc-
tion method of multipliers (ADMM) [7, 49]. The detailed
derivations of our optimization algorithm are further pro-
vided in the supplementary material.
The energy (13), that is convex in ui with fixed ci, is
minimized with respect to the partitioning functions ui and
the intensity estimates ci in an alternating way. We modify
the energy functional in (13) using variable splitting [16,
19, 64] introducing a new variable vi with the constraint
ui = vi as follows:∑
i∈Λ
{∫
Ω
λi ρ(ui; ci) + τ
(∑
i6=j
uj
)
ui dx
+
∫
Ω
(1− λi) γ(∇vi) dx+ θ
2
‖ui − vi + yi‖22
}
,
subject to ui(x) ≥ 0,
∑
i∈Λ
vi(x) = 1, ∀x ∈ Ω, (18)
where yi is a dual variable for each equality constraint
ui = vi, and θ > 0 is a scalar augmentation parameter.
The original constraints ui ∈ [0, 1] and
∑
i ui = 1 in (13)
are decomposed into the simpler constraints ui ≥ 0 and∑
i vi = 1 in (18) by variable splitting ui = vi. In the
computation of the data fidelity and the regularization, we
employ a robust estimator using the Huber loss function de-
fined in (5). An efficient procedure can be performed to
minimize the Huber loss function φη following the equiv-
alence property of Moreau-Yosida regularization of a non-
smooth function | · | as defined by [43, 67]:
φη(x) = inf
r
{
|r|+ 1
2η
(x− r)2
}
, (19)
which replaces the data fidelity ρ(ui; ci) and the regulariza-
tion γ(∇vi) in (18) with the regularized forms ρ(ui; ci, ri)
and γ(∇vi; zi), respectively as follows:
ρ(ui; ci, ri) =
(
|ri|+ 1
2η
(f − ci − ri)2
)
ui, (20)
γ(∇vi; zi) = ‖zi‖1 + 1
2µ
‖∇vi − zi‖22, (21)
where ri and zi are the auxiliary variables to be minimized
in alternation. The constraints on ui and vi in (18) can be
represented by the indicator function δA(x) of a set A de-
fined by:
δA(x) =
{
0 : x ∈ A
∞ : x /∈ A (22)
The constraint ui ≥ 0 is given by δA(ui) where A =
{x|x ≥ 0}, and the constraint ∑i vi = 1 is given by
δB({vi}) where B = {{xi}|
∑
i xi = 1}. The Moreau-
Yosida regularization for the Huber loss function and the
constraints represented by the indicator functions lead to the
following unconstrained energy functional Li for label i:
Li =
∫
Ω
λi ρ(ui; ci, ri) + τ
(∑
i 6=j
uj
)
ui dx+ δA(ui)
+
∫
Ω
(1− λi) γ(∇vi; zi) dx+ θ
2
‖ui − vi + yi‖22, (23)
and the final unconstrained energy functional E reads:
E({ui, vi, yi, ci, ri, zi}) =
∑
i∈Λ
Li + δB({vi}). (24)
The optimal set of partitioning functions {ui} is obtained
by minimizing the energy functional E using ADMM, min-
imizing the augmented Lagrangian Li in (23) with respect
to the variables ui, vi, ci, ri, zi, and applying a gradient as-
cent scheme with respect to the dual variable yi followed by
the update of the weighting function λi and the projection
of {vi} onto the set B in (24). The alternating optimization
steps using ADMM are presented in Algorithm 1, where k
is the iteration counter. The technical details regarding the
optimality conditions and the optimal solutions for the up-
date of variable at each step in Algorithm 1 are provided in
the supplementary material.
Algorithm 1 The ADMM updates for minimizing (24)
for each label i ∈ Λ do
ck+1i := argminc
ρ(uki ; c, r
k
i ) (25)
rk+1i := argminr
ρ(uki ; c
k+1
i , r) (26)
νk+1i := exp
(
−ρ(u
k
i ; c
k+1
i , r
k+1
i )
β
)
(27)
λk+1i := argmin
λ
1
2
‖νk+1i − λ‖22 + α‖λ‖1 (28)
zk+1i := argminz
γ(∇vki ; z) (29)
uk+1i := argminu
∫
Ω
λk+1i ρ(u; c
k+1
i , r
k+1
i ) dx+ δA(u)
+
∫
Ω
τ
(∑
i 6=j
uj
)
udx+
θ
2
‖u− vki + yki ‖22 (30)
v˜k+1i := argminv
∫
Ω
(
1− λk+1i
)
γ(∇v; zk+1i ) dx
+
θ
2
‖uk+1i − v + yki ‖22 (31)
yk+1i := y
k
i + u
k+1
i − vk+1i (32)
end for
{vk+1i } := ΠB
({v˜k+1i }) (33)
4. Experimental Results
We demonstrate the effectiveness and robustness of
our proposed algorithm for the multi-label segmentation
problem using the images in the Berkeley segmentation
dataset [3] and synthetic images. The numerical experi-
ments are designed to demonstrate the robustness of the
energy functional that uses a Huber function as a penalty
estimator, the effectiveness of the mutually exclusive con-
straint on the partitioning functions, and the effectiveness of
the adaptive regularity scheme based on the local fit of data
to the model. Note that we use a random initialization for
the initial labeling function for all the algorithms through-
out the experiments.
Robustness of the Huber-Huber (H2) Model:
We empirically demonstrate the robustness of the proposed
energy functional that uses a robust Huber loss function for
both the data fidelity and the regularization. We consider
a bi-partitioning segmentation on the images that are suited
for a bi-partitioning image model in the Berkeley dataset
in order to demonstrate the robustness of the proposed H2
model in comparison to TV-L1 and TV-L2 ignoring the ef-
fect of the constraint on the common area of the pairwise
region combinations. We apply the ADMM optimization
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Figure 2. Quantitative Comparison of the different energy models
using the F-measure (left) and residual (right) as a function of the
number of iterations. We compare the popular TV-L1 and TV-L2
approaches to our H2 model, which is more accurate (left) and
also converges faster (right) for a bi-partitioning problem on the
images suited for the bi-partitioning image model.
algorithm for our model with a variable splitting technique
and the primal-dual algorithm is applied for TV-L1 and TV-
L2 models. It is shown that our model yields better and
faster results as shown in Fig. 2 where (a) F-measure and
(b) error are presented for each iteration. The parameters for
each algorithm are chosen fairly so accuracy and the conver-
gence rate are optimized. The experimental results indicate
that the proposed H2 model with the presented optimiza-
tion algorithm has a potential to be applied for a variety of
imaging tasks.
Effectiveness of Mutually Exclusive Constraint:
We demonstrate the effectiveness of our proposed model
with a constraint of the mutual exclusivity in comparison
with other multi-label segmentation algorithms. We qualita-
tively compare the segmentation results with different num-
ber of labels on the classical junction test (cf. Fig. 12 of [13]
or Fig. 5-8 of [12]), whereby the number of labels is fixed to
one-less than the number of regions in the input image. The
algorithm is then forced to “inpaint” the central disc with
labels of surrounding regions. The segmentation results on
the junction prototype images with different number of re-
gions are shown in Fig. 3 where the input junction images
have 5 (top), 7 (middle), 9 (bottom) regions as shown in
(a). We compare (f) our Huber-Huber (H2) model without
the mutual exclusivity constraint in (4) and (g) our full H2
model with the constraint in (8) to the algorithms including:
(b) fast-label (FL) [58], (c) convex relaxation based on Total
Variation using the primal-dual (TV) [68], (d) vectorial To-
tal Variation using the Dogulas-Rachford (VTV) [39], (e)
paired calibration (PC) [12]. This experiment is particu-
larly designed to demonstrate a need for the constraint of
the mutual exclusivity, thus the input images are made to
be suited for a precise piecewise constant model so that the
underlying image model of the algorithm under comparison
is relevant. The illustrative results are presented in Fig. 3
where the performance of most algorithms degrades as the
number of regions increases (top-to-bottom), while our al-
gorithm yields consistently better results.
# of regions = 5
# of labels = 4
# of regions = 7
# of labels = 6
# of regions = 9
# of labels = 8
(a) Input (b) FL [58] (c) TV [68] (d) VTV [39] (e) PC [12] (f) our H2 (g) our full H2
Figure 3. Qualitative comparison for the junction test with increasing number of regions (5, 7, 9 from top to bottom). The number of labels
is fixed at one-minus the true one (4, 6, 8 respectively), forcing the algorithm to fill in one of the regions. This test is reflective of the ability
of the prior to capture the structure of the image in the presence of missing data. We compare multiple models, as indicated in the legend,
all of which degrade with the number of regions; ours shows consistently better performance, as indicated by more regular in-painting (g).
Effectiveness of Adaptive Regularity:
We empirically demonstrate the effectiveness of our pro-
posed adaptive regularization using a representative syn-
thetic image with four regions, each exhibiting spatial statis-
tics of different dispersion, in Fig. 4 (a). The artificial noises
are added to the white background, the red rectangle on the
left, the green rectangle on the middle, and the blue rectan-
gle on the right with increasing degree of noises in order.
To preserve sharp boundaries, one has to manually
choose a large-enough λ so that regularization is small;
however, large intensity variance in some of the data yields
undesirably irregular boundaries between regions, with red
and blue scattered throughout the middle and right rectan-
gles (d), all of which however have sharp corners. On the
other hand, to ensure homogeneity of the regions, one has
to crank up regularization (small λ), resulting in a biased fi-
nal solution where corners are rounded (e), even for regions
that would allow fine-scale boundary determination (red).
Our approach with the adaptive regularization (b), however,
naturally finds a solution with a sharp boundary where the
data term supports it (red), and let the regularizer weigh-in
on the solution when the data is more uncertain (blue). The
zoom in images for the marked regions in (b) and (e) are
shown in (c) and (f), respectively in order to highlight the
geometric property of the solution around the corners.
Multi-Label Segmentation on Real Images:
We perform a comparative analysis for the multi-label seg-
mentation based on the Berkeley dataset [3]. We compare
our algorithm to the existing state-of-the-art techniques of
which the underlying model assumes the piecewise constant
image for fair comparison, and consider the algorithms:
FL [58], TV [68], VTV [39], PC [12]. We provide the
qualitative evaluation in Fig. 5 where the input images are
(a) Input (b) Ours (adaptive) (c) Zoom in of (b)
(d) Small (global) (e) Large (global) (f) Zoom in of (e)
Figure 4. Qualitative comparison illustrating the pitfalls of a con-
stant, non-adaptive, regularizer and its bias on the final solution.
The image (a) has three regions with sharp boundaries/corners,
and varying amount of spatial variability. Using a small amount
of regularization (d) (large λ) yields sharp boundaries, but irregu-
lar partition into three regions (red, green and blue), with different
labels dispersed throughout the center and right rectangles. Using
a large regularizer weight (e) (small λ) yields homogeneous re-
gions, but the boundaries are blurred out and the corners rounded,
even in the left region (red). Our method (b) is driven by the data
where possible (left region, sharp boundaries) and let the regu-
larizer weigh-in where the data is more uncertain (right region,
rounded boundaries).
shown in (a) and the segmentation results are shown in (b)-
(f) where the same number of labels is applied to all the al-
gorithms for each image. The algorithm parameters for the
algorithms under comparison are optimized with respect to
the accuracy while we set the parameters: η=0.5, µ=0.5,
(a) Input (b) FL [58] (c) TV [68] (d) VTV [39] (e) PC [12] (f) Ours
Figure 5. Visual comparison of the multi-label segmentation on Berkeley dataset using different algorithms.
labels FL [58] TV [68] VTV [39] PC [12] Ours
3 0.53±0.11 0.68±0.17 0.68±0.16 0.57±0.15 0.67±0.13
4 0.48±0.08 0.53±0.18 0.58±0.31 0.57±0.20 0.63±0.13
5 0.44±0.12 0.43±0.30 0.50±0.22 0.49±0.16 0.60±0.05
6 0.42±0.10 0.37±0.24 0.43±0.16 0.47±0.14 0.52±0.19
Table 1. Precision of the results with varying number of labels.
labels FL [58] TV [68] VTV [39] PC [12] Ours
3 0.78±0.11 0.67±0.10 0.67±0.11 0.76±0.11 0.69±0.12
4 0.84±0.08 0.71±0.04 0.75±0.08 0.76±0.14 0.72±0.08
5 0.89±0.06 0.81±0.07 0.74±0.11 0.71±0.18 0.73±0.13
6 0.82±0.09 0.71±0.15 0.71±0.10 0.72±0.10 0.65±0.22
Table 2. Recall of the results with varying number of labels.
α=0.01, β=10, τ=0.5, θ=1. While our method yields bet-
ter labels than the others, the obtained results may seem to
be imperfect in general, which is due to the limitation of the
underlying image model in particular in the presence of tex-
ture or illumination changes. The quantitative comparisons
are reported in terms of precision and recall with varying
number of labels in Tables 1, 2. The computational cost as
a baseline excluding the use of special hardware (e.g. multi-
core GPU/CPU) and image processing techniques (e.g. im-
age pyramid) is provided for 481× 321× 3 RGB images in
Table 3.
# of labels 2 3 4 5 6 7 8 9
time (sec) 3.08 4.40 5.82 7.16 8.62 10.07 11.66 12.72
Table 3. Computational cost with varying number of labels.
5. Conclusion
We have introduced a multi-label segmentation model
that is motivated by Information Theory. The proposed
model has been designed to make use of a prior, or regu-
larization functional, that adapts to the residual during con-
vergence of the algorithm in both space, and time/iteration.
This results in a natural annealing schedule, with no ad-
justable parameters, whereby the influence of the prior is
strongest at initialization, and wanes as the solution ap-
proaches a good fit with the data term. All this is done
within an efficient convex optimization framework using the
ADMM. Our functional has been based on a Huber-Huber
penalty, both for data fidelity and regularization. This is
made efficient by a variable splitting, which has yielded
faster and more accurate region boundaries in comparison
to the TV-L1 and TV-L2 models. To make all this work for
multi-label segmentation with a large number of labels, we
had to introduce a novel constraint that penalized the com-
mon area of the pairwise region combinations. The pro-
posed energy formulation and optimization algorithm can
be naturally applied to a number of imaging tasks such as
image reconstruction, motion estimation and motion seg-
mentation. Indeed, segmentation can be improved by a
more sophisticated data term integrated into our algorithm.
A. From Bayes-Tikhonov to Information-
Driven Regularization
This section offers an alternative motivation for our
choice of adaptive regularization.
The cost function (4), simplified after removing auxiliary
variables used in the optimization, consists of a point-wise
sum, which could be interpreted probabilistically by assum-
ing that the image f is a sample from an IID random field.
In a Bayesian setting, one would choose a prior q based
on assumptions about the state of nature. For instance, as-
suming natural images to be piecewise smooth, one can
choose q .= p(u(x)|ci) ∝ exp(−γ(∇ui(x))). Once cho-
sen a prior, one would then choose or learn a likelihood
model ` = p(f(x)|u(x), ci), or equivalently a posterior
p = `q where, for instance, p = p(u(x)|f(x), ci) ∝
exp(−ρ(ui(x))). The natural inference criterion in a
Bayesian setting would be to maximize the posterior:
ψmax`,q = `q = p. (34)
Here the prior exerts its influence with equal strength
throughout the inference process, and is generally related
to standard Tikhonov regularization. Instead, we would like
a natural annealing process that starts with the prior as our
initial model, and gradually increases the influence of the
data term until, at convergence, the influence of the prior is
minimized and the data drives convergence to the final so-
lution. This could be done by an annealing parameter λ that
changes from 0 to 1 according to some schedule, yielding
(an homotopy class of cost functions mapping the prior to
the likelihood as λ goes from 0 to 1)
ψmax`,q (λ) = `
λq(1−λ) 6= p (35)
Ideally, we would like to not pick this parameter by hand,
but instead have the data guide the influence of the prior
during the optimization. Bayesian inference here not only
does not provide guidance on how to choose the annealing
schedule, but it does not even allow a changing schedule, for
that would not be compatible with a maximum a-posteriori
inference criterion.
Therefore, we adopt an information-theoretic approach:
We first choose the prior q, just like in the Bayesian case, but
then we seek for a likelihood `, or equivalently a posterior
p, that makes the data as informative as possible. This is
accomplished by choosing the posterior p to be as divergent
as possible from the prior, in the sense of Kullback-Leibler.
That way, the data is as informative as possible (if the pos-
terior was chosen to be the same as the prior, the system
would not even look at the data). This yields a natural cost
criterion
φmaxp,q = KL(p||q) + const. (36)
choosing the constant to be E(log q), we obtain the equiva-
lent cost function to be minimized:
φminp,q = −E
(
p log
p
q
)
+ E(log q) (37)
where the expectation is with respect to the variability of
the data sampled on the spatial domain. If such samples are
assumed IID, we have that
φminp,q = − logψmax`,q (p) (38)
from (35). Thus the information-theoretic approach sug-
gests a scheduling of the annealing parameter λ that is data-
driven, and proportional to the posterior p.
This yields a model with adaptive regularization that au-
tomatically adjusts during the optimization: The influence
of the prior q wanes as the solution becomes an increas-
ingly better fit of the data, without the undesirable bias of
the prior on the final solution (see Fig. 3). At the same time,
it benefits from heavy regularization at the outset, turning
standard regularization into a form of relaxation, annealing,
or homotopy continuation method.
In practice, the most tangible advantages of this choice
are an algorithm that is easy to tune, and never again having
to answer the question: “how did you choose λ?”
B. Detailed Derivation of Energy Optimization
The energy (13) is minimized with respect to the par-
titioning functions ui and the intensity estimates ci in an
alternating way. Since it is convex in ui with fixed ci,
we use an efficient convex optimization algorithm in the
framework of alternating-direction method of multipliers
(ADMM) [7, 49]. We modify the energy functional in (13)
using variable splitting [16, 19, 64] introducing a new vari-
able vi with the constraint ui = vi as follows:∑
i∈Λ
{∫
Ω
λi ρ(ui; ci) + τ
(∑
i6=j
uj
)
ui dx
+
∫
Ω
(1− λi) γ(∇vi) dx+ θ
2
‖ui − vi + yi‖22
}
,
subject to ui(x) ≥ 0,
∑
i∈Λ
vi(x) = 1, ∀x ∈ Ω, (39)
where yi is a dual variable for each equality constraint
ui = vi, and θ > 0 is a scalar augmentation parameter.
The original constraints ui ∈ [0, 1] and
∑
i ui = 1 in (13)
are decomposed into the simpler constraints ui ≥ 0 and∑
i vi = 1 in (18) by variable splitting ui = vi. In the
computation of the data fidelity and the regularization, we
employ a robust estimator using the Huber loss function de-
fined in (5). An efficient procedure can be performed to
minimize the Huber loss function φη following the equiv-
alence property of Moreau-Yosida regularization of a non-
smooth function | · | as defined by [43, 67]:
φη(x) = inf
r
{
|r|+ 1
2η
(x− r)2
}
, (40)
which replaces the data fidelity ρ(ui; ci) and the regulariza-
tion γ(∇vi) in (18) with the regularized forms ρ(ui; ci, ri)
and γ(∇vi; zi), respectively as follows:
ρ(ui; ci, ri) =
(
|ri|+ 1
2η
(f − ci − ri)2
)
ui, (41)
γ(∇vi; zi) = ‖zi‖1 + 1
2µ
‖∇vi − zi‖22, (42)
where ri and zi are the auxiliary variables to be minimized
in alternation. The constraints on ui and vi in (18) can be
represented by the indicator function δA(x) of a set A de-
fined by:
δA(x) =
{
0 : x ∈ A
∞ : x /∈ A (43)
The constraint ui ≥ 0 is given by δA(ui) where A =
{x|x ≥ 0}, and the constraint ∑i vi = 1 is given by
δB({vi}) where B = {{xi}|
∑
i xi = 1}. The Moreau-
Yosida regularization for the Huber loss function and the
constraints represented by the indicator functions lead to the
following unconstrained energy functional Li for label i:
Li =
∫
Ω
λi ρ(ui; ci, ri) + τ
(∑
i 6=j
uj
)
ui dx+ δA(ui)
+
∫
Ω
(1− λi) γ(∇vi; zi) dx+ θ
2
‖ui − vi + yi‖22, (44)
and the final unconstrained energy functional E reads:
E({ui, vi, yi, ci, ri, zi}) =
∑
i∈Λ
Li + δB({vi}). (45)
The optimal set of partitioning functions {ui} is obtained
by minimizing the energy functional E using ADMM, min-
imizing the augmented Lagrangian Li in (23) with respect
to the variables ui, vi, ci, ri, zi, and applying a gradient as-
cent scheme with respect to the dual variable yi followed by
the update of the weighting function λi and the projection
of {vi} onto the set B in (24). The alternating optimization
steps using ADMM are presented in Algorithm 1, where k
is the iteration counter. The update of the estimate ck+1i
in (25) is obtained by the following step:
ck+1i :=
∫
Ω
λki (f − rki )uki dx∫
Ω
λki u
k
i dx
. (55)
Algorithm 2 The ADMM updates for minimizing (24)
for each label i ∈ Λ do
ck+1i := argminc
ρ(uki ; c, r
k
i ) (46)
rk+1i := argminr
ρ(uki ; c
k+1
i , r) (47)
νk+1i := exp
(
−ρ(u
k
i ; c
k+1
i , r
k+1
i )
β
)
(48)
λk+1i := argmin
λ
1
2
‖νk+1i − λ‖22 + α‖λ‖1 (49)
zk+1i := argminz
γ(∇vki ; z) (50)
uk+1i := argminu
∫
Ω
λk+1i ρ(u; c
k+1
i , r
k+1
i ) dx+ δA(u)
+
∫
Ω
τ
(∑
i 6=j
uj
)
udx+
θ
2
‖u− vki + yki ‖22 (51)
v˜k+1i := argminv
∫
Ω
(
1− λk+1i
)
γ(∇v; zk+1i ) dx
+
θ
2
‖uk+1i − v + yki ‖22 (52)
yk+1i := y
k
i + u
k+1
i − vk+1i (53)
end for
{vk+1i } := ΠB
({v˜k+1i }) (54)
The update for the auxiliary variable rk+1i in (26) is ob-
tained by the following optimality condition:
0 ∈ ∂|rk+1i | −
1
η
(f − ck+1i − rk+1i ), (56)
where ∂ denotes the sub-differential operator. The solution
for the optimality condition in (??) is obtained by the prox-
imal operator of the L1 norm [49] as follows:
rk+1i := prox
(
f − ck+1i
∣∣ η g) , (57)
where g(x) = ‖x‖1. The proximal operator prox(v | η g) of
the weighed L1 norm η g with a parameter η > 0 at v is
defined by:
prox(v | η g) := argmin
x
(
1
2
‖x− v‖22 + η g(x)
)
. (58)
The solution of the proximal operator of the L1 norm is
obtained by the soft shrinkage operator T (v | η) defined
in (12). Thus, the solutions of the proximal problem in (57)
is given by:
rk+1i := T
(
f − ck+1i
∣∣ η) . (59)
In the same way, the update of the auxiliary variable zk+1i
in (29) is obtained by:
zk+1i := T
(∇vki ∣∣µ) . (60)
For the primal variable uk+1i in (30), we employ the inter-
mediate solution u˜k+1i and its optimality condition is given
by:
0 ∈ λk+1i dk+1i + τ
∑
i6=j
ukj + θ(u˜
k+1
i − vki + yki ), (61)
dk+1i := |rk+1i |+
1
2η
(f − ck+1i − rk+1i )2, (62)
leading to the following update:
u˜k+1i := v
k
i − yki −
λk+1i
θ
dk+1i −
τ
θ
∑
i 6=j
ukj . (63)
Given the intermediate solution u˜k+1i , the positivity con-
straint is imposed to obtain the solution for the update of
uk+1i as follows:
uk+1i := ΠA(u˜
k+1
i ) = max{0, u˜k+1i }, (64)
where the orthogonal projection operator ΠA on a set A =
{x |x ≥ 0} is defined by:
ΠA(x) = arg min
y∈A
‖y − x‖2. (65)
We also employ the intermediate solution v˜k+1i in (31) for
the update of the primal variable vk+1i in (33). The optimal-
ity condition for the update of v˜k+1i reads:
0 ∈ 1− λ
k+1
i
µ
∇∗(∇v˜k+1i − zk+1i )− θ(uk+1i − v˜k+1i + yki ),
where ∇∗ denotes the adjoint operator of ∇, leading to the
following linear system of equation with ξi =
1−λk+1i
µθ :
v˜k+1i − ξi∆v˜k+1i = uk+1i + yki − ξidiv
(
zk+1i
)
, (66)
where −∇∗∇ = ∆ is the Laplacian operator, and −∇∗ =
div is the divergence operator. We use the Gauss-Seidel it-
erations to solve the linear system in (??). Given the set of
intermediate solution {v˜k+1i }, the solution for the update of
the variable vk+1i is obtained by the orthogonal projection
of the intermediate solution to the set B in Eq. (33):
vk+1i = v˜
k+1
i −
1
n
(V − 1) , V =
∑
i∈Λ
v˜k+1i . (67)
The gradient ascent scheme is applied to update the dual
variable yk+1i in (32).
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