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1. INTRODUCTION 
We investigate the behavior of the solutions of the Volterra equation 
x(t) + St&(E)) a(t - 5) dt =f(t) (0 < t < co) (1.1) 
0 
as t -+ co, whereg, a, and f are prescribed real functions and x is the unknown. 
This equation has arisen in many applications; see, e.g., Levin [2], Levinson 
[4], and London [5] for some references to the applications and to related 
work. The results of [5] and the present ones include those of [2] as special 
cases; however, they only partially overlap each other. There is no connection 
between the proofs in these papers. A distinctive feature here is the absence 
of differentiability assumptions on a and f; such assumptions are essential in 
[2] and [5]. Generalizations of one of the results of [2] in a different direction 
may be found in Miller [6] and in Levin and Shea [3]. 
Existence and boundedness on [0, co) are considered first. The notations 
of BV for “bounded variation” and 
V( f, [tl , t,]) = total variation off on [tI , tz], 
Vf 1 = V(f, [O, ~I), 
are employed. It should be noted that a E C(0, co) is not assumed in the 
following results. 
THEOREM 1. Let 
g E q- 00, a), xg(x) 3 0 (- co < x < oo), (1.2) 
a 3 0, a is nonincreasing on [0, co), U-3) 
a(O) < 00, (1.4) 
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and 
f~ CIO, 00) n BV[O, CD) (1.5) 
hold. Then there exists a continuous solution of (1 .l) on [0, co). Moreover, any 
solution x E CIO, 00) of (1 .l) satisfies 
If a ~Lr(0, co), then (1.2) can be somewhat relaxed. 
COROLLARY 1.1. Let (1.3)-( 1.5), 
g E C(- co, 00) andfor some c, x[g(x + c) - g(c)] > 0 (- CO 
and 
a ELl(O, 00) 
, <. 
(1.6) 
x: < a), 
(1.7) 
(1.8) 
hold. Then any solution x E CIO, co) of (1.1) (and at least one exists) satisfies 
Oxfam ; x(t) - C 1 < v ( f(t) - g(c) 11 a(5) d5) 
+ og$m If(t) - g(c) 1: 45) d5 - c / . 
(1.9) 
It should be observed that the c of (1.7) may or may not be unique. This 
corollary follows immediately from the observation that the functions a and 
g”(x) = g(x t c) - g(c), 
f(t) = f (t) - g(c) 11 a(5) A$ - c, 
(1.10) 
satisfy the hypothesis of Theorem 1, and that the function 
is a solution of 
2(t) = x(t) - c (1.1 I) 
a(t) + Iti?(g(E)) a(t - 6) dt = f(t) (0 5; t < co). (1.12) 
0 
It is sometimes of interest, see, e.g., Levinson [4] and Friedman [l], to 
relax the finiteness assumption (1.4) to integrability of a near t = 0. This is 
done, if g is assumed to be locally Lipschitzian, in the following corollary. 
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COROLLARY 1.2. Let (1.2) (1.3), (1.5), 
x<co and Id, I% d x imply 
I&l) - &2)l < 44 Ix1 - x2 I for some K(X) < co, 
(1.13) 
and 
a ELl(O, 1) (1.14) 
hold. Then there exists a unique solution x E CIO, 00) of (1.1) and (I .6) is satis$ed. 
The proof of this corollary involves the equation 
x,(t) -1 fs(xJt)) a(t - 5 + 4 df = f(t) (0 < t -=c co), (1.15) 
0 
where E > 0. From a(c) < CO it follows that Theorem 1 applies directly to 
(1.15). Since (1.6) provides a bound on I xc(t)1 which is independent of E, 
an approximation procedure enables one to establish Corollary 1.2. 
If in addition to the hypothesis of Theorem 1 it is assumed that a E Ll(O, co) 
and g satisfies a mild regularity condition near x = 0, then more refined 
information on the asymptotic behavior of x(t) as t + cc can be obtained 
than is given by (1.6). 
THEOREM 2. Let (1.2)-(1.5), (1.8), and 
hold and let x E CIO, co) be a sohtion of (1.1). Then 
f(a) 3 0 implies 0 < lim&fX(t) < 1 + iyy x(t) <f(m), (1.17) 
f(a) G 0 implies f (co) < lirnrif x(t) < lim+yp x(t) < 0. (1.18) 
The following example shows that the hypothesis of Theorem 2 does not 
guarantee the existence of x(00); it also illustrates (1.17). For 0 < E < 3 , 
define 
1-c 
g(x) = 7 x (x ,< E), g(x) = - x + 1 (< < x < 1 - E), 
g(x) = ‘-;-’ x i- 2 - f (1 - E < x), 
a(t) = 1 (0 < t < I), a(t) = 0 (1 < t < co), 
(1.19) 
f(t) = -$ + (i - c) sin(log(l + t2)) 
+ Jtg[+ + (4 - G) sin(log(1 + (“))I a(t - 5) d[ (0 & t’< CO). 
0 
ON A NONLINEAR VOLTERRA EQUATION 461 
Then the hypothesis of Theorem 2 is satisfied, f( CO) == 1, and 
x(t) = $ + (4 - c) sin(log(1 + t2)) (O<t<m) 
is the solution of (1.1). Hence 
0 < E = licfif x(t) < lirn+yp x(t) = 1 - E < 1 == f’( a). 
Except perhaps for f(co) = 1 and f E BV[O, co), which are established in 
Section 5, these assertions are obvious. [Example (1.19) can be regarded 
as a simple illustration of Theorem 2b of [3]. However, f E BV[O, CO) does 
not follow from that result.] 
The change of variables (1. IO), (1.11) enables one to weaken (1.2) to (1.7) 
in Theorem 2. Here again c is not necessarily unique. [Of course, the c of 
(1.7) and (1.20) in Corollary 2.1 are the same.] 
COROLLARY 2.1. Let (1.3)-(1.5), (1.7), (1.8), and 
lim sup I g(x + ') -g(')' < co 
X-10 /Xl 
hold and Zet x E C[O, co) be a solution of (1.1). Then 
(I .20) 
f(a) 2 c + g(c) jm 45) d5 
0 
implies (1.21) 
c < lixn$f x(t) < lim+zup x(t) <f (co) - g(c) j,:’ a(t) dt 
implies 
f(a) G c +g(c) jr u(t) d[ 
(I .22) 
j(m) - g(c) jr u(f) d[ < liz”f x(t) < limsup x(t) < c. 
An additional hypothesis guarantees the existence of x(a). 
COROLLARY 2.2. Let the hypothesis of Corollary 2.1 and 
c + g(c) j,” 43 dt = f(a) (1.23) 
hold and let x E CIO, a) be a solution of (1.1). Then 
(1.24) hi x(t) = c. 
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It should be noted that c is uniquely determined by (1.7) and (1.23). 
[If g E C(- CO, co) is monotone nondecreasing, an important special case, 
then (1.7) and (1.23) are obviously satisfied.] Clearly (1.21) or (1.22) together 
with (1.23) implies (1.24). 
2. PROOF OF THEOREM 1 
(i) The Caratheodory successive-approximation procedure, as adapted 
to Volterra equations, yields the existence of a solution q E C[O, T] of (1.1) 
on [0, T] for some T > 0 (see Nohel [7]). The proof of the bound (1.6) given 
below in (ii)-( where we assume that x E CIO, co) is a solution of (1.1) on 
[0, co), is easily modified to show that v satisfies the bound of (1.6) on [0, T]. 
A standard continuation argument, using the Caratheodory procedure of [7], 
then enables one to extend v as a solution of (1.1) to [0, co). 
(ii) Let x E CIO, co) be a solution of (1.1) on [0, co). Define 
p = it I 40 > 01, Q = (5 I 40 -==c '3, R = {t I ~(5) = O>, 
P, = P n [O, t], Qt = Q n P, tl, R, = R n [0, t], 
PM = /ptg(4EN 4 - 5) d5, 
Then p(t) 3 0, q(t) > 0, and 
44 + PW - 4(t) =f(t) (0 < t < co). 
In the usual way denote 
x+(t) = max(x(t), 0), x-(t) = max(- x(t), 0). 
Then the last two formulas of (2.1) may also be written as 
(2-l) 
(2.2) 
P(t) = f&+(S)) 4t - 6) d5, 
0 
c?(t) = - fg(-- x-(5)) u(t - 6) d5. 
0 
(2.3) 
(iii) Suppose either Q or P is a bounded set. Then either x(t) > 0 or 
x(t) < 0 for t > T for some T < co. Only the first possibility need be 
treated since by considering - x(t) the second possibility is transformed into 
the first. From (I. 1) for t >, T it follows that 
0 < x(t) <f(t) - &Y(W) & - E) dt, 
0 
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and hence supoGtGm I x(t)1 < co. It will be evident from (iv) how those 
arguments may be modified to yield the specific estimate (I .6) in the present 
case. 
(iv) Suppose P and Q (and, therefore, also R) are unbounded sets. We 
first show that 
P, 4 ~~AC[O, a), (2.4) 
i.e., that p and q are absolutely continuous on every compact subinterval of 
[0, cc). Let 0 < T < cc and set 
K = K(T) = orbit&+. 
Define a(t) = a(0) for t < 0 and 
Then 
44 = p(t) + a(O) j:,(~+(o) df. 
Hence it suffices to show that p E AC[O, T]. Let ((ti , ti + hi)} be nonover- 
lapping intervals on [0, T]. Since 
c(t) = [‘a(t - 5) df = 1” a(f) dt E AC[O, T], 
JO J t-T 
it follows from (1.3) that 
c / n(tj) - d(t, + hi)1 = c j: [a(tj - ~) - a(t, + hi - 
as 
c hi 4 0. 
Hence 
1 I P(h) - Il(h + Ml < KC j= [a(tj - () - a(tj -+- hi 
0 
as 
c hi + 0. 
- - 01 dS - 0 
01 &C - 0 
Thus p E AC[O, T], which establishes (2.4) for p; the proof for q is similar. 
We assert 
p’(t) < 0 a.e. on Qu R. (2.5) 
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First observe that (1.2), (1.3) and (2.3) imply 
P(t + h) - P(t) = St+*&+(t)) u(t + h - 5) dt 
t 




< &+(fN 4 + h - 6) d4 
t 
for 0 < t < t + h. Let t E Q u R and let c > 0. Then there exists 
6 = S(E, t) > 0 such that 0 < g(x+(e)) < E for t < 5 < t + 6. Let 
0 < h < 6. Then (2.6) implies 
Hence 
p(t + 4 - p(t) < l @) h. 
limsup P(t + h, -p(t) < EU(O), 
h-O+ h 
from which (2.5) follows. Similarly 
q’(t) < 0 a.e. on PuR. (2.7) 
In the remainder of this proof it will be assumed that 
This entails no loss of generality, since if f(0) > 0, then Z(t) = - x(t) 
satisfies an equation of type (1.1) in which the hypothesis of the theorem and 
(2.8) hold. 
Since P and Q are open sets [with respect to [0, m)] with infinitely many 
components, (1. I), (2. l), and (2.8) imply that 
Q = iI U%‘, Pi), if f(0) = 0, (2.10) 
Q = LO, E) ” $ (I%‘, K)> if f(0) < 0, (2.11) 
where OIL’, CY; , fii , &‘, /3; E R (k = 1, 2 ,... ), and where all of the intervals 
are disjoint. [Thus 01~’ ‘< aI , prc’ < pi, 01~‘ # &‘, a; # /3; for all j and k; 
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however, it is quite possible to have alit = /3: (or $ = pk’) for some j and k.] 
We consider the case that (2.11) p revails. The slight change in the proof 
required for (2.10) will be noted. 
Let t E P. Then c+’ < t < CX; for some j and (2.2) implies 
X(t) G 4(t) +.fw 
From (2.4), g(0) = 0, (2.7), and (2.11) one has 
(2.12) 
4(t) = jt d(t) dS = (jpt + j,, + jRt) s’(5) dt < i,, q’(5) df 
0 
(2.13) 
where II = (k / &’ < aj’} and where we have used p’(t) ~Lr(0, t). Now (2.2) 
implies 
n 
s ; d(5) d5 = d86) = -f&3, 
(2.14) 
n 
s :f, 4’(0 d5 = Q(K) - n&G’) = P(K) - PUG’) + f(Bk’) -f(K). 
However, recall (2.9, 
P(K) - N&7 G 0. (2.15) 
From (2.12)-(2.15) it follows that 
x(t) G -f(Bb) + k; Lmc’) -f(k%)l + f(th (2.16) 
1 
where the series (possibly infinite) of (2.16) converges absolutely since (1.5) 
obviously implies 
(2.17) 
Let E > 0. Then from (2.16) there exists N = N(E) < CO such that 
x(t) e -f@a + & Lf@%Y -f(K)1 + f(t) + ET (2.18) 
1, 
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where I1,N = 11 n {I,..., N}. Reordering the terms of the (finite) series of 
(2.18) according to the position of &‘, 8;) on (0, t) and then regrouping in 
the obvious way yields, in view of (1.5) [as in (2.17)], 
x(t) s V(f) + E- 
Hence x(t) < V(j). Since t E P was arbitrary it follows that 
(2.19) 
[In the case of (2.10) the term involving /3: does not appear in (2.13), (2.14) 
and (2.16); inequality (2.18) does not appear; and (2.19), (2.20) are respec- 
tively replaced by 
x(t) s W) +&f(t), 
(2.21) 
For t EQ the argument parallels that of the preceding paragraph. Briefly, 
either 0 < t < /3: or pi’ < t < fir for some j. If 0 < t < /3: , then (2.2) 
implies 
40 = dt) + f(t) 3 f(t) 2 &$, f(t)- 
If &’ < t < /3j” , (2.2) implies 
x(t) 3 - P(t) +m 
Analogous to (2.13)-(2.15) one has, with I, = (k 1 ak’ < pj’}, 
s & [f(4) -fo%c31 g W), 
which together with (2.23) yields x(t) 3 - V(f) +f(t). Hence 





Clearly, (2.20) [or (2.21)] and (2.25) [or (2.22)] imply (1.6), which completes 
the proof. 
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3. PROOF OF COROLLARY 1.2 
The uniqueness assertion may be established by the following well-known 
argument. Let U, w E C[O, CO) be solutions of (1.1). Then 
u(t) - u(t) = - j-’ W(5)) - g(W)1 & - 5) d5 (0 < t < a). (3.1) 
0 
Let 0 < T < cc. Then (1.13) implies 
I &J(t)> ~ gMt))l d K I u(t) - 441 (0 < t < T), 
for some K = K(T) < co. Choose 0 < Tl < T so that 
K r^” 45) dt < is TT;l is an integer. 
0 
Then (3.1)-(3.3) imply 
(3.2) 
(3.3) 
for 0 < t < Tl . Hence u(t) E w(t) on [0, TJ. Since (3.1) now implies 
44 - a(t) = - i’:, W(O) - &G))14t - 5) dt (Tl-< t < a), 
a finite iteration of the argument (if necessary) yields u(t) = w(t) on [0, T], 
which obviously establishes the assertion. 
Similarly, the uniqueness for each E > 0 of the continuous solution X, of 
(1.15) also holds. (Here, however, the usual argument involving the Gronwall 
inequality could be used.) 
As noted in the Introduction, Theorem 1 yields the existence for E > 0 
of X, E C[O, CD) which satisfies (I. 15) and 
(3.4) 
(Here the Caratheodory approximations of Section 2 could be replaced by the 
Picard approximations.) 
In order to establish the existence of a solution x E C[O, co) of (1. l), the 
well-known local Picard procedure will be used together with the bound 
(3.4) on x, . Suppose for the moment that this and 
!,[,I$$ I x(t) - %Wl = 0 for each T > 0 (3.5) 
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have been established. Then (3.4) and (3.5) would obviously imply that x 
satisfies (1.6) and complete the proof of Corollary 1.2. 
We now prove that assertions of the preceding paragraph. From (1.13) 
there exists K1 < CO such that 
Let 0 < To < co. Choose v = v(T,) > 0 such that 
Define 
Kl s ” a(t) de = h < &, T,v-l = p (an integer). (3.6) 0 
Kz=K,(To)=max 1 K ( > 1 s; 43 dE) - 
For E > 0 define 
vl..(t> = f :gME)) Mt - 5 + c) - 4 - E)l 8 (0 < t < co), (3.7) 
m, = m4To) = optyT I ~&)I . 0 
From (3.4) and continuity in L1(O, To) one has 
)IS+ m, = 0. (3.8) 
Hence there exists l o = cO(To) > 0 such that 
2(3Kz1 m, G WI + ,:;y, I f(t)1 
Define {+dt)> on LO, 4 by 
%oW - w = r)l*F(G 
(0 < E < E(J). 
for 12 = 0, l,... . In (3.9) 0 < E < co and the dependence of the xi,,(t) on E 
is suppressed in the notation. Clearly xi,, E C[O, v] (n = 0, l,... ). An induction 
yields 
oFzv I %it> - x,(t)1 < 41 + A + *.a + An] < 2m, (?z = 0, l,...). 
(3.10) 
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Another induction then implies 
oF;& i x~.~+l(t) - Xdt)i G An+% (n r= 0, I,...). (3.11) 
It follows from (3.6) and (3.11) that there exists x E C[O, V] such that 
lim[ max [ XrJt) - x(t)/] =r 0, 
Il’io o<t<v 
(3.12) 
which together with (3.9) yields 
44 - xc(t) = - jt k(43) - gMi31 4t - 0 dt + x<(t) (0 :< t :< 1,). 
0 
(3.13) 
However, (1.1.5), (3.7), and (3.13) imply that x satisfies (1.1) on [0, V] and, 
hence, is independent of 6. Moreover, (3.10) and (3.12) also imply 
If p > 2, define 
where x is the same as in (3.12)-(3.14). The preceding inequalities imply 
Define {Xz,Jt)> on [v, 2~1 by 
x2*0(t) - xc(t) = 112.,_(t), 
+a+&) - 4) = - jt k(x,M) - &hY 4t - E) dt i- rli?,t(t), 
” 
for n = 0, l,... . The ~a,~ E C[V, 2~1 and depend on E. Similar to the pre- 
ceding paragraph one now finds that 
max j x&t) - x,(t)1 < 3m,KJl + h + ..* t X”] < 6m,K,, 
v< t<2v 
vgy2v I Xz.n+&) - +a(t)l G hn+13m<Kz 
(n = 0, I ,...) 
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Thus there exists x E C[V, 2~1 such that 
Let x denote the function defined on [0, V] by (3.12) and on [v, 2~1 by (3.15). 
Then x E CIO, 2~1 is a solution of (1. I) on [0, 2~3 and satisfies 
Continuing the obvious induction, one establishes the existence of a solution 
x E CIO, T,,] of (1.1) which satisfies 
max 1 x(t) - x,(t)1 < 2(3K,)o-l m, 
o< tcr, 
(0 < E d co). (3.16) 
Since K, and p do not depend on l , it follows from (3.8) and (3.16) that (3.5) 
is established for T = T,, and that 
Since To is arbitrary, the above assertions are now evident. 
4. PROOF OF THEOREM 2 
The notation of Section 2 is used here. Without loss of generality, it is 
assumed that 
f(a) 2 0 (4.1) 
and only (1.17) will be established. [Iff(oo) < 0 one reduces to the case of 
(4.1) by considering Z(t) = - x(t).] Of course, in view of (4.1) a sign assump- 
tion onf(O), as in (2.8), is not permitted here. 
It is easy to show that (1.17) holds if Q and P are not both unbounded sets. 
Thus, suppose 
0 < 44 (T<t<co) (4.2) 
for some T. Then (1.1) implies 
x(t) + j=gW)) 4 - 5) d5 <f(t) (T < t < co). (4.3) 
0 
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Obviously (4.2), (4.3), and a(a) = 0 yield (1.17). On the other hand, if for 
some T 
0 3 x(t) (T < t < a), (4.4) 
then 
(T SC t < co). (45) 
However, (4.1), (4.4), (4.5) and a(co) = 0 imply X(C.D) -- f(a) = 0 and 
again (1.17) holds. 
Thus, in the remainder of the proof it is assumed that P, Q, and (hence) R 
are unbounded sets and that (4.1) holds. The decomposition of Q is given by 
(2.10) iff(0) 3 0 and by (2.11) iff(0) < 0, while the decomposition of P is 
given by (2.9) iff(0) < 0 and by 
P = [0, a:) U iJ (a*‘, a;) if .fP) > 03 
k=l 
where ag , OIL’, a; E R (k = 1, 2,...). 
We now show there exists q* 3 0 such that 
,+~~~p”R4(t) = 4*> (4.6) 
[i.e., for each E > 0 there exists T(c) < co such that t 2 T(E) and t E P u R 
imply / q(t) - q* ! < l .] Let E > 0. Then (1.5) implies V(f, [T, m)) <. E 
for some T = T(c) < 00. Without loss of generality assume T ‘,;r ,k?,” if 
f (0) < 0. Let T < t, < t, with t, , t, E P u R. Setting 
one has, similar to (2.13)-(2.15) 
G & [.f (Bk? - fW1 s I,‘( f, [tl , tJ) < c. 
Hence 
lim SUP q(t) < s(Q + 6, 
t--tm, tsPuR 
which implies (4.6). [An obvious modification of this argument also yields 
q* < v(f) iff(O) 3 0, and q* < v(f) + supO~tcm if(t)1 in general.1 
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The existence of p* 3 0 such that 
is similarly established. [Also, p* < V(f) + supaGtCm If(t)/ .] From (2.2), 
(4.6), and (4.7) it follows, on letting t ---f CCJ with t E R, that 
p* = 4* +f(a). (4.8) 
We now show that 
li~+y x(t) <f(a), (4.9) 
which is half of assertion (1.17). Suppose (4.9) does not hold. Then there 
exists a number LG and a subsequence {C$} of {cQ’} such that 
(j = 1, 2,...), (4.10) 
fiiI “Lj = 03. (4.11) 
In the next few paragraphs we study the behavior of x on the intervals 
[a;, , 4jl (j = 1, 2 ,... ). 
As a consequence of (4.10) and (4.11) one has 
sup(c& - a&) < 00. 
i 
To show this, again observe from (2.2) [as in (2.12)] that 
(4.12) 
x(t) B q(t) +m (cd;, < t < aij; j = 1, 2,...). (4.13) 
Furthermore, 
Q(4ij) = - 1; g(- x-(S)) 44, - E) dt 
48) &-, 
(4.14) 
where, by Theorem 1, SUP,~,,, 1 g(x([))I < co. If (4.12) does not hold, then 
(4.6) and (4.14) imply that q* = 0. However, (4.6), (4.13), and q* = 0 
contradict (4.10). Thus, (4.12) holds. 
On [$ , c$J (1 .I) may be rewritten as 
x(t) + saLi g(x+(t)) a(t - E) dt + jt g@+(O) a(t - E) & = q(t) + f(t). 
0 “ij 
(4.15) 
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Hence 
Since the left-hand side of (4.16) is monotone nonincreasing, it follows from 
(1.5) (4.6) (4.10), (4.11), and (4.16) that 
s Gij g(x+(t)) 44, - 5) de<d4,) + f(G,> - 4 (f(a) + 4 (j 2 Jd, 0 
(4.17) 
for some J1 < 00. 
From (1.6) and (1.16) one has 
I dwl < P I 4t>l (t E p iJ e,, (4.18) 
for some constant 0 < p < co. 
Define wj(t) on [C&~ , a;,] as the unique solution of the linear equation 
q(t) + i[“’ g(x+(O) a(t - 0 dt + pa(O) j t 
4, 
w&-) dt == q(t) +f(t). (4.19) 
It is a matter of simple substitution to show that 
q(t) = s(t) +f(t> - j"' g(x+(E)) 4 - 5) df 
0 
(4.20) 
-w(O) jt e-Pa(o)(t-T) 
#ii 
[d4 + f(4 - jy g(~+(O) 4~ - 0 @] dT, 
which easily implies 
+ pu(()) j"i e-Pa(o)(U;j-T) 
"ii [da;j) - q(T) +fb:j> -f(T)] d7. 
Combining (1.5), (4.6), (4.11), (4.12), (4.17), and (4.21) readily yields 
liE$f wj(ol&) > 0. (4.22) 
409/39/2-14 
474 LEVIN 
In the next paragraph it will be shown that 
x(t) > q(t) (aLj < t < a;E,;j = 1, 2 ,... ). (4.23) 
However, (4.22) and (4.23) are not compatible with x(cY~~) = 0 (recall CX& E R). 
The contradiction will establish (4.9). 
Define zj,t(t) on [cx’~ le , ai], for each E 3 0, as the unique solution of the I 
linear equation 
%,EP) + f7 gtx+(S)) 4 - 5) d5 + w(O) J t 
“kj 
%(5) a = 4(t) + f(t) - E* 
(4.24) 
We assume without loss of generality that a(0 +) = a(O) and, since the 
theorem is trivially true if u(O) = 0, that a(O) > 0. It is clear that 
zj,o(t) = v.+(t), .zj,, is given by a formula similar to (4.20), and 
We now show that 
on cq d t < ff;, for each E > 0 ( j = 1, 2,...). 
(4.25) 
[Assertion (4.23) clearly follows from (4.25) and the remarks preceding it.] 
Suppose (4.25) does not hold for somej and some E > 0. Then z~,~(cY;C~) = - c: 
[compare (4.15) and (4.2411 and ~(a;,> = 0 imply the existence of t* such that 
“& < t* < *ii ) (4.26) 
2&(t) < x(t) (a& < t < t”), 2+,(t”) = x(t*). (4.27) 
From (4.15) (4.24), and (4.27) it follows that 
which together with (1.3) readily yields 
P(O) t*s t*-tt Ed-) dt< & j-‘* g(~+tO) 4t* - 5) 8t (af9 G t< t*). (4.28) 
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Letting t t t* in (4.28) implies ~z~,~(t*) < g(x*(t*)). However, invoking 
(4.18) and (4.26) now yields 
which contradicts (4.27). The contradiction establishes (4.25) and with it, 
as already noted, (4.23) and (4.9). 
The other half, 
0 < lim+rrf x(t), (4.29) 
of (1.17) is proven in the same manner as the above argument for (4.9). 
Assuming (4.29) is false leads to 
for some f, {/?;,>, which in turn implies SU~&?~~ - pj,) < co. The analysis 
of x on the [,5$ , ,$;,I intervals parallels the preceding discussion concerning 
the [c&, , u’Q intervals. 
5. CONCERNING (1.19) 
A change of variables in (1.19) implies 
f(t) = 1 + (& - 6) ,l [sin(log(l + P)) - sin(log(1 + (t - [)“))I d[, 
for 1 < t < a. The mean-value theorem now yieldsf(cO) = I as asserted. 
Differentiation implies 
(1 - 2~)plf’(t) = cos(log(1 + t2)) J‘:, /,pII ~ -+&; d[ 
X [cos(fog(l + t2)) - cos(log(1 + (t -~ [)“))I dt 
== I1(t) + 12(t), 
for 1 < t < a3. A trivial calculation shows that II --= O(tp”) as t + co and, 
using the mean-value theorem, I, = O(tP) as t - oz also follows. Thus 
f’ = O(tp2) as t---f co, so that f~ BV[O, co) as asserted. 
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Note added in proof. Extensions of some of the results of this paper to more 
general equations, such as 
I 
t 
x(t) + &(O, I, t) W5, t) dt = f(t), 
0 
will appear in J. J. LEVIN, Remarks on a Volterra equation, in “Proceedings of the 
Symposium on Delay and Functional Differential Equations,” Academic Press, NY. 
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