The operation of contraction (referring to the removal of knowledge from a knowledge base) has been extensively studied in the research field of belief change, and different postulates (e.g., the AGM postulates with recovery, or relevance) have been proposed, as well as several constructions (e.g., partial meet) that allow the definition of contraction operators satisfying said postulates. Most of the related work has focused on classical logics, i.e., logics that satisfy certain intuitive assumptions; in such logics, several nice properties and equivalences related to the above postulates and constructions have been shown to hold. Unfortunately, previous work has shown that the postulates' applicability and the related results generally fail for non-classical logics. Motivated by the fact that non-classical logics (like Description Logics or Horn logic) are increasingly being used in various applications, we study contraction for all monotonic logics, classical or not. In particular, we identify several sufficient conditions for the various postulates to be applicable, and show that, in practice, relevance is a more suitable (i.e., applicable) minimality criterion than recovery for nonclassical logics. In addition, we revisit some important related results from the classical belief change literature and study conditions sufficient for them to hold for non-classical logics; the corresponding results for classical logics emerge as corollaries of our more general results. Our work is another step towards the aim of exploiting the rich belief change literature for addressing the evolution problem in a larger class of logics.
Introduction
One's beliefs are not generally static but evolve over time for various reasons: new, previously unknown, classified, or otherwise unavailable information may have become known; a new observation or experiment may reveal a new fact; or modelling errors may be identified [1] . Belief change [2] is the research field that deals with the problem of how idealized rational agents change their beliefs.
The most influential work on belief change is the AGM theory, also referred to as the AGM paradigm [3] . The AGM theory considers beliefs expressed using classical logics, i.e., logics that satisfy certain assumptions (such as supraclassicality and compactness); we refer to these assumptions as the AGM assumptions. The AGM assumptions are general enough to engulf many interesting logics, like classical propositional logic and first-order logic, but exclude some logics useful for various modern applications, such as Description Logics (DLs) [4] , which are being used in the Semantic Web [5] , Horn logic [6] , the basis for many rulebased systems and applications, and intuitionistic logic [7] , which is being used to formally reason about programs and programming languages.
Under the AGM paradigm, beliefs of idealized rational agents are modeled as sets of propositions closed under logical consequences, called belief sets. Three different change operations for belief sets were considered; here we focus on contraction, which causes the agent to abandon some logical proposition. Deciding what to remove during contraction is not always a purely logical decision, so contraction cannot be defined using an algebraic expression [3] . The AGM theory addressed this problem by introducing rationality postulates which should be satisfied by any rationally defined contraction operator, essentially defining a family of contraction operations.
Starting from these postulates, it was showed that contraction can be used to define revision operators, i.e., operators that add logical propositions to our knowledge in a consistent manner (and vice-versa) [3] . Further work included the proposal of constructions which allow the definition of contraction operators through an intuitive procedure, such as partial meet contraction [3] and safe contraction [8] . These results made the AGM paradigm the most influential work in the field and caused most of the belief change literature to be based on the same general intuitions and assumptions. Nevertheless, there was no complete consensus, and two main lines of criticism emerged.
The first criticism focused on the intuition regarding the AGM postulates themselves, mostly regarding the contraction postulate of recovery [9, 10, 11] . The recovery postulate was an attempt to formalize the Principle of Minimal Change, which states that the knowledge lost during contraction should be minimal. However, recovery was criticized as counterintuitive [11] , or superfluous [10] . Hansson argued that the minimality criterion is better formalized using the relevance postulate [11] . Nevertheless, Hansson was able to prove that relevance and recovery are in fact equivalent in the presence of the AGM assumptions and the other contraction postulates. Hansson concludes his article claiming that recovery should be accepted as an "emerging property, rather than as a fundamental postulate, of belief set contraction". In other words, Hansson claimed that "recoverability" (as expressed by the recovery postulate) is an emerging property of "minimality" (expressed by the relevance postulate).
The second line of criticism was related to the applicability of the AGM paradigm to non-classical logics. In particular, it was shown that, even though the AGM contraction postulates themselves can be recast so as to be applicable to non-classical logics, they cannot be actually used to characterize contraction, because in many interesting non-classical logics, there are no contraction operators that satisfy them [1, 12] . The recovery postulate was identified as the main reason behind this failure [1] There have been several attempts to adapt AGM contraction to specific nonclassical logics (see for example [13] for relevant logics, [14] for paraconsistent logics, [15, 16] for Horn Logics). However, they focused on particular formalisms and to our knowledge, no systematic study of the logical properties and the relation between sets of postulates and the partial meet construction for belief sets exists. For belief bases (sets not necessarily closed under logical consequence), such a study is to be found in Hansson and Wassermann [17] .
The present paper focuses on the contraction operator and attempts to shed new light on the connection between relevance, recovery and the partial meet construction, by considering the applicability and relations between these two postulates and the partial meet construction for non-classical logics. In particular, we drop most of the AGM assumptions and revisit the above results by reconsidering the use of relevance as a minimality criterion. Initially, we observe that the equivalence between relevance and recovery fails when the AGM assumptions are dropped, i.e., recoverability is not the same as minimality for non-classical logics. Motivated by this fact, we consider various classes of logics and determine sufficient conditions for the applicability of the AGM postulates with recovery or relevance. In addition, we determine sufficient conditions under which partial meet can be used to construct contraction operators that satisfy the AGM postulates with recovery/relevance for various classes of logics. Finally, we apply our results to several interesting logics.
Our main conclusion is that relevance forms an interesting alternative as a minimality criterion for contraction when dealing with non-classical representation formalisms, mainly because relevance is more widely applicable for practical cases than recovery. These results are part of a larger effort towards exploiting and reusing the results of the rich belief change literature for addressing the problem of knowledge evolution in non-classical knowledge representation formalisms.
The rest of the paper is structured as follows: Section 2 contains some discussion on existing related work. Section 3 introduces the background that this paper is based upon, namely the definition of various classes of logics and the corresponding properties holding in such logics, the AGM theory [3] , the relevance postulate [11] and the partial meet construction [3] . Section 4 is the main section of this paper, and describes the connection between recovery, relevance and partial meet for non-classical logics, as well as the conditions under which a contraction operator satisfying these postulates can be defined in such logics some discussion on a weaker version of relevance, namely core-retainment, is also included. Section 5 applies these results to show that several logics useful in applications do not admit contraction operators that satisfy the AGM postulates, but admit operators that satisfy the AGM postulates with recovery replaced by relevance which we call AGM-relevance. Section 6 provides a summary of the main results appearing in the paper, whereas Section 7 presents a number of possible extensions for future work. The proofs for all the results that appear in this paper can be found in the Appendix; the Appendix also contains several lesser results (lemmas) that do not appear in the main paper.
This paper is based on the PhD theses of two of the authors [1, 12] , and some of the results have appeared in workshops and conferences ( [18, 19, 20, 21] ) in less depth and detail than done here.
Related Work
Relevance has been widely used in the context of belief base contraction in both classical [22, 23] and non-classical [24, 25, 26, 17] settings. This popularity followed the realization that recovery is not applicable for belief base contraction [23] . All these works address belief base contraction (as opposed to belief set contraction considered in this paper), and none of them considers recovery, or its relation with relevance, in their context.
A survey of works studying belief change in non-classical logics can be found in Hansson and Wasserman [27] . The limitations of the recovery postulate with regards to its applicability to non-classical logics can be found in Flouris [1] , but this work focused mainly on DLs; a similar study for Horn logic appears in [28] . Again, none of these works consider the relation of recovery with relevance in their setting.
Another attempt to circumvent the non-applicability of recovery in nonclassical logics is found in Lakemeyer and Lang [29] , where an alternative set of postulates, suitable for four-valued logics, is proposed; the main concern in their work is to prove computational tractability instead of verifying representation theorems.
Several works also studied variations of the partial meet construction for non-classical logics. Restall and Slaney [13] proposed the use of first-degree entailment (originally introduced by Anderson [30] ) instead of classical entailment; under this alternative (non-classical) semantics, recovery is inapplicable, but an adaptation of partial meet, based on non-maximal remainder sets, can be used as the basis for contraction. This approach was shown to avoid the need for taking the meet of remainder sets, because one can take one of the non-maximal remainder sets as the result of the contraction [31] .
Belief change in the Horn fragment of classical propositional logic has been a hot topic in the past years. Delgrande [32] suggested two different ways in which a remainder set can be defined, one based on entailment and the other on inconsistencies. Entailment-based remainder sets (called e-remainders), are defined in the usual way, as maximal subsets of a belief set not implying a given formula (but here a belief set is closed under Horn consequence, instead of classical). The e-remainder constructions are suitable for partial meet contraction.
Inconsistency-based remainder sets (i-remainders) are defined in a slightly different way, as the maximal subsets of a belief set which are consistent with a given formula. This construction is more appropriate for defining revision in logics where negation is not always defined and was used in Ribeiro and Wassermann [24] in the context of description logics. The same paper provides a set of rationality postulates that the operations satisfy, but the postulates are not strong enough to characterize them. Basically, the operations satisfy five of the six basic AGM postulates for contraction, the exception being recovery.
Still considering Horn logics, Booth et al. [31] propose the use of infraremainder sets, which are defined as any set between full meet and maxichoice contractions. The outcome of contraction is defined as one infra-remainder set, selected by some function. In the same paper, a representation result is given with the recovery postulate being substituted by a postulate closely resembling relevance. However, the postulate refers to infra-remainders. Another representation result was given by Booth et al. [16] showing that contraction using infra-remainders is in fact equivalent to kernel contraction.
Moreover, Zuang and Pagnucco [33, 34] worked on epistemic entrenchment and model based constructions, whereas Delgrande and Wassermann [35] developed a model-theoretic characterization of Horn contraction. Revision operations under the Horn fragment were proposed by Delgrande and Peppas [36] , Adaricheva et al. [37] and Creignou et al. [38] . The latter deals also with other fragments of classical propositional logics such as dual Horn (allowing at most one literal per clause to be negative) and Krom (allowing at most two literals per clause).
Background

Logics
In this work, we will adopt the definition of logics given by Tarski, under which a logic is a pair L , Cn , where L is the set of expressions (propositions) of the underlying language and Cn : 2 L → 2 L is a function mapping sets of propositions to sets of propositions (consequence operator ). The intuitive meaning of Cn is that a set of propositions A implies exactly the propositions contained in Cn(A). The consequence operator is required to satisfy the following (intuitively obvious) conditions:
A belief set is any set A such that A = Cn(A). A set of propositions A is finitely representable iff there is a finite set A such that Cn(A) = Cn(A ). We say that A implies B iff B ⊆ Cn(A).
Logics that satisfy the above three properties (inclusion, iteration, monotonicity) will be called Tarskian. Most of the logics used in the literature are Tarskian, the most notable exception being non-monotonic logics [39] (where monotonicity fails). In this paper, we restrict our attention to Tarskian logics, so, unless otherwise mentioned, the term logic will refer to a Tarskian logic.
One can identify several interesting subclasses of Tarskian logics that satisfy additional properties. Here, we concentrate on the following:
Compactness is important because it allows every inference to be finitely determined. Note that compactness does not imply that all belief sets are finitely representable.
Finiteness: A logic L , Cn is finite iff there is a finite number of distinct belief sets. Obviously, all finite logics are compact [40] and their beliefs are finitely representable. Most logics are defined as infinite structures (e.g., by admitting an infinite set of atoms/constants in propositional/firstorder logic respectively). However, in practice computer systems can only deal with finite structures (and logics), so the use of infinite logics usually comes with an implicit finiteness assumption (e.g., by limiting the number of atoms/constants that can be used).
. Distributivity corresponds to a generalized version of the "Introduction of Disjunction in the Premises" property that was used in the original AGM paper [3] . It can be shown [1] that logics with this property are isomorphic to distributive lattices [41] , so we use here the less verbose term "distributivity" to describe this property. Given that a lattice is distributive if and only if it is isomorphic to a lattice of sets (closed under set union and intersection) [41] , the relationship of distributive logics with distributive lattices enforces a "canonical" structure to the belief sets of a distributive logic (for other interesting properties of distributive lattices, see [41] ). Note that distributivity combined with monotonicity implies that Cn(
; as in this work we only focus on monotonic logics, we will often use the latter expression for distributivity.
Complementarity: A logic satisfies complementarity iff for all finitely representable A ⊆ L there is some finitely representable A ⊆ L such that Cn(A ∪ A ) = L and Cn(A) ∩ Cn(A ) = Cn(∅) (A is called the complement belief of A). This property says that every finitely representable set of propositions has a complement belief. Logics that satisfy complementarity are isomorphic to complemented lattices [1, 41] . Complementarity was studied by Flouris [1] (under a different name) and was shown (along with distributivity) to be important for our study of AGM-compliance (see also the results in Section 4 below).
Boolean A logic is Boolean iff it is distributive and closed under negation satisfies complementarity. The term "Boolean" stems from the fact that Boolean logics are isomorphic to Boolean lattices [1, 41] .
Closure under connectives: A logic L , Cn is closed under a binary connective
. The definition can be easily extended for unary and, more generally, n−ary connectives. Logics with this property allow compound expressions (like α∧(¬β)) to be formulated. Note that closure under the connective ¬ is similar, but not identical to complementarity. The former refers to propositions, whereas the latter refers to finitely representable beliefs. Furthermore, closure under connectives is a syntactic requirement, so, e.g., ¬a is a unique proposition, and no assumptions are made as to its semantics; on the other hand, complementarity is semantic, so the complement of A as defined above has a specific semantics, and there could be several complements of a single belief (or even none at all).
Supra-classicality:
A logic L , Cn that is closed under the standard logical connectives (∧, ∨, →, ¬) is supra-classical iff for all A, Cn(A) contains all classical consequences of A [3] . This property was used in [3] to guarantee "compatibility" with standard logical formalisms, like propositional or first-order logic. Note that supra-classicality makes sense only for logics that are closed under the standard connectives, because tautologies contain such connectives.
Deduction: A logic L , Cn that is closed under the connective → satisfies deduction iff for every α, β ∈ L and every A ⊆ L , it holds that α ∈ Cn(A∪{β}) iff β → α ∈ Cn(A) [3] . Again, this property was used in [3] to guarantee "classical semantics" for the logics considered, and only makes sense for logics that are closed under →.
As we will explain in the next subsection, all these properties (except finiteness) were included as assumptions for the logics considered in the original AGM paper [3] . Examples of logics that don't satisfy some of these assumptions will be given in Section 5.
The AGM Theory
As already mentioned, belief change addresses the problem of how idealized agents change their beliefs [2] . Belief change is a mature field of research, with a rich literature. Here, we concentrate on the most seminal work on belief change, namely the AGM theory, which is most relevant for our work, and its generalization for non-classical logics, as it appeared in Flouris' Thesis [1] .
The AGM theory focuses on logics that satisfy the AGM assumptions, i.e., logics which are Tarskian, compact, closed under the standard logical connectives (∧, ∨, →, ¬), supra-classical and satisfy deduction [3] . Logics that satisfy the AGM assumptions will be called classical. Examples of classical logics include propositional and first-order logic. Moreover, using the fact that classical logics are closed under the standard connectives, it can be easily shown that all classical logics are also Boolean. On the other hand, several interesting logics are non-classical. In this paper, we will concentrate on the family of Description Logics [4] , Horn logic [6] and intuitionistic logic [7] ; these logics will be considered in more details in Section 5.
AGM theory considers three operations for belief sets: expansion (denoted by +), which causes the agent to accept a new proposition unconditionally, revision (denoted by * ), which causes the agent to accept a new proposition consistently, and contraction (denoted by −), which causes the agent to abandon some proposition. All operations were originally defined between a belief set K and a proposition α. We can easily redefine these operations to apply between a belief set K and a finitely representable set A. Such a set should be interpreted conjunctively, i.e., {α, β} represents "α and β". As many of the logics we will consider in this paper are not closed under conjunction (∧), such as most Description Logics, this generalization is important for our purposes.
Expansion is the simplest of these operations and, given a belief set K and a finitely representable set A, it can be defined directly as:
This is not the case for revision and contraction, which cannot be explicitly defined. Let us take contraction for example: to remove {b} from Cn({a, a → b}), one may choose to remove, or weaken, either, or both, of the two propositions a, a → b; for many of these options, one cannot devise purely logical arguments in favor of a choice. The approach chosen by the AGM trio [3] to address this problem was to define a set of rationality restrictions, called the AGM postulates, that determine the properties that a rational contraction (or revision) operator should satisfy. This essentially defines a class of operations which are equally plausible to serve as contraction (or revision) operators.
In this paper, we focus on contraction, so we will only present the six contraction postulates that were defined in the AGM paper [3] reformulated so as to be applicable to non-classical logics. Note that the original and reformulated versions are equivalent for classical logics. The reformulation also considered the generalized version of contraction, where the contracted belief is a finitely representable set of propositions, rather than a single proposition. The reformulated AGM postulates are:
Closure guarantees that the result of a contraction is a belief set. Success states that the retracted belief must be removed unless it is tautological. Inclusion states that no new information should be added to the original belief set during contraction. Vacuity deals with the limit case where the contracted belief is not a consequence of our beliefs to begin with; in this case nothing should be done. Extensionality guarantees that the syntax of the retracted belief does not affect the result. Finally, the most controversial postulate, recovery, states that if a belief is contracted and then added again, then the initial belief state should be recovered; this is meant to capture the intuition that only propositions that are somehow related to the contracted belief should be removed.
In the following, the term AGM postulates will refer to the above generalized version. A contraction operator satisfying the AGM postulates will be called an AGM-compliant contraction operator.
Note that the vacuity and success postulates are based on the fact that A is interpreted conjunctively, so, if K does not imply any of the propositions in A, then it does not imply A as a whole. Thus, it is enough to contract any one proposition from A, rather than all propositions in A; in the terminology of Fuhrmann [22] , this corresponds to choice contraction (which is more suitable for our setting) rather than package contraction.
Makinson defined an operator similar to contraction, called withdrawal [10] . A withdrawal operator satisfies the first 5 postulates (i.e., all the AGM postulates except recovery). Thus, withdrawal operators are not required to satisfy any postulate encoding the minimality criterion. This shortcoming leads to awkward results. For example, for any given beliefs K, A such that A ⊆ K, the operator K − A = Cn(∅) is a valid withdrawal operator, despite the fact that its application causes the loss of all beliefs from our knowledge, even those that are irrelevant to the contracted belief.
Relevance
Recovery is the most controversial AGM postulate and its use as a rationality postulate was criticized by many authors for having unintuitive consequences [9, 10, 11] . Given that recovery is the only AGM postulate that encodes minimality, Hansson proposed to replace recovery by a new postulate called relevance, which states that any proposition that is removed from our beliefs during a contraction must somehow contribute to inferring the contracted belief [11] ; in other words, all removed propositions were removed for good reasons. As with the AGM postulates, the original formulation of the relevance postulate by Hansson assumed that a single proposition is contracted. A generalized version of the postulate, which is equivalent to the original one for classical logics, but is applicable for all Tarskian logics and allows the contraction of finitely representable beliefs is:
Relevance states intuitively that only the sentences β that somehow "contribute" in deriving A are allowed to be removed during a contraction operation. To determine whether β "contributes" in deriving A, we check whether there is a subset K of K which does not imply A by itself, but would imply A with the addition of β; if not, then β is obviously "irrelevant" to A, and should not be removed from K during contraction, otherwise A and β are somehow related, and β could (but need not) be removed.
Relevance is meant to capture the minimality expected from contraction operations, while avoiding some non-intuitive aspects of recovery. It has been extensively studied in the literature, especially in the context of belief base contraction [23] . However, Hansson proved that relevance and recovery are equivalent in the presence of the other AGM postulates and the AGM assumptions [11] ; thus, he concluded that recovery should be accepted as an "emerging property" of belief contraction, rather than a fundamental postulate. As we will show later (Section 4), this surprising result does not hold for many non-classical logics, i.e., there are logics where relevance and recovery are not equivalent.
In the following, we will use the term AGM-relevance postulates to refer to the AGM postulates with recovery replaced by relevance, and the term relevance-compliant contraction operator to refer to an operator that satisfies the AGM-relevance postulates.
Partial Meet
The presented postulates determine the properties that a contraction operator should satisfy, but give us no clue as to how a contraction operator should be constructed. This is the role of constructions, like the ones presented in [3, 8] . Here, we concentrate on partial meet contraction, introduced in [3] (other constructions are left for future work). The idea behind partial meet contraction is that the result of a contraction operator should be the intersection of some (arbitrarily selected) sets which are maximal subsets of K that do not imply
To define the partial meet construction formally, we define the remainder set, which is the set of all maximal subsets of K that do not imply A: Definition 3.1 (remainder set). Consider a belief set K and a finitely representable set of propositions A. The remainder set K ⊥ A is the set of all X such that:
A selection function is any function that chooses elements from K ⊥ A. Formally: Definition 3.2 (selection function). Let K be a belief set. A selection function for K is any function γ such that for every finitely representable A:
A partial meet contraction − γ is an operator defined as the intersection of the elements of γ(K ⊥ A):
One of the central results of the AGM paper [3] was that partial meet contraction and AGM contraction postulates are equivalent, i.e., that every partial meet contraction operator is an AGM-compliant contraction operator and every AGM-compliant contraction operator can be constructed as a partial meet contraction (obviously, the same holds for relevance-compliant contraction operators [11] ). This representation theorem for partial meet contraction holds for classical logics; in Section 4, we will show that it is not generally true for non-classical logics, and present sufficient conditions under which the theorem holds.
Dropping the AGM Assumptions
Many modern logical formalisms used in interesting applications do not satisfy the AGM assumptions, so the above results do not apply for them. As an example, consider the DL formalism [4] , which is a unifying framework to define a family of logics (most of which are subsets of first-order logic [4] ). Each DL strikes a different balance between complexity and expressivity, so they are useful for different applications. DLs are important because they constitute the major formalism for knowledge representation in the Semantic Web [5] . DLs are non-classical, because they are not closed under the standard logical connectives. The same holds for other Semantic Web languages, like RDF/S [42, 43] and OWL [44] . Similarly, propositional Horn logic [6] is a subset of propositional logic in which the satisfiability problem is polynomial and is widely used in rule-based systems and other applications that depend on low complexity. Horn logic does not satisfy complementarity, so it is not classical. Finally, intuitionistic logic [7] is similar to propositional logic, but with different semantics (e.g., the law of excluded middle fails, so it is not classical), and has been used in various applications, such as formal reasoning about the correctness of programs.
When considering logics that do not satisfy the AGM assumptions, one loses the nice structure of classical logics. As a result, for given K, A it may be the case that there is no suitable belief set to serve as a result of the operation K − A and satisfy the contraction postulates. In addition, the equivalence between partial meet contraction, recovery and relevance fails. These facts can be easily shown with a simple example, such as example 4.1 below. Thus, the standard AGM postulates are not suitable for describing rational contraction operators for certain non-classical logics.
In [1] , it was shown that this observation can be extended to several important logics (like many DLs, as well as OWL). Thus, we could consider replacing these postulates with another set that would be more applicable. One possible candidate is relevance [12] , that could replace recovery; indeed, the logic of Example 4.1 allows defining relevance-compliant contraction operators, and the same operators can also be constructed using partial meet. As we will see later, this holds for many logics, but not all.
Example 4.1: Consider the following simple logic:
The logic is obviously Tarskian. It is also finite, thus compact, and distributive (easily checked by considering all possible triples of A 1 , A 2 , A 3 ). It does not satisfy complementarity ({a} has no complement), and is not closed with respect to any connectives. Thus, it is not classical.
Moreover, one cannot define a contraction operator satisfying the AGM postulates. In particular, for the operation {a, b} − {a}, none of the possible results (namely L , {a}, {b}, ∅) would satisfy all 6 AGM contraction postulates, as L , {a}, {b} do not satisfy success, whereas ∅ does not satisfy recovery.
If we replace recovery with relevance, then contraction operators are definable. For example, it is easy to verify that taking ∅ as the result of {a, b} − {a}, would satisfy the AGM-relevance postulates. Moreover, we can easily verify that for any other pair of belief sets K, A, we can satisfy the AGM-relevance postulates for the operation K − A by just taking K − A = ∅ whenever Cn(K) = Cn(A) and taking K − A = K otherwise.
Finally, it can be easily verified that in all cases the result of a relevance-compliant contraction operator could be constructed as a partial meet contraction, and vice-versa. In the case of {a, b} − {a} for example, it holds that {a, b} ⊥ {a} = {∅} (i.e., the singleton set containing just ∅), so the partial meet construction would (necessarily) give {a, b} − {a} = ∅.
AGM-Compliance
The observation that the standard AGM postulates cannot be used for many non-classical logics led to the study of AGM-compliant logics, i.e., logics that admit a contraction operator satisfying the AGM postulates [1] . Formally: Definition 4.2. A logic is AGM-compliant iff at least one AGM-compliant contraction operator can be defined in this logic.
It can be shown that a logic is AGM-compliant if and only if its beliefs can be "decomposed", with respect to any of their sub-beliefs, into two complementary (but not necessarily disjoint) sub-beliefs, as formally described in the following theorem 2 :
As expected, all classical logics are AGM-compliant [1] . In fact, the following stronger result holds:
Many popular non-Boolean logics are not AGM-compliant, such as several logics used in the Semantic Web [1, 12] . In Section 5 we will show other examples of non-AGM-compliant logics.
The next result shows that complementarity and AGM-compliance are closely related. Before that we need to define another property:
L such that every X ∈ Γ is a belief set (X = Cn(X)) and for every X 1 , X 2 ∈ Γ we have that X 1 ⊆ X 2 or X 2 ⊆ X 1 . A logic satisfies the descending chain condition if any chain Γ of belief sets in the logic has a minimum. A logic satisfies the ascending chain condition if any chain Γ of belief sets in the logic has a maximum.
It is easy to verify that both these properties are valid for any finite logic. Theorem 4.6. AGM-compliant logics that satisfy the descending chain condition satisfy complementarity.
This result is useful for AGM-compliance, because, if a logic satisfies the descending chain condition and does not satisfy complementarity, then, per Theorem 4.6 it is necessarily not AGM-compliant. An additional corollary of Theorem 4.6 is that we can show a finite logic to be non-AGM-compliant by showing that it does not satisfy complementarity.
Finally, it has been observed that a withdrawal operator (satisfying the AGM contraction postulates except recovery) can be defined in all Tarskian logics [1] . However, withdrawal operations give us no minimality guarantees, as withdrawal can be satisfied even by completely clearing the knowledge base (as shown above), an option that would not make sense for most applications. Therefore, our proposal is to replace recovery with another postulate that would provide wider applicability. A good candidate for this purpose is relevance, a proposal which is evaluated in the next subsection.
Relevance-Compliance
To begin our study of the feasibility of using relevance as a minimality criterion for contraction operators, we define relevance-compliance, which is a notion analogous to AGM-compliance: Definition 4.7. A logic is relevance-compliant iff at least one relevance-compliant contraction operator can be defined in this logic.
We can prove that all compact logics are relevance-compliant; consequently, all finite logics are relevance-compliant also:
This result is very useful, because many interesting logics are compact. In particular, all fragments of first-order logic are compact, thus relevancecompliant (this property will be heavily used in Section 5):
Corollary 4.9. Every logic that is a subset of first-order logic is relevancecompliant.
In addition, a Boolean logic is also guaranteed to be relevance-compliant (as well as AGM-compliant, per Theorem 4.4): Theorem 4.10. Every Boolean logic is relevance-compliant.
Note that this result does not mean that relevance-compliance is a strictly stronger notion than AGM-compliance. In fact, there are logics which are AGMcompliant, but not relevance-compliant (necessarily, these logics are neither compact nor Boolean), and vice-versa. In Section 5 we will present several logics which are relevance-compliant but not AGM-compliant; it is much more difficult to find a logic that is AGM-compliant but not relevance-compliant Example 4.11 below is one such case). Theorems 4.8 and 4.10 show that most interesting logics (which are either compact or Boolean) are relevance-compliant. Thus, for practical purposes, the postulate of relevance is more widely applicable than recovery.
Example 4.11: Consider the following logic:
and there is no j > i such that
Intuitively, x 1 , x 2 , . . . form a sequence of increasingly stronger propositions, such that x i implies all x j , y j for j ≤ i. Each y i implies itself only, whereas a does not imply and is not implied by any finite set of x i , y j .
It is easy to show that L , Cn is a Tarskian logic. The logic is not classical, because, e.g., it is not compact. To see this, note that for X = {x i | i = 1, 2, . . . }, it holds that a ∈ Cn(X) but there is no finite subset of X that implies a. It is also not distributive, because, for example, Cn({x 1 } ∪ {x 2 }) ∩ Cn({x 1 } ∪ {a}) = Cn({x 2 }), whereas Cn({x 1 } ∪ (Cn({x 2 }) ∩ Cn({a}))) = Cn({x 1 }).
The logic L , Cn is AGM-compliant. To see this, take any K, A such that A is finitely representable and Cn(∅) ⊂ Cn(A) ⊂ Cn(K). By Theorem 4.3, it suffices to show that there is a K such that Cn(K ) ⊂ Cn(K) and K + A = K. The table below shows the corresponding K for each such pair (it is obvious to see that K satisfies the required conditions in each case). Note that there are infinitely many distinct belief sets in this logic, but they are all equivalent to one of the following sets: L , {a}, x i for some i, y i for some i, or ∅, so the table contains only those types of beliefs. Some pairs K, A are omitted, because for them the relation Cn(∅) ⊂ Cn(A) ⊂ Cn(K) does not hold.
The logic is not relevance-compliant. No candidate set X exists that would satisfy relevance and success for the operation L − {a}. To see this, note that if X is infinite then it wouldn't satisfy success. If X is finite then there is a x i such that x i / ∈ Cn(X). By relevance there must exist a K such that a / ∈ Cn(K ), but a ∈ Cn(K ∪ {x i }). By the fact that a / ∈ K we have that K must be finite, so a / ∈ Cn(K ∪ {x i }). The next results show that Theorems 4.4, 4.10 cannot be weakened in a trivial manner, i.e., that we need both distributivity and complementarity to guarantee relevance-compliance and AGM-compliance: Theorem 4.12. Complementarity does not imply AGM-compliance or relevancecompliance.
Theorem 4.13. Distributivity does not imply AGM-compliance or relevancecompliance.
Partial Meet, Recovery and Relevance
It has been shown that, for classical logics, partial meet contraction operators are exactly the same as AGM-compliant, or relevance-compliant operators [3, 11] . Therefore, for classical logics, relevance, recovery and partial meet are equivalent characterizations of contraction operators. However, for non-classical logics, we have (in general) no guarantees that partial meet will satisfy the AGM (or any other) postulates. For instance, applying the construction to Example 4.1 for the operation {a, b} − {a} would give ∅, a result that does not satisfy recovery, but satisfies the AGM-relevance postulates. This subsection studies in depth the relationship between partial meet contraction, recovery and relevance for non-classical logics.
We start with the case of compact logics. Compact logics are not necessarily AGM-compliant, so it only makes sense to consider the relation between relevance and partial-meet contraction. In this respect, we can show that compactness is a sufficient condition for partial meet contraction and relevancecompliance to be equivalent; this explains also why relevance and partial meet give the same result in the finite (thus compact) logic of Example 4.1: Theorem 4.14. Let L , Cn be compact and let K be a belief set and A be finitely representable. K − A is an AGM-relevance contraction operator iff there is a selection function γ such that K − A = γ(K ⊥ A).
For Boolean logics, the situation is more complicated. On the one hand, Boolean logics are both AGM-compliant and relevance-compliant (see Theorems 4.4, 4.10). On the other hand, partial-meet contraction does not always give rational results, because for given K, A, not all sequences of elements that are subsets of K and do not imply A have a maximal, so K ⊥ A may "miss" some elements; at an extreme, it may even be the case that K ⊥ A = ∅, even if Cn(A) = Cn(∅) and K = Cn(∅). In such cases, a partial-meet contraction would not satisfy the success postulate. This is shown in Theorem 4.15 below: Theorem 4.15. For Boolean logics, partial meet contraction is not necessarily equivalent with neither the AGM postulates, nor the AGM-relevance postulates.
Despite this fact, we can show several interesting results regarding the connection between the three notions (recovery, relevance, partial meet) in Boolean logics. Let us start by investigating the relation between relevance and recovery. We say that relevance implies recovery (in the presence of the other AGM postulates) in a logic L , Cn iff, whenever a contraction operator − satisfies relevance (and the other AGM postulates), it also satisfies recovery. The definition of recovery implying relevance is completely analogous. We say that relevance and recovery are equivalent in a logic L , Cn iff relevance implies recovery and vice-versa.
The equivalence between relevance and recovery is guaranteed in Boolean logics, as proved below: It is important to note that a logic being both AGM-compliant and relevancecompliant does not necessarily imply that the two postulates admit the same operations (even though this is true for Boolean logics, per Theorem 4.16):
Theorem 4.17. There are logics that are relevance-compliant and AGM-compliant such that relevance does not imply recovery, and recovery does not imply relevance.
The connection of partial-meet contraction with AGM (and relevance) contraction, is not so straightforward. In particular, the problem is that several Boolean logics do not satisfy the ascending chain condition, so we can construct infinite chains of beliefs that do not imply A, and which have no maximum; as a result, K ⊥ A may "miss" some maximal elements and it could even be the case that K ⊥ A = ∅. This causes the equivalence between partial-meet contraction and AGM-compliant/relevance-compliant contraction to fail. The proof of Theorem 4.15 above exploits this fact. This problem does not appear for logics that satisfy the ascending chain condition. More specifically, the following results hold:
Theorem 4.18. Consider a Boolean logic L , Cn such that for all K, A ⊆ L where A is finitely representable, it holds that Cn(A) = Cn(∅) or K ⊥ A = ∅. Then, any partial-meet contraction operator is an AGM-compliant contraction operator.
Theorem 4.19. Consider a Boolean logic L , Cn that satisfies the ascending chain condition. Then, any partial meet contraction operator is an AGMcompliant contraction operator, and any AGM-compliant contraction operator is also a partial meet contraction operator.
Using Theorem 4.16, these results (Theorems 4.18 and 4.19) can be obviously reformulated for the AGM-relevance postulates.
Another interesting corollary, and one of the central positive results in this paper, states that if a logic is Boolean and compact, or it is Boolean and satisfies the ascending chain condition, then the three notions (relevance, recovery and partial meet) provide equivalent characterizations of contraction. This follows from Theorems 4.14, 4.16 (for Boolean and compact logics) and Theorems 4.16, 4.19 (for Boolean logics satisfying the ascending chain condition):
Corollary 4.20. Consider a logic L , Cn that is Boolean and either is compact or satisfies the ascending chain condition. Consider also two beliefs K, A ⊆ L such that A is finitely representable. Then the logic is both AGM-compliant and relevance-compliant, and the following are equivalent: Table 2 summarizes our results, whereas Figure 1 depicts some of them graphically. In particular, Figure 1 shows that Boolean logics are both AGMcompliant and relevance-compliant, and the two postulates are equivalent characterizations of minimality in the presence of the other AGM postulates (as in classical logics). Compact logics are relevance-compliant, but not necessarily AGM-compliant; for compact logics, relevance-compliant contraction operators can be constructed using partial meet construction, and vice-versa. For logics that are both compact and Boolean, the nice properties of classical logics hold, i.e., we can equivalently use either of the three characterizations of minimality (recovery, relevance, partial meet). Table 2 is a more complete summary. In the upper part, we show the results related to AGM-compliance and relevance-compliance. For example the lowerright cell indicates that when a logic is compact and Boolean, it is necessarily relevance-compliant, and this was shown in Theorems 4.8, 4.10. It should be emphasized that "no" in this table should be interpreted as "not necessarily", i.e., that the implication does not hold, as indicated by at least one counterexample (the corresponding theorem or counter-example is shown also on the table).
Discussion
The lower part of Table 2 shows whether a certain equivalence (between AGM-compliant contraction, relevance-compliant contraction and partial meet contraction) holds for a given class of logics, as well as the theorem that shows this fact. "ACC" in this table stands for "ascending chain condition". Note that compact logics are not necessarily AGM-compliant, therefore it does not make sense to determine the equivalence between recovery and relevance (or its equivalent, partial meet). We use "N/A" to denote this fact. The lower part of Table 2 (in particular, the second line) implies that the three characterizations of minimality in contraction operations (AGM-compliant contraction, relevance-compliant contraction, partial-meet contraction) are also equivalent for Boolean logics that satisfy the ascending chain condition (see also Corollary 4.20) .
Another corollary of our results is that recovery is not (in general) an "emerging property of relevance" (as Hansson showed for classical logics), and the two postulates capture, in general, distinct notions of minimality, i.e., minimality as expressed by recovery is different from the minimality expressed by relevance. In particular, as proved in Theorem 4.17, there exist logics which are both AGM-compliant and relevance-compliant, for which neither relevance implies recovery nor the converse, as well as logics which are AGM-compliant but not relevance-compliant (see Example 4.11) or vice-versa (see Example 4.1 and the logics in Section 5).
Some Notes on Core-retainment
In addition to relevance, Hansson also proposed core-retainment, a weaker version of the relevance postulate [23] . Core-retainment is similar to relevance, except that the belief set K whose existence is required must simply be a subset of K (rather than a subset of K and a superset of K − A). The formal expression of core-retainment in the general setting considered in this work is as follows:
Even though core-retainment is obviously weaker than relevance in general, it has been shown to be equivalent to relevance in the presence of the other AGM postulates and the AGM assumptions [23] . Studying core-retainment is not in the scope of this work; however, some of our results can be easily applied for core-retainment as well, based on the fact that relevance implies core-retainment in any logic.
In particular, we can deduce that every compact and every boolean logic is compliant with core-retainment (as a corollary of Theorems 4.8, 4.10 respectively). Moreover, the proof of Theorem 4.16 (see Appendix A) does not actually use the stronger requirements of relevance, but it only needs the weaker requirements of core-retainment; thus, Theorem 4.16 holds for core-retainment as well, i.e., for boolean logics core-retainment and recovery (as well as relevance of course) are equivalent (in the presence of the other AGM postulates). Similarly, Corollary 4.20 holds for core-retainment as well. Studying further the relationship of core-retainment with the other postulates is a subject of future work.
Applying our Results to Useful Logics
In this section we will apply our results on various well-known logics that are interesting for real-world applications and have been used for different purposes. In particular, we will consider Semantic Web languages (such as DLs [4] , OWL [45, 46, 47] and RDF/S [42, 43] ), Horn Logic [6] and intuitionistic logic [7] . 
Semantic Web Languages
Description Logics (DLs) are a family of formalisms that deal with conceptual knowledge [4] . DLs are being used in the Semantic Web as the main formalism for knowledge representation. The family of DLs is very flexible; it contains several different logics (all defined in a similar manner) each allowing the use of different sets of operators and connectives to form DL axioms (corresponding to logical propositions). DL axioms are used to express relationships between concepts (corresponding to unary predicates), roles (corresponding to binary predicates) and individuals (constants). The complexity of the expressible relationships is determined by the available operators and connectives (see [4] for details). As a result, each DL strikes a different balance between complexity and expressivity, which makes them suitable for a variety of applications.
DLs were chosen as the formal background to describe OWL [45, 46, 47] , which is the standard language to represent ontologies on the web. OWL comes in several different variants (called "flavors" or "profiles"), such as OWL DL, OWL Lite, OWL 2 QL, OWL 2 EL and others. OWL builds on RDF/S [42, 43] , a simple formalism for expressing basic relationships between classes (concepts in DL terminology), properties (roles in DL terminology) and individuals.
The family of DLs is vast, so it is impossible to make any general statements regarding the properties (from the list in Subsection 3.1) that they satisfy. As a rule of thumb, one could say that most DLs are fragments of first-order logic, thus compact. Note however that some of the operators admitted in some DLs (e.g., transitive closure of roles) cannot be expressed in first-order logic. DLs usually admit an infinite number of constants. Highly expressive DLs are often Boolean (provided that they admit operators on roles, as well as on concepts), but most do not satisfy distributivity or complementarity because they don't admit complex roles. DLs are not closed under any of the standard connectives, so supra-classicality and deduction are not applicable here.
Regarding AGM-compliance, one can find a detailed study in Flouris' thesis [1] , where most DLs were shown to be non-AGM-compliant. Examples of non-AGM-compliant DLs include logics behind various versions of OWL (such as SHIF(D) , SHOIN (D) and SROIQ ). In addition, Ribeiro's thesis [12] showed that RDF/S and various OWL profiles are not AGM-compliant either. An example of an AGM-compliant DL is ALCO(∩, ∪, ¬(f ull)) [1] . The reader is referred to Baader et al. [4] for details on the above DLs.
On the other hand, most DLs are fragments of first-order logic, thus, they are compact [4] . The same holds for all OWL flavors and RDF/S. Thus, all these logics are relevance-compliant: Corollary 5.1. Every DL that is a subset of first-order logic, as well as RDF/S and all OWL flavors are relevance-compliant.
Horn Logic
Horn Logic was proposed as an efficient restriction of propositional logic, because its satisfiability problem is polynomial. Although much less expressive, Horn logic is widely used in various artificial intelligence applications which require low computational complexity and are willing to trade expressive power for efficiency (e.g., PROLOG 4 or rule-based systems). Horn logic is compact, as a subset of first-order logic, and infinite. It does not satisfy distributivity. To see this, take a logic having only 3 atoms (a, b, c) and the beliefs A 1 = {a ∧ b → c}, A 2 = {a → c}, A 3 = {b}. We note that Cn(A 2 ) ∩ Cn(A 3 ) corresponds to the proposition a → b ∨ c, which is not a Horn proposition. The strongest belief that can be composed by Horn propositions and is weaker than both A 2 , A 3 is the tautology . Using this fact, the reader can easily verify that Horn logic is not distributive. The underlying reason behind this failure is that the disjunction of Horn propositions is not necessarily a Horn proposition.
Similarly, even though the complement of a Horn proposition can be expressed as a finite set of Horn propositions (e.g., the complement of {a ∧ b → c} is {a, b, ¬c}), this is not true for sets of Horn propositions (e.g., the complement of {¬a, ¬b} is {a∨b}, i.e., non-Horn, and there is no belief that can be composed of Horn propositions that has the properties of a complement of {¬a, ¬b}); thus Horn logic does not satisfy complementarity either. The application of ¬, ∨ or → upon Horn propositions does not necessarily result to a proposition that is expressible using (sets of) Horn propositions; thus, Horn logic is not closed under ¬, ∨ or →.
Recent studies showed that, even though AGM-compliant contraction is not generally possible in Horn logic (i.e., Horn logic is not AGM-compliant), there are belief sets for which AGM-compliant contraction can be defined and a precise characterization of such sets was given in Langlois et al. [28] . Since Horn logic is compact, it is relevance-compliant: Corollary 5.2. Horn logic is relevance-compliant.
The compactness of Horn logic also implies (by Theorem 4.14) that all relevance-compliant operations can be constructed using partial-meet (and viceversa). In this respect, it is worth mentioning that it has been argued that partial-meet construction (and consequently relevance-contraction) in Horn logic have undesirable properties [32, 15, 16] . Exploring the consequences of this claim and possible alternatives is not in the scope of this work.
Intuitionistic Logic
Propositional intuitionistic logic [7] is the logic used by the constructivist mathematicians. It can be described as classical logic missing the law of excluded middle (α ∨ ¬α is not a theorem in intuitionistic logic) 5 . In the context of computer science, it has been used as a meta-logic for reasoning about a variety of computational phenomena, including reasoning about programs and programming languages. Intuitionistic logic has the same language (L ) as propositional logic, but the connectives have different semantics and are interpreted in a different way (so Cn is different).
Like Horn logic, intuitionistic logic is compact [48] and infinite. Intuitionistic logic is distributive, because it is isomorphic to a distributive lattice called Heyting Algebra 6 . Due to the different semantics of the negation connective (¬), intuitionistic logic does not satisfy complementarity. Even though intuitionistic logic is closed under the standard connectives, the connectives (especially negation) do not have the standard semantics, so supra-classicality is not satisfied; however, deduction holds, as shown by Epstein [49] .
We can show that intuitionistic logic is relevance-compliant, but not AGMcompliant:
Theorem 5.3. Intuitionistic logic is relevance-compliant, but not AGM-compliant.
Summary of Results
The aim of this paper was to shed more light into the applicability of wellknown results from the belief change literature into logics that were not in their original scope (i.e., non-classical logics). Our work is motivated by the fact that the problem of evolution is ubiquitous in all forms of knowledge, and several modern knowledge representation formalisms, such as logics used in the Semantic Web (DLs, OWL, RDF/S), logics used in rule-based systems and applications (Horn logic), or logics used to reason about various computational phenomena (intuitionistic logic) are not classical. Being able to exploit the rich belief change literature would greatly aid research efforts addressing the problem of evolution in such formalisms.
Our work focused on the contraction operator, and, in particular, on three different characterizations of contraction operators. The first was proposed by the AGM trio [3] , and characterized contraction through a set of postulates, the AGM postulates, that included the debated postulate of recovery [9, 10, 11] . The second characterization proposed the replacement of recovery in the AGM postulates with the postulate of relevance [11] . The third characterization was actually a constructive way to define contraction operators (called partial meet contraction [3] ). In classical logics, it can be shown that all three characterizations are equivalent, in the sense that they allow the definition of the same contraction operators; however, this is not true for non-classical logics. Moreover, there are non-classical logics where the proposed postulates fail altogether, i.e., there are logics where one cannot define neither an AGM-compliant contraction operator nor a relevance-compliant contraction operator.
We addressed these problems by studying different useful classes of (nonclassical) logics and formulating sufficient conditions for the applicability of the two different sets of postulates in such logics; in addition, we gave sufficient conditions for the different characterizations to be equivalent, and proved some negative results using counter-examples. The most important of our results are summarized in Figure 1 and Table 2 . Note that the results for classical logics that appear in the belief change literature are corollaries of our more general results.
For practical purposes, our main conclusion is that relevance has wider applicability in practically useful representation formalisms. To support this conclusion, we listed several practically useful representation formalisms where we can apply the AGM-relevance postulates but not the AGM postulates (see Table 3 ).
Extensions and Future Research Goals
As already mentioned, this paper can be seen as the continuation of a larger effort to adapt results from the rich belief change literature in modern logics that were not in its original scope. In this respect, there are several results that are related to the AGM theory, or its alternatives, that were left out of this study and will be considered in future work (such as core-retainment, briefly discussed in Subsection 4.5).
One important branch of future work should include the so-called AGM supplementary postulates, which were proposed in the AGM paper [3] to control how a contraction operator should behave when a contracted proposition is "broken up" in its constituents; in other words, supplementary postulates describe the relation between K − α, K − β and K − (α ∧ β). Some preliminary results in this direction have appeared in [1] , where some special cases of logics admitting operators satisfying all AGM postulates (basic and supplementary) were identified. However, no complete characterization exists to date; also, the combination of the supplementary postulates with the relevance postulate has not been considered.
The main difficulty with the supplementary postulates is that, unlike the basic ones, they have a "global" character, in the sense that they force the result of each contraction (say K − α) to affect (and to be affected by) the result of all others (e.g., by K − (α ∧ β) for all β). Thus, a contraction operator satisfying both the basic and the supplementary postulates should be defined via a complex unifying scheme that determines the result of K − α for all α, rather than for each α in isolation. Defining such a scheme in the general setting considered in this paper has been proven difficult. An additional difficulty in our more general setting is that the supplementary postulates depend on the internal structure of sentences, a feature which complicates things when operators like ∧ are unavailable.
Another postulate that could be considered as an alternative to recovery is optimal recovery, which is a weaker version of recovery and was proposed in [50] . Under this postulate, the contraction of a proposition, followed by its re-addition (i.e., (K − A) + A), should result in the strongest possible belief set; in the case of AGM-compliant logics, this is K itself, so the postulate is equivalent to the original one in this case, but weaker in general.
The main difficulty with this postulate is that it is hard to guarantee (in general) the existence of the required maximal belief set. Thus, it seems like compliance with this postulate is related in some way to the ascending chain condition; uncovering the exact conditions for compliance with optimal recovery is in our future plans.
Of course, future study should also include the operation of revision [3] . Revision is based on a similar set of AGM postulates (basic and supplementary), and can be defined via contraction through the so-called Levi identity [3] . Even though revision is generally considered a more useful operator for practical purposes [23] , it is often viewed as a "derived" operator (via contraction and the Levi identity), so most works focus on the study of contraction.
Unfortunately, this viewpoint is problematic in our generalized setting, because the Levi identity uses in a crucial way the negation of propositions. Earlier efforts showed that even the original revision postulates themselves [3] are hard to adapt for the generalized setting [1] . Various proposals to overcome this problem can be found in works by Qi and Du [51] and Ribeiro and Wassermann [52] . We plan to work further on this problem in the future, along the lines of Ribeiro and Wassermann [52] .
A. Proofs
Proof of Theorem 4.3: A logic L , Cn is AGM-compliant iff for all K, A ⊆ L , where A is finitely representable and Cn(∅) ⊂ Cn(A) ⊂ Cn(K), there is a K ⊆ L such that Cn(K ) ⊂ Cn(K) and K + A = K.
(⇒) Suppose that L , Cn is AGM-compliant and set K = K − A. Then, by closure and inclusion, Cn(
we can easily show that this result satisfies all AGM postulates. If Cn(A) = Cn(K) then take K − A = Cn(∅); again, we can easily show that this result satisfies all AGM postulates. For the more interesting case where Cn(∅) ⊂ Cn(A) ⊂ Cn(K), take a K − A = Cn(K ) where K is such that Cn(K ) ⊂ Cn(K) and K + A = K (which is guaranteed to exist by the hypothesis). Then, closure is obviously satisfied. If A ⊆ K then K + A = K ⊂ K a contradiction, so success is satisfied. Inclusion, vacuity and recovery are trivially satisfied by the hypotheses. Extensionality can be guaranteed as long as we select the same K for all A for which Cn(A) = Cn(A ) (note that this is always possible to do, because if K satisfies the hypotheses for A it also satisfies them for A and vice-versa). Proof: (⇒) Suppose that L , Cn is AGM-compliant and take K, A as above. By Theorem 4.3, there is some K such that Cn(K ) ⊂ Cn(K) and
Take some K, A as in the lemma's hypotheses and set
In a distributive logic L , Cn , if some belief A has a complement, then it is unique, modulo Cn.
Proof: Consider some belief A, and two complements B, C. Then:
Similarly, we can show that Cn(C) = Cn(B ∪ C), so Cn(B) = Cn(C).
Using this lemma, we can use the notation ¬A for the complement of a belief A in distributive logics. Proof of Theorem 4.6: AGM-compliant logics that satisfy the descending chain condition satisfy complementarity.
Suppose that the logic is L , Cn , and take any Definition A.4. A logic L , Cn satisfies the upper-bound property iff for every K ⊆ L , every X ⊆ K and every α ∈ L for which α / ∈ Cn(X), there is a X such that X ⊆ X and X ∈ K ⊥ α. Definition A.5. A logic L , Cn satisfies the generalized upper-bound property iff for every K ⊆ L , every X ⊆ K and every finitely representable A ⊆ L for which A Cn(X), there is a X such that X ⊆ X and X ∈ K ⊥ A.
Lemma A.6. Every compact logic satisfies the generalized upper bound property.
Proof: Take some K ⊆ L , a X ⊆ K and some finitely representable A ⊆ L for which A Cn(X). Arrange the elements of K in a sequence β 1 , β 2 , . . . 7 . Let X 0 = X and for all i ≥ 1 define X i as follows:
Let K = i X i . Since A is finitely representable, there is a finite A , say A = {α 1 , . . . α n , which is equivalent to A. Now suppose that A ⊆ Cn(K ); then A ⊆ Cn(K ). By compactness it follows that for every α j with 1 ≤ j ≤ n there is a finite K j such that K j ⊆ K and α j ∈ Cn(K j ). It follows that A ⊆ Cn( j K j ) and, since j K j is finite, A ⊆ Cn(X i ) for some i, so A ⊆ Cn(X i ) which is a contradiction by the construction of X i . It follows that A Cn(K ). Furthermore, if we suppose that there exists some K such that K ⊂ K ⊆ K then there is β ∈ K such that β ∈ K and β / ∈ K . By construction we have
Proof: Follows directly from Lemma A.6 and the definitions.
Lemma A.8. Suppose that L , Cn is compact and let K be a belief set. Then
Proof: Suppose that there is K ⊆ K such that A ⊆ Cn(K ) and B Cn(K ). By the upper-bound property there is a K such that K ⊆ K and K ∈ K ⊥ B = K ⊥ A, a contradiction. Thus, B ⊆ Cn(K ). Similarly, we can prove that if B ⊆ Cn(K ) then A ⊆ Cn(K ). The converse is trivial. Proof: By recovery
Lemma A.11. If a logic L , Cn is Boolean, K, A ⊆ L and A is finitely representable, recovery implies relevance (in the presence of the other AGM postulates).
Proof: Take K − A the result of a contraction operation that satisfies the AGM postulates (by Theorem 4.4 there is such an operation). We will show that it also satisfies relevance. To prove that the logic satisfies relevance we must have that if β ∈ K and β / ∈ K − A then there is K such that: 1) K − A ⊆ K ⊆ K, 2) A ⊆ K +{β} and 3) A Cn(K ). We are going to prove this for K = K − A+(Cn(A)∩Cn(¬{β})). For the case where A K we have by vacuity that K − A = K. It follows that there is no β satisfying both conditions. Hence, relevance is trivially satisfied. Let's consider that A ⊆ K:
However, this contradicts the definition of β. Hence, A K . Consider the following logic:
The logic is obviously Tarskian and satisfies complementarity (a is a complement of b and c, whereas b is a complement of a). However, it is not AGMcompliant, because it can be easily verified that there is no result that would satisfy the AGM postulates for the operation {c} − {b}. Thus, this logic shows that complementarity does not imply AGM-compliance.
Regarding relevance-compliance, consider the logic of Example 4.11. This logic satisfies complementarity, which can be verified by noticing that Cn(a) is the complement of every belief B which is neither tautological (Cn(B) = Cn(∅)), trivial (Cn(B) = L ), or equivalent to Cn(a), whereas x 1 is the complement of a. However, as was shown in Example 4.11, the logic is not relevant-compliant.
Proof of Theorem 4.13: Distributivity does not imply AGM-compliance or relevance-compliance.
Consider the following logic:
and there is no j > i such that x j ∈ X Cn(X) = Cn(z) if X is infinite, z, y / ∈ X Cn(∅) = ∅ Intuitively, x 1 , x 2 , . . . form a sequence of increasingly stronger propositions, such that x i implies all x j for j ≤ i. The proposition z is the upper bound of the sequence Cn(x i ), in the sense that it implies all x i , and, even though it is not implied by any finite set {x i1 , . . . , x in }, it is implied by infinite sets of the form {x i | i ∈ I}. Finally, y is a trivial statement, implying the entire L .
It is easy to see that the logic is Tarskian. Due to the fact that its beliefs form a chain, the logic can be shown to be distributive, by simply considering any three beliefs A 1 , A 2 , A 3 in the chain: for example, if A 1 implies both
; we can easily show the same for the other cases. Now consider the operation L − {x 1 }. The only result that would satisfy success would be ∅, which obviously does not satisfy recovery, so the logic is not AGM-compliant.
Regarding relevance, consider the operation L − {z}. To satisfy success, one should take some finite set of the form X = {x i1 , . . . , x in } as the result of the operation. We will show that this result would not satisfy relevance. Indeed, since X is finite, there is some x j such that x j / ∈ Cn(X). Let's take β = x j and any K such that X ⊆ K ⊂ L such that {z} K . Since {z} K , it follows that K consists of a finite number of x i , so it cannot be the case that {z} ⊆ Cn(K ∪ {x j }), which completes the proof.
Proof of Theorem 4.14: Let L , Cn be compact and let K be a belief set and A be finitely representable. K − A is an AGM-relevance contraction operator iff there is a selection function γ such that K − A = γ(K ⊥ A).
(⇒) To see that every operator − satisfying the six postulates can be constructed as a partial meet contraction, just define the selection function γ as
First we need to prove that γ is well defined i.e. if
. If A K then by Lemma A.8, B K and by vacuity we have that
If A ⊆ K then Cn(A) ⊆ Cn(K) and by Lemma A.8 we have that B ⊆ Cn(A), since A ⊆ Cn(A). Analogously, A ⊆ Cn(B). It follows that Cn(A) = Cn(B) and then, by extensionality
Moreover, from success, inclusion and Lemma A.6, it follows that if K ⊥ A = ∅, then γ(K ⊥ A) = ∅, i.e., γ is a selection function. Now we prove that
, so let us suppose that β ∈ K. By relevance, we have that there is a K such that K − A ⊆ K ⊆ K, A Cn(K ), but A ⊆ Cn(K ∪{β}). By Lemma A.6 we have that there is K such that K ⊆ K ∈ K ⊥ A, but it is easy to see that β / ∈ K (otherwise we would have A ⊆ Cn(K )). It follows from K − A ⊆ K ⊆ K that K ∈ γ(K ⊥ A) and we conclude that β / ∈ γ(K ⊥ A). Let R be the set of real numbers, and Q the set of rational numbers. Consider the following logic:
In the above formulas (q 1 , q 2 ) stands for the open interval between the numbers q 1 , q 2 ∈ Q ∪ {−∞, +∞}. Note that L is comprised of elements x q1,q2 representing sets of a special form, namely subsets of irrational numbers that are contained within some open interval bounded by any two rational numbers, or infinity. Intuitively, the semantics of implication (as encoded by Cn) is the same as the subset relation of sets. More specifically, if we view each x q1,q2 ∈ L as the set of the irrational numbers in (q 1 , q 2 ) and a belief as the union of all the sets represented by the x q1,q2 that it contains, then A implies B iff the set that A corresponds to is larger (per the subset relation) than the set that B corresponds to. For example, x 1,3 ∈ Cn({x 0,2 , x 2,4 }) and x 0,1 ∈ Cn({x 0,2 }).
It is easy to show that L , Cn is a Tarskian logic. In addition, L , Cn satisfies complementarity. Indeed, take any singleton A = {x q1,q2 }; for the set B = {x −∞,q1 , x q2,+∞ } it holds that Cn(A ∪ B) = L and Cn(A) ∩ Cn(B) = ∅ = Cn(∅). Thus B is the complement of A. It is easy to extend this proof when A is finitely representable and for the special cases where q 1 and/or q 2 are −∞, +∞.
Finally, L , Cn is distributive. Indeed, take A 1 , A 2 , A 3 and some x q1,q2 ∈ Cn(A 1 ∪ A 2 ) ∩ Cn (A 1 ∪ A 3 ) . Using the definition of Cn(A), and applying the standard set theoretic properties of ∪, ∩ in the subscript of , it follows that x q1,q2 ∈ Cn(A 1 ∪ (Cn(A 2 ) ∩ Cn(A 3 ))).
Therefore, L , Cn is Boolean (thus AGM-compliant and relevance-compliant). Now take any finitely representable set A. We will show that L ⊥ A = ∅. Indeed, suppose that there is some B ∈ L ⊥ A. Then A Cn(B), so there is some x q1,q2 ∈ A such that x q1,q2 / ∈ Cn(B). Set now q 3 = (q 1 + q 2 )/2; obviously q 3 ∈ Q. Take the set C = Cn(B ∪ {x q1,q3 }). It holds that Cn(B) ⊂ Cn(C) ⊂ L , and A Cn(C), a contradiction by the definition of B. We conclude that L ⊥ A = ∅ for all finitely representable sets A.
Therefore, a partial meet contraction operator would give that L − A = L , a result which does not satisfy the AGM postulates or the AGM-relevance postulates whenever Cn(A) = Cn(∅) (e.g., for A = {x −∞,0 }).
Proof of Theorem 4.16: If a logic L , Cn is Boolean, K, A ⊆ L and A is finitely representable, relevance and recovery are equivalent (in the presence of the other AGM postulates).
(⇒) We will show that if β / ∈ K − A + A then β / ∈ K. So, suppose that β / ∈ K − A + A, but β ∈ K. Then, X = Cn(¬A) ∩ Cn(β) ⊆ K. By distributivity, X + A = (¬A + A) ∩ (A + β) = A + β. It follows that β ∈ X + A, but since β / ∈ K − A + A, so we have that X K − A. It follows that there is some x ∈ X such that x ∈ K, but x / ∈ K − A. By relevance there is K ⊆ K such that A Cn(K ), but A ⊆ K + x. It follows that A ⊆ K + X. Now notice that if A ⊆ K + X = (K + ¬A) ∩ (K + β), then A ⊆ K + ¬A. In this case, A ⊆ (K + ¬A) ∩ (K + A) = Cn(K ∩ (A + ¬A)) = Cn(K ∩ L ) = Cn(K ) which is a contradiction. Hence, X Cn(K) and Cn(β) Cn(K) or equivalently β / ∈ Cn(K). (⇐) Follows from Lemma A.11.
Proof of Theorem 4.17: There are logics that are relevance-compliant and AGM-compliant such that relevance does not imply recovery, and recovery does not imply relevance.
Consider the following logic: The logic is obviously Tarskian and finite, thus compact, so it is also relevancecompliant by Theorem 4.8.
It can also be shown to be AGM-compliant. To see this, take any K, A such that Cn(∅) ⊂ Cn(A) ⊂ Cn(K). By Theorem 4.3, it suffices to show that there is a K such that Cn(K ) ⊂ Cn(K) and K + A = K. The table below shows the corresponding K for each such pair (it is obvious to see that K satisfies the required conditions in each case). Note that in this logic there are six distinct belief sets, namely: L , {a, b}, {a}, {b}, {c} and ∅, and some pairs are omitted from the table, because for them the relation Cn(∅) ⊂ Cn(A) ⊂ Cn(K) does not hold.
So the logic is both AGM-compliant and relevance-compliant. Now take the contraction operation L − {a, b}. If we accept {a} as the result of this operation, then relevance is satisfied, but not recovery; if we accept {c} as the result, then recovery is satisfied, but not relevance. So relevance does not imply recovery, or vice-versa.
Lemma A.12. Consider a Boolean logic L , Cn . If A is a finitely representable belief, and K a belief such that Cn(∅) ⊂ Cn(A) ⊂ Cn(K), then for any C ∈ K − (A) it holds that Cn(K) ∩ Cn(¬A) ⊆ C. Cn(C ∪ (Cn(K) ∩ ¬A)) ∩ Cn(C ∪ A) = (by distributivity) Cn(C ∪ (Cn(K) ∩ ¬A) ∩ A) = (by definition) Cn(C) = C, which is a contradiction, by the definition of C. We conclude that Cn(K) ∩ Cn(¬A) ⊆ C ⊂ Cn(K), so by Lemma A.13 C ∈ K − (A).
Lemma A.15. Consider a Boolean logic L , Cn and let A be a finitely representable belief, and K a belief such that Cn(∅) ⊂ Cn(A) ⊂ Cn(K). Then, for any Γ ⊆ K ⊥ A, Γ = ∅ it holds that Γ ∈ K − (A).
Proof: By Lemma A.14, for any X ∈ Γ it holds that X ∈ K − (A), so X ⊇ Cn(K) ∩ ¬A. Thus, Γ ⊇ Cn(K) ∩ ¬A, i.e., Γ ∈ K − (A).
Proof of Theorem 4.18: Consider a Boolean logic L , Cn such that for all K, A ⊆ L where A is finitely representable, it holds that Cn(A) = Cn(∅) or K ⊥ A = ∅. Then, any partial-meet contraction operator is an AGM-compliant contraction operator.
Obvious, by Lemma A.15 and the definitions.
Proof of Theorem 4.19: Consider a Boolean logic L , Cn that satisfies the ascending chain condition. Then, any partial meet contraction operator is an AGM-compliant contraction operator, and any AGM-compliant contraction operator is also a partial meet contraction operator.
A logic that is Boolean and satisfies the ascending chain condition is isomorphic to a complete and atomic Boolean lattice, which is isomorphic to a complete and atomic Boolean algebra, which, in turn, is isomorphic to the power set of some set, ordered under standard set inclusion (⊆). Proving the theorem for the power set is easy; the result follows by the isomorphism.
Proof of Theorem 5.3: Intuitionistic logic is relevance-compliant, but not AGM-compliant.
Consider an enumerable set P = {p 0 , p 1 . . . } of propositional variables. A Kripke model for intuitionistic logic is a triple M = W, R, V where W is any enumerable set whose elements are called worlds, R is a partial order over W called the accessibility relation and V : P → 2 W a function that associates propositional variables to sets of worlds. Given a Kripke model M , we define the relation M ⊆ W × L as follows:
• w M p iff w ∈ V (p).
• w M α ∨ β iff w M α or w M β.
• w M α ∧ β iff w M α and M β.
• w M ¬α iff w M α for every w ≤ w .
• w M α → β iff w M β for all w ≤ w such that w M α.
We write w M A iff w M β for every β ∈ A. The notation A M α will be used when for every world w ∈ W we have that w M A implies w M α. Furthermore, A α is written when A M α for every model M and M α abbreviates ∅ M α. Finally Cn(A) := {α ∈ L : A α}.
Let K = {¬p} and A = {¬p ∨ p}. We will show that: 1) Cn(∅) ⊂ Cn(A) ⊂ Cn(K) and 2) There is no X such that Cn(X) ⊂ Cn(K) and X + A = K.
1) Using natural deduction we have that p ∨ ¬p ∈ Cn(¬p), by introduction of disjunction ¬p p∨¬p . To show that Cn(p ∨ ¬p) = Cn(¬p) we will use the Kripke semantics of intuitionistic logic. We have to show a model M = V, W, R such that M p ∨ ¬p, but M ¬p. The following model does this: W = {w}, R = {(w, w)} and V (p) = {w}.
In order to prove that p ∨ ¬p / ∈ Cn(∅), we have to show a model M = V, W, R such that M p ∨ ¬p. Consider the following model that accomplish this requirement: W = {w 0 , w 1 }, R = {(w 0 , w 0 ), (w 0 , w 1 ), (w 1 , w 1 )} and V (p) = {w 1 }.
2) We will show that for any X such that Cn(X) ⊂ Cn(¬p) there is a model M such that M X ∪ {p ∨ ¬p}, but M ¬p. From this it follows trivially that Cn(¬p) = Cn(X ∪ {p ∨ ¬p}).
Take X such that Cn(X) ⊂ Cn(¬p). Since ¬p / ∈ Cn(X) there is a model M = V , W , R of X ( M X) such that there is a w ∈ W with (w 0 , w) ∈ R and w ∈ V (p). Now, consider a model M = V, W, R such that W = {w ∈ W : w ∈ V (p)}, V (q) = V (q)∩W for all q and R = {(w 1 , w 2 ) ∈ W ×W : (w 1 , w 2 ) ∈ R }. Then, we have that, M X and M p. It follows that M p ∨ ¬p ∪ {X}, but M ¬p.
On the other hand, intuitionistic logic is compact [48] , so it is relevancecompliant.
