ABSTRACT. Wide area imaging devices offer many speed and flexibility advantages to NDE applications. They can be reconfigured quickly to accommodate a variety of part geometries and sizes and can be deployed without precise fixturing for the sensor or the part. When the part to be inspected is large or complicated (with many bends); applications use several sensors or move a single sensor to multiple viewpoints to complete an inspection. An operator must then review several images for a single part, spatially relate indications across disparate images, and assume the collection of images completely covers the part. We describe a system that uses laser-ultrasound as a wide area, imaging device. The system also uses a structured light range camera -typically used to measure shape -to locate the part in the work cell. We describe how camera calibration, photogrammetry, triangulation, and registration techniques are used to define coordinate frames that allow us to relate the data from the laser-ultrasound imaging device to a CAD model of the part. We then map the ultrasound data from various viewpoints onto the CAD model, creating a natural 3D coordinate frame for the operator to relate indications and evaluate scan coverage.
INTRODUCTION
The LaserUT™ system at Lockheed Martin is a laser-ultrasound based inspection system for scanning composite parts. The laser-ultrasound optics is mounted in a scanning head depicted in Figure 1 . The scanning head has five degrees of freedom allowing the system to be positioned in X, Y, and Z, and rotated around a vertical axis (C) and horizontal axis (D). In typical operation, the gantry head is moved so that the scanning laser is positioned approximately 60 inches from the part and is approximately perpendicular to the surface. The scanning technique is effective at up to ±60 degrees from perpendicular. A single scan can therefore cover up to a 6 by 6 square foot section of the part by moving two scanning mirrors contained within the scanning head. No head movement is used during the scan, but multiple gantry positions may be required to completely inspect a given part due to occlusion, extent, and surface normality constraints. The output of each scanning operation is a two-dimensional (2D) ultrasonic image depicting the inspection data for the portion of the part covered by the scan, and the union of all the images produced represents the complete inspection data acquired on the part. Spacing on the ultrasonic images is controlled such that each pixel represents a constant spacing on a canonical plane placed perpendicular to the laser source and at a fixed distance from the scanning head.
A main advantage of this system over more traditional inspection technology is the ease of scan set up and retooling. The system generates usable data over wide angles of incidence of the laser to the part surface and can tolerate minor variations in the positioning of the part from one scan to the next. This allows the part to be staged in the inspection cell using "soft" tooling. For the specific case of LaserUT™, the soft tooling consists of an inspection table with pre-positioned holes into which a series of pegs and posts can be inserted, primarily to provide visual cues as to when the part is correctly positioned. This set up is currently used to scan composite parts for the F-22 and JSF airframes and has been used as described to scan more than 200 different parts over the last two years without the need for expensive fixtures or significant modifications.
In this paper we address some of the issues arising from the flexibility of the LaserUT™ positioning combined with the need for multiple scans to completely inspect a part. In particular, it is frequently useful to localize the ultrasonic data to an actual position on the CAD model. This information allows defects and part features discovered during the inspection process to be brought back into the model for analysis. Subsequently, stress and strain calculations can be used to predict part performance and likelihood of failure; defects can be put into context so that they can be compared across parts, or compared versus as built/in-service; and over-and under-coverage can be determined. Our work is being incorporated into a tool, LUSTAR™, intended to provide general visualization for LaserUT™.
IMPROVING DATA PRESENTATION
In the current approach, an inspector is presented with each of the ultrasonic images and determines from those images the status of a part and the location of any defects. Figure 2 shows a sequence of three views of a part within the inspection cell, along with the ultrasonic data generated by the scanning process from the displayed positions. Looking at the data, it is difficult to ascertain the actual coverage of the part within the scanned region. The first and third images appear to cover the seam, but the quality of the data in the overlap region is not well defined. It is possible that the second image is unnecessary (over-scan), but it is equally possible that the seam is incompletely covered (under-scan) when only the first and third images are used. Similarly, accurate defect positions are important for determining interactions among near defects, for analyzing growth and stress characteristics using modeling analyses, for maintaining archives of frequent defect locations, and for matching as-built data to in-service data. These analyses become more complex when coupled with soft tooling that may shift the relative position of images from scan to scan.
In order to improve the presentation of data to the inspector and to improve the localization of defects, we propose to capture the effects of the soft tooling on the pose of the part within the scan cell and to use computer visualization techniques to reapply the ultrasonic data back onto the corrected version of the underlying CAD model. This improved presentation will reduce or eliminate many of the issues of the current presentation, allowing defect locations to be determined precisely for modeling and analysis, and allowing scan coverage to be precisely determined and measured for a specific part pose. The presentation of the ultrasonic data can be decoupled from the scan parameters and presented to the inspector in a natural and more efficient way. As an additional advantage, these same techniques can be used as the basis of a scan planning application designed to automatically determine a set of scans that provide full coverage while minimizing over-scan. The procedure requires four-steps: (1) Model the gantry kinematics and inspection cell features, (2) Measure the location of the part in the inspection cell (defining the pose of the scanned part), (3) Align the CAD model to the pose, And (4) map the ultrasound data onto the repositioned CAD model.
Modeling the Gantry and Inspection Cell
The gantry and inspection cell models are the most mature of the four areas under development. Our software contains a complete model of the scan cell within which a model of the gantry can be accurately modeled, animated, and positioned. The software allows the CAD model of a part to be placed within the cells; allows existing scan plans to be simulated, displayed, and analyzed using a model of the existing hardware interface; and allows one-touch positioning of the gantry to defined scan positions. This virtual environment allows the operator to simulate operations on model data and to carry out much of the required preprocessing work without the need for access to the scan cell. The virtual environment provides part positioning, scan analysis, and visualization and is the basis for both automated scan planning and improved visualization efforts. Figure 3 shows a screen shot of the application with two views into the cell. The upper panel depicts the cell as seen from the laser while the lower panel depicts the view from one of five defined positions in the cell. Various selections in the menu bar and scattered around the frame allow the simulation to be controlled and modified. Other windows in the application show areas of the part where scan constraints (angle of incidence, distance, and etc.) are met, provide for part positioning, and allow other operations useful to a virtual scan operation.
Measuring the Position of the Part
The soft tooling used during the scanning process improves the usability of the system, decreases the cost of new part development, and increases throughput. The system stages all of the scanned parts on a single optical table with pegs and posts used to provide visual cues for correct alignment. No new fixturing hardware needs to be developed in order to scan additional parts and the system has been used to successfully scan over 200 different parts during the course of two years as part of the F-22 program at Lockheed Martin. Staging a new part is as simple as choosing a set of holes that provide a "replicable" pose.
Unfortunately, this method does not provide for true replication of part position from scan to scan and from part to part. As such, any attempt to accurately position ultrasonic images on the CAD model requires that we discover the position of the part and reposition the CAD model for each individual set of scan data. To accomplish this, the laser ultrasound gantry is augmented with a structured light range camera, Structure Light (SL) Vision, developed at Sandia National Laboratories. This camera uses a laser striper and a notch-filtered camera to determine the distance of the part to the scanning laser as illustrated in Figure 4 . This information is combined with knowledge of the position of the scanning laser at the collection point to provide a cloud of points at the part position. This collection can take place at a number of different gantry positions that provide a set of data that together represent the part in the cell. Accuracy of the system is critical and the laser and camera must be calibrated to remove intrinsic distortions such as lens effects, misalignment of the camera image plane, and other camera intrinsics, as well as to determine the pose of the camera and laser both relative to one another and relative to the laser ultrasound gantry. For convenience, we use a two-stage calibration procedure. Both stages behave similarly in that they point the SL Vision camera at different points in a scene by changing the pan and tilt settings of the camera, or by moving the gantry head; and then find correspondences between the camera image and fixed known positions in the physical world. These correspondences are plugged into a set of model non-linear equations and a technique such as LevenbergMarquardt is used to solve the resulting non-linear least squares problem for the model parameters.
The first stage, developed by Sandia National Laboratories, is used to calibrate the intrinsics of the camera system and the pose of the camera components with respect to one another. This stage is a bench calibration that uses a manual collection of known image points based on rods staged on a calibrated table. Calibration is performed for the laser, laser detection camera, and a third camera (texture camera) attached to the system. At the end of this calibration phase, the intrinsics of the three devices are known and the devices have been put into a common frame of reference relative to one another and to a fixed point on the SL Vision camera.
The second stage, developed at GE Global Research and based on work by Zhang [4] , occurs after the SL Vision camera is mounted on the gantry head. The gantry is steered to multiple positions in the cell and several views of a calibration target at a known position are taken using the texture camera. These images are processed to determine the target centers using image-processing techniques and calibration is performed to determine the pose of the texture camera with respect to the laser source in the gantry. Since the relative position of all components of the SL Vision system are determined by the first stage calibration, this is sufficient to precisely determine the relative position of the structured light camera. Figure 5 shows both the stage 1 set-up (leftmost pane) and the stage 2 calibration target (rightmost pane.) Note that the stage 2 calibration target is asymmetric so that the cell coordinates for the circle centers can be determined automatically and deterministically.
Align 3D Model to Measured Pose
At this point in the process we assume we have an accurate model of the gantry cell with the ability to animate gantry motion, an accurate CAD model of the part to be scanned, and a point cloud of data representing points on the part in its true pose within the work cell. The next step is to move the CAD model so that it correctly matches the point data collected. This step is complicated by the nature of the collected range data which may include points corresponding to other surfaces in the cell such as the table upon which the part is staged, walls of the cell, system noise and etc. (outliers); and which may not completely cover the part to be scanned because of occlusion, or field of view limitations.
To attack this part of the process we leverage both the part placement utilities of the virtual scan-planning portion of the code and a proprietary registration algorithm based on Iterative Closest Point (ICP) [1] . The operator first loads the CAD model and range data into the part placement utility and manually moves the part "close" to correspondence using the tools provided. This initial alignment can be rough and basically ensures that the initial iteration of ICP makes sense. After this initial coarse alignment, our ICP variant is run against the point cloud and CAD model without further operator interaction. This registration generates a robust fine match independent of the existence of outliers and with missing data in the point cloud representing the part.
Composite Ultrasonic Data and Place on Model
To complete the association of the ultrasonic data with the CAD model, we need to re-map the data gathered onto the model at the part pose. We do this by projecting the ultrasonic data onto the part as a texture using the Visualization Toolkit (VTK). This operation is complicated by limitations of both VTK and the underlying characteristics of the graphics cards both of which are only capable of placing a single texture on any given item (actor) within a scene. For every ultrasonic image we want to place on the CAD model, we need to generate a new instance of the model in the scene. Our current conception allows for two modes of operation.
In the first mode, we treat each ultrasonic image as a complete texture map for a subset of the model, and duplicate the model n+1 times for n available texture maps. A projected texture filter from the VTK package [3] is used to paste each texture onto one of the duplicates, and the duplicate is then cut to coincide with the boundaries of the applied texture limiting the growth in memory and minimizing bleed-through. The extra copy of the model remains whole and is used both to provide a base for the visualization and to visually indicate which portions of the model are not covered by a texture. The various duplicate regions generally overlap and the graphics hardware is used to merge these multiple models into a single visual element. We give the operator control over the opacity (transparency) of each of the textures allowing individual textures to be enhanced or suppressed with respect to other textures and allowing each texture to be viewed individually.
For the second mode, we eliminate the overlap of the models by extending the cutting process and explicitly managing the texture merge. Starting from a single model of the part, we project the first ultrasonic image onto the part as in the first mode of operation. However, this time when we perform the cut on the model we keep both the part of the model painted by the ultrasonic data and the remainder. Moving to the second image, we project this image onto both of the models resulting from the first image giving at most 4 non-overlapping models. This process is repeated for each of the available textures and at completion the original model has been divided into numerous non-overlapping model segments where the portion painted by any given set of ultrasonic data is given by some union of the segments. The texture to be applied on any given segment can then be explicitly calculated by calculating some function of the textures which paint the segment. This mode is more in line with previous work by Rocchini, et. al, [2] where the individual triangles in the surface CAD model are used as the basis for projection; however, we prefer to minimize the number of model segments by explicitly calculating regions of overlap.
Both modes manipulate the ultrasonic prior to using it as a texture map. In the simple case, we look at the intensity profile of the image to determine those regions where the ultrasonic response is weak or missing. Those sections of the map are made transparent eliminating their effects in either mode of operation. We can use the same technique to filter out regions of the ultrasonic data where the surface normal of the model FIGURE 6. Illustration of the two texture modes. The leftmost pane shows an overlapping texturing of a three-view scan of the part. The rightmost pane shows some of the 57 non-overlapping segments generated by a more complete 11-view scan of the part.
indicates that the data is of questionable quality, or can apply other, external, quality measures where they are available. In this way, we can get greater insight into the efficiency and true coverage of the scan process applied to a part. Figure 6 shows preliminary results using overlapping texturing for a 3-view case in the leftmost pane. The rightmost pane shows some of the 57 different segments generated when the nonoverlapping algorithm is applied to a more comprehensive 11-view scan.
PROGRESS AND CONCLUSIONS
We believe this technology, mapping ultrasonic data onto a CAD model, to be a critical next step in improving the performance of industrial scanning operations. Having the inspection data resident in the CAD space enables improved inspector efficiency by decoupling inspection views from the scan views, allows part coverage to be assured and measured, allows automated analysis techniques to operate accurately based on the known location of discovered defects, and provides for a stable archival format allowing comparison of as-built versus in-service parts. We believe these advantages to be well worth the effort of re-mapping of the ultrasonic data.
Our progress is ongoing. To date we have largely completed the modeling of the gantry cell; although, as the LaserUT™ system is expanded to include more installations, we continue to add these new installations to the simulation base. A prototype SL Vision system from Sandia has been integrated onto the scanning head and we have obtained range data from it. The first phase calibration is complete and data has been gathered which will allow the second stage calibration to be completed shortly. We are analyzing initial results of the CAD to model alignment based on assumed positions of the SL Vision system and expect this to progress quickly as the second phase calibration is complete. The final piece, the robust mapping of ultrasonic data onto the CAD model, is under development and some preliminary data exists; however, accurate evaluation of the algorithm awaits completion of the mapping and registration code. Despite this we are making significant progress and believe an upgrade to the production LaserUT™system to be likely in the next 12 to 18 months.
