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Abstract 
Let G = (V,E) be a graph with IZ vertices, and let A4 be a (left) module over a principal ideal 
domain D. Let Wo(A4) and WI(M) denote the modules of all vertex and edge weightings over 
M, respectively. An incidence weighting q of G is a weighting of each incident vertex-edge pair 
(u,e) with an element of D. Now consider an orientation of the edges of G. Let 6, denote the 
linear operator from We(M) to WI(M) given by 6,(w)(e) = q(u,e)w(u) - yl(a,e)w(a), where 
e E E and u and 1: denote the tail and head of e, respectively. An v-cocycle is a weighting 
c E WI(M), such that c = 6(w) for some w c We(M). An q-bicycle is an q-cocycle that is 
also a cycle (ordinary bicycles are obtained when q E 1). Let B,(M) denote the module of all 
vertex weightings b E We(M), such that 6,(b) is an q-bicycle. For T a spanning tree rooted 
at vertex c, let q(T) denote the product of q(u,e) over all the edges e of T, where u denotes 
the end vertex of e that is further from u in T. The q-complexity Z~ of G is the vertex weight- 
ing over D, such that 74(c’) is the sum of q(T) over all spanning trees T rooted at t’. In this 
paper, we show that B,(M) ” M if, and only if 7,,m is nonzero for every nonzero m t M. 
Further if B,(M) 2 M then B,(M) = { z,,m : m E M}. As special cases of this formula, we 
obtain results about bicycles, balanced vertex weightings, resistive and leaky electrical networks, 
handicap ranking of tournaments, and Markov chains. The gcd q-complexity t,, is the greatest 
common divisor of (7411) : u E V}. We show that t, has a factorization t, = tl t2 t+l, unique 
up to multiplication by units of D, such that t,+l divides t, and such that for every 
module M over D, B,(M) is isomorphic to the direct sum of M and the submodules M(t,) = 
{m E A4 : t,m = 0}, i = 1,. , n - 1. The latter formula generalizes the bicycle isomorphism 
formula given in Berman (1986). 
1. Introduction 
Let G = (V, E) be a graph with vertex set V of size n and edge set E. Let M be 
a (left) module over a principal ideal domain D. Let @‘o(M) and WI(M) denote the 
modules of all vertex and edge weightings over M, respectively. A vertex u and an 
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edge e are incident if u is an end vertex of e. Let A denote the set of all such incident 
vertex-edge pairs (u,e). An incidence weighting r] of G over D is a mapping from 
/i to D. Let N(u) denote the neighborhood of U, i.e., the set of all edges e incident 
with u. 
Now, consider an orientation of the edges of G. Let 6 denote the linear operator 
from PO(M) to WI(M) given by 
where e E E and u and v denote the tail and head of e, respectively. A cocycle is 
an edge-weighting c E W,(M), such that c = 6(w) for some w E W(M). Let C(M) 
denote the module of all cocycles. A cycle is an edge-weighting z E W,(M), such 
that the sum of the z-weights on the edges directed into each vertex equals the sum of 
the z-weights on the edges directed out of that vertex. Let Z(M) denote module of all 
cycles. A bicycle is a cocycle that is also a cycle. The module Q(M) of all bicycles 
is given by 
Q(M) = C(M) n Z(M). 
Bicycles, which were originally defined over the Galois field GF(2) of integers 
mod2, have been studied by a number of authors (see [3, 7, 12, 13, 16-181). In this 
paper, we generalize the concept of a cocycle and bicycle in an (unweighted) graph 
G to a cocycle and bicycle in an incidence weighted graph (G,y) as follows. Given 
an orientation of the edges, let 6, denote the linear operator from We(M) to WI(M) 
given by 
&(w)(e) = 9(u, e>w(u) - rl(v, e>w(v>, 
where e E E and u and v denote the tail and head of e, respectively. An q-cocycle is 
an edge-weighting c E WI(M), such that c = 6+,(w) for some w E We(M) (an ordinary 
cocycle corresponds to a 1-cocycle). Let C,(M) denote the module of all q-cocycles. 
An q-bicycle is an q-cocycle that is also a cycle (an ordinary bicycle corresponds to a 
l-bicycle). The module QJM) of all q-bicycles is given by 
Q&V = C&W n Z(M). 
We say that a vertex weighting b is an q-bicycle vertex weighting if 6,(b) is an 
q-bicycle. Let B,(M) denote the module of all q-bicycle vertex weightings, i.e., 
WVW) = Q&W, 
where, &(B,(M)) = {6,(b) : b E B,(M)). The following proposition is easily verified. 
Proposition 1.1. The definition of an q-bicycle vertex weighting is independent of the 
orientation chosen. Further, a weighting b E WI(M) is an q-bicycle vertex weighting 
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ly, and only if, for every vertex u E V, 
C (9(4 e)b(u) - r(v, e)b(v)) = 0, (1.1) 
e=uvEN(u) 
where the summation is over all edges e = uv incident with u. 
Now, consider a tree T rooted at vertex v. The q-weight of T, denoted by q(T), 
is the product of v(u,e) over all the edges e of T, where 1.4 denotes the end vertex 
of e that is further in T from v, i.e., e is contained in the unique path in T from u 
to v. The q-complexity r,, of G is the vertex weighting of G over D, such that Z,,(C) 
is the sum of q(T) over all spanning trees T rooted at v. We will refer to rJv> as 
the v-complexity at v. We define the gcd q-complexity tq to be the greatest common 
divisor (g.c.d.) of z(v) over all the vertices u of G, i.e., 
tu = g.c.d{z,(v) : v E V}. 
(ta is uniquely defined up to multiplication by units of 0). By convention, tq = 0 if 
zV = 0, i.e., if zV(v) = 0 for every vertex v E V. For d E D, let M(d) denote the 
submodule of M consisting of all elements that are annihilated by d, i.e., 
M(d) = {m E M: dm = O}. 
In Section 2, we show that t, has a factorization t, = tl t2 &-I, unique up to 
multiplication by units of D, such that ti+.l divides ti, i = 1,. , n - 2, and such that 
for every module M over D, B,,(M) is isomorphic to the direct sum of M and the 
submodules M(t& i = 1,. ,n - 1, i.e., 
n-1 
B,,(M) ” M @ @M(t,). ( 1.2) 
i=l 
Further, we obtain a formula for tk in terms of k-trees, k = 1,. , n - 1. Note that, 
in the case when D is the domain of integers, and M is any Abelian group, B,(M) 
determines an Abelian group. Formula (1.2) is a generalization of the characterization 
of the group of (ordinary) bicycles over an Abelian group given in [3]. 
We will say that a vertex weighting h E We(M) is q-harmonic if, for every 
vertex U, 
c rl(u, e)(0) - h(v)) = 0, (1.3) 
e=uaEN(u) 
where the summation is over all edges e incident with u, and v denotes the end 
vertex of e different from u. Let H,(M) denote the module of all q-harmonic vertex 
weightings. Note that q-harmonic vertex weightings generalize the so called harmonic 
vertex weightings, i.e., weightings of the vertices with positive real numbers such that 
the weight on every vertex, except for the “boundary” vertices, is the average of the 
weights on its neighbors (see [lo]). An q-harmonic vertex weighting is harmonic, when 
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D and M are both the field of real numbers, and q is defined as follows: for (v, e) E 
/i, ~(v, e) equals 0 if u is a boundary vertex or 1, otherwise. 
A balanced vertex weighting of a digraph G over an Abelian group r is a vertex 
weighting over r, such that, for each vertex U, d(u)w(u) = C w(v), where d(u) 
denotes the out-degree of vertex U, and the summation is over all arcs UD. A bal- 
anced vertex weighting w is also a special type of q-harmonic weighting, i.e., w is an 
q-harmonic weighting for D the domain of integers, M an Abelian group and y defined 
as follows: for (u, e) E /1, q(v,e) equals 1 if v is the tail of e and 0, otherwise. In 
Section 2, we also show that H,(M) and BB(M) are isomorphic. Employing the lat- 
ter result we immediately obtain the characterization of the group of balanced vertex 
weightings of a digraph given in [4]. 
For M in M, let z,m denote the vertex weighting from W,(M), given by 
(5p)(v) = qv>m. 
It follows from formula (1.2) that B,(M) 2 M if, and only if, r,, m is nonzero for 
every m E M. The latter result immediately implies the result of Chen and Shank (see 
[7, 13]), which states that a connected graph G contains a nonzero bicycle over a field 
of characteristic p if, and only if, p is finite and divides the number of spanning trees. 
In Section 3, we show that if B,,(M) s M then 
B,,(M) = {z?m : m E M}. (1.4) 
We obtain many results as special cases of formula (1.4), which are discussed in 
the remaining three sections. For example, in Section 4 we obtain the classical 2-tree 
formulae for the currents on the edges of a resistive electrical network (see [S]) and 
the 2-arborescence formulae for the currents on the edges of a leaky electrical network 
(see [2, 5, 191). As another example, in section 5 we obtain the spanning arborescence 
formula for the handicap ranking of a tournament given in [l]. Finally, in the last 
section we obtain a (new) arborescence formula for the expected number of times a 
random walk in a digraph (i.e, a Markov chain) starting at vertex u visits vertex v 
before returning to U. 
2. Characterization up to isomorphism of the module B,(M) 
In this section, we prove the following main theorem. 
Theorem 2.1. Let G be a graph with incidence weighting n over a principal ideal 
domain D, and let M be a module over D. Then, the gcd n-complexity t, has a 
factorization tV = tl t2 ’ ’ . tn_l, unique up to multiplication by units of D, such that 
ti+l divides ti, i = 1,. . . , n - 2, and such that for every module M over D, B,,(M) is 
isomorphic to the direct sum of M and the submodules M(t,) = (m E M : tint = 0), 
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i=l , ,n - 1, i.e., 
n-l 
By(M) s A4 $ @ M(ti). 
i=l 
Proof. We prove Theorem 2.1 with the aid of the Matrix-Arborescence theorem and 
several lemmas. Let V = {IQ,. . , v,,}, and let Elj denote the set of edges having tail 
ui and head Uj. Let KV be the n x n matrix (kq) given by: 
k,i = 1 q(vi,e),i E {1,2 ,..., n}; 
eEN(V,) 
kzj = - 1 q(vi,e),i,j E (1,~ ,.... n},i #j, 
em,, 
(2.1) 
where the sum over the null set equals 0. Note that the matrix Kq is the generalized 
Kirchhoff matrix or Tutte matrix of the digraph G’ constructed from G as follows: 
each edge e = ViVj of G is replaced with two arcs e+ and e- joining the same two 
vertices as e, such that e+ is oriented from vi to Uj and e- is oriented from Uj to Us. 
Arcs e+ and e- are assigned the weights q(Ui,e) and q(vj,e), respectively. 
For i, j E { 1,. . , n}, let K,[i : j] denote the matrix obtained from Kq by stroking 
out row i and column j. An arborescence directed into vertex v in the digraph G’ is a 
tree of G’ such that the unique path from any other vertex of the tree to v is a directed 
path. The weight of an arborescence is the product of the weights on its arcs. Let 
cc(G’,v;) denote the sum of the weights over all the spanning arborescences directed 
into vertex ui. By the Matrix-Arborescence Theorem (see [8, 19, 20]), we have that 
Matrix-Arborescence theorem. For each vertex vi E V, 
a(G’,v,) = (-l)‘+jdetK,[i,j](j = 1,2 ,..., n). 
It is easily verified that zV(vi) = a(G’,vi), so that we have the following result. 
Lemma 2.2. For each vertex vi E V, 
Tq(ui) = (- 1)“’ det K,[i, j](j = 1,2,. . ,n). 
For A annxn matrixoverD, let X(A,M) denote the set ofalln = (xl,x~,...,x,) E 
M” satisfying the homogeneous equations 
Ax’ = 0, 
where xt denotes the transpose of x. 
Lemma 2.3. A weighting b of the vertices over A4 is an q-bicycle vertex weighting 
if, and only if, 
b E WK;N), 
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where b = (b(u,),b(uz),. . . ,b(u,)) and Ki denotes the transpose of the matrix K,, 
given by (2.1). 
Proof. It is easily verified that Kib’ = 0 if, and only if, b satisfies Eq. ( 1 .l ) of 
Proposition 1.1, i.e., if, and only if, b E B,(M). 0 
Two n x n matrices A and B over a principal ideal domain D are said to be equivalent 
if there exist invertible matrices P and Q over D, such that A = PBQ. A classical result 
about equivalent matrices (see [ 111) states that every matrix A over D is equivalent to 
a diagonal matrix D = diag(di, dz, . . ,d,), i.e., 
A = PDQ. (2.2) 
The diagonal entries dl, dz,. . . , d, are called the invariant factors of A and have the 
property that di divides di+l, i = 1,. . . , n - 1 (by convention 010). 
Lemma 2.4. Let A be an n x n matrix over D with invariant factors dl, d2, . . . , d,. 
Then, X(A,M) is isomorphic to the direct sum of the submodules M(di) = {m E M : 
dim = 0}, i = 1,2,. . .,n, i.e., 
X(A,M) ” @M(di). 
i=l 
Proof. For x E M”, let x’ = Qxt. Then, employing (2.2), we have 
Ax’ = o - (PDQb’ = 0 
I Dx’ = 0. 
The last step follows since P is invertible. Since Q is invertible, it follows that 
S(A,M) E S(D,M). It is immediate that X(A,M) g @=, M(di). 0 
The following lemma is easily verified. 
Lemma 2.5. Let dl,dz,. . . ,d, E D and di,di,. . . ,dL E D such that di+l divides di 
and di,, divides di, i = 1,. . . ,n - 1. If 
bM(di) = &M(di) 
i=l i=l 
for every module M over D, then di= diui, where ui is some unit of D, i = 1,2, ’ ’ ’ ,n. 
Proof of Theorem 2.1. Let dl, d2, . . . , d, be the invariant factors of the matrix Kk. 
Since the elements in each row of K,, sum to zero det(Ki) = 0. Thus, d, = 0. By a 
result in [ll], the product dldz.. .d,_l is the g.c.d. over all the minors of size n - 1, 
i.e., over all the first order cofactors. Hence, by Lemma 2.2, we have that 
t,, = dld2...dn-,. 
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Theorem 2.1 is now immediately obtained by setting ti = d,_,, i = 1,2,. ,n - 1, and 
employing Lemmas 2.3 - 2.5. 0 
Now suppose that D is the domain of integers, M is any Abelian group and q E I. 
Clearly, any constant weighting of the vertices is a bicycle weighting correspond- 
ing to the zero bicycle. With this observation, we obtain, as an immediate corollary 
of Theorem 2.1, the following characterization of the group Y(M) of bicycles given 
in [3]. 
Corollary 2.6. Let G be a connected graph on n vertices and let Y(M) denote the 
group of bicycles over an Abelian group M. Then, the spanning tree number oft of G 
has u unique jbctorization t = tl t2 . . t,_ 1, such that tl+l divides t,, i = I, 2,. , tt .- I, 
and such that for any Abelian group A4 the group Y(M) of bicJ>cles over M is the 
direct product of the subgroups M(ti) = {m EM : t,m = 0}, i = 1,2,...,n ~ 1. 
Note that a direct product is the same as a direct sum in this context. We will 
refer to the factorization t, = tl t2 . . tn-l of Theorem 2.1 as a principal jtictorization 
of t,. Both t,! and the factors ti, i = 1,2,. , n - 1 are uniquely determined up to 
multiplication by units of D. We now obtain a formula for the ti’s in terms of k-trees 
by employing the All Minors Matrix-Arborescence Theorem. For R = {r,, 1’2, , rk } 
and S = {sI,s~,..., Sk} ordered subsets of Y, a k-tree F with root set R and coroot 
set S is a forest consisting of k vertex disjoint trees that span V, such that the ith tree 
contains root Ti and coroot s,(i), i = 1,2,. . , k, for some permutation 71 of { 1,2,. . k}. 
The sign of T, denoted by sign(T), is the sign of TI. Let .F(R,S) denote the set of 
all such k-trees. The q-weight q(F) of F is the product of the q-weights over all the 
trees of F. Let z,(R,S) denote the signed sum of the q-weight of F over all k-trees 
F with root set R and coroot set S, i.e., 
@, 9 = c sisn(ThV’). 
E‘E.F(R,S) 
The k-tree gcd q-complexity, denoted by t,,(k), is the greatest common divisor of 
r,(R,S) over all pairs R, S, where R and S are (ordered) subsets of Vof size k. 
Note that zV(n) = l(the only forest with root set V and coroot set V is the forest 
consisting of n isolated vertices). The k-tree gcd complexity t,(k) is uniquely defined 
up to multiplication by a unit of D. 
Theorem 2.1. Let G be a graph on n vertices. For q an incidence weighting qf G over 
a principal ideal domain D, let t,,(k) denote the k-tree gcd complexity. Then, t,(k+ 1 ) 
divides t(k), k = 1,2,. . . , n - 1. Further, if tk = t,,(k)/t,(k + l), then t, = tltx . . t, 1 
is a principal factorization of t,. 
Proof. For R, S subsets of Vof size k, let Kq [R : S] be the matrix obtained from K, by 
stroking out the rows corresponding to the vertices in R and the columns corresponding 
to the vertices in S. By applying the All Minors Matrix-Arborescence Theorem (for 
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a reference to All Minors Matrix-Arborescence Theorem see [6]) to the digraph G’ 
defined in the proof of Theorem 2.1, we obtain the following identity. 
Z&C, S) = f det K,[R : S]. (2.3) 
Let Ai denote the g.c.d. over all the minors of KV of size i, i = 1,2,. . . ,n. Set 
A, = 1. A result in [ 1 l] states that Ai-1 divides Ai, i = 1,2,. , n. Further, the ith 
invariant factor of KV is given by 
Ai 
di= a,_l) (2.4) 
i = 1,2,..., n. By (2.3), we have 
t,,(i) = An-i. (2.5) 
Theorem 2.7 now follows immediately from (2.4) and (2.5). 0 
Theorem 2.8. Let G be a graph, and ye an incidence weighting of G over a principal 
ideal domain D. Then, the module H,,(M) of v-harmonic vertex weiqhtinqs and the 
module B,,(M) of q-bicycle vertex weiqhtinqs are isomorphic, i.e., 
H,(M) ” B,(M). 
Proof. We employ the following lemma, which follows immediately from the definition 
of an q-harmonic vertex weighting. 
Lemma 2.9. A weighting h of the vertices over Mis an v]-harmonic vertex weighting 
if, and only $ 
(h(vl),h(v&. . ,h(vn)) E ~U(K,,W, 
where KV is the matrix given by (2.1). 
Since KT and Ki have the same invariant factors, it follows from Lemma 2.4 that 
X(K;,M) E ti(K,,M). 
Theorem 2.8 now follows immediately from Lemmas 2.3 and 2.9. 0 
As a corollary of Theorems 2.1 and 2.8, we immediately obtain the following char- 
acterization of the group H(M) of balanced vertex weightings of a digraph G over an 
Abelian group M (D is the domain of integers, and q is given by q(v,e) = 1 if v is 
the tail of e or 0, otherwise). 
Corollary 2.9. Let G be a diqraph on n vertices and let H(M) denote the group of 
balanced vertex weiqhtinqs over an Abelian group M. Then, the qcd. a of the number 
of spanning arborescences directed into each vertex has a unique factorization CI = 
011~12.. . a,-1, such that c1,+1 divides ai, i = 1,2,. . . ,n- 1, and such that for any Abelian 
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group M the group H(M) of balanced vertex weightings over Mis the direct product 
of M and the subgroups M(ai) = {m E A4 : aim = 0}, i = 1,2,. . , n - 1. 
3. Formula for B,(M) when B,(M) 2 M 
In this section, we prove the following main theorem. 
Theorem 3.1. Let G be a graph and M a module over a principal ideal domain D. 
For n an incidence weighting of G over D, let zV denote the n-complexity of G. Then. 
the module B,,(M) of n-bicycle vertex weightings over Mis isomorphic to M if and 
only if’ Tarn is nonzero for every nonzero m E M. Further, tf B,,(M) ” M then 
B,(M) = {T,,m : m E M}. (3.1 ) 
Proof. The first part of Theorem 3.1 follows immediately from Theorem 2.1. We now 
prove the second part, i.e., that formula (3.1) is valid. Consider the matrix KV defined 
by (2.1). Since the elements in each row of KV sum to zero, det(K,) = 0. Expanding 
the determinant along each column j we obtain 
c (-l)‘+‘k,,detK,[i,j]=O (j= I,2 ,..., n). 
Thus, by Lemma 2.2, we have 
c k,tq(vi) = 0 (j = 1,2,. . ,TZ). 
i=l 
Equivalently, letting b = (r,Jv~ ), rV(vz ), , zq(vn )), we have that 
K;b’ = 0. 
Therefore, Ki(bm)t = 0, for any m E M, and it follows from Lemma 2.3 that Tqrn 
is an q-bicycle vertex weighting. Hence, {zqrn : m E M} is a submodule of B,(M). 
But, since B,(M) ” M, we have that B,(M) = {z,m : m E M}, as stated in 
Theorem 3.1. 0 
An immediate corollary of Theorem 3.1 is the following result of Shank about 
bicycles over a field of characteristic p (see [13]). The special case of this result when 
p = 2 was discovered independently by Chen [7]. 
Corollary 3.2. Let G be a connected graph. Then, there exists a nonzero bicycle 
over a field of characteristic p if, and only tf, p is ,finite and divides the number of 
spanning trees. 
In the remaining three sections, we give a number of other applications of 
Theorem 3.1. 
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4. Electrical networks 
In this section, we show how Theorem 3.1 can be employed to immediately ob- 
tain the classical 2-tree formulae for the currents on the edges of a resistive electrical 
network and the 2-arborescence formulae for the currents on the edges of a leaky elec- 
trical network. Before giving these formulae, we include a brief discussion of electrical 
networks. 
Let N be a connected graph representing a resistive electrical network, i.e., the edges 
of N represent wires (or resistors) and the vertices represent junctions. The current 
enters the network from a vertex a called the source and leaves at a vertex b called 
the sink. For e an edge, let C(e), I(e), and V(e) denote the conductivity, current, 
and voltage of edge e, respectively. The conductivities of the edges are positive real 
numbers. With each vertex is associated a nonnegative real number P(v) called the 
potential of u. Given a conductivity weighting C of the edges, a classical result in 
electrical network theory is that I, V, and P are uniquely determined by the following 
laws of Kirchhoff and Ohm (in stating the laws, we assume that the edges are oriented 
in the direction of the current flow): 
(i) Kirchhofs current law. For any vertex v different from the source a and sink 
b the sum of the currents on the edges having head u equals the sum of the currents 
on the edges having tail v. 
(ii) Kirchhofs voltage law. V = 6P, i.e., the voltage on an edge e equals the 
potential drop from the tail of e to the head of e. 
(iii) Ohm’s law. I = CV. 
We assume that the potential at the sink b is 0. Then the potential P is uniquely 
determined by the amount of current entering the network at a. Note that once P is 
determined Vand I can be computed using Kirchhoff’s voltage law and Ohm’s law. 
Let Nab be the graph obtained from N by identifying the source a and the sink b to 
form a single vertex r&b. Let Pab be the vertex weighting of Nab such that P&(a) = 
P(v) for u E V - {a,b}, and P&i&) = P(a). Let ye be the incidence weighting of 
Nab such that ~(u, e) = C(e) for v E V - {a, b}, y](v& e) = c(e) if e is incident with a 
in N, or q(a,b,e) = 0 if e is incident with b of N. The following proposition follows 
immediately from the three laws of electricity listed earlier. 
Proposition 4.1. P is a potential function of an electrical network N with conductivity 
weighting C if, and only if, P& is an y-bicycle vertex weighting of Nab. 
Note that a spanning tree in Nab corresponds to a (spanning) 2-tree F in N, where 
a belongs to one of the trees in F and b belongs to the other. Define the weight of 
a subgraph to be the product of the conductivites on its edges. Let z(C) denote the 
sum of the weights over all the spanning trees, and let rz(C, v) denote the sum of the 
weights over all the 2-trees F such that a and v lie in one tree of F and b lies in the 
other. Observing that tJv> equals zz(C, v) the following classical result from electrical 
network theory (see [S]) follows immediately from Theorem 3.1. 
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Theorem 4.1 (Chen [S]). Assume that unit current enters the network at a. Then 
there is a unique potential function P (bttith P(b) = 0) that satishes Kirchhofs two 
laws and Ohm’s law. Further, for each certex v, P(v) = zl(C, v)/z(C). 
Tutte discovered a mathematical generalization of an electrical network called a 
“leaky” electrical network, which he applied to the theory of dissecting an equilateral 
triangle into equilateral triangles (see [2, 5, 191). In leaky electricity the conductivities 
determine an Eulerian weighting, i.e., the sum of the conductivities on the edges having 
tail v equals the sum of the conductivities on the edges having head u for each vertex 
I’. Further, Kirchhoff’s voltage and Ohm’s law remain the same, but Kirchhoff’s current 
law is replaced by 
(i’) Leaky current law. For every vertex u different from the source a and sink b 
the sum of the currents on the arcs having tail v is zero. 
Let Nab be the digraph obtained from N by identifying a and b to form a single 
vertex r,b. For P the potential weighting of N, let Pat, be the vertex weighting of N,,, 
such that P&v) = P(c) for v E V - {a,b}, and P&v,h ) = P(a). Define the incidence 
weighting q of Nab as follows: for v t V -- {a, b}, n(c,e) = C(e) if e has head r, or 
equals 0, otherwise. Further, ?,(u&e) = C(e) if the edge corresponding to e has head 
a in N, or equals 0, otherwise. The following proposition follows immediately from 
the three laws of leaky electricity, and the fact that N is Eulerian. 
Proposition 4.3. P is a potential weighting of a leaky electrical network N naith 
conductivity weighting C if; and only if; Pah is an n-bicycle certex weighting of N,r,. 
Note that a spanning arborescence directed out of 2: in Nub corresponds to a (span- 
ning) 2-arborescence F where a belongs to one of the arborescences in F, and b belongs 
to the other. Let x(C) denote the sum of the weights over all the spanning arboresences 
rooted at v (since the weights are eulerian, this number is independent of which vertex 
zl is chosen), and let c(z(C, v) denote the sum of the weights over all the 2-arboresences 
F such that a and v lie in one arboresence of F and b lies in the other. Observing 
that s&) equals xz(C,v), the following result of Tutte follows immediately from 
Theorem 3. I. 
Theorem 4.4 (Brooks et al. [5]). A ssume that unit current enters the netkvork at a. 
Then there is a unique potential function P (with P(b) = 0) that satisfies the three 
laws of leaky electricity. Further, for each vertex v, P(v) = rl(C, v)/r(C). 
5. Handicap ranking of tournaments 
In this section, we obtain the spanning arborescence formula for the handicap ranking 
of a tournament given in [l] as a special case of Theorem 3.1. By a tournament we 
will mean a competition involving players PI, Pz, , P,, where all games are between 
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two players. A tournament can be modeled with a digraph G whose vertex set V = 
{Ul,V2,..., v,} corresponds to the n players, where a directed edge is drawn from Vi 
to vj for each game involving players Pi and P/ in which Pi defeats Pi. It is easily 
shown that the strongly connected components of G can be ranked such that every 
player in a component of higher rank defeats every player in a component of lower 
rank. Thus, the problem of ranking tournaments reduces to the problem of ranking 
strong tournaments, i.e., tournaments where G is strongly connected. 
In the handicap ranking of a strong tournament, proposed independently by Moon 
and Pullman [14, 1.51 and Daniels [9], each player Pi pays the amount si(i = 1,2,. . . ,n) 
to the winner of every game he/she loses, where si is some positive real number. A 
fairness condition is imposed on the payof vector s = (si,sz, . . . ,s,). Payoff vector s 
is fair if each player has a net gain of zero. The component si of s can be thought of 
as the “strength” of player Pi. The players of greater strength are ranked above those 
of lesser strength. 
The following result given in [l] is a special case of Theorem 3.1. The arbores- 
cence vector is the vector a = (al ,a~, . . . , a,), where ai is the number of spanning 
arborescences directed out of vertex ai, i = 1,2,. . . ,n. 
Theorem 5.1. Let G be a strong tournament. Then, there exists a fair payof vector 
s, and s is unique up to multiplication by a positive scalar. Further, the arborescence 
vector a is a fair payofs vector. 
Proof. For s = (si,sz,. . . , s,) a fair payoff vector, let z, denote the edge weighting 
defined as follows: for each e E E, zS(e) equals s2, where v, is the head of edge e. 
Since s is fair, it follows that z, is a cycle. Further, z, is an q-bicycle for the incidence 
weighting q of G defined as follows: for each vertex-edge incident pair (v,e), n(v,e) 
= 1, if v is the head of edge e, and zero, otherwise. Clearly, if T is a spanning tree 
rooted at vertex v, then q(T) = 1 if T is a spanning arborescence directed out of 
v, and zero, otherwise, so that rq(vi) = ai, i = 1,2,. . . ,n. Theorem 5.1 now follows 
immediately from Theorem 3.1. 0 
6. Random walks on digraphs 
Let G= (V, E) be a strongly connected digraph with n vertices. Associate with each 
edge uu a probability pUv such that the sum of the puv over all the edges having tail 
u equals one. A random walk on G is a Markov chain Xi(i = 0, 1,2,. . .) such that the 
state space (Xi) is V and the (one-step) transition probabilities are given by 
Pr[x;:+, = VlX, = u] = pul;, 
where pUv = 0, for uv not an edge of G. The p-implexity GIJU) of u is the sum over 
all the spanning arborescences A directed into u of the product of the probabilities of 
the edges of A. 
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Theorem 6.1. Let D be a strongly connected digraph with transition probabilities pur 
Then, the expected number r,, of times that a random walk starting at u (i.e., X0 = u) 
visits v before returning to u for the first time equals the p-implexity of v divided hi> 
the p-implexity of u, i.e., 
rur. -
rp(v) 
‘+4‘ 
(6.1) 
Proof. Let ru be the vertex weighting given by r,(c) = r,,C, c E V. Let z, be the edge 
weighting defined as follows: for e E E, z,(e) equals the expected number of times 
that a random walk starting at u traverses edge e before returning to u for the first 
time. It is immediate that z,(e) is a cycle. Further, it is easily verified that zIr = ii,l(r,, ). 
where q is defined as follows: for each vertex-edge incident pair (v,e), q(v,e) = pc, if 
L‘ is the tail of edge e, or zero, otherwise. Hence, rU is an q-bicycle vertex weighting. 
It is easily verified that r?(v) = cyP(v), for each vertex r E V. It follows immediately 
from Theorem 3. I that for some scalar m 
r,, = mz,, = mrP. 
But, from the definition of rUC, it is clear that r,(u) = r,,,. = 1. Thus, m = l/a,(u), and 
we have that 
r - r,(v) = ma,(v) = __ UI - 
ap(v> c, 
Q(u)’ 
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