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We study exact multiplicity and bifurcation diagrams of positive solutions for a multiparameter spruce budworm population steadystate problem in one space dimension < λ * < λ * and u λ * ∞ < u λ * ∞ < β 3 . (b) Stabe and unstable branches and the hysteresis loop DABCD for S-shaped bifurcation diagramS.
Introduction
We study exact multiplicity and bifurcation diagrams of positive solutions for the spruce budworm population steady-state problem in one space dimension
where u is the population density of the spruce budworm, f (u) = ug(u) is the growth rate,
is the growth rate per capita, q, r are two positive dimensionless parameters, and λ > 0 is a bifurcation parameter. On the right-hand side of (1.2), the first term is the per capita birth rate and the second term is the per capita death rate, both in terms of the scaled variables. This is the one-dimensional steady-state case of a famous population problem in mathematical biology, which has been extensively studied by many authors, see e.g. Ludwig et al. [7, 8] , Murray [10, 11] , Jiang and Shi [4] , and Shi and Shivaji [12] .
The spruce budworm is a very destructive native insect that lives in the spruce and fir forests of Northeastern United States and Canada. Normally the spruce budworm exists in low numbers in these forests, kept in check by the predators (primarily birds). However, every 40 years or so there is an outbreak of these insects and their numbers can defoliate and damage most of the spruce and fir trees in a forest in about 4 years. The trees (if they are not killed) can replace their foliage in about 7 to 10 years, and their life span in the absence of budworms is 100-150 years. The budworm is capable of a five-fold increase in density per year (under ideal conditions of food and weather), and the budworm can increase its density several hundred fold in a few years during outbreaks, see Ludwig et al. [8, pp. 315 and 325] . Outbreaks can last for several years or they may collapse after only 1 or 2 years, see Maclauchlan et al. [9, p. 352] . As a consequence, the dynamics of the forest is reversed and living conditions deteriorate, but for a while the budworm density remains relatively high before it returns to low numbers again, see Figs. 1 and 2. This hysteresis effect is due to nonlinearity f (u) in (1.1) reflecting the role of its predators. Notice that, as far as the budworm dynamics are concerned, the forest variables may be treated as constants, see Ludwig et al. [7] . Also since the birds do not feed exclusively on budworms, their numbers are for the most part independent of the budworm population, see Strogatz [13] and Yodzis [14] .
We define the bifurcation diagram of (1.1) < λ * and β 1 < γ < u λ * ∞ < β 3 .
(b) Stable and unstable branches of broken S-shaped bifurcation diagramS.
(I) We say that the bifurcation diagramS is an S-shaped curve on the (λ, u ∞ )-plane ifS consists of a continuous curve with exactly two turning points at some points (λ * , u λ * ∞ ) and (λ * , u λ * ∞ ) such that (i) λ * < λ * and u λ * ∞ < u λ * ∞ , (ii) at (λ * , u λ * ∞ ) the bifurcation diagramS turns to the left, (iii) at (λ * , u λ * ∞ ) the bifurcation diagramS turns to the right.
See Fig. 1(a) . Notice that, in Fig. 1 , A = (λ * , u λ * ∞ ) and C = (λ * , u λ * ∞ ) represent threshold points. A (stable) solution u λ satisfying 0 < u λ ∞ < u λ * ∞ represents a low endemic state; while a (stable) solution u λ satisfying u λ ∞ > u λ * ∞ represents an outbreak state. The interpretation of Fig. 1(a) for spruce budworm population problem (1.1) is that there are three critical valuesλ = π 2 4r < λ * < λ * such that (i) for 0 < λ λ no population can persist, (ii) forλ < λ < λ * a population can persist at a low endemic density, (iii) for λ * λ λ * a population can persist at a low endemic density or a large outbreak density, (iv) for λ > λ * a population can persist at a large outbreak density.
(II) We say that the bifurcation diagramS is a broken S-shaped curve on the (λ, u ∞ )-plane ifS consists of two connected components such that (i) the upper branch ofS has exactly one turning point at some point (λ * , u λ * ∞ ) where the curve turns to the right, (ii) the lower branch ofS is a monotone increasing curve.
See Fig. 2(a) . A (stable) solution u λ satisfying 0 < u λ ∞ < β 1 represents a low endemic state; while a (stable) solution u λ satisfying u λ ∞ > u λ * ∞ represents an outbreak state. The upper stable branch "collapses" at the threshold point C = (λ * , u λ * ∞ ) when λ decreases across λ * . The interpretation of Fig. 2(a) for spruce budworm population problem (1.1) is that there are two critical valuesλ = π 2 4r < λ * such that (i) for 0 < λ λ no population can persist, (ii) forλ < λ < λ * a population can persist at a low endemic density, (iii) for λ λ * a population can persist at a low endemic density or a large outbreak density. This paper is motivated by Ludwig et al. [7] and Ludwig et al. [8] . Ludwig et al. [8] first sought to model the outbreak of the spruce budworm, by using the qualitative theory of ordinary differential equations and catastrophe theory. They modeled the budworm population dynamics (without diffusion) to be governed by the equation
where N is budworm density. Subsequently, assuming that the dispersal of the budworm is purely diffusive so that the dispersal is therefore modeled by adding a diffusion term to (1.3), Ludwig et al. [7] studied the diffusing budworm population dynamics governed by the equation
in spatial one dimension. (Note that, for the sake of simplicity, in Ludwig et al. [7] , the habitat is taken
L and the budworm density is assumed to be independent of the Y coordinate.) Eqs. (1.3) and (1.4) contain parameters which describe the foliage density and the interaction between the budworm and its predator. On the right-hand side of (1.4), in the first term d > 0 is the diffusion (dispersion) coefficient characterizing the rate of the spatial dispersion of the budworm population, the second term r N N(1 − N/K N ) represents logistic growth, where r N is the linear birth rate of the budworm and K N is the carrying capacity which is related to the density of the foliage (food) available on trees, the third term B N
represents predation of Holling type III (sigmoidal) functional response generated by birds, where B is a positive constant which represents the predation rate of the birds and A is the budworm population when the predation rate is at half of the maximum. More precisely, A is a measure of the threshold where the predation is 'switched on'. See Holling [2] . These real-world models in (1.3) and (1.4) are simply the logistic model with one additional term which is designed to incorporate the effects of predation. See Ludwig et al. [7, p. 230] . Let
(1.5)
Then problem (1.4) takes the form
(1.6)
Assume that the habitat −L/2 x L/2 is surrounded by a totally hostile, outer environment. That is, Eq. (1.6) holds in the strip |x| < L/2 and
Then problem (1.6), (1.7) takes the form
(1.8)
Let u(x) denote a positive steady-state population density of (1.8). Then u(x) satisfies (1.1) with
So by (1.5), for (1.1), roughly speaking, r measures the foliage density while q depends upon the properties of the budworm and the predators, but not upon forest conditions, see Ludwig et al. [7, p. 218] . Appropriate values for the parameters q and r of (1. [8] ), parameter q ranges from 50 to 300 and parameter r will range from a minimum near 0 (for an infant forest) to a maximum of 1.07 to 3.84 (for a mature forest). The more refined studies from the extensive field study of the forest lead to the parameters q = 302 and r ranging from a minimum near 0 to a maximum of 0.994, see Ludwig et al.
[8, Table 1 ].
In Fig. 3 1. g(u) is of logistic type, if g(u) is strictly decreasing; 2. g(u) is of hysteresis type, if g(u) changes from decreasing to increasing then to decreasing again when u increases.
In the hysteresis case, if g(u) has three distinct positive zeros, then it is strong hysteresis, otherwise it is weak hysteresis. We have that: 
except possibly at some value β 0 ∈ (0, β 1 ) when (q, r) ∈ Γ 0 ; we omit the details of the proof.
(ii) If (q, r) ∈ Γ 2 ∪ R 3 , then g is of weak hysteresis type. Notice that:
(a) In Γ 2 Eq. (1.3) has exactly two positive equilibrium points at some β 1 < β 3 , for which β 1 is stable and β 3 is unstable. We have that
. Thus the bifurcation diagramS of (1.1) is a monotone increasing curve since
we omit the details of the proof.
(b) In R 3 Eq. (1.3) has a unique positive equilibrium at some β 1 which is stable, and R 3 is a monostable region for (1.3). We have that
Thus the bifurcation diagramS of (1.1) is a monotone increasing curve
we omit the details of the proof. 
3) has exactly three positive equilibrium points at some β 1 < β 2 < β 3 , for which β 1 and β 3 are stable and β 2 is unstable. Notice that R 2 is called the bistable region for (1.3). We have that (1.12) see Ludwig et al. [7] . Notice that (iv) If (q, r) ∈ R 1 , then g is of weak hysteresis type. In R 1 Eq. (1.3) has a unique positive equilibrium at some β 3 which is stable, and R 1 is a monostable region for (1.3). We have that g(0) = r > 0, g(u) changes from decreasing to increasing then to decreasing on [0,
. In Theorem 2.1 stated below we prove that the bifurcation diagramS of (1.1) is an S-shaped curve on the (λ, u ∞ )-plane and a bistable structure for the bifurcation diagramS also exists when (q, r) ∈ R 1 and satisfies r η 1 q for some constant η 1 ≈ 0.0939 defined in (2.1) below, see Fig. 1 (a). Indeed the S-shaped bifurcation diagramS implies a hysteresis loop even though the weak hysteresis nonlinearity g is positive until the zero at the "carrying capacity" u = β 3 . Hence this is a hysteresis induced by the diffusion, see Jiang and Shi [4, p. 45] .
Fig. 4.
Graphs of the regions R * 1 and R * 2 , the curves Γ 1 , Γ 2 andΓ 2 , the lines r = η 1 q ≈ 0.0939q and r = η 2 q ≈ 0.0766q, and the
. This figure was obtained by using Mathematica 7.0.
Remark 1. We notice that, for appropriate values for the parameter values q and r chosen in Ludwig et
al. [7] , the points (q, r) = (302, 2) 
Main results
The main results in this paper are Theorems 2.1-2.4. By applying Theorems 2.1-2.3, assuming that either r η 1 q and (q, r) lies above the curve Γ 1 or r η 2 q, we give a classification of three qualitatively different bifurcation diagramsS of (1.1) on the (λ, u ∞ )-plane: an S-shaped curve, a broken S-shaped curve, and a monotone increasing curve. Hence we are able to determine the exact multiplicity of positive solutions by the values of q, r and λ. In Theorem 2.4 with parameter q = 302, which follows from Theorems 2.1-2.3, we show that, on the (λ, u ∞ )-plane, the bifurcation diagram S evolves from a monotone increasing curve with a unique low endemic state, to a broken S-shaped curve with strong hysteresis, then to an S-shaped curve with weak hysteresis as the evolution parameter r varies from 0 + to 302η 1 ≈ 28.358.
We first define the numbers η 1 and η 2 as follows:
(0.0939 ≈) η 1 be the unique positive intersection value of the two curves
where functions Let u λ be a positive solution of (1.1) with α ≡ u λ ∞ > 0. In the next theorem for (q, r) ∈ R 2 , we recall the number γ ∈ (β 2 , β 3 ) satisfying In the next remark we recall some stability results of positive solutions w λ , u λ , v λ of (1.1) with w λ < u λ < v λ (whenever w λ , u λ , v λ exist) for varying λ >λ, when they are viewed as equilibrium solutions to (1.8). (ii) (See Fig. 5 (v) (See Fig. 5(v) .) For r >r, the bifurcation diagramS is a monotone increasing curve on the (λ, u ∞ )-plane. Moreover, all positive solutions u λ of (1.1) are nondegenerate.
Theorem 2.1. (See Figs. 1(a), 3 and 4.) Consider
(1.1). Suppose (q, r) ∈ R * 1 ≡ (q, r): (q, r) ∈ R 1 and r η 1 q . Then lim α→0 + λ(α) =λ ≡ π 2 4r < π 2 2 , lim α→β − 3 λ(α) = ∞,(2.(i) exactly three positive solutions w λ , u λ , v λ with w λ < u λ < v λ for λ * < λ < λ * ,(γ β 1 f (u) du = 0.
Theorem 2.2. (See Figs. 2(a), 3 and 4.) Consider
(1.1). Suppose (q, r) ∈ R * 2 ≡ (q, r): (q, r) ∈ R 2 andr 2 (q) < r η 2 q . Then lim α→0 + λ(α) =λ ≡ π 2 4r > 2π 2 3 √ 3 , lim α→β − 1 λ(α) = lim α→γ + λ(α) = lim α→β − 3 λ(α) = ∞(i) exactly three positive solutions w λ , u λ , v λ with w λ < u λ < v λ for λ > λ * , (ii) exactly two positive solutions w λ , u λ with w λ < u λ for λ = λ * , (iii) exactly one positive solution w λ forλ < λ < λ * , (iv) no positive solution for 0 < λ λ . Furthermore, lim λ→(λ) + w λ ∞ = 0, lim λ→∞ w λ ∞ = β 1 , lim λ→∞ u λ ∞ = γ ,π 2 2 > lim α→0 + λ(α) =λ ≡ π 2 4r > 2π 2 3 √ 3 , lim α→β − 1 λ(α) = lim α→β + 1 λ(α) = lim α→β − 3 λ(α) = ∞,
Lemmas
To prove Theorems 2.1-2.3, we need the following three lemmas: Lemmas 3.1-3.3 which are of independent interest. We first consider the bifurcation diagram of positive solutions of the Dirichlet problem
is a general nonlinearity, and λ > 0 is a bifurcation parameter. We (3.2) and assume that functionf satisfies hypotheses (H1a) and (H2a) below.
(H1a) There exists a positive numberβ such thatf (0) To prove Theorem 2.1, we need the key Lemma 3.1. We prove Lemma 3.1 by applying the timemapping method (quadrature method) which was used by Ludwig et al. [7] . The time map formula which we apply to study problem (3.1) with f satisfying (H1a) and (H2a), takes the form as follows: 
It is clear thatθ(0) = 0 andθ (0) =f (0) = 0. In addition, by (H1a) and since 0 <Ĉ 1 <β, we obtain thatθ(
. Thus, by (H2a), there exists a positive numberÊ ∈ (Ĉ 2 ,β) such thatθ(Ê) =θ(Ĉ 1 ) and 
The graph ofθ(u) can be depicted in Fig. 6 . Thus, we obtain that Fig. 6 (ii)-(iii).) Supposeθ(B 2 ) > 0. In this case, by applying arguments similar to those in the proof of Hung and Wang [3, Lemma 3.2], we are able to prove T (B 2 ) < 0. We omit the proof.
Case (B). (See
By the graphs ofθ(u) in Fig. 6(i)-(iii) , we obtain thatθ(u) <θ(α) for all α ∈ (0,Ĉ 1 ], u ∈ (0, α). So by (3.6), T (α) > 0 for α ∈ (0,Ĉ 1 ]. By this and since T (B 2 ) < 0, we obtain that T (α) has at least one critical point, a local maximum on (Ĉ 1 ,B 2 ). By a slight modification of the proof of Korman [5, Theorem 2.4(i)], we obtain that T (α) has at most one critical point, a local maximum on (Ĉ 1 ,B 2 ). So T (α) has exactly one critical point, a local maximum at some α * , on (0,B 2 ).
Next, we prove that, T (α) has exactly one critical point, a local minimum on (B 2 ,β). 0 and (3.7) . By (3.6), we obtain that (II) (See Fig. 6(i)-(iii) .) For any α ∈ [Ê,β), by the graphs ofθ(u), we obtain thatθ(Ĉ 1 ) θ (α) and θ(u) <θ(α) for all u ∈ (0,Ĉ 1 ) ∪ (Ĉ 1 , α). By (3.6), we obtain that T (α) > 0 for α ∈ [Ê,β).
By above parts (I) and (II), we obtain that T (α) has at least one critical point, a local minimum on (Ĉ 2 ,Ê). We finally prove that T (α) has exactly one critical point, a local minimum at some α * , on
(Ĉ 2 ,Ê).
(III) Consider α ∈ (Ĉ 2 ,Ê). By (3.6), we compute that 
There are three Cases (i)-(iii) to be studied as follows: Fig. 7(ii) 
Case (ii). (See
(3.13) By (3.9), (3.12) and (3.13), we obtain that
It follows that
(3.14)
SinceĈ 2 ∈ (B 2 , α),θ (Ĉ 2 ) = 0 and by (3.8) and (3.10), we obtain that Fig. 7(iii) 
Case (iii). (See
The time map formula which we apply to study problem (3.1) with f satisfying (H1b), (H2b) and (H3), takes the form as follows: It is clear thatθ(0) =θ (0) = 0. By (H2b), we obtain that 
The graph ofθ(u) can be depicted in Fig. 8(i) . By (H1b) and (3.3), we obtain thatf (β 1 ) < 0 and f (β 2 ) > 0. These and by (H1b), we obtain thatθ ( 1 by (3.19) . This and by (3.6) and (3.19), we obtain that
is strictly increasing on (0,β 1 ). In addition, by the result that lim α→γ + T (α) = lim α→β − T (α) = ∞, we obtain that T (α) has at least one critical point, a local minimum on (γ ,β). We then prove that T (α) has exactly one critical point, a local minimum on (γ ,β). There are three Cases (A)-(C) to be studied as follows:
Case (A). Supposeγ <Ê 1 ( B 2 ). Then by modifying the proof of Korman [5, Theorem 2.4(i)], we obtain that T (α) < 0 on (γ ,Ê 1 ). In addition, sinceθ(0) =θ (0) = 0 and by (3.6), (3.18) and (3.19), we obtain that T (α) < 0 for α ∈ [Ê 1 ,Ĉ 2 ]. We then prove that T (α) has exactly one critical point, a local minimum on (Ĉ 2 ,β). By (H2b), we obtain that (3.10) holds. In addition, we know that φ(0) = 0, φ(Ĉ 1 ) = −θ(Ĉ 1 ) < 0 and φ(Ĉ 2 ) = −θ(Ĉ 2 ) > 0. The graph of φ(u) can be depicted in Fig. 8 (ii). Hence we obtain that φ(u) is strictly increasing on (Ĉ 2 ,β) and φ(u) φ(Ĉ 2 ) for u ∈ (0,Ĉ 2 ) by the assump-
on (Ĉ 2 ,β), then T (α * ) > 0 and hence T (α * ) must be a local minimum. Thus T (α) has exactly one critical point, a local minimum, on (Ĉ 2 ,β). So T (α) has exactly one critical point at some α * , a local minimum, on (γ ,β).
Case (B). SupposeÊ 1
γ <Ĉ 2 . Then by applying the same arguments for Case (A), we obtain that
and T (α) has exactly one critical point, a local minimum on (Ĉ 2 ,β). So T (α) has exactly one critical point at some α * , a local minimum, on (γ ,β).
Case (C). SupposeĈ 2
γ . Then by applying the same arguments for Case (A), we obtain that T (α) has exactly one critical point at some α * , a local minimum, on (γ ,β).
We summarize above results and we obtain that T (α) is strictly increasing on (0,β 1 ) and T (α) has exactly one positive critical point α * , on (γ ,β), such that T (α * ) is a local minimum on (γ ,β).
The proof of Lemma 3.2 is complete. 2
To prove Theorem 2.3, we need the key Lemma 3.3. We assume that functionf satisfies hypotheses (H1c) and (H2c) below.
(H1c) There exist positive numbersβ 1 
The time map formula which we apply to study problem (3.1) with f satisfying (H1c) and (H2c), takes the form as follows:
The proof of Lemma 3.3 follows by a slight modification of the proof of Lemma 3.2; we omit it.
Proofs of Theorems 2.1 and 2.2
Proof of Theorem 2.1. We prove Theorem 2.1 mainly by applying Lemma 3.1. We shall show that,
(H1a) and (H2a). For (q, r) ∈ R * 1 , we know that there exists a number β 3 > 0 such that
We then compute that,
and hence 
We compute that 
We compute that
By the above analysis for J (u), for 0 < r η 1 q, we obtain that the equation J (u) = r/q ( η 1 ) has exactly two positive roots, say, C 1 , C 2 with 1 < C 1 < √ 3 < C 2 , see Fig. 9 . Thus, for 0 < r η 1 q, (4.5) has two positive zeros
To finish verifying (H2a) for f (u), it suffices to prove that:
which we prove as follows: 
We compute that 8) and henceK
SinceK (0) = 0 and lim u→∞K (u) = −∞, we obtain that there exists a positive numberD ≈ 2.396
By (4.8), we obtain that (4.9) has two positive zeros D 2 ) . (4.10) We compute that, for u > 5,
(4.12)
Thus,
In addition, we know that By parts (1)- (6), we obtain that:
see Fig. 9 . In addition, we know that, for (q, r) ∈ R * 1 , g(u) changes from decreasing to increasing then to decreasing on [0, β 3 ). Thus, by θ (u) = −u 2 g (u) and (4.6), we obtain that C 2 < β 3 . So we obtain that, for (q, r) ∈ R * 1 ,
and by (4.10), we obtain that H(B 2 ) 0.
Letting r/q = η, by (4.5) and (4.9), we obtain that 
Letting r/q = η and by (4.9), (4.12), we obtain that
and compute that
We know that, for 0 < η η 1 ,
So by above analyses, for (q, r) ∈ R * 1 , f satisfies (H2a).
We summarize the preceding results and we conclude that, for (q, r) ∈ R * 1 , f satisfies (H1a) and (H2a). By Lemma 3.1 and (3.4) and since r > 1/2, the results in (2.5) hold and the bifurcation diagram S is an S-shaped curve on the (λ, u ∞ )-plane. More precisely,S consists of a continuous curve with exactly two turning points at some points (λ * , u λ * ∞ ) and (λ * , u λ * ∞ ) such that 0 < λ * < λ * < ∞ and u λ * ∞ > u λ * ∞ .
In addition, since (Note that, for T (α) in (3.4), to make clearer for (3.1) the dependence on the nonlinearities f and f 0 , we write T f (α) and T f 0 (α), respectively.) Since
and by (3.6), we obtain that T f 0 (α) is strictly increasing on (0, β 3 ). Thus by (3.5), 
satisfies (H1b), (H2b) and (H3). For (q, r) ∈ R * 2 , we know that there exist three positive numbers
In the proof of Theorem 2.1, for 0 < r η 2 q (< η 1 q), we know that: 
ForM(u), we compute thatM
SinceM(0) = 0 and lim u→∞M (u) = −∞, we obtain that there exists a positive numberẼ ≈ 2.726
Thus, we obtain that
In addition, it is clear that lim u→0 + M(u) = −1 and lim u→∞ M(u) = 0, and hence 0.0905 ≈ max
By the above analysis for M(u), for 0 < r η 2 q, we obtain that the equation M(u) = r/q ( η 2 ) has exactly two positive roots, say E 1 , E 2 with E 1 <Ẽ < E 2 , see Fig. 9 . Thus, for 0 < r η 2 q, θ(u) = In addition, we know that By parts (1)- (6), we obtain that:
(a) for 0 < r < η 2 q, B 1 < C 1 < E 1 < B 2 < C 2 < E 2 ; (b) for r = η 2 q, B 1 < C 1 < E 1 = B 2 < C 2 < E 2 ;
see Fig. 9 . In addition, we know that, for (q, r) ∈ R * 2 , g(u) changes from decreasing to increasing then to decreasing on [0, β 3 ). Thus, by θ (u) = −u 2 g (u) and (4.6), we obtain that C 2 < β 3 . By (1.12), we know that (4.13) . Thus E 2 < β 3 by (4.15) and β 3 > C 2 > E 1 . So we obtain that, for (q, r) ∈ R * 2 ,
Letting r/q = η, by (4.5) and (4.14), we obtain that and γ < u λ * ∞ < β 3 , where the curve turns to the right, and the lower branch ofS is a monotone increasing curve starting at (λ, 0). In addition, we haveλ < λ * , see the proof of Theorem 2.1. So we obtain immediately the exact multiplicity result and ordering results of the solutions in parts (i)-(iv).
The proofs of results in (2.8) are easy but tedious; we omit them.
The proof of Theorem 2.2 is now complete. 2
