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LARGE DEVIATIONS OF EMPIRICAL MEASURES OF ZEROS ON
RIEMANN SURFACES
STEVE ZELDITCH
Abstract. We determine an LDP (large deviations principle) for the empirical measure
Z˜s :=
1
N
∑
ζ:s(ζ)=0
δζ , (N := #{ζ : s(ζ) = 0)})
of zeros of random holomorphic sections s of random line bundles L → X over a Riemann
surface X of genus g ≥ 1. In a previous article [ZZ], O. Zeitouni and the author proved such
an LDP in the g = 0 case of CP1 using an explicit formula for the JPC (joint probability
current) of zeros of Gaussian random polynomials. The main purpose of this article is to
define Gaussian type measures on the “vortex moduli space” of all holomorphic sections of
all line bundles of degree N and to calculate its JPC as a volume form on the configuration
space X(N) of N points of X . The calculation involves the higher genus analogues of
Vandermonde determinants, the prime form and bosonization.
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In a recent article, O. Zeitouni and the author [ZZ] proved an LDP (large deviations
principle) for the empirical measure
Z˜s := dµζ :=
1
N
∑
ζ:s(ζ)=0
δζ , N := #{ζ : s(ζ) = 0} (1)
of zeros of Gaussian random polynomials s of degree N in one complex variable (where δζ is
the Dirac point measure at ζ .) The purpose of this continuation is to generalize the LDP to
holomorphic sections of line bundles L → X of degree N over a compact Riemann surface
X of genus g ≥ 1. Roughly speaking, the LDP determines the asymptotic probability that a
configuration {P1, . . . , PN} of N points is the zero set of a random holomorphic section s of
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a line bundle L of degree N as N →∞. The essentially new aspect of higher genus Riemann
surfaces is that L is not unique but rather varies over the g-dimensional Picard variety PicN
of holomorphic line bundles of degree N . As recalled in §1, the space PicN of line bundles of
degree N is a compact complex torus of dimension g. The space of all holomorphic sections
of all line bundles of degree N is therefore the total space
EN :=
⋃
ξ∈PicN
H0(X, ξ) (2)
of the complex holomorphic vector bundle (the Picard bundle),
πN : EN → PicN (3)
whose fiber ENξ over ξ is the space H0(X, ξ) of holomorphic sections of ξ. Since EN is a vector
bundle rather than a vector space, it does not carry a Gaussian measure as in the genus zero
case of [ZZ]. But it does carry closely related types of Gaussian-like measures introduced in
Definitions 2- 4. Since we are interested in zeros, it is natural to identify sections which differ
by a constant multiple, i.e. to projectivize H0(X, ξ) to PH0(X, ξ), and to push forward the
Gaussian type measures to Fubini-Study type probability measures on the CPN−g- bundle
PEN :=
⋃
ξ∈PicN
PH0(X, ξ)→ PicN . (4)
We endow the total space with Fubini-Study volume forms along the fibers and Haar measure
along the base. The resulting probability measure is called the Fubini-Study-fiber ensemble
(Definition 2). In addition we will define a Fubini-Study fiber ensemble over the configu-
ration space X(g) of g points (Definition 3) and a more linear projective linear ensemble by
embedding PEN in a higher dimensional projective space (Definition 4).
The projectivized Picard bundle PEN is analytically equivalent to the configuration space
X(N) = SymNX := X × · · · ×X︸ ︷︷ ︸
N
/SN (5)
of N points of X under the ‘zero set’ or divisor map
D : PEN → X(N), D(ξ, s) = ζ1 + · · ·+ ζN , Zs = {ζj}. (6)
Here, SN is the symmetric group on N letters. This analytic equivalence explains why it is
natural to view the line bundle as well as the section as a random variable. Any configuration
{ζ1, . . . , ζN} is the zero set of some section of some line bundle of degree N , but the possible
zero sets of sections s ∈ H0(X,L) of a fixed L ∈ PicN lie on a codimension g submanifold
of to X(N). (As will be recalled in §1, the submanifold is a fiber of the Abel-Jacobi map
AN : X
(N) → Jac(X).) PEN is also the moduli space of abelian vortices of Yang-Mill-Higgs
fields of vortex number N ([Sam, MN]), and is therefore also called the vortex moduli space.
A Gaussian type probability measure on EN weights a section in terms of its L2 norm
with respect to an inner product, or equivalently in terms of its coefficients relative to an
orthonormal basis. Under D, it induces a probability measure ~KN on X(N), which is called
the joint probability distribution JPD of zeros of the random sections s ∈ PEN . We also refer
to it as the JPC (joint probability current) since it is naturally a (possibly singular) volume
form on X(N). Its integral over an open set U ⊂ X(N) is the probability that the zero set
of the random section lies in U . The first objective of this article is to calculate it explicitly
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for the Gaussian-type probability measures on EN mentioned above in terms of products
of Green’s functions and prime forms. This calculation is much more involved than in the
genus zero case, and is based on bosonization formulae on higher genus Riemann surfaces in
[ABMNV, VV, F, DP, W]
We then use the explicit formula for ~KN to obtain a rate function for the large deviations
principle, which (roughly speaking) gives the asymptotic probability as N → ∞ that a
configuration of N points is the zero sets of a random section. Since the spaces X(N) change
with N , we encode a configuration by its empirical measure,
{ζ1, . . . , ζN} → µζ := 1
N
N∑
j=1
δζj ∈M(X). (7)
We denote the map from configurations to empirical measures by
µ : X(N) →M(X), (8)
where M(K) denotes the convex set of probability measures on a set K. Under the map µ
the JPD (or JPC) pushes forward to a probability measure
ProbN = µ∗ ~KN (9)
on M(X).
Our main result is the analogue in higher genus of the LDP in genus zero. To state the
result, we need some further notation. As in [ZZ], the input for our probability measures on
sections is a pair (ω, ν) where ω is a real (1, 1) form and where ν is a probability measure on
X satisfying the two rather small technical hypotheses (37) and (39) carried over from [ZZ].
We denote by Gω the Green’s function of X with respect to ω, and by
Uµω (z) =
∫
X
Gω(z, w)dµ(w) (10)
the Green’s potential of a probability measure µ ∈ M(X) (see §4.1 for background). We
define the Green’s energy of µ ∈M(X) by
Eω(µ) =
∫
X×X
Gω(z, w)dµ(z)dµ(w). (11)
As in [ZZ], we have:
Definition 1. The LD rate functional is defined by,
Iω,K(µ) = −1
2
Eω(µ) + sup
K
Uµω , µ ∈M(X) (12)
We also let
E0(ω) = inf
µ∈M(X)
Iω,K(µ), I˜ω,K = Iω,K − E0(ω) . (13)
It is proved in [ZZ] that the infimum infµ∈M(X) Iω,K(µ) is achieved at the unique Green’s equi-
librium measure νω,K with respect to (ω,K), and E0(ω) =
1
2
log Capω(K), where Capω(K)
is the Green’s capacity. By the Green’s equilibrium measure we mean the minimizer of −Eω
on M(K).
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Theorem 1. Assume that dν ∈ M(X) satisfies the Bernstein-Markov property (37) and
that its support is nowhere thin (39). Then, for the Fubini-Study-fiber ensembles (see Defi-
nitions 2- 3), I˜ω,K of (13) is a convex rate function and the sequence of probability measures
{ProbN} on M(X) defined by (9) satisfies a large deviations principle with speed N2 and
rate function I˜ω,K, whose unique minimizer νh,K ∈M(X) is the Green’s equilibrium measure
of K with respect to ω.
Roughly speaking an LDP with speed N2 and rate function I states that, for any Borel
subset E ⊂M(X),
1
N2
logProbN{σ ∈ M : σ ∈ E} → − inf
σ∈E
I(σ).
The rate function is the same as in the genus zero case in [ZZ]. The analytical problems
involved in proving the LDP from the formula for the JPC are similar to those in the genus
zero case of [ZZ]. The principal new feature in this work is the derivation of an explicit
formula for the JPC for our ensembles.
Roughly speaking, the existence of the LDP is due to the explicit relation between two
structures on X(N):
• The fiber bundle structure coming from the Abel-Jacobi fibrations X(N) → Jac(X)
(2)-(4). This gives rise to Fubini-Study metrics along the fibers, which are the source
of the probability measures we define, based on the idea that the term ‘random
section’ should refer to random coefficients relative to a fixed basis.
• The product structure of X(N): Although it is the quotient of the Cartesian product
XN by the symmetric group SN , the order N ! of SN is negligible when taking the
1
N2
log limit, so we may think of X(N) as essentially a product. As such, it carries
the exterior product measures π∗1ω ⊠ · · · ⊠ π∗Nω where ω is any Ka¨hler form on X
and πj : X
N → X is the projection onto the jth factor. In practice, we use the local
coordinate volume form
∏N
j=1 dζj ∧ dζ¯j where ζj is the local uniformizing coordinate
on X . The main step in the proof of Theorem 1 is to express the probability measures
on PEN defined by the fiber bundle structure in terms of product measures. Estimates
of the product measure in Lemma 18 are then crucial to the proof of Theorem 1.
The relation between the fiber bundle structure and the product structure of X(N) per-
meates the proof of Theorem 1, sometimes in an implicit way. For instance, our use of
bosonization in calculating the JPC is essentially to relate these structures.
0.1. The Projective Linear Ensemble and the Fubini-Study-fiber ensemble. We
now define the basic probability measures on PEN of this article. As discussed in [ZZ, SZ]
(and elsewhere), Gaussian (or Fubini-Study) measures on a vector space V (or projective
space PV ) correspond to a choice of Hermitian inner product on V . When V = H0(X, ξ),
inner products may be defined by choosing a Hermitian metric h on ξ and a probability
measure ν on X . The data (h, ν) induces the inner product
||s||2G(h,ν) :=
∫
X
|s(z)|2hdν(z). (14)
The Hermitian inner product G(h, ν) in turn induces a complex Gaussian measure γ(h, ν)
on H0(X, ξ): If {Sj} is an orthonormal basis for G(h, ν), then the Gaussian measure is given
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in coordinates with respect to this basis by,
dγ(s) :=
1
πm
e−|c|
2
dc , s =
d∑
j=1
cjSj , c = (c1, . . . , cd) ∈ Cd . (15)
Here, d = dimCH
0(X, ξ). As in [ZZ] we assume throughout that ν is a Bernstein-Markov
measure whose support is non-thin at all of its points (see §1.10 for background).
Since we are studying zeros, it is natural to push a Gaussian measure γG(h,ν) on H
0(X, ξ)
under the natural projection H0(X, ξ)∗ → PH0(X, ξ) to obtain a Fubini-Study measure
dFSG(h,ν) induced by (h, ν). In fact, our important maps factor through the projective
space, so it simplifies things to use Fubini-Study volume forms from the start. We refer to
[ZZ], §3.2, for further discussion of this step.
The fact that EN is a vector bundle rather than a vector space complicates this picture
in two ways: first, we need to define a family GN(ξ) of Hermitian inner products on the
spaces H0(X, ξ) as ξ varies over PicN . If we are given a family GN(ξ) of Hermitian metrics
on H0(X, ξ), ξ ∈ PicN , we denote by γGN (ξ) the associated family of Gaussian measures on
H0(X, ξ) and by dV FSGN (ξ) the associated family of Fubini-Study measures on PH
0(X, ξ) (the
pushforwards of the γGN (ξ)). Second, Gaussian measures along the fibers of EN do not define
a probability measure on EN ; we also need a probability measure on the ‘base’, PicN . For
expository simplicity, we assume that the base measure is normalized Haar measure dθ on
PicN ≃ Jac(X).
Definition 2. Given a family of Hermitian inner products GN(ξ) for ξ ∈ PicN , and a
volume form dσ on PicN , the associated Fubini-Study-fiber measure dτFSHN on PEN is the
fiber-bundle product measure,∫
PEN
F (s)dτFSHN (s) :=
∫
PicN
{
∫
PH0(X,ξ)
F (s)dV FSGN (ξ)} dσ(ξ), (16)
where dV FSGN (ξ) are the fiber Fubini-Study volume forms defined by the Hermitian inner prod-
ucts on H0(X, ξ) induced by GN(ξ). We also denote by τˆN the analogous construction for
Gaussian-fiber measures. In the special case where dσ is normalized Haar measure, we call
dτFSH Fubini-Study-Haar measure.
In genus zero, where the only line bundle of degree N is O(N), the inner products GN (ω, ν)
on H0(CP1,O(N)) were those induced from tensor powers hN of a fixed Hermitian metric
h with curvature form ω on O(1) and from ν. In higher genus, we would like to induce a
family of inner products GN(ω, ν) on all H
0(X, ξ) from the data (ω, ν). It is a slight but
useful change in viewpoint to regard the basic data as (ω, ν) rather than (h, ν) since h is
determined by ω only up to a constant.
The data (ω, ν) can be used to determine a family GN(ω, ν) of Hermitian inner products
on H0(X, ξ) in at least two natural ways. The first is to choose a family of Hermitian metrics
hN(ξ) on the family ξ such that the curvature (1, 1) forms of the hN(ξ) equal ω. We will
refer to such a family as ω-admissible. Unfortunately, such a family is only determined up
to a function on PicN . The function may be fixed up to an overall constant using the so-
called Faltings’ metric on the determinant line bundle
∧topH0(X, ξ). This is a natural and
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attractive approach, but requires a certain amount of background to define. In the end, the
overall constant (or function) turns out to be irrelevant to the LDP.
There is a second approach which is less obvious but is simpler and asymptotically equiv-
alent as N → ∞. It arises from an auxiliary Hermitian line bundle LN+g → X of degree
N + g, whose space H0(X,LN+g) of holomorphic sections we call the large vector space (see
§2.1 for background). Since dimH0(X,LN+g) = N + 1 and dimX(N) = dimPH0(X,LN+g),
we regard PH0(X,LN+g) as a kind of linear model for X(N). As discussed below, there exists
a finite branched holomorphic cover X(N) → PH0(X,LN+g) (away from a certain Wirtinger
subvariety) which restricts on each fiber of the Abel-Jacobi map to an embedding of projec-
tive spaces. The choice of LN+g is arbitrary but may be uniquely fixed by picking a base
point P0 and defining
LN+g = O((N + g)P0)
to be the line bundle of the divisor (N + g)P0 (see §1 for the notation). We recall (from
[Gu2], p. 107) that for each ξ ∈ PicN , there is an embedding
ιξ,LN+g : H
0(X, ξ)→ {s ∈ H0(X,LN+g) : D(s) ≥ ALN+g,g(ξ)} (17)
where ALN+g,g : Pic
N+g → X(g) is the Abel-Jacobi map associated to LN+g (see §1).
We use this to show that EN is analytically equivalent (away from a certain Wirtinger
subvariety) to the holomorphic vector bundle E˜N → X(g) with fiber
E˜P1+···+Pg := {s ∈ H0(X,LN+g) : D(s) ≥ P1 + · · ·+ Pg}. (18)
To be more precise, the Abel-Jacobi map X(g) → Jac(X) ≃ PicN is a branched cover, with
branch locus along a Wirtinger subvariety (cf. §1.5). It turns out to be more convenient to
use E˜N rather than PEN since there is a simpler map from PE˜N → PH0(X,LN+g). From a
probability point of view, this model is equivalent to that of Definition 2, but for emphasis
we give it a separate definition.
Definition 3. Given a family of Hermitian inner products GN(ξ) for ξ ∈ PicN , and a
volume form dσ on X(g), the associated Fubini-Study-X(g) measure dτFSgN on PE˜N is the
fiber-bundle product measure,∫
PE˜N
F (s)dτFSgN (s) :=
∫
X(g)
{
∫
PH0(X,ξ)
F (s)dV FSGN (ξ)} dσ(P1 + · · ·+ Pg), (19)
where dV FSGN (ξ) are the fiber Fubini-Study volume forms defined by the Hermitian inner prod-
ucts on H0(X, ξ) induced by GN(ξ). We also denote by τˆN the analogous construction for
Gaussian-Haar measures.
We now use this set-up to define a family GN (ω, ν) of Hermitian inner products on
H0(X, ξ). We first choose a Hermitian metric h0 on O(P0) with curvature (1, 1)-form ω.
This induces Hermitian metrics hN+g0 on all the line bundles LN+g. Together with the posi-
tive measure ν on X , we obtain the inner product GN+g(h, ν) (14) on H
0(X,LN+g) and by
restriction, on the subspaces ιξ,LN+gH
0(X, ξ). Since the embeddings are isomorphisms, we
obtain inner products on H0(X, ξ) as ξ varies over PicN (see §2). We refer to this family of
inner products as an ω−admissible family of Hermitian inner products (see §2.3). We then
endowH0(X,LN+g) and the fibersH0(X, ξ), ξ ∈ PicN with the Gaussian measures γGN+g(h,ν),
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resp. γGN (h,ν), associated to the inner products. The Gaussian measures on H
0(X, ξ) are
(up to identification by the embedding) the conditional Gaussian measures of γGN+g(h,ν).
We then projectivize to obtain Fubini-Study metrics associated to the inner products on
the fibers PH0(X, ξ) and on P(X,LN+g). The induced maps (cf. (17)),

ψLN+g : PE˜N → PH0(X,LN+g),
ψLN+g [s] = [ιξ,LN+g(s)], where s ∈ H0(X, ξ)
(20)
are by definition isometric along the subspaces PH0(X, ξ). In Proposition 3, we show that
this map is a branched covering map of degree
(
N
g
)
away from the exceptional (Wirtinger)
locus. Further ψLN+g pulls back the Hermitian hyperplane bundle of PH
0(X,LN+g) (with
its Fubini-Study metric) to the natural hyperplane bundle over PE˜N (with the Hermitian
metric above).
We use this construction to obtain our third ensemble:
Definition 4. We define the projective linear ensemble (PEN , dλPL) by
dλPL =
1(
N
g
)ψ∗LN+gdV FSGN+g(h0,ν))
where dV FSGN+g(h0,ν)) is the Fubini-Study volume form on PH
0(X,LN+g) and ψLN+g : PE˜N →
PH0(X,LN+g) is the map (20).
The Fubini-Study-Haar measure and the projective linear measure are closely related since
they are top exterior powers of differential forms which agree along the fibers of the projection
PN → PicN to a base of fixed dimension g. They are compared in detail in §6. A technical
complication in this approach is that the pulled-back Fubini-Study probability measure is
only a semi-positive volume form on X(N) which vanishes along the branch locus.
0.2. Joint probability current. Given a probability measure τN on EN (or PEN) the
corresponding JPC is defined as follows:
Definition 5.
~KN (ζ1, . . . , ζN) := D∗τN ∈ M(X(N)) (21)
of the measure τN under the divisor map D (6).
Since we are dealing with a number of measures τN , we often subscript ~K
N to indicate
the associated measure τN .
The main task of this article is to express the JPC of the ensembles in the previous
section in terms of empirical measures of zeros (1), and to extract an approximate rate
function from it. Less formally, we need to express the JPC in terms of ‘zeros coordinates’,
i.e. the natural coordinates {ζ1, . . . , ζN} of XN . Elementary symmetric functions of the ζj
define local coordinates on X(N). What makes the expression difficult is that the underlying
probability measures on H0(X, ξ) and EN are expressed in terms of coefficients relative
to a basis of sections. Thus we need to ‘change variables’ from coefficients to zeros. As
mentioned above, we are essentially changing from variables adapted to the Abel-Jacobi
fibration structure of X(N) to those adapted to its product structure.
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In the genus zero case, the inverse map from zeros to coefficients is given by the Newton-
Vieta formula,
N∏
j=1
(z − ζj) =
N∑
k=0
(−1)keN−k(ζ1, . . . , ζN) zk, (22)
where ej =
∑
1≤p1<···<pj≤N zp1 · · · zpj are the elementary symmetric functions. The Jacobian
of the map from coefficients to zeros is thus |∆(ζ)|2 where
∆(ζ) = det(ζkj ) =
∏
j<k
(ζj − ζk) (23)
is the Vandermonde determinant. In effect, we must generalize both formulae to higher
genus. Generalizing the Vieta formula is the subject of §3.1. Generalizing the Vandermonde
determinant formula is the subject of §3.3.
In particular, we need the analogue of z−w in higher genus. As is well-known, the analogue
is the ‘prime form’ E(z, w) of X [M, F, ABMNV, R]. It is a holomorphic section of a certain
line bundle over X ×X with divisor equal to D, the diagonal in X ×X . E(z, w) has a well-
known expression in terms of theta-functions, but for our purposes it may be characterized
as follows: the space H0(X ×X,O(D)) of holomorphic sections of O(D) is one-dimensional
[R]. The bundle of which E(z, w) is a section is isomorphic to O(D) → X × X . Hence to
specify E(z, w) we need to specify an element of H0(X ×X,O(D)). Roughly speaking, we
do this by specifying that E(z, w) ∼ z − w near the diagonal. This depends on a choice of
local coordinates, which we define by uniformizing, i.e. by expressing X = X˜/Γ where X˜ is
the universal holomorphic cover and Γ is the deck transformation group. We then select a
fundamental domain F for Γ in X˜ and use the global coordinates on X˜ as local coordinates
on X . For more details, we refer to §1.8.
As above, we denote by O(P ) the point line bundle, i.e. the line bundle associated to the
divisor {P}. For g ≥ 1, the space H0(X,O(P )) is one (complex) dimensional, and may be
identified as the pullback under the embedding ιP : X → X ×X, ιP (z) = (z, P ) of the line
bundle O(D) → X × X . The section 1O(P )(z) is defined to be ι∗PE(z, ·) = E(z, P ). Using
products of the prime form, we define ‘canonical sections’ Sζ1,...,ζN of high degree line bundles
with prescribed zeros (see 9).
We also need to define a certain Bergman kernel for the orthogonal projection onto
H0(X,LN+g) with respect to the inner product GN+g(h0, ν). It is not quite the standard one,
but rather projects onto the codimension one subspace H0P0(X,LN+g) of sections vanishing
at the base point P0. This kind of Bergman kernel is studied in [SZZ] and is called there the
conditional Szego¨ kernel. Thus, we put
BN = the Bergman kernel on H
0
P0
(X,LN+g) w.r.t. the inner product GN+g(h0, ν). (24)
As will be shown below, BN is almost the same as the Bergman kernel for a slightly modified
line bundle EN+g−1 of degree N + g− 1 (see (54)). Their determinants differ by products of
1P0 .
Before stating the result, we emphasize a further notational convention used throughout:
when discussing sections of a line bundle L, we fix a local frame eL and express a section
by s = feL where f is a locally defined function. As discussed in §1.11, the orthogonal
projection onto H0(X,L) is a section of L⊗ L−1 (the Szego¨ kernel). When we express it in
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terms of eL ⊗ e¯L, the local function is the Bergman kernel BL above. In a similar way, we
use E(z, P ) to be the local expression for 1O(P )(z) relative to the canonical frame for O(P ).
The former is standard, but the latter is not a standard convention.
The following Theorem expresses the JPC in terms of coordinates on X(N) or more pre-
cisely its further lift to XN . The coordinates are products of uniformizing coordinates on the
factors. As mentioned above, and as will be clarified during the proof, the local expressions
are understood to be given on the complement of the exceptional Wirtinger loci.
Theorem 2. (I) The JPC of zeros in the projective linear Fubini-Study probability space
PEN with measure in Definition 4 is given in local coordinates by
(I) ~KNPL(ζ1, . . . , ζN) =
1
ZN (h)
FN (ζ1,...,ζN ,P0)
∏N
k=1|∏gj=1 E(Pj ,ζk)·∏j:k 6=j E(ζj ,ζk)|2
det(BN (ζj ,ζk))
N
j,k=1
∏N
j=1 dζj ∧ dζ¯j
×
(∫
X
∣∣∣∏gj=1E(Pj , z)∣∣∣2
hg
·
∣∣∣∏Nj=1E(ζj, z)∣∣∣2
hN
dν(z)
)−N−1 ,
where P1 + · · · + Pg = ALN+g(ζ1 + · · ·+ ζN). (defined in §1.5) and ZN(h) is a normalizing
constant so that ~KN has mass one. Here, FN(ζ1, . . . , ζN , P0) is defined in (64).
Furthermore,
(II) ~KNPL(ζ1, . . . , ζN) =
1
ZˆN (h)
exp(
∑
i<j Gω(ζi,ζj))(
∏N
j=1 |ρω(ζj)|2d2ζj)(∫
X
e
N
∫
X Gω(z,w)dµζ e
∫
X Gω(z,w)dµP (ζ)dν(z)
)N+1FN (ζ1, . . . , ζN), .
where dµP (ζ) =
∑g
j=1 δPj(ζ), where ρω is defined in (70), and where FN is defined in (73) §4.
Note that
∏N
j=1 d
2ζj is not well-defined on X
(N) but only on the Cartesian product XN ;
however ~KNPL is symmetric under permutations and descend to the quotient. We say more
about this in §1.2 (see [A] for background on holomorphic forms on symmetric powers). To
explain the first formula, we observe that the numerator and denominator involve Hermitian
inner products of sections. When expressed in terms of the same local frame, the frames
and metric factors cancel. This will be explained in a Remark after the statement of Propo-
sition 5. The main difference between expressions (I) and (II) is that the difficult Bergman
determinant det (BN(ζj , ζk))
n
j,k=1 in (I) has been expressed in terms of products of norms of
the Green’s function (or the prime form). It is an instance of the theme mentioned above
of relating the fiber bundle structure of X(N) to its product structure. The identity relating
the Bergman determinant and products of the prime form is known as the bosonization for-
mula on Riemann surfaces [ABMNV, VV]. This complicated identity brings in other special
factors which we call FN . When we take
1
N2
log this factor will evaporate in the limit.
Since ~KN is the pull-back of a smooth form under a smooth map (defined on the com-
plement of a hypersurface), the zeros of the denominator must be cancelled by those of the
numerator. This is discussed after the proof in §3.6.
The corresponding formula in the genus zero case CP1 is given in Proposition 3 of [ZZ]:
~KN (ζ1, . . . , ζN) =
1
ZN(h)
|∆(ζ1, . . . , ζN)|2d2ζ1 · · · d2ζN(∫
CP1
∏N
j=1 |(z − ζj)|2e−Nϕ(z)dν(z)
)N+1 . (25)
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Here, we abbreviate d2ζ = dζ ∧ dζ¯. Thus, the expression
∆g(ζ1, . . . , ζN) :=
∏g
j=1
∏N
k=1E(Pj, ζk) ·
∏
j:k 6=j E(ζj, ζk)√
det (BN(ζj, ζk))
n
j,k=1
(26)
is a higher genus generalization of the Vandermonde determinant in the sense that it is the
Jacobian of the change of variables from coefficients to zeros. The same Jacobian arises in
bosonization formulae(see e.g. (4.15) in [ABMNV]).
For the purposes of this article, Theorem 2 is mainly useful to obtain a similar formula
for the JPC ~KNFSH of the Fubini-Study-fiber ensembles of Definitions 2 and 3. These are the
ensembles for which we prove Theorem 1. We obtain formulae for ~KNFSH by relating them
explicitly to ~KNPL as given in Theorem 2. The formula for
~KNFSH is too complicated to state
in the introduction, and requires many considerations from Abel-Jacobi theory. It is stated
and proved in Theorem 6. We summarize it as follows:
Theorem 3. The JPC of zeros in the Fubini-Study-fiber probability spaces PEN (resp. PE˜N)
with measure in Definition 2 (resp. Definition 3) pulls back to XN as the form,
~KNFSH(ζ1, . . . , ζN) =
JN(ζ1, . . . , ζN)
ZN(ω)
exp
(
1
2
∑
i 6=j Gω(ζi, ζj)
)∏N
j=1 d
2ζj(∫
X
eN
∫
X
Gω(z,w)dµζ(w)e
∫
X
Gω(z,w)dµP (ζ)(w)dν(z)
)N+1 ,
where JN is defined in Theorem 6.
The main idea is that the volume forms ~KNPL and
~KNFSH on PEN only differ in ‘horizontal’
directions with respect to connections on X(N) → Jac(X) resp. X˜(N) → X(g), which has a
fixed dimension g. Hence, they are equivalent up to small errors as N →∞.
0.3. Approximate rate function. We use Theorems 2 and 3 to derive an approximate
rate functional for the large deviations principle. We need to introduce the following func-
tionals:
Definition 6. Let ζ ∈ X(N) and let µζ be as in (1). Also let µP (ζ) be the sum of point masses
at the g points in the image of ζ under the Abel-Jacbobi map. Let D = {(z, z) : z ∈ X} be
the diagonal. Put: 

EωN(µζ) =
∫
X×X\D Gω(z, w)dµζ(z)dµζ(w),
Jω,νN (µζ) = log ||eU
µζ
ω e
∫
X
Gω(z,w)dµP (ζ)(w)||LN (ν)
Then put
Iω,νN (µζ) = −
1
2
EωN(µζ) +
N + 1
N
Jω,νN (µζ).
We then have,
Proposition 1. Write ~KNFSH(ζ1, . . . , ζN) = D
N(ζ1, . . . , ζN)
∏N
j=1 d
2ζj, and similarly define
DNFSH. Then,
DN(ζ1, . . . , ζN) =
1
ZˆN(h)
e−N
2(Iω,νN (µζ)+O(
1
N
)).
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We observe that DN is precisely the coefficient relating ~KN (defined using the fiber bundle
structure of PEN) to the local Lebesgue product measure on X(N). We could use any product
measure ω0⊠· · ·⊠ω0 here, but it is sufficient to use
∏
j d
2ζj in local uniformizing coordinates.
The proof of Theorem 1 from Proposition 1 uses almost the same analysis as in [ZZ]. Hence
the emphasis of this article is on the proof of Theorems 2 and 3 and of Proposition 1.
Finally, we thank R. Wentworth and S. Wolpert for helpful conversations on the prime
form and on bosonization formulae.
1. Background
The main purpose of this section is to review the Abel-Jacobi theory we need. To the extent
possible, we follow the notation of [ACGH, ABMNV, Gu1, Gu2]. We also briefly review some
definitions and notation regarding Gaussian and Fubini-Study random holomorphic sections.
We use throughout the same notation and terminology as in [ZZ], and when the definitions
are essentially the same as in genus zero, we refer the reader to that article.
We denote by X a compact smooth Riemann surface of genus g. Througout we fix a
base point P0 ∈ X . By the uniformization theorem, it may be expressed as X˜\Γ where X˜
is the universal conformal cover (= CP1 if g = 0, = C if g = 1 and = H (the upper half
plane) if g ≥ 2). Here, Γ is the deck transformation group or fundamental group, realized
as conformal automorphisms of X˜ . We also denote by A1, . . . , Ag;B1, . . . , Bg generators of
Γ defined as in [Gu2] (page 4). They depend on a choice of base point P0 and a marking of
X ; we refer to [Gu2] for the background.
We further denote by ω1, . . . , ωg a basis for the holomorphic differential one forms of X .
We assume the A,B cycles and basis are canonical, i.e.
∫
Ai
ωj = δij . For any holomorphic
differential, we denote by w(z) =
∫ z
z0
ω its Abelian integral, a holomorphic function on X˜
with w(z0) = 0. In the case of the basis differentials ωk the Abelian integrals are denoted
wk.
We denote line bundles by L, ξ or by divisors of holomorphic sections s ∈ H0(X, ξ). The
Chern class of L is denoted as usual by c1(L). We also put h
0(X,L) = dimH0(X,L).
1.1. Point line bundles over Riemann surfaces of genus g > 0. Given P ∈ X , there
exists a unique holomorphic line bundle O(P ) with the properties that dimH0(X,O(P )) = 1
and c1(O(P )) = 1 and so that each non-zero section vanishes at (and only at) the point P .
These are the line bundles defined by a point divisor {P}, defined by an atlas of two charts,
U0 = X\{P} and U1 = a small disc around P , and the transition function g01 = z − P .
The line bundle O(P ) has a canonical section 1O(P ) corresponding to the meromorphic
function 1 under the correspondence between meromorphic functions and holomorphic sec-
tions of H0(X,O(P )). It is the section locally represented by 1 on X\{P}. Our notation
follows [ABMNV]; the same section is called the ‘constant section’ and is denote by 1 in
[Fal].
These sections are canonical once we fix the coordinates and atlas, but that choice itself is
non-canonical. The choices can be made consistently as P varies by working on X ×X . As
in the introduction, we define local coordinates by uniformizing. We let {Uα, zα} denote the
corresponding atlas of X . We then define an atlas of local trivializations of O(D) taking the
cover {Uα×Uα, U0} of X ×X where U0 = X ×X\D. Then the local holomorphic functions
fα(Q,P ) = zα(P )− zα(Q) are local defining functions of D in Uα × Uα. Hence their ratios
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fα
fβ
give transition functions for O(D) and {fα} is a section. If we fix P in the slice X ×{P}
we obtain a family of sections fα(z, P ) of the family of line bundles O(P ) which pull back
to 1O(P ). We explain the relation to theta functions in §1.8.
1.2. Configuration spaces. The r-rold symmetric product X(r) of a Riemann surface X
is the quotient of the Cartesian product Xr by the action of the symmetric group Sr. The
action has non-trivial isotropy along the large diagonals ζj = ζk (j 6= k). However, X(r) is a
complex analytic manifold of dimension r and the natural projection
pr : X
r → X(r)
is a complex analytic r! sheeted branched covering map with branch locus on the large
diagonals. We briefly review this fact and the associated local coordinates on X(r); the
degeneracies of pr will be important later in explaining cancellations of zeros and poles in
~KNFSH. We refer to ([Gu2], Theorem 9; or [GH], p. 236).
Let D = p1 + · · ·+ pr ∈ X(r). Let Ui be a neighborhood of pi and zi a local coordinate in
Ui. We assume that Ui 6= Uj if pi 6= pj and Ui = Uj , zi = zj if pi = pj . Let σ1, . . . , σr be the
elementary symmetric functions. Then
q1 + · · ·+ qr → (σ1{zi(qi)}, . . . , σr{zi(qi)})
is a local coordinate system on pr(U1×· · ·×Ur) defining X(r) as a complex manifold. Away
from the large diagonals, pr is a covering map and we can use (z1(p1), . . . , zr(pr)) as local
coordinates.
A volume form on X(r) pulls back under pr to a smooth form on X
r which may be written
in terms of local coordinate volume form
dσ1 ∧ · · · ∧ dσr = ∆(ζ)dζ1 ∧ · · · ∧ dζr,
where ∆ is the Vandermonde determinant. As this shows, any smooth volume form on X(r)
lifts to a semi-volume form with zeros on the branch locus of pr. For more on holomorphic
forms on X(r) we refer to [A].
We also recall that X(g) is a projective Ka¨hler manifold. To see this, let L → X be an
ample line bundle and let L˜ = Lz1 ⊠ · · · ⊠ Lzg be the exterior tensor bundle on Xr. Then⊗
τ∈Sr τ
∗L˜ defines an ample line bundle on Xr which is invariant under permutations and
therefore descends to X(r). Positively curved metrics on this bundle give a supply of Ka¨hler
forms on X(r) which can be used to specify the volume forms on X(g) in Definition 3.
1.3. Products of point line bundles and canonical sections. Point bundles can be used
to generate all other line bundles. We denote by O(P1 + · · · + Pn) = O(P1) ⊗ · · · ⊗ O(Pn)
the tensor product of the point bundles. In general, given two divisors D,D′, O(D)O(D′) =
O(D +D′).
Products of point line bundles have a canonical section, depending only on the local
trivializing charts and coordinates used to define O(P ).
Definition 7. The canonical section of O(ζ1 + · · ·+ ζN) is defined by
1ζ1+···+ζN (z) :=
N∏
j=1
1O(ζj)(z).
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By Riemann-Roch, for N ≥ 2g − 1 we have
dimH0(X,O(P1 + · · ·+ PN)) = N + 1− g. (27)
This is the source of the difference between g = 0 and g > 0: the number of zeros of
sections is greater by g than the dimension of the projective space of sections. Indeed,
the configurations of zeros of sections s ∈ H0(X, ξ) form the fiber of the Abel-Jacobi map
AN : X
(N) → Jac(X). This is the next object to review.
1.4. Jacobian and Picard varieties. The Jacobian variety Jac(X) may be identified with
the compact complex g-dimensional torus Cg/P of unitary characters χ of the fundamental
group π1(X) or equivalently of H
1(X,Z). Here, P is the period lattice of X .
Pic0 = Div0/PDiv is the space of divisor classes of degree zero, i.e. divisors of degree 0
modulo principal divisors (divisors of meromorphic functions). We denote the divisor class
of D by [D]. Thus, Pic0 is a compact complex torus of dimension g. For general r ∈ Z,
the Picard variety Picr is the space of holomorphic line bundles of Chern class r. Picr is a
homogeneous space for Pic0 under tensor product. If we fix a base point P0, we obtain an
identification Picr(X) ≃ Pic0(X) by ξ ∈ Picr(X)→ ξO(−rP0). We recall that the map from
divisors to line bundles by
D =
∑
j
νjpj ∈ X(r) → O(D) =
∏
j
O(pj)νj ∈ Pic(r) (28)
is surjective and that principal divisors correspond to holomorphically trivial line bundles.
Hence, Pic0 can be identified the space of degree 0 line bundles modulo equivalence, or with
flat line bundles induced by unitary characters of π1(X), i.e. Pic
0 ≃ Jac(X). Specifically,
the map is defined by
O(p1) · · ·O(pr)O(q1)−1 · · ·O(qr)−1 → χ, with
χ(Ak) = 1, χ(Bk) = exp 2πi
∑r
j=1
∫ pj
qj
ωk,
(29)
where the path of integration is a simple arc δj from qj → pj (see [Gu2], page 24).
1.5. Abel-Jacobi maps, Picard varieties and Wirtinger varieties. As above we fix
a basepoint P0 and the effective divisor gP0 of degree g. The Abel-Jacobi (or Abelian sums)
map Ar : X
(r) → Jac(X) is defined by
Ar(ζ1, . . . , ζr) =
r∑
j=1
∫ ζj
P0

 ω1· · ·
ωg

 ∈ Cg/P. (30)
Abel’s theorem states that the image is 0 if
∑r
j=1 ζj − rP0 is a principal divisor (the divisor
of a meromorphic function).
When r = g the Abelian sums map is an analytic isomorphism away from a (Wirtinger)
hypersurface. It may be re-formulated in terms of Picard varieties as follows: The map
P1 + · · ·+ Pg → O(gP0 − (P1 + · · ·Pg)) is an analytic diffeomorphism
Ag : X
(g) ≃ Pic0(X)
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outside of a codimension one subvariety. That is, any ξ ∈ Pic0(C) may be represented in
the form
ξ = O(P1 + · · ·+ Pg)O(gP0)−1,
for some P1 + · · ·+ Pg. The representation is unique when dimH0(X,O(P1 + · · ·+ Pg) = 1,
and this holds for generic P1 + · · ·+ Pg ([Gu1] (pages 116-120)).
The exceptional points lie on Wirtinger varieties, which play an important role in the
formulae for the JPC. There are several related definitions accordingly as we regard them as
subsets of Jac(X) or PicN(X) or X(g). The Wirtinger varieties Wr ⊂ Jac(X) are defined by
Wr =W1 + · · ·+W1 ⊂ Jac(X) where W1 is the image of X under A1. They depend on the
choice of base point P0, and one has dimWr = r for 1 ≤ r ≤ g and Wg = Jac(X). We also
recall Jacobi’s inversion formula: The Abelian sums map Ag : X
(g) → Jac X is a surjective
holomorphic map with a codimension one singular set of effective divisors P1 + · · · + Pg
for which dimH0(X,O(P1 + · · · + Pg)) = 2; equivalently, there exists a different element
Q1 + · · ·+ Qg for which O(P1 + · · ·+ Pg) = O(Q1 + · · ·+Qg). The image of this set under
Ag is W
1
g , which has dimension g − 2 by the Brill-Noether formula (see [ACGH]). Viewing
W 1g ⊂ Picg(X) as the subset with dimH0(X, ξ) = 2, one has a map X ×W 1g → Wg−1 with
(P0, ξ) → ξO(−P0), whose sections correspond to the sections of ξ vanishing at P0. Fixing
the base point, this map embeds W 1g ⊂Wg−1 as a codimension one subset.
Fix a line bundle LN+g of degree g + N . Let ζ1 + · · · + ζN ∈ X(N). Then there exists
a point P1 + · · · + Pg so that O(ζ1) ⊗ · · · ⊗ O(ζN) ≃ LN+gO(P1 + · · · + Pg)−1. The point
is unique when LN+g ⊗ O(−(ζ1 + · · ·+ ζN)) /∈ W 1g , i.e. lies outside of the codimension one
Wirtinger subvariety W 1g of line bundles ξ of degree g with dimH
0(X, ξ) ≥ 2.
We take LN+g to be (N + g)P0 throughout, and further define
X
(N)
N+g = {ζ1 + · · ·+ ζN ∈ X(N) : (N + g)P0 − ζ1 + · · ·+ ζN ∈ W 1g }, (31)
and
ALN+g : X
(N)\X(N)N+g → X(g), ALN+g(ζ1 + · · ·+ ζN) = P1 + · · ·+ Pg. (32)
where as above (N + g)P0 − (ζ1 + · · · + ζN) = P1 + · · · + Pg. for a unique P1 + · · · + Pg.
In the notation of [ACGH], X
(N)
N+g is the inverse image of W
1
g under the Abel sums maps
X(N) → Jac(X).
Definition 8. Let ξ ∈ PicN(X) and let s ∈ PH0(X, ξ). If O((N + g)P0 −D(s)) /∈ W 1g we
define the canonical factor associated to [s] to be the factor
∏g
j=1 1O(Pj) where ALN+g(D(s)) =
P1 + · · ·+ Pg.
1.6. Picard bundles, vortex moduli space and Poincare´ bundles. In the introduc-
tion, we defined the Picard bundles (3) and their projectivizations PEN , the vortex moduli
spaces. It is well-known that PEN is analytically equivalent to X(N) for N ≥ 2g − 1. For
the proof we refer to [Gu2], Corollary 2 to Theorem 10; and Corollary 2 to Theorem 15. See
also [ACGH] and also [Mat, Sch] for the original proofs.
In [FL] it is proved that the Picard bundles are negative complex vector bundles, i.e. that
E∗N is an ample vector bundle. It is equivalent that OP(1)→ P(EN) is an ample line bundle.
See also [ACGH], Ch. VII.
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1.7. Theta functions, theta divisor and Riemann’s vector ∆. Riemann’s theta
function θ is a section of a certain line bundle Θα → Jac(X). Its divisor is also denoted
by Θ. We refer the reader to [DP, F, Gu1, Gu2, ABMNV, VV] for background. It is also
customary to denote by Θ the set of line bundles ξ ∈ Picg−1(X) such that h0(X, ξ) = 1, i.e.
which have a global section (as in [Fal, ABMNV]).
As above, we denote by Wg−1 ⊂ Picg−1(X) the subvariety of effective divisors of degree
g − 1. Riemann’s vanishing theorem states that there exists a point ∆ ∈ Picg−1(X) so
that Θ = Wg−1 + ∆ (i.e. it is the translate of Wg−1 by this point of the torus). Thus,
θ(
∑g−1
j=1 Pj − ∆) ≡ 0 and θ(z) = 0 if and only if z =
∑g−1
j=1 Pj − ∆ for some Pj . We also
denote by θ[α] the theta function with characteristic α (a choice of spin structure).
The ‘map’ ζ1 + · · · + ζN → P1 + · · · + Pg in (32) is the composition of the Abel sums
map X(N) → Jac(X) with the Jacobi inversion ‘map’ Jac(X) → X(g). The latter may be
described as follows ([ACGH], p. 28): Let A1 : X → Jac(X) be the Abel embedding. Then
the inversion map ψ : X(g) → Jac(X) is given by ψ(λ) = A∗1(Θλ+∆) as long as A1(X) is not
contained in the translate Θλ of Θ by λ. Here, A
∗
1(Θλ+∆) is the effective divisor of degree g
on X . Thus, we have
P1 + · · ·+ Pg = A∗1(ΘAN (ζ1+···+ζN )+∆), (33)
where AN is (as above) the Abelian sums map with basepoint P0.
1.8. Canonical section of a point line bundle and the prime form. The canonical
sections 1O(P )(z) are defined rather abstractly. After making identifications, they may be
more concretely expressed in terms of θ-functions. The prime form is a holomorphic dif-
ferential form on X˜ of type (−1/2,−1/2) of the form z−w√
dz
√
dw
. The degree of the canonical
bundle is 2g − 2, and that of the square root spin bundles is g − 1. So z−w√
dz
√
dw
has a zero
at z = w plus g − 1 other zeros at points independent of w. To remove the extra zeros, one
defines the prime form by (cf. [F], Definition 2.1)
E(z, w) =
θ[α](w − z)√
ωα(z)
√
ωα(w)
(34)
where α is an odd spin structure (i.e. a choice of square root of the canonical bundle KX)
and
√
ωα is a certain holomorphic section of the corresponding spin bundle. This prime form
vanishes only when z = w. To tie this discussion together with the abstract one in §1.1, we
have (see e.g. [DP], (6.54)):
Proposition 2. Let ιw : X → X ×X be the map ιw(z) = (z, w), let µ(z, w) = A1(z − w),
and let Θ be the theta-divisor. Then each fixed w,
• ι∗wµ∗Θ⊗K−1/2 is a line bundle of degree g − (g − 1) = 1;
• ι∗wµ∗Θ⊗K−1/2 = ζw
• 1w(z) = E(z, w) ∈ H0(X, ι∗wµ∗Θ⊗K−1/2)
It is not important in this article whether we use the explicit formula in terms of theta
functions or the more abstract definition in terms of point line bundles. We will be taking
the Hermitian norms of these sections and construct the metrics so that the isomorphism
from the point line bundle setting to the theta function setting is isometric. We denote
a Hermitian metric on O(P ) by hP so that the norm of 1O(P )(z) is ||1O(P )(z)||hP (z). It is
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equivalent to define a Hermitian metric on O(D) → X × X and pull it back under ιP , so
that ||1O(P )(z)||hP = ||E(z, P )||h(z)⊠h(P ).
1.9. Hermitian metrics and Chern classes. Let h be a smooth Hermitian metric on a
holomorphic line bundle L→ X . Its Chern form is defined by
c1(h) = ωh := −
√−1
2π
∂∂¯ log ‖eL‖2h , (35)
where eL denotes a local holomorphic frame (= nonvanishing section) of L over an open set
U ⊂M , and ‖eL‖h = h(eL, eL)1/2 denotes the h-norm of eL. We say that h is positive if the
(real) 2-form ωh is a positive (1, 1) form, i.e. defines a Ka¨hler metric.
For any smooth Hermitian metric h and local frame eL for L, we write ‖eL‖2h = e−ϕ (or,
h = e−ϕ), and
ωh =
√−1
2π
∂∂¯ϕ = ddcϕ. (36)
We refer to ϕ = − log ||eL||2h as the potential of ωh in U , or as the Ka¨hler potential when
ωh is a Ka¨hler form. As in [ZZ], we are interested in general smooth metrics, not only those
where ωh is positive. The metric h induces Hermitian metrics h
N on LN = L⊗· · ·⊗L given
by ‖s⊗N‖hN = ‖s‖Nh . The N -dependent factor e−Nϕ is then the local expression of hN in the
local frame eN .
In the reverse direction, suppose that we are given a smooth (1, 1) form ω with
∫
X
ω = 1
and a line bundle L of degree one. Then there exists a Hermitian metric h on L, unique up
to a multiplicative constant, with ωh = ω. To see this, let h∗ be any Hermitian metric on L.
Then
∫
X
(ω − ω∗) = 0 so there exists a ϕ0 ∈ C∞(X) orthogonal to the constant functions so
that ω − ω∗ = ddcϕ0. It is unique up to an additive constant but can be normalized to have
integral zero with respect to ω∗. Then h = e−ϕ0h∗.
We adopt the following terminology from [Fal, F] and elsewhere: Given a real (1, 1) form
ω0 ∈ H2(X,Z), a Hermitian metric on a line bundle ξ → X is called ω0-admissible if its
curvature (1, 1) form (36) equals ω0.
1.10. Hermitian inner products on H0(X, ξ). As mentioned in the introduction, and
as reviewed below, our Gaussian and Fubini-Study measures are induced by a choice of data
(ω0, ν) where ω0 ∈ H2(X,Z) has
∫
ω0 = 1 and where ν is a probability measure on X
satisfying the following two technical assumptions: First is the weighted Bernstein-Markov
condition (see [B, ZZ] or [BB], Definition 4.3 and references):
For all ǫ > 0 there exists Cǫ > 0 so that
sup
K
‖s(z)‖hN ≤ CǫeǫN ||s||GN(h,ν) , s ∈ H0(CP1,O(N)). (37)
Here, and throughout this article, we write
K = supp ν. (38)
Second is the assumption that
K is non − thin at all of its points . (39)
We refer to [ZZ] for further discussion of these rather mild assumptions.
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We only assume that h is a C∞ metric as in [SZ, ZZ, B, Ber1]. In the local frame any
holomorphic section may be written s = fe where f ∈ O(U) is a local holomorphic function.
The inner product (14) then takes the form,
||s||GN (h,ν) =
∫
C
|f(z)|2e−Nϕdν(z). (40)
1.11. Szego¨ projectors and Bergman kernels. Let (L, h) be any Hermitian holomor-
phic line bundle, let ν be a probability measure, and let G = G(h, ν) be the Hermitian inner
product (14)-(40). We denote by ΠG : L
2(X,L)→ H0(X,L) the orthogonal projection with
respect to G. It is a section of L⊗ L¯→ X ×X . If we choose a local frame eL for L, the it
may be expressed as ΠG = BG(z, w)eL ⊗ e∗L. The coefficient is the Bergman kernel function
relative to a frame eL. If Sj is an orthonormal basis of H
0(X,L) with respect to G, then
locally Sj = fjeL where fj are local holomorphic functions and BG(z, w) =
∑d
j=1 fj(z)fj(w)
where d = dimH0(X,L). Thus, if s = feL is any section,
ΠGs(z) =
(∫
X
BG(z, w)f(w)e
−ϕdν
)
eL(z), , (e
−ϕ = |eL|2h)
1.12. Coherent states. Given the inner product G = G(h,ν) on H
0(X,L) and a point
P ∈ X , the associated coherent state is defined by
ΦPG := ΠG(·, P ). (41)
Its important property is that
s(P ) = 〈s,ΦPG〉G, s ∈ H0(X,L). (42)
Thus, ΦPG represents the evaluation functional at P . It is also useful to a scalar valued
evaluation functional by picking a non-zero vP ∈ LP and tensoring ΦPG ⊗ v∗P , i.e. producing
〈s(P ), vP 〉G.
1.13. Fubini-Study volume form. Let Z ∈ Cd+1 and let ||Z||2 = ∑d+1j=1 |Zj|2. In the
open dense chart Z0 6= 0, and in affine coordinates wj = ZjZ0 , the Fubini-Study volume form
is given by,
dV olI =
∏
i dwi ∧ dw¯i
(1 + ||W ||2)d+1 . (43)
We sometimes work with a basis which is not orthonormal for the inner product, and
therefore need a more general formula where the inner product ||Z||2 is replaced by any
Hermitian inner product ||AZ||2 on Cd+1 where A ∈ GL(d+1,C). The Fubini-Study metric
for this inner product is ∂∂¯ log ||AZ||2. On the affine hyperplane {(w, 1)}, the matrix A =
A ~b
~c d

 ‘acts’ by the projective linear map AP ·W = AW+~b〈~c,W 〉+d ; ‘acts’ is in quotes because
the group does not preserve this hyperplane. A general inner product on Cd+1 may be
expressed in the form ||AZ||2 for some A ∈ GL(N+1,C). The associated Fubini-Study metric
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is i
2π
∂∂¯ log ||AZ||2 = A∗ i
2π
∂∂¯ log ||Z||2. Hence, in homogeneous coordinates, the induced
volume form in the affine chart is
dV olA =
(
(w, 1)∗A∗
i
2π
∂∂¯ log ||Z||2
)d
= A∗P
∏
i dwi ∧ dw¯i
(1 + ||W ||2)d+1 . (44)
As in [ZZ], under the natural projection π : Cd+1 − {0} → CPd,
π∗dVolA = | detA|2|(AZ)0|2
·
(
∂
∂Z0
∧ ∂
∂Z¯0
⊢ A∗(dZ0 ∧ dZ¯0)
)−1(∏d
j=1 dZj∧dZ¯j
||AZ||2(d+1)
)
,
(45)
where
(
∂
∂Z0
∧ ∂
∂Z¯0
⊢ A∗(dZ0 ∧ dZ¯0)
)
is the coefficient of dZ0 ∧ dZ¯0 in the form d(A∗Z)0 ∧
d(A∗Z)0.
2. Inner products induced by the canonical embedding
In this section, we provide background and definitions for the objects introduced in §0.1.
In particular, we define the large vector space H0(X,LN+g) and the embeddings of the spaces
H0(X, ξ) with ξ ∈ PicN(X) into it.
2.1. The large vector space H0(X,LN+g). Given a line bundle L and a divisor D =∑
i aiPi, let L(L;D) denote the vector space of meromorphic sections s satisfying D+D(s) ≥
0. Let s0 be a global holomorphic section of [D] with D(s0) = D. We recall that if D is an
effective divisor and s0 be a section of H
0(X, [D]) with D(s0) = [D], then multiplication by
s0 gives an identification H
0(X,O(L⊗ [−D])) ≃ L(L;−D).
We make constant use of the following case (see [Gu2] page 107): Let LN+g = O((N +
g)P0) ∈ PicN+g, let ζ = ζ1+ · · ·+ ζN ∈ X(N)\X(N)N+g, i.e. assume that O((N +g)P0)O(−(ζ1+
· · · + ζN)) /∈ W 1g , and let P1 + · · · + Pg = ALN+g(ζ1 + · · · + ζN). Then multiplication by∏g
j=1 1O(Pj) defines the isomorphism (17)
H0(X,O(ζ1 + · · ·+ ζN)) ≃ H0(X,O((N + g)P0 − (P1 + · · ·+ Pg))
≃ {s ∈ H0(X,O((N + g)P0)) : D(s) ≥ P1 + · · ·+ Pg}.
(46)
We now take the product of the sections defined in Definitions 7-8 to produce canonical
sections of H0(X,LN+g).
Definition 9. Assume that ζ = ζ1 + · · · + ζN ∈ X(N)\X(N)N+g. Then we define the section
Sζ1,...,ζN ∈ H0(X,LN+g) by,
Sζ1,...,ζN (z) :=
g∏
j=1
1O(Pj)(z) ·
N∏
j=1
1O(ζj)(z),
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2.2. The vector bundle E˜N . Let LN+g be a line bundle of degree N + g, which as always
we take to be O((N + g)P0). We then define a vector bundle over X(g):
Definition 10. E˜N → X(g) is the vector bundle with fiber,
E˜P1+···+Pg := H0(X,LN+gO(−(P1 + · · ·+ Pg)). (47)
We further define the extended configuration space
X˜(N) := PE˜N = {([s], P1 + · · ·+ Pg) : D(s) + P1 + · · ·+ Pg = (N + g)P0}
= {(ζ1 + · · ·+ ζN , P1 + · · ·+ Pg) : ζ1 + · · ·+ ζN + P1 + · · ·+ Pg = (N + g)P0}.]
Here as usual, equality means equality of divisor classes. There is a natural map X˜(N) →
X(N) which is an analytic isomorphism away from X
(N)
N+g, i.e. on the locus where there exists
a unique P0 + · · ·+ Pg so that ζ1 + · · ·+ ζN + P1 + · · ·+ Pg = (N + g)P0. In effect, we add
extra points to the configuration space when the representation is not unique. The purpose
for doing this is to analyze the behavior of volume forms along the bad set.
There exists a natural diagram of maps
PE˜N = X˜(N) D→ PEN = X(N)
ρ ↓ ↓ π
X(g)
ιL→ PicN ≃ Jac(X),
(48)
where the bottom arrow is the map P1+· · ·+Pg → L⊗O(−(P1+· · ·+Pg)) and the top arrow
is the induced identification of sections. We need the diagram of inverse maps and run into
the usual Jacobi inversion problem, i.e. that the the maps are not invertible along the the
Wirtinger subvarieties. But they are analytic isomorphisms away from these subvarieties:
X(N)\X(N)N+g ≃ PEN\WN(N+g)P0
ι∗L→ PE˜N
π ↓ ↓ ρ
PicN
ιL← X(g)
(49)
The bottom map is singular (degenerate) along the hypersurface of W 1g ⊂ X(g) where
dimH0(X,O(P1 + · · · + Pg)) = 2. The image under π of this set is the set of line bun-
dles ξ ∈ PicN so that LN+gξ−1 ∈ W 1g . So the singular sets of the maps are compatible with
the diagram.
A natural question is to compare PH0(X,LN+g), PEN and and PE˜ (18). As in (46), there
is a natural identification
E˜P1+···+Pg := {s ∈ H0(X,LN+g) : D(s) ≥ P1 + · · ·+ Pg}, (50)
defined by multiplication by σL =
∏g
j=1 1O(Pj). Since we understand the relation between
PEN and and PE˜ , the main point is the following
Proposition 3. The fiberwise canonical map σL : PE˜N → PH0(X,LN+g),
σL(P1 + · · ·+ Pg, s) =
g∏
j=1
1O(Pj)s, P1 + · · ·+ Pg = ρ(s)
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is an analytic branched
(
(N+g)
N
)
-fold cover taking the fiber of PE˜N over P1 + · · ·+ Pg ∈ X(g)
to the subspace
P{S ∈ H0(X,O(LN+g) : D(S) ≥ P1 + · · ·+ Pg} ⊂ PH0(X,LN+g).
The branch locus B(N)N+g ⊂ X˜(N) consists of {(ζ1 + · · · + ζN , P1 + · · · + Pg)} with multiple
points.
Proof. We first show that DσL is an isomorphism on the open dense subset X˜(N)\B(N)N+g.
Since a holomorphic map of complex manifolds of the same dimension is surjective if its
differential is surjective at one point, this will prove that σL is surjective and that it is a
branched covering map.
Let st be a curve in E˜N , and let σL(st) be the image curve in H0(X,LN+g). Then
DσL(s˙) =
d
dt
|t=0s(t)σL(t) = s˙0
g∏
j=1
1O(Pj) + s0
d
dt
|t=0
g∏
j=1
1O(Pj).
If the left side is zero, then
s˙
s
= −
g∑
j=1
1˙O(Pj)
1O(Pj)
.
Since s = C
∏N
j=1 1O(ζj), this implies
N∑
k=1
1˙O(ζk)
1O(ζk)
+
g∑
j=1
1˙O(Pj)
1O(Pj)
= 0.
If the {ζk, Pj} are all distinct then this equation cannot hold since the poles on the left side
occur at some of the {ζk} and on the right at some of the {Pj}. Hence DσL is injective (and
therefore an isomorphism) away from the large diagonals.
Further, it is
(
N+g
N
)
to 1 on the same set. Indeed, given [S] ∈ PH0(X,LN+g), we split
up its N + g zeros into two groups, one of N points ζ1 + · · · + ζN and one of g points
P1 + · · · + Pg. There does not appear to be any preferred way to do this, so we consider
all possible ways. Since s is a section,
∏N
j=1O(ζj) ⊗
∏g
j=1O(Pj) = LN+g, it follows that
ALN+g(ζ1 + · · ·+ ζN) = P1 + · · ·+ Pg. Hence [S] is the image of the section S∏g
j=1 1O(Pj)
under
the canonical map. When the points {ζ1, . . . , ζN , P1, . . . , Pg} are distinct, there are
(
N+g
N
)
to
split up the zeros into a subset of N elements and a subset of g elements. Hence the line
through s is the image of
(
N+g
N
)
sections, and it is clear that these are the only ways that S
is the image of an element. On the hypersurfaces where {ζj, Pk} has multiple points, there
are fewer ways to split up the set of zeros; this is the branch locus.

Proposition 3 indicates why it is simpler to work with PE˜N than PEN . In the latter
case we would need to puncture out X
(N)
N+g in order to defined the map to PH
0(X,LN+g),
since P1 + · · · + Pg would not be uniquely defined on the Wirtinger subvariety. In the
case of PE˜ , the the line bundle is duplicated at points P1 + · · · + Pg, P ′1 + · · · + P ′g so that
LN+g ⊗ O(−(P1 + · · · + Pg)) ≃ LN+g ⊗ O(−(P ′1 + · · · + P ′g)). This redundancy makes it
possible to define the map to PE˜ at all points of PE˜N .
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2.3. ω-admissible family of Hermitian metrics on E˜N . Having reviewed the relevant
Abel-Jacobi theory, we now return to the question of defining Hermitian metrics on the
vector bundle. E˜N , i.e. a smooth family of Hermitian inner products on the spaces H0(X, ξ)
for ξ ∈ PicN . As mentioned in the introduction, we define them by fixing a Hermitian
metric h0 on O(P0) and the associated Hermitian metrics hN+g0 on O((N + g)P0) = LN+g
with Chern form ω. Together with the Bernstein-Markov measure ν we obtain an inner
product GN+g(h, ν) as in (14). We then define inner products GN (h, ν, L) on H
0(X,L) by
specifying that the maps σL are isometric. That is, we restrict GN+g(h, ν) to each embedded
subspace and thus induce an inner product on each H0(X,L). We refer to the family of such
inner products as the ω- admissible Hermitian metrics. The Gaussian measures induced
Fubini-Study measures on the associated projective spaces of sections.
2.4. ω0-admissible metrics and admissible Hermitian inner products. As men-
tioned in the introduction, there is another natural way to define a family of ω0-admissible
Hermitian inner products on the line bundles ξ ∈ PicN (X) and an associated family of
ω0-admissible Hermitian inner products on the spaces H
0(X, ξ). Namely, we equip the line
bundles ξ with ω0 admissible metrics and then use (14) to define associated Hermitian inner
products.
This approach involves the complication that the admissible line bundle metrics are only
unique up to a constant, and therefore the family of metrics as ξ ranges over PicN is only
unique up to a function on PicN . This constant can be fixed up to an overall constant CN
by using the Faltings metric on the associated determinant line bundle of EN → PicN , i.e. a
Hermitian metric on
∧top EN .
A further complication is that the Hermitian inner products on H0(X, ξ) differ from the
inner products defined by the canonical embedding by the factor of σL =
∏g
j=1 1O(Pj)(z).
That is, the canonical embeddings would not be isometric if we used ω0-admissible metrics
to define admissible Hermitian inner products on H0(X, ξ). To deal with this complication,
one would need to express to directly evaluate the Fubini-Study-Haar ensemble with these
inner products in terms of zeros coordinates.
Although the approach in terms of ω0-admissible Hermitian metrics and inner products
seems very natural and attractive, we opt for the large vector space (and projective linear
ensemble) for simplicity of exposition.
3. Proof of Theorem 2 (I)
In this section, we prove the first formula for the JPC for the projective linear ensemble in
terms of the prime form and Bergman kernel determinant. Starting from the general formula
for the Fubini-Study volume form with respect to an inner product on the large projective
space PH0(X,LN) (§1.13), we pull back this volume form by a generalized Newton-Vieta map
from zeros to sections (§3.3) to obtain a volume form on X(N). We express it in the natural
configuration space coordinates (zeros coordinates) as the quotient of a ‘Vandermonde’ and
an L2 factor. In Proposition 5, we express the Vandermonde determinant in terms of the
prime form. Finally we write the denominator in terms of the prime form to complete the
proof.
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We apply formula (43) to the projective space PH0(X,LN+g), where as above LN+g is
a line bundle of degree N + g, endowed with the inner product (14) with h an admissible
metric. To obtain an identification with CPdN , we need introduce a basis of H0(X,LN+g).
3.1. Coordinates relative to a basis of H0(X,LN+g). We now define a special orthonor-
mal basis of H0(X,LN+g) and (at the same time) an affine chart CN+g−1 for PH0(X,LN+g).
We follow an analogy with the genus zero case, and we begin by explaining that case in a
form suitable for generalization. When X = CP1, we often use the basis {zj} on the right
side of (22). This basis of polynomials represents local holomorphic coefficients relative to
the frame eN (z) of O(N)→ CP1 corresponding to the homogeneous polynomial zN0 in coor-
dinates (z0, z1) on C
2. In these coordinates z = z1
z0
and zjeN = zj1z
N−j
0 . The section z
N
1 is
distinguished in this basis because the coefficient of zN of the product
∏N
j=1(z−ζj) = zN+· · ·
always equals one. Hence an affine chart for PH0(X,O(N)) is given by the affine space of
monic polynomials of this form; the associated affine coordinates wj are the coefficients
relative to 1, . . . , zN−1.
The element zN has a natural generalization to the line bundle LN : Namely, it is the
coherent state Φ∞
hN
FS
for the Fubini-Study inner product centered at the point ∞ ∈ CP1
(see §1.12). Indeed, for any holomorphic section (polynomial) s, 〈s,Φ∞
hN
FS
〉 = s(∞), while
〈s, zN〉 = aN , where s =
∑N
j=0 ajz
j . So we need to see that aN = s(∞). But in homogeneous
coordinates, z0 = 0 defines ∞, so all monomials zjeN = zj1zN−j0 with j 6= N vanish at ∞.
Given the inner product GN(h, ν) on H
0(X,LN+g), the Szego¨ projector ΠLN+g is defined
to be the orthogonal projection from all L2 sections of LN+g onto the space H0(X,LN+g)
with respect to GN(h, ν). For simplicity, we do not include the data (h, ν) in the notation
for ΠLN+g . Given a point P ∈ X , the associated coherent state is defined as in §1.12, i.e.
ΦPN+g := ΠLN+g(·, P ). (51)
Its important property is that
s(P ) = 〈s,ΦPN+g〉GN (h,ν), s ∈ H0(X,LN+g). (52)
Strictly speaking, ΦP (z) is a section with values in LP , and we need to tensor with a covector
in L∗P to cancel this factor.
To generalize zN we therefore pick a base point P0 and use the element
ψˆ0 :=
ΦP0N+g
||ΦP0N+g||
as a distinguished basis element of H0(X,LN+g). We also use it as a local frame for LN+g →
X . We then pick a GN+g(ω, ν)-orthonormal basis {ψˆj} for H0P0(X,LN+g) ≃ H0(X,EN+g−1),
and write them locally as ψˆj = ψjΦ
P0
N+g}, where ψj are local coefficient functions in the frame
(An advantage of working with the large vector space is that we can fix a convenient basis
for it.) We then have the orthogonal decomposition,
H0(X,LN+g) = H0P0(X,LN+g)⊕ CΦP0N+g, where H0P0(X,LN+g) = {s : s(P0) = 0}. (53)
We further define the auxiliary line bundle
EN+g−1 = LN+g ⊗O(−P0) (54)
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and define the isomorphism
⊗ 1P0 : H0(X,EN+g−1)→ H0P0(X,LN+g). (55)
Equipped with the admissible metrics, this isomorphism is an isometry. We only introduce
EN+g−1 to quote relevant facts from Abel-Jacobi theory from the literature, and to be able
to speak of Bergman kernels rather than the conditional Bergman kernels for H0P0(X,LN+g);
the latter are the principal objects.
We let Zj denote coordinates with respect to {ψˆj}. We view H0P0 = {Z : Z0 = 0} as
the ‘hyperplane at infinity’ and define the affine coordinates wj on PH
0(X,LN+g)\H0P0 by
wj =
Zj
Z0
. Thus, the projective coordinates are ratios of the coefficient functions fj of the
section in the frame.
Definition 11. We then put
EN+1−j(ζ1, . . . , ζN) = wj(Sζ), (j = 0, . . . , N). (56)
Thus,
S˜ζ1,...,ζN := ||ΦP0N+g||
Sζ1,...,ζN
〈Sζ1,...,ζN ,ΦP0N+g〉
:= ·
N∑
j=0
EN−j(ζ1, . . . , ζN)ψj(z). (57)
By definition,
E0(ζ1, . . . , ζN) = 1, (58)
generalizing the affine space of monic polynomials in the basis {zj}. In that case, 〈Sζ1,...,ζN , zN〉 =
1.
Since Sζ1,...,ζN is not well-defined if ζ1 + · · ·+ ζN ∈ X(N)N+g, we regard it as defined only on
the complement. Alternatively, it is a well-defined map from extended configuration space
X˜(N).
3.2. Pull back of the Fubini-Study volume form on PH0(X,LN+g). The first step in
the proof of Theorem 2 (I) is the following preliminary version of the formula for the JPC
~KNPL of the projective linear ensemble:
Proposition 4. The pullback to X(N)\X(N)N+g under ψL (or to X˜(N) under σL) of the Fubini-
Study volume form on PH0(X,LN+g) with respect to the inner product GN+g(ω, ν) is given
by,
~KNPL = ||ΦP0N+g||−2(N+1)
∣∣〈Sζ1,...,ζN ,ΦP0N+g〉∣∣2N+2
∏N
j=1 dEj ∧ dE¯j
||Sζ1,...,ζN ||2(N+1)L2(GN+g(ω,ν))
. (59)
Proof. We evaluate the Fubini-Study volume form (45) on PH0(X,LN+g) with respect to
the inner product GN+g(ω, ν). The homogeneous coordinates wj on the chart where Z0 =
〈Sζ1,...,ζN ,ΦP0N+g〉 6= 0 are defined in (56), or equivalently, Zj = 〈Sζ1,...,ζN ,
Φ
P0
N+g
||ΦP0
N+g||
〉 6 EN+1−j(ζ1, . . . , ζN),
and
Sζ1,...,ζN =
g∏
j=1
1O(Pj)(z) ·
N∏
j=1
1O(ζj)(z),=
N∑
k=0
Zkψk.
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We then pull back the form (45) under the section (w, 1) = ||ΦP0N+g||2 Sζ1,...,ζN〈Sζ1,...,ζN ,ΦP0N+g〉 . Since
we have picked an orthonormal basis for H0(X,LN+g), the matrix A in (45) is the identity
matrix. The formula for the denominator follows from
(1 + ||W ||2)N+1 = ||ΦP0N+g||2(N+1)||〈Sζ1,...,ζN ,ΦP0N+g〉||−2(N+1) ||Sζ||2(N+1).

3.3. Vandermonde in higher genus. The next step is to simplify the form in the nu-
merator in Proposition 4. By the higher genus Vandermonde determinant we mean Jacobian
determinant det
(
∂En
∂ζj
)
defined by
dE1 ∧ · · · ∧ dEN = det
(
∂En
∂ζj
) N∏
j=1
dζj. (60)
Here, we assume that ζ1 · · ·+ ζN does not lie in the branch locus of pN : XN → X(N) so that
we can use ζj as local coordinates (see §1.2). That is, we fix a trivializing chart U for O(P0)
centered at P0, and a trivializing frame e for O(P0). We let ζ denote a local holomorphic
coordinate in U which vanishes at P0 and we denote the associated coordinates on U
(N) by
{ζ1, . . . , ζN}. We express each section of LN+g as a local holomorphic function times this
frame. For simplicity, we use the same notation for sections and their local holomorphic
functions relative to this frame. We now prove the formula alluded to in (26).
Proposition 5. Let EN−j(ζ1, . . . , ζN) be defined by (57). Then
det
((
∂EN−j
∂ζk
)N
j,k=1
)
= ||ΦP0N+g||N
∏N
k=1
∏g
j=1 1O(Pj)(ζk)
〈Sζ1,...,ζN ,ΦP0N+g〉N det
(
ψn(ζj)
)
(
N∏
k=1
∏
j:k 6=j
1O(ζj)(ζk)
)
.
The determinant omits j = 0, in which case EN ≡ 1 and the derivatives vanish. We also
observe that when taking the norm square of this expression, the factor
∣∣〈Sζ1,...,ζN ,ΦP0N+g〉∣∣2N+2
in Lemma 4 cancels all but two powers in the norm-square of 〈Sζ1,...,ζN ,ΦP0N+g〉N in the de-
nominator of (5).
Remark: The Slater determinant det
(
ψn(ζj)
)
is a section of the highest power of the
exterior tensor product
π∗1LN+g ⊠ · · ·⊠ π∗NLN+g → XN
where πj : X
N → X is the projection to the jth factor. On the other hand,(
g∏
j=1
1O(Pj)(ζk) ·
∏
j:k 6=j
1O(ζj)(ζk)
)
dζk = π
∗
k∂
(
g∏
j=1
1O(Pj) ·
N∏
j=1
1O(ζj)
)
(ζk) ∈ π∗kLN+g ⊗KX .
Taking the exterior tensor product
∏N
k=1 of these (1, 0) forms and taking the ratio with the
Slater determinant produces a well-defined (N, 0) form on X(N), i.e. a section of π∗1KX ⊠
· · ·⊠ π∗NKX → XN . Thus, as mentioned after the statement of Theorem 2, the ratio is well
defined without the choice of a Hermitian metric. Note also that we only obtain special
sections since ψj ∈ H0P0(X,LN+g).
The proof of Proposition 5 consists of two Lemmas.
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Lemma 1. We have the following identity on determinants of N ×N matrices,
det


∑N
n=1
∂EN−n
∂ζ1
ψn(ζ1),
∑N
n=1
∂EN−n
∂ζ1
ψn(ζN)
∑N
n=1
∂EN−n
∂ζN
ψn(ζ1)
∑N
n=1
∂EN−n
∂ζN
ψn(ζN)

 = det(∂EN−n∂ζj )Nj,n=1 det (ψn(ζj))Nj,n=1
As above, the sums omit n = 0 since E0 = 1.
Proof. For each n we consider the row vector Ψn(ζ) := [ψn(ζ1), . . . , ψn(ζN)]. Then the jth
row of our matrix is
∑N
n=1
∂EN−n
∂ζj
Ψn(ζ), so we are calculating
N∑
n=1
∂EN−n
∂ζ1
Ψn(ζ)
∧
· · ·
∧∑
n
∂EN−n
∂ζN
Ψn(ζ).
Clearly this gives the sum(∑
σ∈ΣN
ǫ(σ)
∂E1
∂ζσ(1)
· · · ∂EN
∂ζσ(N)
)
Ψ1(ζ) ∧Ψ2(ζ) ∧ · · · ∧ΨN(ζ)
stated in the Proposition.

We now calculate the left side in Lemma 1 in a different way:
Lemma 2. With the above notation and conventions, we have
det


∑N
n=1
∂EN−n
∂ζ1
ψn(ζ1),
∑N
n=1
∂EN−n
∂ζ1
ψn(ζN)
∑N
n=1
∂EN−n
∂ζN
ψn(ζ1)
∑N
n=1
∂EN−n
∂ζN
ψn(ζN)


= ||ΦP0
hN
||N〈Sζ1,...,ζN ,ΦP0hN 〉−N
∏N
k=1
(∏g
j=1 1O(Pj)(ζk) ·
∏
j:k 6=j 1O(ζj)(ζk)
)
.
Proof. By definition of Sζ1,...,ζN (Definition 9) and by (57), we have
||ΦP0
hN
||〈Sζ1,...,ζN ,ΦP0hN 〉−1
g∏
j=1
1O(Pj)(ζk) ·
N∏
j=1
1O(ζj)(z) =
N∑
j=0
EN−j(ζ1, . . . , ζr)ψj(z).
Recall that we are working in the chart where 〈Sζ1,...,ζN ,ΦP0hN 〉 6= 0. If we differentiate
this factor or
∏g
j=1 1O(Pj) and set z = ζk, the second factor vanishes. So we only need to
differentiate the factor
∏N
j=1 1O(ζj)(z) and multiply it by the other two factors with z = ζk.
The factor 1O(ζj)(ζk) vanishes if j = k, so differentiation in ζn (in the local coordinate)
must remove this factor to get a non-zero result on the left side when we set z = ζk. Using
that 1P (Q) ∼ P −Q near the diagonal, we get
∂
∂ζn
·∏Nj=1 1O(ζj)(z)|z=ζk = ·∏j 6=n 1O(ζj)(ζn)
= δnk
∏
j 6=n 1O(ζj)(ζk).
Here we differentiate the local expression for 1O(P )(z) as if it were a function rather than a
section. To be more precise, we implicitly use the Chern connection for the admissible metric
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on O(1). But the connection term vanishes when we evaluate at z = ζk, so the covariant
derivative produces the same result as the local derivative.
It follows that
det
(
∂
∂ζj
Sζ1,...,ζN (z)|z=ζk
)
=
N∏
k=1
g∏
j=1
1O(Pj)(ζk)
(∏
j:j 6=k
1O(ζj)(ζk)
)
.
Multiplying by the other factors completes the proof of the Lemma. 
Combining the two Lemmas we obtain Proposition 5.
Remark:
To put these calculations into perspective, we recall that in genus zero, with ψj(z) = z
j
for j = 0, . . . , N − 1, the Vandermonde determinant arises in the determinant formula:
det


∑N
n=1
∂EN−n
∂ζ1
ψn(ζ1),
∑N
n=1
∂EN−n
∂ζ1
ψn(ζN)
∑N
n=1
∂EN−n
∂ζN
ψn(ζ1)
∑N
n=1
∂EN−n
∂ζN
ψn(ζN)

 = ∏
j:k 6=j
(ζj − ζk) = ∆2(ζ). (61)
The proof is that
∂
∂ζj
∏N
n=1(z − ζj)|z=ζk =
∏
n 6=j(ζn − ζk)
= δjk
∏
n 6=k(ζn − ζk).
hence
det
(
∂
∂ζj
∏N
j=1(z − ζj)|z=ζk
)
=
∏
j:k 6=j
(ζj − ζk).
Further, the Slater determinant det(ψj(ζk)) = ∆(ζ). So the two factors in Proposition 5
cancel to leave ∆(ζ).
3.4. Slater determinant and Bergman determinant. To complete the proof of The-
orem 2 (I), we relate the Slater determinants det
(
ψn(ζj)
)N
j,n=1
in Lemma 1 to Bergman
determinants. The following Lemma is a general fact for any Hilbert space (it also applies
to H0P0(X,LN+g)).
Lemma 3. Let E be a line bundle of degree n+g−1 ≥ 2g−1, and let G be an inner product
on H0(X,E). Let {ψj} = {fjeE}nj=1 be a basis for H0(X,E) Then any (ζ1, . . . , ζn) ∈ X(n),∣∣∣det (fj(ζk))nj,k=1∣∣∣2
det (〈ψj, ψk〉G) = det (BG(ζj, ζk))
n
j,k=1 .
If we include the frame eE we would have the additional factor of
∏n
j,k=1 eE(ζj)⊗ eE(ζk)∗
on both sides. If we then contract with the Hermitian metric h = e−ϕ we would multiply
both sides by e−
∑n
j=1 ϕ(ζj).
Proof. This follows from the general formula that if {vj} is a basis of an inner product space
V , then
|v1 ∧ · · · ∧ vn|2 = det (〈vj , vk〉) . (62)
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We consider a basis of coherent states Φζk for H0(X,E) (k = 1, . . . , n) with respect to G.
Then ψj(ζk) = 〈ψj ,Φζk〉G. We define the matrices,
M :=
(〈Φζk ,Φζℓ〉) = (BG(ζj, ζℓ) , A = (Akj ) , ψj =∑AkjΦζk . (63)
Then
det (〈ψj , ψk〉G) = detA∗A detM = | detA|2 detM.
Also, (〈ψj,Φζk〉G) = AM.
It follows that
| det (〈ψj ,Φζk〉G) |2
det (〈ψj , ψk〉G) =
| detA|2| detM |2
| detA|2 detM = detM.

We now consider the determinant det
(
ψn(ζj)
)N
j,n=1
in Lemma 1. Note that this matrix
omits the column n = 0. Hence, the relevant Bergman kernel is the conditional Bergman
kernel for H0P0(X,LN+g) with respect to the admissible metric and measure dν (see §1.11).
Since this is not a standard object, we use the isomorphism of this conditional space with
H0(X,EN+g−1) with the induced inner product. Then we can use the Bergman kernel for
this space of sections. On the other hand, its basis ψEj of sections differ from those ψj of
LN+g by the factor 1O(P0), which will show up in its Slater determinant.
Corollary 4. Let {ψˆj} be the orthonormal basis of H0P0(X,LN+g) and let BN be the condi-
tional Bergman kernel for the admissible inner product. Let G be the isometric inner product
on H0(X,EN+g−1) ≃ H0P0(X,LN−g) and let BEN+g−1 be its Bergman kernel. Then, the Slater
determinant in the denominator of Proposition 5 is given by,∣∣∣det (ψj(ζk))N−1j,k=0∣∣∣2 = ∣∣∣∏Nk=1 1P0(ζk)∣∣∣2 ∣∣∣det (ψEj (ζk))N−1j,k=0∣∣∣2
=
∣∣∣∏Nk=1 1P0(ζk)∣∣∣2 det (BEN+g−1(ζj, ζk))Nj,k=1 det (〈ψj, ψk〉G) .
3.5. Projective linear ensemble: Proof of I of Theorem 2. Put:
FN(ζ1, . . . , ζN , P0) = ||ΦP0hN ||−2
∣∣〈Sζ1,...,ζN ,ΦP0hN 〉∣∣2 . (64)
We now state I of Theorem 2 in a more precise way and complete the proof:
Theorem 4. The pull-back under ψL : X(N)\X(N)N+g → PH0(X,LN+g) (resp. σL : X˜(N) →
PH0(X,LN+g)) of the Fubini-Study volume form, is given in uniformizing coordinates on the
cover XN by,
(I) ~KNPL(ζ1, . . . , ζN) =
1
ZN (h)
FN (ζ1,...,ζN ,P0)
∏N
k=1|∏gj=1 E(Pj ,ζk)·∏j:k 6=j E(ζj ,ζk)|2
det(BN (ζj ,ζk))
N
j,k=1
∏N
j=1 dζj ∧ dζ¯j
×
(∫
X
∣∣∣∏gj=1E(Pj , z)∣∣∣2
hg
·
∣∣∣∏Nj=1E(ζj, z)∣∣∣2
hN
dν(z)
)−N−1 ,
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where P1 + · · · + Pg = ALN+g(ζ1 + · · ·+ ζN). (defined in §1.5) and ZN(h) is a normalizing
constant so that ~KN has mass one). It extends to a smooth form on extended configuration
space X˜(N).
The proof follows Proposition 4, Proposition 5 and Corollary 4. That is, we first use
~KNPL = ||ΦP0hN ||−2(N+1)
∣∣〈Sζ1,...,ζN ,ΦP0hN 〉∣∣2N+2
∏N
j=1 dEj ∧ dE¯j
||∏gj=1 1O(Pj)(z) ·∏Nj=1 1O(ζj)||2(N+1)L2(GN+g(ω,ν)) .(65)
Second we use
det
((
∂EN−j
∂ζk
)N
j,k=1
)
= ||ΦP0
hN
||N
∏N
k=1
∏g
j=1 1O(Pj)(ζk)
〈Sζ1,...,ζN ,ΦP0hN 〉N det
(
ψn(ζj)
)
(
N∏
k=1
∏
j:k 6=j
1O(ζj)(ζk)
)
.
Here it is assumed that {ψn} is orthonormal. Finally, we take the norm square and simplify.
It is a smooth form on extended configuration space since it is the pullback of a smooth
form under a smooth map.
3.6. Analysis of zeros. Since ~KNPL is a smooth form, the zeros of the denominator must
be cancelled by the zeros of the numerator in the expression (I) of Theorem 2. We now verify
this as a check on the calculation. We begin with the Bergman determinant:
Lemma 5. The zero set of det
(
BEN+g−1(ζj , ζk)
)N
j,k=1
on X(N) consists of the ‘diagonals’
ζj = ζk, together with the ζ1+ · · ·+ ζN such that [EN+g−1]− (ζ1+ ζ2+ · · ·+ ζN) ∈ Θ = W 1g−1,
i.e. has a one-dimensional space of holomorphic sections. Multiplication by 1P0 maps this
subspace to a one-dimensional subspace of HP0(X,LN+g) vanishing at P0, ζ1, . . . , ζN .
We will denote this set by X
(N)
N+g−1, analogously to X
(N)
N+g. Thus we now have three ‘bad’
sets:
• The branch locus B(N)N+g of the map PE˜N → PH0(X,LN+g).
• X(N)N+g, the set where the representation L− ζ1 + · · ·+ ζN = P1 + · · ·+ Pg fails to be
unique.
• X(N)N+g−1 where EN+g−1−
∑N
j=1 ζj = Q1+· · ·+Qg−1, or equivalently L−ζ1+· · ·+ζN =
P0 +Q1 + · · ·+Qg−1. The ‘extra zeros’ of the Bergman determinant are in X(N)N+g−1.
Proof. Let E be a line bundle of degree N + g − 1 and recall the Abel type maps,
AE,g−1 : X(N) → Picg−1(X), AE,g−1(P1 + · · ·+ PN ) := O(E)(O(P1 + · · ·+ PN))−1. (66)
As mentioned above, in Picg−1 there is the divisor Θ of bundles which have global holomor-
phic sections. Given a base point it can be identified with the Wirtinger variety Wg−1 ⊂
Jac(X) under the further tensor product by O(−(g − 1)P0). If ζ1 + · · · + ζN /∈ A−1E,g−1(Θ)
then the map s ∈ H0(X,E)→⊕Nj=1 s(ζj) defines an isomorphism
H0(X,E) ≃
N⊕
j=1
E[ζj ]. (67)
Indeed, the map fails to be an isomorphism if and only if there exists a non-zero section s such
that D(s) ≥ ζ1+ · · ·+ ζN . Then sΠN
j=11O(ζj )
∈ H0(X,O(E)(O(ζ1+ · · ·+ ζN))−1) is a non-zero
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section and O(E)(O(ζ1+· · ·+ζN))−1) ∈ Θ. Conversely, if ∈ H0(X,O(E)(O(ζ1+· · ·+ζN))−1)
has a non-trivial section eg−1 then eg−1
∏N
j=1 1O(ζj) ∈ H0(X,EN+g−1) is a section vanishing
at all ζj.
Now let E = EN+g−1 = (N + g − 1)P0 and let {ΦζjG}Nj=1 be the set of coherent states
in H0(X,EN+g−1) ≃ H0P0(X,LN+g) centered at the points {ζj}. Then the Gram matrix of
inner products of these coherent states is
(〈ΦζjG ,ΦζkG 〉G) = (BG(ζj, ζk)).
It follows that the zeros of the Bergman determinant are the points {ζ1, . . . , ζN} such that the
coherent states Φ
ζj
G fail to be linearly independent or equivalently such that the evaluation
map in (67) fails to be an isomorphism, and so {ζ1, . . . ζN} ∈ A−1EN+g−1,g(Θ).
In this case, H0(X,EN+g−1) ≃ H0P0(X,LN+g) is one-dimensional, hence there exists a
one-dimensional space of s ∈ H0(X,EN+g−1) vanishing at all ζj. The last statement is then
obvious.

Lemma 6. As functions on extended configuration space X˜(N), the zeros of det
(
BEN+g−1(ζj, ζk)
)
are cancelled by those of the numerator∣∣∣∣∣
N∏
k=1
g∏
j=1
1O(Pj)(ζk)
(
N∏
k=1
∏
j:k 6=j
1O(ζj)(ζk)
)∣∣∣∣∣
2
.
Proof. Given ζ2, . . . , ζN , det
(
BEN+g−1(ζj, ζk)
)N
j,k=1
, vanishes at ζ1 = ζ2, . . . , ζN and at g fur-
ther points ζ1 + Q1 + · · · + Qg−1 so that [EN+g−1] =
∑N
j=2 ζj + ζ1 + Q1 + · · · + Qg−1. This
follows from Lemma 5. Vanishing of the Bergman determinant is equivalent to vanishing of
the Slater determinant (Sk(ζj) for some (hence any) basis {Sk} of H0(X,EN+g−1). Suppose
there exists a section S vanishing at ζ2 · · ·+ ζN + ζ +Q1+ · · ·+Qg−1. Putting S1 = S shows
that the Slater determinant vanishes at any N -element subset of this configuration.
Viewed as a function of ζ1 (or any other index), the product(
N∏
k=1
∏
j:k 6=j
1O(ζj)(ζk)
)
N∏
k=1
g∏
j=1
1O(Pj)(ζk)
also vanishes at any N -element subset of this configuration. Indeed, adding P0 to a configura-
tion from X
(N)
N+g−1 produces a special type of configuration from X
(N)
N+g with Q1+ · · ·+Qg−1+
P0 = P1 + · · ·+ Pg. This representation is unique since dimH0(X,O(Q1 + · · ·+Qg−1)) = 1.
It follows that [LN+g] =
∑N
j=1 ζj + P0 +Q1 + · · ·+Qg−1.. 
Remark: The factor
(∏N
k=1
∏
j:k 6=j 1O(ζj)(ζk)
)
cancels all of the ‘coincidence zeros’ and
indeed it has two factors of ζj − ζk for each j 6= k while the Bergman determinant has one.
This effectively leaves a product
∏
j<k 1O(ζj)(ζk).
The factor
∏N
k=1
∏g
j=1 1O(Pj)(ζk) always vanishes when ζk = Pj for some j, k, including
when ζ1+ · · ·+ ζN /∈ X(N)N+g−1, i.e. when (N + g)P0−
∑N
j=1 ζj = P1 + · · ·+Pg but there does
not exist Q1 + · · ·+Qg−1 such that (N + g)P0 −
∑N
j=1 ζj = P0 +Q1 + · · ·+Qg−1, i.e. when
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no Pj equals P0. In this sense it has ‘more zeros’ than necessary to cancel the zeros of the
Bergman determinant. One may view the extra zeros as arising from the degeneracy of the
map DψLN+g in Proposition 3.
4. JPC and Green’s functions: Proof of II of Theorem 2
In this section, we rewrite the formula for the JPC of the projective linear ensemble in
terms of Green’s functions. In particular, we rewrite the Bergman (or Slater) determinant as
a product of values of the Green’s function. This step is crucial to obtain the large deviations
rate functional. The product formula for the Slater/Bergman determinant follows from the
bosonization formula of [ABMNV, VV, Fal, F].
To state the results, we need some further notation. We put ∂
∂z
= 1
2
( ∂
∂x
− i ∂
∂y
), ∂
∂z¯
=
1
2
( ∂
∂x
+ i ∂
∂y
), and ∂f = ∂f
∂z
dz; similarly for ∂¯f . Then ∂∂¯ = ∂
2
∂z∂z¯
dz ∧ dz¯. We also put d =
∂ + ∂¯, dc := i
4π
(∂¯ − ∂) and ddc = i
2π
∂∂¯. Thus, ddcf = i
8π
∆fdz ∧ dz¯ = 1
4π
∆fdx ∧ dy, where
∆ is the standard Euclidean Laplacian, and
∆
(
1
2π
log |z|
)
= δ0 ⇐⇒ ddc(2 log |z|) = δ0dx ∧ dy. (68)
4.1. Green’s function with respect to a Hermitian metric. Given a real (1, 1) form
ω, we define the Green’s function Gω relative to ω to be the unique solution Gω(z, ·) ∈ D′(X)
of 

(i) ddcwGω(z, w) = δz(w)− ωw,
(ii) Gω(z, w) = Gω(w, z),
(iii)
∫
X
Gω(z, w)ωw = 0,
(69)
where the equality in the top line is in the sense of (1, 1) forms. We refer to [ZZ] for
background (see the proof of Proposition 10); uniqueness follows from condition (iii).
We note that in [ZZ] the Green’s function was denoted Gh with respect to a Hermitian
metric h on O(1). But the Green’s function depends only on the curvature (1, 1) form of h,
so we denote it here by Gω.
The Green’s potential of a measure in higher genus is defined precisely as in genus zero in
[ZZ]. The Green’s potential of a measure is uniquely characterized as the solution of

ddcUµω = µ− ω;∫
X
Uµωω = 0.
As in the genus zero case of [ZZ], the Green’s function may be expressed in terms of local
holomorphic coordinates and a local potential ϕ for ω (i.e. ω = ddcϕ). A more invariant
expression for Gω is in terms of the prime form (see §1.1) for background).
Proposition 7. Let (X,ω) be a compact Riemann surface equipped a (1, 1) form ω. Let
O(w) be the point line bundle and let 1O(w)(z) be its canonical section. Also, let hw be an
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ω-admissible metric on O(w). Then the Green’s function Gω is given by
Gω(z, w) = log ||1O(w)(z)||2h(ω,w) − 1∫
X
ω
∫
X
log ||1O(w)(z)||2hw(z)ωz
= log ||E(z, w)||h(z)⊠h(w).
Proof. We apply i∂∂¯ = 4ddc in the z variable to both sides of the formula. On the left, we
obtain δw(z)ω − 1Aω, where A =
∫
X
ω. On the right side, we write 1O(w) = (z −w)e relative
to a local holomorphic function e of O(w) near w. Then in the z variable,
ddc log ||1O(w)(z)||2h(ω,w) = δw(z)− ddc||e(z)||2h(ω,w) = δw(z)− ω,
since ϕw(z) = log ||e(z)||2h(ω,w) is a potential for ω. Note that ωh(z;ω,w) = 1Aω, since ωh(z;ω,w) is
the curvature of a line bundle of Chern class one and is harmonic with respect to ω. Hence
after taking ddc the integral vanishes and we get δw(z)ω − 1Aω on the right side.
It follows that ddcz
(
Gω(z, w)− log ||1O(w)(z)||2h(ω,w)
)
= 0 and since both are globally well-
defined their difference must be a constant, possibly depending on w. The constant is
determined by the condition that
∫
X
G(z, w)ωw(z) = 0 for all w.

Remark: (i) It is not obvious that G(z, w) = G(w, z) from this formula, but this must be
the case since the Green’s function satisfying (i) and (iii) is unique.
(ii) The admissible Hermitian metric is only defined up to a multiplicative constant. How-
ever, the right side of the formula is independent of the choice of the constant.
(iii) Since the genus g ≥ 1, we may also express X = X˜/Γ where X˜ is the universal
holomorphic cover. Then G is a Γ-invariant solution of (i) - (ii) on X˜ , and (iii) holds for
the integral over a fundamental domain F for Γ. Indeed, ddc(Gω − 2 log |z − w|) = ω where
derivatives are taken in either the z or w variable, and so Gω − 2 log |z − w| is a smooth
potential for ω. If we subtract ϕ(z)+ϕ(w), then ddc of the result equals zero in each variable.
Hence the difference must be a constant and the constant is determined by (iii).
4.2. Mean value of Green’s function. Henceforth, we define
ρω(w) :=
1∫
X
ω
∫
X
log ||1O(w)(z)||2hw(z)ωz. (70)
Let us relate this to the analogous ‘constant’ when g = 0. In [ZZ], we defined E(h) :=(∫
CP1
ϕ(z)ωh + 4πρϕ(∞)
)
, where ρϕ was a certain Robin constant. In Lemma 8 of [ZZ] we
showed that in each trivializing affine chart of O(1) → CP1, and relative to the frame e(z)
over the affine chart C in which h = e−ϕ and ωh = ddcϕ, the Green’s function has the local
expression, Gj(z, w) = 2 log |z − w| − ϕj(z) − ϕj(w) + E(h), and
∫
C
Gj(z, w)dd
cϕj = 0. In
particular, we showed that
∫
CP1
log ||z − w||2hz⊠hwωh is a constant in z, equal to E(h).
In higher genus, we also have log ||1O(w)(z)||2hw(z) = log |z − w| − ϕ(z) − ϕ(w) relative to
the canonical frame of O(w). We could use Green’s formula on a fundamental domain F to
simplify the formula for ρω(w) and also express it in terms of the potential. But we do not
need the expression, so we leave the details to the reader.
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4.3. Norms of canonical sections and Green’s functions. We now tie together the
Vieta maps with the Green’s potentials of the discrete measures µ = µζ.
Lemma 8. Let h be an ω-admissible metric. Then with ρω as in (70),
• (i) 1
N
log ||1ζ1+···+ζN (z)||hN − 1N
∫
X
log ||1ζ1+···+ζN ||2hNω = U
µζ
ω (z). Hence,
||1ζ1+···+ζN (z)||
1
N
hN
e−
1
N
∫
X
log ||1ζ1+···+ζN ||2hNω = eU
µζ
ω .
• (ii) ∫
X
log ||1ζ1+···+ζN (w)||2hNω =
∑N
j=1 ρω(ζj).
• (iii) 1
N
log ||Sζ(z)||hN − 1N
∫
X
log ||Sζ||2hNω = U
µζ
ω (z) + 1NU
µP (ζ)
ω (z). Hence,
||Sζ(z)||
1
N
hN
e−
1
N
∫
X
log ||Sζ ||2
hN
ωh = eU
µζ
h
+ 1
N
U
µP (ζ)
ω .
• (iv) ∫
X
log ||Sζ(w)||2hNωh =
∑N
j=1 ρω(ζj) +
∑g
j=1 ρω(Pj(ζ).
Proof. Since log ||1ζ1+···+ζN ||2hN =
∑N
j=1 log ||1ζj ||2h, it follows from Proposition 7 that
dµζ = dd
c 1
N
log ||1ζ1+···+ζN ||2hN + ω,
and that
dµζ +
1
N
dµP (ζ) = dd
c 1
N
log ||1ζ1+···+ζN1P1+···+Pg ||2hN+g + (1 +
g
N
)ω,
it follows by integration against Gω(z, w) that
U
µζ
ω (z) :=
∫
X
Gω(z, w)dµζ(w)
=
∫
X
Gω(z, w)
(
ddc 1
N
log ||1ζ1+···+ζN ||2hN + ω
)
=
∫
X
Gω(z, w)
(
ddc 1
N
log ||1ζ1+···+ζN ||2hN
)
= 1
N
log ||1ζ1+···+ζN ||2hN (z)− 1N
∫
X
log ||1ζ1+···+ζN ||2hN (z)ω.

4.4. Bosonization formulae. Bosonization formulae equate the determinantal correlation
functions of a free fermionic field theory in two dimensions to the symmetric correlation
functions of a corresponding bosonic field theory. For our purposes, the important point is
that the bosonization formulae express Slater or Bergman determinants in terms of products
of prime forms (or exponentials of Green’s functions). We give further background in the
Appendix §8.
With some adjustments to make the notation consistent with this article, formula (5.4) of
[ABMNV] states the following:
Theorem 5. Let L→ X be the line bundle of degree d of the divisor ∑dj=1 aj. Let {ψj}pj=1
be a basis of H0(X,L) where p = dimH0(X,L) = d + 1 − g. Then there exists a constant
AN(ω, g) such that
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∣∣∣∣∣∣det

ψ1(ζ1) · · · ψp(ζ1)
ψ1(ζp) · · · ψp(ζp)


∣∣∣∣∣∣
2
= AN(g, ω)
∏
i<j |E(ζi, ζj)|2
·| det(〈ψi, ψj〉)|2N (L⊗O(−
∑p
j=1 ζj)⊗ L−1A )
(71)
The constant A(g, ω) is a quite complicated constant, independent of {ζj} and the choice
of {ψk}, involving a ratio of determinants of two Laplacians multiplied by some extra factors
involving θ-functions, a metric g on X and spin structures. Also, LA is a spin structure
(a bundle of degree g − 1) depending on a choice of homology basis A of X , and N (L ⊗
O(−∑j ζj)⊗ L−1A ) is defined by
NA(z) = e−4πi〈Y y,y〉|ϑ(z|τ)|2, (72)
where z is the divisor class z = L ⊗ O(−∑j ζj) ⊗ L−1A . In addition, τ is the period matrix
and Y is the matrix of inner products of the holomorphic one forms (we refer to [ABMNV]
for further details).
The ϑ-factor is quite important since it cancels the extra zeros. The rest of the details of
the formula are mostly irrelevant for our purposes, since they are of lower logarithmic order
than the LDP rate function.
We apply the bosonization formula to the line bundle EN+g−1 of (54) of degree d =
N + g − 1. Hence p = N and the relevant theta function is
θ((N + g − 1)P0 −
N∑
j=1
ζj −∆).
Here we suppress τ since the complex structure is fixed in our discussion.
4.5. Completion of the proof of II of Theorem 2. To state the next result, we need
some further notation. Motivated by formula I of Theorem 2 and by the detailed bosonization
formula (see §4.4, Theorem 5, and the Appendix §8), we put
FN(ζ1, . . . , ζN) : = A(N, g)e
−(N+1)∑gj=1 ρω(Pj(ζ))FN(ζ1, . . . , ζN , P0)
∣∣∣∏Nk=1 1P0(ζk)∣∣∣−2
∣∣∣(∏Nk=1 ∏gj=1E(Pj, ζk))∣∣∣2 ∣∣∣( θ((N + g − 1)P0 −∑Ni=1 ζi −∆))∣∣∣−2 ,
(73)
where FN is defined in (64). Here we use that | det(〈ψi, ψj〉)|2 = 1. We view FN as defined
on X(N)\X(N)N+g or on extended configuration space X˜(N). In the latter case we write F (ζ1 +
· · ·+ ζN , P1 + · · ·+ Pg).
Lemma 9. Let h = e−ϕ be a smooth Hermitian metric on O(P0), and let ωh, Gω be as above.
Then, the joint probability current for the projective linear ensemble is given by:
~KN(ζ1, . . . , ζN) =
1
ZN (ω)
exp( 12
∑
i6=j Gω(ζi,ζj))(∫
X
e
N
∫
X Gω (z,w)dµζ (w)e
∫
X Gω(z,w)dµP (ζ)(w)dν(z)
)N+1
·FN(ζ1, . . . , ζN)e−2N
∫
ρω(w)dµζ(w),
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where ρω is defined in (70), where FN is defined in (73), and where ZN is a normalizing
constant (see §8).
Proof. We first rewrite the numerator∏N
k=1
∣∣∣ ∏gj=1E(Pj , ζk) ·∏j:k 6=j E(ζj, ζk)∣∣∣2
det (BN(ζj, ζk))
N
j,k=1
(74)
of the expression I in Theorem 2 in terms of the Green’s function. It is a product of three
factors:
• (i) ∏Nk=1 ∣∣∣ ∏j:k 6=j E(ζj, ζk)∣∣∣;
• (ii) ∏Nk=1 ∣∣∣ ∏gj=1E(Pj, ζk)∣∣∣2;
• (iii) (det (BN(ζj, ζk))Nj,k=1)−1.
By Proposition 7 and Lemma 8, (i) equals∣∣∣∣∣
N∏
j:k 6=j=1
1O(ζj)(ζk))
∣∣∣∣∣
2
= exp
(
N∑
i<j
Gω(ζi, ζj)
)
exp
(
−(N − 1)
N∑
j=1
ρω(ζj)
)
. (75)
Hence,
2
∑N
i<j log
∣∣1O(ζj)(ζk))∣∣2 = ∑Ni<j Gh(ζi, ζj) + (N − 1)∑Nj=1 ρω(ζj))
= N2
∫
X×X\D Gh(z, w)dµζ(z)dµζ(w)−N(N − 1)
∫
ρω(w)dµζ(w).
(76)
To express (iii) in terms of Green’s functions, we use the bosonization formula (4.4) for
the Bergman determinant or of the Hermitian line bundle E = EN+g−1. It gives:∣∣∣∣∣∣det

 ψE1 (ζ1) · · · ψEN (ζ1)
ψE1 (ζN) · · · ψEN (ζN)


∣∣∣∣∣∣
2
= AN(g, ω)
∏
i<j |E(ζi, ζj)|2
·| det(〈ψEi , ψEj 〉)|2N (EN+g−1 ⊗O(−
∑N
j=1 ζj)⊗ L−1A )
(77)
Here, by (72), up to an N -independent positive constant,
N (EN+g−1 ⊗O(−
N∑
j=1
ζj)⊗ L−1A ) = ||θ((N + g − 1)P0 −
N∑
i=1
ζi −∆)||2.
Since
| det (ψn(ζj)) |2 =
∣∣∣∣∣
N∏
k=1
1P0(ζk)
∣∣∣∣∣
2
det
(
BEN+g−1(ζj, ζk)
)N
j,k=1
,
we need to multiply the product side of the bosonization formula by
∣∣∣∏Nk=1 1P0(ζk)∣∣∣2.
Again using Proposition 7 and Lemma 8, we then convert the denominator
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
∫
X
∣∣∣∣∣
g∏
j=1
E(Pj , z)
∣∣∣∣∣
2
hg
·
∣∣∣∣∣
N∏
j=1
E(ζj, z)
∣∣∣∣∣
2
hN
dν(z)

−N−1
of expression I in Theorem 2 into the Green’s function expression by the identities∫
X
e
N
∫
X
log|1O(w)(z)|2
hw
dµζ (w)e
∫
X
log|1O(w)(z)|2
hw
dµP (ζ)(w)dν(z)
=
(∫
X
eN
∫
X
Gh(z,w)dµζ(w)e
∫
X
Gh(z,w)dµP (ζ)(w)dν(z)
)
eN
∫
ρω(w)dµζ (w)+
∑g
j=1 ρω(Pj(ζ))
(78)
We now raise the denominator (78) to the power (N +1) and combine with the numerator
calculation so that the full expression I of Theorem 2 becomes
exp
(∑
i<j Gh(ζi, ζj)
)
(∫
X
eN
∫
X
Gh(z,w)dµζ(w)e
∫
X
Gh(z,w)dµP (ζ)(w)dν(z)
)N+1 FN
multiplied by the exponential of
(N − 1)N ∫ ρωdµζ −N(N + 1)(∫ ρω(w)dµζ).
We note the cancellation in the N2 term of
∫
ρωdµζ, leaving −2N
∫
ρωdµζ. This gives the
stated result.

4.6. Analysis of zeros. We now update §3.6 to take into account the above results using
bosonization. We first re-consider Lemma 6 in the light of the bosonization formula.
Lemma 10. FN is holomorphic on X˜
(N). That is,(
N∏
k=1
g∏
j=1
E(Pj , ζk)
)(
θ((N + g − 1)P0 −
N∑
i=1
ζi −∆)
)−1
has no poles. Moreover, the same is true on extended configuration space X˜(N).
Proof. We first note that the poles of
∣∣∣∏Nk=1 1P0(ζk)∣∣∣−2 are cancelled by the zeros of FN .
Hence it suffices to prove the second statement, which comes down to the equivalent state-
ment in Lemma 6.
By Riemann’s vanishing theorem, the zeros of θ((N + g − 1)P0 −
∑N
i=1 ζi − ∆) occur at
{ζ1, . . . , ζN} such that [(N+g−1)P0−
∑N
i=1 ζi] = Q1+ · · ·+Qg−1 is the divisor class of a line
bundle of degree g − 1 with a one-dimensional space of holomorphic sections. Equivalently,
[(N + g)P0 −
∑N
i=1 ζi] = P0 +Q1 + · · ·+ Qg−1 is the divisor class of a line bundle of degree
g with a one-dimensional space of holomorphic sections vanishing at P0. But this implies
that P0 + Q1 + · · · + Qg−1 = P1 + · · · + Pg when the representation is unique, so that(∏N
k=1
∏g
j=1E(Pj, ζk)
)
vanishes when some ζk equals some Qj .

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For ζ1 + · · ·+ ζN /∈ X(N)N+g, AN (ζ1 + · · ·+ ζN) = P1 + · · ·+ Pg and
(N + g − 1)P0 −
N∑
j=1
ζj = (N + g)P0 −
N∑
j=1
ζj − P0 = P1 + · · ·+ Pg − P0,
hence
θ((N + g − 1)P0 −
N∑
j=1
ζj −∆) = θ(P1 + · · ·+ Pg − P0 −∆).
The same formula is valid on X˜(N).
We sum up in the
Proposition 6. There exists a constant B(N, g) such that, as holomorphic sections on
X˜(N),
FN(ζ1, . . . , ζN , P1 + · · ·+ Pg) : = B(N, g)e−(N+1)
∑g
j=1 ρω(Pj(ζ))
∣∣∣(∏Nk=1 ∏gj=1E(Pj, ζk))∣∣∣2
· ||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj, P0)|2 ||ΦP0hN ||−2
We have used Lemma 3.6, together with the cancellation,
FN(ζ1, . . . , ζN)|
∏N
j=1E(P0, ζj)|−2 = ||ΦP0hN ||−2
∏g
j=1 |E(Pj, P0)|2.
5. The JPC as a Chern form
So far, we have concentrated in ~KNPL. We now give analogous formulae for the more
complicated ~KNFSH. We do this by expressing
~KNFSH in terms of
~KNPL. To do this, it is
helpful to relate both forms to the representative Chern form of c1(ZN)top of a natural line
bundle ZN → X(N).
5.1. Line bundles over X(N). We first make
Definition 12. At {ζ1, . . . , ζN} ∈ X(N), the fibre of ZN is the line C1O(ζ1+···+ζN ) of holo-
morphic sections of the line bundle O(ζ1 + · · ·+ ζN),
ZN → X(N), (ZN )ζ = {[s] ∈ EN : D(s) = ζ}, (79)
Recalling that X(N) ≃ PEN , we may identify ZN = OP(1) → P(EN). We recall from §1.6
that this line bundle is ample. Another line bundle which plays a role in computation of the
JPC is the twist
ZN ⊗ A∗NΘ→ X(N), (80)
where AN : X
(N) → Jac(X) is the Abelian sums map and Θ → Jac(X) is the standard
theta-line bundle (see §1.7).
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5.2. Formulae for dτFSHN and dλPL. The Hermitian inner products GN(h, ν) of (14) in-
duce a Hermitian metric on ZN , corresponding to the choice of ω0-admissible metrics on
ξ ∈ PicN(X) (§2.4). That is, at a point ζ ∈ X(N), the norm of the vector 1O(ζ) ∈ Zζ is
||1
¯O(ζ)
||GN (h,ν). The curvature (1, 1) form of the Chern connection is given by the (1, 1) form,
ωZ(ζ) =
i
2
∂∂¯ log ||1O(ζ)||G(h,ν) on X(N), (81)
where ∂∂¯ is the operator on X(N), with Ka¨hler potential given by the pluri-subharmonic
function log ||1O(ζ)||GN (h,ν). This choice is most natural geometrically, but as in §2.4, we
opt for the somewhat more complicated Hermitian metric on ZN in Definition 9, i.e. the
Hermitian metric ||Sζ1,...,ζN ||GN+g(h,ν) = ||1O(ζ)1O(P (ζ))||GN+g(h,ν). Its curvature (1, 1) form is
given by,
ω˜Z(ζ) =
i
2
∂∂¯ log ||Sζ1,...,ζN ||GN+g(h,ν). (82)
Further, if we equip Θ → Jac(X) with its standard Hermitian metric hΘ with curvature
the Euclidean (1, 1) form ωΘ :=
∑
dzi ⊗ dz¯i on Jac(X), then ωZ + A∗NωΘ is the curvature
form of ZN ⊗ A∗NωΘ (and similarly for the ω˜Z version).
Proposition 7. We have,
• The Fubini-Study-Haar probability measure (Definition 2) is given by
dτFSHN = ω˜
N−g
Z ∧ A∗NωΘ. (83)
• The probability measure of the Fubini-Study-X(g)
dτFSX
(g)
N = ω˜
N−g
Z ∧ ρ∗Ndσ, (cf.(49)) (84)
• The projective linear ensemble probability measure dλPL (Definition 4) is given by
ω˜NZ .
Proof. The Proposition follows easily from the following
Lemma 11. • ω˜Z = ψ∗LN+gωFS,N+g, where ωFS,N+g is the Fubini-Study metric on PH0(X,LN+g)
corresponding to the choice of Hermitian inner product GN+g(h, ν). It is a semi-
positive (1, 1) form.
• ω˜Z + ωΘ is a strictly positive (1, 1) form on X(N).
We consider the following diagram.
ZN ≃→ σ∗LO(1)
σ∗L→ O(1)
π ↓ ↓ ρ ↓ π
(X(N), ω˜Z)
D≃← (PE˜N , σ∗LωFS,N+g) σL→ (PH0(X,LN+g), ωFS)
AN ↓ ↓ Definition 10
Jac(X)
≃← X(g)
(85)
where ≃ is the identification, and σL is the branched covering map, discussed in §2.2.
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The inner product GN+g(h0, ν) on H
0(X,LN+g) induces a Fubini-Study Hermitian metric
GN+g(h, ν) on O(1)→ PH0(X,LN+g) and the Fubini-Study form ωFS,N+g on PH0(X,LN+g)
is its curvature (1, 1) form. Under the holomorphic map ψLN+g and its lift to O(1), the
Hermitian metric and curvature form pull back to a Hermitian metric and its curvature
form on ψ∗LN+gO(1). The pulled back Hermitian metric is the natural Hermitian metric
on O(1) → PEN defined by the Hermitian inner products. Since ψLN+g is holomorphic,
ψ∗LN+gωFS,N+g = ωPEN , where the latter is ω˜Z transported to PEN .
It follows that ω˜ZN is semi-positive and strictly positive away from the singular set of
ψLN+g determined in Proposition 3. It is also strictly positive along the fibers of PEN → Xg.
Since A∗NωΘ is semi-positive and strictly positive along the ‘horizontal’ directions transverse
to the fibers, the sum of the two is strictly positive.
By the definitions (2) and (5),

ψ∗LN+g(ω˜
N−g
FS,N+g) ∧A∗NdωgΘ = ω˜N−gZ ∧A∗NωgΘ,
ψ∗LN+g(ω
N
FS,N+g) = ω˜
N
Z .
(86)

Since ψLN+g is singular along the Wirtinger subvariety of PEN , or equivalently along XNN+g,
it is helpful to factor the pullbacks as follows:
Corollary 12. • The JPC for the Fubini-Study-Haar ensemble is given by ~KN =
D∗
(
ι∗Lω
N−g
FS,N+g
)
∧ A∗NωgΘ;
• The JPC for the projective linear ensemble is given by ~KN = D∗
(
ι∗Lω
N
FS,N+g
)
6. Proof of Theorem 3
In Proposition 7 we describe the two probability measures as volume forms on PEN or
equivalently on X(N). We now use this relation to give an explicit formula for ~KNFSH:
Theorem 6. We have
~KNFSH(ζ1, . . . , ζN) = JN(ζ1, . . . , ζN)
1
ZN(ω)
exp
(
1
2
∑
i 6=j Gω(ζi, ζj)
)∏N
j=1 d
2ζj(∫
X
eN
∫
X
Gω(z,w)dµζ(w)e
∫
X
Gω(z,w)dµP (ζ)(w)dν(z)
)N+1 ,
where (for a certain constant B(N, g)),
JN(ζ1, . . . , ζN) = B(N, g)e−(N+1)
∑g
j=1 ρω(Pj(ζ))||ΦP0
hN
||−2
· ||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj, P0)|2 (det
(
〈ΦPjN+g,ΦPkN+g〉
)
∣∣∣(∏j 6=nE(Pn, Pj))∣∣∣−2 | detDAg|2,
(87)
where DAg is the derivative of the Abel map.
LARGE DEVIATIONS OF EMPIRICAL MEASURES OF ZEROS ON RIEMANN SURFACES 39
Here,
||θ(P1 + · · ·+ Pg − P0 −∆)||−2
g∏
j=1
|E(Pj, P0)|2 | detDAg|2
is a smooth positive function, and
det
(
Φ
Pj
N+g(Pk)
) ∣∣∣∣∣∏
j 6=n
E(Pn, Pj)
∣∣∣∣∣
−2
.
is a smooth nowhere vanishing function on X(g) times |∏j<nE(Pj , Pn)|−2.
Proof. It suffices to calculate the ratio of the volume forms, i.e. the Jacobian
JN :=
ω˜NZ
ω˜N−gZ ∧ A∗NωgΘ
. (88)
The discussion is similar for the ensembles of Definition 3, with forms pulled back from
X(g). In fact, the proof involves passing back and forth between X˜(N) and X(N) and between
Jac(X) and X(g).
We do this by evaluating numerator and denominator on frames for the vertical bundle
V PEN and for the horizontal space HPEN defined by the connection:
H(L,[s])PEN :=;V ⊥(L,[s]) with respect to the metric ω˜ZN + A∗NωΘ. (89)
In fact, the same connection is defined by the condition that the horizontal space is ω˜ZN -
orthogonal to the vertical space. Indeed, A∗NωΘ is a ‘horizontal’ (1, 1) form, i.e. A
∗
NωΘ(V,W ) =
0 for all W ∈ T(L,[s])PEN if V is vertical. It follows that ω˜ZN (V,H) = (ω˜ZN + A∗NωΘ)(H, V ).
The difference in the metrics lies in the fact that (ω˜ZN +A
∗
NωΘ) is always non-degenerate in
the horizontal subspace.
6.1. Calculation of the Jacobian JN . We let V1, . . . , VN be a vertical orthonormal frame
for V with respect to ω˜ZN + A
∗
NωΘ, or equivalently, ω˜ZN ; this makes sense, since they are
the same metric along the fibers.
Lemma 13. The Jacobian (88) is given by
JN =
det〈Hi, H¯j〉ω˜Z
det(A∗Nω
g
Θ(Hi, H¯j))
Proof. For ω˜Z , the Gram matrix of inner products of the elements of the frame is the N ×N
matrix
GN :=

 〈Vi, V¯j〉 〈Vi, H¯j〉
〈V¯i, Hj〉 〈Hi, H¯j〉

 =

I(N−g)×(N−g) 0(N−g)×g
0g×(N−g) 〈Hi, H¯j〉ω˜Z

 .
Here, 〈, 〉 is short for the Hermitian semi-metric defined by ω˜Z . Then,
ω˜NZN (V1, V¯1, . . . , VN−g, V¯N−g, H1, H¯1, . . . , Hg, H¯g) = detGN .
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In the case of ω˜N−gZ ∧A∗NωgΘ, the volume of the frame is the determinant of the matrix
〈Vi, V¯j〉 0
0 A∗Nω
g
Θ(Hi, H¯j)

 =

I(N−g)×(N−g) 0(N−g)×g
0g×(N−g) A∗Nω
g
Θ(Hi, H¯j)

 .

We now evaluate each horizontal block determinant by carrying the connection over to
X(N) under the identification with PEN and horizontally lift a curve from Jac(X) to X(N)
starting at a point ~ζ = ζ1+ · · ·+ ζN . The point ~ζ corresponds to a line of sections [s] ∈ PEN .
We fix the standard basis of holomorphic ∂
∂zj
on Jac(X) and the associated basis of real
vector fields ∂
∂xj
, ∂
∂yj
. We let Hj be the horizontal lift of
∂
∂zj
.
Further, denote the integral curves by xj(t), yj(t). We now consider the horizontal lifts
[sk(t)] of the curves xj(t), yj(t) to PEN , or alternatively the lifted curves ζk1 (t) + · · ·+ ζkN(t)
in X(N). We want to calculate the matrix of inner products of their tangent vectors with
respect to ω˜Z . By definition, it is the same to calculate the matrix of inner products of the
tangent vectors of the image curves in PH0(X,LN+g) under σL. We thus need to consider the
associated curves ~P k(t) = P k1 (t)+· · ·+P kg (t) inX(g) which are the images of ζk1 (t)+· · ·+ζkN(t)
under ALN+g . The map is only well-defined away from X
(N)
N+g. (Here, it would have been
preferable to work on X˜(N), but then the connection would degenerate).
The curves P k1 (t)+ · · ·+P kg (t) in X(g) are the same as the images of the xk(t), yk(t) under
the inverse Abelian sums map A−1g : Jac → X(g). The inverse map is not well-defined on
W 1g (§1.5). We are calculating volume forms so it is sufficient to work on the complement of
this set, but the degeneraracy set of Ag makes itself felt in the zeros and singularities of the
forms.
Since ω˜ZN = ψ
∗
LN+gωFS,N+g (Lemma 11), or σ
∗
LωFS,N+g on X˜
(N), the horizontal space
H([s],P1+···+Pg))PE˜N maps under DσL to the orthogonal complement of the tangent space to
the canonically embedded image of PH0(X,L). This complement may be identified with
the orthogonal complement in H0(X,LN+g) to the subspace {s ∈ H0(X,LN+g) : D(s) ≥
P1 + · · ·+ Pg} with respect to the inner product GN+g(h, ν). Indeed, the natural projection
π : Cd+1 − {0} → CPd is a Riemannian submersion when the spaces are equipped with
compatible Euclidean, resp. Fubini-Study, metrics. It is a principal C∗ bundle and carries a
natural (Hopf) connection.
We denote by [sk(t)] the horizontal curve in PE˜N whose initial tangent vector is Hk.
Under σL it goes to a curve in PH0(X,LN+g). We use the well-known identification of
the projective space PH associated to a Hilbert space with the set of rank one Hermitian
orthogonal projections in the space of Hermitian operators onH . Thus, to [sk(t)] we associate
the curve πk(t) =
sk(t)⊗sk(t)∗
||sk(t)||2
L2
of projections. Then the Fubini-Study inner product of tangent
vectors is given by 〈π˙k, π˙m〉 = Trπ˙k ◦ π˙∗m.
We then put
sk(t) =
g∏
j=1
E(·, P kj (t))
N∏
j=1
E(·, ζkj (t)), Sk(t) = eiθk(t)
sk(t)
||sk(t)|| ,
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where the phase eiθk(t) is chosen so that 〈S˙k(t), Sk(t)〉 = 0. With this phase condition the
map ψt → |ψt〉〈ψt| is an isometry, i.e.
Trπ˙k(0)π˙
∗
m(0) = 〈S˙k(0), S˙m(0)〉. (90)
Horizontality is the condition that S˙k(0)⊥H0(X,O(ζ1 + · · · + ζN)). As long as the Pj are
distinct, the coherent states {ΦPjN+g} form a basis of the ortho-complement. Hence, there
exists a matrix C = (Ckj ) of coefficients so that
d
dt
|t=0Sk(t) =
g∑
j=1
CkjΦ
Pj
N+g. (91)
Remark: Abbreviate L = LN+g. Since ΦPjN+g(z) ∈ Lz⊗L∗Pj , the left side of (91) is a section
of L while the right side takes values in L ⊠ L∗. Hence, Ckj must take values in LPj and
the product CkjΦ
Pj
N+g implicitly involves a contraction. It will be seen below that these extra
factors cancel, so rather than introduce new notation we will keep track of them in a series
of remarks.
The next step is to calculate the matrix C. To this end, we introduce the matrix
M~P =M = (Mij), with Mij := 〈ΦPiN+g,ΦPjN+g〉 = det(ΦPjN+g(Pk)).
Remark: Since Φ
Pj
N+g(Pk) = ΠN+g(Pk, Pj), this is matrix is also L⊠L∗-valued. As discussed
in §1.11, we could write it as BN+g(Pk, Pj) times a frame for L ⊠ L∗. As noted above, the
frames will cancel later.
We further define the matrix Q = Qs, ~P by
(Qnk) =
d
dt
|t=0Sk(t)(Pn). (92)
Remark: This matrix is L-valued. ince the curve has been lifted to H0(X,LN+g), the
tangent vectors may be identified with elements of this vector space. Hence Qnk ∈ LN+g(Pn).
It is clear that the d
dt
|t=0 derivative only produces a non-zero term when the factor
E(Pn, P
k
n (t)) is differentiated. Thus, we have
Qkn =
(∏
j 6=nE(Pn, Pj)
∏N
j=1E(Pn, ζj)
d
dt t=0
E(Pn, P
k
n (t))
)
||
(∏
j E(·, Pj)
∏N
j=1E(·ζj)
)
||L2
eiθk(t). (93)
Since E is a section of a line bundle, it should require a connection to differentiate it in the
second component. However, since E(z, w) vanishes on the diagonal, all connections give
the same result, i.e. the derivative of the coefficient Pn−P kn (t) relative to a frame. Since the
derivative does not touch the frame, it produces another holomorphic section of the same
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line bundle. We then identify d
dt t=0
E(Pn, P
k
n (t)) with the scalar −P˙ kn (0), the coordinate of
the n-component of the kth curve in our choice of local coordinates. We thus have,
detQs, ~P =
(∏g
ℓ=1
∏N
j=1E(Pℓ, ζj)
)(∏
j 6=nE(Pn, Pj)
)
||
(∏
j E(·, Pj)
∏N
j=1E(·ζj)
)
||L2
eiθk(t).
(
det(−P˙ kn (0))
)
. (94)
To put the last determinant in an invariant form, we note that(
−P˙ kn (0))
)∗ (
−P˙ kn (0))
)
= DA−1∗g DA
−1
g .
Indeed, (−P˙ kn (0)) is the matrix of DA−1g relative to the standard basis ∂∂zj of Jac(X) and the
coordinate basis of X(g).
We now claim that
Lemma 14. Let Hj be the horizontal lifts of the coordinate vector fields
∂
∂zj
on Jac(X) to
H([s],P1+···+Pg)PEN . Then
det(〈Hi, H¯j〉ω˜ZN ) = det(M−1)| detQ|2, (95)
and therefore,
JN = (detM
−1)| detQ|2.
Remark: We observe that both detM and | detQ|2 take values in L ⊠ L∗. Hence if we
expressed them relative to a frame eL for L, the frames would cancel in the quotient. If
we we write a section S˙k(Pn) = fk(Pn)eL(Pn) then the ratio leaves a Slater determinant
‖ det fk(Pn)|2 in the numerator and the Bergman determinant BN+g(Pk, Pj) in the denomi-
nator. Thus the ratio is a positive scalar function.
We now prove the Lemma:
Proof. In view of Lemma 13, the second statement follows from the first. We now prove the
first statement. Taking inner products and using (91), we have
(〈Hi, H¯j〉ω˜ZN ) = CMC∗
and
det(〈Hi, H¯j〉ω˜ZN ) = det
(
〈ΦPiN+g,ΦPjN+g〉
)
det (C∗C) = detM det(C∗C). (96)
It also follows by setting z = Pn in (91) that
Qkn =
g∑
j=1
CkjΦ
Pj
N+g(Pn). (97)
Thus, we have
Q = CM ⇐⇒ C = QM−1. (98)
Here, we are assuming that the Pj are distinct, hence that M is invertible (Lemma 101).
It follows that
det(〈Hi, H¯j〉) = det(Q∗Q) detM−1. (99)

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6.2. Configuration spaces and lifts of ~KNFSH. Using that
~KNFSH(ζ1, . . . , ζN) = ω˜
N−g
Z ∧A∗NωgΘ = J−1N ω˜NZ = J−1N ω˜NZ ,
it follows from Lemma 14 that the lift of ~KNFSH to the Cartesian product X
N is given by
~KNFSH(ζ1, . . . , ζN) = JN(ζ1, . . . , ζN)
1
ZN(ω)
exp
(
1
2
∑
i 6=j Gω(ζi, ζj)
)∏N
j=1 d
2ζj(∫
X
eN
∫
X
Gω(z,w)dµζ(w)e
∫
X
Gω(z,w)dµP (ζ)(w)dν(z)
)N+1 ,
where (for a constant B(N, g)),
JN(ζ1, . . . , ζN) = ·FN(ζ1, . . . , ζN)e−2N
∫
ρω(w)dµζ (w)(detM)| detQ|−2
= B(N, g)e−(N+1)
∑g
j=1 ρω(Pj(ζ))||ΦP0
hN
||−2
∣∣∣(∏Nk=1 ∏gj=1E(Pj, ζk))∣∣∣2
· ||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj, P0)|2 (det
(
〈ΦPjN+g,ΦPkN+g〉
)
∣∣∣(∏gℓ=1∏Nj=1E(Pℓ, ζj))(∏j 6=nE(Pn, Pj))∣∣∣−2 | detDAg|2
= B(N, g)e−(N+1)
∑g
j=1 ρω(Pj(ζ))||ΦP0
hN
||−2
· ||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj, P0)|2 (det
(
〈ΦPjN+g,ΦPkN+g〉
)
∣∣∣(∏j 6=nE(Pn, Pj))∣∣∣−2 | detDAg|2
(100)
We next claim that
||θ(P1 + · · ·+ Pg − P0 −∆)||−2
g∏
j=1
|E(Pj, P0)|2 | detDAg|2
is a smooth positive function. To see this, we recall that θ(P1 + · · · + Pg − P0 − ∆) = 0
whenever there exists Q1+ · · ·+Qg−1 ∈ X(g−1) so that P1+ · · ·+Pg−P0 = Q1+ · · ·+Qg−1.
This can occur if some Pj = P0 and the {Qj} are the remaining {Pk}k 6=j, and such poles are
cancelled by
∏g
j=1 |E(Pj, P0)|2. It can also happen at other points on the Wirtinger variety
W 1g where the representation fails to be unique, and these poles are cancelled by | detDAg|2.
We further claim that the factor
det
(
Φ
Pj
N+g(Pk)
) ∣∣∣∣∣∏
j 6=n
E(Pn, Pj)
∣∣∣∣∣
−2
.
is a smooth nowhere vanishing function on X(g) times |∏j<nE(Pj, Pn)|−2. Thus, the detM
factor cancels ‘half’ the poles of the second factor.
To explain this, we note that det(〈Hi, H¯j〉ω˜ZN ) = 0 if and only if ([s], P1+· · ·+Pg) ∈ B
(N)
N+g,
the branch locus of the map σL. Indeed, {H1, . . . , Hg} is a basis of the horizontal space at all
points, so the determinant can only vanish when ω˜ZN degenerates. Since it is the pullback
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of a non-degenerate form under σL, it only degenerates on the branch locus. We recall that
this is the locus where ζ1 + · · ·+ ζN + P1 + · · ·+ Pg has multiplicity (i.e. at least two terms
coincide). We observe that also
detM~P = 0 ⇐⇒ ∃j 6= k : Pj = Pk. (101)
Indeed, detM = 0 if and only if the map
{s ∈ H0(X,LN+g) : D(s) ≥ P1 + · · ·+ Pg}⊥ → LN+g[P1]⊕ · · · ⊕ LN+g[Pg]
on the given ortho-complement, sending s → (s(P1), . . . , s(Pg)), has a kernel. The kernel
is trivial if the Pj are distinct, since s(P1) = · · · = s(Pg) = 0 implies that s lies both in
the given subspace and its orthocomplement. When there are multiplicities, then there is a
non-trivial kernel; one needs to supplement the map with the derivatives of s at the multiple
points.
This completes the proof of Theorem 6.

7. LDP for the projective linear ensemble: Proof of Theorem 1
In this section we prove Theorem 1 for the projective linear ensemble. More precisely, we
reduce the proof to the results of [ZZ].
For the sake of completeness, we recall the definition of the LDP: if B(σ, δ) denotes the
ball of radius δ around σ ∈ M(CP1) in the Wasserstein metric, and Bo(σ, δ) (respectively,
B(σ, δ)) denote its interior (respectively, its closure), then
− infµ∈Bo(σ,δ) I˜ω,K(µ) ≤ lim infN→∞ 1N2 logProbN(B(σ, δ))
≤ lim supN→∞ 1N2 logProbN(B(σ, δ)) ≤ − infµ∈B(σ,δ) I˜ω,K(µ).
(102)
Once we have found the approximate rate functional, and have expressed it in terms of
Green’s functions, we can take its limit precisely as in [ZZ] and obtain the LDP.
For any ensemble, we express the lift of ~KN to the Cartesian product as
~KN(ζ1, . . . , ζN) = DN(ζ1, . . . , ζN)
N∏
j=1
d2ζj. (103)
7.1. An approximate rate function: Proof of Proposition 1. The Proof of Proposition
1 is similar to that of Lemma 18 of [ZZ], the principal new feature being the coefficient
function FN .
We express the JPC of Theorem 2 in terms of the empirical measures µζ . The following
Lemma proves Proposition 1.
Lemma 15. We have
~KNn (ζ1, . . . , ζN) =
1
ZˆN(h)
e−N
2(− 12EωN (µζ )+N+1N J
ω,ν
N
(µζ)) κN ,
where (cf. Proposition 6),
κN = FN (ζ1, . . . , ζN)
∏
j d
2ζj.
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Proof. We first observe that the main factor in (II) of Theorem 2 can be rewritten in terms
of the empirical measure to get,
exp
(
1
2
∑
i 6=j Gω(ζi, ζj)
)
(∫
X
eN
∫
X
Gω(z,w)dµζ(w)e
∫
X
Gω(z,w)dµP (ζ)(w)dν(z)
)N+1 = e−N2Iω,νN (µζ).
Indeed, by taking the right side as the definition of Iω,νN , we get
Iω,νN = − 1N2
∑
i 6=
1
2
Gω(ζi, ζj) +
N+1
N2
log
(∫
X
eN
∫
X
Gω(z,w)dµζe
∫
X
Gω(z,w)dµP (ζ)(w)dν(z)
)
= − 1
N2
1
2
∫
X×X\D Gω(z, w)dµζ(z)dµζ(w) +
N+1
N2
log
(∫
X
eNU
µζ
ω (z)eU
µP (ζ)(z)
dν(z)
)
= − 1
N2
(
−1
2
EωN(µζ) + N(N+1)N2 Jω,νN (µζ)
)
,
as one sees by comparing with Definition 6. We then combine the rest of the factors into
κN . 
7.2. Properties of the rate function. The properties of the rate function in higher genus
are similar to those proved in [ZZ] Section 6 in genus zero, and the proofs are the same, so
we state them rapidly and refer to [ZZ] for the proof.
Proposition 16. (see [ZZ], Proposition 24) The function Iω,K of (12) has the following
properties:
(1) It is a lower-semicontinuous functional.
(2) It is strictly convex.
(3) Its unique minimizer is the equilibrium measure νh,K.
(4) Its minimum value equals 1
2
log Caph(K).
Set
E0(h) = inf
µ∈M(X)
Iω,K(µ), I˜ω,K = Iω,K − E0(h) . (104)
The infimum infµ∈M(X) Iω,K(µ) is achieved at the Green’s equilibrium measure νω,K with
respect to (ω,K), and E0(h) =
1
2
log Capω(K), where (as above) Capω(K) is the Green’s
capacity with respect to ω. For background we refer to [ZZ] and its references.
7.3. Completion of proof of Theorem 1. Given Theorem 6, Lemma 15 and the argu-
ments of [ZZ], the main remaining complication in proving Theorem 1 is to deal with the
singular factor
∣∣∣∏j<nE(Pn, Pj)∣∣∣−2 described in the statement of Theorem 6. Of course it
must be cancelled by the other factors since the form is smooth, but we need to make the
necessary estimates to take the limit as N →∞. We recall that this factor arises since the
pullback of the Fubini-Study volume form on PH0(X,LN+g) to PEN has degeneracies on the
branch locus, while those of the Fubini-Study-fiber volume forms do not.
The cancellation of this factor comes from the fact (discussed in §1.2) that ~KNFSH is a
smooth non-degenerate form on PEN ≃ X(N) which is bundle-like and which contains the lift
of a factor on X(g). This factor can be expressed in coordinates P1 + · · ·+ Pg in the image
of the Abel map and its lift to Xg contains a Vandermonde type factor
∣∣∣∏j<nE(Pn, Pj)∣∣∣2
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cancelling the singular one above. To determine the ratio, we need to change coordinates
again from ζ1 + · · ·+ ζN to P1 + · · ·+ Pg and N − g remaining coordinates along the fiber,
PH0(X,O((N+g)P0−(P1+· · ·+Pg)). To prove Theorem 6, i.e. to study empirical measures,
we need the remaining N − g coordinates to be divisor coordinates rather than coefficients
relative to a basis. Indeed, this was the main reason for introducing LN+g in the first place.
We therefore seek an XN−g-valued fiber coordinate η1 + · · ·+ ηN−g which are coordinates
of N − g zeros of sections in the fiber PH0(X,O((N + g)P0 − (P1 + · · · + Pg)). Since
dimPH0(X,O((N+g)P0−(P1+· · ·+Pg)) = N−g, a section is specified up to scalar multiples
by N − g zeros. Equating PEN = X(N), it is equivalent to define (almost everywhere) an
analytic function
~ζ(~η, ~P ) ∈ X(N) : AN(ζ) = P1 + · · ·+ Pg
whose image is an open dense (indeed, Zariski open) subset of X(N). There are of course(
N
g
)
ways to select s subset of N − g zeros from ζ1 + · · ·+ ζN , and what we are claiming is
that there exists a well-defined analytic branch of the correspondence X(N) → X(N−g)×X(g)
whose graph is given by
{(ζ1 + · · ·+ ζN ; (ζj1 + · · ·+ ζjN−g : P1 + · · ·+ Pg)} ⊂ X(N) × (X(N−g) ×X(g)),
where as usual P1 + · · ·+ Pg = AN(ζ1 + · · ·+ ζN). Existence of such a branch follows from
the fact that correspondence is a covering map on the complement of the branch locus, and
the complement is a Zariski open set (see also [Mat]).
We recall that the expression for ~KNFSH in Theorem 6 is for the pull back of this form to X
N
in the local coordinates ζ1, . . . , ζN . We now use the local coordinates η1, η2, . . . , ηN−g, P1, . . . , Pg
instead. By definition of a Fubini-Study-fiber bundle probability measure, ~KNFSH has the
wedge product of a form dσ lifted from X(g) and a smooth Fubini-Study volume form along
the fibers. The former is a smooth positive multiple of |∏gj 6=k=1E(Pj , Pk)|2∏gj=1 dPj ∧ dP¯j
and a smooth form in η. It follows that the factor
∣∣∣∏j<nE(Pn, Pj)∣∣∣2 in the formula of The-
orem 6 is cancelled by the same Vandermonde factor arising from the expression of ~KNFSH in
the coordinates (~η, ~P ). This changes the definition of κN in Lemma 15 and Theorem 6 to
κ˜N = J˜N
g∏
j=1
dPj ∧ dP¯j ∧
∏
dN−gj=1 dηj ∧ dη¯j, (105)
with
J˜N(η1, . . . , ηN−g, P1 · · · , Pg) = B(N, g)e−(N+1)
∑g
j=1 ρω(Pj(ζ))||ΦP0
hN
||−2
· ||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj , P0)|2
(det
(
〈ΦPjN+g,ΦPkN+g〉
) ∣∣∣(∏j<nE(Pn, Pj))∣∣∣−2 | detDAg|2,
(106)
7.3.1. LD upper bound. We first sketch the proof of the upper bound part of the large
deviation principle from [ZZ]:
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Lemma 17.
lim
δ↓0
lim sup
N
1
N2
log ProbN(B(σ, δ)) ≤ −I˜ω,K(σ). (107)
Proof. The first step is to prove the following: let ǫ > 0 and let K = suppν. If ν satisfies the
Bernstein-Markov condition (37), then there exists a N0 = N0(ǫ) such that for all N > N0
and all µζ ∈M(X), (with ρω as in (70))
log ||eU
µζ
ω e
1
N
U
µP (ζ) ||LN (ν) ≥ sup
z∈K
(U
µζ
ω )− ǫ .
This is similar to Lemma 30 of [ZZ], with two modifications. First, there is the new factor
1
N
UµP (ζ) (which is absorbed in the ǫ). Second, the Bernstein-Markov assumption is now a
uniform estimate comparing L2 norms and sup norms of sections s ∈ H0(C, ξ) as ξ varies
over PicN :
sup
z∈K
|s(z)|hξ ≤ CǫeǫN
(∫
K
|s(z)|2hξ(ζ)dν(z)
)1/2
, ∀ξ ∈ PicN , s ∈ H0(X, ξ). (108)
Here, hξ(ζ) is the admissible metric on the line bundle ξ(ζ) where sζ ∈ H0(X, ξ(ζ)). By
Lemma 8 we may write,
|sζ(z)|2hξ = eN(U
µζ
ω (z)− 1N U
µP (ζ)
ω , ∀ζ ∈ X(N).
Hence,
||eU
µζ
ω e
1
N
U
µP (ζ) ||LN (ν) =
(∫
K
|sζ(z)|2hξ(ζ)dν(z)
)1/N
≥
(
C−1ǫ e
−Nǫ supz∈K |sζ(z)|2hξ(ζ)
) 1
N
,
and
log ||eU
µζ
ω e
1
N
U
µP (ζ) ||LN (ν) ≥ sup
z∈K
U
µζ
ω − ǫ+ 1
N
logCǫ,
for all ǫ > 0.
Write
ΘN = − 1
N2
log ZˆN(h) . (109)
In §7.4 we show that (as in [ZZ]), ΘN →N→∞ log Capω(K).
By Lemma 9 and Lemma 15,
1
N2
log ProbN (B(σ, δ)) =
1
N2
log
∫
ζ∈X(N):µζ∈B(σ,δ)
e−N
2(IN (µζ )κ˜N +ΘN , (110)
where κ˜N is the smooth, non-negative (N,N) form defined in (105), and IN is the approxi-
mate rate function.
Fix M ∈ R and let GMω = Gω ∨ (−M) be the truncated Green function and let EMω be the
Green’s energy associated to the truncated Green’s function. As in [ZZ], GMω is continuous
on X ×X and
− 1
N2
∑
i<j
Gω(ζi, ζj) ≥ EMω (µζ)−
C(M)
N
,
where the constant C(M) does not depend on ξ.
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It follows that, for any ǫ > 0 and all N > N0(ǫ),
1
N2
log ProbN(B(σ, δ)) ≤ 1N2 log
∫
ξ∈X(N):µζ∈B(σ,δ) e
N2
2
EMω (µξ)−N2JKω (µζ)κ˜N
+ (ΘN +
C′(M)
N
+ ǫ),
for some constant C ′(M).
It follows that
lim supN
1
N2
log ProbN (B(σ, δ)) ≤ lim supN→∞ΘN
+ lim supδ↓0 supµ∈B(σ,δ)−
(−1
2
EMω (σ) + JKω (σ)
)
+
∣∣lim supN 1N2 log ∫X(N) κ˜N ∣∣ .
We now claim:
Lemma 18. Let κ˜N be the smooth (N,N) form defined in (105). Then
1
N2
∣∣∣∣log
∫
X˜(N)
κ˜N
∣∣∣∣ = O( logNN ).
Proof. Omitting the constant B(N, g) (det(∇kPn)) , ||ΦP0hN ||−2 (which may be absorbed into
the overall normalizing constant ZN), the statement comes down to showing that
1
N2
| log ∫
X˜N
e−(N+1)
∑g
j=1 ρω(Pj(ζ))
||θ(P1 + · · ·+ Pg − P0 −∆)||−2
∏g
j=1 |E(Pj, P0)|2| detDAg|2
(det
(
〈ΦPjN+g,ΦPkN+g〉
)∗ ∣∣∣(∏j<nE(Pn, Pj))∣∣∣−2∏N−gj=1 d2ηj∏gj=1 dPj| = O( logNN ).
We observe that the integrand is a smooth function only of P1 + · · · + Pg ∈ X(g) and only
the factor e−(N+1)
∑g
j=1 ρω(Pj(ζ))(det
(
〈ΦPjN+g,ΦPkN+g〉
)
depends on N .
We first integrate out the ηj variables and obtain the Lebesgue volume of X
(N−g) in the
ηj coordinates. It lifts back to X
N−g as a product measure and therefore (as in [ZZ]), we
have 1
N2
log
∫
X(N−g)
∏N−g
j=1 d
2ηj = O(
logN
N
).
This reduces us to studying the remaining integral over Xg. Since the factor ||θ(P1 +
· · · + Pg − P0 − ∆)||−2
∏g
j=1 |E(Pj, P0)|2| detDAg|2 is smooth, positive function on X(g)
which is independent of N , it is bounded above by a constant Cg > 0 and below by another
constant cg > 0. Hence it may be removed from the integral at the cost of a remainder
O( 1
N2
). Also, the factor e−(N+1)
∑g
j=1 ρω(Pj(ζ)) may be removed at the cost of a remainder
O( 1
N
). Consequently, it suffices to show that
1
N2
| log ∫
Xg
(det
(
〈ΦPjN+g,ΦPkN+g〉
)∗ ∣∣∣(∏j<nE(Pn, Pj))∣∣∣−2∏j d2Pj| = O( logNN ).
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Denote by Xg(N) the ‘well-separated’ set of (P1, . . . , Pg) so that d(Pj, Pk) ≥ logN√N for all
j 6= k, and then put ∫
Xg
=
∫
Xg(N)
+
∫
Xg\Xg(N)
.
On Xg\Xg(N), the off-diagonal elements are of order N−p for any desired p > 0. The
diagonal elements are of order N . Hence
det
(
〈ΦPjN+g,ΦPkN+g〉
)
≥ Ng − O(N−p), on Xg\Xg(N).
Since also
∣∣∣(∏j<nE(Pn, Pj))∣∣∣−2 ≥ ǫ0 > 0 for some constant ǫ0 depending independent of
N , the integrand of the Xg\Xg(N) integral is bounded below by ǫ0Ng and therefore the
integral is bounded below by a constant (depending only on the genus) times Ng. Since the
integrand is positive, the addition of the integral over Xg(N) only increases the quantity
and therefore,
1
N2
log
∫
Xg
(det
(
〈ΦPjN+g,ΦPkN+g〉
)∗ ∣∣∣(∏j<nE(Pn, Pj))∣∣∣−2∏j d2Pj ≥ Cg logNN .
This proves the lower bound half of the desired estimate.
We then prove the upper bound. The main contribution comes from the integral over
Xg(N). On Xg\Xg(N), |E(Pj, Pk) ≥ logN√N and the product
∣∣∣(∏j<nE(Pn, Pj))∣∣∣ is bounded
below by ( logN√
N
)g. Also by the Hadamard inequality, and the fact that ||ΦPN+g||L∞ ≤
N , |(det
(
〈ΦPjN+g,ΦPkN+g〉
)∗
| is bounded above by Ng. Hence, 1
N2
log of the integral over
Xg\Xg(N) is O( logN
N
).
Thus it suffices to give an upper bound for the integral over Xg(N). By a slight extension
of the same argument, we decompose the remaining set {~P ∈ Xg : existsi 6= j : d(Pi, Pj) <
logN√
N
} into sets where there are r clusters of points each within < logN√
N
of each other and such
that points of each cluster are ≥ logN√
N
apart for distinct clusters. If each cluster contains just
one point then we are back to the case with logN√
N
separated points. In each cluster, and with
j 6= k we write ΦPj (z) − ΦPk = (Pj − Pk)FN(Pj , Pk). We then multiply by (E(Pj, Pk))−1.
There are two entries for each (Pk, Pj) and so the cancellation leaves the smooth matrix
function det(F (Pj, Pk)) and we need an upper bound for
1
N2
log
∫
Xg(N)
det(F (Pj, Pk)). Each
column involves at most one derivative of Φ
Pj
N+g, whose norm is then at most N
2. By the
Hadamard determinant inequality, 1
N2
log
∫
Xg(N)
det(F (Pj, Pk))
∏
d2Pj is of order at most
logN
N
.

We now complete the proof of the upper bound: As in [ZZ], EMω (σ) is continuous and
JKω (σ) is lower semi-continuous with respect to weak convergence. It follows that
lim
δ↓0
lim sup
N
1
N2
log ProbN(B(σ, δ)) ≤ lim
N→∞
ΘN +
1
2
EMh (σ)− JKh (σ) + ǫ .
Since EMω (σ) → Eω(σ) as M → ∞ by monotone convergence, and since ǫ is arbitrary, we
obtain (107). 
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To complete the proof of Theorem 1, we also need to prove the lower bound:
Lemma 19.
lim
δ↓0
lim inf
N
1
N2
log ProbN(B(σ, δ)) ≥ −I˜ω,K(σ). (111)
Exactly as in [ZZ] (Lemma 31), it suffices to prove (111) when σ = fω ∈M(X) with f a
strictly positive and continuous function on X .
Proof. We closely follow the proof of the LDP lower bound in [ZZ] until the last step where we
apply Lemma 18 rather than the product measure argument in [ZZ]. Under the assumption
that σ = fω, we can construct a sequence of discrete probability measures
dσN =
1
N
N∑
j=1
δZj ∈ B(σ, δ)
with the following properties:
(1) σN ∈ B(σ, δ/2) for all N large;
(2) d(Zi, Zj) ≥ C(σ,δ)√N for i 6= j.
Define
DηN = {ζ ∈ XN : d(ζj, Zj) ≤
η
N
, j = 1, . . . , N}.
Then, for η small enough and all N large, all ζ ∈ DηN satisfy that µζ ∈ B(σ, δ). Since
DηI ⊂ B(σ, δ),
ProbN (B(σ, δ)) ≥
∫
Dη
N
e−N
2IN (µζ )κ˜N +ΘN , (112)
where IN = I
ω,ν
N is the approximate rate function. Following the Green’s function estimates
up to (62) of [ZZ]), we get that for any ǫ′ > 0 and all N large enough,
ProbN(B(σ, δ)) ≥ e−N2Iω,K(σ)−3ǫ′N2
∫
Dη
N
κ˜N (113)
By Lemma 18, we have the lower bound (for some C ≥ 0)
1
N2
log
∫
X˜(N)
κ˜N ≥ −C logN
N
,
and together with (113) it implies the desired lower bound (111).

7.4. The normalizing constant: Proof of Lemma 20. To complete the proof of
Theorem 1, we need to determine the logarithmic asymptotics of the normalizing constant
ZˆN(ω), or equivalently of ΘN (109). In fact, in the course of the proof we also introduced a
constant B(N, g) and in the proof it was also absorbed into ΘN . We now denote the overall
constant by ZˆN(ω). We have proved the LDP for the measure multiplied by this constant.
We then determine ΘN from the fact that ProbN is a probability measure. As in [ZZ],
Lemma 4 (see Section 7.4):
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Lemma 20. We have,
− lim
N→∞
1
N2
ΘN = lim
N→∞
1
N2
log ZˆN(ω) =
1
2
logCapω(K) .
For the sake of completeness, we include the proof from [ZZ]:
Proof. By Proposition 16 and the proof of the large deviations upper bound in Lemma 107,
0 = limN→∞ 1N2 logProbN(M(X))
≤ lim supN→∞ −1N2 log ZˆN(h)− infµ∈M(X Iω,K(µ)
= lim supN→∞
−1
N2
log ZˆN(h)− Iω,K(νω,K)
= lim supN→∞
−1
N2
log ZˆN(h)− 12 log Caph(K).
A similar argument using the large deviations lower bound shows the reverse inequality for
lim infN→∞ −1N2 log ZˆN . 
8. Appendix on determinants and bosonization
Up to the constant factor, the bosonization we quote in Lemma 5 is relatively simple
to prove (see Fay [F]). Following Fay’s presentation, we describe line bundles and their
sections by their automorphy factors. For genus one, X is expressed as C\Γ while for g ≥ 2,
X = H\Γ with Γ ⊂ SL(2,R) and H the upper half plane. In either case, L is defined by a
factor of automorphy ϕγ(z),
ϕγ(z) = χγ
t(γz)
t(z)
d∏
i=1
E(γz, ai)
E(z, ai)
, (γ ∈ Γ),
where t(z) is a nowhere vanishing holomorphic function on H. We also put
σ(p) = exp−
(
g∑
k=1
∫
Ak
vk(x) logE(x, p)
)
, σ(p, p1) =
σ(p)
σ(p1)
.
By Proposition 1.2 of [F], σ(p) is a nowhere vanishing holomorphic automorphic function on
H with automorphic factors given in [F] (1.12). Finally, let ∆ denote the vector of Riemann
constants and let θ[χ] denote the theta function with characteristic χ.
Theorem 1.3 of [F] states the following: Let L be the line bundle χ⊗D of degree d ≥ g−1
with D =
∑N
i=1 ai and with χ a unitary character. Then there exists a constant fL depending
only on the marking of the Riemann surface so that, for any basis {ωj} of H0(L) and any
points x1, . . . , xd+1−g ∈ X, so that
det
(
ωj(xk)
)d+1−g
j,k=1
= f−1L θ[χ](
d∑
i=1
ai −
d+1−g∑
i=1
xi −∆)
∏d+1−g
i<j E(xi, xj)
∏d+1−g
i=1 t(xi)∏d+1−g
1 σ(xi, z0)
, (114)
Let us sketch the proof of (114). The main point is to show that fL is a constant depending
only on the marking. The first point is that fL is a meromorphic function of xi ∈ X . As noted
above, the Slater determinant det
(
ωj(xk)
)
is a section of π∗1L⊗ · · · ⊗ π∗d+1−gL→ X(d+1−g).
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With Fay’s definition of the prime form E, the right side is also a section of this bundle. To
verify the formula is to prove that fL has no zeros or poles.
For generic x2, . . . , xd+1−g, det
(
ωj(xk)
)
vanishes at x1 = x2, . . . , xd+1−g and at g further
points ξ such that x2+ · · ·+xd+1−g+ξ = [L] ∈ Picd(X). Also, h1(L⊗(−
∑d+1−g
2 xj)) = 0 for
generic x2, . . . , xd+1−g. By Riemann’s theorem (§1.7), the zeros of θ[χ](
∑d
i=1 ai−
∑d+1−g
i=1 xi−
∆) in x1 occur at g points η for which
[L]−
d+1−g∑
2
xi = η.
It follows that ξ = η and that fL has no zeros or poles in x1. Similarly, fL is constant in all
of the variables xj . Hence it is constant, completing the proof.
The missing detail in this formula is an explicit formula for fL, which in our problem
depends on N . It is possible that this factor is cancelled by the normalizing factor ZN(h) in
Theorem 2. But it is useful to recall the explicit formula for fL.
8.1. Bosonization formulae. In view of the number of complicated invariants, it is useful
to compare this to the original bosonization formulae of [ABMNV] (see also [VV] and [Fal]).
A special case of (4.15) of [ABMNV] (in the notation of that article) is the formula,
det′ ∂¯∗Lb
∂¯Lb
det(ψi,ψj)
∣∣∣∣∣∣det

ψ1(P1) · · · ψp(P1)
ψ1(Pp) · · · ψp(Pp)


∣∣∣∣∣∣
2
=
(
det′ ∂¯∗∂¯
det(iY )−1·AX
)− 1
2 · N (z) ·∏pi,j=1G(Pi, Pj).
(115)
In this formula, a Riemannian metric is given on X , ∂¯∗∂¯ is its Laplacian, AX is the area of
X , and G is its ‘regulated coincident’ Green’s function. Further Lb is a holomorphic line
bundle of degree 2λ(g − 1), (·, ·) is an inner product on H0(X,Lb) and {ψj} is a basis of
H0(X,Lb). Also, ∂¯Lb : C∞(X,Lb) → C∞(X,Lb ⊗KX) is the natural ∂¯ operator and ∂¯∗Lb is
its adjoint in the inner product induced by the Hermitian metric on Lb and the Riemannian
metric on X . Also, G(Pi, Pj) = E(Pi, Pj) in our notation, (iY )
−1 is the period matrix. and
the factor det(iY )−1N is the spin 1
2
determinant. The rest of the notation is defined in §4.4.
It follows that the constant AN(g, ω) defined there is a ratio twisted Laplace determinants
and some non-vanishing factors independent of N . The proof that the logarithms of Laplace
determinants depend only linearly on N is given in [BV].
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