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(Dated: September 20, 2018)
We consider dynamical axion phenomena in topological superconductors and superfluids in three
spatial dimensions in terms of the gravitoelectromagnetic topological action, in which the axion
field couples with mechanical rotation under finite temperature gradient. The dynamical axion
is induced by relative phase fluctuations between topological and s-wave superconducting orders.
We show that an antisymmetric spin-orbit interaction which induces parity-mixing of Cooper pairs
enlarges the parameter region in which the dynamical axion fluctuation appears as a low-energy
excitation. We propose that the dynamical axion increases the moment of inertia, and in the case
of ac mechanical rotation, i.e. a shaking motion with a finite frequency ω, as ω approaches the
dynamical axion fluctuation mass, the observation of this effect becomes feasible.
PACS numbers:
I. INTRODUCTION
Topological insulators and superconductors are charac-
terized by momentum space topology.1,2 The band insu-
lators and (fully-gapped) superconductors have no low-
energy fermionic quasi-particle excitations in the bulk.
However, nontrivial global topology of the ground state
in the momentum space yields robust gapless states at
boundaries or defects, the existence of which is an impor-
tant feature of topological phases. Furthermore, momen-
tum space topology is also associated with electromag-
netic or thermal polarization of these systems. For exam-
ple, charge polarization3,4 is given by a momentum space
integral of the Berry connection and couples with electric
fields. Magnetoelectric polarization5 (or called as the ax-
ion field) θ characterizing the momentum space topology
of band insulators gives rise to axion electrodynamics6,
in which magnetoelectric polarization θ couples with the
electromagnetic field via Ltop = α4pi2 θE · B. Because
E · B is a total derivative, physical phenomena associ-
ated with Ltop arise only when θ is spatially or temporally
inhomogeneous. A domain wall of θ leads to the anoma-
lous Hall effect and the image monopole effect.7 Thermal
or quantum fluctuations of the axion field θ also yield
various interesting phenomena. For example, in a time-
reversal invariant Z2 topological insulator in three dimen-
sion, inter-orbital antiferromagnetic fluctuations induce
the dynamical axion field, which couples with electro-
magnetic fields, leading to an axionic polariton under an
applied magnetic field8 and magnetic instability under
an applied electrostatic field.9
In the case of topological superconductors (TSCs),
since charge, and also spin if the spin-orbit interaction
(SOI) presents, are not conserved, it is difficult to de-
tect topological characters in electromagnetic responses.
However, thermal responses can be good probes for topo-
logical nontriviality because energy is still conserved.
TSCs with time-reversal symmetry (class DIII) in three-
spatial dimensions are classified by an integer Z, i.e.
the so-called winding number,10 and the TSC charac-
terized by the topological invariant N possesses N gap-
less Majorana fermions at open boundaries. If mass
gaps are induced in surface gapless Majorana fermions,
the (2+1)-dimensional surface exhibits the thermal Hall
effect, which can be interpreted in the context of the
thermal axion physics where the axion field θ equals to
Nπ.11–13 From analogy to the dynamical axion in the
topological insulators,8 one can deduce that for TSCs,
the dynamical axion field in TSCs can be provided by
imaginary s-wave superconducting fluctuations, which
break quantization of magnetoelectric polarization and
lead to dynamics of θ.14
In the present paper, we discuss the axion physics in
TSCs mainly focusing on dynamical effects, i.e. fluctu-
ations of the axion field in TSCs. We investigate low-
energy excitations of the dynamical axion using a con-
crete model of a p-wave TSC with an s-wave channel
attractive interaction which is necessary for inducing dy-
namics of axion. We also discuss the effect of the SOI
in the case with noncentrosymmetric crystal structures,
and show that the inversion-symmetry-breaking SOI en-
hances significantly dynamical axion fluctuations. We
also discuss some implications for experimentally observ-
able phenomena involving dynamical axion.
The organization of this paper is as follows. In Sec.II,
we first give topological θ terms that may be related to
the axion physics in thermal (or gravitational) responses.
In Sec. III, we would like to comment on the Z classifica-
tion of TSCs and illustrate a difference from Z2 classifica-
tion. The relation between the imaginary s-wave super-
conducting fluctuations and dynamical axion is clarified.
In Sec.IV, we consider a concrete microscopic model of
a TSC in which the dynamical action appears at a suffi-
ciently low-energy scale compared to the bulk supercon-
ducting gap, and clarify the effect of the SOI raised by
broken inversion symmetry, which makes low-energy dy-
namical axion more feasible. In Sec.V, we discuss experi-
mentally observable phenomena driven by the dynamical
axion in TSC. We conclude in Sec.VI with some remarks.
2II. GRAVITATIONAL TOPOLOGICAL ACTION
TERM FOR TOPOLOGICAL
SUPERCONDUCTORS
In this section, we briefly review previous argument on
topological action terms and effective internal energy re-
lated with thermal responses in TSCs, which are the basis
for dynamical axion phenomena. In TSCs, a conserved
quantity is energy, and hence thermal responses can be
used for probing the topological nontriviality. For trans-
lational invariant superfluids, momentum is also a con-
served current. Probe fields which couple with energy-
momentum tensor are metric. Here we consider topolog-
ical action terms which are constructed from the metric
degrees of freedom, These action terms are known as the
gravitational instanton term in (3+1) dimensions and the
gravitational Chern-Simons (CS) term in (2+1) dimen-
sions. Also, we introduce another type of a topological
term which is related with the gravitoelectromagnetism
and the torsional anomaly.15,16
A. (2+1) dimensions
In two-dimensional systems, TSCs characterized by the
nontrivial Chern number have the gravitational CS 3
form as a low-energy effective theory,17,18
SCS =
1
4π
c
24
∫
d3xǫµνρtr
(
ωµ∂νωρ +
2
3
ωµωνωρ
)
(1)
with x = (c0t, r) where c0 is the Fermi velocity, ωµ the
spin connections determined by the metric and c = 1/2,
which is the central charge of the Ising conformal field
theory. It has been discussed that there should be an edge
channel with the central charge c = 1/2, which raises the
thermal Hall effect in Hall-bar geometry.18 It is important
to note that the gravitational CS term (1) does not di-
rectly lead to the thermal Hall effect in (2+1) dimension,
because (1) yields the energy current proportional to gra-
dient of the Ricci tensor which corresponds to a spa-
tially second order differential of a temperature field.19 In
this respect, the gravitational CS action differs from the
electromagnetic CS action SCS = c
α
4pi
∫
d3xǫµνρAµ∂νAρ,
which yields the Hall current proportional to electric field
via a functional derivative, jy = c(e
2/h)Ex.
On the other hand, a careful calculation of the thermal
Hall effect including a contribution of the dia-thermal
current (a change of the local thermal current opera-
tor due to an applied gravitational field),13,20 or equiv-
alently, a contribution from the thermal magnetization
current,21,22 provides the generalized Wiedemann-Franz
low at low temperature, which suggests the thermal Hall
effect in the (2+1) dimensional bulk system with a topo-
logical thermal coefficient defined by jHy = κH∂xT ,
κH = c
π2k2BT
3h
. (2)
This thermal Hall conductivity agrees with the result ob-
tained from the (1+1) dimensional edge theory. Here, we
would like to note that an important role of the energy
magnetization contribution can be seen in various sys-
tems. For instance, let us consider massive Weyl fermions
described by the bulk Hamiltonian H = σ1kx + σ2ky +
mσ3. In this system, the standard Kubo formula for en-
ergy current correlation functions gives no contribution,
and the thermal Hall conductivity κH stems only from
the energy magnetization.
The topological thermal Hall conductivity (2) from the
(2+1) dimensional bulk calculation suggests an alterna-
tive low energy effective action describing the thermal
Hall effect,
SCS = c
π2k2BT
2
6h
∫
dtd2rǫµνρAE,µ∂νAE,ρ (3)
where AEµ = (A0E ,AE) couple with an energy density
h(x) and an energy current density jE(x) via Hc =∫
d2x (h(x)AE0 − jE(x) ·AE). In the action (3), an
overall coefficient has a dimension of the square of en-
ergy, which is the same as the the torsional anomaly.16
The relation between the thermal Hall effect and the
torsional anomaly was discussed by Hidaka et al. at
zero temperature.15 Also, Shi and Cheng discussed23 the
gauge invariance forAE within a first order of AEµ by us-
ing the scaling relation for the energy current density un-
der gravitational potential.21,24 We could not derive the
action (3) directly from microscopic Hamiltonian of elec-
tron systems coupled with gravitoelectromagnetic fields.
However, we deduce it from the analogy with the rela-
tion between the (2+1) dimensional electromagnetic CS
action and the electric Hall conductivity. It is still an im-
portant open issue to establish the low-energy effective
field theory of the thermal Hall effect.
B. (3+1) dimensions
For (3+1) dimensional TSCs with time-reversal sym-
metry classified by the topological invariant N , a low-
energy gravitational effective theory is described by the
gravitational instanton term,
Sθ =
θ
1536π2
∫
d4xǫµνρσRαβµνR
β
αρσ (4)
with θ = π (mod 2π). Thus, Eq. (4) provides a Z2
characterization of the TSCs classified by the parity of
the integer topological invariant N . For heterostructure
geometry composed of the TSC and a trivial insulator
(here, “trivial” means the zero axion angle), when inter-
face Majorana fermions are completely gapped out, the
action (4) leads to the interface half integer gravitational
CS action
SCS =
1
2
1
4π
c
24
∫
d3xǫµνρtr
(
ωµ∂νωρ +
2
3
ωµωνωρ
)
(5)
3with c = (N + 2M)/2 where M is an integer depend-
ing on the microscopic structure of the interface, and
determined by the signs of mass gaps of N Majorana
fermions.12,14 It is noted that as in the case of the pure
(2+1) gravitational CS action (1), the action (5) does not
directly lead to the bulk thermal Hall effect.
A more preferable action describing the interface ther-
mal Hall effect is the following gravitoelectromagnetic θ
term,13
Sθ = θ
πk2BT
2
12h
∫
dtd3rEE ·BE , (6)
where EE and BE couple with the energy polarization
and the energy magnetization, respectively. The topolog-
ical action (6) describes a thermal topological magneto-
electric effect, i.e., the energy magnetization induced by
the gravitational field: ME = θ
pik2BT
2
12h EE , and the en-
ergy polarization induced by the gravitomagnetic field;
PE = θ
pik2BT
2
12h BE .
13 If there is a U(1) gauge structure
in EE ,BE, as in the case of the axion electrodynamics,
5
a low-energy effective action for Majorana fermions at
the interface between the TSC and the trivial insulator
is given by,
SCS =
c
2
π2k2BT
2
6h
∫
d3xǫµνρAE,µ∂νAE,ρ, (7)
where c = (N + 2M)/2.
Here we sketch the derivation of the gravitoelectro-
magnetic topological internal energy presented by No-
mura et al.13 The time reversal symmetric (class DIII)
TSC classified by topological invariant N possesses N
gapless Majorana modes localized at the boundary of
the system. If mass gaps are induced in Majorana
modes, each Majorana fermion gives rise to the half-
integer thermal Hall effect described by the Hall conduc-
tivity κH = sgn(m)
pi2k2BT
12h where m is the mass. They
proved that the topological part of the internal energy
for a TSC in a cylindrical geometry with a surface per-
turbation inducing mass gaps of the Majorana fermions
is expressed as,
Utop = −
∫
d3r
k2BT
12~v2
θ∇T ·Ω. (8)
Here v is a velocity of surface Majorana fermion and θ is a
constant determined by the sign of mass gaps of the sur-
face Majorana fermions. They obtained this result from
the calculations of the cross-correlated type response on
the surface quasi-Lorentz symmetric system: (i) an an-
gular momentum induced by the temperature gradient
along z-axis, and (ii) heat population induced by me-
chanical rotation.
Eqs. (4), (6) and (8) imply that dynamics of the axion
field θ give rise to dynamical thermal (gravitational) re-
sponses. We investigate such dynamical axion effects of
TSCs in the following.
III. BASIC FEATURES OF CLASS DIII
TOPOLOGICAL SUPERCONDUCTORS
A. Z characterization of class DIII topological
superconductors and gravito magnetoelectric
polarization
In this section, we summarize some basic properties
of class DIII TSCs relevant to the following argument.
The topological classification of class DIII TSCs is given
by integers Z. However, the gravitational instanton term
(4) describes only Z2 part, i.e., the parity of topologi-
cal invariant. Also, the internal energy (8) is derived by
assuming a priori the existence of N Majorana fermions
on the surface. As in the case of the magnetoelectric
polarization in topological insulators5, in real systems,
a non-topological even integer part of θ depends on the
energy gap structure of the surface Majorana fermions.
Hence it is possible to obtain the thermal conductivity
exactly proportional to topological invariant N by using
a specific perturbation which generates mass gap mi of
the i-th Majorana fermion satisfying
∑
i sgn(mi) = N .
For this perturbation, the (gravito) magnetoelectric po-
larization θ = Nπ. Actually, class DIII TSCs inher-
ently have the appropriate perturbation that can be con-
structed from a chiral symmetric structure of class DIII
TSCs: ΓHBdGΓ−1 = −HBdG where Γ is determined by
the combination of a time-reversal transformation and
a particle-hole transformation. This perturbation is ex-
pressed as
VΓ =
γ
2
∫
d3xΨ†(x)ΓΨ(x) (9)
where Ψ(x) is the Nambu spinor. The perturbation (9)
induces the thermal Hall conductivity characterized by
the topological invariant N as κH = N
pi2k2BT
12h .
12,14 To
see the physical meaning of (9), let us consider a time-
reversal symmetric superconductor. If we choose the
Nambu representation Ψ = (ψ↑, ψ↓, ψ
†
↓,−ψ†↑)T , the time-
reversal transformation Ψ 7→ ΘΨ is given by Θ = iσ2K
and the particle-hole transformation Ψ 7→ ΞΨ is given
by Ξ = τ2σ2K where K is a complex conjugate operator.
In this Nambu bases, Γ = τ2 (overall sign is arbitrary),
then V = −iγ ∫ d3x(ψ↑ψ↓−ψ†↓ψ†↑). Hence V is the imag-
inary s-wave pairing order.12,14 Here, we have assumed
that the global phase of the bulk pairing gap is fixed to
be zero. From an effective description of the surface Ma-
jorana fermions under the perturbation of VΓ, we can get
κH = N
pi2k2BT
12h .
Also,
∑
i sgn(mi) = N can be derived from the surface
jump of (gravito) magnetoelectric polarization defined by
the Chern-Simons 3 form,
θCS = 2π
∫
CS3(A) = 1
4π
∫
tr
(
AdA+ 2
3
A3
)
, (10)
where A = Anm(k) = 〈un(k) | dkum(k)〉 is the
Berry connections determined by quasiparticle states
4of a bulk Bogoliubov-de Gennes (BdG) Hamiltonian
HBdG(k) |un(k)〉 = −En(k) |un(k)〉. An adiabatic treat-
ment of the surface structure between the TSC and
the VΓ perturbation yields an adiabatic Hamiltonian
HBdG(k, λ) = (1 − λ)HBdG(k) + λγΓ (λ ∈ [0, 1]), and
gives the surface jump of (gravito) magnetoelectric po-
larization by
∫ λ=1
λ=0
dθCS(λ) = sgn(γ)Nπ.
14 Although the
magnetoelectric polarization θCS is gauge invariant only
modulo 2π, the line integral of a small difference of θCS(λ)
is fully gauge invariant. The derivation of the topological
internal energy (8) given by Nomura et al. is based on
the surface half-integer thermal Hall effect, which limits
the applicability of (8) to the case with a quantized value
of θ. However, the above observation that the Z-part of
θ coincides with the surface jump of the (gravito) magne-
toelectric polarization θCS defined by (10) strongly sug-
gests that non-quantized θ is given by θCS as in the case
of the axion electrodynamics. In this paper, we assume
the topological action
Stop = −
∫
dt
∫
d3x
k2BT
12~v2
θCS∇T ·Ω (11)
for non-quantized value of θCS, and consider phenomena
raised by the dynamical axion in TSCs. Later, we iden-
tify θ with θCS.
Here, it is worth while mentioning the physical mean-
ing of the non-quantized value of θ. If the surface jump
of θ is ∆θ, then the surface thermal Hall conductivity
κH is given by κH = ∆θ
pik2
B
T
12h . In the case that ∆θ/π
is an integer, the surface thermal Hall conductivity can
be understood as contributions of surface massive Ma-
jorana fermions which gives κH =
sgn(m)
2
pi2k2
B
T
6h , respec-
tively. However, non-quantized values of κH can not be
derived from a pure (2+1)-dimensional surface effective
theory. In fact, this comes from (3+1)-dimensional bulk
wave functions.
B. Difference between imaginary s-wave paring
and Zeeman perturbations
Before proceeding to the argument on dynamical ax-
ion, in this section, we clarify an important role of the
chiral-symmetry breaking perturbation (9), i.e. imag-
inary s-wave pairing in TSCs. Class DIII TSCs pos-
sess three types of symmetry, i.e. time-reversal sym-
metry Θ, particle-hole symmetry Ξ, and chiral symme-
try. Since chiral symmetry is equivalent to the prod-
uct of Θ and Ξ, one may expect that chiral-symmetry
breaking perturbations are essentially the same as time-
reversal-symmetry breaking perturbations in supercon-
ductors where the particle-hole symmetry is preserved by
definition. However, this naive expectation is not correct.
Indeed, we demonstrate here that the chiral-symmetry
breaking perturbation, i.e. the imaginary s-wave pair-
ing, is indispensable for realizing topological thermal re-
sponses characterized exactly by the winding number N ,
and that time-reversal-symmetry breaking perturbations
such as magnetic fields fail to give correct topological re-
sponses in certain cases. For this purpose, we exploit a
toy model for TSC BdG Hamiltonian with two-orbitals
and spin 1/2 internal degrees of freedom,
HBdG =


(
~
2k2
2m − µ
)
τ3 +
∆
kF
(kxσ1 + kyσ2 + kzσ3)τ1 0
0
(
~
2k2
2m − µ
)
τ3 +
∆
kF
(kxσ1 − kyσ2 − kzσ3)τ1

 (12)
where we take the Nambu spinor Ψ =
(ψ1↑, ψ1↓, ψ
†
1↓,−ψ†1↑, ψ2↑, ψ2↓, ψ†2↓,−ψ†2↑)T . For sim-
plicity, we assume that the fermion mass m and the
amplitude of the order parameter ∆, and the Fermi
wave number kF are the same for two orbitals, and there
is no off-diagonal coupling between the orbital 1 and 2.
Since topological responses are not affected by details of
microscopic systems, this assumption does not spoil the
generality of the following result. From the global U(1)
gauge arbitrariness of fermions, ∆ can be fixed to be a
positive value ∆ > 0 without loss of generality. If µ > 0,
HBdG describes a TSC with the topological invariant
N = 2 defined by
N = − 1
48π2
∫
tr Γ
[H−1BdG(k)dHBdG(k)]3 , (13)
where Γ = τ2. On the other band, for µ < 0, the system
is trivial with N = 0.
Let us consider the surface Majorana modes of this sys-
tem. Suppose half-infinite geometry such that the TSC
exists in the region z < 0 and the region of z > 0 is
vacuum. We also assume that ∆ is constant near the
boundary at z = 0. Under the fixed boundary condition
for the wave function Φ(z = 0) = 0, the wave function of
the gapless Majorana mode is given by
Φ1,i(z) ∼ u1,iez˜sinh
(
z˜
√
1− µ˜(kx, ky)
)
. (14)
Here z˜ = m∆z/~2kF , µ˜(kx, ky) = 2~
2k2F
(
µ − ~2(k2x +
k2y)/2m
)
/m∆2, and u1,i(i = 1, 2) is the spinor for
the helical Majorana fermions for the orbital 1, and
we take u1,1 = (1, 0, i, 0)
T , u1,2 = (0, i, 0, 1)
T in the
5basis of spin and particle-hole degrees of freedom,(∣∣∣∣ τ3 = 1σ3 = 1
〉
,
∣∣∣∣ τ3 = 1σ3 = −1
〉
,
∣∣∣∣ τ3 = −1σ3 = 1
〉
,
∣∣∣∣ τ3 = −1σ3 = −1
〉)
in the space of the orbital 1. The Bogoliubov-de
Gennes Hamiltonian HˆBdG(kx, ky) is expressed in the
Hilbert space spanned by the surface Majorana fermions
Φ1(z) = (Φ1,1(z),Φ1,2(z)),
HˆBdG(kx, ky)Φ1(z) = Φ1(z)
[
∆
kF
(kxσ˜1 + kyσ˜2)
]
, (15)
where, the Pauli matrices σ˜ = (σ˜1, σ˜2, σ˜3) are defined
for the space spanned by u1,1 and u1,2. Similarly, for
the orbital 2, the wave function of the gapless Majorana
mode is given by
Φ2,i(z) ∼ u2,iez˜sinh
(
z˜
√
1− µ˜(kx, ky)
)
(16)
with u2,1 = (i, 0, 1, 0)
T , u2,2 = (0, 1, 0, i)
T , and the
Bogoliubov-de Gennes Hamiltonian HˆBdG(kx, ky) is ex-
pressed in the Hilbert space spanned by the surface Ma-
jorana fermions Φ2(z) = (Φ2,1(z),Φ2,2(z)),
HˆBdG(kx, ky)Φ2(z) = Φ2(z)
[
− ∆
kF
(kxσ˜1 − kyσ˜2)
]
.
(17)
The surface gapless Majorana modes Φ1/2(z) have op-
posite chiralities and different structures of the internal
degrees of freedom, which come from a difference of the
sign of ∆/kF τ1σ3(−i∂z). There are only two possible
perturbations which can induce mass gap of gapless Ma-
jorana fermions : one is a Zeeman field perpendicular to
the surface hzσ3, and the other one is an imaginary s-
wave pairing order ∆Ims τ2. In the presence of both fields
hzσ3 and ∆
Im
s τ2, the effective surface BdG Hamiltonians
for the orbital 1 and 2 are, respectively,
Hsurf,1 = ∆
kF
(kxσ˜1 + kyσ˜2) + (hz +∆
Im
s )σ˜3 (18)
Hsurf,2 = − ∆
kF
(kxσ˜1 − kyσ˜2) + (hz −∆Ims )σ˜3. (19)
Then we get the thermal Hall conductivity,
κH(z = 0) =
πk2BT
12h
[
sgn(hz +∆
Im
s )− sgn(hz −∆Ims )
]
.
(20)
Now, the role of Γ-perturbation (9) is obvious. In the
case of the Zeeman field, there is no net thermal Hall cur-
rant. On the other hand, the imaginary s-wave pairing
induces the same contributions from each surface Majo-
rana fermions, which sum up to the thermal Hall con-
ductivity with the coefficient equal to the topological in-
variant N = 2.
The above discussions are also applicable to the cases
where gapless Majorana fermions occur at time-reversal
symmetric Dirac points of momentum space besides k =
0. Thus, we have demonstrated that in the cases where
spin structures of superconducting order parameters are
different between different orbital bands, the imaginary
s-wave perturbation and the Zeeman field perturbation
give different results. Only the former successfully gives
the correct universal surface thermal Hall conductivity
described by the bulk topological invariant N , while the
latter fails to give topological thermal responses.
C. Preliminary for dynamical axion :
non-quantized axion angle for a p-wave TSC with an
imaginary s-wave pairing order
As mentioned previously, the imaginary s-wave pair-
ing order in spin-1/2 systems, or generally, the Γ-
perturbation (9) induces the change of the axion angle
by a quantized value θ = Nπ. Hence, thermal and quan-
tum fluctuations of the imaginary s-wave superconduct-
ing order δ∆Ims may give rise to dynamical axion δθ in
TSCs. One may naively expect that the opposite may
be also possible, i.e., the fluctuation of the imaginary
topological superconducting order δ∆Imp in the ordinary
s-wave superconductor raises the dynamical axion. How-
ever, actually, dynamical axion in the latter case is much
suppressed compared to the former case. To see this,
here, we consider a concrete example, the axion angle for
the topological p-wave superconducting order coexisting
with the imaginary s-wave order described by
∆ˆ = ∆p
k
kF
· σ(iσ2) + i∆Ims (iσ2), (21)
where ∆p and ∆
Im
s are real constants. The corresponding
bulk BdG Hamiltonian is
HBdG =
(
k2
2m
− µ
)
τ3 + τ1∆p
k
kF
· σ − τ2∆Ims
= ǫF
[(
k2
k2F
− 1
)
τ3 + τ1
∆p
ǫF
k
kF
· σ − τ2∆
Im
s
ǫF
]
,
(22)
where we choose the Nambu spinor as Ψ =
(ψ↑, ψ↓, ψ
†
↓,−ψ†↑)T . As shown in the second line of
(22), the axion angle depends on the two parameters(
∆p/ǫF ,∆
Im
s /ǫF
)
since the axion angle defined by (10)
is independent of an overall factor of the BdG Hamilto-
nian and a scale of the wave number k for continuum
models. It is noted that the latter simplification is not
applicable to lattice systems. Parameterizing (∆, φ) by(
∆p,∆
Im
s
)
= (∆cosφ,∆sinφ), we calculate the change
of θ as a function of φ with a fixed value of ∆,
dθ
dφ
=
1
16π
∫
d3k ǫµνρσtr [Fµν(k, φ)Fρσ(k, φ)]
=
∫ ∞
0
dk
3α4k2 cos2 φ
{
3k2 + 1− (k2 − 1) cos(2φ)}
2
(
α2 sin2 φ+ α2k2 cos2 φ+ (k2 − 1)2
)5/2
(23)
6with α = ∆/ǫF . In Fig.1, we show the axion angle θ
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FIG. 1: The axion angle θ as a function of φ for fixed gap
amplitudes ∆/ǫF = 0.003, 0.01, 0.1. The three lines almost
overlap each other.
as a function of φ for some different fixed gap ampli-
tudes ∆/ǫF = 0.003, 0.01, 0.1. φ ∼ 0 corresponds to
the imaginary s-wave pairing fluctuation in the TSC and
φ ∼ π/2 corresponds to the imaginary topological pair-
ing fluctuation in the ordinary s-wave superconductor.
In this model, for a realistic value of the gap amplitude
∆/ǫF = o(10
−1), fluctuations of the imaginary s-wave
pairing order in the TSC induce dynamical axion, while
dynamical axion due to fluctuations of the imaginary
topological pairing order in the trivial superconductor is
strongly suppressed. Because of this distinctive behavior
of axion angle, we only consider the fluctuation of the
imaginary s-wave pairing order in the TSC in the follow-
ing sections. The ratio between the fluctuation ∆Ims and
the dynamical axion δθ is
δθ = 2πc
∆Ims
∆p
(24)
with c = O(1).
The consideration in this section is based on the mean-
field Hamiltonian (22). The s(p)-wave order parameter
field in (22) should be regarded as a fluctuating field in
the case of the TSC (trivial superconductor), In the next
section, we present more accurate and reliable calcula-
tions for order parameter fluctuations.
IV. DYNAMICAL AXION IN TSCS WITH
s-WAVE PAIRING INTERACTION
As mentioned in the previous section, for spin-1/2 su-
perconducting systems, the imaginary s-wave supercon-
ducting fluctuation in the TSC gives rise to (gravita-
tional) dynamical axion field in condensed matter sys-
tems. In this section, we explore properties of dynamical
axion fluctuations. The action of the dynamical axion is
written by
Saxion[δθ]
= Jg2
∫ β
0
dτ
∫
d3x
[
(∂τ δθ)
2 + v2F (∇δθ)
2 +m2θ(δθ)
2
]
(25)
up to the second order of the fluctuation field δθ, which
amounts to the random-phase approximation (RPA). A
parameter g relates the dynamical axion field δθ and
the superconducting fluctuation field δψ, i.e. δθ = gδψ.
Here, δψ may be the fluctuation of the amplitude, or the
phase of the superconducting order, or the mixture of
them. g can be derived by expanding Eq.(10) in terms
of δψ up to the 1st order. The expressions of J , and
the axion mass mθ for a particular microscopic model
are given in Appendix. The axion mass mθ controls fluc-
tuation of the dynamical axion. For the realization of
dynamical axion, it is required that mθ is smaller than
the bulk superconducting gap ∆. As a concrete example,
we consider a p-wave TSC system similar to the B-phase
of 3He. We also assume that there is an s-wave-channel
pairing interaction Us which yields s-wave superconduct-
ing fluctuations.25 In the case with inversion symmetry,
pairing states with different parity can not be mixed with
each other. Thus, in the p-wave pairing state, the s-wave
superconducting order can not develop even when Us is
nonzero. However, fluctuation of s-wave pairing order is
still possible. On the other hand, in the case with bro-
ken inversion symmetry (i.e. noncentrosymmetric crystal
structure), parity-mixing of p-wave pairing and s-wave
pairing is induced by the antisymmetric SOI.26In this
case, the imaginary s-wave pairing fluctuation is not inde-
pendent of the p-wave pairing fluctuation. Actually, dy-
namical axion emerges as a fluctuation of a phase differ-
ence between s-wave and p-wave superconducting orders
a la the Leggett mode.27,28 Generally, in the presence of
two mean field superconducting order ∆1, ∆2, there are
two superconducting fluctuations ∆1e
iθ1 , ∆2e
iθ2 . Inten-
sity of the phase fluctuations is determined by a Coulomb
interaction, which couples with the total phase fluctua-
tion θ1+θ2, and a scattering channel between two Cooper
pairs, which couples with the relative phase fluctuation
(Leggett mode) θ1 − θ2. It is noted that the Leggett
mode has an advantage for the realization of dynamical
axion because the relative phase avoids to get a plasma
gap from a long-range Coulomb interaction, and thus dy-
namical axion can survive in the low-energy region. In
the following, we consider two cases with and without
the SOI, and compare properties of dynamical action for
these two cases. We will find that the SOI induced by
broken inversion symmetry dramatically enlarges the pa-
rameter region in which dynamical axion appears as a
low-energy excitation.
7A. Model Hamiltonian
We consider a toy model which has contact attractive
interactions in both the s-wave and p-wave channels, and
also the antisymmetric SOI. The Hamiltonian is
H = H0 +Hs +Hp, (26)
H0 =
∑
k
[(
k2
2m
− µ
)
δαβ + λk · σαβ
]
c†kαckβ , (27)
Hs = − Us
4V
∑
kk′q
(iσ2)αβ (iσ2)α′β′
c†
k+ q
2
α
c†
−k+ q
2
β
c−k′+ q
2
β′ck′+ q
2
α′ ,
(28)
Hp = −Up
4V
∑
kk′q
(
kˆ · σiσ2
)
αβ
(
−iσ2σ · kˆ′
)
α′β′
c†
k+ q
2
α
c†
−k+ q
2
β
c−k′+ q
2
β′ck′+ q
2
α′ ,
(29)
where λ is the SOI strength, Us and Up < 0 are, respec-
tively, the s-wave and p-wave attractive interactions, and
kˆ = k/kF with kF the Fermi wave number for λ = 0. We
assume that the d-vector of the p-wave pairing is the same
as that of the B-phase of 3He, which is a typical example
of a class DIII TSC. For simplicity, we ignore scatterings
between the s-wave and p-wave pairs, though such pro-
cesses are generally allowed in the case without inversion
symmetry. This treatment is justified because scatter-
ing processes mixing different parity are higher order in
terms of a parameter ǫSO/ǫF where ǫSO is the energy
scale of the SOI, and ǫF is the Fermi energy, satisfying
ǫSO/ǫF ≪ 1 for most of real materials.26 The mean field
order parameter is written in the following form,
∆(k) = ∆siσ2 +∆pkˆ · σiσ2. (30)
|∆p| > |∆s| corresponds to the TSC (N = ±1) and
|∆p| < |∆s| corresponds to the trivial superconductor
(N = 0). The Hubbard-Stratonovich transformation
leads to the partition function in the form,
Z =
∫
D∆D∆∗e−S[∆,∆
∗], (31)
S[∆,∆∗]
=
∫ β
0
dτ
∫
d3x
∑
l=s,p
|∆l(x)|2
Ul
− 1
2
TrlnG−1[∆,∆∗],
(32)
where
G−1αβ(k1τ1,k2τ2; ∆,∆
∗)
=
( −∂τ1δk1k2δαβ −Hαβ(k1,k2) −∑l=s,p∑q ∆l(τ1, q)ϕl,q([(k1α)(−k2β)])
−∑l=s,p∑q ∆∗l (τ1, q)ϕ∗l,q([(k2β)(−k1α)]) −∂τ1δk1k2δαβ +Hβα(−k2,−k1)
)
δ(τ1 − τ2),
(33)
with the normal part of the Hamiltonian,
Hαβ(k1,k2) =
(
εk1δαβ + λkˆ1 · σαβ
)
δk1k2 , (34)
and the s-wave and p-wave pairing channel bases
ϕs,q([(k1α)(k2β)]) = δq,k1+k2(iσ2)αβ , (35)
ϕp,q([(k1α)(k2β)]) = δq,k1+k2
(
k1 − k2
2kF
· σiσ2
)
αβ
,
(36)
where q is a momentum of center-of-mass motion of a
Cooper pair. Here, we choose the Nambu spinor as
Ψ = (ψ↑, ψ↓, ψ
∗
↑ , ψ
∗
↓)
T , and define the Fourier transfor-
mation of the superconducting fluctuations ∆l(τ,x) by
∆l(τ, q) =
1
V
∫
d3x∆l(τ,x)e
−iq·x.
B. Case without spin-orbit interaction
First, we consider the case without the SOI, i.e., λ = 0,
which corresponds to the case with inversion symme-
try. The mean field free energy is obtained by setting
∆l(τ,x) = ∆l = const.:
F [∆,∆∗]/V =
|∆s|2
Us
+
|∆p|2
Up
− 1
2
1
βV
∑
ωnk
ln
[(
ω2n + ε
2
k + |∆s|2 + (k/kF )2|∆p|2
)2 − (k/kF )2 (∆∗s∆p +∆s∆∗p)2] .
(37)
8From this expression, it is found that the cases of the π/2
relative phase between ∆s and ∆p, i.e., ∆
∗
s∆p+∆s∆
∗
p =
0, have the lowest free energy, which means the imaginary
s-wave fluctuation is larger than the real s-wave fluctua-
tion in the bulk p-wave superconducting phase. Within
approximation of k ∼ kF in the sum of k in the third
term in (37), we search for the free-energy minimum.
We find that for Us > Up, the s-wave order trivial phase
∆s 6= 0,∆p = 0 is stabilized, while for Us < Up, the topo-
logical phase with the p-wave order, i.e. ∆s = 0,∆p 6= 0,
realizes. As mentioned in the previous section, here, we
only consider fluctuations of s-wave pairing in the bulk
p-wave superconductor in the case of Up > Us. The gap
equation for ∆p(T ) is derived from the free energy mini-
mum
∂F [∆p,∆s=0]
∂∆∗p
= 0,
1
Up
=
1
βV
∑
ωn,k
(k/kF )
2
ω2n + εk + (k/kF )
2∆2p(T )
. (38)
The action of the imaginary s-wave fluctuation is ob-
tained by expanding (32) in terms of the imaginary part
of the s-wave gap ∆Ims within the Gaussian approxima-
tion:
S[∆Ims ]
= J
∫ β
0
dτ
∫
d3x
[
(∂τ∆
Im
s )
2 + v2F (∇∆
Im
s )
2 +m2θ(∆
Im
s )
2
]
(39)
where vF = ∂kεk|k=kF is the Fermi velocity and the def-
inition of J and mass gap mθ is given in Appendix. At
zero temperature T = 0, mθ is
mθ(T = 0) = |∆p|
√
2
ρ0
(
1
Us
− 1
Up
)
(40)
with ρ0 = 2mkF /(2π)
2 the density of state per spin. The
axion mass gap is determined by the distance from the
topological phase transition point Us = Up. In Fig.2,
we show the bulk superconducting gap ∆p and the axion
mass gap mθ at zero temperature for a fixed ρ0Up = 0.3.
It is noted that fluctuations of dynamical axion survive
only in the very narrow parameter region in vicinity of
the topological transition point Us = Up. Thus, the
dynamical axion scenario is unlikely to realize for cen-
trosymmetric systems with no SOI , i.e. λ = 0.
C. Case with spin-orbit interaction
Next, let us consider the case with the finite SOI λ 6= 0.
We fix λ > 0. Due to the parity mixing, the s-wave and
the p-wave superconducting orders coexist. The mean
field free energy is derived by setting ∆l(τ,x) = ∆l =
const.,
F [∆,∆∗]/V =
|∆s|2
Us
+
|∆p|2
Up
− 1
2
1
βV
∑
ωnk
ln
(
ω2n + (εk + λk)
2 + |∆s + (k/kF )∆p|2
)− 1
2
1
βV
∑
ωnk
ln
(
ω2n + (εk − λk)2 + |∆s − (k/kF )∆p|2
)
.
(41)
The second and third terms correspond to the contribu-
tion from the inner Fermi surface and the outer Fermi
surface, respectively. The gap equation is derived from a
free energy minimum condition ∂F∂∆∗s
= ∂F∂∆∗p
= 0, which
leads to
∆s
Us
=
1
2βV
∑
ωn,k
∆s + (k/kF )∆p
ω2n + (εk + λk)
2 + |∆s + (k/kF )∆p|2 +
1
2βV
∑
ωn,k
∆s − (k/kF )∆p
ω2n + (εk − λk)2 + |∆s − (k/kF )∆p|2
,
∆s
Up
=
1
2βV
∑
ωn,k
{∆s + (k/kF )∆p} (k/kF )
ω2n + (εk + λk)
2 + |∆s + (k/kF )∆p|2 −
1
2βV
∑
ωn,k
{∆s − (k/kF )∆p} (k/kF )
ω2n + (εk − λk)2 + |∆s − (k/kF )∆p|2
.
(42)
We denote the Fermi wave numbers for the inner/outer
Fermi surface as kF± where ± represent the k-dependent
helicities for the spin degrees of freedom, i.e. k · σ = ±k.
When the normal energy dispersion is εk =
k2
2m − ǫF ,
then kF±/kF =
√
1 +
(
λ
vF
)
∓ λvF with kF =
√
2mεF and
vF =
kF
m . The bulk superconducting gaps for each Fermi
surface are given by ∆s+ kF+/kF∆p for the inner Fermi
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FIG. 2: The bulk superconducting gap ∆p/∆s and the axion
mass gap mθ in a unit of cutoff energy ωc at zero temperature
for a fixed value of Up plotted against ρ0Us. The region 0 ≤
ρ0Us < 0.3 is the p-wave topological superconducting state,
while the region 0.3 ≤ ρ0Us is the trivial s-wave pairing state.
The first order topological phase transition occurs at ρ0Us =
0.3 point.
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FIG. 3: The bulk superconducting gaps ∆s ± kF±/kF∆p for
inner/outer band and the axion mass gap mθ in a unit of
cut off energy ωc at zero temperature for a fixed values of
ρ0Us = 0.2 and ρ0Up = 0.3. λ = λc is the topological phase
transition point.
surface and ∆s− kF−/kF∆p for the outer Fermi surface.
In Fig.3, we show the superconducting gap as a function
of the SOI strength λ for a fixed value of Us < Up at zero
temperature. The small λ region corresponds to a topo-
logical phase since this region adiabatically connects to
the pure p-wave topological phase. There is a topological
phase transition point λc at which the superconducting
gap for the inner Fermi surface ∆s+kF+/kF∆p closes. At
the phase transition point, the magnitude of the s-wave
pairing interaction Us and that of the effective p-wave
interaction (kF+/kF )Up are the same. The region for
λ > λc is the topologically trivial state since this region
adiabatically connects to the ordinary s-wave supercon-
ductor ∆p = 0. To investigate properties of the dynam-
ical axion induced by superconducting fluctuations, we
only consider the topological region λ < λc.
In the case with the SOI, because of the mixing of ∆s
and ∆p, the imaginary s-wave fluctuation is not inde-
pendent of the p-wave superconducting fluctuation. As
a matter of fact, the fluctuation inducing the dynamical
axion is a relative phase fluctuation between ∆s and ∆p.
We define the relative phase θr by
∆s(τ,x) = ∆
MF
s e
i
2
θr(τ,x),
∆p(τ,x) = ∆
MF
p e
− i
2
θr(τ,x).
(43)
The action of the relative phase fluctuation is given by
(32) up to the Gaussian fluctuation around the mean field
solution and within the long wave-length approximation,
S[θr]
= J
∫ β
0
dτ
∫
d3x
[
(∂τθr)
2 + v2F (∇θr)
2 +m2θ(θr)
2
]
(44)
where vF = ∂kεk|k=kF is Fermi velocity and the defi-
nition of J and mass gap mθ is given in Appendix. In
Fig.3, we show the axion mass gap mθ as a function of
λ at zero temperature. For sufficiently small and realis-
tic values of λ/vF , mθ is much smaller than the super-
conducting gap, and hence, the dynamical axion realizes
as a low-energy excitation. Here, we have ignored par-
ity non-conserving pairing interactions such as the scat-
tering between s-wave Cooper pairs and p-wave Cooper
pairs. Such channels induce an additional gap in the rel-
ative phase fluctuation. However, they are higher order
in terms of the SOI,26 and thus, the effect on the axion
mass gap is small.
Here we remark some important features which are dif-
ferent from the case without the SOI. As shown in Fig.2,
in the absence of the SOI, the axion mass gap mθ in-
creases quite rapidly as the distance from the topological
phase transition point Us = Up increases. Thus, in this
case, the realization of the dynamical axion requires a
fine tuning of the interaction strength Us and Up. On
the other hand, in the case with the SOI, due to the
finite gaps of both s-wave and p-wave superconducting
orders, the relative phase can fluctuate, and for suffi-
ciently small λ, the axion mass gap is smaller than the
bulk superconducting gaps. The region where the dy-
namical axion survives always exists for any interaction
strength satisfying Us < Up. Moreover the relative phase
does not couple with a long-range Coulomb interaction.
Therefore, it is free from acquiring a plasma gap. Hence,
noncentrosymmetric superconductors with the antisym-
metric SOI are significantly promising systems for the
realization of dynamical axion in TSCs.
V. DYNAMICAL AXION PHENOMENA IN
TOPOLOGICAL SUPERCONDUCTORS
In this section, we discuss the physically observable
phenomena raised by the dynamical axion via the gravi-
10
toelectromagnetic θ term (11). In the condensed mat-
ter context, in the case with the U(1) particle num-
ber conservation, the dynamical axion θ couples with
electromagnetic fields via the topological θ term Sθ =
α
32pi2
∫
dtd3xθǫµνρσFµνFρσ , which induces novel phenom-
ena such as axionic polariton under an applied uniform
magnetic field8 and magnetic instability under an applied
uniform electrostatic field9. An important question is,
then, what dynamical axion phenomena are in topolog-
ical superconductors or superfluids for which U(1) sym-
metry is broken.
We discuss the dynamical axion phenomena on the ba-
sis of the topological action (11), in which mechanical ro-
tation couples with dynamical axion. Let us consider an
increase of the moment of inertia raised by the dynamical
axion fluctuation under finite temperature gradient. The
real time action per unit volume for the rotation Ω = φ˙
and dynamical axion δθ is given by
S[φ, δθ] =
∫
dt
1
2
Iφ˙2 + Jg2
∫
dt
(
δ˙θ
2 −m2θδθ2
)
− k
2
BT∇T
12~v2
∫
dtφ˙δθ,
(45)
where I is the inertia moment per unit volume, and we
assume that the temperature gradient ∇T is parallel to
Ω. Integrating out the dynamical axion fluctuation, we
get an effective action for rotation only,
Seff [φ] =
∫
dω
2π
Ieff(ω)
2
ω2|φ(ω)|2 (46)
with
Ieff(ω) = I +
1
2Jg2m2θ
(
k2BT∇T
12~v2
)2
1
1− (ω/mθ)2 .
(47)
The result implies that the mechanical rotation excites
the dynamical axions via the topological coupling (11),
which increase the inertia moment for a low-frequency
region ω < mθ. Let us estimate the order of the increase
of the inertia moment. We approximate J , g, and v by
J ∼ ρ = k
3
F
8π3ǫF
, g ∼ π, v ∼ ∆
~kF
, (48)
and the bare inertia moment per unit volume by
I ∼M/Lz (49)
with M the system total mass and Lz the system size in
the direction parallel to the temperature gradient. Then
we obtain,
Ieff(ω)− I
I
∼ π
36
(
kBT
∆
)2(
kBLz∇T
∆
)2(
~
mθ
)2
ǫFkF
MLz
1
1− (ω/mθ)2 .
(50)
The prefactor of Eq.(50) is extremely small. However, in
the case of ac mechanical rotation, i.e. a shaking motion
with a finite frequency ω, as ω approaches the resonance
frequency mθ, this effect becomes observable.
VI. CONCLUSION
In this paper, we discussed dynamical axion in topo-
logical superconductors and superfluids in terms of the
gravitoelectromagnetic-type topological action (11), in
which the axion and mechanical rotation are coupled un-
der finite temperature gradient. Here, we stress that the
microscopic derivation of the topological action (11) for
non-quantized axion angle θ and its fluctuation δθ is still
an open issue. We have assumed the topological action
(11) and θ is determined by the Chern-Simons 3 form,
θ = 2π
∫
CS3(A). Under this assumption, the supercon-
ducting fluctuations which shift axion angle defined by
the Chern-Simons 3 form give rise to the dynamical ax-
ion. The superconducting fluctuations inducing the dy-
namical axion in the topological superconductors are the
time-reversal broken s-wave fluctuations in the absence
of the antisymmetric SOI, and the relative phase fluctua-
tion (Leggett mode) between p-wave and s-wave orders in
the presence of the antisymmetric SOI. We found that the
SOI breaking inversion symmetry enlarges the parameter
region in which the dynamical axion fluctuation appears
as a low-energy excitation, since the magnitude of the
relative phase fluctuation is determined by the coupling
strength between s-wave and p-wave Cooper pairs, i.e.,
the strength of the SOI. We proposed that the dynami-
cal axion fluctuation increases the moment of inertia. If
the rotation frequency ω is close to the dynamical axion
fluctuation mass mθ, this effect is observable.
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Appendix A: A derivation of the RPA action of superconducting fluctuations
In this appendix, we give the detailed derivation of the action for the superconducting fluctuations that give rise
to dynamical axion.
1. Case without SOI
We consider a bulk p-wave superconductor ∆p 6= 0. We can expand in terms of fluctuations of ∆s around the mean
field order ∆p. From (32), up to the second order in ∆
Im
s we get
S[∆Ims ] = V
∫ β
0
dτ
∑
q
1
Us
∆Ims (τ,−q)∆Ims (τ, q) +
1
2
Tr
[
G0∆ˆ
]
+
1
4
Tr
[
G0∆ˆ
]2
+O([∆Ims ]
3) (A1)
with
G−10 (k1τ1,k2τ2) =
( −∂τ1 − εk1 −∆pkˆ1 · (σiσ2)
−∆pkˆ1 · (−iσ2σ) −∂τ1 + ε−k1
)
δk1k2δ(τ1 − τ2), (A2)
∆ˆ(k1τ1,k2τ2) =
(
0
∑
q i∆
Im
s (τ1, q)δq,k1−k2(iσ2)∑
q −i∆Ims (τ1,−q)δq,k2−k1(−iσ2) 0
)
δ(τ1 − τ2). (A3)
Here, note that [∆Ims (τ, q)]
∗ = ∆Ims (τ,−q). The second term in (A1) vanishes. Then, we have,
S[∆Ims ] = βV
∑
Ωm.q
∆Ims (−Ωm,−q)
[
1
Us
+ΠImImss (Ωm, q)
]
∆Ims (Ωm, q) (A4)
with
ΠImImss (Ωm, q) =
1
4βV
∑
ωnk
tr [G0(ωn +Ωm/2,k+ q/2)(−τ1σ2)G0(ωn − Ωm/2,k− q/2)(−τ1σ2)] (A5)
where Ωm = 2πm/β is the boson Matsubara frequency, and τ = (τ1, τ2, τ3) represent Pauli matrices for Nambu space,
and G0(ωn,k) is the mean field Green’s function
[G0(ωn,k)]
−1
=
(
iωn − εk −∆pkˆ · (σiσ2)
−∆pkˆ · (−iσ2σ) iωn + ε−k
)
. (A6)
From low-frequency and long wave-length approximations, we get the action Eq. (39) with
J =
∂2ΠImIm
∂Ω2m
(0,0) =
1
βV
∑
ωnk
1{
ω2n + εk + (k/kF )
2∆2p
}2 , (A7)
and
Jm2θ =
1
Us
+ΠImImss (0,0)
=
1
Us
− 1
βV
∑
ωnk
1
ω2n + εk + (k/kF )
2∆2p
.
(A8)
We approximate k/kF ∼ 1 and 1V
∑
k f(εk)
∼= ρ0
∫ ωc
−ωc
dξf(ξ) with a cutoff ωc in (38), (A7) and (A8), and consider
the zero temperature limit. Then, we obtain,
∆p(T = 0) = ωc sinh
(
1
ρ0Up
)
, J =
ρ0
2∆2p
, Jm2θ =
1
Us
− 1
Up
. (A9)
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2. Case with SOI
Next, we consider the case with finite SOI, which induces parity-mixing of ∆s and ∆p. The action of superconducting
fluctuations up to the second order is
S[δ∆] =
∫ β
0
dτ
∫
d3x
(
(δ|∆s|)2
Us
+
(δ|∆p|)2
Up
)
+
1
2
Tr
[
G0δ∆ˆ
]
+
1
4
Tr
[
G0δ∆ˆ
]2
+O(δ∆3), (A10)
with
G−10 (k1τ1,k2τ2) =
( −∂τ1 − εk1 −∆siσ2 −∆pkˆ1 · (σiσ2)
∆siσ2 −∆pkˆ1 · (−iσ2σ) −∂τ1 + ε−k1
)
δk1k2δ(τ1 − τ2) (A11)
the mean field Green’s function. The first term in (A10) comes from the amplitude fluctuation of superconducting
order. Since the fluctuation inducing the dynamical axion is the relative phase θr between ∆s and ∆p, we deal with
only relative phase fluctuations. For the finite SOI strength λ, the relative phase mode is massive, so we can expand
around the fixed mean field relative phase,
δ∆s(τ,x) = ∆se
i
2
θr(τ,x) −∆s ∼= ∆s
(
i
2
θr(τ,x)− 1
8
θ2r(τ,x)
)
, (A12)
δ∆p(τ,x) = ∆pe
− i
2
θr(τ,x) −∆p ∼= ∆p
(
− i
2
θr(τ,x)− 1
8
θ2r(τ,x)
)
. (A13)
Here ∆s and ∆p include the mean field relative phase θ
MF
r = 0 or π. Using the Fourier transformation from x to q,
we get
δ∆s(τ, q) ∼= ∆s

 i
2
θr(τ, q)− 1
8
∑
q′
θr(τ, q)θr(τ, q − q′)

 , (A14)
δ∆p(τ, q) = ∆pe
− i
2
θr(τ,x) −∆p ∼= ∆p

− i
2
θr(τ, q)− 1
8
∑
q′
θr(τ, q)θr(τ, q − q′)

 . (A15)
Then δ∆ˆ which includes the relative phase fluctuations is written as
δ∆ˆ(k1τ1,k2τ2)
=
(
0
∑
q δ∆s(τ1, q)δq,k1−k2(iσ2)∑
q δ∆
∗
s(τ1, q)δq,k2−k1(−iσ2) 0
)
δ(τ1 − τ2)
+

 0 ∑q δ∆p(τ1, q)δq,k1−k2
(
k1+k2
2kF
· σiσ2
)
∑
q δ∆
∗
p(τ1, q)δq,k2−k1
(
−iσ2σ · k1+k22kF
)
0

 δ(τ1 − τ2)
=
∑
q
θr(τ, q)

 0 i2
{
∆s −∆p
(
k1+k2
2kF
· σ
)}
iσ2
− i2 (−iσ2)
{
∆s −∆p
(
k1+k2
2kF
· σ
)}
0

 δq,k1−k2δ(τ1 − τ2)
+
∑
qq′
θr(τ, q)θr(τ, q − q′)

 0 − 18
{
∆s +∆p
(
k1+k2
2kF
· σ
)}
iσ2
− 18 (−iσ2)
{
∆s +∆p
(
k1+k2
2kF
· σ
)}
0

 δq,k1−k2δ(τ1 − τ2).
(A16)
Note that θ∗r(τ, q) = θr(τ,−q). From (A10), (A11) and (A16) we obtain the RPA action for the relative phase θr,
S[θr] = βV
∑
Ωmq
θr(−Ωm,−q) [C +Πr(Ωm, q)] θr(Ωm, q), (A17)
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where
C =
1
βV
∑
ωnk
tr

G0(ωn,k)

 0 − 18
{
∆s +∆p
(
k
kF
· σ
)}
iσ2
− 18 (−iσ2)
{
∆s +∆p
(
k
kF
· σ
)}
0



 (A18)
and
Πr(Ωm, q) =
1
βV
∑
ωnk
tr
[
G0(ωn +Ωm/2,k+ q/2)

 0 i2
{
∆s −∆p
(
k
kF
· σ
)}
iσ2
− i2 (−iσ2)
{
∆s −∆p
(
k
kF
· σ
)}
0


G0(ωn − Ωm/2,k− q/2)

 0 i2
{
∆s −∆p
(
k
kF
· σ
)}
iσ2
− i2 (−iσ2)
{
∆s −∆p
(
k
kF
· σ
)}
0


]
(A19)
with
G−10 (ωn,k) =
(
iωn − εk −∆siσ2 −∆pkˆ · (σiσ2)
∆siσ2 −∆pkˆ · (−iσ2σ) iωn + ε−k
)
. (A20)
For low-frequency and long wave-length regions, we obtain,
S[θr] = J
∫ β
0
dτ
∫
d3x
[
(∂τθr)
2 + v2F (∇θr)
2 +m2θθ
2
r
]
(A21)
with
J =
∂2Πr
∂Ω2m
(0,0), (A22)
Jm2θ = C +Πr(0,0). (A23)
Using the approximation k/kF ∼ 1 and 1V
∑
k f(εk)
∼= ρ±
∫ ωc
−ωc
dξf(ξ) with a cutoff ωc and ρ± the density of state
per spin for the inner/outer Fermi surface, and considering the zero temperature limit, we simplify the gap equation
(42) into the form,
1
ρUs
∆s
ωc
+
1
ρUp
∆p
ωc
=
ρ+
ρ0
∆s + (kF+/kF )∆p
ωc
sinh
(
ωc
|∆s + (kF+/kF )∆p|
)
,
1
ρUs
∆s
ωc
− 1
ρUp
∆p
ωc
=
ρ−
ρ0
∆s − (kF−/kF )∆p
ωc
sinh
(
ωc
|∆s − (kF−/kF )∆p|
)
.
(A24)
Also, Eqs. (A22) and (A23) are
J =
1
16
[
ρ+
(
∆s − (kF+/kF )∆p
∆s + (kF+/kF )∆p
)2
+ ρ−
(
∆s + (kF−/kF )∆p
∆s − (kF−/kF )∆p
)2]
, (A25)
Jm2θ =
1
2
∆s(kF+/kF )∆p
∆s + (kF+/kF )∆p
(
∆s
Us
+
∆p
Up
)
− 1
2
∆s(kF−/kF )∆p
∆s − (kF−/kF )∆p
(
∆s
Us
− ∆p
Up
)
. (A26)
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