Abstract. We consider the Railway Traveling Salesman Problem (RTSP) in which a salesman using the railway network wishes to visit a certain number of cities to carry out his/her business, starting and ending at the same city, and having as goal to minimize the overall time of the journey. RTSP is an N P-hard problem. Although it is related to the Generalized Asymmetric Traveling Salesman Problem, in this paper we follow a direct approach and present a modelling of RTSP as an integer linear program based on the directed graph resulted from the timetable information. Since this graph can be very large, we also show how to reduce its size without sacrificing correctness. Finally, we conduct an experimental study with real-world and synthetic data that demonstrates the superiority of the size reduction approach.
Introduction
We consider a problem of central interest in railway optimization. We assume that we are given a set of stations, a timetable regarding trains connecting these stations, an initial station, a subset B of the stations, and a starting time. A salesman wants to travel from the initial station, starting not earlier than the designated time, to every station in B and finally return back to the initial station, subject to the constraint that s/he spends the necessary amount of time in each station of B to carry out his/her business. The goal is to find a set of train connections such that the overall time of the journey is minimized. We call this the Railway Traveling Salesman Problem (RTSP).
RTSP is related to the Generalized Asymmetric Traveling Salesman Problem (GATSP) [2, 3, 4] . In that problem, a weighted complete directed graph is given whose nodes are partitioned into clusters V 1 , V 2 , . . . , V k . The goal is to find a minimum-weighted tour containing at least one node from each cluster. By virtue of TSP, GATSP is an N P-hard problem. It can be easily seen that TSP is polynomially time reducible to RTSP as well: for each pair of cities, for which there exists a connection, consider a train leaving from the first one to the second with travel time equal to the cost of the corresponding connection in TSP. This reduction sets RTSP in the class of N P-hard problems.
Consider the so-called time-expanded digraph G constructed from the timetable information [5] . In that graph, there is a node for every time event (departure or arrival) at a station, and edges between nodes represent either elementary connections between the two events (i.e., served by a train that does not stop in-between), or waiting within a station. The weight of an edge is the time difference between the time events associated with its endpoints. Now, roughly speaking, and considering each set of nodes belonging to a specific station as a node cluster, RTSP reduces in finding a minimum-weight tour that starts at a specific node of a specific cluster, visits at least one node of each cluster in B, and ends at a node of the initial cluster.
Despite their superficial similarity, RTSP differs from GATSP in at least three respects:
(i) GATSP is typically solved by transforming it to an instance of the Asymmetric TSP. The transformation is done by modifying the weights such that inter-cluster edges are "penalized" by adding a large weight to them and consequently the tour has to visit all the nodes within a cluster before moving to the next one. It is not clear whether such an approach can be directly applied to RTSP, where we have to take into account that the salesman must spend a minimum amount of time at each station (city). (ii) RTSP starts from a specific node within a specific cluster, while GATSP starts from any node within any cluster. (iii) GATSP requires to visit all clusters, while RTSP asks for visiting only a subset of them.
Consequently, we feel that a different approach is worth pursuing for the solution of RTSP; that is, an approach that does not follow the classical pattern of reducing RTSP into an instance of GATSP or to an instance of the Asymmetric TSP.
In this paper, we follow such a direct approach and present a modelling of RTSP as an integer linear program based on the time-expanded graph. Since this graph can be very large, we also show how to reduce its size without sacrificing correctness. This turns out to be rather beneficial, especially in the case where the number of stations |B| the salesman wants to visit is much smaller than the total number of stations. Finally, we conduct an experimental study with realworld and synthetic data that demonstrates the superiority of the size reduction approach.
Preliminaries
In this section, we describe the input of an RTSP instance and we provide some definitions. In the following we assume timetable information in a railway system, but the modelling and the solution approaches can be applied to any other public transportation system provided that it has the same characteristics.
A We are also given a starting station σ o ∈ S, a time value t o ∈ T day denoting the earliest possible departure time from σ o , and a set of stations B ⊆ S − σ o , which represents the set of the stations (cities) that the salesman should visit. A function f B : B → T day is used to model the time that the salesman must spend at each city b ∈ B, i.e., the salesman must stay in station b ∈ B at least f B (b) minutes.
We naturally assume that the salesman does not travel continuously (i.e., through overnight connections) and that if s/he arrives too late in some station, then s/he has to rest and spend the night there. Moreover, the salesman's business for the next day may not require taking the first possible connection from that station. Consequently, we assume that the salesman never uses a train that leaves too late in the night or too early in the morning.
The Time-Expanded Graph
The formulation of RSTP is based on the so-called time-expanded digraph [5] . Such a graph G = (V, E) is constructed using the provided timetable information as follows. There is a node for every time event (departure or arrival) at a station, and there are four types of edges. For every elementary connection (z, σ 1 , σ 2 , t d , t a ) in the timetable, there is a train-edge in the graph connecting a departure node, belonging to station σ 1 and associated with time t d , with an arrival node, belonging to station σ 2 and associated with time t a . In other words, the endpoints of the train-edges induce the set of nodes of the graph. For each station σ ∈ S, all departure nodes belonging to σ are ordered according to their time values. Let v 1 , . . . , v k be the nodes of σ in that order. Then, there is a set of stay-edges, denoted by Stay(σ), To formulate RTSP, we introduce the following modifications to the timeexpanded digraph.
First, we do not include any elementary connections that have departure times greater than the latest possible departure time, or smaller than the earliest.
Second, we explicitly model the fact that the salesman has to wait at least f B (b) time in each station b ∈ B by introducing a set of busy-edges, denoted by Busy(b). We introduce a busy-edge from each arrival node in a station b ∈ B, to the first possible departure node of the same station that differs in the time value by at least f B (b). Third, to model the fact that the salesman starts his journey at some station σ o and at time t o , we introduce a source node s o in station σ o with time value t o . Node s o is connected to the first departure node d o of σ o that has a time value greater than or equal to t o , using an edge (called source edge) with cost equal to cycle-difference(t o , t do ). In addition, we introduce a sink node s f in the same station and we connect each arrival node of σ o with a zero-cost edge (called a sink edge) to s f . Figure 1 gives an example of two stations in the time-expanded graph that illustrates our construction. 
Integer Linear Programming Formulation
The objective of RTSP is to find a tour from node s o to node s f that passes through each station b ∈ B, with minimum total cost.
In order to model the RTSP problem as an Integer Linear Program (ILP), we introduce for each edge (u, v) a variable x (u,v) ∈ IN 0 that indicates the number of times the salesman uses the edge (u, v). If c(u, v) denotes the cost of edge (u, v), then the ILP becomes:
Constraints (2) The problem with the formulation so far is that it permits feasible solutions that contain cycles, disjoint from the rest of the path (subtours). To deal with this problem, we have to add some more constraints that will force the solution not to use any subtours.
Suppose that the selected stations are numbered from 0 to |B| − 1. For each such station i, we introduce a new node f i called the sink node of that station. Moreover, we create a copy d 
An example is given in Fig. 2 . We introduce now for each edge e ∈ E a new set of variables y i e , 0 ≤ i < |B|, and the following constraints:
The above constraints form a multicommodity flow problem, introducing a commodity for each selected station and asking for one unit of flow of each commodity i ∈ [0, |B| − 1] to be routed from the source node s o to the corresponding selected station's sink node f i . An additional condition imposed on the y-variables is that the flow y i e of commodity i on any edge e ∈ E cannot have a value greater than x e . This means that if the x-flow is zero on some edge e, then the y-flows will all be zero on that edge, too. Constraints (6) -(8) force the x variables to be assigned appropriately so that for each selected station there exists a path from s o to some departure node in that station, using only edges for which the corresponding x variables are non-zero. Since now the only way to reach f i is through the busy edges of station i, the flow modelled by the x variables is forced to use some busy edge for each selected station, which makes constraints (4) redudant.
Path Retrieval
The reason that the variables x (u,v) , (u, v) ∈ E, are not restricted to be 0-1 variables is the fact that the salesman is allowed to pass through the same station σ more than one times, regardless of whether σ belongs to S, or to B, or it is the starting station σ o .
Knowing the values of the variables x (u,v) , we can easily retrieve the path, using the Flow Decomposition Theorem (see e.g., [1, Chap. 3] ). Let n (resp. m) be the number of nodes (resp. edges) of the time-expanded graph G. We decompose the flows into at most m simple cycles and one simple path (from s o to s f ) in time O(nm). We can then construct the minimum cost tour as a linked list of edges as follows. We initially set the tour equal to the path, and then we iteratively expand it by merging it with a cycle that has a common edge with it. This can be done in time linear to the length of the final tour which is at most O(nm).
Size Reduction Through Shortest Paths
The time-expanded graph can be rather large. In this section, we present a method that reduces the size of the graph, which in turn can be beneficial in the case where the salesman wishes to visit a relatively small number of stations compared to the total number of stations. We reduce the problem size by transforming the time-expanded graph G to a new graph G sh , called the reduced time-expanded graph. Graph G sh can be constructed by precomputing shortest paths among the stations that belong to B, as follows.
Let again σ o denote the start station. For each station σ in B {σ o } we introduce a sink-node s σ and we connect each arrival-node of σ with a zero cost edge to s σ . Then, for each departure node d of σ ∈ B {σ o }, we compute a shortest path to the sink-nodes of every other station in B {σ o }. If such a shortest path does not pass through some other station in B {σ o }, then we insert a shortest path edge from d to the last arrival node of that path. The cost of this edge is equal to the cost of the corresponding shortest path.
We can now transform G in the following way. We first remove the sink-nodes (and their incoming edges) that were previously introduced. Next we delete from G all the nodes and edges that belong to stations that are not in B {σ o }. The remaining arrival nodes (that belong to some station σ ∈ B {σ o }) that were not used by any of the shortest paths that were previously computed are also deleted, as well as the remaining travel-edges. This procedure results in the reduced time-expanded graph G sh .
Implementation Details
In order to speed-up the computations (trying to reduce the number of variables used by the integer programs) when we do not use the shortest path reduction, we try to eliminate the unnecessary nodes of the graph. To be more precise, we remove all arrival nodes of all stations σ / ∈ B. These nodes have a single incoming edge (the one from the corresponding departure node), and a single out-going edge (to some departure node of the same station), while there are no busy edges starting from them. Therefore, we can eliminate these nodes (as well as their adjacent edges), and introduce a new virtual edge connecting the departure node that was the source of the incoming edge to the departure node that was the target of the outgoing edge, with cost the sum of the costs of the two eliminated edges. In this way, we can reduce the number of edges and nodes in the graph, and consequently the number of variables and constraints in the integer program.
Experiments

Data Sets
The construction of the graphs is based both on synthetic as well as on realworld data. For the synthetic case, we have considered grid graphs (with nodes Table 1 . Graph parameters for the original time-expanded graph in each data set. Note that the number of connections is equal to half the number of nodes, since two nodes form one connection, and the number of edges is twice the number of nodes. The number of edges does not include the incoming edges of s f and the outgoing edge of so or any other artificial nodes or edges.
Number of
representing stations). Each node has connections (in both directions) with all of its neighbouring nodes, i.e., the stations that are located immediately next to it in its row or column in the grid. The connections among the stations were placed at random among neighbouring stations, such that there is at least one connection in every pair of neighbouring stations (for both directions) and the average number of elementary connections for each station is 10. The time-differences between the departure and the arrival time of each elementary connection are independent uniform random variables, chosen in the interval [20, 60] (representing minutes), while the departure times are random variables in the time interval between the earliest and the latest possible departure time. We have created graphs whose number of stations varies from 20 to 80.
The real-world data represent parts of the railroad network of the Netherlands. The first data set, called nd ic, contains the Intercity train connections among the larger cities in the Netherlands, stopping only at the main train stations, and thus are considered faster than normal trains. These trains operate at least every half an hour, while the number of stations is equal to 21. The second real-world data set, nd loc, contains the schedules of the trains that connect the cities in only one region, including some main stations, while trains stop at each intermediate station between two main ones. The total number of stations in this case is 23.
The characteristics of all the graphs that were used, for both real and synthetic data, are shown in Table 1 .
Description of Experiments
For each data set, several problem instances were created, varying the number |B| of the selected stations, i.e., the set of stations that the salesman must visit.
For both graphs based on real and synthetic data, we have used two values for |B|, namely 5 and 10. Note that |B| does not contain the starting station. Because of that, when |B| is set equal to the total number of stations, the actual value that will be used is |B| − 1, since one station has to be the starting one.
For each combination of data set and a value of B, we have selected the stations that belong to B randomly and independently from each other. The selection of stations has been repeated many times, and the mean values among all corresponding instances were computed. For each instance we have created, the corresponding integer program was given as input to GLPSOL v4.6 (GNU Linear Programming Kit LP/MIP Solver, Version 4.6). The time needed by GLPSOL to find the optimum solution for each case has been measured.
We have tested both the original (with our modifications) version of the timeexpended graph, as well as the reduced version based on precomputed shortest paths described in Section 4.2. The time for this precomputation has also been measured.
Results and Discussion
The results of the experiments performed are reported in Tables 2 and 3 (a graphical comparison is illustrated in Fig 3) .
The values measured are the average values for 50 different sets of the selected stations. The standard deviation of the running times provided by GLPSOL for instances of the same parameters was large, showing a great dependence on the graph structure.
It can easily be seen that the value of |B| has a great impact on the running time, when the original graphs were used. The larger the |B|, the larger the running time. The size reduction approach based on precomputed shortest paths results in much smaller graphs than the original. Table 2 shows the characteristics of the reduced graphs that have resulted by the use of the size reduction technique.
Also, it is clear from Table 3 that the size reduction approach results in a great speedup w.r.t. the time achieved by considering the original time-expanded graph to find an optimal (or close to optimal) solution. Moreover, the smaller the value of |B|, the larger the speedup.
For a fixed size of B the running time seems to grow rapidly with the increase of S when the shortest path technique is not being used. On the contrary, this is not the case when this technique is used. In this case, when we consider synthetic data, the running times are fluctuating. Nevertheless, it is quite clear that the time depends mainly on the size of B, rather than the size of S.
