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Ramanujan was fascinated by the coefficients of the function
(1 − q n ) 24 (1) developed a framework for the theory of modular forms and L-functions in which such properties play a fundamental role. Ramanujan was also very interested in the size of the numbers τ(n), and for primes p he conjectured (see pp. 153-154 of [12] ), but could not prove, that |τ(p)| ≤ 2p 11 2 .
This speculation is the first example of the Ramanujan-Petersson Conjectures, among the deepest problems in the analytic theory of automorphic forms. This inequality was triumphantly confirmed by Deligne [8] as a corollary to his proof of the Weil Conjectures, work which won him a Fields Medal in 1978. Although Ramanujan did not anticipate the Weil Conjectures (the Riemann Hypothesis for varieties over finite fields), he correctly anticipated the importance of optimally bounding coefficients of modular forms.
Ramanujan is also well known for his work on the congruence properties of his tau-numbers. For example, he proved that (see page 159 of [12] ) (2) τ(n) ≡ d|n d 11 (mod 691).
About forty years ago, Serre [13] and SwinnertonDyer [14] wrote beautiful papers interpreting such congruences in terms of certain two-dimensional -adic representations of Gal(Q/Q), the Galois group of the algebraic closure of Q. Deligne had just proved that such representations encode the coefficients of certain modular forms as "traces of the images of Frobenius elements". Serre and Swinnerton-Dyer interpreted Ramanujan's taucongruences, such as (2), as the first nontrivial examples of certain exceptional representations. For the prime = 691, there is a (residual) Galois representation
where Frob(p) ∈ Gal(Q/Q) denotes the "Frobenius element at p". Congruence (2) is then implied by Deligne's prescription that, for primes p ≠ 691, one has
The theory of modular -adic Galois representations has subsequently flourished and famously is the "language" of Wiles's proof of Fermat's Last Theorem. Ramanujan's work on tau-congruences is intimately related to his work on partition congruences. A partition of the natural number n is any nonincreasing sequence of natural numbers whose sum is n, and the number of partitions of n is denoted by p(n). The generating function for p(n) has two convenient representations:
The infinite product representation is analogous to the infinite product for ∆(z) in (1), which explains the important role that modular forms play in the study of p(n), while the other representation as a "basic hypergeometric series" foreshadows Ramanujan's last work: his discovery of "mock theta functions".
In groundbreaking work, Ramanujan proved that
He also conjectured corresponding congruences, known as Ramanujan's congruences, modulo powers of 5, 7, and 11. Extending his ideas, Atkin and Watson proved [3] , [15] :
These congruences have inspired much further work.
In the 1940s Dyson, seeking a combinatorial explanation for the congruences, defined [9] the rank of a partition to be the largest summand minus the number of summands. He conjectured that the partitions of 5n + 4 (resp. 7n + 5) are divided into 5 (resp. 7) groups of equal size when sorted by their ranks modulo 5 (resp. 7), thereby providing a combinatorial explanation for the congruences mod 5 and 7. This conjecture was proved in the 1950s by Atkin and Swinnerton-Dyer [5] . Dyson was unable to offer a combinatorial explanation for the mod 11 congruence, and he conjectured the existence of a statistic, which he referred to as the "crank", which would suitably explain the congruences mod 5, 7, and 11. In the 1980s Andrews and Garvan [2] finally found the elusive crank.
In addition to finding a combinatorial explanation for Ramanujan's original congruences, researchers have looked for further congruences. In the 1960s Atkin [4] [6] ) of his last theory. The letter, roughly four typewritten pages, consists of formulas for seventeen strange power series and a discussion of their asymptotics. It contained no proofs of any kind. By changing signs in (3), we obtain a typical example of a mock theta function: [17] written under Zagier, Zwegers made sense of the mock theta functions. He discovered how to "complete" them by adding a nonholomorphic function, a so-called "period integral", to obtain a real analytic modular form.
In the case of f (q) and its companion ω(q), Zwegers defined the vector-valued functions
where the g i (z) are theta functions, and he proved that
and
where ζ n := e 2π i n , making it a vector-valued real analytic modular form.
All of Ramanujan's mock theta functions turn out to be holomorphic parts of special weight 1/2 real analytic modular forms, which Bruinier and Funke [7] call weak harmonic Maass forms. Loosely speaking, a weight k harmonic Maass form is a smooth function M(z) on H which transforms as does a weight k modular form and which also satisfies ∆ k (M) = 0. Here the hyperbolic Laplacian ∆ k , where z = x + iy ∈ H with x, y ∈ R, is given by
Since modular forms appear prominently in mathematics, I think that one expects these functions to have far-reaching implications. One might expect the functions themselves to play many roles. This has already turned out to be the case. These forms have appeared prominently in the following subjects [11] , [16] : partitions and q-series, moonshine, Donaldson invariants, probability theory, Borcherds products and elliptic curves, and many others.
K. Soundararajan

Ramanujan and the Anatomy of Integers
The story of Hardy and Ramanujan and the taxicab number 1729 is well known. It may be less familiar that taxicab numbers also formed the motivation for a famous paper of Hardy and Ramanujan on the number of prime factors of integers (see paper 35 and announcement 32 in [22] ). They note that "anybody who will make a practice of factorising numbers, such as the numbers of taxi-cabs" would verify that "round numbers"-integers composed of a considerable number of comparatively small factors-"are exceedingly rare." Hardy and Ramanujan explain this phenomenon by showing that almost all numbers n below x (in the sense of density) are formed of about log log n prime factors. More precisely, if ω(n) denotes the number of distinct prime factors of n, then |ω(n) − log log n| ≤ Φ(n) log log n for almost all n ≤ x, where Φ(n) is any function tending to infinity with n, and the same result holds also for
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University. His email address is ksound@stanford.edu. Ω(n), which counts the prime factors of n with multiplicity.
The Hardy-Ramanujan result was refined by Erdős and Kac [9] , who showed that (ω(n) − log log n)/ log log n has an approximately normal distribution with mean 0 and variance 1. The Erdős-Kac theorem is in relation to the Hardy-Ramanujan theorem as the Central Limit Theorem is to the Law of Large Numbers. These two results formed the impetus for the development of probabilistic ideas in number theory, and we refer the reader to Elliott [7] , Tenenbaum [27] , and Kubilius [17] for accounts of related work.
Hardy and Ramanujan proved their theorem by means of an ingenious induction argument that establishes a uniform upper bound for π k (x), the number of integers below x with exactly k prime factors. The prime number theorem tells us that π (x) = π 1 (x), the number of primes below x, is approximately x/ log x. Landau generalized this to show that, for any fixed k and large x, π k (x) is ap-
. In probabilistic terms, this suggests that the number of prime factors of an integer has an approximately Poisson distribution with parameter log log x. Since a Poisson distribution with large parameter λ approximates a normal distribution with mean and variance equal to λ, this interpretation is in keeping with the Hardy-Ramanujan and Erdős-Kac theorems. It is therefore natural to wonder whether the uniform upper bound of Hardy and Ramanujan could be refined to an asymptotic formula, which would be a considerable strengthening of the Erdős-Kac theorem. This problem was highlighted by both Hardy and Ramanujan and inspired a great deal of work over the years by many authors (notably Pillai [20] , Erdős [8] , Sathe [25] , and Selberg [26] ), culminating in the definitive work of Hildebrand and Tenenbaum [15] .
The Hardy-Ramanujan theorem, furthered by the insight of Erdős, led to a host of problems (see, for example, [13] ) designed to understand the multiplicative structure of a random integer-or as Granville [4] has termed it, "the anatomy of (random) integers". Interestingly, the anatomy of a random integer is strikingly similar to the anatomy of random polynomials over finite fields and to the anatomy of the cycle decompositions of random permutations; see [2] and the forthcoming graphic novel(!) [12] for accounts of these similarities. Moreover, understanding the anatomy of integers has proven valuable in many problems of algorithmic number theory, for example, in the development of factorization algorithms such as the quadratic sieve [21] .
Out of the many beautiful theorems in the area, let us mention the striking recent work of Ford [10] in understanding the distribution of integers having a divisor of a given size. Ford's work resolved a longstanding problem of Erdős: How many distinct integers are there in the N × N multiplication table? The Hardy-Ramanujan theorem, Erdős observed, gives a quick proof that the number of distinct integers in the multiplication table is o(N 2 ). A typical integer of size N has about log log N prime factors, and so the product of two such integers has about 2 log log N prime factors. Thus a typical element appearing in the multiplication table has 2 log log N prime factors, whereas a typical integer of size N 2 has only about log log(N 2 ) = log log N + log 2 prime factors. In other words, elements in the multiplication 2 ), with δ being the esoteric constant 1 − (1 + log log 2)/ log 2 = 0.086 . . . . In the study of random permutations, there arises an analogous problem: Given n and 1 ≤ k ≤ n − 1, the permutation group S n acts naturally on the k-element subsets of {1, . . . , n}. Now given a random element in S n , what is the probability that there exists some k-element subset left fixed by this permutation? Partial results on this problem were established by Luczak and Pyber [19] and have interesting applications [5] . Using Ford's work on integers as a guide to the anatomy of permutations, one can obtain a more refined understanding of this question [6] .
We now turn to Ramanujan's work on "highly composite numbers". These are numbers n such
counts the number of divisors of n. Ramanujan described (see paper 15 in [22] ) the anatomy of such highly composite integers and also made a careful study of the extremal order of d(n). Ramanujan was also interested in finding large values of the iterated functions d(d(n)) (whose exact order is determined in the surprisingly recent paper [3] ) and d (d(d(n)) ). Closely related to highly composite numbers are the superabundant numbers: these are the integers n for which σ (n)/n is larger than σ (k)/k for all 1 ≤ k ≤ n − 1, and where σ (n) denotes the sum of the divisors of n. Superabundant numbers were studied extensively by Alaoglu and Erdős [1] , who were directly motivated by Ramanujan's work. Interestingly, Ramanujan himself had studied these classes of numbers, in notes related to his long paper on highly composite numbers, but owing to space considerations these were not included in the published work. These manuscript notes were discovered as part of Ramanujan's "Lost Notebook" [23] and were published with annotations by Nicolas and Robin in [24] . While interesting, these problems seem far from the mainstream, and so it may come as a surprise that the Riemann Hypothesis is equivalent to the estimate σ (n) ≤ H n + exp(H n ) log H n (where H n is the "harmonic number" H n = n j=1 1/j), and the difficult cases of this inequality are precisely when n is a superabundant number; see Lagarias [18] for a charming account of this connection.
We end by mentioning an unpublished and largely unknown fragment of Ramanujan on a central topic in the anatomy of integers, namely, on "smooth" (or "friable") numbers. A number is called y-smooth if all its prime factors are at most y. Smooth numbers appear prominently in algorithmic number theory (e.g., in factoring algorithms) and are also useful in seemingly unrelated questions such as Waring's problem; see [16] and [11] for excellent surveys on these integers without large prime factors. A basic question is to estimate Ψ (x, y), which counts the number of ysmooth integers below x; a precise understanding of Ψ (x, y) uniformly in a wide range is equivalent to the Riemann Hypothesis [14] . The first published work on smooth numbers in 1930 was by Dickman, who showed that if x = y u , u > 0 is considered fixed, and y tends to infinity, then Ψ (x, y) ∼ ρ(u)x, where ρ (the Dickman function) is defined as the unique continuous solution to the differentialdifference equation uρ (u) = −ρ(u − 1) for u > 1, and with initial condition ρ(u) = 1 for 0 ≤ u ≤ 1. Given the significance of smooth numbers, it may be interesting to record that Ramanujan appears to have made a study of this problem. On page 337 of [23] one finds formulas for Ψ (y u , y) in the range 1 ≤ u ≤ 5, which give inclusion-exclusion type expressions for ρ(u) in terms of iterated integrals and with a clear indication of how the pattern is to be continued.
R. C. Vaughan The Hardy-Littlewood-Ramanujan Method
In modern analytic number theory there are three very powerful standard techniques that are central to many investigations. One is the use of the theory of Dirichlet series, including the Riemann zeta function and Dirichlet L-functions; a second is the application of sieve theory in all its manifestations; and the third is the subject of this survey. It has its genesis in two papers of Ramanujan. , which is concerned mostly with the partition function, but the paper [Ramanujan, S. 1918 ] also describes the same fundamental idea. This is that interesting number theoretic functions have representations, or close approximations, as infinite series indexed by the positive rational numbers-that is, the a/q with 1 ≤ a ≤ q and (a, q) = 1-and moreover that such expressions can be obtained by consideration of generating functions that have the unit circle as a natural boundary and the terms in the aforementioned series arise from the neighborhood of singularities at e(a/q). A very simple example of this is the interesting formula
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which first appears in the second of these papers.
Here c q (n) is the eponymous sum
e(an/q).
In addition to the partition function, Hardy and Ramanujan also observe that the same ideas can be applied to the number of representations of a number as a sum of a fixed number of squares.
One might speculate how this could have developed if Ramanujan had not been struck down by illness. Fortunately, Hardy and Littlewood realized the very great importance and generality of the underlying conceptions and were able to develop them so as to apply to the Goldbach and Waring, and cognate, problems. There was also the realization of the predictive possibilities of the method in those cases where the arguments could not be otherwise pursued to a satisfactory conclusion. Later this led, through further important ideas of I. M. Vinogradov and Davenport, in the 1930s to the essential resolution of the ternary Goldbach problem (namely, that every large odd integer is the sum of three primes) and substantial progress in the known upper bounds for G(k) (the smallest s such that every large natural number is the sum of at most s kth powers) in Waring's problem (see [Vaughan, R. C. 1997] ). Davenport, along with Birch and Lewis, embarked on the question of applying the method to nondiagonal questions, for example, the nontrivial representation of zero by cubic forms (see [Davenport, H. 1963] and [Davenport, H. 1962 [Davenport, H. , 2005 we were able to establish that there is a positive number δ such that the number E(x) of even numbers not exceeding x which are not the sum of two primes satisfies
In the last twenty-five years there has been a huge explosion of activity. This note is too short to do more than mention a few highlights, with the hope that the reader may be pointed in an interesting direction. On Waring's problem the development of efficient differencing, building on the earlier work, especially that of Davenport, led to significant further progress on the upper bound for G(k), and there is a survey of this and some other connected results in [ In the original series of papers "On some problems of partitio numerorum" by Hardy and Littlewood there was an unpublished manuscript on small differences between consecutive primes, and it was this manuscript which, when combined with developments in the large sieve, led to the work of [Bombieri, [Vaughan, R. C. 1998 ] to treat general dense sets. This has been taken a step further by [Brüdern, J. 2009 ], which extends the ideas of the latter paper to treat general binary additive problems.
Another aspect of the method is that the idea of large peaks near "rational points" e(a/q) with q relatively small (the major arcs) and lesser peaks near e(a/q) with q relatively large (the minor arcs) has suggested divisions of arguments in, apparently, otherwise quite unrelated topics. An important example of this is the work of Bombieri, Iwaniec, Huxley, and Watt on exponential sums which led to the currently best-known bounds for the Riemann zeta function on the 1 2 -line, and the error terms in the Dirichlet divisor problem and Gauss's estimation of the number of lattice points in a large disc centered at the origin. For an exposition of this, see [Huxley, M. N. 1996] .
For standard accounts of the Hardy-Littlewood method in its more classical forms, see [Davenport, H. 1962 [Davenport, H. , 2005 and [Vaughan, R. C. 1997] . The foreword to the second edition of [Davenport, H. 1962 [Davenport, H. , 2005 gives a good survey of a number of the applications as they stood in 2005.
[20], [18] , [23] , [24] , [32] , [34] , [35] , [44] , [48] , [53] , [50] . The proof from the book, which again relies on the q-binomial theorem, was discovered by Ismail [32] and is short enough to include here. Assuming |z| < 1 and |b| < min{1, |az|}, both sides are analytic functions of b. Moreover, they coincide when b = q k+1 with k = 0, 1, 2, . . . by the q-binomial theorem with a aq −k . Since 0 is the accumulation point of this sequence of b's, the proof is complete.
Apart from the q-binomial theorem, the 1 ψ 1 sum generalizes another classic identity, known as the Jacobi triple-product identity:
. This result plays a central role in the theory of theta and elliptic functions.
The 1 ψ 1 Sum as Discrete Beta Integral
As pointed out by Askey [8] , [9] , the 1 ψ 1 summation may be viewed as a discrete analogue of Euler's beta integral. First, define the Jackson or q-integral c·∞ 0
where Re(α), Re(β) > 0. For real, positive c the limit q → 1 can be taken, resulting in the beta integral modulo the substitution t t/(1 − t). Askey further noted in [8] that the specialization (α, β) (x, 1 − x) in (2) (so that 0 < Re(x) < 1) may be viewed as a q-analogue of Euler's reflection formula.
Simple Applications of the 1 ψ 1 Sum
There are numerous easy applications of the 1 ψ 1 sum. For example, Jacobi's well-known fourand six-square theorems as well as a number of similar results readily follow from (1); see e.g., [1] , [14] , [15] , [21] , [22] , [25] . To give a flavor of how the 1 ψ 1 implies these types of results, we shall sketch a proof of the foursquare theorem. Let r s (n) be the number of representations of n as the sum of s squares. The generating function R s (q) := n≥0 r s (n)(−q) n is given by Other simple but important applications of the 1 ψ 1 sum concern orthogonal polynomials. In [11] it was employed by Askey and Wilson to compute a special case-corresponding to the continuous qJacobi polynomials-of the Askey-Wilson integral, and in [10] Askey gave an elementary proof of the full Askey-Wilson integral using the 1 ψ 1 sum. The sum also implies the norm evaluation of the weight functions of the q-Laguerre polynomials [45] . These form a family of orthogonal polynomials with discrete measure µ on [0, c · ∞) given by d q µ(t) = t α /(−t) ∞ d q t. The normalization d q µ(t) thus follows from the q-beta integral (2) in the limit of large β.
Generalizations in One Dimension
There exist several generalizations of Ramanujan's sum containing one additional parameter. In his work on partial theta functions, Andrews [4] obtained a generalization in which each product of four infinite products on the right-hand side is replaced by six such products. Another example is the curious identity of Guo and Schlosser, which is no longer hypergeometric in nature [27] :
where c k := z(1 − aczq k )/(1 − azq k ) and |b/ac| < |z| < 1. For c = 1 this is (1) .
As discovered by Schlosser [49] , a quite different extension of the 1 ψ 1 sum arises by considering noncommutative variables. Let R be a unital Banach algebra with identity 1, central elements b and q, and norm · . Write a −1 for the inverse of an invertible element a ∈ R. Let n i=m a i stand for 1
