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Résumé 
Actuellement, le grand défit de la gestion des systèmes complexes formés par des environnements 
hétérogènes n’est plus le manque d’information sur les ressources à gérer mais les moyens qui 
permettent d’analyser et d’exploiter efficacement ces informations. Le travail effectué au cours de 
cette thèse s’inscrit donc dans le cadre de la recherche de nouvelles méthodes qui permettent 
d’améliorer la compréhension de la structure des systèmes complexes et d’analyser les différents 
événements générés par les ressources. Les réseaux informatiques sont des exemples de systèmes 
complexes dont la taille, la performance des dispositifs et leurs hétérogénéités sont les principaux 
obstacles de leur administration. Afin d’apporter des solutions à ces problèmes, nous étudions les 
apports des techniques de la visualisation 3D interactive pour l’administration de ces systèmes. 
 
Nous avons étudié, dans un premier temps, les différentes techniques et méthodes de visualisation de 
réseaux informatiques à travers divers outils qui sont classés selon les avancés technologiques et leurs 
domaines d’application. La première catégorie de ces outils utilise la représentation 2D, la deuxième 
catégorie est basée sur la représentation 3D des systèmes complexes. Enfin, la dernière catégorie 
d’outils d’administration de réseaux utilise des mondes 3D comme interface utilisateur pour la 
visualisation des systèmes complexes. 
 
La complexité des réseaux informatiques ne vient pas seulement de la quantité de données générées 
par les ressources mais surtout de la structure topologique de ces ressources. Par conséquent, il est 
important d’offrir des moyens qui permettent d’analyser en détail la structure de tels systèmes. Dans 
ce sens, nous avons proposé des techniques de représentation 3D qui permettent de visualiser tout type 
de structure d’un système complexe. Notre approche est matérialisée par un nouvel algorithme 
d’affichage 3D de larges graphes qui permet de distribuer efficacement les éléments d’un système 
complexe et leurs relations. Notre algorithme est basé sur une nouvelle approche d’optimisation de 
l’algorithme force-attraction-répulsion afin mieux de distribuer les nœuds d’un graphe dans un espace 
3D, et nous l’avons associé à des méthodes d’optimisation afin d’améliorer sa performance.  
 
La deuxième approche que nous avons proposée est d’associer à la représentation 3D du graphe des  
mondes 3D qui facilitent l’analyse et l’exploration de la structure du système à étudier. Les 
métaphores que nous avons proposées permettent de mettre en évidence toutes les informations 
nécessaires à l’analyse de chaque événement et de comprendre facilement toutes ses caractéristiques 
telle que l’objet source, la propriété de l’objet modifiée et le moment précis de son occurrence.  Enfin, 
nous avons proposé des moyens qui permettent aux utilisateurs de choisir uniquement les informations 
qui les intéressent selon leurs besoins.  
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Abstract 
Nowadays, the main issue of complex systems’ management formed by heterogeneous environments 
is not the lack of information about resources to manage but the ways to analyze and to effectively use 
this information. The aim of this thesis is to study new methods which allow to improve the 
understanding of complex systems’ structure and to analyze the various events generated by its 
resources. Computer networks are examples of complex systems among which the size, the 
performance of devices and their heterogeneity are the main problems of their administration. To bring 
solutions to these problems, this work investigates the effectiveness of three-dimensional visualization 
techniques for complex system managements.  
 
Various techniques and visualization methods are firstly introduced through a presentation of some of 
the computer networks administration tools. The first category of these tools are based on 2D 
visualization techniques, the second is based on 3D techniques and the last category of network 
computing visualization tools uses 3D worlds  as a graphical user interface. 
 
The huge amount of data generated by network devices and particularly their topological structure is 
the major barrier for these systems understanding. Therefore, we think that proposing ways which ease 
the analysis the structure of complex systems will really improve the monitoring and management 
tasks. Our approach consists in associating 3D graphs representing the complex system structures with 
3D worlds in order to facilitate the analysis and the exploration tasks. A new algorithm for drawing, in 
3D, large graphs is proposed in order to optimize the layout of a complex structure. Our method is 
based on the optimization of the force-directed placement algorithm (FDP) that allows effectively and 
aesthetically displaying large graphs.  
 
Our second approach is to propose metaphors that allow to easily understand the different events 
generated by devices. This approach is based on the three attributes that define an event: “what, when, 
where”, and it is associated with filtering techniques that choose interesting events according to the 
management needs. 
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Introduction 
En informatique, comme dans d’autres domaines, l’administration de réseaux est un service 
qui met en œuvre divers outils, applications et dispositifs afin d’assister un agent humain dans 
la supervision et la maintenance de réseaux. Bien que l’administration de réseaux peut être 
réduite à un simple outil de supervision de réseaux utilisant un protocole d’analyse, il peut 
s’agir aussi d’un ensemble de bases de données distribuées, d’une plateforme de gestion de 
données (gérant l’accès, la localisation et la modélisation des données) et des outils 
permettant de visualiser graphiquement en temps réel les événements affectant la topologie 
d’un réseau ainsi que les flux de données. Ainsi, l’administration de réseaux peut être définie 
selon les types d’activités à effectuer mais l’objectif principal est de fournir aux utilisateurs un 
service de haute qualité à savoir la sécurité des données, l’accès aux ressources et la 
performance des dispositifs.  
Historiquement, les années 80 [Becker, 1995] ont vu l’expansion fulgurante des réseaux 
informatiques mais le terme gestion des réseaux a été créé bien avant, vers le début du 20ème 
siècle, quand la société AT&T améliorait son réseau téléphonique afin d’offrir un meilleur 
service aux usagers. Ainsi le terme "gestion de réseaux" a été défini comme un ensemble de 
décisions pour la mise en place de nouveaux commutateurs ou l’optimisation des 
commutateurs déjà existants. En effet, il est difficile de parler de réseaux informatiques sans 
parler de réseaux téléphoniques car il s’agit de deux domaines interdépendants dans le sens où 
l’un utilise les services offerts par l’autre et vice versa. Les progrès effectués dans le domaine 
des télécommunications ont eu beaucoup d’impacts dans l’amélioration de la qualité de 
réseaux informatiques. Et inversement, l’évolution technologique tant au niveau logiciel et 
matériel a contribué à la mise en place de réseaux téléphoniques encore plus performants.  
 
TACHES COUVERTES PAR L’ADMINISTRATION DE RESEAUX 
 
Actuellement le terme gestion de réseaux est considéré comme une partie intégrante de la 
gestion de réseaux informatiques mais la définition de ce terme garde toujours son sens du 
domaine duquel il provient : la gestion de réseaux téléphoniques. Selon ISO (International 
Standard Organisation), la gestion de réseaux informatiques regroupe cinq domaines 
distincts : la gestion de performance, la gestion de configuration, la gestion de comptes, la 
gestion de panne et la gestion de la sécurité. Nous allons voir en détails les différentes 
activités à effectuer dans chaque domaine. Il est cependant facile de constater que l’évolution 
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rapide des technologies de l’information a provoqué l’augmentation de la complexité des 
topologies de réseau et des volumes de données, ce qui a rendu encore plus difficiles les 
tâches de gestion et de supervision de réseaux. 
 
La gestion de performance 
 
L’objectif principal de la gestion de performance est de mesurer et de maintenir un niveau de 
performance acceptable pour un réseau. Des entités de gestion sont mises en œuvre pour 
superviser en permanence les paramètres de performance. Une alerte est alors générée et 
envoyée au système de gestion dès qu’un seuil de performance est atteint. En général, le 
processus de gestion de performance s’effectue en trois étapes. L’administrateur définit les 
paramètres de performance et les données relatives sont collectées par des entités de gestion. 
Ensuite les données sont analysées pour déterminer le seuil de performance acceptable. A la 
fin, des seuils de performance sont déterminés pour chaque paramètre et des alertes sont 
envoyées pour indiquer des problèmes importants sur le réseau dès que les seuils sont atteints. 
L’administrateur peut définir plusieurs paramètres de performance, par exemple le temps de 
réponse des dispositifs, la mesure de bande passante d’une ligne ou le temps d’occupation 
d’un dispositif.      
De nombreux outils de simulation ont été développés pour améliorer la performance d’un 
réseau. Ces outils sont très importants car ils permettent de réaliser des tests et diagnostics sur 
un réseau fictif. Ils permettent d’étudier plusieurs types de configuration de topologie pour 
améliorer un réseau déjà existant. Nous allons entrer en détails sur l’utilité de ces outils dans 
la partie état de l’art de cette thèse.   
  
La gestion de configuration 
 
A chaque dispositif réseau sont associés plusieurs types d’information, de même pour les 
logiciels et applications utilisés. Il est alors nécessaire de stocker ces informations dans une 
base de données pour faciliter la maintenance au cas où un problème surviendrait. A titre 
d’exemple, on peut avoir un problème d’incompatibilité de version des logiciels installés sur 
un dispositif lors d’une mise à jour. La gestion de configuration est alors nécessaire pour 
anticiper et résoudre d’éventuels types de problèmes liés aux incompatibilités et aux versions 
de logiciels afin qu’il n’existe aucun impact sur le bon fonctionnement du réseau.     
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La gestion de comptes 
 
L’objectif de la gestion de comptes est de mesurer les paramètres d’utilisation des ressources 
d’un réseau afin qu’ils soient utilisés à bon escient.  Il s’agit de permettre aux utilisateurs 
d’exploiter les dispositifs réseaux selon leurs droits et de bénéficier ainsi d’un service de 
bonne qualité. Des paramètres d’utilisation des ressources sont définis initialement par 
l’administrateur et des mesures sont effectuées et analysées pour attribuer des quotas à chaque 
utilisateur ou groupe d’utilisateurs. Un exemple de paramètre est la capacité de stockage sur 
un serveur attribué à chaque utilisateur. On peut aussi distribuer le temps d’occupation d’un 
serveur de calcul, etc. Cependant les quotas attribués aux utilisateurs peuvent être aussi 
modifiés selon les besoins. 
 
La gestion de panne 
 
La gestion de panne est au cœur de l’administration de réseaux car les tâches à effectuer dans 
ce domaine sont primordiales. En effet, les objectifs principaux de la gestion de panne sont de 
détecter, de classer, de notifier les administrateurs et de résoudre les éventuels problèmes de 
panne du réseau. Ces sont des tâches très importantes car le bon fonctionnement d’un réseau 
en dépend. Et c’est la raison pour laquelle la gestion de panne est prise en charge par tous les 
éléments de gestion de réseaux. Le processus de gestion de panne s’effectue en trois étapes : 
déterminer le problème, ensuite le résoudre et enfin le répertorier avec la ou les solution(s) 
trouvée(s) pour faire face à sa prochaine occurrence.     
 
La gestion de la sécurité 
 
L’objectif de la gestion de la sécurité est double : premièrement, contrôler l’accès aux 
ressources d’un réseau pour éviter tout type de sabotage et d’intrusion (intentionnelle ou non 
intentionnelle). Et deuxièmement, protéger les informations sensibles contre tous accès par 
des personnes non autorisées (internes ou externes au réseau). La gestion de la sécurité 
s’effectue en affectant des droits d’accès aux ressources pour chaque utilisateur, machine ou 
réseau. Par défaut, un utilisateur externe au réseau ne peut accéder à aucune ressource mais 
les utilisateurs internes aussi ont des accès restreints selon leurs domaines et leurs fonctions. 
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Cette thèse n’a pas pour objectif de se focaliser sur un domaine de gestion particulier mais 
d’étudier l’apport de nouveaux moyens pour faciliter les tâches de gestion. En effet, vu la 
complexité de l’administration d’un réseau, nous pensons qu’il est important de proposer de 
nouvelles générations d’outils permettant aux administrateurs d’effectuer efficacement leurs 
tâches. Quel que soit le type d’outil utilisé dans la gestion de réseaux, qu’il soit simple ou 
sophistiqué, sa conception doit répondre aux deux problématiques qui sont l’accès aux 
données et leurs exploitations. Cette thèse se focalise sur la deuxième catégorie du problème 
de gestion de réseaux car la difficulté actuelle réside plus en la présentation et l’interprétation 
des données qu’en leur localisation.  
 
LA VISUALISATION DE RESEAUX 
 
L’administration de réseaux est un domaine qui a vu de multiples variétés d’outils. En 
général, des lignes de commande sont lancées à partir d’une console pour effectuer les 
différentes tâches de gestion. L’efficacité de ces outils est limitée selon la taille du réseau et sa 
complexité. En effet, plus un réseau est complexe, plus les informations générées par les 
différentes commandes sont importantes, ce qui rend difficile l’interprétation des différents 
indicateurs, en particulier lorsqu’il s’agit de gérer des données dynamiques. En fait, le plus 
grand défi dans la supervision est le temps de réaction pour comprendre le phénomène 
modifiant le comportement du système à gérer avant qu’il ne détériore le fonctionnement des 
ressources.   
Afin de faciliter alors la compréhension d’un système complexe, une nouvelle approche basée 
sur la visualisation a été introduite, vers le milieu des années 90, qui offre des représentations 
graphiques permettant d’explorer visuellement les données. Par nature, il est plus facile 
d’extraire des connaissances à partir de ce qu’on voit, ce qui constitue l’efficacité de la 
représentation graphique [Mazza, 2004] par rapport à l’affichage textuel. En représentant 
graphiquement les éléments par leurs formes réelles et les relations entre eux par des liens, il 
devient plus facile de comprendre la structure d’un système à étudier. La plupart des outils de 
visualisation de réseaux sont donc basés sur le paradigme nœud-lien par sa simplicité et sa 
facilité de compréhension [Eick, 1995]. En général, la visualisation d’un réseau informatique 
consiste en une représentation 2D associée à un protocole de gestion de réseaux pour collecter 
les données. Mais suite aux problèmes rencontrés dans la représentation 2D, à savoir la 
confusion et saturation au niveau de l’affichage, les technologies 3D sont proposées pour 
offrir des représentations plus proches de la réalité avec une esthétique plus intéressante, donc 
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plus facile à comprendre. Malgré les apports de la troisième dimension, la quantité de données 
générées par les dispositifs de plus en plus performants reste toujours un obstacle majeur dans 
la visualisation des systèmes complexes. Les mondes 3D (ou environnement 3D) sont alors 
une option pour résoudre ces problèmes. Le concept consiste à proposer une interface 3D qui 
reproduit aussi fidèlement que possible l’environnement de gestion réel afin de permettre à 
l’utilisateur d’interagir facilement avec les données, ce qui facilite largement la 
compréhension du système à étudier.  
Cependant, malgré les apports prometteurs proposés par les technologies 3D, on constate 
toujours actuellement que la majorité des outils de gestion de réseaux sont encore basés sur la 
représentation 2D. Des études s’imposent alors sur les raisons de ce contraste car des efforts 
importants ont été investis dans la proposition d’outils considérés comme modernes pour faire 
face aux limites tangibles de la représentation 2D. En effet, on a tendance à dire que les outils 
proposés avec les technologies 3D restent toujours au stade d’expérimentation ou limités 
seulement à des utilisations restreintes. 
 
NOS CONTRIBUTIONS 
 
Dans l’objectif d’améliorer encore plus la compréhension des systèmes qui sont devenus de 
plus en plus complexes, les techniques de la visualisation 3D sont actuellement les plus 
exploitées et considérées comme les meilleurs solutions car elles permettrent d’offrir des 
représentations plus réalistes et plus esthétiques donc plus faciles à comprendre. On constate 
cependant que les outils basés sur ces techniques n’arrivent pas toujours à résoudre 
efficacement les problèmes de la visualisation des systèmes complexes. En effet, représenter 
graphiquement un système réel sur un dispositif réduit relève d’une prouesse technique 
[Rafiei, 2005]. Le principal obstacle à prendre en compte est la mise en évidence des relations 
entre les différents éléments nécessaires à l’étude de la structure du système à étudier. Le 
deuxième obstacle est d’ordre matériel car malgré les efforts effectués dans l’amélioration de 
la performance des outils utilisés, la génération et l’affichage en 3D des systèmes complexes 
restent un grand chalenge. C’est la raison pour laquelle la plupart des institutions utilisent 
toujours des outils de visualisation 2D dans la gestion de leur système. 
Actuellement, des interfaces sous forme de monde 3D sont associées avec les représentations 
3D dans l’objectif d’accroître encore plus la connaissance du système à étudier. Bien qu’elles 
proposent un autre concept d’analyse d’un système réel, ces techniques rendent souvent la 
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compréhension de la structure d’un système complexe encore plus difficile. Ceci est toujours 
dû au manque de la représentation des relations entre les différents éléments.  
 
Nous proposons dans cette thèse une nouvelle approche de visualisation de large système. 
Notre approche consiste à associer des représentations par graphe 3D avec des mondes 3D 
afin de faciliter la compréhension de la structure d’un système complexe et l’analyse des 
événements générés par les ressources gérées. Nous proposons donc un nouvel algorithme de 
visualisation 3D qui permet d’offrir la vue globale du système à étudier mais qui permet aussi 
de comprendre en détail sa structure selon les besoins de l’utilisateur. Notre algorithme est 
basé sur une nouvelle méthode d’optimisation de l’espace d’affichage afin d’offrir des 
représentations plus efficaces du graphe de la structure de systèmes complexes. Une nouvelle 
méthode de distribution des nœuds de larges graphes dans un espace à trois dimensions est 
proposée afin d’offrir une meilleure esthétique de l’affichage qui facilite l’analyse de la 
structure du système à étudier. Cette méthode est implémentée par un nouvel algorithme basé 
sur le modèle physique (Force-Directed Placement) que nous avons proposé pour l’affichage 
3D de large graphe. Afin d’améliorer la performance de notre algorithme nous avons utilisé 
des méthodes d’optimisation qui utilisent le gradient conjugué de Fletcher-Reeves.    
 
Nous associons à la représentation 3D de la structure du système à étudier des mondes 3D 
afin de faciliter la navigation dans cette structure. Dans cet environnement, nous proposons 
des représentations 3D pour mettre en évidence et faciliter l’analyse de tous les événements 
générés par les ressources. Notre objectif est de permettre aux administrateurs de comprendre 
rapidement chaque événement généré par les ressources. Notre approche consiste donc à 
mettre en évidence les trois caractéristiques d’un événement tel que l’objet source, la ou les 
propriété(s) modifiée(s) et le moment précis de son occurrence.  
 
Notre dernière approche de visualisation consiste à proposer des moyens qui permettent aux 
utilisateurs de s’intéresser uniquement aux événements correspondant à leurs besoins. En 
effet, il est impossible d’analyser en temps réel tous les événements générés par les ressources 
surtout quand le système devient assez complexe. 
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PLAN DE LA THESE 
 
Dans le premier chapitre, nous étudions les différents outils de visualisation de réseaux 
informatiques. Ces outils sont classés selon les avancées technologiques et les techniques de 
représentation utilisées.  En effet, les différentes avancées technologiques, d’une part, sont les 
facteurs principaux de développement des outils nécessaires à l’administration de réseaux car 
la complexité qui se traduit par l’important volume de données et la performance des 
matériels qui génèrent ces données nécessite une nouvelle génération d’outils. D’autre part, 
grâce aux évolutions technologiques, notamment les possibilités graphiques et les nouveaux 
outils d’interaction homme-machine, il devient possible actuellement de proposer des moyens 
facilitant les tâches d’administration d’un système complexe. 
  
Le deuxième chapitre est consacré aux études des facteurs essentiels pour une bonne 
visualisation d’un système complexe tel qu’un réseau informatique. Les différents outils de 
visualisation présentés dans le premier chapitre sont donc évalués selon ces facteurs et des 
tableaux récapitulatifs sont proposés.  
 
Nous présentons au troisième chapitre les intérêts du graphe dans la visualisation de données. 
Ce chapitre étudie les deux principaux algorithmes de graphe basés sur le modèle physique 
ainsi que leurs différentes méthodes d’optimisation. 
 
Notre première proposition est présentée au quatrième chapitre pour développer un outil de 
visualisation efficace d’un système complexe. Nous décrivons une méthode d’optimisation de 
l’algorithme force–attraction–répulsion (FDP) afin de proposer un outil robuste permettant 
d’offrir une représentation efficace d’un large système.  
  
Nous proposons au cinquième et dernier chapitre les méthodes de visualisation et 
d’exploration de la structure d’un système complexe et un nouveau paradigme de 
visualisation basé sur l’événement. Nous associons à la représentation de la structure du 
système à étudier des mondes 3D afin d’améliorer encore plus la connaissance de ce système.  
Nous proposons aussi des moyens qui permettent de spécifier uniquement les événements 
intéressants pour la gestion selon les besoins de l’utilisateur. Des représentations 3D d’un 
événement sont proposées en se basant sur les trois axes qui définissent l’objet source, la ou 
les propriété(s) modifiée(s) et le moment exact de son occurrence.   
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Nous présentons dans la dernière partie de cette thèse les enseignements que nous pouvons 
tirer des différentes expérimentations et nous terminons par des conclusions et les 
perspectives de travaux à venir. 
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Chapitre 1 : Etat de l’art 
Nous allons étudier successivement dans ce chapitre les différentes techniques utilisées dans 
la visualisation de réseaux informatiques. Nous proposons, dans la première section, quelques 
définitions nécessaires à la compréhension de la visualisation de données. La deuxième 
section est consacrée aux différents outils qui utilisent la représentation 2D. Les principes sont 
détaillés et nous terminons par l’étude de leurs limites. Ensuite la troisième section étudie les 
apports de la représentation 3D dans la visualisation d’un système complexe. Nous étudions 
aussi dans cette section les avantages de l’utilisation des mondes 3D dans la supervision de 
réseaux informatiques. Nous proposons à la fin de ce chapitre les leçons qu’on peut tirer de 
ces études avant de proposer les facteurs essentiels pour une bonne visualisation d’un réseau. 
 
Etant un sous-ensemble de la visualisation de données, la visualisation de réseaux 
informatiques fait face aux problèmes majeurs tels que l’analyse et l’interprétation de 
données. En effet, au début, le premier obstacle à la visualisation était le manque 
d’informations sur le système à étudier car il était encore très difficile d’accéder aux données 
générées par les différentes ressources à gérer [Le Grand, 2001], et même s’il est possible 
d’accéder aux données de gestion, le temps de réponse des dispositifs était encore un réel 
obstacle. Ce qui empêche alors d’effectuer des analyses approfondies en temps réel des 
événements affectant les états des ressources du système à gérer. Ce problème prend sa source 
au niveau de la performance des dispositifs car on constate qu’au cours de l’évolution 
technologique le problème change totalement de côté, et depuis quelques années le premier 
problème de la visualisation consiste à trouver des techniques permettant de représenter 
efficacement les données pour faciliter leurs analyses. L’administration de réseaux 
informatique est un domaine où la complexité des tâches à effectuer dépend totalement de 
l’évolution technologique. En effet, s’il était facile auparavant de gérer manuellement un 
réseau de quelques dizaines de micro-ordinateurs il devient actuellement de plus en plus 
difficile d’effectuer les différentes tâches de gestion à cause de l’abondance de données à 
analyser. L’administration de réseaux diffère aussi des autres domaines de la visualisation de 
données car les données à analyser dans les différentes tâches sont des données dynamiques, 
donc la variation dans le temps des données a un sens très significatif dans l’étude du 
comportement du système à gérer.  
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En général le processus de supervision de réseaux se résume en trois étapes : la localisation et 
la collecte des données, l’analyse et la prise de décision. Dans cette thèse nous nous focalisons 
sur la deuxième étape car il existe déjà de nombreux travaux effectués sur la collecte des 
données. Historiquement, la collecte et l’analyse des données de gestion s’effectuaient avec 
un seul moyen auquel on a toujours recours dans des moments critiques. Il s’agit d’un 
terminal de lancement de commande qui permet d’envoyer des requêtes aux différents agents 
de gestion pour récupérer les informations qui intéressent le ou les responsables. Les 
informations relatives aux requêtes sont alors affichées ligne par ligne sur le terminal sous 
forme textuelle. Pour quelques ressources à gérer il peut être encore facile d’analyser des 
informations affichées sur un terminal, mais cela devient très difficile voire impraticable 
lorsqu’il s’agit de gérer un réseau composé de centaines ou de milliers de dispositifs. Vers le 
milieu des années 90, une nouvelle génération d’outils de gestion est née dont le principe de 
base consiste à représenter graphiquement les différents dispositifs et les relations entre eux. 
Le succès de cette technique vient du fait qu’il est plus facile d’extraire des informations à 
partir d’une représentation visuelle.  
1.1 La visualisation de données 
 
Le terme visualisation est souvent utilisé pour faire référence aux deux principales activités 
d’analyse et de compréhension de phénomènes, de données ou d’événements telles que la 
représentation et l’exploration graphique d’informations. Le mot graphe a un sens très 
important dans la visualisation car, par rapport à l’affichage textuel, il permet de comprendre 
facilement certains aspects des données, par exemple la possibilité de trouver le chemin le 
plus court pour joindre un endroit dans une carte géographique ou l’arbre généalogique d’une 
personne. Par conséquent, s’il est bien construit, un graphe permet d’accélérer l’analyse d’un 
phénomène et d’accroître ainsi la connaissance de ce phénomène. Représenter graphiquement 
une donnée consiste alors à trouver des techniques qui permettent d’afficher toutes ses 
caractéristiques afin de faciliter la compréhension de sa structure et les idées qu’elle véhicule 
[Rober, 2000]. L’exploration occupe aussi une place importante dans la visualisation car elle 
permet d’étudier en détails la structure et les propriétés des données. En effet, il est plus facile 
de comprendre un système ou un phénomène lorsqu’on peut connaître les relations 
hiérarchiques des éléments qui le composent. L’exploration fait donc apparaître la 
caractéristique dynamique de la visualisation car, contrairement à la représentation simple de 
données, elle nécessite la manipulation de l’affichage pour faire apparaître certains détails de 
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la représentation. En d’autres termes, la visualisation de données doit mettre en œuvre des 
outils et des techniques qui permettent d’interagir avec les données  pour afficher les détails 
nécessaires à la compréhension du système ou du phénomène à étudier. Depuis l’apparition de 
l’ordinateur, la visualisation a connu plusieurs définitions relatives aux technologies 
correspondantes. Par exemple,  [Card, 1999] définit la visualisation comme l’utilisation de 
l’ordinateur pour offrir des représentations interactives des données afin d’accroître la 
connaissance, « the use of computer-supported, interactive, visual representations of data to 
amplify cognition ». Actuellement, les définitions proposées pour la visualisation de données 
font toutes référence à l’utilisation des outils informatiques pour faciliter l’analyse et la 
compréhension du système ou du phénomène à étudier. Autrement dit, la visualisation est une 
activité qui consiste à représenter une image mentale d’un phénomène réel ou d’un système 
donné. Elle est alors totalement indépendante des outils informatiques car ils sont juste 
utilisés en tant que moyens permettant de faciliter les processus de compréhension. Ainsi, 
[Ruddle, 2002] définit la visualisation de données comme une activité cognitive, facilitée par 
des représentations graphiques externes à partir desquelles un individu construit une 
représentation mentale interne du monde. Toutes ces définitions correspondent exactement 
avec la présence permanente de l’informatique dans notre vie actuelle, mais le premier acteur 
dans la visualisation reste toujours l’homme qui essaie de créer des images mentales d’une 
information. Keith Andrews [Andrews, 2002] résume des ouvrages et des articles sur les 
principes et les intérêts de la visualisation d’information.  
1.2 Les outils de visualisation 2D 
 
L’évolution technologique a été la source de tous les progrès effectués dans le domaine de la 
visualisation. La première topologie du réseau "ARPANET NETWORK1", le réseau qu’on 
peut considérer comme l’ancêtre de l’Internet, a été dessinée manuellement (en décembre 
1969) sur un simple papier car le réseau n’était constitué que de quatre nœuds (Figure 1.1). 
Au début des années 80 la taille des réseaux ne cesse d’augmenter, le réseau BITNET par 
exemple atteint déjà 1054 sites avec 2987 noeuds. Bien qu’il ne fût pas encore possible de 
visualiser directement sur micro-ordinateur la topologie de réseaux, l’outil informatique a été 
déjà utilisé pour étudier la structure d’un système. Ainsi, la structure du réseau BITNET a été 
imprimée sur des papiers où figurent tous les sites et les connexions entre eux. Le schéma 
                                                 
1 Arpanet Network: http://www.computerhistory.org/internet_history/index.shtml 
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obtenu ne permettait pas encore d’effectuer les tâches d’administration au sens propre du 
terme, d’ailleurs ce n’était pas encore l’objectif, mais permet déjà d’avoir une idée de la 
structure du réseau grâce aux différents liens entre les nœuds. Avec l’apparition des PCs par 
IBM en 1981, le nombre d’ordinateurs personnels connectés à l’Internet n’a cessé 
d’augmenter pour atteindre plus de 2000 vers la fin de l’année 1985. En même temps de plus 
en plus de réseaux sont créés (VNCNET, NYSERNET, SURANET, SDSCNET BARRNET, 
etc.)2 et leur  nombre dépassait 30 000 vers la fin de l’année 1987. A partir de ce moment là 
l’administration de réseaux est devenue un enjeu majeur et le protocole de gestion de réseaux 
SNMP3 a été développé pour collecter les informations de gestion. On peut remarquer que la 
plupart des représentations graphiques des réseaux informatiques étaient orientées 
géographiques et produites par des outils de cartographie comme Netmap. En effet, à ce 
moment là les besoins étaient plutôt orientés vers l’étude statistique des flux de données entre 
les différents sites à travers le monde. La deuxième raison est d’ordre matérielle car il était 
encore très difficile d’accéder aux informations de gestion générées par les différents nœuds, 
ce qui empêche de réaliser des représentations graphiques de la topologie de réseaux. 
 
Figure 1.1 : Première topologie de réseau ARPANET 
 
                                                 
2 Historique de l’Internet: http://www.computerhistory.org/internet_history/internet_history_80s.shtml 
3 Simple Network Management Protocol 
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Figure 1.2 : Topologie du réseau JANET4 
 
Les quelques représentations graphiques qui existent étaient encore imprimées sur papier 
comme la topologie du réseau JANET des centres de recherche en informatique Britanniques 
(Figure 1.2). Les différents outils que nous allons présenter ci-dessous seront étudiés selon les 
techniques de visualisation utilisées. Les méthodes de collecte de données sont d’importance 
secondaire et seront citées à titre indicatif seulement. Nous tenons aussi à remarquer qu’il est 
impossible de citer dans ce mémoire tous les outils d’administration de réseaux qui utilisent la 
représentation 2D. Nous expliquons à travers les différentes techniques utilisées les avantages 
de la représentation 2D dans la visualisation de réseaux.   
1.2.1 La représentation orientée géographie 
La plupart des outils de visualisation de réseaux de communication (téléphonique et 
informatique) ont été initialement basés sur la représentation géographique des nœuds et des 
connexions entre eux. Cette représentation s’adapte bien à la visualisation de flux de données 
entre les différents sites d’une région donnée ou du monde entier car la structure du système à 
                                                 
4 JANET: Joint Academic NETwork 
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étudier est physiquement réelle et géographiquement distribuée. Il est donc plus facile de 
comprendre la représentation graphique de tel type de structures car elles ont déjà une certaine 
forme concrète qui permet d’éviter toute ambiguïté de l’affichage. Les nœuds sont représentés 
par des cercles ou rectangles tandis que les flux de données sont représentés par des arcs ou 
segments de droite. Des informations textuelles sont affichées à côté de chaque nœud pour 
indiquer les informations nécessaires à la supervision, par exemple le nom du site 
correspondant, le nombre de paquets envoyés ou reçus... Le comportement dynamique du 
réseau peut être visualisé par la variation de taille ou le changement de couleur des liens, par 
exemple pour l’augmentation ou la diminution du volume de trafic. Les informations statiques 
sont affichées textuellement à côté de chaque lien, par exemple le débit de connexion entre 
deux nœuds. Le sens de transferts des données peut aussi être représenté par un lien orienté du 
nœud source vers le nœud destinataire. Les avantages de cette technique de représentation 
sont : la localisation facile de la position géographique d’un site, l’identification de son état 
(est-il en saturation ou totalement hors usage) et le suivi de la variation de charge des liens 
pour connaître s’il y a saturation de capacité de la bande passante ou une sous-utilisation.  
 
SeeNet 
 
Il fait partie des premiers outils de visualisation de réseaux. SeeNet (See a Network) a été 
développé en 1995 pour la supervision du réseau de télécommunication de AT&T [Becker, 
1995]. L’objectif principal de cet outil est de faciliter la supervision de réseaux à travers les 
flux de données afin de connaître à tout moment quelle liaison est en état critique suite à la 
saturation par rapport à sa capacité. Un autre objectif de l’outil est de connaître facilement 
l’emplacement géographique de chaque nœud et son état (volume de données envoyées ou 
reçues) pour savoir s’il est en surcharge ou non. Plusieurs techniques sont utilisées pour 
améliorer la visualisation afin de réduire la confusion dans la représentation. La première 
technique est l’identification interactive des nœuds et liens. Les informations textuelles 
(identifiant, coordonnées, paquets reçus ou envoyés) n’apparaissent qu’à la demande de 
l’utilisateur en cliquant sur un nœud. Ainsi, la représentation graphique est plus facile à 
interpréter car il y a moins d’informations affichées sur l’écran. La taille et la couleur d’un 
lien varient aussi dynamiquement pour montrer l’importance des flux de données entre deux 
noeuds. Sur la figure 1.3, la taille de chaque lien correspond au volume de trafic entre deux 
sites et la couleur indique le niveau d’utilisation de la ligne.  
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Le mécanisme de zoom est aussi proposé afin de focaliser sur une région particulière ou sur 
un nœud choisi. L’agrégation des liens est utilisée pour améliorer l’affichage. Le flux de 
données entrant et sortant d’un nœud est représenté par un rectangle dont la largeur 
correspond à la quantité de réception et la hauteur à la quantité d’envoi. En résumé, il s’agit 
d’un outil de visualisation interactive de réseau car l’utilisateur peut générer les différentes 
vues qui l’intéressent en configurant les paramètres proposés.  
 
 
 
Figure 1.3 : Visualisation de trafics avec SeeNet.  
 
Mapnet 
 
Il s’agit d’un outil de visualisation de réseaux développé dans le cadre du projet CAIDA5  
pour la supervision du réseau Internet. L’outil permet de visualiser graphiquement la structure 
topologique d’un réseau. Du point de vue graphique, Mapnet [Huffaker, 2001] a une 
ressemblance avec SeeNet car l’affichage est aussi combiné avec une cartographie qui montre 
la position géographique des nœuds et les connexions entre eux. Par contre il est plutôt orienté 
vers la visualisation de la topologie de réseaux qu’aux flux de données. Il a été développé 
                                                 
5 Cooperative Association for Internet Data Analysis 
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pour la visualisation de la structure topologique et géographique des épines dorsales 
(backbones) à travers le monde entier (Figure 1.4). Les informations sur les différents nœuds 
sont stockées dans une base de données et la visualisation est générée selon la position 
géographique. L’outil est accessible au public et l’application peut être exécutée en ligne6. 
C’est un outil totalement interactif car l’utilisateur peut configurer la navigation et le type de 
réseau des backbones à visualiser. Aucune information textuelle n’apparaît sur l’affichage, 
elle s’obtient par le passage du pointeur de la souris sur un nœud ou sur un lien. Ainsi, le nom 
du site et sa position géographique sont affichés dans une fenêtre quand on passe le pointeur 
sur le nœud correspondant. De même, lorsqu’on passe le pointeur sur un lien, l’outil affiche 
les noms des sites liés par ce lien. Le mécanisme de zoom est aussi utilisé pour avoir les 
détails de l’affichage. 
 
 
 
Figure 1.4 : Visualisation des backbones du réseau AT&T  
 
Traffic Flow Map 
 
C’est un outil de visualisation de trafic de réseau de télécommunication et d’Internet7. Les 
représentations sont plutôt simples mais très claires. Les différents sites sont représentés par 
leurs initiales placées dans un cercle dont la taille correspond au volume de trafic sortant. 
                                                 
6 http://www.caida.org/tools/visualization/mapnet/Backbones/ 
7 Traffic Flow Map:  http://mundi.net/maps/maps_014/ 
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L’épaisseur d’un lien entre deux sites correspond au volume de trafic entre ces deux sites 
(Figure 1.5). Pour améliorer l’affichage afin d’éviter la confusion, il est possible de ne 
représenter que les liens qui véhiculent les trafics les plus importants. Ceci s’effectue en 
paramétrant l’affichage selon le volume de trafic de chaque lien. 
 
 
  
Figure 1.5 : Visualisation de trafics par Traffic Flow Map 
 
La représentation basée sur la cartographie est très utilisée dans la visualisation de trafics 
(réseau Internet UUNET8, Internet Map9). Cette technique est très efficace pour étudier la 
performance d’un réseau à travers ses flux de données. Elle permet de connaître 
immédiatement la position géographique des différents sites. La variation de la taille d’une 
ligne et la manipulation de couleur permettent de mettre en évidence la variation dynamique 
de flux de donnée entre les sites. Cependant, on constate qu’il est difficile de comprendre la 
structure topologique d’un réseau par la cartographie. En effet, les différents nœuds affichés 
ne représentent que des sites qui sont en général l’agrégation d’un réseau entier. Ainsi, pour 
effectuer des études plus approfondies de la structure d’un réseau, il est nécessaire de 
représenter visuellement sa topologie. 
                                                 
8 Telegeography: www.telegeography.com 
9 http://www.chrisharrison.net/projects/InternetMap/index.html 
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1.2.2 La représentation orientée topologie 
Pour un réseau composé de quelques dizaines de nœuds il est plus ou moins facile de générer 
une représentation graphique satisfaisante selon leurs positions géographiques. Par contre il 
devient difficile, voir impraticable d’utiliser la représentation géographique dans la 
visualisation d’un réseau composé d’une centaine de nœuds. La représentation de la topologie 
de réseaux sous forme de graphe est la méthode la plus utilisée dans la visualisation de 
réseaux [Bertin, 1981]. Les dispositifs et les applications peuvent être représentés par des 
formes abstraites (cube, cône, sphère, etc.) ou des formes complexes plus proches de la forme 
d’un objet réel, tandis que les liens entre les éléments graphiques représentent les relations 
hiérarchiques des ressources à gérer ou les flux de données. La représentation graphique des 
éléments d’un système et de leurs relations a été incitée par la nécessité de disposer des 
moyens permettant d’effectuer facilement les différentes tâches de gestion, en particulier la 
détection de dysfonctionnement des dispositifs et leurs performances. Nous allons voir à 
travers les différents exemples les techniques utilisées dans l’affichage de la structure 
topologique de réseau et les différents domaines d’utilisation. Contrairement à la 
représentation orientée géographie, la représentation topologique nécessite des métaphores 
bien adaptées pour faciliter la compréhension du système à étudier. Ensuite, la structure 
topologique du réseau peut être assez complexe suivant le nombre de nœuds et de liens, donc 
l’efficacité de la technique de disposition de nœuds est très importante. Mais le plus grand 
avantage de la visualisation topologique d’un réseau est qu’elle permet, avec des méthodes de 
disposition de nœuds bien adaptées, d’explorer visuellement un réseau et d’identifier 
facilement les dysfonctionnements du système grâce à l’affichage graphique de chaque 
dispositif. 
 
1.2.2.1 Outils d’administration de réseaux 
Nous désignons les outils suivants comme outils d’administration de réseaux complets car ils 
permettent d’effectuer presque toutes les tâches de gestion de réseaux. Il ne s’agit pas ici de 
citer tous les outils actuellement utilisés dans la supervision de réseaux mais de montrer à 
travers ces quelques exemples les principes généraux et les méthodes graphiques utilisées.  
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Otter  
 
L’outil Otter [Huffaker, 1999] a été développé, toujours dans le cadre du projet CAIDA, pour 
la supervision de réseaux informatiques, en particulier le réseau Internet. Un des points forts 
de l’outil est qu’il permet de visualiser n’importe quel type de données structurées en nœuds 
et liens. Deux méthodes sont utilisées pour le placement de nœuds : le placement circulaire et 
le placement basé sur les coordonnées géographiques des nœuds dans le cas où leurs positions 
sont initialement décrites dans des fichiers de données (Figure 1.6). Les nœuds sont 
initialement groupés en nœuds racines et nœuds feuilles. La première phase consiste à 
positionner les nœuds racines, circulairement avec la méthode de placement circulaire ou 
selon leurs coordonnées fournies dans des fichiers de données. En fait, les coordonnées des 
nœuds varient selon le type de données à visualiser. Il se peut que les coordonnées soient 
relatives à leurs positions géographiques (latitude/longitude) ou simplement des coordonnées 
cartésiennes. Dans le cas des coordonnées géographiques, elles sont transformées en 
coordonnées cartésiennes pour pouvoir être affichées sur l’écran. Les nœuds feuilles sont 
finalement affichés circulairement autours des nœuds parents et selon la position de ces 
derniers. Pour améliorer la visualisation, l’outil permet de configurer manuellement 
l’affichage afin de réduire les croisements des liens. On peut ainsi déplacer un nœud ou un 
groupe de nœuds pour améliorer l’affichage. On peut aussi centrer l’affichage sur un nœud 
particulier. Le mécanisme de zoom est aussi implémenté pour offrir les détails de 
représentation. Otter utilise aussi des couleurs pour mettre en évidence les caractéristiques des 
nœuds et liens. Malgré la représentation simpliste des nœuds (rectangle avec ou sans couleur), 
Otter présente des caractéristiques intéressantes telles que l’affichage pas à pas qui permet 
d’analyser la structure topologique d’un système selon les niveaux hiérarchiques de ses 
composants. On peut donc afficher petit à petit la topologie d’un réseau en faisant apparaître 
peu à peu les nœuds depuis les racines jusqu’aux feuilles.   
Une autre caractéristique intéressante de l’outil est sa flexibilité car il est associé à des 
moyens qui permettent de formater tout type de données extraites avec des systèmes externes 
pour qu’elles correspondent à son propre format. 
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Figure 1.6 : Visualisation de réseaux avec Otter. 
 
GxSNMP 
 
C’est un outil de supervision de réseaux sous licence publique [Estrella, 1998]. Les 
informations de gestion sont collectées avec le protocole de gestion SNMP et stockées dans 
une base de données. Les différents dispositifs et leurs relations sont représentés 
graphiquement mais la plus grande différence de GxSNMP par rapport aux outils précédents 
est la représentation des nœuds à l’aide de formes complexes plus familières. La structure 
topologique du réseau est plus facile à comprendre car les dispositifs sont représentés avec 
des formes plus proches de leurs formes réelles. Il est pourtant difficile d’évaluer la capacité 
de représentation graphique de l’outil lorsque le nombre de nœuds devient assez important. 
Les informations sur chaque nœud s’obtiennent par d’autres interfaces qui les affichent 
textuellement. Le point fort de l’outil est le côté gestion des nœuds car il dispose d’agents de 
gestion qui récupèrent en permanence les informations de gestion. Chaque nœud est identifié 
par son nom affiché en dessous du glyphe qui le représente (Figure 1.7).  
 
Etat de l’art 
 27
 
 
Figure 1.7 : Affichage de topologie de réseau avec GxSNMP 
 
HP OpenView 
 
C’est un outil de gestion de réseaux informatiques parmi les plus connus et les plus utilisés 
car il est utilisé non seulement dans la supervision de réseaux informatiques mais aussi dans la 
supervision de réseaux téléphoniques. OpenView10 est un outil sous licence commerciale. La 
structure topologique des réseaux est représentée graphiquement en 2D mais les vues sont 
plus riches en information. En effet, chaque noeud est représenté par sa forme réelle et libellé 
par son identifiant (nom ou adresse IP). La visualisation offre une grande souplesse dans la 
configuration des différentes vues. On peut donc visualiser en détails la structure topologique 
d’un réseau en configurant les sous-réseaux ou les noeuds à gérer, exemple la figure 1.8 
montre la structure du sous-réseau 10.0.0.0. Et comme la plupart des outils de supervision de 
réseaux, OpenView utilise aussi le protocole SNMP pour la collecte des données de gestion. 
En termes de fonctionnalités, OpenView recouvre toutes les activités de supervision de 
réseaux et peut représenter graphiquement plus de 1000 nœuds.   
 
                                                 
10 HP OpenView: HP Open View Operations 7.5 for windows software 
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Figure 1.8 : Affichage de topologie de réseau avec OpenView 
 
 
NAM 
 
Il s’agit d’un outil de visualisation de réseaux basé sur l’animation de paquet.  L’animation et 
la représentation graphique sont générées à partir des fichiers contenant la description 
détaillée des événements. NAM [Estrin, 2000] est utilisé dans le cadre du projet VINT pour la 
visualisation des données du simulateur de réseaux ns (network simulator), mais il permet 
aussi de visualiser des données d’un réseau réel. La visualisation est centrée surtout sur 
l’animation de paquets afin de faciliter l’interprétation de chaque événement généré par les 
ressources du système à gérer. Trois méthodes sont utilisées dans l’affichage de la structure 
topologique d’un réseau : « automatic », « relative » et « wireless ». La première méthode 
utilise l’algorithme force-attraction-répulsion (spring embedded model) dans le placement des 
nœuds. La deuxième méthode s’utilise pour la simulation d’un réseau relativement simple 
avec une dizaine de nœuds. Avec cette méthode, l’utilisateur peut configurer la disposition de 
chaque nœud et la direction de déplacement des paquets.  Et la dernière méthode est utilisée 
dans la visualisation d’un réseau dont les nœuds sont positionnés selon leurs cordonnées 
géographiques. Chaque paquet qui se déplace d’un nœud à un autre est représenté par un 
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rectangle dont la couleur permet d’identifier l’événement. Une couleur rouge par exemple est 
utilisée pour identifier un flux de congestion. La figure 1.9 montre l’animation de paquet avec 
NAM. Pour un réseau composé de quelques dizaines de nœuds, l’outil est très efficace. En 
effet, il permet d’étudier tous les événements sur un réseau et ses conséquences. Il est possible 
de configurer la vitesse de déplacement des paquets, donc on peut ainsi décortiquer 
tranquillement la source et l’impact d’un événement sur le système à gérer ou à simuler. En 
contre partie, la capacité de visualisation s’avère très limitée lorsqu’il s’agit de superviser un 
réseau de grande taille. 
 
 
 
Figure 1.9 : animation de paquet avec NAM 
 
Il existe une centaine d’outils de visualisation de réseaux dans le domaine commercial ou 
public11. Il est impossible et d’ailleurs non nécessaire de citer ici tous ces différents outils 
sachant qu’ils ont à peu près les mêmes principes.  
 
                                                 
11 http://www.caida.org/funding/internetatlas/viz/viztools.html 
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1.2.2.2 Outils de simulation de réseau 
Les outils de simulation de réseau sont très importants dans la recherche de l’amélioration de 
la performance de réseau. La simulation est importante car elle permet de réaliser n’importe 
quel type de configuration de la topologie de réseaux. Elle permet aussi de réaliser des tests de 
nouveaux protocoles réseaux ou de faire une amélioration. Elle est donc économique car avec 
une seule machine on peut réaliser la simulation d’un réseau entier. 
 
OPNET 
 
OPNET12 est peut être l’outil de simulation de réseau le plus complet. En effet, grâce à ses 
bibliothèques de modèle (commutateurs, routeurs, stations de travail, serveurs…), il permet de 
simuler n’importe quel type de réseau (réseau simple, réseau d’entreprise ou réseau mondial). 
Plusieurs interfaces sont proposées pour la création d’une simulation et elles sont regroupées 
en trois niveaux hiérarchiques : network domain, node domain et process domain. Le network 
domain est utilisé dans la configuration de la topologie du réseau à simuler en installant les 
différents nœuds et les relations entre eux. Une fois la topologie du réseau configurée, le node 
domain est utilisé dans la configuration des caractéristiques de chaque nœud. Les 
caractéristiques d’un nœud sont groupées en modules (exemple processeurs). La dernière 
étape est la configuration du rôle de chaque module, c’est dans le process domain qu’on 
l’effectue. Dans chaque module s’exécute un processus principal auquel s’ajoutent des 
processus fils qui accomplissent des tâches précises. OPNET propose beaucoup de souplesse 
dans la configuration des liens, par exemple, on peut choisir des modèles de liens comme 
Ethernet 100Mbs ou ATM, mais on peut aussi définir un tout nouveau type de lien avec un 
débit particulier, un type de paquet supporté, un type d’erreur générée, etc. Actuellement 
OPNET est l’outil le plus utilisé dans la conception de nouveaux protocoles réseaux, et grâce 
à ses bibliothèques on peut réaliser différents types de structure de topologie. Des 
représentations graphiques sont utilisées tout au long de la conception du réseau à simuler et 
les positions géographiques des nœuds sont aussi prises en compte. On peut ainsi simuler un 
réseau très étendu et très complexe mais ceci nécessite une bonne connaissance en 
technologie de réseau. Le seul inconvénient de la simulation avec OPNET est que les données 
et les trafics du réseau sont générés par des applications ne faisant pas partie d’un système 
                                                 
12 Opnet: http://www.opnet.com/solutions/network_rd/modeler.html 
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réel, donc les résultats de la simulation ne reflètent pas toujours le comportement et les 
caractéristiques d’un réseau réel. 
 
Initialement conçu pour la simulation et la conception de réseau sous le nom OPNET 
Modeler, il a été commercialisé et se décline actuellement en divers modules recouvrant 
toutes les activités d’administration de réseaux. Les deux nouveaux modules ajoutés au 
simulateur Modeler sont destinés à la gestion de la performance des applications réseaux et la 
planification du réseau pour les nouvelles applications ou les nouvelles technologies. Un 
module de gestion de la performance des applications réseaux prend en charge la gestion de 
cycle de vie d’une application pour qu’elle puisse répondre et s’adapter à tout nouveau besoin 
des services. En effet, les entreprises utilisent de plus en plus des applications réseaux pour les 
besoins de leurs activités, donc un dysfonctionnement d’une application distribuée peut avoir 
une grave conséquence sur la productivité. Un module de planification réseau est composé de 
plusieurs outils. Il y a un outil qui propose des solutions pour assurer la compatibilité du 
réseau avec d’éventuelles nouvelles technologies ou de nouvelles applications. L’amélioration 
de la qualité de service du réseau est prise en charge par un autre outil. Et les autres outils de 
gestion de réseaux proposés par OPNET permettent de visualiser en temps réel les trafics, les 
événements et les états de chaque nœud. Un outil de gestion de configuration de réseau 
permet à la fois la gestion de l’intégrité et de la sécurité. Tous ces outils sont associés avec des 
techniques de visualisation qui permettent d’effectuer visuellement les tâches de gestion.     
La figure 1.10 résume le processus de création d’une simulation avec OPNET qui commence 
par le positionnement géographique des nœuds, ensuite la création de la structure du réseau 
jusqu’à l’édition des processus qui tournent sur les différents modules. 
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Figure 1.10 : Processus de création de simulation avec Opnet.   
      
NCTUns  
 
C’est un outil de simulation de réseau TCP/IP13 destiné aux environnements UNIX. La plus 
grande différence de cet outil par rapport aux autres simulateurs de réseau est l’utilisation 
d’une interface réseau appelée Tunnel Network Interface [Wang, 1999]. Il s’agit d’une pseudo-
interface réseau disponible pour toute machine dotée d’un système d’exploitation de type 
UNIX. Donc il n’y a pas de carte réseau physique liée à cette interface mais elle se configure 
comme une interface réseau réelle. La simulation s’effectue sur une seule machine qui joue le 
rôle de différents nœuds (commutateurs, postes de travail, etc.) par l’utilisation du noyau du 
système. En conséquence, le nombre de nœuds du réseau à simuler est illimité. Par contre le 
nombre de liens est limité car chaque lien virtuel utilise une pseudo-interface avec un nombre 
                                                 
13 TCP/IP: Transfer Control Protocol/Internet Protocol 
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de 256 interfaces maximum pour un système Linux. Il y a deux grands avantages de cette 
méthode. Comme la simulation utilise les différentes couches réseau TCP/IP et que les 
applications utilisées dans la configuration des différents nœuds et liens sont des applications 
du système réel alors les résultats de simulations sont plus proches du comportement d’un 
réseau réel. Sur chaque nœud du réseau simulé on peut disposer de l’API UNIX, donc toute 
application du réseau réel à développer peut tourner sur le réseau simulé. Ceci permet 
d’implémenter directement l’application sur un réseau réel à la fin de la simulation car elle a 
été développée dans un environnement réel. Cependant, un des inconvénients de l’outil est 
qu’il ne propose aucune interface graphique dans la configuration et dans l’étude du 
comportement du réseau à simuler. Tout s’effectue donc avec le mode texte et la structure 
topologique du réseau virtuel est affichée textuellement. Ensuite, la simulation doit s’effectuer 
uniquement dans un environnement UNIX et il n’y a pas moyen d’utiliser d’autre système.     
 
On peut constater à travers ces quelques outils l’importance de la simulation dans 
l’amélioration de la performance de réseaux tant au niveau protocole qu’au niveau de la 
structure topologique. Nous avons cité uniquement ces deux outils afin de montrer l’apport 
des représentations graphiques dans l’analyse d’un système. Il existe plusieurs outils de 
simulation de réseau comme Dummynet [Rizzo, 1997], SSFNet [Jacob, 2001] et Real [Keshav, 
1998] qui présentent d’autres approches dans la conception et l’amélioration des protocoles 
réseaux, mais comme ils ne proposent pas de visualisation dans leurs fonctionnalités, nous ne 
les citons ici uniquement qu’à titre d’indication.  
 
1.2.2.3 Les outils de gestion de la sécurité des réseaux 
La gestion de la sécurité est devenue depuis quelques années un enjeu majeur dans 
l’administration de réseaux, et c’est la raison pour laquelle elle est intégrée dans toutes les 
couches de la structure de communication réseau. La gestion de la sécurité a pour objectif 
d’éviter toute tentative d’intrusion (volontaire ou non involontaire) dans un système afin 
d’assurer son bon fonctionnement. Avec l’augmentation du volume de données, la complexité 
de la structure de réseau et surtout les performances des dispositifs, il devient cependant de 
plus en plus difficile d’assurer la sécurité d’un réseau. En effet, avec la vulgarisation de 
l’Internet, aucun système ne peut prétendre être totalement en sécurité. Actuellement, le vrai 
défi dans la gestion de la sécurité de réseau est de détecter aussi tôt que possible une intrusion 
avant qu’elle n’affecte le bon fonctionnement du système. Effectuer cette tâche en 
permanence par des lignes de commandes s’avère cependant très difficile, c’est pourquoi la 
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représentation graphique de la structure de réseau est importante car elle permet, lorsqu’elle 
est associée avec des techniques de visualisation, de surveiller visuellement toute tentative 
d’intrusion et toute irrégularité dans le fonctionnement des dispositifs. 
    
En général il y a deux catégories de méthodes de gestion de la sécurité de réseau. Ces deux 
méthodes sont toutes associées avec la représentation graphique de la structure topologique de 
réseaux afin de permettre d’identifier tout changement dû à une quelconque intrusion ou à des 
dysfonctionnements des dispositifs. La première méthode est appelée analyse passive de 
réseau. Avec cette méthode les événements sont stockés dans un fichier de traces (appelés 
"fichier log") ou dans une base de données. Les informations contenues dans un fichier log ou 
dans une base de données sont ensuite traduites graphiquement sur l’affichage.  
 
PANEMOTO 
 
Cet outil [Streilein, 2007] utilise aussi l’analyse passive en utilisant des données stockées dans 
une base de données. Pour détecter un changement sur le réseau, son principe consiste à 
comparer l’état actuel de chaque nœud par rapport à son état précédent. La représentation 
graphique de la structure topologique du réseau et le sens des flux de données permettent 
d’identifier quel dispositif est source de tel événement (Figure 1.11). Il est donc plus facile 
d’identifier la source d’une quelconque intrusion d’autant plus que chaque nœud est identifié 
sur l’affichage par son adresse IP. Dans le cas où le nombre de nœuds devient assez 
important, l’outil permet aussi d’étudier individuellement chaque nœud en affichant les autres 
nœuds qui lui sont connectés. Ce genre de détails permet de connaître quel noeud 
communique avec qui et à quelle fréquence. En comparant systématiquement l’état courant du 
réseau par rapport à son état précédent, l’outil permet de détecter tout changement comme 
l’inactivation ou le dysfonctionnement d’un nœud suite à un quelconque problème, par 
exemple l’apparition d’un nouveau nœud, l’installation d’un nouveau système d’exploitation 
ou la mise à jour d’une application. Ces événements sont traduits graphiquement par des 
codes couleurs, par exemple un nouveau nœud est coloré en bleu tandis qu’un nœud inactif 
est coloré en gris. Un changement sur un nœud est montré par une couleur jaune. 
PANEMOTO représente la source et l’origine des flux de données par la direction des liens 
entre les nœuds, et la couleur de chaque lien indique l’état du port du dispositif destinataire 
d’un flux. Un lien coloré en bleu signifie que le port de la machine destinataire est ouvert, la 
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couleur rouge veut dire que le port est fermé tandis que la couleur jaune indique une 
connexion restreinte. 
 
 
Figure 1.11 : Visualisation de flux de données avec PANEMOTO 
 
 
 
Figure 1.12 : Supervision des états des nœuds avec PANEMOTO 
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L’outil de Robert F. Erbacher 
 
L’outil développé par Robert F. Erbacher [Erbacher, 2002] est basé aussi sur cette méthode 
mais il utilise à la fois les données contenues dans des fichiers log et la variation des flux de 
données pour identifier une intrusion (Figure 1.13). Le système à gérer est représenté par le 
cercle au centre de l’affichage dont chaque trait qui entoure le cercle représente dix 
utilisateurs connectés au système et l’épaisseur du cercle interne identifie la charge système. 
Les nœuds externes au réseau sont représentés par les petits cercles qui entourent le cercle 
central. Toutes les informations sur les connexions sont représentées par les liens, la direction 
d’un lien par exemple identifie le sens de la connexion et sa taille représente le type de 
connexion (rlogin et telnet sont représentés par des lignes solides tandis que les connexions 
NFS sont représentées par des liens en pointilés). Une connexion non authentifiée est 
représentée par deux lignes et la couleur rouge d’un lien représente une attaque interceptée sur 
un port de l’un des dispositifs du système à gérer.  
 
 
 
Figure 1.13 : Visualisation des intrusions 
 
Malgré l’utilisation des couleurs et des caractéristiques de liens pour identifier les attaques, 
l’interprétation de la métaphore proposée par cet outil n’est pas facile car l’utilisateur sera 
toujours obligé de mémoriser la signification de chacune des formes utilisées. En plus, il n’y a 
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aucun moyen de distinguer directement les dispositifs représentés par les cercles. Il manque 
aussi l’affichage de la structure topologique du système à gérer. Mais on remarque déjà 
l’apport de l’utilisation de couleur et des caractéristiques de forme pour mettre en évidence 
des aspects importants dans l’administration d’un système complexe [Terry, 1997].  
 
VisAlert 
 
Toujours avec la même méthode, [Livnat, 2005] propose un nouveau paradigme de 
visualisation pour la détection d’intrusion. Les informations de gestion sont lues à partir des  
fichiers log et l’affichage propose des vues basées sur trois attributs d’une alerte « what »,  « 
when », et « where » c'est-à-dire quoi, quand et où. Ce paradigme permet d’identifier 
graphiquement une alerte, la date et heure exacte de son occurrence et l’objet cible. La 
topologie du réseau est présentée au centre de l’affichage et toutes les alertes sont 
positionnées circulairement selon leur type et leur date d’apparition (Figure 1.14). Du point de 
vue conceptuel, le paradigme proposé par cet outil (VisAlert) peut être représenté sur un 
repère tridimensionnel, mais la structure topologique du réseau et les différentes alertes sont 
affichées graphiquement en 2D. 
 
 
 
Figure 1.14 : Cette figure montre le paradigme « what, when, where » 
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Les types d’alertes sont distingués par des codes couleurs et selon leur date et heure 
d’apparition, une alerte se déplace progressivement du cercle intérieur vers le plus grand 
cercle extérieur. La relation entre une alerte et l’objet source est représentée par un lien dont 
la couleur varie aussi selon le type de cette alerte. Le déplacement d’un rectangle qui 
représente une alerte permet d’avoir l’historique des événements affectant le système. Le 
principal inconvénient de cette représentation est l’affichage de la structure topologique du 
réseau à gérer. En effet, l’espace intérieur pour afficher la topologie du réseau devient 
facilement illisible lorsque le nombre de nœuds du réseau devient assez important. 
 
Le plus grand avantage de l’analyse passive de réseau est qu’elle permet de connaître en 
temps réel tous les nœuds actifs depuis lesquels des messages sont envoyés. Cependant, cette 
méthode  peut conduire à une erreur car les dispositifs doivent envoyer en permanence des 
messages pour être découverts par le système, et les trafics générés par des dispositifs 
connectés aux différents sous-réseaux peuvent ne pas être pris en compte. L’analyse passive 
des nœuds peut dépendre aussi du système d’exploitation installé car la durée nécessaire pour 
découvrir une station de travail qui utilise Windows n’est pas la même que celle nécessaire 
pour des stations qui utilisent  un autre système d’exploitation. 
 
La deuxième méthode de gestion de la sécurité de réseaux consiste à scruter continuellement 
sur un intervalle de temps déterminé l’état de chaque nœud. Nmap14 par exemple fonctionne 
de cette manière. Son mécanisme est basé sur le "scan" des ports des dispositifs réseaux pour 
détecter une intrusion. Une fois les informations reçues, la structure du réseau est affichée 
graphiquement pour identifier facilement de quelle adresse provient une intrusion. De même 
l’outil Cheops15 utilise le même principe pour afficher graphiquement la structure d’un réseau, 
le système d’exploitation et les applications qui tournent sur chaque nœud. L’inconvénient de 
scruter continuellement les nœuds est la surcharge du réseau car plus le nombre de nœuds 
devient important plus le volume du trafic nécessaire pour connaître les états de chaque nœud 
augmente. Mais par rapport à l’analyse passive de réseaux, cette méthode permet de connaître 
en temps réel les dysfonctionnements et les intrusions indépendamment de la position des 
nœuds dans la structure du système. 
                                                 
14 Ntework Mapper: http://nmap.org/ 
15 Cheops-ng: http://cheops-ng.sourceforge.net/ 
Etat de l’art 
 39
1.2.3 L’utilisation de matrices dans la visualisation de réseaux 
Une des méthodes très utilisées dans la visualisation de réseaux est la représentation 
matricielle de la structure topologique. Cette méthode permet d’afficher sur un petit espace un 
réseau très étendu formé par une centaine ou un millier de noeuds. Par contre il est plus 
difficile de comprendre la structure topologique du système à étudier, et d’ailleurs cette 
technique a pour unique objectif d’étudier la performance des dispositifs à travers les flux de 
données. Par rapport à un graphe, une matrice permet de faciliter l’analyse des flux de 
données car les dispositifs sources et destinations sont affichés respectivement et clairement 
sur les lignes et les colonnes. Associé avec des techniques de filtrage qui permettent de 
représenter les nœuds par groupe d’adresse IP, une matrice permet aussi d’étudier la topologie 
de réseaux et de gérer les trafics afin de détecter un dysfonctionnement ou une intrusion.  
 
PacketGridVisualizer 
 
L’outil développé par [Le Malécot, 2006] représente sous forme d’une grille la structure 
topologique d’un réseau et les flux de données sont représentés par des liens joignant un nœud 
d’une ligne vers un autre nœud d’une colonne. L’objectif principal de l’outil est de proposer 
aux administrateurs de nouveaux moyens d’assurer la sécurité d’un réseau par l’analyse des 
flux de données. La matrice est divisée en deux groupes de deux grilles de 16x16 (Figure 
1.15). Le premier groupe représente le réseau statique (le système à gérer) et l’autre groupe 
représente le réseau dynamique (le réseau extérieur). Pour visualiser le trafic sur le réseau, 
une grille (16x16) de chaque groupe contient les nœuds sources et une autre grille contient les 
nœuds destinataires. De cette manière, il est facile d’identifier le nœud source et le nœud 
destinataire d’un paquet ainsi d’identifier facilement toute alerte sur le réseau qu’elle soit de 
source extérieure ou intérieure. Afin d’améliorer la qualité de l’affichage, des techniques de 
filtrage sont implémentées pour permettre d’avoir la vue globale du système à étudier et 
d’extraire les détails selon le besoin de l’utilisateur. Pour cela,  les quatre octets qui forment 
une adresse IP sont utilisés pour afficher les nœuds dans la grille. Chaque quadrilatère d’une 
grille représente tous les nœuds qui partagent le même premier octet d’adresse. Au lancement, 
l’affichage montre une vue agrégée du réseau en affichant uniquement les adresses IP qui 
contiennent le premier octet (sous forme X.0.0.0), ensuite l’utilisateur peut visualiser tous les 
sous-réseaux. Ainsi, en fixant le premier octet d’une adresse IP on peut afficher 
successivement tous les nœuds qui partagent ce groupe d’adresse. De cette façon, l’utilisateur 
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peut choisir de manière interactive la partie du réseau qui l’intéresse jusqu’au nœud final 
source ou destinataire d’un flux de données. Sur la figure suivante, deux grilles du côté 
gauche (haut et bas) contiennent les nœuds sources et destinataires du réseau interne tandis 
que les deux autres grilles du côté droit contiennent les nœuds extérieurs. 
 
 
 
Figure 1.15 : Affichage de flux de donnée sous forme matricielle. 
 
De même, SeeNet [Becker, 1995] utilise aussi la représentation matricielle pour visualiser les 
flux de données d’un réseau (Figure 1.16). Les nœuds sources des données sont affichés sur 
les colonnes et les nœuds destinataires sur les lignes. L’intersection d’une ligne et une colonne 
est représentée par un rectangle dont la couleur peut varier pour indiquer si la liaison 
correspondante a atteint la capacité de la bande passante allouée. 
 
Certes, la représentation matricielle ne permet pas de visualiser directement la structure 
topologique d’un réseau comme avec un graphe, mais elle permet de résoudre le problème de 
confusion et saturation de l’affichage, et peut être très efficace lorsqu’elle est associée à des 
techniques de filtrage comme le montre le précédent outil. 
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Figure 1.16 : Représentation matricielle de flux de données avec SeeNet 
 
1.2.4 Conclusions 
Nous avons étudié, à travers ces quelques exemples, les grands principes de la visualisation 
2D dans la supervision de réseaux. Ces outils montrent les avantages de la représentation 
graphique dans la visualisation d’un système complexe. On peut en déduire cependant que le 
nombre de nœuds et de liens du système à étudier reste le problème majeur de la visualisation 
2D basée sur le paradigme nœud-lien. En effet, on constate que la représentation devient 
rapidement confuse et saturée dès que le nombre de nœuds devient assez important et surtout 
lorsque les relations entre ces nœuds deviennent complexes. En d’autres termes, la 
représentation graphique 2D permet difficilement de visualiser un système dont la structure 
topologique est très complexe. Néanmoins, on constate aussi qu’il existe beaucoup de 
techniques qui peuvent être associées avec la représentation 2D pour faciliter la 
compréhension des événements modifiant la structure ou le comportement du système, par 
exemple l’animation, l’interaction et le zoom. Différentes méthodes sont aussi utilisées dans 
le positionnement des nœuds, par exemple l’utilisation des algorithmes de graphe qui 
permettent de réduire le croisement de liens et d’avoir ainsi des affichages avec une esthétique 
meilleure. Il y a aussi la méthode manuelle qui est importante dans la simulation d’un réseau 
de quelques dizaines de nœuds car elle permet à l’utilisateur de construire manuellement la 
structure du système à étudier. Et finalement la méthode mixte qui permet d’améliorer 
l’affichage après le positionnement automatique des nœuds par l’application de visualisation.     
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1.3 Les techniques de visualisation 3D 
 
Comme nous avons constaté à travers les différentes techniques utilisées dans la visualisation 
2D, le premier obstacle de l’efficacité d’un affichage est le volume de données à représenter 
graphiquement. Les avancées technologiques connues ces dernières années ont permis 
l’apparition de nombreuses techniques utilisées dans la visualisation 3D. L’amélioration au 
niveau de la performance des cartes graphiques et des processeurs a permis la réalisation des 
recherches et des applications sur des ordinateurs personnels. Il existe actuellement plusieurs 
outils de supervision de réseaux qui utilisent les techniques de la visualisation 3D pour 
faciliter les différentes tâches de gestion. La question se pose alors si ces techniques de 
visualisation ont apporté des solutions aux problèmes rencontrés dans l’utilisation de la 
représentation 2D. De nombreux travaux ont été réalisés et ont montré les avantages de la 
représentation 3D par rapport à la représentation 2D [Ware, 1994], [Hubona, 1997], [Gogolla, 
1999]. Différentes théories mathématiques ([Cohen, 1997], [Eades, 2000], [Dujmovic, 2002]) 
ont montré que la représentation 3D permet d’afficher des graphes plus esthétiques que la 
représentation 2D, et ont prouvé aussi qu’il est possible d’éviter les croisements de liens qui 
sont les premiers problèmes de la lisibilité d’un affichage. [Cox, 1996b] a confirmé par ses 
travaux sur la supervision de trafics Internet que la visualisation 3D permet de réduire le 
croisement de liens et offre un modèle intuitif de navigation. Mais en pratique, un avantage le 
plus évident de la visualisation 3D est qu’il est plus facile d’interpréter une information 
représentée en 3D puisque nous vivons dans un monde physique où les objets sont par nature 
représentés en 3D [Topol, 2002]. L’autre avantage de la visualisation 3D est qu’elle offre une 
possibilité plus large dans la disposition des éléments dans l’affichage. Ensuite, l’exploration 
de la structure d’un système est facilitée grâce à la possibilité de rotation sur les trois axes (x, 
y, z), ce qui permet d’effectuer des analyses détaillées de l’affichage. Evidemment le 
mécanisme de zoom est intégré par défaut par ces trois axes. Les trois dimensions offrent plus 
de combinaisons possibles de couleur dans la création des métaphores pour représenter 
graphiquement un système.  
  
Actuellement, la dernière génération des techniques de visualisation utilise des 
environnements 3D (ou monde 3D) comme interface afin de faciliter la compréhension de la 
structure des systèmes complexes ainsi que le comportement de ses éléments. Ces 
environnements permettent d’introduire facilement le concept du système à étudier grâce à la 
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reproduction 3D des éléments à gérer ainsi que leurs structures, ce qui permet d’avoir une vue 
plus synthétique du système entier.  
 
Cette section se divise en deux parties. Dans la première partie nous allons étudier, à travers 
les outils qui utilisent la représentation 3D, les avantages de cette technique dans la 
visualisation de réseaux. La deuxième partie présente différents problèmes des techniques de 
visualisation 3D dans la gestion de systèmes complexes.   
1.3.1 Les outils de visualisation 3D 
 
1.3.1.1 La représentation orientée géographie 
Il existe certains types de systèmes complexes dont la supervision nécessite la connaissance 
de la position géographique de ses éléments, par exemple les réseaux de télécommunication 
ou les réseaux des backbones. Pour ce genre de systèmes la meilleure méthode reste toujours 
l’affichage sous forme de graphe des relations entre les différentes ressources ou sites 
associées à une cartographie montrant leurs positions.  
 
SeeNet3D 
 
SeeNet  a été amélioré pour offrir une visualisation plus efficace du réseau téléphonique et 
informatique de AT&T. La nouvelle version de l’outil SeeNet qui s’appelle SeeNet3D [Cox, 
1996a] propose trois méthodes pour visualiser les flux de données et offre plus de détails d’un 
sous-réseau ou d’un nœud particulier. La première méthode consiste à positionner 
géographiquement les nœuds sur un globe et les flux de données représentés par des arcs 3D.  
Comme le montre la figure 1.17, il est plus facile d’interpréter l’affichage car il est moins 
saturé, en plus on peut voir toutes les faces du globe par rotation. Des techniques comme la 
transparence sont utilisées pour éviter le problème d’occlusion empêchant de voir l’autre face 
du globe. 
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Figure 1.17 : Métaphore de globe avec SeeNet3D 
 
La deuxième méthode consiste à représenter sur une carte géographique plate les différents 
nœuds. Ensuite, les flux de données sont représentés en 3D sur cette carte. La combinaison de 
carte 2D avec la représentation 3D des arcs présente des caractéristiques intéressantes car elle 
permet encore d’éviter le problème d’occlusion et de réduire ainsi le croisement des liens. La 
figure 1.18, montre par exemple le trafic Internet à travers le monde entier dont les pays sont 
représentés par des sphères. Tous les détails de l’affichage peuvent être obtenus par une 
rotation ou un zoom sur la scène. 
 
La troisième méthode permet de mettre en évidence un nœud et les flux de données dont il est 
la source ou la destination. Le nœud est positionné au centre de l’affichage et les autres 
éléments qui lui sont connectés sont affichés circulairement. L’objectif de cette dernière 
méthode est d’étudier, indépendamment de leurs positions géographiques, les volumes de 
trafics entre les différents pays. Elle permet de connaître de façon plus précise quels sont les 
pays destinataires des trafics depuis un pays source et comment sont répartis les volumes de 
ces trafics.  Les pays sont représentés par des sphères dont la taille varie selon le volume de 
trafics entrant ou sortant. Pour cela, trois techniques sont utilisées pour afficher les nœuds 
destinataires des trafics tandis que le nœud source est positionné au centre de l’affichage. La 
première technique permet d’afficher circulairement un nombre d’objets relativement petit 
(moins de 100 objets). La deuxième technique permet d’afficher plus d’objets en les 
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répartissant par des cordonnées hélicoïdales (Figure 1.19). Et la troisième technique permet de 
répartir sphériquement les nœuds destinataires de trafics.   
 
 
 
Figure 1.18 : Visualisation de trafic Internet sur une carte 2D avec des arcs en 3D 
 
 
 
Figure 1.19 : Affichage hélicoïdal avec SeeNet3D 
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NSFNET16 
 
Cet outil propose une autre méthode de visualisation 3D de trafics Internet des réseaux de 
backbones. La carte géographique n’est plus affichée en 2D mais en 3D (Figure 1.20) et 
l’emplacement de chaque site est plus précis.  
 
 
 
Figure 1.20 : Visualisation de trafic avec NSFNET 
 
La topologie géographique des backbones est affichée au dessus de la carte 3D et les trafics 
entre les sites et les backbones sont représentés par des liens dont la couleur varie selon le 
volume des flux de données. 
 
Flodar 
 
Cet outil [Swing, 1998] représente aussi sur un globe 3D les trafics entre les serveurs d’un 
réseau. Cet outil est destiné à la visualisation de charge d’un serveur selon le volume des 
trafics dont il est la source. Une des techniques de visualisation proposées est la représentation 
sur un globe de la position géographique des différents serveurs (Figure 1.21). 
  
                                                 
16 History of NSF and the Internet, http://www.nsf.gov/news/special_reports/cyber/internet.jsp 
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Figure 1.21 : Position géographique des serveurs 
 
XTraceroute17 
 
Il affiche en 3D sur un globe les différents nœuds du trajet des paquets IP depuis la machine 
source jusqu’à la machine destinataire. Les positions géographiques des différents nœuds sur 
le trajet sont affichées (Figure 1.22).   
 
H3Viewer  
 
Cet outil [Munzner, 2000] propose aussi la visualisation sur un globe 3D des systèmes 
complexes comme le réseau des backbones, une structure de liens web (Figure 1.23), une 
structure de logiciel ou de système d’exploitation, etc. L’algorithme utilisé avec cet outil 
paraît très efficace car il permet d’afficher des milliers de nœuds en une dizaine de secondes. 
Par contre la métaphore utilisée ne permet pas toujours d’identifier facilement les éléments du 
système  représentés par les différents nœuds du graphe.   
                                                 
17 Xtraceroute, http://www.dtek.chalmers.se/%7Ed3august/xt/ 
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Figure 1.22 : Visualisation de trajet de paquet IP avec l’outil XTraceroute 
 
 
 
Figure 1.23 : Visualisation de structure de liens web avec H3Viewer 
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1.3.1.2 La représentation 3D orientée topologie 
La majorité des outils de visualisation 3D de réseau représente la structure topologique en 3D. 
En plus des techniques de navigation natives à la représentation 3D (rotation, zoom, 
translation), tous les algorithmes utilisés dans la représentation 2D peuvent être aussi adaptés 
et on constate qu’ils permettent une meilleure disposition des nœuds.    
 
Cichlid 
 
C’est un outil de gestion de la performance de réseau [Brown, 2000] qui propose deux types 
d’affichage 3D : le premier représente la structure topologique de réseaux (Figure 1.24) et le 
deuxième permet d’afficher sous forme des diagrammes 3D la performance des dispositifs 
réseaux. Le volume des trafics par source ou par protocole est représenté par une barre 3D 
dont la longueur correspond au nombre des paquets envoyés pendant une période donnée. 
D’autres techniques sont utilisées dans la visualisation des événements réseaux, par exemple, 
la variation de flux de données entre deux nœuds est représentée à l’aide d’une interpolation 
de surface dont une animation permet d’identifier si la ligne correspondante atteint la capacité 
de sa bande passante ou si elle est en dessous de sa capacité normale.  
 
 
 
Figure 1.24 : Affichage de structure de topologie d’un réseau avec Cichlid 
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PATROL Visualis 
 
Il s’agit d’un outil d’administration de réseaux développé par la société BMC Software 
[BMC, 2008]. La performance de l’outil est caractérisée par sa capacité à offrir différentes 
vues 3D des activités de réseaux complexes et l’utilisation d’un modèle d’information 
standardisé qui permet d’avoir une référence unique des informations de gestion. Les données 
de gestion sont stockées dans une base de données Oracle. Par l’utilisation du modèle 
d’information CIM (Common Information Model) l’outil permet de gérer tout système 
hétérogène. Ainsi, l’exploration et l’analyse d’un réseau complexe sont plus faciles car on a 
une vue homogène des informations de gestion et on peut accéder à tout type de nœud par un 
système de requêtes de type SQL. Par exemple, on peut visualiser la topologie d’un système 
avec la mise en évidence de tous les postes de travail dont la charge CPU dépasse 70%. Le 
système de requêtes intégré avec la base de données facilite beaucoup le paramétrage de la 
visualisation. Ceci permet d’éviter la saturation de l’affichage car on peut configurer la 
visualisation selon des critères bien définis, par exemple la configuration des dispositifs 
(modèle, constructeur, version de pilote, etc.), position dans la structure topologique du réseau 
(sous-réseau d’appartenance, adresse IP, etc.) et sa performance. 
 
Des paramètres visuels comme la couleur et la taille des nœuds sont utilisés dans la 
supervision de la performance d’un système. Les flux de données sont représentés par des 
liens orientés du nœud source vers le nœud destinataire. La taille et la couleur de ce lien 
indiquent le pourcentage du volume des trafics par rapport à la bande passante allouée. La 
figure 1.28 montre la visualisation des flux de congestion d’un système regroupant plus de 
2000 utilisateurs. Un mécanisme de zoom permet de mettre en évidence un groupe d’éléments 
ou un sous-réseau particulier. La petite fenêtre en haut à droite dans la figure 1.25 affiche en 
miniature la topologie du réseau étudié. Elle contient un curseur qui permet d’ajuster 
l’affichage dans la fenêtre principale. 
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Figure 1.25 : Visualisation de flux de congestion. 
 
1.3.1.3 Les environnements de visualisation 3D  
Il s’agit d’un ensemble de techniques de visualisation dont l’objectif est de proposer à 
l’utilisateur un environnement 3D qui reproduit aussi fidèlement que possible 
l’environnement de gestion réel. Cependant, ces environnements peuvent aussi introduire des 
concepts différents pour faciliter le processus de compréhension des activités de gestion.  
Par rapport aux méthodes traditionnelles de gestion de réseaux, les représentations graphiques 
en deux dimensions sont des avancées très importantes dans la visualisation des systèmes 
complexes tels qu’un réseau informatique à grande échelle, cependant la nouvelle génération 
de réseaux de plus en plus étendus et formés par des dispositifs toujours plus performants 
nécessite de nouvelles approches et de nouveaux moyens dans la supervision des activités 
réseaux. La première approche des environnements 3D est de proposer des représentations 
plus proches des environnements réels pour faciliter la compréhension du système à étudier. 
Cette représentation a pour objectif de permettre à l’utilisateur d’interagir avec le système à 
gérer au lieu d’un simple observateur distant comme dans la visualisation 2D. La deuxième 
approche consiste à exploiter les capacités des réseaux haut débit pour permettre à plusieurs 
opérateurs de collaborer ensemble dans l’administration d’un système complexe. 
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FlatLand 
 
Dans le domaine de gestion de la sécurité, un concept a été étudié au laboratoire LANL (Los 
Alamos National Laboratory) pour la détection d’intrusion et le dysfonctionnement de réseau. 
La visualisation des intrusions est basée sur le concept d’attaque et défense ainsi que de 
territoire et de bouclier [Fisk, 2003]. Les expériences ont été réalisées dans un environnement 
3D destiné à la visualisation de réseaux appelé Flatland18. La structure topologique du réseau 
est affichée sur un territoire représenté par un espace circulaire plat et délimité par un bouclier 
transparent sous forme d’une demi-sphère. Les dispositifs et postes de travail du réseau à 
superviser sont représentés par leurs adresses IP et repartis à l’intérieur de la demi-sphère 
selon leurs coordonnées polaires. Une autre demi-sphère transparente est utilisée pour afficher 
les nœuds externes au réseau qui sont connectés aux nœuds internes (Figure 1.26). Les flux de 
données entre les nœuds internes et les nœuds externes sont représentés par des liens 
cylindriques. La couleur d’un lien permet d’identifier le numéro du port à partir duquel un 
nœud externe se connecte à un ou plusieurs nœuds du réseau à gérer. Les informations 
textuelles relatives à un nœud externe et les activités qu’il effectue au réseau interne sont 
affichées sur une fenêtre transparente plaquée sur la fenêtre principale. On peut voir sur la 
figure 1.27 par exemple, l’adresse IP d’un poste de travail externe et la liste des nœuds avec 
les numéros des ports par lesquels des intrusions sont effectuées.   
 
 
Figure 1.26 : Concept de territoire et de bouclier et disposition des nœuds 
                                                 
18 University of New Mexico, “The homunculus project” 
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Figure 1.27 : Visualisation d’intrusions avec Flatland 
 
Cybernet 
 
Cybernet ([Abel, 1999], [Abel, 2000]) est un projet conduit au sein de l’Institut Eurocom dont 
l’objectif est d’étudier l’apport des techniques 3D dans l’administration de réseaux. Dans ce 
projet plusieurs métaphores 3D sont proposées dans l’étude de la structure de réseaux 
complexes. Une des métaphores développées dans ce projet utilise les arbres coniques 3D 
pour visualiser la structure hiérarchique d’un système. La figure 1.28 montre la représentation 
3D de la structure topologique du réseau Eurocom. Les concentrateurs (hubs) et 
commutateurs (switches) sont représentés respectivement par des cubes bleus et rouges. Les 
postes de travail représentés par des sphères sont disposés autour du cône du concentrateur ou 
du commutateur auquel ils sont connectés. La connexion entre deux commutateurs ou entre 
un commutateur et un concentrateur est représentée par un lien cylindrique dont la couleur 
varie selon la variation de l’utilisation de la bande passante affectée à ce lien. L’outil propose 
aussi d’autres techniques de visualisation selon le type de domaine à étudier. Par exemple, s’il 
s’agit d’étudier la charge du processeur de chaque station de travail alors des barres 3D sont 
utilisés comme métaphores. La hauteur d’une barre 3D correspond à la charge du processeur 
et sa couleur indique le taux d’utilisation de la mémoire de la machine. 
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Figure 1.28 : Visualisation de la topologie du réseau Eurocom 
 
On peut remarquer que pour une structure hiérarchique d’un réseau sous forme d’un arbre, la 
visualisation proposée par Cybernet apparaît très intéressante, mais on ne sait pas comment 
l’outil se comporte lorsqu’il s’agit d’analyser des topologies plus complexes qui ne sont pas 
structurées en arbre. Comme il n’y a pas d’indication sur les performances de l’algorithme de 
disposition de nœuds il est difficile d’évaluer l’efficacité de l’outil dans la visualisation d’un 
système complexe.   
 
Plusieurs interfaces 3D ont été aussi développées pour répondre aux besoins spécifiques de 
l’administration de réseaux. En fait, l’objectif principal du projet Cybernet est de démontrer 
qu’en représentant les différentes caractéristiques de réseau par des métaphores 3D il est plus 
facile pour l’utilisateur d’avoir des vues synthétiques du système à gérer et de réduire ainsi le 
temps nécessaire à l’analyse des problèmes. Dans cet objectif, l’architecture de l’application 
est composée de trois couches bien distinctes : la couche de collecte de données « collecting 
layer » utilisée dans l’extraction des informations de gestion, la couche de structuration de 
données « structuring layer » qui permet de modéliser les informations selon le service à 
effectuer et la couche de présentation « visualisation layer » qui convertit ces modèles sous 
forme d’un monde 3D. La couche de structuration de données est le cœur de l’application. 
Elle modélise les informations selon le besoin de la gestion qui est exprimé en termes de 
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service. Pour effectuer un service, les informations sur les dispositifs ou sur les applications 
sont collectées par la couche de collecte de données et la représentation 3D est prise en charge 
par la couche de présentation. Les différentes interfaces 3D expérimentées dans le projet 
Cybernet recouvrent presque toutes les tâches de gestion de réseaux. Une représentation 
géographique d’un réseau local est proposée par une métaphore d’un bâtiment. Bien que la 
taille et la forme du bâtiment soient approximatives, les dispositifs ont par contre leurs vraies 
localisations, ce qui permet à l’utilisateur d’explorer facilement le réseau, d’effectuer une 
analyse rapide d’un incident et de localiser l’emplacement exact des noeuds. On peut aussi 
explorer le réseau en choisissant l’emplacement exact d’un nœud dans le bâtiment en 
précisant les paramètres qui permettent de le localiser. La figure 1.29 représente la métaphore 
3D sous forme de bâtiment. 
           
 
 
Figure 1.29 : Outil d’administration basé sur la métaphore de bâtiment 
 
Cybernet propose aussi d’autres métaphores pour visualiser les trafics générés par des 
applications comme NFS (Network File System). On sait que NFS est une application 
client/serveur qui permet de travailler sur un poste distant avec un environnement exporté 
depuis un serveur de fichier. Avec NFS, un disque sur le serveur est vu et exploité comme un 
disque du poste de travail local mais selon le nombre d’utilisateur connecté au serveur, cette 
application peut générer des trafics et des charges importants sur le serveur.  Pour visualiser la 
configuration et les caractéristiques du type d’application, Cybernet propose la métaphore 
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d’une ville (Figure 1.30) pour visualiser un sous-réseau et des quartiers qui représentent des 
postes de travail. Chaque bâtiment d’un quartier représente un disque local. Depuis un 
serveur, un étage sur un bâtiment représente un client connecté et qui utilise le service NFS, et 
le nombre de fenêtre sur un étage correspond au nombre de fichiers ouverts par un client 
distant depuis son poste de travail. 
 
 
 
Figure 1.30 : Supervision de réseaux avec la métaphore d’une ville  
 
Un avantage de cette représentation est qu’elle permet d’éviter la saturation de présentation 
comme avec le paradigme nœud-lien. Il est plus facile de localiser un serveur et d’analyser 
visuellement son état. Par contre, ce type de métaphore nécessite un certains temps de 
maîtrise car les dispositifs sont présentés par des formes plus abstraites. Il peut être donc 
difficile pour une personne non habituée de faire l’analogie entre les affichages 3D et le 
système réel qu’ils représentent. 
Cybernet propose encore plusieurs métaphores pour la visualisation de réseaux, par exemple 
l’utilisation d’un système solaire comme métaphore pour la supervision de la performance des 
stations de travail. Les stations de travail sont représentées par des étoiles sur le système 
solaire tandis que les utilisateurs sont représentés par des satellites disposés autour des étoiles. 
La taille et la couleur des satellites sont des paramètres visuels utilisés pour indiquer la charge 
des processeurs et la mémoire virtuelle associée à chaque utilisateur. 
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L’outil de Crutcher 
 
En 1992, une des premières expériences a été réalisée à l’Université Columbia (USA) 
[Crutcher, 1995] pour étudier les avantages de l’utilisation du monde 3D comme interface 
utilisateur dans la gestion de réseaux à haut débit tel que le réseau ATM (Asynchronous 
Transfer Mode). Pour cela l’architecture de l’application est formée par deux composants : 
une structure de gestion de réseaux et un environnement 3D. La structure de gestion est en fait 
encapsulée dans un modèle de référence intégrée (IRM Integrated Reference Model) qui offre 
des vues de la structure indépendamment du réseau à étudier, du comportement dynamique du 
réseau et des services nécessaires à la gestion. Le modèle IRM est composé de cinq couches 
(Figure 1.31) dont chacune représente un niveau d’abstraction d’un réseau et de ses 
comportements. La couche de gestion et de supervision des ressources est le cœur du modèle 
car elle représente toutes les informations de gestion (les données statiques telles que les 
caractéristiques des dispositifs, les données dynamiques telles que les tables de routage et les 
données de statistiques telles que le volume des trafics).  
 
 
Figure 1.31 : Les couches du modèle IRM  
 
Cette couche est matérialisée par un répertoire unique dans lequel lisent et écrivent les autres 
sous-systèmes réseaux représentés par les couches restantes. Une couche qui se trouve dans le 
niveau supérieur de la hiérarchie (appelée couche de gestion) permet à l’utilisateur de 
communiquer avec les composants de l’architecture du réseau. Ainsi, à travers les primitives 
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proposées par cette couche, les actions effectuées dans le monde 3D sont transmises à la 
couche de gestion et de supervision. Par exemple, un utilisateur représenté par son avatar dans 
le monde 3D peut débrancher un lien connecté à un port d’un commutateur vers un autre port. 
En conséquence la topologie dans la base de la couche de gestion est modifiée, ce qui entraîne 
une modification de la table de routage. L’utilisateur peut étudier les caractéristiques des liens 
par leur représentation 3D. Par exemple, la figure 1.32 affiche une représentation 3D d’un lien 
physique. La taille du lien 3D (à droite) correspond à la capacité d’un lien physique. Une 
autre vue (à gauche) affiche les ports des nœuds liés par le lien 3D et la vue globale du réseau. 
 
 
 
Figure 1.32 : Affichage virtuel d’un lien 
 
Pour effectuer des études sur l’efficacité de la visualisation, un prototype a été développé avec 
un émulateur de réseau qui contient plusieurs modules de supervision et une interface 
graphique par laquelle l’utilisateur explore et visualise en 3D la structure topologique du 
réseau. La visualisation combine une représentation géographique de la structure du réseau 
avec des représentations 3D du détail de chaque élément. Un outil d’interaction 3D appelé 
Cricket est utilisé pour manipuler les objets (nœuds et liens) affichés sur l’écran. Cet outil 
permet de détecter la position 3D, l’orientation et le déplacement de la main. 
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L’outil de British Telecom  
 
En 1993 la société British Telecom [Walker, 1993] a développé un outil de visualisation 3D 
pour la supervision des trafics de son réseau téléphonique. L’outil propose un environnement 
3D qui permet à l’utilisateur d'explorer en détail la structure du réseau. Il est alors possible de 
cacher certains détails de l’affichage pour avoir une vue globale du système, mais on peut 
aussi se focaliser sur un élément particulier afin d’étudier sa structure. Les informations 
textuelles associées à chaque objet peuvent être affichées ou cachées en s’approchant ou en 
s’éloignant du nœud. Les dysfonctionnements du réseau étudié sont représentés dans des 
salles 3D. Par exemple, lors d’une alarme sur un élément, avec un simple clic de la souris sur 
le nœud correspondant, l’utilisateur est transporté dans une salle où sont détaillées toutes les 
informations concernant le statut de l’élément (Figure 1.33). Ces informations sont affichées 
sur des murs 3D. La structure topologique du réseau est affichée sous forme de graphe au 
dessus de la carte géographique du Royaume-Uni. Cette méthode permet de comprendre 
facilement l’emplacement géographique de chaque nœud et permet aussi de réaliser des 
interventions rapides en cas de problèmes car la corrélation entre les centraux, les lignes 
téléphoniques et la position géographique des noeuds est très forte.  
 
 
 
Figure 1.33 : Analyse d’un noeud dans une salle virtuelle 
 
On peut déjà constater l’avantage de l’utilisation des techniques de visualisation 3D dans les 
domaines comme le réseau téléphonique qui a une organisation spatiale claire et naturelle de 
Etat de l’art 
 60 
la structure du système à étudier. Il est donc plus facile de choisir les métaphores qui 
permettent de représenter graphiquement et sans ambiguïté le système à gérer, c'est-à-dire que 
les formes à utiliser doivent être moins abstraites puisqu’il s’agit de visualiser un système qui 
a une existence physique réelle. 
 
VENoM 
 
Il s’agit d’un environnement 3D conçu spécialement pour la visualisation d’un réseau haut 
débit tel que les réseaux ATM [Cubeta, 2002]. L’objectif principal de l’outil est de faciliter 
l’administration des réseaux complexes à grande échelle et hétérogènes, pour cela un 
ensemble de modules et applications sont proposés pour permettre aux administrateurs, 
pouvant être géographiquement dispersés, de collaborer ensemble dans l’exécution des tâches 
de gestion. La structure topologique et le comportement du réseau sont représentés 
graphiquement par l’intermédiaire de deux modules NetMon (Network Monitor) et PortMon 
(Port Monitor). Le premier module prend en charge l’affichage de la structure topologique du 
réseau par l’utilisation du protocole SNMP dans la collecte des informations de gestion. Les 
dispositifs sont affichés dans des salles 3D où les utilisateurs sont représentés par leurs avatars 
(Figure 1.34). Ce type d’affichage permet clairement d’analyser le système à étudier car 
l’utilisateur peut se déplacer dans toutes les salles où sont disposées les différentes ressources.  
 
 
 
Figure 1.34 : Salle machine 3D 
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Le module NetMon assure aussi la prise en charge de l’hétérogénéité des dispositifs. Ainsi, la 
forme de chaque dispositif est enregistrée dans une base de données de telle sorte qu’une 
forme spéciale est utilisée pour représenter un dispositif selon son constructeur. Comme il est 
difficile de mettre en évidence dans une salle 3D les relations hiérarchiques entre les 
dispositifs, une représentation 3D de la topologie du réseau sous forme de graphe est proposée 
dans une autre fenêtre. 
 
Pour explorer un élément afin d’étudier ses caractéristiques ou pour connaître ses états, il 
suffit de cliquer sur sa représentation 3D et on est transporté dans une salle où sont affichés en 
3D tous ses composants et les informations concernant leurs états. La figure 1.35 montre par 
exemple la visualisation 3D des caractéristiques d’une station de travail, le lecteur de 
disquette est représenté par une image de disquette 3D et la mémoire est représentée par une 
coupe de cerveau avec une animation qui permet d’identifier son utilisation. Pour connaître 
les informations statistiques sur les états de chaque composant, il suffit de cliquer sur l’icône 
3D qui le représente et des informations textuelles sont affichées sur une autre fenêtre. Pour 
revenir dans la salle principale on clique sur la porte marquée "exit".   
 
Le comportement dynamique du réseau est pris en charge par le deuxième module PortMon. 
Toujours avec le protocole SNMP, PortMon scrute continuellement les ports des dispositifs et 
leurs états sont affichés en 3D sur des murs virtuels. Par exemple, la figure 1.36 affiche sur un 
mur 3D les informations sur les dispositifs connectés sur un commutateur. Chaque port 
affiché sur le mur 3D représente un port physique. Sa couleur varie selon l’état du dispositif 
qui lui est connecté, la couleur rouge indique qu’il existe un problème de connexion avec le 
dispositif ou celui-ci est simplement inactif. En cliquant sur un port on obtient toutes les 
informations textuelles concernant le dispositif connecté comme son adresse IP, le type du 
dispositif et les données statistiques de son état. 
 
VENoM utilise un ensemble d’outils tels que des casques de la réalité virtuelle et des 
traqueurs comme outils d’immersion et d’interaction dans l’environnement 3D. Ainsi, 
l’utilisateur ne reste plus un simple observateur distant des données mais il devient une partie 
intégrante du système à étudier.  
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Figure 1.35 : Affichage 3D des caractéristiques d’une station de travail 
 
L’environnement proposé par VENoM permet donc aux administrateurs d’effectuer 
facilement les tâches de gestion car les différentes ressources à gérer sont représentées avec 
des formes dont ils sont familiers et la disposition de ces éléments dans les salles 3D facilite 
encore plus l’exploration du système. Cependant, ce type de présentation présente certains 
inconvénients tel que le manque de représentation des relations entre les dispositifs affichés 
dans une salle 3D et les autres dispositifs extérieurs. Il est alors impossible d’analyser 
visuellement la structure topologique et la performance du système car il manque justement la 
représentation graphique des flux de données entre les dispositifs. 
 
L’affichage sous forme de graphe de la topologie du réseau essaie de combler ce problème 
mais la représentation reste assez simpliste et n’a pas été conçue pour analyser la performance 
du système à partir des flux de données. 
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Figure 1.36 : Visualisation de ports de commutateurs avec PortMon 
 
CoRGi 
 
Cet outil [Schmidt, 1999] propose des métaphores de paysage naturel pour la visualisation de 
réseaux. Ainsi, un commutateur est représenté par une montagne et les postes de travail qui lui 
sont connectés sont affichés sous forme d’arbres qui poussent tout autour (Figure 1.37). Les 
caractéristiques des postes de travail (système d’exploitation, constructeur, etc.) sont 
représentées par la variété des arbres. La performance d’un commutateur par exemple est 
représentée par la variation du niveau de l’eau du lac situé près d’une montagne qui le 
représente. La relation entre deux dispositifs est représentée par une rivière qui lie deux arbres 
ou une montagne et un arbre. 
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Figure 1.37 : Métaphore de paysage naturel dans la représentation de réseau 
 
De plus, le volume des trafics entre deux dispositifs est représenté par la variation du niveau 
de la rivière qui lie deux objets dans le paysage.  
Un autre caractéristique intéressante de l’outil est l’utilisation du son 3D pour identifier un 
dysfonctionnement sur le réseau. Par exemple, le tonnerre est utilisé comme métaphore pour 
exprimer un problème sur un commutateur. Ainsi l’éclair et le son permettent d’identifier 
dans l’environnement 3D le commutateur source d’une alarme.  
 
Ce type de représentation permet de déduire qu’il existe plusieurs moyens de représenter 
visuellement un système complexe. Certes il n’existe aucune confusion ni saturation dans la 
représentation mais ce type de représentation donne déjà un enseignement sur l’importance du 
choix des métaphores pour éviter une forme trop abstraite qui peut compliquer encore plus la 
compréhension du système à visualiser. 
 
1.3.2 Les problèmes de la visualisation 3D 
Comme nous l’avons énoncé précédemment, le but de la visualisation basée sur les techniques 
3D est de fournir une compréhension encore plus accrue du système à étudier. Ceci consiste 
non seulement à offrir une représentation visuelle plus réaliste de la structure du système à 
gérer mais aussi à proposer une interface homme-machine facilitant la manipulation et 
l’exploitation des données. La chute rapide du prix des ordinateurs personnels a permis au 
grand public de disposer d’outils informatiques performants capables de générer des images 
3D de haute qualité. Mais un autre problème de la visualisation 3D des systèmes complexes 
Etat de l’art 
 65
est la fluidité d’une animation car contrairement à la visualisation 2D, le temps nécessaire à 
l’affichage d’une image 3D est plus important. Ceci peut réduire considérablement l’efficacité 
de la visualisation car les changements effectués par l’utilisateur suite à son interaction avec 
le système ne sont plus reflétés immédiatement à l’affichage. Il peut alors percevoir une 
animation comme un saut plutôt qu’une transition fluide, ce qui l’oblige à fournir un effort 
plus important dans la compréhension du comportement du système. On constate souvent ce 
genre de problème quand le dispositif de visualisation n’a pas assez de ressources nécessaires 
à l’affichage 3D d’une image de haute résolution et surtout pendant l’exploration (rotation, 
translation, zoom) d’une structure complexe. 
Un autre problème qui peut nuire à l’efficacité de la visualisation utilisant les techniques du 
monde 3D est le manque de représentation des relations entre les différents éléments d’un 
système. En effet, le meilleur moyen pour comprendre la structure d’un système est la 
représentation des relations entre ses composants qui permettent non seulement de connaître 
la hiérarchie entre eux mais aussi d’étudier les flux de données qui sont importants dans 
l’analyse de la performance des ressources à gérer. C’est la raison pour laquelle, comme nous 
avons pu le remarquer, la plupart des outils présentés ci-dessus proposent à la fois des 
modules pour la visualisation de la topologie du système à étudier et des environnements 3D 
qui essayent de proposer une reproduction proche de la réalité.  
 
La navigation dans une scène 3D peut poser aussi un grand obstacle dans l’exploration d’un 
système complexe [Abel, 2000]. En effet, comme pour le cas du monde 3D, il est facile pour 
l’utilisateur de perdre son orientation après s’être déplacé d’une salle à une autre ou d’un 
bâtiment à un autre car il manque l’affichage de la structure du système montrant les relations 
hiérarchiques entre les différents éléments. Une solution à ce problème est d’afficher dans une 
autre fenêtre la position de l’utilisateur dans la structure du système. Mais cette méthode peut 
dévier l’attention de l’utilisateur car il sera tenté de basculer d’une fenêtre à une autre pour 
vérifier sa position et en même temps se concentrer dans l’exploration du système. 
  
Une autre leçon qu’on peut tirer des représentations proposées par les outils que nous venons 
d’étudier est le choix de métaphore car les données de gestion relatives au système comme les 
réseaux informatiques font référence à des objets qui ont une existence physique réelle. Les 
techniques de visualisation proposées peuvent donc être plus efficaces lorsque les éléments à 
gérer sont représentés avec des formes plus proches de leurs formes réelles.  
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Nous avons pu aussi remarquer à travers les différents outils de visualisation qu’il est 
possible, avec les outils d’interaction de faciliter encore plus l’administration d’un système 
complexe quand celui-ci est représenté avec des formes bien adaptées. Mais il reste encore le 
problème de l’interaction avec l’environnement 3D dans la gestion d’un système complexe. 
En effet, s’il est possible de manipuler, de toucher et de saisir les objets avec des outils 
comme les gants et de sentir des effets avec des outils à retour d’effort (comme le 
PHANToM), il n’existe pas encore actuellement un outil abordable et efficace qui permet à la 
fois d’effectuer ces gestes, donc de toucher et de sentir en même temps les effets. Cet 
inconvénient fait partie des problèmes qu’il faut encore résoudre pour améliorer l’efficacité 
des techniques qui utilisent le monde 3D [Rorke, 1998]. 
1.4 Conclusions et critiques 
La représentation 3D a apporté une grande avancée dans la visualisation d’un système 
complexe. Il est facile de constater que la troisième dimension offre une grande possibilité 
d’affichage par rapport à l’affichage 2D. Nous avons vu que l’affichage de la structure de 
réseau avec une carte géographique en 3D (un globe 3D ou une carte 2D avec flux de données 
en 3D) offre une vue plus nette et plus claire du système à étudier. La troisième dimension 
offre plus de possibilités dans la disposition des nœuds dans le cas de l’affichage de la 
structure topologique de réseaux. D’ailleurs tous les algorithmes utilisés dans l’optimisation 
des affichages en 2D s’adaptent aussi pour les affichages 3D, ce qui permet alors de disposer 
efficacement plusieurs éléments dans un espace réduit et de visualiser ainsi un système avec 
une structure plus complexe.  
 
Contrairement à la visualisation scientifique où les données peuvent être représentées avec 
des formes abstraites, les éléments qui forment la structure d’un réseau ont une existence 
physique, donc leurs représentations nécessitent des formes plus appropriées de préférence 
moins abstraites. L’un des avantages avec l’affichage 3D est qu’il permet de créer des formes 
complexes pour représenter les différents dispositifs d’un réseau. En effet, il est plus facile 
pour un utilisateur d’analyser visuellement un système avec des éléments qui sont représentés 
par des formes dont il est familier [Abel, 1999]. Et sachant que nous vivons dans un monde où 
les objets sont représentés en 3D, alors la représentation d’un système avec cet affichage ne 
fait que faciliter la perception de sa structure [Gershon, 1995]. En 2D, à part l’exploration 
hiérarchique de la structure d’un système, il n’y a en général que trois moyens de navigation, 
le déplacement de gauche à droite, de haut en bas et le zoom. En 3D, tous les outils que nous 
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avons cités proposent les techniques de rotation, de translation et de zoom qui permettent de 
mettre en évidence les différents détails nécessaires à l’analyse de la structure et du 
comportement du système à gérer.    
 
Tous les avantages offerts par la visualisation 3D dont nous profitons aujourd’hui n’auraient 
pas été possibles sans les avancées technologiques réalisées ces dix dernières années. En 
particulier les performances offertes par les cartes graphiques grâce à l’utilisation des 
processeurs graphiques et l’apparition des processeurs encore plus performants qui ont permis 
le développement des applications qui peuvent être exécutées sur des ordinateurs personnels. 
Ensuite l’apparition des bibliothèques graphiques libres comme OpenGL, VRML ou Java3D a 
simplifié considérablement la complexité de la programmation 3D. Toutes ces possibilités ont 
fait avancer les recherches sur des nouvelles approches de visualisation des systèmes 
complexes car il devient plus facile aux laboratoires d’accéder aux dispositifs permettant 
d’expérimenter les technologies 3D.  
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Chapitre 2 : Les facteurs d’une bonne visualisation de 
systèmes complexes 
Ce chapitre est consacré à l’étude des facteurs essentiels pour une bonne visualisation de 
systèmes complexes et les différentes techniques qui peuvent réduire les efforts cognitifs 
nécessaires au processus de leur compréhension. Il se divise en quatre sections, la première se 
propose d’étudier les facteurs qui peuvent favoriser l’efficacité d’une représentation afin 
d’offrir une vue d’ensemble du système à étudier. La deuxième section est consacrée aux 
études des techniques qui permettent d’explorer le système à étudier et d’accéder ainsi 
rapidement aux détails des informations. Nous proposons, dans la troisième section, un 
tableau récapitulatif résumant toutes les caractéristiques des outils selon les différents facteurs 
que nous allons étudier. Nous terminons à la quatrième section par les leçons que nous 
pouvons tirer de ces études. 
 
Nous avons pu remarquer, à travers les différents outils présentés, la variété des techniques de 
représentation utilisées dans la visualisation de réseaux informatiques et de 
télécommunications. Sans les avancées technologiques, les différents systèmes et les 
techniques de visualisation 2D et surtout 3D n’auraient probablement pas connu les succès 
dont nous profitons actuellement. Cependant ces mêmes technologies sont aussi les facteurs 
de la complexité de la structure des systèmes actuels, non seulement par les caractéristiques 
des données que les différentes ressources génèrent mais aussi par la performance de ces 
ressources. Le vrai défi dans l’administration de tels systèmes est la durée nécessaire à 
l’analyse et à l’interprétation de chaque événement généré par les ressources avant de prendre 
une décision adéquate afin d’assurer le bon fonctionnement du système. Depuis quelques 
années la visualisation a attiré des attentions particulières et est considérée comme une 
nouvelle approche qui permet d’effectuer efficacement les différentes tâches de gestion des 
systèmes complexes. Nous avons pu remarquer aussi, au premier chapitre, que le domaine de  
l’administration de réseaux est un domaine très large dont les tâches de gestion sont 
complexes. A cause de cette complexité, il n’existe pas actuellement un outil d’administration 
de réseaux qui permet d’effectuer totalement toutes les tâches de gestion. Chaque outil 
proposé par les sociétés de développement de logiciel ou par les laboratoires de recherche 
essaie de proposer des techniques ou des approches pour un domaine de gestion particulier. 
La seule caractéristique partagée par la plupart des outils d’administration de réseaux 
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développés ces dernières années est l’utilisation des techniques de visualisation dans l’analyse 
de la structure des systèmes et des événements générés par ses éléments.  
 
Evaluer la performance de ces outils est une tâche très difficile d’autant plus qu’ils sont basés 
sur des techniques de visualisation aussi difficiles voir impossible à évaluer de façon absolue 
[Hascoët, 2003]. En effet, si on se réfère à la définition la plus pertinente du terme 
visualisation d’information selon laquelle il s’agit d’outils pour faciliter le processus de 
compréhension d’un système ou d’un phénomène, alors il est difficile de savoir quelle partie 
de l’application de visualisation a réellement aidé dans l’accomplissement d’une tâche. Certes 
certains aspects des applications de visualisation peuvent être évalués car ils sont 
quantifiables dans le sens où l’on peut comparer deux applications selon leur rapidité ou selon 
leur capacité à afficher un certain volume de données. Par exemple, une application de rendu 
peut être évaluée selon sa rapidité ou selon la qualité d’affichage, mais il n’existe pas encore 
actuellement de critères qui permettent d’évaluer universellement et de façon absolue 
l’efficacité d’une application de visualisation. Une méthode que l’on peut adopter pour 
évaluer l’efficacité d’une application de visualisation est l’étude du pourcentage d’utilisateurs 
qui sont satisfaits ou non de l’apport de l’application dans la compréhension d’un système. 
Pour cela, les tests utilisateurs peuvent être plus rigoureux, plus précis et doivent permettre de 
savoir non seulement la satisfaction des utilisateurs mais de savoir aussi s’il existe ou non de 
réels avantages obtenus dans l’accomplissement d’une tâche particulière [Munzner, 2000]. 
  
Cependant, malgré la difficulté de l’évaluation des techniques de visualisation il existe de 
nombreux travaux qui essaient de définir certains facteurs et techniques qui peuvent favoriser 
l’efficacité de la visualisation des systèmes complexes en particulier les réseaux 
informatiques. Les avancées technologiques réalisées ces dernières années au niveau matériel 
et logiciel ont permis de créer des interfaces graphiques intuitives permettant de réduire 
considérablement les efforts nécessaires à la visualisation des systèmes complexes. L’objectif 
principal des outils de visualisation est de trouver des moyens qui permettent de réduire la 
complexité visuelle d’une représentation graphique et d’améliorer la perception humaine d’un 
système tout en offrant des possibilités d’interaction avec l’affichage [Xiao, 1992]. Selon les 
tâches couvertes par la visualisation, les techniques utilisées peuvent être divisées en trois 
catégories : la présentation, l’analyse exploratoire et l’analyse confirmative. 
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La présentation : c’est la première caractéristique de la visualisation de données car la 
présentation constitue la première étape du processus d’analyse visuelle d’une représentation 
graphique. Les techniques proposées dans la présentation doivent permettre alors aux 
utilisateurs de voir et de comprendre facilement la structure des données et le concept que ces 
données représentent. Un exemple des techniques les plus utilisées dans la présentation 
d’informations est la représentation graphique [Rober, 2000] : « Graphics are a mean to 
display facts about the data in a way that others can see and understand the underlying 
structure and the hypothesis about the data ». 
    
L’analyse exploratoire : elle caractérise le deuxième aspect de la visualisation de données. 
En effet, certaines caractéristiques importantes des informations ne sont pas immédiatement 
présentes dans l’affichage, donc il est nécessaire d’utiliser des techniques qui permettent de 
les mettre en évidence afin de mieux appréhender le concept du système à étudier. L’analyse 
exploratoire définit donc l’ensemble des techniques qui permettent de résoudre visuellement 
des problèmes logiques par l’identification des relations entre les données et leurs propriétés. 
Une des techniques les plus efficaces dans l’exploration de données est l’interaction car elle 
permet non seulement de naviguer à travers la structure des données mais elle permet aussi à 
l’utilisateur de participer dans l’analyse du système à étudier au lieu de rester comme un 
simple observateur. 
 
L’analyse confirmative : il s’agit d’une autre caractéristique de la visualisation de données. 
Pour faciliter la vérification de certaines hypothèses faites sur des données, les techniques de 
visualisation sont parfois plus efficaces par rapport aux représentations textuelles. Par 
exemple, il est plus facile d’interpréter des données dont les caractéristiques sont affichées 
sous forme de graphe ou sous forme de diagramme. Ainsi, les techniques de visualisation sont 
très souvent utiles pour confirmer ou rejeter des hypothèses faites sur des données. 
 
Notre objectif dans cette thèse est d’étudier l’apport de certaines techniques de visualisation 
telle que les techniques de la visualisation 3D dans l’administration de systèmes complexes. 
Par conséquent, nous nous intéressons plutôt aux deux premières catégories des techniques de 
visualisation afin de proposer des outils permettant de visualiser efficacement la structure des 
systèmes complexes et d’identifier facilement les relations entre les données.  
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Il existe de nombreux travaux qui essaient de proposer des principes qui permettent de savoir 
pourquoi et comment un outil de visualisation apporte réellement des avantages dans la 
compréhension d’un système ou d’un phénomène réel. Ces différents principes servent de 
directive dans la conception d’une représentation visuelle afin que n’importe qui puisse 
comprendre facilement la structure des données et les idées qu’elles communiquent. 
Shneiderman [Shneiderman, 1996] a résumé le principe général pour une bonne visualisation 
d’information avec son célèbre mantra : “The Visual Information Seeking Mantra is: 
Overview first, zoom and filter, then details on demand” qu’on peut traduire largement par : 
fournir tout d'abord une vue d'ensemble, puis zoomer,  filtrer et enfin détailler à la demande. 
Ce précepte explique en fait que la perception visuelle de l’être humain est orientée tout 
d’abord vers la vue globale d’une scène ou d’une représentation avant de s’intéresser aux 
détails. Cette caractéristique de la perception visuelle humaine a été démontrée aussi par les 
travaux de [Myers, 2000] et est exploitée par la plupart des techniques de visualisation 
d’informations. En effet, représenter un grand volume de données sur un espace aussi réduit 
qu’une feuille de papier ou un écran d’ordinateur personnel relève d’un grand défit. Suite à 
cette contrainte, toutes les capacités visuelles de l’homme ont été étudiées.  Afin d’établir les 
facteurs essentiels pour une visualisation efficace, Bénédicte Le Grand [Le Grand, 2001] 
exprime le précepte de Shneiderman en terme de représentation et de navigation tandis que 
Ulrika Wiss & David Carr [Wiss, 1998] l’interprètent par trois aspects cognitifs tels que 
l’attention, l’abstraction et la corrélation. 
2.1 Les facteurs de la représentation 
Selon le mantra de la recherche visuelle d’informations, la première étape du processus de la 
visualisation est d’offrir une vue globale ou d’ensemble du système à étudier. Cette étape est 
très importante car elle permet d’introduire le concept du système ou du phénomène à étudier. 
Les techniques à utiliser pour représenter les informations doivent permettre aux utilisateurs 
d’identifier immédiatement le principal centre d’intérêt du système à étudier afin de pouvoir 
déterminer par où commencer l’exploration. En d’autres termes, la représentation graphique 
doit permettre initialement de comprendre la généralité du système à étudier pour que 
l’utilisateur puisse formuler certaines hypothèses qu’il va vérifier par la suite par d’autres 
moyens. Nous allons détailler ci-après les différents éléments qu’on doit prendre en compte 
pour offrir une bonne qualité de représentation.  
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2.1.1 Le choix de métaphore 
La visualisation est l’utilisation des techniques pour représenter visuellement les images 
mentales que nous formons à propos d’une information. Pour cela, on utilise des éléments 
graphiques comme des syntaxes visuelles pour représenter la sémantique d’une information. 
On appelle codage visuel l’ensemble de tous les éléments graphiques à utiliser pour 
représenter une information [Munzner, 2000]. La combinaison de plusieurs codages visuels 
dans un espace d’affichage forme une métaphore visuelle complète. Le processus de création 
d’une métaphore visuelle commence par le choix des codages visuels à utiliser. En général, 
les principaux codages visuels les plus utilisés pour représenter une information sont la taille, 
la longueur, la largeur, la couleur (luminosité, tonalité, saturation), la texture, la courbature, 
l’angle et la forme. A partir de ces éléments, on crée des représentations visuelles pouvant 
avoir une forme simple ou complexe selon la qualité de l’affichage recherchée, mais ces 
éléments n’ont pas la même efficacité selon le type de données à visualiser (numérique : des 
données dont on peut évaluer la valeur quantitative, ordinal : données non numériques mais 
qui ont des ordres conventionnels comme les jours de la semaine, nominal : données qu’on ne 
peut pas évaluer numériquement et qui n’ont pas d’ordre conventionnel comme les noms de 
personnes ou de fruits). En effet, si la taille et la longueur sont efficaces pour coder 
visuellement des données quantitatives (exemple volume de flux de données, charge de 
processeurs, etc.), elles sont par contre inappropriées pour des données nominales ou 
ordinales.  Autre exemple, la tonalité de couleur est très efficace pour distinguer des données 
nominales mais elle est moins efficace pour des données quantitatives. L’efficacité des 
codages visuels dépend donc du type d’information à représenter [Mackinlay, 1986].  
  
Selon la connaissance de l’utilisateur, il existe des domaines qui lui sont familiers ou non, 
donc il est nécessaire de considérer cet aspect avant de choisir une métaphore adéquate pour 
minimiser les efforts cognitifs nécessaires à la compréhension du système à étudier. Le terme 
familiarité a un sens très important dans le choix d’une métaphore car il permet de faciliter 
l’identification des différents éléments du système à étudier et leurs relations. Par exemple, la 
représentation d’un PC (Personnal Computer ou ordinateur personnel) sous forme d’un écran 
en trois dimensions peut être considérée par une personne qui n’a jamais vu un PC comme un 
poste téléviseur. Mais il est plus facile d’expliquer à cette personne qu’il s’agit d’un PC que si 
ce dernier a été représenté par un simple rectangle. La conception d’une métaphore peut donc 
amener à la mise en œuvre de deux domaines, le domaine cible (dans cet exemple 
l’informatique) et le domaine dont l’utilisateur est familier (le média et le poste téléviseur). 
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Dans la plupart des cas des systèmes complexes tels que les réseaux informatiques, il est 
cependant difficile de penser qu’une personne sans compétence en réseau va effectuer les 
tâches d’administration. Comme les différents éléments de tels systèmes ont souvent une 
existence physique réelle, il est important de choisir des formes familières qui permettent de 
comprendre facilement le système à étudier afin d’améliorer la lisibilité de sa structure. En 
d’autres termes, le choix d’une métaphore occupe une place importante dans la présentation 
d’une information car des métaphores bien choisies offrent des moyens d’introduire aux 
utilisateurs les concepts du système à étudier par l’analogie avec les objets du monde réel dont 
ils sont familiers [Newman, 1995].   
 
Le choix de métaphore dans la représentation visuelle d’un système peut alors être utilisé 
comme paramètre pour évaluer l’efficacité d’une visualisation. En effet, il est plus facile de 
savoir si les techniques de présentation proposées par un outil sont plus efficaces que celles 
proposées par d’autres outils. Pour cela, il suffit juste de faire évaluer successivement par des 
utilisateurs les outils destinés à la visualisation d’un même système.  
 Offrir une vue d’ensemble d’un système veut dire non seulement proposer des métaphores 
visuelles pour représenter efficacement les données mais les métaphores utilisées doivent 
aussi mettre en évidence la structure du système. Cependant, afficher la structure d’un 
système complexe sur un espace réduit est une tâche très difficile. Et c’est la raison pour 
laquelle la plupart des outils de visualisation 2D s’intéressent plutôt au positionnement spatial 
des différents éléments qu’à leurs formes. Nous pouvons constater cet aspect de la 
visualisation avec les outils de visualisation 2D de réseaux dont les dispositifs sont souvent 
représentés par des formes simples telles que des rectangles ou des cercles. Alors que des 
efforts importants ont été consacrés pour trouver des techniques qui permettent de disposer 
efficacement sur un affichage les éléments d’un système. En effet, les éléments graphiques ne 
facilitent en rien la compréhension s’ils ne sont pas bien disposés dans l’affichage et si leurs 
relations ne sont pas mises en évidence. Le positionnement spatial des éléments graphiques 
est alors considéré comme la couche la plus importante de la visualisation de données, et nous 
allons porter une attention particulière à cet aspect dans la partie suivante car il constitue un 
facteur fondamental dans le choix de métaphore.   
2.1.2 La disposition spatiale 
La tâche la plus difficile dans la visualisation d’information est de trouver des moyens qui 
permettent de disposer efficacement les éléments graphiques afin d’identifier facilement la 
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structure du système à étudier. Ce problème est encore accentué par l’augmentation incessante 
du volume de données dû à la présence de plus en plus dominante de l’informatique dans la 
vie quotidienne. Si le problème de l’administration des systèmes complexes était auparavant 
le manque d’information relatives aux ressources à gérer, actuellement le grand défit réside 
dans l’exploitation du volume de données générées par ces ressources. En effet, l’abondance 
des informations de gestion ne veut pas dire automatiquement la disposition évidente des 
données exactes permettant d’effectuer efficacement les tâches de gestion. La tâche prioritaire 
dans la visualisation de tels systèmes est donc de trouver des techniques qui permettent de 
répartir efficacement les différents éléments dans l’affichage tout en tenant compte des 
relations structurelles entre eux. 
  
En d’autres termes, les éléments composant le choix de métaphores dans la représentation 
graphique peuvent être représentés par deux couches bien distinctes (Figure 1.34). La couche 
de base, qui est la couche la plus importante, résume les techniques de disposition des 
éléments graphiques dans l’affichage. Elle est importante non seulement parce qu’elle permet 
de mettre en évidence les relations entre les données mais elle permet aussi de définir 
comment doivent être disposés les éléments graphiques pour faciliter la compréhension de la 
structure du système à étudier. En effet, selon la disposition des éléments graphiques, on peut 
comprendre facilement, même si aucun lien n’est tracé, s’il existe une quelconque relation 
sémantique entre deux objets. Par exemple, afficher deux d’objets très proches l’un contre 
l’autre permet d’imaginer qu’il existe une relation entre eux, tandis que s’ils sont éloignés 
alors on a l’impression qu’ils ne partagent aucune relation. La deuxième couche permet de 
choisir les codages visuels à utiliser pour représenter les éléments et leurs relations. Tous les 
éléments graphiques comme les points, les lignes, les formes complexes créées à partir des 
codages visuels peuvent être disposés de manière bien adaptée pour former une bonne 
métaphore visuelle. 
 
Certes, le processus de création d’une représentation visuelle commence par le choix des 
éléments graphiques pour identifier une ressource, mais la partie la plus importante dans ce 
processus est l’organisation de ces éléments dans l’espace d’affichage. En général, la 
représentation visuelle la plus utilisée dans la visualisation des systèmes complexes est le 
graphe car il permet d’étudier facilement les relations structurelles entre les différents 
éléments en représentant les ressources à gérer par des formes simples ou complexes et leurs 
relations par des liens. Nous allons étudier en détails l’importance de graphes dans la 
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visualisation de systèmes complexes tels que les réseaux informatiques dans le chapitre 
suivant. 
 
Couche de base 
Disposition graphique 
Couche secondaire 
Création des codages 
visuels 
 
 
Figure 2.1 : Différentes couches de la représentation graphique 
 
Une autre caractéristique des techniques de présentation dont il faut tenir compte pour offrir la 
vue globale dans la visualisation est la quantité d’information à fournir aux utilisateurs. En 
effet, il n’est pas nécessaire de présenter immédiatement tous les détails, la première étape de 
la visualisation doit permettre uniquement de connaître la généralité du système à étudier. En 
effet, présenter en même temps tous les détails de la visualisation peut saturer l’affichage, et 
cela peut entraîner le désintérêt de l’utilisateur car il sera obligé de faire encore plus d’efforts 
pour comprendre la structure et les fonctionnalités du système à étudier. Une fois que les 
centres d’intérêt du système à gérer sont identifiés, les utilisateurs commencent à formuler des 
hypothèses qu’ils peuvent par la suite vérifier avec les différents détails. Mais avant cela, les 
techniques de visualisation doivent déjà permettre d’examiner certaines caractéristiques du 
système. Il existe plusieurs techniques qui permettent de mettre en évidence ces 
caractéristiques, souvent dénommées techniques de transformation de vues. 
2.1.3 Les relations entre les données 
Il existe plusieurs techniques d’affichage selon le type et les caractéristiques de données à 
visualiser, mais le moyen le plus simple pour choisir la meilleur technique d’affichage qui 
peut correspondre au système ou au phénomène à étudier est de poser la question suivante : is 
there an inherent relation among the data elements to be visualized ? [Herman, 2000] qu’on 
peut traduire largement par : existe-t-il des relations inhérentes entre les données à visualiser ? 
Si la réponse à cette question est non alors il s’agit de données non structurées donc la mise en 
évidence de leurs relations n’est pas importante, par contre si la réponse est oui, alors les 
techniques d’affichage à utiliser doivent impérativement tenir compte des relations entre les 
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données pour faciliter la compréhension de la structure du système à étudier. Ainsi, comme 
dans la plupart des systèmes complexes les données sont souvent sémantiquement structurées, 
il est alors impératif de mettre en évidence leurs relations hiérarchiques. Pour cela, il suffit de 
dessiner des liens entre les éléments graphiques afin de représenter les relations entre les 
différentes ressources. Grâce à ces liens, on peut non seulement connaître le rôle de chaque 
ressource du système à étudier mais aussi connaître facilement la circulation des flux de 
données entre ces ressources. Enfin, la connaissance de la hiérarchie des éléments affichés 
sous forme d’un arbre ou d’un graphe permet de connaître par où commencer la navigation 
afin d’obtenir tous les détails inconnus. Quelque soit les techniques de la visualisation 
utilisées, 2D ou 3D, l’affichage de la structure hiérarchique des données est très important, et 
si cet aspect n’est pas pris en compte par l’outil de visualisation alors son efficacité ne sera 
pas optimale. 
 
2.1.4 Les techniques de transformation de vues 
Quelque soit le type d’information à visualiser, le problème commun de la conception d’outil 
de visualisation est le rapport entre l’espace d’affichage et le volume de données. 
Actuellement, le contraste apporté par l’évolution technologique fait que l’écran des 
dispositifs pour afficher les données devient de plus en plus réduit alors que le volume de ces 
données ne cesse d’augmenter. Ce problème est résumé par [Robert, 2001] par « Too much 
data, too little display area ». Les techniques suivantes sont presque systématiquement 
implémentées par les outils de visualisation pour résoudre ce genre de problème. 
 
Le zoom : c’est une technique qui consiste à grossir ou à réduire l’affichage. Cette technique 
est proposée presque par tous les outils de visualisation, par exemple elle est très utile et 
efficace dans le domaine de la cartographie. Il existe deux variantes de zoom : le zoom 
géométrique qui permet, en agrandissant ou en rétrécissant, d’ajuster l’image sur l’écran et le 
zoom sémantique qui permet de montrer certains détails d’une information lorsqu’on 
s’approche d’une zone particulière. Toutes les bibliothèques graphiques 3D développées ces 
dernières années proposent automatiquement l’implémentation de cette technique, mais elle 
nécessite par contre certains moyens pour l’utiliser dans la visualisation 2D. Les interfaces 
graphiques 2D qui intègrent le mécanisme de zoom sont souvent appelées interfaces 2.5D. Le 
seul inconvénient de la technique de zoom géométrique est qu’elle ne permet que de grossir 
ou de réduire l’affichage tout entier. Les bibliothèques graphiques développées récemment 
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(par exemple Java3D, VRML) ont résolu ce problème en permettant de zoomer sur un 
élément quelconque dans l’affichage. De nouvelles techniques de zoom ont été développées 
par ([Björk, 1998], [Holmquist, 1998], [Björk, S. 2000]). Une de ces techniques s’appelle 
« flip zooming » et s’applique surtout dans la visualisation des données numériques ou 
ordinales. En fait, elle permet de mettre en évidence une donnée par rapport aux autres tout en 
tenant compte de leur ordre (Figure 2.2). 
 
  
 
Figure 2.2 : Zoom avec la technique flip zoom 
 
Dans cette figure, les éléments mis en évidence sont les valeurs numériques 2 et 6, et nous 
remarquons que l’ordre de tous les éléments affichés est bien gardé. La disposition des 
éléments s’adapte automatiquement selon l’élément ou la valeur à zoomer.  
 
La translation et la rotation : Ces deux méthodes permettent de mettre en évidence certains 
détails de l’affichage. En déplaçant ensemble tous les éléments de l’affichage (de gauche à 
droite ou de haut en bas), on peut mettre en évidence les éléments qui sont disposés au centre 
de l’affichage. En trois dimensions, la rotation permet de combler le problème d’occlusion. La 
rotation sur les trois axes (x, y, z) est très utile pour afficher toutes les relations entre les 
éléments graphiques.  
 
Le contexte et le point d’intérêt : l’objectif de cette méthode est de garder la vue globale du 
système à étudier tout en permettant aux utilisateurs de se focaliser sur une zone ou un 
élément particulier de l’affichage. Par rapport au mécanisme de zoom, cette méthode offre des 
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avantages plus intéressants car seuls le ou les éléments focalisés sont mis en évidence tandis 
que les autres éléments restent à leurs positions. Les deux techniques qui proposent ces 
méthodes sont Fisheye View (vue oeil de poisson) et Magic lens (loupes magiques). La 
technique de Fisheye View [Sarkar, 1992] consiste à déformer l’affichage en élargissant le 
centre d’intérêt avec plus de détails tandis que le reste de l’affichage est montré d’une façon 
réduite et moins détaillée. Tous les objets au centre de l’objectif de la lentille de type œil de 
poisson sont donc agrandis considérablement alors que les autres objets sont affichés de plus 
en plus petits lorsqu’ils sont éloignés du centre. L’effet immédiat de cette optique est qu’on 
s’intéresse plus aux objets affichés au centre de l’affichage qu’aux objets dans la périphérie 
(Figure 2.3).  
  
Magic Lens [Bia, 1993] fonctionne à peu près de la même manière que Fisheye View, mais la 
vue par œil de poisson permet de garder le contexte tout en mettant en évidence au centre 
d’affichage un élément particulier alors que la loupe magique permet d’afficher par 
grossissement tous les éléments qui se trouvent aux alentours d’une zone et qui peuvent être 
cachés suite à une superposition. La loupe magique fonctionne donc comme une loupe réelle 
pour faire apparaître certains détails dans un document.   
 
 D’autres techniques ont des similarités avec Fisheye View et Magic Lens, par exemple les 
Perspective Wall (mur en perspective) de Mackinlay [Mackinlay, 1991] et Document Lens 
(lentilles à document) de Robertson [Robertson, 1993]. La technique proposée dans 
Perspective Wall permet aussi à l’utilisateur de se concentrer sur un secteur particulier de 
l’affichage, tout en maintenant le contexte. Cette technique consiste à visualiser des éléments 
représentés en 2D sur une structure 3D. L’avantage de PerspectiveWall par rapport à Fisheye 
View est qu’elle ne souffre pas du problème de surcharge d’information car elle ne se base pas 
sur le positionnement des éléments graphiques pour accentuer le niveau de détails.  
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Figure 2.3 : Affichage par fisheye view 
 
Son principe consiste juste à visionner à tout moment une zone de données tandis que les 
zones adjacentes sont pliées de chaque côté. Par rotation autour d’un axe (généralement l’axe 
des y), le mur tourne pour amener la prochaine zone au centre et le contexte se met à jour 
automatiquement (Figure 2.4). 
 
Comme son nom l’indique, Document Lens est un ensemble de techniques destinées à la 
visualisation de documents. Les documents sont disposés sur une grille dans l’ordre de la 
lecture et affichés en miniature sous forme d’imagettes de pages (Figure 2.5). Dans la vue 
globale, les différents documents ne sont pas lisibles mais leur aspect en miniature permet 
d’identifier le document recherché. En pointant sur l’indexe du document recherché, la grille 
se transforme pour positionner ledit document au centre de l’affichage et le rend ainsi lisible. 
Le document recherché devient lisible tout en conservant le contexte des autres documents.  
 
Avec les techniques comme Document Lens et Perspective Wall il est plus rapide d’extraire 
certains détails de la visualisation. Par contre Document Lens nécessite un espace plus 
important pour afficher le document recherché. Certes ces deux techniques sont appliquées 
dans des domaines qui n’ont aucune similarité avec les réseaux informatiques, par contre elles 
donnent des idées intéressantes pour l’analyse de la vue globale d’un système complexe. 
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Figure 2.4 : Le perspective wall 
 
On peut imaginer par exemple d’appliquer Fisheye view ou Perspective Wall pour visualiser 
la structure d’un réseau informatique. D’ailleurs Fisheye View a déjà été utilisé dans la 
visualisation de réseaux de télécommunication. 
 
 
 
Figure 2.5 : Visualisation de document avec document lens 
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Les filtres : il s’agit des techniques qui permettent d’améliorer la qualité d’affichage 
particulièrement importantes lorsqu’on manipule une grande quantité d’informations. En 
effet, la vue globale peut être impossible quand le volume de données est devenu trop 
important ou lorsque ces données ont des caractéristiques trop complexes pour être affichées 
sur un petit espace d’affichage. Dans ce cas, il est nécessaire de fournir des moyens qui 
permettent de filtrer les informations ou les sous-ensembles d’informations qui intéressent 
l’utilisateur. Selon la connaissance de l’utilisateur du domaine à étudier, les filtres peuvent 
être formulés avant l’affichage pour ne faire apparaître que les éléments intéressants. En 
positionnant les filtres après l’affichage, on permet aux utilisateurs d’extraire des informations 
à partir du centre d’intérêt qu’ils identifient dans la vue globale. Il existe plusieurs manières 
de poser des filtres. On peut mettre à la disposition des utilisateurs une interface textuelle sous 
forme de panneau de contrôle qui permet de formuler des requêtes filtrant les informations 
intéressantes correspondant à certains critères bien précis, et l’affichage sera rafraîchi selon 
les informations retournées par les requêtes. Cette méthode est très pratique et intégrée dans la 
plupart des outils de visualisation, mais interagir directement avec les éléments affichés paraît 
plus efficace car l’utilisateur constate directement le résultat de son action [Shneiderman, 
1997]. Par exemple, on peut utiliser des méthodes qui permettent de sélectionner 
graphiquement à l’aide d’un pointeur de la souris un groupe d’éléments pour générer ensuite 
un affichage centré uniquement sur ces éléments. 
  
Un autre moyen qui permet de filtrer visuellement les données est l’utilisation de codages 
visuels tels que la couleur, la forme, la texture ou même l’animation. Par exemple, en codant 
un objet ou un groupe d’objet par une couleur spéciale, par une forme particulière ou par une 
texture, on permet de le distinguer par rapport aux autres. De même, afficher très proche les 
objets qui partagent des caractéristiques communes permet de les distinguer les uns des 
autres. 
 
Toutes les techniques que nous venons d’exposer sont très utiles pour identifier les principaux 
centres d’intérêt d’un système à étudier. Le principe de base de ces techniques est de 
permettre à l’utilisateur de se concentrer sur un élément particulier dans l’affichage. Pour des 
objets statiques l’attention humaine est par nature toujours orientée vers le centre de 
l’affichage. C’est pourquoi les techniques que nous venons d’étudier sont toutes basées sur ce 
principe. Bien qu’elles ne permettent pas d’accéder directement aux détails de l’affichage, 
elles permettent déjà d’introduire le concept du système ou du phénomène à étudier par la 
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manipulation de l’ensemble des éléments graphiques. A partir des connaissances acquises 
dans cette étape, les utilisateurs pourront ensuite s’intéresser réellement à l’exploration 
détaillée de la visualisation afin de vérifier les hypothèses qu’ils formulent à propos du 
système. Nous allons étudier dans la section suivante l’importance de l’exploration de 
données dans la visualisation d’information.  
2.2 Les facteurs d’exploration 
Souvent on juge la qualité d’une visualisation selon l’efficacité des techniques d’exploration 
qu’elle propose. Sachant qu’il n’est pas nécessaire ni intéressant d’offrir tous les détails dans 
la vue globale afin de faciliter l’identification des principaux centres d’intérêt du système à 
étudier, les techniques d’exploration sont importantes pour permettre aux utilisateurs 
d’accéder rapidement aux informations inconnues. En fait, un autre objectif important de la 
visualisation est de permettre la recherche visuelle d’informations pour résoudre 
graphiquement des problèmes ou confirmer certaines hypothèses faites sur les données. Pour 
cela les techniques utilisées dans la navigation doivent permettre de communiquer aux 
utilisateurs toutes les caractéristiques de l’information. 
En visualisation, les termes navigation et exploration désignent à peu près les mêmes tâches. 
Ils se distinguent uniquement selon la dimension de l’espace de présentation. Dans un espace 
à deux dimensions on utilise souvent le terme exploration pour désigner la recherche visuelle 
de données à travers la structure du système, tandis que le terme navigation est plutôt utilisé 
quand on étudie des informations représentées en trois dimensions. En effet, l’utilisation du 
terme navigation est influencée par la possibilité de déplacement à l’intérieur de la structure 
d’un système représenté en trois dimensions. Désormais, nous allons utiliser le terme 
navigation pour désigner les tâches d’exploration dans la visualisation. 
  
Permettre à l’utilisateur de naviguer dans la scène afin d’extraire les informations qui 
l’intéressent est en quelque sorte lui donner les moyens de contrôler le système à étudier. Pour 
cela, les moyens utilisés doivent permettre l’interaction avec les données à visualiser car il est 
plus facile de comprendre la structure d’un système quand on peut la manipuler [Hubona, 
1997]. En effet, pour être réellement efficace, la visualisation doit être interactive car l’être 
humain a cette habileté d’extraire des informations dans un environnement qu’il contrôle 
parfaitement et activement par rapport à un environnement dont il reste un simple observateur 
passif [Hascoët, 2003]. L’utilisateur peut mieux comprendre la nature et la structure des 
données en interagissant avec celles-ci. Une navigation interactive peut être caractérisée par le 
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changement du point de vue ou le changement de position d’un objet dans la scène. En trois 
dimensions par exemple, on peut faire des rotations de la scène sur les trois axes, on peut 
aussi déplacer les objets dans toutes les directions. L’objectif de la navigation est donc de 
permettre d’examiner en détails l’affichage afin de faire apparaître les informations non 
visibles dans la vue globale. Dans le cas des données représentées sous forme de graphe ou 
ayant une structure en arbre, on peut mettre en place des mécanismes qui permettent 
l’extension d’une branche ou l’élagage de certains détails pour mieux visualiser les autres.  
Certains paramètres cependant doivent être pris en compte pour assurer la qualité de 
navigation. En effet, le changement de point de vue ou le déplacement d’un ou plusieurs 
objets dans la scène a comme effet le rafraîchissement de l’affichage. Si la durée de 
rafraîchissement est trop importante alors tout changement peut être perçu comme des sauts 
de l’image. Ce genre de problème apparaît souvent dans la visualisation de données de grande 
taille. Deux moyens permettent de résoudre ce problème, soit on augmente la ressource 
matérielle (capacité mémoire, etc.) du dispositif d’affichage, soit on utilise des algorithmes 
d’affichage plus efficaces. Cette dernière solution paraît la plus appropriée pour assurer la 
fluidité de changement durant la navigation dans la scène. 
 
En résumé, une navigation bien adaptée permet à l’utilisateur d’accéder rapidement aux 
informations intéressantes qui ne sont pas apparues immédiatement dans la vue globale. Elle 
permet aussi à l’utilisateur de construire en quelque sorte une carte cognitive du système à 
étudier afin qu’il puisse trouver le parcours le plus rapide pour accéder aux détails de 
l’affichage. 
 
2.2.1 L’historique de parcours 
Un des problèmes souvent rencontrés dans la navigation dans un système complexe est la 
désorientation quand le volume de données devient assez important. En général, la première 
réaction des utilisateurs quand ils perdent le repère dans une scène est de recommencer 
totalement la navigation. Cette méthode n’est pas très efficace car elle oblige les utilisateurs à 
refaire tout le chemin déjà parcouru ou à re-examiner les détails connus précédemment, ce qui 
peut être très gênant et très ennuyant. Pour éviter ce genre de problème, on peut mettre en 
place des mécanismes qui permettent de sauvegarder le parcours de l’utilisateur tout au long 
du processus de navigation. Tous les sites web par exemple intègrent le mécanisme de retour 
en arrière qui permet de revenir sur les dernières pages visitées. Ce qui est très pratique pour 
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retrouver des informations qu’on vient de visualiser car il est impossible de mémoriser tous 
les chemins effectués. Dans le cas d’un système représenté sous forme d’un graphe, on peut 
afficher dans une petite fenêtre par exemple une copie en miniature de ce graphe avec les 
différents points montrant les positions successives de l’utilisateur. Un clic sur un point 
particulier dans cette fenêtre, rafraîchit la fenêtre principale et la vue correspondante est 
réaffichée.  
2.3 Tableau récapitulatif  
Nous allons proposer trois tableaux récapitulatifs selon les techniques de visualisation 
proposées, le premier tableau résume les caractéristiques des outils de visualisation 2D, le 
deuxième traite des outils 3D et le troisième et dernier tableau est destiné aux outils qui 
utilisent les mondes 3D. Dans ces tableaux, nous désignons par forme simple un élément de 
primitive graphique tel qu’un rectangle, un cercle, une sphère, etc. Tandis qu’une forme 
familière est une forme plus ou moins complexe pour représenter un objet par sa forme réelle.  
 
 
Tableau 1.1 : les outils de visualisation 2D 
 
Outils Vue 
globale 
Métaphore Zoom Filtre Détails à 
la 
demande 
Historique 
SeeNet Supportée Géographique/  
Forme 2D 
simple 
Supporté Supporté Panels de 
contrôle 
Non 
Mapnet Supportée Géographique/ 
Forme 2D 
simple 
Supporté Supporté Panels de 
contrôle 
Non 
Traffic 
Flow 
Map 
Supportée Géographique/  
Forme 2D 
simple 
Supporté Supporté  Supporté Non 
Otter Supportée Trop simpliste Supporté Supporté Graphique Non 
GxSNMP Supportée Forme 2D 
familière 
Supporté Non Peu de 
détails 
Non 
Les facteurs d’une bonne visualisation de systèmes complexes 
 86 
HPOpen
View 
Supportée Forme 2D 
familière 
Supporté Supporté Graphique 
et paneau 
contrôle 
Oui 
NAM Supportée Forme 2D 
simple 
Supporté Non Supporté Non 
OPNET Supportée Forme 2D 
familière 
Supporté Supporté Supporté Oui 
Panemoto Supportée Forme 2D 
familière 
Supporté Supporté Supporté Non 
VisAlert Supportée Forme 2D 
simple 
Supporté Supporté Supporté Oui 
Grille Supportée Tableau Supporté Supporté Supporté Oui 
 
Tableau 1.2 : les outils de visualisation 3D 
 
Outils Vue 
Globale 
Métaphore Zoom Filtre Détails à la 
demande 
Historique
SeeNet3D Supportée Globe/ 
forme 3D simple 
Supporté Supporté Très peu Non 
NSFNET Supportée Géographique/ 
forme 3D simple 
Supporté Supporté Supporté Non 
Flodar Supportée Globe/forme 
simple 
Supporté Supporté Supporté Non 
H3Viewer Supportée Forme 3D simple Supporté Supporté Supporté Non 
Cichlid Supportée Forme 3D simple Supporté Supporté Supporté Non 
Cybernet Supportée Forme 3D simple Supporté Supporté Supporté Non 
Patrol 
Visualis 
Supportée Forme                
3D familière 
Supporté Supporté Supporté Oui 
 
 
 
 
 
Les facteurs d’une bonne visualisation de systèmes complexes 
 87
 
Tableau 1.3 : les outils qui utilisent les interfaces du monde 3D 
 
Outils Vue 
Globale 
Métaphore Zoom Filtre Détails à la 
demande 
Historique 
British 
Telecom 
Supportée Forme 3D 
familière 
Supporté Supporté Supporté Non 
VENoM Très peu Forme 3D 
familière 
Supporté Supporté Supporté Non 
Cybernet Supporté Forme 3D 
familière 
Supporté Supporté Supporté Non 
Flatland Très peu Non 
familière 
Supporté Supporté Supporté Non 
CoRGI Supporté Non 
familière 
Supporté Supporté Très peu Non 
 
On peut remarquer facilement que la plupart des outils que nous avons étudiés intègrent tous 
les principales activités de la visualisation. La seule caractéristique qui est souvent non 
intégrée est l’historique de parcours, et en général ce sont les outils commerciaux qui le 
proposent. 
2.4 Conclusion du chapitre 
Nous avons présenté dans ce chapitre les facteurs essentiels pour une bonne visualisation de 
données. On ne peut pas dire qu’il n’existe pas d’autres facteurs qui peuvent améliorer la 
qualité d’une visualisation de données, mais respecter ceux que nous avons étudié permet déjà 
de concevoir des outils efficaces pour la visualisation de tout type d’information. Selon le 
type du système, du phénomène ou de l’événement à visualiser il existe des techniques de 
visualisation plus ou moins adaptées. Nous pensons qu’il est plus facile de comprendre la 
structure des systèmes complexes tels que les réseaux informatiques quand elle est 
représentée sous forme de graphe.  
 
Citer dans l’état de l’art tous les outils de visualisation de réseaux nous paraît une tâche 
impossible, d’ailleurs non nécessaire. Nous avons montré à travers ces outils la complexité 
des tâches de visualisation de réseaux et les différentes techniques utilisées. Les différents 
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concepts et paradigmes proposés par ces outils prouvent encore la complexité des tâches 
d’administration de systèmes complexes tels que les réseaux informatiques. A cause de ce 
problème, on peut remarquer qu’aucun outil de visualisation n’arrive à couvrir toutes les 
activités d’administration de réseaux. Les laboratoires de recherche et les sociétés de 
développement de logiciels proposent de nouvelles approches permettant d’accomplir 
facilement les tâches sur un domaine particulier.  
 
Satisfaire exactement tous les critères d’une bonne visualisation s’avère aussi très difficile. 
Les différents travaux et expériences réalisés dans la visualisation de données essaient de 
décrire une sorte de guide de conception d’un outil de visualisation des systèmes complexes 
afin d’assurer l’efficacité des techniques proposées.  
 
Selon [Mazza, 2004], avant de choisir les techniques de visualisation pouvant être efficace à 
un type de données, il existe cinq questions qu’on doit prendre en considération : 
 
1 – Définir le problème :  
On doit connaître tout d’abord le système ou le phénomène qu’on doit présenter ou les 
hypothèses faites sur les données qu’on veut démontrer ou prouver.  
 
2 – La nature des données :  
Il faut aussi savoir le type des données à présenter : numériques, ordinales ou nominales. 
 
3 – Le nombre de dimension des données :  
Afin de choisir la technique de présentation adéquate, il faut connaître aussi le nombre de  
dimensions (attributs, propriétés) des données. En effet, il y a des données qui n’ont qu’un 
seul attribut, donc on peut bien les présenter sous forme textuelle ou tableau. Par contre la 
plupart des données ont plus de 3 dimensions, donc il peut être plus facile de les représenter 
en trois dimensions. On peut aussi utiliser les techniques de la réalité virtuelle pour améliorer 
la perception.  
 
4 - La structure des données : 
Avant de choisir la métaphore à utiliser, on doit chercher s’il existe des relations entre les 
données. Il existe des données de type linéaire (données qu’on peut afficher sous forme d’une 
table ou d’une liste), temporel (dont les valeurs peuvent varier dynamiquement dans le 
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temps). Il existe aussi des données dont la position géographique est importante dans la 
compréhension du système à étudier. Enfin, il faut savoir aussi si les relations entre les 
données sont de type hiérarchique qu’on peut présenter sous forme d’arbre ou de type réseau 
qu’on peut présenter sous forme de graphe.  
 
5 – Le type d’interaction 
Selon le type des données à visualiser, on peut définir à l’avance si la représentation 
graphique sera statique (par exemple tableaux ou listes), transformable (on peut utiliser les 
techniques de transformation de vue telles que le zoom ou les techniques de contexte et point 
d’intérêt) ou manipulable (les utilisateurs peuvent mettre des filtres avant et après l’affichage).  
 
Tous les facteurs d’une bonne visualisation d’information sont résumés à travers ces cinq 
questions. Au terme de la réflexion sur ces questions on peut donc décrire l’efficacité des 
techniques de visualisation qui peuvent correspondre à un système donné. 
 
Dans le chapitre suivant nous allons proposer nos contributions pour la visualisation de 
réseaux informatiques. Pour cela, nous allons proposer des techniques d’affichage de graphe 
dans un environnement à trois dimensions. Et les comportements des éléments à gérer seront 
visualisés à l’aide d’autres techniques. 
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Chapitre 3 : Les algorithmes de graphe basés sur des 
modèles physiques 
 
Nous allons étudier dans ce chapitre les différentes méthodes d’optimisation des algorithmes 
de graphe basés sur des modèles physiques appelés force-attraction-répulsion. La section 3.1 
introduit d’abord le concept de graphe et son intérêt dans la visualisation de données ainsi que 
ses domaines d’application. Nous parlons ensuite à la section 3.2 des deux catégories 
d’algorithmes de graphe basés sur des modèles physiques. La majeure partie de cette section 
est consacrée aux différentes méthodes d’optimisation des algorithmes force-attraction-
répulsion. Ce chapitre se termine à la section 3.3 par les conclusions que nous pouvons tirer 
de ces études.  
3.1 Le graphe  
Un graphe est un système de représentation visuelle basé sur le paradigme nœud-lien dans 
lequel les nœuds représentent les éléments du système à étudier et les liens représentent les 
relations entre ces éléments. Bien avant l’apparition des outils informatiques, les graphes ont 
déjà été utilisés pour résoudre certains problèmes quotidiens. Dans l’objectif de faciliter 
l’analyse d’un phénomène ou d’un événement par exemple, ou afin d’expliquer à d’autres 
personnes une situation réelle, on a souvent recours aux graphes pour représenter les 
informations et leurs caractéristiques. Sachant qu’il est difficile de mémoriser tous les 
processus de résolution d’un problème, en particulier quand celui-ci devient assez complexe, 
on représente les éléments avec leurs caractéristiques et leurs relations sous forme de graphe. 
A partir du graphe réalisé on essaie de trouver ensuite des solutions ou de vérifier certaines 
hypothèses relatives au problème posé. Initialement, la représentation par graphes a été 
utilisée particulièrement dans la cartographie pour créer des cartes géographiques très utiles 
par exemple dans la navigation maritime et dans la préparation des stratégies militaires. 
Actuellement, la représentation par graphes est appliquée dans tous les domaines scientifiques 
comme les bases de données, le développement de logiciels, la conception de circuits 
électroniques, etc. Dans la conception et le développement de logiciel par exemple, 
l’architecture d’un logiciel peut être visualisée à l’aide d’un graphe orienté où les nœuds 
représentent les modules et les liens représentent les relations entre eux [Petre, 2006]. La 
direction de chaque lien permet de comprendre la dépendance entre les modules et le 
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fonctionnement du logiciel. Pour étudier la structure d’une base de données, les graphes sont 
aussi les meilleurs moyens pour représenter les diagrammes entités-relations. De nombreux 
travaux ont aussi montré qu’il est plus facile d’analyser la structure d’un site Internet quand 
elle est représentée par un graphe ([Hendley, 1995], [Shiozawa, 1997]). En chimie ou en 
biologie les graphes sont aussi utilisés pour la représentation de la structure des molécules 
[Harley, 1994]. L’étude du comportement des individus ou des groupes d’individus dans la 
société peut aussi être réalisée à l’aide d’une telle représentation [Viégas, 2004]. [Heer, 2005] 
propose un outil appelé Vizster pour la visualisation en ligne des relations sociales d’un 
individu à travers ses messages électroniques (email). Actuellement, en recherche 
d’information, les graphes sont de plus en plus utilisés pour faciliter l’analyse des résultats des 
requêtes. Associés avec des techniques d’interaction, les graphes permettent aux utilisateurs 
de naviguer dans les données et d’approfondir ainsi leurs connaissances [Karouach, 2004]. 
 
En d’autres termes, tout système ou phénomène dont on peut extraire la structure des données 
peut être étudié à l’aide de la représentation de graphes. Grâce aux techniques d’interaction et 
d’animation il devient de plus en plus facile d’identifier et d’analyser des problèmes ou des 
dysfonctionnements dans un système représenté avec un graphe. Ce qui constitue l’efficacité 
de cette représentation car elle permet non seulement de comprendre la structure des 
informations mais elle permet aussi d’analyser les comportements de chaque élément.  
 
Traditionnellement les graphes sont classifiés selon des méthodes basées purement sur des 
théories mathématiques, mais en général les caractéristiques des liens entre les nœuds sont les 
meilleures méthodes pour les distinguer. En effet, si les liens entre les nœuds reflètent des 
relations hiérarchiques de type père-fils entre les nœuds alors le graphe en question se trouve 
dans la catégorie des arbres. Ce type de graphe s’adapte bien par exemple à la visualisation de 
la structure des fichiers d’un répertoire ou d’un système d’exploitation. On peut aussi utiliser 
des arbres pour étudier la généalogie d’un individu.  
Tandis que si on ne peut pas extraire des relations hiérarchiques claires entre les nœuds alors 
le graphe à étudier se trouve dans la catégorie de graphe général (general graph). Cette 
deuxième catégorie de graphe correspond à certains types de problèmes car les informations 
ne sont pas toujours structurées purement de façon hiérarchique. Par exemple les réseaux de 
télécommunications sont généralement structurés comme des graphes généraux.  
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Toujours selon les caractéristiques des liens la deuxième catégorie peut encore être scindée en 
deux avec les graphes orientés et les graphes non orientés. Les graphes orientés sont souvent 
utilisés pour la visualisation de flux de données. Et on utilise les graphes non orientés dans la 
visualisation des systèmes dont il n’existe pas d’échanges d’informations entre les éléments 
ou les circuits d’informations ne sont pas nécessaires. Par exemple la structure d’une base de 
données est en général représentée sous forme d’un graphe non orienté car on s’intéresse 
plutôt aux cardinalités des relations qu’à leurs orientations. 
 
Toutes les catégories des graphes que nous venons de voir correspondent à des types de 
problèmes particuliers. Et dans l’objectif de trouver des solutions plus efficaces et de façon 
plus rapide à des problèmes, l’être humain essaie d’utiliser les graphes pour dessiner l’image 
mentale qu’il forme à propos des informations sur ces problèmes. De nombreux travaux ont 
été réalisés dans le domaine des graphes afin de proposer des techniques offrant une bonne 
qualité de représentation [Battista, 1999]. 
 
Il existe en général deux catégories d’algorithme d’affichage de graphe : les algorithmes 
hiérarchiques qui distribuent les nœuds selon leur niveau hiérarchique dans le graphe, et les 
algorithmes basés sur des modèles physiques. Quelque soit l’algorithme utilisé, il doit 
répondre aux critères d’esthétisme qui favorisent la lisibilité et la facilité de manipulation du 
graphe affiché. En général, ces critères sont : 
 
- la minimisation de croisement des liens, 
- la répartition efficace des sommets, 
- l’optimisation de l’orientation des liens, 
- l’optimisation de l’espace d’affichage, 
- la maximisation de la symétricité de la position des sommets, 
- les liens doivent être affichés autant que possible sous forme de droite plutôt que de 
courbes. 
 
Cependant, il est difficile, voire impossible, de satisfaire deux critères d’esthétisme à la fois. 
Par exemple, sur la figure suivante, il n’existe pas de croisement des liens sur le graphe de 
gauche mais la position des sommets n’est pas symétrique, tandis que la symétricité de la 
position des sommets est optimisée sur le graphe de droite mais il a deux liens croisés. 
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Figure 3.1 : Affichage de critères d’esthétique 
 
En d’autres termes, les critères d’esthétisme d’un graphe dépendent uniquement de la 
spécificité du domaine d’application ou du type des graphes pour lequel l’algorithme a été 
développé. Sachant qu’il est souvent difficile de satisfaire tous ces critères, les plus pris en 
compte par la plupart des algorithmes de graphe sont souvent la minimisation du croisement 
des liens et l’optimisation de la répartition des sommets. 
 
Les algorithmes hiérarchiques sont souvent utilisés dans la résolution des problèmes qu’on 
peut modéliser sous forme d’arbre ou d’un graphe orienté non cyclique. Plusieurs techniques 
peuvent être utilisées dans l’affichage de ces graphes ([Garg, 1993], [Sweet, 1978],  [Tilford, 
1981], [Vaucher, 1980]) car les contraintes imposées sur la structure du système à étudier sont 
claires et bien définies. Les graphes orientés, par exemple, sont souvent utilisés pour 
représenter des flux de données puisqu’on sait à l’avance le sens de la direction des liens ainsi 
que le ou les sommet(s) de départ, par exemple de gauche vers la droite ou de haut en bas 
([Eades, 1989], [Eades, 1990], [Gansner, 1988], [Gansner, 1993], [Messinger, 1988]). Le 
principe de ces algorithmes consiste à extraire un arbre à partir du graphe donné et ensuite  à 
déterminer la racine. Plusieurs sous-ensembles de sommets sont ensuite formés dont le plus 
petit contient le sommet racine. Le processus d’affichage commence par la disposition 
successive des sommets depuis la racine jusqu’aux sommets feuilles. Ce type d’algorithme 
s’adapte bien à l’affichage de certaines caractéristiques des systèmes complexes. Par exemple, 
on peut les utiliser pour étudier la structure d’un disque logique, d’un système d’exploitation 
ou d’une application. On peut aussi les utiliser dans l’analyse de la structure d’un dispositif 
afin de visualiser comment sont organisés les éléments qui le composent. 
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3.2 Les algorithmes basés sur des modèles physiques  
 
Contrairement aux arbres et aux graphes orientés, il n’existe aucune contrainte imposée sur la 
structure d’un système représenté sous forme d’un graphe général. Ce manque de contrainte 
est le plus grand problème dans l’affichage de cette famille de graphe car on ne sait pas à 
l’avance comment les sommets doivent être disposés. Les deux seuls critères qu’on peut 
imposer sur la disposition des sommets sont que : les sommets adjacents doivent être affichés 
plus proches l’un de l’autre, mais ils ne doivent pas être affichés trop proches pour éviter la 
saturation de l’affichage. L’objectif principal de ces deux critères est de minimiser le 
croisement des liens et d’éviter la superposition des sommets afin d’améliorer la lisibilité du 
graphe affiché.  
 
Malgré ce manque de contrainte, il existe plusieurs méthodes qu’on peut utiliser dans 
l’affichage des graphes généraux. La première méthode consiste à utiliser l’algorithme 
d’aplanissement dont la première étape est de tester si le graphe est planaire ou non. Un 
graphe est dit planaire si on peut le dessiner dans le plan de sorte que ses liens ne se croisent 
pas. Si le test est positif alors on effectue directement l’affichage, mais si le graphe n’est pas 
planaire alors il peut être aplani par différentes techniques, par exemple la suppression de 
certains liens. Cependant, l’aplanissement est un problème NP-difficile, mais il peut être 
résolu avec des méthodes heuristiques d’ordre O(n2) [Battista, 1994]. Une autre méthode 
consiste à orienter les liens pour pouvoir appliquer ensuite les algorithmes d’affichage de 
graphes orientés. Cette méthode utilise le graphe d’Euler qui consiste à extraire un graphe 
cyclique qui passe une et une seule fois par tous les liens [Markstrom, 2006].  
Le dernier groupe de méthodes utilisées pour l’affichage des graphes généraux (general 
undirected graph) est basé sur des modèles physiques. En général, ces algorithmes peuvent 
être classés en deux groupes : les algorithmes de recuit simulé (Simulated Annealing 
Algorithm) et les algorithmes de force-attraction-répulsion (Force-Directed Placement).  
  
3.2.1 Les algorithmes de recuit simulé 
En termes généraux, le recuit simulé est un processus conçu en analogie avec des phénomènes 
physiques qui consistent à chauffer une substance jusqu’à ce qu’elle se transforme en liquide 
puis la laisser se refroidir pour former un objet solide. La diminution de température permet 
aux molécules de se réorganiser de façon totalement ordonnée pour former un cristal. Ce 
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processus est souvent utilisé dans les industries métallurgiques. Le recuit simulé est souvent 
utilisé comme technique de résolution de problème où l’espace de solutions potentielles est 
large et dont il est impossible d’effectuer des recherches combinatoires. Par exemple la 
technique de recuit simulé peut être utilisée dans la résolution du problème du voyageur de 
commerce (PVC) dont la complexité algorithmique est de type (n-1)!/2 où n est le nombre de 
villes à visiter. En effet, résoudre le PVC consiste à trouver le chemin le plus court qui passe 
par n villes en ne passant qu’une seule fois exactement par une ville. Le seul paramètre connu 
est la distance entre les villes. Pour 3 villes, on a une possibilité (trajet possible), pour 4 villes 
on a 3 possibilités et pour 5 villes on a 12 possibilités. Pour n villes, on alors (n-1) !/2 trajets 
possibles. Le nombre de solutions possibles explose donc rapidement dès que le nombre de 
villes devient assez important. Par exemple, pour 15 villes il y a déjà 43 milliards de trajets 
possibles. Il faut donc trouver un algorithme qui permet de résoudre le problème et de trouver 
une solution approchée dans un temps raisonnable.  
 
Dans le domaine des graphes, cette technique a été implémentée dans plusieurs algorithmes 
d’affichage de graphes généraux ([Davidson, 1996], [Diekmann, 1993]). Le plus grand 
avantage de cette technique est qu’elle permet de satisfaire plusieurs critères d’esthétisme de 
graphe à la fois. Mais l’inconvénient majeur est le temps de calcul car il peut souvent être très 
important, ce qui constitue l’handicap principal des algorithmes qui l’implémentent. En effet, 
le principe de base de cette technique consiste à approcher une configuration optimale par 
l’utilisation de méthodes heuristiques. Plusieurs itérations peuvent être nécessaires pour 
trouver une configuration qui satisfait les critères d’esthétisme recherchés. A chaque itération, 
on teste une nouvelle configuration, si elle est meilleure que la précédente alors on l’adopte 
sinon on revient à l’ancienne. On a donc toutes les possibilités de tomber dans des mauvaises 
configurations jusqu’à ce qu’on approche de la configuration optimale. La forme basique de 
l’algorithme de recuit simulé est décrite par le pseudo-code suivant : 
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Algorithme de recuit simulé :  
 
Initialisation de la température T ; 
Initialisation de la configuration C ; 
Calculer le coût de C, soit E = F(C) où F une fonction de coût ; 
Tant que (T>Température finale) faire 
 Tant que (Répétition>MaxRépétitionConstant) faire 
  Choisir une nouvelle configuration C’ la plus proche de C ; 
  Calculer le coût E’ de C’, E’ = F(C’) ; 
  Tirer p dans [0, 1] ; 
  Si ((E’<E) ou (p<e(E-E’)/T)) alors 
   CÅC’ ; 
EÅE’ ;    
  Fin Si 
  Décroître la température T ; 
 Fin tant que 
Fin tant que 
 
Ici, la configuration C correspond à la configuration qui permet plus ou moins de satisfaire les 
critères esthétiques visés, en particulier la minimisation de croisement des liens. A chaque 
itération, on teste une nouvelle configuration du graphe et on évalue si elle est meilleure que 
la précédente. Plusieurs itérations peuvent donc être nécessaire jusqu’à l’obtention de la 
configuration optimale qui correspond à la configuration satisfaisant tous les critères 
d’affichage recherchés.  
 
La valeur aléatoire p sert à déterminer l’acceptation d’une configuration ayant un coût 
supérieur à celui de la configuration courante tout en tenant compte du facteur ‘température’. 
En effet, le facteur ‘température’ sert à prendre en compte le fait que plus le processus de 
recherche de configuration optimale avance, moins on accepte de mauvaise configuration 
coûteuse. Par contre, l’initialisation de la température à une certaine valeur élevée permet 
d’explorer des configurations coûteuses, ce qui permet de tester plus de configurations 
possibles, donc d’accroître les chances d’approcher la configuration optimale.  
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On constate que l’efficacité de l’algorithme dépend fortement du choix des quatre paramètres 
tels que : la fonction de coût, la fonction de réduction de la température, le nombre maximum 
d’itérations et la valeur minimale de la température. De plus la configuration initiale influence 
beaucoup la recherche de la configuration car si elle est trop loin de la configuration 
recherchée alors le temps de calcul peut être très important. En conséquence, si ces quatre 
paramètres sont mal choisis alors il est difficile d’approcher la configuration optimale 
recherchée. Pour un graphe donné, on ne sait pas à l’avance combien d’itérations sont 
nécessaires ni quelle fonction de coût est la plus efficace pour trouver la configuration 
optimale. En effet, pour chaque nouvelle configuration, la modification de la position d’un 
sommet entraîne la mise à jours de la position de tous les autres sommets ainsi que la 
disposition de tous les liens. La complexité algorithmique du recuit simulé est donc de type 
O(n2m) avec n le nombre de sommets et m le nombre de liens. Ce qui peut être très pénalisant 
en terme de coût de calcul car plus le nombre de sommets augmente plus le temps de calcul 
peut être très important. Ce type d’algorithme n’est donc pas adapté à des applications 
interactives car le temps de rafraîchissement de l’affichage peut devenir trop important.     
  
Il existe actuellement plusieurs travaux qui essaient d’apporter des optimisations afin de 
réduire le temps de calcul nécessaire à la recherche de la solution optimale. Par exemple, 
[Monien, 1995], [Łukasik, 2008], [Casoto, 1987] et [Darema, 1987]  proposent des techniques 
de parallélisation de calcul. D’autres techniques d’optimisation utilisent les algorithmes 
génétiques ([Bianchini, 1993], [Collins, 1991], [Davis, 1987]). 
 
3.2.2 Les algorithmes force-attraction-répulsion 
 
Cette famille d’algorithmes est aussi basée sur des modèles physiques car elle est conçue en 
analogie avec des systèmes mécaniques qui mettent en œuvre des forces d’attraction et de 
répulsion afin de trouver l’état stable du système avec une énergie minimale. Le graphe à 
étudier est donc assimilé à un système de masse et ressort où les masses représentent les 
sommets et les ressorts représentent les liens. Après avoir affecté des positions initiales aux 
sommets (souvent de façon aléatoire), ils se repoussent et s’attirent pour trouver leurs 
positions finales qui correspondent à l’état final du système masse-ressort avec une énergie 
minimale. Par conséquent, trouver la position finale de chaque sommet d’un graphe équivaut 
à minimiser l’énergie générée par le système masse-ressort correspondant. Les deux méthodes 
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les plus utilisées pour minimiser cette énergie sont la résolution de systèmes d’équations et la 
simulation des forces d’attraction et de répulsion. Par rapport aux techniques du recuit simulé, 
il est plus facile de modéliser un graphe à l’aide du système masse-ressort. 
 
Cependant, comme les algorithmes de recuit simulé, les algorithmes de force-attraction-
répulsion ont aussi un inconvénient qui est le temps d’exécution car il est souvent très difficile 
de minimiser l’énergie générée par le système masse-ressort qui correspond à son état final. 
C’est pourquoi la plupart des algorithmes basés sur ce modèle proposent leurs propres 
fonctions de réduction d’énergie (appelées cost function ou fonction de coût) qui ne sont 
jamais exprimées explicitement.  
 
3.2.2.1 Principe général 
Le concept du modèle masse-ressort a été initialement développé par Eades [Eades, 1984]. 
Ses travaux faisaient l’objet de plusieurs développements qui conduisaient à différents 
modèles dynamiques. En associant les sommets (noeuds) d’un graphe à des masses et les liens 
(arêtes) à des ressorts, le concept proposé par Eades supposait que la position finale des 
sommets pourrait correspondre à l’état final du système masse-ressort après une phase de 
transition due aux attractions et répulsions des sommets.  
En général, tous les algorithmes basés sur le modèle masse-ressort sont basés sur le principe 
qui consiste à calculer les forces de répulsion entre tous les sommets et les forces d’attraction 
uniquement entre les sommets adjacents. Fruchterman et Reingold [Fruchterman, 1991] ont 
proposé une nouvelle variante de l’algorithme de Eades, et la plupart des algorithmes FDP 
récemment développés sont basés sur leur approche. Cette approche consiste à faire en sorte 
que deux sommets adjacents soient affichés plus proches l’un de l’autre. Pour éviter le 
problème de croisement des liens et de superposition des sommets, deux sommets ne doivent 
pas être affichés trop proches. Autrement dit, la distance entre les sommets doit être plus ou 
moins uniforme. Comme elle est montrée dans le pseudo-code suivant, la seule condition 
d’arrêt du calcul de la position finale des sommets est le nombre maximal d’itération fixé à 
l’avance. Le déplacement de chaque sommet est à évaluer en fonction de la "température" 
globale du système. Il n’existe donc pas de moyens qui permettent de préciser de façon 
absolue combien d’itérations sont nécessaires pour trouver la position finale des sommets, et 
il n’existe pas, non plus, de fonction de coût unique qui permet de déterminer le déplacement 
d’un sommet. C’est la raison pour laquelle tous les algorithmes basés sur les approches de 
Fruchterman et Reingold proposent leurs propres fonctions de coût. 
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Algorithme FDP :  
 
Initialisation : positionnement aléatoire des sommets ; 
Tant que k < Max_Itération faire 
 Pour tout sommet u faire 
   Pour tout sommet v != u faire 
   Si distance (u, v) < seuil alors 
    Calculer la force de répulsion entre u et v ; 
  Pour tout sommet v, v adjacent à u faire 
   Calculer la force d’attraction entre u et v ; 
  Pour tout sommet u faire 
   Calculer la somme des forces appliquées à u ; 
   Déplacer u en fonction de la température globale ; 
   Diminuer la température globale ; 
Fin 
 
Kamada et Kawai [Kamada, 1989] ont amélioré les travaux de Eades en introduisant le 
concept de distance idéale entre deux sommets non adjacents. Cette distance est 
proportionnelle à la longueur du chemin le plus court entre deux sommets non adjacents. Ils 
étaient aussi les premiers à formuler l’expression de l’énergie générée par un système masse-
ressort, et ont montré que la recherche de la position finale des sommets qui minimise les 
croisements des liens équivaut à la résolution d’un système d’équations pour minimiser 
l’énergie générée par le système masse-ressort correspondant. Au lieu de simuler des forces 
de répulsion et des forces d’attraction, ils ont proposé d’autres méthodes qui consistent à 
résoudre des systèmes d’équations afin de minimiser l’énergie totale générée par le système 
masse-ressort. L’avantage de cette méthode est que le nombre d’itérations n’est plus fixé de 
façon aléatoire mais  dépend uniquement de la limite minimale recherchée de l’énergie totale.  
 
Initialement, la plupart des algorithmes FDP étaient appliqués à la représentation 2D de larges 
graphes. De nombreux travaux ont montré qu’ils peuvent être aussi appliqués à la 
représentation 3D et produisent une bonne qualité d’affichage. Les avantages de FDP pour 
l’affichage 3D ont été montrés par les travaux de Tim Dwyer [Dwyer, 2001] sur la 
Les algorithmes de graphe basés sur des modèles physiques  
 101
visualisation 3D des diagrammes UML. Churcher et Creek [Churcher, 2001] ont proposé un 
environnement virtuel qui permet de visualiser un large graphe en utilisant l’algorithme FDP.  
 
Malgré la simplicité de modélisation des algorithmes FDP, ils nécessitent des optimisations 
car ils ont deux grands inconvénients. Le premier inconvénient est qu’ils ne prennent pas en 
compte, en général, l’optimisation de l’espace d’affichage et le deuxième inconvénient est le 
temps d’exécution. En effet, comme nous avons vu précédemment, ces algorithmes sont basés 
sur le principe que chaque paire de sommets exerce des forces de répulsion, et que des forces 
d’attraction sont calculées uniquement pour chaque paire de sommets adjacents. Jusqu’à 
l’obtention de l’état final du système, plusieurs itérations sont exécutées et la position des 
sommets est modifiée. Sachant que chaque itération est exécutée  dans un temps d’ordre 
O(n2+m), n étant le nombre total de sommets et m le nombre total d’arêtes, ceci peut être 
pénalisant en temps de calcul lorsqu’il s’agit d’afficher de larges graphes composés de 
milliers de sommets. 
 
3.2.3 Les méthodes d’optimisation de l’algorithme FDP 
Afin d’améliorer la qualité d’affichage et de minimiser le temps d’exécution de larges 
graphes, de nombreuses méthodes ont été associées aux algorithmes FDP. En général, ces 
méthodes sont basées sur des techniques de partitionnement de l’ensemble des sommets avant 
d’appliquer à chaque partition l’algorithme FDP. L’objectif est donc d’utiliser une approche 
hiérarchique dans l’affichage des graphes généraux. Le plus grand avantage de ces méthodes 
est qu’elles permettent de réduire considérablement le temps de calcul car l’algorithme FDP 
n’est appliqué qu’à l’amélioration de la disposition des sommets dans un sous-ensemble à la 
fois. La disposition des sommets d’un des sous-ensemble(s) précédent(s) sert donc de 
contrainte dans la disposition des sommets du sous-ensemble suivant, et ainsi de suite.  
 
La technique multi-grilles de Fruchterman et Reingold 
 
Il s’agit d’une des premières techniques utilisées dans l’amélioration de la performance de 
l’algorithme FDP [Fruchterman, 1991]. Pour réduire la complexité de l’algorithme, l’espace 
d’affichage est transformé en matrice composée de plusieurs grilles de sorte qu’à chaque 
itération chaque sommet se trouve dans une grille. Les forces de répulsion ne sont plus 
calculées entre tous les sommets mais uniquement entre deux sommets se trouvant dans deux 
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grilles côte à côte. Cette approchée est encore améliorée par l’introduction d’un paramètre qui 
définit le périmètre d’application de la force de répulsion. Ainsi, pour chaque sommet, les 
forces de répulsion ne sont plus appliquées qu’avec les autres sommets qui se trouvent dans 
un cercle de rayon 2k (la longueur du côté d’une grille) où k est la distance optimale entre 
deux sommets. Par exemple, sur la figure suivante le sommet v interagit avec le sommet q 
mais pas avec le sommet r ni avec le sommet s car ils se trouvent à une distance supérieure à 
2k.  
 
 
 
Figure 3.2 : Calcul de force répulsion par la technique de grille 
 
Pour calculer les forces d’attraction et de répulsion, l’expression des fonctions est donnée par 
les expressions suivantes : fa(d) = d2/k et fr(d) = -d2/k avec d la distance entre deux sommets 
et k la distance optimale qui est donnée par l’expression k = C.sqrt(A/n) où C est une 
constante trouvée expérimentalement, A la dimension de l’espace d’affichage et n le nombre 
de sommets. En utilisant la méthode de multi-grilles, l’expression de la fonction de répulsion 
devient : fr(d) = k2/d (u(2k-d)) où u(x) = 1 si x > 0  et 0 sinon. 
 
En conséquence, lorsque les sommets sont uniformément répartis dans les grilles alors la 
complexité du calcul des forces de répulsion devient O(|V|) ou O(n) avec n le nombre des 
sommets. Chaque itération n’est plus exécutée que dans un temps d’ordre O(n+m) puisque les 
forces d’attraction sont toujours calculées entre deux sommets adjacents. Cependant il existe 
toujours des problèmes lorsque le nombre de sommets est égal au nombre de grilles qu’on 
peut construire dans l’espace d’affichage.  
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La technique multi-échelles de Walshaw 
 
Dans l’objectif d’accélérer le processus d’affichage d’un graphe complexe, une approche 
basée sur le partitionnement de graphe a été étudiée. Puisque l’algorithme FDP peut produire 
des résultats satisfaisants dans l’affichage de graphe général mais avec un temps de calcul qui 
peut être en revanche très important, C.Walshaw [Walshaw, 2003] a proposé la technique de 
multi-échelles qui est basée sur le partitionnement de graphe. L’idée principale consiste à 
subdiviser le graphe en plusieurs sous-graphes de sorte que le plus petit sous-graphe contient 
au maximum deux ou trois sommets ou un nombre prédéfini. Le processus commence par la 
disposition des sommets dans le sous-graphe initial (en général celui qui contient le moins de 
sommets) et l’algorithme FDP est appliqué dans l’amélioration de la position de ces sommets. 
Le résultat obtenu dans le premier sous-graphe sert ensuite de contrainte dans la disposition 
des sommets du sous-graphe suivant. Ce processus est réitéré jusqu’à l’affichage de tous les 
sommets du graphe et l’algorithme FDP n’est appliqué qu’à l’amélioration de la position des 
sommets du sous-graphe courant. L’algorithme FDP utilisé est toujours basé sur la variante de 
Fructhterman et Reingold, c'est-à-dire par la simulation des forces d’attraction et de répulsion. 
 
Le partitionnement du graphe est optimisé de façon à ce que dans chaque sous-graphe un 
sommet ait au maximum un sommet adjacent, c'est-à-dire qu’il n’existe pas de liens adjacents. 
Sachant que le partitionnement d’un graphe devient très difficile lorsque le graphe est assez 
complexe (par exemple un graphe fortement connexe où chaque sommet est lié à n-1 
sommets), une technique de partitionnement multi-échelles de Hendrickson  [Hendrickson, 
1995] a été utilisée. L’approche consiste donc à trouver un partitionnement du graphe en 
faisant en sorte qu’il n’existe pas trop de sommets dans un sous-graphe. En même temps il ne 
doit pas y avoir trop de sous-graphes sinon la performance sera aussi dégradée par l’affichage 
de plusieurs sous-graphes similaires.  
La technique proposée par C.Walshaw commence donc par le partitionnement du graphe. 
Pour un graphe G = {V, E} avec V l’ensemble de sommets et E l’ensemble des arêtes, 
supposons par exemple que le partitionnement obtenu soit de la forme suivante : G0, G1, G2, ….. 
Gk-1, Gk avec G=G0. Les sommets du sous-graphe Gk sont disposés initialement et l’algorithme 
FDP est utilisé dans l’amélioration de leur disposition tout en tenant compte de tous les 
critères d’esthétisme. Ensuite, on passe au sous-graphe suivant, le sous-graphe Gk-1, la 
disposition de ces sommets dépend de la position des sommets du sous-graphe précédent qui 
sont désormais fixes. On applique ensuite l’algorithme FDP pour minimiser le croisement des 
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arêtes et optimiser la symétrie. Cette technique permet de réduire considérablement le coût de 
l’affichage d’un graphe complexe car l’algorithme FDP n’est appliqué qu’à l’amélioration de 
la disposition des sommets d’un sous-graphe Gk à la fois. Et comme chaque sous-graphe 
contient moins de sommets et moins de liens croisés alors le temps de calcul devient moins 
important. 
 
La technique de filtrage de Gajer 
 
Cette technique d’optimisation a la même approche que la technique précédente car elle est 
aussi basée sur le partitionnement du graphe en plusieurs sous-graphes et l’algorithme FDP 
est aussi basé sur celui de Fructhterman et Reingold. Cependant, la plus grande différence 
réside dans la méthode de partitionnement du graphe [Gajer, 2004]. En effet cette méthode 
consiste en l’utilisation d’une technique de filtrage de l’ensemble de sommets appelée MIS 
(Maximal Independent Subset).  
Pour un graphe G = {V, E} avec V l’ensemble de sommets et E l’ensemble d’arêtes, la 
première étape consiste à appliquer des techniques de filtrage pour trouver un partitionnement 
de l’ensemble de sommets V en plusieurs sous-ensembles respectant les critères MIS. Un 
sous-ensemble S de V est dit sous-ensemble MIS, désigné par maximal, si aucun couple de 
sommets de S n’est lié par une arête. Autrement dit la distance topologique entre deux 
sommets de S est supérieure ou égale à 2 sachant que la distance topologique entre deux 
sommets est le nombre minimal de liens entre eux. Une famille de filtrage MIS de G est une 
famille d’ensemble V qui est construite de la façon suivante : Φ⊃⊃⊃= kVVVVV ...210  où 
chaque Vi est un sous-ensemble maximal de Vi-1. La distance topologique pour chaque paire 
d’éléments de Vi est donnée par la formule 2i. Par exemple, la figure 3.3 montre le filtrage en 
sous-ensemble MIS d’un graphe G. Ici on a une matrice carrée 10x10 avec les points en noir 
qui représentent les sommets où V = V0 et V1 est sous-ensemble maximal de V0, V2 est un 
sous-ensemble maximal de V1. On voit que la distance topologique de chaque paire d’éléments 
de V2 est supérieure ou égale à 4 = 22.  
 
Les algorithmes de graphe basés sur des modèles physiques  
 105
 
Figure 3.3 : Filtrage en sous-ensemble MIS d’un graphe 
 
Pour le cas du graphe dans cette figure, le processus commence par afficher les éléments du 
sous-ensemble V4, l’algorithme FDP est appliqué à l’amélioration de la position des 3 
éléments afin de minimiser le croisement des liens. Ensuite on passe au sous-ensemble V3, on 
affiche ses éléments en tenant compte de la position des sommets dans V4 qui sont désormais 
fixes et on applique ensuite l’algorithme FDP. Ce processus est répété jusqu’à la fin du 
traitement de tous les sous-ensembles. Cette technique permet d’améliorer considérablement 
la performance de l’algorithme FDP car il n’est plus utilisé que pour l’amélioration de 
l’affichage des sommets dans un sous-ensemble à la fois. 
 
En général, la plupart des méthodes d’optimisation de l’algorithme FDP sont basées sur les 
deux approches que nous venons d’étudier. Il existe encore beaucoup de travaux qui ont été 
réalisés sur ce domaine mais les approches sont toutes similaires, par exemple [Davidson, 
1996] et [Harel, 2002] ont proposé des techniques multi-couches.    
 
Par rapport aux algorithmes de recuit simulé, les techniques d’optimisation par 
partitionnement permettent de réduire considérablement le temps de construction d’un graphe 
général complexe. Par conséquent, on peut développer des applications plus interactives avec 
l’algorithme FDP même si le nombre d’objets à afficher est assez important. 
 
Comme la plupart des algorithmes de graphe, les algorithmes que nous venons d’étudier ont 
en commun un grand inconvénient lorsqu’ils sont appliqués à l’étude d’un système réel. En 
effet, ces algorithmes ne tiennent pas compte de la taille des objets à afficher donc de 
l’optimisation de l’espace d’affichage. Il est en fait plus facile de minimiser la superposition 
ou la collision des sommets lorsqu’ils sont représentés à l’aide de points mais l’affichage peut 
devenir rapidement saturé lorsque ces sommets ont des libellés et sont représentés par des 
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formes variées avec des tailles différentes. Ainsi, ces algorithmes peuvent être moins efficaces 
lorsque les sommets ne sont plus représentés par des simples points. 
   
Pour résoudre ce problème, il existe plusieurs méthodes d’optimisation qui permettent 
d’améliorer l’affichage des graphes généraux pour représenter des systèmes réels. 
 
La technique d’optimisation de Gansner  et North  
 
Gansner et North [Gansner, 1998] ont proposé une nouvelle technique d’optimisation de 
l’algorithme FDP dont l’objectif principal est d’améliorer la qualité de l’affichage d’un 
graphe par la minimisation de la superposition des sommets affichés. En général, la solution 
la plus utilisée lorsque l’affichage d’un graphe est saturé est l’agrandissement de l’espace 
pour que les sommets ne se superposent plus et qu’il y ait moins de croisements de liens. La 
technique de Gansner et North s’applique à l’affichage de graphe dont les sommets ne sont 
pas représentés par des simples points. Elle consiste à modifier l’affichage obtenu par 
l’algorithme FDP en déplaçant successivement les sommets pour qu’il y ait assez d’espace 
entre eux. La première étape du processus d’affichage consiste à considérer les sommets 
comme des points et à appliquer l’algorithme FDP à l’amélioration de leur position. 
L’algorithme FDP utilisé est basé sur l’approche de Kamada et Kawai qui consiste à résoudre 
des systèmes d’équations pour minimiser l’énergie générée par le système masse-ressort 
associé.   
La deuxième étape consiste à mettre chaque sommet dans un polygone et une autre méthode 
est ensuite utilisée pour créer des espaces entre les polygones pour qu’ils ne se superposent 
pas. Afin de trouver la distance idéale entre deux polygones, pour qu’ils ne superposent pas, 
le processus construit un diagramme de Voronoi [Lyons, 1998] de l’ensemble des sommets. 
Pour  un ensemble de points S = {p0, p1, p2, …, pn-1}, un diagramme de Voronoi de S, VD(S) 
est une partition en n régions convexes telle que la région ou le polygone Vor(pi) associée au 
point pi est l’ensemble des points plus proches de pi que de tout autre point de S. La distance 
utilisée ici est une distance Euclidienne. Chaque point est ensuite déplacé au centre de son 
polygone de Voronoi Vor(pi) et on recalcule la distance entre tous les polygones. Ce 
processus est répété jusqu’à ce qu’il n’y ait plus de superposition entre les polygones.    
Une autre différence de cette technique par rapport aux autres techniques d’optimisation est 
que les liens ne sont pas tracés sous forme de ligne droite mais sous forme de courbe. En 
effet, pour améliorer l’affichage, chaque lien ne doit pas couper un sommet qui n’est pas son 
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point d’extrémité. Cette méthode permet donc d’améliorer considérablement la lisibilité du 
graphe affiché. Par exemple, les figures suivantes montrent l’amélioration de l’affichage d’un 
graphe par l’utilisation du diagramme de Voronoi.  
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Figure 3.4 : Disposition initiale des sommets  
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Figure 3.5 : Disposition finale 
 
Après l’application de l’algorithme FDP, on obtient la configuration initiale de la figure 3.4. 
Si les sommets étaient représentés simplement par des points alors la configuration initiale 
serait déjà assez lisible. La variation de la taille et de la forme des sommets est la source de la 
saturation de l’affichage. L’application du diagramme de Voronoi permet donc de mettre de 
l’espace entre les sommets pour obtenir une configuration plus lisible (figure 3.5). 
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3.3 Conclusion du chapitre 
Il existe actuellement plusieurs variétés d’algorithmes de graphe dont l’efficacité dépend 
uniquement du domaine d’application et de l’esthétisme recherché. Il est facile de modéliser 
une solution pour l’affichage d’un graphe donné si les contraintes sur l’orientation des arêtes 
sont claires car elles permettent d’identifier comment les sommets doivent être disposés. A 
cause de ce manque de contrainte l’affichage des graphes généraux est plus difficile à réaliser 
car il existe plusieurs types de configuration possible. Les algorithmes les plus souvent 
utilisés sont donc basés sur des modèles physiques du fait de la facilité de leur modélisation. 
Puisque ces algorithmes nécessitent beaucoup d’optimisations compte tenu de leur 
complexité, la méthode la plus utilisée est actuellement le partitionnement de graphe. 
L’intérêt de cette approche vient du fait que l’algorithme FDP est très efficace lorsqu’il est 
appliqué dans des plus petits sous-graphes dont la configuration des sommets est déjà pré-
optimisée.     
    
Nouvel algorithme de visualisation 3D de larges graphes 
 109
Chapitre 4 : Nouvel algorithme de visualisation 3D de 
larges graphes 
 
 
Nous présentons dans ce chapitre une nouvelle technique d’optimisation de l’algorithme FDP. 
Nous avons pu remarquer dans le chapitre précédent que la plupart des algorithmes de graphe 
sont théoriquement efficaces puisqu’ils ne sont pas évalués dans la représentation des 
systèmes réels où les éléments sont représentés par leur forme réelle. De même, la majorité 
des méthodes d’optimisation des algorithmes FDP ne tiennent pas compte de ce facteur qui 
est très important dans l’amélioration de la lisibilité d’un graphe. Il existe actuellement très 
peu de travaux réalisés sur ce problème.  
 
L’approche de Gansner et North présentée précédemment est la plus proche de notre méthode 
puisque nous utilisons la même variante de l’algorithme FDP qui est basée sur la méthode de 
Kamada et Kawai. Mais la première différence est que leur algorithme s’utilise dans la 
représentation 2D alors que le notre est destiné dans la visualisation 3D des systèmes 
complexes. En effet, selon les constats que nous avons émis dans l’état de l’art, les techniques 
de visualisation 3D peuvent largement améliorer la qualité de la représentation visuelle de la 
structure d’un système complexe et permettent aussi d’identifier et d’interpréter plus 
facilement les pannes et les dysfonctionnements des ressources à gérer. La deuxième 
différence est la méthode d’optimisation de la répartition des sommets et la méthode de 
minimisation de l’énergie totale du système masse-ressort. En effet, nous optimisons la 
qualité de l’affichage tout au long de l’exécution de l’algorithme FDP, alors que la méthode 
de Gansner et North s’applique dans l’amélioration du résultat obtenu.    
 
Ce chapitre est organisé de la façon suivante : nous allons étudier dans un premier temps la 
méthode d’optimisation de l’espace d’affichage, l’expression des forces d’attraction et de 
répulsion ainsi que l’algorithme que nous avons développé tout au long de cette thèse. Nous 
comparons, à la deuxième section, la performance de notre algorithme par rapport aux autres 
algorithmes qui utilisent le modèle physique. Nous terminerons, à la troisième section, par les 
différentes leçons que nous pouvons tirer de ces expérimentations. 
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4.1 Nouvel algorithme d’affichage de graphe 
 
Selon le mantra de la recherche d’information qui sert de guide dans la conception des outils 
de visualisation, nous devons tout d’abord trouver des moyens qui permettent d’offrir une vue 
globale du système à étudier. Nous avons choisi la représentation par graphe pour représenter 
la structure de réseaux informatiques car il s’agit des systèmes dont la mise en évidence des 
relations entre les éléments est très importante dans la compréhension de la structure 
topologique et surtout dans l’étude de performance des ressources à travers les flux de 
données qu’elles échangent. Il est donc plus facile d’identifier non seulement la source d’une 
panne mais aussi les impacts possibles de cette panne sur les autres éléments grâce à 
l’affichage de leurs relations. 
 
L’algorithme de visualisation 3D que nous avons développé peut être utilisé pour l’affichage 
des principaux types de graphe : graphe général et arbre. En effet, comme notre objectif est de 
permettre la visualisation d’un système complexe, nous devons offrir des moyens qui 
permettent d’étudier toutes les caractéristiques des réseaux, c'est-à-dire la structure globale du 
système entier et ses aspects hiérarchiques qui permettent d’analyser en détail comment un 
sous-groupe d’éléments est organisé ou comment un élément particulier est structuré. Les 
techniques que nous avons proposées sont applicables dans la visualisation 3D de n’importe 
quel système pourvu que ses éléments soient bien structurés. Afin d’améliorer la performance 
de notre algorithme, nous avons utilisé des techniques d’optimisation de calcul qui permettent 
de résoudre rapidement des systèmes d’équations complexes. 
 
Nous avons pu remarquer que la lisibilité d’un graphe est un facteur très important dans la 
compréhension de la structure du système à étudier. Il est donc important de proposer des 
techniques de représentation qui permettent d’identifier facilement les différents éléments 
affichés et leurs relations. Dans ce sens nous proposons une nouvelle méthode d’optimisation 
de l’espace d’affichage et de minimisation de croisement des liens entre les objets affichés. En 
effet, ces deux paramètres caractérisent la qualité de l’affichage d’un graphe donc la qualité 
de la visualisation. Afin de minimiser le croisement des liens et d’éviter la collision des 
sommets, notre approche consiste à utiliser la plus grande sphère inscrite dans l’espace 
d’affichage et d’y répartir équitablement les sommets selon leur niveau hiérarchique. Dans le 
cas où il n’est pas possible de répartir les sommets en plusieurs sous-ensembles, la plus 
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grande sphère inscrite dans l’espace d’affichage sera directement repartie en plusieurs petites 
sphères de même volume contenant chacune un sommet. Ce qui permet d’éviter le problème 
de collision des nœuds. 
 
Les méthodes que nous proposons ici sont destinées à l’optimisation de l’algorithme FDP 
appliqué à la visualisation 3D de large graphe, mais elles peuvent être appliquées aussi à la 
visualisation 2D avec des modifications mineures. 
 
4.1.1 Optimisation de l’espace d’affichage 
L’approche d’optimisation que nous proposons [Dodo 2007b, 2008] consiste à considérer la 
plus grande sphère inscrite dans l’espace d’affichage et à la subdiviser en plusieurs petites 
sphères de même dimension qui contiennent chacune un sommet. La position des sommets est 
améliorée par l’algorithme FDP afin de les répartir efficacement dans l’espace d’affichage. 
Pour un graphe G = (V, E) avec V l’ensemble des sommets et E l’ensemble des arêtes, 
considérons S0 la plus grande sphère inscrite dans l’espace d’affichage. Les sommets du 
graphe G sont répartis de la manière suivante : 
 
- chaque sommet i est placé au centre de la partition Si, où Si est une sphère ; 
- pour tout sommet i et j, la partition Si et la partition Sj ont le même volume, c’est à dire 
volume (Si) = volume (Sj). 
 
Pour optimiser l’espace d’affichage, nous devons donc maximiser le volume des sphères Si 
contenant les différents sommets du graphe. Ceci permet de bien distribuer les sommets dans 
l’espace d’affichage et d’uniformiser ainsi les distances entre eux. Cette méthode permet aussi 
d’éviter la collision des sommets car les sphères qui les contiennent ont le même volume. Et 
maximiser les volumes des sphères Si revient donc à trouver la position finale des sommets 
qui minimise l’énergie totale générée par le système masse-ressort correspondant.  
Les différentes sphères sont définies de la manière suivante :   
 
- on affecte une taille unique à tous les objets, donc les sphères qui les contiennent ont 
le même volume. Soit vi le volume d’une sphère Si, vi = vj pour tout (i, j) avec i # j. 
- pour une sphère S et un ensemble de sommets V={a1, a2, a3, … ak}, le volume de la 
sphère Si  est donné par vi = vS/k avec vS le volume de S et k le nombre de sommets.  
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La division d’une sphère donnée en plusieurs sphères devient très difficile lorsque le nombre 
de sommets réel à répartir dans cette sphère est supérieur au nombre de sommets qu’elle peut 
contenir théoriquement. Ceci peut augmenter considérablement le temps de calcul car  il faut 
optimiser la disposition des objets. En effet, pour qu’il y ait assez d’espace entre deux objets, 
il faut que le rayon d’un objet soit inférieur ou égal à ½ du rayon de la sphère qui le contient. 
Une solution qu’on peut adopter dans le cas où le nombre d’objets à repartir dans une sphère 
est trop grand par rapport au nombre de petites sphères qu’elle peut contenir est de réduire le 
rayon des objets. Le seul inconvénient de cette solution est qu’elle peut détériorer la qualité de 
l’affichage car les objets peuvent être non distinguables.   
 
En utilisant des sphères comme objets englobants permet d’optimiser l’espace entre les 
sommets du graphe dans l’espace 3D. La figure 4.1 montre, par exemple, le processus de 
distribution des sommets d’un graphe.  
 
 
 
Figure 4.1 : Exemple de répartition des sommets d’un graphe 
 
Les objets colorés se trouvant au centre des sphères représentent les sommets. Ce type de 
graphe par exemple représente une structure en arbre. L’affichage des graphes généraux 
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fortement connexes avec notre méthode est plus facile que l’affichage d’un arbre car la sphère 
initiale est directement subdivisée en plusieurs sphères contenant chacun un sommet. La seule 
condition qu’il faut satisfaire est l’uniformité du volume des sphères contenant les sommets 
au même niveau hiérarchique. 
L’optimisation de l’espace d’affichage fait partie de la qualité de lisibilité d’un graphe. De 
nombreux travaux ont été réalisés dans ce domaine, par exemple Nguyen et Huang [Nguyen, 
2002] ont développé des méthodes d’optimisation de l’affichage d’un arbre. Leurs méthodes 
sont très efficaces car elles permettent d’afficher des arbres de grande taille. Cependant, leurs 
méthodes ne s’appliquent qu’à l’affiche 2D et uniquement pour des structures en arbre. 
 
Notre méthode permet d’afficher en 3D tout type de graphe non orienté, en effet, si on peut 
extraire une partition de l’ensemble des sommets d’un graphe alors nous procédons à 
l’affichage successif des noeuds dans les différentes partitions. Dans le cas où le graphe 
fortement connexe, nous répartissons directement les sommets dans la sphère initiale et 
l’algorithme FDP est appliqué directement à l’amélioration de leurs positions. 
 
4.1.2 Forces d’attraction et de répulsion 
L’algorithme que nous proposons est basé sur les travaux de Kamada et Kawai [Kamada, 
1989], c'est-à-dire qu’au lieu de faire une simulation des forces d’attraction et de répulsion, 
nous résolvons des systèmes d’équations pour minimiser l’énergie totale générée par le 
système masse-ressort correspondant.  
En général, l’algorithme FDP est le plus souvent utilisé dans l’affichage des graphes non 
orientés par la simplicité de son concept. Afin de minimiser le croisement des liens et 
d’optimiser l’espace d’affichage, le principe a été dévié du phénomène physique car les forces 
de répulsion sont appliquées à toute paire de sommets tandis que les forces d’attraction sont 
appliquées uniquement entre deux sommets adjacents pour qu’ils soient affichés plus proches. 
Les forces appliquées aux sommets permettent de trouver la position finale des sommets qui 
correspond à la valeur minimale de l’énergie générée.  
 
Notre algorithme est toujours basé sur ce principe, mais sa grande différence par rapport à 
l’algorithme de Kamada et Kawai se trouve dans l’expression de la force d’attraction. En 
effet, pour réduire les espaces non utilisés et pour éviter le placement des sommets à 
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l’extérieur de la sphère qui doit les contenir, les forces d’attraction sont appliquées pour les 
attirer vers le centre de cette sphère. Ainsi notre approche est modélisée de la façon suivante : 
 
- tous les sommets se repoussent deux à deux ; 
- chaque objet est attiré vers le centre de la sphère qui le contient. 
 
En conséquence, plus deux objets sont proches, plus la somme des forces de répulsion qu’ils 
exercent est importante, et inversement plus deux objets sont éloignés plus la somme des 
forces de répulsion est faible. La force de répulsion est donc inversement proportionnelle à la 
distance entre deux sommets. Par contre la force d’attraction est proportionnelle à la distance 
entre un sommet et le centre de la sphère qui le contient. En effet, elle est plus importante 
lorsque le sommet se trouve éloigné du centre de la sphère et elle est plus faible quand ce 
sommet est plus proche. Ainsi, la force totale appliquée à un sommet i est donnée par 
l’expression suivante : 
A
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Où n est le nombre de sommets, Centre est le centre de la sphère S et Rayon est son rayon. 
R
iF et
A
iF  sont respectivement la force de répulsion et la force d’attraction appliquées à un 
sommet i. Pi et Pj sont respectivement la position du sommet i et du sommet j. Distance (Pi, 
Pj) est la distance Euclidienne entre deux points Pi et Pj.          
La position finale des sommets est obtenue lorsque la somme des forces de répulsion et 
d’attraction appliquées aux sommets est nulle ou minimisée à une certaine limite. C'est-à-dire 
que le système masse-ressort correspondant est en état d’équilibre donné par l’expression 
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Selon l’approche de Kamada et Kawai sur laquelle est basé notre algorithme, l’énergie totale 
générée par les forces de répulsion et d’attraction est donnée par l’expression suivante :  
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En réécrivant cette équation avec les cordonnées (x, y, z), on obtient l’expression explicite de 
l’énergie E (4):  
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Avec ),,( iiii zyxP  la position du sommet i et ),,( czcycxCentre le centre de la sphère S.  
Afin de trouver l’état final du système, nous devons donc minimiser cette énergie, ce qui 
revient à trouver la position de chaque sommet qui la minimise localement. En conséquence, 
il faut trouver et résoudre l’expression des dérivées partielles de l’énergie E appliquées aux 
sommets. En supposant que la position initiale de l’objet i soit ),,( iiii zyxP , on cherche la 
position ),,( '''' iiii zyxP  de i qui minimise l’énergie totale avec  
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En d’autres termes, nous cherchons la translation ),,( iiii tztytxT de chaque sommet i qui 
minimise l’énergie totale du système. En réécrivant l’expression de E avec les cordonnées des 
translations, nous avons :  
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4.1.3 Minimisation de l’énergie totale 
Le problème commun de tous les algorithmes basés sur le modèle masse-ressort est de trouver 
une fonction d’énergie (appelée souvent par fonction de coût) efficace pour réduire l’énergie 
totale. En effet, la différence majeure entre les algorithmes FDP se trouve dans la définition et 
l’expression de l’énergie totale et dans la méthode d’optimisation pour minimiser cette 
énergie. La rapidité et l’efficacité d’un algorithme FDP dépend donc entièrement de cette 
fonction car pour minimiser l’énergie totale E nous devons trouver la position de chaque 
sommet i qui stabilise le système, ce qui revient à minimiser cette énergie à chaque sommet. 
Nous avons donc proposé une nouvelle méthode qui utilise la recherche de minimum par la 
méthode d’optimisation de gradient conjugué de Fletcher-Reeves [Fletcher, 1964]. Ainsi, le 
gradient de l’énergie E appliquée à un sommet i est donné par l’expression suivante, avec Xi = 
xi+txi, Xj = xj+txj, Yi = yi+tyi, Yj = yj+tyj, Zi = zi+tzi, Zj = zj+tzj :   
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La méthode d’optimisation de Fletcher-Reeves a déjà été utilisée par une plate-forme de 
visualisation de larges graphes [Tunkelang, 1998] mais les forces de répulsion sont calculées 
en un temps d’ordre O(nlogn) avec la méthode de Barnes-Hut [Barnes, 1986]. 
 
Comme nous traitons n sommets, l’expression (5) est une équation 2n non linéaire et non 
indépendante, ce qui est très difficile à résoudre, donc nous considérons un seul sommet à la 
fois. Ainsi, nous choisissons le sommet de plus grande énergie à chaque itération et nous le 
déplaçons à une position qui minimise son énergie. Ce processus est répété jusqu’à ce que 
l’énergie locale à chaque sommet soit minimale.  Il est décrit de la façon suivante :   
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• on calcule le gradient complet de E par rapport à nnn tztytxtztytxtztytx ,,,...,,,,,, 222111  ; 
• ensuite on calcule les normes de déplacement
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• on recherche l’objet m qui possède la plus grande norme de déplacement 
( niim ..1=Δ≥Δ ) ;  
• on minimise la fonction objective E par le gradient conjugué avec comme 
paramètres mmm tztytx ,, , tout en fixant les autres sommets i à leur position actuelle ; 
• après la minimisation, on aura le déplacement du sommet m ),,( mmmm tztytxT , ainsi, la 
position actuelle du sommet m devient ),,( mmmmmmm tzztyytxxP +++ , et on revient 
au calcul du gradient complet de E par rapport à nnn tztytxtztytxtztytx ,,,...,,,,,, 222111 , 
et on arrête lorsque toutes les normes de déplacement sont inférieures au 
seuil : nipouri ..1=<Δ ε . 
 
Afin d’améliorer la qualité esthétique d’un graphe, nous avons introduit dans l’expression de 
l’énergie totale la notion de distance topologique entre deux sommets qui est égale au nombre 
d’arêtes entre eux. Pour deux sommets Oi et Oj nous désignons par dij leur distance 
topologique, donc pour minimiser le croisement des liens, les sommets adjacents doivent être 
affichés plus proches. L’expression de l’énergie totale (5) devient alors : 
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Un temps d’ordre O(n) est nécessaire pour calculer tous les nΔ , nEδ , et le temps nécessaire 
pour le processus de minimisation est d’ordre O(Ln) où L est le nombre total d’itérations pour 
minimiser l’énergie locale. L est un peu difficile à caractériser car elle dépend en même temps 
de la valeur de la configuration initiale des sommets, du graphe et de la valeur deε . 
 
Ainsi, notre algorithme est résumé par le pseudo-code suivant : 
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Algorithme de minimisation de l’énergie totale E 
 
Initialisation :  
Placement aléatoire des sommets : initialisation des ),,( iii zyx , i=1..n 
Initialisation des translations à zéro )0,0,0( === iii tztytx , i=1..n 
Calcul des gradients de E par rapport aux iii tztytx ,,  et les iΔ  avec i=1..n 
Recherche de l’objet m avec im Δ≥Δ , i=1..n 
Tant que ε>Δm faire 
Soit ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
∂
∂=
mmm tz
E
ty
E
tx
Egrad ,,  
Assignation de la direction de la descente : graduuuu zyx −=),,(  
Tant que ε>u faire 
2grads =  
Calculer le pas optimal p dans la direction u, tout en respectant les différentes 
conditions (en appliquant le vecteur de translation, l’objet m ne doit pas 
sortir de l’espace partageable (S), il ne doit pas être en collision avec les 
autres objets, …) 
Mettre à jour le vecteur translation avec 
)*,*,*(),,( zmymxmmmm uptzuptyuptxtztytx +++←  
Calculer le gradient de E par rapport à mmm tztytx ,, , ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂
∂
∂=
mmm tz
E
ty
E
tx
Egrad ,,  
s
grad
s
2
←  
),,(*),,( zyxzyx uuuusgraduuuu +−←  
Fin Tant que 
Calculer le gradient de E par rapport aux iii tztytx ,,  et les iΔ  avec i=1..n 
Rechercher l’objet m avec im Δ≥Δ , i=1..n 
Fin Tant que 
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4.1.4 Résultats expérimentaux 
En général, un système complexe n’est jamais structuré purement en arbre ni en graphe 
général, donc on peut souvent extraire des sous-ensembles des nœuds pour représenter la 
hiérarchie du système. L’objectif de cette subdivision est toujours l’amélioration de 
l’esthétique de l’affichage de la structure du système à étudier, mais ceci n’est pas l’objectif 
principal de notre méthode car nous devons faire face à tout type de structure de réseau. S’il 
est possible d’extraire les hiérarchies de l’ensemble des nœuds alors nous affichons 
successivement les nœuds dans les différents sous-ensembles du plus petit jusqu’aux derniers 
sous-ensembles qui contiennent les nœuds feuilles, et l’algorithme FDP n’est appliqué qu’à 
l’amélioration de la position des nœuds dans un sous-ensemble à la fois. Dans le cas contraire, 
nous divisons directement aux différents nœuds la plus grande sphère inscrite dans l’espace 
d’affichage. 
Par exemple, on peut avoir la hiérarchie suivante : où Hi représente un sous-ensemble du 
niveau i et O1, O2, O3, …, On sont ses éléments : H1 = {O1, O2, O3, …, On} ; H2 = {{O11, O12, 
…, O1n}, {O21, O22, …, O2n}, …, {Oi1, Oi2, …, Oin}}, H3, H4, …, Hn … Une fois les noeuds 
groupés hiérarchiquement, l’algorithme commence par l’affichage des nœuds dans le premier 
sous-ensemble, ici le sous-ensemble H1, ces nœuds sont répartis dans la sphère initiale (S). 
Ensuite les résultats du placement de ces noeuds sont utilisés dans le placement des noeuds du 
sous-ensemble suivant H2, donc les noeuds {Oi1, Oi2, …, Oin} sont répartis dans la sphère Si. 
Ainsi de suite jusqu’à l’affichage de tous les noeuds.  
Les avantages principaux de notre méthode sont la minimisation du croisement des liens, 
l’uniformisation de la longueur des liens et l’évitement des collisions.  
 
Nous avons développé une application de visualisation qui permet d’étudier les performances 
de l’algorithme selon le type du graphe à représenter. Nous avons intégré les mécanismes 
d’exploration pour faciliter l’analyse des graphes obtenus. Les figures suivantes montrent 
quelques exemples de notre méthode de distribution de sommets.  
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  Figure 3.2 : 110 sommets   Figure 3.3 : 305 sommets 
 
   
 
  Figure 3.4 : 606 sommets   Figure 3.5 : 1051 sommets  
 
Les figures 3.2, 3.3 et 3.4 montrent des cas de graphes généraux qui représentent à la fois la 
structure hiérarchique en arbre et la forte connexité des sommets parents. L’affichage d’un 
arbre, figure 3.5, est plus facile car l’algorithme positionne successivement les sommets du 
noeud racine jusqu’aux nœuds feuilles. 
  
4.2 Evaluation de la performance de l’algorithme 
La plupart des algorithmes FDP sont utilisés dans la représentation 2D de larges graphes, 
donc leur performance a été évaluée avec cette dimension. Notre algorithme est conçu pour la 
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visualisation 3D de larges graphes, le tableau suivant montre que les performances obtenues 
sont acceptables pour l’affichage de larges graphes par rapport aux autres algorithmes. 
 
Temps d’exécution (ms) Nombre de noeuds Nombre de liens 
Notre algorithme MLFDP 
140 147 0.165 0.12 
252 252 0.404 0.29 
400 500 0.600 0.42 
516 560 0.650 0.48 
771 780 1.663 0.86 
788 880 1.685 0.78 
1024 970 2.668 1.18 
1095 1100 2.901 1.03 
 
Tableau 3.1 : Performances de l’algorithme 
 
Ce tableau résume les résultats de notre expérimentation dans l’affichage des graphes avec 
notre méthode de distribution et l’optimisation de la minimisation de l’énergie totale. Ces 
résultats ont été obtenus à partir d’un outil de simulation qui permet d’étudier la structure d’un 
graphe. Avec cet outil, on peut configurer le nombre de hiérarchies des nœuds du graphe, 
préciser le nombre de sommets dans chaque hiérarchie et paramétrer la dimension de l’espace 
d’affichage. Nous avons comparé nos résultats avec ceux de l’algorithme MLFDP (Multilevel 
Force Directed Placement) [Walshaw, 2003].  
 
Par rapport à MLFDP, notre algorithme affiche une performance acceptable, mais l’avantage 
de notre méthode de distribution de sommets est qu’elle permet de montrer la symétrie dans la 
disposition des sommets, elle permet aussi de garder une uniformité de la longueur de liens et 
enfin il n’existe pas de problème de superposition des sommets. Au niveau de la fonction 
d’énergie, l’utilisation du gradient conjugué avec la méthode de Fletcher-Reeves permet de 
minimiser efficacement l’énergie totale du système. Notre algorithme permet donc de 
visualiser en 3D tout système dont la structure peut être modélisée en graphe. Nous avons 
développé un premier prototype de notre outil de visualisation utilisant cet algorithme qui sera 
détaillé dans la section suivante. 
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Afin d’améliorer la performance de notre algorithme, nous allons introduire dans l’expression 
de l’énergie totale la notion de poids d’un sommet qui est égal au nombre des liens incidents. 
En effet, les sommets se trouvant dans une même hiérarchie peuvent avoir des poids différents 
donc le volume des sphères qui les contiennent doit aussi être différent. L’espace dédié à un 
sommet doit donc être proportionnel au nombre de sommets qui lui sont descendants.   
4.3 Conclusion du chapitre 
 
Pour proposer une nouvelle approche de visualisation de systèmes complexes tels que les 
réseaux informatiques, nous pensons que le meilleur moyen de concevoir des techniques 
pouvant faciliter les tâches d’administration est de réfléchir aux cinq questions précédentes 
(2.4). Selon le type du système, du phénomène ou de l’événement à étudier, il existe des 
techniques qui sont plus adaptées à leurs études. Les systèmes complexes comme les réseaux 
informatiques, les réseaux de télécommunications sont des systèmes dont les éléments ont une 
existence réelle et dont les relations structurelles entre eux sont clairement identifiées. La 
structure de tels systèmes donne une bonne base pour la visualisation car les éléments ont des 
formes concrètes.  
Dans cette thèse, nous avons choisi de représenter en 3D sous forme de graphe la structure 
d’un système complexe. En effet, le moyen le plus efficace pour comprendre la structure d’un 
système complexe est l’utilisation des techniques qui permettent de visualiser les 
caractéristiques des ressources à gérer et de mettre en évidence les relations hiérarchiques 
entre elles. Nous pensons que l’algorithme que nous avons développé peut être utilisé pour la 
visualisation de tout système ou phénomène pourvu que les éléments soient bien structurés. 
 
Le problème principal de la visualisation des systèmes complexes est résumé par le problème 
rencontré pour l’affichage d’un large graphe qui n’est autre que le nombre de sommets. En 
d’autres termes le facteur principal de la complexité d’un système est le nombre d’éléments 
qui le composent. Proposer des techniques permettant de visualiser efficacement un système 
complexe revient donc à offrir des moyens qui permettent de représenter graphiquement les 
structures et les caractéristiques des ressources à gérer ainsi que leurs comportements 
dynamiques. 
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Chapitre 5 : Environnement de visualisation 3D 
Dans ce chapitre, nous allons présenter nos propositions pour faciliter l’exploration de la 
structure d’un système complexe. Nous associons aux représentations par graphes 3D de la 
structure du système à étudier des métaphores afin de faciliter l’exploration. Nous proposons 
aussi des mondes 3D pour afficher les caractéristiques importantes de chaque événement 
généré par les ressources.   
 
En effet, nous avons constaté dans l’état de l’art sur les outils qui utilisent l’interface du 
monde 3D que le problème majeur de ces outils est le manque de la représentation des 
relations hiérarchiques entre les éléments affichés. Ce problème handicape fortement 
l’efficacité de ces techniques lorsqu’elles sont utilisées dans la visualisation des systèmes 
structurés tels que les réseaux informatiques. En fait, il est non seulement impossible de 
comprendre la structure topologique du réseau à gérer mais il devient aussi difficile de 
naviguer dans la scène 3D car on risque à tout moment de perdre ses repères. 
 
Pour combler ce manque, nous avons développé l’algorithme de visualisation 3D de la 
structure du réseau à étudier afin d’offrir des représentations efficaces permettant d’avoir des 
vues globales et d’effectuer par la suite des analyses détaillées. Nous allons associer à ces 
représentations en graphe des mondes 3D pour faciliter la compréhension du système à 
étudier et rendre intuitive la navigation dans la structure. Notre objectif dans cette approche 
est de permettre la navigation dans des scènes 3D en connaissant à tout moment la position 
dans la structure du système à étudier. 
 
L’objectif principal de ces deux techniques est de faciliter la détection de tout problème et 
dysfonctionnement afin de maintenir le bon fonctionnement des dispositifs. Le plus grand défi 
de la supervision d’un système complexe est en fait de détecter la source d’un événement et 
de l’interpréter pour trouver des solutions rapidement. Par conséquent, l’affichage de la 
structure du système à étudier doit permettre non seulement de comprendre facilement les 
relations structurelles entre les éléments mais aussi de visualiser directement le changement 
d’état de ces éléments. Pour faire face à ce problème, nous proposons deux approches : la 
première consiste à permettre d’étudier uniquement les événements intéressants par 
l’utilisation de systèmes de filtrage et de configuration de la visualisation. La deuxième 
approche est la représentation des caractéristiques d’un événement dans un monde 3D pour 
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permettre de l’identifier facilement au travers des trois axes qui représentent l’objet source, 
les propriétés modifiées et le moment exact de l’occurrence de cet événement. 
  
Ce chapitre se divise donc en cinq sections : la première section se propose d’étudier 
l’environnement de développement de notre application. La deuxième section est consacrée 
aux environnements de visualisation 3D et méthodes de navigation que nous avons proposés. 
Nous étudions dans la troisième section des méthodes de filtrage des événements intéressants 
selon les besoins de l’utilisateur. Nous proposons dans la quatrième section un monde 3D qui 
permet d’étudier facilement les caractéristiques de chaque événement. Nous étudions dans la 
cinquième section les avantages du langage Java3D pour le développement d’une application 
de visualisation, et nous terminons par des conclusions que nous pouvons tirer de ces études. 
5.1 Environnement de développement 
Nous avons proposé dans cette thèse un prototype d’outil de visualisation de réseaux 
complexes. Ici, nous faisons référence à la complexité non seulement au niveau de la taille du 
réseau à gérer mais aussi de sa structure. Les informations de gestion générées par les 
ressources (postes de travail, commutateurs, ponts, etc.) sont obtenues à partir de la 
plateforme de gestion CAMELEON. Nous avons travaillé sur la plateforme Grid’5000 qui est 
une structure qui regroupe plusieurs réseaux informatiques afin de partager des ressources 
géographiquement distantes. Grid’5000 est un ensemble de processeurs qui sont structurés en 
grappes (ou clusters) que les utilisateurs peuvent utiliser pour réaliser des expériences qui 
nécessitent une grande performance en calcul. Nous étudions dans cette section la 
fonctionnalité de la plateforme de gestion CAMELEON sur laquelle nous nous sommes 
appuyés.  
5.1.1 L’infrastructure CAMELEON 
Au lieu d’aller re-développer une nouvelle infrastructure, nous pensons qu’il est plus 
avantageux de nous appuyer sur des outils déjà développés par une autre équipe du laboratoire 
et qui proposent toutes les réponses aux exigences de la gestion des systèmes complexes telles 
que l’homogénéisation des informations de gestion et la pérennité des solutions proposées par 
l’utilisation des technologies standards.  En effet, actuellement le problème de la gestion des 
systèmes complexes n’est pas seulement l’augmentation de volume de données générées par 
les ressources à gérer mais surtout l’hétérogénéité de ces informations. Il est donc nécessaire 
de disposer des moyens qui permettent d’avoir une vue homogène des informations de gestion 
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pour faciliter leur exploitation via, par exemple, leur représentations visuelles. Nous avons 
choisi l’infrastructure CAMELEON [Monrozier, 2001] comme plateforme de gestion pour 
faciliter l’accès aux ressources à gérer et surtout pour avoir des vues homogènes des 
informations de gestion. Développée par le CNES (Centre National d’Etudes Spatiales) en 
collaboration avec l’équipe SIERA (Service IntEgration and netwoRk Administration) de 
l’IRIT et la société Alcatel, l’infrastructure CAMELEON propose des solutions pour la 
supervision des systèmes complexes par l’utilisation des technologies orientées objets telles 
que CORBA et Java. Elle s’appuie également sur des standards issus du monde de la gestion 
de systèmes complexes comme WBEM19, CIM20, OSI21. Il est donc important de s’appuyer 
sur des technologies standard dans le développement des applications de visualisation pour 
assurer la pérennité des solutions proposées. Sans entrer dans les détails de l’infrastructure 
proposée par CAMELEON, nous allons expliquer brièvement dans cette section le concept 
qu’elle met en œuvre. 
   
La plupart des outils d’administration de réseaux sont en général conçus pour la gestion des 
plateformes ou des dispositifs particuliers. En conséquence, plusieurs variantes d’un même 
module sont développées afin de prendre en charge les différentes plateformes, ce qui n’est 
pas très efficace. En effet, le traitement des données générées par les dispositifs et la 
maintenance de ces modules devient une charge supplémentaire pour les administrateurs. 
Pour éviter ce genre de problème, nous nous sommes appuyés sur la plateforme CAMELEON 
qui offre une vue homogène de toutes les informations de gestion indépendamment des 
ressources qui les génèrent [Dodo, 2006]. 
 
Développée dans le cadre du projet SUMO (SUpervision et Maîtrise du fonctionnement des 
Opérations), la plateforme de gestion CAMELEON a été conçue dans l’objectif de proposer 
de nouvelles approches de gestion des systèmes complexes tels que les systèmes spatiaux qui 
mettent en œuvre des ressources au sol et des satellites dont le nombre ne cesse d’augmenter. 
La plateforme proposée doit donc répondre à certaines exigences afin de permettre la gestion 
de n’importe quel type de ressource. Pour cela des technologies standard sont utilisées afin de 
rendre possible et facile l’accès aux ressources à gérer et d’offrir des vues homogènes des 
                                                 
19 Web-Based Enterprise Management 
20 Common Information Model 
21 Open System for Interconnection 
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informations qu’elles génèrent. Les quatre exigences que doit satisfaire l’infrastructure 
CAMELEON sont alors l’homogénéisation des informations de gestion, l’utilisation des 
technologies standard pour assurer la pérennité des solutions, la forte capacité d’intégration 
des systèmes existants et une approche par réutilisation et factorisation. 
 
L’unique solution pour satisfaire ces exigences est la fusion des technologies standard comme 
CORBA pour permettre non seulement l’accès aux ressources à gérer mais aussi répercuter à 
ces ressources les actions effectuées au niveau des informations de gestion. La portabilité et la 
pérennité des solutions proposées sont aussi assurées par l’utilisation du langage Java comme 
langage de développement. 
 
5.1.1.1 Le modèle d’information CIM 
 
 Afin d’offrir des vues homogènes des informations de gestion et de satisfaire les exigences 
d’intégration, le modèle d’information CIM [CIM, 2005] et l’architecture WBEM [WBEM, 
2008] sont les solutions qui ont été choisies. Le modèle d’information et l’architecture 
proposée sont tous deux des standards proposés par le consortium industriel DMTF22 qui 
regroupe la plupart des sociétés de construction de matériels informatiques et des sociétés de 
développement de logiciels dont l’objectif est de proposer des solutions communes face à 
l’hétérogénéité des matériels et des systèmes d’exploitations ainsi que des applications.  
 
Le modèle d’information CIM a été développé dans l’objectif de fournir une vue unique des 
informations de gestion afin de résoudre le problème d’hétérogénéité des plateformes et des 
dispositifs. CIM est un modèle basé sur des concepts structuraux provenant du paradigme 
objet tels que le schéma, la classe, la propriété, la méthode, la référence et l’association. 
D’autres concepts spécifiques sont aussi proposés afin d’exprimer les contraintes et la 
dynamique entre les éléments modélisés (trigger, indication). A partir de ces grammaires, 
DMTF propose trois niveaux d’abstraction pour modéliser un système : le " core model ", les 
" common models " et les "extension models". Le "core model" introduit les classes de haut 
niveau qui permettent d’organiser les éléments à gérer en éléments physiques et éléments 
logiques. Les "common models" sont les extensions du "core model" pour les domaines de 
gestion tels que le système, l’application, le réseau, l’équipement physique et l’équipement 
                                                 
22 DMTF: Distributed Management Task Force, http://www.dmtf.org/standards/ 
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fonctionnel. Enfin, les "extension models" sont les extensions des "common models" dans les 
domaines technologiques relatifs à l’implémentation technologique des éléments gérés. Les 
ressources à gérer et leurs relations sont donc définies et modélisés à partir de tous les 
éléments définis dans les trois couches. 
 
L’infrastructure CAMELEON (Figure 4.1) est basée sur un bus logiciel ou bus de 
connaissance qui n’est autre que l’extension du bus CORBA pour permettre l’accès aux 
informations de gestion quelque soit le type de ressources qui les génèrent, et répercuter les 
opérations invoquées sur ces informations aux ressources réelles. 
    
 
Figure 4.1 Architecture de la plateforme CAMELEON 
 
L’architecture WBEM permet l’organisation distribuée d’une application de gestion grâce à 
deux entités de gestion appelées OM (Object Manager) et OP (Object Provider). Une OP est 
responsable de l’intégration d’un environnement de gestion. Les OP assurent la 
communication avec les dispositifs hétérogènes afin d’offrir une vue homogène de ces 
environnements (Unix, Windows, environnement de gestion SNMP, annuaire LDAP, etc.). 
Ainsi, il y a autant d’Object Provider que d’environnements à gérer, c'est-à-dire qu’à chaque 
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type d’environnement à intégrer correspond une entité Object Provider. Une OM est une 
application qui prend en charge les différents domaines de gestion (sécurité, performance, 
etc.). Elle est matérialisée par une base de données dans laquelle sont stockées toutes les 
informations de gestion qui sont décrites et modélisées à l’aide du modèle CIM.  Les deux 
entités de gestion proposent toutes des interfaces génériques basées sur le concept orienté 
objet (classe, propriété, méthode, etc.) dans l’organisation des informations de gestion. Basé 
sur le paradigme objet, le modèle d’information CIM offre un haut niveau d’abstraction qui 
permet d’avoir des vues homogènes des informations générées par les ressources hétérogènes. 
A travers le modèle CIM, DMTF propose aussi des concepts spécifiques qui complètent la 
spécification des éléments de base (classe, propriété, méthode) par l’ajout des informations 
sémantiques appelées qualificatifs qui expriment des contraintes sur ces éléments. La 
dynamique des ressources à gérer est aussi exprimée à partir des qualificatifs, par exemple 
tout événement généré par une ressource est exprimé en terme d’indication dont le 
déclenchement peut être configuré.   
 
Avec la plateforme CAMELON, les informations de gestion d’un système complexe sont 
alors décrites dans des fichiers textes définis avec le modèle CIM qui seront ensuite traduites 
en objets Java grâce à des compilateurs spéciaux.  
Nous avons choisi de nous appuyer sur cette plateforme car nous pensons qu’il est important 
de proposer des techniques de visualisation associées avec des moyens qui permettent de 
gérer de manière unique des environnements hétérogènes indépendamment de leur type. La 
pérennité et la portabilité des solutions proposées par une telle plateforme permettent 
d’adapter les outils de visualisation à la gestion de n’importe quel système complexe. 
5.2 Navigation dans la scène 3D 
 
Pour des systèmes structurés tels que les réseaux informatiques, les techniques de 
visualisation proposées doivent permettre d’étudier en détails la structure du système entier. 
La technique la plus efficace pour ce genre de système est la représentation par graphe, mais il 
faut en même temps proposer des méthodes qui permettent de représenter une large structure. 
C’est pour cette raison que nous avons proposé la nouvelle version de l’algorithme FDP afin 
de faire face à la complexité de la structure des réseaux informatiques. 
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Nous devons donc offrir en premier lieu une vue globale (Figure 4.2) afin de permettre 
d’identifier facilement la structure du système à étudier. A partir de cette vue, on peut utiliser 
les mécanismes de transformation de vues tels que le zoom, la rotation et la translation pour 
obtenir plus de détails de l’affichage. Nous avons choisi la représentation 3D car elle permet 
de représenter efficacement plus d’éléments dans l’affichage. Il est donc plus facile d’afficher 
une structure large et complexe dans un espace réduit.  
Nous avons associé à chaque élément affiché des menus contextuels qui permettent de 
configurer les détails de la visualisation selon les besoins de la supervision. La structure d’un 
système complexe est exprimée par les types de relations entre les éléments qui le composent. 
En général, il y a deux types de relation : les relations d’association qui expriment la 
dépendance entre les éléments et les relations de composition qui permettent de modéliser la  
hiérarchie entre eux. Donc nous nous sommes basés sur ces relations pour explorer la 
structure du système à étudier. 
  
 
 
Figure 4.2 : Vue globale du système à étudier 
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Notre proposition consiste donc à associer les deux méthodes d’exploration de la structure 
d’un système complexe : la première méthode permet d’afficher les détails de la structure 
topologique par la configuration du type des relations, et la deuxième permet d’explorer le 
système avec des salles 3D qui affichent la disposition des différents éléments selon leurs 
niveaux hiérarchiques.  
Pour explorer la structure du système on utilise le menu « Relational view », et les types des 
relations entre les éléments sont affichés sur une interface textuelle (Figure 4.3). En 
choisissant par exemple les relations de composition on obtient l’affichage 3D sous forme 
d’un arbre de la structure des éléments formant l’objet sélectionné (Figure 4.4). L’objet 
sélectionné est donc placé au centre de l’affichage et les éléments qui le composent sont 
disposés autour. De même, on peut afficher la structure de dépendance entre l’objet 
sélectionné et les autres objets, on peut aussi centrer l’affichage uniquement sur l’objet 
sélectionné en affichant tous les objets qui lui sont en relation (composition et association). 
 
 
 
Figure 4.3 : Configuration de vue 
 
La deuxième méthode d’exploration de la structure du système à étudier est l’utilisation des 
salles 3D. Le menu «Virtual view» permet de représenter dans une salle 3D tous les éléments 
qui constituent l’objet sélectionné.  
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Figure 4.4 : Affichage de composition 
 
 
 
Figure 4.5 : Exemple d’une salle 3D 
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La figure 4.5 par exemple montre la disposition dans une salle 3D des éléments d’une partie 
de la grille « GRID_Rennes ». A partir de cette salle, on peut accéder aux autres salles qui 
représentent les éléments des autres grilles. Pour cela, on peut cliquer directement sur une 
porte qui porte le nom de l’élément ou approcher de cette porte.   
 
Dans le cas d’une structure complexe ou d’une large structure, nous avons mis un repère sur 
l’élément affiché dans la représentation en graphe (Figure 4.6) dont la structure est affichée 
dans une salle 3D. De cette façon, l’utilisateur sait à tout moment dans quelle partie de la 
structure du système étudié il se trouve. L’élément exploré est donc entouré par un cercle dans 
la représentation en graphe et ce cercle se déplace sur chaque élément choisi. 
 
 
 
Figure 4.6 : Navigation dans la structure d’un système 
 
Une interface textuelle (Figure 4.7) est aussi accessible à partir du menu pour offrir la 
description détaillée de chaque élément affiché. On peut aussi modifier l’apparence d’un 
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élément ou d’un groupe d’éléments selon les besoins de l’analyse à effectuer. Nous avons 
utilisé des métaphores visuelles qui permettent de comprendre facilement la structure d’un 
système. Tous les éléments qui ont une existence physique sont représentés à l’aide de leurs 
formes réelles. Selon les besoins de l’utilisateur, on peut configurer l’apparence d’un objet ou 
d’un groupe d’objet, par exemple on peut représenter tous les processeurs par des rectangles 
ou des sphères. On peut aussi utiliser des objets VRML pour représenter une famille d’objet. 
Nous avons proposé cette possibilité pour permettre de visualiser n’importe quel type de 
système complexe. Les utilisateurs peuvent donc choisir les métaphores à utiliser selon le type 
du système à étudier et l’élément à afficher [Dodo, 2007a]. Plusieurs choix sont offerts : des 
primitives géométriques comme sphère, cube, cylindre et cône pour représenter des objets  qui 
n’ont pas d’existence physique (système d’exploitation, application, etc.). On peut aussi 
utiliser des formes plus complexes développées avec d’autres outils, par exemple des objets 
VRML (wrl), Wavefront (obj) ou Lightwave3D (lws). 
  
 
 
Figure 4.7 Description textuelle d’un noeud 
 
Afficher des informations textuelles sur les ressources à gérer permet d’améliorer la 
compréhension du système à étudier. Ces informations sont intéressantes car elles permettent 
d’avoir plus de détails sur les éléments affichés (type, état, sous-réseau d’appartenance, etc.). 
Seules les informations nécessaires qui permettent d’identifier un élément sont affichées pour 
éviter la surcharge et donc la saturation de l’affichage. 
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5.3 Filtrage des événements 
Les éléments matériels et logiciels qui forment un système génèrent des messages qu’on 
appelle des événements. Ces événements véhiculent toutes les informations sur le 
comportement et la performance du système à étudier, donc ils sont les seuls moyens qui 
permettent de connaître en temps réel l’état de chaque ressource à gérer. Le problème 
commun de la gestion des systèmes complexes est le volume de messages générés par les 
éléments matériels et logiciels.   
La première approche que nous proposons pour faire face à ce problème est le filtrage des 
événements utiles car il ne serait jamais possible ni intéressant de les analyser tous. Pour cela 
nous proposons des interfaces qui permettent de définir les caractéristiques des événements 
intéressants pour la gestion selon les besoins de l’utilisateur. Avec ces interfaces on peut 
préciser sur quelle classe d’élément du système on veut effectuer des analyses et quelles sont 
les propriétés qui peuvent représenter le changement à surveiller. Ensuite, on peut affiner les 
critères de déclenchement des événements à surveiller en positionnant des conditions logiques 
sur les propriétés de la classe de l’élément cible. Les méthodes que nous proposons sont 
basées sur le système de requêtes CQL (CIM Query Language), en effet tous les critères de 
déclenchement des événements sont traduits par la plateforme CAMELEON (la plate forme 
sur la quelle nous nous sommes appuyés pour réaliser nos expérimentations, section 4.1) en 
expressions CQL et nous représentons ensuite les résultats obtenus en trois dimensions sous 
forme d’animation. 
 
Dans la figure 4.8, le champ "Class" permet de préciser la classe des éléments qui peuvent 
être sources des événements à gérer. Il existe plusieurs types d’événement qui peuvent 
modifier l’état et le comportement d’un élément, avec le champ "Type" on peut définir si on 
veut s’intéresser  à la mise à jour d’une propriété des instances d’une classe, à la suppression 
ou à la création d’une instance. Chaque ressource à gérer est modélisée par une instance de 
classe dont les propriétés représentent ses caractéristiques. On peut donc créer plusieurs 
critères sur les propriétés d’une classe pour connaître les éventuels changements d’état d’une 
ressource. Par exemple, on peut connaître les états de tous les postes de travail dont la charge 
du ou des  processeur(s) atteint une certaine limite. On peut aussi connaître les postes de 
travail dont l’état est critique suite à un quelconque dysfonctionnement. A l’aide des menus 
contextuels associés à chaque élément, on peut aussi créer des filtres pour connaître la 
performance ou les changements d’état d’un élément particulier. Les filtres sont ensuite 
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traduits en requêtes CQL qui seront envoyées à la base de données de la plateforme de 
gestion. 
 
 
 
Figure 4.8 : Configuration de requêtes de filtrage d’événements 
 
En général, la plupart des outils d’administration de réseaux sont basés sur le paradigme 
manager/agent qui utilise le modèle "Pull" pour connaître les états et la performance des 
ressources. Avec ce modèle, l’application cliente (le manager) envoie des requêtes au serveur 
(agent) qui va répondre par la suite de manière synchrone ou asynchrone. L’inconvénient de 
cette méthode est la saturation du trafic réseau lorsque le nombre des éléments à gérer devient 
assez important car le serveur doit scruter continuellement chacune des ressources. 
Dans cette thèse, nous nous sommes appuyés sur le modèle de gestion d’événements de la 
plateforme CAMELEON [Broisin, 2004] qui utilise le modèle "Push". Contrairement au 
paradigme manager/agent, le modèle "Push" est basé sur le paradigme de publication, 
d’abonnement et de distribution. Dans une première étape, les agents (applications serveurs) 
informent les clients du type de notification qu’ils peuvent générer, ensuite les clients 
(applications managers) s’abonnent aux données pouvant être sources d’événements qui les 
intéressent tout en spécifiant la fréquence de la réception des notifications. Par la suite, les 
agents envoient aux clients les résultats de leurs abonnements.   
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Les requêtes formulées au niveau des interfaces graphiques pour filtrer les événements 
nécessaires aux activités de gestion sont ensuite envoyées aux agents sous formes 
d’abonnements. Selon l’apparition des événements qui correspondent aux critères fixés dans 
les requêtes, des notifications sont ensuite envoyées par les agents aux applications clientes 
abonnées.  
Au lieu d’interpréter textuellement les informations contenues dans les notifications, nous 
avons proposé quelques types d’animation pour attirer rapidement l’attention de l’utilisateur. 
En effet, l’animation constitue un autre facteur de l’efficacité de la visualisation de données. 
La plupart des systèmes de visualisation de données produisent dynamiquement des 
changements suite aux actions effectuées par l’utilisateur. Ici au contraire, l’animation est 
générée suite à un changement automatique de certaines caractéristiques d’un élément 
graphique qui représente une donnée.  
De nombreuses études ont été effectuées afin de déterminer quand, comment et pour quel type 
de données on peut utiliser des animations dans la visualisation. Nakakoji [Nakakoji, 2001] a 
montré que l’animation produit des effets cognitifs et facilite l’analyse des données. On utilise 
souvent l’animation pour mettre en évidence des changements de caractéristiques des données 
dans le temps. Par exemple, une animation peut consister en un changement de couleur, de 
forme ou des cordonnées de l’élément graphique qui représente la ressource à gérer. Le 
premier objectif d’une animation est d’attirer l’attention de l’utilisateur, ensuite la façon dont 
se déroule et s’effectue l’animation doit montrer le changement d’une ou des caractéristiques 
des données.  En général, le changement (croissance ou décroissance) dans le temps de la 
valeur d’une donnée est représenté sous forme d’animation, ce qui est plus efficace par 
rapport à des diagrammes ou des affichages textuels car l’attention humaine est très sensible 
au changement présenté sous forme d’animation.       
 
Nous avons proposé trois types d’animation pour mettre en évidence l’apparition des 
événements. En effet, notre premier objectif est de faciliter la détection visuelle des objets 
sources des événements. Comme il existe plusieurs types d’événement, nous avons alors 
proposé des moyens qui permettent aux utilisateurs de configurer l’apparence de chaque type 
d’événement. Par exemple, on peut utiliser une sphère englobante dont la transparence varie 
continuellement, on peut aussi représenter l’apparition d’un événement sous forme d’une 
onde circulaire. Enfin un autre type d’animation que nous avons proposé est l’animation de 
particule. Toutes ces animations peuvent être associées à des sons pour attirer encore plus 
l’attention de l’utilisateur. Par exemple, la figure 4.9 montre l’interface de configuration de 
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l’apparence des événements. Un événement est caractérisé par le type de mise à jour de la 
propriété de la classe de l’élément cible (UPDATE, CREATE, DELETE). Pour chaque type 
d’événement, on peut choisir son apparence à afficher sur l’objet source.   
 
 
 
Figure 4.9 : Configuration de l’apparence d’un événement 
 
Dans le cas des objets représentés par des primitives graphiques (cube, cylindre, cône, etc.), 
on peut choisir l’apparence d’un événement par un changement de couleur. Pour les objets 
représentés par des formes plus complexes, on peut utiliser des messages sous forme d’onde 
circulaire, sphérique ou d’animation de particule et la valeur par défaut est une animation 
sphérique.  
5.4 Visualisation 3D des événements 
De nombreux outils ont été créés pour faciliter l’analyse des événements générés par les 
ressources d’un système. En général, les outils utilisés dans ces activités représentent les 
caractéristiques des données sources des événements sous formes de tableaux, de 
diagrammes, de statistiques ou de courbes pour montrer la variation dans le temps de la valeur 
d’une ou des propriété(s) des données. Avec les possibilités technologiques, des recherches 
ont montré que la représentation en deux ou en trois dimensions des événements est plus 
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efficace et facilite beaucoup leurs analyses. On constate cependant que la plupart de ces outils 
sont utilisés en gestion de la sécurité (voir chapitre 1, section 1.2.2.3) alors que d’autres 
événements générés par les ressources ont aussi une grande importance pour l’analyse de la 
performance et du bon fonctionnement du réseau entier.  
 
Les événements générés par les ressources d’un système véhiculent toutes les informations 
nécessaires aux activités de gestion, par exemple les informations sur la sécurité du réseau, 
sur la performance, sur les quotas attribués aux utilisateurs, etc. Proposer un outil permettant 
d’analyser en même temps ces événements est une tâche très difficile parce que chaque 
domaine cible nécessite des analyses approfondies, c’est pourquoi nous proposons une autre 
approche car le premier effet d’un événement est le changement d’état de l’élément source.  
Pour les systèmes dont la valeur des données peut varier dynamiquement, le paramètre temps 
est très important pour les analyses car il permet de situer le moment exact du changement 
d’état de l’objet source et ainsi de connaître facilement les causes et les conséquences sur la 
performance de cet objet. Afin d’effectuer facilement des analyses approfondies sur un 
événement, il est donc important de mettre en évidence les changements d’état de l’objet 
source à travers le temps. Ainsi, notre approche consiste à afficher dans un environnement 3D 
l’objet source de l’événement, le type de l’événement ainsi que les états initial et final de la 
propriété modifiée. Avec cette méthode, il est facile de comprendre le moment exact de 
l’occurrence d’un événement, la propriété modifiée et les états initial et final de cette 
propriété.        
Une approche similaire est celle proposée par l’outil de gestion de la sécurité de réseau 
[Erbacher, 2002] que nous avons vu au premier chapitre à la section 1.2.2.3. La plus grande 
différence de cette approche par rapport à la notre est la représentation par graphe de la 
topologie du réseau. En effet, dans la figure 1.14, il est impossible d’avoir une vue 
compréhensible de la topologie du réseau tout en mettant en évidence les caractéristiques d’un 
événement. C’est pourquoi nous proposons uniquement de présenter dans un environnement 
3D toutes les informations nécessaires pour analyser facilement un événement. Au lieu 
d’afficher en même temps la topologie du réseau, nous pensons qu’il est plus intéressant de ne 
montrer que l’objet source et les caractéristiques des événements qu’il génère. La figure 4.10 
montre l’affichage 3D des événements. L’objet source d’un événement est placé au centre de 
l’affichage, chaque événement est représenté dans un cercle qui représente la propriété 
modifiée, les états initial et final de cette propriété sont représentés par les petites sphères. La 
date et heure de l’apparition d’un événement est affiché à côté de chaque cercle qui l’entoure. 
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En cliquant sur un élément contenu dans le cercle, on obtient la description textuelle de 
l’événement correspondant qui est affiché sur un mur 3D. 
 
 
 
Figure 4.10 : Visualisation 3D des événements 
 
Dans cette figure, on a toutes les informations sur la ressource qui génère les événements 
affichés graphiquement. Les éléments composants de la ressource sont affichés dans la partie 
gauche, et dans la partie droite sont affichés les éléments immédiatement en relation avec 
cette ressource. On voit dans cette figure que le poste de travail est formé par deux 
microprocesseurs. Tous les composants de l’élément source des événements à visualiser et les 
éléments en relation avec cet élément sont donc affichés directement pour offrir plus 
d’informations à l’utilisateur. En effet, il est très important d’afficher les informations 
nécessaires à l’analyse des événements au lieu de les représenter sous forme textuelle. 
Présenter dans l’affichage les éléments en relation avec l’élément source des événements 
permet d’anticiper quelles peuvent être les conséquences de ces événements sur les autres 
éléments. Les informations textuelles sur les éléments représentés dans la salle 3D sont 
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affichés sur le mur central, pour cela il suffit de cliquer sur un quelconque élément. Par 
exemple sur la figure 4.10, un événement est décrit par la propriété de la ressource modifiée, 
les états initial et final ainsi que le moment exact de son occurrence. 
5.5 Portabilité de l’application 
 
Comme nous avons remarqué à travers les différentes techniques de visualisation de réseaux 
présentées dans l’état de l’art, le choix des techniques de représentation 3D s’impose de façon 
évidente. En effet, ces techniques ne permettent pas seulement de représenter des systèmes 
par des métaphores qui sont plus proches de la forme réelle des objets mais elles offrent 
surtout plus de possibilités dans l’affichage de la structure des systèmes complexes. 
Actuellement les avancées technologiques réalisées tant au niveau matériel (carte graphique, 
processeurs graphiques) qu’au niveau logiciel (modeleur, moteur 3D) permettent de 
développer des environnements de visualisation 3D de haute qualité, donc nous pensons qu’il 
est bénéfique de profiter de tous ces avantages. D’ailleurs les réseaux informatiques et/ou  de 
télécommunication ne sont pas les seuls domaines d’application des techniques de 
visualisation 3D. Tous les domaines du média (cinéma, publicité, jeux vidéos, etc.) et les 
domaines scientifiques ont tous connus cet engouement à un point tel que les techniques de 
représentation 2D sont souvent considérées aujourd’hui comme obsolètes.  
 
Pour créer une application 3D, il existe deux façons distinctes : la première consiste à 
programmer un moteur 3D en faisant ou non appel à une bibliothèque de fonctions 3D pour 
accéder à l’accélération graphique. La deuxième utilise un logiciel qui peut lire directement 
une description de scène 3D. En général, la première méthode est la plus utilisée car elle 
permet de créer rapidement des scènes 3D interactives. Nous allons présenter ci-dessous les 
points forts et les points faibles de l’API (Application Programming Interface) Java 3D que 
nous avons choisi pour réaliser nos expérimentations. 
 
Java3D 
Développée par Sun Microsystems en 1998, Java3D est une bibliothèque de classes d’objets 
qui offre aux programmeurs des constructeurs de haut niveau permettant de créer et de 
manipuler des scènes 3D. Contrairement aux autres API comme Direct3D et OpenGL, 
Java3D n’a pas une implémentation propre à elle mais dispose des supports natifs aux deux 
autres API. Profitant des atouts de Java, Java3D offre des avantages tels que la caractéristique 
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multi-plateforme, la facilité de développement de jeux en réseau qui est difficile à réaliser 
avec OpenGL et Direct3D, et enfin la création d’applets contenant des animations 3D.     
Java3D se décline en deux variantes : une implémentation sur OpenGL et une sur DirectX. 
Les parties bas niveau du rendu (sommet et pixel) sont prises en charge par les API (OpenGL 
ou DirectX), tandis que les opérations logiques et les interactions sont effectuées au niveau de 
Java. Java3D profite à la fois des possibilités offertes par les API de bas niveau et de tous les 
avantages proposés par Java. Ce qui permet de créer des applications 3D indépendantes des 
plateformes et des matériels avec une vitesse de rendu suffisamment acceptable.  
 
Graphe de scène Java3D 
Le graphe de scène de Java3D est un graphe orienté et non cyclique. Les relations entre les 
éléments graphiques sont de type père-fils qui ne contiennent aucune boucle. Dans ce sens 
chaque nœud de la scène ne possède qu’un seul nœud parent. Ce principe est inspiré du 
caractère orienté-objet de Java qui permet aux programmeurs de raisonner totalement en 
terme d’objet plutôt qu’en terme de polygones, et également à la composition de la scène qu’à 
la manière dont sera effectué le rendu. En Java3D, il existe deux catégories de nœuds : les 
nœuds groupes et les nœuds feuilles. Les nœuds feuilles contiennent les définitions des objets 
3D (géométries, sons, lumières, etc.) et ne possèdent qu’un seul nœud parent. Ces nœuds ne 
doivent contenir aucun nœud enfant. Les nœuds groupes peuvent avoir plusieurs nœuds enfant 
pour former un sous graphe entier mais ne doivent avoir aussi qu’un seul nœud parent.  
Les nœuds groupes servent de conteneurs pour d’autres nœuds groupes ou feuilles qui sont en 
général des Shape3D. Ils assurent le positionnement et l’orientation de ses nœuds feuilles qui 
se trouvent au niveau inférieur de l’hiérarchie. Par exemple, les nœuds groupes BranchGroup 
permettent d’ajouter ou de retirer des nœuds enfants tandis que les nœuds TransformGroup 
permettent de les positionner et de les orienter  (Figure 4.11). 
 
Points fort de Java3D :  
 
- Le graphe de scène de Java3D permet aux programmeurs de se concentrer uniquement dans 
la conception de l’application au lieu de s’occuper du rendu et des autres caractéristiques 
graphiques. Un graphe de scène de Java3D supporte des éléments graphiques complexes tels 
que les géométries 3D, les comportements, les animations (behaviors) et les outils de picking 
(manipulation individuelle des éléments affichés). Par rapport aux autres API, Java3D permet 
d’effectuer sans difficulté la détection de collision, ce qui n’est pas très évident à réaliser avec 
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OpenGL et DirectX. Elle permet donc aux programmeurs, débutants ou expérimentés, de 
développer rapidement des applications et des applets sophistiquées. Pour créer une 
application avec Java3D, il suffit de créer des objets graphiques et ensuite de les connecter 
pour former un graphe de scène.   
VirtualUniverse 
Local 
BG BG 
TG TG 
  
Géométrie Apparence
View 
Canvas3D Nœud 
Behavior 
Shape3D 
ViewPlatform 
Rotations 
Peut être 
remplacée par 
SimpleUniverse 
Graphe de scène 
Nœud  
TransformGroup 
Nœud  
BranchGroup 
 
 
Figure 4.11 : Exemple d’un graphe de scène simple avec Java3D 
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Nœuds et relations 
 
Univers virtuel 
Local 
Groupe 
Feuille 
Nœud 
composant 
Autre noeud Père-fils 
Référence 
 
Figure 4.12 : Symboles des nœuds de graphe de scène avec Java3D 
 
- La performance : Java3D a été créée pour le développement des applications 3D 
performantes. Ceci est effectué par les différentes possibilités d’optimisation de graphe de 
scène et l’appui sur les bibliothèques de bas niveau d’OpenGL et de DirectX. L’optimisation 
des graphes de scène s’effectue en positionnant des bits qui permettent de préciser quelle 
opération est à exécuter ou non. Comme les autres APIs, Java3D offre aussi plusieurs modes 
de rendu : le mode immédiat, le mode retenu et le mode combiné (immédiat et retenu). Le 
mode immédiat sert à préciser des primitives de base que le moteur 3D doit traiter 
immédiatement. Avec ce mode, il est possible de ne pas utiliser de graphe de scène. Grâce au 
rehaussement du niveau d’abstraction, Java3D accélère le rendu de chaque objet bien que la 
place réservée aux optimisations soit relativement petite. Le mode retenu est plus flexible que 
le mode immédiat car le graphe de scène est entièrement manipulable mais le temps de rendu 
est plus important. Il est possible d’ajouter, d’effacer ou d’éditer un nœud après l’exécution 
dont la mise à jour est immédiatement visible à l’écran. La méthode compile() du nœud 
BranchGroup par exemple permet d’optimiser ses sous arbres. Le mode combiné ou retenu 
compilé permet au moteur Java3D de lancer une série d’optimisations complexes comme le 
groupement et la compression d’objets graphiques. Ce mode offre une meilleure performance 
de rendu mais perd en flexibilité liée aux possibilités d’accès et de modification des objets 
après la compilation du programme.    
  
- Nouvelles caractéristiques : avec Java3D, le monde virtuel et le monde physique sont 
totalement séparés par les modèles de vue. Ce qui permet de configurer facilement une 
application pour l’utilisation des dispositifs d’interaction et d’immersion comme les lunettes 
ou les casques de réalité virtuelle. La création et la gestion de comportements (behaviors) du 
monde virtuel sont réalisées à l’aide des nœuds Behaviors qui offrent toute une variété de 
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styles d’animation basée sur des événements au lieu des méthodes habituelles basées sur les 
étapes clés (key frames).  
 
- Portabilité : Java3D est par nature une API Java. Son implémentation sur OpenGL ou 
DirectX offre un haut degré de portabilité et permet de réduire considérablement le temps et le 
coût de développement. 
 
- Simplicité d’intégration des éléments multimédias, de gestion de réseaux, de reconnaissance 
vocale grâce aux bibliothèques Java. 
 
Points faibles de Java3D : 
 
- La performance de Java3D laisse à désirer par rapport aux autres API telles que OpenGL et 
DirectX. Java3D n’est pas une bonne option pour créer des jeux vidéo nécessitant une grande 
performance de rendu malgré la facilité de gestion de réseaux qu’elle offre. On affecte 
souvent à Java la principale cause de la performance de Java3D.  
 
- Le niveau d’abstraction de Java3D est trop haut pour permettre l’amélioration de la 
performance de l’application à développer. 
 
Nous avons choisi Java3D comme interface de programmation d’application 3D malgré son 
côté faible en performance de rendu par rapport aux autres APIs telles que OpenGL et 
DirectX. Ce choix est justifié par plusieurs raisons.  
 
La principale raison est que nous utilisons Java comme langage de programmation, donc il 
nous paraît évident de profiter des avantages qu’il offre lorsqu’on l’associe à une API 3D qui 
propose, par nature, une conception orientée objet. Nous pensons qu’il est bénéfique de 
raisonner en terme d’objet qu’en terme de pixel dans le développement d’une application 3D. 
En effet, l’effort nécessaire au développement d’une application de visualisation d’un système 
complexe est plus important lorsqu’on utilise des APIs de bas niveau comme OpenGL. La 
performance ne doit pas être donc uniquement mesurée en terme de rapidité de rendu mais 
aussi en terme de complexité, de productivité, de facilité de maintenance et de portabilité des 
codes.  
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De même les réseaux informatiques sont devenus de plus en plus étendus, ce qui nécessite 
plusieurs administrateurs qui doivent collaborer ensemble pour assurer la bonne qualité de 
service à offrir aux utilisateurs. En conséquence, un de nos objectifs à long terme est de 
permettre aux administrateurs d’effectuer ensemble les tâches de gestion et de supervision. 
5.6 Conclusion du chapitre 
Nous avons présenté dans ce chapitre nos propositions pour la visualisation des systèmes 
complexes. Sachant que la mise en évidence de la structure relationnelle est d’une importance 
capitale pour la visualisation des données structurées, nous avons appliqué le nouvel 
algorithme basé sur le modèle masse-ressort que nous avons développé pour l’affichage de la 
structure d’un système complexe. Nous avons aussi proposé des moyens qui permettent 
d’explorer la structure d’un système complexe. En choisissant le type de relation à afficher, 
on peut configurer le type de vue à générer selon les analyses à effectuer. On peut adapter 
facilement l’outil que nous avons développé à la visualisation de n’importe quel type de 
système complexe pourvu que les données soient clairement structurées. 
 
Nous avons pu constater qu’on peut résoudre le problème de l’utilisation des interfaces du 
monde 3D si les représentations proposées sont associées avec des graphes qui représentent  
la structure du système à étudier. En effet, pour des systèmes structurés tels que les réseaux 
informatiques, le moyen le plus efficace pour analyser la performance et le comportement des 
ressources à gérer est la représentation avec des graphes de la structure topologique. Mais une 
telle représentation à elle seule ne suffit plus à faire face à la complexité des systèmes actuels. 
C’est pourquoi nous avons proposé d’y associer des environnements 3D qui permettent 
d’améliorer la connaissance du système à étudier grâce aux métaphores qui offrent des 
représentations plus proches de la réalité. 
 
Afin de faciliter l’analyse des événements générés par les ressources du système à étudier, 
nous avons proposé un environnement 3D qui permet d’analyser visuellement les 
changements d’état d’un élément. Avec notre méthode, toutes les informations nécessaires à 
l’analyse d’un événement sont affichées en 3D, ainsi, on peut effectuer directement des 
analyses visuelles de l’objet source de l’événement, des propriétés modifiées et du moment 
exact de son occurrence. Il est alors facile de connaître le changement d’état de chaque 
ressource du système à gérer et les propriétés modifiées par les événements. 
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Durant cette thèse, nous avons travaillé avec l’équipe de recherche en supervision de réseaux 
et nous leur avons montré notre concept pour la visualisation des systèmes complexes. Selon 
eux, l’outil que nous avons développé permet de faciliter la compréhension d’une large 
structure, en particulier l’association de la représentation 3D en graphe avec des 
environnements 3D apporte une grande amélioration pour l’analyse et l’exploration du 
système à gérer. La configuration des différentes vues, le paramétrage des événements 
intéressants et surtout la visualisation 3D des caractéristiques des événements répondent en 
grande partie à leurs attentes. Nous allons aussi présenter aux administrateurs de réseaux les 
concepts que nous avons développés afin de connaître leurs avis sur l’efficacité des 
techniques de visualisation proposées.  
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Conclusions et perspectives 
 
Proposer un outil de visualisation qui permet d’effectuer efficacement toutes les activités 
d’administration de systèmes complexes n’est pas une tâche facile. Nous avons vu à travers 
les différents outils de visualisation que les avancés technologiques sont les principaux 
facteurs de la complexité des réseaux informatiques. Actuellement le plus grand défi de 
l’administration ne réside plus en la collecte des informations de gestion mais se situe surtout 
au niveau des moyens et méthodes qui permettent de les analyser rapidement afin d’assurer le 
bon fonctionnement du système à gérer. D’autre part, nous avons pu constater aussi que les 
avancées technologiques ont permis le développement de nouveaux outils qui proposent de 
nouveaux paradigmes pour faciliter l’analyse de la structure des systèmes complexes ainsi que 
les événements générés par les différentes ressources à gérer. Et grâce aux possibilités 
matérielles et logicielles, la dernière approche utilisée dans la visualisation des systèmes 
complexes essaie de proposer des représentations 3D du système et de l’environnement de 
gestion afin de faciliter la compréhension de la structure de ce système et surtout d’analyser  
toutes les informations relatives au bon fonctionnement des ressources.  
 
Afin d’assurer l’efficacité des techniques de visualisation, nous avons défini l’ordre de  
priorité entre les facteurs d’une bonne visualisation des systèmes complexes tels que les 
réseaux informatiques. En effet, l’efficacité d’un outil de visualisation peut être évaluée selon 
ses capacités à mettre en évidence les relations structurelles entre les éléments à gérer. 
Quelque soit la technique de visualisation à utiliser, la première caractéristique des données 
qu’il faut obligatoirement prendre en compte est la relation structurelle intrinsèque. A partir 
de la connaissance acquise sur la structure du système à étudier, on peut ensuite effectuer des 
analyses approfondies sur le système par l’exploration des différents détails.   
 
Dans l’objectif de fournir des moyens qui permettent de faciliter l’analyse de la structure des 
systèmes complexes, nous avons présenté un nouvel algorithme pour l’affichage 3D de larges 
graphes. Notre algorithme est basé sur une nouvelle approche d’optimisation de l’algorithme 
FDP afin d’améliorer l’affichage d’un large graphe. En effet, l’efficacité de la visualisation 
dépend totalement de la qualité de l’affichage du graphe qui représente la structure du 
système à étudier. Avec notre méthode de distribution des sommets, on peut afficher de larges 
graphes tout en tenant compte des critères esthétiques d’affichage tels que l’optimisation de 
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l’espace, l’uniformisation de la distance entre les sommets, l’évitement de collision et la 
symétrique entre deux sommets.   
 
Pour améliorer la performance de notre algorithme, nous avons utilisé des méthodes 
d’optimisation qui permettent de réduire largement le temps nécessaire à l’affichage d’un 
graphe. L’objectif de notre approche est de proposer une bonne qualité d’affichage de la 
structure du système à gérer afin de permettre aux utilisateurs d’effectuer des analyses 
détaillées. L’algorithme que nous avons proposé permet d’étudier tout type de structure qui 
peut s’exprimer sous la forme d’un graphe. On peut présenter la vue globale de la structure 
qui peut être modélisée sous forme d’un graphe général (general graph), et à partir de cette 
vue on peut accéder aux détails de l’affichage qui peuvent être affichés sous forme d’arbre.    
 
Nous pensons que l’algorithme que nous avons proposé peut être appliqué à la visualisation 
de n’importe quel type de système pourvu que les éléments soient bien structurés. En effet, il 
est aussi facile d’afficher des données structurées hiérarchiquement en arbre qu’en graphe 
général avec notre algorithme. Nous avons développé cet algorithme dans le but de faire face 
à tout type de structure de système complexe. Le seul type de graphe que nous n’avons pas 
testé avec cet algorithme est le graphe orienté. 
 
Sachant qu’il devient de plus en plus difficile de visualiser dans un espace réduit la structure 
d’un système complexe, nous avons proposé des moyens qui permettent aux utilisateurs de 
configurer les différentes vues qui les intéressent. Notre méthode consiste donc à configurer 
les vues à générer selon le type des relations entre les ressources à gérer. De cette manière, il 
est plus facile d’analyser comment sont structurés les éléments qui composent une ressource 
particulière et quels sont les autres éléments avec lesquels cette ressource est en relation.   
 
L’objectif de notre recherche était d’étudier l’apport de la visualisation 3D dans 
l’administration des systèmes complexes, donc nous avons dû en premier lieu résoudre le 
problème majeur des techniques qui proposent cette approche. Nous avons associé, aux 
représentations 3D de la structure du système, des mondes 3D qui permettent d’analyser plus 
en détail la structure à étudier. Il devient donc plus facile d’explorer le système à étudier car 
on ne peut plus aussi facilement perdre repère grâce à la mise en évidence de l’élément 
affiché sur le graphe qui correspond à l’élément étudié dans la scène 3D. On peut naviguer 
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dans la scène 3D en connaissant à tout moment dans quelle partie de la structure en graphe on 
se trouve.  
 
Un autre objectif important de la visualisation des systèmes tels que les réseaux informatiques 
est de faciliter l’analyse et l’interprétation des événements générés par les ressources. En 
effet, il ne suffit pas seulement de connaître la structure du système mais il faut surtout assurer 
son bon fonctionnement. Donc il est important d’offrir des moyens qui permettent d’analyser 
les événements générés par les ressources. Notre approche consiste à proposer un nouveau 
paradigme qui permet d’analyser tout type d’événement au lieu de nous focaliser sur un 
domaine de gestion particulier. C’est pourquoi nous avons proposé des représentations 3D 
pour permettre d’étudier les caractéristiques d’un événement en nous basant sur le 
changement d’état de la ressource qui le génère. Il est donc plus facile d’analyser tous les 
événements qui changent l’état d’une ressource puisque les représentations 3D que nous 
avons proposées permettent de situer le moment exact de leurs occurrences, les états initial et 
final de la propriété modifiée et l’objet source qui est présenté au centre de l’affichage. Nous 
avons constaté que les représentations 3D sous forme de salles 3D permettent de faciliter 
l’analyse de chaque événement car elles permettent de visualiser directement toutes les 
informations nécessaires à son analyse.   
 
Avec la présence de plus en plus importante des technologies de l’information dans notre vie 
quotidienne, les tâches d’administration de réseaux seront de plus en plus complexes car nous 
vivons actuellement dans un monde qui dépend totalement de la technologie de l’information. 
Nous avons pu constater les limites des outils actuellement utilisés pour l’administration de 
ces systèmes. La nouvelle approche qui peut aider à la compréhension de la structure de tels 
systèmes est l’utilisation des environnements 3D qui permettent aux utilisateurs d’avoir une 
vue synthétique du système à gérer et d’interagir aussi facilement avec les ressources à gérer 
au lieu de rester en tant qu’observateurs distants. Mais il faut impérativement associer à ces 
techniques des moyens qui permettent de mettre en évidence les relations structurelles entre 
les données.  
 
On constate que, pour des raisons diverses, les techniques de visualisation 3D sont encore en 
général au stade de l’expérimentation si on parle du domaine de l’administration de réseaux. 
En effet, l’efficacité de ces techniques est encore très handicapée par la performance 
nécessaire à l’affichage 3D d’une large structure.  
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Perspectives 
 
Il existe plusieurs axes qu’on peut exploiter pour la suite des travaux présentés dans cette 
thèse. Premièrement, l’algorithme que nous avons présenté peut être amélioré largement pour 
être implémenté dans un outil d’étude de la structure de graphes complexes. On peut 
développer un environnement 3D pour étudier la structure de larges graphes pour offrir tous 
les moyens de configuration des caractéristiques, par exemple le nombre des sommets dans 
chaque hiérarchie ou l’orientation des liens.  En fait, l’avantage de disposer d’un tel outil est 
qu’on peut déjà évaluer à l’avance la performance de l’algorithme lorsqu’il est utilisé dans la 
visualisation d’un système complexe réel.   
On peut aussi améliorer la méthode de distribution de sommets dans un espace 3D en prenant 
en compte la forme réelle de chaque élément d’un graphe. C'est-à-dire, qu’on peut trouver des 
moyens qui permettent de tenir compte de la taille ou du volume de chaque sommet. En effet, 
la taille et la forme des éléments affichés sont des paramètres très important dans la 
compréhension d’une structure.  
 
Le deuxième axe qu’on peut exploiter est la distribution de l’application afin de permettre à 
plusieurs utilisateurs de collaborer à la gestion et la supervision d’un système complexe. En 
effet, il peut être plus intéressant de proposer une application qui permet aux responsables 
d’avoir une vue unique du système à étudier et de collaborer pour la résolution d’un 
problème. La plateforme CAMELEON que nous avons utilisée prend déjà en charge la 
gestion des utilisateurs, il faut développer des modules qui permettent de gérer la 
manipulation des objets affichés et la notification des actions effectuées par les utilisateurs 
dans l’interface graphique. L’objectif est que tous les utilisateurs aient la même vue du 
système en temps réel. Pour cela, il faut utiliser des méthodes pour gérer les flux de données 
échangés par les utilisateurs pour ne pas saturer le réseau, et il faut aussi utiliser des moyens 
qui permettent aux utilisateurs d’être notifiés uniquement par les informations qui les 
intéressent. En effet, chaque utilisateur peut être responsable d’un domaine de gestion 
particulier, donc les autres événements sur les autres domaines peuvent ne pas l’intéresser.  
 
L’utilisation des outils d’immersion est une direction qu’on peut exploiter pour l’analyse des 
événements générés par les ressources. En effet, la performance et le comportement d’un 
système sont représentés par les différents événements générés par les ressources, donc il peut 
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être plus facile d’analyser ces événements si on utilise des outils d’immersion comme les 
casques de la réalité virtuelle. On peut donc créer des interfaces 3D qui permettent en même 
temps de représenter la structure du système à étudier et d’afficher les événements générés par 
les dispositifs. L’environnement de visualisation que nous avons proposé permet 
d’implémenter facilement les applications pour piloter les outils d’interaction puisque nous 
nous sommes basés sur l’API Jav3D qui offre cette possibilité. Il peut être donc très 
intéressant d’associer l’environnement 3D avec des techniques de la réalité virtuelle dans 
l’étude d’une structure complexe. 
 
Nous avons travaillé, tout au long de cette thèse, avec l’équipe de recherche en administration  
de réseaux et intégration de service (SIERA : Service IntEgration and netwoRk 
Administration) de l’IRIT. Cette collaboration nous a permis d’évaluer l’intérêt des approches 
que nous avons proposées pour la gestion des systèmes complexes.  Les prototypes que nous 
avons développés ont été testés sur une plate-forme réalisée par cette équipe et nous avons eu 
des retours très positifs. En effet, l’algorithme que nous avons développé peut être appliqué à 
la visualisation de tout type de système et non seulement de réseaux informatiques. 
Nous projetons de réaliser des tests sur des réseaux à grande échelle afin d’évaluer la 
performance de l’algorithme de graphe que nous avons développé. Ces tests nous permettront 
aussi de connaître les avis des utilisateurs sur l’avantage des mondes 3D pour la visualisation 
de réseaux informatiques.  
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