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ABSTRACT 
 Separation of sliding ice from hard beds plays a central role in theories of subglacial 
hydrology, sediment transport, and quarrying of subglacial bedrock. Despite a half-century of 
interest in cavities at glacier beds, there are no data establishing relationships among steady 
cavity size, bed geometry, sliding speed, and effective pressure. Field studies are complicated 
by unsteady behavior and various factors that are poorly known, including the local effective 
pressure at the bed, bedrock geometry, and cavity size.  
 A laboratory ring-shear device allows sliding and ice-bed separation to be studied 
experimentally.  The apparatus drags a ring of ice (0.9 m O.D., 0.2 m wide, 0.2 m thick) 
across a stepped, rigid bed.  The steps are 0.18 m long and 0.027 m high along the ice-ring 
centerline, with treads inclined uniformly 8˚ up-flow.  Sliding speed and effective pressure 
are controlled, while cavity volume and bed and wall temperatures are recorded.  A glycol-
water mixture, which is regulated to ±0.01 ˚C with an external circulator, keeps ice at the 
melting temperature and melt rates low.  Post-experimental measurements of the ice ring's 
basal topography provide reconstructions of cavity geometries.  Ice c-axis orientations are 
measured throughout the ice ring using a Rigsby (universal) stage. 
 Monotonic cavity growth towards a larger, steady size in response to increased 
sliding speeds was expected.  Instead, cavities initially grew past their steady-state volume, 
followed by a series of progressively dampened oscillations above and below steady 
dimensions before reaching a steady size.  Steady-state cavities initiated at step edges and 
had slightly curved roofs.  Experimental cavity lengths were accurately predicted by a model 
based on Kamb’s (1987) theory of glacial surging and a new model incorporating Nye’s 
(1953) borehole closure theory.  The c-axes of ice crystals at shear strains ≥ 1 formed steeply 
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inclined, multi-maximum fabrics similar to those measured in ice at the bases of temperate 
glaciers. 
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CHAPTER 1. INTRODUCTION 
1.1 Ice-bed separation 
 Glaciers can dramatically affect climate and sea level change and modify landscapes 
profoundly, largely as a result of their sliding dynamics modulated by subglacial hydrology 
(e.g. Clark et al., 1999).   The phenomenon known as ice-bed separation, or cavitation, plays 
a central role in glacier sliding (Lliboutry, 1968), subglacial hydrology (Schoof, 2010), and 
bedrock erosion (Hallet, 1996).  Cavitation occurs under hard-bedded (rock substrate) 
glaciers in the lee of bumps as ice slides away from the bed (opening cavities) faster than it 
sags toward the bed (closing cavities) (Figure 1.1).  Cavities may be air or water filled, and 
their shape and volume are affected by the ice sliding speed, water pressure, ice effective 
viscosity, bed geometry, and other factors (Lliboutry, 1968).   Cavities store water, act as 
pathways for water and sediment to follow at the bed, and redistribute stresses that enhance 
sliding and quarrying (Cuffey & Paterson, 2010).  Consequently, incorporating cavities and 
the factors that affect their shape and volume into models of glacial sliding, hydrology, and 
quarrying is essential.    
 
 
Figure 1.1  A schematic of a cavity formed in the lee of a bump.  High sliding speeds, high 
water pressures, and tall bumps with steep lee faces promote cavity formation. 
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1.2 Sliding models 
 Fundamental in all sliding models is the rheology of ice, which helps control the 
closure rates of cavities at the bed.  Glen (1954) described this rheology with a power law: 
  ̇  (
 
 
)
 
 (1.1) 
where  ̇ is the effective ice strain rate,   is the effective deviatoric stress on the ice, and   
and   are flow law parameters (see also Cuffey and Paterson, 2010).  B is temperature 
dependent and increases with the effective viscosity of the ice.  With this relationship, 
Weertman (1957)  
formulated the first sliding model that related the sliding speed to shear stress on the bed, 
assuming no cavitation:  
      
   (
 
 
)
   
 
 (1.2) 
where    equals the sliding speed,   is a bed roughness parameter,   is a constant inversely 
proportional to  .  Equation 1.2 indicates that as sliding speed increases, the drag on the bed, 
 , increases if other variables are unchanged.   
 Cavitation was first incorporated into sliding models by Lliboutry (1968).  Lliboutry 
calculated the drag imparted on the basal ice by a bed consisting of sinusoidal bumps in the 
presence of cavitation.  Cavities were assumed to form where water pressure exceeds the 
local normal stress exerted on the bed by ice; this usually occurs in the lee of bumps, where 
ice normal stresses on the bed are smallest (Weertman, 1957).  If cavities extend over 1/2 the 
wavelength of a sinusoidal bed, the overall drag on the bed will decrease (Figure 1.2), which 
can lead to increases in sliding speed.  Cavities may also shadow or “drown out” smaller 
bumps on the bed, which further decreases the total drag (Lliboutry, 1968; Figure 14).  
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Cavitation leads to multiple values of   for one sliding speed, which disagrees with 
Weertman’s derivation of drag on the bed in which drag increases monotonically with sliding 
speed (Eqn. 1.2). 
 
 
 
Figure 1.2  Normalized drag on the bed as a function of the percentage of ice-bed contact 
over one wavelength on a sinusoidal bump (from the theoretical model of Lliboutry (1968)). 
When a cavity extends over 50% of the sinusoidal wavelength, increases in cavity length 
decrease drag on the bed. 
 
 
 The concept of “unstable” sliding (now known as Iken’s bound) was introduced by 
Iken (1981) with the equation 
            (1.3) 
N
o
rm
al
iz
ed
 d
ra
g
 
 
Percentage of ice-bed contact  
0
 
50% 0% 100% 
1
 
4 
 
where   is the effective pressure and      is the steepest angle of stoss surfaces on the bed.  
The maximum shear stress that a bed can support increases with the effective pressure (the 
ice overburden pressure minus the water pressure) and the steepness of stoss surfaces.  For a 
sinusoidal bed, the steepest angle occurs at the inflection point halfway up a stoss surface.  If 
a cavity extends beyond the inflection point, the maximum angle that the basal ice encounters 
decreases, giving rise to a reduction in basal shear stress.  Thus Equation 1.3 contradicts 
Equation 1.1, highlighting again the importance of cavity formation: increases in sliding 
speed do not always increase the drag   because increases in cavity length can decrease the 
maximum bed slope in contact with the ice.  
 This same conclusion was reached by Fowler (1986) (Fig. 1.3); Schoof (2004) and 
Gagliardini et al. (2007), who considered progressively more realistic bed geometries and 
sophisticated numerical techniques.  An implication is that driving stresses of glaciers, 
dependent on their thickness and surface slope, can locally exceed the drag that the bed is 
capable of exerting on the glacier sole, causing either unstable glacier acceleration or the 
development of  lateral or longitudinal stress gradients in glaciers.  This result depends 
fundamentally on the relationship between sliding speed and the sizes of subglacial cavities 
and is a drastic deviation both from early sliding theories that neglect cavitation (e.g. 
Weertman, 1957, but see also Nye, 1969) and from the common assumption in numerical ice 
sheet models (see Cuffey and Paterson (2010) for a summary) that  
      
    (1.4) 
where k, n, and m are constants.  Equation (1.4) allows only one value of   for a given 
sliding speed with no upper bound on basal shear stress.   
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Figure 1.3  Result of Fowler’s (1986) sliding model with cavitation and a sinusoidal bed. 
   
 
1.3 Hydrology models 
 Cavitation is central to characterizing subglacial hydrology, owing to the tendency for 
cavities at the bed to link together to form irregular networks with throughflowing water.  
The concept of a linked cavity system was first alluded to in Lliboutry (1969, p. 953).  Strong 
physical evidence of their existence was presented by Walder & Hallet (1979), who showed 
by mapping patterns of striations and calcite precipitants on bedrock that an extensive, 
interconnected cavity system existed beneath Blackfoot Glacier, Montana.  Walder (1986), 
and soonthereafter Kamb (1987), developed the first models quantitatively describing the 
hydrology of linked cavity systems, particularly the relationship between water discharge and 
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pressure.  Cavities are connected through small orifices that tend to trend perpendicular to the 
glacier flow direction (Figure 1.4).  The cavities open primarily from sliding and not melting 
by suglacial water; heat dissapated by water flow is distributed over a large area through the 
linked-cavity system (Walder, 1986), so heat per unit area available for melting is low.  
Sliding models must be incorporated into hydrology models to approximate cavity size and 
shape, which in turn control storage, water flux, effective pressure, melt rates, and other 
factors  (Walder, 1986; Kamb, 1987; Humphrey, 1987).    
 
 
Figure 1.4  A hypothetical linked-cavity system with cavities at the bed connected through 
narrow orifices.  Water pressure in linked-cavity systems is high, holding open cavities and 
increasing water storage and sliding speeds (Kamb, 1987; Iken & Truffer, 1997) (adapted 
from Kamb, 1987). 
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 Glaciers with linked-cavity systems slide rapidly: cavities drown out roughness 
(Lliboutry, 1979), decreased ice-bed contact area concentrates stresses on bumps, thereby  
“softening” the ice (Equation 1.1), and high basal-water pressures (Kamb, 1987) exerted in 
the downstream direction “push” the glacier forward (Rothlisberger & Iken, 1981).  The 
onset of surging by hard-bedded glaciers accompanies a change in the basal hydrology from 
an R-channel system (tunnel) (Rothlisberger, 1972) to a linked-cavity system (Kamb, et al., 
1985).  When an R-channel system is present, basal water pressures are low, ice-bed contact 
is substanital, and the total water storage underneath the glacier is small (Rothlisberger, 
1972).  Surging usually initiates during the winter when R-channels shrink due to decreased 
water input (less heat dissipation by water flow and therefore less ice melting); this increases 
basal water pressures and forces water into areas of low pressure (usually in the lee of 
bumps), creating a linked cavity system (Iken & Bindschadler, 1986; Kamb, 1987).  Surging 
may continue during the spring as snow-melt drains to the bed, increasing water pressures 
and ice-bed separation (Iken & Bindschadler, 1986).  Surging ends when the linked cavity 
system is replaced by a tunnel system due to high water discharge at the bed that melts larger 
tunnels and decreases the basal water pressure (Kamb, et al., 1985; Anderson, et al., 2004).   
 Recent modeling (Schoof, 2010) has shown water discharge variablity is a more 
important driver of fast ice flow than simply large water discharges to the bed.  While greater 
water discharges may initially open new cavities and increase sliding speed, a sustained high 
flux of water to the bed encourages R-channels, which increases effective pressure and 
therefore slows sliding (Schoof, 2010).  A variable water flux to a linked cavity system, 
however, causes short-term sliding velocity increases without establishing an efficient 
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drainage system, keeping the basal conditions primed for another short-term acceleration 
(Bartholomaus, et al., 2008).   
 
1.4 Quarrying 
 Quarrying, the dislodgment, evacuation, and entrainment of bedrock in sliding glacier 
ice, is the primary process by which a glacier erodes its bed (Boulton, 1979; Loso, et al., 
2004).  Field measurements of quarrying mechanisms and rates are difficult to obtain, so 
efforts have been focused on developing quarrying models. All models describing quarrying 
(e.g. Rothlisberger & Iken, 1981; Iverson, 1991; Hallet,  1996; Hildes et al., 2004; Iverson, 
2012) have included cavitation, conistent with Carol’s (1947) inference that cavitation was 
necesarry to form roche moutonnées.  Cavities are fundamental in quarrying because they 
focus the weight of a glacier on stoss bed surfaces, while removing the confining pressure 
exerted by ice on lee surfaces.  Resultant deviatoric stresses in the rock cause cracks there to 
grow subcritcally (slowly) to eventually form fracture-bound blocks that can be dislodged by 
the slding glacier (Iverson, 1991; Hallet, 1996; Hildes et al., 2004; Iverson, 2012).  
Experiments on an inclined, granite step placed under Engabreen, Norway, (Cohen, et al., 
2006) confirmed the imporatnce of cavities at the bed in stimulating quarrying.  Sensors 
fitted into a panel beneath the step recorded the frequency of acoustic emissions as water 
pressure in the lee of the step was varied by pumping water to the glacier sole there from an 
underlying tunnel.  As stresses on the step increased due to cavity formation and fluctuating 
effective pressure, acoustic emission rates increased, indicating subrcritical crack growth in 
the granite step.  Removal of the step after completion of the experiments showed that a large 
portion of the step had been quarried.   
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1.5  Experimental studies of cavitation 
 No experimental or field data establish relationships among steady cavity size, bed 
geometry, sliding speed, and effective pressure (Iverson & Petersen, 2011).  The first 
laboratory attempts to simulate sliding over a sinusoidal bed (Brepson, 1979) produced 
mixed results. Brepson (1979), with a sliding apparatus modeled on a Couette-type 
viscometer, recorded the first controlled velocity and drag measurements during cavity 
formation; multi-maximum ice fabrics, similar to those at the base of temperate glaciers 
(Kamb, 1959; Vallon, et al., 1976) developed in the experimental ice.  Unfortunately, 
limitations of the device prevented direct measurements of the confining pressure (ice 
overburden pressure), and steady-state cavity geometries (constant shape and size) were not 
measured.  Regelation (the melting and refreezing of ice causing slip past bumps), which is 
ignored in recent sliding models (e.g. Schoof, 2005), also occurred during the experiments. 
 A new glacier sliding simulator (a ring-shear device), developed at Iowa State 
University (Iverson & Petersen, 2011), eliminates complications encountered during the first 
laboratory attempts to explore glacial sliding with cavitation (Brepson, 1979; Meyssonnier, 
1983).  Confining pressures are controlled through a hydraulic press and measured with a 
load cell. A bed made of thermally non-conductive plastic inhibits regelation, and steady-
cavity geometries can be measured post-experimentally.  Temperature, drag, sliding velocity, 
and cavity volume are simultaneously recorded during sliding.  Experimental ice is fabricated 
using crushed deionized ice and water, rather than obtaining ice directly from the base of a 
glacier, similar to the study of Brepson (1979).  To justify the use of fabricated ice, ice 
fabrics can be analyzed at the conclusions of experiments (Iverson & Petersen, 2011) and 
compared to fabrics in ice at the beds of warm-based (at the pressure-melting temperature) 
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glaciers (Rigsby, 1951; Kamb, 1959; Gow & Williamson, 1976; Vallon, et al., 1976; Tison & 
Lorrain, 1987).    
 
1.6 Motivation and objectives 
   Models of glacial sliding, subglacial hydrology, and quarrying make heuristic 
assumptions about cavities at glacier beds and the factors that control their sizes and shapes. 
One common assumption involves the length scale used to determine cavity-closure rates, 
which govern steady-state cavity sizes.  Walder (1986) and Schoof (2010) assumed closure 
rates scale with the step height, whereas Humphrey (1987) and Iverson and Petersen (2011) 
used the cavity length; this leads to different relationships between sliding speed and cavity 
length.  Cavity roof geometries, which can drastically affect cavity length and closure rates, 
are also commonly simplified (e.g. Walder, 1986; Iverson & Petersen, 2011).  Finally, to 
simplify analysis, all models idealize cavities as steady-state features (constant size and 
shape). In reality, cavities at glacier beds are always adjusting to unsteady sliding speed and 
basal water pressure, with feedbacks that affect both of these variables. There are no data 
from either the field or laboratory that include direct observations of cavity growth or closure 
in response to changes in sliding speed or water pressure. 
 The goal of this research was to study experimentally, for the first time, both transient 
cavity growth in response to increases in sliding speed and steady-state experimental 
relationships among steady cavity size, bed geometry, sliding speed, and effective pressure. 
The apparatus for these experiments was the custom ring-shear device of Iverson and 
Petersen (2011); some of its bugs were still being worked out when these experiments were 
conducted, so some ancillary data were not reliable and are not discussed herein (e.g., basal 
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drag values).  Nevertheless, data were sufficient to provide a test of existing theoretical 
models of cavitation, adjusted herein to more realistically incorporate cavity closure and bed 
geometry in predictions of cavity size. 
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CHAPTER 2. METHODS 
 
A ring-shear device, which simulates conditions at the base of a glacier, provides the 
basis for the methodology of this study. The device is used to slide a synthetic ring of ice at 
the pressure-melting temperature over idealized bumps, forming cavities (zones of ice-bed 
separation) in their lees.  Normal and shear stresses, temperature, sliding speed, pressure, and 
cavity volume are monitored.  The topography of the ice-ring sole, internal ice strain, and c-
axis crystal fabrics of the ice ring are measured after experiments are completed. 
 
2.1 The ring-shear device  
The ring-shear device (Figures 2.1 and 2.2) simulates subglacial conditions within a 
circular aluminum chamber (0.45 m outer radius, 0.25 m inner radius, 0.25 m height) 
containing the ice ring, sensors, and an interchangeable, rigid bed.  In addition to confining 
the ice ring on its sides and accommodating the bed, this chamber distributes heat uniformly 
around the ice ring.  Foam insulation secured to the outside of the ice chamber walls reduces 
external heat exchange from a surrounding temperature-control fluid to minimize adverse 
effects of potential hot and cold spots within it.  The inside surfaces of the chamber walls are 
smooth to minimize drag on the ice ring during sliding.  Glass-bead thermistors 
(Measurement Specialties model #55004) measure temperature to within 0.01 ˚C along both 
inner walls and around the outer insulation.  Thermistor ports are set along the base, middle, 
and top of the ice-chamber walls, with thermistors, respectively, 50 mm, 115 mm, and 176 
mm above the lowest point on the bed surface.  Two pressure transducers (Gem Sensors 
model #2600), spaced 180˚ apart, monitor basal water pressure in lees of bumps.  Twelve 
drainage ports, spaced evenly inside the chamber’s walls, drain meltwater through a manifold  
13 
 
 
Figure 2.1  A cutaway view of the ring-shear device.  Ice movement is from left to right, as 
indicated by the arrow on the rotating platen. The stepped bed shown inside the ice chamber 
may be replaced by a sinusoidal bed.  
 
 
and a basal water outlet, keeping the pressure in the cavities uniform and equal to the 
ambient atmospheric pressure. As a result, the effective pressure within the cavities equals 
the vertical stress on the ice ring.  Cavities can also be pressurized with water independently 
(Iverson & Petersen, 2011), but adding this complexity was not necessary for these 
experiments.  Four glass windows in the chamber’s walls are spaced evenly, with two 
windows looking into the lee of steps and two windows set midway up the chamber walls.  
Video cameras placed behind the two windows adjacent to the step lees illuminate and record  
200 ton 
 hydraulic press 
 Tub with circulating 
fluid 
controlled to 0.01 ˚C. 
 
Rotating Delrin® 
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Stepped Delrin® 
bed 
Electric motor/gear box 
(1 of 2) 
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Figure 2.2  The ring-shear device with the yoke and platen in their highest position. Scale is 
indicated by the diameter of the platen, 0.9 m. 
Vertical steel columns 
Yoke 
Steel c-
channels 
Circulation tub Manifold 
Bearing pads 
Drive shaft 
Electric motor (1 of 2) 
Platen 
O-ring 
Base 
plate 
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 at programmed intervals of 5, 15, or 30 minutes for 5 seconds.   
The bed used in most experiments consists of twelve interlocking wedge-shaped steps 
(Fig. 2.3). Each step is inclined at a slope of 8˚ adverse to flow and has a vertical lee face. 
The maximum step height increases from 20 mm at the inner chamber wall to 34 mm at the 
outer wall.  Along the centerline (0.35 m radius), steps are 187 mm long and 27 mm in 
height.  The bed pieces are Delrin
®
, a hard plastic that conducts heat poorly, thereby 
minimizing regelation (ice movement past bumps by melting and refreezing).  Thus, 
enhanced viscous deformation of ice over the steps provides the main resistance to sliding.  
Along their centerlines four of the bed pieces, spaced every 90˚, contain at their surfaces 
thermistors in the lee, crest, and center of the steps and at a depth about 10 mm below the 
surface at the step center.  In one experiment a twelve piece Delrin
®
 sinusoidal bed was used, 
with a centerline wavelength and amplitude of 187 mm and 15.3 mm respectively. 
 A platen, a 0.1 m thick Delrin
®
 ring, caps the ice chamber (Fig. 2. 1 and 2.2).  Square 
teeth (10 mm) radiate along the base of the platen and grip the top of the ice ring.  The 
Delrin
®
 construction both insulates the ice ring and suppresses regelation around the teeth, 
ensuring that slip occurs at the bed rather than at the base of the platen.  Two large rubber o- 
rings, one 15 mm above the base of the platen’s teeth (Fig. 2.2) and another 15 mm below the 
top of the ice chamber’s inner wall, seal the sides of the platen against the insides of the inner 
and outer walls of the ice chamber.  Four valves on top of the platen may be opened for air 
release.   
 A series of motors and gears rotate the platen to drive sliding.  Two electric motors 
equipped with gear reducers rotate two worm gears in line with a circular gear connected to 
the central drive shaft (Figure 2.2). The platen is connected to this drive shaft with a 25 mm 
16 
 
 
 
Figure 2.3 The stepped Delrin
®
 bed installed inside the ice chamber.  Epoxied covered ports 
of thermistors and a glass window in the wall are visible. Ice slip direction is from top to 
bottom. 
Glass window 
Thermistors 
27 mm centerline 
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thick gusseted steel plate. A strain-gauge torque sensor in the central shaft measures the 
torque required to slide the ice ring over the bed, from which the shear stress on the bed can 
be determined.   The gear reduction of the electric motors totals 2.3×10
6
, with resultant 
centerline platen speeds ranging from 29 to 2100 ma
-1
, which includes most of the full range 
of sliding speeds measured at wet-based glaciers (Cuffey & Paterson, 2010).  The platen 
turns in two modes: constant velocity, in which the electric motors run at a set speed, or 
constant torque, in which a servo maintains a constant shear stress driving sliding.  The 
constant velocity mode was used for these experiments.   
The ice chamber and platen are built into a loading frame constructed of two 2.86 m 
vertical steel columns, a steel yoke and aluminum cross-member, and steel c-channels 
connecting the bases of the columns (Figure 2.2).  The electric motors, gearing, and platen all 
connect to the yoke, which can be moved up and down the steel columns with an electric 
winch and steel cable.  Six steel rods may be placed through holes in the yoke and steel 
supports, locking the yoke and the platen it holds in position.  The steel channels are welded 
to the columns’ base and support a 200 ton hydraulic press.  This press supports a thick 
baseplate (Fig. 2.2) that holds the ice chamber and exerts an upward vertical stress on the ice 
ring, normal to the horizontal bed.  Although the hydraulic press can produce stresses up to 
4000 kPa, elastic deflection thresholds of the platen and yoke, which transfer the stress to the 
vertical columns, limit normal stresses to no greater than 2000 kPa.  An external servo 
controls the stress on the ice ring with solenoid valves that increase or decrease fluid pressure 
in the press.  With this servo the press can extend or retract due to volume changes within the 
ice chamber and thereby maintain a stress that is steady to within ± 3%.  The stress is 
measured with a load cell mounted between the piston of the hydraulic cylinder and the 
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baseplate. Two linear variable displacement transducers, LVDTs, (Sensotec model 060-3611-
02 and RDP Group model LDC1000A) record the vertical position of the baseplate and 
thereby track changes in the volume of the ice chamber during an experiment. Bearing pads 
that extend from the baseplate to steel columns stop the ice chamber from rotating with the 
platen during sliding.   
 A data acquisition system is required to operate the sensors and record their signals.  
Thermistors and LVDT’s are excited with a National Instruments SCXI 1000 Chassis, which 
contains a SCXI 1600 multiplexer and a SCXI 1175 digitizer.  An external 12 V supply 
excites the pressure transducers, load cell, and torque sensor.  National Instruments Labview 
software records and displays incoming data approximately every 40 seconds.  Labview also 
controls the speed of the electric motors that drive sliding. 
Temperatures around the ice ring must be kept sufficiently high to keep the ice ring at 
the pressure-melting temperature but low enough so the ice ring does not melt too quickly.  
The ice chamber sits inside a large tub (green tub of Fig. 2.1 and 2.2) housed in a walk-in 
freezer in which the temperature can be controlled only to within 1 ˚C.  Temperature 
variations of this magnitude prevent the precision needed to control melt rates.  Therefore, an 
external circulator (Lauda Proline model RP 1840) controls to within 0.01 ˚C the temperature 
of a 4:1 water/ethylene-glycol mixture that is circulated around the ice chamber.  The 
external circulator pumps the fluid into the tub through a radial distribution manifold 
underneath the ice chamber.  The fluid rises to within 10 mm of the ice chamber’s top and 
then drains through overflow ports by gravity back to the circulator through a manifold 
around the outside of the tub.  This arrangement thermally mixes the water-glycol solution, 
eliminating potential stratification and hot and cold spots.  Steel support bolts that extend 
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through the bottom of the chamber screw into the baseplate and provide the only thermally 
conductive pathways to the ice chamber. Fins on these supports, however, increase heat 
exchange with the temperature-control fluid, so heat transfer through the supports to the 
chamber is minimized. 
 
2.2 Procedure 
 Preparations for an experiment begin by configuring up to forty fragile glass bead 
thermistors for use in the walls and bed of the device.  Each thermistor consists of two 
uninsulated, 4 cm long gold wires attached to a ~2 mm diameter, glass-coated resistor that 
changes resistance depending on temperature.  Two connecting wires are cut to an 
appropriate length for installation and soldered to the gold wires; the connections are shrink-
wrapped, preventing shorts.  A small piece of hard plastic tubing is epoxied over the 
thermistor to protect the glass bead from water and to reinforce it. 
 Each thermistor is wired in a full-bridge circuit, with metal-film resistors used to 
complete the bridge, and then calibrated.  Calibration requires mixing deionized crushed ice 
and water inside a glass vacuum tube in the walk-in freezer set to cycle between 0 and -1 ˚C.  
The temperature of the ice-water bath is buffered against external heat sources, holding the 
mixture at the freezing point of the water.  Up to five glass thermistors and a GEC 
Instruments Precision Thermistor, which measures temperature to within ± 0.0001 ˚C, are 
submerged in the insulated ice-water bath.  Labview records and displays the voltages 
received from each thermistor.  Once the ice-water mixture reaches thermal equilibrium 
(about 40 minutes), twenty drops of isopropyl alcohol are thoroughly mixed into the bath, 
dropping the temperature ~.025 ˚C.  This process is repeated over the temperature range of 0 
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to -0.1 ˚C.  Each glass thermistor is calibrated using the GEC Thermistor as an indicator of 
the true temperature.  Thermistors calibrated with a standard error greater than 0.0040 ˚C are 
recalibrated or replaced.  Actual measurement error is probably higher, near a standard 
deviation of ± 0.01 ˚C, because stress variations during sliding and additional solder 
connections in the circuits affect measurement accuracy. 
A re-calibration step follows the final installation of thermistors in the walls and bed 
of the ice chamber. This is required because an additional solder joint and extra lead length 
necessary for final installation adds resistance to the circuit, changing the offset but not the 
slope of the calibration.  The offsets of the thermistor calibrations are adjusted for the final 
circuit configuration by constructing an ice-water bath in the ice chamber and obtaining a 
signal voltage for each thermistor at 0 ˚C.  
 Bed installation begins by mounting thermistors with epoxy in the appropriate bed 
pieces and feeding the thermistor leads through holes in the ice chamber’s base.  O-rings set 
in grooves in the soles of the bed pieces and around the feed-throughs in the base of the ice 
chamber isolate thermistor leads from, respectively, meltwater and the water-glycol mixture 
outside the ice chamber.  As an added precaution, a thin layer of caulk seals outside the bed-
piece o-rings to prevent meltwater intrusion.  Four other bed pieces spaced every 90˚ are 
locked in place by aluminum keys slotted into recessions in both the chamber base and bed 
pieces; this prevents the bed from sliding along the base of the ice chamber during 
experiments.  The final four bed pieces fit into the remaining gaps in the bed.   
 The ice ring is built inside the chamber (Figure 2.4) in 15 mm increments with the 
freezer set to -6 ˚C.  Each layer is created by freezing deionized water seeded by crushed ice, 
which prevents preferred crystal orientations.  Layers are built until the ice ring reaches 35  
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Figure 2.4 The beginning (top) and final (bottom) stages of an ice ring’s construction.  
Isolated beads and vertical columns of beads are frozen into the ice.  Video cameras record 
images through glass windows, tracking displacements of beads near the bed, so basal slip 
velocity can be determined. 
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mm from the ice chamber’s top, resulting in an ice thickness of ~0.2 m.  Small (5.1 mm) 
colored beads are frozen into the first few layers within a few centimeters of the outer wall of 
the ice chamber and are tracked with the video cameras to obtain slip velocity.  Columns of 
beads frozen vertically over the thickness of the ice ring serve as displacement markers that 
allow shear strain to be estimated after experiments are completed.  Once sufficient ice 
thickness has been attained by freezing seeded ice layers, a final layer of deionized water (~3 
mm thick) is added to the ice ring’s surface.  Immediately thereafter, the ice ring is raised 
into contact with the platen with the hydraulic cylinder, such that the ice-chamber walls slide 
upward around the platen, and the o-rings engage, sealing the chamber.  Air escapes through 
valved holes in the platen. The water fills the gaps between the teeth at the platen’s base and 
freezes, coupling it to the ice ring.   
 Before sliding is started, the ice ring must be warmed to the melting temperature and 
loaded vertically.  First the freezer is warmed to 0 ˚C, and the circulator is turned on and set 
to warm the water-glycol mixture to -0.05 ˚C.  Thermistors monitor changing temperatures in 
the system.  After 2-3 days, when the wall and bed temperatures near the melting point, the 
press is extended, applying a normal stress of ~330 kPa.  The system is left to equilibrate for 
another day.  Then, over a period of two days, the stress is slowly incremented up to 
experimental loads of ~1010 kPa.  Increases in pressure cause reductions in the melting 
temperature as indicated by thermistors.  This drop in temperature provides proof the ice is at 
the melting temperature (Harrison, 1972).  LVDT’s monitor the upward movement of the ice 
chamber due to thinning of the ice ring.  Prior to initiating sliding, thinning rates of the ice 
ring represent a combination of elastic compression in the system and mass lost through 
melting (melt water is allowed to drain out of the ice chamber through the 12 ports on its 
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sides).  No changes to the system are made until thinning rates become steady (1-3 days).  
Steady thinning rates are a result of only ice melt and indicate, along with thermistor records, 
that the ice ring is at the pressure-melting temperature.   
The experiment begins when Labview is used to start rotation of the platen at a set 
radial velocity.  As the ice ring begins sliding, cavities form in the lees of the steps causing 
thickening of the ice ring (the ice chamber lowers causing the distance from the base of the 
platen to the bed to increase). LVDTs monitor the thinning and thickening of the ice ring by 
tracking the position of the baseplate.  Eventually, after a period of hours to days, cavity 
volume becomes steady, and the ice ring thins at a constant rate commensurate with the rate 
of melting and water drainage.  Platen rotational velocity is then incremented, up or down, 
and maintained until another steady state is achieved.  The process of incrementing velocity 
and eventually achieving cavities of steady size, hereinafter referred to as a sliding event, is 
repeated until the end of the experiment.   
 The video cameras viewing basal ice capture images of marker beads over discrete 
time periods.  The displacement of individual beads over known periods yields basal 
velocities.  Clouding of the ice can obscure images, and vertical movement of beads out of 
view of the camera, due to movement of ice up the adverse slopes of bumps, can create gaps 
in the basal velocity record. 
Although Labview allows automation of most data collection, experiments require 
some manual measurements and careful monitoring.  Platen rotational displacements are 
measured frequently from a datum at the platen perimeter and used to calculate platen 
rotation speeds.  LVDTs can fail to log because the descending or ascending ice chamber 
moves out of their measurement ranges requiring that the instruments be frequently reset.  
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Melt rates that are too high or low may require adjustment of the external circulator’s 
temperature set point.  The basal water outlet in the wall of the tub that contains the ice 
chamber can also freeze shut, causing basal water pressures higher than atmospheric and 
requiring the application of a heat gun to reopen the outlet. 
 Final cavity geometries are critical data, so preserving them necessitates careful 
shutdown procedures.  First, platen rotation is halted, and immediately the vertical stress is 
removed from the ice ring.  The sudden unloading of the system freezes the ice ring to the 
chamber, so circulating fluid temperatures are raised to 3 ˚C to free the ice ring.  Ice screws 
are set in the top of the ice ring to allow it to be connected to winching cables.  A winch 
slowly raises the ice ring clear of the chamber where four people physically move the ice ring 
(~200 lbs) on top of a padded table.  The ice ring is immediately flipped over to avoid 
damage to the cavities and is covered to prevent sublimation. 
 Profiles of the sole of the ice ring parallel to flow are measured using a jig and depth 
meter (Figure 2.5).  The jig is a clear acrylic plastic table with holes every 1.3˚ along five 
separate arcs spaced evenly at radii from 283 mm to 441 mm.  The depth meter measures the 
displacement of a spring loaded rod to within 0.01 mm when pressed against basal surface of 
the ice.  Positions of the beads frozen initially in vertical columns during ice-ring 
construction are measured using a ruler and the jig as a datum. 
 C-axis orientations of individual ice crystals are measured from thin sections to 
determine ice-crystal fabrics for comparison with those at the beds of glaciers and from 
laboratory experiments.  To make a thin section, a 10 x 10 x 1 cm slab of ice is cut from the 
center of the ice ring using a hand saw and melted by a hot plate to an ice thickness of ~3 
mm. The ice section is then frozen to a glass plate and shaved to ~1 mm thick with a knife.   
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Figure 2.5  With the ice ring removed and inverted, the jig and depth meter are used to 
measure the basal topography of the ice ring.  The once vertical bead columns (orange and 
pink beads) have deformed with the ice and are used to measure shear strain.  The isolated 
beads (yellow and red) were tracked with cameras to measure basal velocities in the ice. 
 
 
C-axis orientations are measured using a Rigsby (universal) stage (C.C. Langway, 1958).  
Measurements are corrected for refraction (Kamb, 1962), and the results are plotted on lower 
hemisphere, equal-area stereonets.  Thin sections were cut horizontally at depths on the order 
of 5 cm, 10 cm, 13 cm, and the bottom of the ice ring.  These depths correspond to different 
zones of shear strain.  The ice strain was determined by measuring the vertical and horizontal 
displacements of beads in the initially vertical columns. 
  
2.3 Data processing 
Depth 
meter 
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 The LVDT records of the vertical movement of the ice chamber can be used to 
determine cavity volume.  Changes in the vertical position of the ice chamber represent both 
varying cavity volume and melting ice, and these two effects cannot be separated.  When 
cavity sizes stabilize, however, the ice chamber moves upward at a steady speed reflecting 
only the melting of the ice ring.  These steady melt rates are removed from the LVDT data by 
assuming that melt rate remains constant over the duration of a sliding event (Figure 2.6). 
 Measurements of the topography of the ice-ring sole, from which cavity size at the 
end of an experiment can be determined, must be corrected because the jig and ice ring 
usually are not fully parallel to one another (Figure 2.7).  This misalignment superimposes a 
slope on the depth-meter measurements.  Since ice separates from the bed at the maximum 
height of each step, a known value, the superimposed slope over each step can be estimated.  
This slope is determined over each step and removed from the data, effectively detrending 
the measurements of basal topography. 
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Figure 2.6  Two graphs illustrating how melting is removed to reconstruct cavity volume.  
The uncorrected data (top) show a period of varying cavity volume (left) and a period of 
steady cavity volume and thinning rate (right) due to melting.  To estimate cavity volume, the 
steady thinning rate (top-right) is assumed to be constant over the course of a sliding event.  
This thinning rate is removed, providing a record of cavity volume changes over time 
(bottom). 
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Figure 2.7 A schematic showing an exaggerated misalignment between the jig and ice ring.  
Most offsets are no more than a few millimeters between step edges. 
  
  
      
Step edges 
Angle offset from horizontal Jig 
Ice ring 
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CHAPTER 3. RESULTS 
 
Four experiments using the stepped bed were completed and assigned numbers based 
on the order in which they were conducted (Table 3.1).  The first two experiments ran the 
longest and involved multiple pauses in sliding in order to test sensors, remove ice blocking 
the basal water drainage outlet, and monitor cavity closure.  The final two experiments were 
shorter and ran without sliding interruptions.  In the fourth experiment, the temperature of 
fluid surrounding the ice chamber and basal water outlet was increased to avoid freezing 
water in the basal water drainage system.  
 
3.1 Pre-slide results 
A requirement of these experiments is that the ice ring be at its pressure-melting 
temperature.  Pure ice at the pressure-melting temperature will decrease in temperature 0.074 
˚C per 1000 kPa increase in pressure (Harrison, 1972) (the value is larger for air-saturated 
ice: 0.098 ˚C per 1000 kPa) .   After each ice ring was warmed to the pressure-melting 
temperature, the vertical stress on it was increased from ~350 kPa to 1010 kPa.  Ice 
temperatures decreased, in all experiments, in response to the increased stress (Figure 3.1).  
A steady ice-ring thinning rate also indicates the ice has warmed to the pressure-melting 
temperature.  An ice ring containing cold ice (ice below the pressure-melting temperature) 
will absorb heat to warm the ice ring, giving rise to changing temperature gradients within 
the ice ring and therefore variable melt rates.  An ice ring completely at the pressure-melting 
temperature maintains a constant temperature gradient in the bed and walls and hence a 
constant thinning rate, as indicated by a constant rate of extension of the hydraulic press 
(Figure 3.2).  This requirement was met for all experiments before sliding commenced.  
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Table 3.1  Summaries of the four stepped-bed experiments.  RPS set point refers to discrete 
sliding speeds and is linearly proportional to the set point magnitude.  RPS -1 = 29 ma
-1
 
along the centerline. 
 
Experiment 1 summary 
Sliding 
Event 
RPS set point 
  
Duration (hours) Notes 
1 -1 74.33 
 
2 -3 42.80 
 
3 0 29.53 
Normal stress lowered to test the shear stress 
sensor 
4 -3 42.77 
 
5 -10 30.02 
 
6 0 186.47 
Paused sliding, removed normal stress, and froze 
ice ring at -1 ˚C 
7 -10 24.57 
 
8 0 217.55 Stopped sliding to monitor cavity closure 
9 -10 25.78 
 
 
Total duration: 673.82 
 
Experiment 2 summary 
Sliding 
Event 
RPS set point 
 
Notes Duration (hours) 
1 -10 47.48 
 
2 -2 96.25 
 
3 -15 25.50 
 
4 -25 23.02 
 
5 -1 96.38 
 
6 0 24.05 
Stopped sliding so ice blocking the basal water 
outlet could be removed 
7 -3 46.82 
 
 
Total duration: 359.5 
 
Experiment 3 summary 
Sliding 
Event 
RPS set point 
  
Duration (hours) Notes 
1 -1 139.57 
 
2 -2 74.00 
 
3 -4 46.67 
 
4 -8 83.55 
Ice blocking the basal water outlet had to be 
removed so a steady state could be achieved 
5 -20 11.75 
 
 
Total duration: 355.53 
 
Experiment 4 summary 
Sliding 
Event 
RPS set point 
  
Duration (hours) Notes 
1 -1 111.23 
Experiment ran at higher melt rates to avoid 
basal water outlet blockage 
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Figure 3.1  Experiment 2.  A time series of vertical stress on the ice ring and average bed 
temperature before sliding commenced.  The decrease in temperature (~0.03 ˚C) in response 
to an increase in normal stress (650 kPa) indicates the ice was at the pressure-melting 
temperature. 
 
3.2 Sliding results 
 Basal ice velocities were calculated by tracking the horizontal displacement of 
isolated beads and bead columns photographed through the glass windows in the ice chamber 
(Figure 3.3).  These basal velocity measurements were compared to horizontal ice velocities 
at the top of the ring (Table 3.2).  Since no significant deformation was observed in the bead 
columns at the top of the ice ring, the velocity of the platen equaled the velocity at the top of 
the ice ring.  Basal ice velocities ranged from 55-81% of the ice velocity at the top of the 
ring.  
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Figure 3.2  Experiment 3.  The rapid press extension during the increase in normal stress (σ
n
) 
is due to elastic compression of loaded components of the ring-shear device and the ice ring.  
Steady rates of extension of the press attained after 36 hours indicate a steady rate of thinning 
of the ice ring, associated with a steady rate of melting at its boundaries. 
 
 
 Normal (vertical) stress, regulated by the servo-controlled hydraulic press, remained 
close to constant throughout the four experiments (Figure 3.4).  Experiments were run at a 
normal stress of ~1010 kPa, with the stress never falling below 990 kPa or exceeding 1030 
kPa in any experiment.  Small fluctuations in the normal stress within that range generally 
coincided with transient cavity growth. 
Cavities grew in the form of a dampened oscillation when sliding velocity was 
increased (Figure 3.5).  The shape and number of the cavity volume oscillations depended on  
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Figure 3.3  Experiment 4.  Video images 1.5 hours apart show a bead column deforming and 
advecting with the ice.  The displacements of bead columns and isolated beads in the basal 
ice were used to calculate basal sliding velocities. 
5.1 mm 
5.1 mm 
Flow direction 
Flow direction 
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Table 3.2  Ice velocities during sliding events.  Although the percentage of motion in the 
basal ice generally increased at higher sliding speeds, this was not always the case, e.g. 
Experiment 3, Sliding Event 5. 
 
Experiment 1 
Sliding 
Event 
Platen centerline speed (ma-1) 
Basal sliding speed 
(ma-1) 
Percentage of displacement 
at base 
1 29 16 55% 
2 85 46 55% 
4 85 46 55% 
5 287 224 78% 
7 292 234 80% 
9 289 234 81% 
Experiment 2 
Sliding 
Event 
Platen centerline speed (ma-1) 
Basal sliding speed 
(ma-1) 
Percentage of displacement 
at base 
1 290 203 70% 
2 59 39 66% 
3 442 307 70% 
4 726 498 68% 
5 29 no beads visible unknown 
7 88 53 60% 
Experiment 3 
Sliding 
Event 
Platen centerline speed (ma-1) 
Basal sliding speed 
(ma-1) 
Percentage of displacement 
at base 
1 29 18 64% 
2 58 40 70% 
3 117 85 73% 
4 233 180 78% 
5 579 415 72% 
Experiment 4 
Sliding 
Event 
Platen centerline speed (ma-1) 
Basal sliding speed 
(ma-1) 
Percentage of displacement 
at base 
1 29 19 66% 
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Figure 3.4  Experiment 2.  The position of the press varied over 35 mm throughout the 
course of the experiment in order to maintain a steady normal stress.  Normal stress varied 
between 1000 to 1030 kPa, or 3%.  Normal stress never varied more than 3% during any 
experiment.  Water drainage events occurred during hours 224 and 267.
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Figure 3.5  Times series of cavity mean volume for four different sliding events at two velocities.  Left: Cavities formed by slow 
sliding (29 ma
-1
, platen centerline) had volumes that oscillated once above and slightly below the eventual steady-state values. 
Right: Cavities formed by fast sliding (290 ma
-1
, platen centerline) had volumes that oscillated four or more times around the 
eventual steady-state volume.  The form of oscillations varied little as a function of initial cavity volume.  For example, the 
cavities from Experiment 2, Sliding Event 9, had an initial volume of 206 mL, whereas that from Experiment 2, Sliding Event 1, 
had no initial volume.  Sliding events had an initial sliding velocity of zero, except for Experiment 1, Sliding Event 9, which had 
an initial sliding velocity of 85 ma
-1
 at the platen’s centerline.
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the magnitude of the sliding velocity.  Sliding velocity was proportional to the steady-state 
cavity volume, and therefore the magnitude of a sliding-velocity increment determined the 
total change in cavity volume (Figure 3.5, right).   Ice-bed contact stresses increased and 
decreased during transient cavity growth due to changes in the ice-bed contact area.  These 
changes caused fluctuations of the pressure-melting temperature of the ice in contact with the 
bed near the crests of bumps (Figure 3.6). 
Reductions in sliding velocity resulted in cavity closures that did not have the form of 
a dampened oscillation (Figure 3.7).  The cavity closure curves show two different responses  
to a decrease in sliding velocity: in one case cavities shrunk to a volume less than their 
steady-state value before expanding to that value and in the other case there was more or less 
monotonic shrinkage.  Sliding speed decrements were observed only during Sliding Events 2 
and 5 of Experiment 2. 
In Experiments 2 and 3 water pressures in excess of atmospheric developed at the 
bed. These excess pressures were due to ice blockage in drainage conduits that lie between 
the outer edge of the ice chamber and the open valve where water flows from the green tub 
into the cold room.  A heat gun was used to melt the ice blockage by blowing hot air into the 
drainage manifold through this open valve.  Once the drain blockage was removed, a high 
flux of water under high pressure flowed from the bed through this valve.  The loss of water 
volume inside the ice chamber resulted in rapid cavity closure and associated fast extension 
of the press as the servo adjusted to maintain a constant normal stress on the ice ring.  Two 
blockage events occurred during both Experiments 2 and 3 (Figure 3.4) 
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Figure 3.6  Experiment 3, Sliding Event 1.  Mean cavity volume oscillated after the onset of 
sliding (hour 2). Bed temperature 32 mm from the crest of a bump decreased ~.1 ˚C and 
thereafter exhibited small fluctuations.  This temperature decrease during cavity opening is 
consistent with a stress increase ~1300 kPa.
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Figure 3.7  Top:  Velocity decreased from 290 ma
-1 
to 59 ma
-1
 at hour 50.  Mean cavity 
volume became smaller than the stable cavity volume before stabilizing.  Bottom:  Velocity 
decreased from 726 ma
-1 
to 29 ma
-1 
at hour 194.  Mean cavity volume decreased and 
stabilized without significant oscillation. 
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3.3 Ice-ring analysis 
 The ice ring was removed from the ice chamber for examination at the end of each 
experiment.  The basal surfaces of the ice rings of Experiments 2 and 4 were damaged during 
removal (Figure 3.8, bottom).   Ice protruded into small recesses in the glass window ports, 
which caused portions of the basal ice to break as the ice ring was lifted out of the ice 
chamber.  Only six and four cavities, respectively, remained intact after Experiments 2 and 4.    
 Cavity profiles at the ends of the four experiments were measured by using the jig 
and depth meter to profile the ice-ring soles (Figure 3.9).  Small ice-wall interaction effects 
were visible around the base and perimeter of the ice rings but did not disturb most of the 
basal surface.  The cavities initiated at each step’s vertical lee face and had slightly curved 
(concave-down) roofs.  Average cavity length was related non-linearly to basal sliding 
velocity (Figure 3.10).   
 Horizontal displacements of beads initially in vertical columns were measured to 
estimate shear strains (Figure 3.11 and 3.12).  Ice deformation was localized in the bottom 
third of the ice ring, where the highest strains near the base approached 30 (Figures 3.11 and 
3.12).  Where strains were less than ~1, ice contained air bubbles.  At strains greater than ~1, 
the ice was clear with no visible air bubbles (Figure 3.8).  Strains could not be measured at 
the very bottom of the ice ring because beads frozen near the bed always migrated to a zone 
~20 mm above the sole of the ice ring. 
  Horizontal thin sections were cut from the ice rings of Experiments 1 and 3 to analyze 
ice fabrics (Figure 3.13).  Lower-hemisphere equal-area stereoplots were used to plot the c-
axis orientations of ice crystals from different zones subject to contrasting shear strains 
(Figure 3.14 and 3.15).  Thin sections cut from zones of very low to no strain exhibited weak   
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Figure 3.8  Top: The ice ring after Experiment 1.  The once vertical bead column deformed 
with the ice and served as a strain indicator.  Unstrained ice (top) is saturated with air while 
highly strained ice (base) is clear.  Bottom:  The ice ring after Experiment 2.  The 
highlighted surface shows the location of a cavity but with its roof geometry destroyed by 
fracture. 
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Figure 3.9  Average cavity geometries measured along the ice-ring centerline at the end of each experiment. The centerline basal 
sliding velocity is   . 
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Figure 3.10  Average cavity lengths and error bars of one standard deviation are plotted as a 
function of basal sliding velocity with error bars spanning the measured velocity range.  
Beads migrated upward during the experiments, so measurements may have been biased 
towards beads higher in the ice ring (higher sliding velocities).  In that case the calculated 
mean may not represent the true mean value, so the entire measurement range was plotted.  A 
best fit power law yields an exponent of 0.22, where   is the average cavity length and    is 
the sliding velocity. 
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Figure 3.11  Top: Six bead profiles from Experiment 1, with ice motion from right to left.  
Bottom:  Shear strains calculated using a running average across five beads. 
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Figure 3.12  Top: Six bead profiles from Experiment 2 with ice motion from right to left.  
Bottom: Shear strains calculated using a running average across five beads. 
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Figure 3.13  A section of the ice ring from Experiment 1.  Horizontal thin sections from 
Experiments 1 and 3 were cut from ice subject to four shear-strain regimes, as indicated by 
the orange rectangles. 
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Figure 3.14  Experiment 1.  The sense of shear is towards the top.  Top:  Lower-hemisphere stereoplots of ice c-axis orientation 
(1% area contouring with 2σ intervals) at four different shear strains.  Marked c-axis clustering at orientations inclined at small 
angles to the vertical was associated with high strains.  Bottom:  Photographs of the corresponding thin-sections under cross 
polarized light.  As shear strain increased, crystals became smaller, more euhedral, and more uniformly sized.   
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Figure 3.15  Experiment 3.  The sense of shear is towards the top.  Top:  Lower-hemisphere stereoplots of ice c-axis orientation 
(1% area contouring with 2σ intervals) at four different shear strains.  Marked c-axis clustering at orientations inclined at small 
angles to the vertical was associated with high strains.  Bottom:  Photographs of the corresponding thin-sections under cross 
polarized light.  As shear strain increased, crystals became smaller, more euhedral, and more uniformly sized.   
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Table 3.3  Mean crystal sizes and standard deviations from Experiments 1 and 3. 
 
Experiment 1 Mean crystal size (mm) Standard deviation (mm) 
Strain ≈ 0 11.4 6.2 
Strain ≈ 1 6.8 3.3 
Strain ~ 5-10 6.3 3.5 
Strain - unknown 5.7 2.8 
Experiment 3 Mean crystal size (mm) Standard deviation (mm) 
Strain ≈ 0 6.4 4.6 
Strain ≈ 1 5.4 2.9 
Strain ~ 5-10 6.6 3.0 
Strain - unknown 4.8 2.6 
 
 
fabrics, without preferred c-axis orientations.  In contrast, in ice deformed to strains ≥ 1, c-
axis orientations clustered into steeply inclined but not vertical multiple maximums.   The 
absence of beads at the base prevented measuring the shear strains corresponding to the 
lowest thin sections.  Crystal shapes and sizes were dependent on shear strain (Table 3.3).  
Changes in crystal geometries from anhedral to euhedral accompanied increases in strain 
(Figures 3.14 and 3.15).  Average crystal size decreased with increasing strain in Experiment 
1, and crystal sizes became more uniform.  In both experiments average crystal sizes were ~6 
mm in zones of highest strain (> 5) (Table 3.3).   
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CHAPTER 4. DISCUSSION 
 
4.1 Steady-state cavity models 
Separation of sliding ice from hard beds plays a central role in theories of subglacial 
hydrology (Walder, 1986; Kamb, 1987; Anderson, et al., 2004; Schoof, 2010), sliding 
(Lliboutry, 1968; Iken, 1981; Schoof, 2005), and erosion (Rothlisberger & Iken, 1981; 
Iverson, 1991; Hallet, 1996). Despite a half-century of interest in cavities at glacier beds, 
there are no data establishing relationships among steady cavity size, bed geometry, sliding 
speed, and effective pressure. Field studies are complicated by unsteady behavior and various 
poorly-known factors, including the local effective pressure, bedrock geometry, and cavity 
size. The results of these experiments provide the first experimental data that relate steady 
cavity size, bed geometry, sliding speed, and effective pressure.  Herein, two cavitation 
models, one described in Kamb’s (1987) model of a glacier surging and another based on 
Nye’s (1953) theory of borehole closure, are described, improved, and compared to the 
experimental results. 
 
4.2 Kamb’s model of ice-bed separation 
Kamb (1987) incorporates in his characterization of a hydraulically linked basal-
cavity system a model of an isolated cavity formed in linear viscous ice downstream of an 
idealized bump (Figure 4.1).  A two-dimensional       coordinate system is used with   
positive in the direction of flow,   positive upward, and the origin at the base of the step.  
The cavity initiates at the top of a vertical lee face (riser) and re-connects with the bed on a 
horizontal tread downstream.  Ice flows away from the cavity at a sliding velocity,   , across 
the maximum cavity height   and creeps vertically into the cavity at a rate      over the 
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Figure 4.1  An idealized cavity geometry modified from Kamb (1987).  The mass balance at 
each point on the roof (upper right triangle) must equal zero in a steady state, so that 
           .  The basal sliding speed,   , is assumed to be uniform with depth, whereas 
     depends on the geometry of the cavity roof at  . 
 
cavity length  .  The gap height of the cavity along its length is described at each point by, 
 
           (
 
 
 
 
 
     
    
 
 
       √      
   
)where          (4.1) 
The cavity is considered to be in a steady state, such that each point along the cavity’s roof 
does not change position.  Therefore, mass balance must equal zero at each       point, 
satisfying 
                 (4.2) 
 
Melting of the cavity roof is assumed to equal zero (although it is addressed eventually in 
Kamb’s model), and therefore does not contribute to the mass balance equation.  This is a 
good approximation for the air-filled cavities of the experiments. Since treads are parallel to 
flow, the rate of change in height of the cavity profile is  
             
  
  
    (4.3) 
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Kamb solved for the vertical (negative   direction) closure rate of the cavity,     , in a 
linear viscous fluid: 
       
 
  
√          when         (4.4) 
 
where N is the effective pressure and η is the viscosity.  Substituting Equations 4.3 and 4.4 
into the mass balance equation (Eqn. 4.2) yields 
    
      
 
  
√          (4.5) 
 
Integrating both sides of this equation over the length of the cavity gives 
     
    
   
 (4.6) 
 
where the flux out of the cavity (left-hand term) equals the flux into the cavity (right-hand 
term).  Equation 4.6 may be rearranged to solve for the cavity length,  
   √
      
  
    (4.7) 
 
Equation 4.7 predicts cavity length when the sliding velocity, effective pressure, step height, 
and viscosity are known.  However, this equation applies only for a linear viscous fluid, 
where  , the creep exponent in Glen’s flow law (Eqn. 1.1), equals 1.  The value of   for ice 
has been shown in laboratory and field studies to range from 1.3 to 4.2 (Byers, 2012; 
Weertman, 1983). A review of the available literature (Cuffey & Paterson, 2010) indicates    
= 3 as the most appropriate value, especially where ice deforms rapidly under high deviatoric 
stresses like those expected near cavities at the bed under high effective pressures (       = 
1.01 MPa in these experiments); therefore, these analyses will assume   = 3.  Since Kamb’s 
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cavitation model applies strictly to a linear ice rheology, he suggested substituting the 
effective viscosity,   , for   to approximately account for the non-linear behavior of ice, 
where 
    
 
 
  
      
 (4.8) 
 
and   is the viscosity parameter in Glen’s flow law.  When   = 3,  
    
 
 
  
  
   (4.9) 
 
Using Equation 4.9, Equation 4.7 may be rewritten as 
   √
    
 
(
 
 
)
 
   (4.10) 
 
for the cavity length when   = 3.  This is the same relation that was compared to 
experimental data by Iverson and Petersen (2011), who neglected the geometrical difference 
between the experimental and theoretical beds. 
 A better comparison of the results of the experiments with those of Kamb’s cavitation 
model requires modifying the geometry of the treads so that they are sloped.  Figure 4.2 
shows a modified version of Figure 4.1 with a tread slope  
   
   
 
   (4.11) 
 
The sloped tread is included in the geometry by “adding” a right triangle to the bed below the 
cavity sole and replacing the step height,  , with the total drop height of the cavity roof,  .  
The addition of the cavity drop height   has the advantage of simplifying adjustments to the 
gap height equation        For a sloped tread, the gap height is 
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       √      
   
)         where        (4.12) 
 
which no longer equals     .  The replacement of   with   retains the same cavity shape for 
a given cavity length as a cavity with a horizontal tread, while        corrects for the tread 
slope.  The coordinates of the cavity roof now equal 
       (
 
 
 
 
 
     
    
 
 
       √      
   
)       where        (4.13) 
 
which is simply the gap height for a horizontal tread (Eqn. 4.1) with       accounting for 
the sloped bed.  Since the shape of the cavity is maintained, the closure rate of the cavity 
remains the same as that given by Equation 4.4.  The only change to the mass balance (Eqn. 
4.6) results from replacing   with  . Note that sliding speed is defined parallel to the average 
bed slope, rather than parallel to the slope of the treads, so the effect of sliding speed on the  
 
 
Figure 4.2  An idealized cavity geometry with a tread slope , modified from Kamb (1987).  
While the step height   does not change with the addition of a sloped tread, the total flux out 
of the cavity depends on   instead of  . As in Figure 4.1, the basal sliding speed,   , is 
assumed to be uniform with depth. 
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mass balance is unchanged.  Thus, the cavity length with   = 3 in Kamb’s cavitation model, 
adjusted for a sloped tread, is 
   √
    
 
(
 
 
)
 
    
 
(4.14) 
 
Equation 4.14 appears to yield a square root dependence of cavity length on sliding speed 
like Equation 4.10; however,   also depends on cavity length (Eqn. 4.11).  Substituting in 
Equation 4.11 into Equation 4.14 yields 
   √
         
 
(
 
 
)
 
    
 
(4.15) 
 
which shows that the square root dependence of cavity length on sliding speed applies only 
when    .  When      cavity length at a given    must be solved numerically for  . 
 
4.3 Nye’s model of ice-bed separation 
Another approach to modeling cavitation is based on results from a borehole drilled 
in Jungfraufirn (Gerrard, et al., 1952), which were analyzed (Nye, 1953) to show that the 
closure rate of a borehole takes the form, 
    (
 
  
)
 
      (4.16) 
 
where    is the closure rate, and   is the radius of the borehole.  While Equation 4.16 yields 
a simple closure rule, incorporating it into a cavity model for the sliding problem is difficult 
because the appropriate value of the radius   is not obvious.  Other length scales as a 
replacement for   have been chosen, such as the cavity length   (Humphrey, 1987; Iverson & 
56 
 
 
Petersen, 2011) or the step height   (Walder, 1986; Schoof, 2010), but these substitutions 
fundamentally change the relationship between the closure rate and the radius of curvature.  
In an attempt to maintain this relationship, a cavitation model that uses the radius of 
curvature of the flow-parallel cavity profile is developed (Figure 4.3).  The cavity is 
considered to be in a steady state, so Equations 4.2 and 4.3 are still valid.  The cavity profile 
is approximated by an arc, sweeping from top of the step at height   and terminating at the 
ice-bed contact.  Since the cavity surface is an arc length of a circle, the gap height of the 
cavity is 
           √           where        (4.17) 
 
which is the equation of a circle shifted down so that the origin of the coordinate system lies 
the base of the step.  This equation can be reduced to show that 
        √            (4.18) 
 
providing a relationship between cavity length, step height, and the cavity’s radius of 
curvature,  .  Applying the borehole closure rate    (Equation 4.16) to the cavity in Figure 
4.3 yields a closure vector everywhere perpendicular to the cavity roof.  The mass balance 
formulation (Eqn. 4.2) requires closure in the negative   direction.  Therefore, the vertical 
component of closure using Equation 4.16 is 
             (
 
  
)
 
       (
 
  
)
 
√                      (4.19) 
 
Equation 4.19 can be checked by noting that it reduces to Equation 4.16 (     (
 
  
)
 
 ) if 
closure is perpendicular to the cavity surface.  Substituting the vertical closure rate in 
Equation 4.19 and Equation 4.3 into the mass balance equation (Eqn. 4.2) yields 
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Figure 4.3  An idealized cavity geometry using an arc of a circle with radius   as the cavity 
sole.  The closure rate,     , is the vertical component of    (Eqn. 4.16), which equals 
      , or   
√     
 
. 
 
 
    
     (
 
  
)
 
√          (4.20) 
 
Integrating both sides of Equation 4.20 over the length of the cavity yields  
     (
 
  
)
 
[
  
 
     
 
 
 
 
 
√     ]               (4.21) 
 
where the ice flux out of the cavity (left-hand term) equals the flux entering the cavity (right-
hand term).  Unlike Equation 4.7 in Kamb’s model, cavity length in Equation 4.21 has no 
explicit solution.  Both Equations 4.18 and 4.21 must be used to numerically solve for the 
cavity length (and radius of curvature) at a given sliding speed. 
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 The Nye borehole-closure model with a horizontal tread, like Kamb’s model, must be 
modified with a sloped tread, so it can be compared to the experimental results.  The sloped 
tread is included in the geometry by inserting a right triangle at the bed below the cavity sole 
and replacing the total drop height of the cavity roof with  , as opposed to   in Equation 4.21 
(Figure 4.4).  With the addition of the sloped tread, the gap height is 
      √                                 (4.22) 
 
which no longer equals      .  This equation can be reduced to show that 
        √                (4.23) 
   
 
 
 
 
Figure 4.4  An idealized cavity geometry with sloped treads using an arc of a circle with 
radius   as the cavity sole and a tread slope  . 
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The coordinates of each point along the cavity roof,     , remain described by Equation 
4.17, that of a circle shifted down so the origin or the coordinate system lies at the base of the 
step.  Replacing   with   in Equation 4.21 yields 
     (
 
  
)
 
[
  
 
     
 
 
 
 
 
√     ]    (4.24) 
 
Equation 4.24 shows that sliding velocity can be written in terms of  ,  , and  .  Equation 
4.11 can be substituted into Equation 4.23 making it also a function of only  ,  , and  .  
Equation 4.24 cannot be solved algebraically for cavity length, unlike Equation 4.14 derived 
from Kamb’s model, but can be solved numerically in conjunction with Equation 4.23 to 
determine the cavity length for a known sliding velocity. 
 The models based on Figures 4.2 and 4.4, with sloping treads, are generalized 
versions of those based on Figures 4.1 and 4.3.  Letting the slope s equal zero in either of the 
generalized models simply reduces their equations to those of the cavitation models with 
horizontal treads. 
 
 
4.4 Kamb and Nye model comparisons to experimental results 
 The geometries of steady-state (constant size and shape) cavities measured at the end 
of each experiment provide an opportunity to test the modified Kamb and Nye cavitation 
models with sloped treads.  The test carries with it the assumption that ice-bed separation 
measured at the centerline of the ice chamber was negligibly affected by the three-
dimensionality of the experimental bed, such that the measured ice-bed separation can be 
approximated with two-dimensional models.  Figures 4.5 and 4.6 show predicted cavity 
lengths as a function of sliding velocity over a range of viscosity parameter values (  = 0.10-
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0.24 MPa a
1/3
) at   = 1.01 MPa (the experimental value) and   = 3. Also plotted in these 
figures are measured cavity lengths and sliding velocities (Figure 3.10) from Experiments 1-
4.  The lower bound of the viscosity parameter (  = 0.10 MPa a
1/3
) is based on the mean 
value of   from the basal ice of Engabreen, Norway (Kohler, 1993; Cohen, 2000); the upper 
 
 
Figure 4.5  Measured cavity lengths at the end of four experiments at different basal sliding 
velocities.  The white band shows predicted cavity lengths over the range of   values 
measured in other studies, while the grey dashed line represents cavity lengths and sliding 
velocities based on   = 0.15MPa a1/3 (Budd & Jacka, 1989).  Cavity length error bars show 
one standard deviation of measured values. Error bars of sliding velocity span the measured 
velocity range.   
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Figure 4.6  Measured cavity lengths at the end of four experiments at different basal sliding 
velocities.  The white band shows predicted cavity lengths over a range of   values measured 
in other studies, while the grey dashed line represents cavity lengths and sliding velocities 
based on   = 0.15MPa a1/3.  Cavity length error bars show one standard deviation of 
measured values. Error bars of sliding velocity span the measured velocity range.   
 
 
bound (  = 0.24 MPa a
1/3
) is based on the maximum value for clean, temperate ice suggested 
in Cuffey & Paterson (2010).  These are the same values used in Iverson & Petersen (2011).  
A best fit approximation of   obtained by fitting the Kamb and Nye models to the data 
yielded values of   = 0.16 MPa a
1/3
 and   = 0.17 MPa a
1/3
, respectively.  For comparison, 
various lab tests at 0˚C (Budd & Jacka, 1989) indicate a value of   = 0.15 MPa a
1/3
(the 
preferred value of (Cuffey & Paterson, 2010)), which is in excellent agreement with the best-
fit values. Thus, if cavity length, as indicated by the modified Kamb and Nye models, is 
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plotted (grey dashed line in Figures 4.5 and 4.6), using the value of B suggested by Cuffey 
and Patterson (2010), there is reasonably good agreement between both theoretical models 
and the data. 
The modified Kamb and Nye models accurately predict cavity lengths for a given 
sliding velocity within reasonable limits, but comparisons with the experimental data do not 
clearly indicate which model provides a better approximation.  Predictions of cavity length 
based on the modified Kamb model depend more strongly on   than those of the modified 
Nye model, which results in a larger range of cavity lengths for a specific sliding velocity 
than Nye’s model (compare Figure 4.5 to Figure 4.6).  This provides some motivation for 
using the modified Nye model if the value of B is not well-known. 
The modified Kamb and Nye models exhibit a strong, non-linear relationship between 
cavity length and sliding velocity (Figures 4.5 and 4.6).  Cavity length becomes increasingly 
insensitive to sliding velocity as sliding velocity increases. This relationship is supported in 
the experimental results.  The sliding velocity at the ends of Experiments 4 and 2 differed by 
nearly a factor of three (19 ma-1 and 53 ma-1), with an associated doubling of cavity length 
(66 mm to 110 mm), whereas an 8-fold increase of sliding velocity between Experiments 2 
and 3 (53 ma-1 and 415 ma-1) resulted in a comparatively small increase in cavity length (110 
mm to 145 mm) (Figure 3.9).     
 Experimental cavity geometries, based on measurements along the centerline of the 
ice chamber, can be compared with those predicted by Equations 4.12 and 4.22 in the 
modified Kamb and Nye models, respectively.  Figure 4.7 shows the measured positions of 
cavity roofs, based on measurements from multiple cavities, overlain by the model 
predictions.  Nye’s model, based on sweeping a radial arc, better approximated the measured  
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Figure 4.7  Measured cavity profiles, as indicated by points of measurement, overlain by 
profiles from the modified Kamb and Nye models based on the measured average cavity 
length.  The Nye model better approximated the cavity profiles because Kamb’s 
underestimated the gap heights further from the bump. Both models had difficulty 
reproducing the cavities measured at the end of Experiment 4 because the measured cavity 
roofs were nearly linear. 
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Figure 4.7 (cont.)   
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cavity geometries because the roofs were slightly concave down, whereas Kamb’s model 
produces a sigmoidal roof that underestimated gap heights near the downstream ends of 
cavities.  Neither model, however, accurately reproduces the shape of cavity roofs formed at 
the lowest sliding speed (19 ma-1), which were closer to being linear than either model 
predicts.   
In addition, cross-sectional areas of cavities (parallel to flow) can be estimated by 
integrating Equations 4.12 and 4.22 over the mean cavity length (Table 4.1).  Nye’s model 
reproduced cavity areas from the first three experiments within 4% but overestimated those 
of the last experiment (sliding speed of 19 ma-1) by 11%.  Kamb’s model underestimated 
cross-sectional areas by ~10% at all sliding speeds.  Since Kamb’s model produces a 
sigmoidal roof of one wavelength, the same cross-sectional areas can be calculated using a 
straight line to approximate the cavity roof (Iverson & Petersen, 2011).  
 
Table 4.1  A summary of measured and predicted cross-sectional areas of cavities after each 
experiment.  Model predictions were calculated using the mean lengths of measured cavities.  
Kamb’s model generally underestimated cross sectional areas ~10%, while the modified Nye 
model overestimated cavity area at the lowest sliding speed (Experiment 4). 
 
 
Measured 
area (mm
2
) 
Kamb prediction 
(mm
2
) 
Kamb 
error 
Nye prediction 
(mm
2
) 
Nye 
error 
Experiment 1 1884 1714 -9.0% 1891 0.4% 
Experiment 2 1719 1485 -13.6% 1685 -2.0% 
Experiment 3 2182 1958 -10.3% 2095 -4.0% 
Experiment 4 984 896 -8.9% 1096 11.4% 
 
 
4.5 Varying tread slope 
 The slope of treads can drastically affect cavity length by affecting the height of the 
zone through which ice flows horizontally away from the cavity (drop height d).  Figure 4.8  
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Figure 4.8   Predictions of cavity length of the modified Kamb and Nye models, as a 
function of tread slope     = 100 ma
-1
,   = 0.15 MPa a1/3 (Budd & Jacka, 1989) ,   = 3, N = 
1.01 MPa,   = 0.027 m).   
 
 
shows the modified Kamb and Nye model predictions of cavity length as a function of tread 
slope, for    = 100 ma
-1
,   = 0.15 MPa a1/3 (Budd & Jacka, 1989) ,   = 3,   = 1.01 MPa, and 
  = 0.027 m.  Small changes in the inclination of low-angle treads cause large changes in 
cavity length. Nye’s model predicts a decrease in length from 0.24 m to 0.11 m if the slope of 
the tread is increased from horizontal to only 10˚.  This sensitivity highlights the importance 
of bed geometries in affecting cavity length.  For example, consider a sinusoidal bed. As 
cavity length increases after a reduction in effective pressure or increase in sliding speed, the  
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average bed slope under a cavity will decrease if the ice re-connects with the bed past the 
bed’s inflection point (one-half the bed height).  The smaller bed slope will exacerbate the 
increase in cavity length (Figure 4.8) caused by a reduction in effective pressure or increase 
in sliding velocity.  Cavity lengths predicted by the models disagree increasingly as tread 
angle approaches zero (Figure 4.8). 
 
4.6 Cavity volume oscillations 
The physical reasons why cavity volume oscillates in response to an increase in 
sliding velocity as cavity volume converges to a steady value (Figure 3.5) are poorly known, 
but must reflect transient mismatches between sliding velocity and closure rate.   These 
oscillations can be described with an equation that has the form of an underdampened 
harmonic oscillator:  
 𝑉 𝑡  𝑉 [   
   co  𝜔𝑡 ] (4.25) 
 
where volume through time 𝑡 equals 𝑉 𝑡 , the total increase in cavity volume equals 𝑉 , 𝛾 is 
the dampening constant, and 𝜔 is the frequency (Figure 4.9).  By definition, 
 
𝛾  
  (
𝑉   𝑉 
𝑉   𝑉 
)
𝑡  𝑡 
  
(4.26) 
and 
 
 𝜔  
  
𝑡  𝑡 
  (4.27) 
 
where 𝑡 and 𝑡 are times of successive local maxima or minima (Figure 4.9).  The quantity 
 𝑡  𝑡   is also known as the period of oscillation, conventionally called  .   
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Figure 4.9  An idealized dampened oscillation of cavity volume through time.  Successive 
maxima (or minima) are labeled at times 𝑡 ,𝑡 ...   𝑉  is the change in steady-state cavity 
volume.  Dampening constants and oscillation frequencies are calculated from the cavity 
volumes 𝑉 𝑡   𝑉 𝑡  , and times of the successive peaks.  
 
 Each cavity-volume oscillation recorded during Experiments 1-4 was analyzed to 
identify times and volumes of successive local maxima and minima.  These times and 
volumes were used to calculate dampening constants and frequencies associated with each 
underdampened oscillation (Figures 4.10 and 4.11).  The frequency of the oscillations, 𝜔, 
was linearly and tightly related to the basal sliding velocity (R2 = 0.93) (Figure 4.10), where 
 𝜔  57 4     (4.28) 
 
Similarly, the dampening constant is linearly related to basal sliding velocity (R2 = 0.72) 
(Figure 4.11) where 
 𝛾   5       (4.29) 
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This linear dependence follows from Equations 4.26-4.28. The physical significance of the 
leading coefficients in Equations 4.28 and 4.29 are unknown.  Numerical modeling of ice 
flow across the bed of the ice chamber, using an appropriate fluid dynamics code and 
simulating ice-bed separation after step changes in sliding velocity, could help illuminate the 
physical significance of these coefficients.  
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Figure 4.10  The measured frequencies (𝜔) of dampened oscillations from Experiments 1-4, 
as a function of sliding velocity.   
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Figure 4.11  The dampening constant (𝛾) of the dampened oscillations from Experiments 1-
4, as a function of sliding velocity.   
 
4.7 Modeling cavity volume through time 
 Equation 4.25 can provide a description of cavity volume through time as a function 
of only sliding velocity, if experimental data like those of these experiments provide the 
relationships 𝜔     (Equation 4.28),  𝛾     (Equation 4.29), and 𝑉     , the change in 
cavity volume as a function of sliding speed.  Cavity volume could be inferred from cavity 
length and shape measured directly as a function of sliding speed but could also be calculated 
using the modified Nye or Kamb models. Thus, Equation 4.25 may be rewritten as 
 𝑉(   𝑡)  𝑉     [   
       co [𝜔    𝑡]] (4.29) 
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where cavity volume through time is solely a function of the basal sliding velocity. 
 
4.8 Ice fabrics 
 Ice from Experiments 1 and 3 (Figures 3.14 and 3.15)—the  only experiments after 
which fabrics were measured—displays steeply inclined, multi-maximum c-axis fabrics, 
similar to those observed in the West Antarctic Ice Sheet (Gow & Williamson, 1976),  
temperate glaciers (Rigsby, 1951; Vallon, et al., 1976; Kamb, 1989), and most interestingly 
directly above subglacial cavities (Tison & Lorrain, 1987)  Such multi-maximum fabrics are 
thought to form by a combination of pure and simple shear (Cuffey & Paterson, 2010) in ice 
at or near the pressure melting temperature. They have also been developed in the laboratory 
through the repeated compressing and annealing of ice (Maohuan, et al., 1985), in the 
absence of simple shear.  Ice in the experiments of the present study underwent a 
combination of pure and simple shear and repeated loading and unloading as it deformed 
over each inclined step. Thus, some combination of these factors was likely responsible for  
the multi-maximum fabrics. 
 Warm ice deforming under deviatoric stress sufficiently large to warrant   = 3 (as 
observed in these experiments) in Glen’s flow law undergoes dynamic recrystallization, 
which can include the ice-deformation processes of polygonization, grain-boundary 
migration, and grain nucleation (Alley, 1992; Goldsby & Kohlstedt, 2001).  Evidence of all 
three processes is apparent in deformed ice from the experiments.  Grain boundary sliding 
(Goldsby & Kohlstedt, 2001) has also sometimes been invoked as a mechanism of ice 
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deformation in glaciers (n = 1.8) but not at the high deviatoric stresses that ice near cavities 
was subjected to in these experiments.  
 The product of polygonization (rotation recrystallization) is groups of grains and 
subgrains with nearly identical c-axis orientations that are separated by distinct grain 
boundaries or subgrain-boundaries within a larger grain.  These boundaries can form as an 
individual ice crystal undergoes bending stresses, thereby aligning dislocations and forming 
subgrain-boundaries or sometimes a new grain (Hooke, 2005; Cuffey & Paterson, 2010).  
These effects of polygonization were frequently observed in ice sheared to shear strains of 1-
10 (Figure 4.12) but were uncommon in ice from the sole of the ice ring where deviatoric 
stresses, strains, and strain rates were likely highest.  Deformation under high stress and 
strain rates is thought to be dominated by grain boundary migration and nucleation, rather 
than by polygonization (Alley, 1992), which might explain its absence in the sole of the ice 
ring.  
 Grain-boundary migration occurs when molecules from one grain flow across a 
boundary to another grain, causing the boundary to move in a direction opposite that of flow.    
The driving force for boundary migration is the difference in free energy (Gibbs energy) 
between crystals (Schulson & Duval, 2009, equation 6.20).  Gibbs energy increases with 
higher dislocation densities and strain energy (Schulson & Duval, 2009, equation 2.5),  
which increase under high stresses (Weertman, 1983).  Evidence of grain boundary migration 
was observed in all deformed ice (Figure 4.13) but was much more common in ice from the 
sole of the ice ring.  Migrating boundaries exhibited a convex shape protruding into less 
stable grains and displayed zones of changing high order interference colors.  The evidence 
of migrating boundaries is clear evidence that initial fabrics are destroyed to form new  
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Figure 4.12  Evidence of polygonization.  Ice from Experiments 1 and 3 contained crystals 
(examples outlined in yellow and red) with adjacent interior regions where the c-axes were 
slightly misaligned, similar to undulose extinction commonly observed in quartz.  
Polygonization evidence was less common in ice from the sole of the ice ring.  The grid 
spacing is 1 cm. 
 
fabrics energetically favorable to the new stress and strain regime. 
 Grain nucleation is an energetically driven process that minimizes Gibb’s free energy 
of newly formed grains.  The grains form free of strain energy and defects and are usually 
oriented with the largest reolved shear stress parallel to the basal (easy) glide plane (Kamb, 
1972).  Grain nucleation resulting from dynamic recrystalliation (as opposed to static 
recrystallization) usually occurs at high temperatures and deviatoric stresses (Schulson & 
Duval, 2009) because high strain rates can increase the strain energy (and therefore free 
energy) of a grain (Weertman, 1983).  The formation of a new grains becomes energetically 
favorable when strain energy increases sufficiently that nucleation decreases the overall free 
energy (Schulson & Duval, 2009).  Nucleation usually occurs along grain boundaries and  
 
 
 
Experiment 1, strain ≈ 1 
 
  
 
Experiment 3, strain ~ 5-10 
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Figure 4.13  Evidence of grain-boundary migration.  The edges of more stable (lower Gibb’s 
energy) crystals migrated into and eventually consumed less stable crystals.  A concave 
boundary is usually indicative of the less stable crystal.  The grid spacing is 1 cm.  Left:  The 
grey crystal’s boundary (top center) has nearly migrated through another ice crystal.  Right:  
The tan crystal’s boundaries (center) have migrated inward on all sides.    
 
dislocations where free energy is minimized (Karato, 2008).  Grain nucleation was prevalent 
in ice from the sole of the ice ring (Figure 4.14), where deviatoric stresses and strain rates 
were highest.  These new grains usually formed at muliple-grain junctions and exhibited 
evidence of grain growth by boundary migration into surrounding crystals. 
 
  
Experiment 3, strain - unknown Experiment 1, strain ~ 5-10 
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Figure 4.14  Evidence of nucleation (examples are circled).  Ice from the base of the ice ring 
exhibited the greatest number of nucleated grains.  Grains usually formed near a junction of 
multiple crystal boundaries, with a convex edge protruding in the direction in which the 
crystal was growing.  The migrating boundaries were not sharp and displayed zones of 
changing high-order interference colors. The grid spacing is 1 cm. 
  
Experiment 5, strain - unknown Experiment 2, strain - unknown 
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CHAPTER 5. CONCLUSION 
5.1 Steady-state cavities 
 Both the Kamb (1987) and Nye (1953) models, as modified herein, accurately predict 
steady-state cavity lengths (Figures 4.5 and 4.6).  Such tests of theoretical models have not 
previously been possible, owing to the lack of an appropriate experimental apparatus. 
Approximations of   obtained by fitting the modified Kamb and Nye models to the data 
yielded values of   = 0.16 MPa a
1/3
 and   = 0.17 MPa a
1/3
, values close to   = 0.15 MPa a
1/3
, 
the value determined independently by Budd and Jacka (1989).   
 In previous cavitation models, in which Nye’s borehole closure theory (Eqn. 4.16) has 
been used, either the step height (Walder, 1986; Schoof, 2010) or cavity length (Humphrey, 
1987; Iverson & Petersen, 2011) was substituted for the borehole radius of curvature.  Best fit 
approximations of   obtained using these models yield values of   = 0.07 MPa a
1/3
 and   = 
0.04 MPa a
1/3
respectively.  These values are significantly lower than those for ice determined 
in the field or laboratory (Budd & Jacka, 1989; Cuffey & Paterson, 2010).  This study shows 
that cavity models using Nye’s borehole closure theory, with cavity closure rates scaled to the 
step height or cavity length, are not adequate. However, the Nye closure theory is successful 
if the radius of curvature of cavities is substituted as the length scale that dictates cavity 
closure (Fig. 4.6). 
 Steady-state cavities initiated at step edges and had slightly concave roofs.  Their 
geometries were approximated using both the modified Kamb and Nye models. Kamb’s 
model tended to underestimate cavity heights at the downstream ends of cavities.  The 
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concave shape of the roofs were better approximated by the model based on Nye (1953), 
which uses the arc of a circle as the cavity roof. 
 Cavity length is sensitive to tread slope (Figure 4.8).  Steep tread slopes result in 
shorter cavities than gentle tread slopes at a given sliding velocity.  Tread slope depends on 
bump height and the horizontal length of the obstacle; therefore, tread slope is analogous to 
Weertman’s bed roughness (Eqn. 1.2). Higher bed roughnesses will tend to promote shorter 
but more numerous cavities at the bed.  
 
5.2 Dampened oscillations 
 Cavities grew as a dampened oscillation in response to increases in sliding speed.  
The dampened oscillations can be replicated with an equation in the form of an 
underdampened harmonic oscillator (Eqn. 4.25).  The oscillation frequency (Eqn. 4.28) and 
dampening constant (Eqn. 4.29) were linearly related to sliding velocity. These relationships 
likely depended on effective pressure and bed geometry and could be explored with more 
experiments in which these two factors were systematically varied.  
 Dampened oscillations in cavity volume, in response to changes in sliding speed or 
other forcing, have never been recorded at modern glaciers.  There are several possible 
explanations for this.  If oscillations do occur under glaciers, they may not be recorded by 
measurements of surface uplift that are sometimes used to try to infer changes in ice-bed 
separation (e.g. Hooke, et al., 1989).  For cavity oscillations to be recorded at the surface, 
they would need to be both syrchronous and spatially uniform over a length scale that is large 
relative to the ice thickness, which seems unlikely given the tendency for basal drag, water 
pressure, and sliding speed to be highly non-uniform over glacier beds (Cuffey and Paterson, 
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2010).  In addition upward displacement of glacier surfaces due to cavity growth cannot 
generally be separated from uplift due to vertical extension of ice, a common consequence of 
longitudinal compression and assoiciated shortening in glaciers. Thus reliable measurements 
of cavity volume changes at the bed from measured vertical ice displacements are very 
difficult to make.  Also, at glacier beds, oscillations of cavities may not be as pronounced as 
in the experiments because cavities beneath glaciers tend to be at least an order of magnitude 
larger than the experimental ones.  If volume oscillations ultimately result from the time 
scale for cavity closure (inversely proportional to the creep rate of ice) exceeding the time 
scale for cavity opening (inversely proportional to sliding speed), then larger cavities, which 
close more rapidly than small cavities, may more readily adjust to changes in sliding speed , 
resulting in more subdued or absent volume oscillations. 
 Cavity closure during sliding did not take the form of a dampened oscillation (Figure 
3.7).  Systematic cavity-closure experiments would need to be performed to understand why 
cavity growth and closure differ in this respect.  
 
5.3  Ice deformation and fabrics 
 The synthetic ice used in these experiments developed steeply inclined, multi-
maximum c-axis fabrics similar to those measured in ice at the bases of temperate glaciers 
(e.g., Kamb, 1959), including ice sampled from directly above subglacial cavities (Tison & 
Lorrain, 1987).  Therefore, the fabricated ice of these experiments, once sufficiently 
deformed during sliding, is structurally similar to natural ice.  This is an important result 
because it indicates that there is little motivation for undertaking the onerous task of 
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collecting, transporting, and trimming a large volume of natural glacier ice for use in the 
sliding simulator.    
 Experimental ice fabrics also displayed evidence of polygonization, grain-boundary 
migration, and grain nucleation, all of which are expected in ice near glacier beds (Alley, 
1992).  Evidence of grain boundary migration and nucleation supports the value of the flow 
law stress exponent for ice used in this study: n = 3.  Smaller values (n = 1.8) consistent with 
grain boundary sliding have been sometimes been advocated (e.g., Goldby and Kolstedt, 
2001) but were not expected in these experiments due to the high deviatoric stresses in ice 
near cavities (~ 1 MPa), well above the threshold below which grain boundary sliding is 
operative (~ 0.1 MPa).  
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APPENDIX 
 
 One experiment was performed using a sinusoidal bed.  The geometries of nine 
cavities were successfully measured after the experiment was completed. 
 
 
 
 
Figure A1.  Measurements of nine cavity roofs along the centerline from an experiment 
using the sinusoidal bed.  Sliding velocity was 220 ma
-1
 and from left to right. 
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