We introduce Scallop, an accurate, reference-based transcript assembler for RNA-seq data. Scallop For transcripts expressed at low levels in the same samples, Scallop assembles 65.2% and 50.2% 10 more correct multi-exon transcripts than StringTie and TransComb, respectively. Scallop obtains 11 this improvement through a novel algorithm that we prove preserves all phasing paths from reads 12 (including paired-end reads), while also producing a parsimonious set of transcripts and minimizing 13 coverage deviation.
given in Supplementary Figure 2. ) Further, at minimum coverage equal to 0, the three methods obtain simi-lar multi-exon precision when using TopHat2 alignments, while for STAR and HISAT2 alignments Scallop 110 obtains a significantly higher precision than both StringTie and TransComb. The precision-sensitivity curves for multi-exon transcripts. Each curve connects 10 points, corresponding to the 10 different minimum coverage thresholds {0, 1, 2.5, 5, 7.5, 10, 25, 50, 75, 100}; the default value of this parameter is circled. (B) The average AUC (area under the precision-sensitivity curve) over the 5 samples. The three groups of bars correspond to TopHat2, STAR, and HISAT2 alignments, respectively (the same for other panels). The error bars show the standard deviation over the 5 samples (the same for other panels). (C) The average sensitivity and precision of multi-exon transcripts for methods running with default parameters. (D) The average sensitivity and precision of multi-exon transcripts for methods running with minimum coverage set to 0. (E) The average sensitivity and precision of single-exon transcripts for methods running with default parameters. (F) The average number of correct transcripts with different number of exons for methods running with minimum coverage set to 0. (G) The average sensitivity and precision of multi-exon transcripts with each subset of transcripts (corresponding to low, middle, and high expression level) as ground truth for methods running with minimum coverage set to 0.
StringTie and TransComb obtain higher sensitivity but lower precision than Scallop on single-exon tran-scripts with default parameters ( Figure 1E and Supplementary Figure 1E) . However, the overall number of 113 correct single-exon transcripts obtained by these methods is relatively small compared with that of multi-114 exon transcripts (compare scale of Figure 1E with Figure 1C ). Scallop aggressively filters short and lowly 115 expressed single-exon transcripts to make the precision of single-exon transcripts comparable to that of 116 multi-exon transcripts.
117
We further compare the number of correct transcripts with different numbers of exons when their sensitivity 118 is maximized (i.e., the minimum coverage threshold is 0). The results are shown in Figure 1F and Sup- but the advantage is much more significant for low and middle levels. For example, with STAR alignment, and for each of the other two methods with smaller precision, we discard its predicted transcripts from the lowest coverage until the precision equals φ; the adjusted sensitivity is the sensitivity at this precision φ.
141
We compute the adjusted precision analogously, filtering low-coverage transcripts of the two methods with 142 higher sensitivity until all methods have the same sensitivity.
143
Scallop shows higher adjusted sensitivity and adjusted precision than both StringTie and TransComb on 144 nearly all samples when using default parameters (Supplementary Figure 3 and Supplementary Figure 4 ).
145
On average over these 50 strand-specific samples, Scallop respectively. With HISAT2 alignments, Scallop takes 1.25× longer than StringTie.
159
Scallop presents a new technique for estimating transcriptome assembly from RNA-seq. While building 160 upon the standard paradigm of the splice graph, it uses a novel algorithm to decompose the graph through 161 optimizing several competing objectives. This leads it to achieve both higher sensitivity and higher preci- genome), we add a directed edge e = (u, v) to E, and set the weight of e, denoted as w(e), to the number of 251 such reads that span u and v. We also add a source vertex s, and for each vertex u ∈ V \ {s} with in-degree 252 of 0, we add a directed edge (s, u) with weight w(s,t) = ∑ (u,v)∈E w(u, v). Similarly, we add a sink vertex 253 t, and for each vertex v ∈ V \ {s,t} with out-degree of 0, we add a directed edge (v,t) to E with weight Figure 2 for an example.
255
Many reads (including paired mates) can span more than two exons, providing phasing information to recon-256 struct the expressed transcripts. We collect such phasing information as a set of phasing paths of G, denoted might produce the same phasing path. For each phasing path h ∈ H, we use g(h) to record the number of 264 such reads or paired-end reads that produce h.
265
Based on G, w and H, we compute a set P of s-t paths of G and associate a real-value f (p) for every path 266 p ∈ P. Each path p ∈ P implies an expressed transcript, and f (p) estimates the expression abundance of 267 the corresponding transcript. We now design three objectives to guide reconstructing P and f . First, since 268 each phasing path is constructed from a single read or paired-end reads, which must be sampled from a 269 single transcript, we expect that each phasing path appears as a whole in some reconstructed transcript.
270
Formally, we say a phasing path h ∈ H is covered by P, if there exists an s-t path p ∈ P such that h is a 271 consecutive subset of edges of p. We do not enforce that all phasing paths in H must be covered by P. This 272 is because there exist false positive edges in the splice graph due to alignment errors or sequencing errors.
273
Our algorithm will try to identify and remove these false positive edges. Except these phasing paths with 274 false positive edges, we do require that all other phasing paths in H are covered by P. Second, for each edge
275
e ∈ E we expect that the superposition of the abundances of the inferred s-t paths passing through e, i.e.,
276
∑ p∈P:e∈p f (p), is as close to its observed read coverage w(e) as possible. Therefore, the second objective is 277 to minimize the deviation between these two quantities, defined as
Third, following the principle of parsimony, we expect to use a smaller set of s-t paths to explain G, w and 279 H. That is, the third objective is to minimize |P|.
280
Combining all the three objectives, we informally describe the task of transcript assembly as follows.
281
Problem 1 (Transcript Assembly) Given G, w and H, compute a set of s-t paths P of G and abundance 282 f (p) for each p ∈ P, such that P covers all phasing paths in H (except those with false positive edges), and 283 that both d(P, f , w) and |P| are as small as possible. v, we build a bipartite graph
while its edges (E v ) describe whether the corresponding two edges in G are connected by some phasing path 300 in H. Formally, let S v be the set of edges that point to v, and let T v be the set of edges that leave v, i.e.,
301
S v = {e ∈ E | e = (u, v)} and T v = {e ∈ E | e = (v, w)}. For each pair of edges e ∈ S v and e ∈ T v , we add 302 an edge (e, e ) to E v if there exists a phasing path h ∈ H such that (e, e ) is a consecutive pair in h. We say (Figure 3(a,b) ); otherwise we say v is splittable ( Figure 5(a,b) ). In the following, we 305 design different subroutines to decompose unsplittable vertices, splittable vertices, and trivial vertices.
306
Decomposing Unsplittable Vertices. We now describe the subroutine to decompose an unsplittable vertex 307 v (Figure 3 ). The aim of this subroutine is to replace v as a set of trivial vertices so as to locally minimize 308 d(P, f , w) and also preserve all phasing paths.
309
The first step is to balance v by computing new weights w(·) for adjacent edges of v (i.e., S v ∪ T v ). Specif-310 ically, for any subset E 1 ⊂ E we define w(E 1 ) := ∑ e∈E 1 w(e). Let r v := w(S v )/w(T v ). Then we set 311 w(e) := w(e)/r v for any edge e ∈ S v , and set w(e) := w(e) · r v for any edge e ∈ T v . Similarly, we define The second step of the subroutine is to build the extended bipartite graph
this extension is to connect edges with no phasing paths to the most likely preceding or succeeding edge.
316
Specifically, let e s := arg max e∈S v w(e) and e t := arg max e∈T v w(e) be the edges that have the largest balanced 317 weights in S v and T v , respectively. Let S 0 v ⊂ S v and T 0 v ⊂ T v be the set of edges that have total degree of 0 in Figure 3 (b) for an example.
319
The third step of the subroutine is to assign weights for all edges (E v ) in the extended bipartite graph G v 320 so as to locally minimize the deviation w.r.t. w(·), i.e., d(P, f , w). We formulate it as a linear programming 321 problem. For each edge (e, e ) ∈ E v (recall that each edge in G v corresponds to a pair of edges in the splice 322 graph G), we have a variable x e,e to indicate the desired weight of edge (e, e ). For each vertex e ∈ S v ∪ T v
323
(recall that each vertex in G v corresponds to an edge in G) we add a variable y e to indicate the deviation 324 between its balanced weight w(e) and the sum of the weights of all edges that are adjacent to vertex e in G v .
325
Formally, we have the following constraints: 326 w(e) − ∑ e ∈T v :(e,e )∈E v x e,e ≤ y e , ∀e ∈ S v ;
w(e ) − ∑ e∈S v :(e,e )∈E v x e,e ≤ y e , ∀e ∈ T v .
The objective function of the linear programming instance is taken to be: 327 minimize ∑ e∈S v y e + ∑ e ∈T v y e .
In most cases, when G v is not a tree, i.e., it contains a cycle (see Figure 4) , the above linear programming has multiple optimal solutions. We use the abundance information of the phasing paths stored in g(·) to reassign 329 weights while keeping the optimal deviation w.r.t. w(·). For each edge (e, e ) ∈ E v , we denote by g(e, e ) 330 the number of reads or paired-end reads that continuously go through e and e , which can be computed as 331 g(e, e ) = ∑ h∈H: h contains (e,e ) g(h). Our goal is then to reassign the weights for edges in G v so as to keep the 332 above minimal deviation w.r.t. w(·) but to minimize the deviation w.r.t. g(·, ·).
333
We formulate this problem as another linear programming instance. Specifically, let y * e and y * e , e ∈ S v and 334 e ∈ T v , be the optimal solution of first linear programming instance (thus y * e and y * e are constants rather than 335 variables in the second linear programming problem). Similar to the first linear programming problem, we 336 use variables x e,e to indicate the weight of edge (e, e ) in G v . We use the following constraints to guarantee 337 that the optimal weights have the same deviation w.r.t. w(·) as the first linear programming solution:
338 w(e) − ∑ e ∈T v :(e,e )∈E v x e,e = y * e , ∀e ∈ S v ;
w(e ) − ∑ e∈S v :(e,e )∈E v x e,e = y * e , ∀e ∈ T v .
The objective function of this linear programming instance is then taken to minimize the sum of the deviation 339 of weights w.r.t. g(·, ·): 340 minimize ∑ (e,e )∈E v |g(e, e ) − x e,e |.
We assign the weights for edges in E v to be the optimal value of x e,e of the second linear program. Note Finally, we update splice graph G by replacing v with G v (see Figure 3( by some path in G .
356
To choose which unsplittable vertex v to apply the above transformation to, we define
and select a vertex v that minimizes z(v) to decompose (see line 3 of Algorithm 1).
358
Decomposing Splittable Vertices. We now describe the subroutine to decompose a splittable vertex v
359
( Figure 5 ). The aim of this subroutine is to reduce |P| while preserving all phasing paths. Since P is not such that for each (e, e ) ∈ E v , either e ∈ S v and e ∈ T v , or e ∈ S v and e ∈ T v , and that |w(S v ) − w(T v )| is minimized. Intuitively, this formulation forces that two edges in some phasing path must be adjacent after 372 splitting, and thus all phasing paths can be preserved.
373
The above problem can be equivalently transformed into the subset-sum problem. Let C be the set of all 374 connected components of G v . We define r(C) := ∑ e∈S v :e∈C w(e) − ∑ e ∈T v :e ∈C w(e ), for any C ∈ C . Then the 375 above problem is equivalent to computing a nonempty and strict subset of {r(C) | C ∈ C } such that the sum 376 of all elements of this subset is closest to 0. In our implementation, we use the existing pseudo-polynomial 377 time dynamic programming algorithm to solve it.
378
Let S * v and T * v be the optimal subsets returned by the above algorithm. We then update splice graph G 379 through performing the following procedure to decompose v. We denote the updated splice graph as G (see 
383
It could be the case that edge. In other words, this procedure can be used to naturally remove false positive edges in the splice graph.
388
For this case, we remove the appearance of this false positive edge for all phasing paths in H.
389
Notice that in either the general case of splitting v into two vertices, or the degenerate case of removing one 390 edge from G, after decomposing splittable vertex v, we have that U will be reduced by 1. For the degenerated case of removing one edge from G, these spanning paths that contain this edge shall be 392 not covered by G . For the usual case of splitting vertex this subroutine keeps all phasing paths H unchanged.
393
Finally, we define
as the measurement to decide which splittable vertex to decompose (see line 4 of Algorithm 1).
395
Decomposing Trivial Vertices. There is a unique way to decompose a trivial vertex. Let v ∈ V be a 396 trivial vertex. Again, let S v be the set of edges that point to v, and let T v be the set of edges that leave v.
397
Without loss of generality, we assume that the in-degree of v is 1; let e = (u, v) be the only in-edge of v, i.e.,
398
S v = {e = (u, v)}. We denote by G the updated splice graph after decomposing v. The construction of G 399 from G is to remove edge e from G, and merge u and v as a single vertex v ( Figure 6 ). For each edge in 400 e ∈ T v , we maintain the information that e is preceded by an extra edge e, i.e., for e in G we label it as ee 401 in G . When we retrieve the paths w.r.t. the original splice graph (line 6 of Algorithm 1), ee in G will be 402 expanded as a pair of edges (e, e ) in G. We then update the phasing paths H; we denote by H the updated 403 set of phasing paths. Consider two cases of a phasing path h ∈ H that contains e. If e is the last edge of h,
404
i.e., h = (· · · , e 1 , e), then we simply remove e from h, i.e., it becomes h = (· · · , e 1 ) ∈ H . Otherwise, if e is 405 not the last element of h, i.e., h = (· · · , e, e 1 , · · · ), we replace e and e 1 as the edge ee 1 in G , i.e., it becomes
In the complete algorithm (Algorithm 1), we first decompose all nontrivial vertices before decomposing consider the two cases of a phasing path h ∈ H that contains e. If h = (· · · , e, e 1 , · · · ) ∈ H, then we have 412 h = (· · · , ee 1 , · · · ) ∈ H , and h is covered by G . Since ee 1 is essentially the concatenation of e and e 1 ,
413
we have that G covers h. For the other case that h = (· · · , e 1 , e) ∈ H, we have that h = (· · · , e 1 ) ∈ H .
414
(Although G covers h , but this alone does not necessarily imply that G covers h any more.) Let e 1 = (w, u)
415
and e = (u, v) in G. Since we assume that all vertices in G are trivial vertices, in particular u is a trivial 416 vertex, we have that in G all the succeeding edges of e 1 are in the type of ee , where e ∈ T v (see Figure 6 ).
417
In other words, for any path in G that contains h , the next edge of e 1 in this path must be an concatenated 418 edge with preceding edge of e. Hence, we have that G covers h.
419
We emphasize that if the splice graph contains nontrivial vertex, then decomposing a trivial vertex might not 420 preserve all phasing paths. Figure 7 gives such an example. Thus, it is essential to decompose all nontrivial 421 vertices before decomposing any trivial vertex. (TransComb fails on all non-strand-specific samples.) On the 50 strand-specific samples, the average adjusted precision is 30.9%, 34.8%, and 44.1% for StringTie, TransComb, and Scallop, respectively. On the 15 non-strand-specific samples, the average adjusted precision for Scallop is 42.8%, significantly outperforming StringTie at 27.1%. 
