Abstract. We show that all negative powers β −s a,b of the Beta distribution are infinitely divisible. The case b ≤ 1 follows by complete monotonicity, the case b > 1, s ≥ 1 by hyperbolically complete monotonicity and the case b > 1, s < 1 by a Lévy perpetuity argument involving the hypergeometric series. We also observe that β −s a,b is self-decomposable if and only if 2a + b + s + bs ≥ 1, and that in this case it is not necessarily a generalized Gamma convolution. On the other hand, we prove that all negative powers of the Gamma distribution are generalized Gamma convolutions, answering to a recent question of L. Bondesson.
Introduction and statement of the results
This paper is a sequel to our previous article [8] , where we have established the infinite divisibility of all negative powers γ −s a of the Gamma distribution γ a , with density x a−1 Γ(a) e −x 1 (0,+∞) (x).
More precisely, in [8] we had completed the already known situation s ≥ 1 by an argument involving the exponential functional of a spectrally negative Lévy process, valid in the case s ≤ 1 and in this case only. We consider here the same problem for the Beta distribution β a,b , with density
Recall that a positive random variable X is infinitely divisible, which we will denote by X ∈ I, if and only if its Laplace exponent ϕ(λ) = − log E[e −λX ] is a Bernstein function, viz.
with a ≥ 0 (the drift coefficient) and ν a non-negative measure on (0, +∞) (the Lévy measure) whose integral along 1 ∧ x is finite. When ν is absolutely continuous with a density of the type x −1 k(x) for some non-increasing function k, this means that X is self-decomposable (X ∈ S for short) in other words that for all c ∈ (0, 1) there is a decomposition
where X c is an independent random variable. The distribution of X is called a generalized Gamma convolution, which we will denote by X ∈ G, when X is self-decomposable and its above spectral function k is completely monotone (CM). From the probabilistic point of view, the G−property means that X can be decomposed into the finite or infinite independent sum of Gamma random variables, possibly with different parameters. From the analytical viewpoint, the complete monotonocity of k means that the Laplace exponent of X is a Thorin-Bernstein function. We refer to [5, 15, 18] for various accounts on infinite divisibility, self-decomposability and generalized Gamma convolutions, and to [16] for a recent monograph devoted to Bernstein functions. The positive powers of β a,b cannot be infinitely divisible because of their bounded support -see Theorem 24.3 in [15] . On the other hand, it is well-known that − log(β a,b ) ∈ I with an explicit Lévy measure -see e.g. Example VI.12.21 in [18] and the proof of Theorem 1 thereafter for further details. In the present paper, it will be shown that all negative powers of β a,b belong to I. This allows to retrieve the I−property for
and also for all the negative powers γ −s a in view of the convergence in law
The infinite divisibility of β −s a,b is equivalent to that of β −s a,b − 1, whose support is R + . In the case s = 1, the latter random variable is known as the Beta random variable of the second kind, and its infinite divisibility appears in the list of examples of Appendix B in [18] . So far, the problem of infinite divisibility for other negative powers of the Beta distribution seems to have escaped investigation. Having independent interest, these random variables appear as multiplicative factors because of their moments of the Gamma type [12] . For instance, they are connected to real stable densities via the Kanter random variable -see (2.4) and (7.1) in [17] . It was conjectured in [13] a,b − 1 in a sufficiently explicit way in order to show that it is a Bernstein function. We will hence proceed via different methods, characterizing properties which are more informative than infinite divisibility or self-decomposability. Let us first introduce the class M of positive random variables having a CM density on (0, +∞). This class is included in I by Goldie's criterion -see e.g. Theorem 51.6 in [15] . Second, let us consider the class H of positive random variables having a hyperbolically completely monotone (HCM) density on (0, +∞). A function f : (0, +∞) → (0, +∞) is said to be HCM if for every u > 0 the function f (uv)f (u/v) is CM in the variable v + 1/v. The fact that H ⊂ G is a key-result in infinite divisibility on R + with explicit density but without explicit Laplace transform, allowing to prove the I−property for many classical positive distributions. We refer to Chapters 4-6 in [5] for a complete account, and to Theorem 5.2.1 therein for a proof of the inclusion H ⊂ G. (
The case a < 1/2. The case a ≥ 1/2.
So far, we can deduce that β
In order to handle the situation b > 1, s < 1, let us introduce the class of Lévy perpetuities
Recall that I(Z) is an a.s. convergent integral if and only if Z drifts towards +∞ -see Theorem 1 in [4] . Observe also that I(Z) has bounded support when Z is a subordinator with positive drift, and hence may not be in I. However, more can be said when Z is spectrally negative (Z is an SNLP for short). Introduce the subclass E − = I(Z) = ∞ 0 e −Zs ds, Z = {Z t , t ≥ 0} is an SNLP with positive mean .
Recall -see the introduction to Chapter 7 in [2] -that an SNLP is characterized by its moment generating function, whose logarithm reads
with a ∈ R, b ∈ R + and ν a non-negative measure on (−∞, 0) whose integral along 1 ∧ x 2 is finite, and that an SNLP drifts towards +∞ if and only if it has a positive mean. The fact that E − ⊂ S follows from the Markov property at the a.s. finite stopping time T x = inf{t > 0, Z t = x} with x > 0, which implies the decomposition
whereZ is an independent copy of Z. This observation, which is folklore and may be traced back to Vervaat [19] in a more general framework, was used in [8] to prove the self-decomposability of γ −s a , s < 1.
Combining the three above theorem and a simple asymptotic analysis which will be performed at the end of the next section, we can deduce the main result of the present paper. Notice that by (1.1), this corollary allows to recovers the characterization of − log(β a,b ) ∈ S which is known to be 2a + b ≥ 1 -see again Example VI.12.21 in [18] . Towards the end of this paper we will observe that there are situations where β −s a,b ∈ S ∩ G c . It is also worth mentioning that the set of parameters where β −s a,b ∈ E − ∩ H, characterized by the cases (2) and (3) of Theorem 2, is thicker than the set of parameters for γ −s a ∈ E − ∩ H which is the only line {s = 1} -see Remark 1 (c) and Section 3.2 in [8] . Our previous paper [8] had left unanswered the question whether γ −s a ∈ G for s < 1. This problem was motivated by the fact that γ −s a ∈ H for s ≥ 1 but not for s < 1 since otherwise γ s a , which is not infinitely divisible, would be also in H -see [8] for details and references. This question is also mentioned as an open problem in Section 9 (vi) of [6] . Our last result provides a positive answer.
Theorem 4.
One has γ −s a ∈ G for all a, s > 0. The proof of this theorem is actually a rather simple consequence of the main result of [6] , which states the important property that the class G is stable by independent multiplication. To conclude this introduction, let us also give a few words about the proofs of the three other theorems. For Theorem 1, we use Steutel's characterization of mixtures of exponentials and a logarithmic transformation. The proof of Theorem 2, which is not as immediate as for the HCM characterization of γ −s a , relies upon Stieltjes transforms and the maximum principle for harmonic functions. For Theorem 3 we shall use Bertoin-Yor's characterization of E − , as well as several properties of the classical hypergeometric series, old and recent. All these proofs are given in the next section. We conclude the paper with several remarks. 
and is not log-convex if b > 1 because
By the Schwarz inequality -see the proof of Theorem 51.6 in [15] , this shows the only if part. The same computation shows that f a,b,s is log-convex for b ≤ 1, which is known to be sufficient for infinite divisibility -see Theorem 51.4 in [15] . However, it does not seem easy to show directly the reinforcement that f a,b,s is actually CM whenever b ≤ 1.
To do so, we first observe that by Corollary 3 in [13] , it is enough to show that − log(β a,b ) ∈ M. This latter property follows from Steutel's theorem as had already been noticed in Example VI.12.21 in [18] , but we will sketch the argument for the sake of completeness. Using Malmstén's formula for the Gamma function -see e.g. Formula 1.9(1) p. 21 in [10] , we first compute
A further computation similar to the proof of Lemma 2 in [13] shows that 
Since the density of β [16] , this is equivalent to G ′ a,b,s being a Stieltjes transform in the sense of Definition 2.1 in [16] . We will use the characterization of Stieltjes transforms given by Corollary 7.4 in [16] . Compute
, which is clearly a Stieltjes transform if b = 1 or s = 1. We henceforth suppose b = 1 and s = 1. If s < 1/2, then G ′ a,b,s has at least two poles at e ±2iπs − 1 and hence cannot be a Stieltjes transform. On the other hand, if s ≥ 1/2 a computation shows that G ′ a,b,s has an analytic continuation on
We henceforth suppose s ≥ 1/2. Setting x = re iθ − 1 with r > 0 and θ ∈ (0, π), compute
which shows the necessity of the condition a + b + s ≥ 1. Letting now r → 0 and θ → π we obtain
which shows the necessity of the condition (b − 1) sin(π/s) ≥ 0. All in all we have shown that β −s (2) or (3) is satisfied, and to finish the proof it remains to prove that G ′ a,b,s is a Stieltjes transform whenever (1) or (3) holds. To do so, we will use the same argument as in the main theorem of [7] . The function Im(G 2.3. Proof of Theorem 3. We will use the following criterion, which is an immediate consequence of the proof of Proposition 2 in [3] .
Fact (Bertoin-Yor). Let X be a positive random variable. Then X ∈ E − if and only 1/X has finite exponential moments and there exists an SNLP with positive mean whose Laplace exponent Ψ is such that
for all u > 0.
Notice that since 1/β −s a,b = β s a,b has bounded support, the first condition is always fulfilled. Computing
and applying the above criterion, we decuce that β −s a,b ∈ E − if and only if
is the Laplace exponent of an SNLP with positive mean. Observe that the expression of Ψ(u) is symmetric in b and s. Using Gauss' summation formula -see e.g. Formula 2.1.3. (14) p.61 in [10] , we obtain the two transformations
where
is the classical hypergeometric series, which is defined via the Pochammer symbols (x) 0 = 1 and (x) n = x(x + 1) . . . (x + n − 1) if n ≥ 1. These transformations imply
Using the first equality in (2.1) and the partial fraction decomposition
we deduce from Fubini's theorem
with the notation ρ a,b,s (x) = bse
Similarly, the second equality in (2.1) entails
from which we deduce ρ a,b,s = ρ a,s,b by Laplace inversion. The latter identity, in accordance with the initial symmetry in (b, s) of our problem, can also be obtained from one of Kummer's formulae for the hypergeometric function -see e.g. 2.1.4(23) p.64 in [10] . In the following, we hence may and will suppose that s ≥ b. If s > b, it follows again from Gauss' summation formula that
and this formula extends by continuity to the case s = b ∈ N, the right-hand side being replaced by 
In all cases, we deduce that ρ a,b,s → 0 as x → +∞ and since ρ a,b,s is clearly smooth on [0, +∞), an integration by parts entails finally
It is now clear from the above that Ψ is the Laplace exponent of an SNLP if and only if ρ ′ a,s,b is non-positive on [0, +∞). We first compute [10] shows that
where P (α,β) n is a Jacobi polynomial with parameters α = 1, β = s − b ≥ 0 and degree n = b − 1 ∈ N * . By Section 10.16 p.202 in [10] , the latter has n simple roots on (−1, 1) and since ρ a,b,s → 0 at infinity, this clearly entails that ρ ′ a,s,b takes positive values. If b > 1 is not an integer, a theorem of F. Klein -see Formel (4), (18) and Satz p.587 in [14] shows that x Since x → m a,s (x + ε) is CM on (0, +∞), the random variable X a,s,ε − c a,s,ε belongs to G and, by Theorem 3 in [6] , so does the random variable ρ a,s,ε e Xa,s,ε − 1, with ρ a,s,ε = e −ca,s,ε > 0. This clearly entails that e Xa,s,ε ∈ G as well. Letting ε → 0 and using the fact that the class G is stable under convergence in law we finally obtain e 
With the notation of Section 2.2, we compute
, for every α > 0 we obtain by dominated convergence
This shows the asymptotic expansion
and since
we first deduce k a,b,s (0+) = b. In the same way, writing
shows that [5] , the function g a,b,s introduced during the proof of Theorem 2 must be CM. However, a computation shows the first order expansion (log(g a,b,s ) 
at zero, with
The coefficient C 2 is positive for b ∨ s ≥ 1, but for all a > 0 there are some b, s ∈ (0, 1) such that C 2 < 0.
In these cases the function g a,b,s is not log-convex and hence not CM, so that β −s a,b ∈ G. Observe finally that these b, s can be chosen such that 2a + b + s + bs ≥ 1.
It does not seem easy to characterize the G−property for β −s a,b as we did for M, H, E − and S. We believe that β −s a,b ∈ G at least when b ∨ s ≥ 1, and a first result in this direction is the following proposition. Notice in passing that this result provides an alternative proof of Theorem 4 thanks to (1.2) taken along integers.
Proposition. One has β −s a,b ∈ G for all a, s > 0 and b ∈ N. Proof. By Theorem 3 in [6] , it is enough to show that − log(β a,b ) ∈ G. Recalling
we see that the G property for − log(β a,b ) is equivalent to the complete monotonicity of the function
which is easily characterized by b ∈ N. 
and this is a slight extension of Example 4 p. 36 in [3] , erroneously attributed to Gjessing and Paulsen (we could not locate this special case in [11] ). If b = 1, we have
providing a representation, which we could not find in the literature, of each negative power U −c of the uniform law U on (0, 1) as the perpetuity of a compound Poisson process with unit drift and exponential Lévy measure (1 + 1/c)e (1+1/c)x on R − . Notice that ν a,1,s has a mass always equals to one (and a mean strictly less than one, in accordance with the positive mean of the SNLP whose perpetuity is U −s/a ), whereas ν a,b,1 is not a probability when b = 1.
When b or s is an integer, the hypergeometric series defining ρ a,b,s is a polynomial and the Lévy measure ν a,b,s takes a simpler form. For every n ≥ 2, the density of ν a,n,s on R + equals n−1 k=0
(1 + (a + k)/s) c k,n,s e −(1+(a+k)/s)x with c k,n,s = n−1
and it can be checked directly that this density is non-negative if and only if s ≤ 1. Similarly and with the same notation, the density of ν a,b,n on R + equals
These two examples compute the perpetuities of certain compound Poisson processes with unit drift and hyper-exponential Lévy measures on R − .
Changing the variable in (3.1), we obtain
for all b ≥ 1, s ≤ 1, which is the perpetuity of an SNLP with Laplace exponent
If s = 1 and b → +∞ one has immediately Ψ a,b,s (λ) → λ(a + λ), in accordance with (1.2) and Dufresne's result -see Example 3 p.36 in [3] . If s < 1 and b → +∞, we can also recover the SNLP with infinite variation whose perpetuity is distributed as γ −s a . Indeed, rewriting
we see on the one hand from Formula 2.3.2(14) p.77 in [10] and dominated convergence that
as b → +∞. The right-hand side transforms, after an integration by parts similar to the one used for Theorem 3, into
On the other hand, a change of variable and another integration by parts yields
where the third equality follows from Kummer's transformation 2.9(2) p.105 in [10] , the fourth equality from Bateman's integral formula 2.4(2) p.78 in [10] , and the fifth equality from Gauss' summation formula. Alternatively, this identity can also be seen from the proof of Theorem 3 -see the beginning of Section 3.3 thereafter. Putting everything together, we see that
as b → +∞, and the limit on the right-hand side is precisely the Laplace exponent of the Lemma in [8] .
When the conditions of Theorem 3 are not fulfilled, that is when ρ ′ a,b,s takes positive values, it is easily seen that the function λ → Ψ(iλ) is no more the Lévy-Khintchine exponent of a Lévy process. By Proposition 2 in [3] , this shows that β −s a,b is not distributed as the perpetuity of a Lévy process having positive jumps and finite exponential moments, and we believe that it is not distributed as the perpetuity of any Lévy process at all. In a different direction, let us recall that Lévy processes having positive jumps might have infinitely divisible perpetuities. It follows indeed from Theorem 2.1(j) in [11] From this example of [11] let us observe, with our previous notation, the mysterious identity is CM. The fact that the latter function is actually CM for all a, b, s > 0 is an easy consequence of Malmstén's formula for the Gamma function -see Theorem 6 in [9] .
The related random variables of the type and easily seen to be HCM if and only if s ≥ 1. Let us mention in passing that this contrasts with the independent product (γ a × γ b ) s , which belongs to H if |b − a| ≤ 1/2 ≤ s -see Section 2.2 in [7] . It is also clear that the GB2 random variables do not have negative exponential moments and hence cannot belong to E − . It would be interesting to know whether the GB2 random variables belong to I notwithstanding, when s < 1. It can be shown rather easily by the γ 2 -criterion -see e.g. Theorem VI.4.5 in [18] -that this is indeed the case for a ≤ 1/2 ≤ s ≤ b = 1 − a. We postpone the remaining cases to future research.
