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RÉSUMÉ
Le traitement d'antenne s'intéresse à l'estimation des caractéristiques des sources (puissance-direction) et nécessite la
connaissance de la matrice spectrale des bruits . On suppose soit qu'elle est connue, soit que les bruits sont non corrélés
entre eux et ont même puissance sur tous les capteurs .
Nous présentons ici, une méthode pour estimer la matrice spectrale des bruits, lorsqu'ils sont non corrélés et ont des
puissances différentes sur les capteurs . Cette méthode utilise les techniques d'analyse en composantes principales ; elle utilise
donc les éléments propres de la matrice spectrale des signaux reçus (le nombre de sources est supposé connu) .
Nous montrons sur des simulations que l'utilisation de cet algorithme permet d'améliorer les performances des méthodes de
traitement d'antenne pour l'estimation des caractéristiques des sources .
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AMÉLIORATION DU TRAITEMENT D'ANTENNE PASSIF
SUMMARY
Array processing aims to characterize impinging sources front recorded data ; a model of the noise spectral matrix is necessary
for the treatment . One usually suppose either that this matrix is known or that the noises are uncorrelated and have equal
variances on each sensor.
We present here an algorithm to estimate the noise spectral matrix when the noises are uncorrelated and have différent variances
on each sensor. It needs technics of the principal components analysis; thus it uses the eigensystem of the spectral matrix of the
received signais (the number of impinging signais is assumed known) .
We show on simulations that, if the spectral matrix of the noises is estimated with this algorithm, the following array processing
treatments give improved results .
KEY WORDS
Array processing, spectral analysis, principal component analysis, factor analysis.
1 . Introduction
Dans de nombreux domaines comme en acoustique
sous-marine, en sismique, en astronomie et en
encéphalographie, on s'intéresse à la détection du
nombre de sources émettrices et à la caractérisation
des signaux utiles et des parasites (bruits ou perturba-
tions) . Les techniques utilisées regroupées sous le
terme « traitement d'antenne », consistent à cons-
truire l'image du milieu à partir des signaux enre-
gistrés sur les dispositifs de réception, appelés « cap-
teurs » .
y (f) étant la matrice spectrale théorique des signaux
reçus, elle se décompose sous l'hypothèse de signaux
non corrélés avec les bruits additifs, de la manière
suivante
y(f)=ys(f)+YB(f)
ys (f) est la matrice spectrale des sources seules, et
Yn
(f) la matrice spectrale des bruits .
La connaissance de yB (f) permet d'estimer ys (f ),
[y (f) étant connue], qui contient l'informatiion sur
le milieu de propagation, au niveau de l'antenne, et
sur les sources .
La détection du nombre de sources a été étudiée de
diverses manières en utilisant les éléments propres de
y (f ), [1, 13] . Nous nous intéressons ici à l'estimation
de
yB (f ) .
L'hypothèse habituellement faite, est que les bruits
sont non corrélés entre eux et ont même puissance
sur tous les capteurs ;
yB
(f) est alors proportionnelle
à la matrice identité
YB(f) = R(f)ON
Connaissant le nombre de sources, la densité spectrale
des bruits (3 (f) est estimée au sens du maximum
vraisemblance sous l'hypothèse d'une distribution
gaussienne des observations .
Cette hypothèse de bruits non corrélés et de même
puissance sur tous les capteurs n'est pas toujours
réaliste comme le prouvent certains résultats obtenus
sur des signaux réels.
Bienvenu et Kopp [1, 2] considèrent, en acoustique
sous-marine, que les bruits sont de même puissance
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sur les capteurs et corrélés; yB (f) s'écrit
'YB(f)=R(f) .J(f)
où J (f) est la matrice de cohérence spatiale des
bruits. Ils utilisent des fonctions de Bessel pour modé-
liser J (f ) . J (f) étant connu, il est aisé de se ramener
au cas de bruits non corrélés et de même puissance
sur les capteurs par blanchiement . Cette modélisation
n'est cependant pas valable dans d'autres domaines .
En encéphalographie, Lumeau et Clergeot [8], utili-
sant un critère des moindres carrés portant sur les
éléments non diagonaux de la matrice de cohérence
des observations, proposent un algorithme pour esti-
mer la matrice spectrale des bruits lorsqu'ils sont non
corrélés . En pratique, cet algorithme est très lourd à
mettre en ceuvre et son utilité est peu évidente pour
d'autres applications.
Nous présentons ici, un algorithme qui cherche à
estimer directement la matrice spectrale des bruits
non corrélés mais de puissances différentes [yB (f )] ; le
nombre de sources est supposé connu. Cet algorithme
utilise les éléments propres de la matrice spectrale des
signaux reçus et a pour base les méthodes d'analyse
factorielle .
L'analyse factorielle est une technique d'analyse statis-
tique multivariable qui essaye de résumer un ensemble
de variables en fonction d'un petit nombre de
variables (facteurs communs) [6] .
Dans la suite, l'analogie entre le traitement d'antenne
et l'analyse factorielle est faite avec les signaux reçus
dans le domaine fréquentiel (§ 2) ; l'algorithme est pré-
senté paragraphe 3 et il est utilisé au paragraphe 4 en
traitement d'antenne pour estimer la matrice spectrale
des bruits et en déduire les directions et les puissances
des sources .
2. Traitement d'antenne et analyse factorielle
2.1 . MODÉLISATION EN TRAITEMENT D'ANTENNE
Une antenne composée de N capteurs reçoit en écoute
passive N signaux aléatoires notés r i (
t), iE
[1, N] . Ces
signaux sont un mélange de P signaux transmis et
d'un bruit additif. Le milieu de propagation est sup-
posé linéaire et stationnaire . P est supposé connu et
P<N.
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Dans le domaine fréquentiel, les observations sont




R (f) =TF [r(t)]
avec
r (t) = [r, (t), . . . , rN (
t)] T
TF désigne la transformée de Fourier et T le transposé
d'un vecteur. Nous supposons a priori que l'observa-
tion R (f) est centrée et obéit au modèle suivant
P
(2) R(f) = E A3(f) .S3(f)+R(f)
j=1
B (J) est un vecteur aléatoire centré de dimension N
représentant les bruits ; ses composantes ne sont pas
nécessairement décorrélées dans le cas général .
A' (f) est l'amplitude complexe « apparente » de la
source j . Elle est définie à une phase arbitraire près
et est aléatoire .
S' (f) est un vecteur de dimension N certain, normé,
appelé « vecteur source apparent », de la source j
S' (f) =[Si (f ),
. . . , SN (f )]T
Les composantes Sii , i s [1, N], de S' (f) dépendent de
la position géographique de la source j et du milieu
de propagation. Elles sont proportionnelles aux N
fonctions de transfert entre la source j et les capteurs .
Comme la source j est inaccessible, les phases des
composantes du vecteur S' (f) ne peuvent être
déterminées qu'à une phase arbitraire près .
2.2 . MODÉLISATION EN TERMES D'ANALYSE FACTORIELLE
facteurs communs et spécifiques










. . ., A
P(f)]T
S (f) est une matrice de dimension (N x P) à coeffi-
cients certains dont les colonnes sont les vecteurs
sources apparents .
En terme d'analyse factorielle [6], chaque composante
A' (f) du vecteur A (f) est appelée « facteur com-
mun ». En terme de traitement d'antenne, les facteurs
communs représentent les amplitudes complexes appa-
rentes des sources. Les facteurs communs sont indé-
terminés par changement d'échelle et par rotation [6] .
Chaque composante B. (f ), i c [1, N], du bruit est
appelée, en terme d'analyse factorielle, « facteur spéci-
fique » .
Si l'observation R (f) vérifie l'équation fondamen-




d'ordre P. En traitement d'antenne, ceci signifie qu'il
existe P sources .
Le modèle factoriel, équation (3), est indéterminé
[N équations complexes à N (P+ 1) inconnues com-
plexes]. Nous ferons deux hypothèses supplémentaires
qui détermineront le modèle [6] . Ces hypothèses sont
habituelles en traitement d'antenne.
1° Les facteurs spécifiques sont supposés non corrélés
entre eux, ce qui signifie que les bruits sont décorrélés
de capteur à capteur . Cette hypothèse est moins
restrictive que celle faite habituellement en traitement
d'antenne où les bruits sont supposés non corrélés et
de même puissance sur tous les capteurs .
Si YB (f) = E {B (f) B+ (f )} et si 5 i (f) est la puis-
sance du bruit sur la voie i, nous avons alors
YB (f ) = diag [0 1 (f ), . . ., ON (f)]
(+ désigne le transposé conjugué et E l'espérance
mathématique) .
2° Les facteurs communs sont non corrélés entre eux
D(f)=E{A(f) .A+(f)}=diag[dl(f),
. . . ,
dp(f)]
où d; (f) représentent les densités spectrales apparen-
tes des sources .
Cette dernière hypothèse entraîne que Ys (f) est une
matrice de rang maximal P.
Sous les hypothèses précédentes, la matrice spectrale
de R (f) s'écrit alors
(4) y(f)=S(f)«)(f)S+(f)+yB(f)=Ys(f)+YB(f)
où YB (f) est une matrice diagonale .
3 . Estimation de la matrice spectrale des
bruits
Notre but est de déterminer à partir des mesures
X (f) l'ensemble (S (f ), YB (f )), c'est-à-dire le modèle
factoriel d'ordre P admis par l'observation théorique
R (f ) .
Les paramètres inconnus sont
- la martrice spectrale YB (f) des bruits;
- la matrice S (f) des « vecteurs sources ».
L'ordre P du modèle (nombre de sources) est ici sup-
posé connu; il peut par exemple être estimé par un
test utilisant le rapport de vraisemblance généralisé et
appelé « test du chideux » [13] ; ce test apparaît
comme le plus robuste vis-à-vis d'une distribution non
uniforme des puissances des bruits .
Nous ne nous intéressons ici qu'à l'estimation de
YB (f ), en faisant les hypothèses supplémentaires du
paragraphe 2.2. Ceci sera fait en utilisant la décompo-
sition en composantes principales, qui est une techni-
que permettant d'estimer certains paramètres du
modèle d'analyse factorielle .
Si X (f) représente le vecteur des mesures, soit 7(f)
une estimée de leur matrice spectrale . En admettant
que y (f) est une estimée sans biais de la matrice
spectrale théorique, il s'agit de trouver la matrice
YB (f) telle que
Y(f)=Ys(f)+YB(f) .
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soit la plus proche possible de y (f ), ys (f) étant de
rang P.
3.1. ANALYSE EN COMPOSANTES PRINCIPALES [7]
~1(f) % . . % ~N (f)
étant les valeurs propres de
(f) et V i ((f) les vecteurs propres correspondants à
(f) et V i ( f) les vecteurs propres correspondants à
~1
i
(f ) ; soit













U(f) .U+(f)= ~ Vi(f) . Vi (f) = ~N
i=1
car y (f) est hermitienne et les V i (f) sont normés .
Soit Y (f) le vecteur obtenu à partir de X (f) par la
transformation orthogonale
U(f) Y(f)=U(f) .X(f)
La i-ième composante de Y (f) est appelée la i-ième
composante principale de l'ensemble des mesures
X (f ) .
Les composantes principales Y i (f ), i s [1, N] sont non
corrélées entre elles et la variance de la i-ième compo-
sante est égale à
Xi
(f ) . Contrairement aux facteurs
communs, les composantes principales ne sont pas
indéterminées à un facteur d'échelle près [7] .






L'algorithme d'estimation de yB (f ), décrit au para-
graphe suivant procède par itération et est initialisé
par Y B (f) = 0. Il est appliqué à chaque fréquence ;
l'ordre P du modèle (nombre de sources non corré-
lées) étant supposé connu.
3 .2. ALGORITHME D'ESTIMATION DE Y B (f) (Cf. [7])
Il se décompose comme suit
(1) Estimation et diagonalisation de y(f ) . Rangement
des éléments propres de y ( f) dans une matrice notée
W (f) selon la décomposition (5) .
(2) Les P premières colonnes de W (f) constituent
une matrice notée W,, (f) de dimension (N x P) . A la
(') On utilise la con ention que, si D est une matrice diagonale à
éléments positifs d ;, D est la matrice diagonale qui a pour
éléments les racines positives
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(3) Les éléments propres de la matrice
[y (f) -yB (f )] sont calculés . La matrice W, (f) est
réécrite avec les P premiers éléments propres, selon
la décomposition (5) . La nouvelle estimation de
Y B (f) est
Yâ(f)
=
diag[Y(f) - WP(f) .WP (f)]
Les itérations sont poursuivies tant que des améliora-
tions significatives sont apportées .
Test d'arrêt
L'algorithme s'arrête lorsque la distance entre les
matrices yB (f) et yB 1 (f) estimées est inférieure à
une borne fixée a priori par l'utilisateur
(10 - '<, e 5 10 - ', pour N voisin de 10) . Si à l'itéra-
tion i
YB(f) = diag[Ri(f), . . . (f)]








Si les signaux observés peuvent être effectivement
modélisés par le modèle factoriel précédent, ce test
arrête les itérations au bout d'un nombre raisonnable
de pas (cf. [7] et [15] . Si les données ne peuvent être
modélisées ainsi, on peut limiter a priori le nombre
d'itérations .
Remarque : Comme y (f) est définie positive, en utili-





et la forme particulière des matrices W, (f ), on peut
montrer que les matrices yB (f) sont définies positives .
Par contre, il n'est pas assuré que y (f) -yB (f) soit
définie positive; ce problème sera d'ailleurs rencontré
dans les exemples .
4. Amélioration du traitement d'antenne
4. 1. MÉTHODES DE TRAITEMENT D'ANTENNE
Ces méthodes utilisent la matrice spectrale observée
à la sortie des N capteurs et supposent que les bruits
sont non corrélés entre eux et ont même puissance
sur tous les capteurs . On distingue deux grandes caté-
gories
(a) Les méthodes dites « d'analyse continue au second
ordre » (voie préformée, Capon, MEM-AR, Borg-
iotti-Lagunas). Elles estiment conjointement les puis-
sances et les directions des sources lorsque la forme
du vecteur directionnel est connue, sans aucune
hypothèse au départ sur le nombre de sources . J . Mu-
nier [9, 10] a montré qu'elles dérivent toutes d'un
concept de base commun ; il les décompose en un
produit scalaire suivi d'un estimateur de variance
(système FAQI : Filtrage Adapté Quadration Integra-
tion) .
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(b) Les méthodes dites «paramétriques » qui néces-
sitent la connaissance du nombre P de sources . Elles
sont de deux types
(i) Celles qui utilisent le « sous-espace source » engen-
dré par les P vecteurs propres de y ( f) associés au
P plus grandes valeurs propres. Elles peuvent être
intéressantes lorsque la forme théorique du vecteur
directionnel est mal connue; elles ont été utilisées en
géophysique pour identifier deux sources [3] .
(ii) Celles qui utilisent le sous-espace orthogonal ou
« sous-espace bruit » engendré par les (N-P) vecteurs
propres associés aux plus petites valeurs propres de
y (f ) ; elles nécessitent la connaissance de la forme du
vecteur directionnel (Pisarenko, Music, haute-résolu-
tion, cf [2]) .
Désignons par S (f, 0) la forme théorique du vecteur
directionnel normé des sources. Pour une onde plane
venant de l'azimuth 0 et un réseau de capteurs alignés




. . . e'(N-1)W(f)]
N
où (p (f) = ( 2 n d sin 0) /X, k = c/f est la longueur
d'onde et c la vitesse de propagation .
Les méthodes de Capon et MEM-AR calculent les
puissances reçues dans la direction 0 respectivement
par les expressions suivantes







où 1= [1, 0, . . . , 0]T est un vecteur colonne à N com-
posantes. Les directions des sources sont estimées par
les positions des maximums de µ (f, 0) et les puissan-
ces de ces sources par les valeurs de ces maximums .
Pour éviter dans ces deux méthodes l'inversion directe
de la matrice y (f ), on utilisera la décomposition
spectrale de y(f) (déjà calculée)
y(f)=U(f)V(f)U+(f)
il vient alors
y m(f)=U(f) .V `(f) .U+(f);
m entier (m >, 1) .
Dans les méthodes haute résolution (Music), les direc-
tions des sources sont données par les positions des
maximums de la fonction G (f, 0) suivante (cf. [2])
N
G(f 0)=[ E 1 V;(f) .S(f, 0)1 2 ] -1
i=P+1
Lorsque les positions des sources sont obtenues, les




.Vs(f)AS 1 (f )Vs (f) .S(fe,)]-1
avec
Vs(f)=[V1(f)1
. . . ,
vP(f)]





(f) peut être estimé au sens du maximum de
vraisemblance. Les puissances ne nous intéressent pas
directement ici, nous nous limiterons à G (f 0) .
4.2 . RÉSULTATS ET COMMENTAIRES
Les méthodes de traitement d'antenne citées ci-dessus
sont appliquées dans le cas de sources rapprochées et
de rapports signal à bruit (S/B) faibles où elles ne
permettent pas de conclure si la matrice spectrale des
bruits n'est pas correctement estimée .
A une fréquence donnée, nous simulons deux sources
(deux facteurs communs) non corrélées et qui ont des
fronts d'onde plans. Cette hypothèse d'ondes planes
n'est pas nécessaire pour l'algorithme d'estimation de
yB (f) mais facilite la simulation.







d, : puissance de la source j .
(3 ; : puissance du bruit sur la voie i .
L'antenne de réception est formée de N = 10 capteurs
alignés et équidistants d'une demi-longueur d'onde à
la fréquence considérée .
4.2 .1 . Cas de bruits non corrélés et de même puissance
Pour la fréquence étudiée, les deux sources simulées
émettent des signaux aléatoires de variances d . et aux
azimuths fixés OI
d,=140, 01 =23°
d2 =180, 02 = 30°
Les bruits ont des puissances égales
P.=55, V, c [ 1, 10]. Les rapports S/B valent :-6 et
- 5 dB.
Les trois méthodes (Capon, MEM-AR, haute résolu-
tion) ont été appliquées à la matrice simulée y et leurs
résultats sont présentés figure 1 .
Les méthodes de Capon et MEM-AR (courbes a)
n'arrivent pas à séparer les deux sources alors que la
méthode haute résolution, avec P=2, les distinguent
aisément.
Munier [9] a montré que les méthodes d'analyse conti-
nue au second ordre peuvent être améliorées en les
appliquant à la matrice (y
- OC 1N
I N) où ~N est la plus
petite valeur propre de y et a un nombre positif
compris entre 0 et 1 .
Si a=1, la matrice
(y-~N
ON) devient singulière . Nous
avons pris a=0,95 et les résultats des méthodes de
Capon et MEM-AR appliquées à la matrice
(y-0,95
iN
ON) sont superposés figure 1 (courbe b) .
Ces méthodes séparent alors les deux sources . La
méthode de Capon (courbe b) nous donne en outre
les puissances exactes des sources simulées, alors que
sur la courbe a elle donne les puissances des sources
augmentées de celle des bruits.
4.2 .2 .
Cas de bruits non corrélés et de puissance diffé-
rentes
Les puissances et les azimuths des sources sont


























Fig. 1 - Bruits non corrélés et de même puissance
. Deux sources
Fig. 3 - Bruits non corrélés et de puissances différentes. Les
non corrélées (-5 et -6 dB) d'azimuths (23° et 30°) . Méthodes méthodes de traitement d'antenne sont appliquées à la matrice
de traitement d'antenne appliquées : (a) à la matrice y
. (b) à la
des signaux normalisés par leurs écarts-types .







-90° 0° Azimuth 90°
Fig. 2 - Bruits non corrélés et de puissances différentes. Deux
sources non corrélées (-5 et -6 dB) d'azimuths (23 et 30°).
Méthodes de traitement d'antenne appliquées aux matrices y(a)
et y-0,95 Z 10 0,,,(b).







































Fig. 4 - Bruits non corrélés et de puissances différentes. Les
méthodes de traitement d'antenne sont appliquées à la matrice
y-0,95-H .
La matrice spectrale des bruits est
y,= diag [10; 20; 30; 40; 50; 60 ; 70 ; 80; 90; 100]
Les rapports S/B sont également de - 6 et - 5 dB .
Dans ce cas (fig . 2, courbes a) aucune des trois
méthodes n'arrive à séparer les deux sources, même
en appliquant Capon et MEN-AR à la matrice
(y-0,95
kN
ON ) (courbes b) .
A partir de la matrice y simulée ; nous construisons
la matrice y qui serait la matrice spectrale des signaux
reçus normalisés par leur écart-type . Les résultats des
trois méthodes appliquées à la matrice (y-0,95 ~N IN)
sont présentés figure 3 * . On constate une légère amé-
lioration des méthodes de Capon et MEN-AR .
Si les signaux émis étaient déterministes, la normalisa-
tion des signaux reçus par leurs écarts-types
permettrait de ramener le cas de bruits non corrélés
et de puissances différentes sur les capteurs au cas de
bruits non corrélés et de même puissance .
En estimant yB (f) par l'algorithme décrit au paragra-
phe 3.3 avec une borne de convergence s fixée à 10-3 ,
nous estimons après 11 itérations
y8 ( f) =diag [10,4 ; 20,0 ; 30,0 ; 40,0 ;
50,0 ; 60,0 ; 70,1 ; 80,3; 90,6 ; 98,4;].
Si a=1, la matrice (y- a y8) peut être non définie
positive à cause des erreurs d'estimation de yB . Les
résultats des trois méthodes de traitement d'antenne,
appliquées à (y-e yB) avec t=0,95, sont présentés
figure 4 .
Ces méthodes séparent maintenant les deux sources
et la méthode de Capon respecte de plus les puissances
des sources .
4.2 .3 . Cas de bruits partiellement corrélés et de puissan-
ces différentes
La situation est identique au paragraphe 4 .2.2 et de
plus, les bruits des voies 1 et 2 sont partiellement
(coefficient de corrélation de 0,5) .
Les résultats des méthodes appliquées aux matrices
et (y-0,95'°N ON ) sont présentés figure 5 (courbes b) .
En estimant la matrice spectrale des bruits, supposée
diagonale, on obtient après 11 itérations
y8 = diag [12,7 ; 22,2 ; 29,3 ; 39,5 ;
49,8 ; 60,0; 70,2; 80,4 ; 90,8 ; 97,2;]
Les résultats des méthodes de traitement d'antenne,
appliquées à (y-0,95 y8 ) sont présentés figure 6 .
Même dans ce cas de bruits partiellement corrélés,
l'estimation de la matrice spectrale des bruits améliore
considérablement les méthodes de traitement d'an-
tenne .
4.2.4 . Conservation du caractère défini positif de la
matrice spectrale des observations
Une autre façon de procéder en tenant compte de
l'estimation de la matrice spectrale des bruits est
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Fïg. 5 - Bruits partiellement corrélés et de puissances différentes .
Deux sources non corrélées (-5 et
-6 dB) d'azimuths (22 et
30°) . Méthodes de traitement d'antenne appliquées aux matrices
























Fïg. 6 - Bruits partiellement corrélés et de puissances différentes .
Méthodes de traitement d'antenne appliquées à la matrice :
y-0,95 Y B.
Où yB (f) est l'estimée de la matrice spectrale des
bruits (supposée diagonale) .
La matrice y (f) étant hermitienne et définie positive,
y (f) l'est aussi.
Si l'estimée yB (f) est suffisament proche de yB (f )
alors
Y(f)=Ys h/2 (f) Ys(f) .
	
"2 (f)+l
Les méthodes précédentes sont appliquées à la matrice
(y( f)-a l ) avec a=0,95, en utilisant un vecteur
directionnel de la forme (y -1 "2B . S) .
Pour une situation identique à celle du paragra-
phe 4.2.2 (bruits non corrélés et de puissances diffé-





. 7 - Bruits non corrélés et de puissances différentes . Méthodes





(conservation du caractère défini positif)
.
Les trois méthodes présentées séparent aussi bien les
deux sources que sur la figure 4 . Pour des raisons de
simplicité nous préférons travailler avec la matrice
y (f) - 0,95 yB .
4.2
.5. Influence de P
En pratique, P n'est pas connu . Il existe des tests,
valables dans le cas asymptotique, pour estimer P .
Cependant, comme ils sont lourds à mettre en couvre,
il est courant d'essayer successivement plusieurs
valeurs de P (cf. [15]) . Nous présentons ici l'influence
du choix de P, sur un cas de simulation en reprenant
la situation du paragraphe 4 .2.2, cas de bruits non
corrélés et de puissances différentes . Nous réestimons
la matrice spectrale des bruits en supposant une erreur
sur le nombre P de sources estimé (P exact est égal à
2) .
AMÉLIORATION DU TRAITEMENT D'ANTENNE PASSIF
Traitement du Signal
144
-P=1 (mauvaise estimation, par défaut)
Pour s=10
-3 ,
l'algorithme s'arrête après quatre itéra-
tions .
yB =diag[27,0; 31,5 ; 36,4; 42,0;
50,0 ; 59,4; 71,8; 86,0; 101,3 ; 116,9;]
Les résultats des méthodes de traitement d'antenne
appliquées à la matrice (y-uy,) sont présentés
figure 8. Nous avons pris a=0,55 afin de conserver
le caractère défini positif de la matrice Les
résultats sont acceptables malgré les erreurs d'estima-
tion de yB .
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0
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Fig. 8 - Bruits non corrélés et de puissances différentes . Méthodes
de traitement d'antenne appliquées à la matrice y
- 0,95 Y.. yB
estimée en supposant une erreur par défaut du nombre de sour-
ces.
-P=3 (mauvaise estimation, par excès)
Pour c=10 -3 , l'algorithme s'arrête après 42 itéra-
tions (!) .
yB =diag [10,6 ; 20,1 ; 30,0; 40,0 ;
50,0; 60,2; 70,4; 80,9 ; 87,2; 34,3]
On constate que la puissance du bruit sur la voie 10
est très mal estimée : c'est la voie où elle est la plus
forte et est comparable à celle des sources .
Les résultats des trois méthodes obtenus sur la matrice
(y-0,55 YB ) sont présentés figure 9. Seule la méthode
















































Bruits non corrélés et de puissances différentes . Méthodes
de traitement d'antenne appliquées à la matrice y-O
'
957 a- 7e
estimée en supposant une erreur par excès du nombre de sources
.
4.3. DISCUSSION
L'hypothèse habituellement admise en traitement
d'antenne est que les bruits sont additifs et non cor-
rélés avec les signaux émis . Si de plus
(i) Les bruits sont non corrélés entre eux et ont même







5,, ( f ) : valeurs propres de y (f) rangées par ordre
décroissant .
l'P
(f) est l'estimée au sens du M . V de la puissance
du bruit [P étant connu et X (f) suit une loi gaus-
siennel . Si les hypothèses sont bien vérifiées, Op ( f) est
sensiblement égal à
~N
(f) . Ceci justifie la technique
proposée par J. Munier pour améliorer les méthodes
de traitement d'antenne (la méthode haute résolution
ou Music n'est pas améliorée) .
(ii) Les bruits sont non corrélés (ou partiellement
corrélés) et de puissances différentes; on estime la
diagonale de yB par l'algorithme d'analyse factorielle
décrit au paragraphe 3.3 . On peut alors se ramener
au cas (i) .
(iii) Les bruits sont corrélés et de puissances différen-







où yB est une matrice diagonale, cr 2 est une constante
et J est la matrice des cohérences spatiales des bruits
(dont les éléments diagonaux valent 1) .
G. Bienvenu [2] propose en acoustique sous-marine
de modéliser J par des fonctions de Bessel . Lorsque J
est connue yB peut alors être estimée par notre algo-
rithme .
5. Conclusion
Les méthodes de traitement d'antenne (formation de
voies classiques, haute résolution, . . .) cherchent à esti-
mer les caractéristiques des sources émettrices, et la
connaissance de la matrice spectrale des bruits leur
est nécessaire .
Les méthodes de Capon, MEM-AR et haute résolu-
tion supposent que la forme du vecteur directionnel
est connue . Elles supposent aussi soit que les bruits
sont non corrélés entre eux et ont même puissance
sur tous les capteurs, soit que la matrice spectrale des
bruits est connue. Les méthodes MEM-AR et haute
résolution ont un pouvoir de résolution élevé (celui
de la méthode haute résolution serait infini pour un
temps d'observation très grand), mais les puissances
des sources ne sont obtenues qu'après un calcul
supplémentaire. La méthode de Capon, dont le pou-
voir de résolution est moins bon, respecte cependant
les puissances des sources et est plus souple à mettre
en ceuvre .
Les hypothèses faites sur la matrice spectrale des
bruits sont rarement vérifiées . Le cas de bruits non
corrélés et de puissances différentes sur les capteurs,
que nous avons traité ici, est une approche plus
réaliste. La technique d'estimation de la matrice
spectrale des bruits que nous avons présentée améliore
notablement les méthodes de traitement d'antenne .
Cet algorithme nécessite une bonne estimation du
nombre de sources non corrélées. Il est facile à mettre
en oeuvre et le temps de calcul est relativement faible
en comparaison avec d'autres techniques [8] .
Manuscrit reçu le 20 juin 1986 .
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