We present results of a blind survey of Lyman limit systems (LLSs) detected in absorption against 105 quasars at z ∼ 3 using the blue sensitive MagE spectrograph at the Magellan Clay telescope. By searching for Lyman limit absorption in the wavelength range λ ∼ 3000 − 4000Å, we measure the number of LLSs per unit redshift ℓ(z) = 1.21 ± 0.28 at z ∼ 2.8. Using a stacking analysis, we further estimate the mean free path of ionizing photons in the z ∼ 3 Universe λ 912 mfp = 100 ± 29 h −1 70.4 Mpc. Combined with our LLS survey, we conclude that systems with log N HI ≥ 17.5 cm −2 contribute only ∼ 40% to the observed mean free path at these redshifts. Further, with the aid of photo-ionization modeling, we infer that a population of ionized and metal poor systems is likely required to reproduce the metal line strengths observed in a composite spectrum of 20 LLSs with log N HI ∼ 17.5 − 19 cm −2 at z ∼ 2.6 − 3.0. Finally, with a simple toy model, we deduce that gas in the halos of galaxies can alone account for the totality of LLSs at z 3, but a progressively higher contribution from the intergalactic medium is required beyond z ∼ 3.5. We also show how the weakly evolving number of LLSs per unit redshift at z 3 can be modeled either by requiring that the spatial extent of the circumgalactic medium is redshift invariant in the last ∼ 10 Gyr of cosmic evolution or by postulating that LLSs arise in halos that are rare fluctuations in the density field at each redshift.
INTRODUCTION
The redshift distribution of the denser hydrogen clouds in the Universe is a relevant quantity for several cosmological studies, such as characterizing the UV extragalactic background radiation (e.g. Madau et al. 1999; Faucher-Giguère et al. 2009; Haardt & Madau 2012) or establishing the cosmic metal budget (e.g. Prochaska et al. 2006; Bouché et al. 2007 ). Empirically, these clouds can be easily identified as Lyman limit systems (LLSs) in spectra of background quasars (Tytler 1982) . By definition, these gas pockets have sufficient column density of neutral hydrogen (N HI ≥ 10 17.2 cm −2 ) to become optically thick at the Lyman continuum (< 912Å) such that they imprint a characteristic spectral signature on the underlying continuum of background quasars.
Since the first discoveries of LLSs, a series of seminal surveys (Tytler 1982; Sargent et al. 1989 ) have attempted to quantify ℓ(z), the redshift evolution of the number per unit redshift of these absorbers. In the past two decades, several efforts have been undertaken to expand the sample size of known LLSs and to better constrain ℓ(z) across an increasingly large redshift interval (e.g. Lanzetta 1991; Storrie-Lombardi et al. 1994; Stengler-Larrea et al. 1995; Songaila & Cowie 2010) . However, these searches have yielded contrasting results, leaving substantial uncertainties on the actual redshift evolution of optically-thick hydrogen clouds (see figure  16 of Prochaska et al. 2010) . Possible reasons for this disagreement are inconsistent definitions for the minimum column density at which LLSs are defined or, for some studies, the fact that LLSs are compiled from the literature, resulting in heterogeneous quasar samples. To overcome some of these limitations, new surveys or archival studies Ribaudo et al. 2011a; O'Meara et al. 2013 ) have focused in recent years on statistical samples of quasars in narrow redshift intervals. Further, these data have been analyzed with attention to possible selection biases and with the goal of selecting only LLSs above a well-defined column density limit. As a result, ℓ(z) is now more accurately constrained between z ∼ 0.5 − 4.5 for systems with N HI ≥ 10 17.5 cm −2 , the column density at which the optical depth at the Lyman limit exceeds τ ≥ 2. These studies have also provided us with a refined determination of another relevant cosmological quantity, the mean free path of ionizing photons λ 912 mfp , that is now well measured between z ∼ 2 − 5 (Prochaska et al. 2009; O'Meara et al. 2013; Worseck et al. in prep.) .
Unfortunately, the difficulties of collecting large spectroscopic samples of quasars with coverage of the bluest wavelengths accessible from the ground (λ ∼ 3200 − 4000Å) have hampered a revised determination of ℓ(z) and λ 912 mfp between z ∼ 2.5 − 3.5. Occurring at one of the most active epochs of galaxy evolution, this gap represents a limitation in our understanding of the cosmic evolution of optically-thick hydrogen clouds, mainly because of the postulated connection between LLSs and the population of star-forming galaxies (see Section 7). To help complete our modern view of the cosmic evolution of LLSs, in this paper we present results from a spectroscopic survey of 105 quasars at z ∼ 3.0 ± 0.2, conducted with the blue sensitive MagE echellette spectrograph at the Magellan telescope. This survey was specifically designed to probe the properties of LLSs at 2.6 z 3, offering an independent determination of ℓ(z) from previous surveys at similar redshifts (Sargent et al. 1989; Lanzetta 1991) . Further, the higher spectral resolution allows us to identify, in addition to the Lyman break, part of the Lyman series as well as the associated metal lines that can be used to gain insight into the physical properties of LLSs (e.g. Prochaska 1999) .
The outline of this paper is the following. A description of the observations and data reduction is provided in Section 2. In Section 3 and Section 4, we present the MagE quasar composite spectrum at z ∼ 3 together with the measurement of the mean free path of ionizing photons in the z ∼ 3 Universe. The search of LLSs and the new determination of ℓ(z) at z ∼ 2.8 is presented in Section 5, while Section 6 focuses on the chemical and ionization properties of the composite spectrum of a statistical sample of LLSs. Finally, a simple toy model to describe the connection between LLSs and galaxies is offered in Section 7, while a summary concludes this paper in Section 8. Throughout this work, we assume a ΛCDM cosmology described by Ω Λ = 0.728, Ω m = 0.272, and H 0 = 70.4 km s −1 Mpc −1 (Komatsu et al. 2011 ).
OBSERVATIONS AND DATA REDUCTION
With the aim of constraining ℓ(z) and λ 912 mfp between 2.6 z 3.0, we have observed 105 quasars at z qso ∼ 3.0 ± 0.2 using the MagE echellette spectrograph (R ∼ 4100) at the Magellan Clay telescope (Marshall et al. 2008) . The high throughput of MagE down to λ ∼ 3100 A ensures optimal coverage of the Lyman limit across the redshift range z ∼ 2.6 − 3.0. The targeted quasars have been selected without any prior knowledge on the presence of absorbers along the line of sight. Only half of our sample (hereafter referred to as the color selected sample) has been drawn from the quasar spectroscopic catalogue of the Sloan Digital Sky Survey (SDSS; Schneider et al. 2010) , while the remaining half of the targets (non-color selected) have been compiled from the literature to include only quasars that were first discovered either with radio or X-ray observations, or through slitless spectroscopy or optical variability. These two different samples have been assembled to further explore and avoid a potential bias against sightlines free of strong intervening absorbers that has been recently discovered in the optical color selection algorithm adopted by SDSS (Worseck & Prochaska 2011) .
Observations have been conducted between the year 2009 and the year 2012, as detailed in Table 1 , for the most part under clear skies. The simple optical design of MagE and our consistent choice of the 0.7 ′′ slit have ensured a high level of homogeneity in the sample, although observations have been collected across a four year period. For each quasar, the slit was aligned with the par- Redshift distribution for the full quasar sample (black), and for the color and non-color selected samples (red and blue, respectively). The redshifts of broad absorption line quasars are highlighted in grey. The median of these distributions are also listed. Our survey is probing a narrow redshift range centered at zqso ∼ 3, ideal to study the properties of optically thick gas between z ∼ 2.6 − 3.0.
alactic angle to minimize the effects of atmospheric differential refraction. Throughout this survey, exposure times have been adjusted according to the quasar magnitudes and optimal scheduling of the observations. The final spectra have signal-to-noise ratios (S/N) ranging from ∼ 10 − 50 per 0.4Å pixel as measured in a 100Å window centered at 5500Å. However, because of the different sensitivity and different dispersion across orders, the listed S/N provide only a simple description of the data quality.
Data are reduced with the mase pipeline (Bochanski et al. 2009 ) which, after bias subtraction and flat-fielding, extracts and combines the spectra in each order, producing a wavelength-calibrated spectrum in one dimension. Absolute flux calibration is obtained with multiple spectro-photometric stars (Feige 110, GD108, and GD50) that have been observed in between science exposures. Due to imperfect photometric conditions and slit losses, the absolute flux calibration of the science exposures is uncertain. However, this error does not affect our analysis which relies only on the relative flux calibration as a function of wavelength. A comparison of the fluxed spectro-photometric stars against template spectra reveals that the relative flux calibration of MagE data is accurate to within few percent between λ ∼ 3190 − 9000Å. And in fact, when we compare colors derived from the MagE spectra for which SDSS photometry is available, we find excellent agreement for the g − r, r − i, g − i colors (within ∼ ±0.03 − 0.05 mag).
Not surprisingly, a larger discrepancy (∼ 0.3 mag) is found for the u − g color, but we exclude the presence of appreciable systematic errors in two ways. First, we flux calibrate multiple spectro-photometric stars collected during each observing night using the same sensitivity function that is applied to the science exposures. By comparing these fluxed spectra to the corresponding templates, we find agreement to within ∼ 0.1 mag There is excellent agreement in the continuum redward to Lyman-α, while differences among the three templates are visible in the emission line properties. The discrepancies at λr < 1215Å arise instead from a different treatment of the IGM absorption, and from the different redshift distribution in the quasar samples.
for the u − g colors. Second, we compare MagE spectra with independent measurements made for 11 quasars 7 at the Shane/Lick 3 m telescope. During the nights February, 14-18 2013, we used the KAST spectrograph with the 600/7500 grating, the 600/4310 grism, the D55 dichroic, and the 2 ′′ slit under mostly clear skies. Data have been reduced following standard procedures 8 and flux calibrated using repeated observations of spectrophotometric standard stars. Comparisons of these independent measurements reveal an excellent agreement in the flux calibrated spectra down to 3200Å. We therefore conclude that our relative photometric calibration is accurate to within ∼ 10−15% at all wavelengths of interest to this study.
During our analysis, we apply a Galactic dustextinction correction, assuming a Milky Way extinction curve normalized to the color excess from the dust map of Schlegel et al. (1998) . We also visually inspect each spectrum to identify quasars that exhibit evident broad absorption lines. Seven systems are found, and these are excluded from the quasar composite spectrum (Section 3) and the study of the mean free path (Section 4). Finally, we measure quasar redshifts (z qso ) by fitting multiple Gaussian components to the Si IV, C IV, and [C III] broad emission lines. The resulting redshifts are listed in Table 1 and are shown in Figure 1 . The quoted errors and associated velocities reflect only the statistical errors and do not account for possible systematic discrepancies between the broad emission lines in the rest-frame UV and the rest-frame optical narrow emission lines. A comparison between our redshift determinations and the values listed in the SDSS-DR9 quasar spectroscopic catalogue (Pâris et al. 2012 ) reveals good agreement, with a small median offset of 160 km s −1 which is within the measurement errors.
QUASAR COMPOSITE SPECTRUM
Leveraging the high S/N and moderate resolution of these spectra, we construct a quasar template in a nar- 7 The quasars observed at Lick are: HE0940-1050, SDSSJ0304-0008, SDSSJ0915+0549, SDSSJ0942+0422, SDSSJ0947+1421,  SDSSJ1019+0825,  SDSSJ1025+0452,  LBQS1209+1524,  LBQS1223+1753, Q1406+123, and TXS1033+137. 8 www.ucolick.org/∼xavier/LowRedux/ row redshift range (∆z ∼ 0.2) centered around z qso ∼ 3. Despite our small sample size, the UV sensitivity of the MagE spectrograph allows us to extend available composite spectra at similar redshifts (e.g. Pâris et al. 2011) down to ∼ 800Å in the quasar rest frame, without resorting to the inclusion of higher redshift objects as, for instance, in the Vanden Berk et al. (2001) template. The final stack is produced by averaging the flux in the quasar spectra in their rest frame, after normalizing each spectrum by the continuum value as measured in a 10Å window centered at 1400Å. The resulting composite spectrum is shown in Figure 2 , together with the template by Pâris et al. (2011) and Vanden Berk et al. (2001) . Excellent agreement is found in the continuum reward to Lyman−α, although each of the three templates exhibits different emission line properties. This discrepancy is expected due to variations in the quasar and host galaxy properties (e.g. metallicity, luminosity, redshift) in the three samples, especially given that the MagE composite is subject to a larger sample variance than the templates by Pâris et al. (2011) and Vanden Berk et al. (2001) . For λ < 1200Å, instead, there are noticeable differences related to how the absorption from the intergalactic medium (IGM) has been treated. Pâris et al. (2011) correct their composite spectrum for the blanketing due to intervening Lyman−α forest clouds. Incidentally, we note that the ratio of the fluxes in the Pâris et al. (2011) template and in the MagE spectrum between 1025 − 1215Å is fully consistent with the expected IGM absorption as recently measured by Becker et al. (2013) . Conversely, the flux level in the composite spectrum by Vanden Berk et al. (2001) is ∼ 20% lower compared to our template. We ascribe this difference to the inclusion of z > 3.5 quasars combined with the rapid redshift evolution of the IGM transmission that changes by ∼ 25% between z ∼ 3 and z ∼ 3.5 (Becker et al. 2013 ).
THE MEAN FREE PATH OF IONIZING RADIATION
Because of the intervening IGM, the quasar composite spectrum at λ < 1215Å differs from a simple powerlaw extrapolation of the flux redward to the Lyman−α emission line (Figure 2 ). In particular, the nearly exponential flux decrement seen at < 912Å contains information on the effective Lyman limit optical depth (τ LL eff ) which is related to the mean free path of ionizing photons (λ 912 mfp ). By modeling the observed composite spectrum, it is therefore possible to extract information on the opacity that Lyman continuum photons experience, without the need of specifying the explicit form of the column density distribution function of the intervening absorbers.
In this section, we start by reviewing the adopted formalism that was first introduced by Prochaska et al. (2009) and refined by O'Meara et al. (2013) , highlighting the elements that are most relevant to the present analysis. Next, we apply this methodology to the MagE composite spectrum and derive λ 912 mfp at z ∼ 3.
Formalism
We start by decomposing the observed quasar flux into three components,
where the power law Aλ −α accounts for a large-scale continuum, q(λ) describes additional small-scale variations in the quasar spectral energy distribution, and τ eff models the wavelength-dependent effective optical depth arising from intervening absorbers. This last term includes the contribution of absorption both in the hydrogen Lyman series (τ Ly eff ) and, at λ < 912Å, in the Lyman continuum (τ
In this equation, we further assume that the intrinsic quasar spectral energy distribution q(λ) does not evolve as a function of wavelength over the narrow range of interest to our study (∼ 850 − 912Å) . Throughout this analysis, we further neglect additional opacity due to the presence of metal lines, which produces only a very modest variation in the flux (∼ 3%; Becker et al. 2013) , well within the uncertainties of our measurement. To model the power-law continuum, we fit individual spectra in regions free from emission lines, between 1430 − 1500Å, 1600 − 1830Å, and 2000 − 2500Å. The distribution of spectral indexes (α) agrees very well with the observed distribution in large samples of z qso ∼ 3 quasars (e.g. Pâris et al. 2011 ) with a median α = −1.36. Next, to avoid the use of an explicit form for τ
Ly eff
across the entire wavelength range, we model the continuum normalized spectrum (F obs ) relative to the observed value at the Lyman limit λ 912 = 911.76Å
In this equation, we only need to provide the redshift evolution for τ 
Here, z 912 is the redshift at which a photon of wavelength λ that is emitted at z qso will be absorbed at the Lyman limit
In principle, one could fit for the free parameters in Equation (4), but, in practice, we find that data between 830 − 912Å do not constrain γ τ and τ Ly eff (λ 912 ) independently. To account for this minor (∼ 10 − 15%) but systematic effect, we evaluate τ Ly eff numerically as
where τ ν is the line optical depth for the n−th transition in the Lyman series, and f (N HI , z) is the column density distribution function from O' Meara et al. (2013) extrapolated to z = 3. The validity of this extrapolation is supported by results presented in Section 5. Once we have corrected the observed flux for the contribution of the Lyman series (f obs ), we only need to model the optical depth at the Lyman limit
which is related to the opacity κ LL (r, ν) seen at each redshift by ionizing photons that have been emitted at a frequency ν > ν 912 , integrated over the proper pathlength r from redshift z to z qso
In this equation, the integrand can be rewritten as the product of the redshift-dependent opacityκ 912 (z) and the photo-ionization cross section σ ph ∝ ν −2.75 which, in redshift space, becomes
For the adopted cosmology,
where Ω Λ can be neglected between 2.7 < z < 3.2 with an error of 3%. As previously done in the literature (O'Meara et al. 2013), we can express the evolution of κ 912 (z) with the following functional form
but, again, we find that in practice data do not constrain γ k . However, becauseκ 912 (z) is only weakly dependent on redshift (γ k ∼ 0.4 at z ∼ 2; O'Meara et al. 2013), we set γ k = 0 for the reminder of this analysis. In the end, the final model for the normalized flux corrected for absorption in the Lyman series becomes
withκ 912 (z qso ) a free parameter. Finally, we define the mean free path λ 912 mfp as the distance between z qso and z 912 at which τ LL eff = 1.
Results
We apply the formalism described in the previous subsection to the MagE composite spectra of both the color and non-color selected quasar samples. To find the best κ 912 (z qso ) that describes the observed flux we adopt a minimum χ 2 analysis in the wavelength range 830−905Å. The upper bound of this interval is chosen to avoid the quasar proximity region at > 905Å, while the lower bound is set to avoid noisy data (S/N 3 per pixel). Although we are selecting an optimal wavelength region, we have verified that the best fit value for λ 912 mfp is largely Figure 4 . Zoom-in of the quasar composite spectra normalized at 912Å for the full sample (top, 98 quasars) and for the color (middle, 40 quasars) and non-color (bottom, 58 quasars) selected sample. The best fit models for the transmitted Lyman continuum flux (shown in green, red, and blue respectively) are superposed to emphasize the lower transmitted flux in color selected quasars compared to non-color selected ones.
insensitive to our exact choice of the spectral range included in the analysis.
Errors on λ 912 mfp are derived via bootstrapping by modeling 1000 composite spectra from the color and noncolor selected samples which we construct as described in Section 3, but allowing for repetitions. Each composite spectrum is then normalized to the observed value at 912 ± 0.2Å, after introducing a random variation up to ±10% in the normalization constant to account for additional uncertainties in the flux calibration. The two distributions of the best fit values for λ (Prochaska et al. 2009; O'Meara et al. 2013; Worseck et al. in prep.) . The horizon at which ionizing photons freely propagate in the Universe is marked by a black dotted line. Grey lines mark instead the analytic value of λ 912 mfp derived using the f (N HI , X) from O' Meara et al. (2013) . The normalization of the column density distribution function is modeled as a power law of index γ = 2.5, 2, 1.5 from top to bottom. Observations favor a smooth redshift evolution with index γ ∼ 2−1.5, such that ionizing photons can freely propagate in the Universe by z ∼ 1.4 − 1.8.
There is a significant difference in the distributions of λ 912 mfp measured in color and non-color selected quasars. A Kolmogorov-Smirnov (KS) test for the color and noncolor selected samples returns a KS statistic D = 0.81, and the associated probability that the two distributions in Figure 3 are drawn from the same parent population is ≪ 10 −5 . This systematic discrepancy is not only evident from the two distributions of λ 912 mfp , but it is also noticeable when inspecting the observed flux at < 912Å in the composite spectra ( Figure 4) .
The different mean free path originates from the SDSS color selection algorithm that systematically misses blue quasars, a bias that has been previously discussed in Prochaska et al. (2009) and Worseck & Prochaska (2011) . Worseck & Prochaska (2011) used mock quasar photometry to show that the SDSS color selection avoids quasars with u − g 2 between 3 z 3.6. They also concluded that, because the presence of a LLS along the line of sight "reddens" the quasar photometry shifting its color far from the stellar locus, SDSS preferentially selects quasars with intervening absorbers. Our study of the mean free path in samples of color and non-color selected quasars, together with the survey of LLSs in the next section, confirms the presence of this bias. For this reason, in the reminder of this paper we focus our statistical analysis on the non-color selected samples, providing results from the color selected sample for comparison only. previously done in the literature, we express our best determination of the mean free path in the z ∼ 3 Universe using the median value of these distributions, together with the standard deviation computed after excluding significant outliers in the tail. The mean free path from both the color and non-color selected samples are λ 
Mpc).
Our new determination is higher but statistically consistent with the mean free path estimate of Faucher-Giguère et al. (2008) at comparable redshift. These authors use an independent technique based on an analytic calculation for a given column density distribution function and find λ 912 mfp ∼ 85 Mpc at z ∼ 3. In Figure  5 , our new mean free path estimates are also compared to the results of other studies that are based on a similar stacking analysis (Prochaska et al. 2009; O'Meara et al. 2013; Worseck et al. in prep.) . This figure shows that the mean free path of ionizing photons in the Universe smoothly evolves between z ∼ 2.5 − 5.5. This redshift evolution is well described analytically by
with σ ph the frequency-dependent photoionization cross section and f (N HI , z) the 5-parameter column density distribution function by O'Meara et al. (2013) . Here, f (N HI , z) has a redshift invariant shape, but the normalization evolves as a power law of index γ ∼ 1.5 − 2, with γ ∼ 2 slightly favored by the data (see grey dashed line in Figure 5 ). According to this analytic form, that we normalize to match the observed λ 912 mfp at z ∼ 4, photons can freely escape from the emitting sources by z ∼ 1.4 − 1.8, the redshift at which the mean free path of ionizing photons equals the horizon h = r(zqso) r (0) dr ′ . Before concluding our discussion on the mean free path, we note that recent work by Rudie et al. (2013) suggests a significantly shorter λ 912 mfp at z ∼ 2.4 compared to the estimate of O' Meara et al. (2013) . This result would imply a shallower redshift evolution than what is presented in Figure 5 . The analysis of Rudie et al. (2013) relies on the measurement of the column density distribution function at z ∼ 2.4, for which discrepant values exist in the literature. Due to the difficulties of measuring individual absorption line systems at column density above N HI 10 15.5 cm −2 where saturation effects in the strongest lines of the Lyman series arise, we currently prefer the more direct measurements of the mean free path from the stacking analysis.
A SURVEY OF τ ≥ 2 LYMAN LIMIT SYSTEMS

Catalogue of intervening LLSs
We compile a catalogue of intervening LLSs in two steps. First, we perform an automated search for flux discontinuities that can be attributed to absorption at the Lyman limit in the blue portion of the MagE spectra. This is done by comparing the observed flux in bins of 18Å to a model for the quasar continuum that is constructed by extrapolating the power law continuum measured at > 1215Å and including absorption from the Lyman-α forest. Starting from the Lyman limit at the quasar redshift and moving blueward, the automatic procedure searches for flux discontinuities that can be modeled with an intervening LLS with N HI ≥ 10 17 cm −2 in steps of redshift ∆z = 0.01. Once a flux break is detected, the procedure compares models for the Lyman limit absorption at different column densities (in steps of ∆ log N HI = 0.1) to identify τ ≥ 2 LLSs. Redshifts and column densities for these systems are stored.
To obtain a clean and complete census of LLSs at 2.6 z 3, we then inspect each quasar spectrum in search of a sharp flux decrement associated to the Lyman limit in the rest frame of τ ≥ 2 LLSs (e.g. Figure  6 .2), starting from the list of systems flagged by the automated search. Three of the authors (MF, JO, XP) have independently modeled the observed quasar flux by superimposing to an underlying continuum level both the Lyman series and the Lyman limits associated to intervening absorption systems. During this procedure, two different methods for establishing the quasar continuum have been adopted. The first method, previously used by (2002) composite spectrum, which we adapt to the observed flux by allowing for a scale in normalization and a power law tilt. The second method, instead, assumes an extrapolation of the power law continuum measured at > 1215Å, to which we apply a correction for the Lyman-α forest absorption as described in Section 3. Both methods are found to yield consistent results. We emphasize that during this search, systems are selected purely based on their Lyman limit and Lyman series. Redshifts are determined by means of high order lines in the Lyman series to avoid a possible bias associated to the presence or lack of metal lines. Further, particular attention is given to the transmitted flux blueward of the Lyman limit which is needed to separate LLSs at τ ≥ 2 from those at τ < 2.
For the majority of cases (99/105), at least two authors have agreed on the presence and redshift of a τ ≥ 2 LLS. For the remaining 6/105 cases in which discrepant models have been produced, three authors have jointly discussed the best model to describe the data. Not surprisingly, these discrepancies arise mostly at low S/N and blueward of 3400Å. We estimate that typical uncertainties of the hydrogen column density at N HI = 10 17.5 cm −2 range between ∼ 0.05−0.10 dex, and depend on the spectrum S/N. However, the quality of the data at 3300Å quickly worsen, and a much larger uncertainty is associated to systems at z < 2.6. Because of our limited ability in identifying τ ≥ 2 LLSs at these redshifts, in the following analysis we restrict our statistical survey to 2.6 ≤ z ≤ 3.0. We further assess the completeness and purity of our catalogue of LLSs at z ≥ 2.6 using mock spectra. One of the authors (GW) generated four independent realizations of MagE spectra for each of the 105 quasars, assuming the same continuum and noise properties of the individual observed spectra and following the procedures detailed in Dall'Aglio et al. (2008) , Prochaska et al. (2010) , and Worseck & Prochaska (2011) . These 420 mock spectra were subsequently analyzed independently by the other three authors (MF, JO, XP), following the same procedures adopted for the real data as described above. Results were then compared to the input catalogue of LLSs. From this comparison, we conclude that in 95% of the cases (398/420 spectra), we are able to either correctly identify the presence of a τ ≥ 2 LLS or to establish that no optically-thick system is present along the line of sight. Further, we successfully identify 189 of the 202 τ ≥ 2 LLSs that are embedded in the mock spectra, corresponding to a completeness of 94%. Thanks to the presence of the Lyman series, we are able to characterize the redshift of 90% of the identified LLSs to within δz = ±0.0005. Finally, 198 of the 207 systems that we flag as τ ≥ 2 LLSs have in fact a column density log N HI ≥ 17.5, corresponding to a purity of 96%. The remaining 9 systems are false positive that have column densities 17.4 ≤ log N HI < 17.5, corroborating our estimate for the error on the column density of ∼ 0.05 − 0.1 dex.
Incidence of LLSs
Having a complete list of LLSs in our sample (Table  2) , we can extract a statistical sample to quantify the number of LLSs per unit redshift by imposing additional selection criteria that define the total redshift path g(z) probed by our MagE survey (Figure 7) . First, LLSs with a velocity ≤ 3000 km s −1 from the quasar redshift are excluded because of their likely physical proximity to the quasar host galaxies. Further, when a τ ≥ 2 LLS is detected at z lls , the sharp flux decrement prevent us from searching additional systems at z < z lls . Therefore, in each sightline, we consider the redshift range 2.6 ≡ z end < z < z start ≡ z qso − z 3000km/s . If a τ ≥ 2 LLS is detected, z end = z lls , and if z lls > z start , z end = z start . Finally, because of the limited path of our survey beyond z = 3, we impose a limit z start ≤ 3. Individ-ual values for z end and z start are summarized in Table  2 , where we also highlight quasars that are in common with the previous surveys by Sargent et al. (1989) and Lanzetta (1991) . Considering the small overlap (10/105 sightlines), this survey is largely independent from previous efforts at comparable redshifts.
Given the total redshift path of the survey, we define the incidence of τ ≥ 2 LLSs as the total number of systems detected within the useful redshift range divided by the integral of g(z)
In our statistical sample between 2.6 ≤ z ≤ 3, we find ℓ(z) τ ≥2 = 1.21 ± 0.28 for the non-color selected sample and ℓ(z) τ ≥2 = 1.86 ± 0.46 for the color selected sample. Here, the uncertainties are related to counting errors only. As previously found for the mean free path ( Figure  3 ), there is a systematic difference between the color and non-color selected samples, albeit the two values of ℓ(z) are marginally consistent due to the large uncertainties.
For the assumed cosmological model, we can further use the identity ℓ(z)dz = ℓ(X)dX to recast the observed number of LLSs per unit redshift into a more physically motivated quantity that is proportional to the comoving number density of LLSs times their physical cross section (e.g. Bahcall & Peebles 1969) . In this transformation,
and given that dz/dX = 0.27 at z = 2.8, we find ℓ(X) τ ≥2 = 0.33 ± 0.08 and ℓ(X) τ ≥2 = 0.51 ± 0.13 for the non-color and color selected samples, respectively. In Figure 8 , the results from our survey (blue square and red cross) are compared to previous determinations of ℓ(X) in samples of τ ≥ 2 LLSs that have been selected within narrow intervals of redshift Ribaudo et al. 2011a; O'Meara et al. 2013) . Here, we also show the predicted ℓ(X) at z = 2.8 (grey X) that we compute from an extrapolation of the O' Meara et al. (2013) f (N HI , X) assuming ℓ(z) ∼ (1 + z) 1.5 . The almost perfect agreement, consistent with what we previously found in the mean free path evolution, validate our previous assumption in constructing a model for the Lyman−α forest (see Section 4).
Finally, we estimate the contribution of τ ≥ 2 LLSs to the observed λ 912 mfp . By definition,
with n c the comoving number density of LLSs and φ their physical cross section. At z ∼ 2.8, the typical separation between LLSs therefore becomes (e.g. Ribaudo et al. 2011a )
Compared to λ 912 mfp = 100 ± 29 h −1 70.4 Mpc, it follows that systems with N HI ≥ 10 17.5 cm −2 account for only 40% of the observed mean free path. Similarly, integrating Equation 13 between z qso = 3.01 and z 912 = 2.651, we find that τ ≥ 2 LLSs contribute to 43% of the total Lyman limit optical depth for the assumed O' Meara et al. (2013) f (N HI , X). All together, our analysis reveals properties for the mean free path and for the number of τ ≥ 2 LLSs that are consistent with previous determinations at other redshifts, implying a smooth evolution of the optically thick gas distribution across ∼ 9 Gyr of cosmic history.
PHYSICAL PROPERTIES OF LYMAN LIMIT SYSTEMS
In this section, we exploit the quality of our MagE spectra to investigate the physical properties of τ ≥ 2 LLSs. Here, we focus our analysis on a composite spectrum of LLSs to qualitatively explore typical values of metallicity and ionization parameters in a representative ensamble of systems that are selected purely based on their hydrogen column density between 2.6 ≤ z ≤ 3. A detailed analysis of the physical conditions in individual LLSs is deferred to future work.
In the previous sections, we showed how the number of LLSs found in color selected samples exceeds the number of intervening systems along non-color selected quasars. As discussed, this bias is due to the fact that absorption at the Lyman limit reddens the colors of these quasars, that are preferentially selected for spectroscopic followup because they separate from the stellar locus. Additional reddening may come from dust (Vladilo et al. 2006; Kaplan et al. 2010 ), but studies of damped Lyman-α systems (DLAs), at even higher column densities of N HI ≥ 10 20.3 cm −2 , suggest only modest differences in the reddening of optical and radio selected quasars with intervening DLAs (Jorgenson et al. 2006) . Thus, given two LLSs along a color selected quasar and a non-color selected quasar, there is no current indication that they will have largely different physical properties (e.g. their metal content), except perhaps an higher N HI column density for the systems along color selected quasars. For this reason, in the remainder of this work, we combine the two populations of LLSs detected along color and non-color selected samples.
6.1. The composite LLS spectrum To generate a composite spectrum of z ∼ 2.8 LLSs, we first continuum normalize the quasar spectra by fitting a polynomial function to the data redward to the quasar Lyman−α emission lines, omitting regions where metal lines are detected in absorption. At wavelengths blueward to Lyman−α, instead, we generate a continuum model using a spline function that is constrained by the data in regions free from evident absorption arising in intervening systems. Between the quasar Lyman−α and Lyman−β emission lines, we further adopt a first guess for the continuum level using principle component analysis, following the procedure described in Pâris et al. (2011) . Next, we median combine the normalized spectra in the rest-frame of the 38 τ ≥ 2 LLSs that are part of our statistical sample at z ≥ 2.6. In this case, a median is preferred over the arithmetic mean to attempt to preserve the definition of optical depth associated to each absorption line. As previously done for the quasar composite spectrum, the error array is derived via bootstrapping.
The LLS composite spectrum is shown in Figure 9 , where we mark the position of metal transitions that are common in intervening systems. Besides the prominent hydrogen Lyman series, multiple transitions in different ionization states are detected, including O VI, Si IV and C IV, strong C III and Si III, singly ionized Si, C, Al, and O I. Similar absorption lines have been reported in a composite spectrum of LLSs at z ∼ 3.5 Rafelski et al. 2012) . Conversely, with the exception of the pioneering study of Steidel (1990) , the metal properties and ionization states of z ∼ 3 LLSs with N HI = 10 17.5 − 10 19 cm −2 have been investigated in only a handful of systems (see appendix of Fumagalli et al. 2011b ) and a detailed study of a homogeneous and unbiased sample of LLSs is at present lacking.
To explore the metal absorption properties of this subclass of LLSs, we generate a second composite spectrum for the 20 τ ≥ 2 LLSs in our statistical samples that exhibit an H I column density < 10 19 cm −2 , as inferred from the absence of damping wings in the Lyman-α line profile. In Figure 10 , we show the line profiles of common metal transitions in this second composite spectrum at λ > 1300Å. Other transitions are detected at even shorter wavelength, but because of the limited sample size and the increasingly high contamination from the Lyman-α forest blueward to λ = 1300Å, blends significantly affect our ability to reliably measure equivalent widths. However, given the predominance of doubly ionized transitions in LLSs (see Figure 9 or, e.g. Ribaudo et al. 2011b ) and the fact that C III λ977Å and Si III λ1206Å are clearly detected in the stack, we also include these transitions in our analysis. The most evident feature of Figure 10 is that, compared to the stack of all LLSs, the singly ionized species and O I are mostly undetected. A similar dichotomy between lower and higher ionization lines at different densities has been reported by Pieri et al. (2010) in a composite spectrum of strong Lyman-α forest absorbers, with N HI 10 15.4 cm −2 . To characterize the strength of the selected metal lines in the composite spectrum, we measure the line equivalent widths W within a velocity window that is large enough to encompass the entire line profile. For the undetected lines, we fix instead the velocity window at ±160 km s −1 , comparable to the width of the detected lines. A summary of these measurements is provided in Table 3 , where we list 3σ limits for non detections.
Given the suggested connection between LLSs and the halo gas in the surroundings of galaxies (see Section 7), we compare the typical equivalent widths observed in LLSs and in the circumgalactic medium (CGM) of galaxies at similar redshifts. Using a composite of galaxy spectra at low resolution, Steidel et al. (2010) have derived the typical equivalent widths of C II, Si IV, and C IV in the CGM of z ∼ 2 − 3 galaxies. The equivalent widths for LLSs are comparable to the values reported for the CGM only at the largest impact parameters, beyond ∼ 80 − 100 kpc from the galaxy centers. At face value, this result implies that the majority of LLSs with N HI = 10 17.5 −10 19 cm −2 do not arise from the innermost CGM of Lyman break galaxies (LBGs) with L 0.3L * . However, this seems in contradiction to the empirical result that the halos of LBGs contain enough neutral gas to account for a significant fraction of the population of τ ≥ 2 LLSs within ∼100 kpc from the galaxy centers (Steidel et al. 2010) . This tension reveals a still incomplete understanding on the gas distribution around LBGs in connection to the population of LLSs, a gap that future studies need to address.
Photo-ionization modeling
In this section, we use photo-ionization modeling to qualitatively investigate the typical metallicity and ionization conditions that are required to reproduce the equivalent widths seen in the composite spectrum of LLSs with log N HI = 17.5 − 19.0 at z ∼ 2.8.
As evident from Figure 10 , the majority of the metal transitions in this composite spectrum lie on the linear portion of the curve of growth, with the exception of C III and Si III that are most likely saturated at the spectral resolution of MagE. We can therefore directly map the observed equivalent widths into column densities, as listed in Table 3 . Consistent values of column densities are also found via the apparent optical depth method (Savage & Sembach 1991) . Before proceeding, we emphasize that several effects confound the physical For each ion, the range of parameters that are consistent with the observed equivalent widths is marked by two solid white lines. For lower and upper limits, we show instead the allowed parameter space with dashed and dotted lines, respectively. The green dotted lines enclose the typical metallicity and ionization parameter that qualitatively reproduce the metal line strengths in the composite spectrum. Note that the left edge of this region is formally a lower limit. Our analysis reveals a population of ionized and likely metal poor systems.
interpretation of column densities measured in composite spectra, including contamination from unrelated absorption lines or offsets in velocity between metal transitions and the systemic redshifts measured from hydrogen lines. Moreover, differential dust depletion and variation in the radiation field to which individual systems are exposed (see e.g. Cooke et al. 2013 ) complicate the interpretation of the measured column densities. Therefore, the listed column densities will be used only as proxy for the equivalent widths to gain qualitative insight on the physical properties of z ∼ 2.8 LLSs. A detailed analysis of individual systems will be presented in future work.
Results from the photo-ionization modeling are summarized in Figure 11 , where we show the column densities of metal transitions as a function of U and [Fe/H], normalized to the observed column densities or the corresponding limits listed in Table 3 . Models are computed using the cloudy (v10.00) photo-ionization code (Ferland et al. 1998) , including both collisional ionization and photo-ionization at equilibrium and the Haardt & Madau (2012) extragalactic UV background at z ∼ 2.8. During our analysis, relative abundances of different elements are fixed to the solar values (Asplund et al. 2009 ). We also assume a typical hydrogen column density of log N HI ∼ 17.8, a value that is consistent with the median column density derived in random realizations of 20 LLSs that are drawn from the O' Meara et al. (2013) f (N, X) at z ∼ 2.8 between log N HI = 17.5 − 19.0. Further, the flux transmitted blueward to the Lyman limit is also consistent with a median log N HI ≥ 17.8. Figure 11 reveals how the doubly and triply ionized C and Si transitions provide the most stringent constraints for the U parameter, but they are mostly insensitive to the metallicity of the gas. Conversely, C II and Al II are the most constraining transitions for the metallicity, although degenerate with respect to U . Combining all the independent constraints, we conclude that the equivalent widths observed in the composite spectrum of log N HI = 17.5 − 19.0 LLSs can be reproduced by gas that is significantly ionized (log U −3), and likely metal poor ([Fe/H] −1.5) (cf. Steidel 1990; Prochaska & Burles 1999) . We should again emphasize that the use of the median composite spectrum to describe the entire population of LLSs is rather simplistic, as it does not capture information on the shape of the distribution. This is especially relevant given the recent claim by Lehner et al. (2013) Our qualitative analysis suggests that LLSs are probably more enriched than the IGM at [C/H] ∼ −3 (e.g. Simcoe 2011), and possibly enriched to [X/H] ∼ −1.5, the median metallicity observed in DLAs (e.g. Rafelski et al. 2012) . Assuming a general picture of an increasingly higher metallicity in regions that are progressively closer to the site of star formation, where metals are produced, the enhanced metallicity of LLSs places this population of absorbers in proximity to or within galaxies halos that have been at least in part enriched by metals ejected from galaxies (e.g. Shen et al. 2013 ).
LYMAN LIMIT SYSTEMS AND GALAXY HALOS
In this last section, we expand the discussion of the connection between galaxies and LLSs, to which we alluded in the previous sections. Already from the first quasar surveys, it became evident how LLSs differ from the Lyman-α forest (Tytler 1982; Sargent et al. 1989; Steidel 1990 ) and that these absorbers are likely connected to galaxies.
This idea has been subsequently reinforced by modern studies of the CGM (e.g. Steidel et al. 2010; Chen et al. 2010; Prochaska et al. 2011; Rudie et al. 2012; Werk et al. 2013; Churchill et al. 2013; Prochaska et al. 2013; Stocke et al. 2013 ) that show how cold, enriched, and partially ionized gas from which LLSs can originate fills galaxy halos both in the local and distant Universe. At the same time, several theoretical studies have addressed the connection between LLSs and galaxies in the high redshift Universe (e.g. Katz et al. 1996; Gardner et al. 2001 Figure 12 . Models for the observed evolution of ℓ(X) for τ ≥ 2 LLSs (black squares). A "minimal model" in which halos within a redshift-independent mass range contribute to the number of LLSs proportionally to their virial area is shown with a red dotted line. This model drastically fails to reproduce the observed ℓ(X). The "wind model" composed by halos above a critical mass at which ejecta from supernovae do not escape the halos is shown with a blue dashed line. This model can account for observations at z 3 only under the ansatz that the cross section of the circumgalactic medium is redshift independent. The "accretion model" composed by halos that are rare fluctuations in the density field is superimposed with a green dash dotted line. This model describes the observed ℓ(X) up to z ∼ 3.5 without any prior assumption on the size of the circumgalactic medium.
2011a; Altay et al. 2011; van de Voort et al. 2012; Fumagalli et al. 2013; Rahmati et al. 2013) . Consistent findings are that LLSs arise from galaxy halos, in a mixture of infalling, static, and outflowing gas.
Having a complete view of the redshift distribution of LLSs across nearly ∼ 10 Gyr of cosmic history (Figure 8 ), we explore with simple toy models how the evolution of ℓ(X) relates to the evolution of the gas within galaxy halos. Similar investigations have been carried out in the literature by several authors. Recently, Ribaudo et al. (2011a) adopted an empirical approach to describe the evolution of LLSs in terms of the galaxy luminosity function and size-luminosity relation. These authors concluded that to account for the observed redshift dependence of ℓ(X), galaxies with L < L * have to contribute to the population of LLSs and that the physical cross section of the absorbing material rapidly evolves from z ∼ 5 to z ∼ 2, remaining relatively constant afterwards. While instructive and empirical, this calculation does not provide a direct link between the halos in which galaxies resides and the incidence of LLSs. In this work, we revise this open question and propose possible scenarios for the co-evolution of LLSs and galaxy halos that is empirically traced by the redshift evolution of ℓ(X).
We construct a simple toy model of the Universe which we populate with dark matter halos with comoving number density n gal (M vir , z). In our calculation, we assume a Sheth-Tormen halo mass function (Sheth & Tormen 1999) computed as described in Dekel & Birnboim (2006) and corrected to match the results of the Bolshoi simulation (Klypin et al. 2011) . We then assign to each halo a characteristic virial radius R vir (M vir , z), using redshift dependent scaling relations derived from the rockstar halo catalogues (Behroozi et al. 2013a,b) extracted from the Bolshoi simulation. Following the definition of ℓ(X) in Equation (16), we compute the galaxy contribution to the observed ℓ(X) as (18) with log M up and log M low the upper and lower mass limits and f c the covering factor of τ ≥ 2 LLSs within twice the virial radius. Despite this formal definition, for a given cosmology, ℓ(X) is only constraining f c × R 2 vir , and it should be noted that we cannot discriminate between, e.g., a 10% covering factor within twice the virial radius and a 40% covering factor within one virial radius.
In this model, while M vir and R vir are fixed by the adopted cosmology, log M up , log M low , and f c are free parameters that may vary as a function of redshift and halo mass. The intrinsically one-dimensional nature of absorption line surveys is currently unable to disentangle the relative contribution of these parameters and, for this reason, we restrict to a minimal set of variables. First, we fix the upper limit log M up = 13 to mimic the formation of a hot halo above a critical halo mass at which virial shocks become stable (e.g. Dekel & Birnboim 2006 ). This limit is higher than the typical value quoted for this critical halo mass (between ∼ 10 11−12 M ⊙ ) to account for recent observational results which show a substantial amount of cold gas at or even beyond the mass scale at which hot halos are postulated to develop Churchill et al. 2013) . However, because of the low number density of high mass halos, our result is largely insensitive to the assumed upper mass limit above log M up ∼ 12.5. The second simplifying assumption is that, lacking strong priors for the functional form of f c (M vir , z), we assume a constant covering factor both in redshift and within the mass range specified by log M up and log M low . Thus, in our toy model, f c merely sets the absolute normalization of the predicted ℓ(X). Validation of this assumption awaits future theoretical and observational work.
The first model we construct, which we dub "minimal", assumes that all the halos in the mass range log M up = 11 log M low = 13 contribute to the observed ℓ(X) proportionally to their virial area (A vir ∝ R 2 vir ∝ M 2/3 vir ). As shown in Figure 12 , a choice of f c ∼ 0.15 at twice the virial radius ensures that this minimal model (red dotted line) matches the observed incidence of LLSs around z ∼ 2.5. This covering factor lies in between theoretical predictions at comparable redshifts (Fumagalli et al. 2011a; Faucher-Giguère & Kereš 2011; Shen et al. 2013; Fumagalli et al. 2013) and what is inferred around LBGs (Rudie et al. 2012 ) and quasar host galaxies .
The most evident problem with the minimal model is a complete inconsistency in the redshift evolution of ℓ(X). This failure cannot be resolved with simple scaling of f c and originates from an increase of almost a factor of ∼ 20 in the virial area at fixed halo mass between z ∼ 0.5−5.5, combined with an increase of a factor of ∼ 10 in the number density of halos across a comparable redshift range. In principle, this tension could be resolved by assuming that LLSs do not co-evolve with the properties of halo gas. However, given the discussion presented in the previous sections, we believe that this explanation is unlikely, and attribute instead the mismatch between observations and the minimal model to having assumed that LLSs trace the CGM of a galaxy population with fixed halo mass at all redshifts. In the following, we present two possible ways to resolve the failure of the minimal model, which require either a rapid evolution in the typical mass interval from which LLSs arise, or that the size of the optically thick region around galaxies is decoupled from the size of the virial region.
In the second model, we attempt to overcome the shortcomings of the minimal model by introducing a redshift dependent lower mass limit. If we postulate that the majority of LLSs are associated to gas that is deposited in the halo by a feedback mechanism, we can naturally introduce a lower limit log M low by assuming that halos with circular velocities below ∼ 100 km s −1 (Dekel & Silk 1986) are not able to retain a significant fraction of the ejected gas. For this reason, we define this second toy model as "wind" model. This additional constraint naturally leads to a mild evolution in the number density of halos that host LLSs between z ∼ 0.5 − 5, accounting for the factor of ∼ 10 excess encountered in the minimal model. More specifically, the lower mass limit evolves from log M low ∼ 10.5 at z ∼ 6 to log M low ∼ 11.5 at z ∼ 0.5. Due to the increasing amplitude of the halo mass function as a function of time, the integrated number density of halos that contribute to LLSs slightly increases at first with redshift. By z ∼ 2.5, instead, due to the progressively higher value of log M low , the number density slightly declines with time.
However, the rapid increase in the virial area as a function of redshift would still cause this model to significantly overproduce LLSs at low redshifts, violating the observed ℓ(X). A better match to the observations is found if, instead, we fix the size of the CGM to the virial area at z ∼ 2.5. Thanks to this ansatz, and by imposing a covering factor of f c ∼ 0.15, the wind model can account for the observed ℓ(X) evolution between z ∼ 0.5−3 (blue dashed line in Figure 12 ). Having imposed a constant cross section for the CGM over the last ∼ 10 Gyr of cosmic evolution, this model has only limited predictive power. Nevertheless, it is interesting to note that similar conclusions of an invariant size of the CGM have been reached independently by other studies of absorption line systems (e.g. Chen 2012; Prochaska et al. 2013) .
Given the multiple parameters that define ℓ(X) in Equation 18, other models that reproduce the observed incidence of LLSs can be constructed with a different set of assumptions. For instance, a model in which log M low rapidly increases with decreasing redshifts would naturally compensate the growth of the virial area by imposing that LLSs arise from progressively more massive and rarer halos at later times. Conveniently, cosmology offers a way to impose a rapid redshift evolution for log M low . If we postulate that, as suggested by simulations (Fumagalli et al. 2011a; van de Voort et al. 2012 ), a significant fraction of LLSs arise from dense streams of infalling gas that penetrate inside halos, we can construct a third "accretion" model where log M low is set by a characteristic halo mass M * above which halos are significant fluctuations in the density field. Below this critical mass, halos reside within individual filaments of the cosmic web, where densities are comparable to the virial densities (Dekel & Birnboim 2006) . Therefore, below this mass threshold, we postulate that the typical gas densities are below what is required to form LLSs.
By imposing the condition log M low ≥ log M * , the accretion model (green dash dotted line in Figure 12 ) accounts for the observed redshift evolution of LLSs, without requiring any adjustment in the spatial extent of the CGM. In this model, however, the inclusion of low mass halos (down to M ∼ M * ) forces us to adopt a lower covering factor than what was assumed in previous models (f c ∼ 0.1 within virial radius). While the actual value of f c is likely higher at most redshifts, this model provides a qualitative illustration on how the rapid redshift evolution of M * relegates LLSs to the CGM of progressively rarer halos, thus compensating for the large increase in the virial area at fixed halo mass with cosmic time.
Finally, Figure 12 further illustrates that none of the proposed toy models is able to reproduce the steep rise in ℓ(X) beyond z ∼ 3.5. Clearly, a sudden increase in the extent of the CGM for z 3.5 would reproduce the observed trend (Ribaudo et al. 2011a) . However, it is unclear why z ∼ 3.5 should represent a special epoch in the evolution of the CGM. Instead, we argue that the different redshift evolution that is observed for ℓ(X) is associated to an increasingly higher contribution of the IGM to the population of LLSs. This is because at progressively higher redshifts the overdensities at which LLSs form approach and exceed the halo virial density and, furthermore, the extragalactic UV background decreases.
A simple calculation can be used to illustrate this argument. For clouds illuminated by UV background radiation, hydrogen densities around ∼ 0.01 cm −3 are required for the gas to retain > 1% of neutral hydrogen (e.g. Appendix B of Fumagalli et al. 2011a ). This threshold is comparable to the virial densities of halos at z ∼ 2.5, while by redshift z ∼ 4, typical virial densities equal ∼ 0.03 cm −3 , the value at which the neutral fraction approaches 30% for a constant UV background. A similar picture is also supported by detailed radiative transfer calculations in numerical simulations that are able to reproduce the abundance of LLSs between z ∼ 3 − 6 (McQuinn et al. 2011).
SUMMARY AND CONCLUSIONS
In this paper, we have presented results of a survey of 105 quasars at z ∼ 3.0 ± 0.2 conducted with the blue sensitive MagE spectrograph at the Magellan Clay telescope. The high signal-to-noise and moderate resolution data have been analyzed to investigate the properties of optically-thick hydrogen at z ∼ 2.6−3, a redshift interval that has been not studied in a systematic way by previous surveys. Our principal findings can be summarized as it follows.
-By modeling the composite spectrum of quasars that are selected independently of their optical colors, we have estimated the mean free path of ionizing photons to be λ 70.4 Mpc in the z ∼ 3 Universe. This value, together with previous determinations at different redshifts from the literature, favors a redshift evolution of in the amplitude of the column density distribution function in the form ∼ (1 + z)
1.5−2 , and implies that the Universe becomes transparent to ionizing radiation around redshift z ∼ 1.4 − 1.8. During this analysis, we have also confirmed the presence of a previously discovered selection bias in SDSS that systematically misses blue quasars in proximity to the stellar locus.
-We have conducted a survey of τ ≥ 2 LLSs in the wavelength range λ ∼ 3200 − 3800Å and we have characterized the number of LLSs per unit redshift ℓ(z) = 1.21 ± 0.28 at z ∼ 2.8. For the adopted cosmological model, this quantity translates into ℓ(X) = 0.33 ± 0.08. Our new determination is fully consistent with previous measurements at lower and higher redshifts, implying a smooth evolution of ℓ(X) between z ∼ 4.5 and z ∼ 0.5. Combined with our measurement of the mean free path at the same redshift, we have concluded that LLSs with log N HI ≥ 17.5 cm −2 contribute to ∼ 40% of total mean free path at z ∼ 3.
-With the aid of photo-ionization modeling, we have inferred that a population of ionized (U −3) and likely metal poor ([X/H] −1.5) LLSs is required to reproduced the metal line equivalent widths observed in a composite spectrum of 20 LLSs with log N HI ∼ 17.5 − 19 cm −2 at z ∼ 2.8.
-We have proposed three simple toy models to describe the redshift evolution of τ ≥ 2 LLSs in connection to galaxies. Our main finding is that a model in which LLSs arise in halos of fixed mass at all redshifts drastically fails to reproduce the observed number of LLSs per unit redshift. Successful models require either a rapid redshift evolution of the minimum mass at which LLSs form or a redshift invariant spatial extent of the CGM in the last ∼ 10 Gyr of cosmic evolution. In all cases, however, the rapid evolution observed in ℓ(X) at z ≥ 3.5 is not accounted for, and we speculate that an increasingly higher contribution from gas within the IGM is required.
In conclusion, our MagE survey of z ∼ 3 quasars has provided the missing pieces in a consistent picture of the cosmological evolution of optically thick gas between z ∼ 0.5 − 4.5. The redshift evolution of the mean free path of ionizing radiation and the incidence of τ ≥ 2 LLSs are now well characterized with homogeneous techniques across ∼ 10 Gyr of cosmic history, albeit with some controversy at z ∼ 2.5. Our survey has also provided a homogeneous sample of hydrogen-selected LLSs that can be exploited to characterize the physical properties these absorbers and their connections to galaxies at z ∼ 2.6 − 3. The analysis presented in this paper has offered only a first glimpse of the typical metallicity of LLSs, together with viable ways to model the observed evolution of ℓ(X). Clearly, our work does not provide the final answer to some of the riddles we encountered along the way, including the lower equivalent widths of metal lines in a composite of LLSs compared to what measured in a composite spectrum of galaxies. The task of formulating a coherent picture for the co-evolution of galaxies and LLSs is therefore a challenge that future studies will have to undertake.
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