We present an application of artificial neural networks to mammographic images, aimed at improving early detection of sensitivity to breast cancer. The proposed application consists of two main steps: a pretreatment step whose role is to extract the characteristics of the available mammographic images using the standard library OpenCV [1]; and a classification step based on an artificial neural network that uses these characteristics as input vectors for its training algorithm. The output of the training phase of this model is a categorization of the pretreated images into two main groups: normal and abnormal. After the training phase, the network can be used in order to label new and unseen images as normal or abnormal. We illustrate the performance of this model using a database of 322 real medical mammographic images.
Introduction
Breast cancer is currently one of the leading causes of mortality among women throughout the world. Statistically speaking, the breast cancer represents about 25% of all diagnosed cancers in women, and approximately 20% of all fatal cancers [2] [3] [4] . In Morocco, for example, some studies have shown that approximately one out of every eight women might be affected with breast cancer during her lifetime, and half of all affected women might die of this disease [5] .
To reduce these high percentages, medical specialists insist on the necessity for early detection of this disease; and according to most of them mammography remains the only reliable and practical method to achieve this goal [6] [7] .
Mammography is a medical examination that uses low doses of X-rays for producing practical images of the internal structure of the breast. This is why mammogram-based diagnosis is highly recommended in order to increase the chances of cure for early affected patients.
However, one of the main characteristics of mammographic images is their high spatial resolution, which makes the task of detection very hard for radiologists [8] [9] [10] . Hence the necessity for developing new tools that could help specialists in deciding based only on mammographic images, whether a woman has an early stage of breast cancer or not.
The main goal of this paper is the proposition of such a tool in the form of an intelligent system capable of filtering and classifying digital mammographic images. The filtering process of this system transforms each mammographic image into an object vector whose components represent the image features useful for discriminating between the two categories. The classification process submits these object vectors as inputs to a multilayer perceptron that learns, using the backpropagation training algorithm, to separate them into normal and abnormal categories. After this training step, the system is tested on unseen images in order to assess its ability to recognize the category of each new image it receives as input.
In the next section, we provide a more detailed description of this system and the ideas behind its two steps. In section III we present and discuss some examples of experimental results that illustrate the usefulness of the proposed system. Finally, in section IV we provide some concluding remarks and perspectives for future work.
2 Description of the proposed method
Preprocessing and feature extraction of raw images
Image preprocessing is one of the subjects that have been widely studied in the area of medical image classification because the classification results may depend on the quality of the used images. This is why the first step of our system is dedicated to the problems of preprocessing and feature extraction. As an example, fig. 1 shows a filtered image, which consists in a digitized grayscale image with a resolution of 50 microns per pixel and a spatial resolution of 1024×1024 pixels. The preprocessing problem consists in extracting from each filtered image the best vector of characteristics that can be used as an input for the classification process. For this, we apply a segmentation method that allows the partitioning of each mammographic image into two regions. This method consists in using an intensity threshold, η, as a reference to which each pixel value in the image should be compared. According to this comparison all pixels that have a gray level value greater than are coded by 1, and all others by 0. 1. Let I be the current image and R n the set of regions that form I; 2. Let P (R i ) denotes the intensity of R i for i = 1, 2, 3, ..., n;
Multilayer Perceptrons
A multilayer perceptron (MLP) is a particular type of neural networks whose architecture contains an input layer, an output layer and at least one hidden layer. The size of the input layer in terms of the number of neurons is fixed by the dimensionality, p, of the data space. Indeed, each of the p units of this layer is dedicated to the perception of one component of each p-dimensional object vector presented as an input datum to the network. The size of the output layer depends on the number of classes, c. In the case of c=2, a single binary neuron is sufficient because each of its possible outputs, 0 or 1, can be associated with one of the two classes. The number and the size of hidden layers are application-dependant. In our case, only one hidden layer was sufficient and the size of this layer was heuristically determined (see section 3).
MLP are generally trained using the well-know backpropagation algorithm [11] , which is an optimization procedure aimed at minimizing the global error observed at the output layer of the network. This supervised learning algorithm is based on two major steps. The first one consists in forward propagating all input signals in the network, and calculating the results at the output layer. The second step consists in computing error gradients and propagating them backward in order to update the synaptic weights of all neurons that have participated in the observed error. For this, an updating rule based on the gradient descent technique is employed.
More formally, the backpropagation algorithm (BP) can be described as follows:
Given a training database X = {x 1 , x 2 , x 3 , . . . , x n } where n is the total number of available examples and x i the object vector associated with the i th example, the local error observed at the output of the k th neuron is given by
where d k (t) and y k (t) denote, respectively, the desired and the observed outputs of neuron k. This error represents the contribution of neuron k to the global squared error defined by
The BP algorithm is an iterative procedure aimed at minimizing the error given by eq. (2) using the gradient descent technique. In more formal terms, the functioning of this algorithm can be described by the following pseudo-code [12] : // Backpropagation algorithm Given a labeled data set X = {x 1 , x 2 , x 3 , . . . , x n } ⊂ R p :
1. Initialize the synaptic weights to small random values ∈ [−0.5, +0.5];
2. Randomly arrange the training data;
3. For i = 1 to n do { (a) calculate y j (n) for j = 1 to c
where m is the total inputs number of neuron j and b its bias (fixed to −1).
(b) By retro-propagating the resulting errors, adjust the weights of each neuron j using the delta rule:
if j ∈ output layer or
otherwise. where 0 < η < 1 is a fixed learning rate and y i (n) the output of neuron i of the precedent layer, if it exists, or the i t h component of x otherwise. } 4. Repeat steps 2 and 3 until E becomes smaller than a specified threshold, or until a maximum number of iterations is reached. Fig. 3 depicts the architecture we used in this application. The first layer of this architecture contains 1024×1024 neurons, and the last layer one single neuron. Each object vector presented at its input is a 1024×1024 dimensional vector whose components represent the intensities of the different pixels of an image. The total number of images used in the learning phase is 222, whilst 100 other images were used in the test phase.
During the learning phase, the desired outputs are fixed to 0 for normal images and 1 for abnormal ones. In the test phase, when the output is below a fixed threshold, we consider that the mammographic image is normal; otherwise it is considered as abnormal. 
Results and discussion
The database of mammographic images used in our work was taken from the Mammographic Images Analysis Society [13] . It contains 322 images, digitized using a resolution of 50 microns per pixel with 8 bits. The spatial resolution of each image is fixed to 1024×1024 pixels. 208 of these images are normal and 116 are abnormal. Among the abnormal cases, 63 are malign and 51 benign. Table 1 shows how we used these data in both the learning and the test phases. Moreover, given the importance of the hidden layer size, and its impact on the results of the diagnostic system, a heuristic method was used in order to experimentally determine the best value of this important parameter. This method consists in testing several architectures corresponding to different intuitively chosen values for this parameter. The results obtained for these different architectures, in both the learning and the testing phases were assessed and compared using the percentage of well classification rates for both normal and abnormal images. The results of these comparisons are summarized on Table 2 .
Analysis of these results shows clearly that very good results can be obtained, provided that the size of the hidden layer is appropriately tuned. In our case, the best results were obtained for the architecture with 80 hidden units, for which the percentages of well classification rates are of 95,49% and 
Conclusion
In this work, we proposed a method for breast cancer diagnosis based on artificial neural networks. This method is divided into two main parts. The first part consists in extracting the characteristics of mammographic images using special tools of an existing specialized library. The second part consists in using a multilayer perception in order to classify these images into normal and abnormal categories. The method was implemented using the C++ language and tested on real images taken from the MIAS database. The obtained results were very satisfying in both of the learning and the testing phases, with classification precision reaching 100% for many cases.
These results confirm the usefulness of the neural networks-based model proposed in this work, and justify future efforts and developments in order to improve these preliminary results. For example, it would be very interesting to find more sophisticated ways for optimizing other parameters related to the preprocessing step as well as the number of hidden layers.
