One contribution of 24 to a discussion meeting issue 'The challenges of hydrogen and metals' .
Richard Thiessen
That's a big frustration sometimes. Of course the customers are interested in making some kind of test, but when it comes to saying exactly how they deform the material they will expect us to know. That would make the tests very specific to the company, which isn't feasible to carry out. Right now we have to find some kind of compromise; we are making the material so part of the responsibility lies with us, but what the customer does to the material is such a large factor in the sensitivity that there has to be some responsibility with them as well. We are working on it, but we need input from how the material is actually used.
Question 3

Reiner Kirchheim
To measure the effect of internal hydrogen you have to punch out a hole in your sheet. Don't you worry about humidity or do you do it in some inert gas? Because the sample might pick up hydrogen from its surroundings.
Richard Thiessen
This is the why we do it quite quickly. So it's punched out and immediately put in liquid nitrogen for transport.
Question 4
Eunan McEniry
You talked about the different ways of ranking steels. Could you comment on the amount of hydrogen that you would expect each to take up? You mentioned this with the dislocations, but do you have a feel for the ranking of these materials in terms of the actual quantity of hydrogen they take up when exposed?
Richard Thiessen
Yes, we do have a feel, at least for the materials we looked at in the HYDRAMICROS project [1] . They underwent quite a thorough characterization and we saw that the dual-phase steels can actually absorb quite a bit more than a tempered material. However, this information is not always relevant and doesn't always correlate with loss in ductility; much more important is their sensitivity to hydrogen damage. This was discussed years ago with the role of retained austenite. However when steels are made with retained austenite they are annealed at quite a high temperature then cooled, which is when some hydrogen may enter, and then they are coated. Any charging that would happen subsequently is at room temperature when the diffusivity in retained austenite would be very low, and so we see that they don't absorb much more than a typical dual-phase steel.
Question 5
Steven Yue
What parts of the car are vulnerable to hydrogen embrittlement [HE] ?
We are talking about sheet products right? So what component is going to be affected by HE?
Richard Thiessen
That is something that we have been discussing, but dynamic testing on limited materials requires a thorough knowledge of those materials. The crash relevant components could be tested with compression, possibly high dynamic folding, but not dynamic tension as it would not occur in a crash situation. Maybe just as important is the cyclic loading, which is something we discuss with the customers to find the most appropriate charged conditions. There are continually new aspects that we are looking at, and dynamic testing is one of these aspects.
Question 6
Pedro Rivera I think that this last question highlights how we are very material oriented and we're missing the permeation ingress problem. In the lab ingress is accelerated through electrochemical means and so on, but the problem that is not addressed is how much hydrogen gets in, how does it get in, and is it possible to obtain reaction rate descriptions of the ingress? This is something I feel we should be discussing further. For example with bearing steels, does the hydrogen come from oil? From the atmosphere? What is the rate hydrogen enters the micro-structure? This is something you can ameliorate with design, but should be understood and quantified.
Richard Thiessen
We did look at that in the HYDRAMICROS project. We did permeation tests and found that, as long as we're looking at a ferritic matrix, the permeation results were quite comparable within one strength class. This is definitely part of the puzzle, but I don't know if we'd get all of the answers from that.
Pedro Rivera
We need to know what happens with the product, not just have a description of the permeation per se. We need to understand what happens in operation.
Richard Thiessen
Yes, it would be important to know this in the formed product, and it is something we would like to do, but it's infeasible to do it for each customer individually.
Question 7
Adrian Sutton I was very struck by what you said just now about the need for dynamic testing, and I wonder if we are doing enough very high strain rate tests, such as impact tests or the kind of tests you might do in a gas gun, getting up to strain rates of 10 4 per second. HE under those circumstances may be completely different.
Richard Thiessen
A totally different game. It has to do with the effort you need to conduct such tests. Generally people want quick tests but we need to look at the conditions that aren't so easy to replicate. Cyclic loading for example requires a lot more involvement on our side to follow the experiments.
Adrian Sutton
At those kind of strain rates the crack is growing so much faster than diffusion of hydrogen; this will have a huge impact on the kind of mechanisms that may be operating.
Richard Thiessen
Strain rate sensitivity of the material itself, even before hydrogen, plays a role. This is one point where the hydrogen can't keep up with the damage. frequency under 1 Hz would be relevant with the conditions on a car driving. This does give a chance for the hydrogen to have some real effect on the damage.
Dave Rugg
It's not just high strain rates that cause the damage; if there are residual stresses in the formed components and the hydrogen embrittlement results in starter cracks, then the impact loading will have entirely different results. Its potentially a low rate loading that then causes problems during high rate loading, but the failure is then geometric rather than hydrogen related.
Richard Thiessen
Looking at the internal hydrogen embrittlement testing with the punched hole, the punch introduces so many microcracks that it's in a very susceptible state.
Hydrogen embrittlement in structural steels Question 1
John Ellis
Is there evidence then that the higher energy traps in the steel lattice may be considered to be filled? Where does the hydrogen come from which fills them? Is it during the manufacture process of the steel?
Norman Fleck
Harry Bhadeshia in Materials Science at Cambridge has been developing steels with the idea of putting in additional traps in order to soak up hydrogen. Now, if there is a pipeline steel that doesn't have any hydrogen in it, and it's exposed to improperly applied cathodic protection in the field, then a small amount of hydrogen can enter and those deep traps will take it up. But if there's a continued feed of moisture or hydrogen then these traps will be filled at a very low concentration. It depends on the problem at hand; there is often the situation that if some hydrogen enters from welding electrodes or a particular source they will quickly fill up. So this is a strategy that, I
think, is open for discussion; the deep traps may take up hydrogen from the lattice but when these traps are filled they are no longer relevant.
Question 2
George Smith
One way to consider this problem with grain boundaries is to suggest that the number of deep traps is limited; there is a hierarchy of traps and in order to produce decohesion you must have a significant fraction of hydrogen in the boundary, just filling the deep traps will not be enough. On another point, it is interesting to compare and contrast the effects of carbon and hydrogen, specifically regarding deformation in poly-crystals and the Hall-Petch coefficients [2, 3] . To get ductility in a poly-crystal the deformation must propagate through a grain boundary, so there will be a build-up of stress concentration on one side and deformation must be triggered on the other side, which will almost certainly come from a grain boundary source. When carbon is present in steel the Hall-Petch coefficient increases with the concentration, implying that grain boundary dislocation sources are pinned. This would in principle be a negative effect, except that carbon improves cohesion and so nullifies the stress concentration. However if hydrogen were pinning grain boundary dislocation sources, it would inhibit the propagation of slip from one grain to another, increasing the stress concentrations at the boundary. And if hydrogen, unlike carbon, decreases cohesive energy then that increased stress is more likely to trigger micro-cracking. An interesting experiment may be to try and measure Hall-Petch coefficients for steels with hydrogen in them; this might give a clue into the mechanism. A key thing in switching from ductile to inter-granular failure must surely be the increased difficulty in propagating slip across grain boundaries.
Norman Fleck
The model which I have described here may not capture that. What you are describing has more to do with discrete dislocations and arrays of dislocations. One can do discrete dislocation simulations of this type of problem, and it is possible to include cohesive strength, which may be a way forward. Another method may be to increase the scale to the point where the dislocations are smeared out into bulk plasticity, but will still give indications of how cohesive zone strengths play a role.
George Smith
Related to this: if the grain boundary dislocation sources are pinned then the dislocations piling up in one grain are going to generate a higher stress at the boundary and, interestingly with your model, this will encourage more hydrogen segregation at the boundary because you are effectively increasing the driving force for pinning; it is a cumulative effect.
Norman Fleck
Calculations and experiments of this type should be done, and I can completely understand why the industrial partners want to use sophisticated steels and approaches but it seems to me that there are not enough very basic, simple tests that start with a single crystal, or a bi-crystal, then vary the grain sizes. So start off with a plain carbon steel and measure these effects. I suppose this is because funding agencies, industrial or academic, like us to do sophisticated things.
Question 3
Alan Turnbull Just a comment on your criticism of the permeation testing and the analysis. You seem to be reconfiguring something which is pretty well established. All the characteristics that you mentioned can be obtained by using McNabb-Foster for multiple traps [4] . By varying the concentration of hydrogen the slope of the permeation curve will be altered, then density of sites and binding energy can be obtained by fitting. This will not, however, give the lattice diffusivity. Although there exists the impression that this may be obtained by pushing the concentration up quickly enough, it isn't possible to reach this point. The reason is that, in an electrochemical experiment, if the charging conditions are pushed up to the required levels it will change the electrochemical recombination step. 
Norman Fleck
Do you mean at the surface or in the bulk?
Alan Turnbull
At the surface, you never get to the point where you can get lattice diffusivity. So the only assumption that goes into the calculation of the density of trap sites and their binding energies is the lattice diffusivity. But this is fairly well established for the basic iron-nickel alloys, or pure nickel, and is fairly consistent over a range of testing. And so we can say with confidence that the binding energy and the density of traps are pretty well characterized. However this density of traps will only relate to those that control permeation, which are not necessarily the ones that relate directly to cracking. Permeation tests will use steels with fairly large grains, and so will not give any information on the density of traps and their binding energies within grain boundaries. This can only be obtained from thermal desorption spectroscopy [TDS], and we saw in Jutta Rogal's talk the issues with how you interpret TDS data and how reliable the binding energies may be. The use of McNabb-Foster curve fitting, if done properly, is fairly consistent and gives sensible answers.
Norman Fleck
Mostly I agree with you. However the McNabb-Foster puts in a trapping rate, and if it scales with the jump frequency then you find that the Oriani equation does a good job of capturing it [5] .
Alan Turnbull
Basically it's correct. However, the Oriani equilibrium is a consequence of the kinetics being fast enough to come to equilibrium, and the appropriate description is a kinetic one, where the forward and back reactions become fast enough for the system to reach equilibrium in the limit of high rates, which I favour because it allows you to explore what happens in non-equilibrium states.
Norman Fleck
But this is not an equilibrium state, it's diffusion. The Oriani equation is the limit of a very high jump frequency in and out of traps. If the same problem is run with Oriani or McNabb-Foster, and sensible values are entered for the rate constants, then they will give the same solution.
Question 4
Reiner Kirchheim
As a follow-up to the previous question: you have to have local equilibrium because otherwise you cannot apply Fick's first law, which is part of all the modelling. Also I like your first conclusion; that taking the literature data to analyse notched specimen failure gives a correlation between cleavage strength and lattice hydrogen rather than trap concentration, but it doesn't seem strange to me that the concentration of hydrogen in lattice sites determines hydrogen embrittlement. Crack propagation will create new surfaces and dislocations, and so the chemical potential of the hydrogen segregated to these surfaces will determine the change in surface energy. The ideal work of fracture then depends on the surface coverage, and it can be reduced to zero at very high chemical potentials of hydrogen. These surface sites are actually the strongest traps in the system, much stronger than carbides and so on. It's the generation of new defects, not the presence of old ones, that are responsible for crack propagation, and they are more easily formed if you have higher lattice concentrations. So it may actually be that the initial micro-structure doesn't play too much of a role and, as we saw in Dr Thiessen's talk, the strength of steels approaches the same level after hydrogen charging, independent of their initial strength or micro-structure. 
Norman Fleck
I agree with you, but I would say that if you consider several grain boundaries with a reduced average strength due to hydrogen distributions it will be consistent with the picture that there is a macroscopic cleavage stress which captures the average stress on these grain boundaries. That is a reasonable approach, but the problem is that when we carry out these calculations we don't see a correlation between the strength and the concentrations of hydrogen at that trap. So I agree with you physically, but the mathematics don't support this deduction.
Reiner Kirchheim
The problem is that very often you don't know the state of the grain boundary, but if you do a Rice and Hirth analysis [6] , even then the chemical potential of hydrogen determines the fracture strength of a grain boundary.
Norman Fleck
As engineers we take in measured values. Now you can correlate values between models but it's important to take values from the literature and see if everything hangs together, and our finding is that it doesn't. Question 1
Reiner Kirchheim
Ben Britton
With the cantilever fracture geometry, how was the size of the cantilever selected? In the ductile materials there is a challenge in that the plastic zone, and the hydrogen within that region, is the part that we are interested in, and with your cantilever geometry you can see evidence of plastic hinging as associated with the crack tip plasticity escaping from the cantilever.
Tarlan Hajilou
It was difficult to find the required dimensions; we had started with triangle shaped cantilevers, two nanometres wide and four long, but 
For all the tests we ran on this material without notched cantilevers there was no cracking. Eventually we made bigger cantilevers and added a notch and saw cracking in the presence of hydrogen.
Question 2
Pedro Rivera
One experiment you may want to consider is to try this matrix of cantilevers on the white etching area that appears with fatigue. These areas have a gradient of grain sizes, ranging from 20 to 500 nm, and the area would be the same size as your matrix at 100-150 µm. This would allow you to select the grain sizes to perform your cantilever tests, or maybe pillar or nano-indentation tests. You could even try it on a lath which is not decorated with these nanograins; or with one of the severely drawn wires, which are eutectoid [and] also have that range of nano-grain sizes if you crystallize around 400 • C.
Question 3
George Smith I would first like to congratulate you on a stunning piece of work. I would say that it's important to extend it to low-silicon steels, as silicon is the strongest of the common solid solution strengtheners in iron and so the effect you are looking at, the difference in dislocation generation with the addition of hydrogen, would be very far removed from pure iron. Also, it is very well known that there is a very strong grain boundary segregation of silicon, and so your grain boundaries would be strongly enriched with it. This is a beautiful model system to study and I can see why you chose it, but could you comment on the challenges of doing equivalent work on lower silicon alloys?
Tarlan Hajilou
We needed large grains in order to study this grain boundary effect, so the material had to be heat treated for three days at 1200 • C, which would certainly cause pure iron to undergo a phase change to austenite. However, the addition of just 3 wt% silicon changes the phase diagram completely; the iron remains in a ferritic phase and we can grow the grains up to millimetre sizes, large enough to have straight boundaries across the cantilevers. We would have preferred to work with pure iron, so this may be something we will attempt in our future experiments.
Question 4
Bo-Shiuan Li Did you try to calculate the fracture toughness? You can see the load drop, which is the fracture load, and you have a well defined geometry with the notch, and the stress intensity factor could be calculated through finite element analysis. How does the value compare with the macroscopic value?
Tarlan Hajilou
Yes, my colleague, Yun Deng, did it and this work will hopefully be published in the next two or three months. This was in-situ testing so she had the chance to follow how the crack grew, and to measure its length at different points.
Bo-Shiuan Li
You could probably try to measure the crack length from the unloading compliance and then see how well it correlates with the real crack lengths that you have measured. 
Question 5
Tom Depover I was wondering if you saw any side micro-cracks next to your main crack?
Tarlan Hajilou
We put a lot of effort toward making the notches uniform, but they were not always perfect and this could sometimes affect which side of the cantilever the crack propagation began. In these cases we could sometimes see multiple cracks changing the path of the main crack in the STEM images.
Tom Depover
It could be interesting to model the stress state ahead of the notch, as these cracks may be linked to it.
Tarlan Hajilou
Yes, it would be.
Question 6
Salim Brahimi
What do you hope to achieve with this test? What would be the ideal objective in terms of the hypotheses you might want to validate using this approach?
Tarlan Hajilou
This would be a good question for my supervisor, but we really want to see the exact mechanism of hydrogen embrittlement.
Mark Rainforth
Does the supervisor wish to comment?
Arooz Barnoush
We want to get a fundamental understanding of hydrogen embrittlement at the level of dislocation processes. With ductile cracking there is dislocation emission and movement at the crack tip, but in the presence of hydrogen it seems that these processes are altered as the crack grows in a brittle manner. What is the role of hydrogen here, what has it changed? We have carried out a nano-indentation test and observed that dislocation nucleation was enhanced, in agreement with the defactant process [7] . The next step would be to observe the effect of hydrogen on dislocation mobility, which has definitely been altered as we can see here with how the plasticity is not spreading, it just remains close to the crack.
Question 7
Pedro Rivera
In the charged cantilever images that you showed there seemed to be blisters, or at least bright spots on the surface, what were they?
Tarlan Hajilou
These spots come from the solution used during electrochemical in situ testing. We have to be very careful with our sample and so we can only wash it in distilled water, so nanometre scale residue can remain on the surface; it is just debris. Vigdis Olden I don't have any clear answer to that. We are about to perform DFT calculations on a similar material to the one we are testing and hopefully after doing several tests we will be able to verify the feasibility of this approach. If it isn't then we have the possibility of fitting directly to the experiments that Tarlan [Hajilou] and Yun [Deng] are doing [8, 9] , in order to have results on a larger scale.
Eunan McEniry
If you take the results from an experiment then you will be including some of the plastic effects. However if you take them from a DFT calculation then you probably won't be including this plasticity, so they will not be consistent with each other in the framework of the functional form of a cohesive zone model. You will get very different results.
Vigdis Olden
Yes, this goes back to the question of what we will build into the cohesive model.
Question 2
Mike Finnis I have a couple of questions about taking data from the cantilever experiments and building it into a finite element model. How do you deal with the Hall-Petch effects of grain boundaries and grain size? And is it important that there is a stochastic variation in boundary cohesive energies as there is in segregation? And is failure related more to the weaker end of the variation than to the average value? Does this need to be taken into account?
Vigdis Olden
Yes, that's a good point and can be the weakest link of this approach. But what we are planning is to build a micro-structure and implement a small volume, represented by crystal plasticity and cohesive elements, in front of a crack and model this. We will need more experiments, representative of different grain boundary orientations, but we don't want it to be too complicated either, so my hope is that some sort of averaging will fit well, because in the end there will be a lot of fitting here. But if we get a solid enough basis in experiments we may be able to carry out fitting that is sound. 
We have carried out many experiments regarding this, and we have mostly seen that the crack propagates on the carbon-manganese steel side. The fracture generally does not occur at the interface but rather some nanometres into the ferritic steel, so we have been quite pragmatic in this case and have been using the material properties for the carbonmanganese steel side in the model.
Question 4
Susan Grayeff This question relates to work that was done a long time ago. Are there different kinds of ferrites which would cause different softening behaviour at the yield point? Would it be economically viable to study different types of steel apart from the carbon-manganese steel?
Vigdis Olden
It would be a question of having the right material model, being able to test the different types of ferritic materials you have and implement their properties into the model, such as stress-strain curves or grain sizes and orientations. So if you have a volume of micro-structure in front of the crack it could be made representative of these properties.
Question 5
Adrian Sutton I share Eunan's [McEniry] concern about what goes into a cohesive zone model. I have always been very puzzled by the fact that engineers like to put in a lot of plasticity on top of a purely atomistic process. If you do a DFT calculation of cleavage of a plane in an ideal crystal without hydrogen, take iron for example and cleave it on a (110) plane, you'll get the energy as a function of the separation of that plane, and from that you can calculate what the ideal cleavage stress will be and it will be a sensible number, in the order of tens or hundreds of GPa. Then, if you distribute some hydrogen on that plane it will reduce this ideal cleavage energy by a factor of maybe two or ten, but that's all the information you need. There was a very important paper published in 1979 in Acta Met. by McMahon and Vitek [10] , in which they showed that the ideal cleavage energy is like a tap: you only have to turn it a little bit and it has a dramatic effect on the plasticity that then ensues as a result of that cohesion. So if I were to do this, I would put all the atomistic results into the cohesive zone so the cohesive zone would be, exactly as Eunan [McEniry] described, an atomistic model and then let the finite elements take care of the plasticity.
Vigdis Olden
I agree, and this is a path that we are exploring, to have a cohesive model take care of the decohesion and then a crystal plasticity model surrounding that to contain the plasticity. engineers say that this isn't good enough, they want traction separation; they want us to build a slab in the computer and then introduce a plane, across which we then slowly separate the two halves of the crystal and calculate the total energy. There are three issues for us there: First, we don't quite see why you want to know that because the work of separation is essentially what goes into a Griffith-Orowan type of formulation [11, 12] . Secondly, standard implementations of DFT really don't work very well with a low electron density and so won't give a very precise answer here. And finally, there is the problem of what to do with the hydrogen atoms; they're very mobile and you can't just keep them there on the surface. As you separate the two halves you've got to be endlessly asking where does the hydrogen go? In principle it could even recombine and produce hydrogen molecules. So it's actually a very difficult calculation to do, and we are putting a lot of effort into this but we still don't quite understand why you need it.
Tony Paxton
Vigdis Olden
We are also struggling, with iron.
Norman Fleck
Can I just try to reconcile the atomistic people with the plasticity people? My understanding is that atomistic simulations give traction levels far above the yield stress, so it's clear that there is additional physics to ideal cohesive strengths. Secondly, the surface energy that you come up with from an atomistic simulation, in terms of an ideal calculation, will be 20 MPa √ m lower than the actual toughness. So there are two big gaps that I don't think you'll solve by doing an atomistic simulation or a plasticity one; you need to somehow marry together these two different worlds. Now Hutchinson and Tvergaard [13] tried to do that; they used atomistic simulations and realized that if the cohesive strength is more than 5 times the yield strength you don't get crack advance because the crack-tip stresses are not high enough to overcome the cohesive strength, and so conventional plasticity will never give high enough stresses to get crack advance. If you do get crack advance you can get a large induced plastic zone, so that the plasticity contributions result in very high macroscopic toughnesses derived from very low cohesive energies. So there's no problem with the difference in energies, and there's no problem in bridging the length scale as you can work down to sub-nanometre levels in terms of separations but still get a macroscopic high toughness. The real problem is being able to match the cohesive strength with the yield strength.
Adrian Sutton
I would say that this is really a problem for plasticity, because molecular dynamics simulations of cracks can capture both the dislocation emission and crack bond-breaking, as I'm sure many people in this room have seen.
Question 6
John Ellis Do you also consider the kinetic energy dissipation when you make a crack? Because the idea that you can do an energetic before and after calculation to obtain the energy required to produce a free surface is fundamentally flawed. First, if you are going to tear a bond apart it's the activation energy that matters not the energy before and after, which could be very different. And indeed the hydrogen could be playing a role in catalysing this process and reducing the activation energy. is it dissipated as heat? That energy will not be recovered as potential energy because the atoms relax too fast, so it would be lost as phonon dissipation. It seems to me that there is another energy term that needs to be included, and I wasn't sure that these effects were included in the discussion so far.
Vigdis Olden
They are not, it is energy before and after.
John Ellis
But obviously energy will be dissipated during the cracking, which would be another significant contribution.
Vigdis Olden I think that may be back to those doing DFT; it is not included in this model.
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Mike Finnis
Why did you suppose that the hydrogen had to be in front of the blunt notch, where the crack is going to propagate, rather than being there to help initiate the propagation and reduce the energy of crack formation?
Hisao Matsunaga
The fatigue crack growth mechanism is a phenomenon of the crack tip deformation so it is the hydrogen at the crack tip that is of greatest importance.
Mike Finnis
Your hydrogen is in front of the crack tip?
Hisao Matsunaga
Yes.
Mike Finnis
Why is it not sufficient for it to be behind the crack at the crack tip? Chasing the crack tip?
Mark Rainforth
Is the hydrogen in front of the crack or at the crack?
Mike Finnis
You had a picture with hydrogen all inside the metal but nothing on the surfaces.
Hisao Matsunaga
Hydrogen lowers the slip deformation resistance, based on the HELP [hydrogen-enhanced local plasticity] mechanism, and if the hydrogen is localized only in the vicinity of the crack tip the slip deformation is also localized at the crack tip, that's why in this case the slip deformation is also localized at the crack. 
Mike Finnis
Hisao Matsunaga
I do not think this phenomenon is caused by decohesion, this is caused by plastic deformation, blunting and sharpening, which is completely related to the plastic deformation.
Mike Finnis
I'm just trying to understand why you think that.
Hisao Matsunaga
We clearly saw slip deformation along the crack, which was observed in every case.
Question 2
Pedro Rivera
Did you see branching of the slip bands? Once they bifurcate, did you see further bifurcation?
Hisao Matsunaga
Sometimes, yes.
Pedro Rivera
In that case, one other way you could interpret this problem is as if hydrogen is transported by dislocations by cyclic movement, which is something that happens in contact fatigue with carbon. In the case with carbon you would also see the formation of bands, which are formed by the accumulation and depletion of carbon. The way we model these is just by equating the carbon flux, which in your case would be the hydrogen flux, with the Orowan equation [14] . The Orowan equation will give you the displacement, so if the size of your branches scales with the Orowan equation then what you're doing is transporting the carbon up and down, and the reason why you don't have the branching in the high cyclic stress is because there is no time for the wobbling of the hydrogen atoms. So that would give you a very quick way to prove whether it's transport of hydrogen by dislocations, which would be a way to support your view.
Hisao Matsunaga
Yes, that might be good. But regardless of the absence of carbon we observed a very similar phenomenon.
Pedro Rivera
Yes, but if you just take the Orowan equation and equate the displacement of dislocations to the hydrogen flux and that scales with the distance between your branches, then your interpretation is correct, very simple.
Hisao Matsunaga
What do you mean by branching?
Pedro Rivera
The size of these branches, the way the branches open. We can talk later, but essentially what I'm saying is that the dislocations wobble up and down, transport the hydrogen and localize the hydrogen in those spaces and that produces the branches. That is what you see in contact fatigue in two dimensions with the formation of the white etching bands, which can be modelled, again, using both the Orowan equation and the diffusion equations.
Question 3
Mitesh Patel
Thank you for the presentation. I just wanted to ask about the microvoid growth that you talked about earlier. In the case of the uncharged specimen you see axial growth and when you charged it to 1 ppm, which is globally very low, you see local accumulation of hydrogen at the lateral ends of the microvoids, which has accumulated there because of stress induced diffusion. Now, stress induced diffusion depends on the geometry and the density of the voids and the global hydrogen concentration of your system. To that end, because you talked about one case or the other, I'm wondering if there is a median case that's slightly more sensitive to the density of the voids in your system and as well as some means of quantifying the average geometry of the voids, where you see some lateral growth and some axial growth. Is there a case where you see both?
Hisao Matsunaga I'm sorry, I couldn't follow you.
I mean is there a case where you see both axial and lateral growth because of some sort of critical conditions in your system that doesn't depend solely on the hydrogen concentration but also on the density and geometry of the voids in your system?
Hisao Matsunaga
Maybe, yes. It would be possible.
Question 4
Afrooz Barnoush I noticed that you used in your fatigue tests a value of [stress ratio] R = 0.1 and I wonder if you have any comments on the R effect; with a relatively small value for R you may encounter crack closures and plasticities which wouldn't otherwise be resolved. Do you have any comment on that? Have you tried higher values?
Hisao Matsunaga
That is a very good question, but I am not sure at present. The plastic deformation behaviour, for example, is different between the air and the hydrogen gas cases. In the hydrogen gas case the plastic deformation is very localized and so the plastic zone is very small, much smaller than in the case of air, which will influence the plasticity. This is of interest for the future, but I do not have a clear answer at present.
Question 5
Adrian Sutton
Could you tell from the slip traces on the surface where the...
Hisao Matsunaga
At the crack tip? Around the crack?
Adrian Sutton
Yes, anywhere on the surface, near the crack. Could you tell whether cross-slip was reduced by hydrogen?
Hisao Matsunaga
Yes, maybe. Some researchers saw that in the case of austenitic stainless steel.
Adrian Sutton
You get more planar slip.
Hisao Matsunaga
Yes, and for example the distance between the slip is enlarged under the influence of hydrogen.
Question 6
Anthony Coogan Suppose separate hydrogen atoms were to move into a crack, along a crack, and the crack widens a bit. It's possible that these hydrogen atoms will react to form a hydrogen molecule. The H for that reaction is −432 kJ mol −1 so that would create the energy, and the hydrogen gas would not be able to escape through the crack because it'd be too large. Do you think this chemical reaction could cause the damage?
Hisao Matsunaga
What kind of damage?
Anthony Coogan
Hydrogen atoms combining to form hydrogen molecules, and the energy released causes the damage to the metal.
Hisao Matsunaga
I don't know, I'm not sure.
