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1. INTRODUCTION 
Let G = (G,),“=, be a second order linear recurring sequence defined by 
(1) G,=A-G,-,+B.G,-, (nz2), 
with non-zero real coefficients A, B and real initial values Go, Gi supposing 
that Gi #O. The discriminant 
D=A2+4B 
of the characteristic polynomial f(x) =x*-Ax-B of the recursion (1) is said 
to be the discriminant of G. It is well-known that the terms of G can be ex- 
pressed as 
(2) G, = aa” + bp”, 
if the characteristic polynomial has two distinct roots a, p and 
(3) 
G - PGo G, - crGo 
a= 
a-8 
, b= P-a . 
The object of this paper is the investigation of the distribution behaviour of 
the set ((Gi/Gj}), where G is a second order linear recurrence of real numbers 
with negative discriminant D; {t} denotes the fractional part of the real 
number t. We determine the asymptotic distribution function of the sequence 
((G,, ,/Gn}),“=, and give an estimate of the error term. 
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A sequence (x,),“=i of real numbers is said to be asymptotically distributed 
modulo 1 to the distribution function F(x) if 
for any x with Orxl 1, where the function x is defined by 
1 1 if Ol(y)<x x(x, Y) = 0 if {y}2x. 
The sequence (x,) is said to be uniformly distributed modulo 1 if F(x) =x 
(0 sx< 1). It is easy to show (cf. [lo], Theorem 1.1, p. 89) that (x,) is uni- 
formly distributed modulo 1 if and only if the discrepancy 
tends to 0 as N tends to infinity. (For basic facts of the theory of uniform 
distribution see the classical monographs [lo] by L. Kuipers and H. Niederreiter 
and [3] by E. Hlawka.) 
Distribution properties of the sequence (F,) of Fibonacci numbers and more 
general (integer-valued) linear recurrences were studied by several authors. R.L. 
Duncan [l] and L. Kuipers [7] showed that the sequence (log,, F,) is uniformly 
distributed modulo 1. L. Kuipers [8] extended this result concerning the 
logarithms of Fibonacci numbers to (log, F,), where b (22) denotes an 
arbitrary integer base. Furthermore L. Kuipers proved that for any sequence 
ao, al, . . . , a, of digits with 0 5 ai< b (i= 0, 1, . . . , r) there exists a Fibonacci 
number F, such that aoal . . . a, is the initial sftring of the b-ary representation 
of the number F, (see also [lo], p. 31, problem 3.3 and 3.4). An extension of 
these results to linear recurrences of order greater than 2 is due to L. Kuipers 
and J.S. Shiue [9]. M.B. Gregory and J.M. Metzger [4] studied conditions for 
the existence of the limit lim,,, sin (G,xn), where G is a Fibonacci type 
recurrence (i.e. A = B = 1) and x is an arbitrary real number. They showed that 
the limit exists if and only if x is an element of a certain subset of Q(6). This 
result was extended to more general sequences G by S. Molnar [ 131. P. Kiss and 
S. Molnar [5] investigated the distribution behaviour of the sequence (xG,) 
modulo 1 (x denotes an arbitrary real number). M.B. Levin and I.E. Sparlinski 
[ll] gave a construction to determine the parameters of a linear recurrence G 
of real numbers such that G is uniformly distributed modulo 1. Furthermore 
we remark that the properties of Pisot-Vijayaraghavan numbers can be used for 
the investigation of the distribution behaviour of linear recurring sequences (cf. 
P. Kiss and S. Molnar [5], T. Vijayaraghavan [16], R.F. Tichy [15]). 
Results of other type were obtained by F. Matyas [12]. He studied second 
order linear recurrences of integers with positive discriminant D. In this case 
o and fi are real numbers and Ial > I/3 1 without loss of generality. Under the 
assumption Ial > 1 Matyas proved that the set { Gi/Gj} (0 s i<j, GjZO, 
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Gi< Gj) of rational numbers is not everywhere dense in the unit interval [0, 1 [; 
the points Ck (k= 1,2, . . . ) and 0 are the only accumulation points of this set. 
This result can be obtained easily by using (2) and the fact that (/?/a)” tends 
to 0 as n+m. 
2. RESULTS 
First we note some facts concerning the zero-terms of a second order linear 
recurrence G with negative discriminant. If D =A2 + 4B< 0, then in (2) a, 8, 
resp. a, b are complex conjugate numbers and we can write (exp t denotes the 
usual exponential function): 
(4) a=r.exp (in@, /l=r.exp (-in@ 
and 
(5) a = rl . exp (ino), b = rl . exp (- irk)), 
where 
0<8= L arctan y<l, 
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1 
0 = - arctan 
AG,,-2G, 
n G,j/?j ’ 
and r, r, are positive real numbers (rl # 0 and so a # 0, b #O since by (3) rl = 0 
would contradict to the condition D< 0). We say G is a non-degenerate 
sequence if a//3 is not a root of unity (i.e. if 0 is an irrational number). 
If G, = G, = 0 for some n and m (n # m), then by (2) we get 
nco+n7rf?= 5 (2k,+ 1) 
and 
nw+mlce= + (2k2+ 1) 
with some integers kr and k2. These equations do not hold simultaneously if f3 
is an irrational number, hence a non-degenerate sequence G contains at most 
one zero among its terms. Thus there exists an integer constant c= c(G) 
depending on the sequence G such that G, #0 for nzc (see also in 161). The 
elements with indices n <c are not relevant for the asymptotic distribution 
behaviour of ({G,+r /G,)); hence without loss of generality we assume in the 
following that G, #0 for n > 0. 
We prove: 
THEOREM. Let G = (G,)rEo be a linear recurring sequence defined by G, = 
= AG, _ , + BG, _ 2 with non-zero real coefficients A, B, real initial values G,, 
G, and negative discriminant D=A2+4B. If the number 
e= J- arctan Ir--a 
n A 
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is irrational, then the asymptotic distribution function mod&o 1 of the 
sequence (G, + , /G,),“= 1 is given by F(x) = FI (x - {A/2}) - F, ( - (A/2}) with 
(6) F1(x) =x+ $ arctan 
sin 2nx 
- 
exp (rc1/ - 0) - cos 2xx’ 
Furthermore the following estimate holds Gfor sufficiently large N): 
where An= An(&) denotes the discrepancy of the sequence (en),“= 1. 
REMARK. An easy calculation shows that the derivative of F(x) is given by 
(E = exp (zm)): 
(8) F’(x)= 1+2 
E cos 2n(x- {A/2)) - 1 
E2-2E cos 27r(x-{A/2})+1’ 
From this it follows that the graph of F(x) is steepest at x= {A/2} corre- 
sponding to (G, + , /G,} favouring values near this point. As D-t - 00 the 
graph becomes nearer to a straight line. 
Since the asymptotic distribution function F(x) in the Theorem is strictly.in- 
creasing and different from x, our theorem implies the following consequence. 
COROLLARY 1. Let G = (G,,)Tco be a second order linear recurrence as con- 
sidered in the Theorem. If 8 is an irrational number, then the sequence of 
fractional parts ({G, + , /G,)),“=, is everywhere dense in [0, l[ but not uni- 
formly distributed. 
Using a known result (Theorem 3.4 in [lo], p. 125) another consequence 
follows immediately. 
COROLLARY 2. Let G = (G,,),“,O be a second order linear recurrence as con- 
sidered in the Theorem. If 0 is an irrational number such that the partial 
quotients of its continued fraction expansion are bounded by K, then 
with a constant C only depending on K and the discriminant D of G. 
Now let us consider sequences G of rational numbers defined by rational 
constants A, B, G,, and Gr . Using our notations, A. Petho [14] has shown that 
in this case 0 is a rational number (or a/p is a root of unity) if and only if 
A2= - kB, where k= 1, 2, 3 or 4. He proved this result for sequences of in- 
tegers but the proof of it is correct for rational sequences, too. Therefore by 
our Theorem we get: 
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COROLLARY 3. Let G = (G,),“=, be a second order linear recurrence defined 
by non-zero rational constants A, B, Go and G, with D = A2 + 4B<O. If 
A2 f - kB for k = 1, 2, 3 and 4, then the asymptotic distribution function 
module 1 of the sequence (G,, , /G,),“=, is given by (6) and fulfills the 
estimate (7). 
3. PROOF OF THE THEOREM 
Let G be a second order linear recurring sequence satisfying the conditions 
of the Theorem. As we have seen above, we may suppose that G,, + 0 for n > 0. 
Because of (2), (4) and (5) we have for all n 2 1: 
G n+l r r”+’ exp (ilt(w+(n+l)@)+r,r”+’ exp (-ilr(w+(n+l)O)) 1 -= 
= G” rlrn exp (iz(0 + no)) + rlrn exp (- in(u) + no)) 
=racos n(o+(n+ 1)0) 
cos R(W + nt3) 
= r(cos 710 - sin 7cB tan rc(n0 + 0)) = 
=c+d.tan n(nB+o), 
where c = A/2 # 0 and d = - j-m < 0 are real numbers independent of n. Now 
we write for an arbitrary E with O<E<+: 
wo @W = 
tan 7ry if (y}r+-E or {y}r++s 
-c/d if +-E<(y)<++&. 
Furthermore we put 
(11) 
{ 
w k Y) =x(x, c + d tan nti + 04) 
wzky)=xkc+d 9 0)+4). 
Then we have 
(12) it, (yl(x,en)-ly2(x,en))=261e+2824N, 
where AN= A,&&) is the discrepancy of the sequence {en} and - 1~6, ~0, 
\a21 5 1. Also we obtain from (10) and (11): 
(13) d (wr (x, y) - w2(x, y))dy = 2~3s~ with 0 5 8s s 1. 
Hence we get 
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where I&,/ 5 1. The function y+ t,+(x, y) (for fixed x) is of bounded variation V 
on [0, 1] satisfying the estimate 
(15) Vs4 M+l 
( > 2E - 
This estimate follows from the fact that r,u2 is constant (0 or 1) with the ex- 
ception of a finite number of discontinuity points, and the number of dis- 
continuity points is bounded by 
4(l+[dj tan (+-cn))r4(1+&)54(1+~). 
An application of Koksma’s inequality (cf. [lo], p. 143) yields 
Combining (14) and (16) we derive for any E (O<E<+): 
Now we set c=(~d~A,)‘“; since {no} is uniformly distributed, AN tends to 0 
and so we can assume N so large that E<+. Hence we have because of 
IdJ =fm: 
Since (n13) is uniformly distributed, AN tends to 0 (for N+m), and so the 
distribution function of {G,, i/G,,} is given by 
(1% F(X) = i I,u~(x, y)dy = ‘; X(X, c + d tan &dy. 
0 -l/Z 
In the following we shall compute the integral (19) in the case c=O. By the 
substitution u = d tan rry we get 
(20) Fl(x)- PI T X(XYW~ n -co d2+u2 ’ 
We use the Fourier series expansion of the characteristic function 
a sin 2nmx 
x(x,u)=x+ $ z, cos 2nmu + m 
+‘i 1 -cos 2nmx sin 2nmu 
7-L m=i m 
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and swap summation and integration applying Lebesgue’s theorem on domi- 
nated convergence. By the integral formulae 
p, c~2~u~u du= fi.exp (-2mnldl) s 
m sin 27rmu 
s -m d2+u2 
du=O 
(cf. [2]), we obtain 
m sin 2i7mx 4(x)=x+ $ El m exp (2rrmd)=x+ i.1, ,c=, z 
with w=exp (2n(d+ix)). By d<O we have Iwl<l and Re (l-w)>O, so 
$$-log(l-W). 
From 
Re (1 - w) = 1 + exp (2nd). cos 271x 
and 
Im (1 - w) = exp (2nd) - sin 27rx 
it immediately follows that 
F,(x) =x+ r arctan 
exp (2nd) sin 2rcx 
n 1 - exp (2nd) - cos 27rx’ 
Since F(x) = Fl (x - c) - Fl (- c), the proof of our theorem is complete. 
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