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automatic procedure is evaluated by human experts. They show that happiness is by far a predominant emotion expressed in the analyzed textbooks, followed by sadness and fear. They observed that each emotion is expressed with approximately the same degree in the texts of different genres, except that anger was not observed in songs.
H. Zidoum et al. (Oman) describe the use of lexical cohesion measured with help of lexical chains for extractive text summarization of Arabic documents. Arabic language is underrepresented in computational linguistics literature in general and in the literature on text summarization in particular. The authors give a detailed step-by-step account of their algorithm and compare the obtained results with human judgements.
D. Aguirre et al. (USA) present a method for automatic evaluation of text summaries written by elementary school students, with the aim of facilitating the work of schoolteachers and improve the feedback time. They show that the use of semantic similarity measures and pre-processing such as spelling correction improve the precision of their automatic grader. Their method achieves 98% of precision at 9-point grading scale, which is comparable with the agreement between human graders.
T. Nadungodage et al. (Sri Lanka and UK) show how to reduce the number of samples necessary for speaker adaptation in automatic speech recognition. The method allows building general speaker adaptation models, which outperform speakerindependent models based on the same amount of training data. The task is important in the situation when the available training corpora are too small for training the recognition system in a traditional way. The authors apply their method to Sinhala, a low-resource language spoken by the majority of population of Sri Lanka. (Brazil) address the problem of word sense disambiguation for verbs in Brazilian Portuguese. Verbs are more difficult to disambiguate than nouns, and, while well studied for English, word sense disambiguation in Portuguese has received relatively little attention in literature. The authors use the Portuguese WordNet, WordNet-Pr, as the sense inventory. Their experiments show poor performance of existing methods, which implies that the task needs more attention from the research community.
M. A. Sobrevilla Cabezudo & T. A. Salgueiro Pardo
D. Cantone et al. (Italy) propose a corpus-based statistical measure of closeness between two sets of words. The measure is based on co-occurrence statistics of the words from the two sets, calculated over a large enough text corpus. The problem is important in a great number of text processing and computational linguistics-related tasks where semantic text similarity is used, ranging from information retrieval to plagiarism detection. The authors present computationally efficient algorithms for computing the proposed closeness measure.
M. Mouriño- García et al. (Spain) introduce the bag-ofconcepts representation scheme for text processing and show its advantages of the traditional bag-of-words representation scheme. In particular, the use of concepts instead of words alleviates the problems related to synonymy and polysemy of words. Their experiments confirm this intuition; however, the results heavily depend on the quality of concept extraction method used to build the bag-of-concepts representation of the documents.
This issue of IJCLA will be useful for researchers, students, software engineers, and general public interested in natural language processing and its applications.
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