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Abstract
This article studies the N-vortex problem in the plane with positive vorticities. After an
investigation of some properties for normalised relative equilibria of the system, we use
symplectic capacity theory to show that, there exist infinitely many normalised relative
periodic orbits on a dense subset of all energy levels, which are neither fixed points nor
relative equilibria.
1 Introduction
1.1 The N-Vortex Problem in the Plane
The study of vortex dynamics dates back to Helmholtz’s work on hydrodynamics in
1858 [43]. It has been linked to superfluids, superconductivity, and stellar system [26].
Known as the Kirchhoff Problem, its Hamiltonian structure is first explicitly found by
Kirchhoff [20] for R2, and later on generalized by Routh [36] and then Lim [24] to
general domains in the plane. Here we consider the problem in the plane,
Γz˙(t) = XH(z(t)) = JN∇H(z(t)), z˙ = (z1, z2, ..., zN), zi = (xi, yi) ∈ R2 (H1)
where the Hamiltonian is
H(z) = − 1
4pi
∑
1≤i<j≤N ΓiΓj log ∣zi − zj ∣2 (1)
while the Poisson matrix JN and the vorticity matrix Γ are
JN = ⎡⎢⎢⎢⎢⎢⎣
J ⋱
J
⎤⎥⎥⎥⎥⎥⎦ , J = [
0 1−1 0] (2)
Γ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γ1
Γ1 ⋱ ⋱
ΓN
ΓN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3)
It is understood that
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• N is the number of vortices;
• zi = (xi, yi) is the position of the i-th vortex in the plane;
• Γi ∈ R ∖ {0} is the vorticity of the i-th vortex;
• z = (z1, z2, ..., zN) is the vortices configuration;
• XH is the Hamiltonian vector field of H;
• JN is a 2N × 2N block-diagonal matrix; obtained by putting N copies of 2 × 2
matrice J on the diagonal.
Sometimes we will need to consider a sequence of vortices configurations. In that case
we will denote this sequence {zk}k∈N, with upper indices as opposed to lower indices
refering to particular vorticies. The quantity
L = ∑
1≤i<j≤N ΓiΓj (4)
is called the total angular momentum and will be used frequently; if V is a subset
of {1,2,...,N}, we also define LV = ∑
i,j∈V,i<j ΓiΓj . Finally, throughout this article, if not
explicitly emphasized, we always suppose that all vortices are of positive
vorticity :
Γi > 0 (1 ≤ i ≤ N). (Hypo)
Hence L > 0, and LV > 0 for all V ’s.
1.2 Symmetries, First Integrals, and Integrability
Let E(2) = T(2) ⋊O(2) be the Euclidean group, where O(2) is the orthogonal group
and T(2) is the translation group. Consider the action
E(2) × (R2)N → (R2)N(g,z)→ gz
where
gz = (gz1, gz2, ..., gzN),∀g ∈ E(2), z = (z1, ..., zN) ∈ R2N
Note that system (H1) is invariant under both translation and rotation, thus the
corresponding quantities
P (z) = ∑
1≤i≤N Γixi, Q(z) = ∑1≤i≤N Γiyi, I(z) = ∑1≤i≤N Γi∣zi∣2 (5)
are first integrals. These first integrals are not in involution in general with respect to
the Poisson bracket
{f, g} = ∑
1≤i≤N
1
Γi
( ∂f
∂yi
∂g
∂xi
− ∂f
∂xi
∂g
∂yi
).
Actually,
{P, I} = −2Q, {Q, I} = 2P. (6)
On the other hand, note that H,I,P 2 +Q2 are independent first integrals in involution.
Hence the 3-vortex problem is integrable. For N ≥ 4, the N -vortex problem is in general
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not integrable [21,46]. This allows us to draw a parallel between the N -vortex problem
with N ≥ 4 and the N -body problem with N ≥ 3, and thus side with Poincare´ when he
famously described the study of periodic orbits as “the only opening through which we
can try to penetrate in a place which, up to now, was supposed to be
inaccessible” [32, section 36]. In this article, we study the existence of relative periodic
orbits in the N -vortex system, i.e., orbits which are periodic up to rotations. Note that
from experimental point of view, it is relative equilibria that have been first realized for
vortices of superfluid 4He [45]. Hence from either theoretical or practical consideration,
relative periodic orbit will be an ideal candidate for our analysis.
1.3 Normalised Orbits
The closed orbits of N-vortex problem (H1) are not isolated. Indeed, if z(t) is an orbit,
then so are
• (z1(t) + c,⋯, zN(t) + c), c ∈ R2
• λ
1
2 z( t
λ
), λ ∈ R+.
We wish not to distinguish such orbits. To this end, we give the following definition:
Definition 1. we will call an orbit z(t) of the system (H1)
1. centred if it satisfies P (z(t)) = Q(z(t)) = 0
2. normalised if it is centred and satisfies I(z(t)) = 1
3. periodic if z(t) = z(t + T ) for some T > 0
4. relatively periodic orbit (RPO) if z(t) = gz(t + T ) for some T > 0 and
g ∈ E(2)
Thus, the abbreviation NRPO will stand for a normalised relative periodic
orbit. Note that in particular for a NRPO we have g ∈ O(2) in the above definition. A
periodic solution of the planar N -vortex problem s.t. ∑Ni=1 Γi ≠ 0 is called a relative
equilibrium, if it is of the form
zi(t) = eJωt(zi(0) − c) + c
where c = ∑Ni=1 Γizi∑Ni=1 Γi is the vorticity center. This is a special configuration where all the
vortices rigidly rotate about their center of vorticity c. In particular, given a normalised
relative equilibrium, i.e., c = (0,0) and I(z) = 1, it is of course a NRPO. We define
Z0(H) = {z∣z is a normalised orbit of the system (H1)}Z1(H) = {z∣z is a normalised relative equilibrium of the system (H1)}
We list some properties that will be used frequently later on:
Proposition 1. The following are equivalent:
(1) z ∈ Z1; (7)(2) ∇H(z) = − L
4pi
∇I(z) (8)
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Figure 1. Thomson configuration for 8 vortices which form an octagon
Proof. : (1)⇒ (2) : By definition of relative equilibrium, z(t) ∈ Z1 implies ∃ω ∈ R s.t.
∇H(z(t)) = ω
2
∇I(z(t))
taking inner product with z(t) on both sides. Since I(z) = 1, one sees that
− L
2pi
= ωI(z(t))⇒ ω
2
= − L
4pi
Hence (2) is proved.
(2)⇒ (1) : If z satisfies that ∇H(z) = − L
4pi
∇I(z), then the flow passing through z
will be a relative equilibrium. We need to show that such a relative equilibrium is
normalised. First, by considering (x, y) ∈ R2 as a complex number x+ iy ∈ C, (8) implies
that
− 1
2pi
∑
j≠iΓiΓj
z¯i − z¯j∣zi − zj ∣2 = − L4piΓiz¯i, ∀1 ≤ i ≤ N
It follows that
0 = − 1
2pi
N∑
i=1∑j≠iΓjΓi z¯i − z¯j∣zi − zj ∣2 = − N∑i=1 L4piΓiz¯i
Thus ∑Ni=1 Γizi = 0, and z is centred. Next, multiply z on both sides of (8), so that− L
2pi
= ∇H(z)z = − L
4pi
∇I(z)z = − L
2pi
I(z). Thus I(z) = 1.
The first such configuration, found In 1883 by J.J. Thomson, is the so-called
Thomson configuration [39], i.e., N identical vortices located at the vertices of a
N-polygon and rotating uniformly around its center of vorticity (which could be fixed to
the origin).
There has since then been extensive studies on relative equilibria in the planar
N -vortex problem, see for example [30,31,34]. The study of relative equilibria is a
subject in itself. Although their number and even their finiteness are unknown as
functions of N (see [16,29] for the special case when N = 4), one does not expect that
relative equilibria could in general be abundant in the phase space. Hence our interest
will be on the RPOs that are not relative equilibria.
Definition 2. We say an orbit z(t) is a non-trivial normalised relative periodic
orbit (NTNRPO) if z(t) is a normalised relative periodic orbit but not a normalised
relative equilibrium.
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NTNRPO’s could conjecturally be dense in some open sets of the phase space,
similarly to what Poincare´ conjectured for the N -body problem. Correspondingly define
Z2(H) = {z∣z is a non-trivial normalised relative periodic orbit of the system (H1)}.
So, in this article, we focus on the search of NTNRPOs of the N -vortex problem. In
1949, Synge has given a thorough study of relative periodic solutions of three vortices
in [38] (see also [3]). Since the N -vortex problem is in general not integrable, it is thus
more complicated to find NTNRPOs when more vortices are presented. Several
difficulties occur in the search of periodic solutions for system (H1), for example,
• the system is singular around collisions/infinity
• energy surfaces are not compact
• the Hamiltonian is not convex
Due to these difficulties, methods in [10,15,18] cannot be applied directly. Some
NTNRPOs can be found by applying various perturbative arguments around relative
equilibria, as in [8]; see also [11] for the application of the Lyapunov centre theorem,
and [6, 7] for the application of degree theory. We would like to make some contribution
for the general knowledge on existence of such orbits whose energy might be far from the
energy of the relative equilibra with an arbitrary number N of vortices and for arbitrary
positive vorticity Γ. To this end some global method is needed. We focus on variational
arguments, instead of perturbative methods. The existence of non-relative equilibrium
solution will rely on the absence of relative equilibrium (see Figure 2). Define
H0 = {h ∈ R∣h =H(z),z ∈ Z0(H)}H1 = {h ∈ R∣h =H(z),z ∈ Z1(H)}H2 = {h ∈ R∣h =H(z),z ∈ Z2(H)}
Note that these are well-defined because the Hamiltonian H is autonomous, thus it is
constant along its flow. Clearly H2 ⊂H0. Our main result is that:
Theorem 1.1. Under hypothesis (Hypo), H2 is dense in H0.
The rest of the article is organized in the following way:
• In chapter 2, we study the normalised relative equilibria of H. In particular, we
show that the they are isolated from the region of singularity (Lemma 2.1).
Using this fact we show further that the set of critical value is very
small(Theorem 2.1). In case of positive rational vorticity, it even can be shown
to be a finite set (Theorem 2.2);
• In chpater 3, we show that by applying some symplectic reduction, we can focus
on dynamics in the reduced phase space, where the energy level is compact
(Lemma 3.1). The capacity theory will then show that there are infinitely many
NTNRPOs (Theorem 3.1). Combining results in chapter 2 and in chapter 3, the
main result(Theorem 1.1) is thus proved;
• In chapter 4, we add discrete symmetry constraints to get NTNRPOs of special
symmetric configuration.
We have resumed necessary technical background and some details of proofs in the
appendix.
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Figure 2. Perturbative Method(Left) VS Variational Method(Right).
2 Normalised Relative Equilibria of H
2.1 General Positive Vorticities
Before we proceed to study NTNRPOs, we first need to have some preparation for
properties of the normalised relative equilibria of H. In this chapter, we study the
normalised relative equilibria of H, with an emphasis on their energy levels. First note
that the mutual distances between vortices in a normalised relative equilibrium
configuration cannot be too small. More precisely:
Lemma 2.1. For Γi ∈ R+, there exists constant (Γ) which depends only on the
vorticities Γ = (Γ1,Γ2, ..ΓN),1 ≤ i ≤ N , s.t.
inf
z∈Z1
1≤i<j≤N ∣zi − zj ∣2 >  > 0
Remark 1. As the relative equilibria are rigid body motions, we have dropped the
dependence of time of z to simplify the discussion.
This result first appears in the work of O’Neil [30] and has been reproved recently by
Roberts [35] using a renormalisation argument, followed by a detailed discussion on
Morse index of relative equilibria. We here give an alternative proof by the observation
that for a relative equilibirum, the vorticity center of a given cluster also rotates
uniformly.
Proof. : Denote
m(z) = inf
1≤i<j≤N ∣zi − zj ∣2
Suppose to the contrary that zk is a sequence of relative equilibria whose mutual
distances s.t. limk→∞m(zk) = 0. Then by consecutively passing to subsequence if
necessary, we may suppose that there exists an sub-index set V ⊂ {1,2, ..,N} s.t.
zki → z∗,∀i ∈ V . Denote zV as the vector of vortices with index in V. The Hamiltonian
could be separated into two parts, the interactions between vortices in V and otherwise.
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Let H(z) =HV (z) +HV c(z), where
HV (z) = − 1
4pi
∑
i<j
i,j∈V
ΓiΓj log ∣zi − zj ∣2 (9)
HV c(z) = − 1
4pi
∑
i<j(i,j)∉V ×V
ΓiΓj log ∣zi − zj ∣2 (10)
It follows that ∇H(zk)zk = − 1
2pi
L,while ∇HV (zkV )zkV = − 12piLV . Observe that ckV , the
vorticity centre of zkV , also follows a uniform rotation with the vortices. As a result,
c˙kV = ∑i∈V Γiz˙ki∑i∈V Γi = Jω2 ckV (11)
Γiz˙
k
i = J(∇ziHV (z) +∇ziHV c(z)) = JΓiω2 zki , i ∈ V (12)
Since limk→∞ ckV = limk→∞ zki = z∗,∀i ∈ V , We see that lim
k→∞∇HV (zkV ) = 0. But we know
already that ∇HV (zkV )zkV = − 12piLV . As ∣ziV ∣ is bounded (since zk ∈ Z1(H)), this
implies that LV = 0, which contradicts the fact that Γi > 0,∀i ∈ V . As a result, such
sequence zk does not exist. The lemma is proved.
Lemma 2.1 tells us that the relative equilibria are isolated from the diagonals, where
collision happens and singularity rises. With this result in hand, we will study the
distribution of energy levels on which normalised relative equilibria exist. For a subesetA ⊂ R, we denote by µ(A) its Lebesgue measure. Roughly speaking, we show that H1 is
somehow a small subset of R.
Theorem 2.1. For Γi ∈ R+,∀1 ≤ i ≤ N , H1 is a closed set in R. Moreover µ(H1) = 0.
Proof. : Suppose given a sequence of real numbers hk ∈H1 s.t. limk→∞ hk → h∗ ∈ R.
Then by definition of H1, there exists a sequence of normalised relative equilibria
zk ∈ Z1 s.t.
H(zk) = hk → h∗ (13)
Since I(zk) = 1, zk ∈ R2N is a bounded sequence, hence zk k→∞ÐÐÐ→ z∗. Thanks to lemma
2.1, we see that points in Z1 are isolated from collision, hence H is smooth at these
points. As a result
∇H(z∗) = lim
k→∞∇H(zk) = limk→∞− L4pi∇I(zk(t)) = − L4pi∇I(z∗) (14)
I(z∗) = lim
k→∞ I(zk) = 1, (15)
H(z∗) = lim
k→∞H(zk) = limk→∞hk = h∗ (16)
In other words, z∗ ∈ Z1 and H(z∗) = h∗. Hence H1 is a closed set.
Next, consider the function
f ∶ R2N → R
f(z) = 2H(z) + L
2pi
I(z)
Now by proposition 1 ∇f(z) = 0 implies that z ∈ Z1, which is isolated from collision.
Hence Sard’s theorem applies and f(Z1) is a null set. But on Z1, one has I(z) = 1,
hence H1 =H(Z1) is a null set too. The theorem is thus proved.
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One important consequence of theorem 2 is the following corollary:
Corollary 2.1. H0 ∖H1 is an open dense subset of H0.
Proof. : Immediately from theorem 2.1.
2.2 Rational Positive Vorticities And Beyond
So far corollary 2.1 is sufficient for our further need. But when vorticities are positive
rational numbers we can do even more. Actually, if Γi ∈ Q+, we can even prove that
there are only finitely many energy levels on which a normalised equilibrium exists. The
proof of theorem 2.2 below depends on a transformation of Hamiltonian and some
elimination theory in algebraic geometry. We have resumed the detailed proof in
Appendix A.
Theorem 2.2. If Γi ∈ Q+,1 ≤ i ≤ N , then H1 is a finite set.
Proof. : See appendix A.
Theorem 2.2 is interesting in its own right, although we still do not know whether
the number of normalised relative equilibria configurations are finite or not. Actually,
from the proof in appendix A, we see that Γi ∈ Q+ is sufficient but not necessary. More
generally, if
Γi
Γj
∈ Q+,∀1 ≤ i < j ≤ N , the result will hold. In particular, this is case for
identical vorticities:
Corollary 2.2. If Γi = c ∈ R ∖ {0},1 ≤ i ≤ N , then H1 is a finite set.
3 Symplectic Reduction and Relative Periodic
Orbits in the Plane
In this chapter, we will use standard symplectic reduction to study the Hamiltonian in a
reduced phase space. In the first section, we give some properties for the generalized
Jacobi variable introduced by Lim [25]. The main result is the compactness of energy
surface of the reduced Hamiltonian in the reduced phase space. We do not give explicit
calculation for coordinates transformations in this chpater. Instead, a detailed example
of the 5-vortex problem is studied with explicit coordinate transformation in Appendix
B.
3.1 Lim’s generalized Jacobi coordinates
We would like to fix the center of vorticity to the origin thus study only centred orbits.
The reason is that, any non-centred relative equilibrium, when putting into a
rotationing framework around the origin, might automatically become a relative
periodic solution that is not a relative equilibrium. This situation is illustrated in figure
3. However, this kind of solution (orbits in red color in the left of figure 3) is not the
solution that we are searching for. Because it does not give any further insights about
our dynamic system. As a result, we should insist on centred orbits, and we need some
transformation to fix the vorticity centre to the origin.
The usual tool in celestial mechanics is the so called Jacobi coordinates. However,
the usual Jacobi coordinates are not suitable for the N -vortex problems. This is
because the conjugate variables (q, p) are separated in the Hamiltonian for Newtonian
gravitation N-body problem, i.e.,
H(q, p) = ∣p∣2
2
+U(q) (N-Body)
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Figure 3. A non trivial relative periodic (left) coming from a non-centred relative
equilibrium in the original phase space (right)
while in N -vortex problem the conjudate variables (x, y) are mixed
H(x, y) = − 1
4pi
N∑
i,j=1,i<j ΓiΓj log ∣zi − zj ∣2 (N-Vortex)
Hence if we perform a normal Jacobi transforamtion, we can fix the center of vorticity,
but the resulting new Hamiltonian might be no longer invariant under rotation. There
has been some study on symplectic transformations adapted to the N -vortex problem.
For example [9, 19,25] and so on. In particular, Lim’s method in [25] has introduced a
canonical transformation for the N -vortex Hamiltonian based on graph theory. This
transformation works particularly well when all the vorticities are postive, and is quite
ideal for our purpose of evaluating the energy surfaces. We hence apply Lim’s
generalized jacobi coordinates to simplify our N -vortex system.
First, we make the change of variable
Zi = (Xi, Yi) = (√Γixi,√Γiyi) (17)
It turns out that Z = (Z1, Z2, ..., ZN) follows the usual Hamiltonian system
Z˙(t) =XHˆ(Z(t)) = JN∇Hˆ(Z(t)) Z = (Z1, Z2, ..., ZN), Zi ∈ R2 (H2)
where
Hˆ(Z) = − 1
4pi
N∑
i,j=1,i<j ΓiΓj log ∣ Zi√Γi − Zj√Γj ∣2
Then for the new variables,
Pˆ (Z(t)) = ∑
1≤i≤N
√
ΓiXi(t), Qˆ(Z(t)) = ∑
1≤i≤N
√
ΓiYi(t), Iˆ(Z(t)) = ∑
1≤i≤N ∣Zi(t)∣2
are first integrals. We identify till the end of this section the coordinate in
Zk = (Xk, Yk) ∈ R2 to the complex number Zk =Xk + iYk. A transformation from CN to
CN will also be considered as a transformation from R2N to R2N .
Proposition 2. ( [25, page 263]) There exists a linear transformation for the positive
planar N-vortex problem
φ ∶ CN → CN
Z = (X,Y ) φÐ→W = (q, p)
s.t.
1. φ is unitary;
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2. In the new coordinate W = (q,p), one has
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
qN = ∑1≤N √ΓiXi∑1≤i≤N Γi
pN = ∑1≤N √ΓiYi∑1≤i≤N Γi
. (18)
Since U(N) = O(2N)⋂SP(2N), the transformation φ, seen as a transformation
R2N
φÐ→ R2N , is thus a real linear symplectic transformation. As a result, we see that qN
is a first integral and pN as its conjugate variable is cyclic. We can thus fix qN = pN = 0,
and get a reduced Hamiltonian on R2N−2:
H¯(q1, p1, q2, p2, ..., qN−1, pN−1; qN = pN = 0) = H¯(W;WN = 0) (19)
Consider the dynamic system
W˙(t) = XH¯(W(t)) (H3)
We resume some properties of the new Hamiltonian H¯:
Proposition 3. Consider the Hamiltonian system (H3) and the original Hamiltonian
system (H1) and (H2) . Then:
1. Any orbit of H¯ is a centred orbit of H;
2. The system (H3) is invariant under rotation;
3. Define
I¯(W ) = ∑
1≤i≤N−1(p2i + q2i ) (20)
Then I¯(W) = Iˆ(Z).
Proof. : These propositions are direct consequences of the special symplectic
transformation φ.
1. (qN , pN) corresponds to the vorticity centre in the original Hamiltonian and they
are fixed at 0. Hence all the orbits of H¯ are centred orbit of H.
2. φ is a linear transformation CN
φÐ→ CN . The term log ∣Zi
Γi
− Zj
Γj
∣2 under the
transformation φ now becomes
log ∣ Zi√
Γi
− Zj√
Γj
∣2 = log ∣∑1≤k≤N−1 ckiWi√
Γi
− ∑1≤k≤N−1 ckjWj√
Γj
∣2 (21)
where the coefficients cki and ckj are decided by φ. It is clearly still invariant under
rotation.
3. We know that I(z) is a first integral for system (H1), hence Iˆ(Z) = ∑1≤i≤N ∣Zi∣2 is
a first integral for system (H2). Now that φ is orthogonal, we have∑1≤i≤N ∣Zi∣2 = ∑1≤i≤N ∣Wi∣2, while WN = (qN , pN) = 0, we see that actually∑1≤i≤N ∣Wi∣2 = ∑1≤i≤N−1 ∣Wi∣2. In other words, I¯(W) = Iˆ(Z).
Recall we are interested in normalised orbits of the original Hamiltonian system
(H1). According to results in the previous proposition, they can be characterized by the
new coordinates, i.e.:
Proposition 4. The orbits of system (H3) which satisfies I¯(W) = 1 are the normalised
orbits of the system (H1).
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3.2 Energy Surface in Reduced Phase Space
The Hamiltonian system (H3) with H¯(W;WN = 0) ∶ R2N−2 → R is invariant under
rotation, and I¯(W) is the first integral. By the theory of the standard symplectic
reduction, we can fix I¯ = 1 and apply Hopf-fibration, it turns out that (H3) canonically
induces a Hamiltonian system
˙˜W = XH˜(W˜) = J˜ (W˜)∇H˜(W˜) (H4)
on CPN−2 [1]. Each point in CPN−2 represents a equivalent class of configurations up to
the translation (by fixing qN = pN = 0) the rotation (by taking quotient of SO(2)), and
the homothety(by fixing I¯(W) = 1, thus ∇I¯(W) ≠ 0). By Proposition 4, each orbit on
CPN−2 stands for a relative normalised orbit of system (H1). We resumed the whole
reduction process in the following diagram:
S1
R2N R2N−2 S2N−3
CPN−2
qN=pN=0 I¯=1
/SO(2)
Although the energy surfaces for original Hamiltonian is not even bounded, due to
the invariance under translation and the opposited singularities in logarithm function,
the energy surface of the reduced Hamiltonian is indeed compact.
Lemma 3.1. Let c ∈ R. Consider the hypersurface Sc = H˜−1(c) ⊂ CPN−2. If Sc ≠ ∅,
then Sc is compact.
Proof. : Consider the set S¯c = H¯−1(c) ∩ I¯−1(1), which is the lifted set of Sc from CPN−2
to S2N−3. If S¯c is compact, then Sc will be compact by quotient topology. First, S2N−3
is a bounded manifold, hence the boundedness of S¯c. Next, recall that I¯(W) = 1 for all
points in S¯c, which implies that all the mutual distances are bounded from above, since
each squared mutual distance is a quadratic functions of W, as is shown in (21). In
other word, by the fact that H¯ and I¯ are preserved by the lifted flow of φH¯ , the mutual
distances cannot be too small. As a result, the energy surface S¯c is isolated from
singularity. But then the preimage of a closed set must be closed, hence S¯c is closed.
Hence S¯c is compact. So is Sc.
3.3 Symplectic Capacity and Existence of Normalised
Non-Trivial Relative Periodic Orbits
We are now ready to prove the theorem concerning the existence of NTNRPOs of
system (H1). Our main tool is the so called symplectic capacity, in particular the
Hofer-Zehnder capacity c0 [18], which links periodic solution of Hamiltonian system to
symplectic invariant. It is closely related to the searching of periodic orbits on a
prescribed energy surface, initially studied by Rabinowitz [33] and Weinstein [44]. For
general introduction to symplectic capacity theory one could turn to [18,41] and the
references therein.
Theorem 3.1. Suppose that Sc = H˜−1(c) is a non-empty regular hypersurface, then
there exists a non-constant sequence λk → c and a sequence of normalised non-trivial
relative periodic orbits zk(t) of system (H1) s.t. H(zk) = λk.
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Proof. : Since the hypersurface Sc is regular, and by Lemma 3.1 it is compact. In other
words, the vector field ˙˜W = ∇H˜(W˜ )∣∇H˜(W˜ )∣2 is locally well defined. By consequence we can
almost surely extend Sc to a 1-parameter family of regular energy surfaces S(δ), with− < δ <  and S(δ) = Sc+δ. Define
U = ⋃
δ∈(−,)S(δ)
Let c0(CPN−2, ω) be the symplectic capacity, where ω = Im(g) and g is the induced
Ka¨hler metric by the standard Hermitian, then c0(CPN−2, ω) = pi <∞
( [17, Corollary 1.5]), thus a fortiori, c0(U,ω) <∞. Classical result of almost existence
( [18, Theorem 4.1]) now implies the existence of infinitely many non-constant
periodic solutions {W˜k}k∈N of the Hamiltonian system (H4) and a corresponding
non-constant sequence {λk}k∈N, which satisfy that H˜(W˜k) = λk → c.
Now given a non-constant periodic orbit W˜
k(t) = φH˜(t) ⊂ CPN−2 of system (H4), its
lifted orbit zk = φH(t) ⊂ R2N is a normalised relative periodic solution of the original
Hamiltonian system (H1). We show that zk is not a relative equilibrium. Recall that by
our construction of the reduced phase space, the vortex center of zk(t) is fixed at 0. If
zk(t) is a relative equilibrium, then W˜k(t) is a fixed point in the reduced space, which
contradicts the fact that W˜
k(t) is a non-constant periodic solution. The theorem is
thus proved.
Remark 2. Strictly speaking the reduced dynamics is only defined on CPN−2 ∖ ∆˜. Here
∆˜ is projection of the generalized diagonal ∆ where collision ( of two or multiple
vortices) happens, i.e.,
∆ = {z ∈ R2N ∣ zi = zj for some 1 ≤ i < j ≤ N}
Fortunately, as we see in lemma 3.1 that the energy surface S˜c is bounded away from ∆˜,
this subtlety thus does not have impact on our proof.
We have seen that the existence of infinitely many NTNRPOs depends on the
existence of a regular energy surface of the reduced Hamiltonian. Since fixed points of
the reduced Hamiltonian H˜ lift to normalised relative equilibria of the original
Hamiltonian H. Thus to understand where are these NTNRPOs, we must have some
information about the distribution of the set H1 in the set H0. But this has already
been answered by theorem 2.1 and corollary 2.1. We resume all the discussion above
and theorem 1.1 is thus proved:
of theorem 1.1. : By combining theorem 3.1 and corollary. Theorem 3.1 implies thatH2 is dense in H0 ∖H1. Corollary 2.1 implies that H0 ∖H1 is dense in H0. As a resultH2 is dense in H0.
Remark 3. To know if there exists a periodic solution exactly on the prescribed energy
surface, we need in general more condition, for example being of a contact type, see [42].
4 Discrete Symmetric Reduction and Centre
Symmetric Normalised Non-Trivial Relative
Periodic Orbits
So far we have only considered the continuous symmetry, and have used the symplectic
reduction to work in the reduced phase space. The factors that allowed us to find
NTNRPOs are essentially:
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1. The unitary change of variable;
2. Existence of regular and compact energy surface;
3. The finite symplectic capacity of the reduced spaces.
On the other hand, one could alternatively impose discrete symmetric constraints on
the orbits, which will largely reduce the degree of freedom until the reduced phase space
is simple enough for explicit investigation.
The systematic investigation of this direction starts from Aref [4], where the double
alternate ring configurations are studied in details. Then Koiller [22] studied two and
three vortex rings together with their bifurcations. One could turn to [5] for the
generalisation of previous results to various 2-dimensional manifolds. Later on, Tokieda,
Soulie`re, Montaldi and Laurent-Polz, among others, further generalized this method to
find non-equilibrium (relative) periodic solutions of the so called ”dansing vortices” on
spheres and other manifolds under different symmetric group actions [23,27,37,40].
Essentially these existence results are based on two steps: In the first step, discrete
symmetric reductions are carefully chosen to reduce the phase space to be
2-dimensional. Next, by fixing a regular energy level, one gets a 1-parameter curve in
1-dimensional compact space, which is diffeomorphic to a circle. As a result the
(relative) periodic solutions are found.
In this chapter, we explain how to mix symplectic reduction and center symmetric
reduction to get plenty of normalised non-trivial relative periodic solution with a center
of symmetry. The whole idea is represented in the following example:
Example 1. Let a1, a2, b1, b2 be 4 vortices of positive vorticity. Moreover, the
vorticities of ai and that of bi are the same, denoted by Γi, i = 1,2. Consider that at
time 0, ai(0) = −bi(0). Then by symmetry of the Hamiltonian, we see that
ai(t) = −bi(t),∀t ∈ R. As a result, the Hamiltonian H(a1, a2, b1, b2) could be considered
as a system of 2 vortices:
Hsym(z) = − 1
4pi
(2Γ1Γ2(log ∣a1 − a2∣2 + log ∣a1 + a2∣2) + 2∑
i=1 Γ2i log ∣2ai∣2)
If we can find a relative periodic solution of this modified 2-vortex problem, we then will
have actually found a symmetric relative periodic solution of the original 4-vortex
problem. In particular, the above simplified Hamiltonian is still invariant under rotation.
It turns out that, by mixing the discrete symmetry reduction with the symplectic
reduction, the reduced phase space is
S1
R8 R4 S3
CP1
z=− z I= 12
/SO(2)
Now that each term in the logarithm is a quadratic function, and I = 1, we conclude
that the non-vide energy hypersurfaces are compact. Moreover a1, a2 forms a relative
equilibrium, if and only if a1, a2, b1, b2 also forms a symmetric relative equilibrium.
We claim the result more precisely:
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Figure 4. An example of a M ×N -vortex configuration that is CN symmetric, with
M=3, N=4
Definition 3. Let M,N ∈ N. We say a centred M ×N -vortex configuration is
CN -symmetric, if
z = eJM×N 2piN z (22)
We say a centred M ×N -vortex problem orbit is a CN symmetric orbit, if z(t) is a CN
symmetric configuration for all t ∈ R.
Example 2. Let M = 3 and N = 4, figure 4 shows roughly how these vortices are
arranged at time 0.
Remark 4. A CN symmetric orbit is automatically a centred orbit.
Now consider a M ×N -vortex problem, with M groups of vortices, and each group
Ml contains N vortices of the same vorticity Γl > 0. At time 0, we put each group Ml
into a CN symmetric configuration, i.e., ∀1 ≤ i ≤ N,1 ≤ l ≤M
zli = eJ 2pi(i−1)N zl1 (23)
Then by symmetry of the Hamiltonian, we will have an orbit s.t. each vortices in each
group Mi,1 ≤ i ≤M follow a CN symmetric orbit. We only need to study the
Hamiltonian taking the CN symmetry into account. Denote wl = zl1, 1 ≤ l ≤M for short,
which serves as a representative of the N vortices in the l-th group Ml. We then
consider the simplified Hamiltonian system
Γw˙(t) = XHsym(w(t)) = JM∇Hsym(w(t)) w = (w1,w2, ...,wM), wi ∈ R2 (H-Sym)
where
Hsym(w) = − 1
4pi
∑
1≤p,q≤M
1≤i,j≤N(p,i)≠(q,j)
ΓpΓq log ∣eJ 2piiN wp − eJ 2pijN wq ∣2
Clearly each periodic solution of the system (H-Sym) will imply a CN symmetric
periodic solution of the original M ×N -vortex problem as in system (H1). If we further
more require that I(w) = 1
N
, then it corresponds to a normalised CN -symmetric
periodic solution of the original M ×N -vortex problem as in system (H1).
We resume the above discussion in the following proposition:
Theorem 4.1. Consider the above symmetric M ×N -vortex problem with positive
vorticities s.t. Γli = Γlj ,1 ≤ l ≤M,1 ≤ i < j ≤ N . LetZsym0 = {w∣w is a normalised orbit of the system (H-Sym)}Zsym2 = {w∣w is a NTNRPO of the system (H-Sym)}Hsym0 = {h ∈ R∣h =Hsym(w), z ∈ Zsym0 }Hsym2 = {h ∈ R∣h =Hsym(w), z ∈ Zsym2 }
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Then Hsym2 is dense in Hsym0 . In other words, there are infinitely many CN -symmetric
non-trivial normalised periodic solutions of the original M ×N -vortex problem in system
(H1).
Proof. : Similar as the discussion in theorem 1.1.
Remark 5. Again, since one doesn’t need to worry about the degree of freedom, we can
take M to be any positive integer, as long as there exists regular and compact energy
surface in the (symplectically and symmetrically) reduced phase spaces.
It is clear to see the advantages and drawbacks of our method compared to previous
works:
1. The symplectic capacity does not have constraints on the dimension of reduced
phase space, hence problem with more degrees of freedom could be considered.
2. The symplectic capacity does have constraints on the topology of reduced phase
space, thus only applies to certain phase manifolds. In particular, in our planar
case, we need a positive vorticity situation.
One can also compare our argument to variational methods with symmetry constraints
applied in celestial mechanics, for example, the discussion in [14] [12]. There, a
variational argument, i.e., the Marchal’s lemma (as a consequence of the minimisation
of Lagrangian and a careful analysis of Kepler’s orbit) is applied to get one part of the
collision free orbit. Then the discrete symmetry is applied to complete the whole orbit.
One can consider our argument as having a similar flavor, where the black box of
Marchal’s lemma is replaced by that of symplectic capacity. However, the symplectic
capacity gives us the whole orbit directly. On the other hand, the admissible symmetry
groups in our setting is less rich than those in the celestial mechanics setting, see for
example [13].
A Finiteness of Energy Levels For Normalised
Equilibria With Positive Rational Vorticities
In this appendix we prove theorem 2.2 in chapter 2. First we give some definitions as
preparation.
Definition 4. A closed algebraic set is the locus of zeros of a collection of
polynomials.
The following lemma is taken from Albouy and Kaloshin [2]:
Lemma A.1. ( [2, page 540])Let X be a closed algebraic subset of CN and f ∶ CN → C
be a polynomial. Either the image f(X) ⊂ C is a finite set, or it is the complement of a
finite set. In the second case one says that f is dominating.
A necessary condition for a polynomial to be dominating is the following condition:
Lemma A.2. ( [28, page 42]) A dominating polynomial f on a closed algebraic subset
possesses smooth points, i.e., points where the dimension of the tangent space is
minimal and where df ≠ 0.
Now back to our subject. Consider the Hamiltonian system
Γz˙(t) = XG(z(t)) = J∇G(z(t)) z˙ = (z1, z2, ..., zN), zi ∈ R2 (G1)
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G(z) = ∏
1≤i<j≤N ∣zi − zj ∣ΓiΓj
The relation between the Hamiltonian G and Hamiltonian H is justified by the relation
G(z) = exp{−2piH(z)}. The dynamic interpretation of this reparametrization is that, in
case of no collision, we reparametrise the orbit; while when ever collision happens, we
replace the collision orbit by a fixed point. We defineZ1(G) = {z ∈ R2N ∣z is a normalised relative equilibrium of the system (G1)}Z2pi(G) = {z ∈ R2N ∣z is a relative equilibrium of the system (G1),
with minimal period T = 2pi}G1 = {g ∈ R∣g = G(z),z ∈ Z1(G)}G2pi = {g ∈ R∣g = G(z),z ∈ Z2pi(G)}
Note that for all relative equilibrium in Z2pi(G) the angular velocity ω = 2pi
T
is fixed to
be 1. The first observation is the following rescaling property. Recall that
L = ∑
1≤i<j≤N ΓiΓj .
Lemma A.3. Suppose z(t) is an orbit of (G1). Then for λ > 0, z˜(t) = λz(λL−2t) is
also an orbit of (G1).
Proof. : This can be verified directly. Let z˜(t) = αz(βt). Since z(t) is an orbit, we have
z˙i(t) = J∇ziG(z(t)) = J∑
i≠j ΓiΓj( G(z(t))∣zi(t) − zj(t)∣ΓiΓj ∣zi(t) − zj(t)∣ΓiΓj−2(zi(t) − zj(t)))
(24)
As a result, we have
˙˜zi(t) = Jαβ∇ziG(z(βt))= Jαβ∑
i≠j ΓiΓj( G(z(βt))∣zi(βt) − zj(βt)∣ΓiΓj ∣zi(βt) − zj(βt)∣ΓiΓj−2(zi(βt) − zj(βt)))
= Jα2−Lβ∑
i≠j ΓiΓj( G(αz(βt))∣αzi(βt) − αzj(βt)∣ΓiΓj ∣αzi(βt) − αzj(βt)∣ΓiΓj−2(αzi(βt) − αzj(βt)))= Jα2−Lβ∇ziG(z˜(t))
Let α = λ,β = λL−2, the result follows.
For a centred relative equilibrium of (G1), the energy, the angular velocity and the
angular momentum are closely related by the following lemma:
Lemma A.4. Suppose now that z is a centred relative equilibrium of (G1), with
angular velocity ω and angular momentum I(z). Then
1. ∇G(z) = ω
2
∇I(z(t))
2. ω = LG
I
Proof. : 1. This is direct consequence by the definition of the centred relative
equilibrium.
2. Given that ∇G(z) = ω
2
∇I(z(t)), we take inner product with z on both sides and
the result follows.
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Lemma A.5. If Γi ∈ N+ and Γi ≥ 2, then G2pi is a finite set.
Proof. : Consider z ∈ Z2pi(G), it satisfies the following algebraic systems
(x1
y1
) =∑
1≠iΓiδi1 (x1iy1i)
(x2
y2
) =∑
2≠iΓiδi2 (x2iy2i)⋮ (P)
(xN
yN
) = ∑
N≠iΓiδiN (xNiyNi)
where xij = xj − xi, yij = yj − yi, and δij = G(z) = ( ∏
1≤p<q≤N(p,q)≠(i,j)
∣zp − zq ∣ΓpΓq)∣zi − zj ∣ΓiΓj−2.
If we consider xi, yi and δij as complex numbers, the system (P) is a polynomial system
in C2N . This system then defines a closed algebraic subset A ⊂ C2N .
On the other hand, by lemma 2 in chapter 2, we see that ∇G(z) = ω
2
∇I(z(t)) while
ω = LG
I
. Taking ω = 1, it turns out that for any z ∈ G2pi, it satisfies
2∇G(z) = ∇I(z(t)), I = LG (25)
Consider the function g = 2G + I as a polynomial on A. Since dg = 0 on A, g does not
possede any smooth point on A. As a result g is not a dominating polynomial due to
lemma A.2 . Thus according to lemma A.1, g(A) contains only finitely many values in
C. But on A, we must have g = 2G + I = (L + 2)G. Since L > 0 is a constant, we thus
conclude that G itself only gain finitely many values on A. In otherwords, G2pi is a
finite set.
We have proved that relative equilibrium with fixed angular velocity only possedes
finitely many energy levels. This however implies that relative equilibrium with fixed
angular possedes only finitely many energy levels too.
Lemma A.6. If Γi ∈ Q+, then G1 is a finite set.
Proof. : First, we assume that Γi ∈ N+ and Γi ≥ 2. In this case, Suppose to the contrary
that {zk}k∈N ∈ Z1(G) s.t.
0 < G(z1) < G(z2) < G(z3)... < G(zk) < ... (26)
by lemma A.4 their frequencies satisfy ωk = LG(zk)
I(zk) = LG(zk) > 0, moreover (26)
implies
0 < ω1 < ω2 < ... < ωk < ... (27)
Now define z˜k(t) = (ωk) 12−L zk( 1
ωk
t), by lemma A.3, z˜k ∈ G2pi. Then by lemma A.5,
G(z˜k) has only finite values. Again by lemma A.4 , I(z˜k) = LG(z˜k). Thus
I(z˜k) = (ωk) 22−L has only finite values. By (27) this leads to a contradiction. As a
result, the lemma is proved.
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Now for general case, suppose that Γi = pi
qi
∈ Q+. let K = lcm(q1, q2, ..., qn) be the
least common multiple of q1, q2, ..., qN . Consider now the new Hamiltonian
G˜ = ∏
1≤i<j≤N ∣zi − zj ∣Γ˜iΓ˜j (G2)
with Γ˜i = 2KΓi,1 ≤ i ≤ N . Now Γ˜i ∈ N+ and Γ˜i ≥ 2, thus we are back to previous
situation. As a result G˜1 is a finite set. But note that G˜(z) = (G(z))4K2 andZ1(G˜) = Z1(G), hence G1 itself is also a finite set and the lemma is proved.
Now it is easy to prove Theorem 2.2:
Proof. (proof of Theorem 2.2): Clearly Z1(H) = Z1(G) , and
G(z) = exp(−2piH(z)). Since G1 is a finite set, H1 is a finite set too.
We have thus proved Theorem 1 under the assumption that Γi ∈ Q+. Some remarks
might be useful:
Remark 6. Note that we have only proved the finiteness of energy surface for
normalised relative equilibria, not the finiteness for normalised relative equilibria.
Remark 7. The switching from logarithm to polynomial serves to provide a linear
relation between G(z) and I(z) when z is a relative equilibrium. Actually, if we work
directly with H, one verifies that ∇H(z)z = − L
2pi
for any orbit z, with is a constant and
we cannot benifit from any homogeneous condition.
B Canonical Transformation In Symplectic
Reduction: Five Vortices As An Example
In this appendix we use explicit canonical transformation to proceed the symplectic
reduction for a 5-vortex problem. It can be generalized to N -vortex without any extra
difficulty assuming that the vorticities are all positive. We will sometimes switch
between real transformations and complex transformations without emphasizing it when
no confusion should happen. To this end, consider the vortex Hamiltonian in the plane:
Γz˙(t) =XH(z(t)) = J∇H(z(t)) z˙ = (z1, z2, ..., zN), zi ∈ R2
where
H(z) = − 1
4pi
N∑
i,j=1,i<j ΓiΓj log ∣zi − zj ∣2,Γi > 0
First, we make the change of variable Zi = (Xi, Yi) = (√Γixi,√Γiyi). It turns out that
Z = (Z1, Z2, ..., ZN) follows the usual Hamiltonian system
Z˙(t) = XH(Z(t)) = J∇H(Z(t)) Z = (Z1, Z2, ..., ZN), Zi ∈ R2
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Now apply the following generalized Jacobi coordinates calculated in [25]. Let W = TZ,
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
( Γ1Γ2
Γ1+Γ2 ) 12 ( Γ3Γ4
Γ3+Γ4 ) 12 ( (Γ1+Γ2)Γ5
Γ1+Γ2+Γ5 ) 12 ( (Γ1+Γ2+Γ5)(Γ3+Γ4)
Γ1+Γ2+Γ3+Γ4+Γ5 ) 12
1
Γ1+Γ2+Γ3+Γ4+Γ5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1√
Γ1
1√
Γ2
0 0 0
0 0 − 1√
Γ3
1√
Γ4
0−√Γ1
Γ1+Γ2 −
√
Γ2
Γ1+Γ2 1√Γ5−√Γ1
Γ1+Γ2+Γ5 −
√
Γ2
Γ1+Γ2+Γ5
√
Γ3
Γ3+Γ4
√
Γ4
Γ3+Γ4 −
√
Γ5
Γ1+Γ2+Γ5√
Γ1
√
Γ2
√
Γ3
√
Γ4
√
Γ5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
while T = AB. Then the transformation T ∶ C5 → C5
W = TZ, (q, p) = T (X,Y )
when seen as a transformation R10 → R10, defines a symplectic transformation.
Now since q5 is a first integral, p5 is a cyclic variable. We can fix their value to be
both 0 and reduce the Hamiltonian to
W˙(t) =XH(W(t)) = J∇H(W(t)) W = (W1,W2, ...,W4; (0,0)), Wi ∈ R2
We see that the symplectic transformation T is linear, as a result the Hamiltonian
expressed in the new conjugate variables W is still invariant under rotation. In other
words,
4∑
i=1 ∣Wi∣2 = cst
is a first integral. Next, consider the polar coordinates Wi = (qi, pi)→ W¯i = (ri, θi) by
letting
Wj = rjeiθj , 0 ≤ rj <∞,0 ≤ θj < 2pi, 1 ≤ j ≤ N − 1
Let ρj = r2j2 . Consider the change of variable:
W¯ = (r, θ)→ W˜ = (I, φ)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
I1 = ρ1 + ρ2 + ρ3 + ρ4
I2 = ρ2
I3 = ρ3
I4 = ρ4
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
φ1 = θ1 mod (2pi)
φ2 = θ2 − θ1 mod (2pi)
φ3 = θ3 − θ1 mod (2pi)
φ4 = θ4 − θ1 mod (2pi)
It can be easily verified that S ∶ (q,p)→ (I, φ) is a symplectic transformation.
Moreover, since I1 is a first integral, φ1 is a cyclic variable. Thus we can fix I1 = 1 and
the resulted Hamiltonian represents the dynamics on CP3.
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