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For an integral domain D of dimension n, the dimension of
the polynomial ring D[x] is known to be bounded by n + 1
and 2n + 1. While n + 1 is a lower bound for the dimension
of the power series ring D[[x]], it often happens that D[[x]] has
inﬁnite chains of primes. For example, such chains exist if D
is either an almost Dedekind domain that is not Dedekind or
a rank one nondiscrete valuation domain. One concern here is
developing schemes by which such chains can be constructed in
D[[x]] when D is an almost Dedekind domain. A consequence
of these constructions is that there are chains of primes similar
to the set of ω1 transﬁnite sequences of 0’s and 1’s ordered
lexicographically.
© 2011 Elsevier Inc. All rights reserved.
It is well known that if D is a Noetherian domain of dimension n, then the polynomial ring D[x]
and the ring of formal power series D[[x]] are both Noetherian of dimension n + 1. If D is an n-
dimensional domain which is not Noetherian, then D[x] can have dimension larger than n + 1, but
the dimension is still always ﬁnite. In particular, D[x] has dimension at most 2n + 1 when D has
dimension n. In contrast to this, Jimmy Arnold proved in 1973 [1] that for a particular large class
of non-Noetherian domains the ring of formal power series is always inﬁnite-dimensional. This holds
true even when the domain D has dimension 1.
The property in question in Arnold’s paper is the SFT (strong ﬁnite type) property. An ideal I of
a domain D is said to have the SFT-property provided there exists a ﬁnitely generated ideal J with
J ⊆ I and a positive integer n such that dn ∈ J for every d ∈ I . (So any ﬁnitely generated ideal trivially
has the SFT-property.) A domain D is said to have the SFT-property provided every ideal of D has
the SFT-property. Arnold’s main result is that if D is an n-dimensional domain which does not have
the SFT-property, then D[[x]] is inﬁnite-dimensional.
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P [[x]], the ideal of power series with coeﬃcients in P , is properly larger than the ideal P D[[x]], the
ideal in D[[x]] generated by elements of P . The inﬁnite chains of prime ideals lie between P D[[x]]
and P [[x]].
Two aspects of Arnold’s paper motivated the current authors. One is that the conditions Arnold
places on power series in order to prove his results are quite technical and nonintuitive. The other is
that the proof is an existence proof which does not indicate the structure of the prime ideals which
are proven to exist.
The scope of this paper is not as wide as that of Arnold’s paper. We focus on one speciﬁc type of
non-SFT-domain: non-Noetherian almost Dedekind domains; equivalently, one-dimensional domains
that are not Dedekind but locally are discrete rank one valuation domains. One fairly simple con-
sequence of SFT is that if a prime ideal P is an SFT-ideal, then it must be the radical of a ﬁnitely
generated ideal. If D is an almost Dedekind domain that is not Noetherian, then it has at least one
maximal ideal M that is not ﬁnitely generated. Such a maximal ideal cannot be the radical of a ﬁnitely
generated ideal. On the other hand, since MDM is principal, for each nonzero ﬁnitely generated ideal
I ⊆ M , there is an integer n such that (MDM)n ⊆ I DM .
The primary goal of this paper is to construct inﬁnite chains of prime ideals in D[[x]] for a non-
Noetherian almost Dedekind domain D . The principal tool is to construct an appropriate function
which provides a measure of how “large” a given power series is. The key is that once such a func-
tion has been deﬁned, we show that the collection of power series which are “larger” than a given
power series constitutes a prime ideal. We then show that we can construct power series which are
arbitrarily large or arbitrarily small relative to a given power series (of a certain type). A consequence
is it that the chains of prime ideals are actually doubly inﬁnite (inﬁnite ascending and inﬁnite de-
scending). In fact, we prove some very precise results concerning the cardinality of chains of primes
(of a certain type) and the existence of large chains of primes in between two given (nonadjacent)
primes.
The results in Section 1 are quite general and not restricted to almost Dedekind domains. In Sec-
tion 2, we use the general results from Section 1 and some fairly speciﬁc algorithms to construct
chains of primes in D[[x]] for a very restricted type of non-Noetherian almost Dedekind domain. In
Section 3, we extend these methods to arbitrary non-Noetherian almost Dedekind domains and in-
clude examples to illustrate some differences.
1. Prime chain orderings
Let D be an integral domain and suppose P = {Pα} is a (nonempty) chain of prime ideals. There
are two natural relations that arise from this chain, an equivalence relation ∼P and a corresponding
order relation P that gives rise to a linear order on the equivalence classes of ∼P . For f , g ∈ D ,
we deﬁne f P g if there is a prime Pβ ∈ P such that f ∈ Pβ and g /∈ Pβ , and f ∼P g if for each
Pγ ∈ P either both f , g ∈ Pγ or neither f nor g is in Pγ . It is clear that the sets { f ∈ D | f P 0}
and { f ∈ D | 1P f } are empty. Other useful properties of this pair of relations include the following.
(i) For each pair f , g ∈ D , exactly one of f P g , g P f and f ∼P g holds.
(ii) f ∼P u f for each unit u ∈ D .
(iii) If f P g , then f g ∼P f and f + g ∼P g .
(iv) If f P g and f P h, then f P gh.
(v) If f ∼P g , then f g ∼P f and either f + g ∼P f or f + g P f .
(vi) If e ∼P f , f P g and g ∼P h, then f P h, e P g and e P h.
(vii) If f P g and g P h, then f P h.
If we reverse the view and suppose simply that ∼ and  are nontrivial relations on D such
that ∼ is an equivalence relation,  is transitive (= property (vii)) and the pair (∼,) satisﬁes
properties (i)–(vi), then the pair gives rise to a corresponding chain of primes P such that ∼ is ∼P
and  is P . We will refer to such a pair (∼,) as a prime chain ordering. Note that if f ∈ D is
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P f = {g ∈ D | g  f } and the prime P f = P f ∪ {h ∈ D | h ∼ f }.
Theorem 1.1. Let (∼,) be a prime chain ordering on an integral domain D and let W = {d ∈ D | 0 d}.
(1) For each nonempty subset S of W , the set P S = {d ∈ D | d  s for each s ∈ S} is a prime ideal of D.
Moreover, P S = {b ∈ D | b  s for each s ∈ D\P S }.
(2) Let P be the set of primes of the form P S . Then P is a chain such that ∼ is ∼P and  is P . Moreover,
P is closed to unions and intersections.
Proof. Let S be a nonempty subset of W and let s ∈ S . For d, e ∈ P S , d  s and e  s. By (vi) and
(vii), if f ∈ D is such that f ∼ e or f  e, then f  s and therefore f ∈ P S . Also by (i), we may
assume one of d ∼ e and d  e holds. If d  e, then de ∼ d  s and d+ e ∼ e  s by (iii) and (vii). On
the other hand, if d ∼ e, then de ∼ e  s and either d + e ∼ e  s or d + e  e  s by (v) and (vii).
Thus in both cases d+ e and de are in P S .
Next let t ∈ D\P S . Then there is an element v ∈ S such that either v ∼ t or v  t . No matter
which occurs, d  t and e  t since d  v and e  v . By (iii), dt ∼ d  s and et ∼ e  s. Hence P S is
an ideal of D .
To see that P S is prime it suﬃces to show its complement is multiplicatively closed. To this end
suppose a, c ∈ D\P S . As with d and e we may assume either a ∼ c or a  c. In both cases ac ∼ a.
Since a is not in P S , there is an element w ∈ S such that either w  a or w ∼ a. In the ﬁrst case
w  ac and in the second w ∼ ac, both imply ac is in the complement of P S . Thus P S is prime.
Moreover, (i) and (vii) imply P S = {a ∈ D | a  u for each u ∈ D\P S }.
Let PT be a prime distinct from P S with an element f ∈ PT \P S . Then d  f for each d ∈ P S . For
z ∈ T , we have f  z. Thus d  z. Hence d ∈ PT and P S  PT .
By conditions (ii) and (iii), 0 1 and the sets {g ∈ D | g  0} and { f ∈ D | 1 f } are empty. Thus
P {1} is the largest prime of the form P S , and PW = {h ∈ D | h ∼ 0}, the latter may be nonzero.
Finally, we show that P is closed to unions and intersections. Let {Pα}α∈A be a set of primes in
P with A an ordered indexed set such that Pα  Pβ if and only if α < β and let Sα = D\Pα for
each α. For the union, there is nothing to prove if
⋃
Pα = P {1} . Similarly, there is nothing to prove
for the intersection if
⋂
Pα = PW . Also there is nothing to prove if {Pα} (equivalently A) has both a
minimum member and a maximum member.
Assume {Pα} has no maximum member. Then for each α ∈ A, there is a β ∈ A such that α < β
and Pα  Pβ . In this case, set T =⋂ Sα and compare PT with ⋃ Pα . For each q ∈⋃ Pα , there is an
α ∈ A such that q ∈ Pα . Then q ∈ Pβ for each β  α. Thus q  s for each s ∈ Sβ when β  α. Since
Sβ ⊆ Sα for β  α, q  t for each t ∈ T . Thus ⋃ Pα ⊆ PT .
For the reverse containment, suppose p ∈ PT . If p is in no Pα , then it is in each Sα in which case
p ∈⋂ Sα = T , a contradiction. Thus ⋃ Pα = PT ∈ P(U).
Next consider the case that {Pα} has no minimum. Then for each α ∈ A there is a γ ∈ A such that
γ < α and Pγ  Pα . In this case, set S =⋃ Sα and compare P S with ⋂ Pα . Suppose p ∈ P S . Then
p  s for each s ∈ S and therefore, for each α, p  sα for each sα ∈ Sα . It follows that p ∈⋂ Pα .
For the reverse containment, suppose q ∈ ⋂ Pα . Then for each α, q  sα for each sα ∈ Sα . It
follows that q  s for each s ∈⋃ Sα = S . Hence q ∈ P S . 
In [2], Mel Henriksen used such a prime chain ordering to prove that there are chains of primes
in the ring of entire function of length 2c (under the continuum hypothesis). He derived his order-
ing based on a comparison of multiplicities of zeros with regard to a nonprincipal ultraﬁlter on the
complex numbers. Our methods for constructing similar chains in power series rings are based on
comparisons of functions derived from the coeﬃcients of each power series.
For an integral domain D , we assume there is an inﬁnite set E and a family of functions {φ f }
indexed over the power series ring D[[x]] with the following properties.
(i) E is the domain of each φ f and the codomain for the entire family is a subset of the nonnegative
real numbers together with the symbol ∞.
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(iii) If g ∈ D[[x]] is a unit, then φg(x) = 0 for each x ∈ E .
(iv) For x, φx(x) = 1 for each x ∈ E .
(v) For all f , g ∈ D[[x]], φ f g = φ f +φg (using the convention that ∞ = ∞+ r = ∞+∞ for each real
number r). Also φ f+g(x)min{φ f (x),φg(x)} for all x ∈ E .
Since φ−1(x) = 0 for each x, property (v) yields φ f = φ− f for each f ∈ D[[x]]. Also like a valuation
map, if φ f (x) > φg(x) for some x, then φ f+g(x) = φg(x).
Suppose {φ f } is such a family of functions and (as in (i)) let E be the universal domain. Let U be a
nonprincipal ultraﬁlter on E and deﬁne relations ∼U and U on D[[x]] (and simultaneously on {φ f })
as follows. For each pair f , g ∈ D[[x]]:
(i) f ∼U g (φ f ∼U φg ) if there is a positive integer m and a set W ∈ U such that mφ f (x)  φg(x)
and mφg(x) φ f (x) for each x ∈ W ;
(ii) f U g (φ f U φg ) if for each positive integer n, there is a set Un ∈ U such that φ f (x) > nφg(x)
for each x ∈ Un .
Note that properties (iii) and (iv) for the family {φ f } ensure that xU 1.
Using basic properties of ultraﬁlters, it is easy to see that ∼U is an equivalence relation on D[[x]]
and that U is transitive. Moreover, the use of an ultraﬁlter based comparison also implies that for
each pair f , g ∈ D[[x]], exactly one of f U g , g U f and f ∼U g holds. What we prove next is
that the pair (∼U ,U ) is a prime chain ordering. We refer to such a family {φ f } as a prime producing
family of functions and say that (∼U ,U ) is the prime chain ordering corresponding to {φ f } and
the ultraﬁlter U . It is also convenient to refer to the members of the family as phi functions. For
the non-Noetherian almost Dedekind domains, the families of phi functions we will employ have
limiting properties similar to those Henriksen established with regard to multiplicities. Also, except in
Example 3.5, E will be the positive integers viewed as an index set for some countably inﬁnite subset
of Max(D).
Lemma 1.2. Let D be an integral domain and let E be an inﬁnite set. If {φ f } is a prime producing family of
functions indexed over D[[x]] with domain E and U is a nonprincipal ultraﬁlter on E, then the corresponding
pair of relations (∼U ,U ) is a prime chain pair.
Proof. Assume {φ f } is a prime producing family of functions indexed over D[[x]] and U is a nonprin-
cipal ultraﬁlter on E . We need to establish the arithmetic properties for the pair (∼U ,U ).
By deﬁnition, φg ≡ 0 for each unit g ∈ D[[x]]. Thus g ∼U 1. Also, the set { f ∈ D[[x]] | f U 0} is
empty since φ0(x) = ∞ for all x ∈ E .
Let f , g,h ∈ D[[x]].
If f U g and f U h, then for each positive integer n, there is a set Un ∈ U such that
φ f (x) > 2nφg(x) and φ f > 2nφh(x) for all x ∈ Un . It follows that φ f (x) > n(φg(x) + φh(x)) = nφgh(x)
and therefore f U gh. For f g and f + g , let U ∈ U be such that φ f (x) > φg(x) for each x ∈ U . Then
2φ f g(x) φ f (x), 2φ f (x) φ f (x)+φg(x) = φ f g(x) and φ f+g(x) = φg(x) for each x ∈ U . Hence f g ∼U f
and f + g ∼U g .
Finally consider the case f ∼U g . Then there is a positive integer m and a set W ∈ U such that
mφ f (x)  φg(x) and mφg(x)  φ f (x) for each x ∈ W . Since the image of each phi function contains
no negative numbers, nφ f g(x) = nφ f (x) + nφg(x) φ f (x) for all positive integers n and all x ∈ E . We
also have (m+ 1)φ f (x) =mφ f (x)+ φ f (x) φg(x)+ φ f (x) = φ f g(x) for all x ∈ W . Hence f ∼U f g . For
the sum f + g , ﬁrst note that if there is a set Z in U such that φ f (x) = φg(x) for all x ∈ Z , then
φ f+g(x)  φ f (x) for all x ∈ Z . In this case, we may have f + g U f but cannot have f U f + g .
If no such set Z exists, then without loss of generality there is a set U in the ultraﬁlter such that
φg(x) > φ f (x) for all x ∈ U . In this case φ f+g(x) = φ f (x) for all x ∈ U and we have f + g ∼U f . 
Given a prime producing family of functions {φ f } for D[[x]] and corresponding nonprincipal ul-
traﬁlter U on the domain E of the family, we let PU∞ = {g ∈ D[[x]] | g ∼U 0} and refer to this as the
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for all x in some set U of the ultraﬁlter. For each nonempty set of power series S ⊆ D[[x]]\PU∞ , the
set PUS = { f ∈ D[[x]] | f U s for each s ∈ S} is a prime ideal. Moreover PUS = { f ∈ D[[x]] | f U s
for each s ∈ D[[x]]\PUS }. To include reference to U , we let P(U) be the set of all primes of the
form PUS . In some cases, there is a power series f such that f U x but for each U ∈ U there
is a positive integer n such that {x ∈ U | 0  φ f (x)  n} is inﬁnite. Let J denote the (possibly
empty) set of power series f ∈ D[[x]] such that f U x but for each U ∈ U there is a positive in-
teger n such that {x ∈ U | 0  φ f (x)  n} is inﬁnite. Also let J ′ = J ∪ { f ∈ D[[x]] | f ∼U x} and
J ∗ = { f ∈ D[[x]] | 0 U f U g for all g ∈ J ′}. Note that if f U x, then for each U ∈ U and each
positive integer n, the set {x ∈ U | φ f (x) > n} is in U , so its complement is not (even if it is inﬁnite).
Lemma 1.3. Let D be an integral domain and let {φ f } be a prime producing family of functions indexed over
D[[x]] with a corresponding nonprincipal ultraﬁlter U on the domain E.
(1) For power series b,h ∈ D[[x]], if b ∼U h and b ∈ J , then h ∈ J .
(2) For power series f , g ∈ D[[x]], if f U g U x and f ∈ J , then g ∈ J .
(3) For power series d, g ∈ D[[x]], if d, g ∈ J , then dg,dt ∈ J for each t ∼U x.
Proof. For (1), assume b ∼U h and b ∈ J . Then b U x implies h U x. Also there is a set W in U
and a positive integer m such that mφh(x) φb(x) and mφb(x) φh(x) for all x ∈ W .
To see that h ∈ J , let U be a set in U . Then there is a positive integer n such that the set
{x ∈ U ∩W | φb(x) n} is inﬁnite. Since mφb(x) φh(x) for all x ∈ W , the set {x ∈ U ∩W | φh(x)mn}
is inﬁnite. Thus h ∈ J .
A similar proof works for (2). Assume f U g U x and f ∈ J . Since f U g , there is a set
W ∈ U such that φ f (x) > φg(x) for all x ∈ W . Since f ∈ J , for each U ∈ U there is an integer n such
that {x ∈ U ∩ W | φ f (x) n} is inﬁnite. It follows that {x ∈ U ∩ W | φg(x) n} is inﬁnite as well. Since
g U x, we have g ∈ J .
Finally for (3), assume d, g ∈ J and t ∼U x. Since d U x, dt ∼U dx ∼U d. Thus dt ∈ J by (1).
For dg , we may assume g U d. Then no matter whether d ∼U g or d U g , dg ∼U d. Hence dg ∈ J
by (1). 
The next lemma provides a convenient reference for classifying a power series with regard to the
prime PU∞ , the sets J ∗ and J and the equivalence classes for 1 and x.
Lemma 1.4. Let D be an integral domain and let {φ f } be a prime producing family of functions indexed over
D[[x]] with a corresponding nonprincipal ultraﬁlter U on the domain E. Let f be a power series in D[[x]].
(1) The following are equivalent.
(a) f ∼U 1.
(b) For each set U ∈ U , the set {x ∈ U | φ f (x) = 0} is in U .
(c) There exists a set U ∈ U such that {x ∈ U | φ f (x) = 0} is in U .
(2) The following are equivalent.
(a) f ∈ PU∞ .
(b) For each set U ∈ U , {x ∈ U | φ f (x) = ∞} is in U .
(c) There exists a set U ∈ U such that {x ∈ U | φ f (x) = ∞} is in U .
(3) The following are equivalent.
(a) f ∼U x.
(b) There is an integer m > 0 such that the set {x ∈ U | 1 φ f (x)m} is in U for each U ∈ U .
(c) There is a set U ∈ U and a positive integer m such that {x ∈ U | 1 φ f (x)m} is in U .
(4) f ∈ J if and only if for each U ∈ U there is a positive integer n such that {x ∈ U | 0  φ f (x)  n} is
inﬁnite, but for each positive integer m, the set {x ∈ U |m < φ f (x) < ∞} is in U .
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(6) D[[x]] is the disjoint union of PU∞ , J ∗ , J and the equivalence classes for 1 and x.
Proof. Since U is an ultraﬁlter, it is closed to ﬁnite intersections. Also for U  V , U ∈ U implies
V ∈ U . Thus for a nonempty set of values C , if there is at least one set W ∈ U such that the set
{x ∈ W | φ f (x) ∈ C} is in U , then the set {x ∈ U | φ f (x) ∈ C} is in U for each set U ∈ U , including
U = E . Statements (1)–(5) follow easily from considering various speciﬁc choices for C . The last state-
ment follows from the fact that if A is an inﬁnite subset of E with E\A inﬁnite, then U contains
exactly one of A and E\A. Also since U is nonprincipal, each set with a ﬁnite complement in E is
in U . 
We say that a family {φ f } is a Sierpin´ski family if there is a nonprincipal ultraﬁlter U on the
domain E of the family and a nonempty set H ⊆ J ∗ ∪ J such that the corresponding prime chain
ordering (∼U ,U ) satisﬁes the following conditions, which we refer to as the Sierpin´ski restrictions.
(i) For each f ∈ H there are power series k,h ∈ H such that k U f U h.
(ii) For f ,h ∈ H with f U h and g ∈ D[[x]], if either f ∼U g or f U g U h, then g ∈ H.
(iii) If { fn} and {gm} are countable subsets of H with fn U gm for all fn and gm , then there is a
power series b ∈ H such that fn U b U gm for all fn and gm . In particular, for f , g ∈ H with
f U g , there is a power series b ∈ D[[x]] such that f U b U g .
(iv) If { fn} ⊆ H is a countably inﬁnite sequence such that fn+1 U fn for all n, then there is a power
series k ∈ H such that k U fn for all n.
(v) If { fn} ⊆ H is a countably inﬁnite sequence such that fn U fn+1 for all n, then there is a power
series h ∈ H such that fn U h for all n.
Let H′ = {g ∈ J ∗ ∪J ′ | f U g for all f ∈ H}. Note that H′ contains {t ∈ D[[x]] | t ∼U x} while H
does not.
Lemma 1.5. Let D be an integral domain and let {φ f } be a prime producing family of functions indexed over
D[[x]] with a corresponding nonprincipal ultraﬁlter U on the domain E such that {φ f } together with U and H
satisfy the Sierpin´ski restrictions.
(1) For all f , g ∈ H with f U g, there are countably inﬁnite sets of power series {ks}∞s=0 , {b j} j∈Z and{hs}∞s=0 in H such that kr U ks U f U bi U b j U g U hs U hr for all 0 s < r < ∞ and−∞ < i < j < ∞.
(2) If { fn}∞n=0 is a countably inﬁnite sequence in H with fn U fn+1 for each n, then there is a countably
inﬁnite set of power series {b j} j∈Z in H such that fn U bi U b j for all n and all −∞ < i < j < ∞.
(3) If { fn}∞n=0 is a countably inﬁnite sequence in H with fn+1 U fn for each n, then there is a countably
inﬁnite set of power series {b j} j∈Z in H such that bi U b j U fn for all n and all −∞ < i < j < ∞.
(4) If { fn} and {gm} are countable subsets of H with fn U gm for all fn and gm, then there are countably
inﬁnite sets of power series {ks}∞s=0 , {hs}∞s=0 and {b j} j∈Z contained in H such that kr U ks U fn U
bi U b j U gm U hs U hr for all fn, gm, 0 s < r < ∞ and −∞ < i < j < ∞.
(5) If { fn}n∈Z is a countable subset ofH such that fn U fn+1 for all integers n, then there is an uncountable
set {gr}r∈R contained in H such that gs U gr for all s < r and gn ∼U fn for each integer n.
Proof. The ﬁrst four statements follow from the Sierpin´ski restrictions using recursion. For example,
if { fn} and {gm} are countable subsets of H such that fn U gm for all fn and gm , condition (iii)
guarantees the existence of a power series b = b0 such that fn U b0 U gm for all fn and gm . For
j > 0, use recursion and (iii) applied to {gm} and the set {b0,b1, . . . ,b j−1} to get b j with b0 U
· · · U b j−1 U b j U gm . Similarly for i < 0, a bi such that fn U bi U bi+1 U · · · U b0 comes
from recursion and (iii) applied to { fn} and the set {bi+1, . . . ,b−1,b0}.
To see that (5) holds, we ﬁrst establish the existence of a set {hr}r∈Q such that hs U hr for all
rational numbers s < r and hn ∼U fn for each integer n. For the hn , we simply set hn = fn . Next, for
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k,m relatively prime with 1 k <m by taking hn+(k/m) such that hn+(i1/ j1) U hn+(k/m) U hn+(i2/ j2)
where i1/ j1 < i2/ j2 are the nearest rational numbers to k/m with denominators smaller than m.
For the set {gr}r∈R , we may start by setting gr = hr when r is rational. For r irrational, consider
the Dedekind cuts Y−r = {q ∈ Q | q < r} and Y+r = {q ∈ Q | r < q}. For the former we may select
an arbitrary strictly increasing sequence that converges to r and for the latter an arbitrary strictly
decreasing sequence that converges to r. By (4) (and the fact that U is linear), there is a power
series gr such that hs U gr U ht for all rational numbers s and t such that s < r < t . The existence
of the full set {gr}r∈R also follows from the fact that U is linear. 
For a nonempty set H ⊆ J ∪ J ∗ , we let P(H) denote the set of primes of the form PUS where
PUH ⊆ PUS ⊆ PUH′ and P∗(H) denote the primes in P(H) that lie properly between PUH and PUH′ . If H
contains J ∗ , then PUH = PU∞ .
When dealing with a single ultraﬁlter U , we suppress the U with regard to the individual primes
and simply use P S in the statements and proofs of the various lemmas, theorems and corollaries that
follow.
Theorem 1.6. Let D be an integral domain and let {φ f } be a prime producing family of functions indexed over
D[[x]] with a corresponding nonprincipal ultraﬁlter U on the domain E such that {φ f } together with U and H
satisfy the Sierpin´ski restrictions.
(1) The set P(H) is closed to unions and intersections.
(2) For primes P S  PT inP∗(H), there are primes P S ′ and PT ′ inP∗(H) such that P S ′  P S and PT  PT ′ .
Moreover, either P S = P f and PT = P f for some f ∈ H, or there are inﬁnitely many primes of the form
P g strictly between P S and PT .
(3) If {Pn} is a countably inﬁnite subset of P∗(H) such that Pn  Pn+1 for each n, then P =⋃ Pn is properly
contained in PH′ . Moreover, there is an uncountable family of power series {br}r∈(0,1) in H such that
P  Pbr  Pbs for all 0< s < r < 1 and P is not of the form P f or P f for some f .
(4) If {Qn} is a countably inﬁnite subset ofP∗(H) such that Qn+1  Qn for each n, then Q =⋂ Qn properly
contains PH . Moreover, there is an uncountable family of power series {kr}r∈(0,1) in H such that Pks 
Pkr  Q for all 0< s < r < 1 and Q is not of the form P g or P g for some g.
(5) If {Pn} and {Qn} are countably inﬁnite subsets of P∗(H) such that Pn  Pn+1  Qn+1  Qn for each n,
then P =⋃ Pn is properly contained in Q =⋂ Qn. Moreover, there is an uncountable family of power
series {hr}r∈(0,1) in H such that P  Phr  Phs  Q for all 0< s < r < 1.
(6) The cardinality of the set P∗(H) is at least 2ℵ1 . Moreover, it has a subset that is order isomorphic to the
set of ω1 transﬁnite sequences of 0’s and 1’s ordered lexicographically.
Proof. Statement (1) is a consequence of Theorem 1.1.
Let P S  PT be primes in P∗(H). Then P S contains a power series h such that h ∈ H, and by the
Sierpin´ski restrictions, there is a power series g ∈ H such that g U h. Thus PH  Ph  P S , putting
Ph in P∗(H). Since PH′ properly contains each prime in P∗(H), PT  PH′ . Let d ∈ PH′ \PT . Then
f U d U b for all b ∈ H′ and all f ∈ PT . By the Sierpin´ski restrictions, there is a power series c
such that d U c U b for all b ∈ H′ . It follows that PT  Pc  PH′ with Pc in P∗(H).
Let f ∈ PT \P S . Then it must be that s U f for all s ∈ P S . Hence P S ⊆ P f  P f ⊆ PT . If P S is
properly contained in P f , then there is a power series p ∈ P f \P S . In this case we have P S ⊆ P p  P f .
By Lemma 1.5, there is a countably inﬁnite set {bi}i∈Z such that p U bi U b j U f for all −∞ <
i < j < ∞. It follows that the corresponding set of primes {Pbi } is such that P S  Pbi  Pb j  PT for
all −∞ < i < j < ∞.
Similarly, if P f is properly contained in PT , then there is a power series q ∈ PT \P f . Again we
may apply Lemma 1.5 to get a countably inﬁnite set {di}i∈Z such that f U di U d j U q for all
−∞ < i < j < ∞. It follows that P S  Pdi  Pd j  PT for all −∞ < i < j < ∞.
For (3), if {Pn} is a countably inﬁnite sequences of primes in P∗(H) such that Pn  Pn+1, then
there is a sequence { fn} where fn ∈ Pn+1\Pn . It follows that fn U fn+1 and P =⋃ Pn =⋃ P fn . Thus
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for all 0 < s < r < 1. Moreover, for each b ∈ H such that fn U b for each n, there is a power series
b′ ∈ H such that fn U b′ U b. Thus P cannot be of the form P f or P f for some f .
For (4), if {Qn} is a countably inﬁnite sequence of primes in P∗(H) such that Qn+1  Qn for
each n, then there is a sequence {gn} where gn ∈ Qn\Qn+1. It follows that gn+1 U gn and Q =⋂
Qn =⋂ Q gn . Thus by Lemma 1.5, there is an uncountable family {kr}r∈(0,1) such that Pks  Pkr  Q
for all 0< s < r < 1. As in (3), for each k ∈ H such that k U gn for each n, there is a power series k′
such that k U k′ U gn . Hence Q cannot be of the form P g or P g for some g .
For (5), another application of Lemma 1.5 gives us an uncountable family {hr}r∈(0,1) with fn U
fn+1 U hs U hr U gn+1 U gn (for the sequences { fn} and {gn} from the proofs of (3) and (4)).
In this case the conclusion is P =⋃ Pn  Phs  Phr  Q =⋂ Qn for all 0< s < r < 1.
To complete the proof let K be the set of ω1 transﬁnite sequences of 0’s and 1’s ordered lexico-
graphically and let L be the subset consisting of those sequences with only countably many 1’s. By
the Sierpin´ski restrictions, the set of equivalence classes in H has no countable coﬁnal sets and no
countable coinitial subsets and for any pair of countable subsets { fn} and {gm} such that fn U gm
for all n and m, there is a power series h such that fn U h U gm for all n and m. Thus as in the
proof of [9, Theorem 3, p. 462] (or the proof of [8, Théorème III]), there is a subset of the equivalence
classes in H under ∼U that is similar to L. Each P S ∈ P∗(H) corresponds to a Dedekind cut with
respect to U and each cut in the set of equivalence classes under ∼U gives rise to a prime ideal in
P∗(H). Two distinct primes arise when the cut occurs at a particular f , namely P f when f is in the
lower portion of the cut and P f when f is in the upper portion of the cut [and this is the only way
to have adjacent primes in P∗(H)]. Thus the set P∗(H) is complete with respect to cuts. This implies
the cardinality of P∗(H) is at least as large as the cardinality of the completion of L in K. But by [7],
L is dense in K (i.e., for a < b in K, there is a c ∈ L such that a < c < b). So |P∗(H)| |K| = 2ℵ1 . If
P S  T , then by (2), we either have P S = P f and PT = P f for some f or there are inﬁnitely many
(hence uncountably many) primes of the form P g such that P S  P g  PT . 
2. Special almost Dedekind domains
In this section we assume D to be a particularly simple almost Dedekind domain that is not
Dedekind. We say that D is a special almost Dedekind domain provided it satisﬁes the following condi-
tions.
(1) D is an almost Dedekind domain that is not Dedekind.
(2) The maximal ideals of D are {Mn | n ∈ N} and M .
(3) For each n ∈ N, Mn is principal with generator dn .
(4) M is not ﬁnitely generated.
(5) There exists an element ρ ∈ D such that ρDN = NDN for each maximal ideal N of D .
(6) Each element of M is contained in all but ﬁnitely many of the Mn ’s.
(7) Each nonunit d ∈ D\M is in only ﬁnitely many maximal ideals.
Note that the conditions are not independent. Examples of such domains can be found in [4–6].
For the remainder of this section we let D be a special almost Dedekind domain with notation as
above. Also, we let ρn = ρ/dn for each n and note that ρn is in each maximal ideal except Mn . Hence
for distinct positive integers n1,n2, . . . ,nk , the element ρn1 +ρn2 +· · ·+ρnk is in every maximal ideal
except Mn1 ,Mn2 , . . . ,Mnk .
It is clear that D does not satisfy Arnold’s SFT-property. In particular, M is not an SFT-prime
since each ﬁnitely generated ideal I ⊆ M is contained in all but ﬁnitely many of the Mn ’s. Hence the
domain D[[x]] of formal power series over D is inﬁnite-dimensional. In this section we give an explicit
deﬁnition of the family of functions {φ f } that together with any choice of nonprincipal ultraﬁlter on
the natural numbers will satisfy the Sierpin´ski restrictions with respect to the set J ∗ .
We start with the deﬁnition of φ f . Both in this section and most of the next, the domain of each
phi function is the positive integers and the codomain is the nonnegative integers together with the
symbol ∞.
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(= ∞ when f ∈ Mn[[x]]). Since each element of M is in all but ﬁnitely many Mn ’s, the set of values
for φ f is unbounded for each f ∈ M[[x]]. Moreover, for each positive integer m, the set {n | φ f (n)m}
is ﬁnite for each f ∈ M[[x]]. On the other hand, if some f i is not in M , then there is an integer j
such that φ f (n)  j for all but ﬁnitely many n – speciﬁcally, j is the smallest integer such that f j
is not in M . In particular, the power series x is such that φx(n) = 1 for each n. It is clear that for
f , g ∈ D[[x]]\{0}, φ f g = φ f + φg . Thus φ f n = nφ f . Also, φ f+g(n) min{φ f (n),φg(n)} for each n. If f
is a unit of D[[x]], then the constant term is a unit and therefore φ f (n) = 0 for each n. For f = 0, we
simply set φ f (n) = ∞ for all n. Hence the family {φ f } is a prime producing family of functions.
Let U be a nonprincipal ultraﬁlter on N with corresponding prime chain pair (∼U ,U ) based on
the family {φ f }.
Lemma 2.1. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. Let
f ∈ D[[x]]\{0}.
(1) f ∼U 1 if and only if the constant term of f is not in M.
(2) f ∼U x if and only if the constant term of f is in M but f is not in M[[x]].
(3) f U x if and only if f ∈ M[[x]].
Proof. All three statements follow from the restrictions that each element of M is in all but ﬁnitely
many Mn ’s and each nonunit outside of M is in only ﬁnitely many Mn ’s.
If h ∈ D[[x]]\M[[x]], then there is a smallest integer i such that Ai = {n | φh(n) = i} is inﬁnite. In this
case, hi ∈ D\M and h j ∈ M for all 0 j < i (if any). Also the complement of Ai is a ﬁnite (possibly
empty) subset of N and therefore Ai ∈ U . On the other hand, if g ∈ M[[x]], then for each i the set
{n | φg(n)  i} is ﬁnite and therefore its complement is in U . From this it is clear that (1) f ∼U 1 if
and only if f0 ∈ D\M , (2) f ∼U x if and only if f0 ∈ M but some f i ∈ D\M , and (3) f U x for all
f ∈ M[[x]]. 
As noted in the proof of the previous lemma, if g ∈ M[[x]], then for each integer i the set
{n | φg(n)  i} is ﬁnite. Hence the set J deﬁned in the previous section is empty. It follows that
J ′ = {g ∈ D[[x]] | g ∼U x}, J ∗ = { f ∈ D[[x]] | 0 U f U x} and PJ ′ = M[[x]]. Note that no matter
the choice of ultraﬁlter, the power series
∑
ρixi is always strictly between 0 and x under U . Hence
J ∗ is nonempty.
It is helpful to expand our comparisons to functions θ : N → R such that for each integer i  0,
i  θ(m) < i+1 for at most ﬁnitely many integers m. While the image of such a function may include
noninteger values, the domain is the same as for the phi functions. Also for each nonnegative integer i,
the set {n | θ(n) i} is ﬁnite and the relations ∼U and U (with respect to the phi functions) extend
naturally to this set of functions. In fact there is an integer valued function that is naturally related to
each such θ , namely θ where “ ” denotes the least integer function (and θ(m) = θ(m)). Since
0 θ(m)− θ(m) < 1, it is clear that θ ∼U θ for each nonprincipal ultraﬁlter U . Also, since we are
not allowing θ to take the value ∞, θ2 U θ U
√
θ , no matter what our choice of U (as long as it
is nonprincipal). We let Θ denote the set of all such functions θ .
Given a function θ ∈ Θ , it is rather easy to ﬁnd a power series whose corresponding phi function
is θ. For each nonnegative integer m, let Cm = {i ∈ N | θ(m) = i}. If Cm is empty, set cm = ρ ,
otherwise set cm =∑i∈Cm ρi . Then let c(x) =∑ cmxm . It is clear that φc = θ. Thus φc ∼U θ .
Our next lemma follows from the discussion above.
Lemma 2.2. For each θ ∈ Θ , both θ2 and √θ are in Θ and there are power series f , g,h ∈ M[[x]] such that
φ f = θ, φg = θ2 and φh = 
√
θ . Moreover for each nonprincipal ultraﬁlter U , φg ∼U θ2 U θ ∼U
φ f U
√
θ ∼U φh.
For a power series f ∈ M[[x]] both the set A f = {k | φ f (k) < ∞} and its complement I f =
{m | φ f (m) = ∞} may be inﬁnite. In such a case, f ∈ M[[x]]\PU∞ if and only if A f ∈ U (equivalently,
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I f inﬁnite, many of the statements get a bit awkward. To avoid this, we show that as long as A f is
in U , there is a standard way to deﬁne a power series fˆ such that φ fˆ (k) = φ f (k) whenever k ∈ A f
and φ fˆ (k) = k whenever k ∈ I f .
Theorem 2.3. Let f ∈ M[[x]] and let U be a nonprincipal ultraﬁlter on N. If f ∈ M[[x]]\P∞ , then there is
a power series fˆ ∈ M[[x]] such that f ∼U fˆ with (i) φ fˆ (k) ﬁnite for each k, (ii) φ f (k) = φ fˆ (k) whenever
φ f (k) < ∞, and (iii) φ fˆ (k) = k whenever φ f (k) = ∞. Moreover, P f = P fˆ and P f = P fˆ .
Proof. There is nothing to prove if φ f (k) is ﬁnite for each k, simply set fˆ = f .
Assume f is not in P∞ but I f is nonempty. Then A f is in U . In this case, set fˆ j = f j for all j ∈ A f
and fˆ j = f j +ρ j for all j ∈ I f . For k = j with j ∈ I f , f j ∈ Mk if and only if f j +ρ j ∈ Mk since ρ j ∈ Mk .
But f j ∈ M j implies f j +ρ j ∈ M\M j since ρ j is not in M j . Thus the power series fˆ =∑ fˆ jx j is such
that φ fˆ ( j) = j for each j ∈ I f and φ fˆ ( j) = φ f ( j) for each j ∈ A f . It follows that fˆ satisﬁes conditions
(i), (ii) and (iii) of the theorem and f ∼U fˆ since the corresponding phi functions agree on A f , a set
in the ultraﬁlter.
Since f ∼U fˆ , g U f U h if and only if g U fˆ U h. Thus P f = P fˆ and P f = P fˆ . 
We refer to the power series fˆ deﬁned in the previous proof as the reduction of f with respect
to U . In many of the proofs that follow, a ﬁrst step is to assume f = fˆ . No harm is ever done with
such an assumption provided f is already known to be in M[[x]] and outside PU∞ . Having φ f take
only ﬁnite values allows us to deﬁne various related functions in Θ .
For f ∈ MD[[x]], the corresponding set A f is ﬁnite. It follows that PU∞ contains MD[[x]]. To see that
the containment is proper, let J ⊆ N be an inﬁnite set whose complement K = N\ J is also inﬁnite.
Then exactly one of J and K is in U . Next set j(x) =∑n∈ J ρnxn and k(x) =∑n∈K ρnxn . If J is in U ,
then k(x) is in PU∞ and j(x) is not. On the other hand, if J is not in U , then K is and we have
j(x) ∈ PU∞ and k(x) ∈ M[[x]]\PU∞ . Clearly, neither j(x) nor k(x) is in MD[[x]]. Note that this also shows
that PU∞ is uniquely determined by U .
In the next several results we show that the family {φ f } together with U and J ∗ satisfy the
Sierpin´ski restrictions. In the proofs we provide schemes for constructing various families of power
series indexed over the open interval (0,1). These families give rise to corresponding chains of primes
(also indexed over (0,1)).
Lemma 2.4. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. If f ∈
M[[x]]\P∞ , then there are power series g,h ∈ M[[x]]\P∞ such that g U f U h.
Proof. Without loss of generality we may assume f = fˆ . Let θ = (φ f )2 and ψ =
√
φ f . Each of these
functions is in the set Θ . By Lemma 2.2, there are power series g,h ∈ M[[x]] such that φg ∼U θ and
φh ∼U ψ . Both g and h are in M[[x]]\P∞ and g U f U h. 
For a pair of elements f , g ∈ M[[x]], let Si = {k | min{φ f (k),φg(k)} = i}. For each i, the set Si is
ﬁnite (and perhaps empty for some/all i). Deﬁne f ∧ g as the power series h =∑hixi where hi = ρ
when Si is empty and hi =∑k∈Si ρk when Si is not empty. Clearly, φ f (k) φh(k) and φg(k) φh(k)
for each k. If φ f (k) φg(k) for all k in some set U ∈ U , then φh(k) = φg(k) on this same set. Hence
f U g implies f U h ∼U g , and f ∼U g implies f ∼U h ∼U g . Note that f ∧ g is deﬁned indepen-
dently from U .
A variation on the scheme used above can be used to produce a power series t such that
φt(k) = max{φ f (k),φg(k)} when both φ f (k) and φg(k) are ﬁnite. For each integer i  0, let Ri =
{k | max{φ f (k),φg(k)} = i}. As with the sets Si above, each Ri is ﬁnite. Deﬁne f ∨ g as the power
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both f and g are in M[[x]]\P∞ , then ⋃ Ri will be a set in U . Clearly, φt(k) =max{φ f (k),φg(k)} when
both φ f (k) and φg(k) are ﬁnite, and φt(k) = ∞ when at least one of φ f (k) and φg(k) is ∞. The com-
parative behavior of f ∨ g is the exact opposite of f ∧ g . We have φt(k)  φ f (k) and φt(k)  φg(k)
for all k, and if φ f (k) φg(k) for all k in some set of U , then φt(k) = φ f (k) on this set as well. Thus
f ∼U t if f U g , and f ∼U t ∼U g if f ∼U g . As with f ∧ g , f ∨ g does not depend on U . However,
how f ∧ g and f ∨ g compare with f and g with respect to U and ∼U may depend on U .
The main use of ∨ and ∧ is with regard to countably inﬁnite sets of power series in distinct
equivalence classes with respect to ∼U . Since U is a nonprincipal ultraﬁlter on the (very) countable
set N, it is possible to ﬁnd countably many sets in U whose intersection is the empty set. Thus
for a countably inﬁnite set of power series { fn} ⊆ M[[x]]\P∞ , even if we know say fn U fn+1 for
each n, the intersection of the sets Un such that φ fn (k) > φ fn+1 (k) may be empty. Using recursion and∧ we can deﬁne a new sequence of power series {gn} with gn ∼U fn for each n. Speciﬁcally, start
with g1 = f1, and then recursively deﬁne gn+1 = gn ∧ fn+1. For the gn ’s it is at least the case that
φgn (k) φgn+1 (k) for all k ∈ N. Of course, there is still the problem of how to handle “large” multiples
of φgn+1 .
Lemma 2.5. For each function θ ∈ Θ and each positive real number t, the function θ t is in Θ . Moreover
θ t U θ s for all 0< s < t and each nonprincipal ultraﬁlter U on N.
Proof. Let θ ∈ Θ . Then for each positive integer m, the set {k | θ(k) <m} is ﬁnite. It follows that the
same conclusion holds for θ t for each positive real number t . Thus θ t ∈ Θ . It follows that for a
ﬁxed pair of positive real numbers s < t and ﬁxed positive integer n, the set {k | θ(k) > n1/(t−s)} =
{k | (θ(k))t−s > n} is in each nonprincipal ultraﬁlter on N. Thus given any nonprincipal ultraﬁlter U
on N, θ t(k) > nθ s(k) for all k in some set in U . Therefore θ t U θ s for all 0< s < t . 
Theorem 2.6. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For
f , g ∈ M[[x]]\P∞ , if f U g, then there are uncountable families of power series {kr}, {hr} and {br} contained
in M[[x]] and indexed over the open interval (0,1) such that ks U kr U f U hr U hs U g U
br U bs for all 0 < s < r < 1. Moreover, for these sets, P∞  Pks  Pkr  P f  Phr  Phs  P g  Pbr 
Pbs  M[[x]] for all 0< s < r < 1.
Proof. First, we may assume f = fˆ and g = gˆ , and using either ∨ or ∧ we may also assume φ f (n)
φg(n) for all n.
To build the set {hr}, ﬁx a real number r ∈ (0,1) and let θr(m) = φ f (m)rφg(m)1−r . Each value of
θr occurs only ﬁnitely many times since each (ﬁnite) value of a φ function occurs only ﬁnitely many
times and each value is a nonnegative integer. Thus by Lemma 2.2, there is power series hr such that
φhr = θr ∼U θr . We use a variation on the proof of Lemma 2.5 to show f U hr U hs U g for
0< s < r < 1.
Choose a positive integer n, and note that φ f (m) = φ f (m)rφ f (m)1−r . By choosing Un such that
φ f (m) > n1/(1−r)φg(m) for all m ∈ Un , we have φ f (m)1−r > nφg(m)1−r . Thus φ f (m) =
φ f (m)rφ f (m)1−r > nφ f (m)rφg(m)1−r = θr(m) for all m ∈ Un . It follows that φ f U θr and f U hr .
Similarly, we get φ f (m)s > nφg(m)s for all m in some Vn ∈ U and thus θs = φsf φ1−sg U φg
and hs U g . Finally there is a Wn ∈ U such that φ f (m) > n1/(r−s)φg(m) for all m ∈ Wn .
Thus φ f (m)r−s > nφg(m)r−s , and hence θr(m) = φ f (m)rφg(m)1−r = φ f (m)r−sφ f (m)sφg(m)1−r >
nφ f (m)sφg(m)r−sφg(m)1−r = nφ f (m)sφg(m)1−s = θs(m) for all m ∈ Wn . Thus f U hr U hs U g
for all 0< s < r < 1.
We again make use of Lemma 2.2 to get the sets {br} and {kr}. For br , we take br ∈ M[[x]] such
that φbr = (φg)r for each real number 0 < r < 1, and for kr , we use kr ∈ M[[x]] such that φkr =(φ f )1/r. The desired comparison ks U kr U f and g U br U bs for all 0 < s < r < 1 follows
from Lemma 2.5.
The corresponding statement about the prime ideals is a consequence of the transitivity
of U . 
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sets and no countable coinitial sets.
Theorem 2.7. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. If
{ fn} is a sequence of power series such that fn+1 U fn for all n, then there is a power series h =∑hixi ∈
M[[x]]\P∞ such that h U fn for each n. Moreover, Ph  P fn+1  P fn for all n.
Proof. First, we may assume fn = fˆn for each n. Next, set g1 = f1 and recursively deﬁne gn =
gn−1 ∨ fn . To simplify notation we let τn = φgn . Then gn = gˆn and τn(k)  τn−1(k) for each k. Let
k1 be the smallest integer k such that τ1(k) < τ2(k) and let i1 = max{τ1(k) | k  k1}. The set of in-
tegers k such that τ1(k)  ii is ﬁnite, so it has a maximum m1  k1. Next let k2 be the smallest
integer k > m1 such that τ2(k) < τ3(k). Note that τ2(k)  τ1(k) > i1 for all k > m1. As with i1, let
i2 =max{τ2(k) | k1 < k k2} and let m2 be the largest integer such that τ2(m2) i2.
Recursively, let kn be the smallest integer k > mn−1 such that τn(k) < τn+1(k). Then let in =
max{τn(k) | kn−1 < k  kn} and let mn be the largest integer such that τn(mn)  in . Set i0 = −1. Fi-
nally for each i, let hi = gn,i for in−1 < i  in .
For 1  k  k1, τ1(k) = φh(k)  i1. For k1 < k  k2, φh(k) = τ1(k) if τ1(k)  i1 (in which case
k  m1), otherwise φh(k) = τ2(k)  τ1(k) > i1. The latter deﬁnitely occurs for k2. Continuing, for
kn−1 < k  kn , φh(k) = τn−1(k) if τn−1(k)  in−1, otherwise φh(k) = τn(k)  τn−1(k) > in−1. It follows
that for each n, φh(k) τn(k) for all k kn . Since gn+1 U gn for all n, we must have h U gn ∼U fn
for all n. It follows that Ph  P fn+1 = P gn+1  P fn = P gn for all n. 
Next we make a smaller power series from a strictly decreasing sequence.
Theorem 2.8. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. If { fn}
is a sequence of power series with f1 ∈ M[[x]]\P∞ and fn U fn+1 for all n, then there is a power series
g =∑ gixi ∈ M[[x]]\P∞ such that fn U g for each n. Moreover, P g  P fn+1  P fn for all n.
Proof. As above, we may assume fn = fˆn for each n. To simplify notation we let σn = φ fn . More-
over, via “∧” we also may assume σn(k)  σn+1(k) for all n and all k. Let i1 = min{σ1(k)} and let
k1 =max{n | σ1(n) = i1}. Next let i2 =min{σ2(k) | σ2(k) > i1, k > k1} and let k2 =max{n | σ2(n) = i2}.
Note that i2 < σ1(k) for all k > k1. On the other hand, there may be integers between k1 and k2
such that σ2(k)  i1, but σ2(k) > i2 for k > k2. Recursively deﬁne in = min{σn(k) | σn(k) > in−1,
k > kn−1} and let kn = max{m | σn(m) = in}. We have in < σn−1(k) for all k > kn . For each n  1,
let Hn = {k ∈ N | kn−1 < k kn} where k0 = 0. Next, let g =∑ gixi where gi = ρ if i /∈ {in | n 1} and
gi =∑k∈Hn ρk if i = in (for some n  1). Then for kn−1 < k  kn , φg(k) = in  σn(k). From the above
we have φg(k) = in+1  σm(k) for all kn < k kn+1 and 1m n. It follows that φg(k) σn(k) for all
k > kn . Thus, for each n, we must have fn U g , and therefore P fn = P gn  P fn+1 = P gn+1  P g . 
Corollary 2.9. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For each
countable subset { fn} in M[[x]]\P∞ , there are uncountable families of power series {kr} and {br} indexed over
the open interval (0,1) such that ks U kr U fn U br U bs for all fn and all 0 < s < r < 1. Moreover,
P∞  Pks  Pkr  P fn  Pbr  Pbs for all fn and all 0< s < r < 1.
Proof. First we may assume the set { fn} is indexed over a subset of N.
If the set { fn} has a maximum member, then we apply Theorem 2.6 to get a set {kr} such that
ks U kr U fn for all fn and all 0< s < r < 1. If { fn} has no maximum member, then it has a strictly
increasing subsequence { fni } such that for each fm there is an fni (in fact inﬁnitely many such) in
the subsequence such that fni U fm . Then by Theorem 2.7, there is a power series f ∈ M[[x]]\P∞
such that f U fn for all n. Again apply Theorem 2.6 to get the set {kr}.
A similar scheme can be used to obtain the family {br}. Theorem 2.6 applies if the set { fn} has a
minimum, otherwise, there is a strictly decreasing subsequence { fm j } such that for each fn there is
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that fn U g for all fn . Thus in either case, Theorem 2.6 implies there is a family {br} indexed over
(0,1) such that fn U br U bs for all fn and all 0< s < r < 1.
In all cases, we have P∞  Pks  Pkr  P fn  Pbr  Pbs for all n and all 0< s < r < 1. 
What we show next is that if we have a pair of sequences { fn} and {gn} in M[[x]]\P∞ with fn U
fn+1 U gn+1 U gn for each n, then there is a power series h ∈ M[[x]]\P∞ such that fn U h U gn
for each n. Later we show that there is an entire family of power series {hr} indexed over the open
interval (0,1) such that fn U hr U hs U gn for all n and all 0 < s < r < 1. We also extend this
property to countable sets { fn} and {gm} where the only restriction is that fn U gm for all n and m.
With regard to the corresponding prime ideals, we have P fn  Phr  Phs  P gm for all n and m and
all 0< s < r < 1.
As with the proof of Theorem 2.6, the proofs given for the next four results include algorithms
for constructing power series between a given pair of countable sets of power series. Once we are
through Corollary 2.13, we will have done more than enough to complete the proof that the family
{φ f } together with U satisfy the Sierpin´ski restrictions.
Theorem 2.10. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For
sequences { fn} and {gn} in M[[x]]\P∞ , if fn U fn+1 U gn+1 U gn for all n, then there is a power series
h =∑hixi ∈ M[[x]]\P∞ such that fn U h U gn for each n. Moreover, P fn+1  P fn  Ph  P gn+1  P gn
for all n.
Proof. To simplify notation we set σn = φ fn and τn = φgn for each n. We may assume fn = fˆn
and gn = gˆn for each n. Moreover, we may assume σn(k)  σn+1(k) for each n and k since
fn ∧ fn+1 ∼U fn+1, and we may assume τn+1(k) τn(k) for each n and k since gn+1 ∨ gn ∼U gn+1.
Recursively deﬁne sets B1, B2, . . . by B1 = {m ∈ Z+ | σ1(m) > 4τ1(m)  4}, and Bn+1 =
{m ∈ Bn | σn+1(m) > 4n+1τn+1(m)}. Each of these sets is in U since fn U gn for each n and clearly
B1 ⊇ B2 ⊇ B3 ⊇ · · · . The intersection ⋂ Bn must be empty for otherwise σ1(m) > 4k for all k and all
m ∈⋂ Bn .
Hence there is a strictly increasing sequence of positive integers {ki} such that B1 = Bk1 
Bk1+1 = Bk2  Bk2+1 = Bk3  · · · . Based on this sequence deﬁne a function θ on the set B1 by
θ(m) = √σkn (m)τkn (m)  for each m ∈ Bkn\Bkn+1 . For m /∈ B1, simply set θ(m) =m.
First note that for all m ∈ Bk j , θ(m)  2k j . Hence for a ﬁxed positive integer q, if θ(m) = q for
some m, then there is a largest integer ki such that m ∈ Bki and we must have q  2ki . For each
kn  ki , q = 
√
σkn (m)τkn (m)  for at most ﬁnitely many m (depending on kn). Thus θ(m) = q for at
most ﬁnitely many integers m.
Fix a j and let kn be greater than or equal to j, then let m ∈ Bkn\Bkn+1 . Then θ(m) =
√σkn (m)τkn (m)   σkn (m)  σ j(m). It follows that σ j(m)  θ(m) for all m ∈ Bki where ki is the
smallest member of the sequence greater than or equal to j. As each Bkn is in U , we must have
σ j U θ for each j.
Next we show that θ U τ j for each j. For j and kn as above, note that for all m ∈ Bkn\Bkn+1 ,
θ(m) >
√
4knτkn (m)
2 = 2knτkn (m)  2knτ j(m) since kn  j implies τkn (m)  τ j(m). Thus θ(m) 
2 jτ j(m) for all m ∈ Bki where ki is again the smallest member of the sequence greater than or equal
to j. It follows that θ U τ j for each j.
For each integer i, let Hi = {m ∈ N | θ(m) = i}. Since each value of θ occurs only ﬁnitely many
times, each set Hi is ﬁnite, some may be empty. Deﬁne a power series h =∑hixi ∈ M[[x]] by hi = ρ
if Hi is empty and hi =∑k∈Hi ρk when Hi is not empty. Clearly, φh = θ . Thus we have fn U h U gn
for all n. It follows that P fn+1  P fn  Ph  P gn+1  P gn for all n. 
Theorem 2.11. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For
a sequence { fn} in M[[x]], if fn U fn+1 for all n and f ∈ M[[x]]\P∞ is such that fn U f for each n, then
there is power series t ∈ M[[x]] such that fn U t U f for each n.
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B1 = {m ∈ Z+ | σ1(m) > 4τ (m) 4}, and Bn+1 = {m ∈ Bn | σn+1(m) > 4n+1τ (m)} for each n 1. 
The proof of the next theorem is similar to that used for Theorem 2.10, one difference is that we
make use of the greatest integer function “ ” rather than the least integer function.
Theorem 2.12. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For
a sequence {gn} in M[[x]], if gn+1 U gn for all n and g ∈ M[[x]]\P∞ is such that g U gn for each n, then
there is power series t ∈ M[[x]] such that g U t U gn for each n.
Proof. As above we let τn = φgn and we may assume g = gˆ and gn = gˆn for each n with τn(k) 
τn+1(k) for all k. We may also assume that gn = gn ∧ g for each n. Let ψ = φg and recursively deﬁne
sets Cn by C1 = {m | ψ(m) > 4τ1(m) 4} and Cn = {m ∈ Cn−1 | ψ(m) 4nτn(m)}.
As in the proof of Theorem 2.10, the set C =⋂Cn is empty. Thus there is a strictly increasing
sequence of positive integers {pn} such that C1 = Cp1  Cp1+1 = Cp2  Cp2+1 = Cp3  · · · . Set β(m) =√ψ(m)τpn (m) for each m ∈ Cpn\Cpn+1 . We set β(m) =m for m ∈ N\C1.
For q = β(m) for some m, if 2pn > q, then m is not in Cpn since the minimum value for β(k) with
k ∈ Cpn is 2pn . Thus there are only ﬁnitely many pi ’s such that β(m) = q for some m ∈ Cpi . For each
such pi , there are at most ﬁnitely many integers m (dependent on pi) such that 
√
ψ(m)τpi (m) = q.
Hence β(m) = q occurs for at most ﬁnitely many integers m.
Fix a j and consider the pn ’s that are greater than j (so pn  2). Then for each m ∈ Cpn\Cpn+1 ,
β(m) = √ψ(m)τpn (m)  
√
4pnτpn (m)2 = 2pnτpn  2pnτ j(m). It follows that β(m) > 2piτ j(m) for
all m ∈ Cpi where pi is the smallest member of {pn} that is greater than or equal to j. Hence
β U τ j .
Next we show that ψ U β . Let m ∈ Cpn\Cpn+1 . Then β(m) = 
√
ψ(m)τpn (m) 
√
ψ(m)2/4pn
ψ(m)/2pn . Thus 2pnβ(m) ψ(m) for all m ∈ Cpn\Cpn+1 . Since Cpn+1  Cpn for all n, 2piβ(m) ψ(m)
for all m ∈ Cpi and each pi . Hence ψ U β .
For each i, let J i = {m | β(m) = i}. Each J i is a ﬁnite set, perhaps with some the empty set. Deﬁne
a power series b(x) =∑bixi by setting bi = ρ if J i is empty and bi =∑k∈ J i ρk otherwise. A simple
check veriﬁes that φb = β . Hence g U b U gn for each n. 
Corollary 2.13. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N. For
countable sets { fn} and {gn} in M[[x]]\P∞ , if fn U gm for all n and m, then there is a family of power series
{hr} indexed over the open interval (0,1) such that fn U hr U hs U gm for all n andm and all 0< s < r.
Moreover, P fn  Phr  Phs  P gm for all n and m and all 0< s < r < 1.
Proof. Assume fn U gm for all n and m. For the set { fn}, either { fn} has a minimum under U
or there is a (countably inﬁnite) subsequence { fn j } with (i) n j < n j+1 and fn j U fn j+1 for all j,
and (ii) no fk ∈ { fn} such that fn j U fk for all n j . Similarly for the set {gm}, either {gm} has a
maximum under U or there is a (countably inﬁnite) subsequence {gmi } with (i) mi < mi+1 and
gmi+1 U gmi for all i, and (ii) no gk ∈ {gn} such that gk U gmi for all mi . If { fn} has a minimum
and {gm} has a maximum, then the existence of the set {hr} is by Theorem 2.6. For any of the other
three combinations, the existence of a pair of power series p and q such that fn U p U q U gm
for all n and m is guaranteed by applying various combinations of Theorems 2.10, 2.11 and 2.12. Next
apply Theorem 2.6 to obtain the desired set {hr} with p U hr U hs U q for all 0< s < r < 1. For
the corresponding primes we have P fn  Phr  Phs  P gm for all n and m and all 0< s < r < 1. 
Theorem 2.14. Let D be a special almost Dedekind domain and let U be a nonprincipal ultraﬁlter on N.
(1) The set {φ f } together with U and J ∗ satisfy the Sierpin´ski restrictions.
(2) The set P(J ∗) = P∗(J ∗) ∪ {P∞,M[[x]]} is closed to unions and intersections.
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PT  PT ′ . Moreover, either P S = P f and PT = P f for some f ∈ J ∗ , or there are uncountably many
primes of the form P g strictly between P S and PT .
(4) If {Pn} is a countably inﬁnite subset ofP∗(J ∗) such that Pn  Pn+1 for each n, then P =⋃ Pn is properly
contained in M[[x]]. Moreover, there is an uncountable family of power series {br} in J ∗ such that P 
Pbr  Pbs for all 0< s < r < 1 and P is not of the form P f or P f for some f .
(5) If {Qn} is a countably inﬁnite subset ofP∗(J ∗) such that Qn+1  Qn for each n, then Q =⋂ Qn properly
contains MD[[x]]. Moreover, there is an uncountable family of power series {kr} in J ∗ such that Pks 
Pkr  Q for all 0< s < r < 1 and Q is not of the form P g or P g for some g.
(6) If {Pn} and {Qn} are countably inﬁnite subsets of P∗(J ) such that Pn  Pn+1  Qn+1  Qn for each n,
then P =⋃ Pn is properly contained in Q =⋂ Qn. Moreover, there is an uncountable family of power
series {hr} in J ∗ such that P  Phr  Phs  Q for all 0< s < r < 1.
(7) The cardinality of the set P∗(J ∗) is at least 2ℵ1 and no more than 2c . Moreover, it has a subset that is
order isomorphic to the set of ω1 transﬁnite sequences of 0’s and 1’s ordered lexicographically.
Proof. By Theorem 2.3, each equivalence class in M[[x]]\P∞ corresponds to a set of sequences of
nonnegative integers. Thus each prime in P∗(J ∗) corresponds to a subset of the power set of all
such sequences. It follows that |P∗(J ∗)| 2c .
By the various constructions above, the family {φ f } together with U satisfy the Sierpin´ski restric-
tions. The rest is by Theorem 1.6. 
For a pair of primes P S  PT in P∗(J ∗), it is unclear to us whether there can be a prime Q
outside the family P∗(J ∗) that lies strictly between P S and PT . In particular, we know of no way to
prove or disprove the existence of such a prime in the special case P S = P f and PT = P f for some
f ∈ M[[x]]\P∞ .
Another importance of the particular ultraﬁlter used on N can be seen by way of the following
construction. Let g ∈ M[[x]] be such that φg(n) is ﬁnite for each n (not absolutely necessary, but
very convenient). Let B2 = {i ∈ N | i = 2k for some integer k}, B1 = {i ∈ N | i ≡ 1 mod 4} and B3 =
{i ∈ N | i ≡ 3 mod 4}. We start by deﬁning a function θ : N → N ∪ {0} and then a corresponding
power series h. For i = 2k, set θ(i) = φg(i). For i = 4k + 1, set θ(i) = kφg(i). Finally for i = 4k + 3,
set θ(i) = √φg(i) . Since φg takes each of its ﬁnite values only ﬁnitely many times, the same is
true for θ . Thus for each integer n, the set Hn = {m ∈ N | θ(m) = n} is a ﬁnite set. Deﬁne a power
series h =∑hnxn where hn = ρ if Hn is empty and hn =∑m∈Hn ρm otherwise. Then clearly φh = θ .
Now consider three ultraﬁlters on N. For the ﬁrst, take a nonprincipal ultraﬁlter U1 that contains the
sets B1,k = {i ∈ B1 | i = 4 j + 1, j  k}. For the second, simply take any nonprincipal ultraﬁlter U2
that contains B2, and for the third, take a nonprincipal ultraﬁlter U3 that contains each of the sets
B3,k = {i ∈ B3 | i = 4 j + 3, j  k}. With respect to U1 is quite easy to see that h U1 g since for
m = 4 j + 1 ∈ B1,k , φh(m) = jφg(m) kφg(m). Since B2 ∈ U2 and φg(n) = φh(n) for all n ∈ B2, g ∼U2 h.
A bit more work is required to show that g U3 h. First let n be a ﬁxed positive integer and then let
Cn be the set of integers in the set B3 such that φg(m) (n + 1)2. Since B3\Cn is a ﬁnite set, Cn is
in U3. Also for m ∈ Cn , θ(m) = 
√
φg(m)  > n but nθ(m) < φg(m). It follows that g U3 h. Moreover,
as in the proof of Theorem 2.6, there is a family of power series {dr} indexed over the open interval
(0,1) such that φdr = φrgφ1−rh  and φdr ∼U φrgφ1−rh , no matter the choice of ultraﬁlter U . With regard
to U2, U1 and U3, the relations are g ∼U2 dr ∼U0 h, h U1 ds U1 dr U1 g , and g U3 dr U3 ds U3
h for all 0 < s < r < 1. The corresponding subset relations for the primes are PU2g = PU2dr = P
U2
h ,
PU1h  P
U1
ds
 PU1dr  P
U1
g and P
U3
g  P
U3
dr
 PU3ds  P
U3
h , again for all 0< s < r < 1.
3. Almost Dedekind domains
In this section we assume D is an almost Dedekind domain that is not Dedekind and we let
M be a ﬁxed noninvertible maximal ideal. Then for each nonzero ρ ∈ M , the set of maximal ideals
that contain ρ is inﬁnite. In fact, each ﬁnitely generated ideal that is contained in M is contained in
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of maximal ideals, distinct from M , that contain ρ where A is a well-ordered index set.
Construct a countably inﬁnite (well-ordered) subset {Mn}∞n=1 as follows.
Step (1) Let α1 be the minimum element of A, set M1 = Mα1 and let ρ1 be an element that is in M
and not in M1.
Step (2) Let α2 be the smallest α such that ρ1 ∈ Mα2 (at least one exists, otherwise M is the only
maximal ideal that contains both ρ and ρ1 which is impossible). Next set M2 = Mα2 and let
ρ2 ∈ (M ∩ M1)\M2.
Step (3) (Recursion step) Let αn be the smallest α ∈ A (necessarily with α > αn−1) such that ρi ∈ Mαn
for each 1 i  n− 1. Set Mn = Mαn and let ρn ∈ (M ∩ M1 ∩ · · · ∩ Mn−1)\Mn .
This construction builds two countably inﬁnite sets {Mn}∞n=1 and {ρn}∞n=1 where ρ ∈
⋂
Mn and
each ρn is in M and every Mm except for Mn . Thus for each ﬁnite nonempty set of positive integers
{k1, . . . ,km}, the sum∑ρki is in M and each Mn except Mk1 ,Mk2 , . . . ,Mkm . The family {φ f } is deﬁned
as in the previous section based on the (new) set {Mn}∞n=1. Note that no matter what nonprincipal
ultraﬁlter is used, the power series g =∑ρnxn is such that φg(n) = n for each n, and therefore
g ∈ J ∗ .
Let U be a nonprincipal ultraﬁlter on N. Then the family {φ f } together with U and J ∗ satisfy
the Sierpin´ski restrictions and the various constructions employed to establish the results for special
almost Dedekind domains go through subject to a few minor changes and one not so minor.
One signiﬁcant difference here is that it is possible for an element of M to be both outside in-
ﬁnitely many of the Mn ’s and inside inﬁnitely many. Thus, in contrast to what happens when D is a
special almost Dedekind domain, there may be a power series f ∈ J ∗ and an integer m 0 such that
the set {n ∈ N | φ f (n) =m} is inﬁnite but not in U . However, since f is in J ∗ , there is a set U ∈ U
such that {n ∈ U | φ f (n) m} is ﬁnite for each m. For such a set U , {n ∈ U | φv(n) = ∞} is not in U
and each set Hm = {n ∈ U | φ f (n) =m} is ﬁnite with H =⋃ Hm a subset of U that is in U . For each
k ∈ N, let H ′k = Hk ∪ {k} if k is not in H , and let H ′k = Hk if k is in H . Next let f˜ =
∑
f˜mxm be the
power series with coeﬃcients f˜m = ρ if H ′m is empty and f˜m =
∑
i∈H ′m ρi if H
′
m is not empty. It is
clear that H ′m = {n ∈ N | φ f˜ (n) =m} is a ﬁnite set for each m, the union
⋃
H ′m = N (so φ f˜ (n) < ∞ for
all n) and φ f˜ (n) = φ f (n) < ∞ for all n ∈ H . Hence f ∼U f˜ . One difference between f˜ and the power
series fˆ deﬁned in the previous section is that the deﬁnition of f˜ is dependent on the set U (since
every integer outside H is mapped to itself by φ f˜ ) while fˆ depends only on the sets A f and I f . In
particular, φ f (n) differs from φ fˆ (n) only for those n such that φ f (n) = ∞, while there is the potential
for a change in value between φ f (k) and φ f˜ (k) for each k outside H even if φ f (k) is ﬁnite.
One place where we used that φ f takes each of its ﬁnite values only ﬁnitely many times for an
f ∈ M[[x]]\P∞ was in deﬁning f ∧ g and f ∨ g . In the general almost Dedekind case, an arbitrary
pair of power series f , g ∈ P∗(J ∗) may have some or all of the sets {k ∈ N | min{φ f (k),φg(k)} = i}
and {k ∈ N | max{φ f (k),φg(k)} = i} inﬁnite making it impossible to deﬁne an element as the sum
of all the corresponding ρk ’s. We can get around this problem by ﬁrst “reducing” both f and g to
corresponding power series f˜ (∼U f ) and g˜(∼U g) which do take each ﬁnite value only ﬁnitely many
times. For such a pair, f˜ ∧ g˜ and f˜ ∨ g˜ can be deﬁned as in Section 2. Note that there is no need
to use the same sets U and/or H in deﬁning f˜ and g˜ . Thus for any nonempty set { fα} ⊆ P(J ∗), we
may replace this set with a corresponding set { f˜α} where f˜α ∼U fα and {k ∈ N | φ f˜α (k) = n} is ﬁnite
for each n and each α.
Two other differences in the general case are that the set J as deﬁned in Section 1 may be
nonempty (see Example 3.4) and M need not be contained in PU∞ .
Consider the set Q U = {d ∈ D | d ∈⋂n∈U Mn for some U ∈ U}. It is easy to show that Q U is simply
the intersection of PU∞ and D . First, it is clear that ρ ∈ Q U . If d ∈ Q U , then there is a U ∈ U such
that d ∈ Mn for each n ∈ U . Consequently, the constant power series g(x) = d is in PU∞ . Conversely, if
f (x) = e ∈ D ∩ PU∞ , then there is a set U ∈ U such that e ∈ Mn for each n ∈ U . Hence e ∈ Q U . Since
D is one-dimensional, Q U is a maximal ideal of D . In the ﬁrst example, we show that Q U need
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original well-ordering of the index set A and the particular choice of ρn ’s may all play a role. The
general technique for the construction of the examples below is from [6, Section 3]. The ﬁrst domain
is built using a slight variation on the construction of [6, Example 3.2], the second is somewhat
related to [6, Example 3.5] and the third is [6, Example 3.3]. Each domain is almost Dedekind with
nonzero principal Jacobson radical [6, Theorem 3.1]. The descriptions of generating sets for the various
maximal ideals are also by way of [6, Theorem 3.1].
We have the following generalization of Lemma 2.1.
Lemma 3.1. Let D be an almost Dedekind domain that is not Dedekind and let M be a noninvertible maximal
ideal of D with ρ ∈ M such that MDM = ρDM. Also let {Mn}∞n=1 and {ρn}∞n=1 be sets which satisfy the
construction above and let U be a nonprincipal ultraﬁlter on N. The following hold for each nonzero power
series f ∈ D[[x]] and the prime ideal Q U = D ∩ P∞ .
(1) For each ﬁnitely generated ideal I ⊆ Q U , there is a set U ∈ U such that I ⊆⋂n∈U Mn.
(2) f ∼U 1 if and only if the constant term of f is not in Q U .
(3) f ∼U x if and only if the constant term of f is in Q U but f is not in Q U [[x]].
(4) f U x if and only if f ∈ Q U [[x]].
Proof. Let I = (a1,a2, . . . ,an) ⊆ Q U be a nonzero ﬁnitely generated ideal. Then for each ai , there is a
set Ui ∈ U such that ai ∈ Mn for each n ∈ Ui . Since U is closed to ﬁnite intersections, the set U =⋂Ui
is in U . It follows that I ⊆⋂n∈U Mn .
Let f =∑ fnxn ∈ D[[x]]\{0}. If f0 ∈ Q U , then there is a set U ∈ U such that f0 ∈⋂n∈U Mn . It
follows that the set {k ∈ N | φ f (k) > 0} is in U and we have f U 1. On the other hand, if f0 ∈ D\Q U ,
then there is an element b ∈ Q U such that bD + f0D = D . For b there is a set V ∈ U such that
b ∈⋂m∈V Mm . It follows that f0 /∈⋃m∈V Mm and therefore f ∼U 1.
To establish (3) and (4), we may assume f0 ∈ Q U . For each positive integer n, let Jn =
( f0, f1, . . . , fn). If Jn ⊆ Q U , then there is a set Un ∈ U such that Jn ⊆ Mk for all k ∈ Un . It fol-
lows that the set {m ∈ N | φ f (m) > n} is in U . Hence if f ∈ Q U [[x]], then f U x. On the other hand,
if some (necessarily positive) integer n is such that Jn  Q U , then there is an element c ∈ Q U such
that cD + Jn = D . As above, there is a set W ∈ U such that c ∈⋂m∈W Mm and therefore the set{k ∈ N | φ f (k) n} ⊇ W is in U and we have f ∼U x. 
Before presenting the examples, we record the following (abridged) generalization of Theorem 2.14
without proof.
Theorem 3.2. Let D be an almost Dedekind domain that is not Dedekind and let M be a noninvertible maximal
ideal of D with ρ ∈ M such that MDM = ρDM. Also let {Mn}∞n=1 and {ρn}∞n=1 be sets which satisfy the
construction above and let U be a nonprincipal ultraﬁlter on N.
(1) The family {φ f } together with U and J ∗ satisfy the Sierpin´ski restrictions.
(2) The set P(J ∗) is closed to unions and intersections.
(3) For primes P S  PT be primes in P∗(J ∗), there are primes P S ′ and PT ′ in P∗(J ∗) such that P S ′  P S
and PT  PT ′ . Moreover, either P S = P f and PT = P f for some f ∈ J ∗ , or there are uncountably many
primes of the form P g strictly between P S and PT .
(4) The cardinality of the set P∗(J ∗) is at least 2ℵ1 and at most 2c . Moreover, it has a subset that is order
isomorphic to the set of ω1 transﬁnite sequences of 0’s and 1’s ordered lexicographically.
Note that while the range of the phi functions includes ∞, the functions still correspond to se-
quences of integers (simply use −1 in place of ∞). Thus each prime in the entire set of primes P(U)
corresponds (uniquely) to a subset of the power set of all such countable sequences of integers. Hence
|P(U)| 2c .
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where K is a ﬁeld and G = ZN . In all three examples, we identify X =∏i∈N Xi with the element
(1,1,1,1, . . .) of G . In general, for a nonempty subset A of N, the element
∏
i∈A Xi is identiﬁed
with the inﬁnite tuple (a1,a2,a3, . . .) ∈ G where ai = 1 if i ∈ A and ai = 0 if i /∈ A. For example, in
Example 3.3, X0,e ≈ (0,1,0,1,0,1, . . .) and X2,o ≈ (0,0,0,0,1,0,1,0, . . .). From this viewpoint, each
ring is a subring of the quotient ﬁeld K (G).
Example 3.3. Let K be a ﬁeld and let X = ∏i∈N Xi . For each nonnegative integer m, let Xm,e =∏
i>m X2i and Xm,o =
∏
im X2i+1. Next, let Tm = K [X1, . . . , X2m, Xm,e, Xm,o], Vm,e = (Tm)(Xm,e) ,
Vm,o = (Tm)(Xm,o) and Vm,k = (Tm)(Xk) for 1 k  2m. Then let Rm be the intersection of Vm,e , Vm,o
and all of the Vm,k ’s. Finally let D =⋃ Rm . Then D is an almost Dedekind domain with exactly two
noninvertible maximal ideals, Me = (X0,e, X1,e, X2,e, . . .) and Mo = (X0,o, X1,o, X2,o, . . .), and count-
ably many other maximal ideals Mk = XkD [6, Theorem 3.1]. Note that X generates each maximal
ideal locally.
Single out Mo and make a somewhat bad choice for ρ , namely ρ = X .
(1) Well-order the natural numbers “badly” as 2,4,6, . . . ,1,3,5 . . . . We next choose the set {ρn}
so that ρn is in each maximal ideal except M2n . The simplest choice is to let ρn = X/X2n for each n.
This is an element that is in every maximal ideal except M2n . In particular, all of the ρn ’s are in Mo
and Me plus each M2n+1. On the other hand, X0,o is in none of the M2n ’s, so it is not in Q U . Instead,
each Xm,e is in Q U . Thus Q U = Me , not Mo , no matter what the choice of U because {Nm}∞m=1 the
set of maximal ideals used are the ideals Nm = M2m . On the other hand, the set J is empty and for
each f ∈ J ∗ and each integer i  0, the set {k ∈ N | φ f (k) = i} is ﬁnite.
(2) For a different choice for A and for the ρn ’s, use the natural order on N and let ρn = X/Xn
for each n. Then Q U = Mo if U contains the set of odd integers, and Q U = Me if U contains
the set of even integers. Again, the set J is empty, but when Q U = Me , the power series f =
X0,e +∑ρnxn is in J ∗ even though the set {k ∈ N | φ f (k) = 0} is the entire set of positive odd
integers. A similar conclusion holds for the power series g = X0,o +∑ρnxn when Q U = Mo: g ∈ J ∗
and {k ∈ N | φg(k) = 0} = 2N is inﬁnite.
Our second example is quite a bit more complicated. The goal is to have both J ∗ and J nonempty
with one “tier” of primes {P S | P∞  P S  P f for all f ∈ J } satisfying the conclusions in Theorem 3.2
and another uncountable tier of primes {PT | P g  PT  Px for all g ∈ J ∗}.
Example 3.4. Let {T1, T2, . . .} be a partition of N into inﬁnite pairwise disjoint subsets with 1 ∈ T1.
For each set Tn , use the natural order of integers to list the elements sn,1 < sn,2 < sn,3 < · · · . Then for
each n, let Gn = N\(T1 ∪ · · · ∪ Tn), and for each ordered pair (n,m), let Tn,m = Tn\{sn,1, . . . , sn,m}.
As in Example 3.3, let X =∏ Xn . Then for each n, let Yn =∏k∈Tn Xk and δn = X/Yn . Using the
notation above, set Xn,m = Xsn,m (with Xn,0 = 1). Finally, recursively deﬁne Yn,m = Yn,m−1/Xn,m with
Yn,0 = Yn and Zn = Zn−1/Yn with Z0 = X . Note that each δn is the (ﬁnite) product Y1 · · · Yn−1 Zn .
The basic correspondence is Yn with Tn , δn with the complement of Tn , Zn with Gn , Yn,m with Tn,m
and Xn,m with the singleton set {sn,m}.
Start with D0 = K [X](X). Next let D1 = K [Y1, Z1](Y1) ∩ K [Y1, Z1](Z1) and D2 be the intersection of
the localizations of K [X1,1, Y1,1, Y2, Z2] at each of the principal primes (X1,1), (Y1,1), (Y2) and (Z2)
(corresponding, respectively, with {s1,1}, T1,1, T2 and G2). At the nth stage (n  3) we will have the
sets Tn , Gn , each Tm,n−m and the various singleton sets {sm,k} for all m < n and 1  k  n −m. The
“base” ring is Rn = K [Yn, Zn, {Ym,n−m | m < n}, {Xm,k | m < n, 1  k  n −m}]. In Rn , each of Yn , Zn
and the various Ym,n−m ’s and Xm,k ’s are independent indeterminates. Localize at the corresponding
principal primes, then intersect to get Dn . Set D =⋃ Dn . Then D is an almost Dedekind domain and
each Mn = XnD is a principal height one maximal ideal of D [6, Theorem 3.1]. There are countably
many other maximal ideals, the ideal N generated by the set {Zn | 0 n}, and for each m, the ideal
Nm generated by the set {Ym,k | 0  k}. For each pair of integers m > n, Zn is contained in each Nm
and in each Mk for all k ∈ Gn . It follows that each element of N is contained in all but ﬁnitely many
Nm ’s and in the Mk ’s for all k in some Gn .
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As in Example 3.3, the element ρ = X is not only in each maximal ideal, but is a local generator
of each as well. For each n, the element ρn = X/Xn is in each maximal ideal except Mn . Thus the sets
{Mn}∞n=1 and {ρn}∞n=1 satisfy the construction scheme at the beginning of this section.
Next let g(x) =∑ρnxn and f (x) =∑ δnxn . Then φg(n) = n for each n and φ f has a ﬁnite value
for each m, namely φ f (m) = n for all m ∈ Tn . Thus neither g nor f is ever in PU∞ , also g U x
since φg is the identity function. With a “good” choice of U , we can have both N = Q U and
J empty. For example, suppose the set W = {sn,1 | n ∈ N} is in a nonprincipal ultraﬁlter U , then
{i ∈ W | φ f (i)m} = {sk,1 | km} is ﬁnite for each m. Thus f will be in the corresponding set J ∗
for W and N will be Q W . In fact, from the construction of D , it is impossible to have an element of
D that is in N and outside inﬁnitely many Msm,1 ’s. Thus for h ∈ N[[x]], the set {k ∈ W | φh(k)m} is
ﬁnite for each m. Hence either h ∈ J ∗ or h ∈ PU∞ .
On the other hand, with a “bad” choice of U , f will be strictly greater than x, but no set in the
ultraﬁlter will be such that its intersection with each set {k | 0  φ f (k) m} is ﬁnite. We establish
the existence of such an ultraﬁlter next. Basically we need to avoid two types of sets: (1) if some set
in the ultraﬁlter has a ﬁnite intersection with each Tn , then as above, J will be empty, and (2) if
some Tm is in the ultraﬁlter, then the corresponding maximal ideal Nm will be Q U and f will be
equivalent to x.
Start with B as the collection of all subsets B of N where B ∩ Tn is ﬁnite for each n (and perhaps
empty for some). Clearly B is closed to ﬁnite unions. Thus the collection C of all complements of
sets in B is closed to ﬁnite intersections. Next let G = {Gn}∞n=1 and let V = G ∪ C ∪ {Gn ∩ C | Gn ∈ G,
C ∈ C}. The set V is closed to ﬁnite intersections since both G and C are. Also note that for sets Gn
and C ∈ C , the set Gn ∩ C will not only have an inﬁnite intersection with each Tm for m > n, but
Tm\(Gn ∩ C) will be ﬁnite. Thus there is a (necessarily) nonprincipal ultraﬁlter U that contains V .
Assume we have such an ultraﬁlter U .
(1) The family {φ f } based on {Mn}∞n=1 together with the ultraﬁlter U and the corresponding set J ∗
satisfy the Sierpin´ski restrictions.
(2) For each n, Yn ∼U 1 since the complement of Tn is in U .
(3) Since the complement of each Tn is in U , N = P∞ ∩ D .
(4) For each set U ∈ U , there is at least one set Tn such that U ∩Tn is inﬁnite (otherwise U ∈ B). Since
U ∩ Tm = {k ∈ U | φ f (k) =m} for each m, there is an integer n such that {k ∈ U | 0 φ f (k) n} =
U\Gn is inﬁnite. Such a set cannot be in U since U ∩ Gn is in U .
(5) By (4), f U x, and therefore f ∈ J .
(6) Since each element of N is contained in all but ﬁnitely many Nm ’s and in Mk for all k in some Gn ,
Px = N[[x]]. Also it properly contains the prime PJ ′ since (in particular) f ∈ Px\PJ ′ .
Another consequence of having {i | φ f (i) = n} = Tn for each positive integer n is that for each posi-
tive real number t , the set { j | (φ f ( j))t = n} is either empty or a ﬁnite union of (consecutive) T j ’s.
Moreover, the set {i | (φ f (i))t > n} is one of the Gm ’s. Let t be a ﬁxed positive real number. Em-
ploying the same technique used in the special almost Dedekind case, let Hi = { j | (φ f ( j))t = i}
and then deﬁne a power series ht =∑ht,ixi by setting ht,i = X if Hi is empty and otherwise set
ht,i =∑Tk⊆Hi δk . The power series ht is such that φht = (φ f )t. For each ﬁxed pair of positive real
numbers 0 < p < t and each positive integer n, {k | φ f (k) > n1/(t−p)} = Gm for some m. Thus, as in
the proof of Lemma 2.5, ht U hp . It is also clear that each ht is strictly between x and each g ∈ J ∗ .
As in the proof of Theorem 2.6, let kr = h1/r and let br = hr for each real number 0< r < 1. Then we
have g U ks U kr U f U br U bs U x for all 0 < s < r < 1 and all g ∈ J ∗ . Thus there are
uncountably many primes of the form Ph between PJ ′ and Px. We leave it to the interested reader to
determine whether the family {φ f } together with U and the set J satisfy the Sierpin´ski restrictions,
we suspect they do.
The almost Dedekind domain in our last example shows that it is possible to have J ∗ empty. It
does not follow the scheme described at the beginning of this section. In particular, the domain of
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each is countably generated.
Example 3.5. (Cf. [6, Example 3.3].) For each positive integer n, let An,k = {m ∈ N |m ≡ k (mod 2n)} for
0  k < 2n . Obviously, Sn = {An,0, An,1, . . . , An,2n−1} is a partition of N that is a reﬁnement of Sn−1
(provided n > 1). For each pair (n,k), let Xn,k =∏ j∈An,k X j with X0,0 = X . For n 1 and 0 p < 2n−1,
Xn−1,p factors as Xn,p Xn,p+2n−1 .
Let Rn =⋂0k<2n K [Xn,0, . . . , Xn,2n−1](Xn,k) and let Mn,k = Xn,kR for all 0  k < 2n . Each Rn is
a semilocal Dedekind domain with Max(RN ) = {Mn,k | 0  k < 2n − 1} and D =⋃ Rn is an almost
Dedekind domain with no ﬁnitely generated maximal ideals, but with a nonzero Jacobson radical –
the principal ideal XD . It is convenient to let R0 = K [X](X) and M0,0 = XR0.
Let {kn}∞n=1 be a sequence of nonnegative integers such that k1 ∈ {0,1} and kn+1 ∈ {kn,kn + 2n}
for each n. Then the corresponding set of maximal ideals {Mn,kn }∞n=1 is such that Mn,kn  Mn+1,kn+1
and Mn+1,kn+1 ∩ Rn = Mn,kn . The union of such a set of maximal ideals is a maximal ideal of D , and
each maximal ideal of D has this form. We may identify each maximal ideal M =⋃Mn,kn both by
the sequence of integers {kn}∞n=1 and by a sequence a = {am}∞m=1 where kn =
∑
1m<n am2
m−1 is the
binary representation for each kn . Let M0 be the maximal ideal that corresponds to the sequence
z = {zm = 0}∞m=1. Also for each pair of distinct sequences a, c, set d(a, c) = 1 if a1 = c1 and, for m > 1,
d(a, c) = 1/m if am = cm and ak = ck for all k <m.
Let Q denote the set of all sequences a = {am}∞m=1 with at least one term that is not 0. For the
nonprincipal ultraﬁlter U we impose only two restrictions, it contains each subset of Q that has a
countable complement and it contains each set Vm = {a ∈ Q | 0< d(a, z) < 1/m}. For ease of reference,
we let V0 = Q.
Let g =∑ Xn,0xn . Then for each a ∈ Q, φg(a) =m where d(a, z) = 1/m. Clearly, Vm = {a ∈ Q |m <
φg(a) < ∞} and therefore 0 U g U x, putting g ∈ Q U [[x]]. Since the coeﬃcients of g generate M0
as an ideal of D , M0 = Q U .
Let f ∈ M[[x]]\{0} be such that there is a set U ∈ U such that Hn = {a ∈ U | φ f (a) n} is ﬁnite for
each n. Since H =⋃ Hn is countable, U\H = {a ∈ U | φ f (a) = ∞} is in U . Thus f ∈ P∞ and J ∗ is
empty.
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