Background: Whenever the population is large and it is very time taking and costly to take
INTRODUCTION
The natural estimator for any parameter is the corresponding statistics. Thus the most appropriate estimator for the population variance is the sample variance of the study variable. Auxiliary information is supplied by the auxiliary variable which is highly associated (positively or negatively) with the study variable. The auxiliary information is in use almost from the use of sampling itself. It is used in various forms and at various stages of sampling in the form of population parameters of auxiliary variable for more efficiently estimating population parameters of the study variable under investigation. The auxiliary information is used in two different stages of designing and estimation. In the present study, it has been used at estimation stage only. Whenever the study variable (Y) is highly positively correlated with the study variable and the line of regression of Y on X passes through origin, the ratio type estimators are used for improvement in the estimating population parameters while product type estimators are used when X and Y are negatively correlated. On the other hand regression estimators are used when the line of regression does not pass through the origin. 
Review of variance estimators
For estimating population variance, the most appropriate and often used estimator is the sample variance given by: Isaki (1983) used the positively correlated auxiliary information and proposed the following usual ratio estimator of population variance of the study variable as: 
Upadhyaya and Singh (1999) used the information on population coefficient of kurtosis of auxiliary variable and proposed the following ratio type estimator of population variance as:
The Bias and Mean Square Error of above estimator, up to the first order of approximation, are respectively given by: Kadilar and Cingi (2006) proposed the following three ratio type estimators of population variance using population coefficient of variation and population coefficient of kurtosis of auxiliary variable as:
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The Biases and Mean Square Errors of above estimators, up to the first order of approximation, are respectively given by:
where, 
MATERIALS AND METHODS

Proposed estimator
On the lines of Maqbool and Javaid (2017) , we propose an improved ratio estimator of population variance using tri-mean and inter quartile range of auxiliary variable as:
The idea behind proposing new estimator of population variance using tri-mean and the inter quartile range is that a Q alone should have no relationship with the variance but inter quartile range r Q should better reflect on the variance and this indeed is the case as shown in results.
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In order to study the sampling properties of the proposed estimator, p t , we define 
Taking expectation on both sides of (28) 
Squaring on both sides of (28), after simplifying terms up to the first order of approximation and taking expectation on both sides, we have the MSE of the proposed estimator as:
RESULTS
Efficiency comparison
The proposed estimator in (27) performs better than the usual mean per unit estimator in (1) under the condition:
The proposed estimator in (27) used the information on tri-mean and the inter quartile range of auxiliary variable is better than the Isaki (1983) estimator under the condition that
The proposed estimator in (27) 
CONCLUSION
In present work, we have proposed a ratio type estimator of population variance of study variable using information on tri-mean and the inter quartile rage of auxiliary variable. The bias and mean squared error of the proposed estimator have been obtained up to the first order of approximation.
The proposed estimator is compared theoretically as well as numerically with the competing estimators of population variance. From table-1, it is clear that proposed estimator is best among all estimators of population variance as it has least bias and mean squared error. Thus it is recommended to use the proposed estimator for improved estimation of population variance of study variable using auxiliary information.
