This paper presents the application of Sinc bases to simulate numerically the dynamic behavior of a one-dimensional elastoplastic problem. The numerical methods that are traditionally employed to solve elastoplastic problems include finite difference, finite element and spectral methods. However, more recently, biorthogonal wavelet bases have been used to study the dynamic response of a uniaxial elasto-plastic rod [Giovanni F. Naldi, Karsten Urban, Paolo Venini, A wavelet-Galerkin method for elastoplasticity problems, Report 181, RWTH Aachen IGPM, and Math. Modelling and Scient. Computing, vol. 10, 2000]. In this paper the Sinc-Galerkin method is used to solve the straight elasto-plastic rod problem. Due to their exponential convergence rates and their need for a relatively fewer nodal points, Sinc based methods can significantly outperform traditional numerical methods [J. Lund, K.L. Bowers, Sinc Methods for Quadrature and Differential Equations, SIAM, Philadelphia, 1992]. However, the potential of Sinc-based methods for solving elastoplasticity problems has not yet been explored. The aim of this paper is to demonstrate the possible application of Sinc methods through the numerical investigation of the unsteady one dimensional elastic-plastic rod problem.
Introduction
Sinc numerical methods have been increasingly recognized as powerful tools for solving a wide range of linear and nonlinear problems arising from scientific and engineering applications including heat transfer [14, 22, 23] , population growth [2] , fluid mechanics [34] , optimal control [30] , inverse problems [15, 28] and medical imaging [32] . In particular, they have become very popular in solving initial and boundary value problems of ordinary and partial differential equations including those with Dirichlet, Neuman and other boundary conditions [13, 17, 26, 27] . There are several advantages to using approximations based on Sinc numerical methods. First, unlike most numerical techniques, it is now well-established that they are characterized by exponentially decaying errors [11] . Second, they are highly efficient and adaptable in handling problems with singularities [31] . Finally, due to their rapid convergence, Sinc numerical methods do not suffer from the common instability problems associated with other numerical methods [24] .
In spite of the apparent success in using Sinc based methods in other areas of application, their potential to solve elastoplasticity problems has not yet been explored. The numerical methods traditionally employed to solve elastoplasticity problems include finite difference, finite element and spectral techniques [4, 8] . More recently, biorthogonal wavelet bases have been utilized to study the unsteady one dimensional elastic-plastic rod problem with some success [33] . In this paper, the possible application of Sinc methods is investigated through one dimensional elasoplasticity problems.
The choice of the one dimensional problems considered in this paper is motivated by the fact that these problems exhibit all the essential features underlining the dynamic behavior of most elastoplasticity problems. In particular, the governing boundary value problems are accompanied by complex plastic flow rules characterizing the loading and unloading states of the deformation process [19] as well as the additional constraints determined by yield criteria on the stress and the internal material variables [25] .
The main approach is to predict the displacement vector using the Sinc-Galerkin method and to test whether the predicted solution satisfies the additional flow rule and the yield conditions. If the predicted solutions fail to fulfil these conditions, further corrections are made to the displacement vector in an iterative process. While the corrections are applied pointwise, the Galerkin method involves using values of the basis functions and their derivatives integrated over the spatial domain. In spite of apparent differences between these two approaches, they are shown to couple satisfactorily. We considered Newton's method for the iterative procedure. However, this resulted in a linear system with an extremely large condition number matrix arising from the derivatives of the Sinc bases at the discretized points. Therefore, we implemented a direct iteration method and obtained faster and more accurate convergence. The numerical method turns out to be stable.
Physical problem
The physical problem we consider in this paper is the dynamic response of a one-dimensional elastoplastic rod under external loads. The choice of this problem is motivated primarily by the fact that this one-dimensional model exhibits all the essential features underlining the dynamic behavior of most elastoplastic problems [8, 18] .
We consider an axial rod of length L as schematically shown in Fig. 1 where the variable x denotes the axial coordinate ranging from x = 0 to x = L. We assume that the transverse dimensions are small compared to the rod's axial length and that loads are transmitted in the axial direction only. Since the displacement u is only axial directional for such structures, u = u(x, t) where t represents time. Examples of such uniaxial structures include taut cables in tension, truss members, and other rod-like materials. While the term stress σ represents the applied force F per cross sectional area A, the term strain ε is used to describe the deformation response of material to an applied stress:
where is the deformed length, 0 is the initial length [7, 23] . Note that the stress and strain are positive for tensile loads and negative for compressive loads. For isotropic elastic materials where there are no preferred directions of deformation, there is a linear relationship between the stress and the strain known as Hooke's law:
where the proportionality constant E is called Young modulus or modulus of elasticity and has the same unit as σ .
The initial inelastic response of the material is often described by a yield criterion which is defined in terms of an initial yield condition given by [9] 
Beyond the initial yielding, the evolution of the yield criterion is expressed according to the inherent material behavior using what is known as a hardening rule [1] . If the material initial yield surface remains unchanged with a fixed centre through plastic flow after yielding, then the material is called perfectly elastic. However, materials whose yield surfaces are dependent upon on the amount of plastic flow undergo work or strain hardening in which the stress continues to increase relative to the perfect elastic behavior as depicted in Fig. 2 . Therefore the balance of linear momentum localized about a point x on the rod yields the following differential equation:
If A is a constant, then Eq. (12) along with Eq. (2) gives
The initial conditions typically used are homogeneous boundary conditions of zero displacement and zero velocity such that The boundary condition prescribed at each end is the homogeneous Dirichilet condition:
It is convenient to nondimensionalize the governing equations so that solutions are independent on the relative magnitude of material parameters. Therefore, we introduce the following nondimensional equations [6] 
whereū is a constant displacement value. Hence the full initial-boundary value problem is given by
where I is the instantaneous elastic domain defined as
and σ y2 is the yielding stress in compression and σ y1 is the yielding stress in tension, and g(x, t) is a nondimensional external force.
Sinc function preliminaries
In this section, a brief overview of the Sinc function and the theories of the Sinc Numerical methods are presented. A more comprehensive review of Sinc Numerical methods and their application can be found in [16, 30] .
On the whole real line R, the Sinc function is defined as
If f is a function defined on the real line, then for h > 0 the series
where S(k, h)(z) is the translated Sinc function given by
is called the Whittaker Cardinal expansion of f whenever the series converges. To construct the approximation over the finite interval (a, b), we consider the one-to-one conformal map
which maps the eye-shaped region
onto the infinite
If the inverse map of φ is denoted by ψ, then the uniform grid {kh} ∞ k=−∞ in D S will have the inverse images
Hence the numerical process developed in the domain containing the whole real line can be carried over to infinite interval by the inverse map. For a restricted class of functions known as the Paley-Weiner class, which are entire functions, the Sinc interpolation and quadrature formulas are exact [21] . A less restrictive class of functions which are analytic only on an infinite strip containing the real line and allow a specific growth restrictions have exponentially decaying absolute errors in the Sinc approximation.
Definition. B(D S ) is the class of functions
and satisfy
where ∂ D S represents the boundary of D S .
The following theorems state the Sinc interpolation quadrature rules and establish the specific conditions under which the approximations have exponentially decaying errors [30] .
where |ε(x)| = O(e −πd/ h ).
where
However, in practice, the infinite series defining these approximations are truncated. The following theorems provide the conditions under which the approximations with the truncated series maintain the highly desired exponentially decaying errors [30] .
where α, β, K are positive constants and w = ψ(z) is the inverse of the conformal mapping z = φ(w). If
where w k = φ(kh) and
In the next section, we shall use the above truncated approximation to solve the initial-boundary value problem generated from the elastoplasticity problem.
Numerical treatment for elastoplasticity problem
In this section, the numerical procedures used to solve the full initial-boundary value problems of the one dimensional elastoplasticity problem given by Eqs. (17)- (20) are described. Note that this is a highly nonlinear problem, since integrating the flow rules require careful consideration of the loading/unloading conditions to determine the state of the deformation. Moreover, the stress and the internal variables of the hardening rule are subject to the additional constraints determined by the yield criterion.
The Sinc-Galerkin method is used in order to spatially discretize the initial-boundary value problem, which leads to a second order ODE system for the time dependent sinc coefficients. The resulting ODE system is solved by using the well known Newmark method of structural dynamics [10] to obtain an elastic prediction trial. A plastic correction step is then implemented to ensure the yield criterion the flow rules are satisfied.
Sinc-Galerkin method
In the Sinc-Galerkin method, the approximate solution of the initial-boundary value problem Lu(x, t) = f (x, t) is represented by the truncated sinc approximation of m terms
where the basis functions {S(k, h) • φ} N k=−M are given by
In (43), φ(x) = ln According to the Sinc-Galerkin method, the unknown coefficients {u k (t)} in (43) are determined by orthogonalizing the residual Lu m − f with respect to the sinc basis function, which yields to a discrete system [29] 
The weight function w(x) is generally chosen based on the boundary conditions, the domain of interest and the differential equation itself. In this paper w(x) is given by
which vanishes at the end points of the spatial domain. Therefore, for the elastic equation given by (17) , the orthogonalization equation becomes:
In principle the discrete system can be obtained by directly approximating the integrations via the Sinc quadrature formulas of the previous section. However, for those terms containing derivatives of u(x, t), the quadrature formula may not lead to the desired exponential convergence. Therefore, the Sinc-Galerkin method uses the alternative approach of applying integration by parts to remove the derivatives of u from the integration of every term.
Therefore, we apply two successive integrations by parts to the second integral contains the spatial second derivative of u so that
However, since both w(x) and u(x, t) vanish at the end points, we obtain
Then applying the truncated Sinc quadrature formula we obtain
and where
Similarly
Thus we obtain the following approximation of the space derivative integral
The other integrals do not require integration by parts:
Note that, if g(x, t) is discontinuous, then the Sinc quadrature formula must be applied carefully to ensure that the analytic requirement of the quadrature rule is satisfied. For instance, if g(x, t) is given by
where φ r (x) = ln
with the inverse ϕ r (kh) = r e kh 1+e kh . Then substituting Eqs. (46), (47) and (50) into (17), we obtain the following discrete system for the elastic deformation:
Similarly, we obtain the following discrete system for the plastic deformation:
These discrete systems represent M + N + 1 second order ordinary differential equation with respect to time. They can be written in matrix form:
where U = (u −M (t), . . . , u N (t)) T and
Newmark scheme
We use the Newmark scheme to solve this ordinary differential equation system. The Newmark scheme is a numerical time-stepping algorithm that is popular in the field of structural mechanics [8] . In order to solve the above system, the Newmark scheme makes the following approximation:
where U n ,U n andÜ n denote U (t n ),U (t n ) andÜ (t n ) respectively and t represents the constant time increment. Here δ and θ are parameters controlling the accuracy and stability of the numerical integration algorithm. It can be shown that if δ = 1/2 and θ = 1/4, then the Newmark method is unconditionally stable with constant average acceleration [10] . We then substitute the above expressions into Eq. (53) at discrete time t = t n+1 = (n + 1) t to obtain the following nonlinear matrix algebraic equation for the unknown displacement vector U n+1 :
In particular, when t = t 1 = t, we have
The correction of stress
Recall that in addition to the governing initial-boundary value problem describing the elastoplasticity problem, the flow rule and the yield criterion must be satisfied. Here we describe an elastic-plastic prediction correction procedure based on the concept of a return map algorithm which uses the closest-point-projection in the stress space [5, 7] . The stress σ n+1 is therefore computed in two steps. First, the elastic equation is solved to obtain the displacement, which is also used to obtain the strain ε with Eq. (19) . Then, assuming an elastic deformation, Hooke's law is applied to compute σ n+1 . If the state of the stress is not on the yield surface, then elastic loading occurs and no further correction is required. However, if the stress state is on the yield surface, then plastic flow or elastic unloading takes place based on the amount of the total strain rate. Hence the elastic prediction must be further corrected to ensure that the plastic equations are simultaneously satisfied.
We denote the initial trial stress σ * n+1 obtained using σ n , the stress at t = t n . There are four distinct cases to consider for tensile loads as depicted in Fig. 3 . Since the compression load cases are essentially mirror images of the tensile cases, here we discuss only those cases corresponding to tensile loads. 
If σ n and σ * n+1 are both below the yield Stress, then the current elastic prediction is correct and the integration over the time step [t n , t n+1 ] is complete and the trial stress becomes the new stress at t = t n+1
. In this case, σ n is below the yielding stress σ Y 1 , Hence during this time step there is a transition from elastic deformation to plastic deformation. The trial value of σ * n+1 is no longer accurate and a correction step is required. This is done by projecting σ * n+1 to the closest point on the plastic strain stress curve. Thus
where E is the slope of the elastic loading curve, where In this case, both σ n and σ * n+1 are in the plastic domain. In the plastic domain, the strain rateε is written as the sum of its elastic and plastic contributions:ε =ε e +ε p . Hence, in terms of the tangent modulus E t , the stress rateσ is given bẏ so that
In this case, the trial elastic stress is below σ n . Therefore, elastic unloading occurs, in which there is a transition from the plastic deformation back to the elastic deformation. As described earlier, there is a permanent plastic deformation in this case. Since the trial is elastic, there is no further correction required in this case:
The predictor-corrector algorithm must be carried out as an iterative process until the plastic equation is satisfied. Therefore after each correction step, the displacement vector as well as the strain vectors must be updated before the next iteration. Recall that the discrete equation that must be satisfied is given by
where n + 1 represents the current time step and k represents the current correction iteration and ϕ is the vector comprising the discrete form of the equation that is required to be consistent with the corrected stress. Note that σ 0 n+1 is the same as σ * n+1 and it is the trial stress computed using u 0 n+1 , which is obtained by solving the elastic equation. If there is a plastic deformation during the current time step, then point-by-point corrections are made to all the points that are in the plastic domain to obtain σ 1 n+1 . The corrected values are then used to update the displacement and the strain vectors u 1 n+1 and ε 1 n+1 respectively. Due to the large condition number of a coefficient matrix, experiments show that Newton's method failed to converge when updating u and σ , and therefore a direct iteration technique is used to update the displacement with a tolerance of ε on the norm of the update u k n [3, 12] . This approach was successful and is taken to be the iterative procedure for the updates [35] . It should be noted that the above prediction-correction scheme is not inherent to the Sinc method, and that it is typically used in conjunction with most numerical methods for elasto-plastic problems. The advantage with the Sinc method however, is that, due to its exponential convergence properties, the intermediate displacement determined from the equation of motion is computed highly efficiently. As a result, the Sinc approach leads to an overall efficient method.
Numerical experiment
Here we test the validity of the proposed numerical procedure by considering a number of specific examples. First we consider the one dimensional elastoplastic problem with an external force of f (x, t) = a ρ sin(π x)(2 cos(t) − t cos(t)) + E Aπ 2 sin(π x)t sin(t) ,
where a is a constant. The exact solution of this problem in the elastic domain is
so that the total strain is given by and the stress σ is given by σ (x, t) = a Eπ t cos(π x) sin(t).
The above solution is not valid beyond yielding, as the yield criterion and the flow rules must also be satisfied. However, this example would provide us with a simple validation of the numerical method used. Fig. 4 depicts the numerical approximation along with the exact solution for the specific parameters E = 2,100,000, E t = 200,000, A = 100, a = 500, σ 5 depicts the stress-strain curves at the end and mid-points. Clearly, plastic flow has occurred at the end points while the mid-point remains in the elastic domain. The dependence of the solutions accuracy on the parameter M is depicted in Fig. 6 where the relative error for this example as a function of M is shown. The figure clearly shows that the error drops very fast as M increases from 4 to 8 and to 16. The advantage obtained in increasing M above 16 turns out to be minimal, since the relative error becomes very small for such values of M. This behavior was observed in all the tests we carried out in this thesis. Therefore M = 16 was taken as the standard in all our runs. Fig. 7 depicts the exponential convergence rate of our approximation where the natural logarithm of the relative error verses M shows a linear behavior. We then consider the numerical experiments carried out by [4, 20] using the biorthogonal Wavelet-Galerkin approach. In this case E = 2,100,000, E t = 200,000, ρ(x) = 7.85, A(x) = 100, σ Y 1 = −σ Y 2 = 1600 and dt = 0.01. The applied external force in this case is the discontinuous function where g r (t) is a time dependent signal and r is a constant. For demonstration, we use r = 0.7 and
where a = 8 × 10 5 and ω = 20 3 π . This is an interesting example, since all the cases of the hardening rules actually appear. Note that care must be taken in the external force integration as described in last section since there is a discontinuous load. Fig. 8 depicts the evolution of the displacement at the end and mid points. Similarly Fig. 9 depicts the displacement snap shots at various times. Figs. 10 and 11 depict similar behaviors of the stress σ . The stress curve of Fig. 9 show the elastic loading, the plastic flow, and the elastic unloading both in tension and compression.
The stress-strain curves at various points on the rod are depicted in Fig. 12 after yielding has occurred. These are identical to the results found in [20] . Note that the isotropic hardening as well as all the various cases described earlier are apparent in these figures.
Finally Fig. 13 depicts the three-dimensional plot of the displacement and the total strain ε. Again this result is an excellent agreement with that of [20] . The trial and the corrected σ s are also depicted in Fig. 13 .
It should be noted that, as in most nonlinear problems, the local and the global residual errors due to numerical methods should be estimated using a posteriori error indicators. These indicators are used to improve upon the estimated intermediate solutions through the refinement of the intermediate discritizing mesh. However, reliable and efficient error estimators are often difficult to establish. We are currently investigating this issue as a separate study. 
Conclusion
In this paper, Sinc based methods were used to numerically simulate the dynamic behavior of a one dimensional elastoplasticity rod problem. This problem was chosen because it exhibits all the essential features underlining the dynamic behavior of most elastoplasticity problems, including the complex plastic flow rules characterizing the loading and unloading states of the deformation process as well as the additional constraints determined by yield criteria on the stress and the internal material variables.
Unlike traditional methods often used to solve elastoplasticity problems, such as the finite difference methods, Sinc base numerical methods are characterized by exponentially decaying errors associated with their approximations. They are also highly efficient and adaptable in handling problems with singularities and do not suffer from the common instability problems associated with the traditional numerical methods.
Despite these advantages, the potential for Sinc methods to solve elastoplasticity problems has not yet been explored. In this paper we demonstrate that Sinc numerical methods can be successfully used to solve elastoplasticity problems.
The numerical procedure is based on the Sinc-Galerkin approach, which numerically predicts material evolution based on an initial elastic deformation assumption. The predicted solution is then tested to see whether it satisfies the additional plastic flow rules and the yield conditions. Further correction is then carried out to ensure that all the nodal points satisfy the flow and yield conditions. Although the corrections were applied pointwise while the Sinc-Galerkin method was applied over the basis functions and their derivatives were integrated over the whole space interval, satisfactory results were obtained.
The validity of the proposed approach was demonstrated by solving illustrative example and by considering a specific problem that was recently considered using other methods [20] . It was found that Sinc based methods could successfully be applied to solve these problems.
Further research will include an investigation of the mathematical compatibility of the pointwise correction and the integrated approach of the Sinc-Galerkin method. Investigation of an a posteriori error analysis to obtain efficient and reliable error indicators is also being investigated. The use of the approach taken in this paper to solve higher dimensional problems and other elastoplastisity problems will also be investigated in the future.
