We consider a system of random walks in a random environment interacting via exclusion. The model is reversible with respect to a family of disordered Bernoulli measures. Assuming some weak mixing conditions, it is shown that under diffusive scaling the system has a deterministic hydrodynamic limit which holds for almost every realization of the environment. The limit is a nonlinear diffusion equation with diffusion coefficient given by a variational formula. The model is nongradient and the method used is the "long jump" variation of the standard nongradient method, which is a type of renormalization. The proof is valid in all dimensions.
Introduction
Consider a system of particles occupying sites of a multidimensional integer lattice. The particles are attempting jumps to nearest neighbor sites at rates which depend on both their position and the objective site. The rates themselves come from a quenched random field, and are chosen so that the system satisfies a detailed balance condition with respect to a family of random Bernoulli measures (the random field Ising model at infinite temperature). The interaction between the particles is given by a hard core exclusion rule: Attempted jumps to occupied sites are simply suppressed.
Such systems have been used to model electron transport in doped crystals. In this case, the hard core exclusion rule is given by the Pauli exclusion principle. The crystal itself creates a periodic field in which the particles move. In the presence of impurities, the field is random.
The purpose of this article is to study the transport properties of such a system. In particular we are interested in the influence of the random field on the rate of bulk diffusion. In the absence of the exclusion rule, this is simply the result of diffusive scaling of a single particle moving with reversible rates in the random field. At the other extreme, if the exclusion is present but the field is constant, the bulk diffusion also turns out to be independent of the density of particles. However, when both the random field and the exclusion rule are present, one sees a nonlinear dependence of the bulk diffusion on the density. This diffusion coefficient can be computed by the Green-Kubo formula, but we have not been able to find such a computation in the literature. We give a variational formula for the bulk diffusion, which is equivalent to the Green-Kubo formula, and which we can establish rigorously.
We should point out that in principle it is not even clear that under diffusive scaling such a system has a hydrodynamic limit. The main work here is to show that in fact all the influences of the random field are, on a sufficiently large scale, contained in a diffusion coefficient, which depends on the statistics of the field, but not on the randomness itself. One of the main steps in this direction is to show that the system in a box of side length L has a spectral gap no smaller than cL −2 .
To establish the hydrodynamic limit one needs to prove some version of Fick's Law, namely to replace the microscopic current by the gradient of the density field multiplied by the diffusion coefficient. The system we are considering turns out to be of non-gradient type. Roughly speaking, the gradient condition says that the microscopic current is already of gradient form. At this time, the only method for the nongradient systems is the one developed by Varadhan. The idea is to replace the current by a gradient plus a fluctuation term. However, in our case, such a decomposition cannot hold microscopically, because the fluctuations of the gradient of the density field arising from the random field are very large, and one can only make sense of these gradients over sufficiently large mesoscopic distances where stochastic fluctuations are reduced by the central limit theorem. It is necesssary to perform the decomposition in some mesoscopic scale.
The model we are considering has been studied in the physics literature by means of rough approximations, and Monte-Carlo simulations. The case of a period two field in one dimension has been solved exactly [20] , [24] . Surprisingly, the resulting equation is linear. This special case turns out to be an 'almost gradient system', by which we mean that the fluctuation term is explicit. In other words, one can find the minimiser in the variational problem for the diffusion coefficient. This is certainly not the case for other fields, and it can be shown that the diffusion coefficient is non-constant in general.
The main result of this paper was described in detail in [16] along with a sketch of the proof, and an unpublished, incomplete manuscript [18] . An important motivation for the method described there, is that the non-gradient method as developed in [22] , [17] , [23] does not work in low dimensions. In higher dimensions, such an approach can be made to work by subtracting a term from the microscopic gradient term to make it mean zero. One then has the nontrivial problem to show that the subtracted term vanishes in the limit, and this can be done if d ≥ 3. This was suggested in [16] , and a proof following these lines appeared recently [6] . This inspired us to write up the details of our unpublished manuscript carefully as the present paper. The advantage of the original approach in [16] is that it works in all dimensions and elucidates the connection to renormalisation. The present article is independent of [6] ; the only result we have used beyond [16] and [18] is the proof of the spectral gap of the Bernoulli-Laplace version of the model by [4] , which improves on what was written in [18] . Note that both [4] and [6] need the moving particle lemma (Lemmas 5.1 and 5.2 of this article), which is in some sense what tells you that the system is diffusive.
In addition we prove here the continuity of the diffusion coefficient in the full interval [0, 1], and the uniqueness of the hydrodynamic equation, which needed to be added as assumptions in [6] . Note that the continuity of the diffusion coefficient at 0 is of considerable interest because there it becomes the asymptotic diffusivity of a single particle in the medium, a classical homogenization problem with a different variational formula that has to be related to ours.
The review article [16] contains a sketch of the main idea of the proof contained in this article. The sketch contains a small misprint which has unfortunately led to a great deal of confusion. The formula for a certain central limit theorem variance, lim sup in Section 7 and 8. It requires a non-trivial extension of the standard non-gradient computations as one is missing in this problem the usual average over translations.
The paper is organized as follows. In Section 2 we describe the model and the main results. In Section 3 we give a sketch of the proof of the hydrodynamic limit, emphasizing the new problems that arise because of the random field. Sections 4-8 contain the details of the proof. In Section 4, we recall some standard results in perturbation theory which allow us to use the variance method for nongradient systems on functions whose range is up to a small constant times ε −2/(d+2) as long as they satisfy an 'integration by parts' estimate. In Section 4, we prove the key 'moving particles lemma' which gives the spectral gap and the two-block estimate and the 'integration by parts' estimate for the long jump current. Sections 6 -10 are devoted to the computation of asymptotic variances which is the heart of the nongradient method. The standard material is in Sections 6 and 7. In Sections 8 and 9, the computation is extended to the 'long jump current' where one no longer has an average over shifts. In Section 10 we complete the proof by showing that the long jump current can be replaced by its average with respect to local equilibrium at the scale ε −2/d+2 where the fluctuations have been sufficiently dampened. Section 11 contains the results about continuity and a type of Hölder continuity of the diffusion coefficient and Section 12 the uniqueness of the hydrodynamic equation.
The Model
Let α x , x ∈ Z d be a bounded (|α x | ≤ B) stationary, ergodic random field, satisfying the following mixing conditions: For some γ ≥ max{4, 2(d + 2)/d 2 }, there is a constant C < ∞ such that for for all l > 0, for all f ∈ F Λ l with IE[f ] = 0,
where τ x is the shift by x, Λ K is the box of side length K, and IE is expectation with respect to the field. Typical examples are α periodic, or α x could be independent, identically distributed random variables. But (2.1) is quite general. For example, one could divide Z d into boxes of side length A. On each of the boxes one could pick at random from a finite list of patterns (functions on {1, . . . , A} d ).
For each ε = L −1 , L a positive integer, we have a system of N = O(ε −d ) particles on εZ d /Z d moving in this field. At most one particle is allowed at each site. A particle at x attempts to jump to nearest neighbor sites y at rate
If there is no particle in the way the particle is allowed to jump. However if there is a particle in the way, the jump is suppressed, and everything starts again. All the particles are doing this independently of each other, and since time is continuous one can ignore the occasion of two particles trying to jump onto each other simultaneously. The state space of our process is {0, 1} εZ d /Z d . Configurations are denoted η. η x = 1 or 0 depending on whether there is or is not a particle at x. Our system is a Markov process on this state space with a generator given by ε −2 L ε where
where the rates are given by a xy (η) = 1 + e −(αy −αx)(ηy−ηx) , (2.4) and the lattice gradient is given by
where T xy η represents η with the occupation numbers at x and y exchanged. For each λ the generator is reversible (self-adjoint) with respect to the product measure
Z is the normalization. The parameter λ, which is called the chemical potential, can be adjusted to vary the average density of particles. The relation between λ and the density, m, is as follows: For 0 ≤ m ≤ 1, λ is chosen so that IE e α0+λ 1 + e α0+λ = m.
(2.7)
We could alternatively fix the number of particles, so that the density was m. Then the process is reversible and ergodic with respect to that measure
Taken over the allowable m = iε d , i = 0, . . . , ε −d these give us a full set of ergodic invariant measures. Note that the measures (2.8) are not simple to describe. The Dirichlet form is given by
The empirical density field µ ε ∈ M (T d ), the set of measures on the ddimensional torus T d , is given by,
where δ θ gives mass one to the point θ ∈ T d . Let us choose initial distributions of our process so that, for some given smooth m 0 :
, the space of right continuous trajectories with left limits in M (T d ), will be denoted P ε . Of course P ε depend on the field, α.
We can now state our main result.
Theorem 1. For almost every realization α of the random field, P ε ⇒ δ m(t,θ)dθ , as ε → 0 where m is the unique weak solution of
The diffusion matrix D(m) is nonrandom continuous function on [0, 1]. It is given by the following formulae. For m ∈ (0, 1),
where the conductivity, σ, is a symmetric matrix whose associated quadratic form is given by the variational formula,
The infimum is taken over all local functions g(η, α) of the configuration and the field. The shift is given by τ x g(η, α) = g(τ x η, τ x α). The expectation IE is over the random field α and the expectation · m is over the infinite product measure (2.6) where λ is chosen as in (2.7) . For m = 0, D(0) is the limiting covariance of a free particle in the field, given by the classical homogenization formula,
For m = 1, D(1) is the limiting covariance of a test 'hole' which coincides with the limiting covariance of a free particle in the fieldα = −α.
The result was obtained earlier in [6] in d ≥ 3 and under the assumption that the diffusion coefficient is continuous and that the limiting equation has a unique solution.
A few comments follow. Regularity of D(m): From (2.12), σ(m) is upper semicontinous for m ∈ (0, 1). It is not hard to check that λ ′ (m) is continous on (0, 1) and therefore D(m) is upper semicontinous on (0, 1). The test function g ≡ 0 in (2.12) shows that σ(m) ≤ Cm(1−m) for some C < ∞ and it is elementary to check that λ ′ (m) ≤ C/m(1−m) for another finite C. Hence D(m) ≤ cI for some c < ∞ for all m ∈ (0, 1). From the moving particles lemma 5.2 one obtains also a lower bound D(m) ≥ c −1 I for m ∈ (0, 1). In Section 9 we show that D(m) is Hölder 1/2 with a coeffiecient which may behave badly at the edge; |D(m 1 ) − D(m 2 )| 2 ≤ C(m 1 (1 − m 1 )) −1 |m 1 − m 2 | for some C < ∞. This follows from the characterisation of the diffusion coefficient in sections 6 and 7 without too much work. It is also shown there that D(m) is continuous on the whole interval [0, 1].
Weak solutions: By a weak solution of (2.11) we mean a function m :
In Section 10 we show that under the Hölder continuity proved in Section 9, such weak solutions are unique. Associated dynamics: One can produce other dynamics with (2.8) as ergodic reversible measures. Consider the dynamics associated to the Dirichlet form
where p is finite range and symmetric and b x,x+y (η) = τ x b 0,y (η) for some finite range b 0,y (η) bounded above and below (for y in the range of p.) The expectation is with respect to any one of the measures (2.8). The corresponding dynamics has a particle at x attempting to jump to x+y at rate p y (b 0y (τ x η)+b 0y (T 0y τ x η)e αx+y−αx ). Since our methods are based on estimates involving the Dirichlet form, they extend easily to equivalent Dirichlet forms, and one obtains an identical theorem with (2.12) replaced by the infimum over
The resulting dynamics has a particle at x attempting to jump to each nearest neighbour site at rate e −αx .
Mixing conditions: The mixing conditions given in (2.1) are chosen for convenience and are not meant to be optimal. They are mainly to point out that the theorem holds under some very weak mixing conditions on the variables α x . A nice problem is to consider the case of unbounded field α (the condition that |α x | ≤ B is very important for the method.)
Hydrodynamic Limit
In this section we give a sketch of the proof of the hydrodynamic limit. Many of the arguments are now standard and can be found for example, in [11] . However, at some points new ideas are needed, especially in low dimensions where there is not sufficient averaging to control the fluctuations from the random field. We will sketch the approach, emphasizing where new methods are needed, leaving the rigorous proofs for Sections 4-8.
The evolution of the empirical density field µ ε is described by the following set of stochastic integral equations,
Here M xy are independent Poisson "sawtooth" martingales running at rates ε −2 a xy and the current
Lf (η(s))ds, true for any Markov process, one easily computes the quadratic variation of the martingale term,
where C depends only on T and ε d x∈εZ d /Z d φ 2 (x). If one starts with a nondegenerate product invariant measure ( E[η 0 ] = 0 or 1) we have the equilibrium, or stationary process which we denote by Q ε and from the bound on the entropy of any initial distribution with respect to that reference measure we obtain directly the bounds
where f t is the marginal density of the nonequilibrium process at time t. If V is any bounded function we can estimate by Feynman-Kac formula, spectral theorem for self-adjoint operators, and the variational formula for the principle eigenvalue of L + V ,
where the expectations are with respect to the invariant measure and the supremum is over densities relative to that measure. The superexponential bound
is obtained this way using the integration by parts formula
true for any f and any invariant measure on any set containing x and y. By Schwarz's inequality we have
which gives (3.5) . Once one has (3.2) and (3.5), tightness of the measures P ε follows by a standard argument from Garsia's lemma (see [11] for details). Once one has tightness, it remains to identify the limit measure and for this we take the limit of the stochastic integral equation. From (3.2) the martingale term is asymptotically trivial. Hence the work is to identify the limit of the term involving the current in terms of the empirical density field. Since the sites are distance ε apart, ε −1 (φ(εy) − φ(εx)) = (y − x) · ∇φ(εx) + o(1). Fix a direction e 0 and call J = e 0 · ∇φ. Our job is to identify the limit of
where m(θ, t) is the density of the limit of the empirical density µ ε . It is relatively easy to see that the latter is well approximated by something of the form
whereη ℓ x = Av y∈Λ ℓ x η y and Λ ℓ x is a cube of side length ℓ around x, since m(t, θ)dθ is the weak limit of µ ε (t, dθ) andη δε −1
In order to make this replacement one could try to replace (3.8) by something like
where Λ K is a box of side length K about the origin. Note that it is not hard to make such a replacement. Performing a summation by parts on the difference between (3.8) and (3.11) one obtains an error of
One easily estimates from (3.7)
for some new C ′ < ∞. So as long as K = o(ε −1 ) such a replacement can be performed. On the other hand, it is not so clear how replacing the current by its average really helps us to get closer to something like (3.10) or where the nontrivial term σ(m) would come from. Instead we will choose some functions Θ e K which depend on variables in box Λ K of side length K, large with ε −1 , so that the latter is well approximated by
The functions Θ e K are given explicitly in (see (3.28)) but for now we do not need the explicit form to explain the basic argument.
There are also a class of objects for which one can readily check the asymptotics is trivial. Let g(η, α) be any local function and define the shift τ x g = g(τ x η, τ x α). Then
is asymptotically trivial. This can be seen by Itô's formula, which says that the above is equal to
Terms such as (3.16) are called fluctuation terms. Let 
Taking the sum out of the supremum we obtain an upper bound of the form
The expectation is now over a canonical measure (fixed density of particles) on the box Λ K of side length K and the supremum is over all relative density functions, as well as all densities. Letting L K denote the generator corresponding to the Dirichlet form x∈ΛK e (∇ x,x+e √ f ) 2 we recognize this as the variational formula for
where λ K,ε is the principle eigenvalue of
Note that K 2 L K is used because it has a spectral gap of order one. If we write down the formal Rayleigh-Schrödinger series for λ K,ε we find
The functions Θ e K are specially chosen so that they have mean zero with respect to any canonical measure on Λ K . This is also true of the currents and the fluctuation terms, and hence V K = 0. Therefore
is asymptotically trivial where
In Sections 4 and 5 this is proved for K ≤ c 0 ε −2/(d+2) where c 0 is a small constant as long as we have an estimate of the form
holding for some C < ∞ for all densities f on Λ K . For our special choice of Θ e K (see (3.28)), (3.22) will follow from (3.7) and the moving particles lemma proved in section 5. We want K as large as possible to control fluctuations from the random field and hence we will always choose
We claim that for any fixed g, almost surely in the random field,
in P ε probability. To see this note thatâ K , which is a function of m =η K taking values in iK −d , i = 0, . . . , K d , can be easily extended to a continuous function of m ∈ [0, 1] by linear interpolation. For each δ with δ −1 a positive integer, divide Z d /ε −1 Z d into disjoint boxes of side length δε −1 and label them β. Letη β be the particle density in box β. By the two block estimate,
For fixed δ this is O(ε γd 2 /2(d+2) ) which is summable in ε −1 = 1, 2, . . . as long as γ > 2(d + 2)/d 2 . By Chebyshev's inequality and Borel-Cantelli lemma, the term goes to zero for almost every realization of the random field. This proves (3.25).
Hence we have reduced the problem to proving that
for our specific choice of Θ e K as well as proving that (3.10) is well approximated by (3.15) .
The choice of functions Θ e K is not unique. The standard choice is something of the form D∇ e η where ∇ e η = η e −η 0 , making the passage from (3.15) to (3.10) easy. However ∇ e η does not have mean zero, so one has to subtract a term E[∇ e η |η l ] for some large l, and try to deal with that term in a different way. One can check the size of the subtracted term after appropriate averaging is only small in dimensions three or higher. In [17] it was suggested that the standard approach could work in d ≥ 3 and it was carried out in [6] .
We choose instead in (3.15)
where for any integer ℓ,
is the block renormalized or long jump current. Here Λ ℓ = {1, . . . , ℓ} d and for any two nonintersecting subsets A and B of Z d ,
is the average current over A and B, where w xy are given by (3.1). The prefactor ν is given by 
Perturbation Theory
We recall some standard results from perturbation theory which we will be using in a specific context. Lemma 4.1. Let H 0 be a non-negative self-adjoint operator on a Hilbert space with λ 0 = 0 a simple eigenvalue, and spectal gap λ 1 ≥ 1. Let V be a real potential bounded by 
Since |λ| = 1/2 and H 0 has gap greater than one, we have (H 0 + 1/4) −1/2 ≤ 2,
. This proves the bound and the convergence.
The spectral projection for the ground state of H is given by
Hence we have a convergent expansion for P . Using this expression one obtains the familiar Rayleigh-Schrödinger series (see [19] ) for the ground state energy of H + V with the nth term bounded by 5(5α/2) n .
Corollary 4.2. Let W be a real potential and
If K 2 L K has gap of order one then the Rayleigh-Schrödinger series for the ground state energy converges provided W satisfies
for some c 0 small enough, or
Futhermore, in both cases one has
Proof. Assume the gap of K 2 L K is one. From (4.9) and Schwarz's inequality,
By Lemma 4.1, the power series for the Green function converges. Futhermore, the nth term is bounded by c(ǫK (d+2)/2 ) n . Therefore the nth term in the Rayleigh-Schrödinger series is bounded by c(ǫK (d+2)/2 ) n . One can compute that the first term is zero from the assumption (4.9) on W . The second term gives
while the the other terms are bounded by
Now suppose that (4.10) holds instead. We can choose α in the previous lemma to be ǫK d+2 C 1 . The first two terms in the Rayleigh-Schrödinger series can be computed as before. The other terms are again bounded by o(1) after multiplying
This proves the Corollary.
Moving particle lemma
We need a preliminary result.
Let k be a positive integer and ρ x a sequence of positive numbers with
It is important that there is no multiplicative constant on the right hand side.
Proof. We prove it by induction. For k = 3 it is elementary to check the inequality directly. Suppose it is true for k − 1 and let ρ 1 + · · · + ρ k = 1. Let q = ρ 2 + · · · + ρ k . From the k = 3 case we have
From the inductive hypothesis, since q −1 ρ 2 + · · · + q −1 ρ k = 1,
This completes the proof.
Proof. Suppose we change the measure µ to a new measureμ by changing each α i to the nearest value of the form Bj/L, j an integer. Since there is always such a point with |α i − Bj/L| ≤ B(2L) −1 the Radon-Nikodym derivative dµ/dμ is bounded above and below uniformly by e B/2 and e −B/2 respectively. Therefore at the cost of a factor of e B we may assume that α takes values in {Bj/L : j = −L, . . . , L}. By the same reasoning, at the price of a factor e 4B we may assume that α 0 = α L = B.
Let A be the set A = {x i : α xi = K, i = 1, . . . , k.} By definition,
We have to bound
We are now in the same situation as before except no α x can take value K when x s < x < x s+1 . Let us change α xs and α xs+1 to the value B(L − 1)/L. The price we pay is a factor exp{2BL −1 }. Continuing this procedure we have a proof of the lemma.
From the moving particles lemma we obtain as a consequence two basic bounds, the spectral gap and the two block estimate. The arguments leading from Lemma 5.2 to the two block estimate are completely standard (see [11] ) so we simply state the result we need. We denote byη n x the empirical density of particles on a box of side length n around x. Also · m denotes the expectation with respect to the fixed total density of particlesη ε −1 = m. 
Then for every realisation of the field α with −K ≤ α x ≤ K,
(5.6) The expectation · m is with respect to the canonical measure (2.8) with fixed density m on Z d /ε −1 Z d and the supremum is over all relative densities f .
The following result from [4] gives the spectral gap of the Bernoulli-Laplace version of our model to the correct order.
Here Var Λ,N,K and E Λ,N,K denote the variance and expectation with respect to the measure in our random field on Λ conditioned to have N particles.
Together with the moving particles lemma, one obtains the spectral gap of the nearest neighbour dynamics to the correct order.
Proof. By Lemma 5.4 we have
For each x, y ∈ Λ L choose a canonical path x = x 1 , x 2 , . . . , x n = y with x i and x i+1 by moving first in the first coordinate direction, then in the second coordinate direction, etc. By the moving particles lemma, we have
Summing over x and y, noting that n ≤ dL and that each nearest neighbour pair is used for the path between d(L/2) d+1 pairs x and y we obtain the result.
The diffusion coefficient
We now discuss the computation of the asymptotic variance (3.27 ). Suppose f (η, α) is a function depending on the particle and field configuration in some finite box Λ ℓ and which has mean zero with respect to every invariant measure for our process on that box. We denote the class of such functions G ℓ . Denote by G the increasing union of G ℓ . For any v ∈ G ℓ we form the sum
where Λ ′ K is a box of side length K − ℓ and we define
The expectation is with respect to an extremal invariant measure, i.e. the canonical invariant measure (2.8) with fixed number of particles, and the supremum is over all densities with respect to such a measure. In particular V K depends onη ΛK = Av x∈ΛK η x as well as α x , x ∈ Λ K ,
Although [v, v] is well defined for each v ∈ G it is not so clear how to compute it. For this purpose we introduce an auxiliary Hilbert space H and compute [v, v] for objects in G by mapping them to H. Let π m denote the product measure (2.6) with density m. A form ξ e is a function of η and α depending on the basic basis elements e of Z d . We make a Hilbert space H out of them through the inner product
e m ]. (6.5)
For g a local function consider the exact form ξ b = y∈Z d ∇ b τ y g indexed over nearest neighbour bonds b = x, x + e in Z d . Since g is local there are only finitely many nonzero terms so the sum is well defined. Note that ξ b is covariant in the sense that τ x ξ b = ξ τxb . So they can all be reconstructed out of the basic forms ξ e , e running over basis elements of Z d . This defines a Hilbert subspace E of exact covariant forms. An exact form posesses the algebraic property of closedness: If b 1 , b 2 , . . . , b n are an ordered set of bonds making a loop in Z d then n i=1 ξ bi (η b1···bi−1 ) = 0. An example of a form which is closed but not exact is given by (∇η) e = ∇ e η = η e − η 0 . Let C be the closure in H of the closed forms. One can check by standard arguments (see [11] ) that E has codimension d in C and that C is the closure of the linear span of E and ∇η.
We now compute [v, v] for some special cases. When v = Lg for some local g we use the map and less trivially that
In other words, the limit W of the W ℓ represents an (unnormalized) orthogonal complement to Lg with respect to [·, ·]. From the above computations we have
where ν(m) = σ(m)/m(1 − m), which is the first step in the renormalization.
To prove (6.12) we take the limit in variational formula (6.2) (see [11] ) for any v ∈ G ℓ to find
where −L λ ℓ V = v and ξ is a closed form. Since ξ is closed it can be approximated by β∇η + ∇ y τ y g. The first term can be computed explicitly and the variational formula becomes
Applying this to W ℓ gives (6.12). It is worth noting that
so this also shows that G is a Hilbert space and G =w ⊕ LG. At this point it is worth making a quick remark about associated dynamics. If one chooses instead a dynamics as in (2.16) then one will have a corresponding generatorL and a corresponding currentw different from the w above but satisfying all the needed estimates. One checks in exactly the same way as above that lim ℓ→∞ inf g [(w −Lg −νW ℓ ) 2 ] = 0 whereν(m) =σ(m)/m(1 − m) andσ is given by (2.17) . The key point is that the choice W ℓ is independent of the particular choice of model. This is important in later sections where the special form of W ℓ is used repeatedly.
Structure of the gradient space
The state space on which we work is Ω = [−B, B] Z d × {0, 1} Z d points of which we call (α, η). Fix 0 < m < 1. On {0, 1} Z d we have the product measure
with λ(m) chosen as in (2.7). Denote corresponding expectation by E α [·]. On Ω we have the corresponding annealed measure An ordered finite set of bonds b 1 , . . . , b n is called a closed loop if T bn · · · T b1 η = η for all η. A form {ω b } is called closed if for any closed loop of bonds b 1 , . . . , b n , n i=1 ω bi (α, T bi−1 · · · T bi η) = 0.
(7.4)
A translation covariant form is called exact if ω e = x ∇ e τ x g for some local function g(α, η). Note that only finitely many terms in the sum are finite, so this makes sense. Note also that an exact form is automatically closed. Denote by C the closure in H of the space of square integrable translation covariant closed forms and by E the closure of those that are exact. We have E ⊂ C and in fact the containment is strict as ∇ e η, the form (η (1,0,...,0) − η (0,...,0) , . . . , η (0,...,0,1) − η (0,...,0) ) is closed but not in the closure of the span of exact forms. The main result is
Note that the theorem has been proved in different situations in [22] , [17] , [6] . The proof here is very similar. It requires that the disorder field α be a stationary ergodic process, but does not use the mixing conditions (2.1).
Proof. Let ω b be a closed form. Let Λ K be a box in Z d of side length K centered at the origin. For any set Λ, let η Λ , α Λ denote the collection of variables η
ω K b satisfies the closedness condition (7.4) for closed loops b 1 , . . . , b n contained inside Λ K . The set {0, 1} ΛK is divided into ergodic classes x∈ΛK η x = N and on each we can sum along bonds to produce an unambiguous function S K with
for any bond b inside Λ K . There is a free variable depending on x∈ΛK η x and therefore we can choose S K so that E µm [S K | x∈ΛK η x ] = 0 as well. Let
and, for any bond b in Z d ,
Note that ξ K b makes sense because only finitely many terms are nonzero, and that it is by definition an exact form. If e is a basic bond, we can write ξ K e = ξ 1,K e + ξ 2,K e where ξ 1,K e corresponds to terms in the sum with x and x + e in Λ K and ξ 2,K e corresponds to terms in the sum with one of x and x + e in Λ K and one not in Λ K .
By the martingale convergence theorem we have ξ 1,K e → ω e as K → ∞.
Note that ξ 2,K e = c K e ∇ e η (7.10) where c K e does not depend on η 0 or η e . Suppose we take a bond b which does not have any vertex in common with e.
In other words E[(∇ b c K e ) 2 ] → 0 as K → ∞. Since c K e does not depend on η 0 or η e and this is true for any b not having a vertex in common with e, any limit c e of the c K e cannot depend on the configuration η.
We have thus shown that if ω b is a closed form then there exist exact functions ξ K e and a function ξ 2,K e such that ξ K e − ξ 2,K e → ω e and any weak limit ξ 2 e of the ξ 2,K e must be of the form c e (α)∇ e η (7.13) Assume for a moment that such a weak limit exists. We now want to show that a form of the type (7.13) is in ∇ e η ⊕ E as well.
First of all, we can always subtract c∇ e η from (7.13), so taking c = E[c e (α)] we can assume without loss of generality that E[c e ] = 0. Now we solve explicitly for a functionG K such that ∇ bGK = c e (τ x α)∇ b η for bonds b inside Λ K of the form (x, x + e). TryingG K = x∈ΛK a x (α)η x one obtains the set of equations a x − a y = c e (τ x α). where (x i , x i + e i ), i = 1, . . . , n is a sequence of bonds from 0 to x. It does not depend on the path taken because (7.13) is closed. Letξ K e be as in (7.8) with this newG K , and again break it up asξ K e =ξ 1,K e +ξ 2,K e . The first termξ 1,K e converges to (7.13) in the same way as before. The difference is that we now computeξ 2,K e directly. It is given bỹ
plus an analogous term with x + e ∈ Λ K and x ∈ Λ K . Connect boundary points x of Λ K to the origin in some deterministic way: Say (x i (x), x i (x) + e i (x)), i = 1, . . . , n(x), with n(x) ≤ Kd. Then
As K → ∞ this converges to E[c e ] = 0 by the ergodic theorem. This proves that forms which can be written as in (7.13) are in ∇ e η ⊕ E. Finally we have to prove the key analytic point, which is the boundedness in norm of the ξ 2,K e , defined after (7.8), and hence the existence of a weak limit point. This is in fact the hard point in the nongradient method and the crucial point where the spectral gap is used. We will use the following lemma. 
Proof. The proof is standard. We write E[·] for E α [·|η Λ1 ] and P for the corresponding probabilities. We can assume without loss of generality that E[f ] = 0. Note that
and Applying the lemma with f = E α [S 3K |η ΛK ], x ∈ Λ K , y = x + e ∈ Λ K , Λ 1 = Λ K \ {x}, Λ 2 = {x + e, x + 2e, · · · , x + Ke} we obtain
By the moving particles lemma, Lemma 5.2,
(7.23) By the spectral gap, Theorem 2, there is a C < ∞ such that for any α,
Taking expectation of (7.22), (7.23), (7.24) over α, and using Jensen's inequality and 
The long jump current
So far everything we have described is standard (see [11] ). Applying the perturbation theory and the discussion from Section 3 we have obtained that the difference between (3.8) and
goes to 0 in P ε -probability as ε → 0 followed by ℓ → ∞, where K = c 0 ε −2/(d+2) . However, we will need to take the ℓ inw e ℓ on a much larger scale in order for the averaging to beat the fluctations from the random field. We will again use central limit variance computation as in the previous section, but now we will not be allowed to have the full average over shifts which is crucial in (6.2) so the problem has to be handled in a new way.
To compute the central limit theorem variance of the long jump current, we will use its precise form and a renormalization procedure.
Using its precise form, we can rewrite the current (3.1) as,
3) Now we introduce some notation. Let Ω be a subset of Z d containing two nonintersecting subsets Λ 1 and Λ 2 . The average current on Λ 1 , Λ 2 is given bȳ w Λ1,Λ2 = Av x∈Λ1,y∈Λ2 w xy .
Letη Λ = Av x∈Λ η x be the empirical density on a set Λ ⊂ Z d andλ Λ =λ Λ (m) be the empirical chemical potential defined implicitly through
We will often writeλ Λ forλ Λ (η Λ ). Define alsō
We havew
The corrected average current is given bŷ We will prove this in the next section as Lemma 9.1.
We now set up the renormalization procedure. Fix a large positive integer M and let Ω M be the union of the cube Λ 1 M = {1, . . . , M } d and its translate Λ 2
for all a i , i = 1, . . . M . Although it is elementary to write down a closed form expression for the r i , we will only ever use (8.10). Next define
Note that Av x∈ΩM ρ x = 1 and the average Av x∈ΩM ρ x a x of a x , x ∈ Ω M has the special property that if a x = A x+e − A x then
There is a C < ∞ such that for all m ∈ [0, 1], and positive integers M and ℓ,
Proof. From (8.12),
Theŵ are defined in (8.7). By Jensen's inequality,
By spectral gap
We conclude that the left hand side of (8.14) is bounded by CK d ℓ −2d . Since K > ℓ, this is again bounded by CK d+2 ℓ −2d−2 which is the same as the right hand side of (8.14) . Now let K = ℓM N for some N and ℓ n = ℓM n . Ω ℓn+1 is readily seen to be a union ∪ x∈ΩM τ ℓnx Ω ℓn of copies of Ω ℓn . So a point x ∈ Ω ℓn+1 can be represented as (x 1 , x 2 ) where x 1 ∈ Ω ℓn and x 2 ∈ Ω M . Continuing in this way we have
The main result of this section is Theorem 4. Fix M a large integer and K = ℓM N . Let
By the triangle inequality
(8.27) From the variational formula,
By the previous lemma,
Hence we have
Finally we apply the result to our particular problem. We need to show that the difference between (8.1) and 8.30) goes to 0 in P ε -probability as ε → 0 followed by ℓ → ∞, where K = c 0 ε −2/(d+2) . First of all we would like to replace (8.1) by a term corresponding to the first term in (8.22) . The difference is
(8.31) Performing a summation by parts this can be rewritten as
and
Av y∈τxΛ ℓ ,z∈τ x+eℓ Λ ℓ (∇ yz f ) 2 1/2 (8.36) By the moving particle lemma 5.2, there is a C < ∞ such that
where the average on the right hand side is over nearest neighbour bonds only. Hence
which vanishes in the limit of small ε by the two block estimate (5.6). Summarizing the results so far, we have shown that the difference between (3.8) and (3.15) vanishes in the limit ε ↓ 0, assuming (8.9) . This is proved in the next section. Following that, we still have to show that the difference of (3.15) and (3.10) is small to obtain the hydrodynamic equation.
Variance estimate for the corrected average current
In this section we give the proof of (8.9) which is the key to the renormalization proceedure of the previous section. Lemma 9.1. Letŵ Λ1,Λ2 (m) be as in (8.7) . There is a constant C < ∞ such that for all m ∈ [0, 1] and positive integers K and ℓ with K > 2ℓ,
Proof. Note that ξ x λ = 1 1+e λ+αx e αx = e −λ η x λ and ζ x λ = e λ+αx 1+e λ+αx e −αx = e λ 1 − η x λ so that
and, setting φ(x) = e x − 1 − x,
We will obtain a bound IE[E[B 2 |η Ω ]] ≤ Cℓ −2d for each of B 1,1 , B 1,2 , B 2 and B 3 . Note that B 1,3 is the extra term appearing in γ Λ2 − γ Λ1 . Through the proof, C will stand for a finite constant independent ofη Ω , though its meaning will change from line to line.
We start with B 1,1 . By Schwarz inequality,
and the same for the analogue of the second term of B 1,1 . By the equivalence of ensembles (see Appendix 2 of [11] ),
Hence it is not hard to compute 
For the second term note thatη Λ1 e −λ(ηΛ 1 ) is uni- 4 |η Ω ]]. By Lemma 10.3,
On the other handη Λ1 e −(λΛ 1 (ηΛ 1 ) andη Λ1 e −λ(ηΛ 1 ) are both uniformly bounded and by Chebyshev's inequality and (9.8) ,
We conclude that
We claim that
Then by Schwarz's inequality, we conclude that
The first and third terms can be handled by (9.8) . Using the fact that the variance of η x is bounded by a constant times 1/λ ′ , it is not hard to check that also IE[E[(λ(η Λ2 ) − λ(η Λ1 )) 4 |η Ω ]] ≤ Cℓ −2d proving (9.9).
Finally we consider B 3 . Let X =λ Λ2 −λ Λ1 . From (9.9) we know that IE[E[X 4 |η Ω ]] ≤ Cℓ −2d so it will suffice to bound
There is a constant C = C(A) < ∞ so that if |x| ≤ A then |φ(x)| ≤ Cx 2 . So 1(|X| ≤ A)φ 2 (X) ≤ CX 4 and hence
|η Ω ]]. On the other hand it is not hard to check that
is uniformly bounded. Hence
and by Chebyshev's inequality, the last term is bounded above by
|η Ω ]] by Chebyshev's inequality again.
Proof. Fix λ and let P denote the product measure with P (η x = 1) = e αx+λ 1+e αx+λ and E the correspondingexpectation. We claim first that
P ( y∈Λ−{x} η y = M − 1) (9.11) By ????
By the inductive hypothesis
Fick's Law
Our goal in this section is to prove that for any smooth J,
(10.1) vanishes in P ε probability, as δ 1 , δ 2 → 0. Θ e K is given is (3.28). Let m 1 and m 2 be the particle densities on Λ 1 K = Λ K and Λ 2 K = τ Ke Λ K . Let λ i (m) = λ i Λ (m), i = 1, 2 be the empirical chemical potential on Λ i K as in (8.4) . Let
The expectation is with respect to the product measure on Λ 1 with chemical potential λ 1 (m 1 ) and on Λ 2 with chemical potential Λ 2 ,
The functionF (m 1 , m 2 ), which depends on the densities m 1 and m 2 , as well as on the field configurations on the blocks Λ 1 K and Λ 2 K , is given explicitly bŷ F (m 1 , m 2 ) = K −1 [(e λ2(m2)− λ1(m1) −1)m 1 (1−m 2 )−(e λ1(m1)− λ2(m2) −1)m 2 (1−m 1 )]. (10.4) Consider as well the variant ofF where we use the annealed chemical potential instead of the empirical chemical potential
(10.5) For m 1 = m 2 consider the quotient Φ(m 1 , m 2 ) = F (m 1 , m 2 )/(K −1 (m 2 − m 1 )). From the boundedness of the field α, it is bounded above and below away from 0, and Lipschitz. When m 1 = m 2 = m we have Φ(m, m) = 2λ ′ (m)m(1 − m). We call G(m 1 , m 2 ) = 1/Φ(m 1 , m 2 ). G defined in this way is also bounded and uniformly Lipschitz on [0, 1] × [0, 1].
We will prove (10.1) is several steps. The first thing we want to do is replace the term
where the weights ρ δ1,δ2 y are defined on the convex hull of two boxes of side length ε −1 δ 1 whose centers are separated by the vector ε −1 δ 2 e and y ρ δ1,δ2 y = 1. Here ν(m) = σ e0e (m)/m(1 − m), G = G(m 1 , m 2 ) and we have abused our definitions mildly by writing τ x J(εy) = J(ε(x + y)).
The weights, ρ δ1,δ2 y are defined as follows. We can assume without loss of generality that K divides both ε −1 δ 1 and ε −1 δ 2 evenly. Divide the box centered at the origin, of side length ε −1 δ 1 into boxes of side length K and label their centers β. For any a y , y ∈ Z d , let
Av y ρ δ1,δ2 y a y = Av β (2δ 2 ) −1 εK
This average has the property that if a y =η K y+Ke/2 −η K y−Ke/2 ,
A summation by parts gives
which is the right hand side of (10.1). In other words if we can replace ν by Γ as described in (10.6) to (10.7), and then replace W K by K −1 F we end up with the right hand side of (10.1). We start with (10.6) to (10.7) . The definition of constants C will change from line to line, but will always denote a finite constant independent of the parameters ε, δ 1 and δ 2 . Let Ψ = Jν η 2K 0 − Γ. We have ) is nonzero and those that do give a term of the form GJ(δ 2 ) −1 εK (D e0e 
For fixed δ 1 , δ 2 > 0 this is o(εK). As for the second part, since G is uniformly Lipschitz, |∇ xy G| ≤ CK −d . So we have
(10.12)
Hence, taking q = εK in (10.10),
The first terms on the right hand side vanishes as ε → 0 followed by δ 1 → 0 and which shows that we can replace (10.6) by (10.7). The next step is to replace W K by F (m 1 , m 2 ). We do it in two steps: First replace W K byF (Lemma 10.2) and thenF by F (Lemma 10.4). Before proving Lemma 10.2 we need a preliminary estimate which shows that the integration by parts property of our long jump currents is preserved under conditional expectatons.
Lemma 10.1. Let Ω = A ∪ B be subsets of Z d with max x∈A,y∈B |y − x| ≤ K. Let x ∈ A and y ∈ B and w xy be the current given by (3.1) . Then there is a C < ∞ so that
Proof. Integrating by parts In fact
where η u is the configuration changed only at u. Hence . From these estimates and the two block estimate we can replace Γ byΓ whereΓφ(εy)D e0e (η K ))G(m 1 , m 2 ),. We will write Ω 1 as 
we have the lemma. Now we finish the proof with the replacement ofF by F (Lemma 10.4). Note here the special role played by the scale K = O(ε 2/d+2 ). We need first a preliminary result on the difference of the chemical potential and the empirical chemical potential.
Lemma 10.3. Let α x , x ∈ Z d be a random field taking values in [−B, B] for some B < ∞ and satisfying the mixing conditions (2.1). Let λ K (m) be the empirical chemical potential on a block Λ K of side length K, given by (8.4) Let λ(m) be the annealed chemical potential given by (2.7) . Let γ be as in (2.1). There is a constant C independent of m ∈ (0, 1) so that 
By the mixing conditions,
By Taylor's theorem,
where R m = sup y∈Im p γ (y)(1 − p(y)) γ . One can check sup m∈(0,1) R m /r m < ∞, and hence (10.22) follows.
Lemma 10.4. Let 
where H = H(m 1 , m 2 ) = [m 1 e −λ(m1) (1 − m 2 )e λ(m2) + m 2 e −λ(m2) (1 − m 1 )e λ(m1) ] and
(1 − y)e λ(y) and φ(x) = e x − 1 − x. Note that | λ − λ| ≤ 2B always and hence we have φ(x), φ(−x) ≤ Cx 2 for relevant x. It is also easy to check that b is uniformly bounded. Hence we can estimate
where λ K = λ K (η K ) and λ = λ(η K ) Next we turn to the A 1 term. Summing by parts, 
which is summable in ε −1 = L = 1, 2, . . . as long as γ > 2(d + 2)/d 2 and a is sufficiently close to 1. By Chebyshev's inequality and Borel-Cantelli lemma, for almost every realization of the random field,
Letting q → ∞ completes the proof for A 1 . The same argument with γ = 2 and the estimate (10.27) show that ε −1 K −1 Av x τ x ΓA 2 → 0 with probability one.
Continuity of the diffusion coefficient
We introduce a notion of regularity on D. There is a finite C such that for any x and y in [0, 1], From the proof of the hydrodynamic limit we have the following representation of the diffusion coefficient
where D K.m is the Dirichlet form on Λ K ∪ τ Ke Λ K . The expectation is with respect to the ergodic invariant measure on that box with density m. The constant C comes from the nonstandard average as described in the introduction. The exact value of C is not relevant. In order to compare two densities m and m+h we will produce a coupled measure. Independently, at each site x place a red particle with probability e αx+λ(m) 1+e αx+λ(m) a green particle with probability e αx+λ(m+h) 1+e αx+λ(m+h) − e αx+λ(m) 1+e αx+λ(m) and no particle with probability 1 1+e αx+λ(m+h) . Let ρ x ∈ {0, 1} denote the presence or abscence of a red particle and γ x the same for a green particle. ρ x + γ x = η x is the whole configuration which has measure (2.6) with average density m + h. We can also couple the dynamics as follows. The red particles have priority in the sense that when a red particle tries to jump on top of green particle, the two particles switch positions.
Otherwise the particles evolve as before. In the common usage, red are first class particles and green are second class particles. If we are colorblind and see only the total particles, the evolution of η(t) is as usual. If we cannot distinguish green particles from empty sites, the evolution of ρ(t) is also as usual. Hence if W ρ K = K −1 e β · eAv x∈ΛK ,y∈τKeΛK w ρ xy where w ρ xy = ρ x (1 − ρ y )(1 + e αx−αy ) − ρ y (1 − ρ x )(1 + e αy−αx ) is the red current we can write (11.1) say that D(m) is Hölder 1/2 in (0, 1), but it says nothing about continuity at the end points. We prove it separately now. and w 0,e ∈ H 0 ∪ H 1 ∪ H 2 with projection onto H 2 of the form cη 0,e . Let g = |A|≥2ĝ AηA . Note that since g is local this is a finite sum. Furthermore, note that Γ(m) only acts on x τ x g where the sum is over a box large enough that ∇ 0,e τ x g = 0 for any x in its exterior. Because of the sum over shifts, we can assume without loss of generality that g =ĝ 0,eη0,e + f where f ∈ G 2 and f = From which we conclude that T d |u 1 − u 2 |(T )dθ ≤ 0. Hence u 1 = u 2 .
