We consider a new approach to stochastic inventory/routing that approximates the future costs of current actions using optimal dual prices of a linear program. We obtain two such linear programs by formulating the control problem as a Markov decision process and then replacing the optimal value function with the sum of single-customer inventory value functions. The resulting approximation yields statewise lower bounds on optimal infinite-horizon discounted costs. We present a linear program that takes into account inventory dynamics and economics in allocating transportation costs for stochastic inventory routing. On test instances we find that these allocations do not introduce any error in the value function approximations relative to the best approximations that can be achieved without them. Also, unlike other approaches, we do not restrict the set of allowable vehicle itineraries in any way. Instead, we develop an efficient algorithm to both generate and eliminate itineraries during solution of the linear programs and control policy. In simulation experiments, the price-directed policy outperforms other policies from the literature.
Introduction
The stochastic inventory-routing problem combines two classical problems in operations research: vehicle routing and stochastic inventory control. A firm operates vehicles with limited carrying capacity that distribute a single product from a central depot to geographically dispersed customers with limited storage and stochastic demand. Such problems are common in industrial gas distribution, in firms such as Air Products (Bell et al. 1983) and Praxair. On a daily basis, a dispatcher assigns each vehicle an itinerary that specifies which customers to visit, the route to use, and the delivery quantity for each customer. The objective is to minimize the total expected discounted costs, which include inventory holding costs, stockout costs, and transportation costs over an infinite horizon.
Despite the practical significance of this class of problems, it remains notoriously intractable and "a concomitant mathematical theory has not been forthcoming" (Reiman et al. 1999, p. 362) . The structure of an optimal policy is not known even for the single-customer version of our problem (Gallego and Scheller-Wolf 2000, Zipkin 2000) . Federgruen and Zipkin (1984) consider heuristics for implementing the myopic policy, which minimizes the expected costs incurred only in the current period. Except for relatively tiny instances, the fully dynamic problem is not tractable using exact dynamic programming because the required state space grows exponentially fast in the number of customers. This is known as Bellman's curse of dimensionality.
To get around this, Minkoff (1993) decomposes the Markov decision process (with long-run average cost) by approximating the optimal value * s of inventory state vector s = s 1 s 2 with an additively separable function; i.e. * s ≈ i V i s i ∀ s
where V i s i denotes the approximate value of customer i having inventory state s i . His procedure takes as input a small, exogenously determined collection of vehicle itineraries, and thereafter uses itineraries only from this fixed collection. To obtain V i · , his procedure first solves a linear program to allocate transportation costs for these itineraries to customers, and then it solves a dynamic program for each customer locally. The control policy resulting from (1) minimizes the expected current-period costs plus the expected discounted future costs as estimated by the functions V i · . Minkoff does not provide an approach for generating itineraries, which is problematic because in practice they can easily number in the trillions or more. In addition, his linear program for allocating transportation costs ignores demand uncertainty, holding/stockout costs, and the resulting inventory dynamics.
In this paper, we use the approximation (1), but take a different approach. Instead of obtaining the values V i · through a heuristic sequential procedure, we obtain them as optimal dual prices from either of two linear programming relaxations of the underlying control problem. We call our control policy price directed because it uses these optimal prices to approximate future costs.
Our main linear program takes into account inventory dynamics and economics by simultaneously, rather than sequentially, allocating transportation costs and solving all local dynamic programs. We use the cost allocations and approximate values V i · in a column-generation algorithm that generates itineraries "on-the-fly" by solving nonlinear discrete knapsack problems. In this way, we implicitly optimize over all itineraries.
This price-directed approach has a number of advantages over previous heuristics. In particular, we obtain better approximations (1) and policy performance for the following reasons:
1. Our first of two models for computing V i · follows directly as a mathematical consequence of (1) and does not explicitly allocate transportation costs. It is not subject to possible errors introduced by such allocations.
2. Our second model allocates transportation costs and solves hundreds of times faster than the first. Empirically, we find that on our test instances no error is introduced by these cost allocations, meaning that the model always achieves the same numerical approximations (1) as the first model.
3. We show that feasible dual prices V i s i from our linear programs provide a lower bound on the cost of an optimal policy for our problem, starting from every state s; i.e., i V i s i * s . At optimality we obtain the largest such lower bound, and empirically we find that it can be quite good.
4. Rather than restrict the set of itineraries or generate them in an ad hoc way, we devise an efficient, methodologically grounded procedure for dynamically generating and eliminating itineraries during solution of the linear programs and control policy.
The need to efficiently evaluate very large numbers of itineraries has prompted us to identify additional problem structure and to make related computational advances. While in practice our knapsack procedure generates remarkably few columns to prove optimality, a difficulty remains in having to sort through the entire power set of customer subsets. This is particularly vexing because a traveling salesman problem must be solved for each subset. The issue arises not only in generating itineraries for solving our linear programs, but also in solving the daily decision problem.
To manage the power set, we prove a powerful economic condition which, if satisfied by a given subset I of customers, allows us to eliminate from consideration all supersets J ⊇ I without any loss in optimality. We use this condition to prune branches of a dynamically constructed tree of subsets, thereby avoiding enumeration of the power set. For example, it allows us to solve to optimality a 40 customer instance of our linear program by considering only 1.3 million subsets instead of 1.2 billion. We also report substantial reductions in the size of the set-packing problems used to implement the control policy.
It also gives us the means to compute our lower bound in instances of our problem having significant size. This bound is the first to be reported in the literature, and is important because researchers can compare against it to obtain a guarantee on the optimality gap for any heuristic policy.
Because of these advances, on relatively large instances we are able to construct and empirically demonstrate a policy whose median cost performance is within 7% of optimality, compared with 24.6% for Minkoff's procedure, 29.6% for the myopic policy, and 44.1% for direct shipment (which assigns exactly one customer per route).
Other Related Literature
The papers by Campbell et al. (1998) and Kleywegt et al. (2002 Kleywegt et al. ( , 2004 provide excellent, comprehensive surveys of additional literature on inventory routing. In the later two papers on the stochastic problem, the authors develop an approach that is designed for a different setting in which vehicle routes are limited to no more than one to three customers, and customers stockout due to lack of available vehicles. These differences motivate a different value function approximation, method to compute it, and procedure to use it in a control policy. Whereas we use linear programming to obtain the value function approximation, Kleywegt et al. (2002 Kleywegt et al. ( , 2004 ) use a simulation-based method that accounts for vehicle availability. We also solve an integer set-packing problem to implement our control policy, whereas they employ a heuristic algorithm.
Other work deals with problems differing from ours in some nontrivial respect. For instance, Dror and Ball (1987) and Trudeau and Dror (1992) consider a problem in which inventories are not observed until the vehicle arrives at the customer's facility, and deliveries always fill customer tanks to capacity. In such settings, "route failures" can occur in which a vehicle empties before replenishing all of its assigned customers. Reiman et al. (1999) and Berman and Larson (2001) consider subproblems embedded within the full-decision problem studied here, such as the case of a single vehicle on a single fixed, or nearly fixed, route.
The question of cost allocation has been considered by Göthe-Lundgren et al. (1996) for deterministic vehicle routing, where a set of vehicles is dispatched once to deliver prespecified quantities. It remains an open question how to best allocate transportation costs in the substantially more complicated stochastic inventory-routing problem. A subsequent paper (Adelman 2003) discusses the relationship between our cost allocations and internal transfer prices for decentralized operation of the system. Adelman (2002) considers price-directed control for a continuous-time, deterministic version of our problem with only fixed replenishment costs. Heuristic operating policies based on prices also have been considered in the contexts of remnant inventory systems (Adelman and Nemhauser 1999) , revenue management (Talluri and van Ryzin 1998) , and vehicle dispatching (Gans and van Ryzin 1999) , although the connection with dynamic programming is not exploited as rigorously as is done here.
In recent years there has been growing interest in approximate dynamic programming. Attention has focused on developing rigorous simulation-based methods for adaptively computing value function approximations. Powell and co-authors Topaloglu 2002, Godfrey and Powell 2001 ) use gradient information from optimization subproblems solved through simulated time, and frequently employ the separable approximation (1), although in contexts different from ours. The neurodynamic programming approach of Bertsekas and Tsitsiklis (1996) uses leastsquares regressions. Our math-programming approximations are not subject to randomness or simulation error, and therefore have more stable, in fact monotonic, convergence properties. In addition, we can exploit duality theory to study economic questions, and our approximations yield a lower bound. Schweitzer and Seidmann (1985) , and subsequently de Farias and Van Roy (2001) , consider a generic linear program for approximate dynamic programming, but there is very little experience implementing it and there remains an open question as to whether and how it can be solved for industrial-scale problems. We describe how the first of our two linear programs specializes this approach for our setting, under approximation (1). However, for the reasons discussed above, our second linear program is a much more attractive alternative. Nevertheless, we give a full description of a numerical example that demonstrates how a gap can arise between these two programs, yet empirically we do not encounter one. Also, in contrast with linear programming for exact dynamic programming, we show that the values V i · can depend on the probability distribution of the system's initial state, and therefore so can the pricedirected policy. However, our empirical tests show that this dependence becomes negligible for higher discount rates.
Outline of the Paper
We begin in §2 by formulating the underlying Markov decision process model and the associated linear program for solving the optimality equations. From this, in §3, we derive our two linear programming approximations, interpret them, and give the lower-bound result. In §4, we give two numerical examples. In §5, we formulate the computational models that implement the control policy and generate columns for solving the linear programs. In §6, we develop our pruning condition for eliminating subsets. Finally, in §7, we give results from our empirical tests of computational and policy performance.
Formulation
We give a general formulation of a stochastic inventory/ routing problem, and indicate the specialized assumptions we use in our computational tests.
System Description and Notation
A dispatcher periodically monitors inventories for a finite set of items = 1 2 , where an item may represent a customer, a product, or a customer-product pair, depending on the industrial setting. She records the inventory state at the start of the current period as a vector s = s 1 s 2 s , where s i represents the current inventory state of item i ∈ . In general we may allow negative s i to represent a backlog and positive s i to represent inventory on hand. However, we require s i to take on values in a finite set i = S i −1 0 1 S i , where S i and S i are finite integers that designate the minimum and maximum inventory states permitted for item i. The global state space is then defined as the product space ≡ × i∈ i of integer vectors. In our testing, we consider the case in which all stockouts are lost sales, so that
After observing the inventory state s, the dispatcher selects which items to replenish. We require that no item is replenished more than once in a period. This means that the dispatcher partitions the selected items into a collection of nonempty disjoint subsets I = I 1 I 2 I M , where M is the number of subsets chosen. All items within a given subset are replenished together.
The dispatcher also chooses nonnegative integer-valued replenishment quantities q = q 1 q 2 q , with q i equal to the quantity of item i replenished. These replenishments occur instantaneously at the start of the period. Formally, our action space is 
After executing action a ∈ s , the system sees a real- 
In our testing, we assume that the D i s are independent across items i; i.e., d
Once demand is realized, costs are tabulated. The replenishment cost of action a ∈ s equals M a m=1 C I m a , where the cost for replenishing a given subset I ⊆ is C I , which is a nonnegative, finite constant. (The notation I ⊆ permits I to equal the empty set , where we set C = 0.) Without loss of generality, we assume these costs are monotone, meaning that C I C J ∀ I ⊆ J , because otherwise I can be replenished using subset J and replenishing zero quantity to items J \I. Consequently, in s we could disallow q i = 0 for items i ∈ M m=1 I m , assuming C I is monotone, with no loss in optimality.
We consider two forms of costs C I for testing purposes, but our methods do not depend on the form used, provided there is an exogenous algorithm for computing C I for any I desired. In one case we associate each item with a geographic location and set C I equal to the cost of an optimal (Euclidean) traveling salesman tour on items i ∈ I from a central delivery depot indexed by 0. In the other case we associate each item i with a minor setup cost i and use C I = 0 + i∈I i , where 0 is a major setup cost.
The system also incurs holding and stockout costs that separate by item. If quantity q i of item i is replenished when its inventory state is s i , and the demand realization is d i , then the combined holding and stockout cost for item i can be any function g i s i q i d i , provided it yields finite values. In our testing, we use the traditional linear form
where · + = max 0 · takes the positive part of the enclosed quantity, h i is the per-unit inventory-holding cost, and b i is the per-unit lost-sales cost.
After demand is realized and costs accrue, the next state is determined by a transition law s ← f s q a d which takes as input the current state s, the replenishment quantities q a associated with the chosen action a, and a demand realization d. It outputs a new state s ∈ . We require that the transition law separates by item. The ith component returned by f · is determined by a function
which depends only on local information for item i. In our testing, we use f s q a d = s + q a − d + , where the · + operator returns the componentwise positive part. That is, we have
This is the standard transition law for an inventory system with lost sales.
Markov Decision Process
Using all the above components, we can now formally construct a Markov decision process. Let
∈ is called a sample path. We define the random variables S n = s n , A n = a n , and D n = d n for all n. For convenience, for all n and i we also define
, define the space H n of admissible histories up to period n as H 1 = and
so that an element h n of H n , called an admissible n-history, is a vector of the form
of probability distributions, where for each n, n a h n denotes the probability of choosing action a ∈ s n in period n, given the n-history h n , and satisfies
Let denote the space of all such policies. Let s ∀ s ∈ denote the probability the system starts in state s. Then,
, and f induce a discrete probability measure P on , where is the -algebra of subsets of . In particular, P S n+1 = s h n a n = d∈ :s=f s n q a n d d = p s s n a n which defines p s s a as the probability of transitioning to state s , given the system is in state s and action a is chosen.
For every initial state s 1 , the dispatcher's problem is to find a policy for dispatching replenishments in each period so as to minimize the infinite-horizon expected total discounted costs. That is, she must solve * s
where 0 < 1 is a fixed discount factor, and the expectation operator E s 1 is over all ∈ such that the initial inventory state is S 1 = s 1 and generated by the policy .
Optimality Equations
Because we assume all costs are bounded and both state and action spaces are finite, there exists an optimal policy that is Markovian, stationary, and deterministic (Puterman 1994) . Markovian means that n a h n = n a s n ; i.e., the action only depends on the current state, not the prior history. Stationary means that n a s n = a s n ; i.e., the policy is the same for each period n. Deterministic means that a s n = 1 for exactly one a ∈ s n , 0 otherwise. Furthermore, * s exists and uniquely solves the optimality equations * s = min
where
is the expected holding/stockout cost for item i when the current inventory state is s i and quantity q i is replenished. The optimal policy in state s is obtained by taking any action a that solves the right-hand side of the optimality equations (3). There are standard techniques such as policy and value iteration for solving (3), but it is also solved by the linear program (Puterman 1994 where each decision variable X s a represents the expected discounted number of times, or "discounted rate," action a is taken, and the system is in state s; i.e.,
where · is the indicator function that equals 1 if the inside expression is true, 0 otherwise, and is the policy corresponding with the feasible solution X. The objective function (5) minimizes the expected total discounted cost, and the constraints (6) state that the discounted flow rate out of each state s must equal the discounted flow rate in. The value s of state s is the dual price on the corresponding constraint (6).
The linear programming approach to solving the optimality equations has traditionally not been used because of the sheer size of the model (D0). There are = i∈ S i − S i + 1 variables s , and the number of constraints is substantially larger. Consider only states s for which no item is full; i.e., s i < S i . There are i∈ S i − S i of these. Suppose Q = so that for each such state s, s contains at least one element for each possible partition M I . This element sets q i = 1 for each i replenished, so obviously there can be a great deal more vectors q that are feasible for any particular M I . The number of ways to choose a subset of and partition this subset equals B + 1 , where B n is known as the nth Bell number (Bell 1934) . There are no simple asymptotic expressions for B n , but for illustration B 5 = 52, B 10 = 115 975, B 15 = 1 382 958 545, and B 20 = 51 724 158 235 372. Hence, a lower bound on the number of constraints is B + 1 i∈ S i − S i . Using as an upper bound on the number of replenishment vectors q for each M I , we obtain B + 1 2 as an upper bound on the number of constraints.
Math-Programming Approximations
In this section, starting with (D0) we formulate and interpret two primal-dual pairs of linear programs that are progressively more tractable. We show that, whereas the dual formulations progressively restrict the dual feasible region, the corresponding primal formulations progressively relax the primal feasible region. We also show that the value function approximation arising from dual feasible solutions gives a statewise lower bound on the "true" optimal value function.
First Approximation
The dual of our first primal-dual pair of linear programs specializes a generic linear program for approximate dynamic programming proposed by Schweitzer and Seidmann (1985) . Their idea is to approximate s with a linear combination of basis functions k s ; i.e., s ≈ k V k k s for some constants V k that replace s as decision variables in the linear program.
3.1.1. Primal and Dual Models. To derive the dual program, substitute s = i∈ V i s i ∀ s into (D0) so that any feasible solution to the new program generates a feasible solution to (D0). This is equivalent to using a collection of basis functions k s ∀ k that return one or zero depending on whether or not item i has inventory s i , with one basis function for every choice of i and s i . After some algebraic manipulation, this yields
is the marginal probability item i starts in state s i , and
is the marginal transition probability that item i moves to state s i , given the current state is s i and quantity q i is replenished. The last expression on the right-hand side of (7) is substantially easier to compute than the corresponding one on the right-hand side of (4) The relationship between (P0) and the dual of (D1) can be seen through its formulation,
For each fixed i and s i , (10) says that the local flow rate into state s i must equal the local flow rate out of state s i . The value V i s i is this constraint's dual price. We could have derived (10) by summing constraints (6) over all s ∈ with the ith component equal to s i . Hence, whereas (D1) through (1) restricts the feasible region of (D0), (P1) relaxes the feasible region of (P0) through constraint aggregation. The linear program (D1) has only i∈ i decision variables, as compared with i∈ i for (D0), but the number of constraints is unchanged. Constraint generation is the only practical approach to solving (D1), but generating a row is computationally expensive because we must find M I , and this requires that we solve an integerpacking problem (albeit one that is substantially easier than the packing problem that generates a constraint for (D0)). We formulate this packing problem in §5.
3.1.2. Interpretation. For an optimal primal-dual pair X * V * of (P1)-(D1), the complementary slackness condition is
The next proposition offers an interpretation of (D1) using complementary slackness.
where for all i ∈ s ∈ a ∈ s , for all s ∈ with s i = s i , and a ∈ s , where the last inequality is feasibility (7).
The insight here is that the equations (12) are the optimality equations for a Markov decision process on scalars s i with costs H i · in which the action space includes not only the replenishments, but also the states of items other than i. The dispatcher under the original Markov decision process (D0) does not have the flexibility to choose the states of other items, so for this reason (D1) is overly optimistic and gives a lower objective value.
Second Approximation
To mitigate the computational difficulties due to having so many constraints in (D1), we introduce an additively separable approximation to the replenishment costs C I .
3.2.1. Primal and Dual Models. For any replenishment to subset I of quantities q i ∀ i ∈ I, we approximate the cost C I from below with i∈I W i q i , where the W i q i are new decision variables that represent the allocated cost of replenishing quantities q i of item i. These permit us to further restrict (D1) by disaggregating constraints (7) into the following constraints (13) for each item i:
and we implicitly set W i 0 = 0 ∀ i ∈ . The constraints (14) ensure that the total allocated cost does not exceed the actual cost, for every possible replenishment I q .
Proposition 2. For any feasible solution V W to (D2), V is a feasible solution to (D1).
Proof. For any s ∈ a ∈ s , summing constraints (13) over i implies (7) 
where the second inequality follows by substituting (14) and noting W i 0 = 0 ∀ i.
Example 2 in §4.2 shows that there can be a strictly positive gap between LP 1 and LP 2 .
To formulate the dual of (D2), let the decision variable Z I q , corresponding with constraint (14), represent the expected total discounted rate at which subset I is replenished with quantity q. Let the decision variable X i s i q i , corresponding with constraint (13), represent the expected total discounted rate at which item i is replenished with quantity q i when its inventory state is s i . Then, the dual is (P2) min 
X Z 0 where
For each item i and local state s i , a constraint (17) maintains local flow balance, and V i s i is its dual price. For every possible replenishment quantity q i of item i, constraint (18) ensures that replenishments I q are used to satisfy all the requirements for this quantity, and its dual price is W i q i .
Given any feasible solution to (P1) or (P0), we can construct a feasible solution to (P2) by setting
Hence, (P2) relaxes the feasibility of both (P0) and (P1), which leads to the following result.
Proposition 3. There exist optimal solutions to (P1)-(D1) and (P2)-(D2).
Proof. Because all costs and decision variables are nonnegative, the objective function values (9) and (16) are bounded from below by 0. Hence, it suffices to show that (P1) and (P2) are feasible. Because s is nonempty ∀ s, (P0) has a feasible solution, and so by the preceding discussion this solution generates feasible solutions for (P1) and (P2).
In the worst case, which arises when Q = , there are 1/2 i i + 1 constraints (13) in (D2) for each i. For practical instances, this is few enough to list them explicitly when solving the linear program; i.e., they need not be generated on-the-fly. In contrast, because is an upper bound on the number of replenishment vectors q that are feasible for any given subset I ⊆ , there are at most 2 constraints (14). This is enormously fewer than B + 1 2 as discussed above for (D0) and (D1), but still too many to include all of them in a typical problem instance. However, they are much easier to generate within a constraint-generation procedure compared with constraints (7), because we only need to generate one replenishment subset I at a time rather than an entire partition M I of subsets. 
If in an optimal solution we have X * i s i q i > 0 for some i, s i , and q i , then by primal feasibility (18) there must exist an itinerary I q such that Z * I q > 0. Because of (20), an optimal solution to (P2)-(D2) sets i∈I W * i q i = C I for this itinerary. In this way, our linear program ensures that replenishment costs are allocated completely for the quantities q i that items receive. Furthermore, the share W * i q i of cost C I that is allocated to item i can depend on inventoryholding and stockout costs because (19) ensures that (13) is tight for this i, s i , and q i .
The next proposition shows that in an optimal solution for (D2) we end up solving a Markov decision process for each item i separately, once we fix the W * i q i . Proposition 4 is analogous to Proposition 1 except other items besides i do not come into play. It allows us to interpret (D2)-(P2) as offering to each item i a price schedule W * i q i for each possible ordered quantity q i . Each item then optimizes its local ordering behaviour.
Lower-Bound Result
For a given state s, any separable approximation i∈ V i s i that uses a feasible solution V i s i ∀ i s i to either (D1) or (D2) is a lower bound on * s . The proof of this is based on known results in dynamic programming, but the result is critical because the performance of any feasible operating policy, including one based on a simple heuristic, can be compared against this bound to obtain a performance guarantee relative to an optimal policy. Puterman (1994) shows that the given minimization operator, call it , is monotone, and so i∈ V i * = * because * solves (3).
Because the objective function of (D1) maximizes and the parameters i s i ∀ i s i are strictly positive, LP 1 is the largest lower bound on LP 0 obtainable by the additively separable approximation (1). So, given any starting state s ∈ , by setting i s i = 1 for all i, 0 otherwise, (D1) will yield the largest lower bound in (22).
Numerical Examples
In this section, we show two numerical examples of undesirable properties that highlight some differences between the original problem (D0)-(P0) and our two approximating linear programs.
V * Can Depend on ; Nonuniqueness
On a positive note, we have the following result. Proof. This is well known from the Banach fixed-point theorem applied to (21).
However, we now give a numerical example showing that the W * s can depend on · . Therefore, so can V * , and consequently the price-directed control policy can as well. This contrasts with (D0), which yields the same value function * regardless of how s is chosen, provided that s > 0 ∀ s. This phenomenon has been observed in the context of a queueing-control problem in de Farias and Van Roy (2001). Our empirical results in §7.3 indicate that this dependence on · is negligible for a high discount factor .
Because it costs no more than 20 to replenish, but 100 to stockout, the optimal policy shown in Table 1 replenishes quantity 1 to every stocked-out item.
In an optimal solution to (P2) we have
and all other X * s equal to 0. The model (P2) then reduces to the linear program min Z 10Z 1 1 + 15Z 2 1 + 20Z 1 2 1 1 Table 1 .
Optimal policy and optimal value function for Example 1. Because C 1 + C 2 > C 1 2 , an optimal basis always includes Z 1 2 1 1 and either Z 1 1 or Z 2 1 . The variable Z 1 2 1 1 therefore has zero reduced cost, and so W * 1 1 + W * 2 1 = 20 from (20). When 1 0 > 2 0 , it is more likely that item 1 starts with inventory 0 than item 2. In this case, the optimal basis includes Z 1 1 > 0, because otherwise Z 2 1 < 0, and this is infeasible. From complementary slackness (20) we must therefore have W * 1 1 = 10 and W * 2 1 = 10. On the other hand, if 1 0 < 2 0 , then the optimal basis includes Z 2 1 > 0 and W * 1 1 = 5, W * 2 1 = 15. When applied to (21), these different W * solutions give rise to different solutions V * as shown in Table 2 , and these yield different approximations to * under (1). Also, when 1 0 = 2 0 , the linear program offers two different approximations (1) because an optimal dual solution is not unique.
Strictly Positive Relaxation Gap: LP 1 > LP 2
After extensive empirical testing, discussed in §7.3, we never encountered an instance for which LP 1 > LP 2 . However, this next example illustrates how a gap can arise.
As in Example 1, in (P2) we replenish item i only when s i = 0, and so applying (23) and (24) In contrast, the optimal objective value of (D1)-(P1) is 98.5 instead of 72.5, because there does not exist a feasible solution to (P1) that avoids stockouts using only subsets of two items. From state 0 0 0 for instance, an optimal solution to (P1) replenishes subsets 1 2 and 3 with quantity one for each item. Table 3 gives a complete optimal solution to (P1). Applying (11), a corresponding optimal solution for (D1) is V *
So, as we see, a gap between (P1) and (P2) arises when the replenishment subsets chosen by (P2) cannot be assembled into the feasible partitions M I required by (P1).
Computational Models
To implement our ideas on a computer, we must solve three problems: the decision problem for the current period, (P1)-(D1), and (P2)-(D2).
The Price-Directed Operating Policy
When the period begins in state s, the dispatcher's problem is given by the right-hand side of the optimality equations (3), except that the future cost is approximated by (1). This problem can be solved for any choice of local inventory value functions V i s i , but when we use optimal prices V * i s i from (D1) which minimizes the expected current-period costs plus the discounted approximate value of the next inventory state. Because s is fixed, we can subtract a constant equal to the approximate value of the current state, i.e., i∈I V * i s i , from the above expression. This allows us to interpret the policy as finding an action a that minimizes the linear programming reduced cost from the current state, with respect to (P1)-(D1) or (P2)-(D2).
For s fixed, define the partial reduced cost for replenishing quantity q i of item i, excluding replenishment costs, as
The operating policy (PD) minimizes the sum of the partial reduced costs plus the replenishment costs; i.e., 
In an optimal integer solution, the optimal value of (PD) equals (27) plus i∈ i 0 + i∈ V * i s i . Observe that when G I i∈I i 0 we can fix Y I = 0 or eliminate it altogether. This condition means that it is cheaper (with respect to minimum reduced costs) to not replenish items i ∈ I at all than to replenish them using subset I.
Solving (P1)
In solving (P1) there are generally too many possible variables X s a to enumerate and include in the model instance, so instead we generate these variables on-the-fly.
We initiate the optimization procedure with a feasible solution that corresponds with the "do nothing" policy, which never replenishes. This yields a current set of (typically infeasible) dual prices V i s i ∀ i s i . We now seek an inventory state s ∈ and action a ∈ s having negative reduced cost, i.e., for which and so constraint (7) is violated. After entering X s a into the problem, we reoptimize and repeat the procedure again until there does not exist a new variable with negative reduced cost. At this point, we have achieved both primal/dual feasibility and complementary slackness, proving that the current (basic) solution is optimal. The subproblem minimizing the left-hand side of (28) is identical to the dispatcher's problem (PD), except now the state s is also a decision instead of a given. However, the two-step procedure of §5.1, whereby we solve (KNAPSACK) and (PACKING), still applies except we must redefine
Every choice of q i has a feasible s i in the arg min of (29), and so we can set s i = S i in (26) and let it be determined exogenously once q i is chosen.
Solving (P2)
Whereas generating a column for (P1) requires the twostep procedure of §5.1, generating a column (i.e., a Z variable) for (P2) only involves (KNAPSACK) and is therefore substantially easier. The goal is to find a negative reduced cost replenishment I q , i.e., one which violates (14), or show that one does not exist. This is achieved by solving
and if the objective value is negative, then we enter the associated variable Z I q into the problem instance. For fixed I, we solve this problem using (KNAPSACK) by setting
The problem then becomes min I⊆ G I . In practice, we enumerate through relevant subsets I and solve (KNAPSACK) until a subset is found with G I < 0.
Subset Elimination and Enumeration
Although (KNAPSACK) can be readily solved for a fixed I using standard dynamic programming, the trouble is that, as stated, (KNAPSACK) and (PACKING) need to be solved over the entire power set of . One way of dealing with this issue in practice is to restrict the number of items in a subset, e.g., by considering all subsets I with no more than five items. In some industrial settings this may be sensible or even required, and other thresholds such as limits on travel distance could be employed. Because such restrictions are context specific, we instead investigate the power of an economic criterion which, when satisfied by a subset I, permits us to eliminate from consideration all supersets J ⊇ I.
Pruning Condition
If in (27) the coefficient of Y J for some J ⊆ with Y J = 1 is greater than or equal to the coefficient of Y I for some I ⊆ J , then we can always remain feasible by setting Y J = 0 and Y I = 1, yet be no worse off. Therefore, we can eliminate the subset J from consideration. Formally, this condition reduces to
which says that the incremental reduced cost of adding J \I to subset I must exceed or equal the reduced cost of not replenishing J \ I. However, just because J can be eliminated does not mean all supersets of I can be. So, while (30) is useful, it is not quite powerful enough. What we would like is a sufficient condition under which (30) holds for all J ⊇ I. This condition would be useful for pruning nodes from the subset tree shown in Figure 1 , which we use to enumerate subsets. The subset associated with a given node is determined by reading the labels of each node leading back to the root node, so that node depth equals subset cardinality. For example, the leftmost lower node labeled 3 represents the subset 1 2 3 . We seek a condition that allows us to eliminate this node (and all its children) using only information available from solving (KNAPSACK) for subset 1 2 .
To ease notation, define the function
Complete subset tree when = 1 2 3 . where q * k I Q is the optimal replenishment quantity for item k when (KNAPSACK) is solved for subset I and Q is set equal to Q. Therefore, G I = I I Q + C I .
Theorem 2. Consider an I ⊆ . Suppose for each
Q there exists an i ∈ I, possibly dependent on Q, for which
Then, all supersets J ⊇ I can be eliminated from consideration.
Condition (31) says that a lower bound on the reduced cost of replenishing item i exceeds or equals the reduced cost of not replenishing item i. The lower bound on the incremental replenishment cost min K⊆ \ i C K∪ i − C K could be strengthened by further restricting K ⊇ I \ i , but generally the former is easier to compute. For instance, in the case in which C I are optimal traveling salesman costs on a network with symmetric edge costs c j k , this lower bound equals
(recall that 0 represents the depot), which is in fact tight. If the triangle inequality is satisfied, then we can require j = k provided I > 1.
The pruning power of condition (31) decreases as Q increases. When the number of items in a subset increases, for fixed Q the competition between the items eventually forces some items to receive little or no quantity, and this competition softens as Q increases. If the quantity reaches zero for some item, then clearly we would be better off excluding this item from the subset because C I is monotone. In the extreme case, if I > Q, then there will always exist some item that receives quantity zero because replenishments must be integer-valued. More generally, the replenishment quantity may be too low to be economically viable, and hence the economic condition (31) holds. To prune all supersets, the condition must hold for all remaining capacities Q that would result after other items have been replenished.
Here is the simple case with zero quantity.
Corollary 2. Consider an I ⊆ . Suppose that for each Q ∈ 0 1 Q there exists an i ∈ I, possibly dependent on Q, such that for this Q we have q * i I Q = 0. Then, all supersets J ⊇ I can be eliminated from consideration.
Proof. In this case, i I Q = i 0 in (31), and so the condition reduces to
which is satisfied because C J for all J ⊆ is assumed monotone nondecreasing and nonnegative.
the remaining expression is 0. The result follows because (30) is satisfied by J , and we chose J ⊇ I arbitrarily.
Implementation
To solve (PD), or the subproblem for (P1) given in §5.2, we must collect decision variables and objective coefficients for (PACKING). We do this by building the subset tree breadth-first and solving (KNAPSACK) for each node. We prune as many nodes as possible by applying (31). For each node I generated, to avoid repetitive calculations we retain C I and the function I I · . This allows us to readily solve (KNAPSACK) for any child subset I ∪ j with j ∈ \ I, using the dynamic programming recursion
When solving the subproblem for (P2) given in §5.3, we again build the subset tree breadth-first and prune nodes using (31). However, because we do not need to solve (PACKING), we end the tree search as soon as we find an I with G I < 0, or when we exhaust all viable nodes in the tree. After entering a new column into the primal instance and re-solving, we continue the tree search starting at the node just visited rather than starting again at the root node. This gives the algorithm early encounters with larger, more varied subsets, and empirically we find this dramatically speeds up convergence of the prices.
Empirical Results
We now report on a series of empirical tests that measure the cost performance of our price-directed policy relative to other policies in the literature, as well as our approach's computational performance. We also test for the empirical presence of the undesirable numerical behaviour discussed in §4.
Policy Performance
We compared our price-directed policy against the direct shipment policy (Kleywegt et al. 2002) , the myopic policy (Federgruen and Zipkin 1984) , and the procedure given by Minkoff (1993) .
7.1.1. Experimental Design. We simulated the policies on 24 different problem instances. Each of 15 different items had S i = 10, a holding cost of h i = 1, and a stockout cost of b i = 19. The rationale was for each item to have a newsvendor-like critical fractile of b i / b i + h i = 0 95, which is realistic in many settings.
We randomly generated the demand distributions and replenishment costs. We used the binomial distribution for demand probabilities, and for each item we generated a uniform 0 1 random variate for its success probability. In the base case, the maximum demand for each item was 5, so that the average expected demand across items was approximately 2.5. For the case when C I equals optimal Euclidean traveling salesman costs, we generated a random xy-coordinate for each item uniformly on the rectangle −24 24 × −24 24 . For the case when C I equals joint replenishment costs, i.e., C I = 0 + i∈I i , we set 0 = 30 and each i was uniformly distributed on 0 14 . The rationale for these replenishment costs was for replenishing to be cheaper than stocking out.
Starting with these data for 15 items, we generated 24 different problem instances in four groups of six instances each. In Table 4 , the four groups are labeled with categories Base, HiVar, JR, and LoDisc. The Base instances use HiVar increases the squared coefficient of variation of demand by 50% if an item had success probability 0.5. We achieved this by doubling the maximum demand to 10 and halving the success probability. Within each category, the first three instances included only the first 10 items generated above, and set Q = 10 20, and , respectively. The second three instances used all 15 items generated. Other than the factor changed by the category, the first instances of each category are identical to each other, as are the second, third, etc., instances.
For each instance, we first solved (P2)-(D2) using the uniformly distributed starting probabilities i s i = 1/ S i + 1 ∀ i s i ∈ i . This gave us the optimal prices V * i s i to use in the price-directed policy (PD). To implement Minkoff's (1993) procedure, we first generated a collection of itineraries. We included all direct shipment itineraries and then randomly sampled others until the total number of itineraries equaled the number generated during the solution of our linear program (P2). On average, when Q = 10 we generated 223 itineraries, when Q = 20 we generated 2,280 itineraries, and when Q = we generated 10,087 itineraries. Minkoff (1993) considers at most 98 itineraries. With itineraries in hand, we then allocated transportation costs using his linear program, and solved the local dynamic programs to obtain V i · .
We ran simulation experiments for each instance by first randomly generating an initial inventory state vector s. Then, starting from s, we simulated the pricedirected, Minkoff, and myopic policies 24 times each over 600 periods. We only report results for this one fixed initial state because in our experiments the results did not change materially with initial state. For direct shipment we did not need to simulate because we were able to exactly solve the associated dynamic programs for each item.
After each simulation run we divided the total discounted cost accumulated by the lower bound on cost given by the middle term from Theorem 1 evaluated at the initial state s, and then we averaged the 24 results to compute the relative costs reported in Table 4 . The numbers in parentheses are the standard deviations of the cost estimates suitable for constructing confidence intervals, but we have scaled them relative to the lower bound. With a run length of 600 periods, the maximum total (relative) discounted cost that could have been excluded due to truncation error was 0.0003, but was typically around 0.0001. 7.1.2. Discussion. The price-directed policy dominates all other policies in every instance. The median performance of the price-directed policy was 7% from the lower bound, compared with 24.6% for Minkoff's policy, 29.6% for the myopic policy, and 44.1% for the direct-shipment policy. Because the lower bound is on the cost of an optimal policy, these are worst-case guarantees relative to optimality.
As Table 5 shows, much of the difference between the policies was in stockout costs. The myopic policy generated 3.608 times more stockout costs than the price-directed policy, which had the highest fill rate (fraction of demand satisfied) of 97.5%. The myopic policy ignores the future replenishment cost that would result from stocking-out in the current period, and so its perception of the optimal fill rate is too low. The myopic policy also ignores the fact that small replenishments in the current period lead to more frequent replenishments in the future. Hence, it replenishes quantities that are too small, incurring the lowest holding costs and packing, on average, the highest number of items, 5.186, into each itinerary. It had the highest replenishment rate of 0.589, which measures the average number of replenishments per period per item. On the other hand, although it considers a significant number of itineraries, our implementation of Minkoff's procedure still overestimates optimal transportation costs. It does so because the set of all possible itineraries is massive, and we naively generate only a limited number of them. This situation could be improved with a cleverer choice and use of itineraries, and in fact our price-directed approach provides this intelligence. Without it, Minkoff's procedure is willing to incur greater stockout costs in the near term to postpone incurring transportation costs. Also, replenishment quantities are too large, and so too few items are replenished on each itinerary and the replenishment rate is too low. In contrast, the price-directed policy has a better estimate of optimal transportation costs, and so its performance is superior.
The most apparent trend in Table 4 is the increase in cost over the lower bound as Q increases, for all policies. This is consistent with the empirical results of Adelman (2002) . As Q increases, an optimal policy wants to include more items on a replenishment, and so the joint coordination of inventory states across items becomes more important and difficult. We do not know how much of the cost difference relative to the bound is due to loosening of the bound rather than actual performance degradation.
Computational Performance
We randomly generated seven instances with the same characteristics as the Base instances in §7.1.1 and Table 4 . However, as shown in Table 6 , these instances had a larger number of items. The table shows how many possible subsets I ⊆ there were for each instance. Although 2 gives an obvious upper bound, to be fair we instead state the number of subsets containing at most Q items (see §6.1).
As Table 6 shows, the pruning condition (31) in Theorem 2 had tremendous power on these instances. For Table 7 .
Computational performance results on test instances.
Instance 6 with 40 items, the pruning condition reduced the number of subsets needed from 1.2 billion down to 1.3 million. Also, in our simulations of the price-directed control policy reported in §7.1, our pruning condition eliminated all but 368 binary variables on average, which is substantially fewer than the number of elements in the power sets. The smallest of these instances, Instance 0, has about 26 billion (11 10 ) possible states, and the largest, Instance 6, has 11 40 possible states. Needless to say, solving the dynamic program (3) is computationally infeasible due to Bellman's curse of dimensionality.
We ran these instances using CPLEX 7.1 (default settings) on an Intel Pentium IV Xeon processor running at 1.7 GHz and with 2 GB memory. We computed the C I as optimal traveling salesman costs. Because the number of items in each subset was no more than 15, we used the solver based on Karp (1970, 1971) in CONCORDE by D. Applegate, R. Bixby, V. Chvátal, and W. Cook.
We report computational times in Table 7 . The formulation (P2)-(D2) solved 72 times faster on average than (P1)-(D1) for these instances, yet it yielded optimal prices V * i s i that gave the same numerical approximation (1). In solving (P1)-(D1), we enumerated 15% more subsets on average and generated 963% more columns on average. Generating each column was expensive because it involved solving the integer program (PACKING). More columns also gave rise to larger linear programs to solve in each iteration.
In contrast, when solving (P2)-(D2) the prices converged more rapidly, so we enumerated fewer subsets. Furthermore, the cost of generating a column was much smaller because we only needed to solve (KNAPSACK) and could ignore (PACKING). Also, the number of columns generated for (P2)-(D2) grew considerably more slowly than the number of subsets needed. As a result, most of the CPU time was spent solving TSPs instead of (PACKING).
In fact, if these TSP solutions were stored in a table a priori, as could be done in a stable industrial environment, the CPU times would compare as shown in Table 8 . For example, Instance 6 would solve in 22 seconds compared with nearly 15 hours. On average, (P2)-(D2) solved 690 times faster than (P1)-(D1).
Because we kept in memory the data C I and functions I I · for all subsets I that are considered, we were not able to solve an even larger Instance 7, which had 40 items and D = 15. A more parsimonious implementation should be able to do so.
Relaxation Gaps and Dependency
We constructed 400 additional instances in search of a positive gap between the optimal objective values of (D2) and (D1), such as we saw in §4.2. The first 100 instances had the same characteristics (such as stochastic demand) as the Base instances in Table 4 , except there were five items and Q was chosen randomly among the set 10 12 14 16 18 20 . Because Example 2 had deterministic demand, in the second 100 instances we set i d i = 1 for exactly one d i for each item i, uniformly distributed on the integers 1 through 5. The next 200 instances were like the first 200, except = 0 8 instead of = 0 98. Not a single instance among the 400 yielded a gap, nor did the instances in Tables 7 and 8. Example 1 in §4.1 showed that the approximation (1) given by solutions to (D2) may depend on the i s i . To measure the magnitude of this dependency we again solved (D2) on 400 instances like those just described. However, we re-solved each instance 20 times, and each repetition corresponded with a different randomly generated set of s. Each i s i was sampled from a uniform 0 1 distribution and then normalized so that s i ∈ i i s i = 1 for each i. For each instance, we calculated the maximum relative error (MRE) across all states and repetitions, i.e., where n s = i∈ V * i s i with V * i s i equal to the solution of (D2) for the nth repetition of this instance.
We report the median MREs in Table 9 . When demand is deterministic or the discount rate is low, i.e., future periods have less weight, the sequence of costs over time becomes more rigidly tied to the initial inventory state. This explains the differences in the results. When the discount rate is low, it may be desirable in practice to base the initial state probabilities i s i on historical data, or to use point masses for the current state and re-solve (D2) each period. However, for the higher discount rate, the sensitivity to i · was negligible.
