Abstract Link prediction is an important research area in network science due to a wide range of real-world application. There are a number of link prediction methods. In the area of social networks, these methods are mostly inspired by social theory, such as having more mutual friends between two people in a social network platform entails higher probability of those two people becoming friends in the future. In this paper we take our inspiration from a different area, which is Newton's law of universal gravitation. Although this law deals with physical bodies, based on our intuition and empirical results we found that this could also work in networks, and especially in social networks. In order to apply this law, we had to endow nodes with the notion of mass and distance. While node importance could be considered as mass, the shortest path, path count, or inverse similarity (AdamicAdar, Katz score etc.) could be considered as distance. In our analysis, we have primarily used degree centrality to denote the mass of the nodes, while the lengths of shortest paths between them have been used as distances. In this study we compare the proposed link prediction approach to 7 other methods on 4 datasets from various domains. To this end, we use the ROC curves and the AUC measure to compare the methods. As the results show that our approach outperforms the other 7 methods on 2 out of the 4 datasets, we also discuss the potential reasons of the observed behaviour.
Introduction
Mining of network data has become one of the key research areas in recent years [44] . In particular, a lot of attention has been devoted to the link prediction problem in social networks [3, 29] , where the goal is to discover if two nodes will become connected in the future. Link prediction is not only important for understanding and capturing the evolution of a network but also in many other real-world applications. A well-known example of link prediction is the feature called friend suggestions in Facebook. In Facebook, link prediction techniques are used to predict if person A is likely to become friends with person B, so that such connection suggestion can be recommended directly to both users. However, application of link prediction is much wider than in the above example. Link prediction has also been used to predict potential collaborators in business [32] , in shopping recommendation [28] , in patent partner recommendation [46] , in predicting cell phone contact [38] , in gene expression networks [7] , in protein-protein interactions [2] and, in security related domain to detect suspicious communication [31] .
Problem statement
Formally, given a snapshot of a network at time t, the link prediction problem is to identify new links that will be present in the network snapshot at time t + 1 [8, 17] . If a network has a set of V nodes and set of E edges at time t expressed as G(V, E t ), link between a pair of vertices V i and V j is denoted by L(V i ,V j ). For a link prediction problem, using information related to the network (topological or additional information about node's characteristics or attributes) the goal is to predict L(V i ,V j ) ∈ E t+1 , where L(V i ,V j ) / ∈ E t . Based on the information exploited by link prediction methods, they can be categorised as:
1. Unsupervised -based on topology of the network, which only use structural information from the network, such as mutual friend count in social networks, path lengths, triad profiles etc. Some examples include methods like Katz, PageRank, and AdamicAdar [29] . These methods only require snapshot of a network topology at any given time t to make predictions for time t + 1, and are useful when past and non-topological information of the network is not available. They are applicable to any type of network dataset and don't require training. 2. Supervised -based on topology of the network, which are only applicable in networks where historical information regarding network's topology is available. For example, if snapshots of a network at t − 1 and t are given, then t − 1 is considered as historical information. Network characteristics like degree of certain nodes at time t − 1 can also be considered historical information. One example of such method is the Triad Transition Matrix (TTM) [19] . A wide range of machine learning approaches also fall into this category, if the topological infor-mation such as mutual nodes, shortest distance etc. is considered as features, and link appearance is considered as class. 3. Unsupervised -based on non-topological information of the network, i.e. also considering non-structural information. In social networks, age, location, preferences etc. could be used as basis on which people make friends [40] . 4. Supervised -based on non-topological information of the network, applicable to the same kind of datasets as in point 2 above. If non-structural historical information of a network is considered (with or without topological information) any binary classifier could be used to make prediction in this setting [4] .
The simplest methods are the ones in the first category, widely applicable in any kind of network where only one structural snapshot is available. Despite their simplicity, these methods perform fairly well [29] . One of the biggest advantages is a wide range of scenarios where the methods are applicable, as they don't require a training phase and hence historical data, or non-topological information.
Proposed method
Our approach is inspired by Newton's law of universal gravitation, which states that the force exerted between two masses is proportional to the product of those masses, and inversely proportional to the squared distance between their centres [34] :
where F is the force between masses m 1 and m 2 , G is the gravitational constant, and r is the distance between m 1 and m 2 . Newton derived this equation by empirical observation and inductive reasoning [12] , which is an approach that we have also taken in this study. We consider mass to represent importance of a node, which can be measured in several ways. For example, different centrality measures are direct measurements of how important or central a node is in a given network. In this study we consider degree centrality of a node as equivalent to mass of that node, while the shortest path between the nodes represents their distance. Just like any physical body or object in the universe, no matter how distant the nodes are, there is a gravitational attraction between them. In the case of a social network this means that there is a non-zero probability of any two nodes forming a connection, which is intuitively correct. However, according to the small-world effect the average shortest path between any two nodes is relatively short [45] . The famous Milligram's experiment suggested that people in the USA are all linked with six links on average [43] , but this number is now even lower due to people becoming more connected [5] . According to recent research, Facebook users are connected with 3.57 degrees of separation on average [15] . The small-world phenomena implies that even a short distance between two nodes could translate to low probability of two nodes having something in common or knowing each other. Equation 1 accounts for this property in an elegant manner by making the force (which is proportional to the probability of forming a connection) inversely proportional to the squared distance.
In the context of social networks it has been established that link prediction could mainly be facilitated by utilising two kinds of information in the network: popularity and similarity [37] . Our approach supports this as a special case, where popularity acts as mass and inverse of similarity as distance. To further support this inspiration from physics in social networks, laws governing physical universe could exhibit similar properties (e.g. power-law degree distribution, high clustering coefficient) found in social networks, as it has been observed for the causal network of largescale structure of space time in the accelerating universe [21] . Krioukov et al [21] has shown that this is mainly due to the fact that growth in social, biological, and Internet networks is asymptotically similar to the large scale causal network representing large scale structure of the spacetime. It is also possible to define distances in terms of dissimilarity in non-topological information, such as age difference, physical distance etc. A weighted sum of all these factors could be incorporated into the distance, allowing to naturally exploit non-topological information.
The above analogy leads to the following formula for calculating the score of two nodes forming a link in the future:
where C D denotes the degree centrality, SP is the shortest path, and without loss of generality we have assumed G = 1, since in order to make a prediction, a ranked list of scores is required with their absolute values being irrelevant. Note, that if the score was to be interpreted as probability, for a particular network this could be achieved by setting the value of G as follows:
where the numerator is equal to 1, which reflects the obvious existence of a direct link between at least one pair of nodes. It is worth noting that the proposed method in equation 2 only requires snapshot of a network at any given time. In fact, the approach is applicable even if we only have access to degree of nodes and shortest paths between them. This method falls into the Unsupervised -based on topology of the network category from Section 2. Figure 1 depicts a simple social network to illustrate the intuition behind the proposed method. Application of Equation 2 produces a ranked list of scores for all pairs of nodes which are not already directly connected, given in Table 1 . The following observations can be made here:
• If two people have many friends but are themselves distant (e.g. nodes 1 and 10) then the distance will make it improbable for these nodes to connect. On the other hand, someone who joins a network and have fewer friends might connect with the nearest friend who has many connections. This is why the score for nodes 10 and 16 is the same as for nodes 1 and 10, although node 16 just have one link in the network, whereas 1 and 10 have the highest degrees. This phenomenon is intuitive in social networks as people who have just made their first connection (we assume that node 16 has joined the network relatively recently), tend to connect with people at shorter distance, who are popular (i.e. have a high degree).
• If two nodes have many connections and are close to each other yet not connected, it is very likely they have many mutual friends and will eventually connect. This is the case for nodes 2 and 10, which have the highest score of connecting according to the proposed algorithm. Table 1 : Prediction value for a simple graph in Figure 1 In terms of computational complexity and scalability of the proposed method, if a network has a total of |V | nodes and |E| edges, the total number of predicted links will be the number of possible links that could exist in the graph. A fully connected undirected graph has |V |(|V |−1) 2 edges in total, so we make a prediction for at most
− |E| links. If we consider the worst case, where all the nodes are connected with with lowest amount of edges then |E| = (|V | − 1). As a result, the worst case time complexity is O(|V | 2 ), assuming that the graph is connected.
In order to calculate all shortests paths the igraph package uses an implementation of breadth-first search for an unweighted graph [13] . This algorithm has the worst case time complexity of O(|V | 3 ) as all shortest paths are being calculated here [35] . However, there exist other algorithms which have time complexity of O(|V ||E|) for undirected graphs with integer weights [41, 42] .
Data and Experimental Setup
For the experimental comparative evaluation of the proposed method we have selected four datasets from various domains and with different sizes, frequently used in the literature, all representing undirected graphs:
hep-th: Collaboration graph of authors of scientific papers from High Energy
Physics -Theory (hep-th) section, where edges between two nodes represent a common publication. This dataset is collected from the Konect database [22, 25, 27] and has been used in the experiment of Liben-Nowell, which is a very important research work in the area of link prediction [29] . 2. contact: Dataset representing an undirected network where edges are contacts between people using small portable wireless devices called iMotes, which were distributed among different groups of people [11, 23] Details of the datasets can be found in Table 2 . To enable link prediction experiments we have split each dataset into two parts covering either equal periods of time or equal numbers of edges, where the first part is for running the algorithms and making predictions, and the second part is used for testing (ground truth). Table 2 also summarises basic properties of the split datasets. In particular, the hep-th dataset has been divided into part 1 containing publications between 1994 and 1996, and part 2 with publications between 1994 and 1999. The contact, hypertext, and collegeMsg datasets have been divided according to the number of edges. In edge stream format they are sorted according to time stamps and then split in half. Part 2 of each dataset described here contains the new edges along with the previous ones, so is effectively the full network. Table 2 : Network properties of the datasets
As it can be seen in Table 2 , most of the networks have relatively high value of global clustering coefficient and short average geodesic path, which implies smallworld networks [45] . Also, we could see that standard deviation of degree centrality is quite high, which implies that degree varies highly and is spread across the vertices. This variation of degree is something which affects our algorithm. With more variation of degree the proposed method will produce more spread out scores.
To benchmark our approach 7 other unsupervised link prediction methods which only use topological information were applied:
1. Common Neighbours (CN), where the likelihood of two nodes A and B to develop a link depends on the number of mutual friends [33] . This method could be quantified via the following equation (Γ represents the node degree):
2. Jaccard Coefficient (JC), which is a version of Common Neighbours [16] normalised by the total number of neighbours of both nodes:
3. Adamic-Adar Coefficient (AA), which is a similarity metric used in information retrieval [29] similar to the Jaccard Coefficient. In this method the likelihood of two nodes connecting depends on the number of common neighbours (e.g. mutual friends in a social network) relative to the nodes' degrees [1] . In Equation 6, C denotes rare features (in this case a rare feature is having many mutual friends while the degree of both nodes is low), common between nodes A and B:
As an example, consider nodes A (with 500 friends) and B (with 300 friends) which are not yet connected and have 30 mutual friends. Now, if another two not yet connected nodes X and Y have 100 and 70 friends respectively, and also 30 mutual friends, using this formula the (X,Y ) pair will get a higher score although the number of mutual friends between both pairs is the same. 4. Preferential Attachment (PA), based on the social theory of 'rich get richer' implying that nodes with higher degree are more likely to get new links [6] :
5. Katz, which considers the number of all the paths from node A to B [20] . The shorter paths have more weight, which is damped exponentially with path length and the β parameter (M denotes the adjacency matrix):
β needs to be smaller than the reciprocal of the highest eigenvalue of M [26] . In our experiments β = 0.001 was used as it fits this criterion for all 4 datasets. 6. Rooted PageRank (RPR), which is used by search engines to rank websites.
In graph analysis it works by ranking nodes, and the rank is determined the probability of each node being reached via random walk on the graph [9] . The Score(A, B) is calculated using the stationary probability distribution of B in a random walk. The random walk returns to A with the probability α at each step, moving to a random neighbour with probability 1 − α [29] . Liben-Nowell and Kleinberg [29] also found that setting α = 0.15 produces best performance on most of the datasets when compared with a random predictor. 7. Degree, which is based on the degree of the target node used as a score [30, 31] .
Results
All the benchmarking methods described in Section 4 produce a ranked list of edges with scores, which indicate how likely they are to be created in the future. After applying each of the methods on part 1 of the four datasets, we have used part 2 as ground truth for measuring performance. We plot the Receiver Operating Characteristic curve (ROC) and calculate the Area Under the Curve (AUC) to compare the link prediction methods. To calculate and plot the ROC curve we have used a widely used and tested opensource R package called pROC [39] . Table 3 : AUC comparison(*** highest, ** 2nd highest, * 3rd highest)
The results have been depicted in Table 3 and Figure 2 . As it can be seen the proposed approach outperforms the remaining methods for the hypertext and contact datasets, is the 2 nd best for the collegeMsg dataset and 4 th best for hep-th. It is interesting to note that even without considering mutual friends in these networks and only taking the degree and shortest path into consideration, we can obtain stateof-the-art prediction results. For the hypertext dataset all methods perform relatively poorly, with much smaller differences in terms of AUC. One important observation for the hypertext dataset is that Preferential Attachment and our proposed approach have the same AUC. This could be due to the average and maximum geodesic path being only 1.66 (Table 2 ). In this study we only utilise geodesic path as distance, and a wider range of geodesic path entails better performance. It can also be seen that our approach is predominant when compared with Preferential Attachment for hepth and contact dataset. This shows that dividing by distance performs better than mere multiplication of degrees of predicting node couples. This difference is more visible for the hep-th dataset as average geodesic path of 3.49 is also the highest among all of the tested datasets. 
Conclusions and future work
This analysis on the four datasets shows that the proposed approach works well and could be used as a link prediction method. However, using other centrality measures and/or different definitions of distance, could result in even better performance, at least in some cases. It is important to note that we are proposing a method which combines multiplication of weights/importance divided by quadratic distance/dissimilarity, and definition of importance and distance could go beyond the topology of the network. For instance, in social networks geographic distances, age differences and, political differences between two people could be incorporated into the distances. Even relying solely on topology, scores produced by all the other link prediction methods (e.g. AdamicAdar, Katz) could potentially be used to quantify the distance. Similarly features like number of publications in a citation network or academic qualifications could quantify importance (i.e. mass), so could betweenness/closeness centrality if only topological information was available.
The work presented in this paper opens a number of potential future research avenues. The proposed method requires further validation an a larger volume of datasets in order to confirm its performance and better understand in which situations it performs well. We also acknowledge that the AUC-based evaluation has it's limitations due to imbalanced classes [10, 14] , and intend to also incorporate Precision and Recall in out future work. The impact of using other centrality measures such as betweenness centrality, closeness centrality or their combination, as well as various definitions of distance (e.g. potentially incorporating information on node characterises like age or gender) also needs to be investigated. A particularly interesting question arising here is if it is possible to understand how the definitions of mass and distance affect performance in the context of a particular network structure, which would be akin to a meta-learning approach. Finally, a supervised variant of the method using historical information is an important research direction.
