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Uvod
Glavni je cilj ovog rada istrazˇiti svojstva trajektorija Brownova gibanja. Osim osnov-
nih svojstava poput neprekidnosti i diferencijabilnosti proucˇit c´emo i ostala obiljezˇja kao
sˇto su α-Ho¨lder neprekidnost, velicˇina skupa nultocˇki i velicˇina skupa na koji se presli-
kava Brownovo gibanje. Jedan od osnovnih alata kojim c´emo se koristiti, uz temeljne
rezultate teorije mjere i teorije vjerojatnosti, bit c´e koncept Hausdorffove dimenzije kao
prirodne generalizacije dimenzije koju poznajemo iz klasicˇne geometrije. Proucˇavanje
Brownova gibanja dovest c´e nas do zanimljivih svojstava raznih skupova i procesa izvede-
nih iz Brownova gibanja kao sˇto su skup maksimuma ili reflektirano Brownovo gibanje. Na
kraju c´emo dati dokaz dvaju klasicˇnih rezultata iz podrucˇja Hausdorffove dimenzije, Fros-
tmanove leme i McKeanova teorema o dimenziji skupa na koji se preslikava Brownovo
gibanje.
U prvom poglavlju dat c´emo kratki pregled osnovnih pojmova i rezultata koji su nuzˇan
preduvjet za proucˇavanje Brownova gibanja i Hausdorffove dimenzije. U drugom poglav-
lju predstavit c´emo Brownovo gibanje kao slucˇajan proces i razmotriti njegova svojstva.
Proucˇit c´emo neprekidnost, diferencijabilnost, skup lokalnih maksimuma i skup nultocˇki
Brownova gibanja. U sklopu te rasprave dokazat c´emo egzistenciju samoga Brownova gi-
banja, jako Markovljevo svojstvo te princip reflekcije. U posljednjemu, trec´em poglavlju
definirat c´emo Hausdorffovu dimenziju te opisati glavne tehnike za njezino racˇunanje. Te
c´emo tehnike zatim primijeniti na grafu, slici i skupu nultocˇki Brownova gibanja.
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Poglavlje 1
Osnovni pojmovi i postavke
Na pocˇetku rada dajemo pregled osnovnih pojmova, teorema i rezultata koji su nuzˇan pre-
duvjet za definiranje i proucˇavanje Brownova gibanja i Hausdorffove dimenzije.
1.1 Metricˇki prostor
Definicija 1.1.1. Neka je X skup. Metrika na X je funkcija d : X×X 7→ R takva da vrijedi:
(i.) d(x, y) > 0, za sve x, y ∈ X,
(ii.) d(x, y) = 0 ako i samo ako je x = y,
(iii.) d(x, y) = d(y, x), za sve x, y ∈ X,
(iv.) d(x, y) 6 d(x, z) + d(z, y), za sve x, y, z ∈ X.
(X, d) zovemo metricˇki prostor.
Sada c´emo definirati svojstvo α-Ho¨lder neprekidnosti koje c´e se pokazati jednim od
kljucˇnih svojstava Brownova gibanja u nastavku.
Definicija 1.1.2. Kazˇemo da je funkcija f : R 7→ R lokalno α-Ho¨lder neprekidna u tocˇki
x ∈ R ako postoje ε > 0 i konstanta c > 0 takvi da je
| f (x) − f (y)| 6 c|x − y|α, za sve y ∈ R takve da je |y − x| < ε.
Takav α > 0 zovemo Ho¨lderovim ekponentom, a c > 0 Ho¨lderovom konstantom.
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Definicija 1.1.3. Neka je 0 < α 6 1. Preslikavanje f : (E1, d1) 7→ (E2, d2) izmedu dva
metricˇka prostora zovemo α-Ho¨lder neprekidno ako postoji (globalna) konstanta C > 0
takva da je
d2
(
f (x), f (y)
)
6 Cd1
(
x, y
)α
, za sve x, y ∈ E1.
Ovakvu konstantu C zovemo Ho¨lderovom konstantom.
Jedan od pojmova koji c´emo cˇesto koristiti je i Borelova σ-algebra i Borelovi skupovi.
Fiksirajmo skup X.
Definicija 1.1.4. Topolosˇli prostor je ureden par (X,T ), gdje je T ⊂ P(X), takav da
vrijedi:
(i.) ∅, X ∈ T ,
(i.) T je zatvorena na proizvoljne unije,
(i.) T je zatovorena na konacˇne presjeke.
T zovemo topologijom, a skupove A ∈ T otvorenim skupovima.
Definicija 1.1.5. Neka je (X,T ) topolosˇli prostor. Tada familiju B(X) = σ(T ) zovemo
Borelovom σ-algebrom. Skupove B ∈ B(X) zovemo Borelovim skupovima.
U nastavku c´emo s B oznacˇavati Borelovu σ-algebru generiranu svim otvorenim sku-
povima na R, a elemente od B Borelovim skupovima. Dakle, B je Borelova σ-algebra na
R. Analogno, Bn c´e oznacˇavati Borelovu σ-algebru na Rn.
1.2 Osnovni pojmovi teorije mjere
Fiksirajmo skup X.
Definicija 1.2.1. Neprazna familija R podskupova od X je prsten skupova (na X) ako
vrijedi:
(i.) A ∪ B ∈ R, za A, B ∈ R,
(ii.) A \ B ∈ R, za A, B ∈ R.
Iz definicije slijedi da je ∅ ∈ R, jer je ∅ = A \ A ∈ R, te A ∩ B ∈ R, jer je A ∩ B =
A ∪ B \ [(A \ B) ∪ (B \ A)] ∈ R. Dakle, prsten je zatvoren na konacˇne presjeke.
Definicija 1.2.2. FamilijaS podskupova od X je poluprsten skupova (na X) ako vrijedi:
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(i.) ∅ ∈ S ,
(ii.) A ∩ B ∈ ß, za A, B ∈ S ,
(iii.) A \ B = ⋃nk=1 Ek, za A, B ∈ S , pri cˇemu su E1, . . . , En ∈ S i medusobno disjunktni.
Fiksirajmo prstenR podskupova od X. Neka je µ nenegativna funkcija naR, odnosno,
svakom A ∈ R µ pridruzuje nenegativan broj µ(A) < ∞.
Definicija 1.2.3. Kazˇemo da je funkcija µ aditivna ako je µ(A ∪ B) = µ(A) + µ(B), ako je
A ∩ B = ∅.
Definicija 1.2.4. Neka je µ nenegativna aditivna funkcija naR. Kazˇemo da je µ σ-aditivna
na R ako, za svaku prebrojivu familiju {Ai}∞i=1 ⊂ R takvu da su Ai medusobno disjunktni i
A =
⋃∞
i=1 Ai ∈ R, vrijedi
µ(A) =
∞∑
i=1
µ(Ai).
Svaku nenegativnu, σ-aditivnu funkciju na prstenuR zovemo mjerom.
Neka jeR prsten skupova i µ mjera naR.
Definicija 1.2.5. Neka je A poskup od X. Broj L > 0 je priblizˇna vanjska mjera od A ako
postoji prebrojiv pokrivacˇ A1, A1, . . . od A takava da je Ai ∈ R i ∑∞i=1 µ(Ai) 6 L.
Vanjska mjera od A, u oznaci µ∗(A), je broj
inf {L : L je priblizˇna vanjska mjera od A} .
Ako je gornju skup prazan, definiramo µ∗(A) = ∞.
Propozicija 1.2.6. Neka je (X,R, µ) izmjeriv prostor. Tada vrijedi:
(a) µ∗(∅) = 0,
(b) µ∗(A) 6 µ∗(B), za A ⊂ B,
(c) µ∗ je σ-aditivna: µ∗(
⋃∞
i=1 Ai) 6
∑∞
i=1 µ
∗(Ai), za niz {Ai}i∈N.
Napomena 1.2.7. Svojstva (a) - (c) iz prethodnog teorema su i dovoljna za odabir vanjske
mjere.
Mjera µ definirana na prstenu skupova R prostora X je σ-konacˇna ako postoji niz
{Ai}i∈N, Ai ∈ R, takav da je X = ⋃∞i=1 Ai i µ(Ai) < ∞.
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Teorem 1.2.8 (Carathe´odory). Neka je µ nenegativna, prebrojivo aditivna funkcija defi-
nirana na poluprstenu skupovaR. Tada µ mozˇemo prosˇiriti do mjere na σ-algebri generi-
ranoj sR.
Dokaz. Dokaz teorema nalazi se u [1, Teorem 6.3.6.]. 
Carathe´odoryjev teorem prosˇirenja daje dokaz postojanja Lebesgueove mjere. Naime,
iz teorema slijedi da svaka mjera na prostoru koji sadrzˇi sve intervale realnih brojeva mozˇe
biti prosˇirena do Borelove algebre na skupu realnih brojeva.
1.3 Vjerojatnosni prostor i slucˇajne varijable
Krenut c´emo s pojmovima σ-algebre, vjerojatnosti i vjerojatnosnog prosotora. Zatim c´emo
definirati slucˇajnu varijablu i vektor te dati neke osnovne primjere i svojstva normalnih
slucˇajnih varijabli i vektora.
Neka je Ω neprazan skup (koji predstavlja prostor elementarnih dogadaja) i P(Ω) skup
podskupova od Ω. Prvo c´emo definirati familiju koja c´e nam predstavljati familiju dogadaja
(jer ne mogu svi podskupovi od Ω biti dogadaji). Inkluzija A ⊂ B ukljucˇuje i slucˇaj A = B.
Definicija 1.3.1. Familija A podskupova od Ω (A ⊂ P(Ω)) jest algebra skupova na Ω
ako vrijedi:
(i.) ∅ ∈ A ,
(ii.) ako je A ∈ A , onda je i Ac ∈ A ,
(iii.) ako je A1, . . . , An ∈ A , onda je i ⋃ni=1 ∈ A .
Dakle,A je algebra ako je zatvorena na komplementiranje i konacˇne unije. Iz definicije
algebre takoder slijedi da je algebra zatvorena na konacˇne presjeke i skupovne razlike.
Odnosno,
Ω = ∅c ∈ Ω,
A1, . . . , An ∈ A ⇒
n⋂
i=1
Ai =
 n⋃
i=1
Aci
c ∈ A ,
A, B ∈ A ⇒ A \ B = A ∩ Bc ∈ A .
Definicija 1.3.2. FamilijaF podskupova od Ω jest σ-algebra akupova ako vrijedi:
(i.) ∅ ∈ F ,
(ii.) ako je A ∈ F , onda je i Ac ∈ F ,
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(iii.) ako je Ai ∈ F , za i ∈ N, onda je i ⋃∞i=1 Ai ∈ F .
Analogno se dokazuje da je σ-algebra zatvorena na prebrojive presjeke, skupovne raz-
like i da sadrzˇi Ω. Dvije trivijalne σ-algebre su {∅,Ω} i P(Ω).
Definicija 1.3.3. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F ) se zove izmjeriv
prostor.
Definicija 1.3.4. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F 7→ R se zove vjerojat-
nost ako vrijedi:
(i.) (nenegativnost vjerojatnosti) P(A) > 0, za A ∈ F ,
(ii.) (normiranost vjerojatnosti) P(Ω) = 1,
(iii.) (prebrojiva aditivnost) ako su Ai ∈ F , za i ∈ N, takvi da je Ai ∩ A j = ∅, za i , j,
onda je P
(⋃∞
i=1 Ai
)
=
∑∞
i=1 P(Ai).
Definicija 1.3.5. Uredena trojka (Ω,F ,P), gdje jeF σ-algebra na Ω i P vjerojatnost na
F , se zove vjerojatnosni prostor.
Neka je S proizvoljan neprazan skup i A familija podskupova od S (A ⊂ P(S )).
σ-algebra generirana sa A , u oznaci σ(A ), je najmanja σ-algebra poskupova od S koja
sadrzˇi A . Takva σ-algebra postoji, jedinstvena je i jednaka presjeku svih σ-algebri koje
sadrzˇe A .
Oznacˇimo sa B Borelovu σ-algebru, odnosno najmanju σ-algebru koja sadrzˇi sve Bo-
relove (otvorene) skupove.
Definicija 1.3.6. Neka je (Ω,F ,P) vjerojatnosni prostor i X : Ω 7→ R. X je slucˇajna
varijabla (na Ω) ako vrijedi:
X−1(B) ∈ F , za svaki B ∈ B.
Drugim rijecˇima, X je slucˇajna varijabla ako je X−1(B) ⊂ F . Pojam slucˇajne varijable
mozˇemo generalizirati na Rn. Tako dolazimo do pojma slucˇajnog vektora.
Definicija 1.3.7. Neka je (Ω,F ,P) vjerojatnosni prostor i X : Ω 7→ Rn. Kazˇemo da je X
n-dimenzionalni slucˇajni vektor (na Ω) ako vrijedi:
X−1(B) ∈ F , za svaki B ∈ Bn.
Definicija 1.3.8. Neka je (Ω,F ) izmjeriv prostor i Xn slucˇajne varijable na tom prostoru,
za svaki n > 0. Familija X = (Xn)n>0 se zove slucˇajan proces (s diskretnim vremenom).
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Josˇ jedan pojam vezan uz slucˇajne varijable koji c´emo koristiti je slucˇajna mjera. Fiksi-
rajmo skup X i neka je S σ-algebra podskupova od X. Promatrajmo mjere na S. Slucˇajnu
mjeru definirat c´emo kao slucˇajnu varijablu cˇije vrijednosti su mjere na S.
Definicija 1.3.9. Neka je (Ω,F ,P) vjerojatnosni prostor. Funkciju µ : Ω × S 7→ [0,∞]
zovemo slucˇajnom mjerom ako je, za svaki ω ∈ Ω, funkcija
A 7→ µ(ω, A), za A ∈ S,
mjera na S, a, za svaki A ∈ S, funkcija
ω 7→ µ(ω, A), za ω ∈ Ω,
slucˇajna varijabla (odnosno,F -izmjeriva).
Slijede dva vazˇna rezultata teorije mjere: Borel-Cantellijeve leme, koje c´emo izrec´i u
specijalnom slucˇaju za vjerojatnosni prostor. Neka je (Ω,F ,P)vjerojatnosni prostor.
Definicija 1.3.10. Limes superior niza {B1, B2, . . .} ⊂ F definiramo s
lim sup
n
Bn =
∞⋂
k=1
⋃
n>k
Bn.
Definicija 1.3.11. Niz {A1, A2, . . .} ⊂ F zovemo nezavisnim ako, za svaki izbor 1 6 i1 <
. . . < in, vrijedi
P
(
Ai1 ∩ . . . ∩ Ain
)
= P(Ai1) · · ·P(Ain).
Lema 1.3.12 (Prva Borel-Cantellijeva lema). Neka su B1, B2, . . . F -izmjerivi skupovi i
B = lim supi {Bi}. Tada
∑∞
i=1 P(Bi) < ∞ povlacˇi da je P(B) = 0.
Lema 1.3.13 (Druga Borel-Cantellijeva lema). Neka je A1, A2, . . . niz izmjerivih i neza-
visnih skupova i A = lim supi {Ai}. Ako je
∑∞
i=1 P(Ai) = ∞, onda je P(A) = 1.
U nastavku c´emo promatrati svojstva i pojmove vezane uz n-dimenzionalne slucˇajne
vektore. Ocˇito, iste definicije i rezultati mogu se primijeniti i u jednodimenzionalnom
slucˇaju, odnosno na slucˇajne varijable.
Neka je (Ω,F ,P) vjerojatnosni prostor. Ako neko svojstvo, koje ovisi o tocˇkama skupa
Ω, vrijedi u svim tocˇkama od Ω, osim eventualno na podskupu od Ω koji je dogadaj i ima
vjerojatnost nula, tada kazˇemo da je to svojstvo ispunjeno gotovo sigurno na Ω. Krac´e,
oznacˇavamo da to svojstvo vrijedi P − g.s. Za dva n-dimenzionalna slucˇajna vektora X i Y
kazˇemo da su jednaki gotovo sigurno, i pisˇemo X = Y (g.s.), ako je
P (ω ∈ Ω : X(ω) = Y(ω)) = 1.
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Nije tesˇko pokazati da vjerojatnost ima svojstvo σ-poluaditivnosti, odnosno da za niz
(An : n ∈ N) ⊂ F vrijedi P (⋃∞i=1 Ai) 6 ∑∞i=1 P(Ai). Iz ove relacije slijedi da je unija
prebrojivo mnogo dogadaja vjerojatnosti nula ponovo dogadaj vjerojatnosti nula, odnosno
da je presjek prebrojivo mnogo dogadaja vjerojatnosti jedan dogadaja vjerojatnosti jedan.
Definicija 1.3.14. Kazˇemo da niz (Xn : n ∈ N) slucˇajnih vektora na Ω konvergira gotovo
sigurno prema funkciji X : Ω 7→ Rn (ili Rn) ako je:
P
(
ω ∈ Ω : lim
n→∞ Xn(ω) = X(ω)
)
= 1.
Oznaka: X = limn→∞ Xn (g.s) ili Xn
g.s.−−→ X, kada n→ ∞.
Mozˇe se pokazati da je takav limes, gotovo sigurno, jedinstven. Odnosno, ako vrijedi
Xn
g.s.−−→ X i Xn g.s.−−→ X′, onda je X = X′, gotovo sigurno.
Neka je sada (Ω,F ,P) vjerojatnosni prostor i X slucˇajan vektor na Ω. Definiramo
funkciju PX : Bn 7→ [0, 1] s
PX(B) = P(X−1(B)) = P (ω ∈ Ω : X(ω) ∈ B) = [oznaka] = P(X ∈ B) za B ∈ Bn.
PX je vjerojatnost, a zovemo je vjerojatnost inducirana slucˇajnim vektorom X ili zakon raz-
diobe od X. Dakle, slucˇajnom vektoru X mozˇemo pridruzˇiti vjerojatnosni prostor (Ω,Bn,PX)
koji zovemo vjerojatnosni prostor induciran sa X.
Definicija 1.3.15. Neka je X slucˇajni vektor na Ω. Funkciju FX : Rn 7→ [0, 1] definiranu s
FX(x) = PX((−∞, x]), za x ∈ Rn,
zovemo funkcijom distribucije od X, gdje je (−∞, x] = (−∞, x1] × . . . × (−∞, xn].
Teorem 1.3.16 (Svojstva funkcije distribucije). Funkcija distribucije FX slucˇajnog vek-
tora X ima sljedec´a svojstva:
(a) FX je monotono rastuc´a na Rn,
(b) FX je neprekidna zdesna,
(c) (neprekidnost vjerojatnosti u odnosu na padajuc´e nizove dogadaja)
FX(x1, . . . , xn)→ 0, ako xi → −∞ za barem jedan i = 1, . . . , n,
(d) (neprekidnost vjerojatnosti u odnosu ns rastuc´e nizove dogadaja)
FX(x1, . . . , xn)→ 1, ako xi → ∞ za sve i = 1, . . . , n.
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Svaku funkciju F : Rn 7→ [0, 1] koja zadovoljava uvjete (a) - (d) iz prethodnog teorema
zovemo vjerojatnosna funkcija distribucije.
Za g : Rn 7→ R i a, b ∈ Rn definiramo:
∆bi−aig(a1, . . . , an) := g(a1, . . . , ai−1, bi, ai+, . . . , an) − g(a1, . . . , ai−1, ai, ai+, . . . , an),
∆b−ag(a) := ∆b1−a1(∆b2−a2(. . . (∆bn−ang(a)) . . .) > 0.
Indukcijom se lako pokazˇe da za a, b ∈ Rn i F : Rn 7→ R vrijedi:
∆b−aF(a) =
∑
xI∈{ai,bi}
i=1,...,n
±F(x1, . . . , xn), (1.1)
pri cˇemu predznak + stoji ako u nizu (x1, . . . , xn) ima parni broj ai-ova i predznak − ako u
nizu (x1, . . . , xn) ima neparni broj ai-ova.
Teorem 1.3.17. Neka je F vjerojatnosna funkcija distribucije na Rn. Tada postoji vjerojat-
nosna mjera PF na Bn koja je jednoznacˇno odredena s F relacijom
PF((a, b]) = ∆b−aF(a), za a, b ∈ Rn, a 6 b.
Iz (1.1) slijedi da je
PF((−∞, x]) = lim
a→−∞PF(
(a, x]) = [Tm. 1.3.17] = lim
a→−∞∆x−aF(a) = F(x), za x ∈ R
n.
Dakle, vjerojatnosna mjera PF je u potpunosti odredena s F relacijom iz Teorema 1.3.17.
Sjetimo se, ako je X : Ω 7→ Rn sa zakonom razdiobe PX, definicija funkcije distribucije
daje FX(x) = PX((−∞, x]). Iz prethodne relacije vidjeli smo da je PX u potpunosti odredena
s FX. Dakle, zakljucˇujemo da postoji 1-1 korespondencija izmedu PX i FX.
Definicija 1.3.18. Lebesgue-Stieltjesova mjera na Rn je mjera µ : Bn 7→ [0,∞] takva da je
µ(I) < ∞, za svaki ogranicˇen interval I u Rn.
Funkciju F : Rn 7→ R koja je neprekidna zdesna i zadovoljava ∆b−aF(a) > 0, za a, b ∈
Rn, a 6 b, zovemo poopc´enom funkcijom distribucije.
Mozˇe se pokazati da postoji jedinstvena L-S mjera µ na Rn koja je odredena sa F
relacijom
µ((a, b]) = ∆b−aF(a), za a, b ∈ Rn, a 6 b.
Obratno, proizvoljnoj L-S mjeri µ na Rn mozˇemo pridruzˇiti funkciju F : Rn 7→ R koja
je poopc´enje funkcije distribucije na Rn. Dakle, postoji 1-1 korespondencija izmedu L-S
mjera na Rn i relanih funkcija na Rn koje su neprekidne zdesna i imaju nenegativne priraste
∆b−aF(a), za a 6 b, pri cˇemu dvije takve funkcije s istim prirastima identificiramo.
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Definicija 1.3.19. Neka je X n-dimenzinalni slucˇajni vektor i FX njegova funkcija distri-
bucije. Kazˇemo da je X (apsolutno) neprekidan slucˇajan vektor ako je FX apsoluno ne-
prekidna u odnosu na Lebesgueovu mjeru u Rn, odnosno ako postoji nenegativna Borelova
funkcija fX : Rn 7→ R takva da je
FX(x) =
∫
(−∞,x]
fX(t)dLn(t), za svaki x ∈ Rn.
Funkciju fX zovemo gustoc´om slucˇajnog vektora X.
Sada c´emo definirati jedan od najvazˇnijih pojmova vezanih uz slucˇajne varijable i vek-
tore - matematicˇko ocˇekivanje. Promatrajmo slucˇajnu varijablu X na vjerojatnosnom pros-
trou (Ω,F ,P).
Definicija 1.3.20. Kazˇemo da je slucˇajna varijable X = X+−X− ima matematicˇko ocˇekivanje
ukoliko je barem jedan od integrala E [X+] =
∫
Ω
X+dP, E [X−] =
∫
Ω
X−dP konacˇan. U tom
slucˇaju je matematicˇko ocˇekivanje od X, u oznaci E [X], jednako : E [X] := E [X+]−E [X−].
X je integrabila slucˇajna varijabla, odnosno ima konacˇno matematicˇko ocˇekivanje, ako je
E|X| < ∞.
Teorem o zamjeni varijabli povlacˇi da je
EX =
∫
Ω
XdP =
∫ ∞
−∞
x dPX(x) =
∫ ∞
−∞
x dFX(x),
gdje posljednja jednakost vrijedi jer su funkcije PX i FX u 1-1 korespondenciji.
Ako je X neprekidna slucˇajna varijabla s gustoc´om f , onda je EX =
∫ ∞
−∞ x f (x) dx.
Definicija 1.3.21. Slucˇajni vektor X = (X1, . . . , Xn) ima matematicˇko ocˇekivanje ako svaka
komponenta Xi ima matematicˇko ocˇekivanje. U tom slucˇaju je EX = (EX1, . . . ,EXn).
Slijedi primjer osnovnog tipa neprekidnih slucˇajnih varijabli, normalnih slucˇajnih vari-
jabli, te nekoliko tvrdnji vezanih uz njih koje c´e nam biti kasnije potrebne.
Definicija 1.3.22. Neka su m ∈ R i σ > 0. Kazˇemo da slucˇajna varijabla X ima normalnu
razdiobu s ocˇekivanjem m i varijancom σ ako joj je gustoc´a fX zadana s
fX(x) = 1σ√2pie
− (x−m)2
2σ2 , za x ∈ R.
Ako je m = 0 i σ = 1, X zovemo jedinicˇnom normalnom slucˇajnom varijablom.
Lema 1.3.23. Neka je X jedinicˇna normalna slucˇajna varijabla. Tada, za sve x > 0, vrijedi
x
x2 + 1
1√
2pi
exp
(
− x
2
2
)
6 P (X > x) 6
1
x
1√
2pi
exp
(
− x
2
2
)
.
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Definicija 1.3.24. Slucˇajan vektor X = (X1, ·, Xd)T s vrijednostima u Rd ima d-dimenzionalnu
standardnu Gaussovsku distribuciju ako svih njegovih d komponenata ima jedinicˇnu nor-
malnu razdiobu i medusobno je nezavisno.
Definicija 1.3.25. Slucˇajni vektor X = (X1, ·, Xd)T je Gaussovski slucˇajni vektor ako pos-
toji n × m matrica A i n-dimenzionalni vektor b takvi da je XT = AY + b, gdje je Y m-
dimenzionalni vektor medusobno nezavisnih jedinicˇnih normalnih slucˇajnih varijabli.
Dakle, opc´enitije Gaussovske distribucije mogu se dobiti kao linearna slika standardne
Gaussovske distribucije. Kovarijacijska matrica vektora X je dana s
Cov(X) = E
[
(Y − EY) (Y − EY)T
]
= AAT,
gdje je ocˇekivanje definirano po komponentama.
Propozicija 1.3.26. Neka su X1 i X2 nezavisne, normalno distribuirane s ocˇekivanjem 0 i
varijancom σ2 > 0. Tada su X1 + X2 i X1 − X2 takoder nezavisne i normalno distribuirane
s ocˇekivanjem 0 i varijancom 2σ2.
Propozicija 1.3.27. Neka je {Xn : n ∈ N} niz Gaussovskih slucˇajnih vektora i neka je limn→∞ Xn =
X, gotovo sigurno. Ako b := limn→∞ EXn i C := limn→∞ Cov Xn postoje, tada je X isto Ga-
ussovski s ocˇekivanjem b i kovarijacijskom matricom C.
Definicija 1.3.28. Neka je X1, X2, . . . niz slucˇajnih varijabli na vjerojatnosnom prostoru
(Ω,F ,P) i neka je A skup nizova takav da je {X1, X2, . . . ∈ A} ∈ F . Tada dogadaj
{X1, X2, . . . ∈ A} zovemo izmjenjivim ako vrijedi
{X1, X2, . . . ∈ A} ⊂ {Xσ1 , Xσ2 , . . . ∈ A} ,
za sve konacˇne permutacije σ : N 7→ N. Drugim rijecˇima, postoji n0 ∈ N takav da je
σn = n, za sve n > n0.
Lema 1.3.29 (Hewitt-Savageov zakon 0-1). Ako je E izmjenjiv dogadaj za neki nezavisan,
jednako distribuiran niz, onda je P(E) jednako 0 ili 1.
1.4 Uvod u teoriju grafova
Frostmanovu lemu, kao jedan od glavnih rezultata ovoga rada, dokazat c´emo pomoc´u teh-
nika teorije grafova. U ovom dijelu dajemo osnovne definicije i cˇinjenice iz toga podrucˇja
koje c´emo koristiti.
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Definicija 1.4.1. Stablo T = (V, E) je povezan graf sa konacˇnim ili prebrojivim skupom
vrhova V, koji sadrzˇi poseban vrh q koji nazivamo korijenom, i skupom usmjerenih bridova
E ⊂ V × V takvima da vrijedi:
(i.) za svaki vrh v ∈ V, skup {w ∈ V : (w, v) ∈ E} sadrzˇi tocˇno jedan element v¯ koji zovemo
roditeljem, osim korijena q ∈ V, koji nema roditelja,
(ii.) zas svaki vrh v ∈ V postoji jedinstven nepresijecajuc´i put od korijena do v, a broj
bridovaa na tom putu redom ili generacijom vrha v i oznacˇavamo s |v|,
(iii.) za svaki vrh v ∈ V, skup djece od v je skup {w ∈ V : (v,w) ∈ E} i on je konacˇan.
Slijedi pregled josˇ nekih oznaka. Za vrhove v,w ∈ V , s v ∧ w oznacˇavamo vrh na
presjeku puteva od korijena do v, odnosno w, koji ima maksimalan red. Drugim rijecˇima,
to je posljednji zajednicˇki predak od v i w. Ako je v predak od w, pisˇemo v 6 w, sˇto je
ekvivalentno izrazu v = v ∧ w.
Red |e| luka e = (v,w) je red njegovog krajnjeg vrha w. Svaki beskonacˇan nepresije-
cajuc´i put koji pocˇinje s pocˇetkom u korijenu zovemo zraka. Skup svih zraka oznacˇavamo
s ∂T i zovemo granicom stabla T . Za svake dvije zrake ξ i η, s ξ ∧ η definiramo vrh na
presjeku zraka maksimalnog reda. Dakle, |ξ ∧ η| je broj lukova koji su zajednicˇki zrakama
ξ i η. Udaljenost izmedu dvije zrake ξ i η definiramo s |ξ − η| := 2−|ξ∧η|. Lako se pokazˇe da
je uz ovu definiciju granica ∂T kompaktni metricˇki prostor.
U slucˇaju beskonacˇnih stabala ima smisla definirati tok stabla. Neka je dano preslika-
vanje C : E 7→ [0,∞) koje bridu e stabla T pridruzˇuje kapacitet C(e). Tok snage c > 0
kroz stablo kapaciteta C je preslikavanje θ : E 7→ [0, c] takvo da:
(i.) u slucˇaju korijena vrijedi
∑
w¯=q θ(q,w) = c, a u slucˇaju ostalih vrhova v , q vrijedi
θ(v¯, v) =
∑
w : w¯=v
θ(v,w),
(ii.) za svaki brid e ∈ E vrijedi θ(E) 6 C(e).
Dakle, tok iz i u svaki vrh osim korijena je sacˇuvan (ne gubi se), a tok kroz svaki brid
je ogranicˇen njegovim kapacitetom.
Skup bridova Π je prerez ako svaka zraka ξ ∈ ∂T sadrzˇi brid iz Π.
Na kraju ovog uvodnog poglavlja dajemo poznati teorem teorije grafova, tzv. teorem
maksimalnog toka i minimalnog prereza za beskonacˇna stabla. Dokaz teorema pripada
Fordu i Fulkersonu.
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Teorem 1.4.2 (Teorem maksimalnog toka i minimalnog prereza). Za beskonacˇno stablo
T kapaciteta C vrijedi:
max {snaga(θ) : θ je tok} = inf
∑
e∈Π
C(e) : Π je prerez
 .
Dokaz. Dokaz teorema se nalazi u [2, Teorem 12.36.]. 
Poglavlje 2
Brownovo gibanje
2.1 Definicija i konstrukcija Brownova gibanja
Definicija 2.1.1. Neka je (Ω,F ,P) vjerojatnosni prostor. Realan slucˇajan proces {B(t) :
t > 0} zovemo (linearno) Brownovo gibanje s pocˇetkom u x ∈ R ako vrijedi:
(i.) B(0) = x,
(ii.) (nezavisnost prirasta) za svaki n ∈ N i za sva vremena 0 6 t1 6 t2 6 . . . 6 tn su
prirasti B(tn)−B(tn−1), B(tn−1)−B(tn−2), . . . , B(t2)−B(t1) nezavisne slucˇajne varijable,
(iii.) (normalnost prirasta) za svaki t > 0 i h > 0 su prirasti B(t + h) − B(t) normalno
distribuirani s ocˇekivanjem nula i varijancom h,
(iv.) (neprekidnost trajektorija) funkcije (trajektorije) t 7→ B(t) su gotovo svugdje nepre-
kidne.
Kazˇemo da je {B(t) : t > 0} standardno Brownovo gibanje ako je x = 0.
Dakle, definirali smo Brownovo gibanje kao slucˇajan proces {B(t) : t > 0}, odnosno
kao familiju (neprebrojivo mnogo) slucˇajnih varijabli ω 7→ B(t, ω) definiranih na jednom
vjerojatnosnom prostoru (Ω,F ,P). S druge strane, slucˇajan proces mozˇemo interpretirati
i kao slucˇajnu funkciju cˇije trajektorije su definirane s t 7→ B(t, ω). Svojstva puteva (tra-
jektorija) slucˇajnog procesa su svojstva ovih slucˇajnih funkcija i upravo su to svojstva koja
c´emo promatrati u nastavku ovog poglavlja.
Familija konacˇnodimenzionalnih distribucija slucˇajnog procesa {B(t) : t > 0} je familija
razdioba svih konacˇnodimenzionalnih slucˇajnih vektora
(B(t1), B(t2), . . . , B(tn)), za sve n ∈ N i 0 6 t1 6 t2 6 . . . 6 tn.
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Da bismo opisali ove zajednicˇke razdiobe dovoljno je opisati zajednicˇku razdiobu od B(0)
i prirasta (B(t1) − B(0), B(t2) − B(t1), . . . , B(tn) − B(tn−1)), ∀n ∈ N i 0 6 t1 6 t2 6 . . . 6 tn.
Ovo je ucˇinjeno u prva tri uvjeta definicije: oni definiraju konacˇnodimenzionalne distribu-
cije Brownova gibanja. Cˇetvrti uvjet, gotovo sigurna neprekidnost trajektorija, je takoder
vazˇan jer ne slijedi nuzˇno iz poznavanja konacˇnodimenzionalnih distribucija slucˇajnog pro-
cesa. Preciznije, skup {ω ∈ Ω : t 7→ B(t, ω) je neprekidna} opc´enito ne pripada σ-algebri
generiranoj slucˇajnim varijablama (B(t1), B(t2), . . . , B(tn)), n ∈ N, kao sˇto ilustrira iduc´i
primjer.
Primjer 2.1.2. Neka je {B(t) : t > 0} Brownovo gibanje i U nezavisna slucˇajna varijabla,
uniformno distribuirana na [0, 1]. Promotrimo slucˇajan proces {B˜(t) : t > 0} definiran s
B˜(t) =
B(t) ako t , U0 ako t = U .
B˜ ima jednake konacˇnodimenzionalne distribucije kao i Brownovo gibanje, ali ima prekid
ako je B(U) , 0, dakle s vjerojatnosˇc´u 1. Naime, vrijedi
P(B(U) = 0) =
∫ 1
0
P(B(t) = 0)dt = 0,
jer je gustoc´a slucˇajne varijable U jednaka 1. Stoga taj proces nije Brownovo gibanje.
Dakle, prethodni primjer pokazuje da je, za slucˇajni proces X, vjerojatnost dogadaja
{ω ∈ Ω : t 7→ X(t, ω) je neprekidna}
jednaka jedan ako je X Brownovo gibanje, a nula ako je X proces B˜, iako ti procesi imaju
jednake konacˇnodimenzionalne distribucije. Stoga ovaj skup sigurno ne pripada σ-algebri
generiranoj slucˇajnim varijablama (B(t1), B(t2), . . . , B(tn)), n ∈ N. Zakljucˇujemo da za
proucˇavanje svojstava puteva slucˇajnog procesa nec´e biti dovoljno zadati samo njegove
konacˇnodimenzionalne distribucije.
S druge strane se namec´e pitanje postojanja Brownova gibanja: omoguc´uju li uvjeti
postavljeni na konacˇnodimenzionalne distribucije u definiciji Brownova gibanja da proces
doista ima neprekidne puteve? Potvrdan odgovor, tj. dokaz da Brownovo gibanje doista
postoji, dan je u iduc´em teoremu. Postoji puno nacˇina za konstrukciju Brownova giba-
nja. U dokazu teorema slijedimo pristup velikog pionira Brownova gibanja, francuskog
matematicˇara Paula Le´vyja.
Teorem 2.1.3 (Wiener 1923.). Standardno Brownovo gibanje postoji.
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Napomena. U dokazu c´emo konstruirati Brownovo gibanje kao uniformni limes nepre-
kidnih funkcija cˇime c´emo automatski osigurati neprekidnost puteva.
Takoder, primijetimo da je dovoljno konstruirati standardno Brownovo gibanje {B(t) : t >
0} jer X(t) = x + B(t) definira Brownovo gibanje s pocˇetkom u tocˇki x.
Dokaz. Prvo c´emo konstruirati Brownovo gibanje na intervalu [0, 1] kao slucˇajan element
prostora C [0, 1] svih neprekidnih funkcija na [0, 1]. Ideja je prvo korak po korak konstru-
irati zajednicˇku distribuciju Brownova gibanja na konacˇnim skupovima dijadskih tocˇaka
Dn =
{ k
2n
: 0 6 k 6 2n
}
,
a zatim te dobivene vrijednosti linearno interpolirati. Na kraju c´emo provjeriti da uniformni
limes ovih neprekidnih funkcija doista postoji i da je to Brownovo gibanje.
Neka je D = ⋃∞n=0Dn i (Ω,F ,P) vjerojatnosni prostor na kojem mozˇemo definirati
skup {Zt : t ∈ D} nezavisnih, standarnih normalnih slucˇajnih varijabli. Neka je B(0) := 0 i
B(1) := Z1. Za svaki n ∈ N induktivno definiramo slucˇajne varijable B(d), d ∈ Dn tako da
je zadovoljeno:
(i.) za sve r < s < t iz Dn su slucˇajne varijable B(t) − B(s) normalno distribuirane s
ocˇekivanjem 0 i varijancom t − s te nezavisne od B(s) − B(r),
(ii.) familije slucˇajnih varijabli {B(d) : d ∈ Dn} i {Zt : t ∈ D \ Dn} su nezavisne.
Uocˇimo da smo ovo vec´ napravili na skupu D0 = {0, 1}. Pretpostavimo da smo to uspjeli
napraviti za neki n − 1. Sada za svaki d ∈ Dn \ Dn−1 definiramo B(d) s
B(d) =
B(d − 2−n) + B(d + 2−n)
2
+
Zd
2(n+1)/2
.
Uocˇimo da je prvi pribrojnik dobiven linearnom interpolacijom vrijednosti od B u tocˇkama
iz Dn−1 koje su susjedne od d, a koje su, kako slijedi iz drugog svojstva, nezavisne od
{Zt : t ∈ D \ Dn−1} pa i od {Zt : t ∈ D \ Dn}. Stoga je B(d) nezavisna od {Zt : t ∈ D \ Dn} i
drugo svojstvo vrijedi.
Promotrimo dvije slucˇajne varijable: 12 [B(d + 2
−n) − B(d − 2−n)] i Zd/2(n+1)/2. Obje su nor-
malno distribuirane s ocˇekivanjem 0 i varijancom 2−(n+1). Takoder, 12 [B(d+2
−n)−B(d−2−n))]
ovisi samo o {Zt : t ∈ Dn−1} pa je nezavisna od Zd/2(n+1)/2. Zato su, prema Propoziciji
1.3.26, njihova suma B(d) − B(d − 2−n) i njihova razlika B(d + 2−n) − B(d) nezavisne i
normalno distribuirane s ocˇekivanjem 0 i varijancom 2−n.
Takoder vrijedi da su svi prirasti B(d) − B(d − 2−n), za d ∈ Dn \ {0} nezavisni. Da bi-
smo to pokazali dovoljno je provjeriti da su nezavisni u parovima jer je kod Gaussovskog
slucˇajnog vektora nezavisnost ekvivalentna s nekoreliranosˇc´u. Dakle, nezavisnost prirasta
c´e povlacˇiti nekoreliranost. Pretpostavimo da tvrdnja vrijedi za neki n − 1 ∈ N. Vidjeli
18 POGLAVLJE 2. BROWNOVO GIBANJE
smo da su B(d) − B(d − 2−n) i B(d + 2−n) − B(d) za d ∈ Dn \ Dn−1 nezavisni. Druga
moguc´nost je da su prirasti nad intervalima koji su odvojeni nekim d ∈ Dn−1. Uzmimo
takav d ∈ D|, gdje je j minimalan takav da su ta dva intervala sadrzˇana u [d − 2− j, d], od-
nosno [d, d + 2− j]. Pretpostavka indukcije daje da su prirasti nad ova dva intervala duljine
2− j nezavisni. Uocˇimo da su prirasti nad intervalima duljine 2−n konstruirani iz nezavisnih
prirasta B(d) − B(d − 2− j), odnosno B(d + 2− j) − B(d) koristec´i razlicˇite varijable iz skupa
{Zt : t ∈ Dn}. Stoga su i oni nezavisni. Zakljucˇujemo da vrijedi i prvo svojstvo sˇto zavrsˇava
korak indukcije.
Odabrane vrijednosti procesa u svim dijadskim tocˇkama sada interpoliramo (v. Sliku
2.1). Formalno, definiramo
F0(t) =

Z1 za t = 1,
0 za t = 0,
linearna izmedu,
a za n > 1,
Fn(t) =

2−(n+1)/2Zt za t ∈ Dn \ Dn−1,
0 za t ∈ Dn−1,
linearna izmedu susjednih tocˇaka izDn.
Ove funkcije su neprekidne na [0, 1] i za sve n ∈ N i d ∈ Dn vrijedi:
B(d) =
n∑
i=0
Fi(d) =
∞∑
i=0
Fi(d). (2.1)
Slika 2.1: Prva tri koraka konstrukcije Brownova gibanja.
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Ovo c´emo pokazati indukcijom. Za n = 0 tvrdnja ocˇito vrijedi (zbog B(0) := 0 i
B(1) := Z1). Pretpostavimo da vrijedi za n − 1 i uzmimo d ∈ Dn \ Dn−1. Funkcija Fi je
linearna na [d−2−n, d+2n], za 0 6 i 6 n−1 (jedna granica intervala je tocˇka izDn−1\Dn−2,
a druga tocˇka izDn−2) pa slijedi
n−1∑
i=0
Fi(d) =
n−1∑
i=1
Fi(d − 2−n) + Fi(d + 2−n)
2
=
B(d − 2−n) + B(d + 2−n)
2
.
Buduc´i da je Fn(d) = 2−(n+1)/2Zd, vrijedi (3.3).
S druge strane, definicija od Zd i Lema 1.3.23 povlacˇe da za c > 1 i dovoljno veliki n vrijedi
P
{|Zd| > c√n} = P{Zd > c√n} + P{Zd 6 −c√n}
6
1
c
√
n
1√
2pi
exp
(−c2n
2
)
+
c
√
n
c2n + 1
1√
2pi
exp
(−c2n
2
)
6 exp
(−c2n
2
)
.
Slijedi da red
∞∑
n=0
P
(
∃d ∈ Dn t.d. |Zd| > c
√
n
)
6
∞∑
n=0
∑
d∈Dn
P
(
|Zd| > c
√
n
)
6
∞∑
n=0
(2n + 1) exp
(−c2n
2
)
.
konvergira za c >
√
2 log 2. Fiksirajmo takav c. Na osnovu Borel-Cantellijeve leme postoji
slucˇajan (ali gotovo sigurno konacˇan) N tako da za sve n > N i d ∈ Dn vrijedi |Zd| < c√n.
Stoga, za sve n > N,
‖Fn‖∞ < c
√
n2−n/2. (2.2)
Ova gornja ograda sada povlacˇi da je, gotovo sigurno, red
B(t) =
∞∑
n=0
Fn(t)
uniformno konvergentan na [0, 1]. Oznacˇimo taj neprekidni limes s {B(t) : t ∈ [0, 1]}.
Da bismo pokazali da je taj proces zaista Brownovo gibanje, potrebno je josˇ provjeriti
da prirasti imaju odgovarajuc´e konacˇnodimenzionalne distribucije. Ovo slijedi direktno iz
svojstava procesa B na skupu D koji je gust u [0, 1] te neprekidnosti puteva. Da bismo to
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vidjeli, uzmimo proizvoljne t1 < t2 < · · · < tn iz [0, 1] te t1,k 6 t2,k 6 · · · 6 tn,k iz D takve
da je limk→∞ ti,k = ti,∀i. Neprekidnost procesa B povlacˇi da za 1 6 i 6 n − 1 vrijedi:
B(ti+1) − B(ti) = lim
k→∞
B(ti+1,k) − B(ti,k).
Buduc´i da je limk→∞ E[B(ti+1,k) − B(ti,k)] = 0 (svojstvo (i.)) i
lim
k→∞
Cov(B(ti+1,k) − B(ti,k), B(t j+1,k) − B(t j,k)) = lim
k→∞
1{i= j}(ti+1,k − ti,k) = 1{i= j}(ti+1 − ti),
prirasti B(ti+1)−B(ti) su, prema Propoziciji 1.3.27, nezavisne Gaussovske slucˇajne varijable
s ocˇekivanjem 0 i varijancom ti+1 − ti.
Prema tome, konstruirali smo neprekidan proces B : [0, 1] → R koji ima jednake
konacˇnodimenzionalne distribucije kao i Brownovo gibanje. Uzmimo niz B0, B1, . . . neza-
visnih slucˇajnih varijabli s vrijednostima u C [0, 1] koje su distribuirane kao ovaj proces i
definirajmo {B(t) : t > 0} spajajuc´i zajedno dijelove, preciznije
B(t) = Bbtc(t − btc) +
btc−1∑
t=0
Bi(1), za t > 0.
Ovime smo definirali neprekidnu slucˇajnu funkciju B : [0,∞) → R. Sada se lako provjeri,
pomoc´u onoga sˇto smo do sada dokazali, da je to standardno Brownovo gibanje. 
Napomena 2.1.4. Iz Le´vyjeve konstrukcije Brownova gibanja slijedi da je preslikavanje
(t, ω) 7→ B(t, ω) izmjerivo na produktnom prostoru [0,∞) ×Ω.
2.2 Svojstva Brownova gibanja
Slijedi pregled osnovnih svojstava Brownova gibanja koja c´e biti kljucˇan alat za racˇunanje
Hausdorffove dimenzije i proucˇavanje trajektorija Brownova gibanja.
Invarijantnost Brownova gibanja
Jedna od tema ovoga rada je proucˇavanje prirodnih skupova koji su izvedeni iz trajektorija
Brownova gibanja, poput skupa {t > 0: B(t) = 0}. Pokazuje se da su to primjeri fraktalnih
skupova. Intuitivno, to su skupovi koji imaju zanimljivu geometrijsku strukturu inavari-
jantnu na skaliranje. Ovdje se kljucˇnim pokazuje skalirajuc´e svojstvo Brownova gibanja
koje formulira sljedec´a propozicija. Radi se o transformaciji na prostoru funkcija koja
mijenja pojedinu slucˇajnu funkciju Brownova gibanja ne mijenjajuc´i njezinu distribuciju.
Propozicija 2.2.1 (Skalirajuc´e svojstvo). Neka je {B(t) : t > 0} standardno Brownovo
gibanje i neka je a > 0. Tada je proces {X(t) : t > 0} definiran s X(t) = 1a B(a2t), t > 0,
takoder standardno Brownovo gibanje.
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Dokaz. Moramo provjeriti da ovaj novi proces zadovoljava sva svojstva iz definicije Brownova
gibanja.
Trajektorije su ocˇito gotovo sigurno neprekidne, X(0) = 0, a prirasti su nezavisni. Naime,
za 0 6 t1 6 t2 6 . . . 6 tn vrijedi:
(X(tn) − X(tn−1), . . . , X(t2) − X(t1)) =
(
1
a
B(a2tn) − B(a2tn−1), . . . , 1a B(a
2t2) − B(a2t1)
)
=
1
a
(
B(t′n) − B(t′n−1), . . . , B(t′2) − B(t′1)
)
,
a B(t′n) − B(t′n−1), . . . , B(t′2) − B(t′1) su nezavisne prema definiciji standardnoga Brownova
gibanja za proces B.
Preostaje pokazati normalnost prirasta: X(t) − X(s) = 1a
(
B(a2t) − B(a2s)) je normalno
distribuirana s ocˇekivanjem 1a · 0 = 0 i varijancom
(
1/a2
) (
a2t − a2s
)
= t − s, sˇto je i trebalo
pokazati.
Dakle, proces {X(t) : t > 0} je standardno Brownovo gibanje. 
Iduc´e korisno svojstvo Brownova gibanja koje c´emo promotriti je invarijantnost na
vremensku inverziju. Ponovno se radi o transformaciji na prostoru funkcija koja mijenja
individualne slucˇajne funkcije procesa ne mijenjajuc´i pritom njihovu distribuciju.
Teorem 2.2.2 (Vremenska inverzija). Neka je {B(t) : t > 0} standardno Brownovo giba-
nje. Tada je proces {X(t) : t > 0} definiran s
X(t) =
0, za t = 0,tB(1t ), za t > 0,
takoder standardno Brownovo gibanje.
Dokaz. Prisjetimo se da su konacˇnodimenzionalne distribucije (B(t1), . . . , B(tn)) Brownova
gibanja Gaussovski slucˇajni vektori takvi da je E [B(ti)] = 0 i Cov
(
B(ti), B(t j)
)
= ti, za 0 6
ti 6 t j. Ocˇito je {X(t) : t > 0} takoder Gaussovski proces (njegove konacˇnodimenzionalne
distribucije su visˇedimenzionalne normalne), a Gaussovski slucˇajni vektori (X(t1), . . . , X(tn))
imaju ocˇekivanje nula i kovarijancu, za t > 0 i h > 0,
Cov (X(t + h), X(t)) = (t + h)t Cov
(
B
(
1
t + h
)
, B
(
1
t
))
= t(t + h)
1
t + h
= t.
Stoga je razdioba svih konacˇnodimenzionalnih distribucija
(X(t1), X(t2), . . . , X(tn)) , za 0 6 t1 6 . . . 6 tn
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jednaka kao kod Brownova gibanja. Nadalje, trajektorije t 7→ X(t) su ocˇito gotovo sigurno
neprekidne za t > 0. Pokazˇimo josˇ da su neprekidne i u t = 0. Buduc´i da je skup racionalnih
brojeva Q prebrojiv, konacˇnodimenzionalne distribucije slucˇajnih procesa {X(t) : t > 0, t ∈
Q} i {B(t) : t > 0, t ∈ Q} su jednake pa slijedi
lim
t↓0
t∈Q
X(t) = 0, gotovo sigurno.
Kako je Q ∩ (0,∞) gust u (0,∞) i {X(t) : t > 0} gotovo sigurno neprekidan na (0,∞),
zakljucˇujemo da je
X(0) = 0 = lim
t↓0
t∈Q
X(t) = lim
t↓0
X(t), g.s..
Dakle, {X(t) : t > 0} ima gotovo sigurno neprekidne trajektorije pa je to Brownovo gibanje.

U nastavku c´emo proucˇiti dva osnovna analiticˇka svojstva Brownova gibanja kao slucˇajne
funkcije: neprekidnost i nediferencijabilnost.
Neprekidnost Brownova gibanja
Definicija Brownova gibanja zahtijeva gotovo sigurnu neprekidnost trajektorija Brownova
gibanja. Ovo povlacˇi da su na intervalu [0, 1], odnosno na svakom kompaktnom intervalu,
trajektorije uniformno neprekidne. Dakle, postoji neka slucˇajna funkcija ϕ takva da je
limh→0 ϕ(h) = 0 i vrijedi:
lim sup
h→0
sup
06t61−h
|B(t + h) − B(t)|
ϕ(h)
6 1 (2.3)
Funkciju koja zadovoljava (2.3) nazivamo modulom neprekidnosti funkcije B : [0, 1]→ R.
Mozˇemo li postic´i takvu ogradu s nekom neslucˇajnom funkcijom ϕ, odnosno ima li Brownovo
gibanje neslucˇajni modul neprekidnosti? Potvrdan odgovor daje sljedec´i teorem.
Teorem 2.2.3. Postoji konstanta C > 0 takva da, gotovo sigurno, za svaki dovoljno mali
h > 0 i sve 0 6 t 6 1 − h vrijedi:
|B(t + h) − B(t)| 6 C √h log(1/h).
Dokaz. Tvrdnja slijedi vrlo elegantno iz Le´vyjeve konstrukcije Brownova gibanja. Prisje-
timo se: Brownovo gibanje reprezentirano je redom
B(t) =
∞∑
n=0
Fn(t),
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gdje su Fn po dijelovima linearne funkcije. Derivacija od Fn postoji gotovo svugdje te iz
definicije i (2.2) slijedi da za svaki c >
√
2 log 2 postoji (slucˇajan) N ∈ N takav da, za sve
n > N,
‖F′n‖∞ 6
2‖Fn‖∞
2−n
6 2c
√
n2n/2.
Slijedi da za sve t, t + h ∈ [0, 1], koristec´i teorem srednje vrijednosti, vrijedi:
|B(t + h) − B(t)| 6
∞∑
n=0
|Fn(t + h) − Fn(t)| 6
l∑
n=0
h‖F′n‖∞ + 2
∞∑
n=l+1
‖Fn‖∞.
Koristec´i ponovno (2.2) dobijemo da je za l > N ovo ogranicˇeno s
h
N∑
n=0
‖F′n‖∞ + 2ch
l∑
n=N+1
√
n2−n/2 + 2c
∞∑
n=l+1
√
n2−n/2.
Uzmimo sada h (slucˇajan i) dovoljno mali tako da je prvi pribrojnik u gornjem izrazu
manji od
√
h log(1/h) i l > N takav da je 2−l < h 6 2−l+1. Za ovakav l su drugi i trec´i
pribrojnik takoder ogranicˇeni s konacˇnim umnosˇkom od
√
h log(1/h) jer su obje sume
dominirane svojim najvec´im elementom. Stoga dobijemo (2.3) za deterministicˇku funkciju
ϕ(h) = C
√
h log(1/h). 
Gornja ograda iz teorema brlo je blizu optimalne vrijednosti. Naime, nije tesˇko poka-
zati da za svaku konstantu c <
√
2, gotovo sigurno, i za svaki ε > 0 postoje 0 < h < ε i
t ∈ [0, 1 − h] takvi da je |B(t + h) − B(t)| > c √h log(1/h), vidi
Sjetimo se definicije lokalne α-Ho¨lder neprekidnosti. Gornji rezultati takoder sugeri-
raju da se prijelaz izmedu puteva koji su α-Ho¨lder neprekidni i puteva koji nisu dogada za
α = 1/2.
Korolar 2.2.4. Ako je α < 1/2, onda je, gotovo sigurno, Brownovo gibanje svugdje lokalno
α-Ho¨lder neprekidno.
Dokaz. Neka je C > 0 kao u Teoremu 2.2.3. Primijenjujuc´i taj teorem na Brownovo
gibanje {B(t) − B(k) : t ∈ [k, k + 1]}, gdje je k nenegativan cijeli broj, vidimo da, gotovo
sigurno, za svaki k postoji h(k) > 0 takav da za sve t ∈ [k, k + 1] i 0 < h < (k + 1− t)∧ h(k)
vrijedi:
|B(t + h) − B(t)| 6 C √h log(1/h) 6 Chα.
Primjenjujuc´i ovo i na Brownovo gibanje
{
B˜(t) : t ∈ [k, k + 1]
}
, defnirano s B˜(t) = B(k +1−
t) − B(k + 1), daje puni rezultat. 
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Napomena 2.2.5. Rezultat ovog korolara je optimalan u smislu da za α > 1/2, gotovo
sigurno, Brownovo gibanje nije lokalno α-Ho¨lder neprekidno. Takoder, tocˇke u kojima je
Brownovo gibanje lokalno 1/2-Ho¨lder neprekidno postoje gotovo sigurno, no one su jako
rijetke.
Pokazˇimo prvu tvrdnju. Neka je α > 1/2 i pretpostavimo suprotno, odnosno pretposta-
vimo da postoji ε > 0 i C > 0 takvi da je
|B(t + h) − B(t)| 6 Chα, za |h| < ε,
za neki t > 0. Zbog skalirajuc´eg svojstva smijemo pretpostaviti da je ε = 1. Dakle,
pretpostavili smo da vrijedi:
sup
h∈(0,1)
|B(t + h) − B(t)|
hα
6 C.
Mozˇemo pretpostaviti da je t ∈ [0, 1). Fiksirajmo l > 1/(α − 12 ). Slijedi da je t ∈
[
k−1
2n ,
k
2n
)
,
za neki (veliki) n i 0 6 k < 2n − l. Tada za sve 1 6 j 6 2n − k vrijedi:∣∣∣∣∣∣B
(
k + j
2n
)
− B
(
k + j − 1
2n
)∣∣∣∣∣∣ 6
∣∣∣∣∣∣B
(
k + j
2n
)
− B(t)
∣∣∣∣∣∣ +
∣∣∣∣∣∣B(t) − B
(
k + j − 1
2n
)∣∣∣∣∣∣ 6 C
(
2 j + 1
2n
)α
.
Definirajmo sada, za 0 6 k < 2n − l, dogadaj Ωn,k sa:
Ωn.k =
{∣∣∣∣∣∣B
(
k + j
2n
)
− B
(
k + j − 1
2n
)∣∣∣∣∣∣ 6 C
(
2 j + 1
2n
)α
, za j = 1, 2, . . . , l
}
.
Pokazat c´emo da je, gotovo sigurno te za dovoljno velike n i sve k ∈ {0, . . . , 2n − l}, vjero-
jatnost dogadaja Ωn,k jednaka nuli. Uocˇimo da je, zbog nezavisnosti prirasta i skalirajuc´eg
svojstva,
P
(
Ωn,k
)
6
l∏
j=1
P
{∣∣∣∣∣∣B
(
k + j
2n
)
− B
(
k + j − 1
2n
)∣∣∣∣∣∣ 6 C
(
2 j + 1
2n
)α}
6
[
P
{
|B(1)| 6 2n/2C
(
2l + 1
2n
)α}]l
6
[
2n/2C
(
2l + 1
2n
)α]l
,
gdje zadnja nejednakost slijedi iz cˇinjenice da je gustoc´a normalne razdiobe ogranicˇena s
1/2. Dakle, za odgovarajuc´u konstantu C vrijedi:
P
2n−l⋃
k=0
Ωn,k
 6 2n [2n/2C (2l + 12n
)α]l
= M
[
2(1−l(α−1/2))
]n
,
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sˇto je sumabilno po n. Sada iz Borel-Cantellijeve leme slijedi
P
(
∃t ∈ [0, 1] t.d. sup
h∈(0,1)
|B(t + h) − B(t)|
hα
6 C
)
6 P
lim sup
n→∞
2n−l⋃
k=0
Ωn,k
 = 0,
sˇto je i trebalo pokazati.
Nediferencijabilnost Brownova gibanja
Pokazali smo da je Brownovo gibanje u odredenom smislu regularno. Sada c´emo proucˇiti
drugu stranu. Pokazuje se da putevi Brownova gibanja nemaju intervale monotonosti te da
nisu nigdje diferencijabilni.
Teorem 2.2.6. Za sve 0 < a < b < ∞, gotovo sigurno, Brownovo gibanje nije monotno na
intervalu [a, b].
Dokaz. Fiksirajmo nedegenerirani interval [a, b], odnosno interval pozitivne duljine, i pret-
postavimo da je to interval monotonosti. Na primjer, B(s) 6 B(t), za sve a 6 s 6 t 6 b.
Uzmimo brojeve a = a1 6 . . . 6 an+1 = b i podijelimo interval [a, b] na n podintervala
[ai, ai+1]. Svaki prirast B(ai) − B(ai+1) mora imati isti predznak. Kako su prirasti neza-
visni, taj dogadaj ima vjerojatnost 2 · 2−n. Pusˇtanjem n → ∞ vidimo da je vjerojatnost da
je [a, b] interval monotonosti Brownova gibanja jednaka nuli. Uzimajuc´i prebrojivu uniju
vidimo da, gotovo sigurno, ne postoji nedegenerirani interval monotonosti s racionalnim
granicama. Buduc´i da svaki nedegenerirani interval ima nedegenerirani podinterval s raci-
onalnim granicama, slijedi tvrdnja teorema. 
Za proucˇavanje diferencijabilnosti Brownova gibanja posluzˇit c´emo se vremenskom
inverzijom. Ovo svojstvo nam omoguc´ava da povezˇemo diferencijabilnost u t = 0 s
ponasˇanjem funkcije u beskonacˇnosti. Obrnuto, vremenska inverzija kljucˇ je i za do-
kazivanje komplementarnog rezultata - zakona velikih brojeva. Taj rezultat pokazuje da
Brownovo gibanje raste sporije od linearnog. S druge strane, Propozicija 2.2.8 pokazuje
da je limes superior rasta B(t) brzˇi od
√
t.
Korolar 2.2.7 (Zakon velikih brojeva). Gotovo sigurno, lim
t→∞
B(t)
t = 0.
Dokaz. Neka je {X(t) : t > 0} vremenski invertiran slucˇajan proces, definiran u Teoremu
2.2.2. Koristec´i taj teorem vidimo da je
lim
t→∞
B(t)
t
= lim
t→∞ X
(
1
t
)
= [neprekidnost Brownova gibanja] = X(0) = 0, g.s..

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Propozicija 2.2.8. Gotovo sigurno, vrijedi:
lim sup
n→∞
B(n)√
n
= +∞ i lim inf
n→∞
B(n)√
n
= −∞. (2.4)
Napomena. U dokazu Propozicije 2.2.8 koristit c´emo Hewitt-Savageov zakon 0-1 za pro-
mjenjive dogadaje, vidi 1.3.29
Dokaz. Fatouova lema povlacˇi da je:
P
(
B(n) > c
√
n za beskonacˇno mnogo n
)
= P
(
lim sup
n→∞
{
B(n) > c
√
n
})
> lim sup
n→∞
P
(
B(n) > c
√
n
)
.
Prema skalirajuc´em svojstvu P
(
B(n) > c
√
n
)
= P (B(1) > c), sˇto je pozitivno. Neka je
sada Xn = B(n) − B(n − 1). Vrijedi:{
B(n) > c
√
n za beskonacˇno mnogo n
}
=
 n∑
j=1
X j > c
√
n za beskonacˇno mnogo n

i to je izmjenjiv dogadaj. Kako je P
(
B(n) > c
√
n za beskonacˇno mnogo n
)
> 0, Lema
1.3.29 (Hewitt-Savageov zakon 0-1) povlacˇi da je to dogadaj vjerojatnosti 1. Uzimajuc´i
presjek po svim prirodnim brojevima c i koristec´i tvrdnju da je presjek prebrojivo mnogo
dogadaja vjerojatnosti 1 ponovno dogadaj vjerojatnosti 1, dobijamo prvi dio tvrdnje. Drugi
dio se dokazuje analogno. 
Napomena 2.2.9. Iduc´i logicˇan korak je ispitati postojanje deterministicˇke funkcije ϕ :
[0,+∞) 7→ [0,+∞) takve da je lim supt→∞ B(t)/ϕ(t) vec´i od 0, ali manji od ∞. Odgovor
daje tzv. zakon iteriranog logaritma koji pokazuje da vrijedi:
lim sup
t→∞
B(t)√
2t log log(t)
= 1.
Za funkciju f definiramo gornju i donju derivaciju zdesna kao:
D∗ f (t) = lim sup
h↘0
f (t + h) − f (t)
h
,
odnosno
D∗ f (t) = lim inf
h↘0
f (t + h) − f (t)
h
.
Sada c´emo pokazati da za fiksni t, gotovo sigurno, Brownovo gibanje nije diferencija-
bilno u t.
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Teorem 2.2.10. Fiksirajmo t > 0. Tada, gotovo sigurno, Brownovo gibanje nije diferenci-
jabilno u t. Sˇtovisˇe, D∗B(t) = +∞, a D∗B(t) = −∞
Dokaz. Neka je {X(t) : t > 0} Brownovo gibanje dobiveno vremenskom inverzijom stan-
dardnog Brownova gibanja B. Tada vrijedi:
D∗X(0) > lim sup
n→∞
X
(
1
n
)
− X(0)
1
n
= lim sup
n→∞
nX
(
1
n
)
> lim sup
n→∞
√
nX
(
1
n
)
= lim sup
n→∞
B(n)√
n
,
sˇto je jednako +∞ prema Propoziciji 2.2.8. Slicˇno, D∗X(0) = −∞. Zakljucˇujemo da X nije
diferencijabilan u 0.
Uzmimo sada proizvoljan t > 0 i neka je {B(t) : t > 0} Brownovo gibanje. Tada X(s) =
B(t + s) − B(t) definira standardno Brownovo gibanje. Uocˇimo da je diferencijabilnost od
X u 0 ekvivalentna diferencijabilnosti od B u t, sˇto dokazuje tvrdnju. 
Prethodni teorem pokazuje da je svaki t gotovo sigurno tocˇka nediferencijabilnosti
Brownova gibanja. Medutim, to ne znacˇi da je, gotovo sigurno, svaki t tocˇka nediferenci-
jabilnosti. Naime, teorem nam za svaki t daje skup vjerojatnosti nula izvan kojeg su tra-
jektorije Brownova gibanja nediferencijabilne u t. Ali taj skup mozˇe ovisiti o t. Kako unija
svih tih skupova vjerojatnosti nula ne mora nuzˇno biti skup vjerojatnosti 0, ne mozˇemo
zakljucˇiti da je, gotovo sigurno, svaki t tocˇka nediferencijabilnosti. Iduc´i primjer pokazuje
da postoje slucˇajna vremena gdje Brownovo gibanje pokazuje atipicˇno ponasˇanje. Ipak, ti
trenuci su toliko rijetki da svaka fiksna (tj. neslucˇajna) tocˇka gotovo sigurno nije tog tipa.
Primjer 2.2.11. Iz dokaza Teorema 2.2.10 vidi se da Brownovo gibanje X prolazi tocˇkom
0 za proizvoljno mali s > 0. Naime, to je neprekidan proces koji poprima i pozitivne i nega-
tivne vrijednosti u svakoj okolini nule. Definirajmo skup razina Z(t) = {s > 0: X(s) = X(t)}.
Slijedi da je svaki fiksan t > 0 (zapravo je dovoljno da je t vrijeme zaustavljanja) gotovo
sigurno gomilisˇte zdesna od Z(t). Ali nije svaki slucˇajan t ∈ [0, 1] gomilisˇte zdesna od
Z(t). Primjerice zadnja nula od {X(t) : t > 0} prije vremena 1 (koja je slucˇajna, jer ovisi
o trajektoriji). Prema definiciji to ne mozˇe biti gomilisˇte zdesna za Z(t) = Z(0). Takoder,
primijetimo da to slucˇajno vrijeme nije vrijeme zaustavljanja.
Dakle, iz primjera vidimo da postoje tocˇke u kojima ponasˇanje Brownova gibanja nije
tipicˇno. Takoder se mozˇe pokazati da, gotovo sigurno, postoje vremena t∗, t∗ ∈ [0, 1) takva
da je D∗B(t∗) > 0 i D∗B(t∗) 6 0. Stoga se gotovo sigurno ponasˇanje u fiksnoj tocˇi t, koje je
dokazano u Teoremu 2.2.10, ne ostvaruje istovremeno u svim tocˇkama.
Ipak, mozˇe se pokazati da je tvrdnja da, gotovo sigurno, Brownovo gibanje nije nig-
dje diferencijabilno, tocˇna. Prvi dokaz te tvrdnje dali su Paley, Wiener i Zygmnud 1933.
godine. Ovdje taj rezultat dajemo bez dokaza.
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Teorem 2.2.12. Gotovo sigurno, Brownovo gibanje nije nigdje diferencijabilno. Nadalje,
gotovo sigurno, za svaki t, vrijedi
ili D∗B(t) = +∞ ili D∗B(t) = −∞ ili oboje.
Napomena 2.2.13. Lako se pokazuje nesˇto slabija tvrdnja da, gotovo sigurno, trajektorija
Brownova gibanja nije diferencijabilna u Lebesgue-gotovo svakom t. Da bismo to vidjeli,
pretpostavimo da je X izmjeriv dogadaj (skup puteva) takav da je {B(t) : t > 0} ∈ X gotovo
sigurno. Stacionarnost prirasta povlacˇi da je P ({B(t + s) − B(t) : s > 0} ∈ X) = 1, za sve fi-
skne t > 0. Nadalje, gotovo sigurno, skup iznimnih tocˇaka {t : {B(t + s) − B(t) : s > 0} < X}
je Lebesgueove mjere 0. Doista, koristec´i zajednicˇku izmjerivost spomenutu u Napomeni
2.1.4 i Fubinijev teorem, slijedi:
E
∫ ∞
0
1{t : {B(t+s)−B(t) : s>0} < X} dt =
∫ ∞
0
P ({B(s) : s > 0} < X) dt = 0.
Primijenimo li ovo na X = {ω : {B(t, ω) : t > 0} nije diferencijabilna u 0}, sˇto vrijedi go-
tovo sigurno prema Teoremu 2.2.10, slijedi tvrdnja napomene.
Lokalni maksimum
U ovom dijelu c´emo promatrati lokalne ekstreme Brownova gibanja. Pokazat c´emo da
je za gotovo sve trajektorije Brownova gibanja skup vremena u kojima se postizˇe lokalni
maksimum gust u (0,∞). Zbog simetrije, isto vrijedi i za lokalne minimume.
Prisjetimo se, funkcija f ima lokalni maksimum u t ∈ (a, b) ako postoji neki ε > 0 takav
da je f (s) 6 f (t) , za sve s ∈ (t − ε, t + ε). Ako je f (s) < f (t), za sve s ∈ (t − ε, t + ε) , s ,
t, kazˇemo da je t strogi lokalni maksimum funkcije f .
Lema 2.2.14. Pretpostavimo da f ∈ C [a, b] nije nigdje monotona, odnosno da ne postoji
interval I ⊂ (a, b) takav da je f |I monotona. Tada f ima barem jedan lokalni maksimum u
(a, b).
Dokaz. Pretpostavimo da je f (b) > f (a) i stavimo t = max {s ∈ [a, b] : f (s) = f (a)}.
Buduc´i da f nije nigdje monotona, slijedi da postoje t < t1 < t2 < b takvi da je f (t1) > f (t)
i f (t2) < f (t1). Sada neprekidnost od f povlacˇi da postoji barem jedan (lokalni) maksimum
u [t, t2].
Slicˇno zakljucˇujemo i u slucˇaju da je f (b) < f (a). Ako je f (b) = f (a), onda postoji
c ∈ (a, b) takav da je f (c) , f (a) pa smo u jednom od prijasˇnjih slucˇajeva. 
Teorem 2.2.15. Za linerano Brownovo gibanje {B(t) : 0 6 t 6 1}, gotovo sigurno, vrijedi:
(a) svaki lokalni maksimum je strogi lokalni maksimum;
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(b) skup vremena gdje se lokalni maksimumi postizˇu je prebrojiv i gust;
(c) globalni maksimum se postizˇe u jedinstveno vrijeme.
Dokaz. (a) Oznacˇimo s I zatvoren interval u [0,∞) te s M(I) := supt∈I Bt. Neka je
Ω0 skup svih ω za koje je svaki lokalni maksimum od t 7→ Bt(ω) strogi lokalni
maksimum. Tada je
Ω1 :=
⋂
I∩I′=∅, I,I′⊂[0,∞)
I,I′racionalni intervali
{M(I) , M(I′)} ⊂ Ω0, (2.5)
pri cˇemu je racionalni interval onaj koji ima racionalne granice. Ako bi nepre-
kidna funkcija f : [0,∞) 7→ R imala lokalni maksimum u t > 0 koji nije strik-
tni lokalni maksimum, onda bi postojao neki ε > 0 takav da je f (s) 6 f (t) ,
za sve s ∈ (t − ε, t + ε) i niz (s j) j>1 takav da je lim j→∞ s j = t i f (s j) = f (t),
za svaki j > 1. Stoga postoje racionalni intervali I, I′ takvi da je I ∩ I′ = ∅ i
M(I) = supI f = supI′ f = M(I
′).
Neka je I = [a, b] , I′ = [c, d] i neka je a < b < c < d. Nezavisnost prirasta
Brownovog gibanja povlacˇi da je:
M(I′) − M(I) = sup
s∈I′
Bs − sup
s∈I
Bs = sup
s∈I′
(Bs − Bc) + (Bc − Bb) + inf
s∈I
(Bb − Bs)
suma tri nezavisne slucˇajne varijable. Buduc´i da je Bc − Bb apsolutno neprekidna,
isto vrijedi i za cijelu sumu pa slijedi P ((M(I′) − M(I)) , 0) = 1. Presjek u (2.5)
uzimamo po prebrojivom skupu zbog cˇega je P (Ω1) = 1 (prebrojiv presjek skupova
vjerojatnosti 1 je ponovno skup vjerojatnosti 1). Konacˇno, kako je pocˇetni vjerojat-
nosni prostor (Ω,F ,P) potpun, slijedi P (Ω0) = 1.
(b) Tvrdnja slijedi iz cˇinjenice da, prema Teoremu 2.2.6, Brownovo gibanje gotovo si-
gurno nije monotono na svakom intervalu [a, b] ⊂ [0,∞), za a, b ∈ Q. Stoga prema
Lemi 2.2.14 svaki takav interval sadrzˇi lokalni maksimum i zakljucˇujemo da je skup
vremena u kojima se postizˇe lokalni maksimum gust. Takoder, kako je svaki lokalni
maksimum strogi lokalni maksimum, kardinalnost tog skupa nije vec´a od kardinal-
nosti skupa koji sadrzˇi sve te intervale, a njih ima prebrojivo mnogo.
(c) {B(t) − B(a) : t > a} je Brownovo gibanje pa Teorem 2.2.12 povlacˇi da je
P (B(a) > B(t), ∀t ∈ [a, b]) = P (B(b) > B(t), ∀t ∈ [a, b]) = 0,
iz cˇega slijedi da se, gotovo sigurno, globalni maksimum od t 7→ B(t) postizˇe unutar
intervala (a, b). Pokazali smo da za svaki ω ∈ Ω0 put t 7→ B(t, ω) ima samo stroge
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lokalne maksimume te da je P (Ω0) = 1. Zato slijedi
Ω0 ∩
{
ω | ∃s, t ∈ [a, b] , s , t t.d. B(s, ω) = B(t, ω) = sup
u∈[a,b]
B(u, ω)
}
⊂ Ω0 ∩
⋃
I∩I′=∅, I,I′⊂[0,∞)
I,I′racionalni intervali
{M(I) = M(I′)} = Ω0 ∩Ωc1.
(2.6)
Desna strana je sadrzˇana u Ωc1. U dokazu prvog dijela teorema pokazali smo da je
P
(
Ωc1
)
= 0, sˇto dokazuje tvrdnju.

2.3 D-dimenzionalno Brownovo gibanje
U ovom dijelu uvest c´emo pojam visˇedimenzionalnog Brownovog gibanja. Zahtijevat
c´emo da svaka njegova komponenta ima karakteristike linearnog Brownovog gibanja te
da su komponente medusobno nezavisne.
Definicija 2.3.1. Neka su B1, . . . , Bd nezavisna linearna Brownova gibanja s pocˇecima u
tocˇama x1, . . . , xd. Tada slucˇajan proces {B(t) : t > 0} definiran s
B(t) =
(
B1(t), · · · , Bd(t)
)τ
zovemo d-dimenzionalno Brownovo gibanje s pocˇetkom u (x1, . . . , xd)τ.
D-dimenzionalno Brownovo gibanje koje pocˇinje u ishodisˇtu zovemo standardno Brownovo
gibanje.
Jednodimenzionalno Brownovo gibanje zovemo linearno, a dvo-dimenzionalno Brownovo
gibanje zovemo planarno Brownovo gibanje.
Napomena 2.3.2. S Px oznacˇavat c´emo vjerojatnosnu mjeru induciranu d-dimenzionalnim
Brownovim gibanjem {B(t) : t > 0} s pocˇetkom u x ∈ Rd, a s Ex odgovarajuc´e ocˇekivanje.
Dakle, Px : Bd 7→ [0, 1], je definirana s:
Px(A) := P(B ∈ A) = P(B−1(A)), za A ∈ Bd.
Neka je {X(t) : t > 0} slucˇajan proces. Intuitivno, Markovljevo svojstvo kazˇe da je u
trenutku s za predikciju buduc´nosti vazˇno znati samo krajnju vrijednost X(s), a ne vrijed-
nosti procesa {X(t) : t > 0} na cijelom intervalu [0, s]. Takoder, proces zovemo (vremenski
homogenim) Markovljevim procesom ako u svakoj fiksnoj tocˇki s pocˇinje ispocˇetka.
Preciznije, uz pretpostavku da proces mozˇe pocˇeti u bilo kojoj tocˇki X(0) = x ∈ Rd, vre-
menski pomaknuti proces {X(s + t) : t > 0} je jednako distribuiran kao i proces koji pocˇinje
u X(0) ∈ Rd.
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Kljucˇan pojam kod proucˇavanja Markovljevog svojstva je nezavisnost slucˇajnih pro-
cesa. Dva slucˇajna procesa {X(t) : t > 0} i {Y(t) : t > 0} su nezavisna ako su za sve skupove
t1, . . . , tn > 0 i s1, . . . , sm > 0 vremena slucˇajni vektori (X(t1), . . . , X(tn)) i (Y(s1), . . . ,Y(sm))
nezavisni.
Teorem 2.3.3 (Markovljevo svojstvo). Neka je {B(t) : t > 0} Brownovo gibanje s pocˇetkom
u x ∈ Rd i neka je s > 0. Tada je proces {B(t + s) − B(s) : t > 0} ponovno Brownovo gibanje
s pocˇetkom u ishodisˇtu i nezavisno je od procesa {B(t) : 0 6 t 6 s}.
Dokaz. Provjerimo da {B(t + s) − B(s) : t > 0} zadovoljava svojstvo iz definicije d-dimenzionalnog
Brownova gibanja. Oznacˇimo X(t) = B(t + s) − B(s), za t > 0. Pokazat c´emo da je prva
komponenta procesa X, X1(t) = B1(t + s) − B1(s) linearno standardno Brownovo gibanje.
(i.) Ocˇito je X1(0) = B1(t) − B1(t) = 0.
(ii.) Uzmimo t1, . . . , tn > 0. Tada je
(X1(t2) − X(t1), . . . , X1(tn) − X(tn−1)) = (B1(t2 + s) − B1(t1 + s), . . . , B1(tn + s) − B1(tn−1 + s)) ,
sˇto je nezavisno prema definiciji Brownova gibanja B.
(iii.) Uzmimo 0 6 r < t. Tada je X1(t) − X1(r) = B1(t + s) − B1(s) − B1(r + s) + B1(s) =
B1(t + s)− B1(r + s), sˇto je normalna slucˇajna varijabla s ocˇekivanjem 0 i varijancom
t + s − (r + s) = t − r.
(iv.) Gotovo sigurna neprekidnost trajektorija slijedi iz gotovo sigurne neprekidnosti tra-
jektorija Brownova gibanja B1.
Dakle, sve komponente proces X su standardna Brownova gibanja pa zakljucˇujemo da je
X standardno Brownovo gibanje.
Nezavisnost od procesa {B(t) : 0 6 t 6 s} slijedi direktno iz nezavisnosti prirasta Brownova
gibanja. 
Sada c´emo uvesti josˇ neke pojmove koji c´e nam biti vazˇni kod proucˇavanja Markovlje-
vih procesa.
Definicija 2.3.4. (a) Filtracija na vjerojatnosnom prostoru (Ω,F ,P) je familija F =
(F (t) : t > 0) σ-algebri takvih da jeF (s) ⊂ F (t) ⊂ F , za sve s < t.
(b) Vjerojatnosni prostor zajedno s filtracijom zovemo filtrirani vjerojatnosni prostor i
oznacˇavamo s (Ω,F ,F,P).
(c) Slucˇajan proces {X(t) : t > 0} definiran na filtriranom vjerojatnosnom prostoru s
filtracijom F = (F (t) : t > 0) je adaptiran s obzirom na filtarciju F ako je X(t) F (t)-
izmjeriva za sve t > 0.
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Za Brownovo gibanje {B(t) : t > 0} definirano na nekom vjerojatnosnom prostoru defi-
niramo njegovu prirodnu filtraciju
(
F 0(t) : t > 0
)
s F 0(t) = σ (B(s) : 0 6 s 6 t). Drugim
rijecˇima, to je σ-algebra generirana slucˇajnim varijablama B(s), za 0 6 s 6 t. Stoga
je Brownovo gibanje ocˇito adaptirano s obzirom na svoju prirodnu filtraciju. Intuitivno,
ova σ-algebra sadrzˇi sve informacije koje se dobiju promatranjem procesa do trenutka t.
Uocˇimo da je, prema Teoremu 2.3.3 proces {B(t + s) − B(s) : t > 0} nezavisan od F 0(s),
za svaki s > 0.
Promotrimo sada nesˇto vec´u (prosˇirenu) σ-algebruF +(s) definiranu s
F +(s) =
⋂
t>s
F 0(t).
To je ocˇito filtracija (F +(s) ⊂ F +(t), za s < t, jer kodF +(t) uzimamo presjek po poskupu
skupa kojeg uzimamo kodF 0(s), dakle po manjem skupu) i vrijediF +(s) ⊃ F 0(s). Intu-
itivno,F +(s) je malo vec´i odF 0(s) jer omoguc´uje infitezimalno mali pogled u buduc´nost.
Teorem 2.3.5. Za svaki s > 0 proces {B(t + s) − B(s) : t > 0} je nezavisan od σ-algebre
F +(s).
Dokaz. Neka je (sn)n∈N strogo padajuc´i niz koji konvergira prema s. Neprekidnost slucˇajnog
procesa {B(t + s) − B(s) : t > 0}, pokazana u Teoremu 2.3.3, povlacˇi da je B(t + s)− B(s) =
limn→∞(B(sn + t) − B(sn)). Takoder, za sve t1, . . . , tm > 0, je slucˇajni vektor
(B(t1 + s) − B(s), . . . , B(tm + s) − B(s)) = lim
n↗∞
(B(t1 + sn) − B(sn), . . . , B(tm + sn) − B(sn))
nezavisan odF +(s), zato sˇto je B(ti + s j)−B(s j) nezavisno odF (s j) ⊃ F +(s) zbog s j > s.
Stoga je i proces {B(t + s) − B(s) : t > 0} nezavisan odF +(s). 
2.4 Jako Markovljevo svojstvo i princip refleksije
Markovljevo svojstvo kazˇe da Brownovo gibanje pocˇinje ispocˇetka u svakom determi-
nisticˇkom vremenskom trenutku. Jedno od kljucˇnih svojstava Brownova gibanja je da isto
vrijedi i za odredenu klasu slucˇajnih vremena koje nazivamo vremenima zaustavljanja. Os-
novna ideja je da je slucˇajno vrijeme T vrijeme zuastavljanja ako mozˇemo znati vrijedi li
{T 6 t} poznavajuc´i samo put slucˇajnog procesa do trenutka t.
Definicija 2.4.1. Slucˇajna varijabla T : Ω 7→ [0,∞] definirana na vjerojatnosnom pros-
toru s filtracijom (F (t) : t > 0) se zove vrijeme zaustavljanja s obzirom na (F (t) : t > 0)
ako vrijedi
{T 6 t} ∈ F , t > 0.
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Napomena 2.4.2. Slijedi pregled nekih osnovnih cˇinjenica o vremenima zaustavljanja.
(a) Svako deterministicˇko vrijeme t > 0 je vrijeme zaustavljanja s obzirom na svaku
filtraciju (F (t) : t > 0).
(b) Ako je (Tn : n = 1, 2, . . .) rastuc´i niz vremena zaustavljanja s obzirom na (F (t) : t > 0)
takav da Tn ↗ T, onda je T takoder vrijeme zaustavljanja s obzirom na (F (t) : t > 0).
Naime, vrijedi
{T 6 t} =
∞⋂
n=1
{Tn 6 t} ∈ F (t).
(c) Neka je T vrijeme zaustavljanja s ozirom na (F (t) : t > 0). Definirajmo Tn s
Tn = (m + 1)2−n, za m2−n 6 T < (m + 1)2−n. (2.7)
Drugim rijecˇima, zaustavimo se u prvom vremenu oblika k2−n nakon T . Da bismo
pokazali da je to vrijeme zaustavljanja, uocˇimo da je
{Tn 6 t} =
∞⋃
m=0
{
T > m2−n
} ∩ {T < (m + 1)2−n} ∩ {(m + 1)2−n 6 t} .
Skup s desne strane je ili prazan (i vrijedi ∅ ∈ F (t)) ili vrijedi:{
T > m2−n
}
=
{
T < m2−n
}c ∈ F (t),
jer je {T < m2−n} ⊂ {T 6 m2−n} ∈ F (m2−n) ⊂ F (t), i{
T < (m + 1)2−n
} ⊂ {T 6 (m + 1)2−n} ∈ F ((m + 1)2−n) ⊂ F (t).
Dakle, {Tn 6 t} ∈ F (t) pa je Tn vrijeme zaustavljanja.
Za vrijeme zaustavljanja T definirajmo σ-algebru
F +(T ) :=
{
A ∈ F : A ∩ {T 6 t} ∈ F +(t), ∀t > 0} .
Drugim rijecˇima, dio od A koji se nalazi u skupu {T 6 t} treba biti izmjeriv u odnosu na
informacije dostupne do trenutka t. Intuitivno, to je skup dogadaja koji su se dogodili prije
vremena zaustavlja T .
Mozˇe se pokazati da je slucˇajan put {B(t) : t 6 T } F +(T )-izmjeriv. Takoder, lako se
pokazˇe da za filtracije koje su neprekidne zdesna, poput (F +(t) : t > 0), dogadaj {T 6 t}
mozˇemo zamijeniti s {T < t} bez mijenjanja definicije. Naime, vrijedi
{T 6 t} =
∞⋂
n=1
{
T 6 t +
1
n
}
=
∞⋂
m=1
∞⋂
n=m
{
T 6 t +
1
n
}
.
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Kako je
⋂∞
n=m
{
T 6 t + 1n
}
∈ F
(
t + 1m
)
, za sve m ∈ N, slijedi
{T 6 t} ∈
∞⋂
m=1
F
(
t +
1
m
)
= F +(t).
Sada c´emo iskazati i dokazati najvazˇniji rezultat ovog poglavlja: jako Markovljevo
svojstvo za Brownovo gibanje. Zanimljivo je da su ovu tvrdnju prvi iznijeli i dokazali
Gilbert Hunt i Eugene Dynkin, nezavisno jedan od drugoga.
Teorem 2.4.3 (Jako Markovljevo svojstvo). Za svako gotovo sigurno konacˇno vrijeme
zaustavljanja T , proces
{B(T + t) − B(T ) : t > 0}
je standardno Brownovo gibanje nezavisno odF +(T ).
Dokaz. Prvo c´emo pokazati da tvrdnja vrijedi za vrijeme zaustavljanja Tn koje aproksimira
T odozgo, a koje smo definirali u Napomeni 2.4.2. Za k > 0 definiramo Brownova gibanja
Bk = {Bk(t) : t > 0} s Bk(t) = B(t + k/2n) − B(k/2n) te proces B∗ = {B∗(t) : t > 0} s B∗(t) =
B(t + Tn) − B(Tn). Neka je E ∈ F +(Tn). Tada, za svaki dogadaj {B∗ ∈ A}, imamo
P ({B∗ ∈ A} ∩ E) =
∞∑
k=0
P
({Bk ∈ A} ∩ E ∩ {Tn = k2−n})
=
∞∑
k=0
P (Bk ∈ A)P (E ∩ {Tn = k2−n}) ,
jer je {Bk ∈ A} nezavisan od E ∩ {Tn = k2−n} ∈ F +(k2−n) prema Teoremu 2.3.5.
Teorem 2.3.3 daje da P (Bk ∈ A) = P (B ∈ A) ne ovisi o k (svi Bk su standardna Brownova
gibanja) pa slijedi
∞∑
k=0
P (Bk ∈ A)P (E ∩ {Tn = k2−n}) = P (B ∈ A) ∞∑
k=0
P
(
E ∩ {Tn = k2−n})
= P (B ∈ A)P(E).
Dakle, za E = Ω vrijedi P (B∗ ∈ A) = P (B ∈ A) pa je B∗ Brownovo gibanje. Zato vrijedi:
P ({B∗ ∈ A} ∩ E) = P (B∗ ∈ A)P(E).
Dakle, B∗ Brownovo gibanje i nezavisno je od E pa i odF +(Tn).
Preostaje dokazati tvrdnju za opc´enito vrijeme zaustavljanja T . Kako Tn ↘ T , sli-
jedi da je {B(s + Tn) − B(Tn) : s > 0} Brownovo gibanje nezavisno od F +(Tn) ⊃ F +(T ).
Tvrdimo da je proces {B(r + T ) − B(T ) : r > 0} Brownovo gibanje. Prirasti
B(s + t + T ) − B(t + T ) = lim
n→∞
(B(s + t + Tn) − B(t + Tn)) (2.8)
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su nezavisni i normalno distribuirani s ocˇekivanjem nula i varijancom s (sˇto slijedi iz svoj-
stava prirasta Brownova gibanja {B(s + Tn) − B(Tn) : s > 0}). Takoder, proces {B(r + T ) −
B(T ) : r > 0} je ocˇito gotovo sigurno neprekidan pa mozˇemo zakljucˇiti da je to Brownovo
gibanje. Nadalje, njegovi prirasti su, zbog (2.8), nezavisni od F +(T ) pa isto vrijedi i za
sam proces. 
Sada c´emo vidjeti nekoliko primjena jakog Markovljevog svojstva. Jedna od njih je
princip refleksije koji kazˇe da je Brownovo gibanje reflektirano u nekom vremenu zaustav-
ljanja T opet Brownovo gibanje.
Teorem 2.4.4 (Princip refleksije). Neka je T vrijeme zaustavljanja i {B(t) : t > 0} stan-
dardno Brownovo gibanje. Proces {B∗(t) : t > 0} definiran s
B∗(t) = B(t)1{t6T } + (2B(T ) − B(t))1{t>T }
zovemo Brownovo gibanje reflektirano u T i to je standardno Brownovo gibanje.
Slika 2.2: Brownovo gibanje reflektirano u prvom vremenu prolaska razine b.
Dokaz. Ako je T konacˇno, onda su prema jakom Markovljevom svojstvu putevi
{B(t + T ) − B(T ) : t > 0} i {−(B(t + T ) − B(T )) : t > 0} (2.9)
standardna Brownova gibanja nezavisna od pocˇetka {B(t) : 0 6 t 6 T }. Preslikavanje koje
uzima neprekidan put {g(t) : t > 0} i lijepi ga na zadnju tocˇku konacˇnog neprekidnog puta
{ f (t) : 0 6 t 6 T }, stvarajuc´i novi neprekidan put, je izmjerivo. Stoga su proces dobiven
ljepljenjem prvog puta u (2.9) na {B(t) : 0 6 t 6 T } i proces dobiven ljepljenjem drugog
36 POGLAVLJE 2. BROWNOVO GIBANJE
puta u (2.9) na {B(t) : 0 6 t 6 T } jednako distribuirani (jer su oba puta u (2.9) jednako
distribuirana). Prvi je samo proces {B(t) : t > 0}, a drugi {B∗(t) : t > 0}, cˇime smo dokazali
tvrdnju. 
Sada c´emo primijeniti princip refleksije na linearno Brownovo gibanje. Definirajmo
maksimum Brownova gibanja:
M(t) = max
06s6t
B(s). (2.10)
Princip refleksije omoguc´uje nam da odredimo razdiobu ove slucˇaje varijable.
Teorem 2.4.5. Ako je a > 0, onda je:
P0 (M(t) > a) = 2P0 (B(t) > a) = P0 (|B(t)| > a) .
Dokaz. Neka je T = inf {t > 0: B(t) = a} i neka je {B∗(t) : t > 0} Brownovo gibanje reflek-
tirano u vremenu zausatvljanja T . Vrijedi:
{M(t) > a} = {M(t) > a, B(t) > a} ∪ {M(t) > a, B(t) 6 a}
= {B(t) > a} ∪ {T 6 t, B(t) 6 a}
= {B(t) > a} ∪ {T 6 t, 2B(T ) − B(t) > a}
= {B(t) > a} ∪ {T 6 t, 2a − B(t) > a}
= {B(t) > a} ∪ {T 6 t, B∗(t) > a}
= {B(t) > a} ∪ ({B∗(t) > a} \ {T > t, B∗(t) > a})
= {B(t) > a} ∪ ({B∗(t) > a} \ ∅)
= {B(t) > a} ∪ {B∗(t) > a} .
Kako je to disjunktna unija, slijedi:
P0 (M(t) > a) = P0 (B(t) > a) + P0 (B∗(t) > a)
=
[
Princip refleksije: B i B∗ su standardna Brownova gibanja
]
= P0 (B(t) > a) + P0 (B(t) > a)
= 2P0 (B(t) > a) ,
odakle slijedi tvrdnja.
Takoder, kako je P (B(t) < −a) = P (−B(t) < −a) = P (B(t) > a), slijedi i drugi dio
tvrdnje: P0 (M(t) > a) = P0 (|B(t)| > a). 
Napomena 2.4.6. Iz teorema 2.4.5 slijedi da je mt := inf06s6t B(s) ∼ −|B(t)|.
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Josˇ jedna primjena jakog Markovljevog svojstva je kod proucˇavanja svojstava skupa
nula Brownova gibanja, odnosno skupa vremena u kojima Brownovo gibanje ima vrijed-
nost 0: {t > 0: B(t) = 0}. Pokazat c´emo da je taj skup savrsˇen (zatvoren i bez izoliranih
tocˇaka). Ovo je mozˇda iznenadujuc´e s obzirom na to da, gotovo sigurno, Brownovo giba-
nje ima izolirane nule s lijeva, primjerice prva nula nakon 1/2, ili zdesna, primjerice zadnja
nula prije 1/2.
Napomena 2.4.7. Vec´ smo vidjeli da standardno Brownovo gibanje, gotovo sigurno, pro-
lazi nulom u svakoj okolini oko ishodisˇta. Ovu cˇinjenicu sada mozˇemo dokazati i koristec´i
razdiobe slucˇajnih varijabli Mt i mt. Definirajmo skup T (0, ω) := {t ∈ [0,∞) : B(t, ω) = 0}.
Drugim rijecˇima, definirali smo slucˇajan skup vremena u kojim Brownovo gibanje postizˇe
vrijednost 0. Zˇelimo pokazati da vrijedi
P (0 je gomilisˇte skupa T (0, ·)) = 1.
Da bismo to pokazali stavimo An :=
{
ω ∈ Ω : T (0, ω) ∩
[
0, 1n
)
= {0}
}
, n > 1 i Ω0 :=
{ω ∈ Ω : je gomilisˇte skupa T (0, ω)}. Tada je Ω \Ω0 ⊂ ⋃n>1 An.
Buduc´i da vrijedi An ⊂ {M1/n = 0} ∪ {m1/n = 0}, slijedi
P (An) 6 P
(
M 1
n
= 0
)
+ P
(
m 1
n
= 0
)
= P
(
|B 1
n
| = 0
)
+ P
(
−|B 1
n
| = 0
)
= 0, ∀n > 1,
gdje posljednja jednakost slijedi iz Teorema 2.4.5 i Napomene 2.4.6. Kako je unija prebro-
jivo mnogo skupova vjerojatnosti nula ponovno skup vjerojatnosti nula, slijedi P (Ω0) = 1,
sˇto smo i htjeli pokazati.
Prisjetimo se vremenski invertiranog Brownova gibanja X definiranog u Teoremu 2.2.2.
Oznacˇimo s T X(0, ω) njegov skup nula. Kako je X standardno Brownovo gibanje, pret-
hodna napomena pokazuje da je 0 gomilisˇte tog skupa, za gotovo sve ω ∈ Ω. To povlacˇi
da, za gotovo svaki ω ∈ Ω, postoji niz (t j) j>1 takav da je B(t j, ω) = 0, lim j→∞ t j = ∞ i
lim j→∞ B(t j, ω) = 0. Dakle, mozˇemo zakljucˇiti da skup nula T (0, ω) gotovo sigurno neo-
granicˇen.
Teorem 2.4.8. Neka je {B(t) : t > 0} jednodimenzionalno Brownovo gibanje i neka je
Zer = {t > 0: B(t) = 0}
njegov skup nula. Tada je, gotovo sigurno, Zer zatvoren skup bez izoliranih tocˇaka.
Dokaz. Kako je Brownovo gibanje gotovo sigurno neprekidno, Zer je gotovo sigurno za-
tvoren (Zer = B−1({0})).
Pokazˇimo sada da skup Zer gotovo sigurno nema izoliranih tocˇaka. U stvari, svaki se
t ∈ Zer mozˇe aproksimirati slijeva nizom slucˇajnih vremena koja nisu vremena zaustav-
ljanja te zdesna nizom slucˇajnih vremena koja jesu vremena zaustavljanja. Pokazat c´emo
drugu tvrdnju.
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Neka je q > 0 racionalan broj i oznacˇimo s
τq := inf {t > q : B(t) = 0} ,
uz konvenciju inf ∅ := ∞, vrijeme prvog prolaska razine 0 nakon vremena q. Vrijedi
{
τq 6 t
}
=

∅, ako t < q,
∞⋂
n=1
⋃
s∈(q,t]∩Q
{
B(s) > −1n
}
∩
{
B(s) < 1n
}
, ako t > q.
Kako je svaki od skupova
{
B(s) > −1n
}
i
{
B(s) < 1n
}
∈ F (s) ⊂ F (t), ∀s ∈ (q, t] ∩ Q, te
∅ ∈ F (t), slijedi
{
τq 6 t
}
∈ F (t), ∀t > 0. Dakle, τq je vrijeme zaustavljanja. Takoder,
pokazali smo da je skup nula gotovo sigurno neogranicˇen pa vrijedi P
(
τq < ∞
)
= 1.
Stavimo Aq :=
{
ω ∈ Ω : τq(ω) je gomilisˇte od T (0, ω)
}
. Vrijedi⋂
q∈[0,∞)∩Q
Aq ⊂ {T (0, ·) nema izoliranih tocˇaka} . (2.11)
Da bismo to pokazali, fiksirajmo ω i pretpostavimo da je t0 ∈ T (0, ω) izolirana tocˇka.
Dakle, postoji neki racionalni broj q > 0 takav da je (q, t0) ∩ T (0, ω) = ∅, sˇto povlacˇi
τq(ω) = t0 (t0 je prva tocˇka nakon q u kojoj proces prolazi nulom). Buduc´i da t0 nije
gomilisˇte od T (0, ω), zato sˇto je izolirana tocˇka, slijedi ω < Aq. Dakle, (2.11) vrijedi.
Prema jakom Markovljevom svojstvu, B(τq + t)−B(τq) = B(τq + t) je ponovo Brownovo
gibanje pa je prema Napomeni 2.4.7 tocˇka 0 gotovo sigurno gomilisˇte njegovog skupa nula,
odnosno, τq je gomilisˇte skupa T (0, ω). Dakle, P(Aq) = 1, za sve racionalne q > 0. Kako
je presjek u (2.11) prebrojiv, slijedi da je P (T (0, ·) nema izoliranih tocˇaka) = 1, sˇto smo i
trebali pokazati. 
2.5 Markovljevi procesi izvedeni iz Brownova gibanja
U ovom dijelu c´emo definirati koncept Markovljevog procesa koji smo ranije spomenuli.
Puno procesa izvedenih iz Brownova gibanja upravo su Markovljevi procesi. Neki od
primjera su refleksija Brownova gibanja u nuli i proces {Ta : a > 0}, gdje je Ta prvo vrijeme
u kojem Brownovo gibanje dostizˇe razinu a.
Definicija 2.5.1. Funkciju p : [0,∞) × Rd ×B 7→ R, gdje jeB Borelova σ-algebra u Rd,
zovemo Markovljeva prijelazna jezgra ako vrijedi:
(i.) p(·, ·, A) je izmjeriva kao funkcija od (t, x), za svaki A ∈ B,
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(ii.) p(t, x, ·) je Borelova vjerojatnosna mjera na Rd, za sve t > 0 i x ∈ Rd,
(iii.) za sve A ∈ B, x ∈ Rd i t, s > 0,
p(t + s, x, A) =
∫
Rd
p(t, y, A)p(s, x, dy).
Adaptirani proces {X(t) : t > 0} je (vremenski homogen) Markovljev proces s prijelaz-
nom jezgrom p s obzirom na filtraciju (F (t) : t > 0) ako za sve t > s i Borelove skupove
A ∈ B vrijedi, gotovo sigurno,
P (X(t) ∈ A | F (s)) = p(t − s, X(s), A).
Napomena 2.5.2. Integriranje funkcije f u odnosu na mjeru p, u smislu svojstva (ii.),
oznacˇavamo s ∫
f (y)p(t, x, dy).
Prijelazna jezgra p(t, x, A) predstavlja vjerojatnost da proces poprimi vrijednost iz skupa
A u vremenu t, ako je pocˇeo u tocˇki x. Markovljeva prijelazna jezgra p igra ulogu prijelazne
matrice P Markovljevog lanca. Slijede dva primjera koja pokazuju jednostavne posljedice
Markovljevog svojstva za Brownovo gibanje.
Primjer 2.5.3. Linearno Brownovo gibanje je Markovljev proces. Promotrimo njegovu
prijelaznu jezgru: p(t, x, ·) je normalna razdioba s ocˇekivanjem x i varijancom t.
Slicˇno, d-dimenzionalno Brownovo gibanje je Markovljev proces i p(t, x, ·) je Gaussov-
ski vektor s ocˇekivanjem x i kovarijacijskom matricom jednakom t puta identiteta. Uocˇimo
da svojstvo (iii.) u definiciji Markovljeve prijelazne jezgre oznacˇava cˇinjenicu da je suma
dva nezavisna Gaussovska slucˇajna vektora ponovo Gaussovski slucˇajni vektor cˇija kova-
rijacijska matrica je jednaka sumi kovarijacijskih matrica.
Prijelazna jezgra d-dimenzionalnog Brownova gibanja dana je vjerojatnosnom mjerom
p(t, x, ·) cˇija je gustoc´a dana s
p(t, x, y) = (2pit)−d/2 exp
(
−|x − y|
2
2t
)
.
Primjer 2.5.4. Reflektirano jednodimenzionalno Brownovo gibanje {X(t) : t > 0} defini-
rano s X(t) = |B(t)| je Markovljev proces. Njegova prijelazna jezgra p(t, x, ·) je razdioba
od |Y | gdje je Y normalno distibuirana s ocˇekivanjem x i varijancom t (|Y | zovemo modu-
lom normalne razdiobe s parametrima x i t). Pokazˇimo da je zadovoljeno svojstvo (iii.). Za
a > 0 imamo:
p(t, 0, [a,∞)) = P (|B(t)| > a) = 2P (B(t) > a) =
∫
[a,∞)
2√
2pit
e−
y2
2t dy.
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Iduc´i teorem pokazuje da je razlika dva procesa - procesa maksimuma Brownova gi-
banja i samoga Brownova gibanja - reflektirano Brownovo gibanje. To znacˇi da razlika ta
dva procesa ima jednake konacˇnodimenzionalne distribucije kao i reflektirano Brownovo
gibanje te je gotovo sigurno neprekidno. Dokaz teorema pripada Paulu Le´vyju.
Teorem 2.5.5 (Le´vy). Neka je {M(t) : t > 0} proces maksimuma linearnog standardnog
Brownova gibanja {B(t) : t > 0}, tj. proces definiran s
M(t) = max
06s6t
B(s).
Tada je proces {Y(t) : t > 0} definiran s Y(t) = M(t) − B(t) reflektirano Brownovo gibanje.
Slika 2.3: Na lijevoj slici prikazan je proces {B(t) : t > 0} s pripadnim procesom mak-
simuma {M(t) : t > 0}, koji je oznacˇen iscrtkanom linijom. Na desnoj strani je prikazan
proces {M(t) − B(t) : t > 0}.
Dokaz. Pokazat c´emo da je proces {Y(t) : t > 0}Markovljev proces i da njegova prijelazna
jezgra p(t, x, ·) ima modul normalnu razdiobu s parametrima x i t. Iz toga direktno slijedi
da proces ima jednake konacˇnodimenzionalne distribucije kao i reflektirano Brownovo gi-
banje. Kako je proces {Y(t) : t > 0} ocˇito gotovo sigurno neprekidan, slijedi tvrdnja.
Fiksirajmo s > 0 i promotrimo proces
{
Bˆ(t) : t > 0
}
definiran s
Bˆ(t) = B(t + s) − B(s), za t > 0,
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te proces
{
Mˆ(t) : t > 0
}
definiran s
Mˆ(t) = max
06u6t
Bˆ(u), za t > 0.
Buduc´i da je Y(s) F +(s)-izmjeriva, dovoljno je pokazati da, za svaki t > 0, uvjetna
distribucija slucˇajne varijable Y(t + s) s obzirom na F +(s) jednaka distribuciji varijable
|Y(s) + Bˆ(t)|. Naime, to direktno povlacˇi da je {Y(t) : t > 0}Markovljev proces s jednakom
prijelaznom jezgrom kao i reflektirano Brownovo gibanje. Fiksirajmo s, t > 0 i uocˇimo da
vrijedi M(s + t) = M(s) ∨
(
B(s) + Mˆ(t)
)
pa vrijedi
Y(s + t) = M(s + t) − B(s + t)
=
(
M(s) ∨ B(s) + Mˆ(t)
)
−
(
Bˆ(t) + B(s)
)
= (M(s) − B(s)) ∨ (B(s) + Mˆ(t) − B(s)) − Bˆ(t)
= Y(s) ∨ Mˆ(t) − Bˆ(t),
gdje pretposljednja jednakost slijedi iz cˇinjenice da je a ∨ b − c = (a − c) ∨ (b − c).
Dakle, potrebno je josˇ provjeriti da je, za svaki y > 0, y∨ Mˆ(t)− Bˆ(t) jednako distribuirana
kao i |y + Bˆ(t)|. Za a > 0 stavimo:
P1 = P
(
y − Bˆ(t) > a
)
, P2 = P
(
y − Bˆ(t) 6 a, Mˆ(t) − Bˆ(t) > a
)
.
Tada je
P
(
y ∨ Mˆ(t) − Bˆ(t) > a
)
= P
(
y ∨ Mˆ(t) − Bˆ(t) > a, y − Bˆ(t) > a
)
+ P
(
y ∨ Mˆ(t) − Bˆ(t) > a, y − Bˆ(t) 6 a
)
= P
(
y − Bˆ(t) > a
)
+ P
(
Mˆ(t) − Bˆ(t) > a, y − Bˆ(t) 6 a
)
= P1 + P2.
Kako
{
Bˆ(t) : t > 0
}
ima jednaku distribuciju kao
{
−Bˆ(t) : t > 0
}
, vrijedi P1 = P
(
y + Bˆ(t) > a
)
.
Kako bismo proucˇili drugi izraz, definirajmo proces {W(u) : 0 6 u 6 t} s W(u) = Bˆ(t − u)−
Bˆ(t), za 0 6 u 6 t. Taj proces zovemo obrnuto Brownovo gibanje. Uocˇimo kako se
doista radi o Brownovom gibanju za 0 6 u 6 t jer je to neprekidan proces i njegove
konacˇnodimenzionalne distribucije su Gaussovske s odgovarajuc´im kovarijancama. Na-
ime, za r < s je
Cov(W(r),W(s)) = Cov(Bˆ(t − r) − Bˆ(t), Bˆ(t − s) − Bˆ(t))
= Cov(Bˆ(t − r), Bˆ(t − s)) − Cov(Bˆ(t − r), Bˆ(t))−
− Cov(Bˆ(t), Bˆ(t − s)) + Var(Bˆ(t))
=
[
Proces Bˆ je Brownovo gibanje
]
= (t − s) − (t − r) − (t − s) + t = r = r ∧ s.
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Neka je MW(t) = max06u6t W(u). Tada je MW(t) = Mˆ(t) − Bˆ(t). Kako je W(t) = −Bˆ(t),
vrijedi:
P2 = P (y + W(t) 6 a i MW(t) > a) .
Neka je proces {W∗(u) : 0 6 u 6 t} dobiven refleksijom procesa {W(u) : 0 6 u 6 t} u odnosu
na prvo vrijeme prolaska razinom a. Prema principu refleksije to je ponovo Brownovo
gibanje i vrijedi P2 = P (W∗(t) > a + y). Naime, imamo:
P2 = P {y + a 6 2a −W(t), MW(t) > a)
= P (y + a 6 W∗(t), T < t)
= P (W∗(t) > y + a) .
Takoder, to Brownovo gibanje ima istu distribuciju kao i proces
{
−Bˆ(t) : t > 0
}
pa slijedi:
P2 = P
(
y + Bˆ(t) 6 −a
)
. Kako Brownovo gibanje
{
Bˆ(t) : t > 0
}
ima neprekidnu distribuciju,
zbrajanjem P1 i P2 dobivamo:
P
(
y + Bˆ(t) > a
)
+ P
(
y ∨ Mˆ(t) − Bˆ(t) > a
)
= P
(
|y + Bˆ(t)| > a
)
.
Ovo dokazuje glavni korak dokaza, a time i teorem. 
Na kraju ovog poglavlja dajemo iskaz jednog tehnicˇkog rezultata, tzv. Doobove mak-
simalne nejednakosti, koja c´e nam biti korisna u nastavku.
Propozicija 2.5.6 (Doobova maksimalna nejednakost). Neka je {X(t) : t > 0} neprekidan
martingal i p > 1. Tada, za svaki t > 0, vrijedi
E
[
( sup
06s6t
|X(s)|)p
]
6
(
p
p−1
)p
E [|X(t)|p] .
Dokaz. Dokaz propozicije se nalazi u [5]. 
Poglavlje 3
Hausdorffova dimenzija
3.1 Minkowskijeva dimenzija
Kako mozˇemo izmjeriti dimenziju geometrijskog objekta i koja svojstva bi ona trebala
imati? Korisno je zahtijevati da definicija dimenzije bude intrinzicˇna, odnosno neovisna o
polozˇaju objekta u prostoru kao sˇto je Rd. U ovom dijelu c´emo definirati Minkowskijevu
dimenziju koja ima ovo svojstvo i mozˇe se primijeniti na proizvoljnom metricˇkom prostoru.
Definicija Minkowskijeve dimenzije bazira se na pojmu pokrivacˇa metricˇkog prostora E.
Neka je E ogranicˇen metricˇki prostor s metrikom ρ. Pri tome metricˇki prostor E zovemo
ogranicˇenim ako je njegov dijametar |E| = sup {ρ(x, y) : x, y ∈ E} konacˇan. Jedan primjer
takvog prostora je ogranicˇen podskup od Rd. Pokrivacˇ od E je konacˇna ili prebrojiva
familija skupova
E1, E2, . . . takvih da je E ⊂
∞⋃
i=1
Ei.
Definirajmo josˇ, za ε > 0,
M(E, ε) = min
{
k > 1: postoji konacˇan pokrivacˇ
E1, . . . , Ek od E takav da je |Ei| 6 ε, za i = 1, . . . , k
}
,
(3.1)
gdje je |A| dijametar skupa A ⊂ E. Intuitivno, ako E ima dimenziju s, onda bi broj M(E, ε)
trebao biti reda velicˇine ε−s. Na primjer, u slucˇaju intervala duljine 1, minimalan pokrivacˇ
sastoji se od 1/ε mnogo intervala dijametra (duljine) ε. Slicˇno, da bismo pokrili jedinicˇni
kvadrat u R2, potrebno je najmanje
√
2
ε
·
√
2
ε
= 2
ε2
manjih kvadrata cˇiji je dijametar (dijago-
nala) jednak ε. Ovaj intuitivni rezultat motivira definiciju Minkowskijeve dimenzije.
Definicija 3.1.1. Za ogranicˇen metricˇki prostor E definiramo donju Minkowskijevu di-
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menziju kao
dimME := lim infε→0
log M(E, ε)
log 1/ε
,
a gornju Minkowskijevu dimenziju kao
dimME := lim sup
ε→0
log M(E, ε)
log 1/ε
.
Ako vrijedi dimME = dimME, onda definiramo
dimM E := dimME = dimME,
i zovemo Minkowskijevom dimenzijom metricˇkog prostora E.
Napomena 3.1.2. Uocˇimo da uvijek vrijedi dimME 6 dimME.
Primjer 3.1.3. Skup E =
{
1
n : n ∈ N
}
∪ {0} ima dimenziju 12 .
Pokazˇimo ovu tvrdnju. Uzmimo proizvoljan ε ∈ (0, 1) i n takav da je 1/(n + 1)2 < ε 6
1/n2. Da bismo pokrili skup (1/k : k > n + 1}, dovoljno je uzeti 1(n+1)ε 6 (n + 1) intervala
duljine ε. Za pokriti ostalih n elemenata skupa E trebamo josˇ n takvih intervala. Dakle,
slijedi:
M(E, ε) 6 2n + 1 =
2n + 1
n
n 6
2n + 1
n
(
1
ε
) 1
2
=
(
2 +
1
n
) (
1
ε
) 1
2
6 3
(
1
ε
) 1
2
.
Logaritmiranjem i dijeljenjem s log 1
ε
dobivamo:
log M(E, ε)
log 1
ε
6
log 3
log 1
ε
+
1
2
→ 0 + 1
2
, za ε→ 0.
Slijedi da je dimME 6 12 .
S druge strane, buduc´i da je razlika izmedu dva susjedna elemenat skupa E
1
k
− 1
k + 1
=
1
k(k + 1)
>
1
(k + 1)2
,
slijedi da je prvih n− 1 elemenata skupa E udaljeno za visˇe od ε. Dakle, pokrivacˇ skupa E
ima najmanje n − 1 elemenata pa vrijedi:
M(E, ε) > n − 1 = n − 1
n + 1
(n + 1) >
n − 1
n + 1
(
1
ε
) 1
2
=
(
1 − 2
n + 1
) (
1
ε
) 1
2
>
1
2
(
1
ε
) 1
2
.
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Ponovno logaritmiranjem i dijeljenjem s log 1
ε
slijedi:
log M(E, ε)
log 1
ε
>
log 12
log 1
ε
+
1
2
→ 0 + 1
2
, za ε→ 0.
Ovo povlacˇi da je dimME >
1
2 . Dakle, dimM E =
1
2 .
Prethodni primjer ukazuje na jedan nedostatak Minkowskijeve dimenzije koji navodi
na prosˇirivanje konteksta u kojem promatramo skupove i njegove pokrivacˇe te dovodi do
definicije Hausdorffove dimenzije. Naime, uocˇimo da skupovi koji se sastoje od jedne
tocˇke, S = {x}, imaju Minkowskijevu dimenziju 0 (jer je M(S , ε) = 1, za svaki ε > 0),
dok skup E =
{
1
n : n ∈ N
}
∪ {0}, kao sˇto smo vidjeli u prethodnom primjeru, ima pozitivnu
dimenziju. Stoga Minkowskijeva dimenzija nema svojstvo prebrojive stabilnosti, odnosno
ne vrijedi
dim
 ∞⋃
k=1
Ek
 = sup {dim Ek : k > 1} .
Ovaj problem mozˇemo rijesˇiti na dva nacˇina.
(i.) Definiciju dimenzije mozˇemo prosˇiriti uzimajuc´i u obzir razlike u velicˇini skupova
koji cˇine pokrivacˇ. Na ovaj nacˇin c´emo uhvatiti sitnije detalje o skupu, odnosno
prikupiti visˇe informacija. Ovo c´e nas dovesti do definicije Hausdorffove dimenzije.
(ii.) Svojstvo prebrojive stabilnosti mozˇemo dobiti tako da svaki skup podijelimo na pre-
brojivo mnogo ogranicˇenih dijelova i uzmemo njihovu maksimalnu dimenziju. Na
kraju izracˇunamo infimum svih tako dobivenih brojeva. Ovaj nacˇin vodi na definiciju
tzv. packing dimension.
U nastavku slijedimo prvi put, odnosno idemo na definiciju Hausdorffove dimenzije.
3.2 Hausdorffova dimenzija
Hausdorffovu dimenziju i Hausdorffovu mjeru uveo je Felix Hausdorff 1919. godine. Kao
i Minkowskijeva dimenzija, i Hausdorffova dimenzija temelji se na pojmu pokrivacˇa me-
tricˇkog prostora E. Za racˇunanje Minkowskijeve dimenzije je bilo potrebno jednostavno
izracˇunati broj skupova pokrivacˇa. Sada c´emo ovaj postupak generalizirati tako da c´emo
dopustiti korisˇtenje beskonacˇnih pokrivacˇa te u obzir uzeti velicˇinu skupova u pokrivacˇu.
Velicˇinu skupova i dalje c´emo mjeriti njihovim dijametrom.
Primjer 3.2.1. Promotrimo ponovno skup E =
{
1
n : n ∈ N
}
∪ {0} iz Primjera 3.1.3 i pri-
sjetimo se pokrivacˇa kojeg smo definirali. Uocˇimo da skup E mozˇemo na efektivniji nacˇin
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pokriti beskonacˇnim pokrivacˇem tako da smanjujemo velicˇinu skupova u pokrivacˇu kako
se pomicˇemo s desna na lijevo. Na primjer, tocˇku {1} pokrijemo intervalom
(
3
4 ,
5
4
)
, koji ima
dijametar 1/2, tocˇku {1/2} intervalom
(
1
2 − 112 , 12 + 112
)
, koji ima dijamtar 1/6, tocˇku {1/n}
intervalom
(
1
n − 12n(n+1) , 1n + 12n(n+1)
)
, koji ima dijametar 1/n(n + 1), za n ∈ N. Dakle, svaku
tocˇku pokrijemo intervalom cˇiji je dijametar jednak udaljenosti te tocˇke od prve tocˇke sli-
jeva. Kako je
∑∞
n=1
1
n(n+1) < ∞, ovaj pokrivacˇ zauzima konacˇnu “duljinu” i u tom smislu nije
losˇiji od prethodnog. Medutim, vidimo da nije svejedno koristimo li metodu za procjenu
pokrivacˇa koja uzima u obzir to da svo koristili male skupove za pokrivanje ili metodu koja
se temelji na jednostvnom prebrojavanju skupova koji cˇine pokrivacˇ.
Jedna korisna metoda za procjenu pokrivacˇa je racˇunanje α-vrijednosti pokrivacˇa. Za
svaki α > 0 i pokrivacˇ E1, E2, . . . kazˇemo da je α-vrijednost pokrivacˇa broj
∞∑
i=1
|Ei|α.
Pojam α-vrijednosti pokrivacˇa omoguc´uje nam da definiramo koncept dimenzije koji c´e
moc´i uhvatiti finija svojstva skupa.
Definicija 3.2.2. Za svaki α > 0, vrijednost
H α∞ (E) = inf
 ∞∑
i=1
|Ei|α : E1, E2, . . . je pokrivacˇ od E

zovemo α-Hausdorff sadrzˇaj metricˇkog prostora E.
Hausdorffova dimenzija skupa E je vrijednost:
dim E = inf
{
α > 0: H α∞ (E) = 0
}
= sup
{
α > 0: H α∞ (E) > 0
}
.
Napomena 3.2.3. Drugim rijecˇima, α-Hausdorff sadrzˇaj je α-vrijednost najefikasnijeg po-
krivacˇa prostora E.
Takoder, uocˇimo da je definicija Hausdorffove dimenzije dobra jer vrijedi
H α∞ (E) = 0 ⇒ H β∞ (E) = 0, za 0 6 α 6 β. (3.2)
Naime, fiksirajmo α > 0 takav da jeH α∞ (E) = 0 (α je ocˇito > 0). Tada za svaki β > 0, takav
da jeH β∞ (E) > 0, nuzˇno vrijedi β < α, prema (3.2). Uzimajuc´i supremum po svim takvim
β slijedi da je sup
{
β > 0: H β∞ (E) > 0
}
6 α. Kako je α sa svojstvom da jeH α∞ (E) = 0 bio
proizvoljan, uzimajuc´i infimum po svim takvim α slijedi
sup
{
α > 0: H α∞ (E) > 0
}
6 inf
{
α > 0: H α∞ (E) = 0
}
.
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Uocˇimo da stroga nejednakost ne mozˇe vrijediti jer je, za α > 0, H α∞ > 0. Kada bi
vrijedila stroga nejednakost, postojao bi β > 0 takav da H β∞ < [0,∞], sˇto nije moguc´e.
Dakle, definicija Hausdorffove dimenzije je dobra.
Pokazˇimo relaciju (3.2). Uzmimo α > 0 takav da jeH α∞ (E) = 0 i neka je β > α. Kako
jeH α∞ (E) = 0, iz definicije infimuma slijedi da za svaki ε > 0 postoji pokrivacˇ E1, E2, . . .
takav da je
∞∑
i=1
|Ei|α < ε. (3.3)
Promatrajmo male ε, takve da je ε < 1. Iz (3.3) slijedi |Ei| < 1, za svaki i. Kako je β > α,
slijedi da je |Ei|β 6 |Ei|α, odnosno ∑∞i=1 |Ei|β 6 ∑∞i=1 |Ei|α < ε. Uzmimanjem infimuma u
prethodnoj nejednakosti dobivamo da vrijedi H β∞ 6 H α∞ = 0, odnosno H
β
∞ = 0, sˇto je i
trebalo pokazati.
Napomena 3.2.4. Hausdorffova dimenzija mozˇe biti beskonacˇna.
Ipak, Hausdorffova dimezija poskupova od Rd je manja ili jednaka od d. Pokazˇimo ovu
tvrdnju za podskupove A ⊂ Rd konacˇne Lebesgueove vanjske mjere. Dakle, tvrdimo da za
svaki α > d vrijedi
H α∞ (A) = 0.
Sjetimo se Lebesgueove vanjske mjere definirane s
L∗(A) = inf
 ∞∑
n=1
L(Bn) : A ⊂
∞⋃
n=1
Bn, Bn je poluotvoreni kvadar
 .
Pri tome L oznacˇava d-dimenzionalnu Lebesgueovu mjeru, a poluotvoreni kvadar B je
definiran s B =
∏d
i=1 (ai, bi]. Neka je ε > 0. Iz definicije infimuma slijedi da postoji niz
{Bn : n ∈ N} poluotvorenih kvadara takvih da vrijedi
∞∑
n=1
L(Bn) 6 L∗(A) + ε.
Prema definiciji Lebesgueove mjere je L(Bn) = cd(|Bn|)d, za neku konstantu cd, pa slijedi
∞∑
n=1
|Bn|α 6 (sup
n
|Bn|)α−d
∞∑
n=1
|Bn|d
6 c−1d (sup
n
|Bn|)α−d
∞∑
n=1
L(Bn)
6 c−1d (sup
n
|Bn|)α−d(L∗(A) + ε).
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Uzmimo proizvoljan δ > 0. Ako je L∗(A) < ∞, onda mozˇemo odabrati takav pokrivacˇ
{Bn : n ∈ N} poluotvorenim kvadrima da je |Bn| < δ, za svaki n ∈ N. Naime, red ∑∞n=1 |Bn|d
je konvergentan pa |Bn|d → 0, kada n → ∞. Slijedi da postoji n0 ∈ N takav da je |Bn| < δ,
za svaki n > n0. Kvadre B1, . . . , Bn0 podijelimo na manje kvadre dijametra manjeg od δ.
Dakle, imamo pokrivacˇ
{
B˜n : n ∈ N
}
koji se sastoji od kvadara dijametra manjeg od δ. Zato
je
∞∑
n=1
|B˜n|α 6 c−1d (sup
n
|B˜n|)α−d(L∗(A) + ε) 6 c−1d (L∗(A) + ε)δα−d = c˜δα−d.
Uzimajuc´i infimum po svim pokrivacˇima dobivamo
H α∞ (A) 6 c˜δ
α−d → 0, kada δ→ 0.
Dakle, H α∞ (A) = 0, za svaki α > d pa je dim A = inf
{
α > 0: H α∞ (A) = 0
}
6 d, sˇto smo i
trebali pokazati.
Primjer 3.2.5. Za svaki ogranicˇen metricˇki prostor E, Hausdorffova dimenzija je ogranicˇena
odozgo s donjom Minkowskijevom dimenzijom.
Primjer 3.1.3 je pokazao jedno ogranicˇenje Minkowskijeve dimenzije: ona nije imala
svojstvo prebrojive stabilnosti. Pokazuje se da Hausdorffova dimenzija ima to svojstvo te
je ona i u tom smislu pogodnija od Minkowskijeve dimenzije.
Definicija Hausdorffove dimenzije temelji se na pojmu α-Hausdorffovog sadrzˇaja. Iako
je izuzetno vazˇan, koncept α-Hausdorffovog sadrzˇaja je nepogodan jer ne razlikuje velicˇine
skupova razlicˇitih dimenzija. Na primjer, promotrimo tri skupa u R2: kuglu i sferu dija-
metra 1 te interval duljine 1. Sva tri skupa imaju 1-Hausdorffov sadrzˇaj jednak 1. Naime,
i kugla i sfera mogu se pokriti kuglom dijametra 1 i ne postoji efektivniji pokrivacˇ pa je
njihov 1-Hausdorffov sadrzˇaj jednak 1. Slicˇno, interval duljine 1 takoder ne dopusˇta efek-
tivnije pokrivanje i njegov 1-Hausdorffov sadrzˇaj takoder jednak 1. Ovaj problem rijesˇit
c´emo uvodenjem novog, poboljsˇanog koncepta, Hausdorffove mjere. Glavna ideja bit c´e
promatranje samo onih pokrivacˇa koji se sastoje od “malih”skupova.
Definicija 3.2.6. Neka je X metricˇki prostor i E ⊂ X. Za svaki α > 0 i δ > 0 definiramo
H αδ (E) = inf
 ∞∑
i=1
|Ei|α : E1, E2, . . . je pokrivacˇ od E i |Ei| 6 δ
,
odnosno promatramo samo pokrivacˇe od E koji se sastoje od skupova dijametra manjeg ili
jednakog od δ. Tada
H α(E) = sup
δ>0
H αδ (E) = lim
δ→0
H αδ (E)
zovemo α-Hausdorffovom mjerom skupa E.
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Napomena 3.2.7. Definija α-Hausdorffove mjere je dobra. Da bismo to vidjeli, uzmimo
0 < δ1 < δ2. Tada ocˇito vrijedi
inf
 ∞∑
i=1
|Ei|α : E1, E2, . . . t.d. |Ei| 6 δ2
 6 inf
 ∞∑
i=1
|Ei|α : E1, E2, . . . t.d. |Ei| 6 δ1
,
jer infimum u slucˇaju δ2 uzmimamo po nadskupu skupa kojeg uzimamo u slucˇaju δ1. Dakle,
vrijediH αδ2 (E) 6H
α
δ1
(E), odnosno niz (H αδ : δ > 0) je monotono padajuc´.
Napomena 3.2.8. α-Hausdorffova mjera ima dva svojstva, prebrojivu subaditivnost i mo-
notonost, koja je cˇine vanjskom mjerom. Dakle, vrijedi:
(i.) (prebrojiva subaditivnost)
H α
 ∞⋃
i=1
Ei
 6 ∞∑
i=1
H α(Ei), za svaki niz E1, E2, . . . ⊂ X,
(ii.) (monotonost)
H α(E) 6H α(D), za sve E ⊂ D ⊂ X,
(iii.) H α(∅) = 0.
Iduc´a propzicija pokazuje da Hausdorffovu dimenziju mozˇemo izraziti u terminu Ha-
usdorffove mjere.
Propozicija 3.2.9. Za svaki metricˇki prostor E vrijedi:
H α(E) = 0 ⇔ H α∞ (E) = 0.
Nadalje, vrijedi:
dim E = inf {α : H α(E) = 0} = inf {α : H α(E) < ∞}
= sup {α : H α(E) > 0} = sup {α : H α(E) = ∞} .
Dokaz. ⇒ Pretpostavimo da je H α∞ (E) = c > 0. Slijedi da je H αδ (E) > c, za sve δ > 0
(jer kod racˇunanjaH α∞ (E) promatramo sve porkivacˇe skupa E, dok kod racˇunanjaH
α
δ (E)
promatramo samo jedan dio tih pokrivacˇa). Uzimanjem supremuma dobivamo da vrijedi
H α(E) > c > 0, sˇto dokazuje prvi smjer.
⇐ Obrnuto, pretpostavimo da je H α∞ (E) = 0. Za svaki δ > 0, postoji pokrivacˇ
E1, E2, . . . takav da je
∑∞
i=1 |Ei|α < δ. Dakle, |Ei|α < δ, za svaki i pa ovi skupovi imaju
dijametar manji od δ1/α. Stoga jeH α
δ1/α
(E) < δ pa pusˇtanjem δ→ 0 dobivamoH α(E) = 0,
cˇime smo dokazali trazˇenu ekvivalenciju.
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Ova ekvivalencija sada povlacˇi da je
dim E = inf
{
α > 0: H α∞ (E) = 0
}
= inf {α > 0: H α(E) = 0}
= sup
{
α > 0: H α∞ (E) > 0
}
= sup {α > 0: H α(E) > 0} .
Da bismo pokazali ostale jednakosti, dovoljno je pokazati daH α(E) < ∞ povlacˇiH β(E) =
0, za sve β > α. Pretpostavimo da jeH α(E) = C < ∞. Uzmimo proizvoljan β > α i δ > 0.
Tada jeH αδ (E) 6 C. Uocˇimo kako za proizvoljan pokrivacˇ E1, E2, . . . takav da je |Ei| 6 δ
vrijedi
∞∑
i=1
|Ei|β =
∞∑
i=1
|Ei|α · |Ei|β−α 6 δβ−α
∞∑
i=1
|Ei|α.
Uzimanjem infimuma u prethodnoj nejednakosti dobivamo da jeH βδ (E) 6 δ
β−αH αδ (E). Iz
toga slijedi da jeH βδ (E) 6 δ
β−αC. Pusˇtanjem δ→ 0 dobivamoH β(E) = 0.
Ocˇito vrijedi
inf {α : H α(E) < ∞} 6 inf {α : H α(E) = 0} ,
jerH α(E) = 0 povlacˇiH α(E) < ∞ pa s desne strane imamo imfimum po podskupu skupa
kojeg uzmimamo s lijeve strane. Obrnuto, uzmimo proizvoljan α takav da jeH α(E) < ∞.
Tada, prema gore pokazanoj tvrdnji, za svaki β > α vrijedi H β(E) = 0. Uzmimajuc´i
infimum po svim takvim β slijedi
inf {β : H α(E) = 0} 6 α.
Ponovno uzimajuc´i infimum, po svim α takvima da jeH α(E) < ∞, slijedi
inf {α : H α(E) = 0} 6 inf {α : H α(E) < ∞} .
Dakle, vrijedi jednakost. Tvrdnja sa supremumima se dokazuje analogno. 
Napomena 3.2.10. Buduc´i da Lipschitzova funkcija povec´ava dijametar skupa za najvisˇe
konstantu, slika skupa A ⊂ E pod Lipschitzovom funkcijom mozˇe imati Hausdorffovu
dimenziju manju ili jednako dimenziji od A. Ova tvrdnja bit c´e nam jako korisna kod
promatranja projekcija. Da bismo pokazali ovu tvrdnju, uzmimo proizvoljan pokrivacˇ
E1, E2, . . . od A takav da je |Ei| 6 δ. Tada je f (E1), f (E2), . . . pokrivacˇ od f (A) takav
da je | f (Ei)| 6 L|Ei| 6 Lδ, gdje je L Lipschitzova konstanta. Slijedi da je
∞∑
i=1
| f (Ei)|α 6 Lα
∞∑
i=1
|Ei|α,
odnosno,H αLδ( f (A)) 6 L
αH αδ (A). Pusˇtanjem δ→ 0 dobivamo da je
H α( f (A)) 6 LαH α(A).
Sada tvrdnja slijedi iz Propozicije 3.2.9 jer H α(A) = 0 povlacˇi H α( f (A)) = 0 pa je
inf {α > 0: H α(A) = 0} > inf {α > 0: H α( f (A)) = 0}, odnosno dim f (A) 6 dim A.
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Prirodna generalizacija prethodne napomene promatra utjecaj Ho¨lder neprekidnih pres-
likavanja na Hausdorffovu dimenziju. U prethodnom poglavlju promatrali smo svojstvo
lokalne α-Ho¨lder neprekidnosti Brownova gibanja u tocˇki x. Sada c´emo proucˇavati funk-
cije koje su (globalno) α-Ho¨lder neprekidne. Iduc´i primjer pokazuje da Ho¨lder neprekidna
preslikavanja djelomicˇno kontroliraju Hausdorffovu mjeru slike.
Primjer 3.2.11. Neka je f : (E1, ρ1) 7→ (E2, ρ2) surjektivna i α-Ho¨lder neprekidna funkcija
koja preslikava jedan metricˇki prostor, (E1, ρ1), u drugi metricˇki prostor, (E2, ρ2). Tada, za
svaki β > 0, vrijedi:
H β(E2) 6 CβH αβ(E1), (3.4)
gdje je C Ho¨lderova konstanta. Iz (3.4) dalje slijedi
dim(E2) 6
1
α
dim(E1).
Da bismo to pokazali, fiksirajmo β > 0 takav da je H αβ(E1) = 0. (3.4) povlacˇi da je
H β(E2) = 0. Dakle, inf
{
δ > 0: H δ(E2) = 0
}
6 β = 1
α
αβ. Uzimajuc´i infimum po svim
αβ > 0 takvima da jeH αβ(E1) = 0, dobivamo
inf
{
δ > 0: H δ(E2) = 0
}
6
1
α
inf
{
αβ > 0: H αβ(E1) = 0
}
.
Propozicija 3.2.9 povlacˇi da je
dim(E2) 6
1
α
dim(E1).
Sada c´emo odrediti gornju ogradu za dimenziju grafa i slike Ho¨lder neprekidnih funk-
cija.
Definicija 3.2.12. Za funkciju f : A 7→ Rd, gdje je A ⊂ [0,∞), definiramo njezin graf sa
Γ f (A) = {(t, f (t)) : t ∈ A} ⊂ Rd+1,
i njezinu sliku ili put sa
Im f (A) = f (A) = { f (t) : t ∈ A} ⊂ Rd.
Propozicija 3.2.13. Neka je f : [0, 1] 7→ Rd α- Ho¨lder neprekidna funkcija. Tada je:
(a) dim
(
Γ f [0, 1]
)
6 1 + (1 − α)
(
d ∧ 1
α
)
,
(b) i, za sve A ⊂ [0, 1], dim
(
Im f (A)
)
6 dim A
α
.
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Dokaz. (a) Uzmimo proizvoljan ε > 0. Kako je funkcija f α- Ho¨lder neprekidna, pos-
toji konstanta C takva da, za s, t ∈ [0, 1] za koje je |t − s| 6 ε, vrijedi | f (t) − f (s)| 6
Cεα. Uzmimo pokrivacˇ za [0, 1] koji se sastoji od najvisˇe d1/εe intervala duljine ε.
Tada je slika svakog takvog intervala sadrzˇana u kugli dijametra Cεα. Sada imamo
dvije moguc´nosti za pokrivanje ovih kugli.
1◦ Prva moguc´nost je da svaku takvu kuglu pokrijemo s kuglama dijametra ε,
kojih ima najvisˇe konstantni visˇekratnik od εdα−d. Naime, obujam velike kugle
dijametra Cεα je konstantni visˇekratnik od εdα, a obujam svake male kugle
dijametra ε je konstantni visˇekratnik od εd. Zato ukupno trebamo konstantni
visˇekratnik od εdα−d kugala dijametra ε.
2◦ Druga moguc´nost je da uocˇimo da f svaki podinterval duljine (ε/C)1/α iz do-
mene preslikava u kuglu radijusa C ·
(
(ε/C)1/α
)α
= ε koje takoder cˇine po-
krivacˇ za veliku kuglu radijusa Cεα. Taj pokrivacˇ se sastoji od konstantnog
visˇekratnika od ε1−1/α kugala dijametra ε. Naime, tih kugala ima onoliko koliko
interval duljine ε ima podintervala duljine (ε/C)1/α, dakle konstantni visˇekratnik
od ε1−1/α.
Oba slucˇaja daju nam pokrivacˇ za graf funkcije f koji se sastoji od produkata in-
tervala i odgovarajuc´ih kugala dijametara ε. Prva konstrukcija zahtijeva konstantni
visˇekratnik od εdα−d−1 produktnih skupova (svaki interval duljine ε, a njih ima najvisˇe
d1/εe, dolazi u produktu sa svakom od kugala dijametra ε kojih ima εdα−d, pa ukupno
imamo εdα−d−1 produktnih skupova), a druga konstrukcija se sastoji od ε−1/α produk-
tnih skupova (svaki interval duljine ε dolazi u produktu sa svakom od kugala dija-
metra ε nastalih preslikavanjem podintervala, a kojih ima konstani visˇekratnik od
ε1−1/α). Takoder, svi ti produktni skupovi imaju dijametar reda velicˇine ε. Dakle,
imamo dva pokrivacˇa za graf cˇiji skupovi imaju dijametar reda velicˇine ε, oznacˇimo
maksimum tih dijametara s δ. Prvi pokrivacˇ povlacˇi da vrijedi H 1+d−dαδ 6 M < ∞,
za svaki δ (jer je konstanta C iz definicije α- Ho¨lder neprekidnosti globalna), za neku
konstantu M, iz cˇega slijedi da je dim Γ f (A) 6 1 + d − dα (prema Propoziciji 3.2.9).
Slicˇno, drugi pokrivacˇ povlacˇi da je dim Γ f (A) 6 1α = 1 + (1− α) 1α . Kombinacija ove
dvije ograde daje tvrdnju (a) dijela.
(b) Ova tvrdnja slijedi direktno iz Primjera 3.2.11.

Napomena 3.2.14. Buduc´i da Hausdorffova dimenzija ima svojstvo prebrojive stabilnosti,
tvrdnja Propozicije 3.2.13 vrijedi i u slucˇaju da je f : [0,∞) 7→ Rd samo lokalno α- Ho¨lder
neprekidna.
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Sada c´emo primijeniti rezultate ovoga poglavlja na Brownovo gibanje i izracˇunati di-
menzije nekih skupova izvedenih iz Brownova gibanja. U Korolaru 2.2.4 vidjeli smo da
je linearno Brownovo gibanje svugdje lokalno α- Ho¨lder neprekidno za sve α < 1/2, go-
tovo sigurno. Ova tvrdnja lagano se prosˇiri i na d-dimenzinalno Brownovo gibanje sˇto,
zajedno s prethodnom napomenom i Propozicijom 3.2.13, daje gornju ogradu za Hausdor-
ffovu dimenziju slike i grafa d-dimenzionalnog Brownova gibanja. U nastavku c´emo, radi
laksˇeg oznacˇavanja, u slucˇajevima kada se govori o Brownovom gibanju izbaciti oznaku
referentne funkcije koju pisˇemo u subindeksu oznaka Γ f (A) i Im f (A).
Korolar 3.2.15. Za svaki fiksni skup A ⊂ [0,∞), graf d-dimenzionalnog Brownova gibanja
zadovoljava, gotovo sigurno,
dim (Γ(A)) 6
3/2, ako d = 1,2, ako d > 2,
a slika d-dimenzionalnog Brownova gibanja zadovoljava, gotovo sigurno,
dim Im(A) 6 (2 dim A) ∧ d.
Dokaz. Ako je d = 1, uocˇimo da je d ∧ 1
α
= d, jer je α ∈
(
0, 12
)
. Propozicija 3.2.13 daje:
dim Γ(A) 6 1 + (1 − α) = 2 − α, za sve 0 < α < 1
2
.
Pusˇtanjem α→ 12 dobivamo tvrdnju.
Ako je d > 2, promotrimo izraz (1 − α)
(
d ∧ 1
α
)
∈ (0, 1), za 0 < α < 12 . Za α dovoljno blizu
1
2 vrijedi d ∧ 1α = 1α pa pusˇtanjem α→ 12 slijedi da 1 + (1 − α)
(
d ∧ 1
α
)
→ 1 + 1 = 2. Dakle,
dim Γ(A) 6 2, za d > 2.
Sˇto se ticˇe slike Brownova gibanja, ista propozicija daje ogradu
dim Im(A) 6
1
α
dim A, za sve 0 < α <
1
2
.
Dakle, pusˇtanjem α → 12 te uzimajuc´i u obzir cˇinjenicu da je Hausdorffova dimenzija
svakog podskupa od Rd manja ili jednaka od d, slijedi i druga tvrdnja korolara. 
Prethodni korolar ne govori nisˇta o 2-Hausdorffovoj mjeri slike. Neka je sada {B(t) : t >
0} d-dimenzionalno Brownovo gibanje. Tada, za d > 2, vrijedi
H 2 (B ([0, 1])) < ∞, gotovo sigurno. (3.5)
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Pokazˇimo ovu tvrdnju. Za fiksan n ∈ N promotrimo pokrivacˇ skupa B ([0, 1]) koji se sastoji
od zatvaracˇa kugli
B
B (kn
)
, max
k
n6t6
k+1
n
∣∣∣∣∣∣B(t) − B
(
k
n
)∣∣∣∣∣∣
 , k ∈ {0, . . . , n − 1} .
Kako je Brownovo gibanje uniformno neprekidno na jedinicˇnom intervalu [0, 1], slijedi da
maksimalni dijametar ovih skupova ide u nulu, kada n→ ∞. Takoder, koristec´i skalirajuc´e
svojstvo, dobivamo
E
 maxk
n6t6
k+1
n
∣∣∣∣∣∣B(t) − B
(
k
n
)∣∣∣∣∣∣
2 = E max
06t6 1n
|B(t)|
2 = 1nE
[(
max
06t61
|B(t)|
)2]
.
Ocˇekivanje na desnoj strani je konacˇno, vidi Propoziciju 2.5.6. Stoga je ocˇekivana 2-
vrijednost n-tog pokrivacˇa ogranicˇena odozgo s
4E
 n−1∑
k=0
 max
k
n6t6
k+1
n
∣∣∣∣∣∣B(t) − B
(
k
n
)∣∣∣∣∣∣
2 = 4E [(max06t61 |B(t)|)2
]
.
Na kraju, Fatouova lema povlacˇi da je
E
lim infn→∞ 4 n−1∑
k=0
 max
k
n6t6
k+1
n
∣∣∣∣∣∣B(t) − B
(
k
n
)∣∣∣∣∣∣
2 < ∞.
Dakle, limes inferior je gotovo sigurno konacˇan (preciznije, konacˇan je na skupu na kojem
je Brownovo gibanje neprekidno, a to je skup vjerojatnosti 1), sˇto dokazuje tvrdnju (3.5).
Iduc´i teorem daje jacˇu tvrdnju od (3.5): pokazuje da je 2-Hausdorffova mjera slike d-
dimenzionalnog Brownova gibanja jednaka nuli za svaki d > 2. Teorem iznosimo bez do-
kaza. Dokaz se temelji na cˇinjenici da postoji “prirodna” mjera na slici Im(A) koju mozˇemo
koristiti kao sredstvo za odabiranje dobrog pokrivacˇa. Ideja upotrebe prirodne mjere koja
poprima pozitivne vrijednosti na “fraktalnom” skupu bit c´e kljucˇna i prilikom odredivanja
donje granice za Hausdorffovu dimenziju, kao sˇto c´emo vidjeti u iduc´im teoremima.
Teorem 3.2.16. Neka je {B(t) : t > 0} Brownovo gibanje u prostoru dimenzije d > 2. Tada,
gotovo sigurno, za svaki skup A ⊂ [0,∞), vrijedi:
H 2 (Im(A)) = 0.
Dokaz. Dokaz teorema se nalazi u [2, Teorem 4.18.]. 
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3.3 Princip raspodjele mase
Iz definicije Hausdorffove dimenzije slijedi da je u mnogim slucˇajevima relativno jednos-
tavno dati gornju ogradu za dimenziju: dovoljno je nac´i efektivan pokrivacˇ i gornju ogradu
za njegovu α-vrijednost. Medutim, cˇini se puno tezˇe pronac´i donju ogradu jer u tom slucˇaju
moramo pronac´i donju ogradu za sve α-vrijednosti svih pokrivacˇa skupa.
Princip raspodjele mase jedan je nacˇin za rjesˇavanje ovog problema. U slucˇajevima
“dovoljno dobrih” metricˇkih problema, ovaj princip daje donju ogradu za Hasdorffovu di-
menziju. Temelji se na postojanju pozitivne mjere na skupu. Intuitivno, osnovna ideja je
da, ako ova mjera raspodjeljuje odredenu, pozitivnu kolicˇinu mase na skup E na taj nacˇin
da je lokalna koncentracija mase ogranicˇena odozgo, onda skup mora biti u odredenom
smislu dovoljno velik. U dokazu c´emo promatrati odredenu klasu mjera koje nazivamo
raspodjelama masa. Preciznije, mjeru µ definiranu na Borelovim skupovima metricˇkog
prostora E nazivamo raspodjelom mase na E ako vrijedi
0 < µ(E) < ∞.
Intuitivno, to je mjera koja rasporeduje pozitivnu i konacˇnu kolicˇinu mase na skup E.
Teorem 3.3.1. Neka je E metricˇki prostor i α > 0. Ako postoji raspodjela mase µ na E te
konstante C > 0 i δ > 0 takve da je
µ(V) 6 C|V |α,
za sve zatvorene skupove V s dijametrom |V | 6 δ, onda je
H α(E) >
µ(E)
C
> 0,
pa vrijedi dim E > α.
Dokaz. Uzmimo proizvoljan pokrivacˇ od E, U1,U2, . . ., takav da je |Ui| 6 δ. Neka je Vi
zatvaracˇ od Ui, za i ∈ N. Uocˇimo da vrijedi: |Ui| = |Vi|. Imamo
0 < µ(E) 6 µ
 ∞⋃
i=1
Ui
 6 µ  ∞⋃
i=1
Vi
 6 ∞∑
i=1
µ(Vi) 6 C
∞∑
i=1
|Vi|α = C
∞∑
i=1
|Ui|α.
Uzmimajuc´i infimum po svim takvim pokrivacˇima i pusˇtajuc´i δ→ 0, dobijemo
µ(E) 6 CH α(E).
Iz Propozicije 3.2.9 slijedi da je dim E > α. 
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Prethodni teorem mozˇemo upotrijebiti za racˇunanje Hausdorffove dimenzije skupa u
kojem linearno Brownovo gibanje postizˇe vrijednost nula. Oznacˇimo taj skup s Zer i pri-
sjetimo se da je to beskonacˇan skup bez izoliranih tocˇaka. Isprva mozˇda nije jasno koja
mjera na skupu Zer c´e biti pogodna za primjenu principa razdiobe masa. Rjesˇenje c´e dati
Le´vyjev teorem. Za uspostavljanje veze izmedu originalnog Brownova gibanja i procesa
definiranog u Teoremu 2.5.5, potrebno je josˇ definirati vrijeme rekorda Brownova gibanja.
Definicija 3.3.2. Neka je {B(t) : t > 0} linearno Brownovo gibanje i {M(t) : t > 0} pripa-
dajuc´i proces maksimuma. Vrijeme t > 0 zovemo vrijeme rekorda Brownova gibanja ako
vrijedi M(t) = B(t).
Skup svih vremena rekorda Brownova gibanja oznacˇavamo s Rec.
Uocˇimo da su vremena rekorda Brownova gibanja ujedno i vremena u kojima proces
{Y(t) : t > 0} definiran s
Y(t) = M(t) − B(t)
postizˇe vrijednost nula. Prema Teoremu 2.5.5 taj proces je reflektirano Brownovo giba-
nje pa slijedi da skup u kojem taj proces postizˇe vrijednost nula i skup u kojem proces
{B(t) : t > 0} postizˇe vrijednost nula imaju istu razdiobu. Dakle, skupovi Rec i Zer su
jednako distribuirani pa je odredivanje Hausdorffove dimenzije skupa Zer ekvivalentno
odredivanju Hausdorffove dimenzije skupa Rec. Prirodna mjera na skupu Rec je odredena
funkcijom distribucije {M(t) : t > 0} (jer postoji 1-1 korespondencija izmedu Lebesgue-
Stieltjesovih mjera i poopc´enih funkcija distribucije), sˇto nam omoguc´ava da odredimo
donju ogradu za Hausdorffovu dimenziju skupa Rec pomoc´u principa raspodjele mase.
Lema 3.3.3. Skup svih vremena rekorda linearnog Brownova gibanja zadovoljava
Rec = {s > 0: M(s + h) > M(s − h), za sve 0 < h < s} .
Dokaz. Ovo slijedi iz Teorema 2.2.15. Ako je s ∈ Rec, onda je M(s − h) < M(s), za
sve 0 < h < s jer se globalni maksimum, gotovo sigurno, postizˇe u jedinstveno vrijeme.
Analogno, M(s) < M(s + h), za sve 0 < h < s. Obrnuto, ako je s > 0 takav da vrijedi
M(s + h) > M(s − h), za sve 0 < h < s. Kada s ne bi bio vrijeme rekorda, vrijedilo
bi B(s) < M(s). Kako je B gotovo sigurno neprekidna, slijedilo bi da postoji okolina
od s u kojoj B postizˇe vrijednosti manje od M(s), odnosno okolina na kojoj je proces M
konstantan. To je kontradikcija s definicijom trenutka s. 
Lema 3.3.4. Gotovo sigurno, dim(Rec ∩ [0, 1]) > 12 , sˇto povlacˇi dim(Zer ∩ [0, 1]) > 12 .
Dokaz. Kao sˇto smo pokazali, Teorem 2.5.5 povlacˇi da su skupovi Rec i Zer jednako dis-
tribuirani pa je dovoljno pokazati prvu nejednakost.
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Funkcija t 7→ M(t) je neopadajuc´a i neprekidna pa je to poopc´ena funkcija distribu-
cije. Rezultati teorije vjerojatnosti daju da takva funkcija generira jednoznacˇnu (Lebesgue-
Stieltjesovu) mjeru na R relacijom µ (a, b] = M(b) − M(a), za a, b ∈ R, a < b. Nosacˇ ove
mjere je (zatvoren) skup Rec vremena rekorda (prema Lemi 3.3.3). Takoder, iz Korolara
2.2.4, znamo da je, gotovo sigurno, Brownovo gibanje lokalno Ho¨lder neprekidno za svaki
eksponent α < 1/2. Slijedi da postoji (slucˇajna) konstanta Cα takva da je, gotovo sigurno,
M(b) − M(a) 6 max
06h6b−a
B(a + h) − B(a) 6 Cα(b − a)α, za sve a, b ∈ [0, 1] ,
gdje prva nejednakost vrijedi jer jer B(a) 6 M(a). Dakle, mjera µ zadovoljava uvjete
Teorema 3.3.1 pa slijedi
dim(Rec ∩ [0, 1]) > α, za α < 1
2
.
Pusˇtanjem α↗ 12 slijedi tvrdnja. 
Da bismo odredili Hausdorffovi dimenziju skupa Zer, trebamo josˇ pokazati da je gornja
ograda takoder 1/2. Pronac´i c´emo pokrivacˇ koji se sastoji od intervala. Za k ∈ N defini-
rajmo skup Dk koji se sastoji od intervala
[
j
2k ,
j+1
2k
)
, za j = 0, . . . , 2k − 1, i slucˇajnu varijablu
Z(I), za interval I, takvu da je:
Z(I) =
1, ako postoji t ∈ I takav da je B(t) = 0,0, inacˇe. (3.6)
Da bismo procijenili dimenziju skupa Zer, trebamo procjenu vjerojatnosti da je Z(I) = 1,
t.j. vjerojatnosti da dani interval sadrzˇi nultocˇku Brownova gibanja.
Lema 3.3.5. Postoji pozitivna konstanta C takva da je, za svaki α, ε > 0,
P ( postoji t ∈ (a, a + ε) t.d. je B(t) = 0) 6 C
√
ε
a + ε
.
Dokaz. Skalirajuc´e svojstvo Brownova gibanja povlacˇi da je
P
(
|B(a + ε)| 6 √ε
)
= P
(
|B(1)| 6
√
ε
a + ε
)
=
∫ √ ε
a+ε
−
√
ε
a+ε
p(x) dx 6
√
ε
a + ε
,
gdje je s p oznacˇena gustoc´a jedincˇne normalne slucˇajne varijable. Pri tome posljednja
nejednakost vrijedi jer je p(x) 6 12 , za sve x ∈ R. Intuitivno, ako znamo da Brownovo
gibanje ima nultocˇku na intervalu (a, a + ε), ocˇekujemo da c´e dogadaj |B(a + ε)| 6 √ε biti
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jako vjerojatan. Da bismo to vidjeli, primijenit c´emo jako Markovljevo svojstvo, odnosno
Teorem 2.4.3, na vrijeme zaustavljanja T = inf {t > a : B(t) = 0}. Imamo:
P
(
|B(a + ε)| 6 √ε
)
> P
({
|B(a + ε)| 6 √ε
}
∩ {0 ∈ B [a, a + ε]}
)
= P
({
|B(a + ε)| 6 √ε
}
∩ {T 6 a + ε}
)
= P
(
|B(a + ε) − B(T )| 6 √ε, T 6 a + ε
)
=
[
ova dva dogadaja su nezavisna i B(a + ε) − B(T ) d= B(a + ε − T )]
=
∫
[a,a+ε]
P
(
|B(a + ε − t)| 6 √ε
)
P (T ∈ dt)
=
[
P
(
|B(a + ε − t)| 6 √ε
)
> min
a6s6a+ε
P
(
|B(a + ε − s)| 6 √ε
)]
> min
a6s6a+ε
P
(
|B(a + ε − s)| 6 √ε
)
P(a 6 T 6 a + ε).
(3.7)
Skalirajuc´e svojstvo povlacˇi
P
(
|B(a + ε − s)| 6 √ε
)
= P
(
|B(1)| 6
√
ε
a + ε − s
)
> P
(
|B(1)| 6
√
ε
a + ε − a
)
= P (|B(1)| 6 1) =: C.
(3.8)
Iz (3.7) i (3.8) sada slijedi
P (T 6 a + ε) 6
1
c
P
(
|B(a + ε)| 6 √ε
)
6
1
c
√
ε
a + ε
,
sˇto smo i trebali pokazati. 
Lema 3.3.6. Gotovo sigurno, dim(Zer ∩ [0, 1]) 6 12 .
Dokaz. Lema 3.3.5 pokazuje da, za svaki ε > 0 i dovoljno veliki k, vrijedi:
E [Z(I)] 6 C
√
2−k
( j + 1)2−k
6 C12−
k
2 , za sve I ∈ Dk t.d. I ⊂ (ε, 1 − ε) , (3.9)
za neku konstantu C1 = C1(ε) > 0. Posljednja nejednakost vrijedi jer je ( j + 1)2−k > ε.
Promatrajmo pokrivacˇ skupa {t ∈ (ε, 1 − ε) : B(t) = 0} koji se sastoji od intervaka I ∈ Dk
3.3. PRINCIP RASPODJELE MASE 59
takvih da je I ∩ (ε, 1 − ε) , 0 i Z(I) = 1 (ne uzimamo intervale koji ne sadrzˇe nultocˇku).
Ocˇekivana 12 -vrijednost tog pokrivacˇa je
E
[ ∑
I∈Dk
I∩(ε,1−ε),0
Z(I)2−k/2
]
=
∑
I∈Dk
I∩(ε,1−ε),0
E [Z(I)] 2−k/2 6 C12k2−k/22−k/2 = C1,
gdje prva jednakost slijedi jer je suma konacˇna, a druga iz (3.9) i cˇinjenice da takvih inter-
vala I ima najvisˇe 2k. Iz Fatouove leme sada slijedi
E
[
lim inf
k→∞
∑
I∈Dk
I∩(ε,1−ε),0
Z(I)2−k/2
]
6 lim inf
k→∞
E
[ ∑
I∈Dk
I∩(ε,1−ε),0
Z(I)2−k/2
]
6 C1.
Dakle, limes inferior je gotovo sigurno konacˇan pa slijedi da postoji familija pokrivacˇa cˇiji
maksimalni dijametar konvergira u nula i imaju ogranicˇene 12 -vrijednosti. Drugim rijecˇima,
definicija limesa inferiora povlacˇki da postoji k ∈ N takav da svi ovih pokrivacˇa koji se
sastoje od intervala I ∈ Dk, za n > k, imaju ogranicˇenu 12 -vrijednost te maksimum njihovih
dijametara konvergira u nula, za n→ ∞. To povlacˇi da, gotovo sigurno, vrijedi
H
1
2
δ (t ∈ (ε, 1 − ε) : B(t) = 0) 6 C1, za sve δ > 0,
sˇto dalje povlacˇi
H
1
2 (t ∈ (ε, 1 − ε) : B(t) = 0) < ∞.
Tada iz Propozicije 3.2.9 slijedi da je
dim(Zer ∩ (ε, 1 − ε)) 6 1
2
.
Ista tvrdnja vrijedi i za cijeli skup nultocˇki. Naime, iz Propozicije 3.2.9 slijedi da je
H α(Zer ∩ (ε, 1 − ε)) = 0, za α > 12 . α-Hausdorffova mjera je σ-aditivna, kao sˇto smo
vidjelu u Napomeni 3.2.8, pa vrijedi
H α(Zer ∩ [0, 1]) 6
∞∑
k=1
H α
(
Zer ∩
(
1
k , 1 − 1k
))
= 0.
Ponovnom primjenom Proppozicije 3.2.9 dobijemo
dim(Zer ∩ [0, 1]) 6 α.
Pusˇtanjem α↘ 12 slijedi tvrdnja. 
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Teorem 3.3.7. Neka je {B(t) : 0 6 t 6 1} linearno Brownovo gibanje. Tada, gotovo sigurno,
vrijedi:
dim(Zer ∩ [0, 1]) = dim(Rec ∩ [0, 1]) = 1
2
.
Dokaz. Lema 3.3.4 i Lema 3.3.6 dokazuju tvrdnju teorema. 
Napomena 3.3.8. U Teoremu 3.2.16 smo vidjeli da Haudorffova mjeraH 2 ima vrijednost
nula na slici Brownova gibanja. Slicˇno, mozˇe se pokazati da Hausdorffova mjeraH
1
2 ima
vrijednost nula na skupu nultocˇki Brownova gibanja.
3.4 Energetska metoda
U prosˇlom poglavlju smo vidjeli jednu metodu za odredivanje donje granice za Hausdor-
ffovu dimenziju. Sada c´emo se upoznati s josˇ jednom metodom koja je vazˇna u primjeni
na slucˇajnim fraktalima. Uvjet na masu zatvorenih skupova zamijenit c´e uvjet konacˇnosti
energije.
Definicija 3.4.1. Neka je µ raspodjela mase na metricˇkom prostoru (E, ρ) i neka je α > 0.
α-potencijal u tocˇki x ∈ E s obzirom na µ definiramo s
φα(x) =
∫
dµ(y)
ρ(x, y)α
.
Ako je E = R3 i α = 1, zovemo ga Newtonov (gravitacijski) potencijal mase µ.
α-energiju mase µ definiramo s
Iα(µ) =
∫
φα(x)dµ(x) =
"
dµ(x) dµ(y)
ρ(x, y)α
.
Intuitivno, ideja energetske metode je da one raspodjele mase µ za koje je Iα(µ) < ∞
rasporeduju masu na taj nacˇin da je koncentracija na svakom mjestu dovoljno mala da
se nadvlada singularitet integranda. Ovo je moguc´e jedino kod skupova koji su dovoljno
veliki u odredenom smislu.
Teorem 3.4.2 (Energetska metoda). Neka je α > 0 i neka je µ raspodjela mase na me-
tricˇkom prostoru E. Tada, za svaki ε > 0, imamo
H αε (E) >
µ(E)2!
ρ(x,y)<ε
dµ(x) dµ(y)
ρ(x,y)α
.
Dakle, ako je Iα(µ) < ∞, onda vrijediH α(E) = ∞ te, posebno, dim E > α.
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Dokaz. Uzmimo proizvoljan pokrivacˇ za E, {An : n = 1, 2, . . .}, koji se sastoji od medusobno
disjunktnih skupova dijametra manjeg od ε. Imamo"
ρ(x,y)<ε
dµ(x) dµ(y)
ρ(x, y)α
>
∞∑
n=1
"
An×An
dµ(x) dµ(y)
ρ(x, y)α
>
∞∑
n=1
µ(An)2
|An|α .
Takoder, vrijedi
µ(E) = µ
 ∞⋃
n=1
An
 6 ∞∑
n=1
µ(An) =
∞∑
n=1
|An| α2 µ(An)|An| α2
.
Neka je δ > 0 proizvoljan. Iz definicije infimuma slijedi da postoji pokrivacˇ kao gore takav
da vrijedi
∞∑
n=1
|An|α 6H αε (E) + δ.
Cauchy-Schwarzova nejednakost povlacˇi
µ(E)2 6
 ∞∑
n=1
|An|α
  ∞∑
n=1
µ(An)2
|An|α
 6 (H αε (E) + δ)"
ρ(x,y)<ε
dµ(x) dµ(y)
ρ(x, y)α
.
Pusˇtajuc´i δ↘ 0 i dijelec´i obje strane s integralom, dobivamo tvrdnju teorema.
Pretpostavimo josˇ da je Iα(µ) < ∞. Pusˇtajuc´i ε↘ 0 integral konvergira prema nuli sˇto,
prema upravo dokazanoj tvrdnji, povlacˇi daH αε (E) divergira u beskonacˇnost. Iz Propozi-
cije 3.2.9 slijedi da je dim E > α. 
Napomena 3.4.3. Da bismo odredili donju ogradu za Hausdorffovu dimenziju slucˇajnog
skupa E, prema energetskoj metodi dovoljno je dokazati konacˇnost integrala. Drugim
rijecˇima, da bismo pokazali da je dim E > α, gotovo sigurno, dovoljno je pokazati da
je EIα(µ) < ∞, za proizvoljnu slucˇajnu mjeru na E.
Jedna od tema ovoga rada je proucˇavanje skupova koji su izvedeni iz trajektorija Brownova
gibanja. Vidjeli smo da je skup nultocˇki Brownova gibanja fraktalni skup koji ima Ha-
usdorffovu dimenziju 12 . Preostaje odrediti dimenzije grafa i slike Brownova gibanja. Kako
Brownovo gibanje gotovo sigurno nije nigdje diferencijabilno, ocˇekujemo da c´e dimenzija
grafa biti vec´a od jedan. Za dimenzije d > 2 zanimljivo je promatrati sliku Brownova
gibanja. Brownovo gibanje se s vjerojatnosˇc´u jedan vrac´a u okolinu iz koje je krenulo,
odnosno, svaku okolinu u ravnini posjec´uje beskonacˇno mnogo puta. U tom smislu, sliku
Brownova gibanja mozˇemo usporediti sa samom ravninom pa se postavlja pitanje vrijedi li
to i u smislu dimenzije.
Teorem 3.4.4. Neka je {B(t) : 0 6 t 6 1} d-dimenzionalno Brownovo gibanje.
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(a) Ako je d = 1, onda je dim Γ [0, 1] = 32 , gotovo sigurno.
(b) Ako je d > 2, onda je dim Im [0, 1] = dim Γ [0, 1] = 2, gotovo sigurno.
Dokaz. Korolar 3.2.15 daje gornje ograde za Hausdorffovu dimenziju grafa i slike. Po-
trebno je josˇ odrediti donje ograde. Glavni alat bit c´e nam energetska metoda. Prema Na-
pomeni 3.4.3, zˇelimo li pokazati da je dim(E) > α, dovoljno je pokazati da je EIα(µ) < ∞,
za neku slucˇajnu mjeru µ. Dokazˇimo prvo drugu tvrdnju.
(b) Prirodna mjera na Im [0, 1] je mjera µ definirana s µ(A) = L1(B−1(A)∩ [0, 1]), za sve
Borelove skupove A ⊂ Rd. Lebesgueovom indukcijom se lako pokazˇe da je∫
Rd
f (x) dµ(x) =
∫ 1
0
f (B(t)) dt,
za sve ogranicˇene izmjerive funkcije f . Zˇelimo pokazati da je dim Im [0, 1] > 2,
odnosno da za 0 < α < 2 vrijedi
EIα(µ) = E
"
dµ(x) dµ(y)
|x − y|α = E
∫ 1
0
∫ 1
0
ds dt
|B(t) − B(s)|α < ∞. (3.10)
Uocˇimo da je
E
[|B(t) − B(s)|−α] = E [B(|t − s|)−α] = E [(|t − s| 12 |B(1)|)−α] = |t − s| −α2 ∫
Rd
cd
|z|α e
− |z|22 dz,
gdje posljednja jednakost slijedi iz cˇinjenice da je B(1) jedinicˇni normalni slucˇajni
vektor, a cd je neka konstanta koja ovisi o d. Posljednji integral je jednak nekoj
konacˇnoj konstanti c koja ovisi o d (jer je d > 2) i α. Uvrstimo li ovo u (3.10),
dobivamo
EIα(µ) =
[
Fubinijev teorem
]
=
∫ 1
0
∫ 1
0
E
[|B(t) − B(s)|−α] ds dt =
= c
∫ 1
0
∫ 1
0
ds dt
|t − s|α/2 = c
∫ 1
0
(∫ 1
0
ds
|t − s|α/2
)
dt 6 2c
∫ 1
0
du
uα/2
< ∞.
(3.11)
Nejednakost u (3.11) vrijedi jer je∫ 1
0
ds
|t − s|α/2 =
∫ t
0
ds
|t − s|α/2 +
∫ 1
t
ds
|t − s|α/2 =
∫ t
0
ds
(t − s)α/2 +
∫ 1
t
ds
(s − t)α/2 =
=
(
u = t − s
w = s − t
)
=
∫ t
0
du
uα/2
+
∫ 1−t
0
dw
wα/2
6
∫ 1
0
du
uα/2
+
∫ 1
0
dw
wα/2
= 2
∫ 1
0
du
uα/2
.
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Dakle, Iα(µ) < ∞ pa je dim Im [0, 1] > α, gotovo sigurno. Pusˇtanjem α ↗ 12 slijedi
dim Im [0, 1] > 12 , sˇto smo i trebali pokazati.
Da bismo dobili donju ogradu za graf Brownova gibanja, uocˇimo da graf neke funk-
cije mozˇemo projicirati na njezinu sliku. Projekcija je Lipschitzova funkcija pa,
prema Napomeni 3.2.10, slijedi da je dimenzija grafa vec´a ili jednaka od dimenzije
slike. Dakle, ako je d > 2, onda vrijedi dim Γ [0, 1] > 2, gotovo sigurno.
(a) Iz Korolara 3.2.15 znamo da je dim Γ [0, 1] 6 32 . Trebamo josˇ pokazati obrnutu
nejednakost. Uzmimo α > 32 i definirajmo mjeru µ na grafu s
µ(A) = L1({0 6 t 6 1: (t, B(t)) ∈ A}), za A ⊂ [0, 1] × R Borelov.
Transformacijom integrala po slici mjere (kao prije, ovdje je pripadno preslikavanje
projekcija) dobijemo
Iα(µ) =
"
dµ(x) dµ(y)
|x − y|α =
∫ 1
0
∫ 1
0
ds dt
(|t − s|2 + |B(t) − B(s)|2)α/2 .
Slicˇno kao u prethodnom dijelu, uzimanjem ocˇekivanja, primjenom Fubinijevog te-
orema te ogranicˇavanjem integranda slijedi:
EIα(µ) 6 2
∫ 1
0
E
(
(t2 + B(t)2)−α/2
)
dt. (3.12)
Oznacˇimo s p(z) =
√
2pi
−1
exp
(
−z2/2
)
gustoc´u jedinicˇne normalne razdiobe. B(t)
ima normalnu razdiobu s ocˇekivanjem 0 i varijancom t pa je
E
[
(t2 + B(t)2)−α/2
]
=
∫ ∞
−∞
(t2 + tz2)−α/2p(z) dz = 2
∫ ∞
0
(t2 + tz2)−α/2p(z) dz. (3.13)
Razdvojimo integral u (3.13) na dva integrala, za z 6
√
t i z >
√
t. Tada (3.13)
mozˇemo ogranicˇiti s dva puta∫ √t
0
(t2)−α/2dz +
∫ ∞
√
t
(tz2)−α/2p(z)dz = t
1
2−α + t−α/2
∫ ∞
√
t
z−αp(z)dz,
ovisno o velicˇini sumanada u svakom slucˇaju. Naime, kako je α > 0, vrijedi (t2 +
tz2)−α/2 6 (t2)−α/2 ∧ (tz2)−α/2. Ako je z 6 √t, onda je t2 > tz2, odnosno (t2)−α/2 6
(tz2)−α/2. Dakle, (t2 + tz2)−α/2 6 (t2)−α/2. Drugi slucˇaj se pokazuje slicˇno. Posljednji
integral razdvojimo na dva dijela i dobivamo∫ ∞
√
t
z−αp(z)dz 6 1 +
∫ 1
√
t
z−αdz,
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jer je
∫ ∞
1
p(z)dz 6 1. Posljednji integral je reda velicˇine t(1−α)/2, kada t ide u 0, jer je
α−1 > 0. Sada uvrstimo dobivene u rezultate u (3.13). Slijedi da je E
[
(t2 + B(t)2)−α/2
]
reda velicˇine t
1
2−α pa je EIα(µ) konacˇan za 12 − α > −1, tj. α < 32 .
Dakle, dim Γ [0, 1] > α, za α < 32 . Pusˇtanjem α ↗ 32 slijedi dim Γ [0, 1] > 32 . sˇto
dokazuje tvrdnju.

3.5 Frostmanova lema
Na kraju rada dajemo dokaz dva klasicˇna rezultata iz podrucˇja teorije o Haudorffovoj di-
menziji. To su Frostmanova lema, koja daje obrat principa raspodjele mase, i McKeanov
teorem o Haudorffovoj dimenziji skupa na koji se preslikava Brownovo gibanje. Frostma-
nova lema nam omoguc´uje da uz uvjet poznavanja donje ograde za Hausdorffovu dimenziju
nekog skupa konstruiramo mjeru, preciznije raspodjelu mase, na tom skupu. Ovo je ko-
ristan alat pomoc´u kojeg, na primjer, mozˇemo usporediti Hausdorffovu dimenziju skupa i
njegove slike nakon neke transformacije.
Teorem 3.5.1 (Frostmanova lema). Neka je A ⊂ Rd zatvoren skup takav da jeH α(A) > 0.
Tada postoji Borelova vjerojatnosna mjera µ cˇiji nosacˇ sadrzˇi A i konstanta C > 0 takva
da je
µ(D) 6 C|D|α, za sve Borelove skupove D ⊂ Rd.
Napomena 3.5.2. Frostamanovu lemu dokazat c´emo pomoc´u teorije grafova. Glavna ideja
u dokazu je iskoristiti reprezentaciju kompaktnih poskupova od Rd pomoc´u stabala te pri-
mijeniti teorem maksimalnog toka i minimalnog prereza.
Dokaz. Mozˇemo pretpostaviti da je A ⊂ [0, 1]d. Svaku kompaktnu kocku u Rd koja ima
stranice duljine s mozˇemo podijeliti u 2d manjih kompaktnih kocaka koje imaju stranice
duljine s/2 i medusobno se ne preklapaju. Koristec´i ovu cˇinjenicu, definirajmo stablo
tako da korijen odgovara kocki [0, 1]d, a svaki vrh stabla ima 2d bridova koji izlaze iz
njega. Svaki od tih bridova ulazi u vrh koji odgovara jednoj od 2d manjih kocaka cˇije
stranice imaju duljinu jednaku pola duljine stranice originalne kocke, odnosno kocke koja
odgovara vrhu iz kojeg ti bridovi izlaze. Potom izbrisˇemo one bridove koji ulaze u vrhove
koji odgovaraju kockama koje ne sijeku A. Na ovaj nacˇin smo definirali stablo T = (V, E)
cˇije zrake iz ruba stabla ∂T odgovaraju nizovima ugnijezˇdenih kompaktnih kocaka, vidi
Sliku 3.1.
Promotrimo preslikavanje Φ : ∂T 7→ A koje nizove ugnijezˇdenih kocaka (odnosno
zrake stabla) preslikava u njihov presjek, koji je iz A. Φ je surjekcija. Da bismo to vi-
djeli, uzmimo x ∈ A. Tada postoji beskonacˇan put koji krec´e iz korijena takav da svi
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Slika 3.1: Prva dva koraka konstrukcije stabla koje odgovara skupu A ⊂ [0, 1]2. Skup A je
osjencˇan na slici, a iscrtkani bridovi su oni koje smo izbrisali iz stabla.
vrhovi na tom putu odgovaraju kockama koje sadrzˇe x te stoga presijecaju A. Dakle, x je u
presjeku ovih ugnijezˇdenih kocaka pa postoji zraka iz ∂T koju Φ preslikava u x. Slijedi da
je Φ surjekcija.
Za proizvoljan brid e na razini n definiramo njegov kapacitet C(e) = (d
1
2 2−n)α. Sva-
kom prerezu Π pridruzˇimo pokrivacˇ od A koji se sastoji od onih kocaka koji odgovaraju
pocˇetnim vrhovima svakog brida iz prereza. Pokazˇimo da se zaista radi o pokrivacˇu. Uz-
mimo zraku ξ i proizvoljan prerez Π. Iz definicije prereza slijedi da Π sadrzˇi barem jedan
brid ove zrake, a kocka koja odgovara pocˇetnom vrhu tog brida sadrzˇi tocˇku Φ(ξ). Buduc´i
da je Φ surjekcija, svakoj tocˇki iz A mozˇemo pridruzˇiti neku zraku ξ koja se u nju presli-
kava, a kako je ξ bila proizvoljna, mozˇemo provesti gornji postupak pa slijedi da je tocˇka
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Φ(ξ) u pokrivacˇu. Dakle, na ovaj nacˇin smo zaista pokrili cijeli skup Φ(∂T ) = A. Slijedi
inf
∑
e∈Π
C(e) : Π je prerez
 > inf
∑
j
|A j|α : A ⊂
⋃
j
A j
 ,
jer svaki prerez odgovara jednom pokrivacˇu. Kako je H α∞ (A) > 0, prema ekvivalen-
ciji u Propoziciji 3.2.9, slijedi da je desni infumum u prethodnoj nejednakosti ogranicˇen
odozdo. Prema teoremu maksimalnog toka i minimalnog prereza (Teoreom 1.4.2) postoji
tok θ : E 7→ [0,∞) pozitivne snage takav da je θ(e) 6 C(e), za sve bridove e ∈ E.
Sada c´emo definirati odgovarajuc´u mjeru na prostoru beskonacˇnih puteva. Svakom
bridu e ∈ E pridruzˇimo skup T (e) ⊂ ∂T koji se sastoji od svih zraka koje sadrzˇe brid e.
Definirajmo
ν˜
(
T (e)
)
= θ(e).
Lako se provjeri da je familija C(∂T ) = {T (v) : T (v) ⊂ ∂T, v ∈ T } poluprsten na ∂T . Na-
ime, ako uzmemo A, B ∈ C(∂T ), tada je A ∩ B ili prazan skup ili je jedan od skupova A i
B podskup od drugoga. U oba slucˇaja, njihov presjek je u C(∂T ). Takoder, za A ∈ C(∂T ),
Ac je jednak konacˇnoj uniji skupova iz C(∂T ) (za sve zrake koje nisu u A pronademo vr-
hove v najvec´eg moguc´eg reda koji pripadaju tim zrakama; odgovarajuc´i skupovi T (v) cˇine
Ac i njih ima konacˇno mnogo). Dakle, C(∂T ) je poluprsten. Buduc´i da je tok u svakom
vrhu sacˇuvan, ν˜ je prebrojivo aditivna. Koristec´i Carathe´odoryjev teorem prosˇirenja, vidi
Teorem 1.2.8, mjeru ν˜ mozˇemo prosˇiriti do mjere ν na σ-algebri generiranoj s C(∂T ).
Definirajmo sada Borelovu mjeru µ = ν ◦ Φ−1 na A. Vrijedi µ(C) = θ(e), gdje je C
kocka koja odgovara pocˇetnom vrhu luka e. Neka je D proizvoljan Borelov podskup od
Rd i n ∈ N takav da je 2−n < |D ∩ [0, 1]d | 6 2−(n−1). Tada C ∩ [0, 1]d mozˇemo pokriti s 3d
kocaka sa stranicama duljine 2−n (odnosno dijametra d
1
2 2−n). Koristec´i tu ogradu, slijedi
µ(D) 6 d
α
2 3d2−nα 6 d
α
2 3d|D|α.
Dakle, mjera µ je konacˇna i zadovoljava uvjete teorema. Normaliziranjem µ dobivamo
vjerojatnosnu mjeru koja zadovoljava uvjete teorema, sˇto dokazuje tvrdnju. 
Definicija 3.5.3. Rieszov α-kapacitet, ili krac´e α-kapacitet, metricˇkog prostora (E, ρ) de-
feniramo s
Capα(E) := sup
{
Iα(µ)−1 : µ je raspodjela mase na E t.d. je µ(E) = 1
}
.
U slucˇaju Euklidskog prostora E = Rd za d > 3 i α = d − 2, Rieszov α-kapacitet zovemo
Newtonov kapacitet.
Iz Teorema 3.4.2 slijedi da skup pozitivnog α-kapaciteta ima dimenziju vec´u ili jednaku
od α. Iduc´i teorem pokazuje da je to optimalan rezultat. Dokaz se oslanja na Frostmanovu
lemu te se stoga odnosi na zatvorene skupove Euklidskih prostora.
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Teorem 3.5.4. Za sve zatvorene skupove A ⊂ Rd vrijedi:
dim A = sup
{
α : Capα(A) > 0
}
.
Dokaz. Kao sˇto smo upravo pokazali, Teorem 3.4.2 daje da je dovoljno dokazati 6. Dakle,
dovoljno je pokazati da, ako je dim A > α, onda postoji Borelova vjerojatnosna mjera µ na
A takva da je
Iα(µ) =
∫
Rd
∫
Rd
dµ(x) dµ(y)
|x − y|α < ∞.
Prema pretpostavci je dim A > α pa za dovoljno mali β > α vrijedi H β(A) > 0. Prema
Frostmanovoj lemi, postoji netrivijalna Borelova vjerojatnosna mjera µ na A i konstanta C
takva da je µ(D) 6 C|C|β, za sve Borelove skupove D. Mozˇemo pretpostaviti da nosacˇ od
µ ima dijametar manji od jedan (ako je potrebno, mozˇemo µ ogranicˇiti na manji skup).
Fiksirajmo x ∈ A. Za k > 1 definirajmo S k(x) =
{
y : 2−k < |x − y| 6 21−k
}
. Kako µ nema
atoma (jednocˇlanih skupova), slijedi:∫
Rd
dµ(y)
|x − y|α =
∞∑
k=1
∫
S k(x)
dµ(y)
|x − y|α 6
∞∑
k=1
µ(S k(x))2kα,
gdje jednakost slijedi iz teorema o monotonoj konvergenciji, a nejednakost iz definicije
skupa S k, odnosno cˇinjenice da je |x − y|α > 2−k. Takoder, vrijedi
∞∑
k=1
µ(S k(x))2kα 6
[
|S k| 6 2 · 21−k = 22−k
]
6 C
∞∑
k=1
|22−k|β2kα = C′
∞∑
k=1
2k(α−β),
gdje je C′ = 22βC. Buduc´i da je β > α, slijedi
Iα(µ) 6 C′
∞∑
k=1
2k(α−β) < ∞,
sˇto dokazuje teorem. 
Na kraju, vratimo se pitanju dimenzije slike skupa A ⊂ [0,∞) pod Brownovim giba-
njem. U Korolaru 3.2.15 smo vidjeli da je dimenzija slike skupa A najvisˇe dvostruko vec´a
od dimenzije skupa A. Postavlja se pitanje je li ta ograda stroga. Iduc´i teorem pokazuje da
je za d > 2 ovo optimalna ograda, i to za proizvoljan skup A, dok je za d = 1 to istina kada
je dim A 6 12 .
Teorem 3.5.5 (McKean). Neka je A ⊂ [0,∞) zatvoren i {B(t) : t > 0} d-dimenzionalno
Brownovo gibanje. Tada, gotovo sigurno, vrijedi:
dim B(A) = (2 dim A) ∧ d.
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Dokaz. Gornju ogradu daje Korolar 3.2.15 pa je potrebno josˇ provjeriti donju ogradu.
Uzmimo α < dim A ∧ (d/2). Specijalno, α < dim A pa iz Teorema 3.5.4 slijedi da
je Capα(A) > 0, odnosno da postoji Borelova vjerojatnosna mjera µ na A takva da je
Iα(µ) < ∞. Definirajmo mjeru µ˜ na Rd s
µ˜(D) = µ ({t > 0: B(t) ∈ D}) , za sve Borelove skupove D ⊂ Rd.
Slicˇno kao prije, transformacija integrala po slici mjere daje
E
[
I2α(µ˜)
]
= E
["
dµ˜(x) dµ˜(y)
|x − y|2α
]
= E
[∫ ∞
0
∫ ∞
0
dµ(t) dµ(s)
|B(t) − B(s)|2α
]
.
Uocˇimo da |t − s|−1/2|B(t) − B(s)| ima istu distribuciju kao i |Z|, gdje je Z d-dimenzionalni
jedinicˇni normalni slucˇajni vektor. Buduc´i da vrijedi 2α < d, imamo
E
[
|Z|−2α
]
=
1
(2pi)d/2
∫
Rd
|y|−2αe− y
2
2 dy < ∞.
Iz cˇinjenice da je E
[
|Z|−2α
]
= |t − s|αE
[
|B(t) − B(s)|−2α
]
i Fubinijevog teorema slijedi
E
[
I2α(µ˜)
]
=
∫ ∞
0
∫ ∞
0
E
[
|B(t) − B(s)|−2α
]
dµ(t) dµ(s)
=
∫ ∞
0
∫ ∞
0
E
[
|Z|−2α
] dµ(t) dµ(s)
|t − s|α
= E
[
|Z|−2α
] ∫ ∞
0
∫ ∞
0
dµ(t) dµ(s)
|t − s|α
6 E
[
|Z|−2α
]
Iα(µ) < ∞.
Dakle, E
[
I2α(µ˜)
]
< ∞ pa je I2α(µ˜) < ∞, gotovo sigurno. Uocˇimo da nosacˇ od µ˜ sadrzˇi
B(a) jer nosacˇ od µ sadrzˇi A. Iz Teorema 3.4.2 slijedi da je dim B(A) > 2α, gotovo sigurno.
Pusˇtajuc´i α ↗ dim A ∧ (d/2) slijedi dim B(A) > 2(dim A ∧ (d/2)) = 2 dim A ∧ d, gotovo
sigurno, cˇime smo dokazali teorem. 
Napomena 3.5.6. Iz dokaza Teorema 3.5.5 slijedi da Capα(A) > 0 povlacˇi Cap2α(B(A)) >
0. Vrijedi i obrat ove tvrdnje.
Napomena 3.5.7. Tvrdnju McKeanovog teorema moguc´e je poboljsˇati i dokazati da za
d-dimenzionalno Brownovo gibanje, gdje je d > 2, i proizvoljan skup A ⊂ [0,∞), vrijedi
dim B(A) = 2 dim A. Ovo je tvrdnja tzv. Kaufmanovog teorema. Uocˇimo da je d > 2
nuzˇan uvjet u Kaufmanovom teoremu. Naime, pokazali smo da skup nultocˇki jednodimen-
zionalnog Brownova gibanja ima dimenziju 12 , dok je njegova slika jedna tocˇka (dakle skup
dimenzije 0).
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Sazˇetak
Cilj ovog rada je bio istrazˇiti obiljezˇja trajektorija Brownova gibanja pomoc´u tehnika koje
koriste Hausdorffovu dimenziju. Pokazali smo da Brownovo gibanje gotovo sigurno nisu
nigdje diferencijabilne te da je za α < 1/2 svugdje lokalno α-Ho¨lder neprekidno. Jedno
od zanimljivih svojstava planarnog Brownova gibanja je to da se Brownovo gibanje s vje-
rojatnosˇc´u jedan vrac´a u okolinu iz koje je krenulo, odnosno da svaku okolinu posjec´uje
beskonacˇno mnogo puta. Spomenuli smo i vazˇnu klasu slucˇajnih procesa - Markovljeve
procese. U radu smo takoder promatrali razne skupove izvedene iz Brownova gibanja
poput skupa nultocˇki, skupa lokalnih maksimuma i skupa rekorda, pri cˇemu se kljucˇnim
pokazala cˇinjenica da Brownovo gibanje zadovoljava jako Markovljevo svojstvo. Rezultati
koje smo dobili pokazuju da, iako su trajektorije Brownova gibanja gotovo sigurno nepre-
kidne, skup nultocˇki je beskonacˇan i bez izoliranih tocˇaka. Osim toga, u slucˇaju linearnoga
Brownova gibanja vidjeli smo da je to, kao i skup rekorda, fraktalni skup Hausdorffove
dimenzije 1/2. Takoder, pokazali smo da je dimenzija grafa linearnoga Brownova gibanja
jednaka 3/2, a u slucˇaju visˇedimenzionalnoga Brownova gibanja dimenzije grafa i slike
jednake su i iznose 2. Na kraju rada dokazali smo dva klasicˇna teorema iz podrucˇja koje
se bavi Hausdorffovom dimenzijom, Frostmanovu lemu i McKeanov teorem. McKeanov
teorem pokazuje da je dimenzija skupa na koji se preslikava Brownovo gibanje dva puta
vec´a od dimenzije pocˇetnog skupa.

Summary
The aim of this thesis was to explore the nature of Brownian paths by applying techniques
that calculate the Hausdorff dimension. We have shown that, almost surely, Brownian
motion is nowhere differentiable and, for any α < 1/2, everywhere locally α-Ho¨lder conti-
nuous. We have also seen that planar Brownian motion is neighbourhood recurrent, that is,
it visits every neighbourhood in the plane infintely often. In the thesis we have also studied
various processes and sets derived from Brownian motion, such as the zero set, the set of
all record times and the set of times where the local maxima are attained. Here, we made
great use of the strong Markov property. The results show that, despite the fact that the
sample paths of Brownian motion are almost surely continuous, the zero set is infinite and
with no isolated points. Moreover, in the case of linear Brownian motion we have seen that
the zero set is an example of a fractal set of Hausdorff dimension 1/2, just like the set of
record times. Further, we have shown that the graph of one dimensional Brownian motion
has dimension 3/2, and the graph and range of d-dimensional Brownian motion, for d > 2,
both have dimension 2. Finally, proves of two classical results of the Hausdorff dimension
theory were presented: Frostman’s lemma and McKean’s theorem. The result of McKean’s
theorem shows that the image of a set under a Brownian motion has twice the dimension
of the original set.
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