Prototype Selection (PS) algorithms allow a faster Nearest Neighbor classification by keeping only the most profitable prototypes of the training set. In turn, these schemes typically lowers the performance accuracy. In this work a new strategy for multi-label classifications tasks is proposed to solve this accuracy drop without the need of using all the training set. For that, given a new instance, the PS algorithm is used as a fast recommender system which retrieves the most likely classes. Then, the actual classification is performed only considering the prototypes from the initial training set belonging to the suggested classes. Results show this strategy provides a large set of trade-off solutions which fills the gap between PS-based classification efficiency and conventional kNN accuracy. Furthermore, this scheme is not only able to, at best, reach the performance of conventional kNN with barely a third of distances computed, but it does also outperform the latter in noisy scenarios, proving to be a much more robust approach.
Introduction
Since its first proposal in 1951 [1], the k-Nearest Neighbor rule (kNN) constitutes one of the most well-known algorithms in Pattern Recognition (PR) for supervised non-parametric classification [2] , case in which statistical knowledge of the conditional density functions of the classes involved is not available. Most 5 of the kNN popularity in classification tasks comes from its conceptual simplicity and straightforward implementation, which can be described as a distance comparison between elements. More precisely, given an input x, the NN (kNN) rule assigns to x the label of the nearest (k-nearest) prototypes of the training set. An interesting theoretical property of this rule is that its probability of 10 error is bounded above by twice the Bayes error rate [3] . kNN algorithm is usually described as a lazy learner which, in opposition to eager learners, does not build a classification model out of the training data until a new element has to be classified. Inside this lazy learning family, kNN is an example of instance-based method, meaning that no classification rules are obtained out of 15 the training data, being part or the total amount of training information itself used for the classification task [4] .
Despite the commented kNN popularity in PR, this method suffers from several drawbacks, out of which three clearly limit its application [5] : the first one is that, as an instance-based classifier, storage memory requirements tend to be 20 high for keeping all the training data; the second limitation is its low computational efficiency since, each time new data has to be classified, many distance computations are repeated due to the lack of a model; the third disadvantage is that this method is sensitive to noisy instances, especially for low k values.
Prototype Selection (PS) is one of the most common techniques for over- 25 coming the commented drawbacks [6] . This family of methods reduces the size of the initial training set so as to decrease the aforementioned computational cost and sensitiveness to noise by removing both redundant and noisy instances from the initial training set. However, although this process is expected to either maintain or even increase the classification results, in practical situations 30 the accuracy obtained tends to be lower than with the initial set.
In this paper, in order to tackle the commented issue, we propose a strategy which aims to combine the classification accuracy of retaining all the training set with the time efficiency PS methods provide in kNN classification. Our proposal first reduces the training set by using a PS algorithm; on that reduced set, we 35 perform the classification of the new element but, instead of retrieving the most convenient class, a rank of classes is proposed according to their suitability; these proposals are then used for classifying the new element on a filtered version of the initial training data in which only the elements belonging to the previously ranked classes are considered for the classification task. This scheme is expected 40 to provide a profitable way of approaching a multi-label classification scenario as a large quantity of prototypes could be discarded.
The rest of the paper is structured as follows: Section 2 introduces some related proposals to this topic; Section 3 thoroughly develops our proposed approach; Section 4 explains the evaluation methodology proposed; Section 5 45 shows the results obtained as well as a thorough discussion about them; finally, Section 6 explains the general conclusions obtained from the work and discusses about possible future work.
Related work
Among the different stages which comprise the so-called Knowledge Dis-50 covery in Databases (KDD), Data Preprocessing (DP) is the set of processes devoted to provide the information to the Data Mining (DM) system in the suitable amount, structure and format. Data Reduction (DR), which constitutes one of these DP possible tasks, aims at obtaining a reduced set of the original data which, if provided to the DM system, would produce the same 55 output as the original data [7] .
DR techniques are widely used in kNN classification as a means of overcoming its previously commented drawbacks, being the two most common approaches Prototype Generation (PG) and Prototype Selection (PS) [8] . Both methods focus on reducing the size of the initial training set for lowering the 60 computational requirements and removing noisy instances while keeping, if not increasing, the classification accuracy. The former method creates new artificial data to replace the initial set while the latter one simply selects certain elements from that set. The work presented here focuses on PS techniques, which are less restrictive than PG as they do not require extra knowledge to merge elements from the initial set. However, reader is referred to [9] for a detailed introduction and thorough study of PG techniques. On the other hand, below we introduce the basics of PS methods due to its relevance in the present paper.
As aforementioned, PS methods aim to reduce the size of the initial training set to lower the computational cost and remove noisy instances which might 70 confuse the classifier. Given its importance, many different approaches have been proposed throughout the years to carry out this task. Due to this large range of possible strategies, many different criteria have been posed in order to establish a taxonomy for these methods. However, in this paper we restrict ourselves to a criterion which basically divides them into three different families:
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• Condensing: The idea followed by these methods is to reduce as much as possible the data set size by focusing on keeping only points closer to class decision boundaries. While accuracy on training set is usually maintained, generalization accuracy is lowered.
• Editing: This approach eliminates instances which produce some class 80 overlapping, typical situation of elements located close to the decision boundaries or noisy data. Data reduction rate is lower than in the previous case but generalization accuracy is higher.
• Hybrid: These algorithms look for a compromise between the two previous approaches, which means seeking the smallest data set while im-85 proving, or at least maintaining, the generalization accuracy of the former set.
For a thorough explanation regarding taxonomy criteria for PS algorithms, the reader may check [5] in which an extensive introduction to this topic as well as a comprehensive classification taxonomy for the different methods are 90 discussed.
Even though PS methods are expected to keep the same accuracy as with the initial training set, in practice it becomes difficult to fulfill this requirement, reason why much research has been recently devoted to enhance these techniques through data reduction and learning techniques [7] . Some explored lines 95 to improve accuracy results have been the use of ensembles together with PS
[10] or hybridizing Feature Selection (FS) schemes with PS using Evolutionary Algorithms (EA) [11, 12] . On the other hand, and in order to solve the scalability issue these algorithms show for very large datasets, some common methods have been the use of stratification [13] and distributed approaches [14] .
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In this paper it is proposed a scheme that tries to overcome the aforementioned drawbacks of PS algorithms in a very different way. Here, PS is used just as a preprocessing stage for selecting the most promising labels, which will be used for the actual classification in the original data set. It should be noted that this approach does not constrain the development of PS algorithms as its per-105 formance, as a second stage process, is highly influenced by the initial PS step.
In fact, the better the underlying PS algorithm used, the better performance expected to be achieved with our scheme.
Improving Prototype Selection k-Nearest Neighbor Classification
Let T be a training set which consists of pairs {(
drawn from an unknown function f : X → Y. Typically, X is a feature space and Y is a discrete set of labels or classes. The main goal in supervised classification is to approximate this function f .
Given an input x ∈ X , the k-Nearest Neighbor rule hypothesizes about f (x) by choosing the most frequent label within its k nearest prototypes of T based 115 on a dissimilarity function d : X × X → R + ∪ {0}.
Similarly, a PS method takes T and gives a reduced set R ⊆ T following some criteria (see Section 2). Due to the reduction of the original set, the approximation of the function may be different.
Considering the operation of kNN, a misclassification with R that is correctly 120 classified with T has to be produced because of prototypes of the set T \R. If we assume that PS is carried out due to time execution, then a profitable procedure is to recover the prototypes of T \ R that play a key role in the approximation of f (x). Obviously, finding out which ones of the whole set of prototypes must be reconsidered is not a trivial matter. In this work we propose a strategy that 125 provides a heuristic solution to this situation.
Our classification strategy is based on a three-phase algorithm, which basically consists of the following steps (see Fig. 1 to find an illustration of the process):
1. A given PS algorithm is applied to the whole training set, producing a 130 reduced set. This process is done just once in a preprocessing stage.
A new input
x is given to the classification system. A reduced set of labels is selected as possible hypotheses for the input x taking into account only the reduced set. Specifically, we propose to select the c (parameter) nearest classes of input x.
135
3. The final hypothesis is decided using the kNN rule with the part of the initial training set restricted to the c labels proposed in the previous step (kNNc search).
The main idea is to use the reduced set as a fast recommending system, which only has to propose some of the possible labels. After that, the prototypes of That is, the first c labels that appear if we query the prototypes of the set R in ascendant order to the distance to x.
Let T w = {(x, y) ∈ T |y = w} be the prototypes of the training set with label 145 w. Then, kNNc search can be performed following Algorithm 1. Note that the algorithm receives the reduced set R since PS can be performed offline, before the test stage.
Our strategy requires an extra parameter: the scalar value c, which determines how many classes are recommended. This parameter allows tuning the 150 classification since it is expected to affect inversely the accuracy and the computational time. In the experimentation section these two parameters will be analyzed in depth. Additionally, it is required some dissimilarity d(·, ·) measure over the sample space since it is needed for both the kNN rule and nearestLabels function. 
Experimental setup
This section presents the evaluation methodology for the assessment of the proposed approach, for which the most relevant issues are the classification strategies, the datasets utilized and the performance measurement. These three aspects are described in the following subsections. • Editing Nearest Neighbor (ED) [16] : selects a set S that starts equal to 170 the original training set T . Each element of S which does not agree with its neighborhood is removed. As it happens with CNN, its result depends on the order the prototypes are consulted. A common extension to this technique is Multi-Editing (MED) [17] , which computes repeatedly the ED algorithm until no more prototypes are removed.
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• Multi-Edit Condensing Nearest Neighbor (MCNN) [18] : applies ED algorithm and then applies CNN. The process is repeated until convergence is achieved.
• Fast Condensing Nearest Neighbor (FCNN) [19] : computes a fast, orderindependent condensing strategy based on seeking the centroids of each la-180 bel. We also add a Multi-Edit Fast Condensing Nearest Neighbor (MFCNN) technique which combines the ideas of MCNN and FCNN.
• Farther Neighbor (FN) and Nearest to Enemy (NE) rank methods [20] :
give a probability mass value to each prototype following a voting heuristic. Then, prototypes are selected according to a parameter specified by 185 the user that indicates the probability mass desired for each class in the reduced set.
• Decremental Reduction Optimization Procedure 3 (DROP3) [21] : this algorithm applies an initial noise filtering step so as to eliminate the dependency on the order of presentation of the instances; after that, these 190 instances are ordered according to the distance to their nearest neighbors and then, starting from the furthest ones, instances which do not affect the generalization accuracy are removed.
• Iterative Case Filtering Algorithm (ICF) [22] : approach which bases its performance on the coverage and reachability premises to select the in-
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stances subset able to maximize the prototypes classification accuracy following the NN rule.
• Heterogeneous recombination and cataclysmic mutation algorithm (CHC)
[23]: evolutionary algorithm commonly used as a representative of Genetic Algorithms in PS. The configuration of this algorithm has been the same 200 as in [24] , that is α = 0.5, Population = 50 and Evaluations = 10000.
All these algorithms will be confronted experimentally in order to measure its performance as PS base strategy of a kNNc search compared to the results obtained with the retrieval step proposed. Several values of k (1, 3, 5 and 7) and c (2 and 3) will be analyzed. Furthermore, kNN rule with the whole training 205 set (no previous PS performed) will also be included.
Datasets
Our experiments are carried out with two different isolated character datasets: the NIST SPECIAL DATABASE 3 (NIST3) of the National Institute of Standards and Technology, from which a subset of the upper case characters was 210 randomly selected (26 classes, 6500 images); and The United States Postal Office (USPS) handwritten digit dataset [25] (9298 images). In both cases, contour descriptions with Freeman Chain Codes [26] are extracted and the edit distance [27] is used as dissimilarity measure. Additionally, we include experiments with the Handwritten Online Musical Symbol (HOMUS) dataset [28] . This dataset 215 is specially interesting for our work because it contains 15200 prototypes of 32 different classes. Due to its good results in the baseline experimentation with this data, we will use Dynamic Time Warping [29] as dissimilarity measure.
We focused on datasets with many class labels since we consider that the main idea of kNNc is expected to provide interesting results in such data. Given some PS algorithms, the previous metrics are measured for both values considered for c as well as for PS-based classification without the c-classes 235 retrieval step (except for the upper bound).
These measures allow us to analyze the performance of each considered strategy. Nevertheless, no comparison between the whole set of alternatives can be established so that we can determine which is the best one. The problem is that PS algorithms try to minimize the number of prototypes considered in One solution is said to dominate another if, and only if, it is better or equal in each goal function and, at least, strictly better in one of them. Therefore, the best solutions (there may be more than one) are those that are non-dominated.
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Thus, the considered strategies will be compared by assuming a MOP scenario in which each of them is a 2-dimensional solution defined as (acc, dist)
where acc is the accuracy obtained by the strategy and dist is the number of computed distances during its classification process. To analyze the results, the pair obtained by each scheme will be plotted in 2D point graphs where the non-255 dominated set of pairs will be enhanced. In the MOP framework, the strategies within this set can be considered the best without defining any order between them.
Results
This section shows the results obtained using the approach presented in 260 Section 3 with the experimentation described previously.
In sight of the large amount of experimentation carried out because of the number of possible combinations of schemes, noise scenarios and data sets con- For the sake of clarity, we are showing the obtained results in two different sections: a first one in which the considered data sets are evaluated in their current form and a second one in which the same evaluation is carried out with synthetic noise added to the data.
Non-added noise scenario
Results presented in this first subsection are obtained without adding artificial noise to the data sets. They can be checked in Table 1 .
An initial remark to begin with is that, as no information is discarded, conventional kNN achieves the highest accuracy for all k values when only consid-275 ering PS. However, the amount of distances computed is the maximum among all the algorithms.
ED and MED algorithms do not significantly reduce the size of the set, maintaining the accuracy in relation to the scores achieved by the kNN implementations. Due to this fact, the introduction of the kNNc approach does not 280 produce a remarkable improvement over the simple PS implementation: accuracy is slightly increased as well as the amount of distances to be computed.
On the other hand, CNN and its extensions exhibit an interesting behavior:
all of them achieve a great reduction rate, especially MCNN and MFCNN, as well as a great performance in terms of accuracy (for instance, the latter 285 performs roughly a 10 % of the distances kNN does but obtaining only a 4 % less in terms of accuracy). On top of that, the introduction of kNNc does improve results in this case. Let us take the 3NN3 with CNN case: although the number of calculated distances is increased with respect to the PS classification, the accuracy is improved to the point of reaching performance of kNN with barely 290 a third of distances to be computed. EN and FN methods obtain some of the highest reduction rates (roughly ranging from 1 % to 13 % of the distances computed by kNN), also depending on its parameterization (the probability mass selected), though accuracy figures are noticeably affected: results get to achieve 15 % points less in terms of 295 accuracy with respect to the best result. As in the previous case, the inclusion of kNNc seems to come with some overall upturn: setting c = 3, the accuracy is improved, in the best case scenario, to just 1 % lower than the best score, despite being the number of distances to be computed around the 29 % of the maximum.
Hybrid algorithms DROP3 and ICF achieve great reduction rates as well (around 6 % to 14 % of the total of distances with respect to kNN), but they also experiment a significant decrease in their accuracies, with figures of about 10 % and 20 % lower than the maximum score. However, as in the previous cases, when using the proposed approach, there is a remarkable improvement: 305 for instance, in the 3NN3 case, DROP3 increases its accuracy in a 10 %, result roughly 1 % lower than the kNN figure and obtained computing just a fourth of the maximum number of distances.
The CHC evolutionary algorithm, just as the EN and FN methods when set to 0.1, performs one of the highest reduction rates as depicted in the 1NN case,
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in which the number of distances is reduced to just the 2 % of the maximum, obtaining an accuracy close to an 82 % of the total. As in the other selection algorithms, when applying the kNNc method to CHC there is a general accuracy improvement of about 6 % and 8 % for c = 2 and c = 3 respectively, together with a 10 % and 15 % increase in the number of distances for the same cases.
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On average, the accuracy improvement is more significant when passing from the basic PS scheme to the kNNc one than the gain obtained by increasing the number of proposals c, contrasting with the noticeable accuracy rise in the upper bounds in the same situation. This fact clearly points out that the major issue remains at the classification stage since, although the kNNc step is able to 320 give highly-accurate recommendations, the overall performance is not capable of reaching these upper limits.
The upper bound ratio does improve as the c value increases since a larger number c of classes are recommended. An increase in this c parameter causes a fixed rise in the number of distances to be computed since the classes in the 325 data sets proposed are balanced. However, as it can be checked in the results, there is not such a linear relation between the upper bound figure and the number of distances computed: for instance, in MFCNN with k = 5, the upper bounds are 94.9 % for c = 2 and 97 % for c = 3 with 21.9 % and 26.9 % of distances respectively, depicting that this 2 % improvement is around a 5 % 330 increase in terms of computational cost but, in order achieve a 100 % upper bound (the remaining 3 %), almost an additional figure of a 73 % of distances has to be computed. This non-linear behavior, which can be checked in all the other configurations as well, shows a clear dependency with the PS strategy used: a certain PS algorithm with an outstanding performance would require 335 an elevated number of distances to show an improvement whereas an algorithm with a poor performance might exhibit a remarkable accuracy upturn without such distances increase. As a consequence, as the commented upper bounds are the ones which depict the maximum theoretical classification figures which can be expected, the obtained accuracy does also show this non-linearity with 340 respect to the number of distances.
Finally, the increase in the k value does not have any noticeable effect on the accuracy obtained by each algorithm, possibly due to the fact that the data sets are hardly noisy.
As aforementioned, the PS-based classification can be seen as a MOP prob-345 lem in which accuracy and distances computed have to be simultaneously optimized despite being typically opposed goals. Results of the strategies considered are shown in Fig. 2 facing these two metrics. Optimal solutions, defined using the non-dominance criterion described in Section 4, are remarked in this figure as well as being highlighted in Table 1 . Since most of the algorithms gather in 350 a small area, this particular region has been widened for a better visualization.
A first interesting outcome withdrawn from applying this criterion is that the kNN algorithm (with no PS) does not belong to the optimal set of solutions since kNN3 CNN scheme achieves the same accuracy with a lower number of distances computed.
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Moreover, it can be also observed that, except for editing approaches, each main scheme -PS, kNN2 and kNN3, drawn in red, green and blue points respectivelyentail a cloud of points in different regions of the space. Therefore, kNNc scheme is providing a great range of new options in the trade-off between distances and accuracy not explored in previous works. Furthermore, many kNN2 and kNN3 with a wide range of options from which to choose depending on the metric to emphasize (distances or accuracy). For example, let us assume a scenario like that depicted in Fig. 2 in which we are restricted to perform at maximum a 25 % of the distances. Thanks to 3NN2 scheme with MFCNN prototype selection, we 365 could achieve an accuracy of 90.3 % (just 0.6 % below the best accuracy) with around a 22 % of distances computed.
Noisy scenario
In this subsection the figures obtained when synthetic noise is added are presented. Experimentation was carried out for each of the noise configurations 370 considered in Section 4. As results show a qualitatively similar trend along these noise possibilities, remarks will not focus on a particular configuration but on the general behavior. In addition, and due to space limitations, results of only two of the noise scenarios tackled are shown: an intermediate situation (20 % noise rate scenario), for which results can be verified in Table 2 , and one for the 375 most adverse situation considered (40 % of synthetic noise rate), whose results can be checked in Table 3 .
Synthetic noise addition to the samples changes the previous situation drastically. kNN, which scored the best results for each single k value, now exhibits a remarkable decrease in accuracy, becoming more noticeable as the noise rate is as an attractive alternative to some of the other studied methods for any noise situation as they do not perform any editing operation.
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Hybrid algorithm DROP3 and ICF, just as CNN and FCNN, are not capable of coping with noisy situations either since accuracy results are similar or even lower (for instance, the ICF method in which with a 40 % of synthetic noise is not able to reach a 50 % of accuracy in any of the proposed PS schemes).
However, it must be pointed out that, despite achieving similar accuracy rates, As it happened in the previous situation in which no noise was added, the basic kNN algorithm is again out of the optimal set of solutions as now kNN3
is not only able to reach its performance with a lower number of distances computed, but it also does obtain a better classification accuracy. Specially interesting are the cases of 5NN3 MFCNN and 5NN3 MCNN, for 20 % of noise,
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and 7NN3 MFCNN and 7NN3 2-NE 0.30 , for 40 % of noise, which achieve better performance with just around a 25 % to 30 % of distances computed.
Statistical significance test
The aim of this section is to assess whether the inclusion of the second step of the kNNc scheme leads to significantly better classification accuracies. We
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shall therefore use the KEEL [31] software, which contains statistical tools that allow us to quantify the difference between the results with and without this step. Specifically, a Wilcoxon 1 × 1 test was performed between PS and each kNN2 configuration for the same algorithm as well as between kNN2 and kNN3.
The first one checks whether there is a significant accuracy upturn between the 500 kNN2 approach and the basic PS scheme, which is the main contribution of this paper. The second one is performed to assess whether the accuracy in kNN3 is significantly better than the one obtained in kNN2, which may justify providing more class proposals.
The significance (asymptotic) p-values considering all the experiments are 505 shown in Table 4 . These values represent the overlap between the two distributions, assuming that kNNc accuracy is better. We can consider the p-values as a confidence measure for the comparison. The significance of a low value is a high probability that the distributions compared are different.
As is shown in the first column, all the values are lower than 0.05, depicting 510 that the inclusion of our second step leads to a significant accuracy improvement at a confidence level of 95 %. Moreover, the second column shows that, except for the two particular configurations of k=1 with synthetic noise rates of 20 % and 40 %, proposing an additional label does lead to higher accuracy as the rest of the confidence values are also lower than 0.05. misclassification produced by using the reduced set can be corrected with neither increasing the computation too much nor requiring the whole training set to be stored in the memory at the same time.
Experimentation in which our strategy was faced against conventional PS-based classification was conducted. A representative set of PS algorithms was chosen and several metrics of interest were collected in classification experiments with some multi-label datasets.
Results showed that our proposal provides a new range of solutions in the trade-off between accuracy and efficiency. In the best cases, our strategy equals the accuracy of kNN classification with just a 30 % of distances computed.
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In addition, in the presence of noisy data, our search achieves a remarkably profitable performance since, in combination with the appropriate PS algorithm, it improves the kNN classification with a higher efficiency. Furthermore, in all cases considered, statistical tests revealed that kNNc accuracy is significantly better than the one obtained with just PS. [12] J. Derrac, C. Cornelis, S. García, F. Herrera, Enhancing evolutionary in- 
