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Abstract
Formulae for the Moore–Penrose inverse M+ of rank-one-modifications of a given m × n
complex matrix A to the matrix M = A + bc∗, where b and c∗ are nonzero m × 1 and 1 × n
complex vectors, are revisited. An alternative to the list of such formulae, given by Meyer
[SIAM J. Appl. Math. 24 (1973) 315] in forms of subtraction–addition type modifications of A+,
is established with the emphasis laid on achieving versions which have universal validity and
are in a strict correspondence to characteristics of the relationships between the ranks of M and
A. Moreover, possibilities of expressing M+ as multiplication type modifications of A+, with
multipliers required to be projectors, are explored. In the particular case, where A is nonsingular
and the modification of A to M reduces the rank by 1, such a possibility was pointed out by Tren-
kler [R.D.H. Heijmans, D.S.G. Pollock, A. Satorra (Eds.), Innovations in Multivariate
Statistical Analysis. A Festschrift for Heinz Neudecker, Kluwer, London, 2000, p. 67]. Some
applications of the results obtained to various branches of mathematics are also discussed.
© 2003 Elsevier Inc. All rights reserved.
AMS classification: 15A09; 15A57
Keywords: Rank-one-modification; Generalized inverse; Idempotent matrix; Orthogonal projector;
Oblique projector; Semi-magic square
∗ Corresponding author.
E-mail addresses: j.baksalary@im.uz.zgora.pl (J.K. Baksalary), baxx@main.amu.edu.pl (O.M.
Baksalary), trenkler@statistik.uni-dortmund.de (G. Trenkler).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0024-3795(03)00508-1
208 J.K. Baksalary et al. / Linear Algebra and its Applications 372 (2003) 207–224
1. Introduction and preliminaries
LetC andCm,n denote the sets of complex numbers and m × n complex matrices.
The symbols α¯ and K∗, C(K), N(K), and r(K) will stand for the conjugate of
α ∈ C and the conjugate transpose, column space, null space, and rank of K ∈ Cm,n,
respectively. Moreover, Pm will denote the set of all projectors in Cm,1, while P⊥m
the subset of all orthogonal (in the sense of the standard inner product) projectors in
Cm,1, i.e., according to Theorems 5.1.1 and 5.2.1 in [8],
Pm = {P ∈ Cm,m: P = P2} and P⊥m = {P ∈ Cm,m: P = P2, P = P∗}.
It is known that P ∈ P⊥m if and only if it is expressible as KK+ for some K ∈ Cm,n,
where K+ ∈ Cn,m is the Moore–Penrose inverse of K, i.e., the unique solution to the
equations
KK+K = K, K+KK+ = K+, KK+ = (KK+)∗, K+K = (K+K)∗. (1.1)
Then PK = KK+ is the orthogonal projector onto C(K) and, consequently, QK =
Im − KK+ is the orthogonal projector onto the orthogonal complement ofC(K), de-
noted by C⊥(K). Similarly, PK∗ = K+K and QK∗ = In − K+K are the orthogonal
projectors onto C(K∗) and C⊥(K∗), respectively.
We consider the rank-one-modification of a given matrix A ∈ Cm,n
M = A + bc∗, (1.2)
where b ∈ Cm,1 and c ∈ Cn,1 are nonzero. The following notation related to the
matrix (1.2) will be used throughout the paper. The vectors d ∈ Cn,1, e ∈ Cm,1, f ∈
Cm,1, g ∈ Cn,1 are specified as
d = A+b, e = (A+)∗c, f = QAb, g = QA∗c, (1.3)
and their squared Euclidean norms are denoted by
δ = d∗d, η = e∗e, φ = f ∗f, ψ = g∗g. (1.4)
Moreover, the scalars λ ∈ C and µ, ν ∈ (0,∞) are defined as
λ = 1 + c∗A+b, µ = |λ|2 + δψ, ν = |λ|2 + ηφ (1.5)
and the vectors p ∈ Cn,1, q ∈ Cm,1 are formed as
p = λ¯d + δg, q = λe + ηf. (1.6)
The quantities defined above satisfy several relationships which are useful in
further considerations. For any nonzero b, c,
b ∈ C(A) ⇒ d /= 0 ⇔ δ > 0 and c ∈ C(A∗) ⇒ e /= 0 ⇔ η > 0 (1.7)
and, for any b, c,
b ∈ C(A) ⇔ f /= 0 ⇔ φ > 0 and c ∈ C(A∗) ⇔ g /= 0 ⇔ ψ > 0. (1.8)
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It is seen that
c∗d = λ − 1 = e∗b (1.9)
and, in view of conditions (1.1),
A+Ad = d, AA+e = e, A∗f = 0 = A+f, Ag = 0 = (A+)∗g, (1.10)
b∗f = φ, c∗g = ψ, d∗g = 0, e∗f = 0. (1.11)
Moreover, interpreting AA+ and A+A as PA and PA∗ leads to the statements
b ∈ C(A) ⇔ Ad = b and c ∈ C(A∗) ⇔ A∗e = c. (1.12)
Modifications of type (1.2) can reduce the rank of A by 1 (in situations henceforth
denoted by (↓)), can keep it invariant (in situations (↔1), (↔2), and (↔3)), and can
increase it by 1 (in situations denoted by (↑)). Precise characteristics are given in the
theorem below; see also Lemma 1 in [7].
Theorem 1.1. For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the
modification of A to the form M = A + bc∗ and let λ = 1 + c∗A+b. Then
r(M) = r(A) − 1 ⇔ b ∈ C(A), c ∈ C(A∗), λ = 0, (↓)
r(M) = r(A) ⇔


b ∈ C(A), c ∈ C(A∗), λ /= 0 (↔1)
b ∈ C(A), c ∈ C(A∗) (↔2)
b ∈ C(A), c ∈ C(A∗), (↔3)
r(M) = r(A) + 1 ⇔ b ∈ C(A), c ∈ C(A∗). (↑)
Proof. Consider the partitioned matrix N = (k : L) ∈ Cm+1,n+1 whose submatrices
k ∈ Cm+1,1 and L ∈ Cm+1,n are specified by k∗ = (1 : b∗) and L∗ = (−c : A∗). Let
K{1} denote the set of all generalized inverses of K ∈ Cm,n, i.e.,
K{1} = {K− ∈ Cn,m : KK−K = K}.
It can easily be verified that one of possible choices of k− ∈ k{1} is k− = (1 : 0),
for which
(Im+1 − kk−)L =
(
0 0
−b Im
)(−c∗
A
)
=
(
0
M
)
.
Consequently, on account of Theorem 5 in [6],
r(N) = r(k) + r[(Im+1 − kk−)L] = r(M) + 1. (1.13)
A choice of L− ∈ L{1} is considered in two disjoint cases. If g specified in (1.3)
is the null vector, then one of possibilities is L− = (0 : A+). Thus, in view of (1.9)
and (1.3),
(Im+1 − LL−)k =
(
1 e∗
0 QA
)(
1
b
)
=
(
1 + e∗b
f
)
=
(
λ
f
)
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and hence, again on account of Theorem 5 in [6],
r(N) = r(L) + r[(Im+1 − LL−)k] = r(−c : A∗) + r(λ¯ : f ∗). (1.14)
But, in view of (1.8), g = 0 means that c ∈ C(A∗) and thus r(−c : A∗) = r(A). Con-
sequently, comparing (1.13) with (1.14) shows that
g = 0 ⇒
{
r(M) = r(A) − 1 ⇔ f = 0 and λ = 0
r(M) = r(A) ⇔ f /= 0 or λ /= 0. (1.15)
In the second case, in which g /= 0, one of possible choices of L− ∈ L{1} is
L− = (−ψ−1QA∗g : A+ − ψ−1QA∗ge∗),
leading to
(Im+1 − LL−)k =
(
0 0
0 QA
)(
1
b
)
=
(
0
f
)
.
Then
r(N) = r(L) + r[(Im+1 − LL−)k] = r(−c : A∗) + r(f).
But, in view of (1.8), g /= 0 means that c ∈ C(A∗), and hence
r(N) = r(A) + 1 + r(f). (1.16)
Combining (1.13) with (1.16) shows that
g /= 0 ⇒
{
r(M) = r(A) ⇔ f = 0
r(M) = r(A) + 1 ⇔ f /= 0. (1.17)
From (1.15) and (1.17) it follows that
r(M) = r(A) − 1 ⇔ f = 0, g = 0, λ = 0,
r(M) = r(A) ⇔


f = 0, g = 0, λ /= 0
f = 0, g /= 0
f /= 0, g = 0,
r(M) = r(A) + 1 ⇔ f /= 0, g /= 0.
Replacing the conditions on f and g according to (1.8) transforms the characteristics
above to those corresponding to parts (↓), (↔1), (↔2), (↔3), and (↑), respectively.

From Theorem 1.1 it is seen that if A is a nonsingular matrix, then M is also a
nonsingular matrix if and only if λ /= 0. In this particular case, it is natural to ask
how the inverse of M can be expressed as a modification of the inverse of A in a
form similar to (1.2). A solution to this problem, asserting that
M−1 = A−1 − λ−1(A−1b)(c∗A−1), (1.18)
can be traced back at least to Sherman and Morrison [11], who derived it for real
A, b, and c as a tool for statistical investigations. We may mention that considerations
concerning rule (1.18) are included also in Bartlett [1], Fadeev and Fadeeva [3, pp.
173–178] and Householder [5, p. 79].
J.K. Baksalary et al. / Linear Algebra and its Applications 372 (2003) 207–224 211
In general, the Moore–Penrose inverses A+ and M+ come to the game instead
of A−1 and M−1. Formulae for M+ in the forms of subtraction–addition type mod-
ifications of A+ were presented by Meyer [7] in a series of six theorems. However,
Theorem 1.1 suggests that it should be sufficient to consider the problem in five
disjoint situations. In Section 2 of this paper it is shown that this is indeed possible;
Theorem 2.1 comprises formulae in the sequence strictly corresponding to the rank
relationships revealed in Theorem 1.1. Moreover, in the situations denoted by (↔2)
and (↔3), formulae are given in the forms valid irrespective of whether λ = 0 or
λ /= 0, which is not the case in Meyer’s [7] Theorems 3 and 5. In addition, explicit
representations of the orthogonal projectors PM = MM+ and PM∗ = M+M are re-
vealed and then utilized to specify the subspaces C(M) and C(M∗).
Another purpose of this paper is to explore possibilities of expressing formulae
for M+ as multiplication type modifications of A+, with multipliers being specific
projectors of rank n − 1, m − 1 or 1. Among the formulae obtained is a generaliza-
tion of such a modification given by Trenkler [13, Theorem 1(ii)] in the particular
case where A is nonsingular and the modification of A to M of the form (1.2) reduces
the rank by 1.
Some examples of applicability of results concerning modified matrices to various
branches of mathematics can be found e.g. in [1,2,9–13]. Generalizations of and
corrections to the results given in these papers are provided in the last section of the
paper.
2. Subtraction–addition type modifications
The formulae below are given in versions which utilize the fact that if a vector k
is nonzero, then k+ = κ−1k∗, where κ = k∗k.
Theorem 2.1. With the notation (1.2)–(1.6), formulae for the Moore–Penrose
inverse of M and for the orthogonal projectors onto C(M) and C(M∗) can be
expressed in the following forms:
List 1
Case Formula for M+
(↓) A+ − δ−1dd∗A+ − η−1A+ee∗ + δ−1η−1(d∗A+e)de∗ (2.1)
(↔1) A+ − λ−1de∗ (2.2)
(↔2) A+ − µ−1(ψdd∗A+ + δge∗) + µ−1(λgd∗A+ − λ¯de∗) (2.3)
(↔3) A+ − ν−1(φA+ee∗ + ηdf ∗) + ν−1(λA+ef ∗ − λ¯de∗) (2.4)
(↑) A+ − φ−1df ∗ − ψ−1ge∗ + λφ−1ψ−1gf ∗ (2.5)
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List 2
Case Formula for PM = MM+ Formula for PM∗ = M+M
(↓) AA+ − η−1ee∗ A+A − δ−1dd∗
(↔1) AA+ A+A
(↔2) AA+ A+A − δ−1dd∗ + δ−1µ−1pp∗
(↔3) AA+ − η−1ee∗ + η−1ν−1qq∗ A+A
(↑) AA+ + φ−1ff ∗ A+A + ψ−1gg∗
Proof. First notice that, on account of Theorem 1.1 and (1.7), (1.8), all the formulae
above are well defined in the sense that the inverses of scalars involved in them
indeed exist. Throughout this proof, the matrices (2.1)–(2.5) will be denoted by Gi ,
i = 1, . . . , 5, respectively.
In view of (1.12) and (1.10), it follows that
AG1 = AA+ − δ−1bd∗A+ − η−1ee∗ + δ−1η−1(d∗A+e)be∗
and, in view of (1.3), (1.9), (1.4), and the fact that λ = 0,
c∗G1 = e∗ + δ−1d∗A+ − e∗ − δ−1η−1(d∗A+e)e∗
= δ−1d∗A+ − δ−1η−1(d∗A+e)e∗.
Hence
MG1 = (A + bc∗)G1 = AA+ − η−1ee∗. (2.6)
Similarly, in view of (1.10) and (1.12), it follows that
G1A = A+A − δ−1dd∗ − η−1A+ec∗ + δ−1η−1(d∗A+e)dc∗
and, in view of (1.3), (1.4), (1.9), and the fact that λ = 0,
G1b = d − d + η−1A+e − δ−1η−1(d∗A+e)d
= η−1A+e − δ−1η−1(d∗A+e)d.
Hence
G1M = G1(A + bc∗) = A+A − δ−1dd∗,
which along with (2.6) constitutes line (↓) of List 2.
In case (↔1), it follows by (1.12), (1.3), and (1.9) that AG2 = AA+ − λ−1be∗,
c∗G2 = e∗ − λ−1(λ − 1)e∗ = λ−1e∗, and hence MG2 = AA+. Similarly, G2A =
A+A − λ−1dc∗, G2b = d − λ−1(λ − 1)d = λ−1d, and hence G2M = A+A. This
establishes the validity of the formulae in the second line of List 2.
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Further, using (1.12) and (1.10), it can be verified that the matrix G3 of the form
(2.3) satisfies
AG3 = AA+ − µ−1(ψbd∗A+ + λ¯be∗)
and, in view of (1.3), (1.9), (1.11), and (1.5),
c∗G3 = e∗ + µ−1(ψd∗A+ − δψe∗ − |λ|2e∗ + λ¯e∗) = µ−1(ψd∗A+ + λ¯e∗),
which leads to MG3 = AA+. Similarly, referring to (1.10),
G3A = A+A − µ−1(ψdd∗ + δge∗A − λgd∗ + λ¯de∗A)
and, in view of (1.3), (1.4), (1.9), and (1.5),
G3b = d − µ−1[δψd + δ(λ − 1)g − δλg + λ¯(λ − 1)d] = µ−1(δg + λ¯d).
Hence, on account of c∗ − e∗A = g∗ and (1.6),
G3M = A+A − µ−1(ψdd∗ − λgd∗ − λ¯dg∗ − δgg∗)
= A+A − δ−1dd∗ + δ−1µ−1pp∗,
which establishes the second expression in line (↔2) of List 2.
Due to the fact that M = (A∗ + cb∗)∗ and the property (K∗)+ = (K+)∗, which
is valid for any K ∈ Cm,n, the formulae for M+, MM+, and M+M in line (↔3) can
be obtained from those corresponding to the case (↔2) by replacing A, b, and c in
(1.2)–(1.6) by A∗, c, and b, respectively. It remains, therefore, to consider the case
(↑). In view of (1.10), (1.3), (1.9), and (1.11),
AG5 = AA+ − φ−1Adf ∗,
c∗G5 = e∗ − (λ − 1)φ−1f ∗ − e∗ + λφ−1f ∗ = φ−1f ∗,
thus leading to
MG5 = AA+ + φ−1(b − Ad)f ∗ = AA+ + φ−1ff ∗. (2.7)
Similarly, in view of (1.10), (1.3), and (1.11),
G5A = A+A − ψ−1ge∗A,
G5b = d − d − (λ − 1)ψ−1g + λψ−1g = ψ−1g
and hence
G5M = A+A + ψ−1g(c∗ − e∗A) = A+A + ψ−1gg∗,
which along with (2.7) constitutes line (↑) of List 2.
From the formulae in List 2 it is seen that MGi = (MGi )∗ and GiM = (GiM)∗,
i = 1, . . . , 5. Consequently, in view of (1.1), it remains to show that
(MGi )M = M and Gi (MGi ) = Gi . (2.8)
If b ∈ C(A), then AA+M = M, and if in addition c ∈ C(A∗) and λ = 0, then, on
account of (1.12) and (1.9), e∗M = c∗ + (λ − 1)c∗ = 0. This establishes the first
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condition in (2.8) for i = 1, 2, 3. For i = 5, the same condition follows by noting
that, in view of (1.10), (1.11), and (1.3),
(AA+ + φ−1ff ∗)(A + bc∗) = A + (AA+b + f)c∗ = A + bc∗ = M.
Further, since A+AA+ = A+ and e∗AA+ = e∗, it is seen that GiAA+ = Gi , i =
1, 2, 3. For i = 2, 3, this coincides with GiMGi = Gi , while the same equality for
i = 1 is a consequence of the fact that, on account of e∗e = η,
G1e = A+e − δ−1(d∗A+e)d − A+e + δ−1(d∗A+e)d = 0.
Finally, in view of (1.10) and (1.11),
G5MG5 = A+ − ψ−1ge∗ − φ−1df ∗ + λφ−1ψ−1gf ∗ = G5.
The proof is complete. 
Notice that formulae (2.1) and (2.5) in Theorem 2.1 correspond directly to
Meyer’s [7] Theorems 6 and 1, respectively. Formula (2.2) is a version of his Cor-
ollary, which has been obtained by an appropriate simplification of Theorem 3 or
Theorem 5. Formulae (2.3) and (2.4) cover the combinations of Theorems 2 and 3
and Theorems 4 and 5, respectively, except only for the case which was distinguished
in part (2.2).
Since the column space C(K) of any matrix K ∈ Cm,n is identical to C(PK),
the representations of PM and PM∗ in Theorem 2.1 can be utilized to character-
ize C(M) and C(M∗) in the five cases distinguished in Theorem 1.1. For establish-
ing these characteristics we need properties of certain specific matrices, which are
modifications of projectors by projectors of rank one.
Lemma 2.1. For any nonzero u, v ∈ Cm,1,
uv∗ ∈ Pm ⇔ v∗u = 1, (2.9)
in which case uv∗ projects onto C(u) along C⊥(v). Moreover, if v∗u = 1 and
P ∈ Pm, then
P + uv∗ ∈ Pm ⇔ u ∈ C⊥(P∗) and v ∈ C⊥(P), (2.10)
P − uv∗ ∈ Pm ⇔ u ∈ C(P) and v ∈ C(P∗). (2.11)
Under the conditions in (2.10), P + uv∗ projects ontoC(P) ⊕ C(u) alongC⊥(P∗) ∩
C⊥(v), and under the conditions in (2.11), P − uv∗ projects onto C(P) ∩ C⊥(v)
along C⊥(P∗) ⊕ C(u).
Proof. It is clear that if u /= 0 and v /= 0, then
uv∗ = (uv∗)2 ⇔ (1 − v∗u)uv∗ = 0 ⇔ v∗u = 1,
which establishes (2.9). Further, it is known that if P ∈ Pm, then P projects onto
C(P) alongN(P) = C⊥(P∗). Since C(uv∗) = C(u) and C⊥(vu∗) = C⊥(v), it fol-
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lows that if v∗u = 1, then uv∗ is the projector onto C(u) along C⊥(v). Theorem in
[4, §42] (see also Theorems 5.1.2 and 5.1.3 in [8]) asserts that if P1, P2 ∈ Pm, then
P1 + P2 ∈ Pm ⇔ P1P2 = 0 = P2P1, (2.12)
in which case P1 + P2 projects onto C(P1) ⊕ C(P2) alongN(P1) ∩N(P2), and
P1 − P2 ∈ Pm ⇔ P1P2 = P2 = P2P1, (2.13)
in which case P1 − P2 projects onto C(P1) ∩N(P2) alongN(P1) ⊕ C(P2). Hence
it follows that if v∗u = 1 and P ∈ Pm, then
P + uv∗ ∈ Pm ⇔ Puv∗ = 0 = uv∗P, (2.14)
P − uv∗ ∈ Pm ⇔ Puv∗ = uv∗ = uv∗P. (2.15)
It is clear that the conditions in (2.14) can be simplified to Pu = 0 and P∗v = 0, and
those in (2.15) to Pu = u and P∗v = v, thus leading to (2.10) and (2.11), respective-
ly. The characteristics of the onto-spaces and along-spaces connected with P + uv∗
and P − uv∗ result quite straightforwardly from the statements following (2.12) and
(2.13). 
Theorem 2.2. With the notation (1.2)–(1.6), the column spaces of M and M∗ can
be characterized as follows:
List 3
Case Characteristic of C(M) Characteristic of C(M∗)
(↓) C(A) ∩ C⊥(e) C(A∗) ∩ C⊥(d)
(↔1) C(A) C(A∗)
(↔2) C(A) [C(A∗) ∩ C⊥(d)]
⊥⊕ C(p)
(↔3) [C(A) ∩ C⊥(e)]
⊥⊕ C(q) C(A∗)
(↑) C(A) ⊥⊕ C(f) C(A∗) ⊥⊕ C(g)
where the symbol
⊥⊕ is used to emphasize that the subspaces constituting the sum are
mutually orthogonal.
Proof. From (2.9) and (1.4) it is clear that η−1ee∗ and δ−1dd∗ are the orthogonal
projectors ontoC(e) andC(d), respectively. Moreover, the second and first equalities
in (1.10) show that e ∈ C(A) and d ∈ C(A∗). Consequently, on account of formulae
in the first row of List 2 and part (2.11) of Lemma 2.1, it follows that in case (↓) the
subspacesC(M) = C(PM) andC(M∗) = C(PM∗) can be characterized as in the first
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row of List 3. The characteristics of C(M) in the second and third rows of this list
and those of C(M∗) in the second and fourth rows are obvious consequences of the
equalities PM = AA+ = PA and PM∗ = A+A = PA∗ . To establish the other halves
of the third and fourth rows of List 3, first notice that, in view of (1.6), (1.4), (1.11),
and (1.5), the vectors p and q have their Euclidean norms squared equal to
p∗p = (λd∗ + δg∗)(λ¯d + δg) = δ|λ|2 + δ2ψ = δµ,
q∗q = (λ¯e∗ + ηf ∗)(λe + ηf) = η|λ|2 + η2φ = ην.
Consequently, δ−1µ−1pp∗ and η−1ν−1qq∗ represent the orthogonal projectors onto
C(p) and C(q), respectively. Using (1.10), (1.4), and (1.11), it can be verified that
A+Ap = λ¯d, d∗p = δλ¯, AA+q = λe, e∗q = ηλ
and hence
(A+A − δ−1dd∗)(δ−1µ−1pp∗) = 0
and
(AA+ − η−1ee∗)(η−1ν−1qq∗) = 0.
This shows that (A+A − δ−1dd∗) + δ−1µ−1pp∗ and (AA+ − η−1ee∗) + η−1ν−1
qq∗ are sums of orthogonal projectors, and therefore characteristics of the sub-
spaces on which they project are seen immediately from Lemma 2.1. Finally, since
AA+QA = AA+(Im − AA+) = 0 and A+AQA∗ = A+A(Im − A+A) = 0, it fol-
lows from the specifications of f and g in (1.3) that AA+(φ−1ff ∗) = 0 and A+A
(ψ−1gg∗) = 0. Consequently, Lemma 2.1 asserts that the onto-spaces of the orthog-
onal projectors AA+ + φ−1ff ∗ and A+A + ψ−1gg∗ are as specified in the last row
of List 3. 
3. Multiplication type modifications
As already mentioned in Section 1, the purpose of this section is to investigate
possibilities of reformulating the subtraction–addition type modifications of A+, as-
sembled in Theorem 2.1, as multiplication type modifications, with the emphasis
laid on expressing the modifiers in terms of projectors. It can easily be verified that
formulae (2.1)–(2.5) may alternatively be written in the forms
M+ = (In − δ−1dd∗)A+(Im − η−1ee∗), (3.1)
M+ = (In − λ−1dc∗)A+ = A+(Im − λ−1be∗), (3.2)
M+ = [In − µ−1(ψdd∗ + δgc∗) + µ−1(λgd∗ − λ¯dc∗)]A+, (3.3)
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M+ = A+[Im − ν−1(φee∗ + ηbf ∗) + ν−1(λef ∗ − λ¯be∗)], (3.4)
M+ = (In − ψ−1gc∗)A+(Im − φ−1bf ∗) + φ−1ψ−1gf ∗, (3.5)
respectively. On account of (1.4) and (1.11), it follows from Lemma 2.1 that four
of the expressions involved in formulae (3.1)–(3.5) are projectors: In − δ−1dd∗ and
Im − η−1ee∗ project orthogonally onto C⊥(d) and C⊥(e), while In − ψ−1gc∗ and
Im − φ−1bf ∗ project onto C⊥(c) along C(g) and onto C⊥(f) along C(b), respec-
tively.
Since we have not found interesting interpretations of formulae (3.1)–(3.5) as
multiplication type modifications of A+ when λ /= 0, our considerations in this sec-
tion are restricted to the case where λ = 0. It appears that the problem of finding
P1 ∈ Pn and P2 ∈ Pm such that M+ = P1A+P2 has a solution only in case (↓),
corresponding to r(M) = r(A) − 1. Desired modifiers are apparent in formula (3.1);
cf. case (↓) in List 4 below. This formula generalizes and extends part (ii) of Tren-
kler’s [13] Theorem 1, which has been derived under the assumption that A is a
nonsingular matrix.
Notice that λ = 0 entails µ = δψ, and hence (3.3) simplifies to
M+ = (In − δ−1dd∗ − ψ−1gc∗)A+. (3.6)
However, the premultiplier of A+ in (3.6) is not a projector. Since both δ−1dd∗ and
ψ−1gc∗ are projectors, it follows from (2.12) that their sum would be a projector
if and only if d∗g = 0 and c∗d = 0. The former condition is fulfilled (cf. (1.11)),
whereas the latter means that λ = 1 (cf. (1.9)), which is irreconcilable with the as-
sumption λ = 0. Actually, the example, in which
A =
(
1 0 0
0 1 0
)
, b =
(
1
1
)
, c∗ = (−1 0 1)
and thus
A+ =

1 00 1
0 0

 and M+ =


1
2 − 12
− 12 12
1 0

 , (3.7)
shows that if λ = 0, b ∈ C(A), c ∈ C(A∗), then there are situations where the equa-
tion M+ = P1A+P2 is not satisfied by any P1 ∈ Pn and P2 ∈ Pm whatsoever. In
fact, from (3.7) it is seen that r(M+) = r(A+) = 2, thus implying nonsingularity of
P2. But the only nonsingular idempotent matrix is the identity matrix, and therefore
the equation above simplifies to M+ = P1A+. It can straightforwardly be verified
that the family of all solutions to this equation, consisting of matrices of the form
P1 =


1
2 − 12 p13
− 12 12 p23
1 0 p33

 , p13, p23, p33 ∈ C,
does not contain a member which satisfies P1 = P21.
218 J.K. Baksalary et al. / Linear Algebra and its Applications 372 (2003) 207–224
Nevertheless, it appears that a multiplication type modification of A+ to M+ em-
ploying projectors is possible when a product of two projectors is admitted instead of
a single projector. It is revealed in List 4 in the row corresponding to (↔2). Moreover,
since formula (3.4) is actually obtainable by replacing A, b, c, and n in (3.3) by A∗,
c, b, and m, respectively, and taking the conjugate transposes on both sides, the
expression in the next row of List 4 is just a counterpart to that mentioned above.
Finally, in case (↑), where r(M) = r(A) + 1, it follows immediately from the
inequality r(P1A+P2)  r(A+) that it is impossible to find P1 ∈ Pn and P2 ∈ Pm
such that M+ = P1A+P2. In the particular case when λ = 0 it is possible, however,
to represent M+ as a difference of two multiplication type modifications of A+ em-
ploying projectors of ranks n − 1, m − 1, and 1. This is shown in the last row of List
4 below, and follows immediately from formula (3.5) by inserting c∗A+b in place
of −1.
Theorem 3.1. With the notation (1.2)–(1.6), the Moore–Penrose inverse of M can
be expressed in the following forms:
List 4
Case Formula for M+ when λ = 0
(↓) M+ = (In − δ−1dd∗)A+(Im − η−1ee∗)
= (A+A − δ−1dd∗)A+(AA+ − η−1ee∗)
(↔2) M+ = (In − δ−1dd∗)(In − ψ−1gc∗)A+
(↔3) M+ = A+(Im − φ−1bf ∗)(Im − η−1ee∗)
(↑) M+ = (In − ψ−1gc∗)A+(Im − φ−1bf ∗) − (ψ−1gc∗)A+(φ−1bf ∗)
where In − δ−1dd∗ and Im − η−1ee∗ are the orthogonal projectors onto C⊥(d)
and C⊥(e), A+A − δ−1dd∗ and AA+ − η−1ee∗ are the orthogonal projectors onto
C(A∗) ∩ C⊥(d) and C(A) ∩ C⊥(e), and In − ψ−1gc∗ and Im − φ−1bf ∗ are the
projectors onto C⊥(c) along C(g) and onto C⊥(f) along C(b), respectively.
In the context of the rows in List 4 corresponding to (↔2) and (↔3), it might be
of some interest to ask about possible particular cases, in which formulae (3.3) and
(3.4) with λ = 0 can be represented as M+ = P1A+ and M+ = A+P2, respectively,
where P1 ∈ Pn and P2 ∈ Pm. In the former case, two possibilities inspired by (3.6)
are related to the question when (if ever) d∗A+ = 0 or c∗A+ = 0. In view of the
first part of (1.10), it follows that the equality d∗A+ = 0 entails d∗ = d∗A+A = 0
and thus, according to (1.7), is irreconcilable with the assumption b ∈ C(A). On
the other hand, it is clear that c∗A+ = 0 is equivalent to c ∈ C⊥(A∗), which is a
stronger version of the condition c ∈ C(A∗). Consequently, under the assumptions
λ = 0, b ∈ C(A), c ∈ C⊥(A∗), the Moore–Penrose inverse of the modified matrix
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M = A + bc∗ can be expressed as M+ = P1A+, with P1 ∈ Pn of the form P1 =
In − δ−1dd∗ or P1 = A+A − δ−1dd∗. Similarly, under the assumptions λ = 0, b ∈
C⊥(A), c ∈ C(A∗), the Moore–Penrose inverse of the modified matrix M = A +
bc∗ can be expressed as M+ = A+P2, with P2 ∈ Pm of the form P2 = Im − η−1ee∗
or P2 = AA+ − η−1ee∗.
4. Applications
A special representation of the Moore–Penrose inverse of a modified matrix M =
A + bc∗ was given by Riedel [9, Theorem 3] under the assumption that the modify-
ing vectors b and c have certain specific decompositions.
Theorem 4.1. Let A ∈ Cm,n and let b ∈ Cm,1 and c ∈ Cn,1 be decomposed as b =
b1 + b2, with b1 ∈ C(A) and b2 ∈ C⊥(A), and c = c1 + c2, with c1 ∈ C(A∗) and
c2 ∈ C⊥(A∗), where both b2 and c2 are nonzero. Then the Moore–Penrose inverse
of the matrix
M = A + (b1 + b2)(c1 + c2)∗ (4.1)
can be expressed in the form
M+ = A+ − β−12 A+b1b∗2 − γ −12 c2c∗1A+ + λ1β−12 γ −12 c2b∗2, (4.2)
where β2 = b∗2b2, γ2 = c∗2c2, and λ1 = 1 + c∗1A+b1.
Proof. The assumption b2 /= 0, c2 /= 0 ensures that b ∈ C(A) and c ∈ C(A∗). Ac-
cording to Theorem 1.1, this means that the case we have to consider is (↑). It is
clear that, with b1, b2 and c1, c2 specified in the theorem, the quantities occurring in
Theorem 2.1 transform as follows:
d = A+(b1 + b2) = A+b1, e = (A+)∗(c1 + c2) = (A+)∗c1,
f = QA(b1 + b2) = b2, g = QA∗(c1 + c2) = c2,
φ = f ∗f = β2, ψ = g∗g = γ2, λ = 1 + c∗A+b = 1 + c∗1A+b1 = λ1.
Substituting these expressions to formula (2.5) leads directly to (4.2). 
Theorem 4.1 generalizes Theorem 3 in [9] by admitting that A need not be a
square matrix and by deleting the assumption that “c2 is parallel to b2”, which is
meaningless when A is rectangular and superflous when A is square. Moreover, from
the last row of List 2 it follows that if A is modified as in (4.1), then the orthogonal
projectors onto C(M) and C(M∗) take the forms:
PM = AA+ + β−12 b2b∗2 and PM∗ = A+A + γ −12 c2c∗2.
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Notice, parenthetically, that the latter formula corrects the expression given in
[9, p. 661].
Discussing the problem of downdating the Moore–Penrose inverse for cross-vali-
dation of centered least squares prediction, Dunne and Stone [2] considered a partic-
ular case of modification (1.2) assuming that A is a singular real symmetric m × m
matrix, b is an m × 1 real vector not lying in C(A), and c = b. It is clear that these
assumptions just correspond to the case (↑). They provided two proofs, both rather
painful, of the statement that, for any x ∈ C(A),
QM+bM+x = A+x. (4.3)
Moreover, they observed that the Moore–Penrose inverses of A and M are related
according to the equality
A+ = QM+bM+QM+b. (4.4)
It is noteworthy that with the use of results of the present paper, equalities (4.3) and
(4.4) can be obtained quite straightforwardly. Actually, they can be seen as particular
cases of the formulae revealed in the following.
Theorem 4.2. With the notation (1.2)–(1.6), if b ∈ C(A) and c ∈ C(A∗), then
QM+bM+A = (In − ψ−1gg∗)A+A = A+A, (4.5)
AM+Q(M+)∗c = AA+(Im − φ−1ff ∗) = AA+, (4.6)
QM+bM+Q(M+)∗c = (In − ψ−1gg∗)M+(Im − φ−1ff ∗) = A+, (4.7)
where In − ψ−1gg∗ and Im − φ−1ff ∗ are the orthogonal projectors onto C⊥(g) and
C⊥(f), respectively.
Proof. In view of the first part of (1.11), it follows from formula (3.5) that M+b =
ψ−1g. Hence C(M+b) = C(g), and thus QM+b = In − ψ−1gg∗. Consequently,
since (In − ψ−1gg∗)g = 0, the projection QM+bM+ of M+ in the form (3.5) is
expressible as
QM+bM+ = (In − ψ−1gg∗)M+ = (In − ψ−1gg∗)A+(Im − φ−1bf ∗). (4.8)
Postmultiplying in (4.8) by A and using f ∗A = 0, g∗A+ = 0 (cf. (1.10)) yields
the equalities (4.5). Similarly, (M+)∗c = φ−1f, thus leading to Q(M+)∗c = Im −
φ−1ff ∗. Hence,
M+Q(M+)∗c = M+(Im − φ−1ff ∗) = (In − ψ−1gc∗)A+(Im − φ−1ff ∗). (4.9)
Premultiplying in (4.9) by A yields the equalities (4.6). Finally, on account of (4.8)
and (1.10),
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QM+bM+Q(M+)∗c = (In − ψ−1gg∗)M+(Im − φ−1ff ∗)
= (In − ψ−1gg∗)2A+(Im − φ−1bf ∗)(Im − φ−1ff ∗)
= (In − ψ−1gg∗)A+(Im − φ−1ff ∗) = A+,
which completes the proof. 
The last part of this section is concerned with matrices representing semi-magic
squares; see a recent overview of this topic by Trenkler and Trenkler [12]. Let us
recall that the term “semi-magic square” is attributed to an n × n real matrix A hav-
ing the sum of elements in each row and each column equal to a constant s(A), say,
which is called the magic constant of A. Thus, A ∈ Rn,n is a semi-magic square with
the magic constant s(A) if and only if
A1n = s(A)1n = A′1n, (4.10)
where 1n denotes the n × 1 vector of ones and the prime superscript stands for the
transpose. This set of matrices includes the subclass of magic squares, which are
semi-magic squares with elements on each of two diagonals also summing up to
s(A). Two other well known particular subclasses consist of double-centered matri-
ces, for which s(A) = 0, and doubly stochastic matrices, for which s(A) = 1.
In Theorem 2 of [10], Schmidt and Trenkler showed that if A ∈ Rn,n is a semi-
magic square, then the Moore–Penrose inverse A+ is also a semi-magic square.
Moreover, if this is the case, then s(A+) = [s(A)]+, where [s(A)]+ is understood
as 0 when s(A) = 0 and as [s(A)]−1 otherwise. Inspired by Example 3 in [10], we
now consider a modification of a semi-magic square by a matrix of rank one. It can
easily be verified that the modification of a semi-magic square A ∈ Rn,n to the form
M = A + bc′, with b, c ∈ Rn,1, is also a semi-magic square if and only if either
b = α11n and c = α21n for some nonzero α1, α2 ∈ R (4.11)
or
b′1n = 0 and c′1n = 0. (4.12)
Expressions for the Moore–Penrose inverse M+ in situation (4.11) have been given
by Trenkler and Trenkler [12, p. 7]. The theorem below corrects the third of them
and emphasizes how they are connected with relationships between the ranks of M
and A.
Theorem 4.3. Let A ∈ Rn,n be a semi-magic square with the magic constant s(A),
henceforth abbreviated to s, and let M = A + bc′ be its rank-one-modification such
that b = α11n and c = α21n for some nonzero α1, α2 ∈ R. Furthermore, let α =
α1α2. Then the semi-magic square M+ is of the form
M+ = A+ + σ−11n1′n (4.13)
characterized in the following list:
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List 5
Case Characteristic of the case Value of σ Value of s(M+)
(↓) s /= 0, s + αn = 0 − ns 0
(↔1) s /= 0, s + αn /= 0 − α−1s(s + αn) (s + αn)−1
(↑) s = 0 αn2 (αn)−1
Proof. If s /= 0, then b = α11n = A(α1s−11n) and c = α21n = A′(α2s−11n), which
shows that b ∈ C(A) and c ∈ C(A′). Moreover,
λ = 1 + c′A+b = 1 + αs−11′n1n = 1 + αns−1,
whence it is seen that cases (↓) and (↔1) in Theorem 1.1 correspond to s + αn = 0
and s + αn /= 0, respectively. Further, it is clear that, with notations (1.3) and (1.4),
d = α1s−11n, e = α2s−11n, (4.14)
and thus
δ = α21ns−2, η = α22ns−2, d′A+ = α1s−21′n, A+e = α2s−21n. (4.15)
Substituting (4.14) and (4.15) to formulae (2.1) and (2.2) shows that in both cases
M+ is of the form (4.13), with σ as characterized in the first two lines of List 5.
Moreover, it is seen that the magic constant of M+ represented by (4.13) is
s(M+) = s(A+) + σ−1n, (4.16)
which becomes s(M+) = 0 in case (↓) and is equal to s(M+) = s−1 + σ−1n =
(s + αn)−1 in case (↔1).
If s = 0, then (4.10) shows that 1n ∈ C⊥(A) ∩ C⊥(A′). Consequently, in view of
(4.11), b ∈ C⊥(A) and c ∈ C⊥(A′), which is the case covered in Theorem 1.1 by
(↑). Observing that, with notations (1.3)–(1.5), the following equalities hold:
d = α1s+1n = 0, e = α2s+1n = 0, λ = 1 + c′d = 1,
f = b = α11n, g = c = α21n, φ = α21n, ψ = α22n,
it is seen from formula (2.5) that M+ is again of the form (4.13), this time with σ
characterized in the third line of List 5. Moreover, substituting s+ = 0 and σ = αn2
to (4.16) yields s(M+) = (αn)−1. 
The situation characterized by (4.12) is more complicated in the sense that, in
general, all five cases listed in Theorem 1.1 are possible and simplifications of for-
mulae (2.1)–(2.5) are not immediately seen. Nevertheless, such simplifications are
achievable under certain additional assumptions. One of them is revealed in the the-
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orem below, which generalizes the formula given by Schmidt and Trenkler [10] in
Example 3.
Theorem 4.4. Let A ∈ Rn,n be a semi-magic square which is simultaneously an
orthogonal projector, i.e., satisfies A = A2 = A′ in addition to conditions (4.10),
and let M = A + bc′ be its rank-one-modification such that b, c ∈ C(A) ∩ C⊥(1n).
Furthermore, let β = b′b and γ = c′c. Then the semi-magic square M+ is of the
form
M+ = A − β−1bb′ − γ −1cc′ − β−1γ −1bc′ (4.17)
= (In − β−1bb′)A(In − γ −1cc′) (4.18)
whenever b′c = −1, which corresponds to the case (↓), and of the form
M+ = A − (1 + b′c)−1bc′ (4.19)
whenever b′c /= −1, which corresponds to the case (↔1). Moreover, in both cases
s(M+) = s(A), (4.20)
with s(A) being either zero or one.
Proof. Since A is an orthogonal projector and b, c ∈ C(A), it follows that A+ = A,
A+b = Ab = b, and (A+)′c = Ac = c. According to (1.3) and (1.4), this means
that d = b, e = c, and thus δ = β, η = γ, d′A+ = b′A = b′, A+e = Ac = c, and
λ = 1 + c′b (= 1 + b′c). Hence it is seen that the only cases now attainable from
among those listed in Theorem 1.1 are (↓), whenever b′c = −1, and (↔1) whenever
b′c /= −1, and that formulae (2.1) with (3.1), corresponding to the case (↓), and for-
mula (2.2), corresponding to the case (↔1), can be expressed in forms (4.17), (4.18)
and (4.19), respectively. Since, by the assumption, b′1n = 0 = c′1n, each of these
expressions leads to (4.20), while the observation that the idempotency of A im-
plies s(A) = 0 or s(A) = 1 follows by postmultiplying A = A2 by 1n, which yields
s(A)1n = s(A)A1n = [s(A)]21n, or, equivalently, s(A) = [s(A)]2. Notice, paren-
thetically, that if s(A) = 0, then the assumption b′1n = 0 = c′1n is actually redun-
dant, for in this case it is a consequence of combining (4.10) with b′ = b′A and
c′ = c′A. 
Acknowledgements
The authors are very grateful to the anonymous referee for many valuable com-
ments and suggestions that led to a considerable improvement of an earlier version
of this paper.
224 J.K. Baksalary et al. / Linear Algebra and its Applications 372 (2003) 207–224
References
[1] M.S. Bartlett, An inverse matrix adjustment arising in discriminant analysis, Ann. Math. Statist. 22
(1951) 107–111.
[2] T.T. Dunne, M. Stone, Downdating the Moore–Penrose generalized inverse for cross-validation of
centred least squares prediction, J. Roy. Statist. Soc. Ser. B 55 (1993) 369–375.
[3] D.K. Fadeev, V.N. Fadeeva, Computational Methods in Linear Algebra, W.H. Freeman, San Fran-
cisco, 1963.
[4] P.R. Halmos, Finite-Dimensional Vector Spaces, Van Nostrand, Princeton, 1958.
[5] A.S. Householder, Principles of Numerical Analysis, McGraw-Hill, New York, 1953.
[6] G. Marsaglia, G.P.H. Styan, Equalities and inequalities for ranks of matrices, Linear and Multilinear
Algebra 2 (1974) 269–292.
[7] C.D. Meyer Jr., Generalized inversion of modified matrices, SIAM J. Appl. Math. 24 (1973) 315–
323.
[8] C.R. Rao, S.K. Mitra, Generalized Inverse of Matrices and its Applications, Wiley, New York, 1971.
[9] K.S. Riedel, A Sherman–Morrison–Woodbury identity for rank augmenting matrices with applica-
tion to centering, SIAM J. Matrix Anal. Appl. 13 (1992) 659–662.
[10] K. Schmidt, G. Trenkler, The Moore–Penrose inverse of a semi-magic square is semi-magic,
Internat. J. Math. Ed. Sci. Tech. 32 (2001) 624–629.
[11] J. Sherman, W.J. Morrison, Adjustment of an inverse matrix corresponding to a change in one
element of a given matrix, Ann. Math. Statist. 21 (1950) 124–127.
[12] D. Trenkler, G. Trenkler, Magic squares, melancholy and the Moore–Penrose inverse, IMAGE 27
(2001) 3–10.
[13] G. Trenkler, On a generalisation of the covariance matrix of the multinomial distribution, in: R.D.H.
Heijmans, D.S.G. Pollock, A. Satorra (Eds.), Innovations in Multivariate Statistical Analysis. A
Festschrift for Heinz Neudecker, Kluwer, London, 2000, pp. 67–73.
