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Abstract
Correspondence fields estimation is an important process that lies at the core of many different appli-
cations. Is it often seen as an energy minimisation problem, which is usually decomposed into the
combined minimisation of two energy terms. The first is the unary energy, or data term, which reflects
how well the solution agrees with the data. The second is the pairwise energy, or smoothness term, and
ensures that the solution displays a certain level of smoothness, which is crucial for many applications.
This thesis explores the possibility of combining two well-established algorithms for correspon-
dence field estimation, PatchMatch and Belief Propagation, in order to benefit from the strengths of both
and overcome some of their weaknesses. Belief Propagation is a common algorithm that can be used
to optimise energies comprising both unary and pairwise terms. It is however computational expensive
and thus not adapted to continuous spaces which are often needed in imaging applications. On the other
hand, PatchMatch is a simple, yet very efficient method for optimising the unary energy of such problems
on continuous and high dimensional spaces. The algorithm has two main components: the update of the
solution space by sampling and the use of the spatial neighbourhood to propagate samples. We show
how these components are related to the components of a specific form of Belief Propagation, called
Particle Belief Propagation (PBP). PatchMatch however suffers from the lack of an explicit smoothness
term. We show that unifying the two approaches yields a new algorithm, PMBP, which has improved
performance compared to PatchMatch and is orders of magnitude faster than PBP. We apply our new op-
timiser to two different applications: stereo matching and optical flow. We validate the benefits of PMBP
through series of experiments and show that we consistently obtain lower errors than both PatchMatch
and Belief Propagation.
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Chapter 1
Introduction
Finding correspondence between images is a key problem that the machine vision field attempts to
solve. Research in this area has been carried out for decades, resulting in many practical solutions which
are commonly used in real-world applications, such as video editing for visual effects, medical image
registration, object tracking for surveillance, object detection algorithms embedded in industrial robots
and many more.
We can define the image correspondence field estimation problem as follows: given two images,
the first being the target image and the second being the source image, we aim at retrieving for each pixel
of the target image, a matching pixel from the source image, which represents the same physical point
from the scene being projected onto both images. In other words, given two different projections of a 3D
scene (the images), the aim is to find pairs of 2D points that correspond to the same 3D point. We can
illustrate a correspondence field by using correspondence vectors, which represent the relative offsets of
matching pixels between the two images, following a colour code, as shown in Figure 1.1.
While the human brain performs the task of image correspondence estimation effortlessly, designing
an algorithm that can achieve comparable results while being efficient is a difficult task. When designing
such algorithms, there are several considerations that are linked to the nature of the 3D world and its
projection onto images that need to be taken into account. First, there is a strong appearance relationship
that exists between two matching pixels. While there can be differences in illumination between the two
images, affecting the appearance of the pixels, they often appear similar to the human eye. Second, there
is also a strong coherency between neighbouring pixels. It is in fact common practice to consider patches,
which are small windows of pixels in the image, instead of individual pixels, as the patch appearance is
often related between the two views. Patches are also more distinctive than pixels. While it can be easy
to match a single pixel in an image with many similarly looking pixels in the second image, which makes
the matching ambiguous, patches tend to be more distinctive. Finally, as visible surfaces in the 3D world
appear to be piecewise continuous, their 2D projections onto images also exhibit the same property, and
therefore there is a certain smoothness level that is expected in correspondence fields.
In this thesis we consider two families of algorithms which can provide correspondence between
images. The first class of methods is called Nearest Neighbour Search. Suppose that U is a set and D is
a distance measure on U , then for a given set S 2 U , the Nearest Neighbour Search consists in finding
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Figure 1.1: Colour representation of the motion vectors.
for an input query point q 2 U , and element a 2 S such that D(q, a)  D(q, x) for all x 2 S. In
vision applications and specifically in our case, the query elements are often the patches of an image.
Distance measures, also known as dissimilarity measures, are used to provide a quantitative measure of
the similarity between the query elements and the most commonly used are described in further detail
in section 2. The nearest neighbour is entirely defined by its distance to the query element. However,
in vision applications this is not always ideal, as there are other considerations that need to be taken
into account, such as the smoothness of the solution. This can be achieved by considering pairwise
relationships between neighbouring patches for which correspondence is sought, as we explain below.
We consider another class of methods, which consists in minimising an energy function, crafted
according to the problem that is being solved, with the assumption that the sought solution lies at the
global minimum of this function. We assume that the correspondence field can be parameterised by a
vector grid u = {us}ns=1 where s indexes nodes, typically corresponding to image patches, and us 2 R
parametrises the correspondence vector at node s. We call us the state at node s. In this work we
consider a special type of energy functions, which contain a unary and a pairwise term, and is defined
as:
E(u1, . . . ,un) =
nX
s=1








with N(s) being the set of pairwise neighbours of node s,  s is the unary term,  st is the pairwise term
and   controls the influence of the pairwise term. The unary term can be seen as a distance measure
similar to that used in the Nearest Neighbour Search problem, while the pairwise term is a cost that
defines an interaction between pairs of nodes, typically penalising any difference between their states and
regularising the solution. The parameter   is used to control the level of regularisation of the solution,
and it is possible to reduce the problem to a Nearest Neighbour Search by setting   = 0. One of the
algorithms that can be used to minimise this type of energy is a message passing algorithm called Belief
Propagation [Pearl, 1988].
In this thesis, we show that an efficient approximate Nearest Neighbour Search algorithm called
PatchMatch [Barnes et al., 2009] shares similarities with the Belief Propagation algorithm. While the
former excels in its computational efficiency, the latter allows for a more general form of energy to
be minimised, comprising pairwise terms. We formally expose the link between these two algorithms
and devise a new method, PatchMatch Belief Propagation (PMBP), which combines their strengths, and
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show its benefits in two vision applications: Stereo Matching and Optical Flow.
In the following sections, we describe these two applications, and ways of validating algorithms
that attempt at solving such problems. We then describe the common difficulties that arise due to the
process of capturing images, and explain the importance of smoothness as well as the importance of
computational efficiency, before stating our contributions in detail.
1.1 Applications
While there are many applications that are related to the estimation of correspondence between images,
such as deblurring, high dynamic range imaging, and inpainting we focus in this thesis on two in partic-
ular: stereo matching and optical flow.
(a) Left image (b) Right image (c) Ground truth
Figure 1.2: Stereo matching. (a) is the left view, and (b) is the right view. The stereo matching application
consists in finding the horizontal offsets (assuming that the images have been rectified) between matching
pixels of the two views. (c) is a representation of the ground truth disparity map, where large disparities
are represented in brighter colours while small disparities are in darker colours.
The stereo matching task consists in finding dense correspondences between two images that were
acquired in a stereo setup. In this configuration, two cameras are placed next to each other and capture
images at the exact same time. It is analogous to the human vision system, and therefore the two images
are called left and right views. In a perfect setup, the correspondences between images are located on
the same scan lines. Consequently, there is only one degree of freedom in the search, which is the offset
along the x axis. This offset is called the disparity. Depth can be retrieved from the known disparity, as
in this particular settings disparity and depth are inversely proportional. The interest in stereo matching
stems from the fact that it is a simple way to produce a sensation of depth without having to generate a
3D environment, taking advantage of the way that the human brain converts this horizontal offset, the
disparity, into depth information, amongst other cues. In practice it is difficult to obtain a perfect stereo
setup consisting of two cameras having the same orientation and whose positions differ by a horizontal
offset only. However, a processing step called rectification can be run on the images to convert them into
two new images where the scanlines are aligned. To understand this mechanism, we need to define the
basis of epipolar geometry.







Figure 1.3: Epipolar geometry of a multi-camera scene.
produce one image each, I0 and I1. A pixel x0 in I0, projection of a point p in space, as seen in
figure 1.3, projects to an epipolar line segment l1 in I1. This segment, on I1 is bounded by two points:
the first is the projection on I1 of the camera center c0, which is called the epipole e1. The second point
is the projection of the original ray at infinity, p1. The extension of the epipolar segment is known as
an epipolar line. Projecting an epipolar line in the other image results in a corresponding epipolar line,
and the two form an epipolar plane ⇧ which passes through the interest point p and both camera centres.
Rectification is a warping process which consists in transforming the images such that the horizontal
scanlines correspond to epipolar lines [Hartley and Zisserman, 2000]. Working with rectified images
makes the stereo matching task easier as it restricts the search to horizontal lines, which is often seen as
a 1D correspondence field.
(a) First image (b) Second image (c) Ground truth
Figure 1.4: Optical flow. (a) is the target image, and (b) is the source image. Optical flow computation
consists in finding the motion vectors that explain how each pixel of image (a) evolved in image (b). (c)
is a representation of the ground truth motion vectors.
The optical flow application is more general than stereo matching, as the setup is not constrained. It
is generally thought as the estimation of an independent 2D motion at each pixel. There is no restriction
on the capture of the images, as they are usually not captured at the same moment in time (contrary to
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stereo matching). This translates in possible motions of the objects in the scene from one image to the
other, which makes the task less constrained and therefore more difficult than stereo matching. It is often
used on consecutive pairs of images extracted from a video. It is a low level application that is often
part of the core of other methods, such as motion tracking [Decarlo and Metaxas, 2000] or video editing
[Zitnick et al., 2005]. An illustration can be seen in figure 1.4, as well as the typical colour representation
of the motion vectors.
1.2 Validation
As with any scientific method, the process of designing and evaluating an algorithm goes through a
validation step. This often consists in knowing the ground truth solution of several cases, and providing
a measurement of the variation of the result produced by the tested algorithm with the ground truth. It
typically takes the form of an error measure of the produced output. There are therefore two important
steps to consider for the validation: the first is the production of the ground truth data, and the second is
the conception of the error evaluation function for a given output.
There are several ways of creating data with ground truth correspondences. For ground truth dis-
placement fields, a first option is to generate synthetic data, created from 3D modelling software which
allows the generation of the ground truth correspondence values, such as [Butler et al., 2012]. Another
way is to use extra cues such as hidden fluorescent textures [Baker et al., 2011], or another capture de-
vice such as laser scanner devices [Geiger et al., 2012]. Another approach is to acquire high resolution
images, mixed with some manual labelling of planar surfaces and direct alignment techniques of these
surfaces [Scharstein and Szeliski, 2002]. In the frame interpolation application, which consists in syn-
thesising the frame that is located temporally in-between two frames of a video, one can simply use a
high speed camera to retrieve the ground truth image and use the adjacent pictures as testing pair.
After having created a test set with ground truth correspondences available, one needs to produce
an evaluation measure to quantitatively evaluate the methods. When the ground truth takes the form
of a displacement field, a typical measure is a norm of the error between the ground truth field and
the candidate field. For Stereo Matching, the Root-Mean-Squared (RMS) error measured in disparity
unit is often used which is a simple L2 norm on the vectors formed of the ground truth displacement
and the candidate displacement. Another option is to calculate the percentage of bad matching pixels,
where a bad matching pixel is defined by a pixel whose estimated disparity differs from the ground truth
disparity value by more than a certain disparity threshold [Scharstein and Szeliski, 2002]. For Optical
Flow applications, two measures are often used: the Angular Error (AE) and the Endpoint Error (EE
or EPE) which is also related to the L2 norm, similarly to the RMS used in stereo [Baker et al., 2011].
For frame interpolation applications, one can simply calculate the RMS between the synthesised and the
ground truth images.
We isolate two important algorithmic properties that are beneficial for applications such as stereo
matching and optical flow: computational efficiency and smoothness.
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1.3 Computational Efficiency
A desirable property of algorithms embedded in real world vision applications is efficiency. Such algo-
rithms are often required to perform in real time, meaning that when applied on a pair of consecutive
images of a video, the solution for a frame needs to be computed before the next frame is captured.
Video streams range from typically 20 to 120 frames per second (FPS). This means that a full compu-
tation must be run in 8 to 50 milliseconds depending on the requirements. When not able to perform in
real-time, it is an advantage to be able to run the algorithm at interactive speeds, meaning that the effect
of any changes in the input or the settings can be visualised quickly enough to produce an interactive
feedback. This prohibits the use of computationally expensive methods, and a tradeoff must often be
made between quality and speed. Nearest Neighbour methods often introduce suitable data structures
used to accelerate this search, as explained later in section 2.
In this thesis, we focus on a recent technique, called PatchMatch [Barnes et al., 2009] which can
be classified as an approximate Nearest Neighbour technique, and that uses the local coherency present
in natural images to accelerate the search. It is a randomised algorithm that proceeds by first assigning
correspondence between patches at random. After this initial step, good matches are refined by per-
forming a random search around their positions, and they are also propagated to neighbouring pixels.
The propagation mechanism is the key idea of PatchMatch, and it is based on the assumption that when
considering two images, the correspondence field is likely to be piecewise constant, which is similar to
the smoothness assumption mentioned earlier, but used to accelerate the search when seeking nearest
neighbours of sets of contiguous pixels or patches.
This algorithm has been successfuly applied to applications that require real-time feedback, and
is described in further detail in Chapters 2 and 3. Correspondence fields output by PatchMatch of-
ten exhibit clusters where the solution is almost constant on each cluster, for example when parame-
terising the match field with offsets. This phenonemon, refered as the coherence of the mapping in
[Korman and Avidan, 2011] is a byproduct of the propagation step. However, nothing prevents these
clusters to be broken down if a better solution is found at individual pixels, which is why we will refer to
this property as the implicit smoothness of the solution field. In other words, the smoothness assumption
is used in this algorithm as a way of generating new candidate matches, which biases the solution in
being piecewise constant. However, it lacks the desirable property of including an explicit smoothness
term, where smoothness is actively sought by penalising non smooth solutions.
1.4 The Importance of Smoothness
It is a common and fair assumption to say that the world is continuous and displays local coherency as
is it largely made of surfaces. Images taken of the world reflect this coherency and vision applications
in turn incorporate this idea as a smoothness prior on the sought solution. Estimating correspondence
between images is a difficult and ill-posed task and therefore such priors can help reducing the ambiguity
that exists. In this section, we expose several factors which are mainly linked to the process of captur-
ing images that contributes to the complexity of vision applications, and explain how the smoothness
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(a) Clean image (b) Noisy image
Figure 1.5: Illustration of noise. (a) shows a noise-free version of an image, while (b) show the same
image with 10% of Gaussian noise added.
assumption is beneficial.
Noise Mainstream cameras usually embed either a Complementary Metal Oxide Semiconductor
(CMOS) or a Charge-Coupled Device (CCD) sensor in order to acquire a digital picture. The pho-
tons hitting the sensors are converted to electrons and then to bits. Thus, during the process of acquiring
an image, the signal undergoes several transformations that alter it, and are source of different types of
noise, which can be defined as a random variation of brightness or colour on the image. There are several
types of noise that typically corrupt the digital image. The first one is the Fixed Pattern Noise, which is
caused by the variance over the collection sites, or in other words, by the fact that each cell that collects
the light is slightly different and does not respond in the exact same way to the same input. The second
kind is the Dark Current Noise, and is related to the thermal energy. The environment temperature for
example adds noise to the image and is one of the causes of dark current. The third kind is the Shot
Noise, that is a consequence of the quantum nature of light. There also several extra related steps that
can affect the quality of the image. The signal undergoes a white balancing operation, in order to attempt
to generate colour images that are consistent with human perception, and then a gamma correction to
prepare the images to be displayed on a monitor. This is an artefact that we find in most images. An
illustration of a noisy image is given in figure 1.5. The process that aims at removing the noise from a
picture, by separating the underlying image from the corrupted noise layer, is called denoising. However
it is commonly preferred to employ an algorithm that is somewhat robust to noise while estimating cor-
respondence, instead of explicitly denoising the image, which might lead to a further loss of information
as it is difficult to perfectly separate signal from noise.
Quantisation When acquiring an image, an analog to digital conversion is done, in order to digitise
the signal. A digital camera encodes values with typically 8 to 16 bit range per channel, yielding 256
to 65536 possible different pixel intensities. The process of turning a physical value such as real world
radiance into a precision-limited number (that can be stored in a computer) is called quantisation. En-
coding the radiance of a pixel as an 8 bit intensity is an approximation of the real physical value. Thus,
1.4. The Importance of Smoothness 25
(a) Clean image (b) Blurred image
Figure 1.6: Illustration of blur. (a) shows a blur-free version of an image, while (b) show the same image
with artificial motion blur added.
precision and accuracy will be lost during digitalisation. For example, we can think of a scene where
radiance values are contained in the range [0,5]. This range, if not quantised, is capable of revealing
the finest details to a suitable sensor (the human eye is a good example), since it can contain an infinite
number of different values. However, integer quantisation will map those to only 6 different values (0,
1, 2, 3, 4, 5). This does not allow much detail in the final image, and this is the main problem raised
by quantisation. This is especially a problem when the scene is either too dark or too bright. These ex-
tremes illumination conditions can also lead to under- or over-saturated areas, where the intensities take
the maximum, or minimum value allowed by the sensor, leading to a loss of detail and distinctiveness.
Motion Blur During the image acquisition process, the shutter of camera stays open for a certain amount
of time to allow enough photons to hit the sensor. This interval is regulated by a setting of the camera
that is known as the shutter speed. The capture performed by the sensor can be seen as in integration of
the continuous light entering the lens. When objects in the scene are moving however, this integration
can result in blur if the shutter stays open too long. Both images of the same scene can have different
amount of blur, and it might be difficult to accurately match blurry areas, which are also less distinct as
they often appear smoother. A field of computer vision deals with deblurring images, however, similarly
to the noise problem, most correspondence field estimation technique aims at being robust to a certain
amount of blur.
Occlusions and disocclusions When capturing two images of a scene, the objects present will not
appear be in the same position in image space between the shots. This change in position is affected by
both the depth of the object, and naturally the independent motion of the object which can happen if the
images are not captured simultaneously. This will lead to both occlusions of previously visible areas,
and also disocclusions of previously hidden regions. This means that the image correspondence field
estimation is not a one-to-one mapping from one image to the other, as some pixels in the target image
will have no match in the source image, and inversely. This implies that successful matching algorithms
need to be able to handle these cases, and sometimes extrapolate the position of the hidden pixels in
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(a) Target image (b) Source image
Figure 1.7: Illustration of different problems due to motion. On this pair of images, we can notice
several factors that make the optical flow process difficult. First, the table surface is highly reflective,
and because of the change of position of the camera between the two poses, different regions of the table
are highlighted. Furthermore, shadows cause a significant change in the appearance of the table patches
which further complexifies the matching process. Finally, occluded and disoccluded areas of the table
will not have any true match and need to be taken care of during the correspondence field estimation.
either image, depending on the application and the required behaviour.
Motion Finally, we consider another difficulty related to the previous one, caused by moving objects.
Methods relying on patches are the most affected, as motion changes the appearance of patches contain-
ing simultaneously multiple objects with independent motion. The typical example is a patch containing
a foreground and a background object, with the foreground object moving and the background being
fixed. This produces a change in a local area of the patch and that brings ambiguity to the problem.
Often, matching algorithms associate patches with the surface that is supporting the center pixel of the
patch. Several techniques exists to address this problem, which often consist in estimating the support
region of the foreground object that the center pixel lies onto. Another problem is the change in appear-
ance in the image space of objects under different poses due to the projective process of image capture.
Finally, other factors further complicate the process, such as change in illumination, reflective surfaces,
and shadows to name a few. Some of these factors are illustrated in figure 1.7.
The artefacts involved in image capture that we have seen above naturally yield a degree of ambi-
guity in the matching process. When the patch appearances are corrupted, an algorithm relying only on
appearance, such as a nearest neighbour search algorithm, might associate a wrong patch which appears
to be more similar to the sought target patch than the actual ground truth. Therefore, it is crucial to
introduce prior knowledge into the matching process, such as a level of smoothness in the correspon-
dence field. This can be done naturally within an energy minimisation framework by using a smoothness
prior, such as the pairwise term of equation 1.1. The Belief Propagation algorithm, described in detail in
Chapters 2 and 3 is a well-established technique that can be used to minimise such energies. However,
its computational cost is high, especially when the search space is high dimensional, or large.
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1.5 Problem Statement
In this work we address the image correspondence problem by posing it as a continuous labelling prob-
lem which we solve in an efficient way. PatchMatch is a successful algorithm that can be used to effi-
ciently find correspondence between images in a continuous space, however it lacks the presence of an
explicit pairwise term. Belief Propagation is a well-known algorithm that can optimise energies con-
taining both unary and pairwise terms, which is the property missing in the PatchMatch formulation,
however it is computationally expensive and very non-efficient in continuous spaces. We can therefore
summarise the research described in this thesis with the following question: “Can we link PatchMatch
and Belief Propagation and combine the efficiency of PatchMatch with the more generic formula-
tion of Belief Propagation to optimise an energy containing a regularisation term that encourages
smoothness?”. We demonstrate the use of this algorithm to two applications: stereo matching and
optical flow.
1.6 Contributions
The contributions of this thesis are:
• Formulation of PatchMatch and Belief Propagation under the same algorithmic framework, ex-
posing for the first time the link that exists between them
• Creation of a novel algorithm, PatchMatch Belief Propagation (PMBP), which combines the
strength of two known algorithms (namely PatchMatch and Belief Propagation) to address their
weakness and produce superior results while being efficient and able to optimise an energy con-
taining a regularisation term that encourages smoothness
• An open source implementation of PMBP with a comprehensive structure allowing for easy ex-
tension to new applications
• Application of PMBP to the stereo matching problem and creation of a realistic pairwise term for
a planar surface model of the scene
• Extension of PMBP to the optical flow estimation problem with an over-parameterised affine
model
• Creation of a geometrically based optical flow algorithm in a high dimensional space using PMBP
as optimisation method
1.7 Thesis Structure
Chapter 2 contains the literature review of the different fields that are related to our work, including
Image Matching, PatchMatch, Belief Propagation, Stereo Matching and Optical Flow methods.
Chapter 3 presents our main optimisation algorithm: PMBP which combines the efficient propaga-
tion step of PatchMatch with the capability of optimising general energies containing pairwise terms of
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Belief Propagation. Additionally, it includes a formulation of PatchMatch and Belief Propagation under
a common framework, exposing an existing link between them.
The next three chapters are applications based on our algorithm PMBP. Chapter 4 presents a stereo
matching application using a plane model at each point combined with a novel pairwise term to encour-
age surfaces to have similar positions and normals. Chapter 5 first presents a fast optical flow algorithm
based on PatchMatch and its practical application to fast video editing, followed by the introduction
of PMBP to address certain weaknesses as well as an over-parameterised formulation using an affine
motion model. Finally, Chapter 6 describes a novel geometrically based optical model which uses a
high-dimensional space, that can be optimised with PMBP due to its efficiency.
Chapter 7 closes this thesis with conclusions and a discussion about potential future work.
Chapter 2
Literature Review
Finding correspondences between two images is an active research problem that applies to many fields.
With technology and computational capabilities continuously increasing, the challenge of finding reliable
correspondences in a reasonable time still remains, while low computational time is crucial for providing
concrete solutions to many real-world applications. In this chapter, we first give a brief overview of the
most common similarity measures as they are a core part of correspondence estimation techniques using
images. Then, we review the state of the literature in correspondence estimation as well as general
acceleration techniques. One of them is called PatchMatch, which is one of the two main algorithms
that our work is based on. We dedicate a section to describe more in details various methods that use
the PatchMatch algorithm. The other technique that is used thoroughly throughout this thesis is Belief
Propagation. We focus in particular on Belief Propagation for continuous spaces. Finally, we present
two specific imaging applications and their related work: stereo matching and optical flow estimation.
2.1 Similarity measures
Every correspondence field estimation algorithm uses a certain similarity measure to quantitatively eval-
uate a proposed correspondence. It it useful to discriminate between similarity and dissimilarity mea-
sures. The former gives a score of how similar the two elements are with each other, while the latter gives
an error which is often seen as a cost in energy based frameworks. In this section we describe briefly
the following measures: Sum of Squared Differences (SSD), Sum of Absolute Differences (SAD), Nor-
malised Cross Correlation (NCC) and Mutual Information (MI).
The Sum of Squared Differences (SSD), when applied between two images, computes a difference
in intensities between them by squaring the pixel-wise differences and summing them. It is a quadratic





where A and B are the two images (or regions of interest) being compared andN is the number of pixels
in each one of them. Because of the quadratic term, it is very sensitive to outliers. This measure is
sometimes averaged with the number of pixels compared, and is in this case called Mean of Squared
Error (MSE). This family of measures can also be used alongside a truncation term ⌧ to make it more
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where N is the number of pixels in the region of interest.
The Sum of Absolute Differences (SAD) is based on the L1 norm and is less sensitive to outliers









min(|Ai  Bi|, ⌧). (2.4)
Note that these similarity measures are also commonly applied to the gradients of the images, instead of
only raw intensities. It is commonly seen in correspondence field estimation applications such as Stereo
Matching [Kanade et al., 1995].
The Normalised Cross Correlation (NCC) measure evaluates the similarity between two images in
a normalised way, in order to add robustness to change in lighting and brightness, which is well suited
to imaging applications, as it encourages matching the underlying patterns instead of the raw intensities.
It is defined as:
NCC(A,B) =
PN
i=1((Ai   A¯) · ((Bi   B¯))qPN




where A¯ and B¯ are the mean intensities of images A and B respectively. This measure returns a corre-
lation value, so that if the images are identical, their NCC is equal to 1. It has been successfully used in
areas such as template matching [Lewis, 1995].
Finally, the Mutual Information (MI) measures the amount of information that one variable con-
tains about another. While it originated from the information theory field, it is now commonly used in
imaging and was introduced as a similarity measure between images by [Viola and Wells III, 1997] and
[Maes et al., 1997]. Mutual Information is related to the joint entropy of a pair of variables. To define it,
we first define the entropy of a variable and the joint entropy of two variables. The entropy of a variable
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pA,B(a, b) log pA,B(a, b). (2.7)
where pA,B is the joint probability function of a and b. Finally, the Mutual Information is calculated as
follows:
MI(A,B) = H(A) +H(B) H(A,B), (2.8)









Intuitively, it favours finding the most complex regions (maximising individual entropies) that explain
each other as well as possible (minimising the joint entropy).
2.2 Correspondence in Images
In this section we review common techniques that can be used to find correspondence in images. These
include Nearest Neighbour search methods as well as image descriptors.
Nearest Neighbour (NN) search consists in finding, for a point in a given space, the closest point
under a distance function. In imaging applications, points are often pixels, patches or features and the
metric used is one that can be applied to these elements, such as the similarity and dissimilarity measures
described in the previous section. Here, we focus on NN Search techniques that can be applied to image
patches or features in particular, as these are the main types of elements that we use. We will see later in
this thesis that while finding the closest element based on its appearance is an important component of
correspondence field estimation algorithms, there are some other considerations to take into account in
this task, such as the smoothness of the sought solutions. However, Nearest Neighbour search techniques
are still crucial components to many computer vision applications.
A certain family of techniques that can be used to perform Nearest Neighbour search are tree-based
acceleration techniques which used various tree data structures applied on data in order to accelerate
the search queries. KD-trees [Friedman et al., 1977] are very common in the field. A KD-tree is a
binary tree where each node corresponds to a split of the space. This partitioning is adapted to the
data. It works as follow: given a set of points of dimension d, building the trees starts with comput-
ing a hyperplane that splits the space and which is orthogonal to a chosen dimension. This hyper-
plane is often chosen by calculating the median value of the points within the dimension that has the
greatest variance. The same process is repeated recursively until each leaf typically corresponds to a
point of the data set. The height of the tree is then log2(N) where N is the number of points. Conse-
quently, each subsequent query requires log2(N) comparisons to give an answer. However this method
alone might not return the actual nearest neighbour, and therefore it is usually followed by a back-
tracking operation to find better candidates, which is a step often performed by using priority search
[Arya and Mount, 1993]. To reduce the computational cost, an approximate search can be set up by lim-
iting the number of nodes searched. The efficiency of the KD-tree decreases for very high dimensional
data, because of the backtracking step. Dimensionality reduction methods such as Principal Component
Analysis (PCA) [Jolliffe, 2005] are commonly used in conjunction with KD-trees to further accelerate
the search [Sproull, 1991] and are called PCA-trees. Variations of KD-trees are also commonly used,
such as Randomised KD-trees [Silpa-Anan and Hartley, 2008] which build multiple KD-trees with the
same data to accelerate the search and Random Projection trees (RP-trees) [Dasgupta and Freund, 2008]
which use random splits of the space. There are also various other tree structures that exist in the liter-
ature. Ball-trees [Omohundro, 1989] use a construction process that is similar to the k-means method
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[MacQueen et al., 1967]. Vantage Point trees (VP-trees) [Yianilos, 1993] store a point and a radius at
each node. Under one child are all the points that are within the radius of the parent’s point, and on
the other child are the rest. Tree-Structured Vector Quantization (TSVQ) [Wei and Levoy, 2000] which
is commonly used for data compression is a structure that is trained from a dataset and generates a
binary-tree-structured codebook, which is then used for fast Nearest Neighbour queries.
Another type of method to consider for establishing correspondence are those which gener-
ate points of interest in the images. These points are often distinctive and salient enough to be
able to persist through changes in pose and illumination, and can therefore be easily matched.
These can be used in conjunction with the tree structures mentioned above to accelerate the search
[Mikolajczyk and Matas, 2007]. One approach is to use a corner detector which are often distinc-
tive and present in both images. The Harris corner detector has been widely used for this purpose
[Harris and Stephens, 1988]. [Lowe, 2004] revolutionised the field of machine vision with the Scale In-
variant Feature Transform (SIFT) algorithm and the SIFT feature points. These features display many
interesting properties such as invariance to scaling and rotation, partial invariance to change in illumina-
tion, camera view point and show high distinctiveness. The first step of the method consists in detecting
local extrema in a difference of Gaussian scale space, which correspond to the key points positions.
A scale and orientation are assigned to each point, and the descriptor is then computed, by measuring
the local image gradients. There are several other methods that detect points of interest and are com-
monly used in the field, such as PCA-SIFT [Ke and Sukthankar, 2004], Histogram of Oriented Gradients
(HOG) [Dalal and Triggs, 2005], Speeded Up Robust Features (SURF) [Bay et al., 2006], and steerable
filters [Freeman and Adelson, 1991]. The main drawback of these methods is that they give only sparse
correspondence, which is often not suitable when looking for a dense field of matches.
Finally, we focus on a recent algorithm called PatchMatch [Barnes et al., 2009] which performs a
Nearest Neighbour search in an efficient way. The authors introduce a fast way to establish matches be-
tween patches using a mixture of random sampling and natural coherence in an image. While common
tree-based acceleration methods provide an accelerated search, the computational time is often not low
enough to allow real-time interactions, and the memory used can increase substantially. Instead, Patch-
Match proposes an incremental way to find matches, based on the assumption that although one random
choice will probably not give a good corresponding match, a large number of random assignments will
be more likely to result in at least one good match. Another assumption of the PatchMatch algorithm is
that, given the natural structure of images, if one patch is assigned a good match, then we can propagate
this match to the neighbouring pixels. Thus, the randomised algorithm starts with an initial guess, and
alternates between two phases: propagation which spreads good matches to adjacent pixels, and random
search, which looks for better matches randomly in a given area around the current position. The perfor-
mances of PatchMatch offer real-time interaction, especially with the GPU implementation, which can
be 20 to 100 times faster than the previous state of the art algorithms. This is described in more details in
Chapter 3 as it is a core component of this thesis. While the algorithm is an efficient Nearest Neighbour
search method, it lacks a fundamental property: an explicit smoothness term which is very often needed
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for machine vision applications.
2.3 PatchMatch Algorithm Related Literature
The PatchMatch algorithm has been actively used in the literature since its original publication by
[Barnes et al., 2009], as it is an efficient way to retrieve a reasonable nearest neighbour solution when
applied to images, due to their strong local coherency. In this section we review the methods that attempt
at improving PatchMatch, or use it as part of their core algorithm. We put the emphasis on the presence
-or absence- of smoothness in the methods that we review.
[Barnes et al., 2010] extend PatchMatch in their Generalized PatchMatch algorithm, where several
improvements are made. First, while PatchMatch was performing a simple nearest neighbour search, this
new method can be used to retrieve k nearest neighbours, by storing the matches in a heap data struc-
ture. The search is also extended to multiple scales and rotations, which are evaluated on-the-fly. An
important advantage compared to other algorithms performing nearest neighbour search is parameters
such as rotation and scale can take any value within a specified range. On the contrary, other algorithms
such as KD-trees, require the different scales and rotations to be discretised in order for the transformed
patches to be inserted in the tree. The Generalized PatchMatch does not need any discretisation as the
data comparison is performed on the fly. The propagation step is also altered compared to the original
PatchMatch in order to reflect the different orientations and scales of the matches. A new step, called en-
richment is added, which consists in propagating candidates matches not only spatially, but also through
corresponding matches. For example, if patch B is a good match to patch A, and patch C is a good match
for patch B, there is a change that patch C will be a good match for patch A. In other words, it uses the
nearest neighbour’s nearest neighbours as source of other candidates. The authors show that their algo-
rithm can be used with arbitrary descriptors and distances, and is not limited to the SSD measure only.
They also propose an alternative parallelisation scheme where the image is divided in several horizon-
tal bands which are processed on separate cores, with a synchronisation step ensuring the propagation
through adjacent tiles. Finally, they propose various applications that can benefit from their method, such
as denoising, clone and symmetry detection and object detection using SIFT descriptors. A noteworthy
conclusion of their work concerns the denoising, where they remark that their algorithm gives a PSNR
worse than that of the non local denoising method by [Buades et al., 2005], illustrating that their algo-
rithm finds better matches and therefore is matching the noise in the image. This can be interpreted as
the natural consequences of not having an explicit smoothness term within the optimisation which can
be beneficial for applications where the smoothness prior is strong, such as denoising.
Coherency Sensitive Hashing (CSH) [Korman and Avidan, 2011] combines PatchMatch and Local-
ity Sensitivity Hashing (LSH) [Datar et al., 2004] into an efficient algorithm that is three to four times
faster than PatchMatch when performing nearest neighbour search. The authors point out that the key
step of PatchMatch is the propagation which is done in a spatial manner, and use a hashing scheme
similar to the one used in LSH in order to propagate matches to patches that have been hashed to the
same values. The hashing is appearance-based, which means that this new propagation is done in ap-
pearance space. In addition, this hashing is also used both to seed the initial matches and within the
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random search. By combining location and appearance, their algorithm outperforms PatchMatch. The
authors point out that their final solutions are less coherent than the ones found by PatchMatch, where
the coherency measure is based on neighbouring patches in the target image matched to neighbouring
patches in the source image. This is a consequence to adding another type of propagation, namely
the appearance-based propagation. However it is an interesting observation with respect to the original
PatchMatch algorithm, which tends to find very locally coherent solutions, even if not optimal, because
of the propagation step. This can be seen as a form of implicit smoothness, which is a byproduct of the
propagation step, as mentioned previously.
[HaCohen et al., 2011] propose the Non-Rigid Dense Correspondence (NRDC) algorithm, which
is based on PatchMatch and aims at recovering a dense and coherence field of matches under non-rigid
transformations and different lighting conditions. It exploits the implicit coherence resulting from Patch-
Match to further improve the correspondence by defining a global colour model. Two main steps are
involved. The first one is an aggregation step which consists in detecting consistent regions of matches.
This relies heavily on the implicit coherence of the match field computed by PatchMatch which we
mention above. Then, the authors introduce a global non-linear parametric colour model which then
becomes part of the matching process, as it is used to alter the colours of the patches when evaluating
the similarity measure. These global parameters are also optimised, and updated after each iteration.
The authors point out several limitations, such as difficulty finding reliable matches in smooth regions
and difficulty in handling change of background, due to the lack of adequate support region weighting.
Furthermore, only one global colour model is taken into account, which might be insufficient in certain
cases. The algorithm is used for several applications, such as local colour transfer and deblurring, how-
ever it does not explicitly model any smoothness, which we can consider as another limitation. We can
further hypothesise that this algorithm would not perform as well with a nearest neighbour algorithm
that does not provide such initial coherence, for example CSH, as it uses the piecewise constant nature
of the PatchMatch solution in order to build the colour model.
The randomised motion estimation [Boltz and Nielsen, 2010] proposes to compute optical flow be-
tween two images, using a segmentation of the image organised in a tree structure combined with Patch-
Match. Naming their algorithm “GraphMatch”, the authors assume that a segmentation tree of the image
is available. Then, a variation of PatchMatch is applied on super pixels rather than standard patches and
finally a hierarchical propagation, instead of spatial, is used to refine the solution. This is one of the
only methods that propose to compute optical flow via a PatchMatch-based algorithm, and the use of
super-pixels can be seen as an attempt to introduce smoothness in the solution.
PatchMatch is also used for stereo matching in [Bleyer et al., 2011] where its efficiency makes the
overparametrisation of the problem into three dimensions possible. This is discussed in section 2.5 of
this literature review and further in detail in Chapter 4.
[He et al., 2011a] use PatchMatch to perform alpha matting. Given a trimap, which is a segmen-
tation of the scene into background, foreground, and unknown pixels, their goal is to accurately model
each pixel of the unknown region as a linear combination of one background and one foreground pixel.
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They define a new search space where each point represents a combination of one foreground and one
background pixel. To build this space they sort each foreground and background pixels according to
a criterion (colour/intensity/position), the choice of which does not have a large influence on the final
result. While the propagation step of PatchMatch is run spatially, the randomisation is performed in this
new space. Post processing consisting in solving the matting Laplacian is applied as a final step to en-
force smoothness on the result. This algorithm outputs reasonable alpha matting masks, and it illustrates
another type of application where PatchMatch can be beneficial, however the only form of smoothness
mechanism is the post-processing step.
In their work, [Mansfield et al., 2011] investigate different optimisation methods for image comple-
tion. The optimisation process is split into two steps: the search for nearest patches in the current target
image, and the generation of a new target image from the nearest neighbour field. They consider two
types of variables: discrete, such as positions in the image, and continuous, such as rotation, scale and
photometric transformations. They combine PatchMatch to perform the optimisation over the discrete
variables while a Levenberg-Marquadt algorithm is used to optimise on the continuous variables. This
method presents an interesting approach to image completion by combining PatchMatch and a global
optimiser, however no smoothness term is taken into account in the model.
Finally, [He and Sun, 2012] use a classical KD-tree search formulation, with several improve-
ments. They first reduce the patch dimensionality through the Walsh-Hadamard Transform (WHT)
[Hel-Or and Hel-Or, 2005] which is faster than running PCA and provides a 24D descriptor for each
patch. They then proceed to build a traditional KD-tree using these vector using the median split
scheme. The core of their improvements relies on the search strategy within the KD-tree. They de-
vise a propagation-assisted KD-tree search where instead of performing classical back-tracking, they
use the leafs of the tree returned by the search results of neighbouring pixels, which is a step inspired by
PatchMatch. They also run a re-ranking operation where the best candidate patches which were found
using the compressed 24D vector representation are then compared back into their original dimensional
space for better accuracy. This algorithm shows improved performance: up to 10-20x speedup compared
to PatchMatch for the same accuracy, and a 2-5 speedup compared to the more recent CSH. However,
PatchMatch has several advantages over this method: the generalisation to multiple scales and rota-
tions is not possible in these settings without duplicating the transformed patches into the trees. Also,
PatchMatch has a greater range of similarity measures that can be used, and is also much more memory
efficient as every computation is performed on-the-fly.
A few other methods incorporate PatchMatch into their algorithm. [Rivera and Gould, 2011] per-
form simultaneous multi-class labelling over image sets, where PatchMatch is used to establish corre-
spondence between image pairs, and add edges to their conditional random field, assuming that patches
matched together are likely to belong to the same object class. [Shahar et al., 2011] extend Patch-
Match to 3D space-time patches to perform super-resolution, both in the spatial and temporal domain,
on videos. [Klaudiny and Hilton, 2011], [Tae-o sot and Nishihara, 2012] and [He et al., 2011b] also use
PatchMatch for nearest neighbour evaluation, however we have not encountered any work which explic-
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itly models the smoothness within the PatchMatch framework, which is the main contribution of this
thesis.
2.4 Belief Propagation
The Belief Propagation algorithm [Pearl, 1988] is a well established method used to perform inference on
Bayesian networks, pairwise Markov Random Fields and more generally Factor Graphs. It is a message
passing algorithm which consists in sending messages across nodes of the graph to estimate marginals.
This is typically called the sum-product algorithm, but a variation exists which can estimate the Maxi-
mum A Posteriori (MAP) solution. On tree-shaped graphs, Belief Propagation gives an exact solution,
while on more general graphs containing loops, a variation called Loopy Belief Propagation which is
an iterative algorithm can be run to produce an estimation of the solution. Belief Propagation can be
converted to an energy based formulation by turning the distributions used into log space. It is described
in more detail in Chapter 3 as it is a core part of this thesis. It has been commonly used in Machine
Vision [Felzenszwalb and Huttenlocher, 2006] as it is a powerful tool to minimise energies containing a
smoothness term, which are often needed in vision applications. However, standard formulations of the
algorithm are defined on a discrete search space, with discrete random variables. Due to the computa-
tional expense of the algorithm, it is not convenient to run it with too many possible labels, and even less
so on a finely discretised continuous space. Several methods exist in the literature, attempting to address
this weakness. We review them in this section.
[Minka et al., 2005] propose general guidelines for message passing algorithms using approxima-
tion in the form of three steps: first, an approximation family is chosen, and used to approximate contin-
uous distributions. Then, a divergence measure is picked, with which it is possible to measure the quality
of the approximation made with the chosen family. Finally, an optimisation algorithm is designed to find
the best possible approximation.
[Isard et al., 2009] follow the above guidelines and make contributions in all steps. First, they
propose to use a bounded number of piecewise-constant probability densities as their approximation
family. Their algorithm also uses the KL-divergence [Minka et al., 2005] as an approximation quality
measure, which leads to an intuitive algorithm seeking for a distribution of minimum entropy. The
optimisation is greedy and consists in traversing axis-aligned kd-trees. The authors point out that their
algorithm is suitable for spaces of low to moderate dimensions, which shows limitations when dealing
with high-dimensional spaces.
In their work, [Sudderth et al., 2010] model messages with kernel density estimates. In other words,
particles (samples) are used, each of them being associated with a regularising kernel. In their paper the
authors show the use of mixtures of Gaussians, but point out that other choice of kernels are possible.
Using multiple kernels results in a rapid increase of the number of kernels involved in message multipli-
cation. For example, if dmessages, represented byM Gaussians each, are multiplied together, a resulting
mixture ofMd Gaussian is necessary to accurately represent the product, and this multiplication of terms
is exponential as further messages need to be multiplied in turn. Therefore, in order to stay within the
same family of approximation (only using a “budget” ofM Gaussians per message), the product of mes-
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sages needs to be approximated. To do so, the authors use a Gibbs sampler [Geman and Geman, 1984] to
efficiently draw samples from this product and build a resulting message within the budget of Gaussians
allowed. The message integration step of BP is achieved through a similar approach. A related method
has been developed by [Isard, 2003], where the differences with the Nonparametric Belief propagation
are that the kernel estimates are not biased and the samples drawn from the message distribution are
less noisy. However the authors point out that the method of [Sudderth et al., 2010] allows more general
forms of potential.
[Pal et al., 2006] propose a method that can be applied to large discrete spaces. They maintain
sparse local marginals by using Kronecker delta functions. Those delta functions are selectively pruned
in a way that maximises a KL-divergence measure. This can be seen as a form of compression of the
messages, where the least informative parts of the messages are discarded. The practice of ignoring
state configurations with low marginal is called beam search. The authors introduce a variation of the
beam search process which can be applied to sum-product inference by considering the KL-divergence
to compress marginal distributions.
The Particle Belief Propagation [Ihler et al., 2009] method proposes another type of approximation
using particles (or samples) which do not use regularising kernels, contrary to [Sudderth et al., 2010].
The algorithm samples a set of particles at each node, drawn from a certain sampling distribution. The
authors point out the key difference, and advantage compared to Nonparametric Belief Propagation,
which is that while in NBP a sending node s draws new samples to represent the outgoing message
destined to t, in PBP the message going to t is represented with the sample set of t directly. This has the
benefit that message products are well defined, as all incoming messages at a node are already expressed
in the set of particles of this node, and thus there is no need for using a regularising kernel. An important
consideration is the sampling distributions used to draw particles. While sampling from the marginal
distributions would be ideal, it is not possible, as these are not known, and are the outcome of the iterative
optimisation scheme. However, the belief estimate can be easily evaluated at any point, and therefore a
short Markov Chain Monte Carlo (MCMC) simulation can be used to draw new samples. The potentials
can have any form, as only point-wise evaluations are required, which is an advantage compared to being
restricted to Gaussians for example. A variation of this method called the Max-Product Particle Belief
Propagation (MP-PBP) has been proposed by [Kothapa et al., 2011], where the algorithm is adapted to
the computation of the MAP solution rather than the marginal. This algorithm is described more in detail
in section 3. Our work is based on this particular variation of Belief Propagation, as it shares similarities
with the PatchMatch algorithm which is explained in Chapter 3, and we aim at improving it. Finally
[Ihler et al., 2009] extend PBP to the Tree-Reweighted Belief Propagation message passing algorithm
[Wainwright et al., 2005].
[Felzenszwalb and Huttenlocher, 2006] propose a few acceleration steps to improve the perfor-
mance of Belief Propagation, applied to vision applications. They point out that with certain cost func-
tions, such as the Potts model, the minimisation performed in the message computation can be expressed
in a form that reduces the computation complexity. For linear cost functions, the minimisation can be
2.5. Stereo Matching 38
seen as a lower envelope computation which is in this case related to a distance transform calculation,
and a similar approach is used for quadratic functions. For bipartite graphs, they perform the message
updates by computing messages to each region of the graph in an alternate manner, reducing the compu-
tation cost in half. Finally, another mechanism used in this method is a coarse-to-fine version of Belief
Propagation, which allows for long range interactions at coarse levels.
[Noorshams and Wainwright, 2011] use a randomised approach to BP in order to perform message
update. The authors reduce the complexity of the algorithm by passing partial -and randomly chosen-
information form node to node. In other words, messages are incrementally updated in a stochastic way.
Applied to stereo matching it proves to be 3-4 times faster per iteration, but requires more iterations to
reach the same quality as BP, which is expected as it needs more trials to fully propagate the information
between nodes.
Finally, [Komodakis, 2006] designed a method to perform image completion using Belief Propaga-
tion. However the authors point out that the high number of possible labels for each pixel is a problem
with respect to the complexity of the computation, which is in general an acknowledged difficulty when
using Belief Propagation algorithms. To remedy to this problem the authors propose a Priority Belief
Propagation algorithm which has two main components. First, the message scheduling is priority-based.
In other words, the nodes that are the most confidents about their labels are the first ones to send mes-
sages, which accelerates the convergence of the algorithm. A priority list is used to refer to nodes and
they are updated in order within this list. Then, they also implement label pruning, labels that are un-
likely to be assigned to a node are discarded. The remaining labels are the “active labels”, and this
scheme further improves the performance.
Most of these approaches attempt at making Belief Propagation applicable to continuous, or large
discrete spaces. However, due to the high computational costs involved, this still remains an open re-
search problem, especially when working with correspondence fields between images, where the search
space is often very large.
2.5 Stereo Matching
In this section we review the various stereo matching techniques present in the literature.
[Scharstein and Szeliski, 2002] propose an algorithmic taxonomy that breaks down the typical stereo
matching algorithm into several building blocks:
• matching cost computation
• cost aggregation, where the matching costs over a support region are combined
• disparity computation (local and global methods)
• disparity refinement
While these steps are not always followed by all algorithms in this particular order, they are often present
in some form. The disparity computation step can be approached by two families of techniques: local and
global methods. Local methods (also known as window-based), base their computation on the similarity
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of intensities in a finite window around a given pixel, while global methods establish an energy-based
framework and aim at minimising the proposed energy, often combining unary and pairwise terms for
smoothness, using various optimisation techniques. Other algorithms do not explicitly state an energy
term to optimise, but behave in a similar way, as we will see below. In this section we update and
complete this taxonomy with the most recent stereo matching techniques.
2.5.1 Cost Computation
The similarity measures presented in section 2.1 are widely used in stereo matching. The most
popular which have been used for decades are SAD [Kanade et al., 1995], and SSD [Hannah, 1974].
Alternatively, gradient-based measures are also commonly used to provide robustness to change in
illumination [Scharstein, 1994]. Some techniques combine both colour and gradient information
[Rhemann et al., 2011, Bleyer et al., 2011] while others perform a pre-processing step on the images
prior to the similarity measure computation [Stefano et al., 2004]. NCC is also found in the litera-
ture as a common alternative to SSD [Psarakis and Evangelidis, 2005], as well as mutual information
[Hosni et al., 2009]. Finally, truncating the error measure is common practice to provide robustness to
outliers [Rhemann et al., 2011, Bleyer et al., 2011].
2.5.2 Cost Aggregation
Methods using patches in order to calculate the cost of a possible match use various schemes to ag-
gregate the cost of all pixels of the supporting area. Some techniques, such as [Mu¨hlmann et al., 2002,
Stefano et al., 2004] simply sum the costs of all the pixels in the window, which implicitly assumes
a fronto-parrallel organisation of the scene and does not take into account edges. The guided fil-
ter [He et al., 2010], the bilateral filter [Tomasi and Manduchi, 1998] and the Adaptive Support Weight
method [Yoon and Kweon, 2006, Bleyer et al., 2011] are often used during aggregation to provide edge-
awareness. A variation of the Adaptive Support Weight is the Geodesic Support Weights used by
[Hosni et al., 2009], where pixels with high weights must not only have the same appearance as the
middle pixel of the window, but also have a path connected to the middle pixel which does not vary
significantly in colour. [Min et al., 2011] use histograms to perform aggregation, together with weights
similar to the bilateral filter, to count each pixel’s vote towards the final solution. A multi-scale aggrega-
tion approach has been devised by [Min and Sohn, 2008] for further acceleration and reliability.
2.5.3 Disparity Computation - Local Methods
Local methods estimate the cost of a candidate disparity by computing intensity errors in a window
around each pixel. Furthermore, the disparities are assigned following the winnner-take-all (WTA)
scheme, which states that the candidate with the lowest error is assigned to the final match. This implies
that no neighbouring or global information is taken into account, except from the aggregation step.
In their work, [Rhemann et al., 2011] present an algorithm that performs remarkably well on the
Middlebury dataset, while running in real-time. The authors build a cost volume, also known as Disparity
Image Space (DIS). After this, they aggregate the costs using a support window, which is determined
from the guided filter. This provides a way of regularising the solution while preserving edges. Similarly,
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[Mizukami et al., 2012] build a cost volume and use an interpolation method to provide costs at sub-pixel
positions. Then, they filter the cost volume using a guided filter [He et al., 2010] and finally the disparity
at each pixel is determined by using a local coarse-to-fine scheme. An advantage of this method is that
it can be easily parallelised. Other methods, such as [Richardt et al., 2010] use a fast bilateral filter for
real time performances, but are limited to grey scale images due to heavy memory requirements.
[Bleyer et al., 2011] propose an algorithm based on PatchMatch applied to the stereo matching
problem. The authors aim at estimating a supporting plane at each pixel, in order to explain the existing
variation of the disparity values on slanted surfaces in a natural way. By over-parametrising the disparity
computation problem to a plane estimation problem, they propose a robust matching cost which pro-
duces state-of-the-art results at subpixel accuracy levels. However, while the algorithm benefits from an
implicit smoothness due to the propagation mechanism of PatchMatch, it also suffers from the lack of
explicit smoothness in the optimisation. We describe this algorithm in more detail in Chapter 4 and use
our new optimisation technique to address some of its weaknesses.
2.5.4 Disparity Computation - Global Methods
Global methods often use an energy minimisation framework, where the sought solution is the configu-
ration of disparities that minimises an energy which typically has the following form:
E(u) = Ed(u) +  Es(u). (2.10)
where u is a possible solution, Ed is the data term (also known as unary term), which indicates how
well the solution agrees with the data present in both images, Es is a smoothness term which encour-
ages neighbouring pixels to have similar disparity (or similar parameters in the case of an alternative
parametrisation), and   controls the influence of the smoothness term over the data term. The smoothness
term is often a pairwise term, but higher order methods also exist in the literature [Woodford et al., 2009].
There are various optimisers that can be used to minimise this energy.
Several methods use a Graph-Cut algorithm [Boykov and Jolly, 2001], such as
[Kolmogorov and Zabih, 2001] and [Wei and Quan, 2005], where an ↵-expansion scheme is used to han-
dle more than two labels for the disparity. A drawback of using graph cuts is that the solution is often
limited to integer disparities.
Another family of algorithms relies on the Belief Propagation algorithm [Pearl, 1988] to carry out
the optimisation. In their work, [Sun et al., 2003] formulate the stereo matching problem using Markov
Random Fields (MRFs) and estimate the optimal solution using Belief Propagation. [Klaus et al., 2006]
also use Belief Propagation as the optimisation method, but aim at estimating a disparity plane at each
pixel, in a similar fashion as [Bleyer et al., 2011]. Several Belief Propagation methods aim at improv-
ing the computational time for the stereo matching application, such as [Yang et al., 2009] who use a
hierarchical approach, and [Felzenszwalb and Huttenlocher, 2006] who efficiently compute messages
by considering the relative difference between labels, use bipartite graphs and a multiscale variant
of Belief Propagation for optimisation. [Tappen and Freeman, 2003] provide a comparison between
Graph-Cut and Belief propagation by applying both to solve the same MRF, using a Potts model
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[Boykov et al., 2001], and conclude that they are comparable: while Graph-Cuts provide slightly lower
energy solutions, this does not always correlate with a better quality solution when evaluating the fi-
nal error. However the main weakness of Belief Propagation is that computations are expensive, and
optimising in a continuous space is not straightforward.
Finally, MRFs can also be solved by other techniques such as simulated annealing
[Geman and Geman, 1984, Barnard, 1986], and variational approaches [Horn and Brooks, 1986,
Slesareva et al., 2005], which are very popular in the Optical Flow Estimation field, as we will see
below.
2.5.5 Disparity Refinement
Post processing of the disparity field is often used to improve the quality of the solution at relatively
low computational cost. For methods that match the images in a bidirectional way, a useful step is the
right/left consistency check, which can detect erroneously matched pixels as well as pixel residing in
occluded or disoccluded areas. Additional post-processing can then be applied on these invalid pixels,
such as inpainting [Bleyer et al., 2011]. The median filter is also commonly used to remove unwanted
matches [Birchfield and Tomasi, 1999]. Finally, it is common for algorithms that evaluate disparities at
integer positions to perform refinement in the form of curve fitting allowing a final sub-pixel solution
[Stefano et al., 2004].
2.6 Optical Flow Estimation
Optical Flow is defined as the apparent motion of the pixels in the image. A related term that is often
used is the “motion field”, which is the 3D motion of the objects, whose 2D projection on the image
space is the optical flow. [Baker et al., 2011] created a taxonomy for Optical Flow algorithm, similar to
that of [Scharstein and Szeliski, 2002] for the stereo matching methods. In this section we present an
overview of the different optical flow algorithms.
In the same fashion as the global methods of stereo algorithms, most optical flow techniques aim at
solving an energy minimisation problem, where the energy is defined per Equation 2.10. Each algorithm
using this type of energy can be broken down into two components: the model and the optimiser. The
model can be further separated into two sub-components which are (1) the choice of the data term Ed,
and (2) the choice of the smoothness term (often called prior) Es.
2.6.1 Models
Most models follow the classical formulation of [Horn and Schunck, 1981], which establishes the con-
stancy of the image in some way (e.g. brightness constancy), and also models the expected variation of
the flow across the image (e.g. flow smoothness). These two constraints form the data and the prior (or
smoothness) terms.
The data term, often a brightness constancy assumption, is a key element of the model. The original
formulation of [Horn and Schunck, 1981] using the L2 norm for the data term is sensitive to outliers,
especially near occlusion boundaries where pixels might disappear. [Black and Anandan, 1996] follow
the same guidelines but use a robust Lorentzian penalty function, which has also been part of more recent
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algorithms [Brox et al., 2004, Wedel et al., 2009]. Other robust penalty functions have been proposed,
such as the Geman-McClure in [Lempitsky et al., 2008]. However it is not clear which penalty function
performs best: it is possible that none is best for all data, and that it can be beneficial to use differ-
ent algorithms on different parts of the image, which is the approach used by [Mac Aodha et al., 2010].
Note that the brightness constancy assumption can be applied on elements other than raw colour values
of the image. [Brox et al., 2004] use gradient values, which are often more robust to change in illu-
mination, while [Liu et al., 2011] use SIFT descriptors which are also invariant to rotation and scale.
Change in illumination can also be explicitly modelled as well as blur, such as in the work carried out
by [Seitz and Baker, 2009], however this increases the ambiguity of the data term.
The smoothness term, or prior, helps in reducing the level of ambiguity brought by the data term
and regularises the solution. The most common priors are first order, meaning that they are essentially
a pairwise term and thus act on the gradient of the flow field. Again the choice of the penalty function
for the prior is crucial to the quality of the algorithm. [Horn and Schunck, 1981], as mentioned before,
propose a quadratic term for the prior, yielding Tikhonov regularisation [Tikhonov, 1963]. This work
is considered as one of the milestones of optical flow algorithms, and a significant amount of research
has been built upon it. The total variation (TV) method typically uses a L1 formulation for the penalty
function of the flow field gradient to regularise the solution [Brox et al., 2004, Wedel et al., 2009] , and
belong to the class of variational optimisers, described in the next section. An important property of the
regularisation term is edge preservation: [Werlberger et al., 2009] introduce an anisotropic, image based
regularisation term replacing the widely used isotropic TV one; [Sun et al., 2008] model the smooth-
ness term using a Steerable Random Field, where the derivatives of the flow are steered by the image
structure; [Lee et al., 2010] use a bilateral filter within the regularisation term. Segmentation informa-
tion can be incorporated into the model, such as in [Xu et al., 2008]. Learning is also a valid option:
[Roth and Black, 2007] learn the prior model to regularise the flow using a Field-of-Expert formulation.
Higher order regularisation terms can be used to penalise differences of the second-order derivatives
[Trobin et al., 2008]. Over-parameterising the flow has the same effect: for example [Nir et al., 2008]
use an affine prior to allow for slanted surfaces. Finally rigidity priors, consisting in finding a solution
agreeing with the epipolar geometry have been proposed [Nir et al., 2008], [Wedel et al., 2009]. This is
related to the method we devise in chapter 6.
2.6.2 Optimisers
A first family of optimisers used to minimise an energy is based on a gradient descent scheme. The
most simple algorithm of this kind is the steepest decent algorithm seen in [Baker and Matthews, 2004].
Other known methods are the Newton method, Gauss-Newton method, Quasi-Newton method and the
Levenberg-Marquardt algorithm [More, 1978].
A second type of methods are the variational algorithms where the flow values are treated as 2D
functions u and v. [Sun et al., 2010a] point out that the classical Horn and Schunck model works surpris-
ingly well with modern optimisers, and the energy function that the authors define is typically minimised
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using a variational algorithm. The global energy function is written in the following form:
Eglobal =
ZZ
E(u(x, y), v(x, y), x, y, ux, uy, vx, vy)dxdy, (2.11)
where ux = @u@x , uy =
@u
@y , vx =
@v
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These equations can be solved in many different ways, such as using the Jacobi method
[Bathe and Wilson, 1976], the Gauss-Seidel method, Successive Over-Relaxation [Young, 2003] and
the Conjugate Gradient algorithm [Fletcher, 1976, Sun et al., 2010b].
A class of variational algorithms that are particularly popular in optical flow computations is the
total variation regulariser, which is coupled with the robust L1 norm for the data term, capable of pre-
serving discontinuities in the flow field: for example [Zach et al., 2007] approximate the L1 norm with
the Charbonnier penalty function which is a differentiable approximation in order to reduce the computa-
tional difficulties, and use a dual formulation of the energy, which is then optimised using an alternative
scheme on the GPU.
Recently, [Xu et al., 2012b] use the TV formulation combined with an initialisation using SIFT fea-
tures to recover large motion more effectively, and obtain good performance. Other variational methods
also exist such as the scale invariant flow of [Xu et al., 2012a] which is able to establish correspondence
across different scales, the non-local TV of [Werlberger et al., 2010], or the method of [Brox et al., 2009]
which is adapted to large displacements.
There are several additional steps used by optical flow algorithms that considered common practice.
The first is to use a coarse-to-fine strategy, which involves first computing the flow at a subsampled res-
olution, to then provide an estimation of the solution for the next levels of the pyramid. Each estimated
flow field can be used to warp one image towards the other one, thus leaving an incremental flow to com-
pute in the next iterations [Bruhn et al., 2005]. This is particularly helpful when the flow field contains
large displacements.
Graduated Non-Convexity [Black and Anandan, 1996] is also commonly used to provide a convex
estimation of the objective function, which can then be more easily minimised.
Occlusion reasoning, depth ordering and explicit layer representation help in having a better under-
standing of the scene and separating the estimation of motion boundaries from the smooth estimation of
the flow, such as in the work carried out by [Sun et al., 2010b] which performs particularly well on the
Middlebury dataset.
Finally, several filtering operations are also typically used, firstly as pre-processing, such as the
Rudin-Osher-Fatemi (ROF) technique [Rudin et al., 1992] which aims at reducing the influence of the
illumination change between the two images. Additionally filtering can be used as a post-processing
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step to improve the final flow, for example with the use of a median filter, which, according to
[Sun et al., 2010a], is one of the most influential steps.
Very few methods used the PatchMatch algorithm for optical flow computation
[Boltz and Nielsen, 2010], and this could be due to the lack of explicit smoothness in the optimisation.
However, we will see in Chapter 5 that is is a valid possibility, and we further improve it by adding this
missing explicit smoothness to the method via our algorithm described in Chapter 3.
2.7 Our Approach
In this work we aim at addressing the weaknesses of PatchMatch and Belief Propagation in order to
perform fast correspondence field estimation on continuous spaces while keeping the possibility of op-
timising energies containing pairwise terms. We study the similarities between these two algorithms
and express them under the same framework. This allows us to create a new algorithm, that we call
PatchMatch Belief Propagation (PMBP), which combines the strength of both PatchMatch and Belief
Propagation. This new optimiser can be seen a generalisation of PatchMatch expressed in a Particle
Belief Propagation framework and is controlled by a smoothness weight. This means that it can repro-
duce the exact same outputs of PatchMatch under certain settings, while being also able to introduce
smoothness in the solution by using the mechanisms of Belief Propagation while retaining similar com-
putational time to PatchMatch. We show the benefits of this new optimiser, and use it within different
applications. First, we extend the work of [Bleyer et al., 2011] and create a new stereo matching algo-
rithm which estimates supporting disparity planes at each pixels and introduce a new pairwise term in
order to benefit from the smoothness given by PMBP. We show state-of-the-art outputs on the popular
Middlebury stereo benchmark [Scharstein and Szeliski, 2002]. We then apply our algorithm to optical
flow computations. We first motivate this work by calculating optical flow and performing fast video
editing with PatchMatch, which has not been done before. We then devise several models that include
pairwise terms and can be optimised with PMBP. These include a 5D model using patch translation,
rotation and anisotropic scaling, a 6D affine model that can capture more complex deformation, and
finally a 9D model using homographies that are generated via a geometrically based model. We show
that this model can naturally handle the smoothness variation of the flow on slanted surface and produce
competitive results especially on large displacement cases.
Chapter 3
PMBP: PatchMatch Belief Propagation for
Correspondence Field Estimation
Our work draws a new connection between two existing algorithms for estimation of correspon-
dence fields between images: Belief Propagation [Pearl, 1988][Yedidia et al., 2005] and PatchMatch
[Barnes et al., 2009] [Barnes et al., 2010]. Correspondence fields arise in problems such as dense stereo
reconstruction, optical flow estimation, and a variety of computational photography applications such
as recolouring, deblurring, high dynamic range imaging, and inpainting. By analysing the connection
between the two methods, we obtain a new algorithm which has performance superior to both its an-
tecedents. The first contribution of our work is a formulation of PatchMatch and Belief Propagation
in terms that allow the connection between the two to be clearly described. Our second contribu-
tion is in the use of this analysis to define a new algorithm: PatchMatch Belief Propagation (PMBP)
[Besse et al., 2012, Besse et al., 2013b] which is more accurate than PatchMatch and orders of magni-
tude faster than Belief Propagation.
3.1 Energy Minimisation and Correspondence Fields
We consider the correspondence field estimation task as an energy minimisation problem. We
parametrize the correspondence field by a vector grid u = {us}ns=1 where s indexes nodes, typically
corresponding to image patches, and us 2 R parametrizes the correspondence vector at node s. We
denote the output domain of us as Us and the overall output domain of a configuration u as U . We shall
consider a special type of energy, combining unary and pairwise energies
E(u1, . . . ,un) =
nX
s=1








with N(s) being the set of pairwise neighbours of node s. The unary energy  s computes the local evi-
dence for the correspondence us and is often called the data term. The pairwise energy  st encourages
smoothness between neighbouring correspondence vectors us and ut. Note that this energy formulation
can be converted to a probabilistic form using the convention:
p(u1, . . . ,un) = exp( E(u1, . . . ,un)). (3.2)
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usPixel s
Image Graph
Figure 3.1: Parametrization of the correspondence field. Each pixel corresponds to a node in a graph,
and the random variable us corresponds to the possible correspondence states of pixel s.
In order to perform comparisons between the quality and performance of different algorithms throughout
this chapter, we consider a simple 2D patch-based correspondence field estimation task between two
images using the energies defined below. We refer to this as the “2D Patch Correspondence Estimation”
(2D-PCE) and will use it later on in this chapter.
Let us = (us, vs) be the parametrisation of a 2D flow field between images I1 and I2. This means
that for each pixel s in I1, us is a 2D random variable that represents the correspondence of s into I2 as
illustrated in figure 3.2. We define a weighted patch data term where (xs, ys) are the image coordinates









   I1 xs + i, ys + j   I2 xs + i+ us, ys + j + vs    . (3.3)
where the parameters of the state are displayed in red. Here, the weights wsij are precomputed based
on the intensity values surrounding pixel s, and the norm k · k represents magnitude of difference in
an appropriate colour space. For 2D-PCE we use wsij = 1. For a stereo correspondence, which is a
correspondence along the same scanline, with us = [ s] being the single scalar disparity, the equivalent
data term is  wpss ([ s]) =  
wpf
s ([ s, 0]>). This is a simple model which assumes a constant correspon-
dence field in the (2h + 1) ⇥ (2h + 1) patch surrounding every pixel. With large h, this oversmoothes
the solution, even with clever choices of wsij , which can be improved by using more complex param-
eterisations of the correspondence field, as discussed in Chapter 4 for stereo matching and Chapter 5
for optical flow computations. Furthermore, large h yields expensive computation due to the systematic
comparison between large patches. On the other hand, smaller h make the algorithm more tractable, but
increase the ambiguity of the data term computation, as patches are less distinctive. Introducing pairwise
terms encouraging smoothness on the correspondence field decreases this ambiguity, which is why we
use an energy of the form seen in equation 3.1 in our work.
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us = [us,vs]
Target Image Source Image
Figure 3.2: Correspondence field estimation. For each patch of the target image we are looking for
a patch in the source image such that the global energy is minimised. The correspondence field is
parameterised with states representing the offset of the matches with respect to the position of the original
pixel in the target image. Each pixel of the target image is associated with a node in the graph. Each
node can be seen as a random variable. A state is a possible value for a random variable.







35) = min(|us   ut| + |vs   vt|, ⌧) (3.4)
where the parameters of the states are displayed in red, and where ⌧ is a truncation term. It is essentially
a L1 norm between two states, which cannot take values greater than ⌧ , in order to add robustness
[Bleyer et al., 2011]. This pairwise term has the effect of encouraging neighbouring correspondence
vectors to be equal to each other.
3.2 Belief Propagation
Belief Propagation (BP) is a message passing algorithm used to solve inference problems and minimise
energies such as equation 3.1. There are two main variants of the algorithm. The first one is called






The second version is called Sum-Product Belief Propagation, and is used to compute the maximum









where N is the number of nodes in the graph.
In this work we focus on retrieving the MAP solution, but it is worth mentioning that both versions
of the BP algorithm have similarities. In tree-shaped graphs, BP gives an exact solution after traversing
the graph twice. In general graphs, BP can still be run in an iterative fashion and is called Loopy BP, but
is not guaranteed to converge [Yedidia et al., 2005]. To fully characterise BP, we need to define what we
call beliefs and messages which are parts of the core mechanisms of the algorithm.
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Figure 3.3: Belief and message computation. (a) The belief computation at node s is the product (or sum
in log-space) of all the incoming messages with the unary term; (b) The message computation from node
t to node s involves a maximisation (or minimisation in log-space) over the states of t of the product (sum
in log-space) of all messages incoming at t (except from Ms!t) multiplied with (added to in log-space)
the pairwise term.
3.2.1 Beliefs
The BP algorithm is an iterative algorithm that builds estimates of what is called the belief at each
node. A belief indicates how likely it is for each state to be the solution at the node. After convergence
of the algorithm, the MAP solution can be estimated by retrieving the max-belief state at each node.
We recall that probabilistic form can be converted to an energy-based formulation, using the convention
E =  log(p)where p defines a probability andE defines the corresponding energy as mentioned before.
In our work, we chose to represent the problem with the energy-based formulation, and will therefore
often refer to the disbelief, defined as
Bs(us) =   log bs(us), (3.7)
where bs is the belief at node s . In this context, the MAP solution is estimated by retrieving the min-
disbelief states. Formally, the disbelief at node s is computed as:




where  s is the data term at node s, and Mt!s(us) is the message from node s to node t, which we
define below. The data term is also called the unary term, and evaluate how well a states agrees with
the available data. For example, in the 2D-PCE task that we defined before, the data term is  wpfs and
encourages the correspondence to be similar in colour to the patch located around pixel s (brightness
constancy assumption). As illustrated on figure 3.3a, the disbelief is computed by gathering information
about all the incoming messages at a node.
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3.2.2 Messages
In order to build the disbeliefs, as seen in equation 3.8, the algorithm uses messages which circulate
between nodes according to a schedule  . A message always has a sender node and a receiver node.
The message from node t to node s represents, in words, “node t’s opinions of the [negative log of the]
likelihood that node s has value us”. This is illustrated in figure 3.3b. It is formally defined as:
Mt!s(us) := min
ut
 st(us,ut) +Bt(ut) Ms!t(ut). (3.9)
where  st is a pairwise-term. For convenience, the variable that is being minimised over is displayed
in green. As messages are clearly defined in a recursive fashion, the messages on the right-hand side
of equation 3.9 are those computed in the previous iteration. Further algorithmic and implementation
details are discussed in section 3.6.
3.2.3 State space and limitations
We have defined until now the BP equations without specific information about the state space Us for
a given node s. This standard BP formulation is generally used with discrete state spaces. In order to
use this formulation on a continuous state space, one would need to keep a continuous representation
of beliefs and messages, but this is not possible in practice. Instead, a fine discretisation of the space
could be used. However, this causes the algorithm to become quickly computationally intractable. This
is a consequence of the minimisation performed in equation 3.9 which has a quadratic complexity. To
exemplify this on a task involving images, we run a standard BP on 2D-PCE using two small images
(50 ⇥ 50) and a 2D state space discretised over n values for each dimensions, yielding a total of n2
possible states. The resulting computation time over 3 iterations with respect to the state space’s size
is shown in figure 3.4. We see that even for small images, the algorithm is far from performing in real
time due to its complexity, and that is with relatively small values of n. For real-world applications,
optical flow computations need to be performed on an almost continuous state space (floating point
values) and larger images (several Mpx). To achieve this with discrete BP, the grid on which the space is
discretised would need to contain tens of thousands points, therefore it is clear that it is not suitable for
such applications.
As discussed in Chapter 2, several methods exist in the literature trying to address the problem
of running BP on a continuous space. The key to implementing BP for continuous state variables
u is in the representation chosen for the messages and beliefs. [Isard et al., 2009] propose a solu-
tion by discretising the space in a way that minimises a Kullback-Leibler (KL) divergence measure.
[Noorshams and Wainwright, 2011] work on large discrete spaces, and use a randomisation step to in-
crementally and stochastically update partial messages, reducing the complexity from quadratic to linear.
[Pal et al., 2006] also operate on large discrete spaces, and maintain sparse local marginals by using Kro-
necker delta functions, keeping only labels carrying the highest probability mass. [Sudderth et al., 2010]
extend particle filters to Loopy BP, and use a regularisation kernel to ensure that message products are
well defined. Finally, Particle Belief Propagation [Ihler et al., 2009, Kothapa et al., 2011], uses a simpli-
fied representation of the continuous messages and beliefs using particles. We present this algorithm in
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Figure 3.4: Computation time for 3 iterations of discretised BP with varying discretisation level of the
state space.
detail in the next section as our work is based on it.
3.3 Particle Belief Propagation
The Particle Belief Propagation (PBP) [Ihler et al., 2009] algorithm represents continuous beliefs and
messages using a finite set of particles, where a particle is a weighted sample of a distribution, and
is associated with a point in the state space. Each node s is associated with a set Ps = {u1s, ..., ums }
containing m particles. The key mechanism is that these sets of particles are not fixed, and are allowed
to evolve in order to keep the best possible representation of both beliefs and messages. In other words,
PBP consists in two separate parts: a standard BP message passing algorithm adapted to particle-based
representations of beliefs and messages, and a particle resampling algorithm seeking to represent those
beliefs and messages in the best possible way with the given fixed number of particles allowed. In this
section we describe these two components.
3.3.1 Message Passing
The message passing mechanisms of PBP are very similar to that of normal BP, the only difference being
that the min operation performed during the message computation is done only on the set of particles of
the sender nodes (when computing the message Mt!s, we call t the sender node and s the destination
node). This has the effect of reducing the computational cost of the algorithm, which is now tied to the
number of particles in each set, rather than the dicretisation level of the state space. The message from
node t to s can now be written as
Mt!s(us) := min
ut2Pt
 st(us,ut) +Bt(ut) Ms!t(ut). (3.10)








Figure 3.5: Message multiplication (probabilistic form). To calculate the belief at the blue node, we
need to multiply the messages incoming from the red and the green node. A naive algorithm that sends
messages represented as particles located at the states of the sender (red ticks for the red node, and
green ticks for the green node) would have a fundamental problem when trying to multiply the different
values together as the product would not be defined. NPB fits a Gaussian around each particle so that the
message product is defined. Note that it produces a mixture of Gaussians with a higher number than the
original number of Gaussians in the incoming messages. If the “representation budget” for the messages
is set to n Gaussians (2 in the example), the resulting product (which contains now 4 Gaussians) needs to
be represented itself by n Gaussians, and therefore a further approximation is necessary (in the example,
the resulting messages contains 4 Gaussians, but needs to be approximated with 2 Gaussians). PBP
ensures that the incoming messages are already expressed in the particle set of the receiver (blue node,
blue ticks) which leads to a straightforward message multiplication.
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where Pt is the set of particles at node t. It is worth noting is that while the minimisation is performed
on the particles of t, the resulting message is a function of us and therefore is evaluated at the particle
positions of s when calculating the disbelief of s. Keeping a set of particles at each node and evaluating
all the incoming messages in this set of particles is an important mechanism, that can be seen as a type of
“conversion” between the information outgoing from node t which is expressed in terms of particles in
Pt, through the pairwise term into information about s arriving at node s in terms of particles in Ps. As
a result, the evaluation of the belief at node s can still be represented by equation 3.8, as each incoming
message is defined at each particle of s. In other methods, such as Nonparametric Belief Propagation
(NBP) [Sudderth et al., 2002], the incoming messages do not share the same collection of samples, which
requires smoothing in order to have product (in the probabilistic version), or sum (in the energy-based
framework) defined everywhere. These mechanisms are illustrated in figure 3.5. Although these two
algorithms might seem very different, they are actually working towards the same goal: approximating
in the best possible way the output of a message computation, with a given budget of some elements used
to represent messages, such as particles for PBP, or Gaussians for NBP. The particle approach has the
advantage of working easily with any form of pairwise term, as it only needs to be evaluated in certain
points. However, it requires an extra step which is particle resampling.
3.3.2 Particle Resampling
In PBP, the message passing step alternates with a particle resampling step, which is used to re-
fine the current set of particles at each node in order to have a better estimation of the disbelief.
[Koller et al., 1999] propose the use of the sum-product marginal at each node as sampling distribu-
tion, which is not available in our case. Another alternative would be to use the belief at each node.
However this is not straightforward as the belief is an unknown distribution. On the other hand, the
belief is easily evaluated, and therefore the method of choice used here is a short Markov Chain Monte
Carlo (MCMC) simulation in order to obtain samples. In particular, a Metropolis-Hastings algorithm is
run, using Gaussian distributions centred at each particle location to perform the random walk, and an
arbitrary bandwidth parameter   chosen so that the acceptance rate of the Metropolis-Hastings algorithm
is neither too high or too low. The main advantage of PBP over discretised BP is that instead of hav-
ing a fixed grid, which could be seen as fixed particles regularly sampled over the search space, it uses
dynamic particles which are allowed to evolve, and the MCMC step is used to update these particles.
3.3.3 Limitations
While PBP allows continuous space optimisation, it is still not suitable for very high dimensional and/or
large spaces as the convergence rate is slow. The reason behind this is that in order to correctly approx-
imate the real messages, a large number of particles is needed. If the number of particles is too low, it
is likely that the algorithm will fail to accurately compute an approximate message due to what we call
“pairwise misses”. A pairwise miss happens when the particle sets of two neighbouring nodes are too
different, where difference of particle sets can be characterised by the lack of similar particles amongst
both sets. Assuming that a pairwise term  st encourages smoothness,  st(us,ut) will be high when
kus   utk is low (e.g. when us is spatially close to ut), and inversely will be low when kus   utk



















Figure 3.6: Message calculation and illustration of the “pairwise miss” phenomenon. Green bars rep-
resent the set of particles at s, Ps = (s1, s2, s3) and the red bars represent Pt = (t1, t2, t3). In
PBP [Ihler et al., 2009, Kothapa et al., 2011], the continuous message m⇤t!sus is evaluated only at par-
ticles in Ps, and minimized only over Pt, evaluated at the yellow dots. When Ps and Pt differ, much
of the message may be uninformative (represented by the green particles mPst!s). This is the “pairwise
miss” phenomenon. If the pairwise potential favours smoothness, including particles from Pt increases
the likelihood that high probability parts of the message are included, which is what happens in PMBP.
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is high (i.e. when us is spatially far from ut). If the particles of both sets are too far away, no useful
information will come out of the message, and the peaks of the real message will be missed, hence the
term “pairwise miss”. Figure 3.6 illustrates this phenomenon. In our work, we address this weakness in
order to accelerate and improve the quality of the optimisation by making the link between PBP and the
PatchMatch algorithm, and then combining the two to obtain an algorithm superior to both.
3.4 The PatchMatch Algorithm
The PatchMatch algorithm [Barnes et al., 2009] was initially introduced as a computationally efficient
way to compute a nearest neighbour field (NNF) between two images. The NNF is then used for image
editing operations such as denoising, inpainting or deblurring. In terms of energy minimisation, the
NNF is the global minimiser of an energy comprising a unary term only ( st = 0). The PatchMatch
algorithm computes good minima while evaluating the unary term many fewer times than the number
of possible states in the search space. With such a powerful optimiser, more complex unary terms can
be defined, yielding another class of state-of-the-art correspondence finder, such as [Bleyer et al., 2011].
We describe in detail below how the algorithm works.
3.4.1 Methodology
PatchMatch is a randomised, iterative algorithm that uses the properties of natural images to accelerate
the correspondence field estimation. We first describe the algorithm in the original terms in which it was
published, and then in terms that will allow easy unification with standard description of continuous-
domain BP, using particles.
The original formulation
The algorithm consists of three main components: an initialisation step, which is run only once, and then
two alternating steps which are propagation and randomisation, that are run iteratively until convergence.
Initialisation The NNF is randomly initialised using a uniform probability distribution to sample from
the search space. Alternatively, it can be initialised using prior knowledge about the NNF.
Propagation Natural images tend to be locally consistent, which means that good matches are often
clustered into contiguous areas. Using this property, this step tries to improve the NNF by propagating
the good matches between neighbouring patches. For example, given a patch p at (x, y), we consider its
neighbour pleft located at (x  1, y). If there is a good match (u, v) at pleft, we can assume that is it also
likely that (u+1, v) is a good match for p. In other words, if NNF(x  1, y) = (u, v), then is likely that
NNF(x, y) = (u+ 1, v).
Randomisation This steps aims at improving the existing matches by performing a random search
around each best match. To improve this match, we compute the similarity between the current patch
and a sequence of random candidate patches located at an exponentially decreasing distance from the
best match so far. This way the matching process for each patch is able to escape from local minima, as
the first candidates are relatively far from the current best match. Moreover, the location of a match that
is already good can be further refined, as we also consider candidates that are located at a small distance.
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The propagation and randomisation steps are run on each pixel in scanline order starting from the
top-left to the bottom-right of the image on odd-numbered iterations, and in the reverse order on even-
numbered iterations. The algorithm runs until the halting criterion is met, which can be for example a
threshold on the total error over the image. At first sight, it may appear surprising that such a simple




s , but as the analysis in [Barnes et al., 2009]
shows, the piecewise smoothness in typical image flow fields1 effectively shares the optimisation burden
among neighbouring pixels in the same smooth segment, without any need to identify those segments in
advance.
PatchMatch with particles
In order to introduce a common formulation of PatchMatch and Belief Propagation, we consider the
three main steps of PatchMatch in terms of particles.
Notation To simplify the descriptions below, we use the following notation. Define the application of a
function f to a set S by f(S) := {f(s)|s 2 S}. Define the function fargminK(S, f) as the function that
returns theK elements of S which minimise f :
fargminK(S, f) := SK ⇢ S s.t. |SK | = min(K, |S|) and max f(SK)  min f(S\SK) (3.11)
With each node s, we associate a set ofK particles Ps ⇢ Rd, where each particle p 2 Ps is a candidate
solution for the minimising correspondence parameters u⇤s .
Initialisation The initialisation consists in sampling uniformly random particles to build the sets at each
node.
One PatchMatch iteration then comprises a linear sweep through all nodes. The order in which
nodes are visited is defined by a schedule function  (s), so that s is visited before s0 if  (s) <  (s0).
We also define the predecessor set  s = {s0| (s0) <  (s)}. If iter is an iteration counter, we write
 iter (·) to select the appropriate schedule. At node s, two update steps are performed: propagation and
resampling:
Propagation In this step, the particle set is updated to contain the bestK particles from the union of the
current set and the set Cs of already-visited neighbour candidates
Cs =
[n
Pt | t 2 N(s) \  s
o
, (3.12)
where “best” is defined as minimising the unary cost  s(·):
Ps  fargminK(Ps [ Cs, s). (3.13)
Resampling The local resampling step perturbs the particles locally according to a proposal distribution.
In the original PatchMatch algorithm, the resampling is done using concentric balls within the search
space, we can be modelled as a piecewise constant distribution with discontinuities at the boundary of
1Note that “flow field” is intentionally left imprecise here. The key is that the globally optimum NNF is not smooth, but the
approximate NNF found by PatchMatch tends to be, due to the propagation step which takes advantage of the smoothness of the
underlying real-world physical process to generates the image correspondences.
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each ball. Alternatively, we can model the resampling distribution as a Gaussian N (0, ). The second
step of the PatchMatch iteration updates PS with any improved estimates from the local resampling set,
form resampling steps:
Rs = {p+N (0, ) | p 2 Ps} (3.14)
Ps  fargminK(Ps [Rs, s). (3.15)
After several alternating sweeps, the best particle in each set typically represents a good optimum
of the unary-only energy.
3.4.2 Limitations
A key deficiency of PatchMatch is that it lacks an explicit regularisation control on the output field. In-
deed, recent developments of PatchMatch have noted that PatchMatch “has difficulty finding reliable cor-
respondences in very large smooth regions” [HaCohen et al., 2011]. [He et al., 2011a] require a smooth
field when applying PatchMatch to an alpha matting problem, and therefore regularise via a post-process
step, by solving the matting Laplacian. [Boltz and Nielsen, 2010] achieve smoothness by dividing the
images into super-pixels and running PatchMatch on these, meaning that a failure of super-pixelisation
cannot be recovered from.
A related deficiency is the tendency of PatchMatch to require a form of “early stopping”: the global
optimum of the unary energy is not necessarily the best solution in terms of image error, as we show
in figure 3.10h, and as can be seen in a figure of [Mansfield et al., 2011]. These difficulties are exacer-
bated by more powerful PatchMatch algorithms [Barnes et al., 2010, Korman and Avidan, 2011] which,
although getting closer to the globally optimal NNF, lose the implicit smoothness that early stopping
provides. An example of this behaviour is mentioned in [Barnes et al., 2010], where the attempt at
denoising an image with PatchMatch shows that it tends to actually match the noise itself. We charac-
terise this tradeoff by looking at error versus energy: the correlation between ground-truth errors (e.g.
peak signal-to-noise ratio (PSNR) for denoising problems, end-point error (EPE) for 2D correspondence
fields, or disparity error for stereo) and the values of the energy functions the algorithms implicitly or
explicitly minimise. We see that PatchMatch optimises an energy that is not suitable to the problem -
we can look at the example shown in figure 3.10h. While the unary energy, which PatchMatch is ex-
plicitly minimising, decreases, the PSNR increases after reaching a minimum early in the process. We
also show the energy including a regularisation term, and use the solution that PatchMatch produces to
evaluate it, and see that similarly to the PSNR, it starts increasing as well after reaching a minimum early
on. In section 3.7.1 we carry out more experiments to analyse this behaviour and expose the limitations
of PatchMatch.
3.5 Our Method: PatchMatch Belief Propagation
We define a new algorithm, called PatchMatch Belief Propagation (PMBP), which combines the best
features of both existing approaches, and which includes the existing methods as special cases. We
consider PBP our base, as the goal is to minimise a more realistic energy than PatchMatch, that is to say,
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Let Ps be the set of particles at node s, andK the desired number of particles.
Let N be the number of iterations, andm the number of randomisation iterations.
Let I be the initialisation distribution: uniform or local potentials  .
PM PBP PMBP Steps
• • • 1 for all nodes s 2 {1..n}, repeat K times: // initialisation
• • • 2 Draw p ⇠ I, add to Ps
• • • 3 for i = 1 to N : // main loop
• • • 4 for all nodes s 2 {1..n} orderby  i: // PatchMatch schedule
• • • 5 for all proposal sets Rs in:
• - • 6 Rs = S{Pt | t 2 N(s) \  i(s)} // resampling using neighbours
• • • 7 Rs = Ps // local resampling
• • • 8 do
• • • 9 for all particles p 2 Rs:
• • • 10 repeatm times // Possibly differentm for each Rs
• • • 11 p0 = p+N (0, )
• - - 12 Compute Bs(p0) =  s(p0)
- • • 13 Compute Bs(p0) =  s(p0) +Pt2N(s)Mt!s(p0)
• - • 14 Ps = fargminK(Ps [ {p0}, Bs) // Update bestK in Ps.
- • - 15 if Bs(p0) < Bs(p)  log(rand): p p0 // MCMC sampling
- • - 16 Replace p with p0 in Ps // Only after MCMC
• • • 17 for all nodes s 2 1..n: // read out the final solution
• - - 18 return fargmin(Ps, Bs) where Bs(p) =  s(p)
- • • 19 return fargmin(Ps, Bs) where Bs(p) =  s(p) +Pt2N(s)Mt!s(p)
Table 3.1: Pseudo-code for different algorithms. PM is PatchMatch; PBP is Max Product Particle
BP; PMBP is PatchMatch BP. Note that whenever Bs is computed, for PBP and PMBP, we have to also
recompute the minimizations in the messagesMt!s.
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an energy with pairwise terms that encourage smoothness in order to regularise the solution.
3.5.1 Components
Our algorithm has two main components: a resampling step using the particles of the neighbours, and a
simple but efficient strategy to update the particle sets.
Neighbour resampling First, PM resamples Ps from the neighbours of node s, while PBP uses MCMC
to resample the elements of Ps. As illustrated in figure 3.6, this may be viewed as sampling from
the continuous incoming messages at s, with the property that important modes of the belief may be
uncovered, even when Ps lacks particles at those modes. It should be clarified that the samples are
evaluated using Bs, so this is a resampling of the particle set under the current belief, as proposed in
PBP, but with a quite different source of particle proposals. Thus PMBP augments PBP with samples
from the neighbours (or, as argued in Figure 3.6, samples from the incoming messages). This can also
be viewed as a return to the sampling strategies of NBP [Sudderth et al., 2002], but with a much simpler
message representation. One way to look at this contribution is simply to say we are running some form
of NBP but with algorithm settings (number of particles, number of samples) that would never make
sense for NBP, and that this in itself is a useful contribution. Note that taking directly particles from the
neighbouring nodes only works because our pairwise term is a smoothing term, i.e. has the lowest value
when both entries are the same. Hence for arbitrary pairwise terms this strategy has to be modified, and
it can be generalised that the particle should be chosen as the one that minimises the current pairwise
term.
Keep k-best strategy Second, PBP uses an MCMC framework where particles are replaced in Ps with
probability given by the Metropolis acceptance ratio, while PatchMatch accepts only particles with
higher belief than those already in Ps. We call this strategy “keep k-best” as we automatically select
particles with the best associated beliefs. We have found that this non-Metropolis replacement strategy
further accelerates convergence without degrading the quality of the solution, so it is included in PMBP.
Our experiments carried out in section 3.7 support our claims.
3.5.2 Flexibility
Making these two modifications yields “PatchMatch BP”, a powerful new optimisation algorithm for
energies with pairwise terms. In the case of a zero pairwise term  st = 0, PMBP exactly yields Gen-
eralised PatchMatch. More generally, a constant pairwise-term has the same effect. To illustrate this




c+Bt(ut) Ms!t(ut) = ct (3.16)
where ct is a constant depending on the particle set Pt. That means that the message incoming at node
s is constant, and therefore carrying no information that would lead to favouring any of the particles.
Therefore, the disbelief at node s becomes:
Bs(us) =  s(us) +
X
t2N(s)
ct =  s(us) + ct. (3.17)
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As a result, the disbelief is directly related to the data term, and in fact is the data term shifted by a
constant that does not depend on the value of us. To be able to control the level of regularisation of the
solution, we use the pairwise weight   mentioned in equation 3.1. In practice, this consists in weighting
the pairwise term  st seen in equation 3.10 with  . Setting   = 0 yields a constant (and null) pairwise
term which produces the behaviour described previously: PatchMatch.
Conversely, running PMBP with a nonzero pairwise term is a strict generalisation of GPM, allow-
ing the incorporation of an explicit regularisation control which directly addresses the deficiencies of
PatchMatch while retaining its speed. Moreover, the strength of the pairwise term is modulated with  ,
which allows for a fine control over the algorithm’s behaviour as it makes the relative influence of the
data term more or less important. The convergence rate of the PBP algorithm isO(1/
p
n) where n is the
number of samples. Since the PMBP algorithm is an augmentation of PBP, we expect its convergence
rate to be at least faster than that of PBP.
3.5.3 A Modular Representation
We describe the steps of PatchMatch, PBP and PMBP in table 3.1. These three algorithms can now be
represented within the same unified framework. In this table, we can find components of both Patch-
Match and Belief Propagation in combination. We will point out here the similarities and differences.
Similarities PM, PBP and PMBP have a large number of common steps. Out of 19 steps described in
the algorithm, 11 are common to the 3 algorithms. They all use a random initialisation of the particle sets
(lines 1 and 2), and are both iterative algorithms (line 3) using a scheduling function (line 4) to process
the nodes in order. The random resampling is also a common step (lines 7 and then 11 and 12), as new
particles are drawn in the same way.
Differences A few steps differentiate the 3 algorithms and make them unique. First, the resampling
mechanism using the neighbours is only used by PM and PMBP (line 6). Second, while PM uses
only the data term (line 12), both PBP and PMBP performs a full evaluation of the disbelief using the
incoming messages (line 13) although this could also be unified using the   pairwise weighting factor
and attributing the value   = 0 to PM. The same point can be made for the operation returning the
solution (lines 18 and 19). Finally, the MCMC step is present in PBP (lines 15 and 16) but is not used in
either PM and PMBP (line 14).
Note that as an extra step, we can also use any external information to get reasonable candidate
particles, such as matching nodes between image pairs in the stereo matching case, as we will describe
more in detail in Chapter 4.
3.6 Implementation details
While the algorithm is described in table 3.1, there are some implementation issues that are worth de-
scribing, as well as their solutions. These points are also described in [Besse et al., 2013b].
3.6.1 Caching
First, PMBP and in general all loopy BP algorithms are defined in a recursive manner. Equation 3.9
illustrates this, as the computation of a message at one node depends on the messages at other nodes.
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Therefore, the usual method is to proceed in an iterative fashion, where the new messages are computed
from the messages calculated in a previous iteration. This implies that the messages need to be stored
for later use. To illustrate this, let us explicitly label messages and particle sets with the iteration number
at which they are computed. We consider the message from node t to s at iteration k, Mkt!s. We call
P ks the particle set at node s at iteration k. We also call Bks the disbelief at node s at iteration k, and it is
computed as follows:




which is equivalent to equation 3.8, except that we explicitly indicate which messages need to be used.
Having introduced these notations, we can now see that there is a conceptual problem with respect
to storing previously computed messages, as messages are a functions of the receiver state. In a nutshell,
this is due to the fact that the particle set at each node changes continuously due to the resampling
procedure, which invalidates previously stored messages as they can only be evaluated on the set of
particles that was present at the time they were stored. This can be easily seen in equation 3.18: the
belief needs to evaluate several messages at particle position us, which might not have been part of the
previous particle set Pk 1; in other words the values of the message at us might simply not exist.




 st(us,ut) +mt!s(ut). (3.19)
with
mt!s(ut) = Bt(ut) Ms!t(ut). (3.20)
We call the object mt!s the “pre-message” or “message foundation” from node t to s. This object has
an interesting property: it is a function of the sender node and not of the receiver. It contains information
about t and is expressed in terms of particles of t. It is converted through equation 3.19 intoMt!s(us),
i.e., information about s and is expressed in terms of particles of s. As the pairwise term  st is known,
our caching strategy can be reduced to caching the message foundations only. As they are not tied to the
particle states of the receiver, and depend only on the state of the sender, it is suitable for our framework.
In practice, after having updated the particle set of node t at a given iteration, we compute all the message
foundations outgoing from t and store them for later use, before continuing to the next node according
to the schedule.
3.6.2 Existing particles update
Another implementation detail that is important to consider is the update of the disbelief at the previously
existing particles of a set. When following the schedule and reaching a node s, the particles of the current
set Ps are associated with existing disbelief values that were computed at the previous iterations. These
values were computed using the messages that existed at the previous iteration, which might now have
changed. Therefore, the first step that is run when reaching a node is to recompute the disbelief values
for the existing set of particles, so that they reflect the new changes of the incoming messages.
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3.6.3 Normalisation
As mentioned in [Nowozin and Lampert, 2011], using a max-product formulation creates a numerical
instability as large numbers are formed from accumulation of the messages. This happens very quickly,
as the growth is exponential. To keep the algorithm stable, a normalisation if performed on the message
foundations whenever they are recomputed, which consists in shifting the values so that they all sum to







mt!s(ut) = m¯t!s(ut)    (3.22)
3.6.4 Early termination
The original PatchMatch algorithm included an early termination step, which consisted in regularly
checking the current value of the error within the error calculation loop, and terminating early if the
current value was already worse than that of the best candidate so far. This was straightforward as the
fitness of a candidate was only dependent on this unary error calculation coming from the data term.
In our case, we use both unary and pairwise terms, and the suitability of a particles depends on both
associated energies, as it is the full disbelief that is used to decide whether a particle should be included
in the set of not. However, we can still perform an early termination check.
To do so in an efficient way, we shall remember that the evaluation of the data term is often much
more expensive than that of the messages. Indeed, in a patch matching situation, comparing 2 patches of
size n composed of RGB pixels will involve 3n2 pixel comparisons, when using colour information only.
On the other hand, the evaluation of the pairwise term often only depends on the state itself, and is closely
related to its dimensionality. For example, in the 2D-PCE (see figure 3.2), while the unary term require
the computation of 3n2 pixel differences, and a global summation, the pairwise term only involve the
comparison of two values, which means that the message summation is performed over N values, with
N being the number of messages summed, with each message involving a minimisation over n values
where n is the number of particles used. For relatively low number of particles, the message computation
and summation is much faster executed, and the minimisation can be accelerated using suitable data
structure, such as trees. Having this in mind, we can efficiently perform an early termination on the
disbelief evaluation. Let us call B⇤s the disbelief of the “worst” particle in Ps. If a new candidate particle
has a disbelief that is superior than B⇤s , we known that it is not going to be accepted into the set. Then,
we can first compute the message summation, and then run the early termination on the unary term by
using as a threshold of ⌧ where:





as this leads to:
 s(us) > ⌧
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which is a satisfactory condition for the early termination of the disbelief evaluation.
3.7 Experiments
In this section we present several experiments aiming at showing the mechanisms, performances, benefits
and limitations of PatchMatch, Belief Propagation, Particle Belief Propagation and our algorithm PMBP.
We first run a series of experiment to analyse more in detail the PatchMatch algorithm, and show its
weaknesses and compare it to PMBP. We then proceed to a similar analysis of the Belief Propagation,
and in turn Particle Belief Propagation showing each algorithm’s behaviour and limitations compared to
PMBP. Finally, we analyse PMBP itself via a series of experiments, and introduce its limitations.
3.7.1 PatchMatch
As discussed previously, there are three main components of the PM algorithm: the random initialisation,
the propagation and the randomisation. We conduct a series of experiments to assess the importance of
each of these steps, which show two things. Indeed, the propagation is the most important step yielding
the most significant drop in energy, but needs the randomisation to be able to evolve past local minima.
We will later on, in the PMBP experiments, show that the propagation is once again the most crucial part
of the algorithm.
Propagation and randomisation
PM relies on the likelihood that some initial guesses of the states will be correct and propagate to neigh-
bouring pixels. As explained below, this is the reason that one can benefit from constraining the search
space as much as possible in order to have more chances for these random good matches to occur. To
actually see the importance of these guesses on the match field, we tag each pixel with an integer from 1
to n where n is the number of pixels in the image. At the initialisation step, each random state that we
assign to each pixel carries the id of its pixel. We call those states “seed states”. Assigning IDs to seed
states allows us to “track” them through the process. When a state is overwritten due to the propagation
of a better state coming from a neighbour, we copy over the ID of this better state to be able to track
where seed states are propagated. Randomisation does not affect the ID of a seed sate. We represent the
ids as a colormap, and show this representation directly after initialisation and after one iteration. We
also show the evolution of the total number of different seed states in the image. This can be seen in
figure 3.7.
First, we note that at initialisation there are 70610 different seed states in the image (one per pixel),
after one iteration this number drops to 2351, then to 1106 after two iterations to slowly reach 943 after
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(a) Source image (b) Target image
(c) Initial states ids (d) States ids after 1 iteration
















(e) Seed state population

























(f) Number of successful candidate states coming
from propagation and randomisation
Figure 3.7: Matching of the two images shown in (a) and (b). (c) shows that each pixel is assigned an ID.
After one iteration, we track the IDs and show them in (d). This effectively track the seed states (or initial
states) through the matching process. (e) shows the evolution of the number of seed states present in the
image, and (f) shows the number of successful state assignment due to propagation and randomisation.
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(a) Source image (b) Target image (c) Ground truth
Figure 3.8: Denoising application. The goal is to denoise the target image, by using patches from the
source image.
30 iterations which represents only 1.3% of the original states. The plot of this number is shown in semi-
log scale on the Y axis because of the large drop in the first iteration. This illustrates the importance
of the propagation, and the fast convergence rate that PM usually exhibits. In [Barnes et al., 2009], the
authors typically use a small number of iterations, which can be related with the aggressive propagation
happening during these iterations. We can conclude that the propagation is crucial during the first iter-
ations of the algorithm, and its usefulness decreases later on, where the only chances of improving the
solution lies with the random search. This can be seen in figure 3.7f, where we show the number of
times that a state candidate has successfully improved the current particle set, coming from the propa-
gation and the randomization distinctively. Here the propagation curve decreases more rapidly than the
randomisation curve, which illustrates the point that was just discussed. We can also see in figure 3.7e
that the size of the areas of same seed states can spread to a significant portion of the image, creating
diagonal streaks. This pattern is due to the scheduling function, which in our case is in scanline and
reverse scanline order. Iterating on pixels by following a schedule which processes adjacent pixels in
order favours the efficiency of the propagation.
3.7.2 Limitations of PatchMatch and comparison with PMBP
While the performance of PM and its benefits compared to other standard algorithms has been demon-
strated in [Barnes et al., 2009], we conduct another series of experiments to show where the algorithm
fails and could be further improved. In particular, we show that for applications requiring smoothness,
such as denoising, when using a complete energy with both unary and pairwise terms, the error produced
by PM reaches its minimum early during the iterative process, and then increases as without pairwise
terms it is essentially matching unwanted noise.
Denoising application 1
For this experiment we create a simple denoising application. We use the 2D-PCE between two different
images of a scene, one noisy (Gaussian noise was artificially added) and one clean. The images can be
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seen in figure 3.8. The goal is to remove the noise of the first image by using similar clean patches from
the second image. Note that we do not know the ground truth displacement between the two images, so
our assessment of the quality will be done by calculating the Peak Signal Noise Ratio (PSNR) between
the noisy image and the clean version only. The PSNR between am⇥n noise-free image I1 and a noisy
approximation I2 is defined as:













[I1(i, j)  I2(i, j)]2 (3.26)
and it compute the quality of reconstruction of an image, which is often used as measure of the quality
of compression algorithms.
To reconstruct the image, we simply cumulate the best matching patches into a new image, and
compute the average values of all intensities, as performed in [Barnes et al., 2009]. We use 3x3 patches
and run both PM and PMBP with regularisation enabled for 100 iterations with 5 particles. The results
are visualised in figure 3.9. We can see that the result of PM is more noisy, which is due to the fact that
without regularisation, the algorithm is essentially matching the noise. PMBP manages to get a higher
PSNR with a smoother solution. The motion field of both algorithms can also be seen in the same figure,
where the difference in smoothness is apparent. The PSNR over time of the two algorithms can be seen
in figure 3.9. An interesting result is that PM obtains its best result early in the process, after which
the PSNR starts decreasing, as discussed above. This is due to the propagation step that early on in the
process results in many smooths regions across the image, which are slowly broken as the algorithm
starts finding better optima somewhere else in the image due to the randomisation process.
Denoising application 2
We run a similar type of application where the goal is to recover a known displacement between two
images. To do so, we select a clean source image, to which we apply a synthetic displacement field
ugts = [sin(xs), 0]
|, and 10% Gaussian noise. To assess the results, we calculate the End Point Error




kus   ugts k2. (3.27)
The dataset and results can be seen in figure 3.10. Our method performs considerably better for both
error measures in this task. The difference between (e) and (g) is especially noticeable in the smooth,
green background where PatchMatch suffers from the ambiguous data term. (h,i) Plots error and energy
for PatchMatch and our method. It is noticeable that the full energy with pairwise terms is a much better
fit for the task, since in (i) both error measures are well correlated with the regularised energy, in contrast
to (h), where the error curves increase as the PatchMatch iterations decrease the unary-only energy.
3.7.3 Belief Propagation
As mentioned previously, Belief Propagation is a rather slow algorithm when used on real-world appli-
cations that involve images due to the size of the search space. We have seen that even on a discrete
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(a) Ground Truth (b) PM result (PSNR=28.49) (c) PMBP result (PSNR=29.04)
(d) PM motion field (e) PMBP motion field












(f) Denoising PSNR over time for PM and PMBP.
Figure 3.9: Denoising results. We see that PatchMatch tends to match the noise. This behaviour can be
justified by the lack of regularisation term. On the other hand, our result achieves higher PNSR, due to
the included smoothness which is crucial to the denoising process.
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(a) Source (b) Displacem. field (c) Warped target
(d) EPE = 4.63⇥ 106 (e) PSNR = 37.39 (f) EPE = 0.44⇥ 106 (g) PSNR = 38.36














Data term only (rescaled)
Full Energy (rescaled)
Error Disp. Field (rescaled)
PSNR (rescaled, higher better)
(h) PM: min of data term only














Data term only (rescaled)
Full Energy (rescaled)
Error Disp. Field (rescaled)
PSNR (rescaled, higher better)
(i) PMBP: min of full energy
Figure 3.10: Example: denoising with a reference image. Note, red rectangle is a zoom of the top left
corner. (e) and (g) show the reconstructed target image using PatchMatch and our method respectively.
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(a) Ground truth (b) Unary solution - no noise. Energy:
5988. Error: 0.18
(c) BP solution - no noise. Energy:
5528. Error: 0.14
(d) Ground truth (e) Unary solution - added noise. En-
ergy: 21324. Error: 0.61
(f) BP solution - added noise. Energy:
19540. Error: 0.25
Figure 3.12: Results on the toy example (a,b,c) and results of the toy example with added noise (d,e,f).
state space, the algorithm can quickly become computationally intractable. We designed an experiment
to show the benefits of using BP in an application requiring regularisation compared to PatchMatch. In
addition to this, we illustrate the difficulties caused by having a discretisation of space.
Toy example on a discretised space
(a) Source image (b) Target image (c) Ground truth
Figure 3.11: Toy example with artificial displacement and ground truth. Black areas on the ground truth
image indicate areas where no ground truth is available.
We use a toy example where an area has been artificially displaced by 3 pixels in the x-direction. The
target image, source image and ground truth is shown in figure 3.11. Note that the black areas in the
ground truth indicate areas that there is no solution. To be able to run 2D-PCE with discrete BP, we
discretise the search space into a grid of one pixel interval covering the integer displacement between -5
and 5 in both axes (11 values) for a total of 121 different states in 2 dimensions.
We note that this discretisation contains the true displacements values over the image, which are
[-3,0] for the dog’s head, and [0,0] for the rest of the image. We run BP on this image pair and visualise
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(a) Target with 0.1 pixel shift (b) Target with 0.2 pixel shift (c) Target with 0.5 pixel shift
(d) Target with 0.1 pixel shift and noise (e) Target with 0.2 pixel shift and noise (f) Target with 0.5 pixel shift and noise
(g) GT with 0.1 pixel shift (h) GT with 0.2 pixel shift (i) GT with 0.5 pixel shift
Figure 3.13: A sub pixel shift is added to the target image on one set, and Gaussian noise is added in
addition to the shift on a second set of images. While this might be difficult to see on the image itself,
the pink shade indicating the ground truth displacement is visible on the ground truth images.
the result in figure 3.12[a,b,c]. We note that the regularisation term is beneficial as it helps retrieve a good
solution at the patches forming the edges of the moving area, which do not exist in the source image.
Next, we added Gaussian noise on the target image to better illustrate the benefits of the regularisation
term. BP successfully finds a relatively noise-free solution compared to the solution given the lowest
unary energy as seen on figure 3.12[d,e,f].
3.7.4 Limitations of Belief Propagation and comparison with PMBP
Conditions where discrete Belief Propagation is not suitable
In order to see the limitations of discrete BP, we add a sub-pixel shift to the whole image taken from
the image with the dog example such that the discretised search space does not contain the true value of
the displacement. We use a sub-pixel offset of -0.1, -0.2 and -0.5 and run BP on the images which can
be seen in figure 3.13. We also increase the ambiguity of the problem by introducing noise in addition
to the shift, which we show on the same figure as they the two sets of pictures share the same ground
truth displacement. To establish a comparison between the algorithm we also run PM on these images
and finally PMBP with the same smoothness settings as BP. The results are visualised in figure 3.14 for
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the shift only and figure 3.15 for the shift with Gaussian noise. The main drawback of discretised BP
is clear while looking at these results, as we see that the quality of the solution decreases as the ground
truth solution drifts away from the reachable states of the discretised space. While the BP manages to
find a relatively good solution compared to a pure brute-force search using the unary term only on the
grid, for shift values of 0.1 and 0.2 in both experiments (shift and shift with noise), it fails when the shift
value reaches 0.5. The results of PM show that having particles with variable positions is beneficial and
it reaches a lower error than the BP results. However, the output images are visually not smooth due
to the presence of noise. Finally, PMBP which combines both particle resampling and regularisation
outperforms both methods and produce a smoother output than PM.
3.7.5 Limitations of Particle Belief Propagation and comparison with PMBP
While BP fails because of the discretisation of space, PBP uses particle resampling to address this prob-
lem. However, on more computationally demanding applications, such as those involving images, we
show that the performance of PBP is lacking.
Denoising example
In order to examine the performance of PBP and PMBP on a large number of iterations, we design
a similar experiment to that of section 3.7.2, but with smaller images. We run three algorithms with
different variations:
• PM
• PBP with uniform initialisation
• PBP initialised with the result of PM, which we call “local potential initialisation”
• PMBP with uniform initialisation
• PMBP initialised with the result of PM
• PMBP with integrated MCMC resampling mechanisms.
All the algorithms were run with 10 particles.
The results can be seen in figure 3.16. There are several important observations that can be made
based on the results. First, the energy that is displayed on this curve is the full energy comprising unary
and pairwise terms. We can see that once again PM does not optimise this energy and therefore it
increases after a short period of time. Next, there is a clear performance difference between PBP and
PMBP. Indeed, PMBP reaches a level of energy close to its final level as soon as t = 1, while PBP starts
converging after four order of magnitude longer. Furthermore, the energy that PMBP converges to is
much lower than that of PBP. We find that the initialisation only affects the quality of the result at earlier
iterations. In other words, one can benefit from initialising with the local potential when having a limited
time-budget to reach lower level of energies earlier than when using uniform initialisation. Finally, we
can make a similar observation for the MCMC mechanisms. When using the keep k-best scheme rather
than MCMC, PMBP reaches the final energy an order of magnitude faster. This also shows that the
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(a) Shift 0.1 - unary solution. Energy:
13807. Error: 0.40.
(b) Shift 0.2 - unary solution. Energy:
29703. Error: 1.90.
(c) Shift 0.5 - unary solution. Energy:
34790. Error: 3.46.
(d) Shift 0.1 - BP solution. Energy:
12775. Error: 0.28.
(e) Shift 0.2 - BP solution. Energy:
26113. Error: 0.66.
(f) Shift 0.5 - BP solution. Energy:
30862. Error: 5.38.
(g) Shift 0.1 - PMBP solution. Energy:
8756. Error: 0.06.
(h) Shift 0.2 - PMBP solution. Energy:
9972. Error: 0.07.
(i) Shift 0.5 - PMBP solution. Energy:
12320. Error: 0.10.
(j) GT with 0.1 pixel shift (k) GT with 0.2 pixel shift (l) GT with 0.5 pixel shift
Figure 3.14: Results on the different shifted images for different algorithms.
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(a) Noise + Shift 0.1 - unary solution.
Energy: 24044. Error: 1.09.
(b) Noise + Shift 0.2 - unary solution.
Energy: 29703. Error: 1.90.
(c) Noise + Shift 0.5 - unary solution.
Energy: 34790. Error: 3.46.
(d) Noise + Shift 0.1 - BP solution. En-
ergy: 21646. Error: 0.37.
(e) Noise + Shift 0.2 - BP solution. En-
ergy: 26113. Error: 0.66.
(f) Noise + Shift 0.5 - BP solution. En-
ergy: 30862. Error: 5.38.
(g) Noise + Shift 0.1 - PM solution. En-
ergy: 22605. Error: 0.21.
(h) Noise + Shift 0.2 - PM solution. En-
ergy: 24232. Error: 0.32.
(i) Noise + Shift 0.5 - PM solution. En-
ergy: 27231. Error: 0.79.
(j) Noise + Shift 0.1 - PMBP solution.
Energy: 21447. Error: 0.10.
(k) Noise + Shift 0.2 - PMBP solution.
Energy: 22050. Error: 0.13.
(l) Noise + Shift 0.5 - PMBP solution.
Energy: 21959. Error: 0.41.
Figure 3.15: Result on the different shifted and noisy images for different algorithms.
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gy PMPBP uniform init.
PBP local potential init.
PMBP MCMC uniform init.




Figure 3.16: Comparison of the energies produced by the different algorithms on a denoising experiment.
Notice that PBP cannot reach the energy of PMBP even if allowed four orders of magnitude longer,
supporting our claim that previous BP implementations were intractable.
propagation is the most crucial step, as the difference between “PMBP MCMC” and “PBP” is only the
propagation step.
We compare the evolution of the energy output by PMBP and PBP with the multi-label implementa-
tion of [Boykov et al., 2001] on a another small image denoising application. As GraphCut is a discrete
method, we discretise the search space uniformly with d labels per pixel unit within the offset search
window [ 5, 5] ⇥ [ 5, 5]. We compare different levels of discretisation with our algorithm as well as
PBP. Note that PMBP and PBP were run with 10 particles. Results can be seen in figure 3.17. Note
that the plot is in semi-log space. We can see that PMBP converges faster and to a lower energy than all
the other methods. The energy output by PBP is the second lowest after 1000s, and continue to slightly
decrease as the algorithm keeps refining the particle positions, while GraphCut converges after a few
iterations. The performance of the GraphCut depends on the level of discretisation. For a finer label
grid, the final energy is lower, but the computational time is higher, as expected. In our experiment, the
maximum discretisation level is set to d = 5 as the computation time becomes prohibitive for higher
levels. Note that the GraphCut takes more time to initialise due to the evaluation of the unary and pair-
wise costs for each label. One iteration of PMBP takes about 0.1s, while one iteration of the GraphCut
algorithm takes 0.14s, 1.08s, 4.54s, 13.20s and 32.38s for a discretisation factor of d = 1, 2, 3, 4 and 5
respectively.
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Figure 3.17: Comparison of the energy output by PMBP and PBP with a multi label GraphCut algorithm
for different levels of discretisation of the label space. The coefficient d indicates the number of subpixel
labels per pixel in the displacement search space.
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(a) Evolution of the PSNR

















(b) Evolution of the energy
Figure 3.18: Evolution of the PSNR and the energy over 30 iterations with different steps of the algorithm
disabled.
3.7.6 PMBP
On a larger scale state-space, we have shown that PMBP is orders of magnitude faster than PBP, and is
more accurate than PM in terms of the solution, as it optimises a more suitable energy. To illustrate the
fact that the propagation is a crucial step, we run a series of experiments where we switch on and off
several steps of the algorithm and compare the quality and performance of the results. We also show the
influence of the size of the search space. This affects the manner in which the random initialisation is
carried out, which is crucial to the performance of the algorithm, especially as dimensionality increases,
and one can benefit from decreasing the size of the search space by using prior knowledge of the prob-
lem. This will be an important consideration in the following chapters of this thesis where we use high
dimensional search spaces. and compare the performance with different number of particles. We ex-
amine the influence of the number of particles on the solution, with a particular focus on the textureless
areas.
Propagation and randomisation
This experiment aims at showing the influence of the propagation and random resampling (which we
call randomisation) of PMBP. We run the denoising application of section 3.7.2 over 30 iterations, and
record the energies and PNSR at each iteration of the algorithm for 3 configurations: propagation only,
randomisation only, and full PMBP comprising both steps. Results can be seen in figure 3.18. As
expected the algorithm performs best when both steps are included. However it is clear that using the
propagation only produce a result closer to that of the full algorithm compared to using the randomisation
only.
Importance of the size of the search space
This experiment aims at showing the influence of the range of the search space on the quality of the
results. To do so, we use the denoising example of section 3.7.2 (figure 3.8), use different ranges and
plot the associated PSNR and energies after 10 iterations. Here the space is a disk, and the range that we










































(b) Energies wrt search space range
Figure 3.19: Evolution of the PSNR and the energies with respect to the size of the search space. Here,
the search space is a 2D disk and the sizes indicated on the plots correspond to the radius of this disk.
source image are automatically rejected and need to be resampled again. For this denoising example, the
motion of the objects in the scene where rather small. Let r be the maximum motion in pixels of all the
pixels of the scene. Of course, r is unknown as there is no ground truth available. When looking at the
results in figure 3.19, we can make several observations. First, it is clear that the PSNR and the energies
get better as the range shrinks from 1000, which indicates that targeting the search space is important to
the final quality of the result. Then, we also observe a sharp drop in PSNR and a sharp increase in the
energy for values smaller than 25. This can be explained by the fact that r must be around 25, and using
a smaller radius actually stops the optimisation from finding the optimal values for the displacements.
In other words, the search space must not be too small so that it contains all the optimal values, but
should not be too large either otherwise it is more difficult for the algorithm to find those optimal values.
Therefore, we conclude that one would benefit from incorporating prior knowledge about the problem if
available and setting constraints on the search space.
Varying the Number of Particles
The particle count is an important parameter of the algorithm. Here we run the denoising application of
section 3.7.2 with different number of particles and plot the energy for each case. Results can be seen in
figure 3.20. We notice that using less particles tends to reach a lower energy at first. However, as time
increases, having more particles is beneficial and allows the algorithm to reach a lower energy later on.
As mentioned in section 3.2.3, the complexity of the message computation is quadratic with respect to
the number of particles when a simple array is used to store the particles. This contributes to the slower
behaviour of the algorithm when having more particles.
Limitations
We have demonstrated the benefits of PMBP over both PM and PBP in term on optimising in a large
continuous space, however the algorithm exhibits some weaknesses under certain conditions.
PMBP is very efficient even when using a low numbers of particles (eg. 1-20), while PBP requires
more particles to produce reasonable results. We can relate the density of the particle set with the level
of approximation that is being performed on messages and beliefs, where higher number of particles
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(a) Evolution of the energy





















(b) Evolution of the energy zoomed on the range [4.75, 4.8]⇥ 106
Figure 3.20: Comparison of the energies produced by the algorithm run with different particle counts.
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(a) Target image (b) Source image (c) Ground truth motion field (d) BP solution
(e) PM solution (f) PMBP solution with 1 parti-
cle
(g) PMBP solution with 10 par-
ticles
(h) PMBP solution with 25 par-
ticles
Figure 3.21: Experiment setup that illustrates the limitations of PMBP with low numbers of particles.
(a) Image 1 (b) Image 2 (c) Motion Field
Figure 3.22: Limitations of PMBP illustrated by the 2D-PCE application on flat surfaces. We can see
that the textureless area above the arches produces a uniform but wrong solution, as the flow should be






Figure 3.23: Illustration of the problem when using low number of particles. Here we suppose that the
red nodes correspond to pixel in a textureless area, and the green node corresponds to a node in a textured
area. The three red nodes have a strong consistent belief at a wrong particle position. The green node
also has a strong belief at a particle position that is correct, as its texture is distinctive enough to be easily
matched to the other image. The problem is that when s uses the particle position of its neighbour t as
candidate, there will be a strong message from t to s while evaluating the new belief at s. However, the
pairwise evaluation at this particle between the three other nodes (p, q and r) will yields a low belief
as the existing particles of p, q and r can be far from the new candidate particle coming from t. This
is another type of pairwise-miss that happens under these conditions. When using more particles, the
particles positions at p, q and r are more spread and will allow for a more correct message evaluations
and the particle at t will be propagated successfully to the set of s, and it turn p, q and r.
produces a better approximation and vice-versa. However when using a very low number of particles,
such as 1, the algorithm struggles at propagating information into areas where the data term is not
distinctive enough. This behaviour can be seen in figure 3.21. The image here is separated into two
distinct areas, a textured one, and a plain one. The displacement is ambiguous in the plain area, however
BP should naturally propagate the displacement of the textured areas into the plain region, as seen in
the same figure. PM produces a noisy displacement field, and PMBP generates a smooth, but wrong
solution in this area. This behaviour can also be seen on a non trivial case in figure 3.22 with the 2D-
PCE application.
To illustrate what triggers this behaviour, we consider the case shown in figure 3.23 of the nodes
at the textured/plain area boundary. The middle node is the node that is currently being resampled, and
is connected to 1 textured pixel and 3 plain pixels. Here, the textureless area has a strong consistent
solution, however the solution of the textured pixel should be the correct one. With the propagation step
of PatchMatch, we use the textured pixel to get particle samples. The problem is that while the message
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from the texture node to the middle node has a very low disbelief at this new particle, the “pairwise-miss”
phenomenon is occurring at the messages coming for the plain nodes. Because they only have 1 particle
in their particle sets, if this particle is spatially far from the new proposed particle, the pairwise term will
produce a high disbelief. When using more particles, it is more likely that the message coming from the
other nodes will suffer less from pairwise-misses, and the new particle can then be successfully accepted
into the particle set of the middle node.
3.8 Discussion
In this chapter we have established a fundamental link between two important algorithms: PatchMatch
and Belief Propagation, by expressing both algorithms into a common framework and analysing their
similarities. We used this analysis to design a new algorithm, PatchMatch Belief Propagation (PMBP),
which combines PM and BP. This new algorithm is able to overcome the weaknesses of PM, by including
an explicit regularisation term to the optimisation, and solve the performance problem linked to BP by
accelerating it by several orders of magnitudes.
We expressed three algorithms: PM, BP and PMBP into a common framework which can be seen
in table 3.1. This table can be used to define the implementation of these algorithms step by step and
explicitly indicates their similarities and differences. We made publicly available our new method by
building an open source implementation, which is easily extendable to a various range of applications.
It is available on GitHub at the following address: https://github.com/fbesse/pmbp. We also pointed
out several important implementation considerations in order to fully and accurately describe the fun-
damental mechanisms of the algorithm, concerning the caching mechanisms, particle update, message
foundation normalisation and early termination.
We conducted series of experiments showing the differences, advantages, limitations and perfor-
mances of the different algorithms. From the outcome of these experiments we can draw several im-
portant conclusions. First, PM is a very efficient algorithm to solve optimisation problems when only
a unary energy is required. However, on applications where regularisation of the solution is required,
PM shows its limitation. Belief Propagation algorithms are designed to address these limitations. We
conducted experiments on toy examples to illustrate this.
On the other hand, there are some inherent problems linked with BP due to the fact that it can
only run on a discretised state space, and exhibits poor performance on larger state spaces, or when
using finer levels discretisation. Particle Belief Propagation can be used to solve these two problems on
some level, however the performances are still order of magnitude slower than what would be needed
to produce results in a reasonable time. We carried out several experiments to show the benefits of
PMBP. While succeeding on toy experiments where all the other algorithms showed difficulties, it can
also be successfully used on real-world application involving a large number of data, showing an actual
potential for imaging applications. We analysed the different steps of the algorithm and discussed their
importance to PMBP, and showed the difference in behaviour when modifying crucial parameters, such
as the particle count and the size of the search space. An advantage of PMBP is that it is easy to
incorporate prior knowledge of the problem into the optimisation by setting constraints on the search
3.8. Discussion 81
space, we have seen are beneficial to the quality of the solution.
Finally, we showed the main weakness of PMBP which can happen when opting for a very ag-
gressive approximation using a very small number of particles. While the performance with such a
low number of particles is significantly better than PBP, the algorithm fails to successfully propagate
information into textureless areas.
Algorithms such as PBP, NPB or PMBP are fundamentally trying to find the best approximation of
beliefs and messages with a budget of some given objects. For PBP and PMBP, those are particles, while
for NBP they are Gaussians. The goal of these algorithms is to approximate as accurately as possible
the distributions that form beliefs and messages. In our case, we show that using a very low number of
particles, which can be as low as 1 is often enough to produce acceptable results. However, there are
some important trade-offs when using such rough approximations. We showed in the experiments that
using only 1 particle makes it difficult to carry information that would allow for an accurate propagation
in areas where the unary term is not distinctive enough. Future work includes refining the message and
belief model used in PMBP, in order to improve the behaviour with low numbers of particles.




Classic stereo methods often use a 1D parametrisation to estimate disparities, including pairwise terms
in the optimisation in order to try to obtain a smooth disparity field, which encourages groups of adjacent
pixels to have a constant disparity. However, this does not reflect the true underlying geometry of the
scene as for slanted surfaces the disparity field varies smoothly rather than being constant. This affects
the model in two ways. First, this assumption is often made across all the pixels of a patch. This does
not hold for two reasons: the pixels of a patch might belong to different surfaces, and the surfaces might
be slanted, i.e. the pixels do not have the same disparity (or depth). This affects the data (or unary)
term. Second, the pairwise term is also affected as varying disparities across several pixels are usually
penalised. In the case of slanted planes, this penalty is unjustified.
Some methods such as [Woodford et al., 2009], propose the use of the second order smoothness
prior which encourages the derivative of the disparity field to be constant (and thus the second deriva-
tive to be null), which addresses this problem at the expense of using a more complex pairwise model.
Recently, [Bleyer et al., 2011] proposed a different approach, “PatchMatch Stereo”, which consists in
over-parametrising the disparity field to reflect the presence of individual 3D planes at each pixel, and
make the assumption that the scene consists of several planar surfaces. This has the advantage of improv-
ing the standard 1D-model for one that is more geometrically correct. Yet, as the optimisation algorithm
used in their approach is PatchMatch, the authors do not explicitly use a pairwise term in their optimisa-
tion, and only perform a final post-processing step for smoothing out undesirable disparities. We propose
to use PMBP with the PatchMatch Stereo parametrisation to address PatchMatch’s problems and explic-
itly introduce smoothness in the solution. We design a pairwise term providing smoothness to the field of
3D planes that the algorithm optimises, and we show that we obtain better performance than PatchMatch




PatchMatch stereo focusses on designing a strong unary term, which can then be used within the Patch-
Match algorithm. Our method is based on PatchMatch stereo and we use the same unary term. In this
section we explain in detail our algorithm using the notation of Chapter 3. First, it is important to note
we do not have any calibration information, and thus we operate in disparity space, instead of the reg-
ular physical space. That is, the third coordinate of a point p, which we call zp (sometimes also called
dp), is the disparity value of the point. The algorithm aims at estimating a plane at each pixel, which
is a plane in disparity space. Moreover, a plane in disparity space is also a plane in physical space
[Trucco et al., 2003] when using rectified images, and therefore our assumption that the scene is made
of planar surfaces, in geometry space still holds with this formulation.
At each pixel s, a state us represents the equation of a plane fus , such that us = [n, z], where n is
the normal of the supporting plane and z is its disparity. As the normal of the plane is a normalised value,
we only need to store its x and y components, such that us = [nx, ny, zs] with nz =
q
1  n2x   n2y .
We make the general assumption that all pixels of a patch are located on the same plane. At a pixel t
located on a patch centred around s, we can compute the following disparity:
zt = asxt + bsyt + cs (4.1)






nxxs + nyys + nzz
nz
(4.2)
To explain the origin of these three coefficients, we suppose that pixels s and t are located on the same
plane (as they belong to the same patch), and therefore must follow the same plane equation:
nxxt + nyyt + nzzt +D = 0 (4.3)
nxxs + nyys + nzzs +D = 0 (4.4)
where D is a constant. From these two equation, we can derive the following:
nxxt + nyyt + nzztl = nxxs + nyys + nzzs (4.5)
,











zt = asxt + bsyt + cs (4.8)
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where aus , bus and cus are defined above.
It is useful to store the two representations mentioned before in memory. Indeed, the plane normals
and disparities at each pixel [nx, ny, zs] are useful during the randomisation step, as explained below,
and the precomputed values [as, bs, cs] can be used to evaluate in an efficient way the disparities of all
the pixels of a patch.
Using this parametrisation, the unary cost  pmss resembles  wpfs defined in Equation 3.3:


















where the parameters of the state are displayed in red, and where wsij is a weight defined as:
wsij = exp(  k I(xs, ys)  I(xs + i, ys + j) k /!). (4.10)
and represents the adaptive support weight [Yoon and Kweon, 2006] for the different pixels of the patch
centred at pixel s. The parameter ! controls the strength of the adaptive support weight. An illustration
of the adaptive support weight computation can be seen in figure 4.1. This computation outputs weights
for each pixel of a given patch, which can then be used as support when calculating the unary term, based
on the colour data of the patch. Similarly to a bilateral filter, pixels that are closer and more similar in
colour to the central pixel will have higher weights. The term ⇢ is an error measure that penalises
difference in pixel colour and in pixel gradient:
⇢(I1(x, y), I2(x
0, y0)) = (1  ↵)min(kI1(x, y)  I2(x0, y0)k, ⌧col)+
↵min(krI1(x, y) rI2(x0, y0)k, ⌧grad) (4.11)
where ↵ is a parameter that balances the influence of the colour and gradient term, and parameters ⌧col
and ⌧grad are truncation terms for robustness in occluded regions. The addition of the gradient terms
allows the algorithm to be more robust to difference in luminosity.
We introduce an alternative notation for the similarity measure. Let Iˆ(x, y) be the 4 dimensional
vector consisting of a concatenation of the colour values and the gradient values of the image at pixel
(x, y). Let ✓ be a 4 dimensional parameter vector defined as ✓ = [↵c,↵r, ⌧c, ⌧r]. For any 4 dimensional






= ↵cmin (k[v1, v2, v3]|k, ⌧c) + ↵rmin (v4, ⌧r) (4.12)
We can then define ⇢ as:
⇢(I1(x, y), I2(x
0, y0)) =
  Iˆ1(x, y)  Iˆ2(x0, y0)  ✓ (4.13)




Figure 4.1: Illustration of the adaptive support weights computation. (a) shows a patch whose middle
pixel lies on a certain surface - note that the patch contains other pixels that are not on the same surface.
(b) shows the pixels of the patch that are located on the same surface as the middle pixel. (c) shows the
weights of the adaptive support computation, where white is 1 and black is 0. (d) shows adaptive support
weights for two other patches.
4.2.2 Optimisation
PatchMatch stereo uses PatchMatch to optimises the unary energy  pmss defined previously. As men-
tioned in Chapter 3, there are three crucial steps that we need to describe: random initialisation, propa-
gation and randomisation. In addition to that, the authors define a new step called “view propagation”
which is also explained below.
Random Initialisation This step consists in initialising each state with a random plane. While it is
possible to sample the values [as, bs, cs] randomly, it is not clear whether this will cover the space of all
possible planes. Instead, the plane normal and disparity parametrisation is used. First, the disparity is
sampled uniformly within the range of possible values. Then, the plane normal is uniformly sampled
within the unit hemisphere facing the camera. These values are then converted into the more convenient
[as, bs, cs] parametrisation. Note that the disparities are sampled with sub-pixel accuracy.
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Propagation In this step, the current best plane defined by state ut of pixel t is proposed as candidate
to a neighbouring pixel s. However, there is a conversion that needs to take place as the disparity at s
given by this plane is different from that of t. Assuming that:
ut = [nx, ny, z], (4.14)
we define the candidate state us as:








nxxt + nyyt + nzz
nz
. (4.16)
The value z0 is derived simply by assuming that pixels s = [xs, ys, z] and pixel t = [xt, yt, z0] are
on the same plane, and thus follow the same plane equation. This adjustment was not incorporated in
[Bleyer et al., 2011].
Randomisation The randomisation step consists in sampling a new random plane at a given distance
from a given existing plane. To do so, we use again the parametrisation defined by the plane normal
and the disparity as it is convenient to jitter these values rather than the coefficients a, b and c. We
compute the differential values  z and  n which are sampled from the intervals [  maxz , maxz ] and
[  maxn , maxn ] respectively. The sizes of these intervals varies according to the standard concentric
circle sampling mechanism of PatchMatch. After having retrieved these random differential values, we
compute the final candidate u0s = [n0, z0] with n0 = n+ n and z0 = z + z .
View Propagation In addition to the previous three standard steps, PatchMatch stereo benefits from
an extra type of propagation if the matching is done in a bidirectional way (left image matched to the
right image and inversely). Indeed, the forward and backward solution are largely related. In terms of 2D
parametrisation, if the offset at pixel s in the left view is [dxs, 0], then the offset of the pixel [xs+dxs, ys]
in the right view is [ dxs, 0]. In terms of the parameterisation used in PatchMatch stereo, due to the
fact that it uses a geometric representation, the states of two matching pixels are equivalent (same plane
normals, opposite disparities) as they represent the same physical plane. Only the disparity value needs
to be adjusted to account for the direction (left to right or right to left) of the matching. Thus, for each
view, the states of each pixel are stored somewhere in memory, and used afterwards as candidate states
for the matching pixels. Figure 4.2 illustrates this view propagation process, also called mirroring.
4.2.3 Post-Processing
After retrieving the solution computed by PatchMatch, a post-processing step takes place to improve it,
and use the method employed in PatchMatch stereo. First, we note that the solution is computed in a
bidirectional way, and thus the two solutions (left to right and right to left) are available. A left/right
consistency checking test is then run on both solutions. This is a non-expensive way of isolating pixels
that are likely to either have a wrong solution, or be occluded in either view. To do so, we can consider a
pixel s in the left view, and its matching pixel s0 in the right view. We compute the disparities ds and ds0
of those two pixels according to the two solution fields, and those pixels are flagged as consistent if and
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Figure 4.2: Illustration of the view propagation process. When running the matching process in the first
direction, patches t1 and t2 both match to patch s. These matches are stored in memory, so that when
the matching process is run in the inverse direction, both patches t1 and t2 will be proposed as candidate
for s.
(a) (b) (c)
Figure 4.3: (a) shows in red the occluded pixels that need post processing. In light grey we show a
segment that needs to be inpainted, and in green a pixel on this segment. We look for the first valid
pixels on the left and right of this green pixel, which are shown by the white and the black pixel. After
comparing their disparity, we find that the white pixel has a smaller disparity, meaning a greater depth,
and thus we use its state to inpaint the whole scanline. The result after this is shown in (b). (c) shows the
result after all the invalid pixels have been post-processed.
only if |ds   ds0 | < 1. Then, an inpainting step takes place in order to correct the disparity values as the
non-consistent pixels only. We assume that non consistent pixels correspond to occluded pixels. In the
stereo matching application, there is no motion of the scene as both images where captured at the same
moment in time, and therefore it is a valid assumption that occluded pixels have a higher depth (lower
disparity) than non occluded pixels, as they are in the background in relation to the occluder. Then, for
each occluded pixel, we search for the first non occluded pixels on a scanline both on its left and right
sides and retrieve these solutions, which correspond to two planes uleft and uright. As it is known that the
occluded pixel belong to the background, the solution yielding the lowest disparity is attributed to the
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occluded pixel. Figure 4.13 illustrates this. Following the inpainting of occluded pixels, a median filter
is run on the solution field to reduce the horizontal streaks that appear due to this scanline inpainting








Figure 4.4: View from above (towards the y axis). ps and pt are two neighbouring points. Evaluation
of the pairwise term : the sum of the projection of each normals onto the vector joining the two points













Figure 4.5: Illustration of the behaviour of the pairwise term on different cases: (a) Neighbouring planes
have the same normals and the centre points are at the same depth: no penalty. (b) Neighbouring planes
have the same normals but the centre point are not at the same depth: penalty. (c) Neighbouring planes
do not have the same normals: penalty.
We base our method on the PatchMatch stereo algorithm, and augment it with a pairwise term
that encourages continuity of the underlying geometry of the scene. Constraining the normals of two
neighbouring planes to be the same is not sufficient, as they can still be located at different disparities
(or depth in physical space). Instead, we use the projection of each point onto its neighbouring plane as
a dissimilarity measure, that is defined as:
 st(us,ut) = wst
 |ns · (xt   xs)| + |nt · (xs   xt)| . (4.17)
where the term wst is once again the adaptive support weight and modulates the effect of the pairwise
term according to the apparent gradient of the image, and is defined as:
wst = exp(  k I(xs, ys)  I(xt, yt) k /!). (4.18)
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Note that our pairwise term defined in equation 4.17 is included within the energy of equation 3.1 and
the term   controls its influence over the unary term. Our pairwise term encourages the supporting
planes of two neighbouring pixels to have both the same orientation and the same depth (at the 3D points
corresponding to these pixels). Setting   = 0 gives us exactly PatchMatch stereo. An illustration of
the geometrical meaning of the pairwise term can be seen in figure 4.4, while an illustration of different
cases is available in figure 4.5.
4.3 Experiments
We conduct a series of experiments to show the benefits of our method. We first show the influence
of using different levels of regularisation on the results using the pairwise terms that we designed. We
then apply our method on the Middlebury Stereo dataset and show that we obtain state of the art re-
sults. Finally, we demonstrate the benefits of the view propagation and post-processing step, and discuss
limitations and future work.
4.3.1 Varying the regularisation level
In this experiment we use four of the stereo images pairs from the Middlebury dataset, with available
ground truth. We run PMBP with the pairwise term presented in equation 4.17. We vary the parameter
  of equation 3.1 which controls the level of regularisation (we recall that a value of   = 0 corresponds
in our case to the original PatchMatch stereo). We run PMBP stereo on four cases and the results are
visualised in figures 4.6, 4.7, 4.8 and 4.9. The difference between the result of PatchMatch and PMBP
with   = 12.5 can be seen in figure 4.10.
On these figures we plot the error with respect to the regularisation level. Note that we display the
error for both raw and post-processed outputs, to exclude the possibility that any increase in quality is a
byproduct of the post-processing. On both curves for the four cases, we observe that the regularisation
level that gives the best error is a value of   6= 0, which shows that our algorithm yields a systematic
improvement over PatchMatch stereo. We also observe visually that the displacement field appears
increasingly smoother with higher values of  , as expected. An interesting area that illustrate the benefits
of PMBP is the area located in the middle of the bowling ball of the case that is presented in figure 4.6.
There, the texture near the centre of the bowling ball is almost textureless and not very distinctive.
PatchMatch stereo fails to recover a correct disparity as can be seen on the same figure. However, by
increasing the level of regularisation, we can see that this artefact gradually disappears.
Another interesting area to analyse more in detail is the pages of the open book in figure 4.8. Simi-
larly to the bowling ball, it contains poorly textured areas, where PatchMatch stereo produces noticeable
artefacts while our method has the advantage of smoothing them out of the resulting disparity field. Nat-
urally, we also observe an over-smoothing effect for large values of  , which can be seen in the curves
of figures 4.6, 4.7, 4.8 and 4.9.
4.3.2 Middlebury dataset
We also run PMBP stereo on the test set of the Middlebury dataset, which is shown in figure 4.11. For
this, we use the same parameter as PatchMatch stereo, {!,↵, ⌧col, ⌧grad} = {10, 0.9, 10, 2} with a patch
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Figure 4.6: (a) Raw results (without post-processing) on the Bowling1 dataset.   is a pairwise weight-
ing coefficient, controlling the amount of regularisation; (b) Evolution of the error with respect to the
smoothness coefficient.
size of 40x40 pixels. The weighting of the pairwise term is set to   = 7.5, after verifying experimentally
that it gives the best possible results. The results are summarised in table 4.1 and figure 4.12. We observe
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Figure 4.7: (a) Raw results (without post-processing) on the Baby2 dataset.   is a pairwise weight-
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Figure 4.8: (a) Raw results (without post-processing) on the Books dataset.   is a pairwise weight-
ing coefficient, controlling the amount of regularisation; (b) Evolution of the error with respect to the
smoothness coefficient.
that PMBP stereo is superior to PatchMatch stereo in almost all cases. For the sub-pixel accuracy level,
we were overall Rank 1 of all methods at the time of publication of our paper [Besse et al., 2012]. Note
that we perform particularly well on the challenging dataset “Teddy” and “Cones”.
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Figure 4.9: (a) Raw results (without post-processing) on the Moebius dataset.   is a pairwise weight-
ing coefficient, controlling the amount of regularisation; (b) Evolution of the error with respect to the
smoothness coefficient.
4.3.3 Post-Processing
In this experiment, we demonstrate the effect of the post-processing step that we use after the main
optimisation has finished. We use the “aloe” image pair from the Middlebury dataset. We first show the
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(a) (b) (c) (d)
Figure 4.10: Graded difference of the disparity fields produced by PatchMatch and PMBP with   = 12.5
for (a) Bowling1 dataset; (b) Baby2 Dataset; (c) Books dataset; (d) Moebius dataset.
Tsukuba Venus Teddy Cones
nocc all disc nocc all disc nocc all disc nocc all disc
PM Stereo 15.0 45 15.4 44 20.3 56 1.00 6 1.34 6 7.75 9 5.66 2 11.8 2 16.5 2 3.80 2 10.2 2 10.2 2
Ours 11.9 27 12.3 24 17.8 29 0.85 5 1.10 3 6.45 6 5.60 1 12.0 3 15.5 1 3.48 1 8.88 1 9.41 1
Table 4.1: Results on the Middlebury dataset with subpixel threshold (t=0.5). Bold entries indicates
where our algorithm is ranked first. Our method has the first rank, with an average rank of 8.5, in
contrast to 14.9 for PatchMatch Stereo.
consistency map of one test case, which consists in highlighting in white the pixels that are detected as
consistent and in black those that are not. This is visualised in figure 4.13, together with the raw result
and the post processed result. In this case, we used a distance threshold of 1 to isolate non consistent
pixels. As this distance threshold is an important parameter, we also show a representation in grey level
of this distance for each pixel, where black means null distance and white represents a distance of 2 in
figure 4.16.
In general, consistent pixels are more reliable as they were matched by two different runs (forward
and backward). We also show a representation of the unary and pairwise energy in the same figure.
We observe that while it is clear form the consistency distance map that certain boundary pixels are
occluded, this does not appear on either of the energy representation. This is due to the fact that we do
not explicitly model the occlusion mechanism, and therefore those pixels find a good match - although
wrong, somewhere in the image. We also observe that most of the boundaries present in the images
are visible on the pairwise energy map, as the boundaries yield a high pairwise cost (although this is
modulated by the conditional weight placed on the pairwise term).
We show additional post-processed results both for PM and PMBP on the Bowling1 and the Baby2
dataset in figure 4.15. We can see that the post-processing step smoothes out some of the artefacts
produced by PM, however some still remain, and it is necessary to use PMBP to improve the results.
The errors for varying different levels of   (including   = 0 which is the PM solution) of the post-
processed results can be seen in figure 4.6, 4.7, 4.8 and 4.9..
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(a) Left image (b) Right image (c) Ground truth
(d) Left image (e) Right image (f) Ground truth
(g) Left image (h) Right image (i) Ground truth
(j) Left image (k) Right image (l) Ground truth
Figure 4.11: Middlebury test set. The two first columns show the left and right views respectively, while
the third column is a visualisation of the ground truth disparities.
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(a) Ground truth (b) Our result (c) Bad pixels (error > 0.5)
(d) Ground truth (e) Our result (f) Bad pixels (error > 0.5)
(g) Ground truth (h) Our result (i) Bad pixels (error > 0.5)
(j) Ground truth (k) Our result (l) Bad pixels (error > 0.5)
Figure 4.12: Results of PMBP on the Middlebury dataset. The first column indicates the ground truth
disparity images, the second column is a visualisation of our result, and the third column represents the
bad pixels, where a ’bad pixel’ is a pixel whose disparity is wrong by more than 0.5 pixels.
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(a) Left image (b) Right image (c) Ground truth disparities
(d) Raw result (e) Consistency map (f) Post processed result
Figure 4.13: Effect of the post-processing. (a) and (b) show the two images being matches, and (c)
shows the ground truth disparities. The raw result (before post processing) is shown in (d). (e) is the
consistency map which is a map of valid (in white) and invalid (in black) pixels. Finally, in (f) we can
see the post processed result where all the invalid pixels have been inpainted.
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(a) PatchMatch, raw result (b) PMBP,   = 2.5, raw result (c) PMBP,   = 12.5, raw result
(d) PatchMatch, post-processed (e) PMBP,   = 2.5, post-processed (f) PMBP,   = 12.5, post-processed
Figure 4.14: Comparison between raw and post-processed results for different settings for the Bowling1
dataset.
(a) PatchMatch, raw result (b) PMBP,   = 2.5, raw result (c) PMBP,   = 12.5, raw result
(d) PatchMatch, post-processed (e) PMBP,   = 2.5, post-processed (f) PMBP,   = 12.5, post-processed




Figure 4.16: Threshold distances and energies; (a) Consistency distance. Black = 0, white = 2; (b)
Unary energy. Darker values indicate lower energies; (c) Pairwise energy. Darker values indicate lower
energies.
4.3.4 View Propagation
Our final experiments for this chapter consist in measuring the effects and benefits of the additional view
propagation step described in section 4.2.2, we design two experiments. First we run the algorithm in a
bidirectional way (left to right and right to left), however for the backward run (right to left), we disable
all steps of PatchMatch except from the view propagation. This is to illustrate the effect that the view
propagation has on the solution. The results can be seen on figure 4.17. We can see that most of the
pixels (83%) were assigned a reasonable solution from the view propagation step only which also means
that they are consistent, as seen in the related consistency map.
Lastly, we run the full PMBP algorithmwith and without view propagation on one case and compare
the resulting energy and error. The energy with respect to the iteration can be seen in figure 4.18. We
can see that enabling the view propagation does have a positive effect on the optimisation, however the
difference in energy is relatively small (view propagation improves the final energy by 0.7%).
4.4 Discussion
In this chapter we have presented an extension of the PatchMatch stereo algorithm based on PMBP. Our
method allows us to integrate a pairwise term in the optimisation in order to regularise the solution, which
is beneficial for the stereo matching application. Indeed, as the real-world has a piecewise continuous
geometry, images of a real scene also exhibit this property, and therefore the disparity field that we are
looking for is highly likely to be locally coherent. PatchMatch stereo has already proven to have good
performance on the stereo application. Due to the planar representation of the scene, combined with
the random initialisation and randomisation step of PatchMatch, only a few correct initial guesses per
planes are needed to expand the reasonable disparity values to the whole surface. However, it is lacking
the presence of regularisation, which is a defect linked to the optimiser that is used: PatchMatch, as we
have shown in the previous chapter. Our algorithm also uses the mechanisms of PatchMatch, is well
suited to improve PatchMatch stereo, and we are able to exactly reproduce it while benefiting from the
belief propagation mechanisms when using a non-zero regularisation coefficient. On all case tested, we
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(a) Image 1 (b) Image 2 (c) Ground truth disparity
(d) Left disparity field (e) Right disparity field (f) Consistency map
Figure 4.17: Left and right disparity fields after one iteration. On the left view, all PMBP steps were en-
abled. On the right view, only the view propagation from the left view were enabled, and the propagation
and randomisation were disabled.













Figure 4.18: Comparison between PMBP with and without view propagation. Note that we omit the
energy of the initial iteration as it is significantly higher, and equal for both curves.
4.4. Discussion 101
observed that adding a certain amount of regularisation always produce higher quality results.
Our algorithm however has some limitations. First, it has a significant number of parameters which
influence the results. Different datasets might have different optimal parameters, and therefore having
a high number of parameters to tweak increases the difficulty to optimally use our algorithm. These
include the regularisation level, the adaptive support weight, the different truncations terms, the patch
size, the number of particles, the number of iterations and the weight of the gradient and colour values
in the unary term. However, most of the parameters that we have used across our experiments, which
have been determined empirically, were constant, and produced satisfactory results. In fact, we have
used the same parameters for the optical flow application presented in the next chapters, which includes
new datasets.
Second, it is currently not suitable for real-time usage, as a typical run for a 450⇥ 375 image takes
29 seconds for 4 iterations with 5 particles, for a small patch size of 5x5. While it is relatively efficient,
there would be some extra approximations and tradeoff that would need to be made in order to reach
real-time capabilities. Finally, the problems linked to low number of particles which we have describe in
chapter 3 also apply here as PMBP is core to our stereo process, which means that in this case the result
of the disparity estimation in textureless areas can be lacking quality. This can be seen in figure 4.19,
where the scenes exhibit non-textured surfaces..
Future work includes different steps to address the limitations mentioned above. A training process
could be undertaken in order to learn the optimal parameters and limit the amount of manual tweaking.
Reducing the number of parameters is also an option, with for example the search for a simpler unary
term, which by itself currently contains a high number of parameters. A third possibility would be
to introduce parameters whose values are more meaningful and expressed in understandable units (for
example a truncation term expressed in pixels), which could be easily chosen by the user. In the view
of obtaining a real time algorithm, a coarse-to-fine scheme could be added. Typically, this is done
by subsampling the images to create a multiscale pyramid. The algorithm is run on the top levels of
the pyramid, which is efficient due to the size of the images at this scale. Several upsampling steps
follow, where each time the solution found at lower scales are used to constraint the solution at the
current scale. This has the effect to constrain the search space, which ultimately drastically improves the
performance. Also, large displacements can be more easily estimated at lower scales. Another possibility
would be to use extra information to improve the initialisation. For example, one could perform a SIFT
matching operation [Lowe, 2004] in order to seed the initialisation in the neighbourhood of those feature
points. Finally, our algorithm seems to be well suited to be run on videos, in the same fashion as
[Bleyer et al., 2011]. An advantage of PMBP is that in this case the results could also benefit from a
regularisation term added on the temporal dimension, in order to add coherence of the disparity maps
generated over time.
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(a) Midd1 dataset - Left Image (b) Midd1 dataset - Right Image
(c) Midd1 dataset - Ground Truth (d) Midd1 dataset - PMBP result
(e) Lampshade1 dataset - Left Image (f) Lampshade1 dataset - Right Image
(g) Lampshade1 dataset - Ground Truth (h) Lampshade1 dataset - PMBP result
Figure 4.19: Example of failure cases. Our algorithm, running with 1 particle, fails at producing a smooth




The optical flow computation problem is of great importance, as it is one of the core mechanisms of many
machine vision methods. In particular it is commonly used for tracking [Decarlo and Metaxas, 2000] and
video editing [Zitnick et al., 2005]. While this has been an active research field, there is almost no men-
tion of PatchMatch-based methods for optical flow as mentioned in Chapter 2. However, PatchMatch,
and in turn PMBP seem to be suitable optimisation algorithms to solve the optical flow problem, due to
their efficiency, and the spatial and temporal natural coherency of pixels in a video. In this chapter we
present our different optical flow models and describe how we take advantage of the PMBP framework
when building them. First, in section 5.2 we analyse the advantages of using the original PatchMatch
algorithm to perform optical flow computations with a 5D model including translation, rotation and
anisotropic scaling in an efficient way which we apply to video editing. Note that this does not include
any regularisation - it presents our motivation for using PatchMatch as an optical flow algorithm. Then,
we show in section 5.3 that we can improve the quality of the flow results by switching to PMBP instead,
which includes an explicit regularisation term in the energy. Finally, in section 5.4, we propose to further
over-parameterise the search space and define an affine model (6D) to represent the motion between two
images. This can be seen as a direct extension of our stereo model described in Chapter 4 and it aims at
better capturing the disparities of slanted surfaces than the previously defined 5D model.
5.2 5D Optical Flow with PatchMatch
As mentioned in the previous chapters, PatchMatch is very efficient at optimising the unary cost function
for correspondence field estimation tasks. In this section, we analyse the possibility or performing optical
flow computations using a variation of PatchMatch adapted to matching consecutive images taken from
a video. In addition, we design an easy-to-use application where the user can edit the first frame of the
video, and we propagate the changes to the rest of the frames.
5.2.1 Methodology
Similarly to the 2D-PCE defined in section 3.1, we propose a unary cost function that calculates an
error between two patches. However, while 2D-PCE only uses states representing a 2D offset to refer to







Figure 5.1: Patch warping function. The patch is first translated by [ x,  y], then rotated by ✓ around its
centre, and finally scaled by [ x, y]. w and h are the dimensions of the original patch, which is usually
square and verifies w = h.
the matching patch, we use a more complex model, that incorporates in-plane rotation and anisotropic
scaling. Thus, we define for node s a state us = [ x,  y, ✓, x, y] where [ x,  y] is a 2D offset, ✓ is the
in-plane rotation angle, and [ x, y] is the scaling factor in the x and y direction respectively. We then
define the unary cost function as:






  I1(xs + i, ys + j   I2([xs + i, ys + j] + fus([xs + i+, ys + j])  ✓.
(5.1)
where us is the candidate state, h is the patch size, I1 and I2 the two images, wsij the adaptive support
weights defined in section 4.2.1, the norm used is the one also defined in section 4.2.1 and fus is the
warp function that applies the offset, rotation and scaling to a patch. To do so, when transforming the
pixels of a patch, we consider the vectors joining these pixel with the centre of this patch. The warping
function then operates by rotating and then scaling these vectors to compute the final positions of the
pixels within the patch, before applying the final translation offset. This is illustrated in figure 5.1. Below
we describe several important points concerning the algorithm.
Search Space
It is possible to set constraints on the search space as it improves the quality of the results, provided that
the solution lies within the specified range. In our method, we set the following contraints:
• The displacement of the centre pixel [ x,  y] is constrained to lie within the range [ w,w] ⇥
[ h, h] where w and h are the width and height of the target image respectively.
• The rotation angle ✓ is not contrained, and can take value in the range [0, 2⇡].
• The scaling factors [ x, y] are contrained to the interval [ 1 max , max]
2 where  max is the maximum
scaling factor and is usually set to 2.





Figure 5.2: Illustration of the propagation in the 5D framework. d is the offset between two neighbouring
patches s and t. If patch t matches with a patch m with a certain rotation and scale, this rotation and
scale needs to be taken into account during the propagation step, and we see that a good candidate patch
for s is the patch located at an offset  d0 of m, with the same rotation and scale as m.
Initialisation
Each parameter of each state is uniformly sampled within the allowed range defined above. For each
random state that is generated, we ensure that it corresponds to a match that lies within the source image,
and if not we reject it and sample a new state until we draw one that satisfies the conditions.
Propagation
When we use the states of a node t as candidate particles for a neighbouring node s, we use the
offset between nodes s and t to recover the position of the potential candidate, however this offset
needs to be transformed first. This is due to the fact that the rotation and scaling affect the off-
set of the new candidate particle, as can be seen in figure 5.2. Let us consider the state at node t,
ut = [ x,  y, ✓, x, y]. The neighbouring node s will be proposed the state us, which is an adjustment




| = [ x,  y]| + [xt   xs, yt   ys]|  
24   cos(✓)   sin(✓)
sin(✓)   cos(✓)
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35 (5.2)
✓0 = ✓ (5.3)
[ 0x, 
0
y] = [ x, y] (5.4)
Randomisation
Given an existing particle us, we generate random samples around us. This is done by using a value r
which exponentially decreases from 1 to 0, and then by generating new states u0s = [ 0x,  0y, ✓0, 0x, 0y] as




y] = [ x,  y] + r[ ˆx,  ˆy] (5.5)







y] + r[ ˆx,  ˆy] (5.7)
where  ˆx and  ˆy are drawn from U( w,w) and U( h, h) respectively, ✓ˆ is drawn from U( ⇡,⇡) and
 ˆx and  ˆy are both drawn from U( 1 max , max).
Sub-pixel Accuracy
While the original PatchMatch works with integer coordinates, we need to use sub-pixel accuracy for our
matching, which is common practice for optical flow computations. Working with videos does indeed
require an accurate matching across the images. Matching errors might be undetectable when looking at
a still frame, however they are more obvious over a sequence of images. Because our matching is also
used to perform tracking across several frames in a row, the errors due to a non-subpixel matching would
accumulate over time and cause distortion and jitter. To avoid such artefacts, the position of matching
pixels are naturally evaluated as floating point numbers. This provides a much finer grid than the one
considering only integer coordinates. Furthermore, we maximise the precision of the other parameters in
the search: scale and rotation, which we also represent as floating point values. It is worth pointing out
that the Generalised PatchMatch algorithm [Barnes et al., 2010] discretises the values of rotation and
scaling, while we use the full floating point range of available values. Due to this subpixel accuracy,
the match of a given patch is not necessarily located at a grid position (i.e. centred on image pixels)
any more. It can also be scaled and rotated by any arbitrary value. Consequently, we use a bilinear
interpolation scheme to evaluate the colour of a pixel at non-integer coordinates.
Anisotropic scale
In a video, the scene is composed of 3D geometry that evolves over time. Our goal, by choosing this
particular model, is to approximate the motion of the 3D patches of the scene by 2D patches. To do so,
and to provide a wider range of deformation, we separate our scaling parameter into two distinct com-
ponents: scale along the X direction and scale along the Y direction. This allows a better approximation
of distortions as patches can be stretched or squeezed in one direction only. This type of deformation of
the 2D image can often be seen due to the perspective foreshortening effects.
Barnes et al. [Barnes et al., 2009] use a jump flood algorithm for their GPU implementation. To
speed up the matching process, we use a similar idea to Barnes et al. [Barnes et al., 2010], which is
suited to multi-core CPU usage. Given n available cores, we split the image into two (shifted) sets of
n horizontal bands equally distributed across the image. At odd iterations, each core operates indepen-
dently on a horizontal band from the first set and at even iterations, each core operates independently on
a horizontal band from the second set. While there is no propagation of information across bands during
a single iteration, the following one will propagate it, as the seam is offset from the previous iteration.
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5.2.2 Tracking
Our editing paradigm is rather simple: a user provides an edited first frame of the video, whose edits
are then propagated to the rest of the images. To this end, we need to follow the patches that have been
modified over the video sequence. Our input video contains k frames, where we need to propagate the
modifications made on frame 0. There are a number of possible ways to achieve this. Here we present
three tracking schemes, each one having its own strengths and weaknesses. Let fn denote the n-th frame
of the video. Let T : p, n 7 ! T (p, n) be the 2D transformation representing the position, orientation
and scale of a patch p in fn and let F : p, n,m 7 ! F (p, n,m) be our tracking function, representing
the 2D transformation of patch p between fn and fm.
Tracking scheme 1: Initial and current image
The first method that we define to track patches is to match the initial frame of the video with all other
frames, such that for any patch p, its position in fn is given by:
T (p, n) = F (p, 0, n) (5.8)
As mentioned above, we have control over the initialisation of our matching algorithm, and this
first step is very important as it provides the input to the first propagation step in the process. While
random initialisation works well when there is no prior on the pair of frames to match, we know in our
case that there is a very strong correlation between the frames of a video. This means that initialising
the NNF between f0 and fn with the results of the matching between f0 and fn 1 already provides
a good approximation. This adds robustness and leads to a quicker convergence than using a random
initialisation.
This method works best on scenes where the objects are rigid and do not undergo significant de-
formation nor motion. This is expected, as the allowed 2D transformation of a patch cannot express the
possible changes a patch can undergo from frame 0 to frame n that corresponds to a late time point in
the sequence.
Figure 5.3: Comparison of using different tracking schemes. On the left, blur and wobbling is introduced
over time by matching consecutive frames due to drift. On the right, we show that using reference frames
results in fewer artefacts.
Tracking scheme 2: Consecutive images
An alternative way to perform tracking is by matching each pair of consecutive frames. We start with
frames (f0, f1), and then match each pair (fn, fn+1), concatenating the 2D transformation of each patch
that we are interested in. In other words we recursively track p, as follows:
T (p, n) = T (p, n  1)F (p, n  1, n) (5.9)
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Under the assumption that the motion between consecutive frames is small, we choose to initialise
the fields of matches with identity transformations, as they are likely to be good approximations of the
actual NNF.
This tracking scheme can cope with cases where the previous method fails; if the scene is chang-
ing too quickly, it is better to track patches by only matching consecutive images, so that the change in
appearance or pose of each patch is minimised. However, drift is more likely to occur because concate-
nating many transformations results in a faster accumulation of the error.
Tracking scheme 3: Reference and current image
The third method is a good trade-off between the two previous ones and is the one we use in our appli-
cations. We use a reference frame fr to match against the other frames, and update fr regularly as we
advance in the video. Let k be the number of frames that we track using fr before updating r. We have:
T (p, n) = T (p, r)F (p, r, n) (5.10)
Assuming that the current frame is fn, we update r such that r = n when n  r >= k.
It generates less drift caused by the accumulation of small errors, and is able to track patches that
change in pose or appearance better than the first method. A comparison of the blur artefacts generated
when using the second and third tracking scheme is illustrated in figure 5.3. We can see that using
a reference frame is preferred over matching consecutive pairs of frames, as the quality of the output
frames is higher.
Edit Propagation from Frame to Frame
The previous step gives us a set of 2D transformations, mapping the location of the originally edited
patches to their updated locations in all the future frames. The last step of our framework is to apply
these transformations to the original patches to propagate the modifications on each frame.
For this reason, we adopt a simple blending scheme. We apply on each originally edited patch its
2D transformation at the frame that is being processed and paste it onto the output image. As many
patches will be superimposed, each of them casts a ”vote” regarding which colour should be synthesised
at each pixel. After transforming all the edited patches, we average the colours according to the number
of votes, and output the final, modified image.
5.2.3 Applications
Our optical flow algorithm, combined with a tracking method can be used to perform a number of
different editing tasks on videos, which we describe below.
Painting
Painting the surface of an object can be performed on the first frame of the video with any image editing
software, and then plugged into our system to generate the final output. This is illustrated in figure 5.4.
Our algorithm requires only one input: the modified first frame of the video. We then compute
a mask indicating which pixels have been modified automatically by differencing the original and the
edited image.
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Figure 5.4: Our typical workflow for painting over a video explained in three steps. This can also be
applied to inpainting, where instead of painting over the first frame of the video, we use an inpainting
algorithm to make the changes to this first frame.
(a) (b)
(c) (d)
Figure 5.5: Painting example on a planar surface. (a) First frame of the original video; (b) Blue bricks
have been added on a section of the wall; (c) & (d) Images of the video where the edit has been propa-
gated with our algorithm.
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(a) (b)
(c) (d)
Figure 5.6: Inpainting example. (a) First frame of the original video; (b) The word ”NO” has been
removed; (c) & (d) Images of the video where the edit has been propagated with our algorithm.
(a) (b)
(c) (d)
Figure 5.7: Deformation example. (a) First frame of the original video; (b) The letter ’O’ has been
enlarged; (c) & (d) Images of the video where the edit has been propagated with our algorithm.
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In section 5.2.4 we demonstrate how this can be used to paint over both planar surfaces (e.g. wall),
and non-planar convex surfaces (e.g. part of a face, rock).
Inpainting
Inpainting is the process of synthesising missing parts of an image in a realistic way. It can be typi-
cally used to correct defects, or remove unwanted objects. We use our matching algorithm to perform
inpainting, following the technique of Barnes et al. [Barnes et al., 2009].
We perform three different types of inpainting tasks.
Object removal The first inpainting application is object removal, ie. removing unwanted elements from
the scene. The user creates a mask to select the area that needs to be inpainted. Our algorithm calculates
which patches should be pasted in order to fill this newly created hole, and outputs an initial inpainted
image, similarly to the original PatchMatch algorithm. We can then propagate this synthesised area to
the other frames of the video.
Object deformationWe provide tools to the user to select an area of his choice and displace it. This
can be used to perform rigid object deformation, such as shortening a building, enlarging a window or a
door, etc.
Object displacement Finally we propose object displacement where the user can select the whole object
and move it somewhere else in the image. We then inpaint the hole left by the object in its original
location, and also inpaint a band around the object at its new location in order to blend it in correctly
with its new surroundings. All the inpainted pixels are then propagated to the rest of the video.
5.2.4 Experiments
In this section we present the results of several editing tasks, described above, that we carried out on real
footage.
Planar objects
We first demonstrate that our approach can handle planar objects.
The wall sequenceWe present the result of a painting task on the footage of a wall. Here we copy a part
of the blue bricks onto the red bricks located above. The camera’s motion incorporates translation and
rotation. Snapshots of the resulting video can be seen in figure 5.5. As we can see, there are no apparent
artefacts and the result looks realistic.
The ”no cycling” sequenceWe performed two different edits on a video showing a road with ”no
cycling” painted on the ground.
First, we removed the word ”no” using our inpainting algorithm, as shown in figure 5.6. As it can
be seen, our approach handles the camera rotation well. This kind of modification allows the user to
remove unwanted elements from the scene, despite arbitrary camera motion.
Then, we applied a deformation and widened the letter ’o’, as seen in figure 5.7. The background
is textured enough to allow our algorithm to propagate this edit to the rest of the sequence without any
artefacts.
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(a) (b)
(c) (d)
Figure 5.8: Object displacement example. (a) First frame of the original video; (b) The brick door has
been dragged further left on the bush; (c) & (d) Images of the video where the edit has been propagated
with our algorithm.
The bush sequence In this sequence we illustrate the task of object displacement. The video shows a
bush with a brick door in the middle. We used our system to move the door to the left of the scene.
Snapshots of the output video are shown in figure 5.8. This result required two steps from our algorithm:
first inpainting the hole left by moving the door, and also resynthesising a band around the new shifted
door in order to blend it realistically with the background. This type of modification gives a compelling
effect when applied to a video. This has the potential to provide a very straightforward ”drag and drop”
video editing tool to the users.
Non-planar objects
We further demonstrate that our approach can handle non-planar as well as deformable objects.
The statue sequence In this sequence, we filmed the statue of a lion while moving the camera closer and
on a circular motion around it. We painted an “EG” graffiti onto its side. There are several interesting
observations to be made about this sequence. First, the shape of the statue is not planar, and displays
some irregularities on its surface. Furthermore, there is a significant perspective distortion between the
first and the last frame, and the camera is moving closer to the statue. Finally, the illumination changes:
the lion appears darker towards the end, as the camera is facing a bright background which increases the
contrast of the scene.
Figure 5.9 shows the result of this footage. Our algorithm handles all these difficult points well, and
the result appears realistic. There is no drift, and the patches undergo the correct perspective distortion.
As the change in illumination is smooth, we are able to keep track of the patches even though their
appearance changes significantly between the first and the last frame.
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(a) (b)
(c) (d)
Figure 5.9: Example of painting over a non-planar surface with a camera motion yielding perspective
distortion. (a) First frame of the original video; (b) User-modified frame: the letters ”EG” have been
painted over the statue; (c) & (d) Images of the video where the edit has been propagated with our
algorithm.
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(a) (b)
(c) (d)
Figure 5.10: Painting example on a deformable object. (a) First frame of the original video; (b) The
letters ”EG” have been painted on the surface of the leaf; (c) & (d) Images of the video where the edit
has been propagated with our algorithm.
The leaf sequence To illustrate the algorithm’s ability to handle dynamic scenes, we used a sequence
of a large tree leaf blowing in the wind. The wind deforms the leaf, as it is a flexible object. We paint
the letters “EG” on it. The results can be seen in figure 5.10. This is an interesting sequence as it is an
example of a dynamic and deformable object. As the surface is stretched when the wind is strong, the
modifications are stretched accordingly.
The face sequenceWe filmed the face of a person while moving around him, and then painted a mous-
tache to the footage. Results can be seen in figure 5.11. This is another example of a non-planar surface,
and the output appears realistic, with no apparent artefacts.
Performance
An unoptimised implementation of our algorithm requires about 5 seconds per frame on a 640x360
video on 2 cores of an Intel Xeon X5670 at 2.93Ghz, with 10 iterations of the matching process, us-
ing 7x7 patches. We believe that the code can be further optimised to reach higher speed. Indeed,
[Barnes et al., 2009] demonstrate that a GPU implementation can match an entire 0.2 megapixel frame
in about 0.2s (5 iterations, on an old NVIDIA 8800). Although our algorithm is more computationally
expensive as we use bilinear interpolation to access image pixels, it should stay within the same order
of magnitude. This means that our algorithm could potentially run significantly faster than our reported
timings, which is already faster than its competitors.
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(a) (b)
(c) (d)
Figure 5.11: Painting example on a non-planar surface. (a) First frame of the original video; (b) A mous-
tache has been painted on the person; (c) & (d) Images of the video where the edit has been propagated
with our algorithm.
Limitations
The main limitation of this method is that it struggle propagating the edits accurately to textureless areas.
This is linked to the fact that this model does not use any regularisation term in the energy that is being
optimised, and thus suffers from the weaknesses that we have established in Chapter 3. This can be
seen in the experiments that we run in section 5.3.2, where we compare this method against a similar
technique using PMBP as the optimiser to be able to include a regularisation term in the energy, and use
ground truth optical flow displacement maps to quantitatively evaluate both methods. We also illustrate
how this method compares with the other techniques presented in this chapter on several optical flow
benchmarks in section 5.5.
5.2.5 Discussion
In this section we proposed using PatchMatch to perform optical flow computation, as it is an effi-
cient way of establishing correspondence between two images. Furthermore, this framework can benefit
from the fact that we are matching consecutive images in a video, as the initialisation of the solution is
straightforward and provides good quality results. Furthermore, we observe a certain amount of temporal
stability due to this process of initialising the solution for a frame with the solution at the previous frame.
While it seems good enough for our application, it would be beneficial to include additional constraints
in the optimisation to explicitly enforce temporal stability. The purpose of the previous section was to
motivate the use of PatchMatch-related methods for dense optical flow, which has not been done in the
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literature. We show that this method can be used to perform video editing tasks easily. We can keep track
of patches located on a 3D surface without the need to reconstruct the 3D scene; we assume instead that
a change of pose in 3D can be represented as a set of local 2D transformations. However it is unable to
propagate the edits to textureless areas, and using an optimiser that can include an explicit smoothness
term would be beneficial.
[Rav-Acha et al., 2008] obtain high quality results and perform similar tasks to our algorithm. In
addition, they can handle occlusions in videos, which is an advantage compared to our technique. How-
ever, their algorithm requires a segmentation of the edited object throughout the sequence, a difficult
problem that is also computationally expensive, and is not required in our algorithm.
The nature of the matching algorithm that we use is well-suited to track patches between frames of
a video. as the propagation step of our approach gives a certain amount of coherence to the NNF, which
is needed for tracking. However, the lack of explicit regularisation term in the optimisation is a drawback
of this method, which could cause problems due to the reasons explain in Chapter 3. We address these
by using PMBP as optimiser, instead of PatchMatch. This is explained in detail in the next section.
5.3 5D Flow using PMBP
In order to improve the method presented in the previous section, we integrate it into our PMBP frame-
work and include a smoothness term to encourage the flow to be piecewise constant. In this section we
describe this new pairwise term, and show how it improves the quality of the generated flow results.
5.3.1 Methodology
We introduce a pairwise term that encourages the states of neighbouring nodes to be similar. In our
approach, the states contain the flow of the middle pixel of a patch, and in addition a rotation and
scaling term. Therefore our pairwise term needs to reflect the similarity both in flow, and also in the
patch transformation. To do so, we consider the displacement of the middle pixel, and in addition
the displacement of two corners of the patch, as seen in figure 5.12, as two identical states have the
same effect on the two vectors linking the middle pixel with these two corners. The pairwise term is
mathematically defined as follows:
 st(us,ut) = min
 
, |fus(s)  fut(s)| + |fus(stl)  fut(stl)| + |fus(str)  fut(str)|
 
(5.11)
where us and ut are two neighbouring states, stl is the top left corner of the patch centred around s, str is
the top right corner of the same patch, and  is a truncation term. The model that we use has 5 degrees of
freedom, so using the displacement of 3 non-colinear points is enough to fully capture the transformation
difference.
5.3.2 Experiments
Our model has a number of parameters that can affect the results in different ways. We designed several
experiments that show the effect of varying two of these parameters: the patch size and the smoothness
value. Note that all our experiments in this section have been run with 5 particles for 4 iterations.




Figure 5.12: 3 point pairwise term. The original patch is shown in black. The red points show the original
points transformed with the first state ut, while the green points show the original points transformed
with the second state us. The difference in point positions represent the three errors ec, etl and etr which
are added and then truncated.
(a) (b)
Figure 5.13: (a) Evolution of the End Point Error (EPE) with respect to the patch size; (b) Computation
time with respect to the patch size
First, we keep the smoothness term constant and show the influence of the patch size on one case
of the flow dataset of the Middlebury database [Baker et al., 2011], namely ’RubberWhale’. We vary
the patch size from 3x3 pixels to 21x21, and the resulting EPE for both raw and post-processed outputs
can be seen in figure 5.13. We observe that there is a direct relationship between the patch size and the
EPE, which appears to decrease with larger patch size. This effect is reflected for both raw and post-
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processed outputs. Naturally, increasing the patch size leads to higher computational costs, an effect that
is illustrated in the same figure.
Next, we investigate the effect of the regularisation term on one particular case by varying the
smoothness level and calculating the result EPE for each value. This is an experiment that we have
also previously conducted in Chapter 4 to demonstrate the effect of adding a regularisation term to the
optimisation for the stereo matching application. Here all the other parameters are fixed and are chosen
empirically. The resulting errors are shown in figure 5.14. We can see that similarly to the results we
had in Chapter 4, adding a certain level of regularisation is beneficial to the quality of the output. On
this case, a value of   = 0.01 seems to be optimal. From   = 0 to   = 0.01 the EPE seems to decrease
almost monotonically, while for   = 0.01 to   = 0.03 the error increases. This is consistent with the
stereo results, where we observed similarly looking curves.
Figure 5.14: Evolution of the End Point Error (EPE) with respect to the smoothness term.
We carry out an experiment to validate the benefits of our regularisation term compared to the
previous method. For this we use the Middlebury training Dataset [Baker et al., 2011] as well as the
UCL dataset [Mac Aodha et al., 2012]. We run the algorithms both with and without regularisation
term which is set to   = 0.01 for PMBP. All the other parameters are set as in section 4.3.2, that is,
{!,↵, ⌧col, ⌧grad} = {10, 0.9, 10, 2}, but with a patch size of 21 ⇥ 21. The results are displayed in
table 5.1. Note that we run all the cases with the same parameters to establish a fair comparison. We
observe that for most of the cases (26 out of 32), the method with regularisation term using PMBP
performs better that the one without, presented in the previous section.
We run PMBP on frames from a video containing textureless areas. Results can be seen in figure
5.17. We can see that on half of the datasets, the solution does not look consistent with the expected
motion on these flat areas, while on the other half the solution seems reasonable.
Finally, for completeness we show in figure 5.15 some results of the video painting application
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Table 5.1: Comparison of EPE of the two 5D methods without (5D PM) and with (5D PMBP) smooth-
ness term, on (a) the UCL data set and (b) the Middlebury dataset. Bold values indicate the best perfor-
mance.
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(a)   = 0 (PM), frame 30 (b)   = 0.1, frame 30 (c)   = 1, frame 30
(d)   = 0 (PM), frame 100 (e)   = 0.1, frame 100 (f)   = 1, frame 100
(g)   = 0 (PM), frame 150 (h)   = 0.1, frame 150 (i)   = 1, frame 150
Figure 5.15: Comparison of the video editing application using PatchMatch (  = 0) and PMBP. We can
see that PatchMatch and PMBP with   = 0.1 produce a similar result. Some artefacts can be seen on the
result of PMBP with   = 1 at frame 100 and 150.
(a)   = 0 (PM) (b)   = 0.1 (c)   = 1
Figure 5.16: Comparison of the motion field using PatchMatch (  = 0) and PMBP (with both   = 0.1
and   = 1).
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(a) Image 1 (b) Image 2 (c) Output Motion
(d) Image 1 (e) Image 2 (f) Output Motion
(g) Image 1 (h) Image 2 (i) Output Motion
(j) Image 1 (k) Image 2 (l) Output Motion
Figure 5.17: Example of motion output by PMBP on real scenes that exhibit textureless areas. The
textureless areas on these datasets are: (Row 1) the white band across the facade; (Row 2) the sky and
grass; (Row 3) the inside of each window; (Row 4) parts of the sky, floor and columns. We can see on
the datasets depicted in row 1, 2 the algorithm does not find a solution consistent with the rest of the
image at these areas, while the solutions of row 3 and 4 look reasonable.
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using PMBP, instead of the method devised in section 5.2. As the areas chosen for painting were fairly
textured, the PatchMatch method performs visually as well as the PMBP method, while the latter starts
displaying artefacts when the regularisation coefficient is set too high. This is due to the fact that any
error is amplified over time due to the temporal propagation of the first edit. We also show the motion
field for some of the matched frames in figure 5.16 where we can see that the motion output by PMBP
seems less noisy than that of PatchMatch.
5.3.3 Discussion
In this section we have demonstrated a clear improvement on the quality of the flow field when using
PMBP, as it produces lower End Point Error. This behaviour was expected, as we introduced a pair-
wise term that penalises two different neighbouring states by analysing the produced displacements for
three points of each patch. However, this model assumes a piecewise constancy of the flow and of the
patch transformation in general, which is not reflecting the real underlying 3D geometry. This can be
easily understood, especially in the case of large displacements which often induce a radical change of
appearance due to the perspective distortion involved. Our model is unable to cope with these cases and
capture the true deformation, which cannot fully be expressed as a composition of translation, rotation
and scaling only. We attempt at addressing this problem by over-parameterising further the flow field in
the next section where we use an affine model.
5.4 Optical Flow with an Affine Model
One of the main drawbacks of the method described in the previous section is that is uses the piecewise
constancy assumption, which is not accurately reflecting the geometry of the scene, as for slanted (non
fronto-parallel) surfaces, a smooth variation of the flow is expected, rather than a constant flow that
the previous pairwise term encourages. For the stereo application, this problem has been tackled in the
literature by keeping the same 2D model and using higher order energy terms [Woodford et al., 2009],
or by increasing the dimensionality of the search space to represent more accurately the geometry of
the scene, such as the method that we used in Chapter 4. For optical flow, a similar method can be
applied, and we show in this section how we can get a direct extension of the method used in Chapter 4
applied to optical flow. We achieve this by over-parameterising the search space into 6 dimensions we
can get a direct extension of the method of Chapter 4 applied to flow, and using an affine model. Affine
models have been used in the past for optical flow [Nir et al., 2008], and we show how this model can be
adapted to the PMBP framework by using 4D disparity planes to allow for convenient propagation and
randomisation of the states.
5.4.1 Transformations
We first introduce the notations and transformations that we use throughout the rest of this chapter.
We denote by s˚ := [s|1]| the homogeneous representation of a 2D point s, and define ⇡(˚s) =
[xs/zs, ys/zs]| and I (˚s) = I(⇡(˚s)). We introduce three types of geometric transformations that are
represented with matrix notations.
5.4. Optical Flow with an Affine Model 123
Translation The translation is the simplest type of transformation which we have already used in the







and has two degrees of freedom. Translations are rigid transformations that do not change the shape of a
patch.
Affine The affine transformation is not a rigid transformation as it includes scaling and shearing in
addition to translation and rotation. Its main property is that it preserves parallelism, which means that







and has 6 degrees of freedom. Note that the coefficients c and f are the translation coefficients, while
the rotation, scaling and shearing are all included in the four other coefficients.







The main property of homographies is that they can accurately represent the transformation of a plane in
image space between two images, which is explained more in detail in Chapter 6.
Notations For a transformation M , we define the operator ⇤ such that M ⇤ s := ⇡(M s˚). In our frame-
work, a pixel (or node) s is associated with states with notations us, as we have seen in the previous
chapter. The nature of a state us varies according to the model that is chosen to represent the parametri-
sation. For example, when using a 2D parametrisation that represents translations, us contains two
offsets: dx and dy. However this can also be expressed with matrix notation, as we just explained.
Therefore, for a state us containing the coefficients of a transformation matrix, we call Us the matrix
built from these coefficients, and Us ⇤ s the coordinate of the 2D pixel transformed with the matrix Us,
I(Us ⇤ s) is the value of image I at the transformed pixel position.
5.4.2 Methodology
Model
In Chapter 4, the transformation model used in the stereo approach uses planes in the horizontal disparity
space, and can be defined using a partial affine transformation:
U 0s =
0BBB@
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which yields, when applied to a pixel s, an offset of Us ⇤ s = [axs + bys + c, 0]|, corresponding to the
model seen in Chapter 4, where the matrix Us is defined by Us = U 0s   I .
We propose to parameterise the flow field with affine transformations, so that a state at a node s
corresponds to the transformation:
U 0s =
0BBB@
1 + a b c
d 1 + e f
0 0 1
1CCCA , (5.16)
which yields a final 2D displacement of Us ⇤ s = [axs + bys + c, dxs + eys + f ]| with Us = U 0s   I .
Given the form of the final displacement, this can be seen as the formulation previously presented in
Chapter 4 extended to optical flow. Geometrically, it allows more variation than the model described
above in section 5.3, as it includes shearing in addition to rotation and scaling.
A straightforward way of defining the states would be to simple use the 6 coefficients of the affine
transformation. However, we are looking for a convenient way of randomising around a given affine
transformation, which is not trivial when dealing directly with these coefficients. We use a similar
method to the technique described in Chapter 4, which includes a representation of the problem in four
dimensions. We consider the disparity space where the disparity is defined as a 2D element [ x,  y]. This
space is a 4-dimensional space, where the dimensions are [x, y,  x,  y]. We are looking for a way of
representing a 3D plane in this space, so that it can be mapped to the 3D surface of the physical world.
We can do so by intersecting two 4D planes. Let us consider the two following non parallel 4D planes:
⇧ and ⇧0 whose normals are n = [nx, ny, n x , 0] and n0 = [n0x, n0y, 0, n0 y ] respectively. Let us now
consider a point p0 = [x0, y0,  x0,  y0] located on both planes and therefore verifying the two following
equations:






0 = 0 (5.18)
The first plane establishes a relation between the 2D coordinates of a point in the image [x0, y0], and
its disparity in the x direction in the second image. The second plane does the same thing but with the
disparity in the y direction. Since p0 is located on both planes, it means that it is on the intersection of
the two 4D planes, which means that it is located on a 3D plane, that can actually be mapped to the 3D
surface in the physical world, where p0 lies. Let us now consider a point p = [x, y,  x,  y] and assume
that p is located on the same 3D surface as p0. Then, it must also follow the equations of both planes:






0 = 0 (5.20)
which means that we also have:
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and thus:





nxx0 + nyy0 + n x x0
n x
(5.23)









n0xx0 + n0yy0 + n0 y y0
n0 y
(5.24)
which, by defining a, b, c, d, e and f as:
a =   nx
n x
, b =   ny
n x
, c =
nxxs + nyys + n x x0
n x









n0xxs + n0yys + n0 y y0
n0 y
(5.25)
corresponds to the displacement given by the affine transformation from equation 5.4.2. This provide
us with a way of generating the coefficients of the matrix, by using 2 unit vectors and 2 disparity values,
in x and y. Furthermore, randomisation around a given state becomes similar to that of Chapter 4, as we
can simply jitter around the disparity and the normal of the plane.
This is a direct extension of the method of Chapter 4, which means that, if the scene is static, planes
in the first view are mapped to a plane in the other view if the images are rectified. As we know, in a
standard optical flow setup objects are moving, and it is impossible to rectify the images. This is why
we later incorporate 2 more degrees of freedom which give us a homography, to be able to represent
accurately the displacement in the world. This is the method presented in Chapter 6. However, in this
section we use an affine transformation, which can be seen as an approximation, as we assume that the
images are rectified, while they are not. An advantage is that it incorporates shearing and therefore can
capture more complex transformations than the model defined in section 5.3.
Mechanisms
Our algorithm PMBP requires the implementation of three fundamental mechanisms: random initialisa-
tion, random resampling and propagation.
Initialisation For the initialisation step we need a way of generating random states. In general, as the
dimensionality of the state space increases, it becomes more difficult to sample states that will pro-
duce a 2D displacement that gives a match within the boundaries of the image. However, for the affine
transformation, it is fairly straightforward to generate. Using the formulation mentioned above, we
compute the coefficients of the matrix as mentioned in equation 5.4.2, and thus only need to gener-
ate 2 random unit vectors and 2 random disparities in x and y within the range of allowed motion to
generate all the required coefficients. Using these coefficients ensures that the displacement at pixel s
is equal to Us ⇤ [xs, ys]| = [ x,  y]|, and produces an affine warping for pixels in the patch around
s. In terms of the implementation, and similarly to Chapter 4, it is useful to keep the parameters
[nx, ny, nz,  x, n0x, n0y, n0z,  y] stored in memory as it makes the randomisation and the propagation much
easier to directly jitter the values of the normals and the displacements in an intuitive way.
Randomisation For this step we need to sample a new affine transformation at a given distance from
another given transformation. We use a method similar to that of Chapter 4. We sample two disparity
differential values   x and   y from the intervals [  max  , max  ]. and two differential vectors,  n
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and  0n, from the intervals [  maxn , maxn ] and [  maxn0 , maxn0 ] respectively. As previously, the sizes
of these intervals vary according to the standard concentric circle sampling mechanism of PatchMatch.
After having retrieved these random differential values, we update the final components  ⇤x =  x +  x ,
 ⇤y =  y +  y , n⇤ = n + n and n0⇤ = n0 + 0n, and rebuild the affine transformation following the
methodology explained in the previous section.
Propagation Propagating a state ut from node t to node s requires some processing on ut, in or-
der to generate a state us suitable for s. Given that we keep in memory the extra parametrisa-
tion explained in the initialisation section, we have ut = [nx, ny, nz,  x, n0x, n0y, n0z,  y] and us =
[mx,my,mz,  x,m0x,m0y,m0z,  y] such that:




























n0xxt + n0yyt + n0zz
n0z
(5.29)
This gives us a new candidate for a neighbouring node, that takes into account the local affine transfor-
mation of the patch.
5.4.3 Experiments
To illustrate the benefits of using the affine model over the 5D model presented previously in section 5.3,
we use a pair of images that include a plane motion with significant deformation due to the perspective
projection. While the affine model is not able to capture exactly this transformation, it produces signif-
icantly better results than the 5D model. The resulting flow fields can be seen in figure 5.18 as well as
the ground truth.
Similarly to Chapter 4 and section 5.3, we run our algorithm with varying the regularisation level
on one case and plot the evolution of the EPE. The remaining parameters are fixed and chosen experi-
mentally. Results can be seen in figure 5.19, where we observe that the regularisation is beneficial to the
resulting flow.
Finally, we apply our method with and without regularisation term to the UCL dataset
[Mac Aodha et al., 2010] and the Middlebury training set [Baker et al., 2011] for which we have ac-
cess to the ground truth flow and therefore we can use it to provide quantitative results. Note that all our
experiments in this section have been run with the same parameters as in section 5.3.2. The results are
summarised in table 5.2. We observe that for 27 out of 32 cases, the model including the regularisation
term performs as well or better than the model without the smoothness term.
5.4.4 Discussion
As in the previous experiments, the use of a smoothness term is proven, and the affine model performs
well on cases were the deformation of the patches cannot be explained by translation, rotation and scaling
only. Naturally, the affine model is still limited as it is not able to recover all the possible plane motions
in the scene, which motivates the use of a full homography model that we present in Chapter 6.
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Table 5.2: Comparison of EPE output from the two Affine methods without (6D PM) and with (6D
PMBP) regularisation term, on (a) the UCL data set and (b) the Middlebury dataset. Bold values indicate
the best performance.
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(a) Image 1 (b) Image 2
(c) 5D model result, EPE = 0.437 (d) Affine model result, EPE = 0.197 (e) Ground Truth
Figure 5.18: Comparison of the flow produced by the 5D model, shown in (c), with the flow produced by
the affine model shown in (d). The original images are shown in (a) and (b). The ground truth is shown
in (e). We see that the 5D model struggles at capturing the flow on the ground plane which undergoes
a perspective transformation as the camera moves. The affine model however, produces a result that is
much closer to the ground truth solution. Note that this figure is best viewed in the electronic copy of
this thesis.
Figure 5.19: Evolution of the End Point Error (EPE) with respect to the regularisation coefficient.
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5.5 Comparison and Discussion
(a) Image 1 (b) Image 2
(c) 5D result on ’Crates1Htxtr2’ (d) 6D result on ’Crates1Htxtr2’
Figure 5.20: Comparison of the results when using the 5D and the 6D affine model on a case displaying
significant deformation due to perspective distortion. The original images are displayed in (a) and (b).
(c) and (d) illustrate the results for the 5D and the 6D affine model respectively. An area of the image
has been enlarged and inverted to better show the details of the resulting flow. We can see that while the
5D model produces a piecewise constant flow, the 6D model outputs a much smoother flow as it is able
to better capture the perspective distortion. Note that this figure is best viewed in the electronic copy of
this thesis.
In this section we summarise the results of all three different techniques presented to far on the two
datasets (UCL and Middlebury) in order to establish a comparison. Note that all the experiments are
run with the same parameters such as the pairwise term weight and truncation value to facilitate their
comparison. As most of these parameters were also used in the previous chapter on different datasets,
we believe they could be used to process entirely new datasets successfuly. Results can be seen in
figures 5.21, 5.22 and 5.23 . We can make several observation from these outputs. First, in both models
the smoothness term included in PMBP is beneficial to the quality of the flow output. We show a visual
comparison for the affine model of the effect of the smoothness term in figure 5.24. This comes in
agreement with the results of the stereo matching application presented in Chapter 4 which show the

























































































































Figure 5.22: Comparison of the four methods on the small displacement cases of the UCL dataset.









































Figure 5.23: Comparison of the four methods on the Middlebury dataset.
same phenomenon. Then, it seems that the 5D model produces slightly better results overall than the
affine. Indeed, in 21 out of 32 image pairs the 5D model performs better. This might be surprising at first,
as the affine model was designed to capture better the change in appearance induced in slanted planes.
However, there are some images pairs where the affine model performs significantly better than the 5D
model. Such image pairs and their results can be seen in figures 5.18 and 5.20. These images seem to
have a type of transformation that involves large amount of perspective distortion, which the affine model
can handle in a better way. The fact that the 5D model perform slightly better on the remaining cases
can explained by the type of deformation present in these image pairs, which can be captured adequately
by the model. Therefore adding 1 degree of freedom (with the affine model) increases substantially
the search space, which leads to a loss of quality. This phenomenon has been already observed in
Chapter 4, where we conducted an experiment and saw that an increase in the range of the search space
also increases the uncertainty and leads to a loss of quality. We can conclude that the model used for
optical flow, in our framework, needs to be complex enough to capture all possible deformations, but with
as few degrees of freedom as possible, in order to ensure robustness. This is a reasonable assumption
when considering that our framework comprises a large randomisation component, and having a smaller
search space ensures that more random “guesses” will be correct, which then accelerates the optimisation
process.
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(a) Image 1 (b) Image 2
(c) Affine result, 7x7, smoothness term disabled (d) Affine result, 7x7, smoothness term enabled
(e) Affine result, 21x21, smoothness term disabled (f) Affine result, 21x21, smoothness term enabled
Figure 5.24: Effect of the smoothness term on the “Dimetrodon” case. (a) and (b) show the original im-
ages, (c) and (e) show the result with no smoothness term for a patch size of 7x7 and 21x21 respectively,
and (d) and (f) show the result with smoothness term enabled for these patch sizes.
Chapter 6
A Geometrical Model for Optical Flow
In algorithms that use patches to address the optical flow problem, the patch size becomes an important
algorithm parameter: a small window offers little robustness to intensity variations such as those caused
by lighting change, differences in camera response, or image noise; a large window can overcome these
difficulties but most published work suffers from what we loosely term the “fronto-parallel” assumption,
according to which each point in the window is assumed to be undergoing the same 2D translation.
The robustness of small-window models can be improved by the use of priors relating the motion
at neighbouring pixels, but first-order priors themselves typically imply the fronto-parallel (FP) limita-
tion, second-order priors are expensive to optimize for general energies [Woodford et al., 2009] although
efficient schemes exist for some cases [Trobin et al., 2008]. Beyond second order, higher-order priors
impose quite severe limitations on the state spaces they can model. In the case of optical flow, the state
space is essentially continuous, and certainly any discretisation must be very dense.
An alternative strategy to relax the FP assumption is to overparameterise the motion field. In-
stead of modelling the correspondence field as a two degree of freedom (2-dof) translation at each pixel,
previous work has used a 3-dof similarity transformation [Barnes et al., 2010], 6-dof affine transforma-
tion [Nir et al., 2008] or 6-dof linearised 3D motion model [Nir et al., 2008]. We have also shown a 5D
and a 6D parameterisation in the previous chapter that use PMBP. With such models, even first order pri-
ors can be expressive (e.g., piecewise constant surface normal is equivalent to piecewise constant depth
derivatives rather than piecewise constant depth).
In this chapter, we apply a new overparameterisation to the computation of optical flow, using a
full homography at each pixel. We show that PMBP can be adapted to optimise this model effectively,
and that the resulting flow fields compare favourably to the state of the art on a number of datasets. The
model parameterises a separate plane under rigid body motion at each pixel, and the prior can be set to
specialise the model for piecewise rigid motion, or indeed for a stereo scene, reducing to the existing
PMBP stereo algorithm. The algorithm is also easily adapted to impose a global fundamental matrix
prior [Valgaerts et al., 2008, Wedel et al., 2008].
6.1 Cameras and homographies
It has been shown that two images of the same planar surface can be related by a unique homography,
assuming a pinhole camera model [Hartley and Zisserman, 2000]. This principle is key to the new optical
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flow model that we propose in this section.
Before we introduce our new optical flow model, we describe the projection model of a pinhole
camera and how it can be represented by a homography. A pinhole camera is fully characterised by two
matrices. The first is the intrinsic matrix, which characterises the focal length, the image format and the







where [↵x,↵y] = [fmx, fmy] is the focal length in pixels, f is the focal length in physical distance,
[mx,my] are scaling factors in pixel per meter,   is the skew coefficient, and [u0, v0] are the coordinates
of the principal point of the camera, which is usually in the centre of the image.
The second matrix that characterises a camera is its extrinsic matrix. It refers to the position and
orientation of the camera in the physical space. It is usually broken down into two elements: a rotation
matrix R and a translation vector t, such that:
M = [ R | t ] =
26664
!00 !01 !02 ⌧x
!10 !11 !12 ⌧y
!20 !21 !22 ⌧z
37775 . (6.2)
We can relate a point in physical space X = [x, y, z, 1]> with its projection in image space p =
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where   is a scaling factor.
Now, let us consider a plane in the scene. We assume that for a point q on this plane, there exists
a coordinate system in which it can be expressed with 2 coordinates only. Therefore, in homogeneous
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where H is a homography. This means that the motion of the pixels of a moving plane can be charac-
terised by a unique homography (the camera can be moving as well - it is equivalent). This property lies
at the core of our method as we will see below.
6.2 Method
Let (I1, I2) be an ordered pair of images depicting a static or moving scene at different points in time
and/or from different points of view, each consisting of a total of n pixels. Let xs = (xs, ys)> denote the
position of pixel s, such that s 2 {1, . . . , n}. Moreover, letN(s) be the set of indices of the 4-connected
neighbours of the pixel xs, and W (s) the set of indices of pixels in the P ⇥ P patch around xs. At
every pixel xs, rather than seeking a 2D flow vector, we aim to obtain a parameter vector us that defines
a 3 ⇥ 3 homography H(us) = Hs describing the motion of points near xs. We solve for the flow
field by minimizing an energy defined over such parameter vectors, and comprising data terms  s and










In the following section, we proceed to introduce the parameterisation and the data term, followed by a
discussion of the smoothness term in the section thereafter.
6.2.1 Model and data term
Let Ii(xs) 2 R4 denote, at pixel xs in image i, the colour vector augmented with gradient mag-
nitude. For x at 2D floating point coordinates, we obtain I(x) using bilinear interpolation. Let
x˚ = (x1, x2, x3)> 2 P2 denote a pixel in projective 2-space; we denote its analogue in Euclidean
2-space as ✏(˚x) = (x1/x3, x2/x3)> 2 R2. Let H ⇤ x = ✏(H(x>, 1)>) denote the application of a ho-
mographyH to the pixel x. Given a homographyHs at the pixel xs in image i, the brightness constancy
assumption becomes Ii(xs) = Ij(Hs ⇤ xs), where i, j 2 {1, 2}, i 6= j. This translates to a data term









is the one defined in equation 4.2.1, which we recall as being:
  vˆ  
✓
= ↵c min (k[v1, v2, v3]|k, ⌧c) + ↵rmin (v4, ⌧r) (6.8)
for any 4 dimensional vector vˆ = [v1, v2, v3, v4]| with weights (↵c,↵r) and truncation terms (⌧c, ⌧r).
The weights wst are adaptive support weights [Yoon and Kweon, 2006] which we used in the previous
chapters, defined by
wst = exp(  k I(xs, ys)  I(xt, yt) k /!), (6.9)
where ! controls the influence of the adaptive weighting. In our model, we effectively compare a square
patch in the first image with a patch warped under the candidate homography in the second image.
In our method, we parameterise not only a scene plane at each pixel, but also a rigid body motion
transforming points to their appropriate respective positions in the second image, which we subsequently
project into image space. For this derivation, we shall assume a known 3 ⇥ 3 camera calibration












Figure 6.1: Representation of the transformation at pixel xs.
Let ps = K 1(x>s , 1)> 2 R3 denote the back-projection of xs and zs 2 R+ the scene depth
in the first image, so that the pre-image of xs is the point zsps. Let ns 2 R3 be the surface normal














where us = (zs,ns, Rs, ts)> for a total of 9-dof. Setting zsn>s ps =  ds, we obtain the familiar
homography induced by the plane (see [Hartley and Zisserman, 2000]), with a plane ⇡s = (n>s , ds)> 2
P3 and a cameraK[Rs | ts] expressed in the camera coordinate frame of the camera of image 1, likewise
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with calibration matrix K. For static scenes undergoing only camera motion, the camera K[Rs | ts]
corresponds to the camera of image 2. More generally, this homography lends itself to interpretation as
the rigid body motion gs = (Rs, ts) 2 SE(3) applied—with camera pose fixed—to the points obtained
by intersecting pixel back-projections from image 1 with ⇡s, yielding, upon reprojection to image space,
the corresponding pixels in image 2 (cf. Figure 6.1). Note that on this interpretation, we may treat
pure camera motion, pure object motion, and joint camera and object motion in the same framework.
A plane whose normal does not point towards the camera, however, is physically impossible, and one
that is nearly orthogonal to the given look direction vector is of no practical use in obtaining matches.
Accordingly, for a homography H(us) to be deemed valid, we additionally require that the normals ns
and Rsns are facing toward the camera and are within 85  of the look direction vectors corresponding
to zsps and zsRsps + ts, respectively. We assign to invalid homographies an infinite cost.
6.2.2 Smoothness term
The pairwise energy  st encourages the states us and ut to be similar. There are several strategies that
can be applied in order to build this pairwise term. The natural choice is to define distances between
the geometric quantities at each pixel, for example angles between normals, rotation axes and translation
directions, as well as magnitude differences between depths and rotation angles. For example, one can
define, with ⇢(⌧, t) some robust function such as min(t2, ⌧):





 4⇢(⌧4, angle(Rs)  angle(Rt)) +
 5⇢(⌧5, cos
 1(t|stt)).
where [ 1, 2, 3, 4, 5] are weights, [⌧1, ⌧2, ⌧3, ⌧4, ⌧5] are truncation terms, zs and zt are the depth
components of us and ut, ns and nt are the plane normal components, Rs and Rt the rotation matrices,
and ts and tt are the translation vectors.
However, such a definition introduces a large number of algorithm tuning parameters, as the natural
scales of variation of each parameter type are not commensurate. These could be determined on a
training set, but a large training set may be required, which is potentially impractical to obtain for real-
world applications.
An alternative simple measure exists, which is computed between the homographiesHs andHt by
measuring the difference in the effect they have on the four corners of a patch. Let C(s) be defined as
the set of indices of the four corner pixels of the patch centred at ps. The difference is then defined as





, kH(us) ⇤ pc  H(ut) ⇤ pck
 
(6.12)
where  is a truncation cost and wst is defined in equation 6.9. This difference has natural units of pixels,
and means that the smoothness term now has only two parameters (  and ), as compared to the ten of





Figure 6.2: Four point pairwise term. The original patch is shown in black. The red points show the
original points are transformed with the first state ut, while the green points show the original points
transformed with the second state us. The difference in point positions represent the four errors e0, e1,
e2, and e3 which are truncated and added.
6.2.3 Minimisation
It may be easy to formulate a realistic energy function, but such a function is of little practical use if it
cannot be optimized in reasonable time. Minimizing the energy presented above reduces to a nonconvex
optimisation problem over a high-dimensional, continuous state space. PMBP provides an avenue to
optimizing over such a space by combining PatchMatch with Belief Propagation. Although PatchMatch
on its own is, strictly speaking, only a minimizer of the unary energy—adopting, for each pixel and at
each iteration, a new parameter vector if doing so yields a lower unary cost—it can exploit the eventuality
of underlying spatial coherence of a parameter space by attempting to propagate states to neighbouring
pixels, provided such propagation is sensible. PMBP additionally allows for promoting smoothness of
the resulting parameter space explicitly, by making use of pairwise terms.
We adapt PMBP in the aim of assigning to each pixel xs an optimal state us, mapping the P ⇥ P
patch centered on xs in one image to the corresponding warped patch in the other. The steps that we
describe next correspond to our additions and modifications over the original PMBP algorithm. We
begin by (i) initializing the parameter space in a semi-random manner. Next, for i iterations and at
each pixel xs, we (ii) attempt to propagate states from neighbours of xs, (iii) try perturbing the current
parameter vector randomly (random search), and (iv) applying a local RANSAC plane fit to neighbouring
reconstructed points. If we are computing the flow in both directions, we (v) additionally attempt to
propagate the state at xs from the given image to Hs ⇤ xs in the other. Some of these steps are part of
a joint work, and in the next paragraphs we explicitly mention when this is the case. These steps are
described in detail in Appendix A and [Besse et al., 2013a].
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(i) Initialisation.We estimate the dominant rigid body motion of the scene using RANSAC on SIFT
feature matches to recover the essential matrix E = [tE ]⇥RE , which we decompose by means of stan-
dard techniques [Hartley and Zisserman, 2000]. In static scenes undergoing only rigid camera motion,
the rigid body motion gE = (RE , tE) 2 SE(3) expresses the camera K[RE | tE ] of image 2 in the
camera coordinate frame of the camera of image 1. We initialise the rotation and translation components
of each state using RE , tE . The normals are randomly sampled within the hemisphere facing the cam-
era, and the inverse of the depths are uniformly sampled within an interval defined by the depths of the
triangulated SIFT points. We run the full algorithm in a coarse-to-fine scheme to initialise the solution
for the full resolution images.
(ii) Propagation.Within PMBP, there is the freedom to choose a so-called message-passing schedule.
We use a standard scheduling which consists in sweeping the image along the four main directions
(top-left to bottom-right, top-right to bottom-left, bottom-right to top-left, bottom-left to top-right) and
accordingly run the algorithm for 4 iterations, in order to get one sweep along each main direction. For
a given pixel, we use the particles of its neighbours as a source of new candidates in the same fashion
as PMBP. We also combine the current particles with components of the neighbouring particles to form
new hybrid candidates (mixing depth, normal, rotation and translation). Our motivation in doing so is
illustrated by the cube in Figure 6.6; although every corresponding pair of points on the cube from one
view to the other has the same R, t, the correct normal depends on the face.
(iii) Random Search. For sampling near a given set of parameters us, we first draw a random new state
u0s, and generate the final new sample u00s by interpolating us and u0s such that u00s = (1   t)us + tu0s,
with t ranging from 1 to 0. This mimics the concentric circle search used in the original PatchMatch al-
gorithm, as we decrease the value of t by a factor of 2 after each trial. The normal, depth and translation
components are interpolated linearly, and the rotation matrix is interpolated using quaternions. Addi-
tionally, we use another strategy to generate new candidates which consists in partially randomising the
states, and is part of a joint work and subsequently described in Appendix A.
(iv) RANSAC Plane Fit. This step consists in generating new candidate states by fitting planes to sur-
rounding points using the RANSAC algorithm. It is part of a joint work, and is detailed in Appendix A.
(v) View Propagation.Analogously to [Bleyer et al., 2011, Besse et al., 2012], we use a view propa-
gation step that consists in propagating states from one view to the other if flow is being computed
bidirectionally. Since our parameterisation lends itself to a geometric interpretation, view propagation
amounts to inverting the homography. In practice, we define u0s = (z0s,n0s, R0s, t0s)> as the inverted state
of us = (zs,ns, Rs, ts)>, where R0s = R 1s , t0s =  R 1s t, n0s = Rsns, and z0s is the depth of the
transformed point zsRsps + ts. We parallelise the bi-directional flow computation in order to improve
runtime.
6.2.4 Post-processing
It is typically difficult to obtain a good flow at occluded and disoccluded pixels because of the lack
of matching data in one of the two images. To account for these areas, we initially compute both the




Figure 6.3: Effect of our post processing. Invalid pixels (occluded/disoccluded) are shown in black on
the left image.
pixel. Inconsistency between the flow vectors is then measured using the forward-backward error
 s = kxs  H(uBs ) ⇤ (H(uFs ) ⇤ xs)k. (6.13)
We then use a forward-backward consistency check, marking a node s as inconsistent if  s is greater
than 1 pixel.
Inconsistent nodes are often located in those problematic areas, and need to be post processed in
order to get a final flow free of artefacts. To do so, for each invalid node we create a list of valid pixels
by searching along the four cardinal directions. After that, we select the candidate that is most similar in
appearance to the original invalid pixel and copy its homography. Propagating homographies to invalid
pixels effectively assumes that those pixels are on the same planar surfaces as the neighbouring valid
ones. Using homographies instead of 2D displacement has the additional advantage of enabling us to
propagate flow values to the occluded and disoccluded areas in agreement with the supporting planes of
the neighbouring valid pixels (not necessarily fronto-parallel). We apply a median filter to generate the
final result. Figure 6.3 shows the effect of our post-processing step on occluded and disoccluded pixels.
6.3 Results
With our geometric parameterisation, our algorithm can handle large displacement cases in a natural
way, without the need of differentiating between them and those with smaller motions. To illustrate this
we have evaluated our method on a number of test cases exhibiting large flow. In particular, we run it
on the UCL optical flow dataset [Mac Aodha et al., 2012], which contains both small and large motions
(we define the threshold for large motion at 25 pixels). Results can be seen in Table 6.1. We compare our
algorithm to four other methods: TV [Zach et al., 2007], LD [Brox et al., 2009], CN [Sun et al., 2010a]
and MDP [Xu et al., 2012b]. Our method performs particularly well on the large displacement cases of
this dataset, and produces reasonable result for smaller displacements. Quantitative results show that
our technique outperforms all 4 other methods in approximately 40% of the cases (60% of the cases
for large motion), while the end point error is lower than that of TV and LD in most of the cases. The
colour scheme used in Table 6.1 indicates that our approach is the one that is most frequently ranked in
the first two positions (in 62.5% of the cases), when compared to the other 4 techniques. A visualisation
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Brickbox2 - 1 Brickbox2 - 2 Drop - 1 Drop - 2
MDP (EPE 0.56) CN (EPE 2.19) MDP (EPE 1.115) CN (EPE 2.71)
Ground Truth Ours (EPE 0.3) Ground Truth Ours (EPE 0.65)
Brickbox1 - 1 Brickbox1 - 2 Roll - 1 Roll - 2
MDP (EPE 0.20) CN (EPE 0.22) MDP (EPE 0.020) CN (EPE 0.014)
Ground Truth Ours (EPE 0.18) Ground Truth Ours (EPE 0.014)
Figure 6.4: Comparison of scenes from the UCL dataset. EPE = End Point Error. CN = Secrets of
Optical Flow [Sun et al., 2010a]. MDP = Motion Detail Preserving Optical Flow [Xu et al., 2012b].
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(a) Image 1 (b) Image 2
(c) No smoothness term (  = 0). End point error: 0.159. (d) Smoothness term (  = 0.01). End point error: 0.152.
(e) Smoothness term (  = 0.01). End point error: 0.152.
Figure 6.5: Visual comparison illustrating the effect of enabling the pairwise term in our algorithm.
(a) and (b) Input images. (c) No smoothness term (  = 0). EPE: 0.159. (d) With smoothness term
(  = 0.01). EPE: 0.149. (e) Ground truth.
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TV LD CN MDP Ours
UCL Lg. Dis.
Crates1 3.464 3.10 3.15 1.65 2.59
Crates2 4.615 2.51 10.4 1.35 1.99
Mayan1 2.331 5.56 1.71 0.48 0.2
Robot 2.335 1.212 1.525 0.7 1.44
Crates1 1.106 0.54 1.64 0.28 0.251
Crates2 3.128 0.809 8.8 0.37 0.39
Brickbox1 1.094 2.602 0.22 0.20 0.16
Brickbox2 7.478 3.505 2.19 0.56 0.31
GrassSky0 2.102 1.039 1.3 0.47 0.25
GrassSky9 0.722 0.510 0.27 0.29 0.28
blow19 0.525 0.319 0.19 0.26 0.157
drop9 5.195 4.369 2.71 1.15 0.66
street1 3.647 2.664 4.09 3.19 1.06
UCL Sm. Dis.
Mayan2 0.442 0.35 0.21 0.23 0.16
Yosemite 0.310 0.18 0.23 3.79 0.44
Grove 0.576 0.48 0.23 0.43 0.32
Sponza1 1.006 0.91 1.1 1.08 2.54
Sponza2 0.531 0.48 1.6 1.77 2.49
TxtR 3.166 0.356 0.13 0.19 0.9
TxtL 1.521 0.604 0.12 0.23 0.99
blow1Txtr1 0.085 0.081 0.027 0.047 0.038
drop1Txtr1 0.119 0.084 0.052 0.057 0.051
roll1Txtr1 0.004 0.002 0.002 0.002 0.001
roll9Txtr2 0.040 0.023 0.014 0.02 0.014
Middlebury
Venus 0.408 0.433 0.229 0.28 0.3
Urban3 1.132 0.600 0.377 0.42 1.13
Urban2 0.506 0.334 0.207 0.32 0.31
RubberWhale 0.135 0.120 0.077 0.09 0.11
Hydrangea 0.196 0.178 0.154 0.164 0.189
Grove3 0.745 0.657 0.438 0.53 0.52
Grove2 0.220 0.149 0.091 0.15 0.185
Dimetrodon 0.211 0.117 0.115 0.153 0.149
Table 6.1: End point error comparison. TV = A Duality Based Approach for Realtime TV-L1 Optical
Flow [Zach et al., 2007]. LD = Large Displacement Optical Flow [Brox et al., 2009]. CN = Secrets
of Optical Flow [Sun et al., 2010a]. MDP = Motion Detail Preserving Optical Flow [Xu et al., 2012b].
Colours indicate ranking amongst the 5 methods, from best to worst: green, light green, yellow, orange,
red.
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Normals - GT Normals
Estimated depth Point cloud
Figure 6.6: Restriction to static scene. Estimation of the plane normals and depth on a static scene, and
rendering as a point cloud.
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Image 1 Image 2 Ground Truth
CN (EPE: 38.25) MDP (EPE: 1.02) Ours (EPE: 0.45)
Figure 6.7: Result on a challenging case with camera zoom. Note: this sequence is not part of Table 6.1.
of the produced flow for four cases can be seen in Figure 6.4. The effect of the pairwise term can be
seen in Figure 6.5, where we compare running our algorithm with   = 0 (no smoothness term) and
  = 0.01. We use a single particle only, as for a given time budget we did not notice any improvement
in using multiple particles. In terms of performance, the average runtime of our experiments was 25
minutes per image pair (640 ⇥ 480) with a patch size of 21 ⇥ 21 on 2 threads (forward and backward
directions), which can potentially be further parallelised using the parallel tiled scheme presented in
[Barnes et al., 2010].
Static Scenes. For static scenes, we force for each pixel xs the components Rs and ts to be equal to the
estimated RE and tE respectively. This has the effect of reducing the parameter space to a 3D space, as
it constrains the search to the epipolar lines. While the depth zs affects the position of the transformed
point along its epipolar line, the normal ns affects the shape of the warped patch. If there is enough
camera motion, we yield a reasonable estimate of the normal fields, as seen in Figure 6.6. On the other
hand, little camera motion introduces ambiguity as varying the normals in this case has little effect on the
shape of the warped patch. Alongside normals, we also retrieve the depth of each point, which enables
us to reconstruct a point cloud of the scene, as seen in Figure 6.6.
Challenging Camera Motions. Certain types of camera motions can be difficult to handle for flow
methods that use a 2D parametrisation, such as camera zoom, as it induces a radial flow pattern around
the viewing direction, which conflicts with the usual smoothness assumption. Our algorithm however,
due to the higher level parametrisation, is flexible enough to recover the homographies induced by this
motion as illustrated in Figure 6.7.
Limitations.Contrary to the majority of the optical flow algorithms, we use a multi-scale scheme only
for initialisation purposes. This allows us to handle large displacements of smaller objects in a natural
way. However, as we do not use the solutions at the down-sampled levels to constrain the optimisation,
large textureless areas become more ambiguous. This can be seen in Table 6.1, where most of the high
6.4. Discussion 146
(a) Image 1 (b) Image 2
(c) Estimated flow (d) Estimated normals (e) Estimated camera translation
Figure 6.8: Illustration of the inability to retrieve meaningful geometric parameters. While matching
the two images shown in (a) and (b), we get a reasonable flow shown in (c). However, the normals and
camera translations, represented in (d) and (e) with an arbitrary colour scheme, seem to take wrong and
non-coherent values.
errors on the datasets “Robot”, “Sponza1”, “Sponza2”, “TxtRMovement”, “TxtLMovement” are due to
such areas present in the image. We attribute these failure to the use of only 1 particle, which, as we have
seen in chapter 3, is a difficult setting for states to propagate to textureless areas.
Finally, we inspect the 9D parameters of a typical output on a scene that does not contain too much
motion, which can be seen in figure 6.8. We observe that the colour maps representing each parameter
seems to be broken down into very different areas. This means that our algorithm was unable to recover
a unique solution corresponding to the real geometry of the scene, even on the areas of the image corre-
sponding to a single surface. We attribute this failure to the lack of uniqueness of the deformation given
by different possible configurations. In other words, several different parameter configurations may yield
different homographies which, when applied on a particular patch in the image, seem to have the same
deforming effect. Because of the ill-posed nature of the problem, is it difficult to recover meaningful
scene geometry when optimising in such a high dimensional space. Further constraints might be needed
to recover such information, which we have seen when fixing the camera pose when dealing with a static
scene, as depicted in figure 6.6 where the plane normals and depth were successfully recovered.
6.4 Discussion
We have presented a new optical flow method that uses a simple and geometrically meaningful model.
The simplicity of our method lies with the geometrical formulation, which makes it flexible to use with
intuitive unary and pairwise terms. One of our contributions is to show that it is in possible to optimise
6.4. Discussion 147
on a such high dimensional space, by using PMBP. We obtain a 2D flow comparable to other state-of-
the-art techniques and naturally handle small and large displacements using the same settings. Scenes
with large rigid components can benefit from an epipolar geometry-aware prior at those pixels where it
is appropriate, and the equivalent of a higher-order smoothness prior elsewhere. Finally, as a byproduct
of our approach, depth can be directly extracted from the parameterisation for these rigid components
which can then be used to build a point cloud.
However, the problem that we are trying to solve is ill-posed, and we observed that while we obtain
good quality optical flow, the 9D parameters of the final solution can be ambiguous and do not always
accurately represent the true geometry of the scene. In fact, several different configurations for a given
patch seem to produce a similar deformation, which is expected due to the nature of the problem.
This can be potentially solved in future work by adding more constraints. For example, one could
use RGBD data, which includes depth information as well as pixel colours and can be captured with
devices such as the Kinect [Izadi et al., 2011]. With this additional input, it might be easier to make as-
sumptions about plane normals, and the dimensionality of the search space is reduced. Future work also
includes adding motion clustering, where the main motion discovery process that we performed using
SIFT features could be further extended to multiple motions. Each motion would represent a cluster, and
the optimisation could randomly assign clusters to each pixel while penalising any deviation from these
clusters. Cluster refinement could then be run after each iteration, using the RANSAC algorithm once




7.1 Summary and conclusions
In this thesis we have presented a novel algorithm named PatchMatch Belief Propagation and we showed
its benefits when applied to various correspondence applications. The core of this algorithm has been
described in detail in Chapter 3. The next chapters described various applications that use PMBP as the
optimisation algorithm. In Chapter 4, we described a stereo matching application based on PatchMatch
stereo [Bleyer et al., 2011] extended with PMBP and a novel pairwise term. In Chapter 5 we investigated
whether PatchMatch is a suitable optimiser for optical flow, where we design a 5D model which we
apply to fast video editing. We then proposed two models using PMBP. The first is an extension of the
5D model with an adapted pairwise term, while the second is a 6D affine model. Finally, Chapter 6
presented a highly over-parameterised model using homography built from a geometrical model and
making use of the epipolar geometry of the scene.
7.1.1 PatchMatch Belief Propagation
In Chapter 3, we presented our core optimisation method, PMBP. We started by exposing the link be-
tween two existing algorithms: PatchMatch and Belief Propagation, which is our first contribution.
PatchMatch is a fast nearest neighbour search algorithm which takes advantage of the coherence of
natural images. Through a simple propagation step, combined with a randomised step, it is a powerful
optimiser for unary energies. However, it lacks an explicit smoothness term. Belief Propagation on the
other hand, is able to optimise energies including a pairwise term, but is very computationally expensive,
which limits its applicability to tasks involving large and continuous search spaces. Our algorithm, and
second contribution, is called PMBP, and it combines the strong points of both approach while address-
ing their weaknesses. We use a Particle Belief Propagation formulation as our base algorithm, and add
the mechanisms of PatchMatch, which we express under the same framework. The result is an efficient
method that can be used on large and continuous search spaces while including an explicit smoothness
term.
We validated the performance of PMBP through a series of experiments. After analysing the dif-
ferent steps of PatchMatch, we showed that for an application such as denoising, PatchMatch optimises
an energy that only includes a unary term, which can cause the error to increase after a point, where
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it starts matching the noise. In comparison, we showed that PMBP is able to provide better results as
the energy also comprises a pairwise term. We then compared our algorithm with a discretised version
of Belief Propagation and showed that it benefits from the particle resampling, which allows us to effi-
ciently find solutions in the continuous space, which is a benefit over standard BP. We also compared
the performance of PMBP with Particle Belief Propagation, and observed that our algorithm is orders of
magnitude faster, mainly due to the propagation step that we added. Finally, we ran a further analysis of
PMBP by varying various crucial parameters. We showed that the size of the search space is one of the
most influential factors on the results. An additional factor is the use of multiple particles that allows us
to reach a lower energy, at the cost of increased computational time.
We also exposed some of the weaknesses that appear when using particular settings, notably when
the number of particles used is low. In that case, PMBP cannot cope with large textureless areas. This
is caused by what we call “pairwise-miss”, where the lack of variety in the particle positions of large
coherent areas gives low confidence to new and potentially correct candidates. This is a problem that
could be addressed in future work, as discussed later in this chapter. The following sections summarise
the conclusions of various applications using PMBP.
7.1.2 Stereo Matching
Chapter 4 presented our stereo matching application based on PMBP. It extends the recent PatchMatch
stereo method [Bleyer et al., 2011], which over-parameterises the search space and attempts at retrieving
a disparity plane at each pixel. The use of such planes is well suited to the propagation step of Patch-
Match, and in turn PMBP, as the disparity of all the pixels on a same plane in the scene can be explained
by a unique state representing this plane, which can be propagated to neighbouring nodes. Furthermore,
this parameterisation is well adapted to the randomisation step of PatchMatch and PMBP, as a single
good initial guess is adequate to find a reasonable solution for all the pixels on a planar surface. We
designed a pairwise term that can be applied to such planes, and encourages neighbouring pixels to have
similar supporting planes.
Our experiments validated the benefits of PMBP over PatchMatch on the stereo matching applica-
tion. We first showed that incorporating a pairwise term in our model is always beneficial for a wide vari-
ety of scenes. To do so we gradually increased the smoothness level on a number of cases, and observed
the impact and benefits of our optimiser which returned lower errors, both for raw and post-processed
results. We noted that our algorithm is a generalisation of PatchMatch by can easily be reproduced by
simply setting the smoothness level to 0. To further validate our approach we also showed state-of-the-art
results on the public Middlebury dataset, where we ranked first on the sub-pixel accuracy level at time
of publication of our paper [Besse et al., 2012], which won the best industrial impact award at BMVC
2012. We analysed the effects of the post-processing step which enable the correction of occluded and
disoccluded areas in the image. Finally, we ran experiments to show the benefits of the view-propagation
step, that further improves the results as is it a source of good candidate particles.
Limitations of our stereo algorithm include the high number of parameters which might require
extensive tuning in order to be able to provide good results on a large variety of cases. Also, the cur-
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rent implementation does does not allow real-time applications, due to the over-parameterisation which
involves expensive computations in order to output the disparity. Finally, the weaknesses of PMBP on
large and textureless areas are naturally present in this application when using low number of particles
as mentioned in the previous section.
7.1.3 Over-parameterised Optical Flow
In Chapter 5, we applied our algorithm to optical flow computations. Here we over-parameterised the
state space in different ways. We first showed that using PatchMatch for optical flow is an efficient
optimiser providing reasonable results. To our our knowledge there is no record in the literature of such
attempt, except from [Boltz and Nielsen, 2010] who combine super-pixels with PatchMatch to output a
dense flow estimation of the scene. We used a 5D model that includes patch translation, rotation and
anisotropic scaling. We designed a fast video editing application, consisting in propagating efficiently
the edits of a user made on the first frame to the rest of the video. We show that we can obtain reasonable
video editing results on various types of surfaces.
The same technique is then optimised with PMBP, instead of PatchMatch, where we designed an
adapted pairwise term which uses the displacement of three points of each patch to add smoothness to
the solution. We validate the benefits of PMBP over PatchMatch by using standard optical flow datasets
(Middlebury and UCL) where we observe a systematic improvement in the resulting EPE. We also varied
the level of smoothness and observed that the minimum error was located at a non-null smoothness value,
which corroborates our findings in Chapter 4.
Finally, we further over-parameterise the search space by using an affine model which includes 6
degrees of freedom. This showed that this model can cope better with large deformations, such as those
due to perspective distortion. However we observed that using the affine model does induce a slight
loss in quality when the data is not complex enough to benefit from the increase in dimensionality. This
behaviour is expected as when adding an extra degree of freedom it is more difficult to sample the search
space, which leads to a decrease in robustness. We concluded that a flow algorithm using our framework
needs to be complex enough to capture the most large deformations, but with as few degrees of freedom
as possible in order to ensure robustness. This lead us to consider a geometrical based optical flow,
presented in Chapter 6.
7.1.4 Geometrically-based Optical Flow
Finally, in Chapter 6, we propose a novel way of performing optical flow computation by using a geomet-
rical model, with a highly over-parameterised 9 dimensional state space. We use the geometric properties
of images captured from pinpoint cameras and propose to recover for each pixel the homography under
which it is transformed onto the other view. Due to the fact that the pixels of a plane captured by two
different cameras can be related with a single homography, this model is well suited to the randomisation
and propagation steps of PMBP, similarly to the stereo model of Chapter 4. Each homography is broken
down into subcomponents, which are a depth, a plane normal, and the rotation and translation of the
camera. With this formulation, we are able to constrain the search space and perform random search
in a more intuitive way, while naturally handling the smooth flow variation on slanted surfaces. One of
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our contribution is to show that it is in fact possible to optimise in such high-dimensional space, due
to the efficiency of PMBP. Furthermore, using a pre-processing step on the images to extract the main
motion of the camera can provide us with a good initialisation of the solution. Our algorithm is simple
and flexible, and does not use a highly complex smoothness term. We present a post-processing step that
is inspired from that of Chapter 4, but uses similarity in appearance to make the selection of the closest
valid pixel from which we copy the final state.
We compare our method to other recent techniques and show that our model achieves very com-
petitive results for large displacements and performs reasonably well for smaller ones. Moreover it can
cope with types of deformation that are usually problematic with, such as a camera motion towards the
Z axis. However, as the task of finding the geometrical configuration of the scene from only a pair of
images is very ill-posed, our method is not always able to recover meaningful parameters, although it
produces a valid 2D flow. Furthermore, as we do not use a multi-scale scheme, our algorithm cannot
cope with large textureless areas due to the weakness of PMBP described in Chapter 3 when using a low
number of particles. A final drawback concerns the computational time, which is rather high, due to the
dimensionality of the proposed model.
7.2 Future Work
In this section we describe the potential future work that would either improve or extend to different
directions the various algorithms described in this thesis.
Address the weaknesses of PMBP when using low number of particles As explained in Chapter 3,
PMBP has difficulties propagating a good solution in large textureless areas when using a low number
of particles. This behaviour can be avoided by increasing the number of particles used, however this
also increases the computation time. One potential solution to address this problem, while benefiting
from the efficiency that a low number of particles provides, is part of future work and could consists
in introducing a background value to all the distributions used. In the probabilistic framework, this
means that each message and belief is represented as a set of particles, as well as a constant background
value. This background value depends on the pixel of the image and would typically be higher for
pixels belonging to textureless areas, making the values at the particles less important. This way, the
propagation would be more “tolerant” for these pixels, and coherent regions set with a wrong solution
would be more easily replaced by correct states.
Enforce particle diversity in PMBP PatchMatch uses a “keep k-best” scheme while resampling par-
ticles. This can often result to a set of particles that contains very similar states, which is not desirable
in certain cases, such as during the propagation step, over the course of several iterations. There, a state
might be proposed repeatedly by the different neighbouring nodes, which might cause this states to en-
ter several times the particle set. Future work includes addressing this problem and finding a way of
enforcing a certain amount of diversity in the particle set.
Apply our stereo algorithm to videos PMBP seems to be well suited for performing correspondence
field estimation over consecutive frames of a video. Indeed, a temporal smoothness of the solution
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is generally sought in order to avoid flickering artefacts from one frame to an other. In particular,
[Bleyer et al., 2011] showed good performance when applying their stereo algorithm to videos. As our
method is related to theirs, future work naturally includes applying PMBP to a sequence of images while
designing a temporal pairwise term that will encourage the solution to be smooth in this extra dimension.
Improve the parameters used in our various applications PMBP and in particular the different en-
ergies that we used throughout this thesis comprise a rather large number of parameters, which can
complexify the method, especially from a user’s point of view. In our work, we used values that were
chosen either empirically, or based on limited experimental work. A possibility of improving this point is
to reduce the number of parameters by finding simpler - but equivalent - models. Another option would
be to learn the optimal parameters using a large-scale training dataset, to provide the user with preset
parameters that are known to generate sensible outputs.
Add motion clustering to our geometrically based optical flow model In our geometrically based op-
tical flow, we initially extract SIFT features and run a RANSAC algorithm to estimate the main motion
of the camera, and use this information as part as our initialisation. While this approach is particularly
beneficial for the background objects, it might not be sufficient for cases with more than one motion in
the scene, such as a camera motion in addition to multiple independent object motions. To overcome this
issue, future work could include a motion clustering process to our method. This involves detecting more
than one motion initially, and define clusters which are pixels that agree to the same camera motion. The
clusters can then be refined as the optical flow algorithm evolves, as it gives us a dense pixel correspon-
dence which can then be used again with a RANSAC algorithm. Clustering would also benefit from an
appropriate pairwise term which would encourage all the pixels of a same cluster to follow the same
camera motion. A challenge would be to accurately detect small clusters, corresponding for example to
small moving objects.
Apply our geometrically based optical flow model to RGBD data We have seen in Chapter 6 that is
is difficult to interpret the extra information returned by our algorithm such as depth, plane normal and
camera motion due to the ill-posed nature of the problem. Future work includes applying our algorithm to
RGBD data, which contain depth information in addition to standard pixel colours. This type of data can
be captured with devices such as the Kinect [Izadi et al., 2011] and is lately commonly used in research.
Having depth information will first reduce the dimensionality of the search space, while providing some
clues to the surface normals at each pixel. Our algorithm could then potentially be converted to a scene
flow algorithm where the camera motion could be estimated more accurately.
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This appendix describes the details of the joint work of Chapter 6 carried out with Michael Hornacek
and submitted in [Besse et al., 2013a].
A.1 Minimisation
In 6.2.3, a few additions need to be described. We modify the original PMBP algorithm with a new
proposal adoption scheme, update the random search to consider extra candidates and finally use a local
RANSAC plane fit to generate new candidate planes.
A.1.1 Proposal Adoption
We use a variation of the MCMC step mentioned in PMBP. We use a new acceptance criterion, which




s)  ⌘ · rand(0, 1) < Bs(us) (A.1)
where ⌘ controls the level of relaxation (set to 0.005 in our experiments), Bs is the disbelief computed
at pixel xs and us is the highest disbelief particle in the current set of xs. We proceed in this manner
because we recognise that, in particular at wide-displacements, the optimisation might encounter a local
minimum of the full energy owing to sampling artifacts, perspective distortions, or changes in lighting.
A.1.2 Random Search
In addition to the perturbation of all the components of a state simultaneously, we perturb, at random,
one of the components zs,ns, Rs, ts of the parameter state us currently assigned to the pixel xs, while
keeping the other components of us effectively locked. We mean this in the sense that if we choose to
perturb the rotation, we do so as if we were rotating the transformed plane at the point zsRsps + ts;
likewise, if we choose to perturb the translation, we do so as if we were translating the point zsRsps+ts.
In the case of the depth or normal, we simply leave the other components unchanged. We carry out
random search for a fixed number of ever-decreasing search ranges.
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A.1.3 RANSAC Plane Fit
If Rs, ts are reasonable and if at least parts of the reconstructed depths are already plausible, a sensible
move is to attempt to refine ns, zs by fitting a plane to the recovered 3D points corresponding to the
neighbours W (s) of xs using RANSAC. The candidate normal is simply the normal—constrained to
point toward the camera—of this plane, and the candidate depth is obtained by intersecting the plane
with the back-projection of xs.
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