Let K be an arbitrary field of characteristic zero, P n
It is proved that the algebra of invariants, F ′ n := P σ ′ n , is a polynomial algebra in n − 1 variables which is generated by [ Let σ ∈ Aut K (P n ) be given by
. . , x n → x n + x n−1 .
It is well-known that the algebra of invariants, F n := P σ n , is finitely generated (Theorem of Weitzenböck, [5] , 1932), has transcendence degree n − 1, and that one can give an explicit transcendence basis in which the elements have degrees 1, 2, 3, . . . , n − 1. However, it is an old open problem to find explicit generators for F n . We find an explicit vector space basis for the quadratic invariants, and prove that the algebra of invariants P The coefficients of these quadratic and cubic invariants throw light on the 'unpredictable combinatorics' of invariants of affine automorphisms and of SL 2 -invariants.
Mathematics subject classification 2000: 14L24, 13A50, 16W20.

Introduction
K-algebra automorphism σ of P n given by σ : x 1 → x 1 − 1, x 1 → x 2 + x 1 , . . . , x n → x n + x n−1 .
This automorphism can be written in matrix form as σ(x) = J n (1)x − e 1 , where J n (1) = E + n−1 i=1 E i+1,i is the n × n lower triangular Jordan matrix (E is the identity matrix and E ij are the matrix units), x = (x 1 , . . . , x n ) t , and e 1 = (1, 0, . . . , 0) t . It is well-known that the algebra of invariants, P σ n , is a polynomial algebra in n − 1 variables and that the generators can be chosen to have degrees 2, 3, . . . , n. (Briefly, σ can be presented as e δ := i≥0 δ i i! where δ ∈ Der K (P n ) is a locally nilpotent derivation for which there exists an element x ∈ P n such that δ(x) = 1, then P σ n = P δ n := ker(δ) and the result is old and well-known for δ.) A theorem of Weitzenböck [5] states that the algebra of invariants P Ga n is finitely generated for every linear action of the additive (algebraic) group G a of the field K (see also [4] , [1] , and also [3] ). The same result is true for the algebra of invariants P δ n where δ is a linear derivation of P n ; that is, δ(x) = Ax where A is an n × n matrix over K. It is an old open problem to find explicit generators for the algebras P Ga n and P δ n . Several cases for small n are considered in [2] . We summarise the main results of the paper below; full proofs are given later. The proof of the first theorem is 'direct'; that is, it does not use a reduction to the case of δ. Theorem 1.1 Let σ(x) = J n (1)x − e 1 ∈ Aut K (P n ), for n ≥ 2. The algebra of invariants P σ n is a polynomial algebra K[y 2 , . . . , y n ] in n − 1 variables given by The polynomial algebra
≤i is a filtered algebra by using the total degree of variables; so that K[x] ≤i := deg(p)≤i Kp. The integer part of r ∈ R is denoted by [r] := max{m ∈ Z | m ≤ r}. The next theorem gives an explicit basis for the quadratic invariants of the automorphism σ. Theorem 1.2 Let σ(x) = J n (1)x − e 1 , for n ≥ 2, and suppose that K is a field of characteristic zero. Then the elements u 0 = 1, and
Each of the coefficients λ k i,j and µ k i is nonzero.
Remark.
In particular,
3 . Consider the cubic σ-invariant polynomial 
where
and β
where u k , λ k i,j and µ k i are as defined in Theorem 1.2. Note that each of the coefficients α k i,j and β k i is nonzero.
Remark. In particular,
and
The quadratic and cubic invariants obtained in the previous two theorems provide a generating set for the algebra of invariants, as the next theorem shows.
Proof. For each k ≥ 1, we have
where the three dots denote terms from P 2k−1 and P 2k respectively. These imply that
The algebra of invariants F := P σ n+1 = ⊕ i≥0 F i is a positively graded subalgebra of the polynomial algebra P n+1 = ⊕ i≥0 P n+1,i (the natural grading) where
] be the localization of P n+1 at the powers of the element x 1 . Then
, i = 1, . . . , n. We denote by the same letter σ the unique extension of the automorphism σ to P n+1,x 1 . Then σ(Q) = Q and σ(z) = J n (1)z − e 1 ; that is,
Define polynomials p k and q k in P n+1 as follows:
while
for k ≥ 2. 
Proof. This follows directly from Theorem 1.4. 
σ-exponentials
Let K be a field of characteristic zero, and let σ denote the affine automorphism of K[x] such that σ(x) = x − 1. Our aim is to choose a basis for K[x] as a K-vector space that facilitates calculations involving σ. The idea is to exploit the fact that 1 − σ is a σ-derivation, and to choose the basis with this in mind. Accordingly, we define
Each of the two sets {φ i } and
The choice of bases and the action of 1 − σ suggests that we should construct exponential functions, twisted by σ. In order to do this, we extend the automorphism σ to an automorphism of the the power series ring
The following identities are easily established by direct computation:
(1 − σ)E = Θσ(E), and
Proof. Set E = E(x) and E − = E(−x). By applying the σ-derivation (1 − σ) to the product E − E, and, by using the identities (1 − σ)E = Θσ(E) and (1 − σ)E − = −ΘE − , we obtain
It follows that
, and we may write
By setting x = 0 in the previous equality, we get
and it follows that each λ i = 0; so that
Consider the K-automorphisms σ i of the polynomial ring K[x 1 , x 2 ] in two variables, defined by σ i (x j ) := x j − δ ij , for i, j = 1, 2, where δ ij is the Kronecker delta symbol. The automorphisms σ i extend uniquely to automorphisms of the algebra
Proof. It suffices to show that the product P :
Hence, by using the same argument as in the proof of (14), one easily obtains (1 − σ i )P = (−Θ) n (1 − σ i )P , for all n ≥ 1, and i = 1, 2. Hence,
so that each λ i ∈ K. Now, set x 1 = x 2 = 0 in the previous equality, to obtain
Hence, all λ i = 0; and so P = 1, as required.
The following useful identity now follows immediately.
2. For all n, k ≥ 1,
Proof. 1. This follows immediately from the equality
2. Follows immediately from the equality above by working modulo θ n .
In order to study the Jordan blocks occurring in the canonical form of an affine automorphism, we need to consider specializing the above results to the case that Θ is the nilpotent
Note that Θ n−1 = 0, but Θ n−2 = 0.
Consider the matrix
The above analysis reveals that
Lemma 2.4
. . .
where the ith entry is displayed.
as claimed. Note that the 0 in the above calculation arises by applying Lemma 2.3.
The invariant polynomials u i and v j
Let K be a field of characteristic zero, and let σ be the affine automorphism of
In matrix form,
is the n × n lower triangular Jordan matrix (E is the identity matrix and E ij are the matrix units).
Recall, from the previous section, that the set of polynomials {φ i := φ i (x 1 )} defined by
The matrix Θ := J n−1 (1) − I is a nilpotent matrix with Θ n−1 = 0, but Θ n−2 = 0. As in the previous section, we consider the matrix
Define y = (y 2 , . . . , y n ) t ∈ K[x] n−1 by the linear equation x ′ = Λy + Φ; so that y = Λ −1 (x ′ − Φ). In more detail, we have
for i = 1, . . . , n − 1, by Lemma 2.4. We extend the action of σ to the (n − 1)
) and to the column space K[x] n−1 in the obvious way (that is, elementwise).
The following proposition contains the claim of Theorem 1.1. 
Proof. Note that the subalgebra
, generated by y 2 , . . . , y n , is isomorphic to a polynomial ring in n − 1 variables, by (20).
Observe that
By applying the σ-derivation (1 − σ) to the equation
Thus, (1 − σ)y = 0, and so σ(
and it follows that
Let K be a commutative ring and let Z = I × Z be a subset of Z 2 , where I = [a, a + 1, . . . , b], for some a < b. Suppose that λ, µ : Z → K are functions such that (i, j) → λ i,j and (i, j) → µ i,j and such that the relation
holds for all (i, j) ∈ Z and for some δ ∈ K, then we write µ δ λ Lemma 3.2 Let K be a commutative ring and suppose that two functions λ, µ :
.
In particular, when µ = 0, we have
for each integer c ≥ 0,
If, in addition, the function µ satisfies the relation µ i,j = γ(µ i+1,j−1 +µ i+1,j ), for all (i, j) ∈ Z and for some unit γ ∈ K, then
Proof.
1.
We use induction on c. The base cases of the induction c = 0, 1 are obvious. Suppose that c ≥ 2 and that the result holds for c − 1. Denote by Ω = Ω c the second sum in (21). Then, by induction,
as required.
By (22),
The element γ is a unit, so
and the equation (23) follows.
Remark. We are setting 
where δ 1 , . . . , δ n are units in K. Then 1.
2. In particular, when δ 0 = δ 1 = · · · = δ n , we have
Moreover,
Proof. 1. We use induction on n. The base case n = 1 was proved in (23). Suppose that n ≥ 2, and that the result holds for the case n − 1. By induction, we have
Combining the above equality with (21) in the case λ 1 ; that is, with λ 1 δ 0 λ,
we obtain
2. If δ 0 = · · · = δ n , we will prove by induction on k that
Obviously, I k = 0, whenever c < k, so we assume that c ≥ k. Now,
for c ≥ k. Hence, I k = c k , since we are setting a b = 0, for each pair a, b ∈ Z that does not satisfy 0 ≤ b ≤ a. Thus, the formula (24) follows.
for k ≥ 0, the second equality in (26) follows from the first; so, it remains to prove the first equality in (26). We use induction on n. The case n = 0 is evident, see (22), so we suppose that n ≥ 1. By (24),
By induction on n, setting m := min(n, c), we have
as required, since k+l=s m≥k≥1,m≥l≥0
by Lemma 2.3.
We are now in a position to prove Theorem 1.2 in which we find a basis for the quadratic invariants.
Proof of Theorem 1.2. Any element of the set K[x] ≤2 which has constant term equal to zero can be written as a sum
The element u is uniquely determined by the upper triangular n × n matrix Λ = (λ ij ) ∈ M n (K) and the vector (µ 1 , . . . , µ n ) ∈ K n . For the sake of convenience, we will set λ i = λ ii .
Observe that u ∈ K[x] σ if and only if ∂(u) = 0, where ∂ = 1 − σ. In order to calculate ∂(u), we perform elementary computations using the fact that ∂ is a σ-derivation, and the following facts: ∂(x 1 ) = 1 and ∂(x 2 1 ) = 2x 1 − 1; while ∂(x i ) = −x i−1 and ∂(x 2 i ) = −2x i−1 x i − x 2 i−1 , for i = 2, . . . , n. We obtain
Thus, ∂(u) = 0 if and only if each of the coefficients in the expression above are zero. This gives the system of linear equations below (see (30), (31), (32), (33), (34) below).
We can immediately see from the coefficients that the entries in the last column of the matrix Λ must all be zero for a solution to ∂(u) = 0. Also, the linear terms are specified by the last few coefficients, viz:
The remaining equations can be separated into four classes:
Obviously, the elements u i are linearly independent; so, it suffices to prove that an element
, with zero constant term, is a linear combination of the elements u i . In order to do this, we will use induction on n ≥ 2. In the case that n = 2, we see that the element u 1 = x 2 1 + x 1 + 2x 2 is the unique solution (up to non-zero scalar multiple) of the system ∂(u) = 0. The same is true for n = 3, since λ 2 = λ 12 = 0, by using (31) and (32).
Thus, we may assume that n ≥ 4, and that the result is true for all n ′ strictly less than n.
The last column of the matrix (λ ij ) is zero. By using (33) with i = 1, . . . , n − 2 and j = n − 1, we see that λ i,n−1 = 0, for i = 2, . . . , n − 2. Since λ n−1 = −λ n−2,n−1 = 0, by (32) with j = n − 2, it follows that λ i,n−1 =0, for all i > 1. By using similar arguments, it follows that all of the elements of the matrix (λ ij ) lying below and on the anti-diagonal are zero; that is,
By passing from u to a suitable linear combination of the form u +
and α i ∈ K, we may assume that
In more detail, we will solve the system assuming that the conditions above hold, as a result we will have the polynomials u i , and this justifies our assumption. By (32), we have
by (31) and (34). Now, by (33), we obtain
In the case that n is even, it is enough to prove that the element u m is the unique solution (up to a nonzero scalar multiple) satisfying (36), and in the case that n is odd, that the only solution satisfying (36) is 0.
Suppose first that n is even, with n = 2m, and m ≥ 2 (the cases where n = 2, 3 have been considered earlier). Suppose that n = 4. By (32), we see that λ 1,2 = −λ 2 , and by (31), we obtain λ 1,3 = −2λ 2 ; and so, u = λ 2 u 2 , by (30).
Suppose now that n = 6. By (32), we see that λ 2,3 = −λ 3 , and by (31), we obtain λ 1,3 = λ 3 . Now, λ 2,4 = −2λ 3 , by (34). By (33), λ 1,4 = 3λ 3 and λ 1,5 = 2λ 3 , hence u = λ 3 u 3 , by (30). 
Thus,
by (30) and (40). This finishes the even case. Now, suppose that n is odd, with n = 2m + 1, for some m ≥ 2. In this case, m ′ = m, and so λ m+1 = 0, by (35); and λ m,m+1 = 0, by (32). If m = 2, then λ 1,3 = 0, by (31), and λ 1,4 = 0, by (33); so that λ ij = 0, for all i, j. If m ≥ 3, then λ m−1,m+1 = 0, by (34). It then follows that all λ ij are zero, by using (35), (36) and (33). Theorem 1.3, which presents the cubic invariants, can now be proved.
Proof of Theorem 1.3. The element u k of Theorem 1.2 can be written as the sum, u k = u ′ k +u ′′ k , of the quadratic terms u ′ k and the linear terms u ′′ k . The element
Clearly,
Thus, by using (29), we see that ∂(v k ) = 0 if and only if the coefficient a and the α k i,j , β k i satisfy the following system of linear equations:
for i = 1, . . . , k − 1 and j = k, . . . , 2k − i; and
for i = 1, . . . , k − 1 and j = k + 1, . . . , 2k − i + 1, where δ = −1.
We know, from the proof of Theorem 1.2, that λ k i,j = δ(λ k i+1,j−1 + λ k i+1,j ), for i = 1, . . . , k − 1 and j = k, . . . , 2k − 1. Thus, by using Lemma 3.2.(2), we have
F -direct sums
Let Q = ∪ i∈Z Q i be a Z-filtered algebra with a filtration F = {Q i }. We will always assume that the filtration is separated; that is, ∩ i∈Z Q i = 0. Any subspace U of Q has an induced filtration U = ∪ i∈Z U i , where U i := U ∩Q i . In this case, the associated graded space gr F U = ⊕ i∈Z U i /U i−1 is a subspace of the associated graded algebra gr F Q = ⊕ i∈Z Q i /Q i−1 in a natural manner.
Given a separated filtration F = {Q i } of Q, then, for any nonzero element u ∈ Q, there exists a unique i ∈ Z such that u ∈ Q i \Q i−1 . The integer i is called the F-degree of u, and is denoted by fdeg(u).
Definition 4.1 Let {U j , j ∈ J } be a set of subspaces of the F-filtered algebra Q. We say that the sum j∈J U j is F-direct if j∈J gr F U j = j∈J gr F U j in gr F Q.
The concept of F-directness is extremely useful in finding a K-basis of a ring of invariants and in proving that relations for a ring of invariants are defining relations. For a separated filtration F it follows easily that any F-direct sum j∈J U j is the direct sum, ⊕ j∈J U j , of the subspaces
Lemma 4.2 Let Q = ∪ i∈Z Q i be a filtered algebra with separated filtration F = {Q i } and
Proof. 1. This is evident.
2. Denote by L and R the left and right hand side vector spaces in the equality that we are trying to establish. Clearly,
A K-basis {U i , i ∈ J} of the filtered algebra Q = ∪ i∈Z Q i is called an F-basis if the sum of 1-dimensional subspaces j∈J Ku j is F-direct. In this case, {gr u j , j ∈ J} is a K-basis for the associated graded algebra gr Q := ⊕ i∈Z Q i /Q i+1 . If, in addition, the algebra Q = ∪ i≥0 Q i is positively graded then the converse is true: a basis {u j , j ∈ J} of Q is an F-basis of Q if and only if {gr u j , j ∈ J} is a basis for gr Q; and a basis {u j , j ∈ J i } of Q i is an F-basis of Q if and only if {gr u j , j ∈ J i } is a basis for
Similarly, elements {u j , j ∈ J} of Q are F-independent if the sum of 1-dimensional subspaces j∈J Ku j is F-direct. In this case, elements {gr u j , j ∈ J} are linearly independent elements of gr Q. The converse is obviously true; so, the elements {u i , i ∈ J} of Q are F-independent if and only if the elements {gr u j , j ∈ J} are linearly independent in gr Q.
Number of variables ≤ 5
Let K be a field of characteristic zero. The polynomial ring,
in n + 1 variables, is a positively graded K-algebra P = ⊕ i≥0 P i , where P i ≡ K[x] i consists of the homogeneous polynomials of degree i, together with zero.
Consider the graded automorphism σ ∈ Aut gr (P ) defined by σ(x) = J n+1 (1)x, where J n+1 (1) is the (n + 1) × (n + 1) lower triangular Jordan matrix with 1 in each diagonal entry; that is,
We use the results in the earlier sections of the paper to give explicit generators and defining relations for P σ for some small values of n.
The algebra F = P σ of invariants is a positively graded algebra F = ⊕ i≥0 F i , where
In the case that n = 0 we have that σ is the identity map, so that F = K[x 1 ]. Thus, we assume that n ≥ 1. The element x 1 is σ-invariant. Denote by P x 1 the localization of P at the powers of x 1 , that is,
, for i = 1, . . . , n, so that
. . , z n ] is the polynomial ring in n variables. The algebra Q = ⊕ i≥0 Q i is a positively graded K-algebra, using the degree of the polynomials. The filtration F = {Q ≤i := ⊕ j≤i Q j }, for i ≥ 0, associated with this grading, satisfies Q ≤i = P i x −i 1 , for i ≥ 0, and so Q = i≥0 P i x −i 1 .
Let p(x 1 , . . . , x n+1 ) ∈ P be a homogeneous polynomial. Then
Denote by the same letter σ the unique extension of the automorphism σ to the localized algebra P x 1 . Then σ(Q) = Q, and σ(z) = J n (1)z − e 1 ; that is,
Theorem 1.1 (or Proposition 3.1) now becomes available for use.
The case n = 1
since σ(z 1 ) = z 1 − 1 and the characteristic of K is zero. Hence,
Thus, we may assume that n ≥ 2. The first part of the next corollary follows immediately from Proposition 3.1 (statement 3 follows from (43); statements 4 and 5 follow from the definition of F-basis).
is a polynomial ring in the n − 1 variables y i given by
for i = 1, . . . , n − 1, where the φ l are defined in (10) and
is a K-basis for F .
. . , z n ) = u(0, y 2 , . . . , y n ). 
In particular, for the elements
. . , y n ] and y i ≡ z i (mod z 1 ), for i = 2, . . . , n, by Corollary 5.1. Thus, for any u(z 1 , . . . , z n ) ∈ Q σ , we have
fore some polynomial v ∈ Q. However,
2. Evident.
The polynomials
for i = 1, . . . , n − 1, belong to the algebra F of invariants. Note that
Proof. This follows immediately from the equality (43) and Corollary 5.2. (1): 
is the polynomial ring in the two variables x 1 and p 1 := x 2 1 u 2 1 = x 2 2 − x 1 (x 2 + 2x 3 ).
The case n = 3
Recall that y 2 = z 2 + (z 1 + 1)z 1 2 and y 3 = z 3 + z 1 z 2 + z 3 1 − z 1 3 . 
Set
Consider the element θ := v The leading terms of the elements u 1 = z 2 1 + · · · and θ are algebraically independent, so the subalgebra U := K[u 1 , θ] of Q σ = K[u 1 , v 1 ] is isomorphic to a polynomial ring in two variables, and the elements {u i 1 θ j | i, j ≥ 0} are F-independent.
Lemma 5.4 The sum Q σ = U + U v 1 is an F-direct sum in the filtered algebra Q with the filtration F = {Q ≤i }. In particular, Q σ = U ⊕ U v 1 .
Proof. It follows from (47) that Q σ = U + U v 1 . Observe that the degree of the leading term of any element from U is even, and the degree of the leading term of any element of U v 1 is odd. The result then follows. 
is a free W -module of rank 2 µ−1 , where Z 
for i 2 , . . . , j µ ≥ 0, is an F-direct sum.
Lemma 5.9 The sum (62) is an F-direct sum in the filtered algebra Q with the filtration F = {Q ≤i }.
Proof. This is evident, since l(v k ) = z 1 l(u k ), l(u k ) = u ′ k and l(w k ) is as defined in (58).
This means that one cannot produce new invariants from the elements of V ; that is, in any new invariants generators of Q [4] must necessarily occur.
