This paper deals with the problem of estimating structure of 3D scenes and image transformations from observations that are blurred due to unconstrained camera motion. Initially, we consider a fronto-parallel planar scene and relate the reference image of the scene to its motion-blurred observation by finding the reference image transformations. The blur kernel at every image point can be determined from these transformations. For 3D scenes, the extent of blurring in the image is related to the camera motion as well as the scene structure. We propose a technique to estimate the scene depth with the knowledge of the estimated image transformations. The proposed method is validated by testing on real and synthetic experiments.
Introduction
While capturing images of a scene, the relative motion between the camera and the scene during exposure leads to motion-blur in images. As the camera moves, the sensors are exposed to different scene points and the resulting image is the average of the light intensities observed by the sensors. The extent of camera motion determines the extent of smearing in the blurred image. The motion-blurred image is regarded as the degraded version of the reference image of the scene which is captured by a stationary camera and is usually modeled as the convolution with a space-invariant blur kernel [5, 23] .
The convolution model is applicable only when the camera motion is restricted to inplane translations. Figs. 1 (a) and (b) show two observations of a planar scene captured by a camera. The image of Fig. 1 (a) was captured when the camera was still, while Fig. 1 (b) was captured when the camera was moved along the optical axis during the exposure. In Fig. 1 (b) , we observe that the extent of blurring differs across the image. In regions farther from the image center, the smearing is more than in regions that are close to the image center. Such degradations cannot be considered as the convolution of the reference image with a single blur kernel [16, 21] . In this paper, we model the motion-blurred image as the weighted average of geometrically transformed versions of the reference image. The model implicitly accounts for the space-variant nature of blurring that occurs due to unrestricted camera motion.
In many applications, motion-blur can occur while capturing scenes with depth variations from a moving camera. During the camera motion, the apparent movement of the scene points in the image is related to the shape of the scene [8] . Consequently the extent of blurring at a point is governed by both the camera motion and the scene structure. We develop a technique to estimate the image transformations and recover the shape of the scene from the motion-blurred observation. The objective of our work is similar to that of structure from motion algorithms which estimate the camera motion as well as the scene structure from a sequence of images [7] .
Related work
Several works exist in the literature that consider space-variant blur in images due to camera or object motion. Techniques that address blurring due to rotation for performing image restoration include [9, 18, 19] . Motion-blurred images have been used to estimate the rotational velocity from a single observation in [2, 11] . In [1] , the 3D direction of camera translation is recovered from a motion-blurred image by estimating the direction and extent of smearing across the image. Mei and Read [16] have proposed a tracking algorithm in the presence of complicated motion-blur. They relate the current observation and the reference image through a homography transformation and consider that the current observation is blurred due to camera motion along an arbitrary direction. The transformation is estimated for each frame and the reference unblurred image is aligned with the blurred observation. They make an assumption that the camera velocity is uniform during exposure. In this paper, we relax the uniform velocity assumption. In [22] , Whyte et al. propose an image restoration technique for motion-blur arising due to non-uniform camera rotations. They represent the blur kernel on a three dimensional grid corresponding to the three directions of camera rotations about its center. For the case of blind image restoration, they use an existing framework of blind kernel estimation [5] . When a noisy version of the original image is available, they use a least-squares energy minimization approach for finding the blur kernel. The motion-blur model we use in this paper is similar to their approach. We consider camera translations in all three directions and in-plane rotations.
Motion-blurred images have been used for depth estimation in [6] and [15] . These methods assume that the scene is of constant depth or can be approximated by a set of planar patches. Depth estimation and restoration for space-variant blurred images is performed using variational methods in [4] and [20] . Favaro and Soatto [4] consider scenes in which different objects move along different directions. They estimate the motion field, depth-map and the restored image from the motion-blurred observations which are captured with different exposure times. Sorel and Flusser have proposed a technique to estimate the shape and the restored image using two observations which are blurred in different ways [20] . They consider the PSF to be of arbitrary shape (due to non-uniform velocity of the camera). In their method, the PSF is initially determined from the blurred observations by choosing regions of constant depth. Using this PSF, the image and the depth-map are simultaneously estimated. Our work in [17] uses two observations of the scene and determines the depth at a point by estimating extent of relative blur between the observations. The relation between the depth at a point and the blurred observation is shown to be nonlinear. Depth estimation is formulated as a recursive state estimation problem and is solved using an unscented Kalman filter (UKF) [10] . In all these depth estimation techniques, the relative motion between the camera and scene was restricted to fronto-parallel translations wherein the extent of blurring at a point is directly related to the scene depth. However, realistic camera shakes include even in-plane rotations [12] . When there are in-plane rotations, the extent of blurring at a point also depends on its location with respect to the center of rotation.
In this paper, we develop a method to estimate the transformations induced by the camera motion and the structure of the scene from a reference image and a blurred observation. In the initial part of our work, we consider scenes having constant depth and model the spacevariant blurring due to general camera motion as the averaging of the warped instances of the reference image. The model does not assume uniform camera velocity and can account for arbitrary handshakes. We develop an algorithm to estimate the transformations undergone by the reference image during exposure. This algorithm can be used to align a reference template with its space-variantly blurred observation. The transformations considered are restricted to translations, rotations and scale changes. However, our framework can be extended to homographies. We next consider images of scenes with depth variations. We select regions of constant depth in the reference and the blurred images (as done in [20] ) to estimate the transformations induced by the camera motion. Based on this information, we relate the depth at a scene point to the blurred image intensity through the point spread function. Depth estimation is posed as a state estimation problem and is solved in a UKF-based approach. The recursive technique we adopt to solve for depth is similar to our work in [17] .
Motion-blur model
In this section, we discuss the modeling of motion-blurred image in terms of the reference unblurred image of the scene. We assume that all points in the scene have the same depth. A motion-blurred image g can be related to the reference image f through the space-variant point spread function (PSF) h as
where * v denotes space-variant blurring operation. For the case of in-plane camera translations, the PSF remains constant at all the image points. However, when the camera motion is not restricted to in-plane translations, the PSF can vary at every image point. We model the motion-blurred image in terms of the reference image using a function which we call as transformation spread function (TSF). TSF denotes a weighted collection of the transformations the image points undergo during the exposure. The PSF at every image point can be obtained from the knowledge of TSF.
The PSF at a point (x, y) denoted by h (x, y, ; ) can be shown [20] to be
where T e is the total exposure duration, δ indicates the two dimensional Dirac Delta function, andx (x, y, τ) andȳ (x, y, τ) denote the components of the displacement of the point (x, y) during the exposure. The PSF represents the displacements of the image point (x, y) during the exposure time and is weighted according to the fraction of the exposure time the point stays at the displaced position. For instance, during the exposure, if the image undergoes translations (s a ,t a ) for some duration and (s b ,t b ) for the remaining duration, the PSF at all points is given by h (x, y, s,t) = w a δ (s − s a ,t − t a ) + w b δ (s − s b ,t − t b ), where w a and w b correspond to the exposure durations at the translations (s a ,t a ) and (s b ,t b ), respectively. When the camera is free to rotate or translate in any direction, different image points are displaced by different extents resulting in space-variant PSFs. Let T denote the set of possible geometric transformations the image points can undergo during the exposure. We define the transformation spread function h T : T→ℜ + as a mapping from the set of transformations to the set of nonnegative real numbers. h T (T λ ) denotes the fraction of the exposure duration for the image transformation T λ . The blurred image is modeled as the weighted sum of the transformed reference images.
where f T λ denotes the reference image warped by the transformation T λ . According to this model, during the exposure time, the reference image undergoes different geometric transformations (T λ s) and these transformed images are weighted according to their exposure durations. The resultant blurred image is the weighted average of the transformed images. Analogous to the PSF, the TSF satisfies the relation ∑ T λ ∈T h T (T λ ) = 1 when the exposure times are equal for the reference and blurred images. In this work, we assume that the camera motion is restricted to translations along all three directions and in-plane rotations (about the optical axis). For fronto-parallel planar scenes, such camera motions result in translations, rotations and scaling of the image points. The set T is regarded as a subset of a four dimensional space parameterized by translation, rotation and scale factors. Let the translation, rotation and scale axes of the set of T be denoted by t x , t y , t θ and t s , respectively. The TSF depicts the camera motion during the exposure. For instance, if the camera motion is restricted to rotations about the optical axis during the exposure, the PSF will vary at every image point depending on its distance from the center of rotation and camera velocity. Whereas, the TSF representation contains non-zero components only along the t θ axis, which corresponds to the camera motion. Similarly, the components along t x , t y , and t s axes indicate the camera translations.
Let h (i, j, ; ) denote the discrete PSF at the image point (i, j). Let (i λ , j λ ) denote the co-ordinates of the point when a transformation T λ is applied on (i, j). We can obtain the PSF at each pixel (i, j) from TSF (which is common for all the image points) as We would like to mention that, the transformations we have considered form a subspace of the 2D affine transforms around a neighborhood of the identity transform in the Lie algebraic representation [14] . In order to allow more degrees of freedom for the camera motion, the transformations have to be represented in a higher dimensional space, as done in [16] .
Estimating TSF
We now discuss the estimation of TSF when the reference image f and the blurred observation g are given. The transformation space is sampled to get a discrete set of transformations. Let N x , N y , N θ and N z be the number of quantization levels in the axes t x , t y , t θ and t s , respectively. The TSF h T can be considered as vector in ℜ N T (denoted as h T ) with each of its components representing the weight, and N T = N x N y N θ N z . In practice, h T will be a sparse vector because the reference image would undergo very few transformations out of T during the image capture. h T is estimated by minimizing the error between the blurred observation g and the transformed reference image f according to Eqn. (3) Let f and g be of size N p ×N p pixels and the PSF at each point be of size N×N. Space variant blurring can also be expressed as
where g is a N 2 p ×1 vector, F is a sparse matrix of size N 2 p ×N 2 p N 2 , and h is of size N 2 p N 2 × 1 formed by stacking the blur kernel h (i, j, ; ) at every pixel. We estimate the TSF by minimizing the following cost function using gradient descent technique.
The gradient with respect to the PSF can be evaluated from Eqn. (4). We avoid explicit matrix multiplications by using Eqn. (3) for blurring operation. In our experiments, we restrict the value of N T to be much lesser than the total number of image pixels in order to have enough number of observation for getting an accurate least-squares estimate. The algorithm converges even when all the N T transformations are equally weighted in the initial estimate of h T .
Structure estimation from motion-blur
In scenes with depth variations, the extent of blurring at a point depends both on the scene structure and the camera motion. We see that blur can serve as a depth cue when there is a translational component in the camera motion. In this section, we discuss the blurring model for 3D scenes using TSF and the technique to estimate depth from the reference image and the blurred observation. For the sake of simplicity, we restrict to in-plane camera translations and rotations in this section.
Effect of depth on blur
In the reference image f consider a patch of image pixels f o corresponding to a region of constant depth d o . Let g o be the corresponding patch in the blurred image g. Let h T o be the transformation spread function which yields g o when applied on f o . Consider an image point
T in the reference patch. When the camera undergoes an in-plane rotation and translation during exposure, let the resulting transformation of the points in the reference patch be T λ . We can write T λ as a rotation operation R λ () followed by a translation
where t c λ denotes the camera translation, and µ denotes the 'focal length' of the imaging system. The translation of the image point
. We note that the rotation operation would have the same effect even if the value of the reference depth were to be different. In contrast, the extent of translation a point undergoes is dependent on its depth. For the same camera motion, the point p
, where d (i, j) denotes the depth of p. During the exposure, the camera undergoes different translations and rotations resulting in the blurred image. The variation of blurring with respect to depth happens due to translational component of camera motion.
Suppose we know the reference TSF h T o (determined at depth d o ), the PSF at every point can be related to its depth value. If a point in the reference patch (having depth d o ) undergoes a transformation T λ composed of rotation R λ and translation t λ , then a point p (i, j) having depth d (i, j) would undergo a rotation R λ and translation
denotes the relative depth at (i, j). Using this fact, we can write the expression for the PSF at a point (i, j) as
where
. The blurred image g is given by
From Eqns. (8) and (9), we get the relationship between the relative depth at a point and the intensity of the blurred image through the PSF.
UKF-based depth estimation
For the case of in-plane camera translations, the shape of the PSF remains constant at all the image points except for a scale factor which is related to the scene depth. Points that are near the camera are more blurred than those that are farther. Based on the extent of blurring at a point, the depth values are estimated [17, 20] . However, in the presence of camera rotations, points that are farther from the center of rotation are more blurred than those that are close to the center, irrespective of depth. Hence, the extent of blurring does not directly reflect the depth at a point. We use the knowledge of TSF at the reference region to estimate the relative depth at every point. The approach followed here is similar to our work in [17] . Initially, we determine the TSF h T o from a patch f o of the reference image f and the corresponding patch g o of g using the proposed TSF estimation technique. We consider it as the reference TSF and assume that its depth is d o . We estimate the relative depth
where e () is assumed to be additive Gaussian noise with zero mean and variance σ 2 e . According to this model, the blurred image intensity g (i, j) is dependent on the reference image f , the reference TSF h T o , and the scale factor k (i, j). We estimate k (i, j) with the knowledge of f , g and h T o by posing it as a recursive state estimation problem. To handle the nonlinear relationship between the state k (i, j) and the observation g (i, j), we use an unscented Kalman filtering approach. Due to space constraints, we give a summary of the recursive filtering technique that we followed. More details can be found in [17] Kalman filtering requires propagation of mean and covariance of the state estimate through the system and observation models. We use a discontinuity adaptive Markov random field (DAMRF) prior [13] for the system model. The DAMRF prior helps in incorporating smoothness, and in adapting the estimation process at the edges. The measurement model used is
where g (i, j) denotes blurred image pixels corresponding to all three channels and the nonlinear operator H i, j is in terms of f and h T o . At each pixel (i, j), the state mean and covariance are predicted through the system model. From these, the observation moments are obtained through unscented transformations [10] . The Bayesian estimate of the state mean is updated based on the observation through the UKF. The updated mean is regarded as the relative depth k (i, j).
Experimental results
To evaluate the performance of the proposed technique, we performed real and synthetic experiments. We initially performed a synthetic experiment to test the proposed TSF estimation technique. The reference image shown in Fig. 2 (a) was blurred by simulating the effect of axial camera motion. It was scaled by different scale factors and a weighted average of these scaled image was obtained. The scale factors and their weights are indicated in the transformation spread function in Fig. 2 (d) . Along the t s axis of the TSF, the value of scale factors ranged from 0.8 to 1.2 in steps of 0.01. Fig. 2 (b) shows the resultant motion-blurred image. We used the proposed TSF estimation technique to estimate the transformation between the reference and the blurred images. The estimated TSF shown in Fig. 2 (e) is very close to the actual TSF of Fig. 2 (d) . When the reference image was transformed with this estimated TSF, we obtain the image shown in Fig. 2 (c) . We see that the blurred image ( Fig.  2 (b) ) and the transformed image ( Fig. 2 (c) ) are very similar. The rms error between the transformed image and the blurred image was 0.21 which is quite small. In this experiment, the TSF was defined only on t s axis to avoid unnecessary computations. We next tested the proposed TSF estimation technique on images captured by a camera. We considered the fronto-parallel planar scene shown in Fig. 1 (a) as the reference image. The blurred observation in Fig. 1 (b) was captured when the camera was moving along the optical axis during exposure. After estimating the TSF, the reference image was transformed to get the image shown in 1 (c). The transformed reference image and the blurred observation are close to each other. We also tested the algorithm when the reference image was transformed by a single scale factor. We shifted the camera from its original position along the optical axis to get a scaled image which was regarded as the 'blurred observation'. The reference image and the scaled observation are shown in Figs. 3 (a) and (b) respectively. In the estimated TSF, a peak was observed at the scale factor 0.94. The reference image was warped using the estimated TSF to get the observation shown in Fig. 3 (c) . Comparing Figs. 3 (b) and (c), we see that the estimated transformation is correct.
In our next experiment, we tested the proposed TSF estimation and depth estimation techniques on synthetic data. The calf leather image ( [3] ) shown in Fig. 4 (a) was used as the reference image. The relative depth values for the scene were assumed to be varying from 1 to 2.5 as shown in Fig. 4 (e) . We synthetically simulated camera in-plane translations and rotations by assuming a TSF ranging between −7 and 7 along both the translation axes, −3 • and 3 • along the angle axis, and with scale factor as 1 at locations with relative depth value 1. The reference image was blurred by generating the PSF at every point according to the TSF and the relative depth values to get the blurred image (Fig. 4 (b) ). Initially, we estimated the TSF using image patches from the reference and blurred images. In the initial estimate of TSF, all the transformations were weighted equally. Fig. 4 (d) shows a part of the estimated TSF for t θ = −1 • and t s = 1. The corresponding part of the true TSF is shown in Fig. 4 (d) . The estimated TSF was close to the true TSF since the rms error between the transformed reference image patch and blurred patch was 2.1. We applied the proposed UKF-based depth estimation technique using the estimated value of TSF to get the depthmap shown in Fig. 4 (f) . The estimated depth-map and the true depth map are close to each other except at the sudden depth discontinuities. The rms errors calculated over patches in the ramp region and the plane region of the depth-map were 0.057 and 0.0085, respectively. The overall rms error was 0.17 which by itself is quite low.
We next applied the proposed method on real images. The reference image of the scene consisting of three objects at different depths is shown in Fig. 5 (a) . The blurred observation shown in Fig. 5 (b) was captured by both rotating and translating the camera during exposure. We selected patches of 200×170 pixels in the middle region of the green object from the reference and blurred images to estimate the reference TSF. Since the rotation extent was small, significant components in the TSF were observed at 1 • , 2 • and 3 • . The estimated TSF for t θ = 3 • and t s = 1 is shown in Fig. 5 (c) . We then performed the UKF-based depth estimation to estimate the relative depth values. The median-filtered depth map is shown in Fig. 5 (d) . In Fig. 5 (d) , we observe that the objects that are near the camera are correctly assigned a lesser relative depth value than those that are farther. In the blurred observation ( Fig. 5 (b) ), we see that the extent of blurring is more at the top left portion of the green object and less in the bottom right region due to the difference in the distance from the center of rotation. Despite these effects, the estimated depth values of all the points of the green object are nearly equal, as to be expected. 
Conclusions
We initially proposed a technique to estimate the transformations of the reference image that leads to the blurred observation. The method accurately models the blurring effect and can be used for aligning a reference template with its blurred observations. We next developed a technique to extract depth information from motion-blur due to in-plane camera rotations and translations. We used the estimates of the image transformation to obtain the depth information from the translational component of camera motion. Future works can aim to model occlusion affects and allow more degrees-of-freedom of the camera motion.
