This study combined artificial language learning (ALL) with conventional experimental techniques to test whether statistical speech segmentation outputs are integrated into adult listeners' mental lexicon. Lexicalization was assessed through inhibitory effects of novel neighbors (created by the parsing process) on auditory lexical decisions to real words. Both immediately after familiarization and post-one week, ALL outputs were lexicalized only when the cues available during familiarization (transitional probabilities and wordlikeness) suggested the same parsing (Experiments 1 and 3). No lexicalization effect occurred with incongruent cues (Experiments 2 and 4). Yet, ALL differed from chance, suggesting a dissociation between item knowledge and lexicalization. Similarly contrasted results were found when frequency of occurrence of the stimuli was equated during familiarization (Experiments 3 and 4). Our findings thus indicate that ALL outputs may be lexicalized as far as the segmentation cues are congruent, and that this process cannot be accounted for by raw frequency.
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Introduction
Native language is perceived as a sequence of discrete spoken words clearly separated from each other. Yet, speech is actually a continuous stream, with few reliable cues to word boundaries (e.g., Klatt, 1980; Liberman & Studdert-Kennedy, 1978) . Two major mechanisms may help solve the speech segmentation problem: activation of multiple word candidates competing among each other for recognition (e.g., Allopena, Magnuson, & Tanenhaus, 1998; McQueen, Norris, & Cutler, 1994; Norris, McQueen, & Cutler, 1995) , and exploitation of multiple sublexical cues probabilistically associated with word boundaries. For example, listeners are sensitive to statistical segmental information such as phonotactic legality (McQueen, 1998) , phonotactic probabilities (i.e., the relative frequencies of segments and sequences of segments in syllables and words, cf. Mattys & Jusczyck, 2001; Mattys, White, & Melhorn, 2005; Vitevitch & Luce, 1998 , 1999 , 2005 , and transitional probabilities between adjacent syllables (TPs), i.e., the conditional probability by which one syllable predicts the immediately following one (Saffran, Aslin, & Newport, 1996; Saffran, Newport, & Aslin, 1996) . A compromise between lexically-driven and signal-derived information is established throughout linguistic development, beginning at an early phase of language acquisition (e.g., Bortfeld, Morgan, Golinkoff, & Rathbum, 2005; Newman, Ratner, Jusczyk, Jusczyk, & Dow, 2006; Swingley & Aslin, 2007) .
One method eliciting the role of sublexical cues in speech segmentation is the artificial language learning (ALL) paradigm (Saffran, Aslin et al., 1996; Saffran, Newport et al., 1996) . 
