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A explosa˜o do espac¸o de estados associada ao teste para detecc¸a˜o do conflito e´ um dos
principais problemas que impedem a aplicac¸a˜o da Teoria de Controle Superviso´rio de
Sistemas a Eventos Discretos a sistemas industriais reais. O conflito e´ uma propriedade
global dos sistemas concorrentes sendo que, para sua detecc¸a˜o, deve-se verificar na˜o-
bloqueio da composic¸a˜o dos subsistemas que esta˜o sendo verificados. Esta tese trata do
problema de detecc¸a˜o de conflito de forma eficiente. Neste trabalho, propo˜e-se um novo
teste de na˜o-conflito baseado em abstrac¸o˜es dos supervisores, obtidas pela operac¸a˜o
de projec¸a˜o natural. Apresentam-se dois conjuntos de condic¸o˜es sobre as abstrac¸o˜es
para os quais o teste de na˜o-conflito pode ser aplicado, com resultado equivalente
a`quele do teste sobre os supervisores originais. No primeiro conjunto de condic¸o˜es os
eventos compartilhados sa˜o mantidos nas abstrac¸o˜es e a projec¸a˜o deve possuir a pro-
priedade do observador. O segundo conjunto de condic¸o˜es sobre as abstrac¸o˜es leva em
conta propriedades estruturais dos supervisores originais para derivar o conjunto de
eventos a serem mantidos nas abstrac¸o˜es, ale´m da propriedade do observador sobre a
projec¸a˜o obtida. As duas abordagens podem ser utilizadas em conjunto para obter ab-
strac¸o˜es possivelmente melhores, de forma a obter maior reduc¸a˜o do espac¸o de estados
na verificac¸a˜o de na˜o-conflito. Apresenta-se ainda um algoritmo para verificac¸a˜o da
propriedade do observador. Esta propriedade e´ utilizada exaustivamente nos resulta-
dos apresentados e sua verificac¸a˜o torna-se de grande interesse para a aplicac¸a˜o dos
resultados obtidos.
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The state explosion associated to this nonconflict test is one of the main problems
that prevent the use of Supervisory Control Theory to control industrial plants. The
conflict is a global property of concurrent systems that can be detected by checking if
the system, obtained by the composition of all the subsystems that are to be checked,
is blocking. This thesis deals with the problem of detecting conflicts efficiently. We
propose a novel test based on abstractions of the supervisors, obtained by computing
the natural projection. Two sets of conditions over the abstractions are presented such
that the result of the test over the abstractions is equivalent to the test over the original
supervisors. The first set of conditions relies on the set of shared events, that have to be
kept by the projection, and the observer property, a property of natural projections.
The second set of conditions uses structural properties of the supervisors to derive
the set of events to be kept by the projection, besides the observer property. The
two approaches can be used together in order to obtain better (smaller) abstractions,
providing a bigger reduction in the verification. We present also an algorithm for
verifying if a natural projection has the observer property. Since this property is being
widely used in our results, the verifications of its existence is of interest.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Contextualizac¸a˜o
Tradicionalmente, a teoria de controle lidou com o comportamento dinaˆmico dos sistemas,
cujas varia´veis sa˜o nume´ricas, cont´ınuas ou descont´ınuas no tempo, com evoluc¸a˜o que pode ser
modelada por equac¸o˜es diferenciais ou a diferenc¸as, respectivamente. Nesta tese, estudam-
se questo˜es relativas a uma outra classe de sistemas complexos, de grande ocorreˆncia em
situac¸o˜es reais e cuja teoria encontra-se ainda em evoluc¸a˜o. Estes sistemas, cujos estados
deixam de ter apenas valores nume´ricos e passam a ter valores booleanos e lo´gicos, na˜o
podem ser descritos adequadamente pelos modelos tradicionais [Heymann, 1990]. Neles,
as mudanc¸as de estados ocorrem em resposta a` ocorreˆncia de eventos discretos, como, por
exemplo, o fechamento de um contato. Estes eventos sa˜o discretos no tempo, e ocorrem de
forma ass´ıncrona. Sistemas deste tipo sa˜o classificados como Sistemas a Eventos Discretos
(SEDs). Em geral, os SEDs na˜o temporizados sa˜o adequados para modelar os aspectos lo´gicos
de qualquer sistema dinaˆmico [Gohari e Wonham, 2000].
Os SEDs de maior complexidade sa˜o formados pela interac¸a˜o de mu´ltiplos subsistemas
com evoluc¸a˜o simultaˆnea no tempo, sendo chamados de sistemas concorrentes. Cada sub-
sistema de um sistema concorrente possui um comportamento caracter´ıstico bem definido,
sendo responsa´vel pela execuc¸a˜o de tarefas particulares. Como exemplos de sistemas concor-
rentes, podem-se citar os sistemas de manufatura. Eles sa˜o compostos de diversos subsistemas
menores usualmente representando operac¸o˜es concorrentes, tais como montar, transportar e
armazenar subprodutos. A operac¸a˜o conjunta destes subsistemas faz com que o sistema global
atinja os resultados esperados. O controle e´ essencial para garantir eficieˆncia, economia e im-
pedir situac¸o˜es indeseja´veis. A lo´gica de controle coordena os subsistemas componentes. O
problema de controle para um SED gene´rico consiste em determinar seu comportamento,
para que ele satisfac¸a a(s) especificac¸a˜o(o˜es) [Balemi, 1992].
Os controladores lo´gico programa´veis (CLPs) sa˜o utilizados na indu´stria para realizar o
controle lo´gico do sistema. Em geral, o engenheiro responsa´vel pela programac¸a˜o do CLP,
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tendo conhecimento da lo´gica requerida para aquele sistema, programa as sequ¨eˆncias que
devem ser executadas de forma a garantir que o comportamento do sistema seja adequado.
A lo´gica de controle, portanto, garante que o funcionamento devera´ seguir a sequ¨eˆncia do
programa implementado no CLP. Nesse tipo de programac¸a˜o, a construc¸a˜o da trajeto´ria do
sistema controlado na˜o esta´ baseada num mapa de todas as trajeto´rias poss´ıveis que o sistema
pode gerar. Ela e´, simplesmente, uma das trajeto´rias que satisfaz a especificac¸a˜o. Esta soluc¸a˜o
pode estar impedindo outros caminhos que podem tambe´m ser satisfato´rios, levando a um
comportamento mais restritivo do sistema. Este comportamento mais restritivo implica, em
muitos casos, um desempenho pior do sistema de controle.
Na literatura, encontram-se va´rios formalismos para modelagem e controle de SEDs, in-
cluindo ma´quinas de estados finitos [Ramadge e Wonham, 1983], [Ramadge e Wonham, 1987],
[Cassandras e Lafortune, 1999], a´lgebra de dio´ides [Baccelli et al., 1992], redes de Petri [Mu-
rata, 1989], teoria de filas [Kleinrock, 1975] e cadeias de Markov [C¸inclair, 1975], entre outras.
Esta variedade de abordagens reflete a diversidade de a´reas em que os sistemas a eventos dis-
cretos teˆm papel importante [Ramadge e Wonham, 1983].
Ramadge e Wonham [1987] iniciaram o desenvolvimento da teoria de controle de sistemas
a eventos discretos sob o formalismo de ma´quinas de estados finitos e linguagens formais. A
introduc¸a˜o da teoria R&W1 teve grande impacto na a´rea de controle e gerou um crescente
interesse por processos a eventos discretos, o que pode ser evidenciado pelas inu´meras con-
tribuic¸o˜es a esta teoria relatadas na literatura. Na abordagem de Ramadge e Wonham, os
sistemas sa˜o modelados como reconhecedores de linguagens, onde os alfabetos destas lingua-
gens sa˜o formados de s´ımbolos representando a ocorreˆncia de eventos. A linguagem descreve
o conjunto de poss´ıveis trajeto´rias do sistema.
A Teoria de Controle Superviso´rio (TCS) cla´ssica considera a planta como um bloco u´nico,
formado pela composic¸a˜o de subsistemas. O sistema e´ controlado por meio do supervisor,
que observa os eventos ocorridos na planta e atua sobre ela, atrave´s da desabilitac¸a˜o de even-
tos (controla´veis) da mesma. Alguns eventos na˜o podem ser desabilitados pelo supervisor,
sendo chamados de na˜o-controla´veis. O supervisor restringe o conjunto de cadeias poss´ıveis
da planta em malha fechada, de tal forma que as cadeias remanescentes satisfac¸am as es-
pecificac¸o˜es dadas. Ha´ algoritmos que, dada a especificac¸a˜o e o modelo da planta, geram
um supervisor que implementa a especificac¸a˜o de forma minimamente restritiva, ou seja,
restringindo o comportamento da planta o mı´nimo poss´ıvel.
Diversas extenso˜es para a Teoria do Controle Superviso´rio foram propostas de forma a
tratar adequadamente as especificidades de cada tipo de sistema. No controle hiera´rquico,
o sistema e´ dividido em n´ıveis hiera´rquicos, onde a informac¸a˜o do sistema e´ agregada e um
modelo abstra´ıdo do sistema e´ obtido para o n´ıvel superior. O supervisor e´ obtido para o
n´ıvel mais alto e posteriormente traduzido para ser implementado nos n´ıveis inferiores [Wong
e Wonham, 1996].
1Ramadge e Wonham
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O uso do controle modular [Wonham e Ramadge, 1988] e [de Queiroz e Cury, 2002b]
se torna vantajoso quando e´ poss´ıvel dividir as tarefas em subtarefas. Cada subtarefa e´
implementada por um supervisor modular. Segundo Rohloff e Lafortune [2003b] o uso de
modelos modulares leva a uma grande reduc¸a˜o no espac¸o de armazenamento, o que justifica
o interesse no uso de mo´dulos para modelar SEDs.
Para tratar casos em que ha´ restric¸a˜o de informac¸a˜o, ou seja, o supervisor na˜o observa
todos os eventos do sistema, utiliza-se a abordagem descentralizada que, com a introduc¸a˜o
do conceito de co-observabilidade, garante que as especificac¸o˜es podem ser implementadas.
No caso de se utilizarem te´cnicas formais para modelagem e projeto da lo´gica de controle
a ser programada em um CLP tem-se garantias de que o sistema vai sempre atuar dentro
das especificac¸o˜es, desde que o modelo seja adequado. A obtenc¸a˜o do controlador baseada
em modelos do comportamento livre dos subsistemas e especificac¸o˜es, faz com com que este
controlador tenha ac¸o˜es de controle previstas para qualquer combinac¸a˜o de comportamen-
tos dos subsistemas. O modelo do comportamento livre do subsistema, ou seja, todas as
sequ¨eˆncias de eventos poss´ıveis para cada subsistema sem controle torna-se, portanto vital,
para o sucesso do sistema de controle. Desenvolver um modelo para o sistema, por mais
complicado que possa ser do ponto de vista do engenheiro, e´ menos complicado que obter
a sequ¨eˆncia controlada do sistema completo a ser implementada no CLP. Esta reflexa˜o leva
a` conclusa˜o de que, em geral, a qualidade do controle obtido por te´cnicas formais devera´
ser superior a` qualidade do controle baseado apenas na experieˆncia do projetista. Por outro
lado, o uso de te´cnicas formais fica inviabilizado para sistemas de grande porte, devido ao
problema da explosa˜o do espac¸o de estados.
O tamanho do sistema global cresce exponencialmente com o nu´mero de componentes.
Um sistema formado de 50 subsistemas de 2 estados, por exemplo, tera´ o modelo global
com ate´ 250 estados. Os algoritmos para s´ıntese de supervisores o´timos teˆm complexidade
polinomial no nu´mero de estados dos modelos da planta e especificac¸a˜o. Como o modelo
da planta global e´ potencialmente exponencial ao nu´mero de componentes, a s´ıntese por
interme´dio dos algoritmos originais fica inviabilizada para sistemas de grande porte.
Com o objetivo de contornar esse problema da explosa˜o de estados, va´rias abordagens
veˆm sendo propostas. Algumas delas usam estruturas de dados eficientes, aumentando a
capacidade computacional dos algoritmos [Balemi et al., 1993], [Gunnarsson et al., 1996],
[Vahidi, 2004], [Lawesson et al., 2003], [Sztipanovits e Misra, 1996], [Ma e Wonham, 2003],
Ma [2004] [Chen e Lin, 2000], [Chen e Lin, 2001b], etc. Outras exploram caracter´ısticas
estruturais, como simetria entre componentes do sistema [Eyzell e Cury, 2001], [Rohloff e
Lafortune, 2003a].
Va´rias extenso˜es da Teoria do Controle Superviso´rio veˆm sendo desenvolvidas, mas o prob-
lema da complexidade computacional ainda persiste. Um to´pico fundamental, portanto, e´ o
desafio de se expandir a capacidade de utilizac¸a˜o desta teoria, com o objetivo de torna´-la via´vel
para aplicac¸a˜o em sistemas reais de grande porte. O Controle Modular Local [de Queiroz e
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Cury, 2000] foi desenvolvido com o objetivo de reduc¸a˜o da complexidade de s´ıntese dos super-
visores. Nesta abordagem, a s´ıntese de cada supervisor e´ realizada a partir de uma visa˜o local
da planta. Desta forma, a planta global na˜o precisa ser obtida, reduzindo a complexidade do
procedimento, em geral. No entanto, apesar de permitir reduzir a complexidade da s´ıntese,
a verificac¸a˜o de na˜o-conflito permanece um problema de complexidade computacional alta,
como sera´ detalhado na pro´xima sec¸a˜o.
Esta tese trata da verificac¸a˜o eficiente de conflito em sistemas, modelados por ma´quinas
de estados finitos.
1.1.1 Conflito
Nos casos em que ha´ diversos supervisores atuando paralelamente sobre uma planta ha´
a possibilidade dos supervisores implementarem comportamentos contradito´rios. Como os
supervisores na˜o possuem informac¸a˜o a respeito das especificac¸o˜es implementadas pelos ou-
tros supervisores, sua ac¸a˜o conjunta pode gerar conflito. O conflito pode ser caracterizado
pela incapacidade do sistema completar tarefas. Mesmo que todos os supervisores sejam na˜o-
bloqueantes em relac¸a˜o a (e.r.a) sua planta, a ac¸a˜o conjunta pode ser conflitante. Portanto,
uma questa˜o de grande interesse e importaˆncia e´ o problema de verificar se os supervisores
sa˜o na˜o-conflitantes.
O conflito e´ uma caracter´ıstica do sistema global e, portanto, sua verificac¸a˜o possui alta
complexidade computacional, pois passa pela composic¸a˜o de todos os supervisores utilizados.
Apesar do problema do conflito ser inerente a`s abordagens que utilizam diversos super-
visores executando em paralelo, muitos autores desconsideram sua existeˆncia, tratando de
linguagens prefixo-fechadas (este conceito e´ apresentado no Cap´ıtulo 2). Esta considerac¸a˜o
simplifica bastante o problema a ser resolvido, pois mascara um poss´ıvel bloqueio do sistema
e permite tratar os sistemas localmente, sem analisar o comportamento global. No entanto,
com o objetivo de tornar o formalismo de Controle Superviso´rio de Sistemas a Eventos Dis-
cretos aplica´vel a sistemas reais, faz-se necessa´rio enfrentar a questa˜o.
A ide´ia deste trabalho de pesquisa surgiu de uma avaliac¸a˜o de que pretende-se tornar o
formalismo de Controle Modular Superviso´rio de Sistemas a Eventos Discretos uma ferra-
menta pra´tica para problemas de engenharia, faz-se necessa´rio tratar a questa˜o do conflito.
Sua existeˆncia tem que ser detectada de forma eficiente. Recentemente observa-se um in-
teresse crescente nesse assunto [Abdelwahed e Wonham, 2003a], [Malik, 2004] associado a
[Brandin et al., 2000] e [Flordal e Malik, 2006].
Ale´m de detectar o conflito, deve-se ser capaz de evitar sua ocorreˆncia, seja atrave´s de
abordagens que evitam-no conflito por construc¸a˜o dos supervisores [Krishnan, 2004], [Hill e
Tilbury, 2006], seja usando outros me´todos, como [Wong et al., 2000], [Leduc et al., 2005a],
etc.
1. Introduc¸a˜o 5
Nesta tese apresentam-se contribuic¸o˜es relacionadas a` detecc¸a˜o eficiente de conflito en-
tre supervisores. Os resultados apresentados utilizam extensivamente uma propriedade das
projec¸o˜es naturais chamada propriedade do observador.
1.1.2 Propriedade do Observador
A propriedade do observador foi introduzida no contexto do controle hiera´rquico como
uma das condic¸o˜es para a obtenc¸a˜o do modelo do n´ıvel hierarquicamente superior [Wong e
Wonham, 1996], [Wong et al., 2000]. Esta propriedade foi estendida para o contexto das
projec¸o˜es naturais de linguagens, tendo sido apresentada como a condic¸a˜o que garante que o
autoˆmato mı´nimo que representa uma dada projec¸a˜o possui menos (ou o mesmo nu´mero de)
estados que o autoˆmato mı´nimo que reconhece a linguagem original [Wong, 1998]. Como os
resultados desta tese baseiam-se em projec¸o˜es naturais, a utilizac¸a˜o deste conceito como uma
das condic¸o˜es impostas a`s abstrac¸o˜es se mostrou natural. As abstrac¸o˜es com a propriedade
do observador sa˜o chamadas, no contexto deste trabalho, de OP-abstrac¸o˜es.
Na pro´xima Sec¸a˜o, apresentam-se as contribuic¸o˜es da tese, relacionando-as com artigos
publicados, alguns ainda em processo de revisa˜o, durante o per´ıodo do doutoramento.
1.2 Contribuic¸o˜es da Tese
Neste trabalho, apresentam-se me´todos de verificac¸a˜o de na˜o-conflito utilizando abstrac¸o˜es
dos supervisores com o objetivo de reduzir a complexidade computacional desta verificac¸a˜o.
Sa˜o obtidas abstrac¸o˜es para o sistema, atrave´s da operac¸a˜o de projec¸a˜o natural e a verificac¸a˜o
de na˜o-conflito e´ aplicada sobre estas abstrac¸o˜es. Dois conjuntos de condic¸o˜es sobre as abs-
trac¸o˜es sa˜o apresentados. Os resultados desta parte do trabalho foram publicados em duas
confereˆncias internacionais [Pena et al., 2006c] e [Pena et al., 2006b] e um congresso nacional
[Pena et al., 2006a]. Ale´m destes, um artigo [Pena et al., 2006d] esta´ submetido para IEEE-
Transactions on Automatic Control, ja´ com a primeira revisa˜o realizada, solicitando pequenos
ajustes. Este artigo inclui, ale´m dos resultados apresentados nas confereˆncias, treˆs me´todos
de verificac¸a˜o de na˜o-conflito baseados nos dois tipos de abstrac¸o˜es apresentados.
Ale´m disso, apresenta-se um algoritmo para verificac¸a˜o da propriedade do observador
de uma projec¸a˜o inspirado pelo verificador de diagnosticabilidade apresentado por Yoo e
Lafortune [2002a]. Este algoritmo possui complexidade polinomial no nu´mero de estados do
autoˆmato que representa a linguagem original. Ha´ na literatura trabalhos que apresentam
algoritmos de verificac¸a˜o desta propriedade e obtenc¸a˜o de projec¸o˜es com tal caracter´ıstica. No
entanto, as ferramentas dispon´ıveis na˜o possuem tal rotina implementada. Como o grupo do
Professor Jose´ Cury, orientador da tese, vem desenvolvendo ao longo dos anos uma ferramenta
de controle superviso´rio (GRAIL para Controle Superviso´rio [Reiser et al., 2006]) sobre o
kernel ba´sico da versa˜o 2.5 da distribuic¸a˜o do GRAIL, ha´ o interesse de ter a verificac¸a˜o
desta propriedade implementada nesta ferramenta.
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Por fim, durante o per´ıodo do esta´gio sandu´ıche, realizado na University of Michigan -
Ann Arbor, sob supervisa˜o do Professor Ste´phane Lafortune, a autora recebeu um convite
para visitar o grupo de pesquisa dos Professores Knut A˚kesson e Martin Fabian, da Chalmers
University of Technology - Gotemburgo, Sue´cia. Ha´ intersec¸a˜o entre o trabalho desenvolvido
pelo grupo e os resultados apresentados neste tese. Nesta visita, essa intersec¸a˜o foi explo-
rada, relacionando os resultados apresentados pela autora [Pena et al., 2006c] e por um dos
colaboradores do Professor A˚kesson [Flordal e Malik, 2006] no WODES’06 (VIII Interna-
tional Workshop on Discrete Event Systems), realizado em Ann Arbor, EUA, em julho de
2006. Esta discussa˜o gerou um artigo [Flordal et al., 2007] que foi submetido e aceito para o
DCDES (I IFAC Workshop on Dependable Control of Discrete Systems), a ser realizado em
Paris, em junho de 2007. O assunto deste artigo e´ apresentado na Sec¸a˜o 6.6.
1.3 Organizac¸a˜o do Texto
Apo´s este cap´ıtulo introduto´rio, no Cap´ıtulo 2 apresentam-se os conceitos ba´sicos rela-
cionados com a Teoria de Controle Superviso´rio, ale´m da abordagem Monol´ıtica e Modular
Cla´ssica.
Os Cap´ıtulos 3 e 4 trazem as principais extenso˜es a` Teoria do Controle Superviso´rio. A
leitura do Cap´ıtulo 3 e´ recomendada para aqueles que desejam revisar as principais extenso˜es
do controle superviso´rio. As extenso˜es apresentadas neste cap´ıtulo na˜o possuem relac¸a˜o
direta com os resultados apresentados nesta tese e, por conseguinte, pode ser omitido em
uma primeira leitura. No Cap´ıtulo 4 faz-se uma revisa˜o das extenso˜es da Teoria do Con-
trole Superviso´rio que lidam com os sistemas concorrentes, foco deste trabalho. Ale´m disso,
apresentam-se te´cnicas para detecc¸a˜o de conflito. Nos Cap´ıtulos 5, 6 e 7 localizam-se as
contribuic¸o˜es da tese.
No Cap´ıtulo 5, apresenta-se um conjunto de resultados que estabelece que, utilizando-se
um certo conjunto de abstrac¸o˜es das linguagens (cujas caracter´ısticas sa˜o discutidas) pode-
se verificar o na˜o-conflito das linguagens originais. Um procedimento para realizac¸a˜o da
verificac¸a˜o utilizando tais abstrac¸o˜es e´ apresentado, ale´m de um exemplo.
Um novo conjunto de abstrac¸o˜es (cujas caracter´ısticas sa˜o discutidas no Cap´ıtulo 6) e´
apresentado. Estas abstrac¸o˜es utilizam caracter´ısticas estruturais das linguagens (segundo a
forma como foram obtidas), na˜o podendo ser aplicadas a um conjunto arbitra´rio de lingua-
gens. Ainda neste cap´ıtulo sa˜o apresentados dois procedimentos, um deles para aplicac¸a˜o do
me´todo apresentado no Cap´ıtulo 6 e o outro consiste em uma combinac¸a˜o dos procedimentos
apresentados nos dois Cap´ıtulos 5 e 6. O mesmo exemplo utilizado para ilustrar o proced-
imento do Cap´ıtulo 5 e´ utilizado para ilustrar os dois me´todos apresentados no Cap´ıtulo
6.
O algoritmo para verificac¸a˜o da propriedade do observador e´ apresentado no Cap´ıtulo 7.
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Por fim, no Cap´ıtulo 8 apresenta-se uma reflexa˜o a respeito dos assuntos abordados, bem
como sugesto˜es de continuidade do trabalho.
Cap´ıtulo 2
Controle Superviso´rio de Sistemas
a Eventos Discretos
Neste cap´ıtulo sa˜o introduzidos os principais conceitos da Teoria de Controle Superviso´rio,
desenvolvida por Ramadge e Wonham [1987], [Wonham e Ramadge, 1987], que aborda o
problema do Controle de Sistemas a Eventos Discretos. Este texto na˜o e´ exaustivo, mas
apresenta os conceitos que sera˜o utilizados na sequ¨eˆncia do documento. Para uma revisa˜o
detalhada do conteu´do que segue, consulte [Wonham, 2004] e Cassandras e Lafortune [1999].
Um sistema a eventos discretos (SED) e´ um sistema dinaˆmico que evolui de acordo com
a ocorreˆncia abrupta, em intervalos irregulares e possivelmente desconhecidos, de eventos
f´ısicos. Exemplos t´ıpicos deste tipo de sistemas sa˜o: sistemas de manufatura, redes de comu-
nicac¸a˜o e de computadores, robo´tica, log´ıstica, etc. Estas aplicac¸o˜es necessitam de controle
e coordenac¸a˜o para garantir o fluxo correto dos eventos [Ramadge e Wonham, 1989].
Para Cassandras e Lafortune [1999], um sistema a eventos discretos e´ um sistema que pode
ser descrito por um conjunto de estados e suas transic¸o˜es de estados sa˜o observadas em pontos
discretos no tempo. A`s transic¸o˜es de estados associam-se “eventos”. Um evento pode ser
identificado como uma ac¸a˜o espec´ıfica realizada (por exemplo, acionamento de um contato)
ou uma ocorreˆncia espontaˆnea relacionada ao ambiente externo (por exemplo, desligamento
espontaˆneo de um computador por alguma raza˜o desconhecida), ou ainda o resultado de
um conjunto de condic¸o˜es simultaneamente atendidas (o n´ıvel de um fluido em um tanque
ultrapassa certo valor).
Da forma como o SED e´ modelado, na˜o importa o tempo de ocorreˆncia dos eventos, mas a
ordem em que eles ocorrem. A ocorreˆncia simultaˆnea de dois ou mais eventos na˜o e´ admitida.
Este cap´ıtulo e´ formado por treˆs sec¸o˜es. Inicialmente, apresentam-se os principais con-
ceitos da teoria de linguagens controla´veis, introduzida por Ramadge e Wonham, para o
controle de sistemas a eventos discretos, Sec¸a˜o 2.1. Na Sec¸a˜o 2.2 define-se o controle super-
viso´rio e apresenta-se o Controle Superviso´rio Monol´ıtico e Modular Cla´ssico. A Sec¸a˜o 2.4
apresenta uma breve discussa˜o.
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2.1 Teoria de Linguagens
Antes de falar sobre as estruturas de controle superviso´rio de sistemas a eventos discretos,
apresenta-se um resumo de definic¸o˜es e conceitos necessa´rios para representar os sistemas a
eventos discretos.
2.1.1 Linguagens
Seja Σ um conjunto finito de s´ımbolos distintos. Σ e´ chamado de alfabeto e Σ∗ e´ o
conjunto de todas as cadeias finitas da forma σ1σ2 · · · σk, com σi ∈ Σ e k ≥ 1, que podem
ser geradas a partir de Σ, incluindo a cadeia vazia ǫ. Um elemento de Σ∗ e´ uma cadeia ou
palavra sobre o alfabeto Σ. A cadeia u ∈ Σ∗ e´ prefixo de v ∈ Σ∗ se existe pelo menos uma
cadeia s ∈ Σ∗ tal que v = us.
Uma linguagem sobre Σ e´ um subconjunto de Σ∗.
2.1.2 Autoˆmatos e Geradores
Toda linguagem regular, que pode ser representada por uma expressa˜o regular, pode ser
gerada por um autoˆmato. Se um sistema a eventos discretos pode ser descrito por uma
linguagem regular, esta, por sua vez, pode ser gerada por um dispositivo chamado autoˆmato.
Neste contexto, a definic¸a˜o de autoˆmatos e´ feita a seguir.
O autoˆmato A sobre o alfabeto Σ e´ definido por uma qu´ıntupla A = (Q,Σ, δˆ, q0, Qm) tal
que:
- Q 7→ conjunto na˜o-vazio de estados,
- Σ 7→ alfabeto de eventos,
- q0 ∈ Q 7→ estado inicial do autoˆmato,
- Qm ⊆ Q 7→ conjunto de estados finais ou marcados,
- δˆ : Q×Σ→ Q 7→ func¸a˜o de transic¸a˜o definida em todo estado para todo o conjunto de
eventos de Σ.
A func¸a˜o de transic¸a˜o δˆ pode ser estendida para cadeias de eventos como a func¸a˜o δ :
Q× Σ∗ → Q tal que q ∈ Q, s ∈ Σ∗ e σ ∈ Σ,
δ(q, ǫ) = q;
δ(q, sσ) = δ(δˆ(q, s), σ).
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Esta func¸a˜o mapeia para qual estado de Q o sistema transita a partir de um estado de Q
com a ocorreˆncia de uma sequ¨eˆncia s ∈ Σ∗.
A representac¸a˜o dos autoˆmatos pode ser feita atrave´s de grafos dirigidos ou diagramas de
transic¸a˜o de estados onde os no´s representam os estados e os arcos representam os eventos.
Estados representados com dois c´ırculos co-ceˆntricos sa˜o os estados marcados e o estado inicial
e´ identificado com uma seta.
O autoˆmato A = (Q,Σ, δ, q0, Qm) reconhece a linguagem Lm(A) = {s ∈ Σ
∗| δ(q0, s) ∈
Qm}.
Na abordagem R&W de linguagens controla´veis, a modelagem do comportamento do
SED e´ feita atrave´s de um gerador. O gerador e´ um autoˆmato AG = (Q,Σ, δ, q0, Qm) cuja
func¸a˜o de transic¸a˜o δ e´ parcial ou seja, esta´ definida em cada estado de Q apenas para um
subconjunto de Σ.
No caso do gerador, a func¸a˜o de transic¸a˜o δ pode ser estendida para cadeias de eventos
como a func¸a˜o δ : Q× Σ∗ → Q tal que q ∈ Q, s ∈ Σ∗ e σ ∈ Σ,
δ(q, ǫ) = q;
δ(q, sδ) = δ(δ(q, s), σ),
sempre que q′ = δ(q, s) e δ(q′, σ) estiverem definidas.
O gerador AG e´ interpretado como um dispositivo que comec¸a no estado inicial q0 e
executa transic¸o˜es de estado, gerando uma sequ¨eˆncia de eventos, seguindo seu grafo. As
transic¸o˜es ocorrem espontaneamente, de forma ass´ıncrona e instantaˆnea e sua ocorreˆncia e´
sinalizada pelo evento correspondente, α ∈ Σ. Sob controle, a ocorreˆncia de alguns eventos
pode ser evitada. Assim, o conjunto de eventos e´ particionado em eventos controla´veis e na˜o-
controla´veis (Σ = Σc ∪Σuc). Os eventos em Σc podem ser desabilitados enquanto os eventos
de Σuc na˜o sofrem influeˆncia do controle ou seja, sa˜o considerados permanentemente habili-
tados. Sinais de comando para a planta sa˜o modelados como eventos controla´veis e sinais de
resposta da planta sa˜o modelados como eventos na˜o-controla´veis. Em alguns exemplos deste
documento, os eventos sa˜o rotulados com nu´meros inteiros positivos sendo que os nu´meros
ı´mpares representam eventos controla´veis e os pares representam eventos na˜o-controla´veis.
O gerador AG e´ associado a duas linguagens, a linguagem gerada L(AG) := {s ∈ Σ
∗
| δ(q0, s) e´ definida} e a linguagem marcada Lm(AG) = {s ∈ Σ
∗| δ(q0, s) ∈ Qm}. A linguagem
marcada e´ um subconjunto da linguagem gerada composto das cadeias que terminam em
estados marcados. O autoˆmato e´ um caso particular do gerador, onde a func¸a˜o de transic¸a˜o
e´ completa.
A linguagem gerada por uma planta G e´ o conjunto de cadeias que podem ser geradas pela
planta. A linguagem marcada e´ interpretada como o conjunto de cadeias que representam
tarefas completas para a planta. A linguagem da planta, L(G), e´ prefixo-fechada (propriedade
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de linguagens definida na subsec¸a˜o 2.1.3), pois, para que o sistema produza uma cadeia, pode-
se afirmar que ele produziu todos os seus prefixos anteriormente.
Neste trabalho, apenas geradores sa˜o usados. No entanto, na˜o se faz essa distinc¸a˜o e
refere-se a eles como autoˆmatos.
2.1.3 Operac¸o˜es sobre linguagens e geradores
O prefixo fechamento de uma linguagem L e´ a linguagem
L = {u | ∃v ∈ Σ∗ tal que uv ∈ L},
que consiste no conjunto de prefixos das cadeias de L. Uma linguagem e´ dita fechada (ou
prefixo-fechada) se L = L.
A projec¸a˜o natural Pi(L) e´ uma operac¸a˜o realizada sobre linguagens definida a partir de
dois conjuntos de eventos, Σ e Σi, com Σi ⊆ Σ que apaga os eventos de (Σ−Σi) das cadeias
de L. A projec¸a˜o inversa P−1i (L) completa o alfabeto de L com os eventos de (Σ − Σi),
colocando-os em auto-lac¸os.
O produto s´ıncrono (ou composic¸a˜o s´ıncrona) de linguagens Li ⊆ Σ
∗
i , com i = {1, · · · , n},
e´ definido como:
n
||
i=1
Li =
n
∩
i=1
P−1i (Li) ⊆ Σ
∗,
onde Σ =
n
∪
i=1
Σi
O produto s´ıncrono e´ uma operac¸a˜o comutativa e associativa. Assim, o produto de
mu´ltiplos autoˆmatos pode ser obtido pelo produto s´ıncrono de autoˆmatos dois a dois.
No contexto da TCS, a composic¸a˜o s´ıncrona de geradores Gi = (Qi,Σi, δi, q0i, Qmi), com
i = {1, · · · , n} e´ obtida fazendo-se a evoluc¸a˜o em paralelo dos n geradores. Um evento
compartilhado por mais de um gerador so´ e´ executado quando estiver habilitado em todos os
geradores que o conteˆm.
A composic¸a˜o de plantas modeladas por Gi gera uma planta global G definida sobre o
alfabeto Σ =
n
∪
i=1
Σi. Os comportamentos gerado e marcado por G sa˜o dados, respectivamente,
por:
L(G) =
n∥∥
i=1
L(Gi)
Lm(G) =
n∥∥
i=1
Lm(Gi).
No pior caso, alfabetos Σi ass´ıncronos, o nu´mero de estados de G cresce exponencialmente
com o valor de n.
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O SED e´ dito acess´ıvel se todos os seus estados forem acess´ıveis. Um estado q ∈ Q e´ dito
acess´ıvel se existe s ∈ Σ∗ tal que δ(q0, s) = q, ou seja, se existir pelo menos uma cadeia que,
a partir do estado inicial, leve ao estado q.
O bloqueio de um SED esta´ associado a` impossibilidade de completar uma tarefa (atingir
uma cadeia marcada) a partir de um dado estado. Quando isto acontece, nem todos os
estados acess´ıveis do SED sa˜o co-acess´ıveis e o sistema e´ dito bloqueante. Um estado q ∈ Q
de um gerador e´ dito co-acess´ıvel se existe s ∈ Σ∗ tal que δ(q, s) ∈ Qm ou seja, se existe
uma cadeia a partir de q ∈ Q que leve o gerador a um estado marcado q ∈ Qm. Um SED e´
co-acess´ıvel se todos os seus estados sa˜o co-acess´ıveis.
Um SED e´ dito aparado se for acess´ıvel e co-acess´ıvel.
2.2 Controle Superviso´rio de SEDs
Seja G = (Q,Σ, δ, qo, Qm) um SED (na˜o-vazio) controlado, onde Σ = Σc ∪ Σuc. Um
subconjunto particular de eventos a serem habilitados pode ser selecionado pela especificac¸a˜o
de um conjunto de eventos controla´veis. E´ conveniente adicionar a esse conjunto todos os
eventos na˜o-controla´veis, ja´ que esses esta˜o automaticamente habilitados na planta. Cada um
desses subconjuntos de eventos e´ chamado de padra˜o de controle. Em seguida, introduz-se o
conjunto de todos os padro˜es de controle:
Γ = {γ ∈ 2Σ|γ ⊇ Σuc}.
Um controle superviso´rio para G e´ qualquer mapa V : L(G)→ Γ, ou seja, qualquer mapa
que associa cadeias da planta a` elementos de Γ. O par (G,V ) pode ser escrito como V/G para
denotar: G sob supervisa˜o de V . O comportamento em malha fechada de V/G e´ definido
como a linguagem L(V/G) ⊆ L(G) tal que:
i. ǫ ∈ L(G);
ii. Se s ∈ L(V/G), σ ∈ V (s) e sσ ∈ L(G) enta˜o sσ ∈ L(V/G);
iii. Nenhuma outra cadeia pertence a L(V/G).
O conjunto {ǫ} ⊆ L(V/G) ⊆ L(G) e, portanto, L(V/G) e´ na˜o-vazia. O comportamento
marcado de V/G e´ Lm(V/G) = L(V/G) ∩ Lm(G). Portanto, o comportamento marcado de
V/G consiste das cadeias marcadas (de Lm(G)) que sobrevivem a` supervisa˜o de V . Neste
trabalho, a entidade ”supervisor”e´ representada por S.
Pode-se dizer que uma dada linguagem K ⊆ Σ∗ e´ controla´vel em relac¸a˜o a (e.r.a) L(G)
se:
KΣuc ∩ L(G) ⊆ K
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Esta propriedade garante que o supervisor que implementa a linguagem K na˜o vai tentar
desabilitar eventos na˜o-controla´veis na planta. A classe de linguagens controla´veis contidas
numa linguagem E e´ denotada por C(E,L(G)) = {K|K ⊆ E e K e´ controla´vel e.r.a L(G)}.
Este conjunto e´ fechado para unia˜o, o que implica que ele tem um elemento supremo, chamado
de Sup C(E,L(G)), que e´ a ma´xima sublinguagem controla´vel contida em K.
Uma linguagem e´ Lm-fechada se K = K ∩ Lm(G). Isto significa que todos os prefixos de
K que forem cadeias de Lm(G) tambe´m sa˜o cadeias de K.
2.2.1 Controle Monol´ıtico
O controle superviso´rio visa controlar a planta (geradora de uma linguagem). Nesta
abordagem isto significa que ao adicionar uma estrutura de controle e´ poss´ıvel variar a lin-
guagem gerada pelo sistema controlado dentro de certos limites [Wonham, 2004]. O objetivo
de controle deve ser representado atrave´s de uma linguagem chamada especificac¸a˜o. A partir
desta especificac¸a˜o e´ obtida a linguagem desejada para o sistema em malha fechada. Dada a
linguagem desejada para o sistema, pode ser obtido um supervisor cuja func¸a˜o e´ desabilitar
eventos controla´veis da planta.
Seja um sistema composto de subplantas Gi, com i = {1, · · · , n}. Pela abordagem
monol´ıtica, a planta G a ser controlada deve ser u´nica, e pode ser obtida pela composic¸a˜o das
subplantas Gi. Essa planta deve ser restringida pelas especificac¸o˜es Ej , com j = {1, · · · ,m}.
De forma ana´loga, a especificac¸a˜o E deve ser u´nica, e pode ser obtida pela composic¸a˜o das
especificac¸o˜es Ej dadas.
O procedimento para projetar um supervisor (controlador) atrave´s da abordagemmonol´ıtica
e´ resumido a seguir.
1. Obtenc¸a˜o da planta global G pela composic¸a˜o de Gi, para i = {1, · · · , n}.
2. Obtenc¸a˜o da especificac¸a˜o monol´ıtica E pela composic¸a˜o das especificac¸o˜es Ej, com
j = {1, · · · ,m}.
3. Obtenc¸a˜o da linguagem desejada K para o sistema em malha fechada pela composic¸a˜o
de E e Lm(G), (K = E||Lm(G)) e obtenc¸a˜o da componente aparada.
4. Obtenc¸a˜o do supervisor S, cuja linguagem L(S) e´ a ma´xima sublinguagem controla´vel
contida em K.
Uma fase do procedimento que na˜o foi enumerada acima e´ a modelagem das subplantas e
especificac¸o˜es. Esta fase e´ imprescind´ıvel para o sucesso do projeto. Entretanto, considera-se
o procedimento de modelagem dos subsistemas componentes e especificac¸o˜es como ja´ re-
solvido.
Dada uma linguagem K ⊆ Lm(G), na˜o vazia, representando a linguagem desejada para
o sistema G, existe um supervisor pro´prio S que implementa K se e somente se:
2. Controle Superviso´rio de Sistemas a Eventos Discretos 14
- K e´ Lm-fechada;
- K e´ controla´vel.
No caso de K na˜o satisfazer as condic¸o˜es necessa´rias para a s´ıntese monol´ıtica, e´ poss´ıvel
projetar um supervisor pro´prio S que implemente a ma´xima sublinguagem controla´vel contida
em K. Neste caso, S = Sup C(K,L(G)).
No contexto desse trabalho, S podera´ tambe´m aparecer representando o autoˆmato que im-
plementa a linguagem Sup C(K,G). Quando se fizer necessa´rio, a distinc¸a˜o entre o autoˆmato
e a linguagem implementada pelo autoˆmato sera´ feita. O mesmo se aplica a`s linguagens K e
E que podera˜o aparecer nomeando os autoˆmatos que implementaiiim suas linguagens.
O exemplo abaixo ilustra a metodologia da s´ıntese monol´ıtica.
Exemplo 2.2.1. Sejam os subsistemas G1, G2, G3 e G4 cujos eventos sa˜o todos controla´veis
e os autoˆmatos E1, E2 e E3 representando as especificac¸o˜es, apresentados na Figura 2.1.
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Figura 2.1: Exemplo 2.2.1: (a)-(d) Subplantas (e)-(g) Especificac¸o˜es
A planta global e´ obtida pela composic¸a˜o s´ıncrona das subplantas Gi, G = G1||G2||G3|| G4.
A especificac¸a˜o global e´ obtida pela composic¸a˜o s´ıncrona das especificac¸o˜es E = E1||E2||E3 e
e´ apresentada na Figura 2.2(a). A linguagem desejada para o sistema e´ obtida fazendo K =
E||Lm(G). Como todos os eventos sa˜o controla´veis, tem-se que K e´ controla´vel. Portanto,
a linguagem da planta global sobre ac¸a˜o do supervisor monol´ıtico e´ apresentada na Figura
2.2(b).
Caso K na˜o fosse controla´vel, um supervisor seria calculado como sendo a ma´xima sub-
linguagem controla´vel contida em K, S = Sup C(K,L(G)). O algoritmo para ca´lculo da
ma´xima linguagem controla´vel e´ polinomial no produto do nu´mero de estados da planta e es-
pecificac¸a˜o [Wonham e Ramadge, 1987]. Este procedimento na˜o e´ discutido nesta tese, mas
detalhes podem ser encontrados em [Cury, 2001].
2.2.2 Controle Modular Cla´ssico
O controle modular, proposto por Wonham e Ramadge [1988] e´ uma extensa˜o do controle
monol´ıtico que visa facilitar a s´ıntese de supervisores e aumentar a flexibilidade. Enquanto
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Figura 2.2: Exemplo 2.2.1: (a) Especificac¸a˜o global E = E1||E2||E3; (b) Supervisor
monol´ıtico S e sua linguagem S = K
no Controle Monol´ıtico projeta-se apenas um supervisor que deve restringir o comportamento
da planta de forma que o sistema em malha fechada obedec¸a a um conjunto de restric¸o˜es, no
Controle Modular Cla´ssico a tarefa de fazer com que o sistema em malha fechada obedec¸a ao
conjunto de restric¸o˜es e´ dividida em subtarefas que sa˜o realizadas por diferentes supervisores.
O grande interesse da comunidade de sistemas a eventos discretos na modelagem de
sistemas de forma modular se justifica na constatac¸a˜o de que algumas plantas sa˜o muito
complicadas para serem modeladas como um sistema a eventos discretos monol´ıtico, mas que
podem ser facilmente modeladas como conjuntos de subsistemas que interagem entre si. A
manipulac¸a˜o de plantas como agentes separados evita o problema de explosa˜o de estados
na modelagem. Quando sistemas de estados finitos sa˜o compostos, o tamanho do espac¸o de
estados e´ exponencial no nu´mero de componentes a serem compostos, no pior caso. Da mesma
forma, pode ser que haja diversas especificac¸o˜es e pode ser vantajoso tratar as especificac¸o˜es
de forma modular.
A combinac¸a˜o da ac¸a˜o dos supervisores soluciona o problema original. A ac¸a˜o conjunta dos
supervisores desabilita eventos que forem desabilitados por pelo menos um supervisor. Esta
construc¸a˜o e´ chamada de s´ıntese modular. A s´ıntese modular propicia uma maior flexibilidade
sendo mais fa´cil atualizar, modificar e corrigir supervisores que na s´ıntese monol´ıtica, ja´ que e´
necessa´rio apenas modificar a especificac¸a˜o correspondente e recalcular o supervisor relativo
a`quela especificac¸a˜o. Por outro lado, a ac¸a˜o dos diferentes supervisores, que teˆm apenas uma
visa˜o local do sistema, pode ser conflitante.
Muitas vezes a soluc¸a˜o modular e´ degradada em relac¸a˜o a` soluc¸a˜o monol´ıtica. Isto ocorre
porque cada supervisor tem sua ac¸a˜o de controle baseada no funcionamento parcial da planta
(um supervisor na˜o tem informac¸a˜o a respeito da ac¸a˜o de controle aplicada pelos outros
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supervisores). Esta falta de informac¸a˜o pode causar um conflito entre os supervisores, quando
os supervisores em conjunto desabilitam todos os eventos que tornam poss´ıvel alcanc¸ar estados
marcados a partir de um determinado estado do sistema. Neste caso o sistema global bloqueia
e os supervisores sa˜o ditos conflitantes. Se na˜o ha´ conflito entre os supervisores, tem-se que a
ac¸a˜o dos supervisores modulares e´ igual a` ac¸a˜o de um supervisor monol´ıtico projetado para
o sistema. Para garantir que a ac¸a˜o conjunta de todos supervisores seja igual a` ac¸a˜o de um
supervisor monol´ıtico deve-se aplicar o teste de na˜o-conflito ou teste da modularidade.
O teste da modularidade consiste em testar se todo prefixo de uma cadeia marcada nos
supervisores e´ tambe´m prefixo de pelo menos uma cadeia da intersec¸a˜o das linguagens dos
supervisores, ou seja, testar se:
m
∩
j=1
Sj =
m
∩
j=1
Sj
Portanto, seja um sistema modelado por n subplantas Gi, com i = {1, · · · , n} que deve
ser restringido pelas especificac¸o˜es Ej , com j = {1, · · · ,m}. O procedimento para projetar
os supervisores atrave´s da abordagem modular e´ resumido a seguir.
1. Obtenc¸a˜o da planta global G pela composic¸a˜o de Gi, ∀i.
2. Obtenc¸a˜o das linguagens desejadas Kj, Kj = Ej ||L(G) e obtenc¸a˜o das componentes
aparadas ∀j.
3. Obtenc¸a˜o dos supervisores que implementam as ma´ximas linguagens controla´veis con-
tidas em Kj , Sj = Sup C(Kj ,L(G)), ∀j.
4. Teste da modularidade entre os supervisores obtidos.
Os supervisores sa˜o obtidos como no controle monol´ıtico, ou seja, para cada linguagem-alvo
Kj, obte´m-se Sj = Sup C(Kj ,L(G)), j = {1, · · · ,m}.
Um exemplo em que os supervisores obtidos pela s´ıntese modular sa˜o conflitantes e´ apre-
sentado a seguir.
Exemplo 2.2.2. O mesmo exemplo apresentado na sec¸a˜o anterior e´ agora resolvido usando
a abordagem modular. Sejam os subsistemas G1, G2, G3 e G4, cujos eventos sa˜o todos
controla´veis, e os autoˆmatos E1, E2 e E3 que representam as especificac¸o˜es, apresentados na
Figura 2.1.
Nesta abordagem um supervisor e´ obtido para cada especificac¸a˜o. As linguagens desejadas
para a planta sa˜o obtidas fazendo K1 = E1||Lm(G), K2 = E2||Lm(G) e K3 = E3||Lm(G). K1,
K2 e K3 sa˜o controla´veis e.r.a G e os supervisores S1, S2 e S3 implementam as linguagens
desejadas para G. Para saber se a s´ıntese modular e´ na˜o-conflitante e o´tima, ou seja, tem o
mesmo desempenho do supervisor monol´ıtico, deve-se aplicar o teste da modularidade.
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Figura 2.3: Teste da modularidade: (a) S1 ∩ S2 ∩ S3 (b) S1 ∩S2 ∩ S3;
O teste da modularidade consiste em obter as linguagens S1 ∩ S2 ∩ S3 (Figura 2.3(a)) e
S1 ∩ S2 ∩ S3 (Figura 2.3(b)) e verificar sua igualdade. Se essa igualdade na˜o for verificada,
conclui-se que a ac¸a˜o conjunta dos supervisores e´ conflitante.
Pode-se observar que os geradores representados nas Figuras 2.3(a) e 2.3(b) na˜o sa˜o
isomorfos. O estado 19 do gerador da Figura 2.3(b), alcanc¸ado pela execuc¸a˜o das cadeias 1 9
e/ou 9 1, na˜o aparece no gerador da Figura 2.3(a)), o que implica que os supervisores na˜o
sa˜o modulares.
Segundo Gohari e Wonham [2000], a complexidade computacional envolvida na soluc¸a˜o do
problema do controle superviso´rio pela abordagem monol´ıtica na˜o e´ reduzida pela utilizac¸a˜o
da abordagem modular. Ou seja, o problema da explosa˜o de estados e´ inevita´vel, em geral.
Esforc¸os para reduzir a complexidade computacional do PCS1 devem ser feitos no sentido de
identificar casos especiais. Para esses casos, pode ser poss´ıvel obter algoritmos eficientes.
2.3 Extenso˜es do Controle Superviso´rio de Sistemas a Eventos
Discretos
Diversas extenso˜es do Controle Superviso´rio de Sistemas a Eventos veˆm sendo propostas
na literatura. Pode-se considerar que o PCS se divide em dois grandes grupos: (i) controle
superviso´rio com observac¸a˜o total e (ii) controle superviso´rio com observac¸a˜o parcial. No
controle superviso´rio com observac¸a˜o parcial considera-se o problema em que nem todos os
1Problema do Controle Superviso´rio
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eventos gerados pela planta podem ser observados pelo supervisor, ou seja, o supervisor deve
tomar suas deciso˜es de controle baseado em uma visa˜o incompleta de sua planta.
Uma outra caracter´ıstica que pode ser considerada para classificar os problemas e´ quanto
a` arquitetura, ou seja, quanto a` forma em que o problema de controle e´ dividido no procedi-
mento de obtenc¸a˜o da soluc¸a˜o. Duas arquiteturas principais sa˜o reconhecidas: a arquitetura
vertical e a arquitetura horizontal. Na arquitetura vertical, o problema de controle e´ dividido
em n´ıveis, onde apenas um determinado n´ıvel e´ envolvido na s´ıntese de um supervisor para
aquele n´ıvel. Na arquitetura horizontal, o problema de controle e´ dividido em subproblemas,
onde cada supervisor e´ responsa´vel pela soluc¸a˜o de um subproblema.
A abordagem hiera´rquica pode ser classificada como sendo de arquitetura vertical. Esta
abordagem trata de dividir o problema em dois n´ıveis hiera´rquicos distintos e foi desenvolvida
para lidar com sistemas em que ha´ observac¸a˜o total dos eventos, no n´ıvel mais baixo da
hierarquia. Va´rias extenso˜es do controle hiera´rquico veˆm sendo desenvolvidas e sa˜o citadas
na Sec¸a˜o 3.1.
No caso da arquitetura horizontal, ha´ abordagens que lidam com o problema de observac¸a˜o
parcial e outras que lidam com observac¸a˜o total de eventos. A planta pode ser tratada como
sendo u´nica e com observac¸a˜o total, como no controle modular cla´ssico (apresentado na
Sec¸a˜o 2.2.2), composta de subplantas e com observac¸a˜o total, como no controle modular
local (apresentado na Sec¸a˜o 4.2), ou composta de subplantas e com observac¸a˜o parcial como
no controle descentralizado (apresentado na Sec¸a˜o 3.2). Nesta arquitetura, a propriedade
do sistema global controlado ser na˜o-bloqueante deve ser garantida. Mais recentemente, a
nomenclatura “descentralizado” vem sendo utilizada para denotar tanto problemas em que
os sistemas sa˜o concorrentes ou modulares (com observac¸a˜o completa) quanto problemas em
que se tem observac¸a˜o parcial dos eventos [Wonham, 2006], [Wonham, 2005].
No presente trabalho mante´m-se a nomenclatura anteriormente utilizada. Nela, distingue-
se controle descentralizado do controle modular da forma descrita a seguir:
- no controle descentralizado cada supervisor pode ter acesso a apenas parte da in-
formac¸a˜o e desabilitar apenas parte dos eventos controla´veis, e no controle modular
na˜o ha´ restric¸a˜o de informac¸a˜o;
- no controle descentralizado, a descentralizac¸a˜o e´ uma “exigeˆncia” do sistema e no con-
trole modular a estrutura descentralizada e´ uma consequeˆncia do procedimento de mo-
delagem.
2.4 S´ıntese
Neste cap´ıtulo foi apresentada uma breve revisa˜o da teoria de linguagens controla´veis,
necessa´ria para o entendimento do restante do documento. Apresentou-se tambe´m o Controle
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Superviso´rio Monol´ıtico e Modular Cla´ssico. Foram apresentados pequenos exemplos para
ilustrar a metodologia de s´ıntese de supervisores pelas diversas abordagens. Ale´m destas,
uma breve discussa˜o a respeito das principais extenso˜es do controle superviso´rio de sistemas
a eventos discretos foi apresentada.
O controle hiera´rquico e descentralizado, assim como algumas outras extenso˜es sa˜o a-
presentadas no Cap´ıtulo 3. Considerando que a classe de sistemas que pode se beneficiar
diretamente dos resultados apresentados nesta tese e´ a classe dos sistemas compostos de mais
de uma subplanta, com observac¸a˜o total de eventos, os trabalhos que lidam com esta classe
de sistemas sa˜o reunidos no Cap´ıtulo 4.
Cap´ıtulo 3
Controle Hiera´rquico, Controle
Descentralizado e Outras Extenso˜es
O presente cap´ıtulo apresenta uma revisa˜o das principais extenso˜es, excetuando-se as ex-
tenso˜es para controle de sistemas concorrentes, apresentadas no Cap´ıtulo 4. Os principais
resultados do controle hiera´rquico e controle descentralizado sa˜o apresentados. Na Sec¸a˜o 3.3
apresenta-se um conjunto de trabalhos que faz uso de estruturas eficientes de representac¸a˜o
e/ou arquiteturas que explorem aspectos estruturais do sistema visando reduzir a complex-
idade associada a` soluc¸a˜o do problema de controle. Ale´m destas, algumas outras extenso˜es
do Controle Superviso´rio sa˜o apresentadas na Sec¸a˜o 3.4. Na Sec¸a˜o 3.5 e´ realizada uma breve
discussa˜o.
3.1 Controle Hiera´rquico
Por controle hiera´rquico entende-se a subdivisa˜o de um problema de controle complexo
em problemas associados a n´ıveis de abstrac¸a˜o diferentes (gereˆncia e operacional), onde o
n´ıvel de abstrac¸a˜o cresce, quanto mais se sobe na hierarquia. Apesar desta arquitetura ser
usualmente justificada pela reduc¸a˜o da complexidade, isto nem sempre se verifica pois a
obtenc¸a˜o da abstrac¸a˜o do modelo operacional para um modelo do gerente pode ser complexa.
Zhong e Wonham [1990] introduzem o controle hiera´rquico na abordagem R&W. Trata-se
de uma hierarquia de dois n´ıveis, consistindo de uma planta e um controlador no baixo n´ıvel
e uma planta e um controlador no alto n´ıvel, como apresentado na Figura 3.1.
A estrutura pode ser apresentada como uma meta´fora de uma fa´brica onde o alto n´ıvel
estaria associado ao gerente e o baixo n´ıvel ao operador. Os comportamentos dos sistemas
sa˜o descritos por linguagens prefixo-fechadas e existe uma estrutura de controle, segundo a
abordagem R&W, nos dois n´ıveis. Gop representa a planta real a ser controlada por Cop e
Gge e´ um modelo simplificado de Gop. Cge e´ o supervisor projetado para Gge, utilizando
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Figura 3.1: Arquitetura Hiera´rquica
informac¸a˜o do canal Inf g. A malha fechada para o gerente e´ representada por Cge/Gge. O
controle que o supervisor no n´ıvel gerencial exerce e´ virtual isto e´, na˜o existe o canal de
comando Con g, representado pela linha tracejada. O controle e´ exercido pelo supervisor do
operador Cop utilizando os canais de controle Con o, de informac¸a˜o Inf o e comando Com go. A
func¸a˜o do canal de comando Com go e´ traduzir as diretivas do gerente em vigor no momento,
em sequeˆncias de controle para o operador. Existe ainda o canal de informac¸a˜o Infog que
envia informac¸o˜es da evoluc¸a˜o da planta de baixo n´ıvel para a planta de alto n´ıvel e e´ chamado
de mapa-repo´rter.
A principal propriedade de uma estrutura hiera´rquica e´ que o modelo de controle dispon´ıvel
em qualquer n´ıvel da hierarquia possa ser utilizado com a garantia de que o n´ıvel imediata-
mente inferior vai responder como desejado ou esperado. Esta propriedade e´ denominada
consisteˆncia hiera´rquica.
O problema do controle hiera´rquico consiste na determinac¸a˜o do modelo do gerente com
refinamento suficiente para garantir a consisteˆncia hiera´rquica, ou seja, que o controle exercido
pelo operador fac¸a com que a malha fechada do operadorCop/Gop, ao ser reportada ao gerente,
Infog(Cop/Gop), seja equivalente a` malha fechada virtual Cge/Gge. Isto e´ feito pelo ca´lculo
do canal de informac¸a˜o Inf og.
O canal de informac¸a˜o (ou mapa-repo´rter) tem a func¸a˜o de, com base em uma sequeˆncia
de eventos gerada pela planta de baixo n´ıvel, gerar uma sequeˆncia de eventos de alto n´ıvel.
A cada novo evento gerado pelo observador, o mapa repo´rter pode silenciar ou informar ao
gerente a ocorreˆncia de um novo evento do alfabeto do gerente. O canal de informac¸a˜o Inf og
pode ser modelado como θ : L(Gop)→ T
∗, onde T e´ o alfabeto do gerente na˜o necessariamente
contido e possivelmente diferente do alfabeto do operador, com as seguintes propriedades:
θ(ǫ) = ǫ
θ(sσ) =
{
θ(s) ou
θ(s)τ para algum τ ∈ T
O comportamento do operador em conjunto com o canal de informac¸a˜o e´ modelado por um
autoˆmato de Moore. O modelo do gerente e´ obtido como imagem da linguagem do operador
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atrave´s do canal de informac¸a˜o e a estrutura de controle de Gge deve ter consisteˆncia de
controle.
A consisteˆncia de controle garante que a estrutura de controle no n´ıvel gerencial tenha
uma estrutura natural de controle. Ou seja, um par (Gop, θ) tem consisteˆncia de controle se
o alfabeto T do gerente puder ser particionado em um subconjunto de eventos controla´veis e
outro de eventos na˜o-controla´veis.
Caso a consisteˆncia de controle na˜o seja verificada, Zhong e Wonham [1990] propo˜em um
refinamento de Gop para obter uma estrutura com consisteˆncia de controle no n´ıvel gerencial.
Este refinamento e´ feito pela modificac¸a˜o da estrutura de transic¸a˜o de Gop e do alfabeto do
gerente (T ), estendendo-o de forma a ser poss´ıvel particiona´-lo em um subconjunto de eventos
controla´veis e outro de eventos na˜o-controla´veis. Para isto, usa-se a a´rvore de alcanc¸abilidade
de L(Gop) [Zhong e Wonham, 1990]. O refinamento e´ feito em Gop de forma que a consisteˆncia
de controle no n´ıvel gerencial seja verificada. Ou seja, se um evento de T for na˜o-controla´vel,
todos os seus trechos silenciosos (que na˜o geram eventos no n´ıvel do gerente) sera˜o tambe´m
na˜o-controla´veis. Equivalentemente, se um evento de T for controla´vel, todos os seus trechos
silenciosos tambe´m sera˜o controla´veis. A partir da a´rvore de alcanc¸abilidade e de um mapa
repo´rter estendido, o novo Gge, com consisteˆncia de controle, e´ obtido.
O modelo, da forma como foi proposto, considera apenas o comportamento gerado dos
sistemas. Wong e Wonham [1996] apresentam uma generalizac¸a˜o do trabalho de Zhong e
Wonham [1990] que considera a marcac¸a˜o do sistema. Este trabalho introduz o conceito
de consisteˆncia hiera´rquica forte. A consisteˆncia hiera´rquica forte garante que todas as lin-
guagens controla´veis para o operador sa˜o mapeadas em linguagens controla´veis no n´ıvel do
gerente e todas as linguagens controla´veis no n´ıvel do gerente sa˜o imagens de linguagens con-
trola´veis para o operador. As condic¸o˜es para que se possa garantir consisteˆncia hiera´rquica
forte sa˜o:
- consisteˆncia de controle estrita;
- consisteˆncia de marcac¸a˜o;
- mapa repo´rter observador.
Schmidt [2005] apresenta uma abordagem hiera´rquica onde o n´ıvel hierarquicamente su-
perior e´ obtido pela projec¸a˜o natural do autoˆmato do baixo n´ıvel. Em seguida, verifica-se a
propriedade chamada pelo autor de “aceitac¸a˜o de cadeia marcada”1 e a condic¸a˜o de ser local-
mente na˜o-bloqueante. Essas duas propriedades correspondem a` propriedade do observador
[Wong e Wonham, 1996], posteriormente discutida e utilizada nesta tese. Pode-se perceber
que o autor utiliza projec¸a˜o natural ao inve´s da ide´ia do mapa-repo´rter na construc¸a˜o do
autoˆmato do alto n´ıvel. Schmidt [2005] apresenta as condic¸o˜es sob as quais o supervisor
correspondente do baixo n´ıvel e´ na˜o-bloqueante. Esta abordagem e´ enta˜o estendida para o
caso de sistemas compostos em Schmidt e Moor [2006],
1do ingleˆs marked string acceptance
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Outras extenso˜es foram propostas para o modelo hiera´rquico. Cunha e Cury [2007]
propo˜em um me´todo construtivo para controle hiera´rquico de SEDs, baseado nos SEDs com
marcac¸a˜o flex´ıvel, uma nova classe de SEDs dotados de controle, onde garante-se a con-
sisteˆncia hiera´rquica (propriamente dita e a forte) por construc¸a˜o. O SED com marcac¸a˜o
flex´ıvel foi originalmente apresentado em [Cury et al., 2001]. Cury et al. [2004] apresentam
uma abordagem baseada em agregac¸a˜o de estados em que o modelo para o alto n´ıvel e´ baseado
nos SEDs com marcac¸a˜o flex´ıvel, de forma que o modelo hiera´rquico precise de refinamento
mı´nimo para alcanc¸ar a propriedade de consisteˆncia hiera´rquica forte.
3.2 Controle Descentralizado
O controle descentralizado de SEDs [Lin e Wonham, 1991] surgiu pela necessidade de
tratar de sistemas de forma descentralizada. Esta necessidade pode ser causada tanto pela
natureza f´ısica descentralizada do sistema e dos equipamentos como tambe´m pela necessi-
dade de se tratar o problema em que ha´ restric¸a˜o de informac¸a˜o. No caso da restric¸a˜o de
informac¸a˜o, podem ocorrer dois tipos de problemas: aquele em que realmente existem eventos
que na˜o podem ser observados pelo sistema de controle e aquele em que todos os eventos sa˜o
observa´veis, mas existe restric¸a˜o de informac¸a˜o para os supervisores (por exemplo, supervi-
sores que so´ podem observar e atuar em subconjuntos de eventos do sistema).
Em muitas aplicac¸o˜es, o controle descentralizado e´ mais adequado que o controle central-
izado. Por exemplo, no caso em que a tarefa de controle pode ser facilmente dividida em
sub-tarefas para as quais e´ fa´cil obter supervisores locais [Lin e Wonham, 1991]. A ac¸a˜o de
controle e´ exercida por mais de um supervisor, sendo que cada um observa um determinado
subconjunto de eventos (Σo). Ou seja, o controle e´ feito sob a condic¸a˜o de observac¸a˜o parcial
de eventos. E´ poss´ıvel estabelecer que um conjunto de eventos seja observa´vel por um su-
pervisor e na˜o-observa´vel pelo outro, bem como um subconjunto de eventos seja controla´vel
para um supervisor e na˜o seja controla´vel para o outro.
Com a impossibilidade do supervisor observar todos os eventos, introduz-se, na mode-
lagem, uma ma´scara de observac¸a˜o que filtra os eventos para o supervisor. A condic¸a˜o de
co-observabilidade, definida adiante, e´ necessa´ria para garantir a existeˆncia dos supervisores.
Uma cadeia e´ chamada de amb´ıgua se pode ser obtida atrave´s da projec¸a˜o de cadeias
diferentes. Sejam os alfabetos Σ = {α, β, γ} e Σa = {α, β} e as cadeias αβγαβ e γαβαβ.
As projec¸o˜es PΣa(αβγαβ) e PΣa(γαβαβ) sa˜o iguais a αβαβ. A cadeia αβαβ e´ uma cadeia
amb´ıgua.
Sejam s e s′ pertencentes a uma linguagem K e o evento σ ∈ Σ. De acordo com Rudie e
Wonham [1992], uma linguagem K e´ co-observa´vel se:
- depois da ocorreˆncia de uma cadeia amb´ıgua s em K, a decisa˜o de habilitar ou desa-
bilitar σ e´ forc¸ada pela ac¸a˜o que um supervisor, que possa controlar σ, possa ter sobre
outras cadeias que se parec¸am com s (tenham mesma projec¸a˜o que s);
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- a decisa˜o de marcar ou na˜o uma cadeia s (potencialmente amb´ıgua) e´ determinada por
pelo menos um dos supervisores.
Em palavras, a propriedade de co-observabilidade garante que, em qualquer tempo, pelo
menos um supervisor tem informac¸a˜o suficiente do comportamento da planta para tomar a
decisa˜o de controle correta.
Rudie e Wonham [1992] dividem o problema do controle descentralizado em duas classes,
aqueles em que se tem especificac¸o˜es locais (sobre um subconjunto dos eventos da planta)
[Lin e Wonham, 1988], [Lin e Wonham, 1990], [Rudie e Wonham, 1992] e aqueles em que se
tem uma especificac¸a˜o global (sobre o conjunto completo de eventos da planta) [Jiang et al.,
2001], [Rudie e Wonham, 1992].
Inicialmente, a teoria do controle descentralizado tratou da classe de problemas em que
se tem especificac¸o˜es locais.
O trabalho de Lin e Wonham [1988] apresenta a descentralizac¸a˜o como sendo mais natural
quando o objetivo de controle pode ser dividido em subtarefas. Para as subtarefas, pode-
se obter supervisores locais que atuam sobre um subconjunto de eventos controla´veis. A
coordenac¸a˜o entre os supervisores locais e´ feita pelo uso de um supervisor coordenador que
atua em um n´ıvel hiera´rquico superior.
Lin e Wonham [1988] apresentam condic¸o˜es, em termos da propriedade de normalidade,
para existeˆncia de soluc¸a˜o para o problema de controle superviso´rio descentralizado com
observac¸a˜o parcial, condic¸o˜es suficientes para existeˆncia do supervisor coordenador e sob que
condic¸o˜es na˜o havera´ perda de desempenho em relac¸a˜o a` soluc¸a˜o centralizada. Este trabalho
deixa um problema importante em aberto: como dividir as tarefas de controle entre os dois
n´ıveis de forma que (i) o desempenho do sistema seja o´timo; (ii) intervenc¸a˜o do alto n´ıvel
seja mı´nima [Lin e Wonham, 1990].
Lin e Wonham [1991] apresentam condic¸o˜es em que o na˜o-bloqueio local dos supervisores
implica na˜o-bloqueio do sistema global.
No caso do problema do controle superviso´rio descentralizado com especificac¸a˜o global,
a especificac¸a˜o na˜o pode ser quebrada em subtarefas a serem implementadas por cada su-
pervisor local. O trabalho de Rudie e Wonham [1992] apresenta condic¸o˜es necessa´rias e
suficientes, em termos da propriedade de co-observabilidade, para a existeˆncia de soluc¸a˜o
atrave´s de controle local para este problema.
A satisfac¸a˜o da especificac¸a˜o global, mesmo quando dada pela conjunc¸a˜o de especificac¸o˜es
locais, na˜o implica a satisfac¸a˜o de cada especificac¸a˜o local. Jiang et al. [2001] estudam o prob-
lema em que as especificac¸o˜es locais devam ser satisfeitas e apresentam condic¸o˜es necessa´rias
e suficientes para existeˆncia de supervisores de forma a garantir que cada especificac¸a˜o local
seja atendida.
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Na abordagem descentralizada convencional, os eventos habilitados globalmente sa˜o os
eventos que esta˜o habilitados por todos os supervisores locais ou seja, que na˜o foram de-
sabilitados por nenhum dos supervisores locais. Yoo e Lafortune [2002b] denominam esta
arquitetura de conjuntiva. Eles apresentam, em [Yoo e Lafortune, 2002b], [Yoo e Lafortune,
2000b] e [Yoo e Lafortune, 2000a], uma forma generalizada da arquitetura descentralizada,
onde as ac¸o˜es de controle de um conjunto de supervisores podem ser obtidas pela unia˜o
(arquitetura conjuntiva) e/ou intersec¸a˜o (arquitetura disjuntiva) de eventos habilitados. Na
nova arquitetura, os supervisores locais “decidem” de antema˜o que alguns eventos controla´veis
sera˜o processados atrave´s da unia˜o e outros sera˜o processados pela intersec¸a˜o.
O fato desta arquitetura requerer particionamento do conjunto de eventos controla´veis
quanto a` forma de processamento reflete-se no enunciado do problema de controle. Ale´m
de buscar um supervisor na˜o-bloqueante que implemente o comportamento desejado, deve-
se derivar condic¸o˜es necessa´rias e suficientes para a existeˆncia da partic¸a˜o de Σc. Tanto o
me´todo de verificac¸a˜o da existeˆncia de supervisores locais como a te´cnica para encontrar a
combinac¸a˜o apropriada das regras (conjuntivas e disjuntivas) podem ser realizados em tempo
polinomial. Algumas variac¸o˜es sobre esta arquitetura sa˜o apresentadas em [Yoo e Lafortune,
2002c], [Yoo e Lafortune, 2004], [Yoo e Lafortune, 2005].
Barrett e Lafortune [1998] apresentam um formalismo para lidar com sistemas descentra-
lizados cujos supervisores se comunicam. Ou seja, os controladores observam eventos gerados
pelo sistema e podem trocar mensagens.
Mais recentemente, Huang et al. [2006] estenderam o paradigma de SEDs decentralizados
para incluir o caso em que a observac¸a˜o e´ baseada no estado. A condic¸a˜o necessa´ria e suficiente
para a soluc¸a˜o do problema e´ ana´loga a` propriedade de co-observabilidade, chamada de co-
observabilidade baseada em estados2. No caso da propriedade de co-observabilidade ser
violada, a troca de informac¸o˜es entre os supervisores (comunicac¸a˜o) pode ajudar a garantir
que, para cada evento a ser desabilitado, pelo menos um supervisor tem informac¸a˜o suficiente
sobre a planta para desabilitar o evento. Desta forma, apenas algumas ocorreˆncias dos eventos
sa˜o comunicadas.
Kumar e Takai [2005] apresentam uma abordagem para tomada de decisa˜o em que se
classifica cada cadeia amb´ıgua com uma gradac¸a˜o. O n´ıvel de ambigu¨idade de uma decisa˜o
de controle local e´ computada a partir de sua auto-ambigu¨idade e tambe´m das ambigu¨idades
das outras deciso˜es locais. Esta gradac¸a˜o e´ utilizada no processo de tomada de decisa˜o ou
seja, baseado no n´ıvel de ambigu¨idade decide-se qual a decisa˜o a ser tomada (infereˆncia).
A decisa˜o com um n´ıvel de ambigu¨idade mais baixo e´ a decisa˜o escolhida nesta abordagem.
Segundo os autores, um indicador de que esta e´ a forma mais natural de abordar o problema
da tomada de decisa˜o e´ que na˜o ha´ a necessidade de impor partic¸o˜es dos eventos controla´veis
em conjuntos permissivo e na˜o-permissivo e a abordagem tambe´m na˜o requer a computac¸a˜o
global baseada em regras conjuntivas ou disjuntivas como outros trabalhos na a´rea [Kumar e
2do ingleˆs state-based coobservability
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Takai, 2005]. Como desvantagem dessa abordagem, cita-se que o uso de infereˆncia no contexto
do controle descentralizado introduz um custo computacional na soluc¸a˜o do problema.
Su e Thistle [2006] apresentam uma abordagem para s´ıntese de supervisores distribu´ıdos
usando abstrac¸o˜es locais obtidas usando o conceito de bissimulac¸a˜o fraca. A bissimulac¸a˜o
fraca, diferentemente da projec¸a˜o natural, preserva a co-alcanc¸abilidade do autoˆmato, o que
torna essa relac¸a˜o de equivaleˆncia mais interessante, segundo Su e Thistle [2006]. Abstrac¸o˜es
do sistema local sa˜o obtidas, relacionadas a` cada subsistema local. Os supervisores sa˜o
enta˜o obtidos baseados nas composic¸o˜es dos componentes locais com cada abstrac¸a˜o global
(chamada de modelo centralizado abstra´ıdo). A comunicac¸a˜o da ocorreˆncia de alguns eventos
e´ permitida nessa abordagem. Os autores apresentam treˆs procedimentos, para: (i) obtenc¸a˜o
das abstrac¸o˜es eficientemente; (ii) definic¸a˜o do subconjunto de eventos comunica´veis (eventos
cuja execuc¸a˜o deve ser comunicada aos outros supervisores); (iii) obtenc¸a˜o do supervisor
distribu´ıdo.
3.3 Extenso˜es que visam Reduc¸a˜o de Complexidade
Apesar dos grandes avanc¸os teo´ricos alcanc¸ados nos u´ltimos anos, as te´cnicas formais na˜o
veˆm sendo utilizadas no ambiente industrial [Tilbury e Khargonekar, 2000]. Este fato justifica-
se, em grande parte, pela complexidade computacional envolvida na soluc¸a˜o do problema de
controle. Alguma melhora na eficieˆncia computacional e´ obtida fazendo uso de estruturas
eficientes de representac¸a˜o e/ou arquiteturas que explorem aspectos estruturais do sistema.
Nas Sec¸o˜es 3.3.1 e 3.3.2 sa˜o apresentadas a representac¸a˜o de SEDs por BDDs 3 [Hoffman
e Wong-Toi, 1992] e [Asarin et al., 1995], e por a´rvores de estados (STS4) [Ma e Wonham,
2006], respectivamente. Segundo A˚kesson et al. [2002], as implementac¸o˜es baseadas em BDDs
na˜o tiram vantagem da estrutura modular da planta e especificac¸a˜o. Eles acreditam que a
utilizac¸a˜o de BDDs em conjunto com a abordagem modular devera´ expandir a capacidade
de resolver problemas. A mesma possibilidade se estende ao uso combinado de STS com a
abordagem modular. Ale´m destas, a modelagem de SEDs atrave´s de FSMwP5 ou ma´quinas
de estados finitos parametrizadas visa reduzir a complexidade do modelo pela associac¸a˜o
de um conjunto de paraˆmetros ao modelo [Chen e Lin, 2000], [Oliveira et al., 2004]. Essa
abordagem e´ apresentada na Sec¸a˜o 3.3.3.
De acordo com a classe de sistemas tratada, pode-se escolher uma arquitetura que ex-
plore determinadas caracter´ısticas estruturais do sistema, de forma a obter algoritmos mais
eficientes.
Eyzell e Cury [2001] exploram a simetria dos subsistemas para s´ıntese de supervisores.
Esta abordagem, apresentada na Sec¸a˜o 3.3.4, na˜o foi desenvolvida com o objetivo de reduzir
3do ingleˆs Binary Decision Diagrams
4do ingleˆs State Tree Structure
5do ingleˆs Finite State Machine with Parameters
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complexidade mas, para o caso em que os subsistemas teˆm uma determinada caracter´ıstica
topolo´gica, a reduc¸a˜o e´ obtida.
3.3.1 Diagramas de Decisa˜o Bina´rios (BDDs)
A complexidade de um modelo e´, muitas vezes, medida pelo seu nu´mero de estados.
Em sistemas compostos este nu´mero pode crescer substancialmente inviabilizando o seu ar-
mazenamento na memo´ria do computador. BDD e´ um me´todo de representac¸a˜o simbo´lica
compacto que evita a enumerac¸a˜o expl´ıcita de todo o espac¸o de estados do sistema [Hoff-
man e Wong-Toi, 1992]. Ao usar BDDs para representar SEDs, obte´m-se uma compressa˜o
significativa do espac¸o de estados.
Os sistemas compostos sa˜o formados de subplantas e o espac¸o de estados global e´ obtido
pela composic¸a˜o das subplantas. Ao inve´s de gerar este autoˆmato composto e aplicar os
algoritmos de s´ıntese e verificac¸a˜o, usam-se me´todos simbo´licos para manter a representac¸a˜o
em uma forma mais concisa e aplicam-se as operac¸o˜es sobre esta representac¸a˜o [Asarin et al.,
1995].
A representac¸a˜o do sistema atrave´s de autoˆmatos e´ transformada em uma representac¸a˜o
atrave´s de fo´rmulas booleanas sobre varia´veis de estado [Asarin et al., 1995]. Estas fo´rmulas
devem ser armazenadas e manipuladas de forma eficiente, o que pode ser feito usando BDDs
[Bryant, 1986].
BDDs sa˜o a´rvores de decisa˜o bina´rias com a restric¸a˜o de que a ordem das deciso˜es respei-
tam uma ordenac¸a˜o fixa. A a´rvore de decisa˜o e´ representada por um grafo ac´ıclico direcionado.
A Figura 3.2 apresenta um BDD para a func¸a˜o f = (x1 ∨ x2) ∧ (x3 ∨ x4).
x1
x2
x3
x4
1
1
0
1
1
1
1
0
0
0
0
0
Figura 3.2: BDD para a func¸a˜o booleana f = (x1 ∨ x2) ∧ (x3 ∨ x4) [Balemi et al., 1993]
O valor de uma func¸a˜o para uma atribuic¸a˜o de varia´veis particular pode ser lido seguindo
o caminho entre a raiz e a folha. Cada no´ interno e´ rotulado com uma varia´vel booleana.
Em cada no´, o caminho segue o ramo que corresponde ao valor (na atribuic¸a˜o de varia´veis)
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daquela varia´vel. No exemplo da Figura 3.2, a atribuic¸a˜o de varia´veis (x1 = 0, x2 = 1, x3 = 1
e x4 = 1) leva a uma folha marcada com 1, indicando que f e´ verdade para esta atribuic¸a˜o de
varia´veis. As operac¸o˜es lo´gicas E, OU, negac¸a˜o e quantificac¸a˜o universal podem ser realizadas
em tempo polinomial [Balemi et al., 1993].
Com o uso de BDDs, a complexidade computacional da s´ıntese deixa de ser polinomial
no nu´mero de estados do modelo e passa a ser polinomial no nu´mero de no´s do BDD. No
pior caso, o nu´mero de no´s e´ compara´vel ao nu´mero de estados do sistema que ele representa,
mas em grande parte dos problemas pra´ticos, tem-se um nu´mero de no´s muito menor que
o nu´mero de estados do modelo [Ma, 2004]. A raza˜o para essa reduc¸a˜o no nu´mero de no´s
e´ que com BDDs e´ poss´ıvel remover no´s redundantes usando regras simples e alcanc¸ando
compressa˜o substancial da func¸a˜o booleana que eles representam [Vahidi et al., 2005].
Segundo Vahidi et al. [2005], o gargalo para melhorar a eficieˆncia da TCS em termos
de memo´ria e tempo de execuc¸a˜o esta´ em obter me´todos mais eficientes de busca de al-
canc¸abilidade. Os autores argumentam que, mesmo o uso de BDDs pode na˜o ser suficien-
temente eficiente, para os casos de func¸o˜es mais complexas como, por exemplo, as func¸o˜es
de transic¸a˜o de um autoˆmato (δ). Eles dizem ainda que, apesar da representac¸a˜o final por
BDDs ser compacta, os BDDs intermedia´rios costumam ser muito grandes, gerando muitas
vezes explosa˜o do nu´mero de no´s do BDD. Como poss´ıveis soluc¸o˜es para os problemas des-
critos, os autores apresentam te´cnicas de particionamento [Vahidi et al., 2005], [Byro¨d et al.,
2006] usadas para auxiliar na representac¸a˜o das func¸o˜es de transic¸a˜o δ e algoritmos de al-
canc¸abilidade especiais utilizados para reduzir o tamanho dos BDDs intermedia´rios, tornando
poss´ıvel sintetizar e analisar supervisores para SEDs de larga escala.
BDDs e suas extenso˜es veˆm sendo utilizados, no contexto de SEDs, para viabilizar a
verificac¸a˜o de propriedades [Vahidi, 2004], [Ma e Wonham, 2003], [Gunnarsson et al., 1996],
na s´ıntese de supervisores [Vahidi, 2004], [Ma eWonham, 2003], [Balemi et al., 1993], [Hoffman
e Wong-Toi, 1992], na detecc¸a˜o e isolamento de falhas [Lawesson et al., 2003], [Sztipanovits
e Misra, 1996], entre outras.
3.3.2 A´rvores de Estados
O trabalho de Ma e Wonham [2006] apresenta um modelo baseado em a´rvores de estado
(STS), bem como um procedimento de s´ıntese de supervisores na˜o-bloqueantes o´timos. A
ide´ia e´ gerenciar a complexidade atrave´s da organizac¸a˜o do sistema como uma STS [Ma e
Wonham, 2003].
A estrutura em a´rvore de estado (STS) e´ um espac¸o de estados que implementa tanto
a estrutura horizontal (de concorreˆncia) quanto a estrutura vertical (hiera´rquica) de forma
natural e compacta. STS, quando utilizado para modelar SEDs, confere estrutura ao espac¸o
de estados. Ao inve´s de implementar todo o grafo de transic¸a˜o atrave´s de um u´nico predi-
cado, a implementac¸a˜o e´ feita atrave´s de um conjunto de predicados simples. A estrutura
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hiera´rquica multin´ıvel permite colocar informac¸o˜es locais (transic¸o˜es rotuladas com even-
tos na˜o compartilhados) em n´ıveis inferiores e informac¸o˜es de acoplamento (transic¸o˜es com
eventos compartilhados) no n´ıvel superior.
BDDs sa˜o usados para representar e manipular os predicados. Segundo Ma e Wonham
[2006], a lo´gica simbo´lica e´ uma das melhores formas para representar sistemas de transic¸a˜o
e portanto a STS e´ representada simbolicamente. A s´ıntese e´ tambe´m feita simbolicamente
e de forma recursiva. Nesta abordagem, o controlador e´ representado por dois agentes. Um
deles, o Agente 1, e´ responsa´vel por acompanhar as mudanc¸as de estado na planta. O outro,
Agente 2, e´ responsa´vel pelas deciso˜es de controle. O Agente 1 comunica para o Agente 2 em
qual estado a planta esta´ e o Agente 2 realiza a desabilitac¸a˜o baseado nesta informac¸a˜o. A
justificativa para esta divisa˜o e´ o fato do controlador, na abordagem R&W, ter duas func¸o˜es:
acompanhamento da evoluc¸a˜o dos estados da planta e ac¸a˜o de controle sobre a planta. O
prec¸o da tarefa de acompanhar a evoluc¸a˜o da planta para sistemas complexos e´ alto, podendo
significar controladores de milho˜es de estados, justificando assim a divisa˜o do controlador em
dois agentes.
A eficieˆncia da s´ıntese nesta abordagem se da´ por va´rios fatores. O principal deles e´ o fato
do algoritmo recursivo de s´ıntese simbo´lica se beneficiar da estrutura hiera´rquica do STS e
com isto efetivamente “controlar” o tamanho do BDD dos predicados intermedia´rios atrave´s
de uma boa ordenac¸a˜o das varia´veis.
Dessa forma, a explosa˜o de estados que pode ocorrer usando BDDs e´ evitada, expandindo-
se a capacidade de representac¸a˜o, s´ıntese e verificac¸a˜o para sistemas com nu´mero de estados
maior que 1024 [Ma e Wonham, 2005].
Ma´quinas de estados finitos (FSM6) sa˜o um tipo especial de STS. Portanto, qualquer
problema de controle descrito atrave´s de FSM pode ser reescrito usando STS. Esta abordagem
resolve o PCS de forma centralizada, o que sugere que resultados ainda melhores podem ser
obtidos pela unia˜o desta abordagem com a s´ıntese modular ou modular local.
As principais vantagens do uso de STS foram resumidas por Ma e Wonham [2006]:
• STS sa˜o capazes de modelar sistemas complexos com estrutura concorrente e hiera´rquica;
• A s´ıntese simbo´lica pode computar o supervisor na˜o-bloqueante o´timo para sistemas
em larga escala com uso de memo´ria e tempo razoa´veis;
• O controle pode ser facilmente implementado por func¸o˜es de controle.
3.3.3 Ma´quinas de Estados Finitos Parametrizadas
Chen e Lin [2000] e Oliveira et al. [2004] modelam o SED por uma ma´quina de estados fini-
tos ao qual e´ associado um conjunto finito de paraˆmetros (FSMwP). Muitas aplicac¸o˜es podem
ser representadas eficientemente usando esta abordagem evitando a explosa˜o de estados.
6do ingleˆs Finite State Machine
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Segundo Chen e Lin [2000], o grande desenvolvimento alcanc¸ado no estudo da teoria de
controle superviso´rio em ta˜o pouco tempo pode ser atribu´ıdo a` simplicidade do modelo de
ma´quinas de estados finitos. Depois de se ter os principais problemas e conceitos como con-
trolabilidade, observabilidade, co-observabilidade, normalidade, entre outros, bem entendidos
e resolvidos, surge o interesse por modelos que sejam mais u´teis em aplicac¸o˜es reais.
O problema de explosa˜o de estados inviabiliza a aplicac¸a˜o desta teoria em muitos sistemas
reais. Esta explosa˜o de estados pode ser evitada pelo uso de um paraˆmetro p inteiro para
descrever alguma caracter´ıstica do sistema e, desta forma, o autoˆmato que represente o
sistema pode ter uma reduc¸a˜o dra´stica do nu´mero de estados.
Por exemplo, para modelar um armaze´m de capacidade n usando um autoˆmato seria
necessa´rio pelo menos n estados. Ao usar a abordagem com paraˆmetros, o autoˆmato do
armaze´m podera´ ter 2 estados (armaze´m vazio e armaze´m com pec¸as) e ao segundo estado
estaria associado um paraˆmetro i que indicaria o nu´mero de pec¸as no armaze´m. Caso fosse
necessa´rio mudar a capacidade do armaze´m, bastaria mudar o valor de n. As transic¸o˜es entre
os estados sa˜o realizadas atrave´s de guardas, como sera´ apresentado a seguir.
Existem dois tipo de transic¸o˜es, as transic¸o˜es dinaˆmicas e as transic¸o˜es de evento. As
transic¸o˜es dinaˆmicas sa˜o representadas por guardas, que sa˜o predicados sobre os paraˆmetros,
e as transic¸o˜es de evento sa˜o definidas como no caso cla´ssico. As transic¸o˜es na FSM podem
ser compostas de transic¸o˜es dinaˆmicas e de eventos. Neste caso, a transic¸a˜o entre os estados
ocorre quando a guarda e´ satisfeita e o evento ocorre. Qualquer transic¸a˜o composta de
guardas e eventos pode ser decomposta em transic¸o˜es de evento e transic¸o˜es dinaˆmicas pela
introduc¸a˜o de estados extras no modelo. Devido a essa estrutura de transic¸a˜o, a FSMwP pode
ser considerada um caso especial de Ma´quina Hı´brida, cuja dinaˆmica cont´ınua e´ inexistente
(p˙ = 0 em todos os estados).
Chen e Lin [2001a] apresentam um mecanismo de abstrac¸a˜o do modelo que agrega pa-
raˆmetros e sequeˆncias de eventos para um modelo com granularidade maior, gerando uma
representac¸a˜o, em geral, mais compacta da FSMwP. Esta abordagem e´ adequada para mo-
delar sistemas com caracter´ısticas hiera´quicas.
Para realizar o controle nesta abordagem, utiliza-se a ide´ia de eventos forc¸a´veis, re-
stringindo o comportamento do sistema, fazendo-o atingir estados marcados.
Os mesmos autores [Chen e Lin, 2001b] apresentam um procedimento de s´ıntese de super-
visores para o problema de evitar que o sistema evolua para algum estado de um conjunto de
estados proibidos. Dessa forma, uma especificac¸a˜o do tipo “o paraˆmetro p deve ser sempre
menor que n” pode ser transformada em uma especificac¸a˜o de estado proibido atrave´s da
introduc¸a˜o de um estado extra cuja guarda e´ p > n. Quando p for maior que n, o sistema
transita para este estado extra que sera´ enta˜o considerado proibido.
O objetivo de controle passa a ser impedir que o sistema visite os estados proibidos. Os
vizinhos de um estado proibido sa˜o legais se as transic¸o˜es para o estado proibido puderem
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ser evitadas (atrave´s de desabilitac¸a˜o ou pelo forc¸amento de eventos). Se a transic¸a˜o na˜o
puder ser evitada, o estado vizinho tambe´m e´ considerado proibido. Se a transic¸a˜o pode ser
evitada sob algumas condic¸o˜es, o estado e´ particionado em estados legais e proibidos. Este
procedimento e´ aplicado iterativamente ate´ que o conjunto de estados proibidos convirja e o
conjunto de desabilitac¸o˜es e eventos a serem forc¸ados em cada estado seja conhecido.
Recentemente, Bherer et al. [2005] apresentam um me´todo de s´ıntese que garante ma-
ximalidade e requisitos de seguranc¸a em problemas em que os processos sa˜o sime´tricos. Os
resultados obtidos sa˜o va´lidos para sistemas parcialmente observados, em que dois ou mais
processos podem, simultaneamente, utilizar o recurso. Bherer et al. [2006] apresentam algo-
ritmos para determinar se propriedades como alcanc¸abilidade e na˜o-bloqueio sa˜o violadas em
sistemas parametrizados replicados com observac¸a˜o total de eventos.
Oliveira e Cury [2006] utilizam SEDs parametrizados para modelar sistemas. Um me´todo
para s´ıntese de supervisores minimamente restritivos e´ apresentado. Segundo os autores, a
caracter´ıstica principal desta abordagem e´ a possibilidade de capturar comportamentos na˜o-
regulares e a construc¸a˜o de modelos parametrizados que levam a soluc¸o˜es gene´ricas para uma
dada classe de sistemas.
3.3.4 Simetria entre os Componentes
Eyzell e Cury [2001] formalizam a noc¸a˜o de simetria entre componentes de um sistema a
partir de suas linguagens. A teoria de grupos e´ utilizada para definir as classes de estados
e transic¸o˜es em um sistema, que sa˜o equivalentes sob as operac¸o˜es de permutac¸a˜o definidas.
O grupo sime´trico de uma linguagem e´ um conjunto composto de linguagens geradas atrave´s
de um grupo de permutac¸o˜es especiais sobre seu alfabeto.
A partir deste grupo sime´trico e´ constru´ıdo um autoˆmato quociente que representa a
linguagem que tem, em geral, espac¸o de estados muito menor, que a representac¸a˜o original
(quanto maior o grau de simetria, maior e´ a reduc¸a˜o no espac¸o de estados). Sob certas
condic¸o˜es, o problema do controle superviso´rio pode ser resolvido com um algoritmo similar
ao algoritmo cla´ssico, mas definido sobre o autoˆmato quociente para a planta e especificac¸a˜o.
O supevisor resultante pode tambe´m ser implementado usando uma estrutura de transic¸a˜o
reduzida.
O ca´lculo do grupo sime´trico e´, em geral, complexo. Apesar disto, existem situac¸o˜es
em que o grupo sime´trico emerge naturalmente como em sistemas cujas subplantas tenham
modelos com estrutura replicada, sendo formado por rotac¸o˜es sobre componentes replicados.
Neste caso, esta abordagem pode ser aplicada com vantagem [Eyzell e Cury, 2001], [Eyzell,
2000].
Mais recentemente, Rohloff e Lafortune [2003a] apresentaram um modelo para agentes
(ou mo´dulos) similares que evita os problemas computacionais inerentes a` verificac¸a˜o. Os
3. Controle Hiera´rquico, Controle Descentralizado e Outras Extenso˜es 32
eventos do sistema sa˜o divididos em globais e privados sendo que os eventos globais repre-
sentam a coordenac¸a˜o entre os mo´dulos e os eventos privados afetam apenas os mo´dulos em
que ocorrem. Os mo´dulos sa˜o co´pias exatas a menos dos ro´tulos de seus eventos privados.
Assume-se a existeˆncia de um controlador por mo´dulo e os controladores dos va´rios mo´dulos
sa˜o tambe´m similares a na˜o ser pelos ro´tulos dos eventos. O modelo e´ bem parecido com
aquele apresentado em [Eyzell e Cury, 2001], mas o trabalho trata da verificac¸a˜o de algumas
propriedades do sistema global como na˜o-bloqueio e auseˆncia de deadlock.
Os mesmos autores expandem os resultados apresentados em [Eyzell e Cury, 2001] e
[Rohloff e Lafortune, 2003a], fazendo uma discussa˜o em torno de classes de sistemas em que
se pode assumir a presenc¸a de simetria por permutac¸a˜o [Rohloff e Lafortune, 2004a] e [Rohloff
e Lafortune, 2004b].
3.4 Abordagens Combinadas
O uso combinado de algumas das abordagens apresentadas pode levar a uma soluc¸a˜o mais
adequada para alguns sistemas. Esta sec¸a˜o apresenta trabalhos que combinam abordagens
tratadas neste cap´ıtulo.
Alguns autores ja´ citados neste trabalho tratam de composic¸o˜es de alguns destes me´todos.
Destacam-se os trabalhos de Ma [2004] e Torrico [2003]. Ma [2004] usa BDDs associado a
uma estrutura em a´rvore de estados, gerando uma representac¸a˜o ainda mais eficiente para
os modelos. Torrico [2003] faz a combinac¸a˜o da arquitetura de controle hiera´rquico desen-
volvida (decomposic¸a˜o vertical) com a arquitetura modular (decomposic¸a˜o horizontal). Esta
arquitetura permite um comportamento consistente entre os n´ıveis de hierarquia.
Leduc et al. [2005b] apresentam uma arquitetura baseada em interface (HISC7), com ca-
racter´ısticas hiera´rquicas e modulares. Este me´todo decompo˜e o sistema em um subsistema
de alto n´ıvel que comunica com n ≥ 1 subsistemas paralelos de baixo n´ıvel atrave´s de inter-
faces, de forma a restringir a interac¸a˜o entre os subsistemas. Estas interfaces sa˜o projetadas
para cada subsistema e estabelecem a comunicac¸a˜o entre cada subsistema do baixo n´ıvel e
o subsistema de alto n´ıvel. Sa˜o derivadas propriedades de consisteˆncia local que podem ser
usadas para verificar se o SED e´ globalmente na˜o-bloqueante e controla´vel, sem computar o
modelo completo do sistema. Assim, a verificac¸a˜o pode ser feita apenas atrave´s da verificac¸a˜o
destas propriedades do conjunto constitu´ıdo pelo subsistema de baixo n´ıvel e interface daquele
subsistema. Esta abordagem e´ vantajosa em termos computacionais, quando as interfaces
obtidas possuem espac¸o de estados menor que o espac¸o de estados de seus subsistemas [Leduc
et al., 2005a], [Leduc et al., 2005b]. Em [Leduc et al., 2006], os autores aplicam a metodologia
a` ce´lula de manufatura flex´ıvel AIP8, ilustrando assim a teoria.
Hill e Tilbury [2006] apresentam uma abordagem em que os supervisores modulares sa˜o
na˜o-conflitantes por construc¸a˜o. Uma hierarquia em n´ıveis e´ utilizada, onde supervisores de
7do ingleˆs Hierarchical Interface-Based Supervisory Control
8do franceˆs Atelier Intere´tablissement de Productique
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um mesmo n´ıvel sa˜o ass´ıncronos entre si. Os supervisores do n´ıvel inferior sa˜o projetados
primeiro. Enta˜o, os subsistemas juntamente com seu supervisor sa˜o abstra´ıdos para servir
como subsistema da hierarquia imediatamente superior e assim por diante. As abstrac¸o˜es,
obtidas atrave´s de projec¸o˜es naturais, devem possuir a propriedade do observador [Wong e
Wonham, 1996] e consisteˆncia de marcac¸a˜o. Depois de calculados os supervisores do n´ıvel su-
perior, sobre as abstrac¸o˜es do n´ıvel mais baixo, os eventos que foram apagados pelas projec¸o˜es
sa˜o adicionados aos supervisores em auto-lac¸os. Esse procedimento e´ repetido ate´ que na˜o
haja mais especificac¸o˜es a serem tratadas. Segundo Hill e Tilbury [2006], na˜o ha´ a garantia
de que a soluc¸a˜o modular proposta sera´ o´tima.
Krishnan [2004] apresenta uma te´cnica para decomposic¸a˜o do supervisor monol´ıtico em
supervisores distribu´ıdos na˜o-conflitantes atrave´s de te´cnicas cla´ssicas de partic¸a˜o. A soluc¸a˜o
proposta e´ dividida em duas partes, a primeira em que o supervisor monol´ıtico e´ considerado
uma entidade independente ou seja, um sistema em malha aberta. Nessa fase, dois supervi-
sores na˜o-conflitantes sa˜o obtidos. Na segunda parte, a planta e´ considerada e os supervisores
distribu´ıdos sa˜o simplificados utilizando o comportamento da planta. Essa abordagem, ape-
sar de levar a supervisores na˜o-conflitantes, passa pela construc¸a˜o do supervisor monol´ıtico
e portanto esta´ suscet´ıvel a` explosa˜o de estados.
de Queiroz et al. [2005] apresentam uma extensa˜o da TCS que introduz um novo modelo
para SEDs, que permite a diferenciac¸a˜o das classes de tarefas envolvidas no problema de
controle. O uso de uma u´nica marcac¸a˜o para representar todas as tarefas provoca uma perda
de informac¸a˜o que pode comprometer a qualidade da soluc¸a˜o de controle. Um modelo obtido
pela composic¸a˜o de subsistemas e´ marcado se o estado correspondente em cada subsistema
for marcado. Assim, uma tarefa global reflete as situac¸o˜es em que todos os subsistemas
esta˜o simultaneamente em estados marcados. Tal supervisor pode ser muito conservador
para alguns problemas. A marcac¸a˜o do modelo global e´ enta˜o definida para representar
situac¸o˜es em que pelo menos um objetivo de controle seja atingido [de Queiroz et al., 2005].
O supervisor garante que sempre seja poss´ıvel alcanc¸ar estados em que pelo menos uma tarefa
e´ completa. Este supervisor pode bloquear tarefas e ainda assim ser considerado fracamente
na˜o-bloqueante, desde que atinja algum de seus objetivos de controle.
3.5 S´ıntese
Neste cap´ıtulo foram apresentadas algumas extenso˜es propostas para a Teoria do Controle
Superviso´rio, bem como alguns trabalhos que visam reduzir a complexidade computacional
atrave´s de uma representac¸a˜o eficiente e tambe´m pelo uso de arquiteturas que exploram
caracter´ısticas estruturais do sistema.
No Cap´ıtulo 4, apresentam-se extenso˜es da TCS desenvolvidas para sistemas concorrentes,
ou seja, sistemas compostos de subsistemas que executam em paralelo, onde na˜o ha´ restric¸a˜o
na observac¸a˜o de eventos. A abordagem modular local e alguns trabalhos que abordam
te´cnicas eficientes para a detecc¸a˜o e resoluc¸a˜o do conflito sa˜o apresentadas.
Cap´ıtulo 4
Controle de Sistemas Concorrentes
Os sistemas concorrentes (ou compostos), muito comuns no ambiente industrial, sa˜o cons-
titu´ıdos de diversos subsistemas que operam concorrentemente. No contexto do Controle
Superviso´rio de SEDs, a modelagem das partes dos sistemas e´ feita separadamente, o que
costuma ser mais compreens´ıvel para o projetista. O comportamento global do sistema e´
obtido pela composic¸a˜o s´ıncrona de suas partes ou subplantas. Os conjuntos de eventos
podem ser parcialmente superpostos, gerando uma certo grau de sincronismo.
Este cap´ıtulo apresenta algumas extenso˜es para a TCS desenvolvidas para tratar do con-
trole de sistemas concorrentes. Nas Sec¸o˜es 4.1 e 4.2 apresentam-se tais abordagens. Quando
se teˆm diversos supervisores atuando sobre a planta, ha´ a possibilidade de ocorrer conflito
entre os supervisores. A Sec¸a˜o 4.3 trata especificamente do problema do conflito e esta´
subdividida em quatro partes. Nas treˆs primeiras partes (4.3.1, 4.3.2 e 4.3.3), apresentam-
se quatro abordagens para detecc¸a˜o do conflito. Na quarta parte (4.3.4) apresentam-se as
abordagens de resoluc¸a˜o de conflito, em que o conflito e´ evitado por construc¸a˜o. Por fim, a
Sec¸a˜o 4.4 apresenta uma breve discussa˜o.
4.1 Controle de Sistemas Concorrentes
Alguns autores investigaram o problema do controle de sistemas concorrentes em SEDs
para os quais sa˜o sintetizados supervisores locais para a planta. A forma como estes super-
visores locais sa˜o sintetizados e/ou coordenados para garantir a operac¸a˜o conjunta adequada
dos diversos subsistemas controlados e´ assunto de alguns artigos.
Willner e Heymann [1991] estudaram o problema do Controle Concorrente em subsistemas
que compartilham apenas eventos controla´veis, o que significa que na˜o ha´ sincronizac¸a˜o entre
eventos na˜o-controla´veis pois eles representam comportamento espontaˆneo e imprevis´ıvel dos
subsistemas. Este trabalho na˜o considera marcac¸a˜o. Segundo Willner e Heymann [1991],
sob certas condic¸o˜es, supervisores locais podem ter desempenho o´timo. Neste trabalho, o
conceito de separabilidade e´ introduzido. Uma linguagem L e´ separa´vel se existe um conjunto
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de linguagens Li ⊆ Σ
∗
i , com 1 ≤ i ≤ n, tal que L =
n
||
i=1
Li. O principal resultado de [Willner e
Heymann, 1991] estabelece que a ac¸a˜o de supervisores locais que implementam uma linguagem
K tem o mesmo efeito sobre a planta que a ac¸a˜o de um supervisor centralizado que tambe´m
implemente K, se K for separa´vel. O trabalho apresenta ainda um algoritmo para testar a
separabilidade de K em linguagens sobre alfabetos disjuntos.
Abdelwahed e Wonham [2002] apresentam uma extensa˜o do esquema de controle super-
viso´rio descentralizado para uma classe de problemas com interac¸a˜o entre os componentes
bem definida. Estes sistemas sa˜o chamados de Sistemas a Eventos Discretos Interativos ou
IDES1. Um IDES consiste em um conjunto de componentes operando concorrentemente e
uma especificac¸a˜o de interac¸a˜o que restringe o comportamento concorrente dos componentes.
Neste modelo, a interac¸a˜o entre os componentes e´ considerada uma varia´vel do modelo e e´
incorporada a` estrutura do mesmo. Mais detalhes sobre este modelo sa˜o apresentados na
Sec¸a˜o 4.3.1. Este modelo e´ estendido para sistemas hiera´rquicos multin´ıveis em [Abdelwahed
e Wonham, 2003b].
Gaudin e Marchand [2003c] apresentam uma metodologia de s´ıntese de supervisores para
sistemas concorrentes, representados por um modelo estruturado, baseada na decomposic¸a˜o
do conjunto de estados proibidos. O modelo do sistema e´ estruturado de forma a ter dois
conjuntos de estados, os conjuntos de estados fracamente proibidos e o conjunto de borda. O
conjunto de estados fracamente proibidos (CFP) e´ composto dos estados a partir dos quais e´
poss´ıvel atingir estados proibidos por um caminho de eventos na˜o-controla´veis. O conjunto
de borda e´ o conjunto de estados a partir dos quais ainda e´ poss´ıvel aplicar controle sobre
a planta antes dela entrar em estado de CFP. O problema de controle que e´ abordado neste
trabalho e´ o problema de evitar que o sistema atinja estados proibidos.
Divididos os estados proibidos em subconjuntos de estados proibidos, supervisores locais
que resolvem os problemas de controle locais sa˜o obtidos. Ale´m destes supervisores locais, um
supervisor global e´ obtido. Sua func¸a˜o e´ ativar e desativar os supervisores locais, de forma
a coordenar suas ac¸o˜es para evitar que as configurac¸o˜es ilegais globais sejam alcanc¸adas. As
condic¸o˜es necessa´rias para que o supervisor global implemente o objetivo global de forma
o´tima sa˜o apresentadas em [Gaudin e Marchand, 2003c]. Extenso˜es para esta abordagem
sa˜o apresentadas em [Gaudin e Marchand, 2003a], [Gaudin e Marchand, 2003b] e [Gaudin e
Marchand, 2005]
Em [Gaudin, 2006], o autor utiliza a arquitetura disjuntiva de Yoo e Lafortune [2002b] de
forma a melhorar a eficieˆncia computacional na s´ıntese e ainda a possibilitar a representac¸a˜o
do supervisor por FSM. Os ca´lculos sa˜o realizados sobre as aproximac¸o˜es P−1i L(Gi) ao inve´s
de L(G). O conjunto de estados a serem evitados (E) e´ representado pela unia˜o de subconjun-
tos de estados dos subsistemas. Enta˜o, a linguagem da especificac¸a˜o e´ composta das cadeias
que levam a`queles estados representados. A linguagem K e´ representada pelo conjunto de
cadeias que na˜o levam aos estados de E e modela o objetivo de controle de evitar que o sis-
tema evolua para estados proibidos. O objetivo de controle pode ser decomposto em diversas
1do ingleˆs Interactive Discrete Event System
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linguagens Kj que va˜o gerar supervisores Sj . O autor mostra que o ca´lculo dos supervisores
locais da forma apresentada no artigo e´ suficiente para garantir a soluc¸a˜o de controle, desde
que os eventos compartilhados sejam todos controla´veis. O supervisor global e´ obtido como a
combinac¸a˜o dos va´rios supervisores, compostos em uma arquitetura conjuntiva e disjuntiva.
Apesar da hipo´tese de que os eventos compartilhados por dois ou mais subsistemas sejam con-
trola´veis, Gaudin [2006] argumenta que qualquer problema em que eventos na˜o-controla´veis
sa˜o compartilhados pode ser transformado de forma que esses eventos na˜o sejam utilizados
no ca´lculo dos supervisores. A complexidade desta transformac¸a˜o devera´, no entanto, ser
considerada.
Lee e Wong [1997] apresentam resultados para o problema em que se tem um sistema
concorrente e um conjunto de especificac¸o˜es e sa˜o obtidos supervisores locais que imple-
mentem as especificac¸o˜es. Os sistemas podem compartilhar eventos controla´veis e/ou na˜o-
controla´veis desde que eles concordem em relac¸a˜o a` classificac¸a˜o dos eventos compartilhados
(se sa˜o controla´veis ou na˜o-controla´veis). As especificac¸o˜es podem na˜o ser prefixo-fechadas.
As condic¸o˜es suficientes para garantir que a ac¸a˜o dos supervisores locais seja o´tima sa˜o esta-
belecidas sobre a estrutura dos subsistemas locais e sua sincronizac¸a˜o.
Komenda et al. [2005] tratam o problema em que, apesar dos subsistemas serem concor-
rentes, as especificac¸o˜es sa˜o indecompon´ıveis e na˜o contidas na linguagem da planta. Por
especificac¸o˜es indecompon´ıveis, entende-se que a especificac¸a˜o e´ global, e na˜o pode ser de-
composta em especificac¸o˜es locais. Os autores apresentam condic¸o˜es suficientes para que
supervisores modulares tenham desempenho o´timo. Componentes locais da especificac¸a˜o
global sa˜o utilizados para obtenc¸a˜o dos supervisores modulares e condic¸o˜es estruturais sa˜o
impostas de tal forma que a intersec¸a˜o dos supervisores modulares implemente a mesma lin-
guagem que um supervisor global obtido atrave´s do ca´lculo da planta global. Em trabalho
anterior, Gaudin e Marchand [2004] apresentaram condic¸o˜es suficientes para soluc¸a˜o do pro-
blema descrito acima, para o caso em que todos os eventos compartilhados pelos subsistemas
sa˜o controla´veis. Ja´ em [Komenda et al., 2005], os autores consideram que os subsistemas
concordam na controlabilidade dos eventos compartilhados. Os resultados foram estendi-
dos para o caso de observac¸a˜o parcial dos eventos, em [Komenda e van Schuppen, 2006] e
[Komenda e van Schuppen, 2005].
Schmidt et al. [2006] aplicam o me´todo de s´ıntese de supervisores para sistemas concor-
rentes, apresentado anteriormente em [Komenda et al., 2005], para sintetizar supervisores
sobre o modelo reduzido dos subsistemas com objetivo de reduc¸a˜o de complexidade. Os
autores apresentam uma implementac¸a˜o destes supervisores, mostrando que os supervisores
obtidos sobre modelos reduzidos podem ser usados sobre os modelos originais sob certas
condic¸o˜es.
O controle modular local e´ apresentado em detalhe na pro´xima sec¸a˜o.
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4.2 Controle Modular Local
A aplicabilidade da teoria de Controle Superviso´rio e´ bastante reduzida quando se esta´
lidando com sistemas complexos como sistemas automatizados de manufatura. Como no
controle superviso´rio, tanto a planta como as especificac¸o˜es sa˜o modeladas atrave´s de uma
u´nica linguagem (cada), apenas a modelagem do problema pode induzir a uma explosa˜o de
estados pela composic¸a˜o dos diversos subsistemas.
Os sistemas de manufatura sa˜o compostos de diversos subsistemas menores, usualmente
representando operac¸o˜es concorrentes como montar, transportar e armazenar subprodutos.
O projeto de controladores para esses sistemas e´ caracterizado pela existeˆncia de va´rias es-
pecificac¸o˜es atuando sobre apenas partes do sistema global. O principal objetivo e´ a coor-
denac¸a˜o dos subsistemas de forma que atendam a uma se´rie de tarefas individuais e conjuntas,
garantindo o bom funcionamento global do sistema [de Queiroz e Cury, 2002b].
A abordagem Controle Modular Local [de Queiroz, 2000] surgiu da tentativa de reduzir
a complexidade de s´ıntese de supervisores para sistemas de grande porte. Enquanto o con-
trole monol´ıtico e o controle modular usam a linguagem da planta completa para gerar as
linguagens desejadas, o controle modular local usa apenas as subplantas que sa˜o restringi-
das pelas especificac¸o˜es. Dessa forma, menos autoˆmatos sa˜o compostos e os autoˆmatos que
representam as linguagens desejadas sa˜o menores que nas abordagens monol´ıtica e modular
cla´ssica. Consequ¨entemente, a complexidade da s´ıntese e os supervisores obtidos sa˜o menores
prevenindo-se assim a explosa˜o de estados.
Assim como no controle modular, a tarefa de fazer com que o sistema em malha fechada
obedec¸a ao conjunto de restric¸o˜es e´ dividida em subtarefas que sa˜o realizadas por diferentes
supervisores. A diferenc¸a ba´sica entre o controle modular e o modular local e´ que as especi-
ficac¸o˜es sa˜o tratadas localmente e os supervisores sa˜o projetados com uma visa˜o parcial da
planta.
Para utilizar a abordagem modular local, deve-se modelar o sistema atrave´s da Repre-
sentac¸a˜o por Sistema Produto, apresentada na Sec¸a˜o 4.2.1. Em seguida, discute-se o proce-
dimento de s´ıntese de supervisores utilizando esta abordagem, na Sec¸a˜o 4.2.2.
4.2.1 Modelagem por Sistema Produto
Como os sistemas de manufatura sa˜o, em geral, compostos por um grande nu´mero de
componentes interagindo, a modelagem do sistema deve ser feita de forma eficiente para
evitar a explosa˜o de estados. Nesta abordagem, o sistema e´ representado como um Sistema
Produto, que consiste em um conjunto de subsistemas ass´ıncronos entre si.
Qualquer sistema pode ser modelado por uma representac¸a˜o por sistema produto, RSP.
Obtido o modelo para cada subsistema (representado de forma conceitual na Figura 4.1(a),
onde os c´ırculos superpostos indicam que ha´ eventos compartilhados), a RSP pode ser obtida
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pela composic¸a˜o de seus subsistemas de forma a obter um conjunto de subsistemas ass´ıncronos
(Figura 4.1(b)). A RSP mais refinada e´ obtida pela composic¸a˜o apenas dos subsistemas
s´ıncronos, criando o maior nu´mero poss´ıvel de subsistemas ass´ıncronos (nesse caso, quatro
subsistemas ass´ıncronos).
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Figura 4.1: Representac¸a˜o por sistema produto: (a) modelagem dos diversos componentes;
(b) obtenc¸a˜o da representac¸a˜o por sistema produto mais refinada.
No caso em que todos os subsistemas compartilham eventos entre si, a RSP mais refinada
e´ a planta global. Os resultados obtidos pela abordagem modular local sa˜o tanto melhores
quanto mais refinada for a RSP.
4.2.2 Obtenc¸a˜o dos Supervisores
Seja a RSP de um sistema G formada por subsistemas Gi = (Σi, Yi, δi, y0i, Ymi), i ∈
I = {1, · · · , n}. O funcionamento da planta em malha aberta inclui cadeias de eventos
indeseja´veis. Para realizar o controle e com isto restringir o sistema de forma a ele na˜o
mais executar estas cadeias indeseja´veis, precisa-se definir o comportamento desejado do sis-
tema, o que e´ feito atrave´s das especificac¸o˜es. Seja a especificac¸a˜o modelada considerando
apenas os eventos fundamentais para a descric¸a˜o do comportamento desejado. Esta es-
pecificac¸a˜o e´ chamada de especificac¸a˜o gene´rica local, denotada por Exj e definida sobre
Σxj ⊆ Σ, para j ∈ J = {1, · · · ,m}. A planta local e´ composta pelos subsistemas da
modelagem original que esta˜o restringidos pela especificac¸a˜o gene´rica local. A planta lo-
cal GLj = (ΣLj, QLj , δLj , q0Lj , QmLj), ∀j ∈ J , associada a` especificac¸a˜o Exj, e´ definida por
GLj =
∥∥
i∈N
Gi, com N = {k ∈ I|Σk ∩ Σxj 6= ∅}. Pode-se definir ainda a planta enxuta Ge
como a composic¸a˜o de todas os subsistemas restringidos por pelo menos uma especificac¸a˜o
e a planta complementar Gce como a composic¸a˜o dos subsistemas que na˜o fazem parte de
nenhuma planta local.
As especificac¸o˜es locais ELj expressam as linguagens desejadas para cada parte da planta
global. Essa linguagem e´ obtida pela composic¸a˜o s´ıncrona de cada especificac¸a˜o gene´rica com
sua planta local correspondente ELj = Exj||GLj . A especificac¸a˜o gene´rica pode ser expressa
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em termos da planta enxuta (especificac¸a˜o enxuta) e da planta global (especificac¸a˜o global).
A especificac¸a˜o enxuta e´ obtida fazendo KLje = Exj||Ge e a especificac¸a˜o global e´ obtida
fazendo KLj = Exj||G. Cada supervisor e´ enta˜o obtido pela operac¸a˜o Sup C(ELj ,L(GLj )),
buscando a ma´xima linguagem controla´vel contida na especificac¸a˜o local. Para ilustrar esta
ide´ia, apresenta-se um exemplo a seguir.
Exemplo 4.2.1. Seja o sistema G representado na Figura 4.1. Considere duas especificac¸o˜es
gene´ricas Ea ⊆ Σ
∗
a e Eb ⊆ Σ
∗
b sendo que seus alfabetos intersecionam com os alfabetos das
subplantas segundo a Figura 4.2 (Ea: Σa ⊆ (Σ1 ∪Σ2) e Eb: Σb ⊆ (Σ2 ∪Σ3). Como sa˜o duas
G1 G2
EbEa
Σ1
Σa Σb
G4
Σ4
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Σ3Σ2 = Σ
′
2 ∪Σ
′′
2 ∪Σ
′′′
2
Figura 4.2: Exemplo 4.2.1: Σa ⊆ Σ1 ∪Σ2 e Σb ⊆ Σ2 ∪ Σ3
especificac¸o˜es, teˆm-se duas plantas locais. A planta local relacionada a Ea e´ GA = G1||G2,
a planta local relacionada a Eb e´ GB = G2||G3 e a planta enxuta Ge = G1||G2||G3 ⊆ Σ
∗
e.
As especificac¸o˜es locais EA e EB podem enta˜o ser obtidas fazendo EA = Ea||Lm(GA) e
EB = Eb||Lm(GB). As especificac¸o˜es podem ser expressas ainda em termos da planta global
(KA = Ea||Lm(G) e KB = Eb||Lm(G)) e da planta enxuta (KAe = Ea||Lm(Ge) e KBe =
Eb||Lm(Ge)).
O subsistema G4 pode ser desconsiderado na modelagem e controle de G para as especi-
ficac¸o˜es Ea e Eb. Por G4 ser ass´ıncrono, a composic¸a˜o dele com o resto da planta na˜o afeta
a controlabilidade e o na˜o-bloqueio das especificac¸o˜es.
Esta abordagem explora a caracter´ıstica modular da planta considerando a existeˆncia
de diversos subsistemas executando concorrentemente. Na arquitetura de controle proposta,
cada mo´dulo atua somente sobre os subsistemas atingidos. A Figura 4.3 ilustra esta ide´ia.
Dado um conjunto de especificac¸o˜es gene´ricas para um sistema composto, deve-se ex-
pressa´-las em termos das plantas locais e computar as ma´ximas linguagens controla´veis
Sup C(ELj , L(GLj)),∀j, que levam a supervisores locais, um para cada especificac¸a˜o.
Na s´ıntese dos supervisores e´ utilizado um modelo parcial da planta global. Cada su-
pervisor e´ enta˜o projetado com uma visa˜o parcial da planta e tambe´m com a especificac¸a˜o
local, sem ter informac¸a˜o das outras especificac¸o˜es a serem implementadas pelos outros su-
pervisores. Pode ser o caso das especificac¸o˜es implementarem ac¸o˜es conflitantes. O conflito
se caracteriza pela impossibilidade de completar tarefas, ou seja, a ac¸a˜o conjunta dos super-
visores faz com que, para pelo menos uma cadeia da linguagem da planta em malha fechada,
na˜o seja poss´ıvel atingir um estado marcado. No contexto do controle modular local, a forma
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Figura 4.3: Diagrama do funcionamento dos supervisores na abordagem modular local, para
dois supervisores
de detectar a presenc¸a do conflito e´ aplicando um teste apo´s o projeto dos supervisores.
Esta propriedade, tambe´m chamada de modularidade local, garante que a malha fechada
do sistema sob ac¸a˜o dos supervisores modulares e´ na˜o-bloqueante. Nesse caso, sabe-se que
o desempenho dos supervisores locais e´ igual ao desempenho de um supervisor obtido pela
abordagem monol´ıtica [Wonham e Ramadge, 1988].
Na abordagem modular cla´ssica, modularidade das linguagens dos supervisores e´ um
requisito para garantir na˜o-conflito dos supervisores. As linguagens Li, i ∈ {1, · · · , n}, sa˜o
na˜o-conflitantes (ou modulares) se:
∩
i∈I
Li = ∩
i∈I
Li.
Em palavras, significa que duas linguagens sa˜o modulares se, sempre que compartilharem um
prefixo, elas compartilharem tambe´m uma palavra contendo o prefixo.
Na abordagem modular local, o conceito de modularidade e´ expandido para o conceito
de modularidade local. Duas linguagens EA, EB ⊆ Σ
∗
e sa˜o ditas localmente modulares se:
EA||EB = EA||EB .
Portanto, a verificac¸a˜o da modularidade local das especificac¸o˜es pode ser feita diretamente
sobre as especificac¸o˜es locais, e na˜o sobre as especificac¸o˜es obtidas pela composic¸a˜o com a
planta enxuta.
Pode-se garantir, atrave´s do Teorema 4.2.1 apresentado a seguir, que duas especificac¸o˜es
sa˜o localmente modulares se e somente se elas sa˜o modulares em termos da planta global, ou
seja, que os conceitos sa˜o equivalentes.
Teorema 4.2.1 (de Queiroz [2000]). Sejam EA, EB ⊆ Σ
∗
e e KA,KB ⊆ Σ
∗, KA = Ea||Lm(G)
e KB = Eb||Lm(G) sa˜o modulares se se somente se EA = Ea||Lm(GA) e EB = Eb||Lm(GB)
sa˜o localmente modulares, ou seja,
KA||KB = KA||KB ⇐⇒ EA||EB = EA||EB .
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Em termos da controlabilidade das especificac¸o˜es, pode-se dizer que ela na˜o varia pela
adic¸a˜o ou subtrac¸a˜o de subsistemas ass´ıncronos ao subsistema original. Este resultado e´
apresentado no Teorema 4.2.2.
Teorema 4.2.2 (de Queiroz [2000]). Sejam K1,L(G1) ⊆ Σ
∗
1 e K2,L(G2) ⊆ Σ
∗
2, com Σ1 ∩
Σ2 = ∅. Enta˜o,
Sup C(K1,L(G1))‖asSup C(K2,L(G2)) = Sup C(K1‖asK2,L(G1)‖asL(G2)).
Esse resultado indica uma forma alternativa de sintetizar controladores para sistemas
compostos sem passar pela composic¸a˜o de todos os subsistemas com cada especificac¸a˜o. Sub-
sistemas que na˜o sa˜o restringidos por nenhuma especificac¸a˜o na˜o afetam a controlabilidade
do sistema. Esta ide´ia e´ apresentada no Corola´rio 4.2.2.1.
Corola´rio 4.2.2.1 (de Queiroz [2000]). Dado um sistema composto Gi, com i = {1, · · · , n}
e as especificac¸o˜es Ea e Eb. Sejam KAe, KBe, KA, KB, Ge, G
c
e e G como definidos anteri-
ormente. Enta˜o,
Sup C(KAe ∩KBe,L(Ge))||asLm(G
c
e) = Sup C(KA ∩KB ,L(G)).
Ao desconsiderar subsistemas que sa˜o ass´ıncronos e que na˜o sa˜o restringidos por nenhuma
especificac¸a˜o na s´ıntese ja´ ha´ uma poss´ıvel reduc¸a˜o de complexidade. Alguma reduc¸a˜o adi-
cional e´ obtida na verificac¸a˜o da modularidade de especificac¸o˜es expressas em termos de suas
plantas locais.
Para dar mais clareza, os teoremas foram apresentados para duas especificac¸o˜es. Todos
eles podem ser estendidos diretamente para o caso de mu´ltiplas especificac¸o˜es. Estas extenso˜es
podem ser encontradas em [de Queiroz, 2000].
Em seguida, o principal teorema desta abordagem, que estabelece as condic¸o˜es para que
supervisores locais operando em conjunto tenham o mesmo desempenho que um supervisor
monol´ıtico projetado para o mesmo sistema e especificac¸o˜es, e´ apresentado.
Teorema 4.2.3 (de Queiroz [2000]). Sejam I e J conjuntos de ı´ndices. Sejam G uma rep-
resentac¸a˜o por sistema produto dada por subplantas Gi, i ∈ I e Ej especificac¸o˜es gene´ricas,
com j ∈ J , e para cada j, uma planta local GLj , uma especificac¸a˜o local ELj e uma especi-
ficac¸a˜o enxuta Kje. Seja Ge a planta enxuta. Se, para todo j ∈ J , Sup C(ELj ,L(GLj)), sa˜o
localmente modulares, enta˜o,
Sup C( ∩
j∈J
Kje,L(Ge)) =
∥∥
j∈J
Sup C(ELj ,L(GLj)).
Pelo Teorema 4.2.3 a modularidade local das linguagens garante que a ac¸a˜o conjunta
dos supervisores locais seja o´tima, ou seja, na˜o apresenta perda de desempenho quando
comparada a` ac¸a˜o do supervisor centralizado, projetado pela abordagem monol´ıtica.
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Dado um conjunto de subsistemas Gi, i ∈ I, e um conjunto de especificac¸o˜es gene´ricas
locais Exj , j ∈ J , o procedimento para projetar supervisores atrave´s da abordagem modular
local e´ resumido a seguir.
1. Obtenc¸a˜o das plantas locais GLj para cada especificac¸a˜o pela composic¸a˜o das subplantas
que compartilham eventos com a especificac¸a˜o, ou seja, GLj =
∥∥
i∈N
Gi com N = {k ∈
I|Σk ∩ Σxj 6= ∅}, ∀j ∈ J .
2. Obtenc¸a˜o das especificac¸o˜es locais ELj pela composic¸a˜o das especificac¸o˜es gene´ricas
locais Exj com as plantas locais GLj , ou seja, ELj = Exj||Lm(GLj), ∀j ∈ J .
3. Obtenc¸a˜o das componentes aparadas das especificac¸o˜es locais.
4. Obtenc¸a˜o das linguagens implementadas pelos supervisores Sj, chamadas tambe´m de
Sj, pela operac¸a˜o Sup C(ELj ,L(GLj)), que resulta na ma´xima linguagem controla´vel
e.r.a GLj contida em ELj, , ∀j ∈ J .
5. Teste da modularidade local entre os supervisores locais obtidos.
Um exemplo e´ apresentado a seguir.
Exemplo 4.2.2. O mesmo exemplo apresentado na Sec¸a˜o 2.2.2 para ilustrar o problema do
conflito entre supervisores modulares e´ agora resolvido usando a abordagem modular local.
Sejam os subsistemas G1, G2, G3 e G4 sobre os alfabetos Σ1, Σ2, Σ3 e Σ4, respectivamente,
cujos eventos sa˜o todos controla´veis, e as especificac¸o˜es Ex1, Ex2 e Ex3 sobre os alfabetos
Σx1, Σx2 e Σx3, respectivamente, apresentados na Figura 4.4.
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Figura 4.4: Exemplo 4.2.2: (a) G1; (b) G2; (c) G3; (d) G4; (e) Ex1; (f) Ex2; (g) Ex3.
O primeiro passo e´ obter as plantas locais:
- GL1 = G1||G2 pois Σx1 ⊆ Σ1 ∪ Σ2;
- GL2 = G2||G3 pois Σx2 ⊆ Σ2 ∪ Σ3;
- GL3 = G3||G4 pois Σx3 ⊆ Σ3 ∪ Σ4.
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Em seguida, obte´m-se as especificac¸o˜es locais:
- E1 = Ex1||GL1;
- E2 = Ex2||GL2;
- E3 = Ex3||GL3.
As especificac¸o˜es locais sa˜o apresentadas na Figura 4.5
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Figura 4.5: Exemplo 4.2.2: (a) E1; (b) E2; (c) E3.
Como todos os eventos sa˜o controla´veis, estas especificac¸o˜es sa˜o controla´veis. Portanto,
os supervisores obtidos implementam as linguagens geradas por E1, E2 e E3 e portanto,
S1 = E1, S2 = E2 e S3 = E3. Caso as especificac¸o˜es na˜o fossem controla´veis, a ma´xima
sublinguagem controla´vel contida em E1, E2 e E3 (Sj = Sup C(Ej ,L(GLj))) seria obtida e
os supervisores implementariam estas sublinguagens ma´ximas.
Finalmente, deve-se proceder o teste da modularidade local. Sejam S1, S2 e S3 as lin-
guagens implementadas pelos supervisores obtidos. O teste da modularidade local consiste
em obter as linguagens S1‖S2‖S3 (Figura 4.6(a)) e S1‖S2‖S3 (Figura 4.6(b)) e verificar sua
igualdade. Se essa igualdade na˜o for verificada, conclui-se que a ac¸a˜o conjunta dos supervi-
sores e´ conflitante.
Pode-se observar que os geradores representados nas Figuras 4.6(a) e 4.6(b) na˜o sa˜o
isomorfos. O estado 19 do gerador da Figura 2.3(b), alcanc¸ado pela execuc¸a˜o das cadeias 1 9
e/ou 9 1, na˜o aparece no gerador da Figura 4.6(a)), o que implica que os supervisores sa˜o
conflitantes, ou seja, na˜o possuem a propriedade de modularidade local.
E´ importante observar que a modularidade local de todos os subconjuntos de lingua-
gens na˜o garante a modularidade local do conjunto completo, o que implica a verificac¸a˜o da
modularidade requerer o ca´lculo da composic¸a˜o s´ıncrona do conjunto completo de linguagens
[de Queiroz e Cury, 2002a]. O exemplo que se segue ilustra esse fato.
Exemplo 4.2.3. Considerando o exemplo anterior, o teste da modularidade local realizado
entre subconjuntos das linguagens implementadas pelos supervisores apresenta resultado po-
sitivo, ou seja,
- S1||S2 = S1||S2
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Figura 4.6: Exemplo 4.2.2 - Teste da modularidade local: Autoˆmatos que geram: (a)
S1‖S2‖S3; (b) S1‖ S2‖S3
- S2||S3 = S2||S3.
Na Figura 4.7 apresentam-se os autoˆmatos que representam o resultado do teste da modula-
ridade local entre os dois pares de supervisores. Como S1 e S3 sa˜o ass´ıncronos, tem-se que
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Figura 4.7: Exemplo 4.2.3 - Teste da modularidade local sobre subconjuntos dos supervisores.
Autoˆmatos que implementam: (a) S1||S2 = S1||S2; (b) S2||S3 = S2||S3
S1||S3 = S1||S3, por definic¸a˜o.
No entanto, S1||S2||S3 6= S1||S2||S3, como mostrado na Figura 4.6.
Essa e´ a grande limitac¸a˜o da abordagem modular local. Apesar da s´ıntese dos supervisores
ter a complexidade reduzida em relac¸a˜o a`s outras abordagens, o procedimento de verificac¸a˜o
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exige que se fac¸a a composic¸a˜o de todos os supervisores, ficando sujeito ao problema da
explosa˜o de estados.
Recentemente, tem havido um crescente interesse no assunto. Um estudo de alguns tra-
balhos que tratam de formas eficientes para detecc¸a˜o do conflito e´ apresentado na sequ¨eˆncia
do documento.
4.3 Conflito
Seja o PCS em que G e´ uma planta composta por subsistemas Gi e Exj e´ um conjunto
de restric¸o˜es a serem aplicadas a` planta, com i ∈ {1, · · · , n} e j ∈ {1, · · · ,m}. Soluc¸o˜es para
esse problema de controle podem ser obtidas por diversas abordagens. Ao usar as abordagens
que geram diversos supervisores, deve-se levar em conta a possibilidade de ocorrer conflito.
O problema do conflito e´ inerente a`s abordagens em que sa˜o gerados mais de um supervisor
para implementar as especificac¸o˜es. Apesar dos supervisores serem entidades independentes,
sua ac¸a˜o e´ aplicada sobre a mesma planta e, portanto, os efeitos dos diversos supervisores
sobre a planta sa˜o interdependentes.
Mesmo que todos os supervisores sejam na˜o-bloqueantes em relac¸a˜o a` planta, sua ac¸a˜o
conjunta pode causar o bloqueio do sistema global. Ainda na fase de projeto de supervisores
modulares e localmente modulares, deve-se proceder uma verificac¸a˜o de modularidade que
garanta a auseˆncia de conflito. Se os supervisores forem modulares, ha´ a garantia de que o
sistema global e´ na˜o-bloqueante e que na˜o ha´ perda de desempenho quando comparada ao
supervisor monol´ıtico projetado para as mesmas especificac¸o˜es.
Uma forma de abordar esse problema e´ realizar a s´ıntese de supervisores que implementam
a ma´xima sublinguagem controla´vel e na˜o-conflitante [Chen e Lafortune, 1991]. Nesse tra-
balho, a condic¸a˜o de na˜o-conflito e´ em relac¸a˜o a uma segunda linguagem dada, e a condic¸a˜o
de controlabilidade e´ em relac¸a˜o a uma terceira linguagem e um conjunto fixo de eventos
na˜o-controla´veis. Esta soluc¸a˜o pode ser muito restritiva.
Abdelwahed e Wonham [2003a] propo˜em um me´todo de detecc¸a˜o de conflito entre sis-
temas, sem passar pela composic¸a˜o de todos eles (Sec¸a˜o 4.3.1). Malik [2004] e Flordal e
Malik [2006] propo˜em um me´todo para detecc¸a˜o de conflito a partir da caracterizac¸a˜o do
conflito e, em certos casos, e´ poss´ıvel detectar o conflito sem compor todas os sistemas, us-
ando o me´todo incremental de Brandin et al. [2000] (Sec¸o˜es 4.3.2 e 4.3.3). Na Sec¸a˜o 4.3.4
apresentam-se as abordagens de resoluc¸a˜o de conflito em que o conflito e´ evitado por con-
struc¸a˜o ([Wong et al., 2000], [Chen e Lafortune, 2000], [Wong e Wonham, 1998] e [Wong
et al., 1995]).
As subsec¸o˜es que se seguem abordam esses trabalhos.
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4.3.1 Abordagem de detecc¸a˜o do conflito: detecta-primeiro
Abdelwahed [2002] apresenta uma nova estrutura de modelo chamada IDES. Um IDES e´
composto de um conjunto de componentes operando concorrentemente e uma linguagem que
sincroniza os componentes, denotada por K. O conjunto de componentes e´ representado por
um vetor de linguagens, L = [L1, L2, · · · , Ln], onde Li ⊆ Σ
∗
i e I e´ um conjunto de ı´ndices. Σ
representa o vetor de alfabetos Σ = {Σi|i ∈ I}. A unia˜o de todos os alfabetos e´ denotada
por Σ. O conjunto de todos os vetores de linguagens sobre Σ e´ denotado por L(Σ). Sejam
ainda A um conjunto de autoˆmatos {Ai = (Σi, Qi, δi, q0i,Qmi), i ∈ I} sobre o espac¸o Σ e
A = ||Ai = (Σ, Q, δ, q0, Qm) seu produto s´ıncrono.
Um IDES sobre Σ e´ um par L = (L,K), onde L e´ um vetor de linguagens em L(Σ) e K
e´ uma linguagem em Σ∗. Li e´ usado para denotar o i-e´simo componente de L. A linguagem
gerada por L e´ dada por:
BΣ = ||L ∩K.
Daqui em diante, considere K = Σ∗ e, portanto,
BΣ = ||L.
O vetor de projec¸a˜o PΣ : L(Σ)→ L(Σ) associa cada linguagem L ∈ L(Σ) a um vetor de
linguagens {PiL| i ∈ I}, onde Pi : Σ
∗ → Σ∗i e´ a projec¸a˜o natural.
Sejam BΣ(L) = ||
i∈I
Li e BΣ(L) = ||
i∈I
Li. Um vetor de linguagens e´ dito na˜o bloqueante se:
BΣ(L) = BΣ(L),
ou seja, se o conjunto {P−1i Li|i ∈ I} e´ na˜o-conflitante, ou ainda se
∩
i∈I
P−1i Li = ∩
i∈I
P−1i Li.
Denota-se por ̺A(q) o conjunto de estados alcanc¸a´veis a partir de q no autoˆmato A e por
Σs o conjunto de eventos compartilhados, ou seja, Σs = ∪
i6=j
(Σi ∩ Σj).
Para mais detalhes sobre esta estrutura, consulte [Abdelwahed, 2002].
O vetor de linguagens L e´ equivalente ao IDES L = (L,Σ∗), o que sugere que o IDES
pode ser usado para representar um conjunto de componentes, sem considerar a restric¸a˜o.
A verificac¸a˜o do bloqueio e´ feita atrave´s da busca exaustiva em todo espac¸o de estados
do sistema e portanto esta´ suscet´ıvel ao problema da explosa˜o de estados. Para sistemas
complexos, esse processo se torna pouco eficiente. Ale´m de introduzir um novo modelo,
Abdelwahed [2002] apresenta um me´todo para detecc¸a˜o de bloqueio em IDES. Ele apresenta
um conjunto de procedimentos indiretos para verificac¸a˜o de bloqueio no sistema, em que na˜o
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e´ necessa´rio explorar todo os espac¸o de estados do sistema, mas somente regio˜es relevantes. A
abordagem proposta e´ particularmente eficiente para o caso de sistemas fracamente acoplados,
ou seja, com pouca interac¸a˜o entre os componentes.
O bloqueio corresponde a` situac¸a˜o em que o sistema atinge uma regia˜o no espac¸o de
estados a partir da qual ele na˜o consegue atingir nenhum estado marcado. De acordo com a
possibilidade de movimento dentro desta regia˜o, o estado pode ser descrito como de deadlock
ou livelock. O deadlock ocorre quando um estado alcanc¸a´vel na˜o marcado na˜o consegue
atingir nenhum outro estado. Esse estado e´ chamado de estado de deadlock. Quando o
estado alcanc¸a´vel na˜o marcado pode atingir apenas estados na˜o marcados, ele e´ chamado de
estado de livelock. Um estado bloqueante pode ser de deadlock ou livelock, mas na˜o ambos
[Abdelwahed e Wonham, 2003a].
A abordagem a ser apresentada tem o objetivo de detectar e identificar estados blo-
queantes de ambas as formas. Esta abordagem e´ chamada de detecta-primeiro. O me´todo
para detecc¸a˜o de deadlock e´ apresentado a seguir e em seguida e´ apresentado o me´todo para
detecc¸a˜o de livelock.
4.3.1.1 Detecc¸a˜o de deadlock
Sejam L um vetor de linguagens em Σ e K = Σ∗, portanto BΣ = ||L. Uma cadeia
s ∈ BΣ(L) e´ chamada na˜o-terminal se ela na˜o esta´ em BΣ(L). Um vetor de linguagens e´ livre
de deadlock se o conjunto de eventos ativos apo´s a ocorreˆncia de qualquer cadeia na˜o-terminal
em BΣ(L) e´ na˜o-vazia. Formalmente,
(∀s ∈ (BΣ(L)−BΣ(L)))(∃σ ∈ Σ) sσ ∈ BΣ(L).
Portanto, deadlock pode ser detectado atrave´s da explorac¸a˜o do espac¸o de estados com-
pleto do sistema e identificac¸a˜o dos estados na˜o-marcados que na˜o tenham eventos ativos.
Usa-se Ativ(s) para denotar os eventos ativos apo´s a ocorreˆncia de uma cadeia s. A abor-
dagem detecta-primeiro e´ uma alternativa a essa abordagem, em que identifica-se os estados
potencialmente bloqueantes primeiro e depois testa-se a alcanc¸abilidade desses estados.
Para um dado subconjunto J de I, seja Σ(J) o conjunto de eventos compartilhados exclu-
sivamente pelo conjunto J de componentes, ou seja, Σ(J) = ∩
j∈J
Σj − ∪
i∈I−J
Σi.
Exemplo 4.3.1. Sejam os alfabetos Σ1 = {σ, α, δ, λ}, Σ2 = {γ, α, δ, κ} e Σ3 = {β, λ, δ, κ},
tal que σ, γ e β sa˜o eventos locais de Σ1, Σ2 e Σ3, respectivamente. Seja J = {1, 2}, a Figura
4.8 ilustra o compartilhamento de eventos entre os alfabetos. Apesar de a intersec¸a˜o entre
Σ1 e Σ2 ser o conjunto {α, δ}, o u´nico evento que e´ compartilhado apenas por Σ1 e Σ2 e´ α
e, portanto, Σ(J) = {α}.
A questa˜o principal desta abordagem esta´ no Teorema 4.3.1 em que e´ feita uma caracter-
izac¸a˜o do estado livre de deadlock.
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Σ3
λ κ
α
δ
Figura 4.8: Exemplo 4.3.1 - Alfabeto Σ(J)
Teorema 4.3.1. O vetor de linguagens L e´ livre de deadlock se e somente se
(∀s ∈ BΣ(L)−BΣ(L))(∃J ⊆ I) ∩
j∈J
AtivLj (Pjs) ∩ Σ(J) 6= ∅.
Esse teorema mostra que o deadlock pode ser identificado examinando o conjunto de
eventos ativos apo´s a ocorreˆncia de cadeias locais, geradas pelos componentes do sistema.
Portanto, um vetor de linguagens L esta´ livre de deadlock se e somente se existe um evento
local (na˜o compartilhado) habilitado em qualquer dos componentes do vetor de projec¸a˜o da
cadeia. Consequ¨entemente, para detectar os estados de deadlock globais, basta considerar as
combinac¸o˜es de estados locais em que apenas eventos compartilhados estejam ativos. Esses
sa˜o os estados globais potencialmente bloqueantes.
A seguir, apresenta-se um exemplo. O vetor de linguagens do exemplo tem apenas dois
componentes, para facilitar o entendimento. As linguagens componentes do vetor sa˜o re-
sultantes da ac¸a˜o de um supervisor obtido pela abordagem modular local sobre sua planta
local. Estas linguagens sa˜o conflitantes e o objetivo deste exemplo e´ mostrar isto atrave´s da
abordagem detecta-primeiro.
Exemplo 4.3.2. Sejam o vetor de linguagens L = [L1, L2], sendo que estas linguagens sa˜o
geradas pelos autoˆmatos S1 (L1 = L(S1) ⊆ Σ
∗
1) e S2 (L2 = L(S2) ⊆ Σ
∗
2) representados na
Figura 4.9. Sejam os conjuntos de eventos:
- Σ1 = {53, 54, 65, 66, 71, 72, 73, 74}
- Σ2 = {71, 72, 73, 74, 81, 82}.
Os eventos controla´veis sa˜o representados por nu´meros ı´mpares e os na˜o-controla´veis por
nu´meros pares. Nesse exemplo, J = {1, 2} e Σ(J) = Σs.
As linguagens L1 e L2 compartilham os eventos Σs = {71, 72, 73, 74}. Na Tabela 4.1
apresentam-se os eventos ativos em cada estado de S1 e S2.
A detecc¸a˜o de deadlock e´ feita atrave´s da identificac¸a˜o de estados potencialmente blo-
queantes e posterior teste de alcanc¸abilidade desses estados. Para obter o conjunto de estados
potencialmente bloqueantes sa˜o consideradas apenas as combinac¸o˜es de estados locais tais que
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Figura 4.9: Exemplo 4.3.2: (a) S1; (b) S2.
S1 S2
Estados Eventos Estados Eventos Estados Eventos
0 73,53 8 66,54 0 71
1 54 9 74,66 1 72
2 74 10 72 2 81
3 71 11 71,66 3 82
4 65 12 66 4 73
5 72,53 13 72,53,66 5 74
6 73,53,66 14 72,54,66
7 72,54 15 72,66
Tabela 4.1: Exemplo 4.3.2 - Eventos ativos nos estados de S1 e de S2
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apenas eventos ass´ıncronos estejam ativos. Por exemplo, o estado 0 de S1 tem os eventos 73
e 53 ativos. Portanto, nenhum estado global composto do estado 0 de S1 e´ potencialmente
bloqueante. O mesmo ocorre para todos os estados compostos dos estados 1, 4, 5, 6, 7, 8, 9,
11, 12, 13, 14, 15 de S1 e estados 2 e 3 de S2. Enta˜o, restam apenas algumas combinac¸o˜es.
Sa˜o elas:
(2, 0) (2, 1) (2, 4) (2, 5)
(3, 0) (3, 1) (3, 4) (3, 5)
(10, 0) (10, 1) (10, 4) (10, 5).
Em consequ¨eˆncia do Teorema 4.3.1, se a intersec¸a˜o dos eventos ativos nos estados locais
de um par de estados com o conjunto de eventos compartilhados (Σs) for na˜o-vazia, esse
estado global esta´ livre de deadlock. Portanto, o par (2, 5) pode ser tirado da lista de pares
potencialmente bloqueantes, pois seus estados locais compartilham o mesmo evento (74). O
mesmo ocorre com os pares (3, 0) e (10, 1), que compartilham os eventos 71 e 72, respectiva-
mente.
Depois de identificados os estados potencialmente bloqueantes, aplica-se o teste de al-
canc¸abilidade sobre esse conjunto de pares.
S1||S2
Estados Par Estados Par Estados Par Estados Par
0 (0,0) 9 (3,2) 18 (8,0) 27 (8,3)
1 (1,0) 10 (1,3) 19 (11,0) 28 (6,4)
2 (3,0) 11 (0,4) 20 (13,1) 29 (11,3)
3 (5,1) 12 (3,3) 21 (14,1) 30 (8,4)
4 (7,1) 13 (1,4) 22 (6,2) 31 (9,5)
5 (0,2) 14 (2,5) 23 (15,1) 32 (11,4)
6 (10,1) 15 (3,4) 24 (8,2) 33 (12,0)
7 (1,2) 16 (4,0) 25 (6,3)
8 (0,3) 17 (6,0) 26 (11,2)
Tabela 4.2: Exemplo 4.3.2 - Correspondeˆncia entre o estado global e o par de estados (a, b)
sendo que a corresponde a um estado de S1 e b corresponde a um estado de S2.
A Tabela 4.2 mostra a correspondeˆncia entre os estados globais (de S1||S2) e os pares
locais. Uma inspec¸a˜o na Tabela 4.2 mostra que entre os pares listados, somente o par (3, 4)
e´ alcanc¸a´vel, que corresponde ao estado 15 do autoˆmato apresentado na Figura 4.10.
O estado de deadlock foi identificado atrave´s do me´todo detecta-primeiro. Nesse caso,
para verificar a alcanc¸abilidade do conjunto de pares, o produto s´ıncrono dos autoˆmatos foi
obtido. Existem va´rios me´todos para se fazer a verificac¸a˜o de alcanc¸abilidade, cujos detalhes
esta˜o fora do escopo deste trabalho.
A Proposic¸a˜o 4.3.1 mostra que a busca de alcanc¸abilidade pode ser realizada considerando
apenas o comportamento compartilhado do sistema.
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Proposic¸a˜o 4.3.1. Seja L um vetor de linguagens em Σ. Enta˜o
BΣ(L) = ∅ ⇐⇒ BΣ(Ps(L)) = ∅
onde Ps : Σ→ Σs.
Segundo os autores, um estado de deadlock potencial e´ alcanc¸a´vel se e somente se o
estado correspondente na projec¸a˜o do sistema composto e´ alcanc¸a´vel [Abdelwahed e Wonham,
2003a], [Abdelwahed, 2002]. O teste de alcanc¸abilidade sobre o sistema projetado, Ps(BΣ(L)),
pode aumentar bastante a eficieˆncia, para o caso de sistemas fracamente acoplados, dado que
Ps(BΣ(L)) = BΣ(Ps(L)).
Como existe um conjunto de eventos compartilhados, a evoluc¸a˜o nas linguagens de L
deve ser sincronizada no que diz respeito a esses eventos compartilhados. Por exemplo, para
atingir o estado (2, 0) e´ necessa´ria a ocorreˆncia de uma cadeia em S1 que leve do estado
inicial ate´ o estado 2, e que S2 atinja o estado 0. Nos autoˆmatos do exemplo anterior (Figura
4.9), para que S2 atinja o estado 0 alguma cadeia do conjunto {(71 72 81 82 73 74)
∗} devera´
ocorrer. O teste que tem que ser feito para verificar se (2, 0) e´ alcanc¸a´vel, e´ avaliar se e´
poss´ıvel atingir o estado 2 de S1 pela ocorreˆncia de alguma cadeia cuja projec¸a˜o no conjunto
de eventos compartilhados seja {(71 72 73 74)∗}. No caso do par (2, 0), pode-se verificar que
ele na˜o e´ alcanc¸a´vel.
A ocorreˆncia de eventos locais em S1 e S2 e´ livre ou seja, esses eventos podem estar
intercalados com os eventos compartilhados, de forma diversa. O importante e´ que os eventos
compartilhados aparec¸am na mesma ordem e mesma quantidade em alguma cadeia que leve
ao estado 2 de S2 que em alguma cadeia que leve ao estado 0 de S1. Dessa forma, o teste
de alcanc¸abilidade pode ser feito para todos os pares potencialmente bloqueantes. Aqueles
pares que sobreviverem ao teste podem ser considerados alcanc¸a´veis e portanto, estados de
deadlock.
4.3.1.2 Detecc¸a˜o de livelock
Um estado de livelock apresenta um conjunto na˜o-vazio de eventos ativos e pode portanto,
atingir outros estados (possivelmente ele mesmo). A dificuldade de detectar livelock esta´ na
sua caracterizac¸a˜o. Particularmente, um estado de livelock pode ser definido recursivamente
como um estado que tem um domı´nio alcanc¸a´vel consistindo apenas de estados de deadlock
ou livelock. A existeˆncia de estados de livelock, enta˜o, depende da existeˆncia de estados de
deadlock. Portanto, a detecc¸a˜o de deadlock deve ser feita primeiro.
A detecc¸a˜o de livelock pode ser simplificada considerando apenas os estados que podem
atingir estados de livelock. Estados que podem atingir somente estados de deadlock podem
ser considerados bloqueados. Tais estados bloqueados sera˜o referenciados como estados de
semi-livelock. A existeˆncia de estados de semi-livelock esta´ relacionada a` existeˆncia de estados
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de deadlock. Assumindo que o sistema seja livre de deadlock, so´ e´ necessa´rio considerar os
estados de livelock.
Assumindo-se espac¸o de estados finito, a caracterizac¸a˜o recursiva do livelock leva a` con-
clusa˜o de que qualquer estado de livelock deve existir em um lac¸o, ou mais precisamente um
clique, no sistema global.
Seja A = (Σ, Q, δ, q0, Qm) um autoˆmato livre de deadlock. Um estado q ∈ Q e´ um estado
de livelock se e somente se,
̺A(q) 6= ∅ ∧ ̺A(q) ∩Qm = ∅ ∧ (∀q
′ ∈ ̺A(q)) ̺A(q
′) 6= ∅.
As duas primeiras condic¸o˜es caracterizam tambe´m estados de semi-livelock. A terceira
condic¸a˜o distingue os estados de livelock como sendo aqueles que levam a outros estados de
livelock. Portanto, o domı´nio alcanc¸a´vel desses estados e´ um conjunto na˜o-vazio de estados
de livelock. Um autoˆmato e´ dito livre de livelock se na˜o contiver nenhum estado de livelock.
Seja X um subconjunto na˜o-vazio de Q em A. Seja δX a restric¸a˜o de δ aos estados de X
e seja ̺XA : X → 2
X o mapa de alcanc¸abilidade que associa cada estado x ∈ X aos estados de
X que sa˜o alcanc¸a´veis a partir de x atrave´s de transic¸o˜es em δX . O conjunto X e´ chamado
clique em A se todo estado em X pode alcanc¸ar qualquer outro estado em X atrave´s de
transic¸o˜es em δX , ou seja,
(∀x, x′ ∈ X) x′ ∈ ̺XA (x).
Um estado x0 ∈ X e´ chamado estado de entrada para o clique X se x0 for estado inicial
ou
(∃q ∈ Q−X)(∃σ ∈ Σ) δ(q, σ) = x0.
Nesse caso, a transic¸a˜o (q, σ, x0) e´ dita ser uma transic¸a˜o de entrada para o clique X. Um
estado xm ∈ X e´ chamado estado de sa´ıda em X se xm for estado marcado ou se existe uma
transic¸a˜o (qm, σ, y) com q ∈ Q−X. Esta transic¸a˜o e´ chamada de transic¸a˜o de sa´ıda do clique.
X0 e´ o conjunto de estados de entrada e Xm e´ o conjunto de estados de sa´ıda. Um sistema
so´ pode entrar no clique atrave´s de um estado de entrada e enta˜o pode ficar indefinidamente
no clique ou sair dele atrave´s de um estado de sa´ıda. A tupla (X,X0,Xm) e´ um estrutura
clique em A.
Um clique e´ dito acess´ıvel se qualquer (e portanto todos) de seus estados for acess´ıvel
ou seja, o clique tem pelo menos um estado de entrada. E´ dito co-acess´ıvel se qualquer (e
portanto todos) seus estados forem co-acess´ıveis ou seja, todo clique tem pelo menos um
estado de sa´ıda. Um clique e´ ma´ximo se na˜o ha´ outro clique X ′ em A tal que X ⊆ X ′,
X0 ⊆ X
′
0 e Xm ⊆ X
′
m. Um clique e´ terminal se todo estado acess´ıvel a partir do clique esta´
no clique ou seja ̺A(X) = X.
Exemplo 4.3.3. Na Figura 4.11, existem quatro cliques, {0, 1, 2}, {1, 2}, {2} e {3, 4}. Todos
os cliques sa˜o acess´ıveis e apenas o clique {3, 4} na˜o e´ co-acess´ıvel.
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Figura 4.11: Exemplo 4.3.3 - Clique
Os cliques {0, 1, 2} e {3, 4} sa˜o ma´ximos mas apenas o clique {3, 4} e´ terminal.
Proposic¸a˜o 4.3.2. Assumindo que A e´ livre de deadlock, enta˜o A e´ livre de livelock se e
somente se todo clique terminal em A contiver um estado marcado.
Portanto, estados de livelock podem ser detectados testando-se apenas o conjunto de
cliques terminais do sistema. O resultado apresentado na Proposic¸a˜o 4.3.2 pode ser usado
para o desenvolvimento de um procedimento detecta-primeiro para detecc¸a˜o de livelock em
sistemas compostos. Mais detalhes sobre o procedimento podem ser encontrados em [Abdel-
wahed, 2002].
4.3.2 Conjunto de Conflitos Certos e Abordagem Incremental
Malik [2004] propo˜e um me´todo para facilitar a detecc¸a˜o de conflito em sistemas modu-
lares, a partir de uma caracterizac¸a˜o do conflito. O conjunto de conflitos certos2 de uma
linguagem e´ um conjunto de comportamentos que pode ser tratado de forma especial para
verificac¸a˜o, melhorando consideravelmente a eficieˆncia da verificac¸a˜o.
Depois de caracterizado o conjunto de conflitos certos, a abordagem incremental e´ uti-
lizada para testar se o comportamento do sistema e´ conflitante sem construir o produto
s´ıncrono completo. Sa˜o propostas abstrac¸o˜es, que sa˜o modelos simplificados que preservam
o conflito, de forma que o teste do conflito se torna mais simples.
O grande problema desta abordagem e´ que para o caso de sistema na˜o-conflitante ainda e´
necessa´rio compor todos os subsistemas para concluir que ele e´ na˜o-conflitante. Ale´m disso,
e´ necessa´rio conhecer de in´ıcio algum subsistema (ou composic¸a˜o de subsistemas) que seja
bloqueante.
4.3.2.1 Conjunto de Conflitos Certos
Em muitos casos e´ suficiente analisar subsistemas do sistema composto para estabelecer
que ele satisfaz uma propriedade de interesse [A˚kesson et al., 2002], [Brandin et al., 2004].
2do ingleˆs set of certain conflicts
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Entretanto, a propriedade do conflito e´ mais sofisticada. Mesmo que cada subsistema indi-
vidual esteja livre de bloqueio, o sistema composto pelos subsistemas pode ser bloqueante.
O exemplo apresentado na Figura 4.12 ilustra um caso em que os subsistemas sa˜o na˜o blo-
queantes. Entretanto, sua composic¸a˜o e´ conflitante. Este exemplo sera´ utilizado no decorrer
dessa subsec¸a˜o para ilustrar alguns conceitos.
s t a r t 0 1
timeout,reset
timer
(a)
s t a r t 0 1
2
timer autovr,cmd
3
timeout
restart
autovr,cmd
z
(b)
s t a r t (0,0)
(0,1)
(1,2)
timer
autovr,cmd
(0,2)reset
(0,3)
timeout
autovr,cmd
restart
autovr,cmd
(c)
Figura 4.12: Exemplo de subsistemas na˜o-bloqueantes cuja composic¸a˜o s´ıncrona e´ bloqueante:
(a) G1; (b) G2; (c) G = G1||G2.
Em sistemas complexos, onde diversos subsistemas executam em paralelo, o comporta-
mento do sistema global (G sobre Σ) e´ obtido pelo produto s´ıncrono dos subsistemas compo-
nentes (Gi sobre Σi, para i = {1, · · · , n}). Para tanto, os alfabetos Σi de Gi sa˜o estendidos
para o alfabeto comum Σ usando a projec¸a˜o inversa. Considerando o SED estendido, e´
interessante diferenciar quais eventos caracterizam o comportamento e quais eventos foram
introduzidos pela projec¸a˜o inversa. Portanto, um conjunto de eventos Ω ⊆ Σ e´ adequado para
uma linguagem L ⊆ Σ∗ se P−1Ω (PΩ(L)) = L, isto e´, se a linguagem pode ser reconstru´ıda
a partir de sua projec¸a˜o. Ω e´ dito adequado para um SED G se Ω e´ adequado para L(G)
e Lm(G). Apenas os eventos que caracterizam o comportamento do sistema sa˜o mostrados
nas figuras. Subentende-se que os eventos que na˜o aparecem no SED esta˜o em auto-lac¸os em
todos os estados do SED.
Considere que G (Figura 4.12(c)) faz parte de um sistemas composto. Se for poss´ıvel
mostrar que todos os componentes do sistema aceitam a sequ¨eˆncia cmd timer reset que
leva ao estado na˜o co-acess´ıvel (0, 2), pode-se concluir que o sistema composto e´ bloqueante.
Ainda neste exemplo, assume-se que os eventos timer e reset nunca sa˜o desabilitados pelos
outros componentes. Nesse caso, o sistema e´ bloqueante se for poss´ıvel para G entrar no
estado (0, 1). Se G esta´ nesse estado, o sistema composto pode executar a sequ¨eˆncia timer
reset e levar G para o estado (0, 2). Portanto, os estados (0, 1), (0, 2) e (1, 2) sa˜o considerados
estados de conflitos certos. Qualquer sistema na˜o-conflitante com G deve impedi-lo de entrar
nesses estados. Em seguida define-se o conjunto de conflitos certos, usando linguagens.
Seja um SED G que interage com outros subsistemas. O conjunto de eventos Σ de G deve
ser dividido em um conjunto Υ de eventos que sa˜o utilizados somente por G e sa˜o irrelevantes
para os outros sistemas e um conjunto Ω de eventos que sa˜o compartilhados entre G e outros
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componentes, tal que Σ = Ω ∪Υ.
Exemplo 4.3.4. Sejam o SED G1 (Figura 4.12(a)), e os conjuntos de eventos Υ = {autovr, cmd, restart}
e Ω = {timeout, reset, timer}. Ω e´ adequado para G1.
Se G e´ bloqueante, enta˜o existe um conjunto de cadeias aceitas por G tal que, quando
aceitas por outro SED H executando em paralelo com G, torna G e H conflitantes. Estas
cadeias constituem o conjunto de conflitos certos.
Definic¸a˜o 4.3.1. Sejam G um SED em Σ e Ω ⊆ Σ. Uma cadeia s ∈ Ω∗ e´ dita Ω-bloqueante
e.r.a G se, para todo SED H em Σ tal que Ω seja adequado para H e s ∈ L(H), os SEDs G
e H sejam conflitantes. Caso contra´rio, s e´ dito Ω-na˜o-bloqueante e.r.a G
Ω-bloqueio e´ uma propriedade de cadeias. Para s ser Ω-bloqueante, todos os SEDs H
com as propriedades mencionadas devem ser conflitantes com G.
Definic¸a˜o 4.3.2. Sejam G um SED sobre Σ e Ω ⊆ Σ,
Conf(G,Ω) = {s ∈ Ω∗|s e´ Ω-bloqueante e.r.a G};
NConf(G,Ω) = {s ∈ Ω∗|s e´ Ω-na˜o-bloqueante e.r.a G}.
Conf(G,Ω) e´ o conjunto de conflitos certos deG e.r.a Ω. Seu complemento, NConf(G,Ω)
e´ o conjunto de todas as cadeias s de eventos compartilhados para os quais existe outro sistema
que aceita s e e´ na˜o-conflitante com G.
Exemplo 4.3.5. Sejam G1 o SED representado na Figura 4.12(c) e Υ = {reset, timer}.
Enta˜o, todo SED H que tiver os eventos de Υ em auto-lac¸os em todos os estados e aceitar
os eventos autovr ou cmd devera´ ser conflitante com G. Portanto,
Conf(G1,Ω) = {autovr, cmd}Ω
∗.
Pode-se dizer que um SED H e´ na˜o-conflitante com G se seu comportamento esta´ contido
em NConf(G,Ω).
Proposic¸a˜o 4.3.3. Sejam G e H dois SEDs sobre Σ e Ω ⊆ Σ adequado e.r.a H. Se G e H
sa˜o na˜o-conflitantes enta˜o:
PΩ(L(H)) ⊆ P
−1
Ω NConf(G,Ω).
Portanto, seja G = G1||G2|| · · · ||Gn. Se o comportamento de G2|| · · · ||Gn na˜o estiver
contido na linguagem NConf(G1,Ω) isto e´,
L(G2|| · · · ||Gn) * (P−1Ω NConf(G1,Ω)),
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enta˜o o sistema composto e´ conflitante.
Se L(G2|| · · · ||Gn) ⊆ P
−1
Ω (NConf(G1,Ω)), nada se pode concluir a respeito da existeˆncia
ou na˜o de conflito em G. Entretanto, a informac¸a˜o do conjunto de conflitos certos pode ser
usada para simplificar a ana´lise do conflito. O componente G1 pode ser substitu´ıdo por um
modelo mais simples, G′1 e a ana´lise do conflito pode ser feita pelo ca´lculo de G
′
1||G2|| · · · ||Gn.
G′1 deve preservar todas as possibilidades de G1 de estar em conflito com os outros compo-
nentes do sistema.
Proposic¸a˜o 4.3.4. Dois SEDs G1 e G2 sobre Σ sa˜o chamados conflito-equivalentes e.r.a
Ω ⊆ Σ se, para todo SED H tal que Ω seja adequado para H, G1 e H sa˜o na˜o-conflitantes
se e somente se G2 e H sa˜o na˜o-conflitantes
Exemplo 4.3.6. Seja G1 o SED representado na Figura 4.13(a). O SED G
′
1 (Figura 4.13(b))
e´ conflito-equivalente a G1.
s t a r t (0,0)
(0,1)
(1,2)
timer
autovr,cmd
(0,2)reset
(0,3)
timeout
autovr,cmd
restart
autovr,cmd
(a)
s t a r t (0,0) (x)
autovr,cmd,reset,restart,timeout,timer
autovr,cmd
(b)
Figura 4.13: Exemplo 4.3.6: (a) G1 (b) G
′
1, conflito-equivalente a G1
Qualquer SED H, que na˜o use os eventos timer e cmd, e´ conflitante tanto com G1 como
com G′1 se e somente eles aceitam algum dos eventos autovr e cmd. Portanto, G1 pode ser
substitu´ıdo por G′1 antes de testar se os subsistemas sa˜o conflitantes.
Para obter a simplificac¸a˜o, agrupam-se os estados que representam conflitos certos em
um u´nico estado, onde todos os eventos sa˜o poss´ıveis. As duas Proposic¸o˜es que se seguem
fundamentam esta ide´ia.
Proposic¸a˜o 4.3.5. Sejam G um SED sobre Σ e Ω ⊆ Σ. G e´ conflito-equivalente a G′ e.r.a
Ω se
L(G′) = L(G) ∪ P−1Ω (Conf(G,Ω))
Lm(G
′) = Lm(G).
Portanto, cadeias do conjunto de conflitos certos podem ser adicionadas a` linguagem L(G)
de um SED sem afetar seus poss´ıveis conflitos.
Proposic¸a˜o 4.3.6. Sejam G um SED sobre Σ e Ω ⊆ Σ. G e´ conflito-equivalente a G′ e.r.a
Ω se
L(G′) = L(G)
Lm(G
′) = Lm(G) ∩ P
−1
Ω (NConf(G,Ω)).
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Portanto, como os conflitos certos na˜o representam tarefas completas, eles podem ser
removidos da linguagem Lm(G). O subsistema simplificado G
′
1 pode ser obtido pela aplicac¸a˜o
da Proposic¸a˜o 4.3.6 seguida da aplicac¸a˜o da Proposic¸a˜o 4.3.5.
Em paralelo com [Malik, 2004], os autores formalizaram alguns conceitos como o con-
ceito do conjunto de conflitos certos usando a teoria de a´lgebra de processos [Malik et al.,
2004]. Flordal e Malik [2006] propo˜em procedimentos para reduc¸a˜o dos autoˆmatos utilizando
conceitos da teoria de a´lgebra de processos. A Sec¸a˜o 4.3.3 apresenta esses resultados.
Em seguida, apresenta-se a abordagem incremental, introduzida por Brandin et al. [2000],
para verificac¸a˜o de propriedades. Esse me´todo e´ usado em conjunto com o conceito de conflitos
certos para detectar conflito em sistemas compostos.
4.3.2.2 Abordagem Incremental
Em geral, o comportamento do sistema a ser verificado na˜o e´ descrito completamente,
mas apenas aspectos particulares sa˜o considerados. Sejam um sistema e uma propriedade a
ser verificada. Quando se conclui que na˜o e´ poss´ıvel mostrar que o comportamento do sistema
satisfaz a propriedade, duas interpretac¸o˜es podem ser dadas. Sa˜o elas:
- o sistema considerado na˜o satisfaz a propriedade;
- o sistema satisfaz a propriedade, mas a descric¸a˜o de seu comportamento na˜o e´ suficien-
temente completa para permitir que se mostre que a propriedade e´ satisfeita.
O questionamento que surge e´, enta˜o: sera´ que a descric¸a˜o do sistema pode ser refinada
de alguma forma para mostrar que a propriedade e´ satisfeita ou na˜o? Se a resposta a esse
primeiro questionamento for sim, surge um segundo questionamento: Como fazer?
Usando resultados da TCS e´ poss´ıvel: (i) determinar quando comportamentos adicionais,
acoplados ao comportamento original do sistema, garantem que a propriedade e´ sempre sa-
tisfeita; (ii) sintetizar comportamentos que, quando acoplados ao sistema original, garantem
a satisfac¸a˜o da propriedade.
As propriedades podem ser descritas modularmente, por um conjunto de autoˆmatos.
Neste caso, esta abordagem pode ser considerada poderosa para verificac¸a˜o, que permite que
o comportamento do sistema seja aumentado incrementalmente, com o objetivo de verificar
se especificac¸o˜es comportamentais sa˜o satisfeitas, aumentando a eficieˆncia computacional.
O procedimento incremental trata da verificac¸a˜o de propriedades de seguranc¸a e verificac¸a˜o
de controlabilidade como um conjunto de passos de verificac¸a˜o sucessivos. As linguagens
consideradas sa˜o prefixo-fechadas. Depois de cada passo, ou os requisitos comportamentais
sa˜o verificados ou contra-exemplos sa˜o obtidos. Esses conta-exemplos, juntamente com a
heur´ıstica, sa˜o a base para o aumento do subsistema, pela composic¸a˜o de outros subsistemas.
So´ sera´ apresentado o procedimento incremental para testar propriedades de seguranc¸a.
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Antes de apresentar o procedimento de verificac¸a˜o incremental, algumas ide´ias e a notac¸a˜o
utilizada sa˜o introduzidas. Sejam I e J conjuntos de ı´ndices. Sejam um sistema G composto
de subsistemas Gi, i ∈ I, e um requisito comportamental R a ser satisfeito por G. R e´
composto de autoˆmatos Rj , com j ∈ J . O comportamento de um sistema satisfaz requisitos
comportamentais quando esta´ contido ou e´ igual ao requisito ou seja, G satisfaz R se L(G) ⊆
L(R), ou seja, se toda cadeia de eventos aceita pelo autoˆmato G e´ tambe´m aceita pelo
autoˆmato R.
A Proposic¸a˜o 4.3.7 apresentada a seguir formaliza a ide´ia de que a composic¸a˜o de subsis-
temas sempre restringe o comportamento de um sistema.
Proposic¸a˜o 4.3.7. Sejam K,L ⊆ Σ∗ e L = L1 ∩ L2 se
L1 ⊆ K =⇒ L ⊆ K.
Portanto, pode-se construir o produto s´ıncrono de G e R e checar se em cada combinac¸a˜o
de estados alcanc¸a´veis existe um evento poss´ıvel em G que na˜o seja poss´ıvel em R. Se existir,
G na˜o satisfaz R.
Exemplo 4.3.7. Sejam um alfabeto Σ e duas linguagens L1, L2 ⊆ Σ
∗. A linguagem L =
L1∩L2 esta´ contida em L1 e em L2, como mostrado na Figura 4.14. Portanto, se a linguagem
Σ∗
L
Figura 4.14: Exemplo 4.3.7: L = L1 ∩ L2
L1 atende a um requisito de inclusa˜o comportamental (L1 ⊆ L(R)), L tambe´m atende (L ⊆
L(R)).
Como consequ¨eˆncia, se um subsistema E de G atende a um requisito de inclusa˜o com-
portamental, G tambe´m atende.
Sejam G1 e G2 autoˆmatos definidos sobre o alfabeto Σ1 e Σ2 respectivamente. Para que
L(G1||G2) = L(G1) ∩ L(G2), os alfabetos dos dois subsistemas devem ser estendidos atrave´s
da inserc¸a˜o de autolac¸os em todos os estados, de forma que os alfabetos de G1 e G2 fiquem
iguais a Σ = Σ1 ∪Σ2. Os eventos podem ser controla´veis ou na˜o-controla´veis, Σ = Σc ∪Σuc.
Ale´m disto, podem ser classificados em relevantes e irrelevantes. Para uma linguagem L ⊆ Σ,
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o evento σ ∈ Σ e´ irrelevante para L se ∀s, t ∈ Σ∗
st ∈ L se e somente se sσt ∈ L.
Caso contra´rio, σ e´ chamado relevante. O conjunto de eventos relevantes e´ definido como
rel L = {σ ∈ Σ |σ e´ relevante para L}.
Considere GΣ∗ como um elemente neutro, tal que L(GΣ∗) = Σ
∗ e L(G||GΣ∗) = L(G)
para qualquer G. O procedimento incremental para verificac¸a˜o da inclusa˜o comportamental
e´ feito partindo do elemento neutro representando o modelo para o sistema. Esse modelo vai
sendo refinado pela composic¸a˜o de subsistemas de G que na˜o aceitem uma cadeia que seja
contra-exemplo. O contra-exemplo e´ alguma cadeia de L(G′) que na˜o pertenc¸a a L(R). A
obtenc¸a˜o de um contra-exemplo que seja aceito por todos os subsistemas de G implica G na˜o
atender o requisito comportamental R.
O procedimento incremental sera´ ilustrado atrave´s de um exemplo.
Exemplo 4.3.8. Sejam um sistema G, composto das subplantas M1, M2, Armazem e
Reparo, e uma restric¸a˜o R, tambe´m chamada de AltInicio. Verificar se G =M1||M2||Armazem||Reparo
satisfaz restric¸o˜es de comportamento R.
start 0 1
2
s1
f1 b1
r1
start 0 1
2
s2
f2 b2
r2
(a) (b)
start 0 1
s1
f1
s2
start 0 1
r1
b2
r2
(c) (d)
Figura 4.15: Exemplo 4.3.8: (a) Ma´quina M1; (b) Ma´quina M2; (c) Armazem; (d) Reparo.
A restric¸a˜o AltInicio (Figura 4.16) pode ser interpretada como a verificac¸a˜o de que as
ma´quinas comec¸am a operar alternadamente, ou seja, verificar se
L(M1||M2||Armazem||Reparo) ⊆ L(AltInicio).
start 0 1s1
s2
Figura 4.16: Exemplo 4.3.8: restric¸a˜o AltInicio
Considere G′ um subconjunto de G.
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- se G′ satisfaz R⇒ G tambe´m satisfaz
- se G′ na˜o satisfaz R⇒ busca de contra-exemplo s ∈ L(G′) tal que s /∈ L(R)
Pela Proposic¸a˜o 4.3.7, deve-se encontrar G′ de G que satisfac¸a AltInicio. Inicialmente,
escolhe-se o elementro neutro e, portanto G′ = GΣ∗ . Verifica-se que Σ
∗ * L(AltInicio)
(Figura 4.17).
start 0
Σ
start 0 1s1
s2
(a) (b)
Figura 4.17: Exemplo 4.3.8 - Primeiro passo do procedimento incremental, busca de contra-
exemplo: (a) G′ = GΣ∗ ; (b) AltInicio.
A cadeia s2 e´ poss´ıvel em L(G
′) e na˜o e´ poss´ıvel em L(AltInicio) e portanto, e´ consi-
derada um contra-exemplo. Verifica-se se algum dos subsistemas do sistema G (M1, M2,
Armazem ou Reparo) na˜o aceitam s2. Caso algum subsistema na˜o aceite o contra-exemplo,
esse subsistema e´ composto com G′, refinando o modelo.
O subsistema Armazem na˜o aceita a cadeia s2. Portanto, no pro´ximo passo do procedi-
mento G′ = GΣ∗ ||Armazem = Armazem e deve-se verificar se L(Armazem) ⊆ L(AltInicio)
(Figura 4.18).
start 0 1
s1
f1
s2
start 0 1s1
s2
(a) (b)
Figura 4.18: Exemplo 4.3.8 - Segundo passo do procedimento incremental, busca de contra-
exemplo: (a) G′ = Armazem; (b) AltInicio.
Um contra-exemplo para esse G′ e´ a cadeia f1s2, aceita por G
′, mas na˜o por AltInicio.
Por inspec¸a˜o, pode-se perceber que o subsistema M1 na˜o aceita esta cadeia.
O modelo G′, utilizado para a verificac¸a˜o, e´ enta˜o refinado, no pro´ximo passo do pro-
cedimento, pela composic¸a˜o de M1, G
′ = G′||M1 = Armazem||M1. Ao testar se L(G)
′ ⊆
L(AltInicio) pode-se obter a cadeia s1b1r1s1. Todos os subsistemas aceitam essa cadeia.
Pode-se concluir que G′, e portanto G, na˜o satisfaz o requisito AltInicio.
Para chegar a` conclusa˜o de que o sistema G na˜o atende o requisito AltInicio foi necessa´rio
compor apenas dois subsistemas de um total de quatro subsistemas componentes de G.
Para o caso em que ha´ va´rios requisitos Ki, pode-se derivar o seguinte resultado.
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Proposic¸a˜o 4.3.8. Dado K,L ⊆ Σ∗, K = K1 ∩K2, tem-se que
L ⊆ K ⇐⇒ L ⊆ K1 ∧ L ⊆ K2.
Ou seja, se G satisfaz Rj ,∀j ∈ {1, . . . ,m}, G satisfaz R. Basta provar que, para cada
Rj de R, existe algum G
′ de G que satisfaz a propriedade. O procedimento incremental e´
aplicado para comprovar que para cada Rj existe algum G
′ tal que L(G′) ⊆ L(R) e portanto
que L(G) ⊆ L(R).
Caso mais de um subsistema (restric¸a˜o) aceite o contra-exemplo, deve-se escolher entre
eles qual ou quais devem ser compostos com G′ (R′). Algumas heur´ısticas sa˜o propostas em
[Brandin et al., 2004]. Segundo os autores, na˜o ha´ uma heur´ıstica que seja sempre melhor.
Eles sugerem que se utilizem va´rias heur´ısticas, limitando o tempo de computac¸a˜o delas com
um valor emp´ırico.
Esta abordagem foi testada pelos autores em va´rios exemplos industriais. A partir dos
exemplos foi poss´ıvel perceber que e´ poss´ıvel resolver alguns problemas em tempo polinomial,
apesar desta metodologia ter complexidade exponencial, no pior caso.
Como mencionado anteriormente, a abordagem incremental pode ser usada em conjunto
com a ide´ia do conjunto de conflitos certos para detectar o conflito com maior eficieˆncia
computacional.
Para concluir que ha´ conflito entre um subsistema G1 de G e o restante do sistema
G2|| · · · ||Gn, deve-se verificar que
L(G2|| · · · ||Gn) * NConf(G1,Ω).
Este teste pode ser feito usando o teste de inclusa˜o comportamental descrito nesta subsec¸a˜o.
4.3.3 Conflito Equivaleˆncia
Flordal e Malik [2006] utilizam resultados da a´lgebra de processos para obter abstrac¸o˜es
que preservam conflito. Esse artigo apresenta um conjunto de procedimentos para reduc¸a˜o
dos autoˆmatos de forma a garantir a propriedade de conflito-equivaleˆncia (Definic¸a˜o 4.3.4). A
notac¸a˜o utilizada para representar uma relac¸a˜o de transic¸a˜o e´ q
a
→ q′, onde q e q′ representam
estados e a e´ a cadeia de eventos que leva o sistema do estado q para o estado q′. Dois outros
eventos sa˜o utilizados, o evento silencioso τ /∈ Σ o evento de te´rmino ω ∈ Σ. O evento τ na˜o
esta´ no alfabeto Σ a menos que explicitamente dito, Στ = Σ ∪ {τ}. Seja a = σ1σ2 . . . σn, a
transic¸a˜o dupla, q
a
⇒ q′, denota a existeˆncia de uma cadeia t ∈ τ∗σ1τ
∗σ2τ
∗ . . . τ∗σnτ
∗ tal que
q
t
→ q′. A transic¸a˜o simples
t
→ denota, portanto, a existeˆncia de um caminho com exatamente
os eventos de t enquanto a transic¸a˜o dupla
a
⇒ denota um caminho com um nu´mero arbitra´rio
de eventos τ intercalados.
4. Controle de Sistemas Concorrentes 63
A representac¸a˜o dos estados marcados do sistema e´ atrave´s do evento ω onde o estado
que seria marcado possui uma transic¸a˜o rotulada com o evento ω para um estado que na˜o
possui nenhuma transic¸a˜o de sa´ıda, fazendo de ω o u´ltimo evento de qualquer execuc¸a˜o.
Um autoˆmato G = (Q,Σ,→, Qi, Qm) aceita uma cadeia s ∈ Σ∗ se Qi
s
⇒, e o conjunto de
eventos ativos no estado q e´ definido como Σ(q) = {σ ∈ Σ|q
σ
⇒}. Na composic¸a˜o s´ıncrona,
os eventos compartilhados e tambe´m ω devem ser sincronizados, enquanto os outros eventos,
incluindo τ , sa˜o executados independentemente.
Usando a notac¸a˜o apresentada acima, o conceito de na˜o-bloqueio e´ apresentado a seguir:
Definic¸a˜o 4.3.3. Um autoˆmato G = (Q,Σ,→, Qi, Qm) e´ na˜o-bloqueante se, para todo estado
q ∈ Q e toda cadeia s ∈ Σ∗ tal que Qi
s
⇒ q, existe um cadeia t ∈ Σ∗ tal que q
tω
⇒ .
Relembrando, dois autoˆmatos sa˜o na˜o-conflitantes se sua composic¸a˜o s´ıncrona e´ na˜o-
bloqueante. O conceito de conflito-equivaleˆncia foi desenvolvido para caracterizar autoˆmatos
que possam ser usados indistintamente para teste de conflito.
Definic¸a˜o 4.3.4. Dois autoˆmatos G1 e G2 sa˜o conflito-equivalentes, G1 ≃conf G2, se, para
qualquer teste T , G1||T e´ na˜o-bloqueante se e somente se G2||T for na˜o-bloqueante.
Sejam G um autoˆmato e s uma cadeia desse autoˆmato. A linguagem C ⊂ Σ∗ω e´ chamada
de sufixo na˜o-conflitante para s em G se para todo teste T tal que T eG sejam na˜o-conflitantes
e Qi
s
⇒ q, existe um sufixo t ∈ C tal que q
t
⇒. A semaˆntica dos sufixos na˜o-conflitantes e´
dada a seguir.
CC(G) = {(s, C) ∈ Σ∗ × P(Σ∗ω)| C e´ sufixo na˜o-conflitante e.r.a s ∈ L(G)}.
O par (s, C) representa, na definic¸a˜o de CC(G), a noc¸a˜o de que um autoˆmato (teste) que
aceite s deve aceitar pelo menos um dos sufixos em C depois de s para ser na˜o-conflitante
com G. Dois autoˆmatos sa˜o conflito-equivalentes se e somente se a semaˆntica de seus sufixos
na˜o-conflitantes coincide.
Teorema 4.3.2. Sejam dois autoˆmatos G1 e G2. G1 ≃conf G2 se e somente se CC(G1) =
CC(G2).
A relac¸a˜o de equivaleˆncia ∼inc e´ apresentada a seguir e utilizada no procedimento de
obtenc¸a˜o das abstrac¸o˜es. A relac¸a˜o ∼inc relaciona estados que podem ser alcanc¸ados da
mesma forma.
Definic¸a˜o 4.3.5. Seja G = (Q,Σ,→, Qi, Qm) um autoˆmato. A relac¸a˜o bina´ria ∼inc⊆ Q×Q
e´ definida tal que q ∼inc q′ se:
Qi
ǫ
⇒ q ⇐⇒ Qi
ǫ
⇒ q′;
∀p ∈ Q,∀σ ∈ Σ : p
σ
⇒ q ⇐⇒ p
σ
⇒ q′.
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O ato de esconder eventos consiste em transformar um evento σ no evento silencioso τ .
O resultado de esconder eventos Υ ⊆ Σ de G e´ o autoˆmato G\Υ obtido pela substituic¸a˜o de
cada transic¸a˜o q
v
→ q′ por q
τ
→ q′, com v ∈ Υ e removendo de Σ os eventos de Υ. A questa˜o
que se coloca e´: como obter Υ de forma a manter a propriedade de conflito-equivaleˆncia no
autoˆmato resultante? Flordal e Malik [2006] discutem dois me´todos poss´ıveis.
4.3.3.1 Equivaleˆncia de Observac¸a˜o ou Bissimulac¸a˜o Fraca
A equivaleˆncia de observac¸a˜o ou bissimulac¸a˜o fraca e´ uma equivaleˆncia forte de autoˆmatos
na˜o-determin´ısticos que considera apenas estados com a mesma estrutura e o mesmo futuro
como equivalentes.
Definic¸a˜o 4.3.6. Uma relac¸a˜o de equivaleˆncia ∼ e´ dita uma bissimulac¸a˜o fraca se q ∼ p
implicar, para qualquer s ∈ Σ∗,
se p
s
⇒ p′ enta˜o ∃q′ tal que q
s
⇒ q′ e p′ ∼ q′;
se q
s
⇒ q′ enta˜o ∃p′ tal que p
s
⇒ p′ e q′ ∼ p′.
Dois autoˆmatos G1 e G2 sa˜o equivalentes de observac¸a˜o se existe uma bissimulac¸a˜o fraca
tal que para cada estado inicial q1 de G1 existe um estado inicial q2 de G2 tal que q1 ∼ q2
e vice-versa [Flordal e Malik, 2006]. Autoˆmatos que sejam equivalentes de observac¸a˜o sa˜o
conflito-equivalentes [Malik et al., 2004].
4.3.3.2 Reduc¸o˜es que preservam Conflito-Equivaleˆncia
Ha´ casos em que dois autoˆmatos sa˜o conflito-equivalentes, mesmo na˜o sendo equivalentes
de observac¸a˜o. Flordal e Malik [2006] apresentam um conjunto de regras de reduc¸a˜o que
preservam a propriedade de conflito-equivaleˆncia. As regras sa˜o aplicadas localmente sobre
alguns estados do autoˆmato tentando identificar estados que sejam conflito-equivalentes (esta-
dos que na˜o possam ser distinguidos pela propriedade de conflito-equivaleˆncia). Esses estados
sa˜o, enta˜o agrupados, reduzindo o espac¸o de estados do sistema. As regras sa˜o descritas a
seguir.
1. Eventos ativos: dois estados que sa˜o equivalentes em relac¸a˜o a ∼inc e possuem os
mesmos eventos ativos sa˜o conflito-equivalentes.
s t a r t 0 3
1
2α
α
β
β
β
(a)
s t a r t 0 31,2α
β
β
(b)
Figura 4.19: Exemplo da aplicac¸a˜o da regra de eventos ativos: (a) G; (b) G′.
Na Figura 4.19, os estados 1 e 2 de G possuem os mesmos eventos de entrada α vindo
do estado 0 e o evento β vindo do estado 1, estabelecendo a relac¸a˜o ∼inc. Ale´m disso,
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os dois estados teˆm o mesmo evento ativo β. Portanto, a regra dos eventos ativos pode
ser aplicada, e os estados 1 e 2 podem ser agrupados em um estado 1,2 como mostrado
em G′.
2. Continuac¸a˜o silenciosa: dois estados que sa˜o equivalentes em relac¸a˜o a ∼inc e a partir
do qual estados esta´veis (que na˜o possuem eventos τ ativos) podem ser alcanc¸ados por
uma sequ¨eˆncia na˜o-vazia de transic¸o˜es τ sa˜o conflito-equivalentes.
s t a r t 0
2
3
1
α
α
β
β
τ
τ
(a)
s t a r t 0,1
2
3
α
βτ
α, β
(b)
Figura 4.20: Exemplo da aplicac¸a˜o da regra de continuac¸a˜o silenciosa: (a) G; (b) G′.
Na Figura 4.20, os estados 0 e 1 de G sa˜o ambos iniciais uma vez que podem ser
alcanc¸ados por um cadeia silenciosa, a partir do estado inicial 0. Portanto os estados 0
e 1 satisfazem ∼inc ja´ que nenhum dos estados e´ alcanc¸a´vel por qualquer outro evento
que na˜o τ . Ale´m disso, os dois estados podem alcanc¸ar o estado 3 que na˜o tem eventos
τ habilitados, pela execuc¸a˜o de pelo menos uma transic¸a˜o silenciosa τ . Os estados 0
e 1 sa˜o conflito-equivalentes e podem ser agrupados em um estado 0,1 como mostrado
em G′.
3. Conflitos certos: em um autoˆmato H, todos os estados q tais que Qi
s
→ q e (s, ∅) ∈
CC(H) podem ser substitu´ıdos por um u´nico estado bloqueante que na˜o possui transic¸o˜es
ativas.
s t a r t 0
3
4
1
2
5
α
α
β
β
β
β
(a)
s t a r t 0
31
2
α
α
β
(b)
Figura 4.21: Exemplo da aplicac¸a˜o da regra de conflitos certos: (a) H; (b) H ′.
Na Fig. 4.21, a cadeia ββ leva ao estado bloqueante 5. Portanto, qualquer teste, para
impedir o bloqueio, na˜o pode aceitar a cadeia ββ. Nesse caso, apo´s a ocorreˆncia da
cadeia β, ja´ na˜o e´ poss´ıvel evitar a ocorreˆncia de ββ e portanto o autoˆmato atinge um
estado de conflito certo.
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4.3.3.3 Verificac¸a˜o da Modularidade
Flordal e Malik [2006] apresentam um me´todo para verificar se um conjunto de autoˆmatos
Gi e´ conflitante. As abstrac¸o˜es G
′
i obtidas atrave´s das reduc¸o˜es descritas anteriormente sa˜o
usadas no teste, no lugar dos autoˆmatos originais. Como Gi e G
′
i sa˜o conflito-equivalentes por
construc¸a˜o, segue-se que o sistema obtido pela composic¸a˜o das abstrac¸o˜es sera´ na˜o-bloqueante
se e somente se a composic¸a˜o dos autoˆmatos originais for na˜o-bloqueante.
Depois de feitas as reduc¸o˜es deGi, a composic¸a˜o s´ıncrona e´ obtida passo-a-passo, aplicando-
se reduc¸o˜es intermedia´rias. Um subconjunto de autoˆmatos e´ substitu´ıdo pela sua composic¸a˜o
s´ıncrona H, e aqueles eventos considerados locais para H (na˜o compartilhados com outros
subsistemas) sa˜o escondidos (substitu´ıdos por τ). H e´ enta˜o substitu´ıdo por H\Υ.
A seguir, apresenta-se um exemplo para ilustrar a aplicac¸a˜o da metodologia.
Exemplo 4.3.9. Sejam o autoˆmato H da Figura 4.21 e um autoˆmato gene´rico G1. Para
detectar a existeˆncia de conflito entre os autoˆmatos H e G1, deve-se obter a composic¸a˜o
s´ıncrona H||G1 e verificar se e´ na˜o-bloqueante. O primeiro passo do procedimento apresentado
em [Flordal e Malik, 2006] consiste em aplicar as reduc¸o˜es poss´ıveis. Neste caso, a regra 3
pode ser aplicada a H e esse autoˆmato pode enta˜o ser substitu´ıdo por H ′ (Figura 4.21), que
e´ conflito-equivalente a H e [H||G1 na˜o-bloqueante ⇐⇒ H
′||G1 na˜o-bloqueante ]. O pro´ximo
passo consiste em verificar quais transic¸o˜es sa˜o rotuladas com eventos locais e substituir por τ .
Para ilustrar esse passo, considere que o autoˆmato gene´rico G1 possui transic¸o˜es rotuladas
com eventos locais (isto e´, na˜o compartilhados com os outros autoˆmatos), que podem ser
substitu´ıdos por τ , tal que G′1 = G (Figura 4.20). Em seguida, processa-se reduc¸o˜es sobre
os novos autoˆmatos obtidos. Nesse caso, observa-se que G′1 = G pode ser reduzido usando
a regra 2 e G′1 pode ser substitu´ıdo por G
′ da (Figura 4.20). No caso de mais de dois
autoˆmatos, composic¸o˜es intermedia´rias podem ser feitas e reduc¸o˜es e substituic¸o˜es por τ
podem ser aplicadas a` estas composic¸o˜es. Os dois passos sa˜o repetidos ate´ que na˜o seja mais
poss´ıvel colapsar estados e nem substituir eventos ou enta˜o ate´ que a reduc¸a˜o obtida seja
satisfato´ria.
A ordem em que os autoˆmatos sa˜o escolhidos para serem compostos pode mudar o re-
sultado das reduc¸o˜es, para melhor ou para pior. Em alguns casos, pode ser mais vantajoso
construir pequenos subsistemas e depois compor. Em outros, pode ser melhor compor os
autoˆmatos um a um em um u´nico sistema. Em [Flordal e Malik, 2006], a ordem da com-
posic¸a˜o e´ definida baseada num procedimento em dois passos: (i) alguns candidatos sa˜o
compostos para serem usados no pro´ximo passo; (ii) a identificac¸a˜o do melhor candidato e´
realizada. Heur´ısticas sa˜o utilizadas no procedimento.
4.3.4 Resoluc¸a˜o de Conflito
Dado que o conflito e´ um problema inerente a`s arquiteturas descentralizadas, va´rios tra-
balhos tratam formas alternativas de modelar, refinar e ate´ projetar sistemas livres de conflito
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por construc¸a˜o. Entre eles, cita-se [Wong et al., 2000], [Chen e Lafortune, 2000] e [Wong e
Wonham, 1998]. Apesar dessas abordagens serem apresentadas brevemente nesta sec¸a˜o, esse
na˜o e´ o foco desta tese.
Segundo Chen e Lafortune [2000], o uso de prioridades e´ muito comum em aplicac¸o˜es
reais para resolver situac¸o˜es de conflito. Esse fato motiva o uso de prioridades para evitar
o conflito dos supervisores modulares. Alguns trabalhos apresentam esquemas de resoluc¸a˜o
de conflito usando prioridades, entre eles [Wong et al., 1995], [Wong et al., 2000] e [Chen e
Lafortune, 2000].
Em [Wong et al., 1995] e´ apresentado um esquema para resoluc¸a˜o de conflito pela in-
troduc¸a˜o de uma interface entre um dos supervisores conflitantes e a planta. Esta ide´ia foi
aprimorada e, em [Wong et al., 2000], um esquema em que cada supervisor local e´ dotado
de uma interface e´ apresentado. Cada supervisor tem uma prioridade, que pode ser fixa, ou
seja, que na˜o depende da dinaˆmica do sistema, ou flex´ıvel, em que a prioridade e´ func¸a˜o da
evoluc¸a˜o do sistema. Na situac¸a˜o de conflito entre dois supervisores, o supervisor de prior-
idade mais alta assume o controle “sozinho” e a ac¸a˜o do supervisor de menor prioridade e´
suspensa e reativada de forma a evitar o conflito. Esse esquema e´ formalizado pela introduc¸a˜o
de interfaces adequadas entre os supervisores e a planta (Figura 4.22), que fazem a mediac¸a˜o
do fluxo de informac¸a˜o e ac¸a˜o de controle entre planta e supervisores. A suspensa˜o de um
supervisor Si e´ realizada pela filtragem e interpretac¸a˜o apropriadas das deciso˜es de controle
tomadas por Si. Sejam G a planta e infi o canal de informac¸a˜o entre planta e o supervi-
sor modular Si. A informac¸a˜o observada por Si pode ser representada pelo SED Gi,hi. As
deciso˜es de controle tomadas por Si sa˜o comunicadas, atrave´s de comi, ao agente Si,lo, que
interpreta e aplica o controle a G. O efeito do controle e´ filtrado e informado a Si atrave´s de
Gi,hi. Nesse sentido, (infi, comi) representam a interface entre Si e G, que media o fluxo de
informac¸a˜o de G para Si e a ac¸a˜o de controle de Si para G.
S1 G1,hi G2,hi
GS1,lo S2,lo
S2
inf1 inf2
com1 com2
Figura 4.22: Esquema para resoluc¸a˜o de conflito apresentada em [Wong et al., 2000]
Esta estrutura apresenta caracter´ısticas hiera´rquicas em que o controle no baixo n´ıvel e´
induzido por um controle de alto n´ıvel. O estudo do esquema de prioridades passa a ser um
estudo sobre as propriedades dos mapas repo´rteres, e condic¸o˜es suficientes sobre os mapas-
repo´rteres, para que se garanta a resoluc¸a˜o de conflito, sa˜o obtidas [Wong et al., 2000].
Wong e Wonham [1998] propo˜em um esquema de coordenac¸a˜o hiera´rquica em dois n´ıveis
(Figura 4.23).
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Clo,2Glo
Ccoord
Chi
infhi
Ghi
inflo,c
inflohi
inflo,1
conlo,1
conlo,c
comhilo
conhi
Clo,1
conlo,2
inflo,2
Figura 4.23: Esquema para resoluc¸a˜o de conflito via coordenac¸a˜o hiera´rquica [Wong e Won-
ham, 1998]
O funcionamento do esquema e´ descrito a seguir. O comportamento da planta Glo sob
supervisa˜o concorrente de Clo,1 e Clo,2 e´ filtrado atrave´s do canal de informac¸a˜o inflohi. O
modelo de alto n´ıvel Ghi representa o comportamento de Glo, depois de filtrado. O filtro
remove a informac¸a˜o irrelevante para a coordenac¸a˜o e com isto simplifica o projeto do co-
ordenador. O coordenador de alto n´ıvel Chi veˆ o comportamento no baixo n´ıvel atrave´s
da monitorac¸a˜o de Ghi. A situac¸a˜o cr´ıtica e´ detectada quando a execuc¸a˜o de transic¸o˜es
consideradas seguras por Clo,1 e Clo,2 va˜o causar o conflito. Essas transic¸o˜es sa˜o imediata-
mente desabilitadas por Chi em Ghi. Esta desabilitac¸a˜o e´ virtual, assim como no controle
hiera´rquico de Zhong e Wonham [1990]. O comando de desabilitac¸a˜o e´ enviado para o agente
de coordenac¸a˜o Ccoord que desabilita os eventos controla´veis de baixo n´ıvel apropriados para
prevenir que o conflito acontec¸a. O resultado da desabilitac¸a˜o e´ reportado a Chi como a
desabilitac¸a˜o (virtual) em Ghi. Condic¸o˜es necessa´rias e suficientes para que Chi seja capaz
de detectar e prevenir os potenciais conflitos em tempo ha´bil sa˜o apresentados em [Wong e
Wonham, 1998].
Chen e Lafortune [2000] apresentam um esquema, denominado MCP3 ou controle modular
com prioridades (Figura 4.24). Nesse esquema, os supervisores individuais Si geram ac¸o˜es
de controle, denotadas por γi(s), baseadas na cadeia de eventos s gerada pelo sistema G e
nas especificac¸o˜es que o supervisor implementa. A func¸a˜o ΣPi associada a cada supervisor e´
chamada de func¸a˜o de prioridade. O coordenador, P̂ , combina as ac¸o˜es de controle de acordo
com os respectivos conjuntos de prioridades dos supervisores depois de ocorrida a cadeia s.
Se as func¸o˜es de prioridades forem omitidas e P̂ for substitu´ıdo pela conjunc¸a˜o, a ar-
quitetura modular original e´ resgatada. Deve-se garantir que o efeito da suspensa˜o (como
resultado da ac¸a˜o do coordenador) de algum supervisor seja tempora´rio e que este supervi-
sor, ao voltar a atuar sobre a planta, funcionara´ corretamente. Algoritmos com os quais e´
poss´ıvel sintetizar supervisores modulares na˜o-conflitantes pela escolha adequada das func¸o˜es
de prioridade sa˜o apresentados. Detalhes sobre o coordenador e o projeto das func¸o˜es de
prioridade podem ser obtidos em [Chen e Lafortune, 2000].
3do ingleˆs modular control with priorities
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(γ1,ΣP1 )(s)
(γ2,ΣP2 )(s)
..
.
s
..
.
γ(s)
S1
S2
P̂ G
Figura 4.24: Esquema para resoluc¸a˜o de conflito: MCP [Chen e Lafortune, 2000]
4.4 S´ıntese
Nesse cap´ıtulo, apresentaram-se abordagens que tratam do controle de sistemas concor-
rentes. Inicialmente, apresentou-se uma revisa˜o da literatura sobre essas abordagens, na
Sec¸a˜o 4.1. O controle modular local foi apresentado na Sec¸a˜o 4.2. Esta abordagem obte´m
reduc¸a˜o da complexidade computacional do procedimento de s´ıntese de supervisores, para
o caso geral. Entretanto, o teste da modularidade, necessa´rio para garantir desempenho
equivalente ao desempenho da s´ıntese monol´ıtica, passa pela composic¸a˜o s´ıncrona de todos
os supervisores ficando, assim, sujeito a` explosa˜o de estados. Alguns trabalhos que tratam
do problema do conflito foram tambe´m apresentados, na Sec¸a˜o 4.3.
Os resultados da tese sa˜o apresentados nos pro´ximos treˆs cap´ıtulos.
Cap´ıtulo 5
Verificac¸a˜o de Na˜o-Conflito de
Supervisores Modulares
Um problema importante a ser resolvido de forma a viabilizar a aplicac¸a˜o da teoria de
controle superviso´rio a sistemas reais e´ a reduc¸a˜o da complexidade do teste de na˜o-conflito (ou
teste da modularidade) de supervisores. Um grande esforc¸o vem sendo feito pela comunidade
de SEDs no sentido de tornar essa teoria realmente u´til para tratar problemas reais.
Este cap´ıtulo apresenta um novo teste de na˜o-conflito (ou teste da modularidade) realizado
sobre abstrac¸o˜es dos supervisores. Condic¸o˜es suficientes para que as abstrac¸o˜es possam ser
utilizadas no lugar dos supervisores para teste de na˜o-conflito sa˜o apresentadas. O objetivo
com este novo teste e´ reduzir a complexidade do teste original.
O cap´ıtulo e´ dividido em 5 sec¸o˜es. Na Sec¸a˜o 5.1 apresentam-se o teste de na˜o-conflito
cla´ssico e o novo teste baseado em abstrac¸o˜es. Na Sec¸a˜o 5.2 discutem-se a operac¸a˜o de
projec¸a˜o natural e, especificamente, duas propriedades amplamente utilizadas neste trabalho.
Na sec¸a˜o que segue apresentam-se os resultados obtidos para os casos de duas e m lingua-
gens e, na Sec¸a˜o 5.4, apresentam-se os procedimentos para obtenc¸a˜o das abstrac¸o˜es com as
propriedades desejadas, ale´m de um exemplo ilustrativo. Por fim, na Sec¸a˜o 5.5, apresenta-se
uma breve discussa˜o dos resultados obtidos.
5.1 Teste de Na˜o-Conflito
Uma forma de verificar se duas linguagens sa˜o conflitantes e´ aplicar o teste de na˜o-conflito,
ou teste da modularidade. Sejam Sj linguagens que implementam a ac¸a˜o dos supervisores
que, por convenieˆncia, sa˜o tambe´m chamados de Sj, para j ∈ J = {1, . . . ,m}. O teste
consiste em verificar se a igualdade da equac¸a˜o (5.1) e´ satisfeita
m
||
j=1
Sj =
m
||
j=1
Sj, (5.1)
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ou seja, verificar que, para todo prefixo ”compartilhado”por duas ou mais linguagens, exista
pelo menos uma cadeia ”compartilhada”que o contenha. Este teste, como se pode observar
na equac¸a˜o (5.1), requer a composic¸a˜o de todas as linguagens e, portanto, esta´ suscet´ıvel a`
explosa˜o do espac¸o de estados. O teste proposto neste cap´ıtulo, que substitui o teste cla´ssico,
e´ apresentado a seguir.
Sejam a linguagem Sj sobre o conjunto de eventos Σj (Sj ⊆ Σ
∗
j), Σ =
m
∪
j=1
Σj o conjunto
total de eventos, Σr ⊆ Σ o conjunto de eventos relevantes e a projec¸a˜o natural θj : Σ
∗
j →
(Σj∩Σr)
∗. Condic¸o˜es suficientes sa˜o apresentadas para que o teste sobre as abstrac¸o˜es θj(Sj)
tenha o mesmo resultado que o teste sobre as linguagens originais, ou seja, para que:
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj)⇐⇒
m
||
j=1
Sj =
m
||
j=1
Sj.
5.2 Propriedades das Projec¸o˜es Naturais
Nesta sec¸a˜o pretende-se discutir a projec¸a˜o natural, incluindo seu processo de obtenc¸a˜o e
duas propriedades que sa˜o amplamente utilizadas nesse trabalho, e sobre as quais se baseiam
os resultados desta tese.
A projec¸a˜o natural de Σ∗ em Σ∗i , foi previamente definida na Sec¸a˜o 2.1.3. Esta operac¸a˜o
aplicada sobre uma linguagem L apaga os eventos de (Σ−Σi) das cadeias de L. A projec¸a˜o
inversa P−1i (L) completa o alfabeto de L com os eventos de (Σ − Σi), o que corresponde
a compor a linguagem original com (Σ − Σi)
∗. Em termos do autoˆmato que implementa a
linguagem L, a operac¸a˜o de projec¸a˜o inversa consiste em acrescentar auto-lac¸os em todos os
estados do autoˆmato.
A operac¸a˜o projec¸a˜o natural Pi pode ser aplicada diretamente sobre um autoˆmato. O
procedimento, em linhas gerais, e´ apresentado a seguir e consiste em dois passos:
1. os ro´tulos das transic¸o˜es que esta˜o em Σ − Σi sa˜o substitu´ıdos pelo ro´tulo ε, gerando
um autoˆmato que pode ser na˜o-determin´ıstico;
2. o autoˆmato resultante, caso seja na˜o-determin´ıstico, deve ser transformado em deter-
min´ıstico.
Apresenta-se um exemplo em que o autoˆmato resultante do primeiro passo do procedi-
mento e´ na˜o-determin´ıstico.
Exemplo 5.2.1. Sejam Σ = {α, β, γ, δ}, Σ′ = {α, β} alfabetos e P : Σ∗ → Σ′∗. Sejam G
um autoˆmato sobre Σ e o autoˆmato resultante do primeiro passo do algoritmo de obtenc¸a˜o
da projec¸a˜o, como apresentado nas Figuras 5.1(a) e (b), respectivamente. Os eventos γ e
δ sa˜o substitu´ıdos por ε no autoˆmato G tornando o autoˆmato resultante na˜o-determin´ıstico
(Figura 5.1(b)).
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s t a r t 0 2
1
43
PSfrag
α
β
β
γ
δ
(a)
s t a r t 0 2
1
43
α
β
β
ε
ε
(b)
Figura 5.1: Exemplo 5.2.1: (a)G; (b) Autoˆmato resultante do primeiro passo do procedimento
de projec¸a˜o.
O segundo passo do procedimento de projec¸a˜o natural consiste na determinizac¸a˜o do
autoˆmato resultante no passo 1. Segundo Hopcroft et al. [2001], o procedimento de deter-
minizac¸a˜o e o autoˆmato resultante teˆm complexidade exponencial no nu´mero de estados do
autoˆmato na˜o-determin´ıstico, no pior caso.
A propriedade do observador foi apresentada inicialmente no contexto do controle hiera´r-
quico [Wong e Wonham, 1996]. Em Wong e Wonham [1996], a propriedade do observador
foi apresentada para linguagens prefixo-fechadas, tendo sido posteriormente estendida para o
caso de linguagens na˜o-prefixo-fechadas [Wong et al., 2000],[Wong et al., 1995].
Esta propriedade pode tambe´m ser utilizada para caracterizar projec¸o˜es naturais. A
propriedade e´ apresentada pela Definic¸a˜o 5.2.1.
Definic¸a˜o 5.2.1 ([Wong et al., 2000]). Sejam S ⊆ Σ∗ uma linguagem, Σ′ ⊆ Σ um alfabeto e
θ : Σ∗ → Σ′∗ a projec¸a˜o natural de cadeias de Σ∗ em cadeias de Σ′∗. Se
(∀a ∈ S)(∀b ∈ Σ′∗) θ(a)b ∈ θ(S) =⇒ (∃c ∈ Σ∗) θ(ac) = θ(a)b e ac ∈ S
enta˜o a projec¸a˜o θ(S) possui a propriedade do observador.
Em palavras, a projec¸a˜o aplicada a um autoˆmato na˜o pode implicar o agrupamento de
estados com caminhos distintos para estados marcados.
No contexto deste trabalho, sempre que uma abstrac¸a˜o, obtida atrave´s da operac¸a˜o de
projec¸a˜o natural, tiver a propriedade do observador, ela e´ caracterizada como uma OP-
abstrac¸a˜o.
Apresentam-se na sequ¨eˆncia alguns exemplos em que se destaca se a projec¸a˜o e´ OP-
abstrac¸a˜o. Caso na˜o seja, detalhes sobre a violac¸a˜o da propriedade do observador sa˜o apon-
tados.
Exemplo 5.2.2. Seja G um autoˆmato que reconhece a linguagem S = Lm(G) ⊂ Σ
∗, onde
Σ = {x, y, u}, na Figura 5.2(a). Seja a projec¸a˜o natural θ : Σ∗ → Σ′∗, onde Σ′ = {x, y},
que apaga todas as ocorreˆncias do evento u em G. A Figura 5.2(b) mostra um autoˆmato
reconhecedor de θ(S). Para mostrar que esse exemplo viola a propriedade do observador,
escolhe-se a = xu, b = ǫ (Definic¸a˜o 5.2.1). Com essas escolhas θ(a)b = θ(xu) ∈ θ(S). No
entanto, ∄c ∈ Σ∗ tal que θ(xu) = θ(xuc) e ac ∈ S.
Exemplo 5.2.3. Seja G um autoˆmato que reconhece a linguagem S = Lm(G) ⊆ Σ
∗, onde
Σ = {x, y, z, u}, na Figura 5.3(a). Seja a projec¸a˜o natural θ : Σ∗ → Σ′∗. Considere
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s t a r t 0 1 2u 3x y
(a)
s t a r t 0 1 2yx
(b)
Figura 5.2: Exemplo 5.2.2: (a) G; (b) θ(G).
Σ′ = {x, y, z}. Nesse caso, a projec¸a˜o θ(S) apaga todas as ocorreˆncias do evento u em
G. A Figura 5.3(b) mostra um autoˆmato que representa θ(S). Pode-se observar que essa na˜o
e´ uma OP-abstrac¸a˜o. Sejam a = u ∈ S e b = xyz tal que θ(a)b = θ(u)xyz = xyz ∈ θ(S).
Para essas escolhas, ∄c ∈ Σ∗ tal que θ(ac) = θ(a)NEstasb e ac ∈ S. Ja´ na Figura 5.3(c),
Σ′ = {y, z}, ou seja, os eventos x e u sa˜o apagados de G. Neste caso, pode-se perceber que
∀a ∈ S e ∀b ∈ Σ′∗ tal que θ(a)b ∈ θ(S), pode-se afirmar que ∃c ∈ Σ∗ tal que θ(a)b = θ(ac) e
ac ∈ S portanto, θ(S) e´ uma OP-abstrac¸a˜o.
Ao apagar z apenas na˜o obteve-se uma OP-abstrac¸a˜o. No entanto, apagando o par {x, z} foi
s t a r t 0
5
1
u
2x 4
y
3y
y
z
z
(a)
s t a r t 0 3
1x
2y
y
z
(b)
s t a r t 0 21y z
(c)
Figura 5.3: Exemplo 5.2.3: (a) G; (b) θ(G), com Σ′ = {x, y, z}; (c) θ(G), com Σ′ = {y, z}.
poss´ıvel obter uma OP-abstrac¸a˜o. Esse exemplo mostra que dado um subconjunto Σ′ de even-
tos para o qual obte´m-se uma OP-abstrac¸a˜o, nada pode ser afirmado em relac¸a˜o a` obtenc¸a˜o de
uma OP-abstrac¸a˜o utilizando outro alfabeto (Σ′1) que seja subconjunto do primeiro (Σ
′
1 ⊂ Σ
′).
De forma semelhante, nada pode-se afirmar a respeito da obtenc¸a˜o de uma OP-abstrac¸a˜o uti-
lizando um conjunto Σ′2 que contenha o primeiro (Σ
′
2 ⊃ Σ
′).
Segundo Wong [1998], a complexidade de computar projec¸o˜es e´ exponencial no tempo no
pior caso e que o espac¸o de estados do autoˆmato que representa a linguagem projetada pode
crescer exponencialmente com o nu´mero de estados do sistema original.
Entretanto, se a projec¸a˜o possui a propriedade do observador, ha´ a garantia de que o
autoˆmato mı´nimo que representa a projec¸a˜o sempre tenha nu´mero de estados menor ou igual
ao nu´mero de estados do autoˆmato mı´nimo para a linguagem original e ainda que pode ser
obtida em tempo polinomial [Wong, 1998]. A obtenc¸a˜o de OP-abstrac¸o˜es e´ discutida no
Cap´ıtulo 7.
A propriedade da distributividade de projec¸o˜es naturais sobre a composic¸a˜o s´ıncrona, a-
presentada como exerc´ıcio em Wonham [2004], e extensivamente utilizada nas demonstrac¸o˜es
das pro´ximas sec¸o˜es, e´ apresentada a seguir como a Proposic¸a˜o 5.2.1.
Proposic¸a˜o 5.2.1 ([Wonham, 2004]). Sejam Lj ⊆ Σ
∗
j , j ∈ J = {1, . . . ,m}, Σ =
m
∪
j=1
Σj,
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Σr ⊆ Σ, PΣ→Σr : Σ
∗ → Σ∗r e PΣj→(Σj∩Σr) : Σ
∗
j → (Σj ∩ Σr)
∗. Enta˜o,
PΣ→Σr
( m
||
j=1
Lj
)
=
m
||
j=1
PΣj→(Σj∩Σr)(Lj)
se Σs ⊆ Σr, onde Σs =
k 6=l
∪
k,l∈J
(Σk ∩Σl).
5.3 Teste baseado em abstrac¸o˜es
Nesta sec¸a˜o apresentam-se os resultados obtidos para o teste baseado em abstrac¸o˜es.
Para tornar a leitura mais compreens´ıvel apresentam-se, primeiramente, os resultados (lemas,
teoremas e suas respectivas demonstrac¸o˜es) para o caso simples em que se tem apenas 2
supervisores. Em seguida, apresentam-se, em uma sec¸a˜o ana´loga a` anterior, os resultados
generalizados para o caso de m supervisores.
Os resultados apresentados nesta sec¸a˜o foram publicados em [Pena et al., 2006c] e [Pena
et al., 2006a]. O caso simples, com 2 linguagens, foi simultaneamente publicado (sem de-
monstrac¸a˜o) por Feng e Wonham [2006a].
No pro´ximo cap´ıtulo, pretende-se substituir a condic¸a˜o sobre os eventos relevantes. Por-
tanto, nas demonstrac¸o˜es que seguem, vai-se marcar com um ⊲ passagem ⊳ todas as pas-
sagens que utilizam a condic¸a˜o sobre os eventos relevantes. Essas passagens da prova sera˜o
analisadas sob a nova condic¸a˜o a ser proposta no pro´ximo cap´ıtulo.
5.3.1 Dois supervisores
Sejam as linguagens S1 ⊆ Σ
∗
1 e S2 ⊆ Σ
∗
2 que implementam as ac¸o˜es dos supervisores S1
e S2. Sejam ainda o conjunto Σ = Σ1 ∪ Σ2, o conjunto de eventos relevantes Σr ⊆ Σ, as
projec¸o˜es naturais θ1 : Σ
∗
1 → (Σ1 ∩ Σr)
∗, θ2 : Σ
∗
2 → (Σ2 ∩ Σr)
∗ e θ : Σ∗ → Σ∗r. A condic¸a˜o
imposta ao conjunto Σr e´ a de que todos os eventos compartilhados por S1 e S2 fac¸am parte
de Σr, ou seja, Σ1∩Σ2 ⊆ Σr. Para simplificar a notac¸a˜o, usa-se Σ
′
1 = Σ1∩Σr e Σ
′
2 = Σ2∩Σr.
Sejam ainda a projec¸a˜o PΓ→Υ : Γ
∗ → Υ∗ e sua inversa P−1Γ→Υ : Υ
∗ → Γ∗, onde Γ e Υ podem
assumir valores diversos.
O Lema 5.3.1 sera´ utilizado na prova do teorema principal desta sec¸a˜o e e´, portanto,
apresentado a seguir.
Lema 5.3.1. Sejam S1 ⊆ Σ
∗
1, S2 ⊆ Σ
∗
2, s ∈ Σ
∗, t ∈ Σ∗r, as projec¸o˜es naturais θ1, θ2,
θ, PΣ→Σ1 , PΣ→Σ2 , PΣr→Σ′1, PΣr→Σ′2 , P
−1
Σr→Σ′1
e P−1
Σr→Σ′2
como definidos anteriormente. Se
Σ1 ∩ Σ2 ⊆ Σr e θ(s)t ∈ θ1(S1)|| θ2(S2) enta˜o ∃t1 ∈ Σ
′∗
1 e ∃t2 ∈ Σ
′∗
2 tal que
i. θ(s)t ∈ θ1(PΣ→Σ1s)t1|| θ2(PΣ→Σ2s)t2;
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ii. θ1(PΣ→Σ1s)t1 ∈ θ1(S1);
iii. θ2(PΣ→Σ2s)t2 ∈ θ2(S2);
iv. θ1(PΣ→Σ1s)t1|| θ2(PΣ→Σ2s)t2 ⊆ θ1(S1)|| θ2(S2).
Demonstrac¸a˜o. Para s ∈ S1||S2 ⊆ Σ
∗, escolhe-se t1 = PΣr→Σ′1t e t2 = PΣr→Σ′2t. Enta˜o,
t ∈ P−1
Σr→Σ′1
t1 ∩ P
−1
Σr→Σ′2
t2. Para demonstrar a hipo´tese i., deve-se mostrar que [θ1(PΣ→Σ1s)||
θ2(PΣ→Σ2s)]t ⊆ θ1(PΣ→Σ1s)t1|| θ2(PΣ→Σ2s)t2. Para uniformizar a notac¸a˜o, as projec¸o˜es θ1,
θ2 e θ sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θ1 ≈
PΣ1→Σ′1, θ2 ≈ PΣ2→Σ′2 e θ ≈ PΣ→Σr . Portanto,
[PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s)]t =
= [P−1Σr→Σ′1
(
PΣ1→Σ′1(PΣ→Σ1s)
)
∩ P−1Σr→Σ′2
(
PΣ2→Σ′2(PΣ→Σ2s)
)
]t
= P−1
Σr→Σ′1
[PΣ1→Σ′1(PΣ→Σ1s)]t ∩ P
−1
Σr→Σ′2
[PΣ2→Σ′2(PΣ→Σ2s)]t
⊆ P−1
Σr→Σ′1
[PΣ1→Σ′1(PΣ→Σ1s)]P
−1
Σr→Σ′1
t1 ∩ P
−1
Σr→Σ′2
[PΣ2→Σ′2(PΣ→Σ2s)]P
−1
Σr→Σ′2
t2
= P−1Σr→Σ′1
[PΣ1→Σ′1(PΣ→Σ1s)t1] ∩ P
−1
Σr→Σ′2
[PΣ2→Σ′2(PΣ→Σ2s)t2]
= PΣ1→Σ′1(PΣ→Σ1s)t1||PΣ2→Σ′2(PΣ→Σ2s)t2.
Enta˜o [PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s)]t ⊆ PΣ1→Σ′1(PΣ→Σ1s)t1||PΣ2→Σ′2(PΣ→Σ2s)t2. Como
tem-se que PΣ→Σr(s)t ∈ [PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s)]t, pode-se dizer que
PΣ→Σr(s)t ∈ PΣ1→Σ′1(PΣ→Σ1s)t1||PΣ2→Σ′2(PΣ→Σ2s)t2
ou que
θ(s)t ∈ θ1(PΣ→Σ1s)t1|| θ2(PΣ→Σ2s)t2
que corresponde a` hipo´tese i.
Para demonstrar a hipo´tese ii, parte-se da seguinte equac¸a˜o:
PΣ→Σr(s)t ∈ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2). (5.2)
Aplicam-se as projec¸o˜es PΣr→Σ′1 e PΣr→Σ′2 , nos dois lados da equac¸a˜o (5.2), obtendo-se:
PΣr→Σ′1(PΣ→Σr(s)t) ∈ PΣr→Σ′1(PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2)); (5.3)
PΣr→Σ′2(PΣ→Σr(s)t) ∈ PΣr→Σ′2(PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2)). (5.4)
Considerando que o alfabeto apo´s a projec¸a˜o PΣ1→Σ′1 (PΣ2→Σ′2) e´ Σ
′
1 (Σ
′
2), tem-se que
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PΣr→Σ′1(PΣ1→Σ′1(S1)|| PΣ2→Σ′2(S2)) ⊆ PΣ1→Σ′1(S1). Da equac¸a˜o (5.3), tem-se que
PΣr→Σ′1(PΣ→Σr(s))PΣr→Σ′1(t) ∈ PΣ1→Σ′1(S1) (5.5)
PΣr→Σ′1(PΣ→Σr(s))t1 ∈ PΣ1→Σ′1(S1), (5.6)
com t1 = PΣr→Σ′1t.
⊲
Ale´m disso, tem-se que
PΣr→Σ′1(PΣ→Σr(s))t1 = PΣr→Σ′1(PΣ→Σr (PΣ→Σ1s||PΣ→Σ2s))t1 (5.7)
= PΣr→Σ′1(PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s))t1.
A substituic¸a˜o de PΣ→Σr(PΣ→Σ1s||PΣ→Σ2s) na equac¸a˜o (5.7) por PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s)
na equac¸a˜o (5.6) pode ser realizada devido a` condic¸a˜o Σ1 ∩ Σ2 ⊆ Σr que permite aplicar a
Proposic¸a˜o 5.2.1.
⊳
Portanto,
PΣr→Σ′1(PΣ→Σr(s))t1 = PΣ1→Σ′1(PΣ→Σ1s)t1. (5.8)
Na equac¸a˜o (5.6) substitui-se o termo mais a` esquerda pelo termo mais a` direita da equac¸a˜o
(5.8), obtendo-se
PΣ1→Σ′1(PΣ→Σ1s)t1 ∈ PΣ1→Σ′1(S1),
ou que
θ1(PΣ→Σ1s)t1 ∈ θ1(S1). (ii)
Para mostrar iii, o mesmo procedimento (entre as equac¸o˜es (5.5) e (5.8)) pode ser aplicado
a` equac¸a˜o (5.4) gerando:
θ2(PΣ→Σ2s)t2 ∈ θ2(S2). (iii)
A hipo´tese iv. decorre diretamente de i, ii e iii. Sendo esses demonstrados verdadeiros,
pode-se afirmar que:
θ1(PΣ→Σ1s)t1||θ2(PΣ→Σ2s)t2 ⊆ θ1(S1)||θ2(S2).
Sejam s ∈ S1||S2, t ∈ Σ
∗
r tal que θ(s)t ∈ θ1(S1)||θ2(S2), t1 ∈ Σ
′∗
1 e t2 ∈ Σ
′∗
2 tais que
θ1(PΣ→Σ1s)t1 ∈ θ1(S1) e θ2(PΣ→Σ2s)t2 ∈ θ2(S2). Sejam u1 ∈ Σ
∗
1 e u2 ∈ Σ
∗
2 tais que θ1(u1) =
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t1 e θ2(u2) = t2 e PΣ→Σ1(s)u1 ∈ S1 e PΣ→Σ2(s)u2 ∈ S2. Ha´ casos em que, sob todas
as condic¸o˜es listadas acima, na˜o existe u tal que su ∈ S1||S2. O exemplo apresentado na
sequ¨eˆncia ilustra esse problema.
Exemplo 5.3.1. Seja S1, S2 ⊆ Σ
∗ = {a, b, c, d}∗, cujos autoˆmatos sa˜o apresentados na
Figura 5.4 (a) e (b). As projec¸o˜es de S1 e S2 no alfabeto Σ
′ = {a, c, d}, θ1(S1) e θ2(S2),
sa˜o OP-abstrac¸o˜es apresentadas nas Figuras 5.5(a) e (b), respectivamente. Seja s = a.
Enta˜o PΣ→Σ1s = a e PΣ→Σ2s = a e t1 = cd e t2 = cd tal que PΣ→Σ1(a)cd ∈ θ1(S1) e
PΣ→Σ2(a)cd ∈ θ2(S2). Obte´m-se enta˜o u1 = bcd e u2 = cbd tal que θ1(u1) = t1 e θ2(u2) = t2
e PΣ→Σ1(a)u1 ∈ S1 e PΣ→Σ2(a)u2 ∈ S2. Pode-se observar que, apesar de existirem u1 e
u2, na˜o existe u ∈ Σ
∗ tal que su ∈ S1||S2, apresentado na Figura 5.4(c). O teste de na˜o-
conflito aplicado sobre as OP-abstrac¸o˜es (Figura 5.5(c)), nesse caso, na˜o detectou a presenc¸a
de conflito, detectado pelo teste original, na Figura 5.4(c). Pode-se observar que na˜o foi
respeitada a condic¸a˜o sobre os eventos relevantes, que diz que Σ1 ∩ Σ2 ⊆ Σr. Essa condic¸a˜o
garante que dados u1 e u2, existe u ∈ u1||u2 tal que su ∈ S1||S2.
s t a r t 0 1a 42b 3c d
(a)
s t a r t 0 1a 42c 3b d
(b)
s t a r t 0 1a
(c)
Figura 5.4: Exemplo 5.3.1: (a) S1; (b) S2; (c) S1||S2.
s t a r t 0 1a 32c d
(a)
s t a r t 0 1a 32c d
(b)
s t a r t 0 1a 32c d
(c)
Figura 5.5: Exemplo 5.3.1: (a) θ1(S1); (b) θ1(S2); (c) θ1(S1)||θ1(S2).
A existeˆncia de u ∈ Σ∗ tal que su ∈ S1||S2 e´ fundamental para que o teste possa ser
aplicado com sucesso. Esse resultado e´ utilizado nas provas dos teoremas deste cap´ıtulo e,
portanto, e´ apresentado no formato de um lema (Lema 5.3.2). Com relac¸a˜o a`s marcac¸o˜es ⊲,
⊳, elas na˜o sera˜o utilizadas neste Lema porque sera´ apresentado um novo lema considerando
as novas condic¸o˜es no pro´ximo cap´ıtulo.
Lema 5.3.2. Sejam θ1(S1), θ2(S2) OP-abstrac¸o˜es. Se Σ1 ∩Σ2 ⊆ Σr e ∃s ∈ Σ
∗ e t ∈ Σ′∗, tal
que θ(s)t ∈ θ1(S1)||θ2(S2) enta˜o ∃u ∈ Σ
′∗ tal que su ∈ S1||S2.
Demonstrac¸a˜o. Para uniformizar a notac¸a˜o, as projec¸o˜es θ1, θ2 e θ sa˜o substitu´ıdas pela
representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θ1 ≈ PΣ1→Σ′1, θ2 ≈ PΣ2→Σ′2 e
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θ ≈ PΣ→Σr . Se ∃t ∈ Σ
′∗, tal que PΣ→Σr(s)t ∈ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2), enta˜o ∃t1 ∈ Σ
′∗
1
e ∃t2 ∈ Σ
′∗
2 tal que PΣ1→Σ′1(PΣ→Σ1s)t1 ∈ PΣ1→Σ′1(S1) e PΣ2→Σ′2(PΣ→Σ2s)t2 ∈ PΣ2→Σ′2(S2)
(pelo Lema 5.3.1). Como PΣ1→Σ′1(S1) e PΣ2→Σ′2(S2) sa˜o OP-abstrac¸o˜es, ∃u1 ∈ Σ
′∗
1 tal que
PΣ1→Σ′1(PΣ→Σ1(s)u1) = PΣ1→Σ′1(PΣ→Σ1(s))t1 e PΣ→Σ1(s)u1 ∈ S1. Analogamente, ∃u2 ∈
Σ′∗2 tal que PΣ2→Σ′2(PΣ→Σ2(s)u2) = PΣ2→Σ′2(PΣ→Σ2(s))t2 e PΣ→Σ2(s)u2 ∈ S2. Pretende-se
mostrar que ∃u ∈ Σ′∗ tal que su ∈ S1||S2.
Escolhe-se u ∈ u1||u2 e deve-se mostrar que u1||u2 6= ∅. Sabe-se que t1||t2 6= ∅. Portanto,
t1||t2 = P
−1
Σr→Σ′1
t1||P
−1
Σr→Σ′2
t2 6= ∅.
Outra forma de representar que t1||t2 6= ∅ e´ utilizando PΣ′1→(Σ′1∩Σ′2)t1 ∩ PΣ′2→(Σ′1∩Σ′2)t2 6= ∅,
ou seja, projetando t1 e t2 no conjunto de eventos comuns Σ
′
1 ∩ Σ
′
2. Enta˜o, se t1||t2 6= ∅,
significa que PΣ′1→(Σ′1∩Σ′2)t1 ∩PΣ′2→(Σ′1∩Σ′2)t2 6= ∅. Como t1 = PΣ1→Σ′1(u1) e t2 = PΣ2→Σ′2(u2),
obte´m-se:
PΣ′1→(Σ′1∩Σ′2)t1 ∩ PΣ′2→(Σ′1∩Σ′2)t2 = PΣ′1→(Σ′1∩Σ′2)PΣ1→Σ′1(u1) ∩ PΣ′2→(Σ′1∩Σ′2)PΣ2→Σ′2(u2)
= PΣ1→(Σ′1∩Σ′2)(u1) ∩ PΣ2→(Σ′1∩Σ′2)(u2). (5.9)
Como PΣ′1→(Σ′1∩Σ′2)t1∩PΣ′2→(Σ′1∩Σ′2)t2 6= ∅ e PΣ′1→(Σ′1∩Σ′2)t1∩PΣ′2→(Σ′1∩Σ′2)t2 = PΣ1→Σ′1∩Σ′2(u1)∩
PΣ2→Σ′1∩Σ′2(u2), enta˜o tem-se que PΣ1→Σ′1∩Σ′2(u1) ∩ PΣ2→Σ′1∩Σ′2(u2) 6= ∅. Essas projec¸o˜es
apagam eventos que na˜o esta˜o em Σ′1 ∩ Σ
′
2, ou seja, apagam os eventos que na˜o esta˜o em:
Σ′1 ∩ Σ
′
2 = (Σ1 ∩ Σr) ∩ (Σ2 ∩ Σr)
= Σ1 ∩ Σ2 ∩ Σr. (5.10)
Como Σ1 ∩Σ2 = Σs e Σs ⊆ Σr, substituindo-se na equac¸a˜o (5.10) tem-se que:
Σ′1 ∩ Σ
′
2 = Σs ∩ Σr
= Σs.
Enta˜o equac¸a˜o (5.9) equivale a PΣ1→Σs(u1)||PΣ2→Σs(u2) 6= ∅ e portanto, u1||u2 6= ∅. Conse-
quentemente, ∃u ∈ u1||u2 tal que su ∈ S1||S2.
O teorema que se segue apresenta condic¸o˜es suficientes para que o teste de na˜o-conflito
possa ser aplicado sobre as abstrac¸o˜es, reduzindo assim o espac¸o de estados e portanto a
complexidade computacional do teste.
Teorema 5.3.1. Sejam S1 ∈ Σ
∗
1, S2 ∈ Σ
∗
2, as projec¸o˜es naturais θ1, θ2, θ, PΣ→Σ1, PΣ→Σ2,
PΣr→Σ′1, PΣr→Σ′2, P
−1
Σr→Σ′1
e P−1
Σr→Σ′2
, como definidos anteriormente. Se as projec¸o˜es naturais
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θ1(S1) e θ2(S2) forem OP-abstrac¸o˜es e Σ1 ∩ Σ2 ⊆ Σr enta˜o
θ1(S1)||θ2(S2) = θ1(S1)||θ2(S2)⇐⇒ S1||S2 = S1||S2.
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema e´ dividida em duas partes.
i. S1||S2 = S1||S2 ⇒ θ1(S1)||θ2(S2) = θ1(S1)||θ2(S2).
Tem-se que
θ1(S1)||θ2(S2) = θ1(S1)||θ2(S2).
⊲
Como Σs ⊆ Σr, enta˜o θ1(S1)||θ2(S2) = θ(S1||S2), pela Proposic¸a˜o 5.2.1.
⊳
Ale´m disso, por hipo´tese, S1||S2 = S1||S2. Portanto,
θ(S1||S2) = θ(S1||S2) = θ(S1||S2). (5.11)
⊲
Usando novamente o fato de que Σs ⊆ Σr, pode-se aplicar a Proposic¸a˜o 5.2.1 sobre
equac¸a˜o (5.11), obtendo-se
θ(S1||S2) = θ1(S1)||θ2(S2).
⊳
Enta˜o,
θ1(S1)||θ2(S2) = θ1(S1)||θ2(S2).
ii. θ1(S1)||θ2(S2) = θ1(S1)||θ2(S2)⇒ S1||S2 = S1||S2.
Para uniformizar a notac¸a˜o de projec¸o˜es nesta parte da demonstrac¸a˜o, as projec¸o˜es
θ1, θ2 e θ sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou
seja, θ1 ≈ PΣ1→Σ′1, θ2 ≈ PΣ2→Σ′2 e θ ≈ PΣ→Σr . Enta˜o, PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) =
PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2)⇒ S1||S2 = S1||S2.
⊲
Como PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) = PΣ→Σr(S1||S2), pela Proposic¸a˜o 5.2.1, e PΣ→Σr(S) =
PΣ→Σr(S), pode-se reescrever ii. como
PΣ→Σr(S1||S2) = PΣ→Σr(S1||S2) =⇒ S1||S2 = S1||S2. (5.12)
⊳
E´ suficiente mostrar que dado s ∈ S1||S2 tem-se que s ∈ S1||S2. Por hipo´tese, s ∈
S1||S2. Enta˜o, θ(s) ∈ θ(S1||S2). Ainda, pelo lado esquerdo da equac¸a˜o (5.12), pode-se
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dizer que, PΣ→Σr(s) ∈ PΣ→Σr(S1||S2) = PΣ→Σr(S1||S2). Portanto, ∃t ∈ Σ
∗
r tal que
PΣ→Σr(s)t ∈ PΣ→Σr(S1||S2). Ale´m disso, do Lema 5.3.1, ∃t1 ∈ Σ
′∗
1 e ∃t2 ∈ Σ
′∗
2 , tal que
PΣ→Σr(s)t ∈ PΣ1→Σ′1(PΣ→Σ1s)t1||PΣ2→Σ′2(PΣ→Σ2s)t2 ⊆ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2)
PΣ1→Σ′1(PΣ→Σ1s)t1 ∈ PΣ1→Σ′1(S1) e
PΣ2→Σ′2(PΣ→Σ2s)t2 ∈ PΣ2→Σ′2(S2).
Por hipo´tese, PΣ→Σ1s ∈ S1 e PΣ→Σ2s ∈ S2. Como PΣ1→Σ′1(S1) e PΣ2→Σ′2(S2) sa˜o OP-
abstrac¸o˜es, pode-se dizer que ∃u1 ∈ Σ
∗
1 e ∃u2 ∈ Σ
∗
2 tal que PΣ1→Σ′1( PΣ→Σ1(s)u1) =
PΣ1→Σ′1(PΣ→Σ1s)t1, PΣ2→Σ′2(PΣ→Σ2(s)u2) = PΣ2→Σ′2(PΣ→Σ2s)t2 e PΣ→Σ1(s)u1 ∈ S1,
PΣ→Σ2(s)u2 ∈ S2 (Definic¸a˜o 5.2.1). Enta˜o
PΣ→Σ1(s)u1||PΣ→Σ2(s)u2 ⊆ S1||S2.
⊲
Escolhendo u ∈ u1||u2, tem-se que su ∈ s(u1||u2). Pelo Lema 5.3.2, tem-se que u1||u2 6=
∅ e, portanto, ∃u ∈ Σ∗ tal que u ∈ u1||u2 e su ∈ S1||S2.
⊳
Como su ∈ S1||S2, enta˜o s ∈ S1||S2.
No Teorema 5.3.1, mostra-se que a propriedade de na˜o-conflito e´ preservada quando se
considera abstrac¸o˜es com as caracter´ısticas mencionadas ao inve´s das linguagens originais, ou
seja, os resultados dos dois testes sa˜o os mesmos se as condic¸o˜es na˜o forem violadas.
As abstrac¸o˜es sa˜o projec¸o˜es naturais. Em geral, o autoˆmato mı´nimo que representa a
projec¸a˜o de uma linguagem L pode ter mais estados e transic¸o˜es que o autoˆmato mı´nimo que
representa a linguagem original. Como discutido anteriormente, o procedimento da projec¸a˜o
natural, quando aplicada a autoˆmatos, possui dois passos. No primeiro passo, os estados
ligados por cadeias de eventos que desaparecem na projec¸a˜o sa˜o agrupados podendo gerar
um autoˆmato na˜o-determin´ıstico. Nesse caso, a operac¸a˜o de determinizac¸a˜o pode gerar um
autoˆmato maior. No entanto, sabe-se que se a projec¸a˜o natural tiver a propriedade do obser-
vador, o autoˆmato obtido no primeiro passo do procedimento de projec¸a˜o ja´ e´ determin´ıstico
e, portanto, o passo de determinizac¸a˜o na˜o precisa ser executado [Wong, 1998]. O autoˆmato
obtido apo´s agrupar estados do autoˆmato original na˜o e´ nunca maior que o autoˆmato original,
podendo ser do mesmo tamanho se nenhum evento e´ apagado. Pode-se dizer, portanto, que o
espac¸o de estados do autoˆmato original pode ser particionado. Cada estado do autoˆmato da
projec¸a˜o corresponde a uma ce´lula da partic¸a˜o e, portanto, ha´ a garantia de que o autoˆmato
resultante na˜o tera´ espac¸o de estados maior que o espac¸o de estados do autoˆmato original.
Entretanto, a composic¸a˜o de abstrac¸o˜es com espac¸os de estados menores que os espac¸os
de estados dos autoˆmatos originais, obtidas como projec¸o˜es naturais, na˜o e´, necessariamente,
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menor que a composic¸a˜o dos supervisores originais.
Portanto, mesmo obtendo abstrac¸o˜es menores, na˜o ha´ a garantia de que o teste tera´ com-
plexidade computacional reduzida. No entanto, sob as mesmas condic¸o˜es do Teorema 5.3.1,
pode-se mostrar que a composic¸a˜o de OP-abstrac¸o˜es e´ tambe´m uma OP-abstrac¸a˜o. Assim,
o teste sobre abstrac¸o˜es na˜o sera´ maior que o teste original. Esse resultado e´ apresentado no
Teorema 5.3.2 a seguir.
Teorema 5.3.2. Sejam as linguagens S1 ∈ Σ
∗
1, S2 ∈ Σ
∗
2, as projec¸o˜es naturais θ1, θ2, θ,
PΣ→Σ1, PΣ→Σ2 , PΣr→Σ′1, PΣr→Σ′2 , P
−1
Σr→Σ′1
e P−1Σr→Σ′2
, como definidas anteriormente. Se
Σ1 ∩ Σ2 ⊆ Σr e as projec¸o˜es naturais θ1(S1) e θ2(S2) sa˜o OP-abstrac¸o˜es de S1 e S2, respec-
tivamente, enta˜o θ(S1||S2) e´ tambe´m uma OP-abstrac¸a˜o.
⋄
Demonstrac¸a˜o. Para uniformizar a notac¸a˜o, as projec¸o˜es θ1, θ2 e θ sa˜o substitu´ıdas pela
representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θ1 ≈ PΣ1→Σ′1, θ2 ≈ PΣ2→Σ′2 e
θ ≈ PΣ→Σr . Seja s ∈ S1||S2, tem-se que s ∈ PΣ→Σ1s||PΣ→Σ2s. Escolhe-se t ∈ Σ
∗
r tal que
PΣ→Σr(s)t ∈ PΣ→Σr(S1||S2). Tem-se que
PΣ→Σr(s) ∈ PΣ→Σr(PΣ→Σ1s||PΣ→Σ2s)
PΣ→Σr(s)t ∈ PΣ→Σr(PΣ→Σ1s||PΣ→Σ2s)t.
⊲
Como Σ1 ∩Σ2 ⊆ Σr, pela Proposic¸a˜o 5.2.1, tem-se que
PΣ→Σr(s)t ∈ PΣ→Σr(PΣ→Σ1s||PΣ→Σ2s)t
∈ (PΣ1→Σ′1(PΣ→Σ1s)||PΣ2→Σ′2(PΣ→Σ2s))t.
⊳
Enta˜o, considera-se t1 = PΣr→Σ′1t e t2 = PΣr→Σ′2t. Para essas escolhas foi mostrado, no
Lema 5.3.1, que PΣ1→Σ′1(PΣ→Σ1s)t1 ∈ PΣ1→Σ′1(S1) e PΣ2→Σ′2(PΣ→Σ2s)t2 ∈ PΣ2→Σ′2(S2). Pela
Definic¸a˜o 5.2.1, como PΣ1→Σ′1(S1) e PΣ2→Σ′2(S2) sa˜o OP-abstrac¸o˜es, ∃u1 ∈ Σ
∗
1 e ∃u2 ∈ Σ
∗
2,
tal que
PΣ1→Σ′1(PΣ→Σ1(s)u1) = PΣ1→Σ′1(PΣ→Σ1s)t1 ∈ PΣ1→Σ′1(S1)
e PΣ→Σ1(s)u1 ∈ S1
PΣ2→Σ′2(PΣ→Σ2(s)u2) = PΣ2→Σ′2(PΣ→Σ2s)t2 ∈ PΣ2→Σ′2(S2)
e PΣ→Σ2(s)u2 ∈ S2.
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Pretende-se mostrar que ∃u ∈ Σ∗, tal que PΣ→Σr(s)t = PΣ→Σr(su) e su ∈ S1||S2. Sabe-se
que t ∈ P−1
Σr→Σ′1
t1 ∩ P
−1
Σr→Σ′2
t2. Ale´m disso, t1 = PΣ1→Σ′1(u1) e t2 = PΣ2→Σ′2(u2). Enta˜o,
PΣ→Σr(s)t ∈ PΣ→Σr(s)[P
−1
Σr→Σ′1
t1 ∩ P
−1
Σr→Σ′2
t2]
= PΣ→Σr(s)[P
−1
Σr→Σ′1
PΣ1→Σ′1(u1) ∩ P
−1
Σr→Σ′2
PΣ2→Σ′2(u2)]
= PΣ→Σr(s)[PΣ1→Σ′1(u1)||PΣ2→Σ′2(u2)]
PΣ→Σr(s)t ∈ PΣ→Σr(s)[PΣ1→Σ′1(u1)||PΣ2→Σ′2(u2)] (5.13)
⊲
Usando a Proposic¸a˜o 5.2.1 e a equac¸a˜o (5.13),
PΣ→Σr(s)t ∈ PΣ→Σr(s)[PΣ1→Σ′1(u1)||PΣ2→Σ′2(u2)] = PΣ→Σr(s)PΣ→Σr(u1||u2)
PΣ→Σr(s)t ∈ PΣ→Σr [s(u1||u2)]
Como Σ1 ∩ Σ2 ⊆ Σr, pode-se usar Lema 5.3.2 para garantir que ∃u ∈ Σ
∗, tal que u ∈ u1||u2
e su ∈ S1||S2.
⊳
Para completar as condic¸o˜es sobre as abstrac¸o˜es para que se enquadrem como OP-abstrac¸o˜es,
deve-se mostrar que t = PΣ→Σr(u). Essa igualdade e´ demonstrada por contradic¸a˜o, ou seja,
parte-se de t 6= PΣ→Σr(u) e deve-se chegar a` uma contradic¸a˜o.
Aplicando-se PΣr→Σ′1 sobre os dois lados, obte´m-se que:
PΣr→Σ′1t 6= PΣr→Σ′1PΣ→Σr(u). (5.14)
E´ sabido que PΣr→Σ′1t = t1 (do lado esquerdo), e pode-se manipular as projec¸o˜es do lado
direito de forma a obter:
PΣr→Σ′1PΣ→Σr(u) = PΣr→Σ′1PΣ→Σr(u) = PΣ→Σ′1u = PΣ1→Σ′1PΣ→Σ1u
= PΣ1→Σ′1u1 = PΣ1→Σ′1(u1) (5.15)
Na equac¸a˜o (5.14), substitui-se PΣr→Σ′1t = t1 no lado esquerdo e PΣr→Σ′1PΣ→Σr(u) = PΣ1→Σ′1(u1)
(equac¸a˜o (5.15)) no lado direito obtendo-se t1 6= PΣ1→Σ′1(u1), o que contradiz a definic¸a˜o de
t1 na hipo´tese. Portanto, e´ verdadeiro que t = PΣ→Σr(u).
Se as projec¸o˜es naturais PΣ1→Σ′1(S1) e PΣ2→Σ′2(S2), sa˜o OP-abstrac¸o˜es e Σ1 ∩ Σ2 ⊆ Σr,
para qualquer t escolhido, com PΣ→Σr(s)t ∈ PΣ→Σr(S1||S2), pode-se obter u ∈ Σ
∗ tal que
PΣ→Σr(s)t = PΣ→Σr(su) e su ∈ S1||S2 e finalmente concluir que PΣ→Σr(S1||S2) e, portanto,
θ(S1||S2) e´ uma OP-abstrac¸a˜o.
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O Teorema 5.3.2 mostra que, se θ1(S1) e θ2(S2) forem OP-abstrac¸o˜es, sua composic¸a˜o
sera´ tambe´m uma OP-abstrac¸a˜o, desde que Σ1∩Σ2 ⊆ Σr. Com isso, sabe-se que o autoˆmato
mı´nimo que representa a linguagem θ(S1||S2) tem, no pior caso, o mesmo nu´mero de estados
do autoˆmato mı´nimo que representa S1||S2. Consequ¨entemente, o teste de na˜o-conflito apli-
cado sobre as abstrac¸o˜es tem, no pior caso, o mesmo tamanho, ou seja, a mesma complexidade
computacional do teste de na˜o-conflito original.
Os resultados apresentados nessa sec¸a˜o sa˜o estendidos, na pro´xima sec¸a˜o, para o caso
de mu´ltiplos supervisores. Uma vez que a sec¸a˜o seguinte apresenta extenso˜es diretas dos
resultados ja´ apresentados, sua leitura e´ opcional.
5.3.2 Mu´ltiplos Supervisores
Os resultados apresentados na Sec¸a˜o 5.3.1 sa˜o agora estendidos para o caso de m super-
visores. De forma correspondente, as passagens das demonstrac¸o˜es desta sec¸a˜o que estiverem
relacionadas com a condic¸a˜o sobre os eventos relevantes sa˜o marcadas com o par ⊲, ⊳.
Sejam m supervisores Sj cujas linguagens implementadas sa˜o chamadas de Sj ⊆ Σ∗j ,
∀j ∈ J = {1, . . . ,m}, o conjunto de eventos relevantes Σr ⊆ Σ =
m
∪
j=1
Σj , as projec¸o˜es naturais
θj : Σ
∗
j → (Σj ∩ Σr)
∗ e θ : Σ∗ → Σ∗r . A condic¸a˜o sobre o conjunto Σr e´ a de que todos
os eventos compartilhados por qualquer par Sk, Sl, com k 6= l, fac¸a parte de Σr, ou seja,
Σs ⊆ Σr com Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl). Para simplificar a notac¸a˜o, usa-se Σ
′
j = Σj ∩ Σr. Sejam
ainda a projec¸a˜o PΓ→Υ : Γ
∗ → Υ∗ e sua inversa P−1Γ→Υ : Υ
∗ → Γ∗, onde Γ e Υ podem assumir
valores diversos.
O Lema 5.3.3 e´ uma extensa˜o do Lema 5.3.1 apresentado na sec¸a˜o anterior.
Lema 5.3.3. Sejam Sj ⊆ Σ
∗
j , s ∈ Σ
∗, t ∈ Σ∗r e as projec¸o˜es naturais θj , θ, PΣ→Σj como
definidas anteriormente. Se Σs ⊆ Σr com Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl) e θ(s)t ∈
m
||
j=1
θj(Sj) enta˜o
∃tj ∈ Σ
′∗
j , ∀j ∈ J , tal que:
i. θ(s)t ∈
m
||
j=1
θj(PΣ→Σjs)tj;
ii. θj(PΣ→Σjs)tj ∈ θj(Sj), para todo j ∈ J ;
iii.
m
||
j=1
θj(PΣ→Σjs)tj ⊆
m
||
j=1
θj(Sj).
Demonstrac¸a˜o. Para s ∈
m
||
j=1
Sj , escolha tj = PΣr→Σ′j t, ∀j ∈ J . Enta˜o, t ∈
m
∩
j=1
P−1Σr→Σ′j
tj .
Para provar hipo´tese i., primeiro mostra-se que
[ m
||
j=1
θj(PΣ→Σjs)
]
t ⊆
m
||
j=1
θj(PΣ→Σjs)tj . Para
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uniformizar a notac¸a˜o, as projec¸o˜es θj e θ sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos
alfabetos envolvidos, ou seja, θj ≈ PΣj→Σ′j e θ ≈ PΣ→Σr . Portanto,[ m
||
j=1
PΣj→Σ′j(PΣ→Σjs)
]
t =
[
m
∩
j=1
P−1
Σr→Σ′j
(
PΣj→Σ′j(PΣ→Σjs)
)]
t
=
m
∩
j=1
[
P−1
Σr→Σ′j
(
PΣj→Σ′j(PΣ→Σjs)
)
t
]
⊆
m
∩
j=1
[
P−1
Σr→Σ′j
(
PΣj→Σ′j(PΣ→Σjs)
)
P−1
Σr→Σ′j
tj
]
=
m
∩
j=1
[
P−1Σr→Σ′j
(
PΣj→Σ′j (PΣ→Σjs)tj
)]
=
m
||
j=1
[
PΣj→Σ′j(PΣ→Σjs)tj
]
.
Enta˜o, [ m
||
j=1
PΣj→Σ′j (PΣ→Σjs)
]
t ⊆
m
||
j=1
[
PΣj→Σ′j(PΣ→Σjs)tj
]
.
Da hipo´tese, tem-se que PΣ→Σr(s)t ∈
[ m
||
j=1
PΣj→Σ′j(PΣ→Σjs)
]
t e pode-se dizer que:
PΣ→Σr(s)t ∈
m
||
j=1
[
PΣj→Σ′j(PΣ→Σjs)tj
]
, (5.16)
ou que
θ(s)t ∈
m
||
j=1
[
θj(PΣ→Σjs)tj
]
, (5.17)
que corresponde a i..
Para demonstrar a hipo´tese ii., usa-se:
PΣ→Σr(s)t ∈
m
||
j=1
PΣj→Σ′j(Sj). (5.18)
Aplica-se a projec¸a˜o natural PΣr→Σ′j , ∀j ∈ J , sobre os dois lados da equac¸a˜o (5.18), obtendo-
se:
PΣr→Σ′j
(
PΣ→Σr(s)t
)
∈ PΣr→Σ′j
[ m
||
j=1
PΣj→Σ′j(Sj)
]
. (5.19)
Considerando que o alfabeto apo´s a projec¸a˜o PΣj→Σ′j e´ Σ
′
j , tem-se que PΣr→Σ′j
[ m
||
j=1
PΣj→Σ′j(Sj)
]
⊆
PΣj→Σ′j(Sj). Da equac¸a˜o (5.19) tem-se, portanto, que
PΣr→Σ′j
(
PΣ→Σr(s)t
)
∈ PΣj→Σ′j (Sj). (5.20)
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Reescrevendo a equac¸a˜o (5.20), tem-se
PΣr→Σ′j
(
PΣ→Σr(s)
)
PΣr→Σ′j t ∈ PΣj→Σ′j(Sj)
PΣr→Σ′j
(
PΣ→Σr(s)
)
tj ∈ PΣj→Σ′j(Sj) (5.21)
com tj = PΣr→Σ′j t. Ale´m disso, tem-se que
PΣr→Σ′j
(
PΣ→Σr(s)
)
tj = PΣr→Σ′j
(
PΣ→Σr(
m
||
j=1
PΣ→Σjs)
)
tj.
⊲
Sob a condic¸a˜o Σs ⊆ Σr, tem-se que PΣ→Σr(
m
||
j=1
Lj) =
m
||
j=1
PΣj→Σ′j(Lj) (Proposic¸a˜o 5.2.1).
Portanto,
PΣr→Σ′j
(
PΣ→Σr(
m
||
j=1
PΣ→Σjs)
)
tj = PΣr→Σ′j
( m
||
j=1
PΣj→Σ′j(PΣ→Σjs)
)
tj = PΣj→Σ′j(PΣ→Σjs))tj .
⊳
Enta˜o,
PΣr→Σ′j
(
PΣ→Σr(s)
)
tj = PΣj→Σ′j(PΣ→Σjs)tj. (5.22)
Da equac¸a˜o (5.21) juntamente com a equac¸a˜o (5.22), tem-se que
PΣj→Σ′j(PΣ→Σjs)tj ∈ PΣj→Σ′j(Sj),∀j ∈ J,
ou
θj(PΣ→Σjs)tj ∈ θj(Sj),∀j ∈ J.
Sendo i. e ii. verdadeiras, pode-se garantir que iii. e´ verdadeira tambe´m. Ou seja, pode-se
afirmar que
m
||
j=1
θj(PΣ→Σjs)tj ⊆
m
||
j=1
θj(Sj).
Da mesma forma que na sec¸a˜o anterior, deve-se mostrar que existe u ∈ Σ∗ tal que su ∈
m
||
j=1
Sj. O Lema 5.3.4 generaliza o Lema 5.3.2 e mostra que, sob as condic¸o˜es utilizadas nos
teoremas, dado t ∈ Σ′∗ tal que θ(s)t ∈
m
||
j=1
θj(Sj), existe u ∈ Σ
′∗ tal que su ∈
m
||
j=1
Sj.
Lema 5.3.4. Seja θj(Sj), ∀j ∈ J , OP-abstrac¸o˜es. Se Σs ⊆ Σr com Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl),
∃s ∈ Σ∗ e ∃t ∈ Σ′∗, tal que θ(s)t ∈
m
||
j=1
θj(Sj) enta˜o ∃u ∈ Σ
∗ tal que su ∈
m
||
j=1
Sj.
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Demonstrac¸a˜o. Para uniformizar a notac¸a˜o, as projec¸o˜es θj e θ sa˜o substitu´ıdas pela rep-
resentac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θj ≈ PΣj→Σ′j e θ ≈ PΣ→Σr . Se
∃t ∈ Σ′∗, tal que PΣ→Σr(s)t ∈
m
||
j=1
PΣj→Σ′j(Sj), enta˜o ∃tj ∈ Σ
′∗
j tal que PΣj→Σ′j (PΣ→Σjs)tj ∈
PΣj→Σ′j(Sj) (Lema 5.3.3). Como PΣj→Σ′j(Sj) sa˜o OP-abstrac¸o˜es, ∃uj ∈ Σ
′∗
j tal que PΣj→Σ′j(PΣ→Σj (s)uj) =
PΣj→Σ′j(PΣ→Σj (s))tj e PΣ→Σj(s)uj ∈ Sj. Para mostrar que ∃u ∈ Σ
′∗ tal que su ∈
m
||
j=1
Sj,
escolhe-se u ∈
m
||
j=1
uj. Deve-se mostrar enta˜o que
m
||
j=1
uj 6= ∅. Sabe-se que
m
||
j=1
tj 6= ∅. Portanto,
m
||
j=1
tj =
m
||
j=1
P−1
Σr→Σ′j
tj 6= ∅.
Outra forma de representar que
m
||
j=1
tj 6= ∅ consiste em projetar todas as cadeias no alfabeto
comum e verificar sua intersec¸a˜o. Como nem todos os eventos de Σs esta˜o em cada tj , apo´s
realizar a projec¸a˜o de tj no conjunto de eventos comuns (Σ
′
j ∩Σ
′
s), deve-se completar a cadeia
resultante com cadeias formadas pelos eventos comuns restantes (colocar auto-lac¸os com
os eventos restantes nos estados do autoˆmato correspondente). Portanto, deve-se projetar
primeiro no alfabeto Σ′s ∩ Σj, com Σ
′
s =
k 6=l
∪
k,l∈J
(Σ′k ∩ Σ
′
l), e depois fazer a projec¸a˜o inversa no
alfabeto Σ′s. Enta˜o, se
m
||
j=1
tj 6= ∅, significa que
m
∩
j=1
P−1
Σ′s→(Σ
′
j∩Σ
′
s)
PΣ′j→(Σ′j∩Σ′s)tj 6= ∅. Como
tj = PΣj→Σ′j(uj), obte´m-se:
m
∩
j=1
P−1Σ′s→(Σ′j∩Σ′s)
PΣ′j→(Σ′j∩Σ′s)tj =
m
∩
j=1
P−1Σ′s→(Σ′j∩Σ′s)
PΣ′j→(Σ′j∩Σ′s)PΣj→Σ′j(uj)
=
m
∩
j=1
P−1
Σ′s→(Σ
′
j∩Σ
′
s)
PΣ′
j
→(Σ′
j
∩Σ′s)
PΣj→Σ′j(uj)
=
m
∩
j=1
P−1
Σ′s→(Σ
′
j∩Σ
′
s)
PΣj→(Σ′j∩Σ′s)uj. (5.23)
Os alfabetos das projec¸o˜es sa˜o tratados a seguir. Inicialmente, trata-se Σ′s =
k 6=l
∪
k,l∈J
(Σ′k ∩ Σ
′
l).
Σ′s =
k 6=l
∪
k,l∈J
Σ′k ∩ Σ
′
l
=
k 6=l
∪
k,l∈J
(Σk ∩Σr) ∩ (Σl ∩Σr)
=
k 6=l
∪
k,l∈J
(Σk ∩Σl ∩ Σr)
=
k 6=l
∪
k,l∈J
(Σk ∩Σl) ∩Σr
= Σs ∩ Σr = Σs,
pois
k 6=l
∪
k,l∈J
(Σk ∩ Σl) = Σs e Σs ⊆ Σr.
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Para o alfabeto Σ′j ∩ Σ
′
s tem-se:
Σ′j ∩ Σ
′
s = Σj ∩ Σr ∩ Σs
= Σj ∩ Σs
pois Σs ⊆ Σr. Portanto, equac¸a˜o (5.23) pode ser reescrita como
m
∩
j=1
P−1Σs→(Σj∩Σs)PΣj→(Σj∩Σs)uj
e:
m
∩
j=1
P−1
Σ′s→(Σ
′
j∩Σ
′
s)
PΣ′
j
→(Σ′
j
∩Σ′s)
tj =
m
∩
j=1
P−1Σs→(Σj∩Σs)PΣj→(Σj∩Σs)uj 6= ∅. (5.24)
Usando racioc´ınio semelhante ao utilizado anteriormente,
m
∩
j=1
P−1Σs→(Σj∩Σs)PΣj→(Σj∩Σs)uj 6= ∅
implica que
m
||
j=1
uj 6= ∅. Consequentemente, ∃u ∈
m
||
j=1
uj tal que su ∈
m
||
j=1
Sj.
O teorema que se segue apresenta condic¸o˜es suficientes para que o teste de na˜o-conflito
possa ser aplicado sobre as abstrac¸o˜es, reduzindo assim a complexidade computacional do
teste.
Teorema 5.3.3. Sejam as linguagens Sj ⊆ Σ
∗
j , ∀j ∈ J , as projec¸o˜es naturais θj, θ, PΣ→Σj ,
PΣr→Σ′j e P
−1
Σr→Σ′j
como definidos anteriormente. Se Σs ⊆ Σr com Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl) e as
projec¸o˜es naturais θj(Sj), ∀j ∈ J , sa˜o OP-abstrac¸o˜es enta˜o
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj)⇐⇒
m
||
j=1
Sj =
m
||
j=1
Sj.
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema e´ dividida em duas partes.
i.
m
||
i=1
Sj =
m
||
j=1
Sj ⇒
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj).
Tem-se que
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj).
⊲
Como Σs ⊆ Σr, enta˜o
m
||
j=1
θj(Sj) = θ(
m
||
j=1
Sj), pela Proposic¸a˜o 5.2.1.
⊳
Ale´m disso, por hipo´tese,
m
||
j=1
Sj =
m
||
j=1
Sj. Portanto,
θ
( m
||
j=1
Sj
)
= θ
( m
||
j=1
Sj
)
= θ(
m
||
j=1
Sj). (5.25)
⊲
Usando novamente o fato de que Σs ⊆ Σr, pode-se aplicar a Proposic¸a˜o 5.2.1 sobre
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equac¸a˜o (5.25), obtendo-se
θ(
m
||
j=1
Sj) =
m
||
j=1
θj(Sj).
⊳
Enta˜o,
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj).
ii.
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj)⇒
m
||
j=1
Sj =
m
||
j=1
Sj .
Para uniformizar a notac¸a˜o de projec¸o˜es nesta parte da demonstrac¸a˜o, as projec¸o˜es
θj e θ sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja,
θj ≈ PΣj→Σ′j e θ ≈ PΣ→Σr .
⊲
Como
m
||
j=1
PΣj→Σ′j(Sj) = PΣ→Σr(
m
||
j=1
Sj), pela Proposic¸a˜o 5.2.1, e PΣ→Σr(S) = PΣ→Σr(S),
pode-se reescrever ii. como
PΣ→Σr
( m
||
j=1
Sj
)
= PΣ→Σr
( m
||
j=1
Sj
)
=⇒
m
||
j=1
Sj =
m
||
j=1
Sj. (5.26)
⊳
E´ suficiente mostrar que dado s ∈
m
||
j=1
Sj tem-se que s ∈
m
||
j=1
Sj. Por hipo´tese, s ∈
m
||
j=1
Sj. Enta˜o, θ(s) ∈ θ(
m
||
j=1
Sj). Ainda, pelo lado esquerdo da equac¸a˜o (5.26), pode-se
dizer que, PΣ→Σr(s) ∈ PΣ→Σr(
m
||
j=1
Sj) = PΣ→Σr(
m
||
j=1
Sj). Portanto, ∃t ∈ Σ
∗
r tal que
PΣ→Σr(s)t ∈ PΣ→Σr(
m
||
j=1
Sj). Ale´m disso, do Lema 5.3.3, ∃tj ∈ Σ
′∗
j , ∀j ∈ J , tal que
PΣ→Σr(s)t ∈
m
||
j=1
PΣj→Σ′j(PΣ→Σjs)tj ⊆
m
||
j=1
PΣj→Σ′j (Sj)
PΣj→Σ′j(PΣ→Σjs)tj ∈ PΣj→Σ′j(Sj). (5.27)
Por hipo´tese, PΣ→Σjs ∈ Sj. Como PΣj→Σ′j (Sj) e´ uma OP-abstrac¸a˜o, pode-se dizer que
∃uj ∈ Σ
∗
j tal que PΣj→Σ′j (PΣ→Σj (s)uj) = PΣj→Σ′j(PΣ→Σjs)tj (Definic¸a˜o 5.2.1) e tal que
PΣ→Σj(s)uj ∈ Sj , enta˜o
m
||
j=1
PΣ→Σj(s)uj ⊆
m
||
j=1
Sj.
⊲
Escolhendo u ∈
m
||
j=1
uj , tem-se que su ∈ s(
m
||
j=1
uj). Pelo Lema 5.3.3, tem-se que
m
||
j=1
uj 6=
∅ e, portanto, ∃u ∈ Σ∗ tal que u ∈
m
||
j=1
uj e su ∈
m
||
j=1
Sj.
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⊳
Como su ∈
m
||
j=1
Sj, enta˜o s ∈
m
||
j=1
Sj.
Esse teorema e´ uma extensa˜o do Teorema 5.3.1 para o caso de de m supervisores.
A seguir, o Teorema 5.3.2 e´ estendido para o caso de mu´ltiplos supervisores, e seu enun-
ciado e demonstrac¸a˜o sa˜o apresentados a seguir.
Teorema 5.3.4. Sejam as linguagens Sj ⊆ Σ
∗
j , ∀j ∈ J , as projec¸o˜es naturais θj, θ, PΣ→Σj ,
PΣr→Σ′j e P
−1
Σr→Σ′j
, como definidos anteriormente. Se Σs ⊆ Σr com Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl)
e as projec¸o˜es naturais θj(Sj), ∀j ∈ J , sa˜o OP-abstrac¸o˜es enta˜o θ(
m
||
j=1
Sj) e´ tambe´m uma
OP-abstrac¸a˜o.
Demonstrac¸a˜o. Para uniformizar a notac¸a˜o, as projec¸o˜es θj e θ sa˜o substitu´ıdas pela repre-
sentac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θj ≈ PΣj→Σ′j e θ ≈ PΣ→Σr . Seja s ∈
m
||
j=1
Sj , tem-se que s ∈
m
||
j=1
PΣ→Σjs. Escolhe-se um t ∈ Σ
∗
r tal que PΣ→Σr(s)t ∈ PΣ→Σr(
m
||
j=1
Sj).
Tem-se que
PΣ→Σr(s) ∈ PΣ→Σr(
m
||
j=1
PΣ→Σjs)
PΣ→Σr(s)t ∈ PΣ→Σr(
m
||
j=1
PΣ→Σjs)t.
⊲
Como Σs ⊆ Σr, usando Proposic¸a˜o 5.2.1, tem-se que
PΣ→Σr(s)t ∈ PΣ→Σr(
m
||
j=1
PΣ→Σjs)t
∈
[ m
||
j=1
PΣj→Σ′j (PΣ→Σjs)
]
t.
⊳
Enta˜o, considera-se tj = PΣr→Σ′j t, ∀j ∈ J . Para essas escolhas, foi mostrado, no Lema
5.3.3, que PΣj→Σ′j (PΣ→Σjs)tj ∈ PΣj→Σ′j(Sj). Pela Definic¸a˜o 5.2.1, como PΣj→Σ′j e´ uma OP-
abstrac¸a˜o, ∀j ∈ J , ∃uj ∈ Σ
∗
j , tal que
PΣj→Σ′j(PΣ→Σj (s)uj) = PΣj→Σ′j(PΣ→Σjs)tj ∈ PΣj→Σ′j (Sj) e
PΣ→Σj (s)uj ∈ Sj.
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Pretende-se mostrar que ∃u ∈ Σ∗, tal que PΣ→Σr(s)t = PΣ→Σr(su) e su ∈
m
||
j=1
Sj . Tem-se que
t ∈
m
∩
j=1
P−1
Σr→Σ′j
tj , ∀j ∈ J . Ale´m disso, tj = PΣj→Σ′j(uj). Enta˜o,
PΣ→Σr(s)t ∈ PΣ→Σr(s)
[ m
∩
j=1
P−1Σr→Σ′j
tj
]
= PΣ→Σr(s)
[ m
∩
j=1
P−1
Σr→Σ′j
PΣj→Σ′j(uj)
]
= PΣ→Σr(s)
[ m
||
j=1
PΣj→Σ′j(uj)
]
PΣ→Σr(s)t ∈ PΣ→Σr(s)
[ m
||
j=1
PΣj→Σ′j(uj)
]
. (5.28)
⊲
Usando a Proposic¸a˜o 5.2.1 e equac¸a˜o (5.28), tem-se
PΣ→Σr(s)t ∈ PΣ→Σr(s)PΣ→Σr
( m
||
j=1
uj
)
PΣ→Σr(s)t ∈ PΣ→Σr
[
s
( m
||
j=1
uj
)]
Como Σs ⊆ Σr, pode-se usar Lema 5.3.4 para garantir que ∃u ∈ Σ
∗, tal que u ∈
m
||
j=1
uj e
su ∈
m
||
j=1
Sj.
⊳
Para completar as condic¸o˜es sobre as abstrac¸o˜es para que se enquadrem como OP-abstrac¸o˜es,
deve-se mostrar que t = PΣ→Σr(u). Essa igualdade e´ demonstrada por contradic¸a˜o. Parte-se
de t 6= PΣ→Σr(u).
Aplicando-se PΣr→Σ′j sobre os dois lados, obte´m-se que:
PΣr→Σ′j t 6= PΣr→Σ′jPΣ→Σr(u) (5.29)
E´ sabido que PΣr→Σ′j t = tj (do lado esquerdo), e pode-se manipular as projec¸o˜es do lado
direito de forma a obter:
PΣr→Σ′jPΣ→Σr(u) = PΣr→Σ′jPΣ→Σr(u) = PΣ→Σ′ju = PΣj→Σ′jPΣ→Σju
= PΣj→Σ′juj = PΣj→Σ′j(uj). (5.30)
Na equac¸a˜o (5.29), substitui-se PΣr→Σ′1t = t1 no lado esquerdo e PΣr→Σ′1PΣ→Σr(u) = θ1(u1)
(equac¸a˜o (5.30)) no lado direito obtendo-se tj 6= PΣj→Σ′j(uj), o que contradiz a definic¸a˜o de
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tj na hipo´tese. Portanto, e´ verdadeiro que t = PΣ→Σr(u).
Se as projec¸o˜es naturais PΣj→Σ′j(Sj), ∀j ∈ J , sa˜o OP-abstrac¸o˜es e Σs ⊆ Σr, para qualquer
t escolhido, com PΣ→Σr(s)t ∈ PΣ→Σr(
m
||
j=1
Sj), pode-se obter u ∈ Σ
∗ tal que PΣ→Σr(s)t =
PΣ→Σr(su) e su ∈
m
||
j=1
Sj e finalmente concluir que PΣ→Σr(
m
||
j=1
Sj) e, portanto, θ(
m
||
j=1
Sj) e´
uma OP-abstrac¸a˜o.
Abstrac¸o˜es obtidas respeitando as condic¸o˜es dos Teoremas 5.3.3 e 5.3.4 sa˜o referidas como
W-abstrac¸o˜es. A seguir, apresenta-se o procedimento a ser seguido para obter W-abstrac¸o˜es.
No final da sec¸a˜o, apresenta-se um exemplo para ilustrar o procedimento.
5.4 Procedimento:
Para aplicar os resultados do Teorema 5.3.3 sobre um sistema de controle modular, propo˜e-
se o procedimento a seguir.
Algoritmo 1:
1. Obteˆm-se os supervisores locais;
2. Obte´m-se o conjunto inicial de eventos relevantes, ΣIr ;
3. Obteˆm-se os conjuntos iniciais de eventos relevantes locais como Σ′Ij = Σj ∩Σ
I
r , ∀j ∈ J ;
4. Obteˆm-se OP-abstrac¸o˜es θj(Sj) para cada supervisor Sj (pode ser necessa´rio estender
o conjunto de eventos ΣIr);
5. Usam-se as abstrac¸o˜es θj(Sj), ∀j ∈ J , no teste de na˜o-conflito.
A discussa˜o principal e´ realizada em torno do conjunto de eventos relevantes Σr, paraˆmetro
das projec¸o˜es naturais θj(Sj). O conjunto Σr deve ser tal que as condic¸o˜es dos Teoremas 5.3.3
e 5.3.4 sejam atendidas, ou seja,
c1. Σs ⊆ Σr (onde Σs representa o conjunto de eventos compartilhados por mais de um
supervisor) e
c2. θj(Sj) e´ uma OP-abstrac¸a˜o, ∀j ∈ J .
Dado o conjunto inicial de eventos relevantes (ΣIr = Σs, neste caso) esse conjunto e´ expandido
de forma a a gerar OP-abstrac¸o˜es para os supervisores, no passo 4.
O problema de encontrar uma extensa˜o mı´nima para ΣIr e´ NP-dif´ıcil [Feng, 2006]. No
entanto, Feng [2006] propo˜e um algoritmo polinomial (em relac¸a˜o a estados e transic¸o˜es)
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que retorna uma extensa˜o “razoa´vel”, na˜o necessariamente mı´nima, para cada conjunto local
de eventos relevantes, tal que a propriedade do observador seja obtida para cada projec¸a˜o.
No entanto, seu algoritmo na˜o esta´ implementado. O Cap´ıtulo 7 traz uma algoritmo de
complexidade polinomial para verificac¸a˜o da propriedade do observador, dada a linguagem e
o conjunto de eventos relevantes Σr.
De acordo com as condic¸o˜es do Teorema 5.3.3, tem-se que ΣIr = Σs e o passo 2 do algo-
ritmo pode ser substitu´ıdo por:
Procedimento W para gerar ΣIr:
a. ΣIr = Σs, com Σs =
k 6=l
∪
k,l∈J
Σk ∩Σl.
A combinac¸a˜o do Algoritmo 1 com o Procedimento W e´ chamada de W-soluc¸a˜o. A
seguir, apresenta-se um exemplo que ilustra a aplicac¸a˜o do algoritmo e a reduc¸a˜o obtida pela
aplicac¸a˜o do teste sobre as W-abstrac¸o˜es.
Exemplo 5.4.1. Sistema de Manufatura Integrado - W-soluc¸a˜o
Considera-se o Sistema Integrado de Manufatura (IMS) da Figura 5.6. O sistema e´ formado
de sete componentes: dois tornos (Torno1 e Torno2), duas ma´quinas de pintura (MP1 e
MP2), dois ve´ıculos auto-guiados (AGV1 e AGV2) e uma ma´quina de montagem (MM).
Tornos 1 e 2 sa˜o alimentados por blocos que sa˜o processados e pintados por MP1 e MP2,
respectivamente. Enta˜o, AGV1 e AGV2 ligam os depo´sitos B3-B5 e B4-B6 fornecendo as
duas partes inacabados de MP1 e MP2 para MM . MM monta as duas partes. A interface
entre as ma´quinas consiste de depo´sitos Bk, k = {1, . . . , 6}, cada um com capacidade para
1 parte, e ainda um trilho que e´ compartilhado por AGV1 e AGV2. O problema de controle
consiste em dar o maior grau de liberdade para o IMS, impedindo o “overflow” e “underflow”
de partes nos depo´sitos. Ale´m disso, os dois AGVs na˜o devem utilizar os trilhos ao mesmo
tempo. Os eventos controla´veis sa˜o rotulados com nu´meros ı´mpares.
Torno1
Torno2
MP1
MP2
AGV1 AGV1
AGV2AGV2
MMTrilho
B1
B2
B3
B4
B5
B6
11 12
21 22
31 32
41 42
51 51
5253
61 61
6263
71
72
73
Figura 5.6: Exemplo 5.4.1 - Diagrama do IMS
Os modelos das subplantas sa˜o apresentados na Figura 5.7 e as especificac¸o˜es sa˜o apre-
sentadas na Figura 5.8. As plantas locais e suas respectivas especificac¸o˜es sa˜o:
• G1 = Torno1||MP1, especificac¸a˜o E1;
• G2 = Torno2||MP2, especificac¸a˜o E2;
• G3 =MP1||AGV1, especificac¸a˜o E3;
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s t a r t 0 111
12
(a) Torno1
s t a r t 0 121
22
(e) Torno2
s t a r t 0 131
32
(b) MP1
s t a r t 0 141
42
(f) MP2
s t a r t 0
153 2
51
3
52
51
(c) AGV1
s t a r t 0
161 2
63
3
61
62
(g) AGV2
s t a r t 0
1
71
373 2
73
72
71
(d) MM
Figura 5.7: Exemplo 5.4.1 - Modelos das subplantas (a) Torno1; (b) MP1; (c) AGV1; (d) MM ;
(e) Torno2; (f) MP2; (g) AGV2
s t a r t 0 112
31
(a) E1
s t a r t 0 114
43
(e) E2
s t a r t 0 132
51
(b) E3
s t a r t 0 142
53
(f) E4
s t a r t 0 152,53
51
2
61
62,63
(c) ET
s t a r t 0 152
71
(d) E5
s t a r t 0 162
73
(g) E6
Figura 5.8: Exemplo 5.4.1 - Especificac¸o˜es Ej , j = {1, . . . , 6, T }
• G4 =MP2||AGV2, especificac¸a˜o E4;
• G5 = AGV1||MM , especificac¸a˜o E5;
• G6 = AGV2||MM , especificac¸a˜o E6;
• GT = AGV1||AGV2, especificac¸a˜o ET .
As especificac¸o˜es locais Kj , resultantes da composic¸a˜o de cada especificac¸a˜o gene´rica lo-
cal com a planta local, sa˜o todas na˜o-controla´veis. As ma´ximas sublinguagens controla´veis
de Kj com relac¸a˜o a Lm(Gj), denotadas por Sj = Sup C(Kj ,Lm(Gj)), sa˜o obtidas; suas
representac¸o˜es por autoˆmatos sa˜o omitidas. O nu´mero de estados e transic¸o˜es (estados,
transic¸o˜es) dos supervisores obtidos sa˜o: S1 (6,8), S2 (6,8), S3 (12,18), S4 (12,18), S5
(28,51), S6 (28,51) e ST (12,16). O teste de na˜o-conflito calculado sobre os supervisores
gera um autoˆmato de 12.960 estados e 49.968 transic¸o˜es e detecta o na˜o-conflito.
O conjunto de eventos que na˜o sa˜o compartilhados por qualquer par de supervisores e´
{11, 12, 21, 22}. Portanto, o conjunto inicial de eventos relevantes e´ ΣIr = Σs = {31, 32, 41,
42, 51, 52, 53, 61, 62, 63, 71, 72, 73}. Esse conjunto e´ estendido para incluir {11, 21} para obter
OP-abstrac¸o˜es para S1 e S2. Dessa forma, os eventos {12, 22} podem ser apagados. A Figura
5.9 apresenta os dois supervisores e suas respectivas abstrac¸o˜es. Os supervisores Sj, com
j ∈ {4, 5, 6, T}, na˜o podem ser reduzidos usando esse me´todo. Os supervisores originais sa˜o
usados, considerando-os observadores de si mesmos. O teste de na˜o-conflito deve portanto
ser aplicado sobre as abstrac¸o˜es como se segue:
θ1(S1)||θ2(S2)||S3||S4||S5||S6||ST
?
= θ1(S1)||θ2(S2)||S3||S4||S5||S6||ST .
Conforme esperado, a igualdade e´ verificada. O autoˆmato gerado pelo teste sobre as abstrac¸o˜es
possui 5.760 estados e 20.928 transic¸o˜es e identifica a na˜o-existeˆncia de conflito. As duas
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s t a r t 0
1
11
2
331
12
32
411
32
5
12
32
(a) S1
s t a r t 0
1
21
2
341
22
42
421
42
5
22
42
(c) S2
s t a r t 0
111
2
31
32
311
32
(b) Abstrac¸a˜o θ1(S1)
s t a r t 0
121
2
41
42
321
42
(d) Abstrac¸a˜o θ2(S2)
Figura 5.9: Exemplo 5.4.1 - Supervisores e abstrac¸o˜es gerados usando W: (a) Supervisor S1;
(b) θ1(S1); (c) Supervisor S2 e (d) θ2(S2)
abstrac¸o˜es foram responsa´veis por uma reduc¸a˜o de 55% no nu´mero de estados e de 58% no
nu´mero de transic¸o˜es no teste.
A ferramenta utilizada para manipulac¸a˜o dos autoˆmatos e ca´lculo dos supervisores nesta
tese e´ o TCT, ferramenta desenvolvida pelo grupo deo Prof. Wonham [Feng e Wonham,
2006b].
5.5 Discussa˜o
O presente cap´ıtulo apresentou um novo teste de na˜o-conflito aplicado sobre abstrac¸o˜es
das linguagens, obtidas pela operac¸a˜o de projec¸a˜o natural. Condic¸o˜es suficientes para as
abstrac¸o˜es foram apresentadas. A apresentac¸a˜o dos resultados foi feita em duas partes, em
que primeiramente se apresentou o caso simples, com 2 supervisores, e posteriormente a
extensa˜o dos resultados para m supervisores. Em seguida, um procedimento para obtenc¸a˜o
das abstrac¸o˜es e um exemplo ilustrativo foram apresentados.
Nesse trabalho, o problema da complexidade do teste de na˜o-conflito de supervisores mo-
dulares e´ o foco principal. No entanto, pode-se perceber nas demonstrac¸o˜es, que propriedades
estruturais dos supervisores na˜o sa˜o utilizadas. A condic¸a˜o sobre os eventos mantidos pela
abstrac¸a˜o e a obtenc¸a˜o de OP-abstrac¸o˜es podem ser aplicados sobre qualquer conjunto de
linguagens. Portanto, os resultados apresentados nesse cap´ıtulo podem ser aplicados a` um
conjunto arbitra´rio de linguagens, do qual que se queira verificar a existeˆncia de conflito.
No Cap´ıtulo 6, os resultados apresentados neste cap´ıtulo sa˜o validados para um novo
conjunto Σr. Para que os resultados permanec¸am va´lidos, as partes das demonstrac¸o˜es que
sa˜o relacionadas ao conjunto Σr devem ser validadas para o novo conjunto Σr. Tem-se que
cada passagem das demonstrac¸o˜es deste cap´ıtulo dependente da condic¸a˜o sobre os eventos
relevantes foi demarcada com o par ⊲,⊳. Essas passagens utilizam a Proposic¸a˜o 5.2.1 ou
um dos Lemas 5.3.2, 5.3.3. O Cap´ıtulo 6 apresenta demonstrac¸o˜es de duas Proposic¸o˜es
(correspondente a` Proposic¸a˜o 5.2.1 para o novo conjunto Σr quando se tem 2 em supervisores)
e de dois Lemas (correspondentes aos Lemas 5.3.2 e 5.3.3 para o novo conjunto Σr). Desta
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forma, as refereˆncias a` Proposic¸a˜o 5.2.1 e aos Lemas 5.3.2 e 5.3.3 podera˜o ser substitu´ıdas por
refereˆncias a estas novas Proposic¸o˜es e Lemas e os resultados apresentados nos Teoremas 5.3.3
e 5.3.4 continuara˜o va´lidos para o novo conjunto de abstrac¸o˜es.
Cap´ıtulo 6
Verificac¸a˜o de Na˜o-Conflito
Utilizando Propriedades
Estruturais dos Supervisores
No cap´ıtulo anterior, todos os eventos compartilhados por qualquer par de supervisores
eram mantidos nas abstrac¸o˜es. O procedimento de construc¸a˜o dos supervisores possui uma
etapa de composic¸a˜o de subplantas e especificac¸o˜es. Supervisores que compartilham algum
evento de uma subplanta compartilham todos os eventos daquela subplanta. No entanto,
muitas vezes, eventos que pertencem a uma determinada subplanta na˜o sa˜o relevantes para
o controle. No caso de na˜o se utilizar este conhecimento estrutural dos supervisores, estes
eventos teriam que ser mantidos nas abstrac¸o˜es, mesmo na˜o agregando informac¸a˜o a respeito
das possibilidades de ocorreˆncia de conflito. Esta observac¸a˜o motivou o estudo de formas
alternativas para construir as abstrac¸o˜es, explorando a estrutura do sistema e das especi-
ficac¸o˜es. Como as propriedades estruturais dos supervisores na˜o veˆm sendo utilizadas, os
resultados ate´ agora apresentados podem ser aplicados a qualquer conjunto de linguagens
do qual se queira detectar a presenc¸a ou auseˆncia de conflito. No entanto, dados como: as
subplantas sa˜o ass´ıncronas, as linguagens implementadas pelos supervisores sa˜o sublingua-
gens de suas plantas etc; podem ser usados para derivar outras condic¸o˜es suficientes para
as abstrac¸o˜es, que na˜o assumem Σs ⊆ Σr. Este cap´ıtulo apresenta um novo conjunto de
condic¸o˜es suficientes para as abstrac¸o˜es que, em alguns casos, permite apagar na projec¸a˜o
eventos compartilhados. Estes resultados foram apresentados em [Pena et al., 2006b].
Duas condic¸o˜es foram extensivamente utilizadas no cap´ıtulo anterior, como sendo sufi-
cientes para que os lemas e teoremas fossem demonstrados. Sa˜o elas:
• θj(Sj) sa˜o OP-abstrac¸o˜es;
• eventos compartilhados sa˜o inclu´ıdos no conjunto de eventos relevantes, ou seja, Σs ⊆ Σr
onde Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl).
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A condic¸a˜o que muda neste cap´ıtulo e´ a condic¸a˜o sobre os eventos relevantes (Σr). Esta
condic¸a˜o e´ usada em dois momentos para cada uma das demonstrac¸o˜es dos teoremas do
cap´ıtulo anterior: (i) para utilizac¸a˜o da propriedade de distributividade das projec¸o˜es; (ii)
para garantir que dado t ∈ Σ′∗ tal que θ(s)t ∈
m
||
j=1
θj(Sj), existe u ∈ Σ
∗ tal que su ∈
m
||
j=1
Sj. As
passagens mencionadas esta˜o delimitadas pelo par ⊲,⊳, nas demonstrac¸o˜es dos Lemas 5.3.1,
5.3.3 e dos Teoremas 5.3.1, 5.3.2 e 5.3.3, 5.3.4.
O objetivo deste cap´ıtulo e´, como mencionado anteriormente, flexibilizar essa restric¸a˜o
sobre o conjunto de eventos relevantes. Para que os resultados apresentados no cap´ıtulo
anterior continuem va´lidos, deve-se mostrar que, sob o novo conjunto de condic¸o˜es suficientes,
as condic¸o˜es expressas em (i) e (ii) continuam va´lidas.
O novo conjunto de condic¸o˜es sobre as abstrac¸o˜es θj(Sj), sob as quais (i) e (ii) sa˜o va´lidas,
e´ apresentado a seguir:
• θ(Sj) sa˜o OP-abstrac¸o˜es;
• Kj sa˜o controla´veis em relac¸a˜o a L(Gj), ∀j ∈ J , portanto, Sj = Kj ;
•
m
∪
j=1
ΣEj ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
onde Ej representam as especificac¸o˜es gene´ricas a serem implementadas pelos supervisores Sj
e Kj sa˜o as linguagens desejadas (ou especificac¸o˜es locais) para o sistema em malha fechada,
ou seja, Kj = Ej ||Lm(Gj). Os alfabetos ΣEj representam os conjuntos de eventos presentes
nas especificac¸o˜es Ej .
Seguindo o padra˜o do u´ltimo cap´ıtulo, apresentam-se os resultados para 2 supervisores e
em seguida para m supervisores.
6.1 Dois Supervisores
Nas demonstrac¸o˜es dos Teoremas e Lemas do Cap´ıtulo 5, a condic¸a˜o sobre os eventos
relevantes foi utilizada algumas vezes. Pode-se pervceber que essa condic¸a˜o sempre aparece
associada a` Proposic¸a˜o 5.2.1 ou ao Lema 5.3.2. Apresenta-se, portanto, uma proposic¸a˜o e
um Lema sob as novas condic¸o˜es sobre os eventos relevantes, ana´logos a` Proposic¸a˜o 5.2.1 e
ao Lema 5.3.2.
Inicialmente, apresenta-se a Proposic¸a˜o 6.1.1, que estabelece que sob as novas condic¸o˜es
apresentadas, a igualdade θ(S1||S2) = θ1(S1)|| θ2(S2) se verifica.
As linguagens E1 e E2 representam as especificac¸o˜es gene´ricas a serem implementadas
pelos supervisores S1 e S2, respectivamente, e K1 e K2 sa˜o as linguagens desejadas (ou
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especificac¸o˜es locais) para o sistema em malha fechada, ou seja, K1 = E1||Lm(G1) e K2 =
E2||Lm(G2). Os alfabetos ΣE1 e ΣE2 representam os conjuntos de eventos presentes nas
especificac¸o˜es E1 e E2.
Proposic¸a˜o 6.1.1. Sejam S1 e S2 linguagens implementadas pelos supervisores. A igualdade
θ(S1||S2) = θ1(S1)|| θ2(S2) se verifica se
• θ1(S1) e θ2(S2) sa˜o OP-abstrac¸o˜es;
• K1 e K2 sa˜o controla´veis em relac¸a˜o a L(G1) e L(G2), respectivamente (S1 = K1 e
S2 = K2);
• (ΣE1 ∪ΣE2) ⊆ Σr;
• S1 = S1 ∩ Lm(G1) e S2 = S2 ∩ Lm(G2).
Demonstrac¸a˜o. θ(S1||S2) ⊆ θ1(S1)||θ2(S2) e´ sempre verdadeira. A prova da igualdade con-
siste portanto em mostrar que θ1(S1)||θ2(S2) ⊆ θ(S1||S2). Para uniformizar a notac¸a˜o, as
projec¸o˜es θ1, θ2 e θ sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou
seja, θ1 ≈ PΣ1→Σ′1, θ2 ≈ PΣ2→Σ′2 e θ ≈ PΣ→Σr .
PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) ⊆ PΣ→Σr(S1||S2):
Seja
a ∈ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) ⊆ Σ
∗
r. (6.1)
Enta˜o PΣr→Σ′1a ∈ PΣ1→Σ′1(S1) e PΣr→Σ′2a ∈ PΣ2→Σ′2(S2) e tambe´m ∃sa ∈ S1 ⊆ Σ
∗
1 tal que
PΣ1→Σ′1(sa) = PΣr→Σ′1a e ∃sb ∈ S2 ⊆ Σ
∗
2 tal que PΣ2→Σ′2(sb) = PΣr→Σ′2a.
Escreve-se a = σ1σ2 . . . σn. Seja
s′1 = µ
1
1σ1µ
1
2σ2 . . . µ
1
nσn ⊆ (Σ1 ∪ Σr)
∗ (6.2)
tal que
P(Σ1∪Σr)→Σ1s
′
1 = s1 ∈ S1,
PΣ1→Σ′1(s1) = PΣ1→Σ′1(P(Σ1∪Σr)→Σ1s
′
1) = PΣr→Σ′1a,
P(Σ1∪Σr)→Σrs
′
1 = a,
com µ1i ∈ [Σ1 − Σ
′
1]
∗ e i = {1 . . . n}.
Hipo´tese: Para todo s′1 com as caracter´ısticas acima, existe tambe´m um s
′
2 = µ
2
1σ1µ
2
2σ2 . . . µ
2
i σi . . .
µ2nσn tal que
P(Σ2∪Σr)→Σ2s
′
2 = s2 ∈ S2
P(Σ2∪Σr)→Σrs
′
2 = P(Σ1∪Σr)→Σrs
′
1 = a.
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Demonstrac¸a˜o: A demonstrac¸a˜o usa a estrate´gia indutiva. Assume-se que para algum i ≥
1, s
′(i−1)
1 = µ
1
1σ1 . . . µ
1
i−1σi−1, com µ
1
1 . . . µ
1
i−1 definido de tal forma que P(Σ1∪Σr)→Σrs
′
1 =
a e
s
(i−1)
1 = P(Σ1∪Σr)→Σ1s
′(i−1)
1 = P(Σ1∪Σr)→Σ1(µ
1
1σ1 . . . µ
1
i−1σi−1) ∈ S1,
existe s
′(i−1)
2 = µ
2
1σ1 . . . µ
2
i−1σi−1, com µ
2
1 . . . µ
2
i−1 definido de tal forma que
P(Σ2∪Σr)→Σsµ
2
i = P(Σ1∪Σr)→Σsµ
1
i
P(Σ2∪Σr)→Σrs
′
2 = a
e
s
(i−1)
2 = P(Σ2∪Σr)→Σrs
′(i−1)
2 = P(Σ2∪Σr)→Σr(µ
2
1σ1 . . . µ
2
i−1σi−1) ∈ S2, (6.3)
pretende-se mostrar que para qualquer s
′(i)
1 com as caracter´ısticas desejadas, existe s
′(i)
2
tal que equac¸a˜o (6.3) e´ verdadeira.
Base: para i = 1, s
′(0)
1 = ǫ, s
(0)
1 = P(Σ1∪Σr)→Σ1s
′(0)
1 ∈ S1 e enta˜o ha´ um s
′(0)
2 = ǫ, tal
que s
(0)
2 = P(Σ2∪Σr)→Σ2s
′(0)
2 ∈ S2. Ale´m disso, P(Σ1∪Σr)→Σrs
′(0)
1 = P(Σ2∪Σr)→Σrs
′(0)
2 =
ǫ ∈ {a}.
Passo de Induc¸a˜o: Para 2 ≤ i ≤ n, se s
′(i)
1 = s
′(i−1)
1 µ
1
i σi = µ
1
1σ1 . . . µ
1
i−1σi−1µ
1
i σi,
com µ1i ∈ [Σ1 − Σ
′
1]
∗ definidos de tal forma que s
(i)
1 = P(Σ1∪Σr)→Σ1s
′(i)
1 ∈ S1, enta˜o
s
(i)
1 = P(Σ1∪Σr)→Σ1s
′(i)
1 = P(Σ1∪Σr)→Σ1(s
′(i−1)
1 µ
1
iσi)
= P(Σ1∪Σr)→Σ1s
′(i−1)
1 P(Σ1∪Σr)→Σ1(µ
1
iσi)
= s
(i−1)
1 P(Σ1∪Σr)→Σ1(µ
1
iσi) = s
(i−1)
1 µ
1
iP(Σ1∪Σr)→Σ1(σi) ∈ S1. (6.4)
Pretende-se construir uma cadeia µ2i ∈ [Σ2−Σ
′
2]
∗ tal que P(Σ1−Σ′1)→Σsµ
1
i = P(Σ2−Σ′2)→Σsµ
2
i
e P(Σ2∪Σr)→Σ2 s
′(i−1)
2 µ
2
i ∈ S2.
Da equac¸a˜o (6.4), s
(i−1)
1 µ
1
i ∈ S1. Como (a) s
(i−1)
2 ∈ S2; (b) eventos em P(Σ2−Σ′2)→Σsµ
2
i
na˜o esta˜o em E2 (o que implica que eles nunca sa˜o desabilitados pelo supervisor S2),
pode-se enta˜o concluir que
s
(i−1)
2 µ
2
i ∈ S2. (6.5)
Para mostrar que s
′(i)
2 = s
′(i−1)
2 µ
2
iσi e´ tal que s
(i)
2 = P(Σ2∪Σr)→Σ2s
′(i)
2 ∈ S2, significando
que, ao completar s
(i−1)
2 µi com o sufixo σi na˜o vai levar a cadeia a na˜o pertencer a S2,
considera-se os dois casos, em relac¸a˜o ao pertencimento de σi em Σ2:
a. σi ∈ Σ2 (σi e´ um evento de S2).
Sabe-se que s
(i)
2 = P(Σ2∪Σr)→Σ2s
′(i)
2 = P(Σ2∪Σr)→Σ2s
′(i−1)
2 µ
2
iσi = s
(i−1)
2 µ
2
iσi ∈
L(G2). Como S2 = K2 = E2||L(G2), se s
(i−1)
2 µ
2
iσi ∈ E2||s
(i−1)
2 µ
2
iσi ⊆ E2||L(G2) =
S2, enta˜o s
(i−1)
2 µ
2
i σi ∈ S2. Mostrar s
(i)
2 ∈ S2 e´ o mesmo que mostrar que s
(i)
2 ||E2 6=
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∅. Como ΣE2 ⊆ Σ
′
2 ⊆ Σ2, enta˜o s
(i)
2 ||E2 6= ∅ e´ o mesmo que
PΣ2→Σ′2(s
(i)
2 ) ∩ P
−1
Σ′2→ΣE2
E2 6= ∅.
Enta˜o,
PΣ2→Σ′2(s
(i)
2 ) ∩ P
−1
Σ′2→ΣE2
E2 = PΣ2→Σ′2(s
(i−1)
2 µ
2
iσi) ∩ P
−1
Σ′2→ΣE2
E2
= PΣ2→Σ′2(s
(i−1)
2 )PΣ2→Σ′2(µ
2
iσi) ∩ P
−1
Σ′2→ΣE2
E2
= PΣ2→Σ′2(s
(i−1)
2 )PΣ2→Σ′2(σi) ∩ P
−1
Σ′2→ΣE2
E2
= PΣ2→Σ′2(s
(i−1)
2 )σi ∩ P
−1
Σ′2→ΣE2
E2
= PΣr→Σ′2(σ1 . . . σi−1)σi ∩ P
−1
Σ′2→ΣE2
E2.
Deve-se mostrar, portanto, que PΣr→Σ′2(σ1 . . . σi−1)σi ∩ P
−1
Σ′2→ΣE2
E2 6= ∅ que e´ o
mesmo que mostrar que PΣr→Σ′2 (σ1 . . . σi−1)σi ⊆ P
−1
Σ′2→ΣE2
E2.
Como S2 = L(G2)||E2 = L(G2)∩P
−1
Σ2→ΣE2
E2 pode-se dizer que S2 ⊆ P
−1
Σ2→ΣE2
E2.
Substituindo S2 ⊆ P
−1
Σ2→ΣE2
E2, na equac¸a˜o (6.1),
a ∈ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) ⊆ PΣ1→Σ′1(S1)||PΣ2→Σ′2(P
−1
Σ2→ΣE2
E2)
a ∈ P−1
Σr→Σ′1
PΣ1→Σ′1(S1) ∩ P
−1
Σr→Σ′2
PΣ2→Σ′2(P
−1
Σ2→ΣE2
E2)
e pode-se derivar que
PΣr→Σ′2a ∈ PΣ2→Σ′2(P
−1
Σ2→ΣE2
E2) (6.6)
e, combinando as projec¸o˜es PΣ2→Σ′2 e P
−1
Σ2→ΣE2
do lado direito da equac¸a˜o (6.6),
tem-se
PΣr→Σ′2a ∈ P
−1
Σ′2→ΣE2
E2.
ComoE2 e´ prefixo-fechada, se PΣr→Σ′2a ∈ P
−1
Σ′2→ΣE2
E2, enta˜o PΣr→Σ′2(σ1 . . . σi−1)σi ∈
{PΣr→Σ′2a} ⊆ P
−1
Σ′2→ΣE2
E2. Portanto, pode-se dizer que
PΣr→Σ′2(σ1 . . . σi−1)σi ∩ P
−1
Σ′2→ΣE2
E2 6= ∅,
e que s
(i)
2 = s
(i−1)
2 µ
2
iσi ∈ S2.
Enta˜o, ∃s
′(i)
2 ∈ [Σ2 ∪Σr]
∗ tal que s
(i)
2 = P(Σ2∪Σr)→Σ2s
′(i)
2 ∈ S2 e P(Σ1∪Σr)→Σrs
′(i)
1 =
P(Σ2∪Σr)→Σrs
′(i)
2 = σ1 . . . σi ∈ {a}.
b. σi /∈ Σ2 (σi na˜o e´ um evento de S2).
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Nesse caso,
s
(i)
2 = P(Σ2∪Σr)→Σ2s
′(i)
2 = P(Σ2∪Σr)→Σ2s
′(i−1)
2 µ
2
i σi
= P(Σ2∪Σr)→Σ2s
′(i−1)
2 µ
2
iP(Σ2∪Σr)→Σ2σi
= s
(i−1)
2 P(Σ2∪Σr)→Σ2µ
2
i ǫ = s
(i−1)
2 µ
2
i . (6.7)
Da equac¸a˜o (6.5), juntamente com a equac¸a˜o (6.7), pode-se dizer que s
(i)
2 ∈ S2.
Ale´m disso, P(Σ1∪Σr)→Σrs
′(i)
1 = P(Σ2∪Σr)→Σrs
′(i)
2 = σ1 . . . σi ∈ {a}. Esse passo
finaliza a induc¸a˜o.
⋄
Seja s′1 (na equac¸a˜o (6.2)) tal que s1 = P(Σ1∪Σr)→Σ1s
′
1 ∈ S1 ⊆ S1. Como, pela hipo´tese,
a ∈ PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) mesmo que s
′
1 na˜o esteja em S1 mas apenas em S1, pode-se
dizer que e´ poss´ıvel obter uma cadeia s′′1 tal que P(Σ1∪Σr)→Σrs
′′
1 = P(Σ1∪Σr)→Σrs
′
1 e s1 =
P(Σ1∪Σr)→Σ1s
′′
1 ∈ S1 ⊆ S1.
Mostra-se que s′2 e´ tal que s2 = P(Σ2∪Σr)→Σ2s
′
2 ∈ S2 e P(Σ1∪Σr)→Σrs
′′
1 = P(Σ2∪Σr)→Σrs
′
2 =
a. Ale´m disso, PΣ2→Σ′2(s2) = PΣ2→Σ′2(P(Σ2∪Σr)→Σ2s
′
2) = PΣr→Σ′2a ∈ PΣ2→Σ′2(S2). Se
PΣ2→Σ′2(S2) e´ uma OP-abstrac¸a˜o enta˜o, escolhe-se b = ǫ na definic¸a˜o do observador. Enta˜o
∃µ ∈ Σ∗2 tal que PΣ2→Σ′2(s2µ) = PΣ2→Σ′2(s2) e s2µ ∈ S2.
Como PΣ1→Σ′1(s1) = PΣr→Σ′1a e PΣ2→Σ′2(s2) = PΣr→Σ′2a, qualquer continuac¸a˜o de s2 induz
uma continuac¸a˜o µ′ = P(Σ2−Σ′2)→(Σs−(Σs∩Σr))µ em s1 se µ tem qualquer evento que seja
comum ao conjunto de eventos de S1. Para mostrar que s1µ
′ ∈ S1 = S1 ∩ Lm(G1), deve-se
mostrar que:
a. s1µ
′ ∈ S1:
Pela mesma raza˜o descrita acima, de que eventos em P(Σ2−Σ′2)→Σsµ nunca sa˜o desabi-
litados pelos supervisores, se s2µ = µ
2
1σ1µ
2
2σ2µ
2
3 . . . µ
2
nσnµ ∈ S2, ∃µ
′ ∈ [Σ1 − Σ
′
1]
∗ com
P(Σ1−Σ′1)→Σsµ
′ = P(Σ2−Σ′2)→Σsµ tal que s1µ
′ = µ11σ1µ
1
2σ2 . . . µ
1
nσnµ
′ ∈ S1.
b. s1µ
′ ∈ Lm(G1)
Tendo-se que s2µ ∈ S2 significa que depois da ocorreˆncia de s2µ todas as subplantas
esta˜o em estados marcados. Portanto, se uma cadeia esta´ em S2 ela esta´ tambe´m em
Lm(G2) (de S2 = S2 ∩ Lm(G2)).
Seja µ′ = PΣ2→(Σs−(Σs∩Σr))µ. A ocorreˆncia de µ
′ depois da ocorreˆncia de s1 causa
evoluc¸a˜o apenas na planta comum Gc. Devido a` escolha de µ
′ = PΣ2→(Σs−(Σs∩Σr))µ ⊆
(Σs − (Σs ∩Σr))
∗, o efeito em Gc pode ser previsto como movendo Gc para um estado
marcado (pois s2µ ∈ S2). Como s1 ∈ S1, a planta privada (representada por G1p) esta´
em um estado marcado e, como a concatenac¸a˜o de uma cadeia µ′ moveu apenas Gc
para um estado marcado, pode-se garantir que G1 = Gc||G1p esta´ num estado marcado
e, portanto, pode-se dizer que s1µ
′ ∈ Lm(G1).
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Portanto, s1µ
′ ∈ S1. Como s2µ ∈ S2, s1µ
′||s2µ ⊆ S1||S2 e a ∈ PΣ→Σr(s1µ
′||s2µ) ⊆
PΣ→Σr(S1||S2). Enta˜o,
PΣ1→Σ′1(S1)||PΣ2→Σ′2(S2) = PΣ→Σr(S1||S2)
e
θ1(S1)||θ2(S2) = θ(S1||S2).
Portanto, Proposic¸a˜o 6.1.1 mostra que sob o novo conjunto de condic¸o˜es sobre as abs-
trac¸o˜es θ1(S1) e θ2(S2), a propriedade de distributividade pode ser aplicada. Portanto, nas
demonstrac¸o˜es dos Teoremas 5.3.1 e 5.3.2, a propriedadade de distributividade de projec¸o˜es
pode ser usada sobre as novas abstrac¸o˜es.
Ao final das demonstrac¸o˜es dos Teoremas 5.3.1 e 5.3.2, o Lema 5.3.2 e´ utilizado para
mostrar que se t ∈ Σ′∗ tal que θ(s)t ∈ θ1(S1)||θ2(S2) enta˜o ∃u ∈ Σ
∗ tal que su ∈ S1||S2. O
Lema 5.3.2 e´ va´lido se a condic¸a˜o Σs ⊆ Σr e´ satisfeita. No entanto, essa condic¸a˜o, Σs ⊆ Σr,
na˜o e´ mais verdadeira e portanto o referido lema na˜o pode ser usado neste novo contexto.
Enta˜o, apresenta-se o Lema 6.1.1 que demonstra o mesmo resultado, sob as novas condic¸o˜es.
Lema 6.1.1. Sejam θ1(S1) e θ2(S2) OP-abstrac¸o˜es e ΣE1∪ΣE2 ⊆ Σr. Se ∃s ∈ Σ
∗ e ∃t ∈ Σ′∗,
tal que θ(s)t ∈ θ1(S1)||θ2(S2) enta˜o ∃u ∈ Σ
∗ tal que su ∈ S1||S2.
Demonstrac¸a˜o. A notac¸a˜o utilizada na Proposic¸a˜o 6.1.1 e´ usada. Portanto, sejam as cadeias
a, s′j, µ
1
i , µ
2
i , µ
′ e µ′, como definidos na demonstrac¸a˜o da Proposic¸a˜o 6.1.1. Seja ainda a
representac¸a˜o da projec¸a˜o θ ≈ PΣ→Σr . Seja PΣ→Σr(s)t = a. Sem perda de generalidade,
considera-se que PΣ→Σr(s) = ǫ e portanto t = a = σ1σ2 . . . σn. Pretende-se demonstrar que:
∃u ∈ Σ∗ tal que su ∈ S1||S2 e PΣ→Σr(su) = PΣ→Σr(s)t. (6.8)
Tem-se, da Proposic¸a˜o 6.1.1, que ∃s′1 ∈ [Σ1 ∪ Σr]
∗ e ∃s′2 ∈ [Σ2 ∪ Σr]
∗ tais que s1 =
µ11σ1µ
1
2σ2 . . . µ
1
nσn e s1 = µ
2
1σ1µ
2
2σ2 . . . µ
2
nσn. Ainda da Proposic¸a˜o 6.1.1, tem-se que ∃µ
′ ∈
[Σ1 ∪ Σr]
∗ e µ ∈ [Σ2 ∪ Σr]
∗ tal que P(Σ1∪Σr)→Σ1s
′
1µ
′ ∈ S1 e P(Σ2∪Σr)→Σ2s
′
2µ ∈ S2.
Enta˜o, sejam a1 = s
′
1µ
′ e a2 = s
′
2µ. Para demonstrar equac¸a˜o (6.8), mostra-se, inicialmente,
que ∃u ∈ Σ∗ tal que su ∈ a1||a2. Em seguida, demonstra-se que a cadeia su ∈ S1||S2.
Para mostrar que ∃su ∈ a1||a2, basta mostrar que a1||a2 6= ∅, que e´ o mesmo que mostrar
que P(Σ1∪Σr)→Σsaa1 ∩ P(Σ2∪Σr)→Σsaa2 6= ∅, onde Σsa e´ o conjunto de eventos compartilhados
por a1 e a2. Tem-se que
Σsa = (Σ1 ∪ Σr) ∩ (Σ2 ∪ Σr)
= (Σ1 ∩ Σ2) ∪ Σr
= Σs ∪ Σr
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Enta˜o, tem-se que
P(Σ1∪Σr)→Σsaa1 ∩ P(Σ2∪Σr)→Σsaa2 =
= P(Σ1∪Σr)→(Σs∪Σr)a1 ∩ P(Σ1∪Σr)→(Σs∪Σr)a2
= P(Σ1∪Σr)→(Σs∪Σr)µ
1
1σ1 . . . σnµ
′ ∩ P(Σ1∪Σr)→(Σs∪Σr)µ
2
1σ1 . . . σnµ
= P(Σ1∪Σr)→(Σs∪Σr)µ
1
1P(Σ1∪Σr)→(Σs∪Σr)σ1 . . . P(Σ1∪Σr)→(Σs∪Σr)σnP(Σ1∪Σr)→(Σs∪Σr)µ
′
∩P(Σ2∪Σr)→(Σs∪Σr)µ
2
1P(Σ2∪Σr)→(Σs∪Σr)σ1 . . . P(Σ2∪Σr)→(Σs∪Σr)σnP(Σ2∪Σr)→(Σs∪Σr)µ.
(6.9)
Por construc¸a˜o tem-se que µ1i , µ
′ ∈ [Σ1 − Σ
′
1]
∗, µ2i , µ ∈ [Σ2 − Σ
′
2]
∗. Portanto,
- P(Σ1∪Σr)→(Σs∪Σr) µ
1
1 = P(Σ1−Σ′1)→Σsµ
1
1 e P(Σ1∪Σr)→(Σs∪Σr) µ
′ = P(Σ1−Σ′1)→Σsµ
′;
- P(Σ2∪Σr)→(Σs∪Σr) µ
2
1 = P(Σ2−Σ′2)→Σsµ
2
1 e P(Σ2∪Σr)→(Σs∪Σr) µ = P(Σ2−Σ′2)→Σsµ.
Ale´m disso, tem-se que:
- P(Σ1−Σ′1)→Σsµ
1
1 = P(Σ2−Σ′2)→Σsµ
2
1 e
- P(Σ1−Σ′1)→Σsµ
′ = P(Σ2−Σ′2)→Σsµ.
Por outro lado, os eventos σi ∈ Σr sobrevivem a`s projec¸o˜es, ou seja,
- P(Σ1∪Σr)→(Σs∪Σr)σi = σi;
- P(Σ2∪Σr)→(Σs∪Σr)σi = σi.
Enta˜o, equac¸a˜o (6.9) torna-se:
P(Σ1∪Σr)→Σsaa1 ∩ P(Σ2∪Σr)→Σsaa2 = P(Σ1−Σ′1)→Σsµ
1
1σ1 . . . σnP(Σ1−Σ′1)→Σsµ
′ 6= ∅.
(6.10)
Portanto, ∃su ∈ a1||a2. Para completar a demonstrac¸a˜o, mostra-se que su ∈ S1||S2.
Por construc¸a˜o de a1 e a2 tem-se que P(Σ1∪Σr)→Σ1a1 ∈ S1 e P(Σ2∪Σr)→Σ2a2 ∈ S2. Portanto,
a1 ∈ S1||Σ
∗
r e a2 ∈ S2||Σ
∗
r. Enta˜o, a1||a2 ⊆ (S1||Σ
∗
r)||(S2||Σ
∗
r) = S1||S2. Tem-se portanto
que a1||a2 ⊆ S1||S2. Como su ∈ a1||a2 pode-se concluir que su ∈ S1||S2 e PΣ→Σr(su) =
PΣ→Σr(s)t = a.
Na sequ¨eˆncia, apresenta-se a extensa˜o da Proposic¸a˜o 6.1.1 e do Lema 6.1.1 para o caso
de mu´ltiplos supervisores.
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6.1.1 Mu´ltiplos supervisores
Os dois resultados na sec¸a˜o anterior devem ser estendidos para o caso de mu´ltiplos su-
pervisores. Estes resultados sa˜o tambe´m apresentados sob a forma de uma proposic¸a˜o e um
lema.
Inicialmente, apresenta-se a Proposic¸a˜o 6.1.2 que estabelece que, sob as condic¸o˜es apre-
sentadas, a igualdade θ(
m
||
j=1
Sj) =
m
||
j=1
θj(Sj) se verifica.
As linguagens Ej representam as especificac¸o˜es gene´ricas a serem implementadas pelos
supervisores Sj e Kj sa˜o as linguagens desejadas (ou especificac¸o˜es locais) para o sistema
em malha fechada, ou seja, Kj = Ej ||Lm(Gj), ∀j ∈ J . Os alfabetos ΣEj representam os
conjuntos de eventos presentes nas especificac¸o˜es Ej.
A Proposic¸a˜o 6.1.1 e´, portanto, reescrita para o caso de m supervisores.
Proposic¸a˜o 6.1.2. Sejam Sj, ∀j ∈ J , linguagens implementadas pelos supervisores. A
igualdade θ(
m
||
j=1
Sj) =
m
||
j=1
θj(Sj) se verifica se, ∀j ∈ J ,
• θj(Sj) sa˜o OP-abstrac¸o˜es;
• Kj sa˜o controla´veis em relac¸a˜o a L(Gj) (Sj = Kj);
•
m
∪
j=1
(ΣEj) ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
Demonstrac¸a˜o. θ(
m
||
j=1
Sj) ⊆
m
||
j=1
θj(Sj) e´ sempre verdadeira. Para provar a igualdade, e´ sufi-
ciente mostrar que
m
||
j=1
θj(Sj) ⊆ θ(
m
||
j=1
Sj). Para uniformizar a notac¸a˜o, as projec¸o˜es θj e θ
sa˜o substitu´ıdas pela representac¸a˜o expl´ıcita dos alfabetos envolvidos, ou seja, θj ≈ PΣj→Σ′j
e θ ≈ PΣ→Σr .
m
||
j=1
PΣj→Σ′j (Sj) ⊆ PΣ→Σr(
m
||
j=1
Sj):
Seja
a ∈
m
||
j=1
PΣj→Σ′j(Sj) ⊆ Σ
∗
r. (6.11)
Enta˜o PΣr→Σ′ja ∈ PΣj→Σ′j(Sj) e tambe´m ∃sxj ∈ Sj ⊆ Σ
∗
j tal que PΣj→Σ′j(sxj) = PΣr→Σ′ja.
Escreve-se a = σ1σ2 . . . σn ∈ Σ
∗
r. Seja
s′1 = µ
1
1σ1µ
1
2σ2 . . . µ
1
nσn ∈ (Σ1 ∪ Σr)
∗ (6.12)
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tal que
P(Σ1∪Σr)→Σ1s
′
1 = s1 ∈ S1,
θ1(s1) = θ1(P(Σ1∪Σr)→Σ1s
′
1) = PΣr→Σ′1a,
P(Σ1∪Σr)→Σrs
′
1 = a,
com µ1i ∈ [Σ1 − Σ
′
1]
∗ e i = {1 . . . n}.
Hipo´tese: Para todo s′1 com as caracter´ısticas acima, existem tambe´m s
′
j = µ
j
1σ1µ
j
2σ2 . . . µ
j
i
σi . . . µ
j
nσn ∈ (Σj ∪ Σr)
∗, ∀j ∈ (J − {1}), tal que
P(Σj∪Σr)→Σjs
′
j = sj ∈ Sj
P(Σj∪Σr)→Σrs
′
j = P(Σ1∪Σr)→Σrs
′
1 = a.
Demonstrac¸a˜o: A estrate´gia indutiva e´ utilizada nesta demonstrac¸a˜o. Assume-se que
para algum i ≥ 1, s
′(i−1)
1 = µ
1
1σ1 . . . µ
1
i−1σi−1, com µ
1
1 . . . µ
1
i−1 definido de tal forma que
P(Σ1∪Σr)→Σrs
′
1 = a e
s
(i−1)
1 = P(Σ1∪Σr)→Σ1s
′(i−1)
1 = P(Σ1∪Σr)→Σ1(µ
1
1σ1 . . . µ
1
i−1σi−1) ∈ S1
existem, para cada j ∈ J , s
′(i−1)
j = µ
j
1σ1 . . . µ
j
i−1σi−1, com µ
j
1 . . . µ
j
i−1 definidos de tal
forma que
P(Σj∪Σr)→(Σj∩Σk)µ
j
i = P(Σk∪Σr)→(Σk∩Σj)µ
k
i , ∀k ∈ J
P(Σj∪Σr)→Σrs
′
j = a
e
s
(i−1)
j = P(Σj∪Σr)→Σrs
′(i−1)
j = P(Σj∪Σr)→Σr(µ
j
1σ1 . . . µ
j
i−1σi−1) ∈ Sj (6.13)
pretende-se mostrar que para qualquer s
′(i)
1 com as caracter´ısticas desejadas existem
s
′(i)
j tal que a equac¸a˜o (6.13) e´ verdadeira.
Base: para i = 1, s
′(0)
1 = ǫ, s
(0)
1 = P(Σ1∪Σr)→Σ1s
′(0)
1 ∈ S1 existem s
′(0)
j = ǫ, tais que
s
(0)
j = P(Σj∪Σr)→Σjs
′(0)
j ∈ Sj. Ale´m disso, P(Σ1∪Σr)→Σrs
′(0)
1 = P(Σj∪Σr)→Σrs
′(0)
j = ǫ ∈
{a}.
Passo de Induc¸a˜o: Para 2 ≤ i ≤ n, se s
(i)
1 = s
(i−1)
1 µ
1
iσi = µ
1
1σ1 . . . µ
1
i−1σi−1µ
1
i σi, com
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µ1i ∈ [Σ1 − Σ
′
1]
∗ definidos de forma que s
(i)
1 = P(Σ1∪Σr)→Σ1s
′(i)
1 ∈ S1, enta˜o
s
(i)
1 = P(Σ1∪Σr)→Σ1s
′(i)
1 = P(Σ1∪Σr)→Σ1(s
′(i−1)
1 µ
1
i σi)
= P(Σ1∪Σr)→Σ1s
′(i−1)
1 P(Σ1∪Σr)→Σ1(µ
1
i σi)
= s
(i−1)
1 P(Σ1∪Σr)→Σ1(µ
1
i σi)
= s
(i−1)
1 µ
1
iP(Σ1∪Σr)→Σ1(σi) ∈ S1. (6.14)
Pretende-se construir µji ∈ [Σj − Σ
′
j]
∗ tal que P(Σj∪Σr)→Σjs
′(i−1)
j µ
j
i ∈ Sj. Como Σs
e´ a unia˜o das intersec¸o˜es dos conjuntos de eventos dos supervisores, o processo de
construc¸a˜o de µji tem que ser feito interativamente. Cada cadeia µ
j
i tem que ser tal
que:
1. PΣj→(Σj∩Σk)µ
j
i = PΣk→(Σk∩Σj)µ
k
i , ∀k tal que Σk ∩ Σj 6= ∅;
2. s
(i−1)
j µ
j
i ∈ Sj.
Como todos os eventos comuns que na˜o esta˜o em Σr nunca sa˜o desabilitados, se um
destes evento aparece em uma cadeia da linguagem implementada pelo supervisor, isso
signica que o evento e´ poss´ıvel na planta (no estado correspondente). Enta˜o, o evento
esta´ habilitado no estado correspondente em todos os supervisores que compartilham a
planta.
Portanto, a construc¸a˜o de µji ,∀j ∈ J , e´ apenas uma questa˜o de encontrar uma ordenac¸a˜o
para os eventos tal que as sequ¨eˆncias de eventos em Σs sejam consistentes entre as
cadeias e µji seja uma continuac¸a˜o va´lida para a cadeia s
(i−1)
j .
Da equac¸a˜o (6.14), s
(i−1)
1 µ
1
i ∈ S1. Como (a) s
(i−1)
j ∈ Sj; (b) eventos em P(Σj−Σ′j)→Σsµ
j
i
na˜o esta˜o em Ej (o que implica que nunca sa˜o desabilitados pelo supervisor Sj), pode-se
concluir que:
s
(i−1)
j µ
j
i ∈ Sj . (6.15)
Para mostrar que s
′(i)
j = s
′(i−1)
j µ
j
iσi e´ tal que s
(i)
j = P(Σj∪Σr)→Σjs
′(i)
j ∈ Sj , ou seja, que
adicionando o sufixo σi a` cadeia s
(i−1)
j µi na˜o vai gerar uma cadeia que na˜o esta´ em Sj,
considera-se os dois casos seguintes, relacionados ao pertencimento de σi em Σj:
a. σi ∈ Σj ( σi e´ um evento de Sj).
Sabe-se que s
(i)
j = P(Σj∪Σr)→Σjs
′(i)
j = P(Σj∪Σr)→Σjs
′(i−1)
j µ
j
iσi = s
(i−1)
j µ
j
iσi ∈
L(Gj). Como Sj = Kj = Ej ||L(Gj), se s
(i−1)
j µ
j
iσi ∈ Ej||s
(i−1)
j µ
j
iσi ⊆ Ej ||
L(Gj) = Sj, enta˜o s
(i−1)
j µ
j
iσi ∈ Sj. Mostrar s
(i)
j ∈ Sj e´ o mesmo que mostrar
que s
(i)
j ||Ej 6= ∅. Como ΣEj ⊆ Σ
′
j ⊆ Σj, s
(i)
j ||Ej 6= ∅ e´ o mesmo que
PΣj→Σ′j(s
(i)
j ) ∩ P
−1
Σ′j→ΣEj
Ej 6= ∅.
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Enta˜o,
PΣj→Σ′j(s
(i)
j ) ∩ P
−1
Σ′
j
→ΣEj
Ej = PΣj→Σ′j(s
(i−1)
j µ
j
iσi) ∩ P
−1
Σ′
j
→ΣEj
Ej
= PΣj→Σ′j(s
(i−1)
j )PΣj→Σ′j(µ
j
iσi) ∩ P
−1
Σ′j→ΣEj
Ej
= PΣj→Σ′j(s
(i−1)
j )σi ∩ P
−1
Σ′j→ΣEj
Ej
= PΣr→Σ′j(σ1 . . . σi−1)σi ∩ P
−1
Σ′j→ΣEj
Ej .
Deve-se mostrar portanto que PΣr→Σ′j(σ1 . . . σi−1)σi ∩ P
−1
Σ′j→ΣEj
Ej 6= ∅ ou que
PΣr→Σ′j(σ1 . . . σi−1)σi ⊆ P
−1
Σ′j→ΣEj
Ej .
Como Sj = L(Gj)||Ej = L(Gj) ∩ P
−1
Σj→ΣEj
Ej pode-se dizer que Sj ⊆ P
−1
Σj→ΣEj
Ej .
Substituindo Sj ⊆ P
−1
Σj→ΣEj
Ej na equac¸a˜o (6.11)
a ∈
m
||
j=1
PΣj→Σ′j(Sj) ⊆
m
||
j=1
PΣj→Σ′j(P
−1
Σj→ΣEj
Ej)
a ∈
m
∩
j=1
P−1Σr→Σ′j
PΣj→Σ′j(P
−1
Σj→ΣEj
Ej)
e pode-se obter
PΣr→Σ′ja ∈ PΣj→Σ′j(P
−1
Σj→ΣEj
Ej) (6.16)
e combinando as projec¸o˜es PΣj→Σ′j e P
−1
Σj→ΣEj
do lado direito da equac¸a˜o (6.16),
tem-se
PΣr→Σ′ja ∈ P
−1
Σ′
j
→ΣEj
Ej.
Como Ej e´ prefixo-fechado, se PΣr→Σ′ja ∈ P
−1
Σ′j→ΣEj
Ej , enta˜o PΣr→Σ′j(σ1 . . . σi−1)σi
∈ {PΣr→Σ′ja} ⊆ P
−1
Σ′j→ΣEj
Ej . Portanto, pode-se dizer que
PΣr→Σ′j(σ1 . . . σi−1)σi ∩ P
−1
Σ′j→ΣEj
Ej 6= ∅,
e s
(i)
j = s
(i−1)
j µ
j
iσi ∈ Sj.
Enta˜o, ∃s
′(i)
j ∈ [Σj ∪Σr]
∗ tal que s
(i)
j = P(Σj∪Σr)→Σjs
′(i)
j ∈ Sj e P(Σ1∪Σr)→Σrs
′(i)
1 =
PΣj∪Σr→Σrs
′(i)
j = σ1 . . . σi ∈ {a}, ∀j ∈ J .
b. σi /∈ Σj ( σi na˜o e´ um evento de Sj).
Nesse caso,
s
(i)
j = P(Σj∪Σr)→Σjs
′(i)
j = P(Σj∪Σr)→Σjs
′(i−1)
j µ
j
iσi
= P(Σj∪Σr)→Σjs
′(i−1)
j µ
j
iP(Σj∪Σr)→Σjσi
= s
(i−1)
j P(Σj∪Σr)→Σjµ
j
i ǫ = s
(i−1)
j µ
j
i . (6.17)
6. Verificac¸a˜o de Na˜o-Conflito Utilizando Propriedades Estruturais dos Supervisores 108
Das equac¸o˜es (6.15) e (6.17), pode-se dizer que s
(i)
j ∈ Sj, ∀j ∈ J . Ale´m disso,
P(Σ1∪Σr)→Σrs
′(i)
1 = P(Σj∪Σr)→Σrs
′(i)
j = σ1 . . . σi ∈ {a}. Esse passo finaliza a
induc¸a˜o.
⋄
Mostrou-se acima que para qualquer s′1 ∈ S1 existe tambe´m s
′
j tal que sj = P(Σj∪Σr)→Σjs
′
j ∈
Sj e P(Σj∪Σr)→Σrs
′
1 = P(Σj∪Σr)→Σrs
′
j = a, ∀j ∈ J .
Sabe-se que PΣj→Σ′j (sj) = PΣj→Σ′j(P(Σj∪Σr)→Σjs
′
j) = PΣr→Σ′ja ∈ PΣj→Σ′j (Sj) e que PΣj→Σ′j
e´ uma OP-abstrac¸a˜o. Enta˜o, escolhe-se b = ǫ (na definic¸a˜o do observador) e pode-se concluir
que ∃ηj ∈ Σ
∗
j tal que PΣj→Σ′j(sjηj) = PΣj→Σ′j(sj) e sjηj ∈ Sj, ∀j ∈ J . Entretanto, os ηj para
os diferentes js devem ser obtidos de forma que as cadeias sjηj nos diferentes supervisors na˜o
bloqueiem umas a`s outras.
Cada supervisor tem uma planta local que e´ formada por dois tipos de subplantas: (i) a planta
privada (Gjp) composta de todas as subplantas que sa˜o exclusivas de cada supervisor Sj; (ii)
as subplantas compartilhadas (Gc{j,m}) que sa˜o compostas do conjunto de subplantas que
sa˜o compartilhadas por Sj e Sm, ∀m ∈ Mj = {m ∈ J |Gc{j,m} e´ uma subplanta de Sm}. Um
supervisor Sj pode ter mais de uma subplanta compartilhada se ela compartilha subplantas
diferentes com diferentes subconjuntos de supervisores, por exemplo Gc{j,m,n} que e´ uma
planta compartilhada por Sj, Sm e Sn.
Como PΣj→Σ′j(Sj) e´ uma OP-abstrac¸a˜o, ∃ηj ∈ [Σj − (Σj − Σr)]
∗ tal que sjηj ∈ Sj e
PΣj→Σ′j(sjηj) = PΣj→Σ′j (sj), isto significa que existe uma sequ¨eˆncia de eventos na˜o-relevantes
que leva a cadeia sj para um estado marcado. Como ηj e´ composto de eventos na˜o-relevantes,
uma sequ¨eˆncia de eventos na˜o-relevantes que leva a planta local para um estado marcado leva
tambe´m o supervisor para um estado marcado. Um estado marcado na planta local e´ equiva-
lente a alcanc¸ar estados marcados tanto na planta privada como em todas as plantas compar-
tilhadas. Enta˜o, obter ηj e´ equivalente a obter a sequ¨eˆncia de eventos na˜o-relevantes que leva
todas as subplantas da planta local para estados marcados. Para cada subplanta compartil-
hada Gc{j,m} e´ gerada uma sequ¨eˆncia de eventos na˜o-relevantes que completam PΣj→ΣGc{j,m}
sj = PΣm→ΣGc{j,m}
sm ∈ L(Gc{j,m}) para uma cadeia na linguagem marcada. Enta˜o, a cadeia
obtida e´ nomeada ηjm (e ηmj) que representa a subsequ¨eˆncia que deve estar no ηj (ηm) final
para garantir que a planta compartilhada Gc{j,m} alcanc¸e um estado marcado.
Depois de gerar as subsequ¨eˆncias de todos as subplantas compartilhadas por quaisquer dois
ou mais supervisores, obte´m-se um conjunto de cadeias disjuntas Ξj = {ηjm|∀m ∈Mj} para
cada supervisor Sj. A cadeia ηj e´ enta˜o obtida intercalando as cadeias em Ξj, ∀j ∈ J . Se
sjηj /∈ Sj, significa que a subplanta privada na˜o esta´ em um estado marcado. Uma sequ¨eˆncia
de eventos na˜o-relevantes que completam a planta privada para um estado marcado pode ser
obtida. O ηj final e´ obtido intercalando o ηj com a sequ¨eˆncia de eventos privados. Esse passo
final pode ser realizado independentemente e na˜o afeta as cadeias dos outros supervisores.
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Agora, pretende-se mostrar que os ηj constru´ıdos sa˜o tais que sjηj ∈ Sj = Sj ∩ Lm(Gj),
∀j ∈ J . Enta˜o, mostra-se que: (a) sjηj ∈ Sj ; (b) sjηj ∈ Lm(Gj) a seguir.
(a) sjηj ∈ Sj:
Os eventos comuns em cada ηj nunca sa˜o desabilitados pelos supervisores. Enta˜o, sem-
pre que eles esta˜o habilitados na planta eles esta˜o habilitados em todos os supervisores
que controlam a planta. Se sj ∈ Sj , acrescentar a continuac¸a˜o ηj , gerada intercalando
as cadeias de suas subplantas, na˜o vai tirar a cadeia de Sj, ∀j ∈ J .
(b) sjηj ∈ Lm(Gj)
Como
PΣj→ΣGc{j,m}
sjηj ∈ Lm(Gc{j,m}),∀m ∈Mj
PΣj→ΣGjp sjηj ∈ Lm(Gjp),
onde Gjp denota a planta privada de Sj e Gc{j,m} denota a planta (ou composic¸a˜o de
subplantas) compartilhada por Sj e Sm. Enta˜o
sjηj ∈ ||
m∈Mj
PΣj→ΣGc{j,m}
sjηj||PΣj→ΣGjpsjηj
⊆ ( ||
m∈Mj
(Lm(Gc{j,m}))||Lm(Gjp))
sjηj ∈ Lm(Gj).
Portanto, para qualquer sj existe um ηj tal que sjηj ∈ Sj, ∀j ∈ J . Como
m
||
j=1
sjηj ⊆
m
||
j=1
Sj e´
verdade que a ∈ PΣ→Σr(
m
||
j=1
sjηj) ⊆ PΣ→Σr(
m
||
j=1
Sj). Enta˜o,
m
||
j=1
PΣj→Σ′j(Sj) ⊆ PΣ→Σr(
m
||
j=1
Sj)
Com isso, completa-se o primeiro passo, de garantir que, sob as novas condic¸o˜es, a pro-
priedade de distributividade das projec¸o˜es pode ser aplicada sobre as abstrac¸o˜es θj(Sj). O
segundo passo do procedimento consiste em mostrar que dado t ∈ Σ′∗ tal que θ(s)t ∈
m
||
j=1
θj(Sj)
existe u ∈ Σ∗ tal que su ∈
m
||
j=1
Sj, correspondente ao Lema 5.3.4 do Cap´ıtulo 5.
O Lema 6.1.2 e´ ana´logo ao Lema 6.1.1 generalizado para o caso de mu´ltiplos supervisores.
Lema 6.1.2. Sejam θj(Sj) OP-abstrac¸o˜es e
m
∪
j=1
ΣEj ⊆ Σr. Se ∃s ∈ Σ
∗ e ∃t ∈ Σ′∗, tal que
θ(s)t ∈
m
||
j=1
θj(Sj) enta˜o ∃u ∈ Σ
∗ tal que su ∈
m
||
j=1
Sj.
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Demonstrac¸a˜o. A notac¸a˜o utilizada na Proposic¸a˜o 6.1.2 e´ usada. Portanto, sejam as cadeias
a, s′j, µ
j
i e ηj, ∀j ∈ J , como definidos na demonstrac¸a˜o da Proposic¸a˜o 6.1.2. Seja ainda a
representac¸a˜o da projec¸a˜o θ ≈ PΣ→Σr . Seja PΣ→Σr(s)t = a. Sem perda de generalidade,
considera-se que PΣ→Σr(s) = ǫ e portanto t = a = σ1σ2 . . . σn. Pretende-se demonstrar que:
∃u ∈ Σ∗ tal que su ∈
m
||
j=1
Sj e PΣ→Σr(su) = PΣ→Σr(s)t. (6.18)
Tem-se, da demonstrac¸a˜o da Proposic¸a˜o 6.1.2, que ∃s′j ∈ [Σj ∪ Σr]
∗ tal que s′j = µ
j
1σ1µ
j
2 . . .
µjnσn para todo j ∈ J . Seja aj = s
′
jηj = µ
j
1σ1µ
j
2 . . . µ
j
nσnηj. Para demonstrar equac¸a˜o
(6.18), mostra-se inicialmente que ∃u ∈ Σ∗ tal que su ∈
m
||
j=1
aj. Em seguida, mostra-se que
su ∈
m
||
j=1
Sj.
Para mostrar que ∃su ∈
m
||
j=1
aj , basta mostrar que
m
||
j=1
aj 6= ∅. Verificar
m
||
j=1
aj 6= ∅ e´ o mesmo
que verificar se
m
||
j=1
P−1Σsa→(Σsa∩Σj)P(Σj∪Σr)→(Σsa∩Σj)aj 6= ∅, onde Σsa e´ o conjunto de eventos
compartilhados por dois ou mais aj .
m
||
j=1
P−1Σsa→(Σsa∩Σj)P(Σj∪Σr)→(Σsa∩Σj)aj =
=
m
||
j=1
P−1Σsa→(Σsa∩Σj)P(Σj∪Σr)→(Σsa∩Σj)µ
j
1σ1µ
j
2 . . . µ
j
nσnηj
=
m
||
j=1
P−1Σsa→(Σsa∩Σj)[P(Σj∪Σr)→(Σsa∩Σj)µ
j
1P(Σj∪Σr)→(Σsa∩Σj)σ1P(Σj∪Σr)→(Σsa∩Σj) . . .
P(Σj∪Σr)→(Σsa∩Σj)µ
j
nP(Σj∪Σr)→(Σsa∩Σj)σnP(Σj∪Σr)→(Σsa∩Σj)ηj ].
Tem-se que:
Σsa =
k 6=l
∪
k,l∈J
(Σak ∩ Σal) =
k 6=l
∪
k,l∈J
[(Σk ∪ Σr) ∩ [Σl ∪ Σr)]
=
k 6=l
∪
k,l∈J
(Σk ∩ Σl) ∪ Σr
= Σs ∪ Σr,
enta˜o
m
||
j=1
P−1Σsa→(Σsa∩Σj)P(Σj∪Σr)→(Σsa∩Σj)aj torna-se:
m
||
j=1
P−1(Σr∪Σs)→((Σr∪Σs)∩Σj)P(Σj∪Σr)→((Σr∪Σs)∩Σj)aj .
Os eventos σi ∈ Σr esta˜o presentes em todos os aj, ∀j ∈ J , na mesma ordem que aparecem
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em a. Por isso, ∀i ∈ I e ∀k, l ∈ J tem-se que:
P(Σk∪Σr)→((Σr∪Σs)∩Σk)σi = P(Σl∪Σr)→((Σr∪Σs)∩Σl)σi = σi.
Para que
m
||
j=1
aj 6= ∅ deve ser verdade que:
P(Σk∪Σr)→((Σr∪Σs)∩Σk)µ
k
i = P(Σl∪Σr)→((Σr∪Σs)∩Σl)µ
l
i (6.19)
P(Σk∪Σr)→((Σr∪Σs)∩Σk)ηk = P(Σl∪Σr)→((Σr∪Σs)∩Σl)ηl, (6.20)
∀i ∈ I e ∀k, l ∈ J tal que Σk ∩ Σl 6= ∅. Ou seja, para todo par de cadeias µ
k
i e µ
l
i (ηk e ηl)
que compartilham eventos, as subcadeias de eventos compartilhados devem ser sincronizadas.
Como µji , ηj ∈ [Σj − (Σj ∩ Σr)]
∗, tem-se que:
P(Σj∪Σr)→((Σr∪Σs)∩Σj)µ
j
i = PΣj→(Σs∩Σj)µ
j
i ,
P(Σj∪Σr)→((Σr∪Σs)∩Σj)ηj = PΣj→(Σs∩Σj)ηj
e equac¸o˜es (6.19) e (6.20) tornam-se:
PΣk→(Σs∩Σk)µ
k
i = PΣl→(Σs∩Σl)µ
l
i
PΣk→(Σs∩Σk)ηk = PΣl→(Σs∩Σl)ηl,
que sa˜o verdadeiras por construc¸a˜o de µki , µ
l
i, ηk e ηl. Com a sincronizac¸a˜o das subcadeias
de eventos compartilhados garantida, tem-se que
m
||
j=1
P−1Σsa→(Σsa∩Σj)P(Σj∪Σr)→(Σsa∩Σj)aj 6= ∅
e portanto que ∃u ∈ Σ∗ tal que su ∈
m
||
j=1
aj .
Para completar a demonstrac¸a˜o, precisa-se mostrar que su ∈
m
||
j=1
Sj . Por construc¸a˜o de
aj, pode-se dizer que aj e´ tal que P(Σj∪Σr)→Σjaj ∈ Sj. Portanto, aj ∈ Sj ||Σ
∗
r. Assim,
m
||
j=1
aj ⊆
m
||
j=1
(Sj ||Σ
∗
r) = (
m
||
j=1
Sj)||Σ
∗
r =
m
||
j=1
Sj. Enta˜o, como su ∈
m
||
j=1
aj , tem-se que su ∈
m
||
j=1
Sj
e PΣ→Σr(s)t = PΣ→Σr(su) = a.
Cada passagem das demonstrac¸o˜es do Cap´ıtulo 5 dependente da condic¸a˜o sobre os eventos
relevantes foi demarcada com o par ⊲,⊳. Pode-se observar que cada uma dessas passagens
utiliza a Proposic¸a˜o 5.2.1 ou um dos Lemas 5.3.2 e 5.3.3. Nos resultados apresentados no
Cap´ıtulo 6, as refereˆncias a` Proposic¸a˜o 5.2.1 e aos Lemas 5.3.2 e 5.3.3 devem ser substitu´ıdas
por refereˆncias a` Proposic¸a˜o 6.1.2 e aos Lemas 6.1.2 e 6.1.1, respectivamente. Desta forma,
os teoremas do cap´ıtulo anterior sa˜o va´lidos para as novas abstrac¸o˜es.
Antes de reescrever os teoremas com as novas condic¸o˜es, apresenta-se, na pro´xima sec¸a˜o,
uma discussa˜o a respeito.
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6.2 Abstrac¸o˜es obtidas Usando as Condic¸o˜es Estruturais
As novas abstrac¸o˜es sa˜o obtidas atendendo a`s condic¸o˜es apresentadas nesse cap´ıtulo e
reapresentadas a seguir. Elas sa˜o:
• θj(Sj) sa˜o OP-abstrac¸o˜es;
• Kj sa˜o controla´veis (Sj = Kj);
•
m
∪
j=1
(ΣEj) ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
A segunda e terceira condic¸o˜es refletem o fato que Kj e´ controla´vel, ∀j ∈ J . Como
Kj = Ej||Lm(Gj) e´ controla´vel, enta˜o os eventos da especificac¸a˜o gene´rica Ej (que gerou Kj)
sa˜o relevantes e devem estar em Σr. Pode-se observar que a condic¸a˜o sobre os eventos na˜o
requer que todos os eventos compartilhados estejam em Σr, mas isso pode acontecer, se as
especificac¸o˜es gene´ricas contiverem todos os eventos compartilhados. A quarta condic¸a˜o esta-
belece que Sj deve ser Lm(Gj)-fechada, ou seja, que a marcac¸a˜o do autoˆmato que representa
o supervisor (e portanto da especificac¸a˜o) seja consistente com a marcac¸a˜o da planta.
As especificac¸o˜es gene´ricas, em geral, utilizam um nu´mero reduzido de eventos das plan-
tas locais. Dessa forma, um nu´mero reduzido de eventos sera´ considerado relevante. Isso
evidencia o potencial do trabalho de obter abstrac¸o˜es de tamanho reduzido.
A condic¸a˜o que diz que as linguagens desejadas devem ser controla´veis pode parecer
restritiva. Propo˜e-se uma soluc¸a˜o para lidar com a situac¸a˜o em que se tenha Kjs na˜o-
controla´veis. Nesse caso, a ma´xima sublinguagem controla´vel (Sj = Sup C(Kj ,Lm(Gj))) pode
ser obtida. A ide´ia consiste em recuperar a especificac¸a˜o gene´rica (E′j) que gera a linguagem
desejada (K ′j) que e´ controla´vel e igual a` ma´xima sublinguagem controla´vel: E
′
j||Lm(Gj) =
K ′j = Sj . Em outras palavras, o procedimento consiste em gerar uma especificac¸a˜o gene´rica
“fict´ıcia” que, quando composta com a planta, resulta em K ′j = Sup C(Kj , Gj). Enta˜o, a
linguagem desejada (K ′j) obtida pela composic¸a˜o de E
′
j com Gj e´ necessariamente controla´vel.
Muitas formas de adaptar a especificac¸a˜o original para obter uma que gere uma linguagem
desejada controla´vel podem ser usadas. Neste trabalho, sugere-se o uso de algoritmos de
reduc¸a˜o de supervisores. E´ comum que o supervisor tenha muita informac¸a˜o redundante que
pode ser inferida da estrutura da planta. Seja M1 um supervisor que controla a planta G.
Um supervisor M2 e´ considerado equivalente a M1 se L(M1||G) = L(M2||G) e Lm(M1||G) =
Lm(M2||G). O supervisor M2 e´ um supervisor reduzido de M1 se e´ equivalente e tem menos
estados queM1. Apesar de Su e Wonham [2004] terem mostrado que o problema de computar
um supervisor com espac¸o de estados mı´nimo e´ NP-dif´ıcil, autores como [Su e Wonham, 2004]
e [Minhas, 2002] apresentam algoritmos de reduc¸a˜o heur´ısticos, de tempo polinomial, que
atingem, frequ¨entemente, reduc¸a˜o razoa´vel no espac¸o de estados para problemas de tamanho
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moderado. Ferramentas computacionais desenvolvidas para TCS possuem rotinas de reduc¸a˜o
de supervisores implementadas [Sivolella et al., 2006], [Reiser et al., 2006], [Feng e Wonham,
2006b]. As rotinas implementadas retornam tambe´m estimativas para o nu´mero de estados
do supervisor reduzido mı´nimo.
O supervisor reduzido e´ enta˜o usado para evidenciar quais eventos devem estar em Σr. Ele
substitui a especificac¸a˜o gene´rica E′j pois, quando composto com a planta, gera a linguagem
desejada K ′j = E
′
j||Lm(Gj) que e´ controla´vel e igual a Sj. Os eventos que aparecem em auto-
lac¸os em todos os estados devem ser removidos do autoˆmato que representa a especificac¸a˜o
gene´rica (supervisor reduzido). Enta˜o, os eventos restantes da especificac¸a˜o gene´rica fict´ıcia
sa˜o inclu´ıdos no conjunto inicial de eventos relevantes, ΣIr =
m
∪
j=1
ΣEj . Os conjuntos de eventos
relevantes locais sa˜o obtidos fazendo Σ′Ij = Σj ∩ Σ
I
r, ∀j ∈ J .
As especificac¸o˜es gene´ricas, assim como os supervisores reduzidos, em geral utilizam um
nu´mero reduzido de eventos das plantas locais. Isso evidencia a potencialidade das condic¸o˜es
estabelecidas neste cap´ıtulo.
6.3 Resultados
Nesta sec¸a˜o, apresenta-se o Lema 5.3.1 e os Teoremas 5.3.3 e 5.3.4, reescritos com as novas
condic¸o˜es.
Lema 6.3.1. Sejam Sj ⊆ Σ
∗
j , s ∈ Σ
∗, t ∈ Σ∗r, as projec¸o˜es naturais θj , θ, PΣ→Σj e as
linguagens Kj e Ej como definidas anteriormente. Se
• Kj sa˜o controla´veis em relac¸a˜o a L(Gj) (Sj = Kj);
•
m
∪
j=1
(ΣEj) ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
e se θ(s)t ∈
m
||
j=1
θj(Sj) enta˜o ∃tj ∈ Σ
′∗
j , ∀j ∈ J , tal que:
i. θ(s)t ∈
m
||
j=1
θj(PΣ→Σjs)tj;
ii. θj(PΣ→Σjs)tj ∈ θj(Sj), para todo j ∈ J ;
iii.
m
||
j=1
θj(PΣ→Σjs)tj ⊆
m
||
j=1
θj(Sj).
Demonstrac¸a˜o. A demonstrac¸a˜o deste lema decorre diretamente das demonstrac¸o˜es do Lema
5.3.3 e Proposic¸a˜o 6.1.2, onde as refereˆncias a` Proposic¸a˜o 5.2.1 devem ser substitu´ıdas por
refereˆncias a` Proposic¸a˜o 6.1.2.
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Teorema 6.3.1. Sejam Sj ∈ Σ
∗
j , ∀j ∈ J , as linguagens implementadas pelos supervisores
Sj, as projec¸o˜es naturais θj, θ, PΣ→Σj , PΣr→Σ′j e P
−1
Σr→Σ′j
como definidos anteriormente. Se
as projec¸o˜es naturais θj(Sj), ∀j ∈ J , sa˜o OP-abstrac¸o˜es e se
• Kj sa˜o controla´veis em relac¸a˜o a L(Gj) (Sj = Kj);
•
m
∪
j=1
(ΣEj) ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
enta˜o
m
||
j=1
θj(Sj) =
m
||
j=1
θj(Sj)⇐⇒
m
||
j=1
Sj =
m
||
j=1
Sj.
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema decorre diretamente das demonstrac¸o˜es do
Teorema 5.3.3, Proposic¸a˜o 6.1.2 e Lema 6.1.2, onde as refereˆncias a` Proposic¸a˜o 5.2.1 e ao
Lema 5.3.4 devem ser substitu´ıdas por refereˆncias a` Proposic¸a˜o 6.1.2 e ao Lema 6.1.2, respec-
tivamente.
Teorema 6.3.2. Sejam Sj ∈ Σ
∗
j , ∀j ∈ J , as linguagens implementadas pelos supervisores,
as projec¸o˜es naturais θj, θ, PΣ→Σj , PΣr→Σ′j e P
−1
Σr→Σ′j
como definidos anteriormente. Se
∀j ∈ J , as projec¸o˜es naturais θj(Sj) sa˜o OP-abstrac¸o˜es e se
• Kj sa˜o controla´veis em relac¸a˜o a L(Gj) (Sj = Kj);
•
m
∪
j=1
(ΣEj) ⊆ Σr;
• Sj = Sj ∩ Lm(Gj).
enta˜o θ
( m
||
j=1
Sj
)
e´ tambe´m uma OP-abstrac¸a˜o.
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema decorre diretamente das demonstrac¸o˜es do
Teorema 5.3.4, Proposic¸a˜o 6.1.2 e Lema 6.1.2, onde as refereˆncias a` Proposic¸a˜o 5.2.1 e ao
Lema 5.3.4 devem ser substitu´ıdas por refereˆncias a` Proposic¸a˜o 6.1.2 e ao Lema 6.1.2, respec-
tivamente.
6.4 Procedimento
Para aplicar os resultados do Teorema 6.3.1 sobre um sistema de controle modular, utiliza-
se o mesmo algoritmo apresentado na sec¸a˜o 5.4. Esse algoritmo e´ repetido a seguir.
Algoritmo 1:
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1. Obteˆm-se os supervisores locais;
2. Obte´m-se o conjunto inicial de eventos relevantes, ΣIr ;
3. Obteˆm-se os conjuntos iniciais locais de eventos relevantes como Σ′Ij = Σj ∩Σ
I
r , ∀j ∈ J ;
4. Obteˆm-se OP-abstrac¸o˜es θ(Sj) para cada supervisor Sj (pode ser necessa´rio estender o
conjunto de eventos ΣIr);
5. Usam-se as abstrac¸o˜es θj(Sj), ∀j ∈ J , no teste de na˜o-conflito.
Como discutido anteriormente, a diferenc¸a entre a abordagem apresentada neste cap´ıtulo
e a abordagem do cap´ıtulo anterior esta´ no conjunto inicial de eventos relevantes. Desta
forma, o item 2 do algoritmo e´ substitu´ıdo pelo procedimento a seguir.
Procedimento T para gerar ΣIr:
a. Aplica-se algoritmo de reduc¸a˜o de supervisores a todos os supervisores locais, obtendo-
se SRj;
b. Removem-se os eventos que aparecem em auto-lac¸os em todos os estados de cada su-
pervisor reduzido e renomeia-se cada supervisor reduzido SRj como E
′
j ;
c. ΣIr =
m
∪
j=1
ΣE′j .
O procedimento T e´ aplicado apenas sobre supervisores que na˜o sa˜o gerados atrave´s da
composic¸a˜o de uma especificac¸a˜o gene´rica com sua planta local, ou seja, para o caso da
especificac¸a˜o local ser na˜o-controla´vel. No caso de Sj = Ej||Gj , o supervisor na˜o precisa ser
reduzido, E′j = Ej e ΣE′j = ΣEj .
A combinac¸a˜o do Algoritmo 1 com o Procedimento T e´ chamada de T-soluc¸a˜o. A
seguir, apresenta-se o mesmo exemplo utilizado anteriormente (Exemplo 5.4.1), que ilustra a
aplicac¸a˜o do algoritmo e os ganhos obtidos pela aplicac¸a˜o do teste sobre as T-abstrac¸o˜es.
Exemplo 6.4.1. Sistema de Manufatura Integrado - T-soluc¸a˜o
O exemplo apresentado no cap´ıtulo anterior e´ resolvido usando a abordagem apresentada
neste cap´ıtulo.
Considera-se o IMS, cujo diagrama e´ reapresentado na Fig. 6.1, cujos modelos de suas sub-
plantas sa˜o reapresentados na Fig. 6.2 e as especificac¸o˜es na Fig. 6.3. As abstrac¸o˜es sa˜o
Torno1
Torno2
MP1
MP2
AGV1 AGV1
AGV2AGV2
MMTrilho
B1
B2
B3
B4
B5
B6
11 12
21 22
31 32
41 42
51 51
5253
61 61
6263
71
72
73
Figura 6.1: Diagrama do IMS
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s t a r t 0 111
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(a) Torno1
s t a r t 0 121
22
(e) Torno2
s t a r t 0 131
32
(b) MP1
s t a r t 0 141
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(f) MP2
s t a r t 0
153 2
51
3
52
51
(c) AGV1
s t a r t 0
161 2
63
3
61
62
(g) AGV2
s t a r t 0
1
71
373 2
73
72
71
(d) MM
Figura 6.2: Exemplo 6.4.1 - Modelos das subplantas: (a) Torno1; (b) MP1; (c) AGV1; (d)
MM ; (e) Torno2; (f) MP2; (g) AGV2
s t a r t 0 112
31
(a) E1
s t a r t 0 114
43
(e) E2
s t a r t 0 132
51
(b) E3
s t a r t 0 142
53
(f) E4
s t a r t 0 152,53
51
2
61
62,63
(c) ET
s t a r t 0 152
71
(d) E5
s t a r t 0 162
73
(g) E6
Figura 6.3: Exemplo 6.4.1 - Especificac¸o˜es Ej , j = {1, . . . , 6, T}
geradas a partir dos supervisores obtidos no exemplo anterior.
As especificac¸o˜es locais Kj , j ∈ {1 . . . 6, T} sa˜o todas na˜o-controla´veis. De acordo com o
procedimento T, apresentado na Sec¸a˜o 6.4, obte´m-se especificac¸o˜es equivalentes E′j tais que
a linguagem desejada K ′j = Gj ||E
′
j gerada e´ controla´vel e igual a Sj, para j = {1, . . . , 6, T}.
O supervisor reduzido resultante (SRj) para cada supervisor Sj , neste exemplo, e´ apresentado
na Fig. 6.4. Como Sj pode ser reconstru´ıdo atrave´s da composic¸a˜o do supervisor reduzido SRj
com a planta Gj , enta˜o SRj pode ser considerado a especificac¸a˜o fict´ıcia E
′
j . Os algoritmos
de reduc¸a˜o de supervisores na˜o retornam o supervisor mı´nimo em todos os casos. Entretanto,
eles retornam uma estimativa do nu´mero de estados do autoˆmato do supervisor mı´nimo. Se
esta estimativa coincidir com o nu´mero de estados do autoˆmato reduzido, indica que esse
supervisor reduzido e´ mı´nimo. Neste exemplo, todos os supervisores reduzidos sa˜o mı´nimos.
Quando um evento aparece em auto-lac¸os em todos os estados do supervisor reduzido, sig-
nifica que sua ocorreˆncia na˜o e´ importante para os objetivos de controle e, portanto, suas
ocorreˆncias podem ser apagadas sem causar perda de informac¸a˜o. A Tabela 6.1 apresenta
os eventos retidos e removidos para cada especificac¸a˜o. Todos os eventos mantidos nas es-
s t a r t 0
11,32
1
12
31
32
(a) E′
1
s t a r t 0
21,42
1
22
41
42
(e) E′
2
s t a r t 0
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1
32
53
51,52
(b) E′
3
s t a r t 0
41,61,62
1
42
63
61,62
(f) E′
4
s t a r t 0 152,53,62,63
51,61
(c) E′
T
s t a r t 0
51,53,72,73
1
52
71
51,72,73
2
53
71
72,73
(d) E′
5
s t a r t 0
61,63,71,72
1
62
73
61,71,72
2
63
73
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6
Figura 6.4: Exemplo 6.4.1 - Especificac¸o˜es fict´ıcias E′j, j = {1, . . . , 6, T}
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Tabela 6.1: Eventos das especificac¸o˜es E′j, ∀j ∈ {1 . . . 6, T}
Espec. Removidas Retidos
E′1 = SR1 {32} {11, 12, 31}
E′2 = SR2 {42} {21, 22, 41}
E′3 = SR3 {51, 52} {31, 32, 53}
E′4 = SR4 {61, 62} {41, 42, 63}
E′5 = SR5 {72, 73} {51, 52, 53, 71}
E′6 = SR6 {71, 72} {61, 62, 63, 73}
E′T = SRT none {51, 52, 53, 61, 62, 63}
pecificac¸o˜es constituem o conjunto inicial de eventos relevantes: ΣIr = {11, 12, 21, 22, 31, 32
41, 42, 51, 52, 53, 54, 61, 62, 63, 71}. Nesse caso, o u´nico evento que pode ser apagado e´ o 72,
que faz parte dos supervisores S5 e S6. Em seguida, deve-se buscar OP-abstrac¸o˜es atrave´s
da extensa˜o de ΣIr. Nesse exemplo, a projec¸a˜o de S5 e S6, apagando o evento 72 gera OP-
abstrac¸o˜es. Os supervisores originais possuem 28 estados e 51 transic¸o˜es cada um. Por outro
lado, suas abstrac¸o˜es possuem 21 estados e 38 transic¸o˜es cada. Os outros supervisores sa˜o
mantidos intactos e o teste de na˜o-conflito consiste em verificar a seguinte igualdade:
S1||S2||S3||S4||θ5(S5)||θ6(S6)||ST = S1||S2||S3||S4||θ5(S5)||θ6(S6)||ST .
O autoˆmato gerado pelo teste do na˜o-conflito sobre os supervisores originais possui 12.960
estados e 15.264 transic¸o˜es e o autoˆmato do teste sobre as T-abstrac¸o˜es θ5(S5) e θ6(S6) possui
9.720 estados e 36.504 transic¸o˜es e detectou o na˜o-conflito no sistema. As duas abstrac¸o˜es
foram responsa´veis por uma reduc¸a˜o de 25% no nu´mero de estados e de 27% no nu´mero de
transic¸o˜es do teste e, como esperado, identificaram a na˜o-existeˆncia de conflito no sistema.
6.5 Estrate´gia Combinada
Tendo desenvolvido dois procedimentos independentes e incompara´veis para obtenc¸a˜o das
abstrac¸o˜es, surgiu o interesse de combinar os dois procedimentos de forma a obter um terceiro
procedimento que produza resultados ainda melhores. Portanto, o conjunto inicial de eventos
relevantes e´ obtido por uma combinac¸a˜o da W-soluc¸a˜o com T-soluc¸a˜o de forma apropriada.
Essa sec¸a˜o discute essa combinac¸a˜o, apontando em quais situac¸o˜es e como as soluc¸o˜es podem
ser combinadas.
Para uma soluc¸a˜o combinada, pode-se a princ´ıpio pensar em duas possibilidades:
• W ◦T, onde W e´ aplicada sobre as abstrac¸o˜es resultantes de T;
• T ◦W, onde T e´ aplicada sobre as abstrac¸o˜es resultantes de W.
A estrate´gia combinada W ◦ T (T ◦ W) consiste em quatro passos: (1) obtenc¸a˜o do
conjunto de eventos relevantes usando T (W), ΣIrT (Σ
I
rW ); (2) gerac¸a˜o das abstrac¸o˜es; (3) uso
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das abstrac¸o˜es obtidas como linguagens originais para W (T); (4) obtenc¸a˜o de um conjunto
de eventos relevantes usando W (T). No entanto, o caso T ◦W na˜o funciona. Para obter
ΣIrT , e´ necessa´rio ter conhecimento da estrutura do sistema. Na verdade, T e´ aplicado sobre
linguagens obtidas por composic¸o˜es de especificac¸o˜es gene´ricas com plantas locais. Isso na˜o
e´ verdadeiro, quando aplicado a`s W-abstrac¸o˜es. Baseado nessa observac¸a˜o, apresenta-se o
procedimento combinado, W ◦T.
Algoritmo 2 - W ◦T:
1. Obte´m-se os supervisores locais;
2. Obte´m-se o conjunto inicial de eventos relevantes ΣIrT usando T;
3. Obte´m-se o conjunto inicial local de eventos relevantes como Σ′IjT = Σj ∩ Σ
I
rT , ∀j ∈ J ;
4. Obte´m-se OP-abstrac¸o˜es θ(Sj) para os supervisores Sj . Renomeia-se o conjunto final
de eventos relevantes para ΣrT ;
5. Obte´m-se o conjunto inicial de eventos relevantes ΣIrW◦T = ΣsT ⊆ ΣrT , onde ΣsT =
Σs∩ΣrT ⊆ Σs. Em palavras, ΣsT e´ o conjunto de eventos compartilhados por quaisquer
duas ou mais T-abstrac¸o˜es;
6. Obte´m-se o conjunto inicial local de eventos relevantes como Σ′IjW◦T = (Σj ∩ ΣrT ) ∩
ΣIrW◦T , ∀j ∈ J ;
7. Obte´m-se OP-abstrac¸o˜es sobre cada T-abstrac¸a˜o obtida no passo 4.. Renomeia-se o
conjunto final de eventos relevantes como ΣrW◦T ;
8. Usam-se as abstrac¸o˜es resultantes do passo 7 para realizar o teste de na˜o-conflito.
Pode-se perceber que os 4 primeiros passos correspondem a` aplicac¸a˜o do procedimento
T sobre os supervisores e os passos 5-8 correspondem a` aplicac¸a˜o de W sobre as abstrac¸o˜es
resultantes dos passos 1-4.
Em muitos casos, supervisores sa˜o reduzidos apenas por um dos dois me´todos. Ha´ casos
em que determinado supervisor na˜o sera´ reduzido por nenhum dos dois me´todos. De acordo
com a reduc¸a˜o obtida, um supervisor pode ser classifcado em: SW e ST. Supervisores do
tipo ST sa˜o aqueles que sa˜o reduzidos nos primeiros 4 passos do Algoritmo 2, independente
deles serem tambe´m reduzidos nos passos 5-8 do algoritmo. Supervisores do tipo SW sa˜o
aqueles que na˜o podem ser reduzidos nos primeiros 4 passos do Algoritmo 2. Apresenta-se
na sequ¨eˆncia um exemplo da classificac¸a˜o de supervisores em ST e SW.
Exemplo 6.5.1. Supervisores tipo ST e SW
Sejam Σ1 = {a, b, c, d}, Σ2 = {b, c, e, f, g, h}, Σ3 = {g, h, i, j} e Σ4 = {j, l,m} os conjuntos
de eventos dos supervisores Sk ⊆ Σ
∗
k, para k ∈ {1 . . . 4}, como mostrado na Fig. 6.5.
Depois de aplicar T (passos 1-4), assume-se que o conjunto de eventos relevantes e´ ΣrT =
{a, b, c, d, e, f, h, i, j, l,m}. Nesse caso, o u´nico evento apagado e´ {g}. A partir do conjunto
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Figura 6.5: Diagramas de Venn dos alfabetos dos supervisores.
de eventos relevantes pode se dizer quais supervisores sa˜o reduzidos e como sa˜o classificados.
Nos primeiros 4 passos do procedimento, os supervisores S2 e S3 sa˜o reduzidos e classificados
como sendo do tipo ST. Os supervisores restantes sa˜o enta˜o classificados como sendo do
tipo SW. Passos 5 a 8 sa˜o aplicados sobre o conjunto de supervisores SW (S1 e S4) mais o
conjunto de abstrac¸o˜es obtidas nos passos anteriores (θ2(S2) e θ3(S3)). Seja o conjunto de
eventos relevantes, obtido a partir dos passos 5-8, igual a ΣrW = {b, c, d, e, h, i, j, l,m}. Nesse
caso, os eventos {a, f} sa˜o apagados e os supervisores S1 e S2 sa˜o abstra´ıdos. O conjunto
SW= {S1, S4} e´ composto de um supervisor que so´ pode ser reduzido por W e outro supervisor
que na˜o e´ reduzido por nenhum dos me´todos.
Para comparar as 3 abordagens (W,T e W◦T) e as reduc¸o˜es obtidas atrave´s delas, deve-se
considerar os supervisores do tipo SW e ST separadamente.
• Supervisor do tipo SW: Aplicac¸a˜o de W gera o mesmo resultado que a aplicac¸a˜o de
W ◦T. Este tipo de supervisor na˜o e´ reduzido por T.
• Supervisor do tipo ST: Este tipo de supervisor e´ reduzido por T. Pode ser o caso que os
passos 5-8 (W) gerem reduc¸a˜o tambe´m em alguma abstrac¸a˜o. Pode tambe´m ser o caso
dos passos 5-8 na˜o reduzirem qualquer abstrac¸a˜o. De forma geral, na˜o ha´ a garantia de
que o procedimento combinado vai gerar reduc¸o˜es maiores do que a aplicac¸a˜o de apenas
W .
Na˜o e´ sempre verdade que quanto mais eventos apagados, maior a reduc¸a˜o obtida. Pode
ser o caso de a abstrac¸a˜o resultante de apagar apenas um evento ser menor que a abstrac¸a˜o
resultante de apagar 2 ou mais eventos. Por isso, para um supervisor que possa ser reduzido
por mais de um dos treˆs me´todos dispon´ıveis, na˜o e´ poss´ıvel saber qual deve ser usado para
obter o melhor resultado.
A maior vantagem que o me´todo combinado traz e´ a possibilidade de abstrair supervisores
diferentes usando me´todos diferentes (W ou T). Para ilustrar essa ide´ia, utiliza-se o Exemplo
6.5.1. Ao aplicar T, apenas os supervisores S2 e S3 podem ser reduzidos. Aplicando W,
os supervisores S2 e S3 podem ser abstra´ıdos. Usando W ◦ T, pode-se reduzir S2 e S3 nos
primeiros 4 passos e S1 pode ser reduzido na segunda metade do procedimento. Pode ainda
ser o caso de θ2(S2) ser reduzido nos passos 5-8 do procedimento W ◦T. Portanto, ao aplicar
W ◦T, o teste de na˜o-conflito sera´ aplicado sobre θ1(S1), θ2(S2), θ3(S3) e S4, obtendo maior
reduc¸a˜o que se aplicasse W ou T separadamente, ja´ que 3 dos 4 supervisores foram reduzidos.
Um exemplo da estrate´gia combinada e´ apresentada a seguir.
6. Verificac¸a˜o de Na˜o-Conflito Utilizando Propriedades Estruturais dos Supervisores 120
Exemplo 6.5.2. Sistema de Manufatura Integrado - W ◦T-soluc¸a˜o
A abordagem combinada, W ◦ T e´ aplicada sobre o Exemplo 5.4.1. A primeira parte, que
consiste nos passos 1-4 do Algoritmo 2, foi realizado no Exemplo 6.4.1. Tem-se que ΣrT =
{11, 12, 21, 22, 31, 32, 41, 42, 51, 52, 53, 61, 62, 63, 71, 73} e os supervisores S5 e S6 sa˜o reduzi-
dos, sendo o evento {72} apagado. Os supervisores podem enta˜o ser classificados como sendo
do tipo ST= {S5, S6} ou SW= {S1, S2, S3, S4, ST }. Depois de obter as OP-abstrac¸o˜es para os
supervisores S5 e S6, aplica-se W sobre os conjunto de supervisores do tipo SW e tambe´m so-
bre as abstrac¸o˜es obtidas, ou seja, sobre {S1, S2, S3, S4, θ5(S5), θ6(S6), ST }. O conjunto inicial
de eventos relevantes e´ composto do conjunto de eventos compartilhados, Σc = {31, 32, 41, 42,
51, 52, 53, 61, 62, 63, 71, 73}. Para obter OP-abstrac¸o˜es, esse conjunto de eventos relevantes e´
estendido, para incluir eventos {11, 21}. Enta˜o, Σr = {11, 21, 31, 32, 41, 42, 51, 52, 53, 61, 62,
63, 71, 73} e {12, 22} sa˜o apagados. Os supervisores S1 e S2 sa˜o abstra´ıdos e as abstrac¸o˜es
resultantes sa˜o apresentadas na Fig. 5.9.
Enta˜o, as abstrac¸o˜es obtidas nos passos 1-4 e aquelas obtidas nos passos 5-8 do Algoritmo
2 sa˜o usados para realizac¸a˜o do teste de na˜o-conflito:
θ1(S1)||θ2(S2)||S3||S4||θ5(S5)||θ6(S6)||ST = θ1(S1)||θ2(S2)||S3||S4||θ5(S5)||θ6(S6)||ST
Pode-se perceber que 4 dos 6 supervisores sa˜o abstra´ıdos usando W ◦ T. Aplicando T ou
W separadamente, seria poss´ıvel obter abstrac¸o˜es para apenas 2 de 6 supervisores.
O autoˆmato gerado pelo teste de na˜o-conflito sobre as OP-abstrac¸o˜es de S1, S2, S5 e S6 e´
na˜o-bloqueante, como esperado, e tem 4.320 estados e 15.264 transic¸o˜es. Portanto, a soluc¸a˜o
combinada causou uma reduc¸a˜o de 67% no nu´mero de estados e 69% no nu´mero de transic¸o˜es
do teste.
6.6 Conflitos e a Propriedade do Observador
Os resultados apresentados neste cap´ıtulo e no Cap´ıtulo 5 (e previamente publicadas em
[Pena et al., 2006c] e [Pena et al., 2006b]) possuem caracter´ısticas similares ao trabalho de
Flordal e Malik [2006] pois ambos utilizam abstrac¸o˜es de subsistemas para verificar existeˆncia
de bloqueio do sistema global formado pela composic¸a˜o desses subsistemas.
Nos resultados apresentados nessa tese usa-se a projec¸a˜o natural das linguagens reconhe-
cidas pelos subsistemas em um conjunto de eventos relevantes Σr. Esse conjunto deve ser
escolhido tal que a projec¸a˜o tenha a propriedade do observador. Dois me´todos para obtenc¸a˜o
desse conjunto mı´nimo de eventos a serem mantidos na projec¸a˜o foram apresentados nos
cap´ıtulos 5 e 6. O que acontece nessa abordagem, em geral, e´ a necessidade da expansa˜o
desse conjunto mı´nimo de eventos para que a projec¸a˜o possua a propriedade do observador.
Na abordagem introduzida por Flordal e Malik [2006], considera-se o conjunto de eventos
compartilhados como os eventos que devem ser mantidos nas abstrac¸o˜es e o restante dos
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eventos e´ renomeado para τ sendo que cada τ pode ser “escondido” (projetado) indepen-
dentemente das outras ocorreˆncias. Essa ide´ia de renomear eventos utilizando τ com essas
caracter´ısticas foi inspirada na teoria de a´lgebra de processos. Alguns crite´rios para a escolha
de quais ocorreˆncias de τ podem ser escondidas sa˜o apresentadas em [Flordal e Malik, 2006].
Flordal et al. [2007] apresentam uma discussa˜o a respeito das duas abordagens men-
cionadas e estabelecem relac¸o˜es entre seus conceitos e resultados. Entre as concluso˜es apre-
sentadas, destaca-se a que diz que uma abstrac¸a˜o obtida pela propriedade do observador e´ a
melhor abstrac¸a˜o poss´ıvel (em termos de nu´mero de estados) que permite concluir sobre a ex-
isteˆncia de conflitos. Este trabalho abre novas frentes para os dois grupos de pesquisadores.
Pretende-se combinar os dois me´todos para produzir algoritmos mais eficientes para veri-
ficac¸a˜o de na˜o-bloqueio. Mais especificamente, como as projec¸o˜es naturais com a propriedade
do observador podem ser incorporadas ao conceito de conflito-equivaleˆncia e, por outro
lado, como a propriedade do observador pode ser estendida incorporando conceitos, como
a renomeac¸a˜o de eventos, visando obter reduc¸o˜es ainda maiores para as abstrac¸o˜es.
6.7 Discussa˜o
Este cap´ıtulo apresentou uma variac¸a˜o do teste de na˜o-conflito, em que um outro con-
junto de condic¸o˜es suficientes para as abstrac¸o˜es e´ apresentado. Nesse novo conjunto, pro-
priedades estruturais dos supervisores sa˜o utilizadas, tornando poss´ıvel, em alguns casos,
apagar eventos compartilhados pelos supervisores. Para ilustrar os conjuntos de eventos
utilizados, apresentam-se diagramas Venn na Figura 6.6.
(a) (b)
(c)
(d)
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Σr
Σr
Σ2
Σ2
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Σ1
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Σ1
Σ1
Σ
Σ
Σ
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Figura 6.6: Diagramas de Venn dos conjuntos de eventos para m = 4.
Se m = 4 quer dizer que ha´ 4 supervisores (S1 ⊆ Σ
∗
1, S2 ⊆ Σ
∗
2, S3 ⊆ Σ
∗
3 e S4 ⊆ Σ4).
Consideram-se os alfabetos Σ1, Σ2, Σ3, Σ4, como mostrados na Figura 6.6(a). A super-
posic¸a˜o de alfabetos representa a existeˆncia de eventos comuns aos alfabetos superpostos.
6. Verificac¸a˜o de Na˜o-Conflito Utilizando Propriedades Estruturais dos Supervisores 122
Seja o conjunto Σs =
k 6=l
∪
k,l∈J
(Σk ∩ Σl), formado dos eventos compartilhados por dois ou mais
supervisores, mostrado na Figura 6.6(b). O conjunto Σr obtido usando W e´ apresentado
na Figura 6.6(c) e Σr obtido usando T e´ apresentado na Figura 6.6(d). Pode-se observar
que Σs ⊆ Σr, na Figura 6.6(c), enquanto que, na Figura 6.6(d), o conjunto Σr na˜o conte´m,
necessariamente, o conjunto Σs, ja´ que e´ formado da unia˜o dos conjuntos de eventos das
especificac¸o˜es controla´veis,
m
∪
j=1
ΣE′j ⊆ Σr, que na˜o necessariamente conte´m todos os eventos
comuns.
Os teoremas apresentados no Cap´ıtulo 5 foram todos reescritos sob as novas condic¸o˜es
apresentadas. Apenas as partes das demonstrac¸o˜es dos teoremas que foram afetadas pela
mudanc¸a no conjunto de eventos relevantes foram demonstradas sob a forma da Proposic¸a˜o
6.1.2 e Lema 6.1.2.
Cap´ıtulo 7
Algoritmo para Verificac¸a˜o da
Propriedade do Observador
O problema de obter projec¸o˜es com a propriedade do observador e´ tratado em [Wong
e Wonham, 2004], [Feng, 2006], [Schmidt e Moor, 2006]. Feng [2006] propo˜e um algoritmo
polinomial no nu´mero de estados e transic¸o˜es que retorna, a partir de um conjunto inicial de
eventos relevantes, uma extensa˜o razoa´vel para o conjunto, na˜o necessariamente mı´nima, de
forma a obter uma projec¸a˜o natural com a propriedade do observador. O trabalho de Feng
[2006] e´ uma extensa˜o do trabalho de Wong e Wonham [2004] que gera mapas-repo´rteres com
a propriedade do observador, pela renomeac¸a˜o de eventos, ou seja, ao detectar que um dado
conjunto de eventos relevantes na˜o gera uma abstrac¸a˜o com a propriedade do observador,
renomeia-se a ocorreˆncia do evento que viola a propriedade. Segundo Schmidt e Moor [2006],
o me´todo para escolha do conjunto inicial de eventos relevantes na˜o e´ o´bvio em [Wong e
Wonham, 2004]. Eles enta˜o apresentam um procedimento para modificar uma projec¸a˜o na-
tural de forma a torna´-la um observador, chamado pelos autores de MSA-observador1. A
projec¸a˜o inicial, que e´ modificada pelo procedimento, consiste na projec¸a˜o da linguagem no
conjunto de eventos compartilhados por pelo menos um par de supervisores. O algoritmo usa
renomeac¸a˜o de eventos, como Wong e Wonham [2004].
Em procedimentos de s´ıntese, a renomeac¸a˜o de eventos para fins de obtenc¸a˜o de mapas-
repo´rteres com a propriedade do observador pode ser utilizada, desde que seguida de uma
reavaliac¸a˜o das especificac¸o˜es de forma que o supervisor leve em conta estas modificac¸o˜es. Ja´
no contexto em que este trabalho se insere, de detectar o conflito de forma eficiente, na˜o cabe
a utilizac¸a˜o deste tipo de abordagem. Portanto, entre os trabalhos citados, apenas o trabalho
de Feng [2006] poderia ser aplicado diretamente nos procedimentos apresentados neste tese.
Com relac¸a˜o ao algoritmo apresentado por Feng [2006], sua implementac¸a˜o na˜o esta´
dispon´ıvel para utilizac¸a˜o. Como os resultados apresentados nesta tese dependem fortemente
da propriedade do observador, julgou-se adequado desenvolver um algoritmo para verificac¸a˜o
1do ingleˆs Marked-String Acceptance Observer
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dessa propriedade. Este algoritmo devera´ ser implementado na ferramenta Grail para Cont-
role Superviso´rio [Reiser et al., 2006] que e´ desenvolvida pelo grupo do Professor Jose´ Cury.
Obtiveram-se abstrac¸o˜es, nos resultados apresentados nos Cap´ıtulos 5 e 6, com duas
caracter´ısticas, sendo uma relacionada ao conjunto de eventos relevantes e a outra relacionada
a` propriedade do observador. Ha´ diferenc¸as entre as condic¸o˜es sobre as abstrac¸o˜es de cada
conjunto de resultados. No entanto, a condic¸a˜o de possuir a propriedade do observador esta´
presente em ambos. Dadas as linguagens sobre as quais pretende-se verificar na˜o-conflito,
deve-se:
1. Determinar o conjunto inicial de eventos relevantes.
2. Obter as OP-abstrac¸o˜es pela projec¸a˜o natural das linguagens no conjunto de eventos
relevantes.
3. Aplicar o teste de na˜o-conflito sobre as abstrac¸o˜es obtidas.
O conjunto inicial de eventos relevantes podera´ ser estendido para incluir outros eventos,
de forma a obter a projec¸a˜o com a propriedade do observador. Sabe-se que a complexidade da
operac¸a˜o de projec¸a˜o natural pode ser exponencial, no caso dela na˜o possuir a propriedade do
observador. E´ interessante, portanto, ser capaz de classificar uma projec¸a˜o como possuindo
ou na˜o a propriedade do observador sem efetivamente computar a projec¸a˜o. Este cap´ıtulo
apresenta um teste de complexidade polinomial aplicado sobre linguagens para verificar se
uma projec¸a˜o possui a propriedade do observador sem, no entanto, computa´-la.
Dada uma linguagem e um conjunto de eventos relevantes, o teste e´ aplicado sobre pares
de cadeias da linguagem que possuem a mesma projec¸a˜o. Em seguida, apresenta-se uma
estrutura de transic¸a˜o, chamada de OP-verificador. A construc¸a˜o do verificador coincide com
a aplicac¸a˜o do teste, evidenciando a existeˆncia ou na˜o da propriedade do observador.
Dado um autoˆmato G obte´m-se uma estruturaM a partir da qual constro´i-se o verificador
VG. O OP-verificador e´ uma estrutura de transic¸a˜o cujos estados sa˜o formados por pares
de estados de M alcanc¸ados por pelo menos um par de cadeias de mesma projec¸a˜o. Sua
construc¸a˜o baseia-se no verificador introduzido por Yoo e Lafortune [2002a] para verificar
diagnosticabilidade de sistemas a eventos discretos.
Neste cap´ıtulo, distingue-se a notac¸a˜o utilizada para representar os autoˆmatos G, M e
suas linguagens Lm(G), L(G), L(M).
7.1 Estrutura de Transic¸a˜o Auxiliar M
Dado um autoˆmato e um conjunto de eventos relevantes Σr, obte´m-se, inicialmente, uma
estrutura de transic¸a˜o M = (QM ,Στ , δτ , qM0 ) tal que o teste apresentado e´ aplicado sobre a
linguagem reconhecida por esta estrutura.
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A estrutura de transic¸a˜oM e´ definida a partir de G = (QG,Σ, δτ , qG0 , F
G) como segue. Os
estados marcados de G sa˜o mapeados em estados de M que possuem um auto-lac¸o rotulado
com o evento especial (e relevante) τ , ou seja, M = (QM ,Στ , δτ , qM0 ), onde:
• QM = QG e´ o conjunto de estados (igual ao conjunto de estados do autoˆmato G);
• Στ = Σ ∪ {τ} sendo o evento τ considerado relevante (τ ∈ Σr);
• a func¸a˜o de transic¸a˜o e´ definida a seguir:
δτ (q, σ) =
{
δG(q, σ) if q ∈ QM , σ 6= τ
q if q ∈ FG, σ = τ
ou seja, a func¸a˜o de transic¸a˜o δτ de M possui as mesmas transic¸o˜es de G acrescidas de
auto-lac¸os rotulados com o evento τ nos estados correspondentes a estados marcados
de G;
• qM0 = q
G
0 e´ o estado inicial, corresponde ao estado inicial de G.
Dessa forma, a linguagem gerada por M e´:
L(M) = {s′ ∈ Στ∗|δτ (qM0 , s
′) e´ definida}. (7.1)
A linguagem Lm(G) pode ser redefinida em func¸a˜o das cadeias de L(M) como:
Lm(G) = {s ∈ Σ
∗|s′ = sτ com s′ ∈ L(M)}.
Define-se ainda a linguagem N ⊆ L(M) como sendo a sublinguagem de L(M) formada
por cadeias em Σ∗, ou seja,
N = L(M) ∩ Σ∗. (7.2)
E´ trivial verificar que N = L(G).
A seguir apresenta-se um exemplo da obtenc¸a˜o de M a partir de G.
Exemplo 7.1.1. Seja G = (QG,Σ, δτ , qG0 , F
G) como apresentado na Figura 7.1(a). O estado
6 e´ marcado neste exemplo. A estrutura de transic¸a˜o M = (QM ,Στ , δτ , qM0 ) correspondente
e´ apresentada na Figura 7.1(b). Pode-se observar que a u´nica diferenc¸a entre as estruturas
esta´ na representac¸a˜o do estado marcado. No autoˆmato original ele e´ representado por dois
c´ırculos coceˆntricos e em M e´ representado pela existeˆncia de um auto-lac¸o rotulado com o
evento τ .
Esta representac¸a˜o e´ bastante conveniente, pois permite representar o estado marcado de
G como uma transic¸a˜o especial habilitada nos estados correspondentes em M .
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Figura 7.1: Exemplo 7.1.1: (a) G; (b) M .
Em seguida, define-se T : Σ∗ → 2Σ
τ∗
como sendo:
T (s) = {tτ ∈ Στ∗|stτ ∈ L(M)}, (7.3)
ou seja, T (s) e´ o conjunto de cadeias tτ ∈ Στ∗ tal que stτ ∈ L(M).
Duas restric¸o˜es sa˜o impostas sobre o autoˆmato G, para que os resultados deste cap´ıtulo
sejam va´lidos:
(i) G na˜o pode possuir ciclos formados apenas por eventos na˜o-relevantes.
(ii) G deve ser na˜o-bloqueante.
Como sera´ discutido a` frente, a condic¸a˜o (i) simplifica o algoritmo de construc¸a˜o do OP-
verificador. Em uma continuac¸a˜o do trabalho, pretende-se eliminar tal restric¸a˜o. A raza˜o para
G ser na˜o-bloqueante e´ que a propriedade do observador lida apenas com cadeias contidas no
prefixo da linguagem, na˜o se interessando pelas cadeias bloqueantes do autoˆmato. Se G for
bloqueante, deve-se apara´-lo antes da aplicac¸a˜o do algoritmo. O resultado dos testes aplicados
sobre o verificador obtido para o G aparado e´ va´lido para G, ou seja, se a projec¸a˜o de G
aparado possuir a propriedade do observador, a projec¸a˜o do G original tambe´m a possuira´ e
vice-versa.
7.2 OP-Teste
Apresenta-se nesta sec¸a˜o um teste a ser aplicado sobreM , tal que seja poss´ıvel determinar
se θ(Lm(S)) possui a propriedade do observador. O OP-Teste e´ descrito a seguir.
OP-Teste Se s1, s2 ∈ N tal que θ(s1) = θ(s2) enta˜o θ(T (s2)) = θ(T (s1)).
Em palavras, para todo par s1, s2 ∈ N tal que θ(s1) = θ(s2), ∀t ∈ Σ
∗ tal que s2tτ ∈ L(M),
∃v ∈ Σ∗ tal que s1vτ ∈ L(M) e θ(t) = θ(v). Nesse caso, pode-se dizer que M satisfaz o
OP-Teste.
No Teorema 7.2.1 demonstra-se que θ(G) e´ uma OP-abstrac¸a˜o se e somente se a condic¸a˜o
apresentada acima pode ser verificada para todo par s1, s2 ∈ N , com θ(s1) = θ(s2).
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Teorema 7.2.1. Sejam o autoˆmato G, a estrutura de transic¸a˜o M , as linguagens L(M) e
N , a projec¸a˜o natural θ : Σ∗ → Σ∗r, OP-Teste, como apresentados anteriormente. Tem-se
que:
M satisfaz o OP-Teste⇐⇒ θ(G)e´ uma OP-abstrac¸a˜o (7.4)
Demonstrac¸a˜o. Esta demonstrac¸a˜o e´ dividida em duas partes: (i) supo˜e-se M na˜o satisfaz
o OP-Teste e θ(Lm(G)) possui a propriedade do observador; (ii) supo˜e-se que θ(Lm(G))
na˜o possui a propriedade do observador e M satisfaz o OP-Teste. Se for poss´ıvel chegar a
contradic¸o˜es nos dois casos, a demonstrac¸a˜o estara´ completa.
Caso (i): supo˜e-se que M na˜o satisfaz o OP-Teste e θ(Lm(G)) possui a propriedade do ob-
servador. Se M na˜o satisfaz o OP-Teste, enta˜o θ(T (s2)) 6= θ(T (s1)). A expressa˜o θ(T (s2)) 6=
θ(T (s1)) e´ verdadeira se: θ(T (s2)) * θ(T (s1)) e/ou θ(T (s1)) * θ(T (s2)). Deve-se mostrar
que em cada um dos subcasos chega-se a uma contradic¸a˜o.
θ(T (s2)) * θ(T (s1)) Neste caso, para algum par de cadeias s1, s2 ∈ N , com θ(s1) = θ(s2),
∃t ∈ Σ∗ com s2tτ ∈ L(M), mas ∄v ∈ Σ∗ tal que s1vτ ∈ L(M) e θ(s1) = θ(s2). Pela
construc¸a˜o de M , tem-se qe s1, s2 ∈ L(G), pois N = L(G). Tem-se tambe´m que
Lm(G) = {x ∈ Σ
∗|xτ ∈ L(M)}, o que significa que s2t ∈ Lm(G) e:
∄v ∈ Σ∗ tal que s1v ∈ Lm(G) (7.5)
com θ(t) = θ(v).
Como s2t ∈ Lm(G), tem-se que θ(s2t) ∈ θ(Lm(G)). Considere a escolha m = s1 ∈ L(G)
e n = θ(t). Enta˜o, tem-se que θ(m)n ∈ θ(Lm(G)), uma vez que θ(s1) = θ(s2). Se
θ(Lm(G)) possui a propriedade do observador, enta˜o e´ verdade que existe uma cadeia
p ∈ Σ∗, daqui para frente chamada v para unificar a notac¸a˜o, tal que θ(mv) = θ(m)n ∈
θ(Lm(G)) e mv ∈ Lm(G). Se substitui-se m por s1 e n por θ(t) percebe-se claramente
a contradic¸a˜o, ou seja: ∃v ∈ Σ∗ tal que θ(s1v) = θ(s2)θ(t) = θ(s2t) e s1v ∈ Lm(G).
Enta˜o:
∃v ∈ Σ∗ tal que s1v ∈ Lm(G) (7.6)
com θ(t) = θ(v) e equac¸a˜o (7.6) contradiz equac¸a˜o (7.5).
θ(T (s1)) * θ(T (s2)) A mesma argumentac¸a˜o pode ser aplicada apo´s substituir todas as ocorreˆncias
de s1 por s2 e de t por v, e vice-versa, levando tambe´m a uma contradic¸a˜o.
Caso (ii): Supo˜e-se que M satisfaz o OP-Teste e θ(Lm(G)) na˜o possui a propriedade do
observador. M satisfaz o OP-Teste se θ(T (s2)) = θ(T (s1)), ou seja, se ∀s1, s2 ∈ N , com
θ(s2) = θ(s1):
1. ∀t ∈ Σ∗ com s2tτ ∈ L(M), ∃v ∈ Σ
∗ tal que s1vτ ∈ L(M) e θ(t) = θ(v) e
2. ∀v ∈ Σ∗ com s1vτ ∈ L(M), ∃t ∈ Σ
∗ tal que s2tτ ∈ L(M) e θ(v) = θ(t)
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Considerando as relac¸o˜es entre N , L(M), L(G) e Lm(G), tem-se que ∀s1, s2 ∈ L(G) e
1. ∀t ∈ Σ∗ com s2t ∈ Lm(G),
∃v ∈ Σ∗ tal que s1v ∈ Lm(G) (7.7)
com θ(t) = θ(v). Considerando o descrito acima como hipo´tese, usa-se a propriedade
do observador para chegar a uma contradic¸a˜o.
Se Lm(G) na˜o possui a propriedade do observador, enta˜o deve existir pelo menos uma
cadeia que viola a propriedade. Considere que esta cadeia e´ s1 ∈ L(G). Enta˜o, deve
existir outra cadeia s2t ∈ Lm(G) (m = s2t) tal que θ(s1) = θ(s2). Desta forma,
θ(s2t) ∈ θ(Lm(G)) e n = θ(t). Enta˜o θ(s2)n ∈ θ(Lm(G)). Como θ(s2) = θ(s1), e´
verdade que θ(s1)n ∈ θ(Lm(G)). Se θ(Lm(G)) na˜o possui a propriedade do observador,
enta˜o na˜o existe p ∈ Σ∗, daqui para frente chamada de v para unificar notac¸a˜o, tal que
θ(s1)n = θ(s1v) e s1v ∈ Lm(G). Ou seja:
∄v ∈ Σ∗ tal que s1v ∈ Lm(G) (7.8)
com θ(v) = θ(t). Se M satisfaz o OP-Teste, e´ tambe´m verdade que ∀v ∈ Σ∗ com
s1v ∈ Lm(G), ∃t ∈ Σ
∗ tal que s2t ∈ Lm(G).
2. ∀v ∈ Σ∗ com s1v ∈ Lm(G),
∃t ∈ Σ∗ tal que s2t ∈ Lm(G) (7.9)
com θ(v) = θ(t). A mesma argumentac¸a˜o pode ser aplicada apo´s substituir todas as
ocorreˆncias de s1 por s2 e de t por v, e vice-versa, levando a` seguinte contradic¸a˜o:
∄t ∈ Σ∗ tal que s2t ∈ Lm(G) (7.10)
com θ(v) = θ(t).
Os dois passos apresentados mostram que se, e somente se, M satisfaz o OP-Teste,
θ(Lm(G)) possui a propriedade do observador
O OP-Teste aplicado sobre M e´ equivalente a um teste que define se θ(G) e´ uma OP-
abstrac¸a˜o, ou seja, a falha no OP-Teste implica a violac¸a˜o da propriedade do observador e,
por outro lado, o sucesso no OP-Teste implica a projec¸a˜o com a propriedade do observador.
O exemplo 7.2.1 ilustra como o OP-Teste detecta a violac¸a˜o da propriedade do observador.
Exemplo 7.2.1. O autoˆmato G e a estrutura de transic¸a˜o M sa˜o apresentados nas Figuras
7.2(a) e (b), respectivamente. Seja a linguagem N como definida anteriormente e Σu = {x}.
Para mostrar que M na˜o satisfaz o OP-Teste, verificamos que para algum par s1, s2 ∈ N , tal
que θ(s2) = θ(s1) existe alguma continuac¸a˜o que viola a propriedade θ(T (s1)) = θ(T (s2)).
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Figura 7.2: Exemplo 7.2.1: (a) G; (b) M .
O primeiro passo e´ definir as linguagens L(M) e N . Nesse caso:
L(M) = {aabτ∗, axaaτ∗, axabτ∗} (7.11)
N = {ǫ, a, aa, ax, aab, axa, axaa, axab} (7.12)
Em seguida, deve-se obter todos os pares s1, s2 que atendem a` propriedade θ(s1) = θ(s2) e ver-
ificar se θ(T (s1)) = θ(T (s2)). Os pares (s1, s2) que obedecem a` propriedade sa˜o discriminados
a seguir:
{(a, ax), (aa, axa), (aab, axab)}. (7.13)
T (a) = {abτ, xaaτ, xabτ} θ(T (a)) = {abτ, aaτ}
T (ax) = {abτ, aaτ} θ(T (ax)) = {abτ, aaτ}
T (aa) = {bτ} θ(T (aa)) = {bτ}
T (axa) = {aτ, bτ} θ(T (axa)) = {aτ, bτ}
T (aab) = {τ} θ(T (aab)) = {τ}
T (axab) = {τ} θ(T (axab)) = {τ}
Pode-se perceber que o par de cadeias (aa,axa) faz com que o OP-Teste falhe, uma vez que
θ(T (aa)) 6= θ(T (axa)).
O OP-Teste na˜o e´ uma forma efetiva de se verificar a propriedade do observador. Na
pro´xima sec¸a˜o, apresenta-se a estrutura de transic¸a˜o, chamada de OP-verificador, que traduz
o OP-Teste em um problema de alcanc¸abilidade de um estado chamado Dead.
[Yoo e Lafortune, 2002a] apresentam uma estrutura na˜o-determin´ıstica chamada de verifi-
cador cujo objetivo e´ diagnosticar a ocorreˆncia de falhas pela observac¸a˜o das cadeias geradas
pelo sistema. Os eventos de falha sa˜o na˜o-observa´veis e, portanto, na˜o podem ser observados
diretamente. Pode ser o caso de se ter duas cadeias de mesma projec¸a˜o onde uma delas possui
um evento de falha sendo executado e a outra na˜o. Portanto, o diagno´stico de falhas e´ feito
observando cadeias que possuem a mesma projec¸a˜o no conjunto de eventos observa´veis e a
informac¸a˜o de falha e´ atualizada a` medida que as cadeias evoluem [Yoo e Lafortune, 2002a].
O fato do verificador ter a func¸a˜o de ‘vigiar’ cadeias com a mesma projec¸a˜o faz com que
aspectos de sua construc¸a˜o possam ser utilizados na construc¸a˜o de um verificador da pro-
priedade do observador. Na pro´xima sec¸a˜o, apresenta-se o OP-verificador, como sendo uma
estrutura de transic¸a˜o cujos estados representam pares de estados de M que sa˜o alcanc¸ados
por cadeias de mesma projec¸a˜o.
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7.3 OP-Verificador
O OP-verificador e´ uma estrutura de transic¸a˜o determin´ıstica obtida a partir de M cujos
estados representam pares de estados de M que possuem a mesma projec¸a˜o. O verificador
constru´ıdo a partir deM sera´ utilizado para auxiliar na classificac¸a˜o de θ(G) como sendo (ou
na˜o) uma OP-abstrac¸a˜o, sem computar a projec¸a˜o θ(G). Tem-se, pelo Teorema 7.2.1, que
se M satisfaz o OP-Teste, enta˜o θ(Lm(G)) possui a propriedade do observador, sendo G o
autoˆmato que gerou M .
O verificador permite, portanto, que so´ se calcule a projec¸a˜o θ(G) quando ja´ se souber que
ela sera´ uma OP-abstrac¸a˜o, evitando o custo computacional de se obter a projec¸a˜o natural
(que pode ter complexidade exponencial, no pior caso) que na˜o possua tal caracter´ıstica.
Apresenta-se, nesta sec¸a˜o, um algoritmo de verificac¸a˜o da propriedade do observador que
constro´i o verificador, a partir deM e Σr e que e´ capaz de verificar seM satisfaz o OP-Teste.
Apo´s uma inspec¸a˜o do OP-Teste, pode-se perceber que o verificador deve ser capaz de
destacar cadeias tal que tenham a mesma projec¸a˜o. Para atender tais requisitos, cada estado
do verificador e´ obtido pela associac¸a˜o de um par de estados de M alcanc¸ados por cadeias de
mesma projec¸a˜o.
Seja M = (QM ,Στ , δτ , qM0 ) como definido anteriormente e En
M (q) = {σ|δτ (q, σ)!} o
conjunto de eventos habilitados no estado q de M . A execuc¸a˜o do algoritmo retorna uma
estrutura VG = (Q,Σ
τ , δ, q0), onde
- Q ∈ QM ×QM ∪ {Dead} ⇒ conjunto de estados;
- Στ = Σ ∪ {τ} ⇒ alfabeto;
- q0 = (q
M
0 , q
M
0 )⇒ estado inicial;
- δ : Q× Σ→ Q⇒ func¸a˜o de transic¸a˜o estendida, cuja obtenc¸a˜o e´ apresentada adiante.
A construc¸a˜o de VG e´ feita segundo o algoritmo abaixo.
Main
1 QT+1 = {(0, 0)}
2 QT = { }
3 ∀q ∈ (QT+1 −QT )
4 QT = QT ∪ q
5 δ(q)
6 if Dead ∈ QT+1
7 quit
8 end
9 end
10 VG = (QT ,Σ
τ , δ, q0)
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Apenas o estado inicial e´ conhecido a princ´ıpio. Os outros estados sa˜o enumerados a`
medida que sa˜o alcanc¸ados a partir do estado inicial de VG. Cada estado alcanc¸ado e´ adi-
cionado ao conjunto QT+1 de estados enumerados e cada estado de QT+1 que e´ analisado
pelo algoritmo e´ adicionado ao conjunto QT .
A func¸a˜o de transic¸a˜o δ e´ aplicada sobre cada estado de QT+1 que na˜o e´ de QT , para
gerar o novo conjunto de estados alcanc¸ados a serem inclu´ıdos em QT+1. Esse procedimento
e´ aplicado iterativamente, ate´ que QT+1 = QT . Ao final, tem-se o conjunto de estados
alcanc¸a´veis em VG. Se o estado Dead esta´ entre os estados de Q, enta˜o pode-se dizer que a
propriedade do observador foi violada em Lm(G). O algoritmo pa´ra a execuc¸a˜o no caso de
um estado Dead ser alcanc¸ado.
Como o verificador apresentado em Yoo e Lafortune [2002a], o OP-verificador possui sua
func¸a˜o de transic¸a˜o definida diferentemente para cada tipo de evento: σ relevante (σ ∈ Σr)
e σ na˜o-relevante (σ ∈ Σu).
A func¸a˜o de transic¸a˜o δ(q) e´ apresentada a seguir.
δ(q)
11 q1 = q(1)
12 q2 = q(2)
13 ∀σ ∈ En(q) = EnM (q1) ∪ En
M (q2)
14 if σ ∈ Σr
15 if δτ (q1, σ)! & δ
τ (q2, σ)!
16 δ((q1, q2), σ) = (δ
τ (q1, σ), δ
τ (q2, σ))
17 QT+1 = QT+1 ∪ {(δ
τ (q1, σ), δ
τ (q2, σ))}
18 elseif δτ (q1, σ)!&En
M (q2) ∩ Σu = ∅ ou δ
τ (q2, σ)!&En
M (q1) ∩ Σu = ∅
19 δ((q1, q2), σ) = Dead
20 QT+1 = QT+1 ∪ {Dead}
21 end
22 else
23 if δτ (q1, σ)!
24 δ((q1, q2), σ) = (δ
τ (q1, σ), q2)
25 QT+1 = QT+1 ∪ {(δ
τ (q1, σ), q2)}
26 end
27 if δτ (q2, σ)!
28 δ((q1, q2), σ) = (q1, δ
τ (q2, σ))
29 QT+1 = QT+1 ∪ {(q1, δ
τ (q2, σ))}
30 end
31 end
32 end
O primeiro estado a ser analisado e´ o estado (0, 0), onde q1 = 0 e q2 = 0. A func¸a˜o δ(q) e´
enta˜o aplicada ao estado inicial. Os eventos habilitados no estado q1 e q2 sa˜o analisados para
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definir quais estados de VG sa˜o alcanc¸a´veis a partir do estado atual. O mesmo procedimento
e´ repetido ate´ que todos os estados enumerados tenham sido analisados.
Seja o par de cadeias s1, s2 ∈ N tal que θ(s1) = θ(s2). Essas cadeias levam M do estado
inicial aos estados q1 e q2, respectivamente. A propriedade do observador, reapresentada
em termos das cadeias de mesma projec¸a˜o e seus sufixos na linguagem marcada (Teorema
7.2.1), estabelece que θ(T (s1) = θ(T (s2). Ou seja, que o conjunto de projec¸o˜es dos sufixos
de s1 e´ igual ao conjunto de projec¸o˜es dos sufixos de s2, para todo par s1, s2 ∈ N tal que
θ(s1) = θ(s2).
O estado q ∈ Q e´ passado como paraˆmetro para δ(q) que retorna o conjunto de estados
alcanc¸ados QT+1 e a estrutura de transic¸a˜o entre q e os novos estados alcanc¸ados.
Este procedimento constro´i o OP-verificador, cujos estados representam pares de estados
de M tal que as cadeias que alcanc¸am tais estados de VG sa˜o cadeias de M com a mesma
projec¸a˜o. O estado Dead e´ alcanc¸ado quando um evento relevante σ esta´ definido em um
estado (seja q1 do par (q1, q2)) deM e σ na˜o esta´ definido no outro estado (q2) e tambe´m na˜o
ha´ continuac¸o˜es na˜o-relevantes em q2. O estado Dead tambe´m sera´ alcanc¸ado quando o dual
ocorrer, ou seja, um evento relevante σ esta´ definido em um estado (seja q2 do par (q1, q2)) de
M e σ na˜o esta´ definido no outro estado (q1) e tambe´m na˜o ha´ continuac¸o˜es na˜o-relevantes
em q1. Estas duas situac¸o˜es caracterizam θ(T (s1) 6= θ(T (s2).
A seguir, procede-se a ana´lise do algoritmo δ(q). Em linha gerais:
- o estado q ∈ Q e´ mapeado em termos dos estados q1, q2 ∈ Q
M (Linhas 11 e 12);
- evento σ habilitado em q (evento poss´ıvel depois da cadeia s1 ou s2) a ser analisado
(Linha 13);
- trata o caso de σ ∈ En(q) ser relevante, ou seja, σ ∈ Σr (Linhas 14 a 21);
- trata o caso de σ ∈ En(q) ser na˜o-relevante, ou seja, σ /∈ Σr (Linhas 22 a 31).
A seguir, detalha-se as linhas 14 a 21 do algoritmo, que tratam o caso em que σ ∈ Σr.
Dois casos podem ocorrer:
- Se σ ∈ EnM (q1) e σ ∈ En
M(q2), os dois estados de q (q1 e q2) transitam atrave´s de σ
gerando o novo estado (δτ (q1, σ), δ
τ (q2, σ)) que possui a caracter´ıstica θ(s1σ) = θ(s2σ)
que qualifica o par a ser adicionado ao conjunto QT+1 de estados enumerados (Linhas
15 a 17).
- se o algoritmo executa essa parte, significa que (i) o evento σ esta´ habilitado em q1 mas
na˜o esta´ habilitado em q2 e na˜o existe continuac¸a˜o na˜o-relevante para q2, (ii) o evento
σ esta´ habilitado em q2 mas na˜o esta´ habilitado em q1 e na˜o existe continuac¸a˜o na˜o-
relevante para q1. Dessa forma, e´ poss´ıvel concluir que θ(T (s2)) 6= θ(T (s2)). Nesse caso,
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considera-se que VG transita para um estado chamado Dead. A existeˆncia de um estado
Dead em VG implica violac¸a˜o da propriedade do observador, como sera´ demonstrado
nesta sec¸a˜o (Linhas 18 a 20)
Quando σ ∈ Σu, as linhas 22 a 31 sa˜o executadas. Quando um σ ∈ Σu, a ocorreˆncia
de um σ na˜o e´ detectada pela projec¸a˜o, e enta˜o considera-se que os estados q1 e q2 evoluem
dessincronizadamente de tal forma a explicitar os pares de estados (q′1, q2) e (q1, q
′
2) tal que
s1, s2, s1σ e s2σ possuem a mesma projec¸a˜o. De forma semelhante, dois casos podem ocorrer:
- Se σ ∈ EnM (q1), enta˜o procede-se a evoluc¸a˜o de q1, mantendo-se q2. E´ poss´ıvel notar
que ao evoluir q1 atrave´s do evento σ, tem-se que θ(s1σ) = θ(s2) e o estado (δ
τ (q1, σ), q2)
e´ alcanc¸a´vel em VG e deve ser adicionado ao conjunto QT+1 (Linhas 23 a 25)
- Se σ ∈ EnM (q2), enta˜o procede-se a evoluc¸a˜o de q2, mantendo-se q1. E´ poss´ıvel notar
que ao evoluir q2 atrave´s do evento σ, tem-se que θ(s2σ) = θ(s1) e o estado (q1, δ
τ (q2, σ))
e´ alcanc¸a´vel em VG e deve ser adicionado ao conjunto QT+1 (Linhas 27 a 29)
Pode-se observar que se o estado Dead for alcanc¸ado a partir do estado inicial (0, 0), o
algoritmo pa´ra, significando falha no OP-Teste e, consequentemente, que a projec¸a˜o θ(Lm(G))
na˜o possui a propriedade do observador.
Esse resultado e´ demonstrado no Teorema 7.3.1 a seguir.
Teorema 7.3.1. Sejam M , VG, θ e o OP-Teste como apresentados anteriormente. Tem-se
que o estado Dead e´ alcanc¸a´vel em VG se, e somente se, M satisfaz o OP-Teste.
Demonstrac¸a˜o. A estrate´gia usada nesta demonstrac¸a˜o consiste de dois passos: (i) assume-se
que M satisfaz o OP-Teste e o estado Dead e´ alcanc¸a´vel em VG; (ii) assume-se que o estado
Dead na˜o e´ alcanc¸a´vel em VG eM na˜o satisfaz o OP-Teste. Se for poss´ıvel obter contradic¸o˜es
em ambos os casos, a demonstrac¸a˜o estara´ completa.
Caso (i): assume-se que Dead e´ alcanc¸a´vel. Enta˜o, existe um par s1, s2 ∈ N , tal que
θ(s1) = θ(s2), que alcanc¸a o estado (q
′
1, q
′
2) em VG, a partir do qual o estadoDead e´ alcanc¸a´vel.
Enta˜o, pelo algoritmo, tem-se que ∃σ ∈ Σr tal que:
i. s2σ ∈ N ;
ii. s1σ /∈ N ;
iii. s1α /∈ N , ∀α ∈ Σu;
ou
iv. s1σ ∈ N ;
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v. s2σ /∈ N ;
vi. s2α /∈ N , ∀α ∈ Σu.
Toda a argumentac¸a˜o utilizada a partir deste ponto sobre o caso dos items i., ii. e iii. e´ va´lido
para o caso dos items iv., v. e vi., apenas substituindo cada ocorreˆncia de s2 por s1 e cada
ocorreˆncia de t por v, e vice-versa.
Considera-se o primeiro subcaso: s2σ ∈ N , s1σ /∈ N e s1α /∈ N , ∀α ∈ Σu.
Como s2σ ∈ N , pode-se dizer que ∃w ∈ Σ
∗ tal que s2σwτ ∈ L(M). Pela hipo´tese, M
satisfaz o OP-Teste. Enta˜o, ∀s1, s2 ∈ N , tal que θ(s1) = θ(s2), ∀t ∈ Σ
∗ tal que s2tτ ∈ L(M),
existe v ∈ Σ∗ tal que s1vτ ∈ L(M). Seja t = σw, com σ ∈ Σr e w ∈ Σ
∗, enta˜o s2σwτ ∈ L(M).
Pode-se dizer que existe uma cadeia v tal que θ(v) = θ(t) = θ(σw) e s1vτ ∈ L(M). Divide-se
a cadeia v em duas partes, v = vavb, θ(vavb) = θ(σw) e
s1va, s1vavb ∈ N. (7.14)
Dua igualdades devem ser satisfeitas:
1. θ(va) = θ(σ) = σ enta˜o va ∈ Σ
∗
uσΣ
∗
u;
2. θ(vb) = θ(w).
De 1. e a equac¸a˜o (7.14) tem-se que s1va ∈ s1Σ
∗
uσΣ
∗
u ∩N . Enta˜o, pode-se concluir que:
s1Σ
∗
uσΣ
∗
u ∩N 6= ∅. (7.15)
No entanto, pela hipo´tese de que o estado Dead e´ alcanc¸a´vel, sabe-se que ∄α ∈ Σu tal
que s1α ∈ N e s1σ /∈ N . Como N e´ prefixo-fechado, pode-se concluir que:
s1Σ
∗
uσΣ
∗
u ∩N = ∅. (7.16)
As equac¸o˜es (7.15) e (7.16) sa˜o contradito´rias: pode-se concluir que seM satisfaz o OP-Teste
enta˜o o estado Dead na˜o pode ser alcanc¸ado em VG.
Considera-se o segundo subcaso, em que o estado Dead e´ alcanc¸ado devido a: s1σ ∈ N ,
s2σ /∈ N e s2α /∈ N , ∀α ∈ Σu. O mesmo desenvolvimento apresentado acima pode ser
aplicado para este subcaso, apenas trocando cada ocorreˆncia de s1 por s2 e de t por v, e
vice-versa.
Caso (ii): A segunda parte da demonstrac¸a˜o consiste em considerar que M na˜o satisfaz o
OP-Teste e o estado Dead e´ alcanc¸a´vel em VG. Pelo resultado do OP-Teste, tem-se que para
algum par s1, s2 ∈ N , com θ(s1) = θ(s2):
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a. existe uma cadeia t ∈ Σ∗ tal que s2tτ ∈ L(M) mas ∄v ∈ Σ∗ tal que s1vτ ∈ L(M) e
θ(v) = θ(t) ou
b. existe uma cadeia v ∈ Σ∗ tal que s1vτ ∈ L(M) mas ∄t ∈ Σ∗ tal que s2tτ ∈ L(M) e
θ(t) = θ(v).
De forma semelhante ao caso anterior, apenas o subcaso a. sera´ tratado. A argumentac¸a˜o
utilizada pode ser extendida para o subcaso dual (b.), apenas substituindo-se cada ocorreˆncia
de s2 por s1 e de t por v, e vice-versa. Estas substituic¸o˜es levam tambe´m a uma contradic¸a˜o.
Seja t = σw, tal que s2tτ = s2σwτ ∈ L(M), onde σ ∈ Σr e w ∈ Σ
∗. Na˜o existe uma cadeia
v ∈ Σ∗ tal que s1vτ ∈ L(M) e θ(v) = θ(σw). Pode-se assumir, sem perda de generalidade,
que s1 e´ tal que na˜o ha´ continuac¸o˜es na˜o-relevantes, ou seja, s1α /∈ N , ∀α ∈ Σu. Se este na˜o
for o caso, pode-se fazer s′1 = s1α e s
′
1 continua a ser uma cadeia em N com a propriedade
θ(s′1) = θ(s2). Como v na˜o existe, tem-se que s2σ ∈ N , s1 ∈ N mas
s1α /∈ N, ∀α ∈ Σu; (7.17)
s1σ /∈ N. (7.18)
Como tem-se que Dead na˜o e´ alcanc¸a´vel, para todos os estados q = (q1, q2) de VG e ∀σ ∈ Σr
tal que σ ∈ EnM(q2):
1. σ ∈ EnM (q1) or
2. ∃α ∈ Σu tal que α ∈ En
M (q1).
Sejam q1, q
′
2 estados alcanc¸ados por s1, s2, respectivamente. Como s2σ ∈ N , enta˜o σ ∈
EnM (q′2). Considerando-se que o estado Dead na˜o e´ alcanc¸a´vel, pode-se dizer que:
i. σ ∈ EnM (q1) e s1σ ∈ N , que contradiz a equac¸a˜o (7.18), ou
ii. ∃α ∈ Σu tal que α ∈ En
M (q1), implicando a existeˆncia da cadeia s1α ∈ N , o que
contradiz a equac¸a˜o (7.17).
Pode ser observado que contradic¸o˜es sa˜o obtidas em ambos os casos. Enta˜o, seM na˜o satisfaz
o OP-Teste, o estado Dead e´ alcanc¸ado.
Tendo sido obtidas contradic¸o˜es para os dois passos da prova, pode-se concluir que M
satisfaz os OP-Teste se e somente se o estado Dead na˜o for alcanc¸ado a partir do estado
inicial de VG.
O corola´rio 7.3.1.1 decorre dos Teoremas 7.2.1 e 7.3.1 e e´ apresentado a seguir.
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Corola´rio 7.3.1.1. θ(G) e´ uma OP-abstrac¸a˜o ⇐⇒ estado Dead na˜o e´ alcanc¸a´vel no OP-
verificador VG.
Pode-se portanto resumir o procedimento de verificac¸a˜o da propriedade do observador em
uma sequ¨eˆncia de treˆs itens. Dados G e Σr:
- obte´m-se a estrutura de transic¸a˜o M a partir de G, pela introduc¸a˜o de auto-lac¸os
rotulados com o evento τ nos estados marcados de G e a retirada da representac¸a˜o dos
estados marcados atrave´s de c´ırculos conceˆntricos;
- contro´i-se o verificador VG a partir de M ;
- classifica θ(G) como uma OP-abstrac¸a˜o se o o estado Dead na˜o for alcanc¸a´vel em VG e
θ(G) como na˜o sendo uma OP-abstrac¸a˜o se o o estado Dead for alcanc¸a´vel em VG.
A complexidade envolvida neste algoritmo e´ polinomial no nu´mero de estados de M , no
pior caso. O pior caso ocorre quando o nu´mero de estados de VG for igual ao nu´mero de
poss´ıveis pares de estados de M , ou seja, n2 (n e´ o nu´mero de estados de M). Em geral, esse
nu´mero sera´ menor que n2. Ale´m disso, no caso da propriedade ser violada, o algoritmo pa´ra
a execuc¸a˜o antes de completar a construc¸a˜o de VG.
Para ilustrar a construc¸a˜o de VG, apresentam-se quatro exemplos a seguir. No Exemplo
7.3.1 ilustra-se um caso em que, dados G e Σr, pode-se concluir que θ(G) e´ uma OP-abstrac¸a˜o.
Nos Exemplos 7.3.2, 7.3.3 e 7.3.4 ilustram-se treˆs casos em que θ(G) na˜o e´ OP-abstrac¸a˜o.
Exemplo 7.3.1. Sejam o autoˆmato G = (QG,Σ, δτ , qG0 , F
G) e sua projec¸a˜o apresentados,
respectivamente, nas Figuras 7.3(a) e 7.3(b), e o conjunto de eventos na˜o-relevantes Σu =
Σ−Σr = {x, z}.
start 0
61a
2
z
3b
4
x
a
5x
b
z
(a)
start 1 02a b
(b)
Figura 7.3: Exemplo 7.3.1: (a) G; (b) θ(G).
Para obter M , acrescenta-se o auto-lac¸o rotulado com o evento τ nos estados marcados
de G, como mostrado na Figura 7.4.
start 0
1a
2
z
3b
4
x
a
5x
6b
z
τ
Figura 7.4: Exemplo 7.3.1: M .
A seguir, procede-se a construc¸a˜o de VG a partir de M .
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A execuc¸a˜o do algoritmo leva a alcanc¸ar as seguintes transic¸o˜es:
(0, 0) − a− (1, 1)→ Linha 15
(0, 0) − z − (2, 0)→ Linha 23
(0, 0) − z − (0, 2)→ Linha 27
(0, 2) − a− (1, 4)→ Linha 15
(0, 2) − z − (2, 2)→ Linha 23
(2, 2) − a− (4, 4)→ Linha 15
(4, 4) − b− (6, 6)→ Linha 15
(6, 6) − τ − (6, 6)→ Linha 15
(1, 4) − b− (3, 6)→ Linha 15
(1, 4) − x− (4, 4)→ Linha 23
(3, 6) − x− (5, 6)→ Linha 23
(5, 6) − z − (6, 6)→ Linha 23
(2, 0) − a− (4, 1)→ Linha 15
(2, 0) − z − (2, 2)→ Linha 27
(4, 1) − b− (6, 3)→ Linha 15
(4, 1) − x− (4, 4)→ Linha 27
(6, 3) − x− (6, 5)→ Linha 27
(6, 5) − z − (6, 6)→ Linha 27
(1, 1) − b− (3, 3)→ Linha 15
(1, 1) − x− (4, 1)→ Linha 23
(1, 1) − x− (1, 4)→ Linha 27
(3, 3) − x− (5, 3)→ Linha 23
(3, 3) − x− (3, 5)→ Linha 27
(5, 3) − x− (5, 5)→ Linha 27
(5, 3) − z − (6, 3)→ Linha 23
(3, 5) − x− (5, 5)→ Linha 23
(3, 5) − z − (3, 6)→ Linha 27
(5, 5) − z − (6, 5)→ Linha 23
(5, 5) − z − (5, 6)→ Linha 27
O verificador VG resultante e´ apresentado na Figura 7.5.
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Figura 7.5: Exemplo 7.3.1 - Verificador VG obtido utilizando o algoritmo apresentado
Na Figura 7.5 o estado Dead na˜o e´ alcanc¸a´vel. Portanto, pode-se concluir que o θ(G) e´
uma OP-abstrac¸a˜o.
No pro´ximo exemplo ilustra-se o caso em que projec¸a˜o θ(G) e´ classificada como na˜o tendo
a propriedade do observador devido ao evento τ .
Exemplo 7.3.2. Considera-se o autoˆmato Ga como uma versa˜o modificada do autoˆmato G
usado no Exemplo 7.3.1. Os estados 1, 3, 6 sa˜o marcados (Figura 7.6(a)) e a projec¸a˜o θ(Ga)
no conjunto de eventos Σr = {a, b} e´ apresentado na Figura 7.6(b).
Assim como no exemplo anterior, obte´m-se Ma acrescentando auto-lac¸os rotulados com
o evento τ nos estados marcados de Ga, como mostrado na Figura 7.7.
A execuc¸a˜o do algoritmo sobre Ma e´ detalhada a seguir:
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Figura 7.6: Exemplo 7.3.2: (a) Ga; (b) θ(Ga);
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Figura 7.7: Exemplo 7.3.2: Ma.
(0, 0) − a− (1, 1)→ Linha 15
(0, 0) − z − (2, 0) → Linha 23
(0, 0) − z − (0, 2) → Linha 27
(0, 2) − a− (1, 4)→ Linha 15
(0, 2) − z − (2, 2) → Linha 23
(2, 2) − a− (4, 4)→ Linha 15
(4, 4) − b− (6, 6)→ Linha 15
(6, 6) − τ − (6, 6)→ Linha 15
(1, 4) − b− (3, 6)→ Linha 15
(1, 4) − x− (4, 4)→ Linha 23
(1, 4) − τ −Dead→ Linha 18
(3, 6) − x− (5, 6)→ Linha 23
(3, 6) − τ − (3, 6)→ Linha 15
(5, 6) − z − (6, 6) → Linha 23
(2, 0) − a− (4, 1)→ Linha 15
(2, 0) − z − (2, 2) → Linha 27
(4, 1) − b− (6, 3)→ Linha 15
(4, 1) − x− (4, 4)→ Linha 27
(4, 1) − τ −Dead→ Linha 18
(6, 3) − x− (6, 5)→ Linha 27
(6, 3) − τ − (6, 3)→ Linha 15
(6, 5) − z − (6, 6) → Linha 27
(1, 1) − b− (3, 3)→ Linha 15
(1, 1) − x− (4, 1)→ Linha 23
(1, 1) − x− (1, 4)→ Linha 27
(1, 1) − τ − (1, 1)→ Linha 15
(3, 3) − x− (5, 3)→ Linha 23
A construc¸a˜o completa de VGa (Figura 7.14) e´ realizada para fins de ilustrac¸a˜o. No
entanto, uma vez alcanc¸ado o estado Dead, a execuc¸a˜o do algoritmo e´ interrompida.
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Figura 7.8: Exemplo 7.3.2: Verificador VGa completo.
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O pro´ximo exemplo ilustra outro caso em que o OP-Teste falha.
Exemplo 7.3.3. Supo˜e-se a seguinte variac¸a˜o do autoˆmato G, em que os estados 4 e 6 sa˜o
marcados e o ro´tulo da transic¸a˜o a entre os estados 1 e 2 e´ substitu´ıda por b. Esse novo
autoˆmato, apresentado na Figura 7.9(a), e´ chamado de Gb e sua projec¸a˜o e´ apresentada na
Figura 7.9(b).
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Figura 7.9: Exemplo 7.3.3: (a) Gb; (b) θ(Gb).
Assim como nos outros exemplos, acrescenta-se auto-lac¸os rotulados com o evento τ nos
estados marcados, como mostrado na Figura 7.10, obtendo-se Mb .
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Figura 7.10: Exemplo 7.3.3: Mb.
A execuc¸a˜o do algoritmo sobre Mb e´ detalhada a seguir:
(0, 0) − b− (1, 1) → Linha 15
(0, 0) − z − (2, 0)→ Linha 23
(0, 0) − z − (0, 2)→ Linha 27
(0, 2) − b−Dead→ Linha 18
(0, 2) − z − (2, 2)→ Linha 23
(2, 2) − a− (4, 4)→ Linha 15
(4, 4) − b− (6, 6) → Linha 15
(4, 4) − τ − (4, 4)→ Linha 15
(6, 6) − τ − (6, 6)→ Linha 15
(2, 0) − b−Dead→ Linha 18
(2, 0) − z − (2, 2)→ Linha 27
(1, 1) − b− (3, 3) → Linha 15
(1, 1) − x− (4, 1) → Linha 23
(1, 1) − x− (1, 4) → Linha 27
(1, 4) − b− (3, 6) → Linha 15
(1, 4) − x− (4, 4) → Linha 23
(3, 6) − x− (5, 6) → Linha 23
(5, 6) − z − (6, 6)→ Linha 23
(3, 3) − x− (5, 3) → Linha 23
(3, 3) − x− (3, 5) → Linha 27
(3, 5) − x− (5, 5) → Linha 23
(3, 5) − z − (3, 6)→ Linha 27
(5, 5) − z − (6, 5)→ Linha 23
(5, 5) − z − (5, 6)→ Linha 27
(4, 1) − b− (6, 3) → Linha 15
(4, 1) − x− (4, 4) → Linha 27
(5, 3) − x− (5, 5) → Linha 27
(5, 3) − z − (6, 3)→ Linha 23
(6, 3) − x− (6, 5) → Linha 27
(6, 5) − z − (6, 6)→ Linha 27
A construc¸a˜o completa de VGb (Figura 7.11) e´ realizada para fins de ilustrac¸a˜o. No en-
tanto, uma vez alcanc¸ado o estado Dead, a execuc¸a˜o do algoritmo e´ interrompida.
Finalmente, ilustra-se um caso em que o algoritmo para verificac¸a˜o da propriedade do
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Figura 7.11: Exemplo 7.3.3: Verificador VGb completo.
observador e´ aplicado sobre uma estrutura um pouco mais complexa, onde ha´ transic¸o˜es com
eventos relevantes e na˜o-relevantes entre um determinado par de estados.
Exemplo 7.3.4. Considera-se o autoˆmato Gc como uma versa˜o modificada do autoˆmato
G usado no Exemplo 7.3.1, onde introduz-se a transic¸a˜o rotulada com o evento x entre os
estados 2 e 4, a entre os estados 4 e 6 e os eventos a e b em auto-lac¸os no estado 6. O
conjunto de eventos relevantes e´ Σr = {a, b}, portanto Σu = Σ− Σr = {x, z}.
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Figura 7.12: Exemplo 7.3.4: (a) Gc; (b) θ(Gc).
Para obter Mc, acrescenta-se o auto-lac¸o rotulado com o evento τ no estado marcado 6
de Gc, como mostrado na Figura 7.13.
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Figura 7.13: Exemplo 7.3.4: Mc.
A execuc¸a˜o do algoritmo sobre Mc e´ detalhada a seguir:
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(0, 0) − a− (1, 1)→ Linha 15
(0, 0) − z − (2, 0) → Linha 23
(0, 0) − z − (0, 2) → Linha 27
(0, 2) − a− (1, 4)→ Linha 15
(0, 2) − x− (0, 4)→ Linha 27
(0, 2) − z − (2, 2) → Linha 23
(2, 2) − a− (4, 4)→ Linha 15
(2, 2) − x− (4, 2)→ Linha 23
(2, 2) − x− (2, 4)→ Linha 27
(2, 4) − a− (4, 6)→ Linha 15
(2, 4) − x− (4, 4)→ Linha 23
(4, 6) − a− (6, 6)→ Linha 15
(4, 6) − b− (6, 6)→ Linha 15
(4, 6) − τ −Dead→ Linha 18
(6, 6) − a− (6, 6)→ Linha 15
(6, 6) − b− (6, 6)→ Linha 15
(6, 6) − τ − (6, 6)→ Linha 15
(4, 2) − a− (6, 4)→ Linha 15
(4, 2) − x− (4, 4)→ Linha 27
(6, 4) − a− (6, 6)→ Linha 15
(6, 4) − b− (6, 6)→ Linha 15
(6, 4) − τ −Dead→ Linha 18
(0, 4) − a− (1, 6)→ Linha 15
(0, 4) − z − (2, 4) → Linha 23
(1, 6) − b− (3, 6)→ Linha 15
(1, 6) − x− (4, 6)→ Linha 23
(3, 6) − x− (5, 6)→ Linha 23
(2, 0) − a− (4, 1) → Linha 15
(2, 0) − x− (4, 0) → Linha 23
(2, 0) − z − (2, 2)→ Linha 27
(4, 0) − a− (6, 1) → Linha 15
(4, 0) − z − (4, 2)→ Linha 27
(1, 1) − b− (3, 3) → Linha 15
(1, 1) − x− (4, 1) → Linha 23
(1, 1) − x− (1, 4) → Linha 27
(4, 1) − b− (6, 3) → Linha 15
(4, 1) − x− (4, 4) → Linha 27
(6, 1) − b− (6, 3) → Linha 15
(6, 1) − x− (6, 4) → Linha 27
(3, 3) − x− (5, 3) → Linha 23
(3, 3) − x− (3, 5) → Linha 27
(5, 3) − x− (5, 5) → Linha 27
(5, 3) − z − (6, 3)→ Linha 23
(6, 3) − x− (6, 5) → Linha 27
(1, 4) − b− (3, 6) → Linha 15
(1, 4) − x− (4, 4) → Linha 23
(4, 4) − a− (6, 6) → Linha 15
(4, 4) − b− (6, 6) → Linha 15
(3, 5) − x− (5, 5) → Linha 23
(3, 5) − z − (3, 6)→ Linha 27
(5, 5) − z − (6, 5)→ Linha 23
(5, 5) − z − (5, 6)→ Linha 27
(6, 5) − z − (6, 6)→ Linha 27
(5, 6) − z − (6, 6)→ Linha 23
A construc¸a˜o completa de VGc (Figura 7.14) e´ realizada para fins de ilustrac¸a˜o.
Em todos os exemplos apresentados, pode-se perceber que estados duais sa˜o alcanc¸ados.
Este estados duais sa˜o sime´tricos, ou seja, um estado q = (q1, q2) possui o mesmo conjunto de
eventos habilitados En(q) que o estado dual q′ = (q2, q1) e alcanc¸a os mesmos estados q
′′ ou
seus duais. Uma modificac¸a˜o no algoritmo pode ser feita de forma a tratar apenas um destes
estados. Essa e´ mais uma sugesta˜o a ser levada em conta no momento da implementac¸a˜o
computacional da ferramenta.
7.4 Discussa˜o
Neste cap´ıtulo, foi apresentado um teste para classificar uma abstrac¸a˜o obtida pela
operac¸a˜o de projec¸a˜o natural como uma OP-abstrac¸a˜o, sem efetivamente calcular a projec¸a˜o
natural.
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Figura 7.14: Exemplo 7.3.2: Verificador VGc completo.
A construc¸a˜o de uma estrutura de transic¸a˜o auxiliar VG, chamada de OP-verificador, e´
realizada e o OP-Teste sobre G traduz-se na verificac¸a˜o da existeˆncia do estado Dead em
VG. O verificador VG e´ constru´ıdo a partir de M , que e´ obtido de G, e o conjunto de eventos
relevantes. Conclui-se sobre θ(G) ser OP-abstrac¸a˜o, sem efetivamente calcular a projec¸a˜o
θ(G). A alcanc¸abilidade do estado Dead implica a violac¸a˜o da propriedade do observador.
A complexidade envolvida na construc¸a˜o de VG e´ polinomial no nu´mero de estados de
M , e portanto de G, no pior caso. No caso de a condic¸a˜o do observador ser violada, o
algoritmo pa´ra sua execuc¸a˜o e o verificador identifica que θ(G) na˜o sera´ uma OP-abstrac¸a˜o
sem completar a construc¸a˜o de VG, reduzindo ainda mais a complexidade. No caso de θ(G)
ser uma OP-abstrac¸a˜o, o algoritmo completa a construc¸a˜o de VG. No pior caso, VG tera´ n
2
estados, onde n e´ o nu´mero de estados de M (igual ao nu´mero de estados de G). Em geral,
o nu´mero de estados de VG sera´ menor que n
2.
Portanto, utilizando o me´todo apresentado neste cap´ıtulo, com um algoritmo polinomial
verifica-se se a projec¸a˜o de um dado G no conjunto Σr, possui a propriedade do observador
sem computar a projec¸a˜o. Note que o procedimento de obtenc¸a˜o de projec¸o˜es naturais pode
ter complexidade exponencial. Usando o algoritmo apresentado, a projec¸a˜o natural de G na˜o
precisa ser calculada para que se conclua sobre ela ter ou na˜o a propriedade do observador. Ao
evitar o ca´lculo da projec¸a˜o para casos em que na˜o se tem a propriedade verificada, obte´m-se
uma reduc¸a˜o da complexidade dos procedimentos intermedia´rios de busca da OP-abstrac¸a˜o.
Ainda na˜o ha´ um procedimento automa´tico para auxiliar na definic¸a˜o do conjunto de
eventos a ser considerado relevante na projec¸a˜o.
Cap´ıtulo 8
Concluso˜es e Perspectivas
Esta tese trata da detecc¸a˜o eficiente de conflito entre supervisores. Como mencionado no
Cap´ıtulo 1 e mais especificamente no Cap´ıtulo 4, o conflito e´ um problema inerente quando
se tem diversos supervisores atuando simultaneamente sobre a planta. Para garantir um
sistema livre de conflito, diferentes opc¸o˜es esta˜o dispon´ıveis. A primeira delas consiste no
uso do controle monol´ıtico (centralizado), onde se tem apenas um supervisor responsa´vel
por garantir o comportamento controlado do sistema, determinado pelas especificac¸o˜es. Essa
soluc¸a˜o na˜o e´ adequada para sistemas de grande porte devido ao problema da explosa˜o
do espac¸o de estados que pode ocorrer ainda no procedimento de modelagem do sistema.
Com o objetivo de evitar o problema da explosa˜o de estados, deve-se ser capaz de realizar
o controle do sistema sem realizar a composic¸a˜o de suas subplantas. Considerando que a
maioria de sistemas pra´ticos sa˜o formados de subsistemas e que a restric¸a˜o do comportamento
da planta global consiste, em geral, na coordenac¸a˜o de subconjuntos destes subsistemas, o
uso de abordagens na˜o-centralizadas torna-se natural. Desta forma, o problema da explosa˜o
do espac¸o de estados dos procedimentos de modelagem e s´ıntese de supervisores fica reduzido.
No entanto, ha´ a necessidade de verificar a existeˆncia de conflito entre esses supervisores.
Outra possibilidade consiste em obter supervisores na˜o-conflitantes por construc¸a˜o. Neste
caso, a condic¸a˜o de ser na˜o-conflitante e´ colocada como condic¸a˜o durante o procedimento
de obtenc¸a˜o dos supervisores. Este na˜o e´ o enfoque dado ao problema nesta tese. Uma
outra possibilidade e´ modelar os subsistemas utilizando linguagens prefixo-fechadas. Esta
abordagem tambe´m na˜o e´ adequada para modelar os sistemas reais, pois ao inve´s de tratar
o problema do conflito, mascara a sua existeˆncia.
Nesta tese, analisa-se o problema do conflito sob o enfoque de que ha´ diversos supervisores.
Portanto, o conflito pode existir. Para lidar com o problema, deve-se ser capaz de detectar
sua existeˆncia de forma eficiente. Uma vez detectado, o conflito deve ser tratado, seja atrave´s
do uso de coordenadores, seja atrave´s de uma mudanc¸a no procedimento de s´ıntese utilizado.
O ponto abordado nesta tese e´ a detecc¸a˜o eficiente do conflito.
A verificac¸a˜o da existeˆncia de conflito pode ser realizada atrave´s de um teste onde todos
os supervisores sa˜o compostos. Se o autoˆmato obtido (representando a linguagem do sistema
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global sob controle) for bloqueante, tem-se que os supervisores sa˜o conflitantes. Sabe-se que o
nu´mero de estados do autoˆmato resultante do teste e´ exponencial no nu´mero de componentes,
no pior caso. Desta forma, este teste torna-se invia´vel para sistemas de grande porte.
Sendo a existeˆncia do conflito uma caracter´ıstica global do sistema, na˜o ha´ como decom-
por o teste em testes menores a serem aplicados sobre subconjuntos dos supervisores. A
soluc¸a˜o vislumbrada foi, portanto, obter abstrac¸o˜es dos supervisores e aplicar o teste sobre
tais abstrac¸o˜es. O desafio tornou-se a obtenc¸a˜o de abstrac¸o˜es tais que: i as propriedades
relacionadas ao conflito fossem mantidas e a informac¸a˜o irrelevante fosse descartada; ii as
abstrac¸o˜es tivessem espac¸o de estados menor que o supervisor, de forma a obter reduc¸a˜o na
verificac¸a˜o da propriedade.
Para tanto, haveria de se determinar qual o conjunto de eventos a ser considerado de
forma a obter a abstrac¸a˜o com tais caracter´ısticas. O estudo de va´rios exemplos indicou que,
em geral, os eventos na˜o-compartilhados por nenhum par de supervisores na˜o sa˜o relevantes
para o conflito, ou seja, podem ser apagados da linguagem. Esta suspeita foi formalizada e
demonstrada no Cap´ıtulo 5. Todos os resultados sa˜o apresentados para o caso simples, em que
se tem apenas 2 supervisores e em seguida estendidos para o caso de mu´ltiplos supervisores.
O primeiro resultado da tese, apresentado no Cap´ıtulo 5, consiste em um novo teste de
na˜o-conflito, aplicado sobre abstrac¸o˜es dos supervisores e cujo resultado e´ o mesmo do teste
aplicado sobre os supervisores originais (Teoremas 5.3.1 e 5.3.3). Ale´m disso, ha´ garantias
que o teste sobre as abstrac¸o˜es na˜o tera´ nunca espac¸o de estados maior que o teste original
(Teoremas 5.3.2 e 5.3.4). Apresenta-se ainda um procedimento, chamado de W-soluc¸a˜o,
para aplicac¸a˜o dos resultados deste cap´ıtulo. Neste procedimento, define-se o conjunto de
eventos relevantes como sendo composto de todos os eventos compartilhados por qualquer
par de supervisores. Este conjunto e´, enta˜o, estendido de tal forma que se obtenham OP-
abstrac¸o˜es pela projec¸a˜o da linguagem implementada neste conjunto de eventos relevantes.
As linguagens testadas neste cap´ıtulo sa˜o referidas como sendo as linguagens implemen-
tadas pelos supervisores. No entanto, as propriedades das abstrac¸o˜es na˜o teˆm relac¸a˜o com
a forma de obtenc¸a˜o das linguagens. Portanto, os resultados do Cap´ıtulo 5 sa˜o aplica´veis
a qualquer conjunto de linguagens a partir do qual se queira detectar conflito, sejam elas
implementadas por supervisores ou na˜o.
Ao se estabelecer que as linguagens testadas sa˜o aquelas implementadas por supervisores
pode-se comec¸ar a analisar aspectos estruturais destas linguagens. Se os supervisores sa˜o
obtidos pela abordagem modular local (revista no Cap´ıtulo 4) sabe-se que a representac¸a˜o
do sistema e´ realizada de tal forma que suas subplantas sa˜o ass´ıncronas (representac¸a˜o por
sistema produto). Se o supervisor e´ obtido pelo ca´lculo do Sup C, enta˜o sabe-se que ele
implementa uma sublinguagem da linguagem da planta.
Quando um evento e´ compartilhado por um par de supervisores, significa que a planta
que o conte´m e´ compartilhada por aquele par de supervisores. Percebeu-se, no entanto, que
o fato de um evento ser compartilhado por mais de um supervisor na˜o implica, necessaria-
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mente, que ele e´ relevante para o conflito. Isso ocorre quando o evento na˜o e´ desabilitado
por nenhum dos supervisores, significando que sempre que o evento e´ poss´ıvel na planta, ele
tambe´m e´ poss´ıvel no sistema controlado, se os supervisores implementarem os comporta-
mentos expressos nas especificac¸o˜es. Ale´m disso, tal evento na˜o deve definir a desabilitac¸a˜o
de nenhum outro evento, ou seja, ele na˜o deve indicar que depois de sua ocorreˆncia, um outro
evento e´ desabilitado. Os eventos que na˜o aparecem nas especificac¸o˜es gene´ricas (caso sejam
controla´veis) sa˜o aqueles que ale´m de na˜o serem desabilitados pelos supervisores, na˜o definem
a desabilitac¸a˜o de nenhum outro evento. Para o caso de especificac¸o˜es na˜o-controla´veis, deve-
se obter uma especificac¸a˜o controla´vel fict´ıcia, como sera´ mencionado adiante. Dessa forma,
um evento pode ser compartilhado e na˜o ser necessa´rio para caracterizar a existeˆncia de
conflito, podendo portanto ser apagado nas abstrac¸o˜es. Explorando estas condic¸o˜es estrutu-
rais dos supervisores apresentou-se, no Cap´ıtulo 6, outro conjunto de condic¸o˜es suficientes
para as abstrac¸o˜es para que o teste de na˜o-conflito possa ser aplicado sobre o mesmo. Estas
contribuic¸o˜es foram formalizadas nos Teoremas 6.3.1 e 6.3.2, apresentados no Cap´ıtulo 6.
Ainda neste cap´ıtulo, apresentam-se dois procedimentos para utilizac¸a˜o dos resultados
apresentados. No primeiro procedimento, apresenta-se a T-soluc¸a˜o, que consiste em obter
abstrac¸o˜es a partir de um conjunto de eventos relevantes composto por todos os eventos
presentes nas especificac¸o˜es gene´ricas (que devem ser controla´veis) do sistema de controle.
Se estas especificac¸o˜es na˜o forem controla´veis, devem-se obter especificac¸o˜es fict´ıcias (dadas
pela aplicac¸a˜o de rotinas de reduc¸a˜o de supervisores, por exemplo) de forma a determinar
os eventos relevantes. A partir do conjunto de eventos relevantes, sa˜o obtidas OP-abstrac¸o˜es
pela extensa˜o, se necessa´rio, deste conjunto. As duas soluc¸o˜es podem ser combinadas, gerando
a W ◦T-soluc¸a˜o. Nesta soluc¸a˜o, utiliza-se uma combinac¸a˜o das duas soluc¸o˜es previamente
apresentadas, onde primeiro aplica-se a T-soluc¸a˜o e em seguida a W-soluc¸a˜o e´ aplicada
sobre o conjunto de abstrac¸o˜es obtido pela primeira parte do procedimento.
Em geral, os treˆs procedimentos apresentados sa˜o incompara´veis, ou seja, na˜o ha´ um
me´todo que gere abstrac¸o˜es menores sempre, sendo que essa comparac¸a˜o depende do sistema.
No entanto e´ fato que: (1) a W-soluc¸a˜o pode gerar abstrac¸o˜es menores que a T-soluc¸a˜o e
aW ◦T-soluc¸a˜o; (2) a T-soluc¸a˜o e aW ◦T-soluc¸a˜o podem gerar abstrac¸o˜es menores que
a W-soluc¸a˜o; (3) a W ◦T-soluc¸a˜o nunca gera abstrac¸o˜es maiores que a T-soluc¸a˜o.
Pode-se perceber que a propriedade do observador e´ utilizada nos dois conjuntos de resul-
tados (apresentados no Cap´ıtulo 5 e Cap´ıtulo 6), ou seja, que esta propriedade das abstrac¸o˜es
e´ utilizada indepedentemente de se utilizarem as condic¸o˜es estruturais ou na˜o. Em visita ao
grupo do Professor Knut A˚kesson, da Chalmers University of Technology na cidade de Gotem-
burgo, na Sue´cia, realizaram-se discusso˜es com os pesquisadores Hugo Flordal (doutorando
do grupo) e Robi Malik (Professor da University of Waikato- Waikato - Nova Zelaˆndia), que
tambe´m visitava o grupo no mesmo per´ıodo. Estes pesquisadores possuem resultados para
detecc¸a˜o eficiente de conflito entre linguagens, usando o formalismo de a´lgebra de proces-
sos. O objetivo desta visita foi discutir a relac¸a˜o entre os conceitos utilizados por cada um,
para obtenc¸a˜o dos resultados na detecc¸a˜o do conflito. Entre os resultados desta discussa˜o,
destaca-se a conclusa˜o de que a propriedade do observador e´ a propriedade que gera a melhor
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abstrac¸a˜o poss´ıvel que permite concluir sobre a existeˆncia de conflitos (usando abstrac¸o˜es
obtidas pela aplicac¸a˜o da projec¸a˜o natural).
A verificac¸a˜o da propriedade do observador e´ realizada inu´meras vezes durante os pro-
cedimentos apresentados na tese, ate´ que se consiga obter OP-abstrac¸o˜es. A obtenc¸a˜o de
uma projec¸a˜o que na˜o possua a propriedade do observador pode ter, em geral, complexidade
exponencial [Wong, 1998]. Enta˜o, torna-se interessante evitar o ca´lculo da projec¸a˜o a menos
que se saiba que tal projec¸a˜o sera´ uma OP-abstrac¸a˜o. Ha´ alguns procedimentos para obtenc¸a˜o
de projec¸o˜es com a propriedade do observador, mas nenhum deles esta´ implementado nas
ferramentas de controle superviso´rio dispon´ıveis. Tendo-se tomado conhecimento de uma
estrutura em a´rvore, chamada de verificador de diagnosticabilidade [Yoo e Lafortune, 2002a],
percebeu-se que a ide´ia ba´sica utilizada neste verificador poderia ser tambe´m aplicada para
verificac¸a˜o da propriedade do observador. A ide´ia principal consiste em monitorar cadeias de
mesma projec¸a˜o pela evoluc¸a˜o dessincronizada atrave´s de eventos na˜o-observa´veis, avaliando,
em paralelo, a ocorreˆncia de faltas no sistema. Essa ide´ia foi adaptada e um verificador da
propriedade do observador, chamado de OP-verificador, foi obtido e e´ apresentado no Cap´ıtulo
7. O OP-verificador constro´i um autoˆmato que possui o estado Dead alcanc¸a´vel, no caso em
que a propriedade do observador e´ violada. Se este estado e´ alcanc¸ado, o algoritmo pa´ra
a execuc¸a˜o e retorna falha na verificac¸a˜o da propriedade. Este algoritmo e´ apresentado e
demonstrado correto no Cap´ıtulo 7. Exemplos ilustrativos de sua aplicac¸a˜o sa˜o apresentados.
Apesar do algoritmo na˜o ter sido efetivamente implementado na ferramenta Grail para
Controle Superviso´rio, desenvolvida pelo grupo do Professor Jose´ Cury, ha´ a expectativa de
que essa implementac¸a˜o se concretize.
Um passo na direc¸a˜o da efetiva aplicac¸a˜o de te´cnicas formais a problemas reais foi dado
com este trabalho. No entanto, muitas questo˜es permanecem em aberto. A seguir sa˜o elen-
cadas algumas delas, levantadas no desenvolvimento da tese.
Uma vez detectada a existeˆncia de conflito, deve-se ser capaz de resolveˆ-lo. A resoluc¸a˜o
do conflito e´ realizada sobre o sistema global, ou seja, na˜o ha´ o conhecimento da localizac¸a˜o
do conflito de forma a trata´-lo localmente. Acredita-se que e´ poss´ıvel obter resultados neste
sentido, pelo uso da abordagem multitarefa. Esta abordagem permite diferenciar classes de
tarefas e introduz duas gradac¸o˜es de na˜o-conflito, o na˜o-conflito fraco e o na˜o-conflito forte.
A introduc¸a˜o destes novos conceitos permite analisar aspectos do conflito entre linguagens
ainda na˜o explorados. Acredita-se que o desenvolvimento de pesquisas nesta a´rea significa
mais um passo na direc¸a˜o de tornar a teoria do controle superviso´rio via´vel para aplicac¸a˜o
em sistemas reais, pois sera´ poss´ıvel tomar medidas locais para soluc¸a˜o do conflito.
Especificamente sobre os resultados obtidos, algumas sugesto˜es de continuidade do tra-
balho sa˜o discutidas.
i. A renomeac¸a˜o de ocorreˆncias de eventos locais (na˜o compartilhados entre supervisores)
que estejam violando a propriedade do observador pode ser utilizada. Para tanto, deve-
se ser capaz de identificar tais eventos e em seguida renomea´-los de tal forma que estas
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ocorreˆncias sejam mantidas nas abstrac¸o˜es enquanto as ocorreˆncia do evento que na˜o
violam a propriedade podem ser apagadas no procedimento de projec¸a˜o. Esta extensa˜o
trara´ reduc¸o˜es ainda maiores para o procedimento de verificac¸a˜o de na˜o-conflito.
ii. Acredita-se ser poss´ıvel obter outros conjuntos de eventos relevantes de forma a obter
abstrac¸o˜es com as caracter´ısticas desejadas para detecc¸a˜o do conflito atrave´s da com-
binac¸a˜o dos dois conjuntos de eventos relevantes apresentados na tese.
iii. Na abordagem multitarefa deve-se verificar a existeˆncia de conflito (forte e fraco) entre
os supervisores. Os resultados apresentados nesta tese podem, portanto, ser estendidos
para tratar destas duas classes de conflito. Para tanto, deve-se redefinir a propriedade
do observador para o caso de se ter mu´ltiplas tarefas e adequar as demonstrac¸o˜es para
esta nova realidade.
iv. O procedimento de obtenc¸a˜o de OP-abstrac¸o˜es passa pela extensa˜o do conjunto de
eventos relevantes de forma a garantir a propriedade do observador na projec¸a˜o. A
forma como esta extensa˜o do conjunto de eventos e´ feita, e´ baseada em heur´ısticas.
Acredita-se ser poss´ıvel obter um me´todo que indique caminhos para esta extensa˜o.
Todas estas questo˜es ficam em aberto, para pesquisa futura.
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