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This thesis consists of two essays on corporate distress risk.
The first essay aims to reconcile and shed new light on the “distress premium puz-
zle” by employing a carefully refined measure that captures company distress levels
more accurately. It is found that liquidity, proxied by a trading noise parameter, can dis-
tort asset pricing results through distress risk estimation, and that the existing academic
debate between Vassalou and Xing (2004) and Da and Gao (2010) is somewhat artifi-
cial, being largely driven by the use of inaccurate distance-to-default measures. When
our new liability-and-liquidity adjusted measure is used, a clearer picture of distress
premium emerges. Our results, based on (i) raw and risk-adjusted portfolio returns, (ii)
characteristic sorted portfolio returns, and (iii) cross-sectional regression of individual
stock returns, in fact suggest conclusively that financially distressed stocks do realize
higher returns, and that this relationship cannot be simply dismissed by any short-term
return reversal effect or other firm characteristics. The higher returns associated with
financially distressed stocks are in fact absolute, when stocks are held for a period of
one year. They remain significant when stocks are held over a shorter time frame, but
the impact is channeled through cross-effect with other stock characteristics.
The second essay provides empirical evidence of the impact of trading noise on
default risk estimation. Using a large sample of 12,877 US stocks from Nov 1991 to Dec
2014, it is found that adjusting for trading noise has material impact on firms’ distance-
to-default (DTD) estimation, in terms of both magnitude and relative ranking among
firms. More specifically, ignoring trading noise will lead to 9% downward bias in DTD
estimation on average; such bias also distorts firms’ default risk ranking and deteriorates
its prediction accuracy. When calibrating trading-noise-adjusted DTD in reduced-form
models along with other variables, the resulting default probabilities are shown to be
more powerful in forecasting corporate default events, especially for illiquid firms.
Keywords: Distress risk; Distance-to-default; Probability of default; Asset pricing
tests; Liquidity; Trading noise
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Chapter 1
Liquidity, Distress Risk and Asset
Pricing Implications
1.1 Introduction
Rational asset pricing theory states that assets with a higher degree of risk should be
accompanied by a higher level of expected return. This risk–return trade-off is a funda-
mental principle underlying the conceptual framework of asset pricing in efficient mar-
kets. Specifically, financially distressed1assets are more likely to default on payments
or restructure debt during periods of economic slowdown when the marginal utility of
the representative investor is high; therefore higher premia are also expected.
In stark contrast to this intuition, however, existing empirical studies have gener-
ated substantial controversy about the cross-sectional pattern of a firm’s financial dis-
tress level and its stock returns. In fact, a significant number of academic studies have
identified a negative relationship between credit risks and returns, this being known as
the “distress risk puzzle” (Dichev (1998), Griffin and Lemmon (2002), and Campbell,
et al (2008), among others). By comparison, those few studies that support a posi-
tive relationship have been substantially criticized. For example, rather than relying on
credit ratings or reduced form default risk measures,2 Vassalou and Xing (2004) calcu-
1In this paper, we use the terms “default” and “financial distress” interchangeably. Although default
risk usually refers to the likelihood that a firm is not able to pay the interest or principal on its debt
obligations, we consider modified terms and restructure of debt as a default event. In this sense, default
risk is quite similar to financial distress, which may result in missed payments, debt restructuring, and
ultimately, bankruptcy filings.
2Dichev (1998) uses Altman’s Z-score and Ohlson’s O-score to measure financial distress and con-
cludes that bankruptcy risk is not rewarded by higher returns. Griffin and Lemmon (2002) also apply
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late firms’ distance-to-default (DTD) based on the Merton’s (1974) structural credit risk
model, and find a positive relationship between default risk and returns. The size and
B/M effects are essentially compensations for the high default risk. But these results
have been challenged by Da and Gao (2010), who attribute Vassalou and Xing’s posi-
tive distress premium to a short term reversal effect arising from liquidity shock. They
find that the positive relationship between credit risk and returns in fact disappears in
the second month of portfolio formation.3
In this study, we attempt to better understand and potentially resolve this anoma-
lous relationship through the use of a new liquidity-and-liability adjusted distress risk
measure. This was first proposed by the author in Chapter 2 of this thesis and has been
shown to be more powerful than available alternative measures in predicting corporate
default. We show that the existing divergence in the literature is largely attributed to
microstructure biases and the fact that previous studies have ignored “other liabilities”
in measuring distress risk. Once these ‘noisy’ components are filtered out and liabil-
ity is considered appropriately, a positive relationship between distress risk and stock
return emerges. Hence, the level of a stock’s liquidity affects its returns both directly
(through the illiquidity premium) and indirectly (through the liquidity-adjusted distress
measure). We have undertaken substantial tests to ascertain the robust nature of our
findings, which we recognize are of considerable significance to what has been a highly
contested academic debate. Our result is robust across holding periods, alternative dis-
tress risk models, and also remains true both when using in-sample estimates of default
probabilities and out-of-sample estimates. We also identify the conditions that give rise
to the positive relationship between credit risk and returns, enabling us to understand
the mechanism underneath the default risk premium.
At the time of writing, this is the only study that provides comprehensive and con-
clusive evidence, based on United States data, to resolve the “distress risk puzzle”.
Ohlson’s O-score and shows that this pattern is stronger for firms with low book-to-market ratios (growth
firms). Campbell, et al (2008) apply a logistic model of default and find that financially distressed firms
have low average returns, and the anomaly is stronger for stocks that are expensive for institutional in-
vestors to arbitrage. Avramov, et al (2009) who use credit ratings also show evidence that low credit risk
firms realize higher returns than high credit risk firms.
3More literature in this debate: Garlappi, Shu and Yan (2008), Avramov, Chordia, Jostova and Philipov
(2009), Chava and Purnanandam (2010), George and Hwang (2010), Avramov, Chordia, Jostova and
Philipov (2007, 2010), Garlappi and Yan (2011), Anginer and Yıldızhan (2012), Conrad, Kapadia and Xing
(2012), Friewald, Wagner and Zechner (2012), Hackbarth, Haselmann and Schoenherr (2012), Favara,
Schroth and Valta (2012), Aretz, Florackis and Kostakis (2013)
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While the importance of liquidity in determining the cross sectional variation of stock
returns has been well documented,4 we are the first to show that liquidity also plays
an indirect role in asset pricing. Furthermore, our trading noise parameter captures an-
other dimension of equity liquidity that commonly applied liquidity measures do not
encompass. By comparison, bid-ask spread mainly captures transaction cost and im-
plicit costs, whereas Amihud’s (2002) illiquidity is shown to perform well largely in
measuring price impact (Goyenko, et al 2009). The liquidity measure proposed by Pas-
tor and Stambaugh (2003), on the other hand, is also limited insofar as it is strongly
related to volume-related return reversals. The illiquidity measure adopted for our anal-
ysis utilizes the idea that arbitrageurs can eliminate pricing errors of liquid stocks more
efficiently than pricing errors of illiquid stocks, resulting in lower levels of price devia-
tion, i.e., lower levels of “noise”.
There is an intuitive reason to believe that liquidity proxied by trading noise can
have asset pricing implications through distress risk measures. Consider two identical
firms, A and B. Suppose that the only difference is that firm A is illiquid and its closing
equity prices fluctuate substantially. To estimate the comparative distress risk of the two
firms, we use available stock price data to compute volatility.5 This is necessary because
we cannot isolate the price movement due to noise. But the noisy input associated with
illiquid firm A will bias its distress risk estimation, even though by construction A and
B have identical distress risk. Without properly accounting for trading noise, one in
effect treats the noisy movement in equity prices as part of the true volatility and the
estimated volatility will, as a result, be higher. A higher volatility can be associated
with high risk (such as distress risk), and it usually leads to higher returns. Thus, unless
we are able to filter out the noisy component from the observations, the relationship
between distress risk and stock returns can be distorted by liquidity induced bias as
reflected in the distress risk measures. The impact and direction of such bias on asset
pricing tests are not clear and has not been studied in the literature; this is precisely the
focus of our study.
4See Amihud and Mendelson (1986, 1989), Brennan and Subrahmanyam (1996), Amihud, et al (1997),
Eleswarapu (1997), Brennan, et al (1998), Easley, et al (2002), Pastor and Stambaugh (2003), Acharya and
Pedersen (2005), Sadka (2006) and Watanabe and Watanabe (2008).
5Here volatility is a general term and its exact definition depends on the credit risk model used. For
structural model in Merton (1974), it refers to asset volatility; whereas in reduced-form models, it refers to
the idiosyncratic volatility first proposed in Shumway (2001).
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We find that the expected return on the portfolio with the highest level of distress
risk, measured by liquidity-adjusted DTD (10 different portfolios are considered in this
analysis), is significantly greater than that with the lowest distress risk. This pattern per-
sists even after we adjust portfolio returns according to size, value and momentum fac-
tor loadings. In accordance with the findings of Campbell, et al (2008) and Chava and
Purnanandam (2010), portfolios containing the riskiest stocks command much higher
market, SMB and HML betas than those with the lowest quantities of distressed assets.
Although return reversal exists in the first month after portfolio formation, financial
distress still plays an important role in cross-sectional return variation. Positive distress
risk premium exists, moreover, and is significant, especially when the stock is either
illiquid, small or has high B/M ratio. Yet financial distress is not merely a proxy for
size or illiquidity, and is a strong explanatory variable by itself when the holding pe-
riod is 1 year. In addition, we apply two reduced-form models, the forward-intensity
approach (Duan, et al (2012)) and the dynamic logistic model (Campbell, et al (2008)),
with liquidity-adjusted DTD as one of the predicting variables, and find similar results.
We also show that these conclusions do not remain when the distress risk measure is
not liquidity-adjusted. Overall, our findings highlight the important role of liquidity in
stock returns through its impact on distress measures.
Our motivation to consider the impact of financial distress using DTD is based on
the research of Vassalou and Xing (2004) and also of Da and Gao (2010). These stud-
ies made use of Merton’s (1974) structural credit risk model to calculate likelihood
of default and to assess its effect on stock returns. Merton’s model assumes that the
market value of a firm’s underlying assets follows a geometric Brownian motion, with
instantaneous drift and volatility. Since time series of asset values are not observable,
estimating the volatility parameter and distance-to-default becomes a challenge. Vassa-
lou and Xing dealt with this difficulty by adopting the KMV iterative procedure, which
is described in Crosbie and Bohn (2003). Various other methods have been proposed
to compute asset volatility as well.6 However, in each case, the market value of the
underlying equities involved is an essential input. Market prices, though, can be con-
6Other methods include the market value proxy method used in Brockman and Turtle (2003), Eom,
Helwege and Huang (2004); the volatility restriction method proposed by Jones, Mason and Rosenfeld
(1984) and Ronn and Verma (1986); and the transformed-data maximum likelihood method by Duan
(1994, 2000).
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taminated by trading noise. Prior implementations of Merton’s model often abstract
away from market microstructure effects and implicitly assume that the observed eq-
uity prices reflect “fair” value. Yet while the actual transactions are indeed the best
source of information of a security’s price, a more realistic assumption would, in addi-
tion, capture the possibility that prices also move in response to the process of trading
itself due to various market frictions. Da and Gao (2010) also highlight the importance
of accounting for liquidity shocks in the empirical examination of default risk, espe-
cially when the default risk measure is computed directly using the market price of a
stock. Indeed, in Chapter 2, market microstructure effect has been incorporated into
DTD estimation to show that liquidity adjusted DTD will improve the predictive power
of both structural and reduced form default models.
Equipped with a more powerful distress risk measure, it is natural to ask how does
liquidity adjusted DTD affect asset pricing implications. Yet liquidity induced trading
noise is not the mere consideration in constructing DTD, we also show that it is im-
portant to adjust for the “other liability” component as proposed in Duan, et al (2012).
This is especially relevant because the studies by Vassalou and Xing (2004), Da and
Gao (2010) and Campbell, et al (2008) include financial firms, which typically have a
relatively large component in “other liabilities”.
We carry out our analysis in three steps. First, we conduct a univariate sort on
three DTD measures: DTD implemented as in Vassalou and Xing (2004), DTDliab
proposed in Duan, et al (2012), and DTDliab&liq proposed in Chapter 2. By comparing
the portfolio average returns from the three different measures, we show how results
will be biased through use of DTD and DTDliab. The Fama-French-Carhart (FFC)
four factor adjusted portfolio alphas are also presented to show that our basic results
do not change qualitatively. Second, we perform a sequential bivariate sort in order
to understand the relationship between distress effect and other firm characteristics,
including size, book-to-market ratio, liquidity level, and past return. Our outcomes are
consistent with the findings of Chan and Chen (1991), Fama and French (1996), and
Vassalou and Xing (2004), in that the effects of small company size and high B/M on
return are largely associated with high default risk, and as such are strongest among
the highest default risk portfolios.7 In addition, we also show that illiquid portfolios
7The literature has recognized the role of default risk in explaining some of the “anomalies” in the
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are generally associated with higher rates of return, especially when the distress risk is
also high. Recent losers, measured from the average return 1 month prior to portfolio
formation, see much higher return than recent winners across almost all distress risk
deciles.
Finally, we perform cross-sectional regression tests at individual stock level to fur-
ther examine the relationship between distress risk and stock returns. We find that the
level of distress risk is generally positively related to the scale of returns, but that this is
contingent on other stock characteristics, such as liquidity, size and B/M. Specifically,
when the holding period for an individual stock is relatively short (i.e. six months or
less), distressed stocks only earn a higher premium when they are also illiquid, small or
have a high B/M ratio. But among stocks held for at least one year, distressed stocks,
irrespective of other characteristics, are able to generate higher return. It should be
noted that, in our study of portfolio returns and cross-sectional relationships, we report
results across different holding periods from 1 month to 1 year. This is to address the
discrepancy between the various methodologies that are defined in the literature. For
example, Vassalou and Xing (2004) test one month return, Garlappi, et al (2008) and
Da and Gao (2010) test second month return, whereas Campbell, et al (2008) rely on
one year return. Through incorporation of various different holding horizons in our
study, we have been able to reconcile the conflicting results that are documented in the
existing literature, and show that use of liquidity-adjusted distress risk measure has the
effect of aligning outcomes and removing problematic discrepancies.
The rest of the paper is organized as follows. Section 2 contains the body of our
analysis. It introduces trading noise as a measure of illiquidity and examines the key dis-
tress variables: DTD, DTDliab, DTDliab&liq. We then explore the relationship between
distress risk and future realized stock returns. This is achieved through consideration
of raw and risk-adjusted portfolio returns, characteristics sorted portfolio returns, and
by cross-sectional regression of individual returns. In Section 3, we test the robustness
cross section of stock returns. Chan, Chen, and Hsieh (1985) and Chen, Roll, and Ross (1986) show that
a default factor constructed as the difference between high and low grade bond return can explain the
size effect and therefore the cross section of stock returns. Chan and Chen (1991) argues that the size
premium is primarily driven by “marginal firms” that are high levered or have cash flow problems. Fama
and French (1992) links the B/M effect to distress risk. Fama and French (1996) suggest that, a firm’s
“relative distress” can act as a state variable affecting asset prices if distress events are correlated across
firms. More recently, Vassalou and Xing (2004) argue that the size effect is a default effect, and this is also
largely true for the B/M effect.
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of our findings using two reduced form probability of default measures. These are the
dynamic logistic regression, put forward by Campbell, et al (2008), and the forward-
intensity approach of Duan, et al (2012). Section 4 concludes.
1.2 Distress Risk and Stock Returns
1.2.1 A Brief Review of the Distance-to-Default (DTD) Measure
Our focus on the distress risk measure, distance-to-default (DTD), is motivated by the
structural approach pioneered by the work of Merton (1974). Merton applies Black and
Scholes (1973) option pricing formula to estimate the market value of debt. Under Mer-
ton’s Model, a firm’s underlying asset values V follow a geometric Brownian motion,




The model assumes a simple capital structure for the firm that is based on debt
plus equity, with a homogeneous class of debt in a zero-coupon form. Debt and equity
are viewed as contingent claims on the value of the firm, and debt has a claim priority
above that of equity. Default can only happen at the maturity of debt. The probability
of default is defined as the probability that the firm’s asset value falls below a measure
of liabilities, F . This is commonly referred to as the “default point”:
P(Vt) = P(VT < F) =Φ(
log FVt − (µ− 12σ2)(T − t)
σ
√
T − t ) (1.2)
where Φ is the cumulative distribution function of a standard normal distribution. The
above measure of default probabilities is referred to, by Vassalou and Xing (2004), as
the Default Likelihood Indicator (DLI). DTD is defined as the negative of the term
inside Φ, i.e.,
DTDt =
logVtF +(µ− 12σ2)(T − t)
σ
√
T − t (1.3)
DTDt measures the number of standard deviations that the asset value is away from
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default point. It is a better variable for assessing default risk than any simple financial
leverage ratio, because it incorporates a firm’s business risk as measured by volatility
of asset growth. DTD is a useful measure for assessing credit risk and has been applied
intelligently not only by academic researchers but also by industry practitioners. Indeed,
the prominence of DTD is partly due to its successful commercial implementation by
Moody’s KMV. The Moody’s KMV approach has been said to revive the practical usage
of structural models by implementing a particular example of this approach called the
Vasicek-Kealhofer (VK) model.8
To compute DTD in equation 1.3, we follow Vassalou and Xing (2004) in setting
time to maturity T − t as 1 year and adopting an iterative procedure to calculate σ and
µ . The initial value for σ is defined as the volatility of equity prices for the past 12
months. Using the Black-Scholes call option pricing formula, and for each trading day
of past 12 months, we compute the asset value V using observed equity value. Then σ
can be calculated as the standard deviation of those computedV , which in turn serves as
the asset volatility for the next iteration. The above procedure is repeated until the two
consecutive values of σ are within a tolerance level of 10E-4. Once this convergence
has been achieved, we can back out V and compute the drift parameter as the annual
change in the log(V ).
Under the KMV implementation, the default point F , is proxied as being the sum
of the value of short-term debt and one half of the long-term debt.
F = short_term debt+0.5× long_term debt (1.4)
However, this proxy is not meant for firms in the financial services sector as it ig-
nores other liabilities, which are usually quite large. For example, as of December 2011,
the multinational banking and financial services company Barclays had short-term debt
of 255 billion GBP and long-term debt of 172 billion GBP. But these were dwarfed
by the company’s other liabilities, which were valued at 1,004 billion GBP (Duan and
Wang, 2012). Ignoring other liabilities in the computation of default point, or of face
value of debt at maturity, will therefore definitely bias the DTD estimate, especially in
8Subsequent studies in the structural framework include Black and Cox (1976), Geske (1977),
Longstaff and Schwartz (1995), Leland and Toft (1996), Collin-Dufresne and Goldstein (2001), among
others.
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the case of financial firms. In order to obtain reasonable parameter estimates for both
financial firms and those operating outside of the financial sector, Duan, et al (2012)
propose to add a fraction of other liabilities to the default point F using the following
specification, which we also follow.
Fliab = short_term debt+0.5× long_term debt+ ς ×other liabilities (1.5)
The parameter ς is taken from the NUS Risk Management Institute (RMI) Credit
Research Initiative (CRI) database, where ς is estimated by a 2 stage procedure. At
the first stage, individual ς is estimated along with µ and σ . Then, and its sector
(financial or non-financial) average value is used in the second-stage re-estimation of
µ and σ for firms in the same sector. In practice, it is well known in the econometrics
literature that the drift parameter, µ , cannot be estimated with good precision due to the
nature of diffusion models.9 To reduce the undesirable noise caused by sampling errors,
therefore, an alternative form, also discussed by Duan, et al (2012), is applied and we





T − t (1.6)
We obtain the model input data for the U.S. economy from the CRI database because
it provides a comprehensive corporate default database. CRI is a non-profit undertaking
that releases daily updated PD forecasts for over 60,000 listed firms in over 110 coun-
tries/economies around the world.10 For trading noise and the DTD calculation, the
input variables for each firm-month are (with Bloomberg fields given provided): cur-
rent liabilities (BS_CUR_LIAB); long term borrowings (BS_LT_BORROW); total lia-
bilities (BS_TOT_LIAB2); total assets (BS_TOT_ASSET); daily market capitalization
based on closing prices (CUR_MKT_CAP) for previous 1 year; and 1-year US Trea-
sury constant maturity rate. The face value of debt is then approximated using either
equation 1.4 for DTD or 1.5 for DTDliab. We start DTD calculation only when we have
9This is because data sampled frequently is more informative about volatility than drift. To see this, in
equation 1.1, µ is multiplied by dt, which is very small (for daily frequency in one year, dt = 1/250 =
0.004), but σ is multiplied by
√
dt, which is larger (here
√
dt = 0.063)
10see NUS-RMI CRI website http://rmicri.org/cms/about/cri/
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a minimum of 250 days of valid observations for market capitalization. Our distress
measures are then merged with information from the CRSP stock file using PERMNO
for the prices and return data. We follow Campbell, et al (2008) in the treatment of
delisting returns. Observations with negative B/M are excluded from our sample. The
final sample contains 11,478 unique U.S. listed and delisted companies and 954,379
firm-month observations over the period between November 1991 and December 2014.
Table 1.1 presents summary statistics of key variables studied in this paper. All vari-
ables are winsorized by making use of a cap at the 99th percentile value together with a
floor at the 1st percentile value, minimizing the impact of outliers on our analysis.
From Table 1.1, we see that standard deviations for DTD and DTDliab are 6.32
and 2.68 respectively. The mean value of DTD (7.53) is much higher than that of
DTDliab (4.10). These differences are due to sampling errors in estimated µ and the fact
that “other liabilities” are ignored when calculating DTD. Table 1.2 presents equally
weighted portfolio returns over the next month when stocks are sorted into ten deciles
according to DLI. In Panel A, DLI outcomes are computed using DTD, whereas in
Panel B, DLI is computed with DTDliab.
In Panel A, as is consistent with the findings of Vassalou and Xing (2004), we see
that portfolio return over the next month after portfolio formation for stocks with the
highest DLI is significantly higher (by 47 bps) than for the safest stocks. Outcomes
are also calculated for the second month after portfolio formation (Ret[1,2]), the half
year period after portfolio formation (Ret[1,6]), and the 1 year period (Ret[1,12]). We
exclude the first month in constructing six month and 1 year returns; this follows the
procedure, set out by Da and Gao (2010), which aims to minimize short term reversal
effect in the first month. Similar to their findings we observe that in the case of the
most distressed stocks, there are negative returns over the past 1 year, negative returns
over the past month, and positive but insignificant returns over the second month after
portfolio formation. Such results indicate that distressed stocks are recent losers and
that their positive premium disappears in the second month. Moreover, the smaller
magnitude of the second month return, compared to the first month return, for the most
distressed stocks seems to imply that the scale of the first month outcome is due to return
reversal by recent losers. When we adjust portfolio returns, according to the four-factor
Fama-French-Carhart (FFC) asset pricing model, there is no significant premium of
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high distressed stocks when holding period is less than 1 year (Table 1.3 Panel A).
However, in Table 1.2 Panel B, we see that using the liability-adjusted measure,
DTDliab, yields slightly different results. In particular, the second month portfolio re-
turn also becomes significant, meaning that there is a consistently positive premium for
the highest DLI portfolios over all time frames. These results remain true, moreover,
even using FFC 4 factor adjusted portfolio alphas. Having said this, there are short-
comings with DTDliab as well. Specifically, the distress risk premium that has been
identified appears rather high. In fact, stocks in the highest distress decile earn no less
than 126 bps more than otherwise similar stocks across the one month after portfolio
formation, with the FFC 4 factor adjusted alpha equivalent figure being as high as 137
bps! The reason for these striking outcomes is perhaps the liquidity premium that is
embedded in construction of our distress measure. As argued in the Introduction, illiq-
uid firms typically have equity prices that show high levels of noise, and asset volatility
will be biased upward by this characteristic. Increased volatility will, in turn, decrease
distance-to-default and therefore elevate DLI. Since illiquidity also has positive pre-
mium, it is unclear whether the high portfolio return among the most distressed firms is
truly due to default risk or due to illiquidity. In the next section, we utilize a liquidity-
adjusted distress measure and show that the positive relationship still persists even after
filtering out the noisy component in asset volatility.
1.2.2 Liquidity-adjusted Distance-to-Default
It has been widely recognized in the literature on market microstructure that microstruc-
ture noises can cause observed equity values to be different from their equilibrium val-
ues.11 However, it is only in recent years that researchers have started to factor in
market microstructure noises in credit risk models. The smoothed localized sequential
importance re-sampling (SL-SIR) particle filter-based MLE method, proposed by Duan
and Fulop (2009), for example, can estimate structural parameters in Merton’s (1974)
model while allowing for trading noises. This estimation method reflects the insight
of Hasbrouck (1993), who views actual transaction price as an implicit unobservable
11Readers can refer to Gottlieb and Kalay (1985), Harris (1990), Hasbrouck (1993) , Huang and Stoll
(1994), Madhavan, et al (1997), Aït-Sahalia, et al (2005a,b), Bandi and Russell (2008), Gloter and Jacod
(2001a,b) and Zhang (2011) for more studies on microstructure noises models and impact on sampling
frequency and volatility estimation. Papers that incorporate trading noises to credit risk models following
Duan and Fulop (2009) include Huang and Yu (2010) and Kwon (2012).
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efficient price and a pricing error, and that standard deviation of the pricing error is a
measure of market quality. Details about the SL-SIR scheme of Duan and Fulop (2009)
are shown in Chapter 2. This model has the advantage that the trading noise adjusted
asset volatility is estimated within the structural credit risk model, so that we are able
to extend to distress risk variables like DTD. We implement SL-SIR on a rolling basis
at monthly frequency. This means that, for each firm in each month, we have an esti-
mate for trading noise parameter. Of course, implementation of the SL-SIR scheme on
a large sample of 11,478 firms over 20 years is a practical challenge on any standalone
computer, so we run around 100 programs in parallel on the NUS High Performance
Computing Clusters.
Figure 1.1 plots the time series of Amihud, bid-ask spread and the trading noise
measure. The cross-sectional mean at each month end is used as the time series value
of trading noise. Monthly averages of daily mean values are calculated for Amihud
and bid-ask spread at each month end from November 1991 to December 2014. It
can been seen that trading noise measure (blue shaded area) has a time series pattern
similar to that of bid-ask spread (red dotted line), with Spearman correlation coefficient
of 0.68. The correlation is 0.62 between Amihud (black line) and trading noise. The
results imply that more liquid firms will in general have less microstructure noise, this
being consistent with existing literature. Aït-Sahalia and Yu (2008) provide evidence,
based on study of the high frequency market, that more liquid stocks in terms of their
financial characteristics have lower noise and a lower noise-to-signal ratio. However,
the three measures are different in capturing dimensions of market liquidity. It can
be seen that bid-ask spread is rather high in 1990s and shows a declining trend until
it reaches a peak in 2009 during the recent financial crisis. This supports the view
that bid-ask spread mainly captures the transaction cost and implicit costs associated
with trading (Goyenko, et al 2009); recent advanced trading technologies, such as high-
frequency trading (HFT), have lowered transaction costs for investors. Amihud’s (2002)
illiquidity, on the other hand, does not display such a clear trend and seems to be quite
stable except during the recent financial crisis itself. Our trading noise measure also
has its peak around the crisis period of 2009. If the crisis period itself is ignored, we
see that the average level of market noise is much higher during the earlier period than
later on. As trading infrastructure improves over the recent decade, we observe more
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efficient pricing and lower levels of noise in the market.
Using the parameter estimates from the SL-SIR method, we proceed to calculate
the liquidity adjusted distress measure. Based on DTDliab, we use the liquidity-adjusted






T − t (1.7)
It is shown in Chapter 2 that this new measure, whether simply used alone or com-
bined into a reduced-form model, is able to produce more accurate default predictions,
especially for illiquid firms.
1.2.3 Raw and Risk-adjusted Portfolio Returns
Table 1.1 Panel B presents portfolio characteristics according to DTDliab&liq decile. It
is clear that, as is consistent with the existing literature, the most distressed stocks have
smaller market cap, higher B/M, lower stock prices, lower liquidity, and higher volatil-
ity than the safest stocks. These differences led us to study the interaction between
distress risk and other firm characteristics in asset pricing tests. The average values of
DTDliab&liq are higher than those for DTDliab across all deciles. This is intuitive, since
by removing the noisy part of observed equity value, the estimated asset volatility is
reduced thereby raising DTD. Chapter 2 also shows that the impact of the liquidity-
adjustment is not simply a parallel change in magnitude from DTDliab. Instead, and
the default prediction accuracy ratio, which is purely based on the relative ranking of
default measures, is higher for DTDliab&liq. Comparing with DTD, DTDliab&liq is less
volatile, and seems to largely preserve the portfolio average ranking by DTD. This also
implies that, other than portfolio returns, we should also examine individual returns in
order to see the differences of the two measures more clearly.
Table 1.2 and Table 1.3 Panel C present portfolio return and FFC 4 factor adjusted
alpha when we sort all stocks based on DLI calculated from DTDliab&liq. The portfo-
lio return across various holding periods is similar in pattern to that of Table 1.2 and
1.3 Panel B. We observe a significant positive distress premium for the most distressed
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stocks when these are compared to stocks that are similar in other aspects. As is consis-
tent with our prior conjecture that DTDliab may also capture the embedded illiquidity
premium, we see a decrease in stock returns among the riskiest stocks measured by
DTDliab&liq. Consequently the difference between returns for the most risky and least
risky portfolios is reduced, as is shown in lower High-Low portfolio returns across all
holding periods: 69 bps in the first month, 48 bps for the second month, 3.94% for half
year holding and 15.19% if for 1 year holding.
Interestingly, the second month return is consistently lower than that for the first
month across all measures. Combined with the existence of a negative past return for
the distressed stocks, this seems to suggest that return reversal may exist in the first
month and subsequently disappear in the second. Da and Gao (2010) go so far as to
argue in their study of default risk premium that any first month positive premium will
be purely due to reversal induced by liquidity shock, and that the second month return
is insignificant because there is virtually no distress risk premium present at that point.
However, the evidence in our study suggests that the conclusion of no observable con-
sistent positive premium in the second month is due to an improper distress measures
employed by Da and Gao (2010), and others. After “other liabilities” have been prop-
erly accounted for, we observe strong positive premium associated with riskier assets
regardless of holding period. Even after we factor in the liquidity component in our dis-
tress measure as recommended by Da and Gao (2010), the positive premium decreases
but remains significant. It should also be noted that Da and Gao (2010) show negative
High-Low portfolio returns/alphas for the 6 and 12 months holding periods. While we
document that they are still positive, the difference between theirs and ours is due to
different sample periods employed. Da and Gao’s (2010) sample was for the period be-
tween January 1971 and December 1999, whereas our sample was drawn from the more
recent period between November 1991 and December 2014. Chava and Purnanandam
(2010) show that there was a distress anomaly driven by a marked wave of unexpected
bankruptcies in the U.S. during the mid 1980s. By excluding this period, they have
been able to show the existence of a positive distress premium. Our (unreported) results
using 1971 - 1999 confirm this hypothesis as they wipe out the positive significance
in portfolio returns when sorting by DTD. However, it should also be recognized that
sample period alone does not change Da and Gao’s (2010) results much, as their second
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month return remains much lower regardless and indeed becomes insignificant. Only
when we adopt DTDliab&liq, consistent results are obtained across all periods.
To determine whether the market, size (SMB), value (HML), and momentum (UMD)
factors in the Fama-French-Carhart (FFC) asset pricing model can fully explain the pos-
itive premium of the distressed portfolio, we run a time series regression of portfolio
returns on the four factors for each decile of distress risk. Figure 1.2 presents the fac-
tor loadings (betas) of the decile portfolios sorted on the basis of DTD (dashed line),
DTDliab (solid line with marks) and DTDliab&liq (solid line). Portfolios containing the
most distressed stocks command much higher market, SMB and HML betas than port-
folios containing the least distressed ones. Our results are consistent with the intuition
that underpins the Garlappi and Yan (2011) model; that is, equity holders face risks that
are amplified by high levels of financial leverage, and therefore that the magnitude of the
size and book-to-market effect is stronger for more heavily levered firms. Similar find-
ings may also be identified in Griffin and Lemmon (2002), Vassalou and Xing (2004),
and Chen (2009). However, we also show that exposure to momentum (UMD) risk is
negative for the portfolio containing the most distressed stocks, supporting our position
that these stocks behave like recent losers. In absolute terms, first month portfolio return
has the highest momentum exposure, indicating that the reversal is strongest in the first
month. Comparing the betas derived using the three different distress measures, we can
see that the one derived from sorting by DTDliab&liq shows similar trends to those based
on the other two measures, except that the highest decile, in this case, sees greater expo-
sure to market, size and momentum factors and lower exposure to value factor. Overall,
our results highlight the interaction between distress risk and FFC 4 factors. Distressed
stocks have a high return partly due to their greater exposure to market, size and value
factors.
Finally, even after adjusting for market, SMB, HML and momentum factor premia,
we are still able to see positive alphas in the most distressed stocks, though the scale of
the premium is considerably reduced. Table 1.3 Panel C shows that the most distressed
stocks measured by DTDliab&liq have a 124 bps risk adjusted return in the first month,
comparing with 173 bps using raw return. The alpha of the spread strategy High-Low is
still significant for the 1 month and 1 year holding periods, but not as significant in the
second month return and 6 month holding period. Despite that, we do observe higher
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premium and increased robust t-statistics than when sorting by DTD. This also suggests
that univariate sorting may not be sufficient to explain the distress risk premium. There
may be interactions with other stock characteristics in which distress risk really plays a
role.
1.2.4 Bivariate Sort by Stock Characteristics and DLI
To understand the relationship between distress effect and other company characteris-
tics such as size, B/M, liquidity, and past return, we perform a sequential bivariate sort
on our sample. First, for each month of stock data, the stocks are sorted into 5 portfolios
on the basis of their past month’s DLI computed with DTDliab&liq. Then, within each
portfolio, stocks are sorted into five sub-groups, based on the relevant company liquid-
ity, size or B/M across the same previous month. Equally weighted percentage average
portfolio returns over this month are reported in Table 1.4. Interestingly, illiquid firms
are found to have higher returns only in relation to distressed stocks, and the return of
the spread strategy High-Low is 1.06%. In addition, we found evidence, consistent with
the research of Chan and Chen (1991), Fama and French (1996) and Vassalou and Xing
(2004), that size and B/M effect are largely default effect, in that they are strongest
among the highest default risk portfolios. The Small-Big portfolio and High-Low port-
folio generate 1.92% and 1.55% return, respectively, among the most distressed stocks.
Taking an alternative approach, we also consider whether distress risk premium is
contingent upon a series of firm characteristics. Our results are set out in Table 1.5.
By reversing the order of the bivariate sort, it is shown that a distress premium exists
only when the portfolio contains illiquid (108 bps difference across the spread strategy),
small (84 bps), or value (80 bps) stocks. Why would distress premium be contingent
upon stock characteristics? One explanation could be that investors require a higher
default premium only in the case of stocks that are already considered risky. They may
otherwise ignore the financial distress aspect when the firm is already very “safe” (when
measured by size, B/M and liquidity).
Finally, motivated by the work of Da and Gao (2010), who argue that positive alpha
in the first month is purely due to liquidity induced short term reversal subsequent to
past losses, we examine the interaction between distress effect and past returns. Ta-
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ble 1.6 Panel A sets out equal-weighted portfolio returns when sorted by DLI and past
month return. Panel B sets out returns sorted by past month return and DLI. We found
that recent losers, in terms of average return in the 1 month prior to portfolio formation,
see much higher future returns than recent winners regardless of distress risk decile.
But distress risk premium exists only among recent losers. This implies that the short
term reversal effect does exist and has an impact on subsequent one month stock per-
formance. However, it is not the sole reason why first month return is so high. After
controlling for the reversal effect, we still see a significant distress risk premium among
recent losers, with a High-Low strategy yielding 80 bps return. Overall, our results
are consistent with Da and Gao (2010) and Chava and Purnanandam (2010) in that
distressed stocks are found to be predominantly small stocks, value stocks and recent
losers. However, we also show that the positive distress premium is not purely driven
by such stock characteristics.
1.2.5 Cross-sectional Regressions of Stock Return and Distress Measures
The above analysis are based on portfolio sorting according to different stock character-
istics, but within one characteristic group, there is still dispersion for other characteris-
tics. In order to control for these simultaneously, a cross-sectional regression approach
at individual stock level is therefore adopted. If the high future stock returns are indeed
driven by distress risk that cannot be captured by other characteristics, then we would
expect the firm’s lagged DLI to be significant. The examination of individual stocks has
two advantages over a portfolio based approach. First, as noted by Lo and MacKinlay
(1990a), we can avoid the data-snooping biases that are usually inherent in portfolio
based approaches. Second, by avoiding reliance on any portfolio grouping procedure,
test statistics retain information that is embedded in individual securities. For each
holding period (first month/second month/half year/1 year), we run 4 sets of regressions
to test the relationship between DLI, liquidity (proxied by Amihud’s (2002) illiquidity
measure), the interaction of DLI with stock characteristics and stock returns. The first
model is where DLI is the only explanatory variable in explaining stock returns, and
the second model is where size and value effect are added into. In the third model, we
control for past month’s return in order to capture the short-term reversal effect, and
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the Amihud illiquidity to control for the illiquidity premium. The last model includes
everything in the above models. Following Vassalou and Xing (2004), we also test non-
linear relationships by squaring each characteristic before inclusion: DLI2, AMIHUD2,
SIZE2 and BM2. Stock characteristics are rendered orthogonal to DLI so their signifi-
cance, if any, will not be due to their correlation with DLI.
Regressions are run at monthly basis over our sample period, and the time series
average of parameter estimates are reported. The robust t-value is computed using the
Newey-West (1987) autocorrelation-adjusted standard error. We repeat the entire pro-
cess above for DTD (Table 1.7 Panel A) and DTDliab&liq (Table 1.7 Panel B), to show
that implications are different depending on the measure used. In Panel A, it is shown
that DLI is not consistently significant as a driver of future stock returns across the four
holding horizons. Taking each holding horizon in turn, the factors which explain first
month return are found to be past return, size, BM and the interaction of size and DLI.
None of the variables relating to DLI are able to explain the second month’s return.
DLI itself is positive and significant only for 6 months and longer holding period, but
the control for Amihud and past return rules out the significance in explaining the half
year return. However, when the 1 year returns of stocks are considered, we see that past
return, DLI, Amihud, size, size∗DLI, and BM are all significant variables. Our overall
results, using DTD, are consistent with the findings of Da and Gao (2010) and sup-
port their hypothesis relating to the importance of short term reversal. It is found that
DLI was incapable of explaining future returns coherently, because we cannot observe
a clear pattern of the relationship between DLI and stock returns.
In Panel B, where DTD is replaced with DTDliab&liq in computing DLI, the role of
DLI is found to be much stronger and more consistent. For the first month return, for
example, firms with high distress risk can generate higher returns only when the stock is
at the same time low in liquidity, small in size or has high B/M ratio, because Size∗DLI,
Amihud ∗DLI and BM ∗DLI are identified as being significant even after controlling for
size, BM, and the short term reversal effect. In the second month, Amihud, Amihud ∗
DLI and BM∗DLI are also identified as being able to explain cross-sectional return. The
combined results show that distress risk has its own premium, not explained by short
term reversal, and that this premium is largely dependent on other firm characteristics,
such as liquidity and B/M. It should also be noted that the interaction of Amihud and
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DLI remains significant when we consider returns for stock over a six month period
(t-value of 3.30), and is robust when we control for size and B/M (t-value of 2.92). It is
only until considering the 1 year holding period that we can observe an absolute distress
risk premium: DLI has a direct and positive relationship with stock returns (t-value of
3.31). Comparing Panel A with Panel B, a much clearer picture of distress premium
emerged when we use our liquidity-adjusted distress measure for the key calculation of
DLI. In addition, R2 outcomes in Panel B are consistently higher than those in Panel A,
implying a much stronger explanatory power. Another finding, consistent with Vassalou
and Xing (2004), is that the size and value premium is largely a default effect, because
higher premium is seen when distress risk is high.
In sum, positive distress premium is channeled through a subgroup of stocks when
the holding period is short, but is absolute when holding the stock for one year. DLI
computed from DTD is a bad measure because we cannot observe a consistent picture
of distress risk premium, and a clearer pattern emerges once the more refined measure,
DTDliab&liq, is used. How should we interpret the interrelated significance of liquidity
and the DLI term? When the holding period is short, investors may not care about a
stock’s default risk. This is because, as long as the stock is liquid, they can sell at a
reasonable price whenever they want to. When the holding period is expected to be
as long as one year, however, investors will consider the firm’s distress risk in forming
their expectations. After all, if a firm becomes unable to pay its debts during this one
year period then the market price will be inevitably affected. Our results, based on
(i) raw and risk-adjusted portfolio returns, (ii) characteristic sorted portfolio returns,
and (iii) cross-sectional regression of individual stock returns, conclusively suggest that
highly distressed stocks do in fact realize higher raw, risk-adjusted, and characteristics-
adjusted returns than financially safe stocks. We show that, once the distance-to-default
measure is appropriately constructed, the positive distress premium, first documented
by Vassalou and Xing (2004), exists mainly in illiquid, small and value firms, persists
for longer horizons, and cannot be simply dismissed by attributing to the short-term
reversal effect put forward by Da and Gao (2010).
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1.3 Alternative Measures of Distress Risk
The advantage of Merton’s structural model is that the capital structure of a firm is
modeled in a consistent framework, but strong assumptions on the asset value dynamics
and capital structure are also required. It also deviates from default-triggering events
beyond balance-sheet insolvency. In this section, we apply two alternative “reduced-
form” distress risk measures, to test the robustness of our findings.
Reduced-form approaches model default probabilities through an econometric spec-
ification with many explanatory variables. While distance-to-default is an informative
variable about default risk, additional variables are also included to capture the source
of credit risk that are not captured by distance-to-default. Reduced-form models orig-
inated from discriminant analysis which derives an ordinal ranking of credit scores.
Altman’s Z-Score (Altman 1968) is one of the earlier models. Later development of
reduced-form models include Ohlson (1980), Zmijewski (1984), and more recently dy-
namic logistic models in Shumway (2001) and Campbell, et al (2008). Intensity based
approach where default is modeled as a Poisson event has also been advanced by Duffie,
et al (2007), and Duan, et al (2012). The latter, a forward-intensity model, has been im-
plemented by NUS-RMI CRI that releases daily updated default probability forecasts
with various horizons for over 60,000 firms globally.
In the following, we apply two approaches to our pricing tests: the forward-intensity
model of Duan, et al (2012) and the dynamic logistic regression model of Campbell, et
al (2008).
1.3.1 Forward-intensity Approach
The forward-intensity approach of default modeling assumes a default event at a
particular future time point as a jump in a Poisson process determined by its forward
intensity appropriate for that particular forward period. In the Duan, et al (2012) model,
corporate exits other than default are considered and modeled as another independent
Poisson process with a different forward intensity. Forward intensities (default and
other exits) are functions of state variables (co-variates) at the time of prediction and
their coefficients depend on the forward-starting time. In this way, default probabilities
for different horizons can be computed based on only current information, and there is
no need to specify and estimate an auxiliary model for the extremely high-dimensional
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state variables. Specifically, the forward intensities are specified as exponential of a lin-
ear combination of co-variates, where the one year moving average and current trend of
DTDliab in equation 1.6 are key co-variates. Other co-variates include stock index re-
turn, short term interest rate, and transformations of five firm specific variables: funding
liquidity, profitability, relative size, market evaluation/future growth opportunities, and
idiosyncratic volatility. The pseudo-likelihood function as shown in Duan, et al (2012)
is decomposable in two ways (default vs other exits and different forward-starting times)
and the model’s estimation can be easily parallelized for practical usage.
In Table 1.8, we replace DTDliab with DTDliab&liq in the Duan, et al (2012) model
and re-estimate the model to compute PD. The cross-sectional regression results are
consistent with our previous finding using DLI computed with DTDliab&liq that distress
risk has positive premium when the stock is also illiquid, small or has high B/M when
the holding period is within half year. For longer holding period such as 1 year, a di-
rect relationship between PD and stock returns appear, and is positive and significant.
The significance of past return has similar pattern as before, that it is negative in the first
month return, insignificant for the second month, and positive for half year and one year
return. Amihud illiquidity has positive premium from the second month onward. Over-
all, our previous findings regarding the distress risk premium is robust to the alternative
forward intensity model.
While the structural approach is designed to forecast default at a horizon of 1 year,
one of the advantages of forward-intensity approach is that we can predict multi-period
default probabilities using today’s observations. Whereas Table 1.8 shows results using
the 1 year PD in order to be consistent with the structural approach in our main results,
we also test the robustness using the PD measure with the same horizon as the holding
period. This means that for the first month return, we use the first month PD, and for
the second month return, we use PD corresponding to the second month. Unreported
results show that our results are not sensitive to the prediction horizon of PD measure,
and we have qualitatively similar findings.
1.3.2 Dynamic Logistic Model
The dynamic logistic estimation methodology is first proposed by Shumway (2001),
who argues that estimating bankruptcy in a static setting will introduce biases by ignor-
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ing the dynamics of predictor variables before going into bankruptcy. Chava and Jarrow
(2004) applied this model in a monthly frequency and introduced industry effect. Camp-
bell, et al (2008) explored more variables and found that corporate cash holdings, the
market-to-book ratio, and price per share contribute to the model’s explanatory power.
They also show it is beneficial to scale net income and leverage by the market value
of assets rather than the book value. In our study, we follow Campbell, et al (2008)’s
approach12 in constructing prediction variables, which are weighted average of past net
income to market-value total assets (NIMTAAVG), cash and short-term assets to the
market value of assets (CASHMTA), market-to-book ratio (MB), weighted average of
past log excess return on equity relative to the S&P 500 index (EXRETAVG), total lia-
bilities divided by market-value total asset (TLMTA), standard deviation of each firm’s
daily stock return over the past 3 months (SIGMA), relative size of each firm (RSIZE)
and log price per share (PRICE). We use historical bankruptcy data from RMI CRI,
merged with CRSP monthly stock files and COMPUSTAT quarterly accounting data
to obtain the maximum likelihood estimate of the default probability. We estimate the
model on a monthly rolling basis. By using only historical information to compute de-
fault probability, we can avoid look ahead bias that exists in full sample estimate. Our
final sample has 1,039 defaults, 12,661 firms and 1,410,014 firm-month observations
from January 1990 to December 2014.
Campbell, et al (2008) document a negative relationship between their default prob-
abilities and 1 year stock return. Following their methodology, at each month from
January 1990 to December 2014, we use the same specification and compute value
weighted portfolio returns. We are able to find similar results as Campbell, et al (2008)
that firms with highest distress risk earn significantly less return than safest firms. The
High-Low return in the portfolio raw return and 4-factor alpha are both around -9.4%
(Table 1.9 Panel A (a)). However, the spread flips sign and becomes 8% if the only
change is the portfolio weighting scheme (from value weighting to equal weighting,
Panel A (b)). A comparison of the mean returns and alphas across the decile portfolios
shows that while the safe firms are less sensitive to the weighting schemes, riskiest firms
12The logistic model suffers from observation overlapping problem when the default prediction horizon
is longer than 1 month. For example, default over the next 12 month from t has 11 months in common than
the 12 month observations from t+1. The associated implications of this correlation are not discussed in
Campbell, et al (2008).
22
have biggest impact. The 4-factor alpha for the 10th portfolio is -0.033 under the value
weighted approach, but is 0.1357 if switching to equal weighting.
Why firms in the highest decile portfolio are most affected? Table 1.9 Panel A (c)
shows the portfolio characteristics including the average distress risk (PD), the average
market capitalization, and the standard deviation of the firm returns within that portfolio.
Firms with the highest distress risk tend to be small firms on average, and they have
large return dispersion in 1 year period. This implies that the highest PD group has the
smallest firms on average, but there also exist some big firms having a high PD. This
causes a big impact of value or equal weighting on portfolio returns. When applying
value weighted scheme for this portfolio, the weight would concentrate on a few big
companies. Since small firms tend to have high returns, the large firms low returns,
value weighting would significantly bias the portfolio return downward and the positive
default premium is hidden behind the scene. On the contrary, the effect on portfolio
return is smaller for the lowest PD groups. This is because the first decile portfolio tends
to concentrate on largest firms, making them less sensitive to the weighting scheme.
Comparing Panel A and B, using the Campbell, et al (2008)’s specification but including
the DTDliab&liq, the value weighted High-Low portfolio return is still negative but less
statistically significant. On the other hand, the equal weighted High-Low return is even
more positive, showing strong evidence of positive distress risk premium. There are
two potential reasons to explain the differences between Panel A and B. First, the PD
measure in Panel B is more accurate and could better separate the firms according to
distress risk. It is shown in Chapter 2 that adding DTDliab&liq can significantly improve
the prediction power of the logistic model, especially for illiquid firms. Secondly, we
have firms with larger market capitalization in the highest decile portfolio of Panel A,
making it more biased towards these firms and more sensitive to the portfolio weighting
scheme. Overall, Table 1.9 shows that the results in Campbell, et al (2008) depend on
a specific portfolio weighting scheme. The exclusion of distance-to-default does not
cause a change of sign in studying the distress risk premium. Rather, the inclusion of
distance-to-default measure only affects the magnitude and significance of the premium.
Moreover, the sensitivity to the weighing scheme suggests that behavior of firms with
large capitalization and small capitalization are different, which leads to the next table,
where we show whether the distress premium is positive or negative depends on firm
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size.
Table 1.10 Panel A and C report the portfolio returns using the two distress risk
measures for the largest firms, defined as those in top 33% of market capitalization.
Panel B and D repeat the analysis for the smallest firms, defined as those in the bottom
33% by market capitalization. Using the PD measure proposed by Campbell, et al
(2008) (Panel A and B), we observe completely opposite distress risk premium among
big firms and small firms. The negative premium is of similar magnitude as in Table 1.9
and is statistically significant even after factor risk adjustment. However, the distress
premium turns positive among small firms, and is also statistically significant. Using
the PD measure with DTDliab&liq as a new predicting variable (Panel C and D), we
are able to observe similar patterns but less negative premium among large firms, and
higher positive premium among small firms. Overall, our results show that the negative
distress risk premium documented in Campbell, et al (2008) is mainly driven by the
under-weighting of smallest firms where positive default premium is strongest.
Does PD from logistic model give us coherent findings in regression coefficients?
Table 1.11 answers this questions by repeating the cross-sectional regressions run for
DLI and PD from forward-intensity model. In Panel A, we run regressions based on the
specification outlined in Campbell, et al (2008) and in Panel B, DTDliab&liq is added
to the logistic model as an additional variable. The two panels have similar coefficient
estimates for the past return, PD and Amihud, which support our previous results using
other distress measures. Short term reversal exists in the first month, and distress risk by
itself can explain part of 1 year stock returns. However, Amihud ∗PD is only significant
in the first month in Panel A, and loses its role in explaining cross-sectional returns
from second month onward. In fact, for the second month and half year return, no
variables related to PD is significant. However, after DTDliab&liq is added into (Panel
B), Amihud ∗PD becomes significant when holding period is within 6 months or less,
consistent with our prior finding. Unreported results also show that the significance in
the cross sectional regressions is even stronger among small firms, and not statistically
significant for big firms.
Overall, using two alternative distress measures from reduced-from approaches
gives us coherent asset pricing implications as those using DLI computed from distance-
to-default alone, as long as we factor in liquidity-and-liability adjusted distance-to-
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default as a prediction variable. Distress risk premium exists across various holding
horizons, but depends on other firm characters such as liquidity, size, and B/M ratio
when the stock is held for less than 6 months.
1.4 Conclusion
In this study, we propose a new perspective in understanding the empirical regu-
larities in the cross-section of equity returns. We highlight the crucial role of liquid-
ity—defined as the standard deviation of the stock’s pricing error—in the determination
of equity returns. We show that liquidity has both direct (through the illiquidity pre-
mium) and indirect (through liquidity-adjusted distress risk measures) effects in the
cross-sectional stock returns. We ask: (a) How does distance-to-default measures affect
portfolio returns sorted by distress risk and/or other firm characters? (b) What about in-
dividual stock returns? Are they related with distress risk measures? (c) Are our results
robust across different holding periods and using different credit risk models?
Our findings shed new light on the existing debate regarding distress risk and stock
returns. Especially, we focus on reconciling the results in Vassalou and Xing (2004)
and Da and Gao (2010). The former documents a positive first month distress premium,
while the latter argues that such premium is driven by short term return reversal among
recent losers, and disappears in the second month. Using a more refined distance-to-
default measure, we show that the positive distress premium exists not only in the first
month, but also in the second month and for longer holding horizons. The most dis-
tressed stocks earn 173 bps higher raw return and 124 bps higher risk-adjusted return
than otherwise similar stocks in the first month. Past return has reversal effect, and
disappears in the second month. When the holding period is one year, a strong positive
relationship between distress risk and stock returns are found to be consistent across var-
ious credit risk models. While our main analysis is within the context of the structural
model, we estimate two reduced-form models, incorporate the liquidity-and-liability
adjusted distress risk measure, and repeat our analysis as robustness check. Our results
consistently hold using both forward-intensity model of Duan, et al (2012) and dynamic
logistic model of Campbell, et al (2008).
We find that the interaction between distress risk and other firm characters are im-
portant in understanding the cross-section returns. The positive distress premium is
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largely contingent on stock characteristics such as liquidity, size, and B/M ratio when
the holding period is short (within six months or shorter). Our results also help confirm
the conjecture of Chan and Chen (1991), Fama and French (1992, 1996) and Vassalou
and Xing (2004), that the size and B/M “anomalies” are related to the risk of financial
distress, in that they are strongest among the highest default risk portfolios. Among the
most distressed stocks, the Small-Big portfolio and High-Low portfolio generate 1.92%
and 1.55% return respectively in the first month of portfolio formation.
Overall, our study contributes to resolving the puzzling empirical patterns docu-
mented in earlier literature. Through liquidity-and-liability adjusted default probability
measures, we are able to unveil a persistent positive default premium. Our findings
are consistent with the intuition in rational asset pricing theory that investors demand
higher return for holding financially distressed assets.
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Figure 1.1: Trading Noise as an Illiquidity Measure
This figure displays the time series plot of Amihud, Bid-Ask Spread and Trading Noise (right
axis). Amihud is the illiquidity measure in Amihud (2002) and is multiplied by 10,000. At
each month from Nov 1991 to Dec 2014, trading noise is the cross-sectional average of all
individual values. For Amihud and Bid-Ask spread, we first compute the monthly average of
each firm, then for each month, the cross-sectional mean is used. The trading noise data is
merged with CRSP stock file using PERMNO. Our sample has 11,478 firms and 954,379 firm-
month observations over the period of November 1991 to December 2014.
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Figure 1.2: Distress Risk Portfolio Factor Loadings
Figure presents the market, size(SMB), value(HML), and momentum(UMD) factor loadings
(betas) of decile portfolios sorted on the basis of DTD(dashed line), DTDliab(solid line with
marks) and DTDliab&liq(solid line). The x-axis is portfolio decile number and y-axis is the
risk exposure (beta). These betas are estimated from full-sample regressions of each portfolio
return on the excess market return, SMB, HML and UMD factor returns according to the four-
factor Fama-French-Carhart (FFC) asset pricing model. The portfolio holding period varies
from 1 month from portfolio formation (Ret[0,1]), the second month after portfolio formation
(Ret[1,2]), six months (Ret[1,6]), and 1 year (Ret[1,12]). The sample period is Nov 1991 to Dec
2014.
(a) Market beta in different holding period
(b) SMB beta in different holding period
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Figure 1.2: Distress Risk Portfolio Factor Loadings(continued)
Figure presents the market, size(SMB), value(HML), and momentum(UMD) factor loadings
(betas) of decile portfolios sorted on the basis of DTD(dashed line), DTDliab(solid line with
marks) and DTDliab&liq(solid line). The x-axis is portfolio decile number and y-axis is the
risk exposure (beta). These betas are estimated from full-sample regressions of each portfolio
return on the excess market return, SMB, HML and UMD factor returns according to the four-
factor Fmam-French-Carhart (FFC) asset pricing model. The portfolio holding period varies
from 1 month from portfolio formation (Ret[0,1]), the second month after portfolio formation
(Ret[1,2]), six months (Ret[1,6]), and 1 year (Ret[1,12]). The sample period is Nov 1991 to Dec
2014.
(c) HML beta in different holding period
(d) Momentum beta in different holding period
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Table 1.1: Summary Statistics and Distress Risk Portfolio Attributes
Panel A shows the summary statistics of the key variables studied in this paper. DTD is
calculated based on Vassalou and Xing (2004). DTDliab is when the face value of debt is
approximated using equation 1.5 in section 1.2.1. DTDliab&liq uses the same face value of
debt as DTDliab, and trading noise adjusted asset volatility. Trading noise is the noise es-
timate in the Particle-filter based MLE method for the Merton’s model proposed by Duan
and Fulop (2009). For each firm, parameter estimates start only when there are minimum
of 250 days of valid observations for market capitalization. After that, each month’s pa-
rameters are re-calculated on a rolling basis. Amihud is the illiquidity measure proposed
by Amihud (2002) and is multiplied by 100,000. SIGMA is the the unsystematic com-
ponent of a firm’s total risk associated with the stock return, first employed by Shumway
(2001). Our sample has 11,478 firms and 954,379 firm-month observations over the pe-
riod of November 1991 to December 2014. We winsorize each of the below variables by a
cap at 99 percentile value and a floor at the 1 percentile value. Panel B displays the equal
weighted portfolio attributes when the sample is sorted into deciles based on DTDliab&liq.
Panel A. Summary statistics
N Mean Std Dev Min 25th Pctl Median 75th Pctl Max
DTD 950,525 7.53 6.32 -0.25 3.16 5.90 10.01 34.60
DTDliab 954,378 4.10 2.68 -0.35 2.19 3.62 5.52 13.08
DTDliab&liq 954,379 5.01 3.06 -0.06 2.82 4.46 6.61 15.53
Market Cap 954,379 2,686 7,693 8.07 120.82 417.85 1571 56,892
BM 954,379 0.69 0.32 0.08 0.44 0.70 0.92 1.67
Price 954,172 22.48 20.65 0.38 7.00 16.99 31.35 107.28
Amihud 942,862 0.04 0.13 3E-06 2E-04 1E-03 0.01 1.03
Trading Noise 954,379 0.65 0.82 0.00 0.02 0.38 0.95 4.08
SIGMA 954,379 0.15 0.09 0.04 0.08 0.12 0.19 0.47
Monthly Return 954,030 0.01 0.15 -0.40 -0.06 0.01 0.07 0.56
Panel B. Portfolio characteristics by DTDliab&liq
Port ID DTDliab&liq DTDliab DTD Market
Cap




Lowest risk 1 10.85 8.76 17.00 7416.08 0.49 40.28 0.07 0.41 0.08
2 7.79 6.45 12.81 4794.94 0.54 34.36 0.09 0.44 0.09
3 6.50 5.40 11.06 3518.42 0.58 30.27 0.12 0.48 0.11
4 5.59 4.64 9.87 2759.56 0.61 26.98 0.15 0.52 0.12
5 4.87 4.04 8.77 2224.20 0.65 23.71 0.18 0.56 0.13
6 4.24 3.50 7.79 1835.17 0.70 20.58 0.23 0.61 0.14
7 3.65 3.01 6.87 1526.87 0.74 17.44 0.31 0.66 0.16
8 3.04 2.49 5.92 1261.24 0.79 14.16 0.43 0.73 0.18
9 2.35 1.89 4.79 940.31 0.85 10.60 0.68 0.85 0.20
Highest risk 10 1.21 0.87 2.90 594.11 0.95 6.44 1.34 1.12 0.26
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Table 1.2: Portfolios Sorted on the Basis of DLI and Subsequent Returns
At the end of each month, we sort all stocks into 10 deciles according to DLI (decile 1 (low
DLI) and decile 10 (high DLI)). We report the equal weighted portfolio returns (in percentage
terms) over the past 1 year (Ret [-12,0]), past 1 month (Ret [-1,0]), immediate next month
(Ret [0,1]), second month (Ret [1,2]), next 6 months (Ret [1,6]), and next 1 year (Ret [1,12]).
DLI is computed with DTD (Vassalou and Xing 2004) in Panel A, from DTDliab (Duan, et al
2012) in Panel B, and from DTDliab&liq proposed by Zou (2016) in Panel C. The robust t-value
(reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted
standard error with 12 lags. Observations with missing variables and negative BM ratio are
excluded. Final sample has 11,478 firms and 954,379 firm-month observations over the period
of November 1991 to December 2014.
Port ID DLI Ret [-12,0] Ret [-1,0] Ret [0,1] Ret [1,2] Ret [1,6] Ret [1,12]
Panel A. DLI computed with DTD
Lowest 1 4E-07 21.79 1.44 1.02 1.10 5.67 12.56
2 1E-04 23.84 1.81 1.18 1.07 5.54 12.01
3 2E-03 24.77 1.95 1.15 1.17 5.75 12.50
4 0.01 24.82 2.02 1.27 1.23 6.10 13.13
5 0.03 23.90 2.03 1.21 1.25 6.18 13.46
6 0.09 22.01 2.00 1.34 1.24 6.31 14.38
7 0.26 19.35 1.90 1.33 1.30 6.64 15.65
8 0.92 13.94 1.75 1.32 1.29 6.92 16.66
9 4.05 5.03 1.41 1.32 1.40 7.56 19.50
Highest 10 26.09 -16.06 -3.14 1.49 1.29 8.35 24.71
High-Low -37.86 -4.57 0.47 0.19 2.67 12.15
t-stat (-93.13) (-35.71) (3.49) (1.41) (8.37) (21.27)
Panel B. DLI computed with DTDliab
Lowest 1 3E-05 24.23 2.13 1.07 1.11 5.50 11.82
2 2E-03 28.95 2.40 1.17 1.15 5.58 12.12
3 0.02 29.54 2.40 1.18 1.19 5.64 12.61
4 0.08 27.20 2.18 1.14 1.18 5.58 12.28
5 0.30 24.34 1.95 1.16 1.14 5.61 12.62
6 0.85 20.30 1.62 1.19 1.18 5.89 13.73
7 2.22 15.96 1.30 1.27 1.20 6.36 14.75
8 5.39 11.13 0.88 1.28 1.40 6.97 16.71
9 13.05 3.04 0.38 1.57 1.51 8.23 20.81
Highest 10 38.62 -13.32 -1.61 2.33 2.05 10.94 28.74
High-Low -37.55 -3.74 1.26 0.94 5.44 16.93
t-stat (-112.63) (-38.76) (11.98) (9.03) (19.66) (33.67)
Panel C. DLI computed with DTDliab&liq
Lowest 1 1E-06 23.83 1.99 1.04 1.05 5.23 11.48
2 2E-04 27.72 2.23 1.08 1.12 5.40 11.59
3 3E-03 29.42 2.28 1.16 1.16 5.63 12.14
4 0.02 28.50 2.25 1.20 1.09 5.49 12.24
5 0.06 26.28 2.00 1.15 1.18 5.58 12.54
6 0.18 23.22 1.82 1.14 1.14 5.63 12.79
7 0.49 18.62 1.33 1.15 1.11 5.89 14.13
8 1.30 12.90 1.02 1.18 1.19 6.24 15.06
9 3.79 4.17 0.10 1.36 1.32 6.95 17.62
Highest 10 19.70 -17.81 -2.76 1.73 1.53 9.17 26.68
High-Low -41.64 -4.76 0.69 0.48 3.94 15.19
t-stat (-94.43) (-38.61) (5.20) (3.64) (11.62) (24.53)
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Table 1.3: FFC 4 Factor Adjusted Portfolio Alphas
Table presents the portfolio alphas when the distress risk decile portfolio return is regressed
on excess market return, SMB, HML and UMD factor returns according to the four-factor
Fama-French-Carhart (FFC) asset pricing model. Portfolio is formed based on DTD(Panel A),
DTDliab(Panel B) and DTDliab&liq(Panel C). Holding period varies from 1 month from port-
folio formation (Ret[0,1]), the second month after portfolio formation (Ret[1,2]), six months
(Ret[1,6]), and 1 year (Ret[1,12]). The robust t-value (reported in parentheses) is computed us-
ing the Newey-West (1987) autocorrelation-adjusted standard error with 12 lags. Observations
with missing variables and negative BM ratio are excluded. Final sample has 11,478 firms and
954,379 firm-month observations over the period of November 1991 to December 2014.
Port ID Ret [0,1] Ret [1,2] Ret [2,6] Ret [2,12]
Panel A. DTD
Lowest 1 0.39 (3.95) 0.49 (5.11) 2.16 (4.31) 4.92 (3.12)
2 0.47 (5.82) 0.38 (4.62) 1.8 (4.63) 4.18 (2.86)
3 0.42 (5.06) 0.44 (5.63) 1.75 (5.04) 4.23 (2.81)
4 0.50 (5.68) 0.49 (5.15) 1.66 (4.23) 4.07 (2.54)
5 0.42 (3.82) 0.47 (4.14) 1.73 (4.09) 4.42 (2.53)
6 0.50 (3.95) 0.47 (4.75) 1.57 (3.81) 4.58 (2.46)
7 0.53 (4.01) 0.53 (3.71) 1.65 (3.69) 5.01 (2.56)
8 0.55 (3.65) 0.52 (3.62) 1.79 (4.33) 5.58 (2.64)
9 0.63 (3.26) 0.73 (4.04) 2.53 (3.90) 8.24 (2.96)
Highest 10 0.86 (2.77) 0.72 (2.50) 3.3 (3.18) 13.60 (3.66)
High-Low 0.47 (1.40) 0.24 (0.81) 1.15 (1.00) 8.68 (2.89)
Panel B. DTDliab
Lowest 1 0.45 (5.99) 0.48 (6.06) 2.31 (5.84) 4.93 (3.70)
2 0.43 (4.54) 0.44 (4.97) 1.86 (4.03) 4.53 (3.00)
3 0.43 (4.60) 0.44 (4.99) 1.67 (4.16) 4.51 (2.67)
4 0.38 (4.38) 0.43 (4.07) 1.27 (3.20) 3.63 (2.13)
5 0.37 (3.54) 0.41 (4.05) 1.35 (3.79) 3.97 (2.38)
6 0.48 (3.89) 0.48 (3.83) 1.51 (3.89) 4.62 (2.64)
7 0.58 (4.31) 0.53 (3.79) 1.95 (4.37) 5.62 (2.73)
8 0.65 (4.29) 0.8 (4.36) 2.31 (4.35) 7.02 (2.88)
9 0.95 (3.86) 0.97 (4.46) 3.39 (4.68) 9.62 (3.20)
Highest 10 1.82 (4.81) 1.53 (4.60) 5.91 (4.39) 18.37 (3.98)
High-Low 1.37 (3.60) 1.05 (3.13) 3.6 (2.56) 13.44 (3.42)
Panel C. DTDliab&liq
Lowest 1 0.42 (4.61) 0.45 (4.71) 2.16 (4.47) 4.82 (3.52)
2 0.41 (4.65) 0.45 (4.86) 1.95 (4.20) 4.47 (2.88)
3 0.41 (3.91) 0.45 (4.58) 1.83 (4.08) 4.23 (2.63)
4 0.42 (3.49) 0.35 (3.63) 1.54 (3.13) 3.97 (2.28)
5 0.38 (3.42) 0.4 (3.49) 1.15 (2.55) 3.62 (1.95)
6 0.35 (3.04) 0.38 (3.38) 1.16 (2.84) 3.7 (2.13)
7 0.43 (3.09) 0.39 (2.53) 1.28 (2.86) 4.61 (2.39)
8 0.5 (3.04) 0.52 (3.08) 1.58 (3.18) 5.7 (2.34)
9 0.7 (2.80) 0.71 (3.23) 2.54 (3.85) 8.31 (2.99)
Highest 10 1.24 (2.95) 1.02 (2.82) 4.27 (3.22) 16.95 (3.58)
High-Low 0.82 (1.93) 0.57 (1.58) 2.11 (1.50) 12.13 (2.90)
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Table 1.4: Liquidity, Size and BM Effect Controlled by Distress Risk
At the beginning of each month, stocks are sorted into 5 portfolios on the basis of their past
month’s DLI computed with DTDliab&liq. Within each portfolio, stocks are then sorted into
five portfolios, based on their liquidity (Panel A), or size (Panel B), or BM (Panel C) in the
previous month. Equally weighted average portfolio returns over this month are reported in
percentage terms. The robust t-statistics is computed using the Newey-West autocorrelation-
adjusted standard error with 12 lags. Observations with missing variables and negative BM
ratio are excluded. Final sample has 11,478 firms and 954,379 firm-month observations over
the period of November 1991 to December 2014.
Panel A. Average Return Controlled by Distress Risk and Liquidity
Low liquidity
1
2 3 4 High liquidity
5
Low-High t-stat
High DLI 1 2.35 1.51 1.39 1.40 1.28 1.06 3.12
2 0.98 1.19 1.22 1.30 1.14 -0.17 -0.73
3 1.07 1.12 1.22 1.26 1.07 0.00 -0.02
4 1.13 1.20 1.33 1.10 1.10 0.03 0.21
Low DLI 5 1.10 1.10 1.06 1.05 1.00 0.10 0.78
Panel B. Average Return Controlled by Distress Risk and Size
Small size
1
2 3 4 Big size
5
Small-Big t-stat
High DLI 1 3.08 1.25 1.13 1.16 1.17 1.92 5.17
2 1.27 1.07 1.13 1.19 1.16 0.12 0.49
3 1.34 1.15 1.14 1.08 1.01 0.33 1.72
4 1.35 1.23 1.24 1.06 1.01 0.34 2.07
Low DLI 5 1.21 1.14 0.98 1.02 0.96 0.25 1.99
Panel C. Average Return Controlled by Distress Risk and BM
High BM
1
2 3 4 Low BM
5
High-Low t-stat
High DLI 1 2.72 1.51 1.29 1.06 1.17 1.55 4.11
2 1.63 1.33 1.16 0.87 0.83 0.80 3.02
3 1.47 1.28 1.14 1.06 0.78 0.68 3.04
4 1.35 1.16 1.16 1.16 1.07 0.28 1.41
Low DLI 5 1.05 1.07 1.12 1.02 1.04 0.01 0.07
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Table 1.5: Distress Effect Controlled by Liquidity, Size, and BM
At the beginning of each month, stocks are sorted into 5 portfolios on the basis of their liq-
uidity (Panel A), or size (Panel B), or BM (Panel C) in the previous month. Within each port-
folio, stocks are then sorted into five portfolios, based on past month’s DLI computed with
DTDliab&liq. Equally weighted average portfolio returns over this month are reported in percent-
age terms. The robust t-statistics is computed using the Newey-West autocorrelation-adjusted
standard error with 12 lags. Observations with missing variables and negative BM ratio are ex-
cluded. Final sample has 11,478 firms and 954,379 firm-month observations over the period of
November 1991 to December 2014.
Panel A. Average Return Controlled by Liquidity and Distress Risk
High DLI
1
2 3 4 Low DLI
5
High-Low t-stat
Low liquidity 1 2.10 1.73 1.22 1.04 1.02 1.08 3.35
2 1.36 1.31 1.20 1.09 1.18 0.18 0.68
3 1.34 1.28 1.17 1.25 1.09 0.24 1.06
4 1.24 1.25 1.31 1.19 1.07 0.18 0.88
High liquidity 5 1.06 1.12 1.04 1.04 1.00 0.06 0.38
Panel B. Average Return Controlled by Size and Distress Risk
High DLI
1
2 3 4 Low DLI
5
High-Low t-stat
Small size 1 2.19 1.76 1.60 1.32 1.35 0.84 2.44
2 1.05 1.08 1.11 1.21 1.24 -0.19 -0.76
3 1.16 1.20 1.15 1.29 1.16 0.00 -0.02
4 1.20 1.10 1.15 1.09 1.00 0.20 1.12
Big size 5 1.05 1.07 1.03 0.98 0.96 0.10 0.61
Panel C. Average Return Controlled by BM and Distress Risk
High DLI
1
2 3 4 Low DLI
5
High-Low t-stat
High BM 1 2.27 1.78 1.66 1.49 1.46 0.80 2.68
2 1.35 1.25 1.38 1.22 1.10 0.25 1.10
3 1.36 1.15 1.19 1.10 1.03 0.33 1.49
4 0.99 0.91 1.06 1.09 1.03 -0.04 -0.15
Low BM 5 0.73 0.86 1.00 1.01 1.03 -0.29 -1.15
34
Table 1.6: Distress Risk and Past Return Effect
At the end of each month during the period of Nov 1991 to Dec 2014, we sort stocks into 25
portfolios using a 5× 5 sequential double sort. Panel A reports the portfolio return one month
prior to (Ret[-1,0]) and 1 month after (Ret[0,1]) portfolio formation when we first sort by DLI
and then sort by past return (Ret[-1,0]). Panel B is when we first sort by past return (Ret[-1,0])
and then sort by DLI. The robust t-statistics is computed using the Newey-West autocorrelation-
adjusted standard error with 12 lags. Observations with missing variables and negative BM
ratio are excluded. Final sample has 11,478 firms and 954,379 firm-month observations over
the period of November 1991 to December 2014.









High DLI 1 2.90 1.59 1.41 1.29 0.57 2.33 6.06
2 1.63 1.28 1.12 1.07 0.72 0.91 3.55
3 1.54 1.25 1.09 0.98 0.87 0.67 3.03
4 1.64 1.23 1.16 0.91 0.95 0.69 3.54




2 3 4 Recent
Winner 5
High DLI 1 -26.58 -10.97 -3.17 4.99 29.08
2 -17.21 -6.14 -0.33 6.00 23.53
3 -13.97 -4.27 0.74 6.26 20.78
4 -11.37 -3.06 1.29 6.07 18.39
Low DLI 5 -8.27 -1.85 1.44 5.07 14.14




2 3 4 Low DLI
5
High-Low t-stat
Recent Loser 1 2.47 1.63 1.55 1.63 1.67 0.80 2.32
2 1.15 1.17 1.22 1.26 1.31 -0.17 -0.78
3 1.37 1.07 1.13 1.16 1.13 0.25 1.30
4 1.54 1.04 0.94 1.01 0.80 0.74 3.88




2 3 4 Low DLI
5
Recent Loser 1 22.18 4.05 1.07 0.23 0.02
2 8.79 0.75 0.13 0.01 3E-04
3 6.70 0.34 0.04 3E-03 2E-05
4 6.36 0.33 0.05 4E-03 1E-04
Recent Winner 5 11.34 1.19 0.28 0.05 4E-03
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Table 1.7: Cross-Sectional Regressions with Stock Characteristics for Subsequent Equity Returns (Structural Model)
Cross-Sectional regression are performed on individual equity returns and stock characteristics for a variety of holding periods, and the time series average of parameter estimates are reported.
Panel A is when DLI is computed based on DTD (Vassalou and Xing 2004), Panel B is whenDTDliab&liq proposed in Chapter 2 is applied. Ret [t1,t2] is the equity return from t1to t2, ti is i months
after characteristics are observed. Amihud is the illiquidity measure in Amihud (2002) and is multiplied by 100,000. Size is log of market capitalization. BM is the book-to-market ratio. DLI2 ,
Amihud2, Size2, BM2 denote the characteristics squared, whereas Amihud×DLI, Size×DLI, and BM×DLI denote the products of the respective variables. Amihud, Size and BM are rendered
orthogonal to DLI. The robust t-value (reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted standard error.
Panel A. DLI computed with DTD
First Month Return, Ret [0,1] Second Month Return, Ret [1,2] Half Year Return, Ret [1,6] First Year Return, Ret [1,12]
RET [-1,0] -0.0262*** -0.0250*** 0.0021 0.0031 0.0259** 0.0326*** 0.0738*** 0.0892***
(-5.12) (-5.19) (0.44) (0.69) (2.29) (3.25) (3.46) (4.29)
DLI 0.0138 0.0149 -0.0167 -0.0418* 0.0063 0.0071 -0.0047 -0.0212 0.0785* 0.0860* 0.1415 0.0556 0.3995*** 0.4288*** 0.6891*** 0.4551**
(1.24) (1.29) (-0.74) (-1.84) (0.54) (0.58) (-0.21) (-0.84) (1.81) (1.80) (1.62) (0.61) (5.05) (4.54) (3.97) (2.42)
DLI2 0.1019** 0.1490*** 0.0446 0.0940 0.0056 0.1643 -0.4828* 0.2736
(2.19) (2.74) (1.03) (1.48) (0.04) (1.15) (-1.86) (0.89)
Amihud 0.1332* -0.0140 0.1789** 0.1164* 0.9374*** 0.4824** 2.0209*** 0.8889*
(1.96) (-0.24) (2.35) (1.67) (3.45) (2.01) (3.94) (1.67)
Amihud2 -0.0134 -0.0060 -0.0060 -0.0075 -0.0290** -0.0204 -0.0569** -0.0326
(-1.27) (-0.80) (-1.16) (-1.24) (-2.14) (-1.45) (-2.07) (-1.01)
Amihud*DLI 0.0030 0.0048 0.0016 0.0013 -0.0080 -0.0089 -0.0151 0.0139
(0.30) (0.52) (0.45) (0.37) (-1.01) (-0.88) (-0.58) (0.27)
Size -0.0010** -0.0011** -0.0011** -0.0011** -0.0056*** -0.0060** -0.0145*** -0.0160***
(-2.30) (-2.11) (-2.41) (-2.08) (-2.75) (-2.49) (-3.92) (-3.71)
Size2 0.0002** 0.0002** 0.0013*** 0.0038***
(2.48) (2.23) (3.21) (5.30)
Size*DLI -0.0079* -0.0058 -0.0296** -0.0713***
(-1.77) (-1.35) (-2.36) (-3.19)
BM 0.0021*** 0.0024* 0.0010 0.0017 0.0049 0.0087 0.0182*** 0.0320***
(3.37) (1.78) (1.47) (1.31) (1.32) (1.32) (2.62) (2.83)
BM2 -0.0003** -0.0002 -0.0009 -0.0034**
(-2.14) (-1.23) (-1.26) (-2.47)
BM*DLI -0.0004 -0.0019 -0.0140 -0.0044
(-0.10) (-0.38) (-1.09) (-0.19)
Constant 0.0127*** 0.0127*** 0.0132*** 0.0122*** 0.0126*** 0.0126*** 0.0119*** 0.0109*** 0.0632*** 0.0631*** 0.0617*** 0.0558*** 0.1429*** 0.1427*** 0.1404*** 0.1251***
(3.86) (3.86) (3.99) (3.63) (3.84) (3.85) (3.71) (3.37) (4.81) (4.81) (4.82) (4.41) (6.51) (6.51) (6.62) (6.04)
R square 0.0085 0.0188 0.0313 0.0518 0.0076 0.0178 0.0247 0.0438 0.0081 0.0210 0.0216 0.0420 0.0091 0.0244 0.0245 0.0473
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Table 1.7: Cross-Sectional Regressions with Stock Characteristics for Subsequent Equity Returns (Structural Model, continued)
Cross-Sectional regression are performed on individual equity returns and stock characteristics for a variety of holding periods, and the time series average of parameter estimates are reported.
Panel A is when DLI is computed based on DTD (Vassalou and Xing 2004), Panel B is whenDTDliab&liq proposed in Chapter 2 is applied. Ret [t1,t2] is the equity return from t1to t2, ti is i months
after characteristics are observed. Amihud is the illiquidity measure in Amihud (2002) and is multiplied by 100,000. Size is log of market capitalization. BM is the book-to-market ratio. DLI2 ,
Amihud2, Size2, BM2 denote the characteristics squared, whereas Amihud×DLI, Size×DLI, and BM×DLI denote the products of the respective variables. Amihud, Size and BM are rendered
orthogonal to DLI. The robust t-value (reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted standard error.
Panel B. DLI computed with DTDliab&liq
First Month Return, Ret [0,1] Second Month Return, Ret [1,2] Half Year Return, Ret [1,6] First Year Return, Ret [1,12]
RET [-1,0] -0.0234*** -0.0255*** 0.0005 0.0002 0.0285** 0.0301*** 0.0735*** 0.0840***
(-4.25) (-5.32) (0.10) (0.03) (2.26) (3.06) (3.20) (4.32)
DLI 0.0180 0.0172 0.0014 -0.0525* 0.0119 0.0112 0.0152 -0.0147 0.1244** 0.1216** 0.2185 0.1409 0.5053*** 0.4959*** 0.9919*** 0.7055***
(1.23) (1.19) (0.04) (-1.68) (0.83) (0.78) (0.50) (-0.51) (2.06) (2.03) (1.46) (1.12) (4.09) (4.08) (3.48) (3.31)
DLI2 0.0095 0.2183* 0.0116 0.0910 -0.2586 0.0882 -1.2095* -0.2824
(0.19) (1.95) (0.21) (1.44) (-0.70) (0.36) (-1.87) (-0.69)
Amihud 1.3986** -0.1561 1.4414** 0.7913** 4.5362* 3.3308*** 11.9717*** 9.2608***
(2.04) (-0.36) (2.26) (2.03) (1.74) (2.72) (3.53) (3.68)
Amihud2 -0.6572 -0.1771 -0.0291 -0.0035 0.1588 -0.6717 -2.3101** -3.7227**
(-1.41) (-0.37) (-0.06) (-0.01) (0.17) (-1.34) (-2.01) (-2.13)
Amihud*DLI 0.0784** 0.1162** 0.1358*** 0.1555** 0.4019*** 0.5009*** 0.3514 0.3316
(2.39) (2.44) (2.61) (2.58) (3.30) (2.92) (1.38) (1.19)
Size -0.0007 -0.0005 -0.0007 -0.0005 -0.0034 -0.0033 -0.0106* -0.0101
(-0.94) (-0.63) (-0.92) (-0.59) (-0.93) (-0.85) (-1.72) (-1.54)
Size2 0.0001 0.0001 0.0007 0.0024**
(0.97) (0.56) (1.06) (2.16)
Size*DLI -0.0100* -0.0050 -0.0206 -0.0802*
(-1.75) (-1.07) (-1.11) (-1.95)
BM 0.0074** 0.0041 0.0053 0.0044 0.0199 0.0181 0.0561* 0.0496
(2.01) (0.94) (1.50) (1.09) (1.12) (0.92) (1.93) (1.57)
BM2 -0.0005 -0.0019 -0.0062 -0.0203
(-0.20) (-0.81) (-0.55) (-1.08)
BM*DLI 0.0828*** 0.0469* 0.0358 0.1129
(3.06) (1.92) (0.51) (0.85)
Constant 0.0113*** 0.0113*** 0.0115*** 0.0110*** 0.0111*** 0.0112*** 0.0101*** 0.0102*** 0.0549*** 0.0550*** 0.0535*** 0.0520*** 0.1273*** 0.1282*** 0.1243*** 0.1198***
(3.15) (3.16) (3.26) (3.23) (3.13) (3.14) (2.94) (3.07) (3.88) (3.88) (3.95) (4.12) (5.46) (5.46) (5.63) (5.89)
R square 0.0126 0.0304 0.0320 0.0589 0.0115 0.0291 0.0283 0.0537 0.0119 0.0358 0.0286 0.0585 0.0140 0.0372 0.0287 0.0581
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Table 1.8: Cross-Sectional Regressions with Stock Characteristics for Subsequent Equity Returns (Forward Intensity Model)
Cross-Sectional regression are performed on individual equity returns and stock characteristics for a variety of holding periods, and the time series average of parameter estimates are reported.
DTDliab&liq replaces the DTDliab used in the forward-intensity model of Duan, et al (2012). A prediction horizon of 1 year is used in computing PD. Ret [t1,t2] is the equity return from t1to t2,
ti is i months after characteristics are observed. Amihud is the illiquidity measure in Amihud (2002) and is multiplied by 100,000. Size is log of market capitalization. BM is the book-to-market
ratio. PD2 , Amihud2, Size2, BM2 denote the characteristics squared, whereas Amihud×PD, Size×PD, and BM×PD denote the products of the respective variables. Amihud, Size and BM are
rendered orthogonal to PD. The robust t-value (reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted standard error.
First Month Return, Ret [0,1] Second Month Return, Ret [1,2] Half Year Return, Ret [1,6] First Year Return, Ret [1,12]
RET [-1,0] -0.0232*** -0.0262*** 0.0019 0.0008 0.0315** 0.0324*** 0.0916*** 0.0962***
(-4.48) (-5.71) (0.39) (0.19) (2.52) (3.38) (4.38) (5.31)
PD 0.1064** 0.1024** -0.0185 -0.2903** 0.0605 0.0562 0.0830 -0.1226 0.6286*** 0.5872** 1.0360* 0.2068 2.0127*** 1.8631*** 3.5777*** 1.8054**
(2.05) (2.01) (-0.17) (-2.49) (1.17) (1.12) (0.80) (-1.15) (2.60) (2.54) (1.85) (0.45) (3.98) (3.88) (3.89) (2.36)
PD2 1.7811 5.2056** -1.4964 0.4783 -8.5812 10.6865** -12.630** 19.2600
(1.28) (2.17) (-1.53) (0.52) (-1.62) (2.03) (-2.28) (1.33)
Amihud 1.1109* 0.2313 1.0674* 0.6041* 2.5565 2.5419** 9.7246*** 9.3270***
(1.95) (0.53) (1.79) (1.76) (1.45) (2.53) (3.11) (3.40)
Amihud2 -0.6065 -0.4237 0.1366 0.0109 0.4351 -0.4625 -1.5609 -3.4960*
(-1.07) (-0.70) (0.25) (0.04) (0.56) (-0.77) (-1.27) (-1.93)
Amihud*PD 0.1552 0.2407 0.3601* 0.4720** 0.6803** 0.4911* -0.6741 -0.8465
(0.79) (1.17) (1.79) (2.15) (2.35) (1.72) (-0.86) (-1.12)
Size -0.0004 -0.0003 -0.0006 -0.0006 -0.0034 -0.0036 -0.0103* -0.0092
(-0.53) (-0.39) (-0.84) (-0.68) (-0.93) (-0.94) (-1.68) (-1.42)
Size2 0.0000 0.0001 0.0007 0.0021*
(0.18) (0.48) (1.18) (1.95)
Size*PD -0.0624** -0.0315 -0.1686 -0.4704**
(-2.29) (-1.49) (-1.52) (-2.03)
BM 0.0073* 0.0051 0.0057 0.0056 0.0217 0.0214 0.0575* 0.0491
(1.96) (1.20) (1.62) (1.41) (1.21) (1.10) (1.96) (1.56)
BM2 -0.0012 -0.0021 -0.0066 -0.0235
(-0.52) (-0.87) (-0.57) (-1.24)
BM*PD 0.2594*** 0.1150 0.2076 0.9354
(3.28) (1.33) (0.75) (1.33)
Constant 0.0112*** 0.0112*** 0.0116*** 0.0120*** 0.0115*** 0.0115*** 0.0104*** 0.0110*** 0.0566*** 0.0571*** 0.0534*** 0.0533*** 0.1297*** 0.1320*** 0.1221*** 0.1203***
(3.06) (3.07) (3.27) (3.51) (3.16) (3.17) (3.04) (3.32) (3.91) (3.93) (3.98) (4.31) (5.48) (5.49) (5.61) (6.01)
R square 0.0142 0.0312 0.0363 0.0639 0.0125 0.0294 0.0309 0.0573 0.0117 0.0350 0.0302 0.0607 0.0155 0.0381 0.0324 0.0612
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Table 1.9: Returns on Distress Risk-Sorted Portfolios using Logistic Model
At each month from Jan 1990 to Dec 2014, we sort stocks into ten deciles according to
the default probabilities in dynamic logistic model proposed in Campbell, et al (2008)
in Panel A, and sort by PD in Campbell, et al (2008) with DTDliab&liq as a new pre-
dicting variable in Panel B. The value weighted and equal weighted portfolio raw return
and Fama-French-Carhart (FFC) four-factor alpha are reported for each decile portfo-
lio. Portfolios are assumed to hold for 1 year without re-balancing. Observations with
missing variables and negative BM ratio are excluded. Final sample has 9,729 firms
and 874,813 firm-month observations. The robust t-value (reported in parentheses) is
computed using the Newey-West (1987) autocorrelation-adjusted standard error.
Panel A. Sorting by PD in Campbell, et al (2008)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low
(a) Value weighted portfolio return
Mean Return 0.1305 0.0957 0.0895 0.0862 0.0995 0.0934 0.0955 0.0837 0.0383 0.0363 -0.0942
(15.80) (17.68) (19.21) (19.00) (22.15) (20.13) (16.00) (13.01) (3.83) (2.29) (-5.29)
4-Factor Alpha 0.0609 0.0582 0.0526 0.0371 0.0434 0.0318 0.0237 -0.0061 -0.0049 -0.0330 -0.0944
(4.03) (6.64) (6.29) (4.08) (4.29) (2.47) (1.79) (-0.46) (-0.20) (-0.84) (-2.59)
(b) Equal weighted portfolio return
Mean Return 0.1631 0.1543 0.1481 0.1417 0.1420 0.1392 0.1366 0.1430 0.1633 0.2476 0.0845
(45.68) (45.12) (42.79) (39.15) (37.55) (36.74) (34.94) (32.36) (29.32) (27.18) (8.64)
4-Factor Alpha 0.0556 0.0590 0.0540 0.0454 0.0435 0.0430 0.0366 0.0372 0.0509 0.1357 0.0802
(2.63) (3.10) (3.11) (2.49) (2.47) (2.32) (2.22) (2.16) (2.10) (2.88) (2.13)
(c) Portfolio characteristics (equal weighted)
PD 0.09 0.13 0.16 0.20 0.26 0.33 0.43 0.61 0.93 3.01
Market Cap 4292 5690 5021 4232 3667 2910 2669 2782 1726 406
std(Ret[0,12]) 0.65 0.61 0.64 0.66 0.70 0.69 0.70 0.76 0.91 1.37
Panel B. Sorting by PD in Campbell, et al (2008) with DTDliab&liq
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low
(a) Value weighted portfolio return
Mean Return 0.0919 0.0983 0.1049 0.0946 0.0977 0.0912 0.0857 0.0947 0.0459 0.0421 -0.0498
(21.78) (22.97) (17.83) (17.26) (19.77) (15.15) (12.49) (10.95) (3.62) (2.29) (-2.64)
4-Factor Alpha 0.0554 0.0546 0.0456 0.0293 0.0197 0.0187 0.0021 0.0142 -0.0331 0.0197 -0.0357
(6.36) (5.10) (3.25) (2.35) (1.32) (1.43) (0.16) (0.71) (-1.31) (0.56) (-1.08)
(b) Equal weighted portfolio return
Mean Return 0.1331 0.1344 0.1444 0.1521 0.1476 0.1468 0.1399 0.1518 0.1689 0.2630 0.1299
(54.55) (44.81) (43.48) (38.12) (36.26) (35.47) (33.24) (32.58) (29.74) (29.03) (13.85)
4-Factor Alpha 0.0527 0.0475 0.0506 0.0490 0.0436 0.0421 0.0300 0.0456 0.0568 0.1478 0.0951
(3.68) (2.87) (2.78) (2.58) (2.23) (2.20) (1.72) (2.39) (2.03) (3.27) (2.34)
(c) Portfolio characteristics (equal weighted)
PD 0.02 0.05 0.09 0.15 0.22 0.32 0.48 0.75 1.31 4.84
Market Cap 12084 5626 3859 2923 2431 2133 1898 1396 778 295
std(Ret[0,12]) 0.42 0.52 0.60 0.71 0.76 0.76 0.73 0.79 0.95 1.38
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Table 1.10: Returns on Distress Risk-Sorted Portfolios by Market Capitalization
At each month from Jan 1990 to Dec 2014, we sort stocks into ten deciles according to the default probabilities in dynamic logistic model proposed in Campbell,
et al (2008) in Panel A and B, and sort by PD in Campbell, et al (2008) with DTDliab&liq as a new predicting variable in Panel C and D. Panel A and C only use
a sub-sample with largest market capitalization, defined as firms with top 33% in market capitalization at cross-sectional; whereas Panel B and D report results
using firms with bottom 33% market capitalization. The value weighted and equal weighted portfolio raw return and Fama-French-Carhart (FFC) four-factor
alpha are reported for each decile portfolio. Portfolios are assumed to hold for 1 year without re-balancing. The robust t-value (reported in parentheses) is
computed using the Newey-West (1987) autocorrelation-adjusted standard error.
Panel A. Sorting by PD in Campbell, et al (2008) - Large Cap
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low t-stat
(a) Value weighted portfolio return
Mean Return 0.1311 0.1034 0.0917 0.0847 0.0885 0.0904 0.0984 0.0905 0.0817 0.0350 -0.0961 (-6.65)
4-Factor Alpha 0.0680 0.0603 0.0592 0.0463 0.0398 0.0389 0.0450 0.0282 -0.0002 -0.0194 -0.0873 (-3.82)
(b) Equal weighted portfolio return
Mean Return 0.1371 0.1337 0.1347 0.1230 0.1222 0.1233 0.1204 0.1253 0.1262 0.1351 -0.0020 (-0.22)
4-Factor Alpha 0.0483 0.0501 0.0560 0.0413 0.0386 0.0411 0.0408 0.0385 0.0264 0.0127 -0.0356 (-1.71)
Panel B. Sorting by PD in Campbell, et al (2008) - Small Cap
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low t-stat
(a) Value weighted portfolio return
Mean Return 0.1728 0.1574 0.1402 0.1365 0.1224 0.1143 0.1132 0.1223 0.1303 0.2236 0.0508 (2.65)
4-Factor Alpha 0.0925 0.0802 0.0647 0.0591 0.0487 0.0508 0.0436 0.0634 0.0830 0.1676 0.0751 (1.68)
(b) Equal weighted portfolio return
Mean Return 0.2223 0.2041 0.1815 0.1876 0.1717 0.1700 0.1810 0.2090 0.2435 0.3338 0.1114 (4.79)
4-Factor Alpha 0.1030 0.0870 0.0752 0.0725 0.0624 0.0707 0.0776 0.1019 0.1393 0.2425 0.1395 (2.52)
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Table 1.10: Returns on Distress Risk-Sorted Portfolios by Market Capitalization (continued)
At each month from Jan 1990 to Dec 2014, we sort stocks into ten deciles according to the default probabilities in dynamic logistic model proposed in Campbell,
et al (2008) in Panel A and B, and sort by PD in Campbell, et al (2008) with DTDliab&liq as a new predicting variable in Panel C and D. Panel A and C only use
the sub-sample with large market capitalization, defined as firms with top 33% in market capitalization at cross-sectional; whereas Panel B and D report results
using firms with bottom 33% market capitalization. The value weighted and equal weighted portfolio raw return and Fama-French-Carhart (FFC) four-factor
alpha are reported for each decile portfolio. Portfolios are assumed to hold for 1 year without re-balancing. The robust t-value (reported in parentheses) is
computed using the Newey-West (1987) autocorrelation-adjusted standard error.
Panel C. Sorting by PD in Campbell, et al (2008) with DTDliab&liq - Large Cap
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low t-stat
(a) Value weighted portfolio return
Mean Return 0.0831 0.1038 0.0973 0.1052 0.1023 0.0937 0.0951 0.0964 0.0825 0.0542 -0.0289 (-2.34)
4-Factor Alpha 0.0556 0.0637 0.055 0.0536 0.0422 0.0311 0.0218 0.0178 0.0034 -0.0177 -0.0733 (-3.04)
(b) Equal weighted portfolio return
Mean Return 0.1206 0.1243 0.1233 0.1274 0.1263 0.1320 0.1244 0.1285 0.1294 0.1451 0.0245 (2.92)
4-Factor Alpha 0.0513 0.0475 0.0472 0.0474 0.0458 0.0472 0.0352 0.0316 0.0231 0.0175 -0.0338 (-1.67)
Panel D. Sorting by PD in Campbell, et al (2008) with DTDliab&liq - Small Cap
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) High-Low t-stat
(a) Value weighted portfolio return
Mean Return 0.1464 0.1449 0.1323 0.1224 0.1210 0.1355 0.1303 0.1303 0.1555 0.2337 0.0873 (4.65)
4-Factor Alpha 0.065 0.0733 0.0602 0.0515 0.0495 0.07 0.0653 0.0579 0.0916 0.2074 0.1424 (3.04)
(b) Equal weighted portfolio return
Mean Return 0.1823 0.2055 0.1953 0.1694 0.1645 0.1905 0.1956 0.2089 0.2590 0.3366 0.1543 (6.87)
4-Factor Alpha 0.0744 0.0857 0.0753 0.0563 0.0617 0.0919 0.0997 0.0897 0.1446 0.2585 0.1840 (3.40)
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Table 1.11: Cross-Sectional Regressions with Stock Characteristics for Subsequent Equity Returns (Logistic Model)
Cross-Sectional regression are performed on individual equity returns and stock characteristics for a variety of holding periods, and the time series average of parameter estimates are reported.
In Panel A, we run regressions based on the dynamic logistic model proposed in Campbell, et al (2008), whereas in Panel B, DTDliab&liq is added to the logistic model as an additional variable.
Each month from Jan 2000 to Dec 2014, the model is re-estimated using only historically available data to eliminate look-ahead bias. Ret [t1,t2] is the equity return from t1to t2, ti is i months
after characteristics are observed. Amihud is the illiquidity measure in Amihud (2002) and is multiplied by 100,000. Size is log of market capitalization. BM is the book-to-market ratio. PD2
, Amihud2, Size2, BM2 denote the characteristics squared, whereas Amihud×PD, Size×PD, and BM×PD denote the products of the respective variables. Amihud, Size and BM are rendered
orthogonal to PD. The robust t-value (reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted standard error with 12 lags.
Panel A. PD in Campbell, et al (2008)
First Month Return, Ret [0,1] Second Month Return, Ret [1,2] Half Year Return, Ret [1,6] First Year Return, Ret [1,12]
RET [-1,0] -0.0231*** -0.0258*** -0.0014 -0.0021 0.0224* 0.0245** 0.0796*** 0.0881***
(-4.46) (-5.59) (-0.29) (-0.49) (1.65) (2.37) (3.45) (4.37)
PD -0.1785 -0.1834* 0.3011 -0.4948 -0.2964*** -0.3078*** 0.5117 0.2677 -0.3597 -0.3872 3.0486 0.6849 1.7796* 1.5980 11.7432*** 5.4654**
(-1.61) (-1.72) (0.60) (-1.08) (-2.75) (-2.99) (1.09) (0.54) (-0.72) (-0.81) (1.52) (0.55) (1.68) (1.55) (3.42) (2.23)
PD2 3.1589 41.5794* -21.135 -2.5398 -37.253 14.1645 -320.99** -175.74
(0.15) (1.87) (-1.09) (-0.09) (-0.51) (0.18) (-2.03) (-1.40)
Amihud 1.6828** 0.0091 1.4487** 0.6128 4.4802** 2.8210** 12.7581*** 9.5314***
(2.48) (0.02) (2.37) (1.38) (2.13) (2.20) (3.79) (3.19)
Amihud2 -0.6050 -0.2397 -0.0036 -0.1614 -0.0784 -1.2068* -2.3396** -4.1103*
(-1.51) (-0.59) (-0.01) (-0.69) (-0.09) (-1.80) (-2.31) (-1.95)
Amihud*PD -0.3466 0.6025* 0.0059 0.6185 0.9428 1.5877 -3.7000 -3.3024
(-1.07) (1.73) (0.01) (1.34) (0.99) (1.56) (-1.57) (-1.45)
Size -0.0006 -0.0010 -0.0007 -0.0011 -0.0036 -0.0055 -0.0108* -0.0148*
(-0.82) (-0.97) (-0.91) (-1.11) (-1.05) (-1.18) (-1.74) (-1.74)
Size2 0.0001 0.0001 0.0008 0.0028**
(1.06) (0.70) (1.28) (2.40)
Size*PD 0.0110 0.0740 0.0364 -0.4968
(0.19) (1.32) (0.17) (-1.50)
BM 0.0051** 0.0045 0.0031 0.0042 0.0155 0.0184 0.0450** 0.0441*
(2.13) (1.20) (1.34) (1.22) (1.34) (1.16) (2.28) (1.74)
BM2 -0.0004 -0.0018 -0.0023 -0.0125
(-0.18) (-0.79) (-0.23) (-0.78)
BM*PD -0.0434 -0.0712 -0.3586 0.3497
(-0.38) (-0.67) (-1.05) (0.47)
Constant 0.0125*** 0.0133*** 0.0153*** 0.0131*** 0.0125*** 0.0132*** 0.0151*** 0.0151*** 0.0583*** 0.0622*** 0.0686*** 0.0676*** 0.1263*** 0.1389*** 0.1476*** 0.1465***
(3.51) (3.45) (4.02) (3.56) (3.52) (3.46) (4.00) (4.11) (4.28) (4.12) (5.00) (5.15) (5.65) (5.46) (6.27) (6.65)
R square 0.0122 0.0279 0.0341 0.0584 0.0116 0.0270 0.0292 0.0529 0.0127 0.0336 0.0314 0.0588 0.0126 0.0331 0.0312 0.0578
42
Table 1.11: Cross-Sectional Regressions with Stock Characteristics for Subsequent Equity Returns (Logistic Model, continued)
Cross-Sectional regression are performed on individual equity returns and stock characteristics for a variety of holding periods, and the time series average of parameter estimates are reported.
The robust t-value (reported in parentheses) is computed using the Newey-West (1987) autocorrelation-adjusted standard error. In Panel A, we run regressions based on the dynamic logistic model
proposed in Campbell, et al (2008), whereas in Panel B, DTDliab&liq is added to the logistic model as an additional variable. Each month from Jan 2000 to Dec 2014, the model is re-estimated
using only historically available data to eliminate look-ahead bias. Ret [t1,t2] is the equity return from t1to t2, ti is i months after characteristics are observed. Amihud is the illiquidity measure
in Amihud (2002) and is multiplied by 100,000. Size is log of market capitalization. BM is the book-to-market ratio. PD2 , Amihud2, Size2, BM2 denote the characteristics squared, whereas
Amihud×PD, Size×PD, and BM×PD denote the products of the respective variables. Amihud, Size and BM are rendered orthogonal to PD.
Panel B. PD in Campbell, et al (2008) with DTDliab&liq
First Month Return, Ret [0,1] Second Month Return, Ret [1,2] Half Year Return, Ret [1,6] First Year Return, Ret [1,12]
RET [-1,0] -0.0227*** -0.0247*** -0.0007 -0.0009 0.0267** 0.0295*** 0.0836*** 0.0933***
(-4.31) (-5.26) (-0.14) (-0.22) (2.04) (2.88) (3.66) (4.57)
PD -0.1114 -0.1144* -0.2115 -0.2934* -0.1599** -0.1624** -0.1973 -0.1558 0.0092 -0.0114 -0.0756 -0.2378 1.6521** 1.5550** 2.7238*** 1.6323*
(-1.64) (-1.69) (-1.53) (-1.96) (-2.33) (-2.39) (-1.39) (-1.09) (0.03) (-0.04) (-0.13) (-0.44) (2.44) (2.37) (2.61) (1.82)
PD2 -0.4597 1.9806 -0.5791 -2.3931 3.5814 2.9603 -6.6298 15.3921
(-0.45) (1.13) (-0.40) (-1.11) (1.01) (0.51) (-1.03) (1.11)
Amihud 1.7312*** 0.0455 1.6666*** 0.7916* 5.2466** 3.3317** 12.8957*** 10.2766***
(2.77) (0.11) (2.85) (1.89) (2.47) (2.36) (3.94) (3.52)
Amihud2 -0.7024 -0.2686 -0.2564 -0.1380 -0.5528 -1.0692* -2.6032** -3.8703*
(-1.49) (-0.63) (-0.75) (-0.60) (-0.84) (-1.69) (-2.38) (-1.93)
Amihud*PD 0.0378 0.3426* 0.2635 0.4477** 0.9787** 1.0713** -0.5787 -0.8068
(0.27) (1.95) (1.21) (1.98) (2.36) (2.47) (-0.59) (-0.87)
Size -0.0007 -0.0009 -0.0007 -0.0010 -0.0034 -0.0045 -0.0095 -0.0101
(-0.96) (-1.04) (-1.01) (-1.15) (-0.97) (-1.10) (-1.52) (-1.40)
Size2 0.0002 0.0001 0.0009 0.0026**
(1.09) (0.89) (1.30) (2.10)
Size*PD -0.0139 0.0367 0.0398 -0.2437
(-0.40) (1.10) (0.32) (-1.00)
BM 0.0057** 0.0047 0.0035 0.0048 0.0162 0.0191 0.0440** 0.0469*
(2.33) (1.18) (1.51) (1.30) (1.40) (1.10) (2.27) (1.71)
BM2 -0.0002 -0.0019 -0.0042 -0.0186
(-0.08) (-0.79) (-0.40) (-1.11)
BM*PD -0.0087 -0.0149 -0.1190 0.5040
(-0.12) (-0.24) (-0.61) (1.23)
Constant 0.0124*** 0.0124*** 0.0127*** 0.0124*** 0.0121*** 0.0122*** 0.0115*** 0.0115*** 0.0570*** 0.0576*** 0.0560*** 0.0554*** 0.1253*** 0.1276*** 0.1191*** 0.1193***
(3.44) (3.44) (3.70) (3.77) (3.40) (3.40) (3.47) (3.62) (4.12) (4.12) (4.37) (4.66) (5.52) (5.50) (5.75) (6.20)
R square 0.0125 0.0276 0.0343 0.0581 0.0119 0.0268 0.0299 0.0529 0.0135 0.0334 0.0328 0.0590 0.0139 0.0331 0.0312 0.0568
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Chapter 2
Trading Noise and Default Risk
2.1 Introduction
Accurate assessment of default risk is important to individual lenders, financial insti-
tutions and regulators, especially following the Asian financial crisis in 1997-1998 and
the global financial crisis in 2007-2009. Over the decades of studying default measures,
the literature has realized that the most effective default measure derived from models
that utilize not only financial statements, but also market prices. According to Crosbie
and Bohn (2003, p. 22), “we believe that the best source of information regarding the
value of a firm is the market.” Indeed, variables constructed from market data such as
stock return, market-to-book ratio, idiosyncratic volatility of stock returns, have been
shown to be useful in corporate default prediction, see Shumway (2001) and Campbell,
at al (2008).
Market prices, though, can be contaminated by trading noises. The classical models
of default risk often abstract away from market microstructure effects and implicitly
assume that the observed transaction prices reflect “fair” value. While the actual trans-
actions are indeed the best source of information of a security’s price, a more realistic
assumption would capture the possibility that prices also move in response to the pro-
cess of trading due to various market frictions. However, it is not clear in the literature
whether incorporating this assumption would have a material impact on the estimation
of default risk. This paper attempts to answer this question by investigating: (a) how
different is the estimated default measure once we account for trading noise? (b) In
what scenarios are the differences more severe? (c) Can the new measure bring mate-
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rial benefits to corporate default prediction?
Our analysis proceeds in two steps. First, we study the credit risk measure, the
distance-to-default (DTD), motivated by the structural approach pioneered by the work
of Merton (1974) that applies Black and Scholes (1973) option pricing formula to price
market value of debt. The underlying assumption is that debt and equity are viewed
as contingent claims on firm value, and debt has a claim priority over equity. DTD
measures the number of standard deviations by which the market value of assets exceed
a measure of liabilities, which is commonly referred to as the “default point”. It is
a variable that is better than simple financial leverage ratio in assessing default risk,
because it incorporates a firm’s business and industry risk as measured by volatility
of asset growth. DTD has been intelligently applied by academic researchers as well
as industry practitioners, and it is widely agreed among market practitioners that the
distance-to-default is a useful measure for assessing the credit risk1.
In the first step, we estimate DTD for each firm-month in two scenarios, namely
ignoring trading noise and explicitly adjusting for trading noise. The interest lies in the
absolute difference and the prediction power of the two measures. The advantage of
structural models is that the capital structure of a firm is modeled in a consistent frame-
work, but strong assumptions on the dynamics of the firm’s asset and other variables are
also required. This leads to our second step where “reduced-form” approach is applied.
Contrary to structural approaches that explicitly model the ability of the firm to pay
its debt, reduced-form approaches model default probabilities through an econometric
specification with many explanatory variables. While DTD is a key variable for default
prediction, additional variables are also included to capture the source of risk that are
not revealed by DTD. We would like to know whether the adjustment of trading noise
can bring material impact after DTD is further calibrated in a reduced-form model. In
this study, we employ the forward intensity approach of Duan, et al (2012) and the
logistic regression approach of Campbell, et al (2008).
We find empirical evidence that ignoring trading noise will lead to downward bias
in DTD estimation and upward bias in default risk estimation. Intuitively, DTD is a
volatility adjusted leverage measure, and is inversely related with both asset volatility
1The prominence of DTD is partly due to its successful commercial implementation by Moody’s KMV,
which is said to revive the practical applicability of structural models by implementing a modified structural
model called the Vasicek-Kealhofer (VK) model.
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and firm’s leverage. By removing the noisy part of observed equity value, the estimated
asset volatility is lower and the new DTD is generally higher. Indeed, we find that,
on average, the estimated asset volatility is less by 7%, and DTD is higher by 9%. It
is very important to note that the bias is not constant for all types of firms, otherwise
the adjustment in trading noise is meaningless. In fact, we found that trading noise
impacts DTD estimation in a systematic way. As trading noise increases, both the
impact on asset volatility and on DTD become larger. Moreover, differences in DTD
are also affected by DTD level: higher differences are seen as level of DTD is higher.
Controlling for the magnitude of DTD, the impact is bigger if noise is large. It is also
found that the difference is larger in good economic condition than in bad one. This
is because during economic downturns, firms are more likely to default. As evidenced
by Hilscher and Wilson (2013), the failure rate during recessions is almost three times
higher during and immediately after recessions (2.4%) than in normal period (0.9%).
We expect to see smaller impact of adjusting for trading noise during such periods
because the level of DTD is low. Therefore, the largest differences in DTD are expected
in safest firms and during good economic condition.
Further, we provide additional evidence that the change in DTD estimation is not
a parallel shift. It is found that the rank correlation between the two measures is less
than one, and has a “U shape” pattern with the default risk group: The highest corre-
lations are seen for the riskiest and safest firms, but lower for firms in between. This
indicates that there is an impact on the relative default risk rankings, though such im-
pact is smaller for the riskiest and safest firms. To access whether the change in relative
ranking can translate into default prediction power. The cumulative accuracy profile, or
power curve, shows that the trading-noise-adjusted DTD is more accurate when used in
the structural model for default forecasting.
When we calibrate DTD in the reduced-form model of Duan, et al (2012) along
with other variables, the adjustment of trading noise is shown to be beneficial for default
prediction as well, especially for illiquid firms. The accuracy ratio, computed from the
power curve, is higher for the probability of default measure incorporating the trading
noise adjusted DTD. Such findings are true across prediction horizons of 1 month to 3
years, but are more prominent for longer horizons. We also find that the improvement
is concentrated on low liquid firms rather than high liquid ones. Using the trading noise
46
adjusted measure, the predicted default rate is also much closer to the actual default rate
over our sample period of 1991 to 2014, with greater improvement for the most illiquid
firms.
Finally, we test the robustness of our results using an alternative reduced-form
model, the logistic regression approach by Campbell, et al (2008). We find similar
findings as Campbell, et al (2008), that DTD is insignificant and has little effect in the
R2 of the model. However, we argue that such findings are due to the biased estimation
of the DTD measure for the financial firms, because significance emerges once finan-
cial firms are excluded from the sample. Further, if the liability component and trading
noise are appropriately accounted for, DTD is shown to increase R2 substantially. Our
proposed new model is shown to forecast default event more accurately than the original
model without DTD, and the improvement is mainly for illiquid firms.
Taken together, our results indicate that adjusting for trading noise can bring mate-
rial benefits to DTD estimation, as well as corporate default prediction models.
This paper adds to the big literature of corporate default prediction. The Merton’s
(1974) model that is applied in this paper assumes a simple capital structure for the firm:
debt plus equity, with homogeneous class of debt that has zero coupon form. Default
can only happen at the maturity of debt. Black and Cox (1976), the first of the so-called
First Passage Models (FPM), relax Merton’s assumption on default time and postulate
that default occurs at the first time that the firm’s asset value drops below a certain time
dependent barrier. These two approaches in the structural frameworks lie the foundation
for subsequent studies2. Reduced-form models of default originated from discriminant
analysis which derives an ordinal ranking of credit scores. Altman’s Z-Score (Altman
1968) is one of the successful models. Later development of reduced-form models in-
clude the use of response models to predict bankruptcy, see Ohlson (1980), Zmijewski
(1984), and more recently dynamic logistic model of Shumway (2001), Campbell, et al
(2008). Intensity based approach has also been explored in recent years, where default
is modeled as some unpredictable Poisson-like event. Duffie, et al (2007) propose a
doubly stochastic Poisson intensity model to describe default event, and the time dy-
namics of the state variables need to be specified. Duan, et al (2012) propose a forward
2for example, Geske (1977), Longstaff and Schwartz (1995), Leland and Toft (1996), Collin-Dufresne
and Goldstein (2001).
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intensity approach, and restrictions on the high-dimensional state variable process are
relaxed. The forward intensity approach specifies an explicit dependence of instanta-
neous intensities that are only known in future, as a function of state variables at the
time of prediction. The approach is practically tractable due to the decomposition of
the pseudo-likelihood function, and it has been implemented by NUS Risk Manage-
ment Institute (RMI) Credit Research Initiative team (CRI), who releases daily updated
default probability forecasts with various horizons for over 60,000 firms globally.
All of these studies take as given the premise that observed equity value reflects
the best guess of true equity value and do not factor in the fact that the market is con-
taminated by various market microstructure noises. However, the literature on market
microstructure has long realized that microstructure noises can cause observed equity
values being different from their equilibrium values. Such deviation affects not only the
first moment estimation, but also variances and covariances that are crucial in statistical
inferences of finance studies.
The literature on microstructure noises are motivated from the fact of price discrete-
ness observed in the market, i.e. exchange regulations require all prices to be expressed
as a multiple of some minimum tick, historically $ 18 . Gottlieb and Kalay (1985) first
incorporate the assumption that observed prices are obtained by rounding underlying
values to the nearest eighth, and show that discreteness increases observed price change
variance relative to the underlying value innovation variance. Harris (1990) generalizes
Gottlieb and Kalay’s model to take into account the bid-ask spread, and shows that the
biases in the standard variance and in the serial covariance estimators depend on the un-
derlying value innovation variance and on the bid-ask spread. Later, various market im-
perfections and frictions are explicitly modeled into price formation. Hasbrouck (1993)
decomposes actual transaction price into implicit unobservable efficient price and pric-
ing error. The pricing error is viewed as impounding diverse microstructure effects such
as discreteness, inventory control, the non-information-based component of the bid-ask
spread, the transient component of the price response to a block trade, etc. He proposes
that the standard deviation of the pricing error be the measure of market quality. The
measure of trading noise studied in this paper shares similar spirit to Hasbrouck’s idea,
in that both capture how closely the transaction price tracks the efficient price. Huang
and Stoll (1994) and Madhavan, et al. (1997) also develop structural models of price
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formation that that capture many market frictions, including intraday bid-ask spread,
execution cost, auto-correlation and volatility patterns of transaction prices and quotes.
Presence of trading noises is also shown to have material effect on sampling frequency
and volatility estimation of stock prices3. Parametric likelihood-based identification in
the presence of noise is studied by Gloter and Jacod (2001a,b).
In light of the nontrivial effect of trading noises, recent literature has started to
incorporate trading noises to credit risk models. Duan and Fulop (2009) develop a par-
ticle filter-based MLE method to estimate the structural parameters of Merton (1974)’s
model in which the presence of trading noises is considered. Using 100 random sample
of firms, they show that ignoring trading noise can lead to significant over-estimation
of asset volatility4. This paper contributes to this line of literature by empirically ap-
ply the MLE method of Duan and Fulop (2009) to the estimation of DTD in Merton’s
(1974) model. The reduced form model used to calculate default probabilities follows
the forward intensity approach of Duan, et al (2012), where DTD is one of the key
co-variates.
The rest of the paper is organized as follows. Section 2 reviews the particle filter-
based MLE method of structural risk model of Duan and Fulop (2009); presents the
estimation results using the large panel data over 1991 to 2014 and shows that trading
noise is related to and yet different from commonly applied market liquidity measures.
Section 3 summarizes the distance-to-default calculation methodology and discusses the
impact of trading noise on this measure. In Section 4, the forward intensity approach
of Duan, et al (2012) is applied and the benefits of our proposed distance-to-default
measure are documented. Finally, we test the robustness of our findings in Section 5
using the logistic regression model of Campbell, et al (2008). Section 6 concludes.
3see Aït-Sahalia, et al. (2005a,b), Zhang (2011) and Bandi and Russell (2008).
4Other relevant literature: Huang and Yu (2010) adopt a Bayesian approach and uses Markov Chain
Monte Carlo (MCMC) technique to estimate the structural credit risk model with microstructure noises,
whose distribution is more flexible than i.i.d. normal. Kwon and Lee (2016) assume that noise follows
a mean reverting process to capture short-term auto-correlation in stock prices. Their paper is based on
the Black-Box model and applies particle filter algorithm for sequential estimation of asset value and the




The smoothed localized sequential importance re-sampling (SL-SIR) particle filter-
based MLE method proposed by Duan and Fulop (2009) estimates the structural param-
eters of Merton’s (1974) model in which the presence of trading noises is considered.
Under the framework of Merton’s model, debt and equity are viewed as contingent
claims on firm value, so that option pricing techniques are used in valuing corporate
liabilities. While the Merton’s model has been under criticisms of being unrealistic,
there is a trade-off between ease of implementation and realistic assumptions, espe-
cially when microstructure noise is added into. Actually, with a better specified model,
the trading noise adjusted asset volatility is more accurate and the resulting DTD will
predict default events with higher power, which would be in favor of this study. For
now, this paper abstracts away from the drawbacks of Merton’s highly stylized models,
and focuses on the implications of estimated trading noise parameter.
The state space representation in Duan and Fulop (2009) is as follows: First, the
measurement equation links the observed equity value with the true value, with a multi-
plicative error structure for trading noise, so that the logarithm of observed equity value
is
lnSτi = lnS (Vτi ;σ ,F,r,T − τi)+δνi (2.1)
where S (Vτi ;σ ,F,r,T − τi) is the true equity value from Black-Scholes option pric-
ing model,
















Vτi is asset value at time τi, {νi, i= 1, ...,N} are i.i.d. standard normal r.v., and δ is
the trading noise parameter. F is the face value of zero coupon debt maturing at T , r is
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the risk-free rate. Each stock is sampled at fixed frequency at time τi, where i= 0, ...,N.
The transition equation specifies the process of underlying latent asset value.









where{εi, i= 1, ...,N} are i.i.d. standard normal r.v. Note that equation 2.3 is the
discrete-form of a geometric Brownian motion that governs asset value V , with drift




The state space representation is non-linear and can be estimated using particle fil-
ter algorithms. Particle methods are a subset of the class of methods known as the
Sequential Monte Carlo (SMC) methods, which use simulation techniques to provide
particles approximately distributed according to posterior distributions given observ-
able variables. Quantities of interest like moments and quantiles can be estimated using
the particles. A commonly used particle filtering algorithm is the two step Bayesian
bootstrap filter algorithm proposed by Gordon, Salmond and Smith (1993), where sam-
pling and importance re-sampling step are repeatedly conducted as we move forward
through time. However, the disadvantage of this algorithm is that the sampler is not
efficient, because the most recent and highly informative equity value St are ignored in
sampling M particles of asset value V (m)t . The SL-SIR method proposed in Duan and
Fulop (2009) adopts the auxiliary filtering idea of Pitt and Shephard (1999). SL-SIR
scheme performs particle filtering in an enlarged dimension so that the information of
St is incorporated. The scheme remains in the order M in evaluating density functions,
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instead of M2 for an arbitrary sampler that is also a function of St5.
After applying the SL-SIR scheme to the state space representation of equation 2.1
and 2.3, the likelihood function of observing this sequence of equity values is evaluated.
Finally, the likelihood function is maximized to get parameter estimates Θ= {σ ,δ ,µ}.
Implementation of the SL-SIR scheme in this paper is on a rolling basis. For each
firm-month, the previous one year’s equity values, risk-free rates and face value of debt
are used to estimate one set of parameters. Although the parameters are assumed to
be constant during the preceding one year estimation period, we actually obtain time-
varying parameters because of rolling procedure at each month.
2.2.2 Data and Estimation Results
We obtain the model input data for the U.S. economy from the CRI team of NUS
RMI. The CRI is a non-profit undertaking by RMI that releases daily updated PD fore-
casts for over 60,000 firms within the U.S., Canada, Latin American, Asian, African
and European economies, as well as countries within the Middle East. This non-profit
alternative can potentially counterbalance the for-profit credit rating agencies (Duan
and Van Laere 2012), as rating agencies suffer from a conflict of interest problem and
have been highly blamed for the 2007–2009 financial crisis and the subsequent Euro-
pean sovereign debt crisis. The data sources of the CRI database are mainly Thomson
Reuters Datastream and the Bloomberg Data License Back Office Product. Common
factors such as stock index prices and short-term interest rates are retrieved from Datas-
tream. Firm-specific data includes daily market capitalization based on closing share
prices and new financial statements as companies release them6.
5The SL-SIR scheme proposed in Duan and Fulop (2009) is as follows:
1. Begin with V (m)τi in the equal weight filtering sample. Draw a ν
(m)
i+1from N(0,1) , compute
V ∗τi+1(Sτi+1 ,ν
(m)






, m= 1, ...,M.




















point V (m)τi+1 .
3. Construct a piecewise linear empirical distribution using the weighted sample (V (m)τi+1 ,pi
(m)
i+1), m =
1, ...,M to obtain a new equal-weight sample of size M.
6A major challenge, however, lies in choosing which financial statement to use when firms have mul-
tiple versions of financial statements within the same period, with different accounting standards, filing
statuses, currencies or consolidated/unconsolidated indicators. The details of priority rule are described in
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The default events of CRI database come from a variety of sources, including
Bloomberg, Compustat, CRSP, Moody’s reports, TEJ, exchange website and news sources.
A default event is recognized if one of the following happens: 1. Bankruptcy filing,
receivership, administration, liquidation or any other legal impasse to the timely settle-
ment of interest and/or principal payments; 2. A missed or delayed payment of interest
and/or principal, excluding delayed payments made within a grace period; 3. Debt re-
structuring or distressed exchange, in which debt holders are offered a new security or
package of securities that result in a diminished financial obligation.
For trading noise calculation, the input variables for each firm-month are (Bloomberg
field in bracket): current liabilities (BS_CUR_LIAB), long term borrowings (BS_LT_BORROW),
total liabilities (BS_TOT_LIAB2), total asset (BS_TOT_ASSET), daily market capital-
ization based on closing prices for previous 1 year, and 1-year US Treasury constant
maturity rate. To compute the market liquidity measures described in section 2.3, our
data set is merged with CRSP daily stock file using identifier Ticker. Daily bid-ask
spread, trading volume, Amihud ratio, and number of trades are calculated and the
monthly average of daily value is used for each firm-month observation. The final sam-
ple contains US listed and delisted companies from Nov 1991 to Dec 2014, with 12,877
unique firms, 1,048,446 firm-month observations.
Table 2.1 Panel A shows the summary statistics of parameter estimates of the Mer-
ton’s model (µ and σ ), and parameters estimated by the Particle-filter based MLE
method proposed by Duan and Fulop (2009), (µliq, σliq, δ ). For each firm, param-
eter estimates start only when there are minimum of 250 days of valid observations
for market capitalization. After that, each month’s parameters are re-calculated on a
rolling basis. 4σ = σliq-σ denotes the absolute difference in the asset volatility esti-
mation, and %4σ =4σ/σ denotes the percentage difference. From the large sample
of 12,877 US companies, the estimated parameters are within similar ranges as in the
100 random sample from CRSP in Duan and Fulop (2009). The estimated asset volatil-
ity are stated per annum with mean of 0.37 and median of 0A major challenge, however,
lies in choosing which financial statement to use when firms have multiple versions of
financial statements within the same period, with different accounting standards, filing
statuses, currencies or consolidated/unconsolidated indicators. The details of priority
the section 3 of the Technical Report on RMI CRI’s website.
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rule are described in the section 3 of the Technical Report on RMI CRI’s website..2939,
which are quite reasonable. Under the original Merton’s model without the presence of
trading noise, the estimated asset volatility σ has a mean of 0.399 and median 0.3162,
both of which are higher than those of σliq. The absolute difference of asset volatility
is -0.0287 and the mean percentage difference is around -7%. This indicates that on
average, filtering out trading noise component reduces 7% of estimated asset volatility.
The trading noise parameter is multiplied by a factor of 100. It has a mean value of
0.6657, and median of 0.3737. The differences of its mean and median can be explained
by the cluster of estimates close to zero. Its 25 percentile is only 0.014, indicating that
one quarter of the observations have very small trading noises. Figure 2.1 plots the
histogram of estimated trading noise parameter, where we can see a peak at around zero,
and a second peak at around 0.5. While it is possible that the one quarter of firm-month
observations indeed have negligible trading noises, it is also possible that the estimated
noise itself is noisy. As indicated by Duan and Fulop (2009), the noise parameter could
also reflect other factors such as statistical sampling error, model misspecification, etc..
The interpretation of noise parameter is closely related to the specification of noise





The right hand side is the percentage difference between observed equity value and
true equity value, and ϑi follows i.i.d. standard normal distribution. The noise param-
eter, δ , should be understood as the degree of dispersion of the percentage difference
between observed equity value and true equity value, i.e. we should regard the right
hand side as a random variable, and δ measures how much variation of its distribution.
For one standard deviation of trading noise, a low δ indicates that the observed equity
value tends to be very close to the true equity value, and a high δ indicates a large de-
viation of observed value from true value. With this in mind, it is clear that δ does not
measure the return volatility of equity.
Table 2.2 displays Spearman correlation coefficients between trading noise and al-
ternative liquidity measures, Amihud, bid-ask spread, turnover per share (defined as
monthly trading volume divided by total number of shares outstanding), number of
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trades, and trading volume. In Panel A, the panel data is used to compute correlation,
whereas in Panel B, a time series is first calculated for each of the variables by aggre-
gating all firms in cross-sectional, then the correlation is performed among the six time
series. In both panels, trading noise is positively correlated with bid-ask spread and the
Amihud ratio, and negatively correlated with turnover, trading volume and number of
trades. The results indicate that more liquid firms will in general have less microstruc-
ture noise, this being consistent with existing literature. Aït-Sahalia and Yu (2008)
provide evidence, based on study of the high frequency market, that more liquid stocks
in terms of their financial characteristics have lower noise and a lower noise-to-signal
ratio. While all our correlations are significant, the magnitudes of correlation between
noise and other measures of liquidity are much larger in the time series than in the
panel. For example, the time series correlation between noise and Amihud ratio is as
high as 0.6276, but decreases to 0.4061 in the panel. Similarly, the time series correla-
tion between noise and bid-ask spread is 0.6841 but as low as 0.025 in the panel data.
This implies that the cross-sectional correlation is much lower than that of time series,
and that the trading noise measure is different from the market liquidity measures such
as Amihud ratio, bid-ask spread, etc., which rely on the variation among the intra-day
observed equity prices. In fact, liquidity is a broad concept that captures many dimen-
sions such as transaction cost, resiliency, depth and breath of market, and trading noise
captures another dimension of liquidity that is not captured in other measures. It has
been shown in the literature that existing liquidity measures tend to focus on differ-
ent aspects7. The trading noise measure, in particular, relies on the idea that illiquid




Under Merton’s Model, the probability of default is defined as the probability that
the firm’s asset value falls below the face value of zero coupon debt:
7Bid-ask spread mainly captures the transaction cost aspect, whereas Amihud’s illiquidity focuses on
depth and breath, and has been shown to perform well in measuring price impact (Goyenko, et al 2009).
The liquidity measure by Pastor and Stambaugh (2003), on the other hand, relies on the resiliency aspect
since it is based on the idea that an asset with lower liquidity corresponds to bigger price impact, therefore
stronger volume-related return reversals.
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P(Vt) = P(VT < F) =Φ(
log FVt − (µ− 12σ2)(T − t)
σ
√
T − t ) (2.6)
where Φ is the cumulative distribution function of standard normal distribution and
DTD is defined as the negative of the term inside Φ, i.e.,
DTDt =
logVtF +(µ− 12σ2)(T − t)
σ
√
T − t (2.7)
DTDt measures the number of standard deviations that the asset value is away from
default point. The maturity of debt is set to 1 year, which is consistent with the standard
KMV assumptions that the time to maturity T − t is 1 year. Under the KMV implemen-
tation, the default point F , is proxied as the sum of the short-term debt and one half of
the long-term debt. However, this proxy is not meant for financial firms as it ignores
other liabilities that is usually quite large in financial firms. Thus, adjustment for other
liabilities is needed in order to estimate reasonable parameters for both financial firms
and non-financial firms. Following Duan, et al (2012), the default point F is defined as:
F = short_termdebt+0.5× long_termdebt+ ς ×other liabilities (2.8)
We obtain ς from RMI CRI database, where ς is estimated in a 2 stage procedure,
and its sector (financial or non-financial) average value for each month is used for every
firm within that section in that month. We start DTD calculation only when we have
a minimum of 250 days of valid observations for market capitalization, because we
use the previous 1 year’s data to estimate parameters. In practice, it is well known in
econometric literature that µ cannot be estimated with good precision due to the nature
of diffusion models. To see this, in equation 2.3, µ is multiplied by dt, which is very
small (for daily frequency in one year, dt = 1/250 = 0.004), but σ is multiplied by
√
dt,
which is larger (here
√
dt = 0.063). To reduce sampling errors, an alternative form, also





T − t (2.9)
Since DTD will be further calibrated in reduced-form models, the alternative form,
i.e., assuming µ = 12σ
2, is not as harmful as the sampling errors in the estimated µ .
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When we remove the noisy component of estimated σ by implementing Duan and Fu-






T − t (2.10)
2.3.2 Empirical Findings
Figure 2.1 (b) plots the histogram of DTDliab from the original model that ignores
the presence of trading noise, as well as DTDliab&liq that are calculated from models
that explicitly adjusted for trading noise. Both distributions are skewed to the right,
but DTDliab&liq is obviously different from DTD, with higher mean and less skewness.
Since a lower DTD indicates higher default risk, this means that in general, ignoring
trading noise will lead to more conservative estimation of DTD, or over-estimate a
firm’s default risk. When DTD is smaller than or equals to zero, we are predicting that
the firm is not going to meet its debt obligation in future. From the graph, the frequency
of such default event is much lower after adjusting for trading noise. The downward bias
in DTD when ignoring trading noise can be explained by the higher volatility estimated,
since asset movement due to microstructure noise is not disentangled from its volatility.
By removing the noisy part of observed equity value, the estimated asset volatility is
lower and the new measure is generally higher.
Table 2.1 Panel B displays the differences in estimated DTD when ignoring and
adjusting for trading noise, where 4DTD = DTDliab&liq−DTDliab calculates the ab-
solute difference and %4DTD =4DTD/DTDliab&liq the percentage difference. The
mean value of4DTD is 0.3508, and median is 0.0853, so the distribution of4DTD is
skewed to the right. Since DTD measures the number of standard deviations the asset
value is away from default point, a mean value of 0.3508 in4DTD implies that on av-
erage, ignoring trading noise will results in an over-estimation of default risk by 0.3508
standard deviation. The percentage difference between DTDliab&liq and DTDliab has a
mean of 9.25% and median 2.46%. This indicates that by removing the noisy compo-
nent of the equity prices, half of the distance-to-default estimation has less than 2.46%
impact, but the higher mean value and 11.58% as the 75th percentile also imply that a
quarter of the estimates are more than 10% different.
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What variables can explain4DTD? The first guess could be the magnitude of trad-
ing noise parameter. When sorting our sample into 20 groups by the trading noise pa-
rameter δ , Table 2.3 displays the mean value of δ ×100, σ , σliq,4σ , %4σ , DTDliab,
DTDliab&liq, 4DTD and %4DTD across different trading noise groups. First of all,
we observe that the relationship between trading noise and asset volatility is not strictly
monotonic, but the highest noise groups have much higher asset volatility as well. Such
pattern is similar for both σ and σliq. However, a much clearer monotonic pattern is seen
for the differences in asset volatility, 4σ , as well as the percentage difference, %4σ .
The higher the trading noise, the bigger the difference in volatility estimation. Secondly,
we also observe a monotonic relationship between the differences in distance-to-default
estimation and trading noise groups: The higher the noise, the bigger the difference.
Such similar pattern in asset volatility and distance-to-default indicates that the impact
of trading noise on distance-to-default is largely driven by the asset volatility estimation.
Table 2.4 investigates the impact on DTD when both trading noise and level of DTD
are controlled for. Our panel data is first sorted into 10 groups according to DTDliab&liq,
then for each group, 10 sub-groups are formed according to the trading noise. For each
risk group, we observe similar finding that the impact on DTD increases as noise grows.
Across different risk groups, the impact is larger when the level of distance-to-default
is higher. It is very important to note that the impact on DTD is different for each stock,
and in a systematic way, otherwise such adjustment on DTD would be meaningless.
To further explore the impact of trading noise on DTD, Table 2.5 displays the mean
value of4DTD for each industry under different economic and market conditions. We
observe that Financial and Utilities firms have a higher 4DTD than firms from other
industries. Hence, adjusting for trading noise will favor these industries in default risk
assessment, as they would be less riskier according to the new measure, DTDliab&liq.
Five macroeconomic variables are studied and defined as follows: Recession indicator
is the NBER based Recession Indicators for the United States from the Peak through
the Trough. S&P500 return is from the RMI CRI data set and is used as a proxy of US
stock market index return. Its lower 20 percentile and upper 20 percentile are used as
low return and high return period, respectively. VIX is the CBOE volatility index. Its
lower 20 percentile and upper 20 percentile are used as low VIX period and high VIX
periods, respectively. Commercial and industrial loans at all commercial banks are used
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to classify data into bank loan decreasing period when the change from previous month
is negative, and bank loan increasing period when the change is positive. Recession
indicator, VIX, and loans are obtained from website of Federal Reserve Bank of St.
Louis. The University of Michigan Consumer Sentiment Index is the index published
monthly by the University of Michigan and Thomson Reuters. From Table 2.5, we can
observe smaller 4DTD during economic downturns, i.e. recession, low stock index
return, high VIX, decreasing bank loans, and low sentiment. This implies that the
original model’s downward bias on distance-to-default estimation attenuates in these
periods. This is because during economic downturns, firms are more likely to default
and the default risk is high (or low DTD level). The impact of trading noise is affected
by the level of DTD, as shown in Table 2.4, and smaller differences are expected when
the level of default risk is low.
2.3.3 DTD Ranks and Prediction Power
The empirical evidence in the last sub-section shows that adjustment of trading
noise would have a material impact on the magnitude of distance-to-default estimation,
this sub-section goes one step further by showing that relative ranks among firms are
distorted and the prediction power can be weakened by ignoring the presence of trading
noise.
Figure 2.2 shows the rank correlation between DTDliab and DTDliab&liq across dif-
ferent default risk groups (Group 1 being riskiest and Group 10 being safest). First, our
sample from Nov 1991 to Dec 2014 are divided into ten DTDliab&liq groups. Then for
each group, Spearman’s rank correlation coefficient (orange bars) and Kendall’s τ rank
correlation coefficient (gray bars) are shown. While the all sample Spearman correla-
tion is 0.98 and Kendall correlation is 0.91, the sub-sample correlations are much lower.
In fact, we observe a “U shaped” pattern where the higher correlations are seen at the
two ends. This indicates that ignoring trading noise is less harmful in terms of relative
ranks for safest and riskiest firms. Rather, firms with risks in between will see greater
rank distortion if we ignore the presence of trading noise in observed prices.
To assess whether the rank difference due to trading noise adjustment can improve
the statistical power of default prediction, we adopt the cumulative accuracy profile
(CAP), also called power curve. This testing methodology evaluates the accuracy of a
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default model in ranking defaulters and non-defaulters using the default measures being
assessed. First of all, we rank all firms in our sample by each of the two DTD measures
from the riskiest to the safest. The rankings are plotted as the horizontal axis. Then for
a given percentage of our sample, the proportion of defaulters relative to total number
of defaulters is calculated and serves as vertical axis. A perfect model is when all firms
are aligned so that all defaulters are within the riskiest percentiles. By contrast, for a
random model, the first percentile would only incorporate one percent of defaulters and
its power curve would be a 45 degree line. The more bowed towards the northwest
corner, the more powerful is the model.
Figure 2.3 plots the power curve of DTDliab and DTDliab&liq for 1 month prediction
horizon (sub-figure (a)) and 1 year prediction horizon (sub-figure (b)). In both cases,
power curve of DTDliab&liq is more towards the northwest corner, indicating the rank-
ing according to DTDliab&liq is closer to the actual default events and is therefore more
accurate. Comparing 1 month and 1 year prediction horizon, the prediction power de-
teriorates for each of the two DTD measures, but DTDliab&liq remains more powerful
than DTDliab. Given the large sample studied in this paper (1,334 defaults over 1991
to 2014), the evidence is quite convincing and we conclude that the liquidity-adjusted
DTD can improve the relative ranking of default risk.
2.4 Probability of Default (PD) in Forward Intensity Approach
While DTD alone is informative about default risk, researchers have long realized
that it must be used together with other variables to have a high default prediction power.
When DTD is further calibrated into a reduced form credit risk model, we can test the
implications of trading noise on PD. In this section, we examine whether the liquidity-
adjusted DTD measure would have a material impact on PD in reduced form models.
Specifically, we first apply the forward intensity approach by Duan, et al (2012) which
proposes a forward intensity approach in modeling default. In the next section, we also
test the robustness of our findings through the logistic regression approach by Campbell,
et al (2008).
The forward intensity approach is a reduced form credit risk model where a firm’s
default is signaled by a jump in a Poisson process determined by its intensity. The in-
stantaneous intensities that govern future default probabilities are specified as a function
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of state variables at the time of prediction, so that the time dynamics of state variables
need not to be modeled as in Duffie, et al (2007). To ensure non-negativeness, the for-
ward intensities are usually specified as exponentials of a linear combination of input
variables. Equation 2.11 specifies firm i’s forward density at t, with input variables Yi,t ,
forward horizon τ , and coefficient vectors β (τ). In this way, PD for different horizons
can be computed based on only current information. The pseudo-likelihood function
is shown to be decomposable to independent components, making the implementation
feasible. In particular, the model can be parallelized for multiple prediction horizons.
hi(τ) = exp(β (τ) ·Yi,t) (2.11)
In Duan, et al (2012), co-variates include common variables and firm-specific vari-
ables. Common variables include stock index return, which in the case of U.S. is the
trailing one-year simple return of S&P500 index, and U.S. Generic Govt 3-month yield
as short term interest rate. Firm-specific variables are transformations of DTD, liquidity,
profitability, relative size, market evaluation/future growth opportunities, and idiosyn-
cratic volatility. Liquidity is the funding liquidity of a firm and is measured as the ratio
of cash and short-term investments to total assets; profitability is measured as the ra-
tio of net income to total assets; relative size is measured as the logarithm of the ratio
of market capitalization to the economy’s median market capitalization; idiosyncratic
volatility follows Shumway (2001)’s measure of the unsystematic component of a firm’s
total risk associated with the stock return. DTD, liquidity, profitability, and relative size
are transformed into level and trend components. Level is computed as the one-year
average of the measure, and trend is computed as its current value minus its one-year
average. Such transformation is important as it captures different dimensions of current
value for each variable. After all the variables are constructed, we winsorize each of the
above variables by a cap at 99.9 percentile value and a floor at the 0.1 percentile value,
to minimize the impact of outliers.
We calibrate two versions of the above model, the first is the same as in Duan,
et al (2012) and is denoted by PD. In the second version, we replace DTDliab with
DTDliab&liq for both level and trend transformations, and the resulting probability of
default is denoted by PDliq. Table 2.1 Panel C displays the summary statistics of all
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input variables where the distance-to-default variables are from DTDliab&liq. The vari-
ables have similar and reasonable ranges compared to the data used in Duan, et al
(2012). Comparing the two versions, it is expected that the magnitude of default prob-
abilities would be different, since different distance-to-default measures are calibrated
into. In unreported tables, we show that the higher the leverage, noise, illiquidity and
idiosyncratic volatility, the bigger the differences. However, it is not obvious whether
the new distance-to-default measures would enhance the prediction power of default
probabilities.
To answer this question, we first compute the accuracy ratio (AR) under the two de-
fault probabilities. Accuracy ratio summarizes the information of the power curve and
results in a single statistic that can be compared against different models. It is defined
as the ratio of the area between the power curves of the actual and random models to the
area between the power curves of the perfect and random models. Accuracy ratio has
values from zero for a random model, to 100 per cent for the perfect model. Table 2.6
displays the AR results from a prediction horizon of 1 month to 3 years. We also divide
our sample into 3 sub-samples according to Amihud ratio (High liquidity, Medium liq-
uidity and Low liquidity) and re-calibrate the model based on the sub-sample. The third
column under each sample shows the difference in the accuracy ratio between the two
measures. We see improvement in the accuracy ratio for all prediction horizons using
PDliq, but the improvement tends to concentrate on the low liquidity firms. For exam-
ple, at 12 months horizon, AR increases from 0.89 to 0.90 for high liquidity group, but
increases from 0.76 to 0.79 for low liquidity group. Moreover, the longer the prediction
horizon, the higher improvement in the accuracy ratio. Three year accuracy ratio can be
increased by 0.06 whereas the increment is only 0.01 for one month horizon. Figure 2.4
plots the accuracy ratio of PD and PDliq by using only the most illiquid firms defined
as those having the highest 33% Amihud measure. The shaded area (left axis) plots the
difference of the accuracy ratio, AR(PDliq)−AR(PD), over the 36 prediction horizons.
We observe that the accuracy ratio declines with horizon, but the improvement on it
by using the liquidity adjusted measure steadily increases till 18 months horizon, and
becomes relatively steady after that. Overall, our findings suggest that PDliq is a more
powerful measure than PD, especially for illiquid firms.
Accuracy ratio, while is a good summary of the accuracy of relative rankings among
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firms, has its drawbacks as well. For example, ordinal ranking of the firms is the only in-
put in its calculation, regardless of the cardinal characteristic of the comparing models.
To address this concern, we also compute the predicted default events by PD or PDliq
and compare against the actual number of default. For each month from Jan 1990 to
Dec 2013, Figure 2.5 plots the actual default events for the following year and predicted
default events for the following year using 12-month PD and PDliq. In constructing the
figure, only the most illiquid firms, defined as those having highest 33% in Amihud ra-
tio, are used. It is clear from the plot that PD under-estimates default events especially
during the peak of 2000 Dot-Com bubble period. On the other hand, PDliq is much
closer to the realized defaults and is therefore much accurate.
Table 2.7 reports, for a prediction horizon from 1 month to 3 years, the R2 for the re-
gression of actual default numbers and predicted default numbers by PD or PDliq. Both
the entire sample and sub-samples according to Amihud illiquidity ratio are reported,
and the differences in the R2 are reported in the third column of each sample. Consistent
with prior AR findings, there is an improvement in R2 for all prediction horizons, and
illiquid firms see greater improvement in R2 compared to high liquid firms. For exam-
ple, at 12 months horizon, R2 increases by 13% for all sample, 2% for the high liquidity
firms and 12% for the low liquidity group. Overall, our results based on accuracy ratio
and R2 of actual defaults regressed on predicted defaults show convincing conclusion
that PDliq is more accurate in corporate default prediction, especially among illiquid
firms.
2.5 Robustness - Campbell, et al (2008) Model
In this section, we test the robustness of our findings by employing an alterna-
tive credit risk methodology, the logistic model of Campbell, et al (2008). The dy-
namic panel model using a logistic specification is first proposed by Shumway (2001),
who argues that estimating bankruptcy in a static setting will introduce biases by ig-
noring the dynamics of predictor variables before going into bankruptcy. Chava and
Jarrow (2004) applied this model in a monthly frequency and introduced industry ef-
fect. Campbell, et al (2008) went one step further and explored more variables and
found that corporate cash holdings, the market-to-book ratio, and price per share con-
tribute to the model’s explanatory power. We follow Campbell, et al (2008)’s approach
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in constructing prediction variables, which are weighted average of past net income to
market-value total assets (NIMTAAVG), cash and short-term assets to the market value
of assets (CASHMTA), market-to-book ratio (MB), weighted average of past log excess
return on equity relative to the S&P 500 index (EXRETAVG), total liabilities divided by
market-value total asset (TLMTA), standard deviation of each firm’s daily stock return
over the past 3 months (SIGMA), relative size of each firm (RSIZE) and log price per
share (PRICE). We use historical bankruptcy data from RMI CRI, merged with CRSP
monthly stock files and COMPUSTAT quarterly accounting data to obtain the maxi-
mum likelihood estimate of the model. Our sample has 735 defaults, 9,750 firms and
879,945 firm-month observations over the period of Nov 1991 to Dec 2014.
Before proceeding with further analysis with logistic model, we compare the prob-
ability of default measures with and without consideration of DTDliab&liq under three
models of default risk. Table 2.8 shows the summary statistics and Spearman correla-
tion coefficient among the probability of default measures from the structural credit risk
model in Merton (1974) (denoted by DLI), the dynamic regression model proposed in
Campbell, et al (2008) (denoted by PD(logistic)), and the forward intensity approach
proposed by Duan, et al (2012) (denoted by PD(forward)). First, we observe that adding
DTDliab&liq will reduce the sample size for all models because not all firms have trading
noise estimates. Second, the structural model generates higher default probabilities on
average and has higher standard deviations than reduced form models, and the differ-
ences between forward intensity approach and logistic approach is less obvious. Third,
the effect of using DTDliab&liq is larger for structural models than the two reduced form
models, as can been seen from the change in the mean value and standard deviation.
This is because the effect of DTDliab&liq is moderated by other prediction variables in
reduced form models.
In Table 2.8 Panel B, there are a few interesting observations. Firstly, the corre-
lation between DLI(DTD) and DLI(DTDliab&liq) is quite low, only 0.7299, showing
a significant impact in the structural measure. Secondly, we see that the correlation
between DLI(DTDliab&liq) and other measures (the second column), are always higher
than those between DLI(DTD) and others (the first column). This indicates that DTD in
the original formulation is quite different from others, whereas a refined measure such
as DTDliab&liq can do a much better job. Thirdly, adding DTDliab&liq into the logistic
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model has a bigger impact on the default probabilities (correlation between PD(logistic)
and PD(logistic) with DTDliab&liq is only 0.8475), than the forward intensity approach
((correlation between PD(forward) and PD(forward) with DTDliab&liq is 0.9191). The
reason may be the omission of distance-to-default measure from the logistic model of
Campbell, et al (2008), and the inclusion of DTDliab in the forward intensity approach
of Duan, et al (2012). Surprisingly, while the correlation between PD(logistic) and
PD(forward) is low (only 0.7534), the number is as high as 0.9437 after inclusion of
DTDliab&liq, implying that considering DTDliab&liq will align the two reduced form
models better.
Table 2.9 reports full sample estimates for the logistic model proposed in Camp-
bell, et al (2008). The dependent variable is default indicator. Following Campbell, et
al (2008), we report the predictive power for the first month (lag=1), 12, 24, and 36
months. For each default forecasting horizon, we report parameter estimation for the
“Best Model” as in Campbell, et al (2008), and three other models that add different
distance-to-default measures into the “Best Model”. “+DTD” is the model when we
add DTD in equation 2.7 into the “Best Model”, “+DTDliab” is when DTDliab is added
into the “Best Model”, and “+DTDliab&liq” is when we put DTDliab&liq into the “Best
Model”. Campbell, et al (2008) argues that adding DTD has little effect on the pre-
dictive power, measured by R2 of the model, and that is why they excluded DTD in
their “Best Model”. In our study, we follow Campbell, et al (2008)’s methodology in
calculating pseudo-R2 and also find similar results. For 1 month prediction, the “Best
Model” has a R2 of 0.3835, and adding DTD would increase R2 to 0.3885. Further-
more, DTD is not significant with a t-statistic 1.14. However, we document that the
reason for the little power of DTD is the biased estimation of the distance-to-default.
This is especially important for financial firms, because Campbell, et al (2008)’s paper
includes financial firms but does not make adjustment in the distance-to-default calcu-
lation. When we substitute DTD with DTDliab, statistical significance emerges and R2
increased to 0.4255, and reaches to 0.4594 if DTDliab&liq is used instead. Such results
are consistent across 1, 2, and 3 years forecasting horizons. To further show that the
insignificance of DTD for the first month is due to inclusion of financial firms, Table
2.10 excludes financial firms (defined as Standard Industrial Classification (SIC) code
between 6000 to 6799) and repeats the model estimation. As expected, DTD becomes
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statistically significant with t-value of -3.76 for the first month and even more signifi-
cant for longer prediction horizons. Similar to Table 2.9, the pseudo R2 is highest when
DTDliab&liq is added into. Overall, our results show that, once an appropriate measure
is employed, distance-to-default is shown to be useful in improving the statistical power
of Campbell, et al (2008)’s logistic model.
Finally, we plot the actual default rate, the predicted default rate using the PD in
Campbell, et al (2008) and predicted defaults using PD that adds DTDliab&liq. Only
illiquid firms, defined as those with highest 30% Amihud measure, are considered. Fig-
ure 2.6 shows that our PD measure with DTDliab&liq is more aligned with actual defaults
during Dot-com bubble of 2001 and the financial crisis of 2008-2009. In unreported
results, the default rate plots for the whole sample are quite similar between the two
measures, indicating that the improvement in the forecasting power for the proposed
PD measure with DTDliab&liq concentrates in illiquid firms. In sum, our findings based
on Campbell, et al (2008)’s model give us consistent implications with our prior results.
2.6 Conclusion
In this paper, we investigate the impact of adjusting for trading noise on default
risk measures. We ask: (a) how different is the estimated default risk measure once we
account for trading noise? (b) In what scenarios are the differences more severe? (c)
Can the new measure bring material benefits to corporate default prediction?
We first demonstrate the existence of trading noise in majority of US firms from
1991 to 2014. On average, the magnitude of trading noise parameter is 0.3%-0.7%,
indicating that when noise is one standard deviation in either direction, the average
percentage deviation of the observed stock price from the true price is 0.3%-0.7%. The
magnitude of such deviation is shown to be correlated with market liquidity measures
such as Amihud illiquidity, bid-ask spread, turnover, trading volume, and number of
trade.
Second, ignoring trading noise will lead to downward bias in DTD estimation and
upward bias in default risk estimation. After adjusting for trading noise, the change
in DTD is 0.3508 on average, and 9.25% in percentage differences. Higher impact
is seen as trading noise becomes larger or the level of DTD is higher. The largest
differences in DTD are among safest firms with highest noise. This phenomenon is
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more obvious for financial and utilities industries, and during good economic condition.
Further, we documents that the change in DTD estimation is not a parallel shift, because
the rank correlation between the two measures is less than one. The new ranking among
firms according to the trading-noise-adjusted DTD is shown to be more powerful in
forecasting corporate default.
Finally, after we substitute DTD with the trading-noise-adjusted measure and re-
calibrate the forward intensity model, the prediction power improves as well. The im-
provement is more prominent as prediction horizon goes longer and among illiquid
firms. Both the accuracy ratio and the R2 of realized default events regressed on pre-
dicted defaults are higher for the proposed probabilities of default measure. Our results
are shown to be robust to alternative reduced-form credit risk models such as Campbell,
et al (2008)’s logistic regression approach. Overall, our findings do conclusively sug-
gest the importance of adjusting trading noise in computing DTD in both structural and
reduced form default risk models.
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Figure 2.1: Histogram of Noise, DTDliab and DTDliab&liq
Sub-figure (a) plots the distribution of trading noise parameter estimates (δi,t for firm
i and month t) in the Particle-filter based MLE method proposed by Duan and Fulop
(2009). The histogram is normalized such that total frequency is 1. Sub-figure (b)
is the DTDliab&liq distribution when we adjusted for trading noise compared with the
DTDliab that ignores trading noise. For each firm, parameter estimates start only when
there are minimum of 250 days of valid observations for market capitalization. After
that, each month’s parameters are re-calculated on a rolling basis. In calculating DTD,
the face value of debt is approximated using equation 1.5 in section 2.3. We use a large
sample of US listed and delisted companies from November 1991 to December 2014.
Data includes 12,877 firms and 1,048,446 firm-month observations that have parameter
estimates.
(a) Histogram of trading noise parameter
(b) Histogram of DTDliab and DTDliab&liq
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Figure 2.2: Rank Correlation between DTDliab and DTDliab&liq
This table shows the rank correlation between DTDliab and DTDliab&liq across different
default risk groups (Group 1 being riskiest and Group 10 being safest). The 1,048,446
firm-month observations for US listed and delisted companies from Nov 1991 to Dec
2014 are divided into ten DTDliab&liq groups. Then for each risk group, Spearman’s
rank correlation coefficient (orange bars) and Kendall’s τ rank correlation coefficient
(gray bars) are shown.
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Figure 2.3: Power Curve of DTDliab and DTDliab&liq
This figure plots the power curve of DTDliab and DTDliab&liq for a prediction horizon
of 1 month (Sub-Figure (a)) and 1 year (Sub-Figure (b)). To plot a power curve, we rank
the companies in our sample by DTDliab or DTDliab&liq from the riskiest to the safest
(horizontal axis). For a given percentage of this sample we calculate the number of
defaulters included in that percentage as a proportion of the total number of defaulters
in our sample (vertical axis). Our sample includes 1,334 defaults, 12,877 firms and
1,048,446 firm-month observations from November 1991 to December 2014.
(a) 1 month prediction horizon
(b) 1 year prediction horizon
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Figure 2.4: Accuracy Ratio for Illiquid Firms under Forward Intensity Model
Using only the most illiquid firms defined as those having the highest 33% Amihud
measure, this figure plots the accuracy ratio of PD in forward intensity model of Duan,
et al (2012) and the PD measure proposed in this paper (PDliq). Accuracy ratio is
defined as the ratio of the area between the power curves of the actual and random
models to the area between the power curves of the perfect and random models. Default
horizon is from 1 month to 36 months. The shaded area (left axis) plots the difference
of the accuracy ratio, AR(PDliq)−AR(PD), over the 36 prediction horizons.
Figure 2.5: Predicted and Actual Default Events for Illiquid Firms under Forward In-
tensity Model
This figure plots, for each month from Jan 1990 to Dec 2013, the actual default events
for the following year (shaded area), predicted default events for the following year
using 12-month PD in Duan, et al (2012) (blue line with markers), and predicted default
events using 12-month PDliq proposed in this paper (red line). Only illiquid firms,
defined as those with highest 33% Amihud measure, are considered.
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Figure 2.6: Predicted and Actual Default Events for Illiquid Firms under Logistic Model
This figure plots , for each month from Jan 1990 to Dec 2013, the actual default rate
(shaded area), predicted default rate for the next year using the 12-month PD in Camp-
bell, et al (2008) (blue line with markers), and predicted default rate over the next year
using PD that adds Campbell, et al (2008) model with DTDliab&liq(red line). Only illiq-
uid firms, defined as those with highest 30% Amihud measure, are considered. Our
full sample has 735 defaults, 9,750 firms and 879,945 firm-month observations over the
sample period.
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Table 2.1: Summary Statistics of Parameter Estimates and Firm Specific Attributes
Panel A shows the summary statistics of the parameter estimates (µ and σ ) in the distance-
to-default of equation 2.7 and equation 1.7. Parameters in the later model, (µliq, σliq, δ ), are
estimated by the Particle-filter based MLE method proposed by Duan and Fulop (2009). For
each firm, parameter estimates start only when there are minimum of 250 days of valid obser-
vations for market capitalization. After that, each month’s parameters are re-calculated on a
rolling basis. 4σ = σliq-σ denotes the absolute difference in the asset volatility estimation, and
%4σ =4σ/σ denotes the percentage difference. Panel B displays the differences in estimated
DTD when ignoring and adjusting for trading noise, where 4DTD = DTDliab&liq−DTDliab
calculates the absolute difference and %4DTD = 4DTD/DTDliab&liq the percentage differ-
ence. In calculating both measures, the face value of debt is approximated using equation 1.5
in section 2.3. Panel C shows the summary statistics of the firm specific attributes that enter
into forward intensity model of Duan, Sun and Wang (2012), where DTDliab is replaced with
DTDliab&liq. A co-variate with “(AVE)” is the 12-month moving average of that variable, and
a covariate with “(DIF)” is the difference of its current value and the preceding 12 months av-
erage. Our sample has 12,877 firms and 1,048,446 firm-month observations over the period of
November 1991 to December 2014.
Mean Std Dev Min 25 Pctl Median 75 Pctl Max
Panel A. Parameter estimates
µ 0.1497 0.4490 -1.5669 -0.0624 0.0833 0.3096 2.0000
µliq 0.1377 0.4684 -1.7515 -0.0736 0.0752 0.2957 3.3817
σ 0.3990 0.3085 0.0162 0.1851 0.3162 0.5312 2.0000
σliq 0.3700 0.2918 0.0145 0.1722 0.2939 0.4908 2.5322
4σ -0.0287 0.0693 -0.8297 -0.0309 -0.0057 0.0000 0.5443
%4σ -0.0691 0.1017 -0.6943 -0.1043 -0.0255 -0.0001 0.2748
δ ×100 0.6657 0.9278 0.0000 0.0140 0.3737 0.9516 9.1543
Panel B. Differences in DTD when ignoring and adjusting for trading noise
DTDliab 4.6542 3.0627 -1.1732 2.5493 4.0968 6.1546 25.8030
DTDliab&liq 5.0073 3.2800 -1.1663 2.7688 4.4175 6.5783 28.6720
4DTD 0.3508 0.6680 -0.2971 0.0004 0.0853 0.4403 8.1346
%4DTD 0.0925 0.2536 -2.5101 0.0001 0.0246 0.1158 3.8295
Panel C. Firm specific attributes
DTDliab&liq(AVG) 4.7387 2.7503 -0.8318 3.0372 4.4532 5.7071 28.2810
DTDliab&liq(DIF) 0.0024 1.0214 -6.6443 -0.4110 0.0000 0.4399 6.3072
CASH/TA(AVG) 0.1773 0.2230 0.0000 0.0259 0.0753 0.2440 0.9897
CASH/TA(DIF) -0.0042 0.0594 -0.4311 -0.0161 -0.0009 0.0100 0.4045
NI/TA(AVG) -0.0032 0.0276 -0.3852 -0.0020 0.0016 0.0055 0.2150
NI/TA(DIF) -0.0003 0.0213 -0.2786 -0.0017 0.0000 0.0017 0.2368
SIZE(AVG) -0.5095 2.0143 -5.9798 -1.9805 -0.6338 0.8208 6.0229
SIZE(DIF) -0.0182 0.3231 -1.8735 -0.1492 -0.0064 0.1286 1.7890
M/B 2.1239 3.1848 0.2820 1.0261 1.3127 2.1053 56.8290
SIGMA 0.1795 0.1231 0.0294 0.0937 0.1465 0.2276 0.9941
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Table 2.2: Correlation of Trading Noise with Market Liquidity Measures
This table shows the Spearman correlation coefficient for trading noise, Amihud ratio,
bid-ask spread, share turnover, number of trades, and trading volume. The last five
measures are calculated from daily data of CRSP daily stock file, the trading noise data
is merged with CRSP stock file using permno. There are 948,034 firm-month obser-
vations merged with Amihud illiquidity measure, 927,891 observations merged with
Bid-Ask spread, 948,072 merged with share turnover and trading volume, and 506,122
merged with number of trade. Panel A shows the Spearman correlation coefficients among
the panel data, whereas in Panel B, monthly average of daily value is first calculated,
and cross-sectional mean for all firms is used as the value for that month. Our sample
period is from Nov 1991 to Dec 2014, the p-value of the statistic significance is shown
below the correlation.
Panel A. Spearman correlation coefficients in the panel data




Bid-Ask Spread 0.0250 0.4240 1
<.0001 <.0001
Turnover -0.1345 -0.6445 -0.4524 1
<.0001 <.0001 <.0001
No. of Trade -0.3923 -0.8669 -0.7511 0.7474 1
<.0001 <.0001 <.0001 <.0001
Volume -0.2456 -0.8621 -0.5903 0.8206 0.9181 1
<.0001 <.0001 <.0001 <.0001 <.0001
Panel B. Spearman correlation coefficients in the time series




Bid-Ask Spread 0.6841 0.7187 1
<.0001 <.0001
Turnover -0.5049 -0.6152 -0.8295 1
<.0001 <.0001 <.0001
No. of Trade -0.5842 -0.6414 -0.8794 0.9585 1
<.0001 <.0001 <.0001 <.0001
Volume -0.5147 -0.6032 -0.8652 0.9622 0.9798 1
<.0001 <.0001 <.0001 <.0001 <.0001
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Table 2.3: Trading Noise and Impact on Distance-to-Default
This table displays the mean value of δ × 100, σ , σliq, 4σ , %4σ , 4DTD and
%4DTD across different trading noise groups. The 1,048,446 firm-month observa-
tions for US listed and delisted companies from Nov 1991 to Dec 2014 are sorted
into 20 groups by the trading noise parameter. δ × 100 is the trading noise parame-
ter scaled by 100. 4σ denotes the absolute difference in the asset volatility estimation,
and %4σ denotes the percentage difference. 4DTD calculates the absolute difference
in distance-to-default and %4DTD shows the percentage difference.
Group δ ×100 σ σliq 4σ %4σ DTDliab DTDliab&liq 4DTD %4DTD
1(lowest) 0.0000 0.3435 0.3437 0.0002 0.01% 6.4574 6.4624 0.0000 -0.01%
2 0.0004 0.3223 0.3226 0.0002 0.01% 5.6738 5.6780 0.0001 -0.01%
3 0.0013 0.3226 0.3227 0.0002 0.00% 5.4661 5.4682 0.0003 0.01%
4 0.0029 0.3536 0.3538 0.0002 0.00% 4.6505 4.6530 0.0003 0.01%
5 0.0061 0.3882 0.3885 0.0003 -0.01% 4.3573 4.3603 0.0004 0.02%
6 0.0140 0.3800 0.3802 0.0003 -0.01% 4.7073 4.7120 0.0008 0.00%
7 0.0306 0.3933 0.3935 0.0002 -0.04% 4.7714 4.7773 0.0051 0.05%
8 0.0641 0.4068 0.4067 -0.0001 -0.23% 4.8848 4.9075 0.0222 0.24%
9 0.1457 0.3103 0.3083 -0.0020 -1.65% 6.1751 6.3336 0.1594 1.72%
10 0.2673 0.2555 0.2496 -0.0059 -3.98% 6.5068 6.8699 0.3671 4.30%
11 0.3737 0.2563 0.2468 -0.0095 -5.80% 6.0765 6.5625 0.4914 6.43%
12 0.4732 0.2760 0.2625 -0.0135 -7.26% 5.5760 6.1300 0.5612 8.27%
13 0.5739 0.2955 0.2777 -0.0178 -8.63% 5.0803 5.6830 0.6053 10.04%
14 0.6823 0.3276 0.3048 -0.0229 -9.76% 4.6022 5.2257 0.6233 11.61%
15 0.8056 0.3639 0.3350 -0.0290 -11.01% 4.1678 4.8121 0.6416 13.37%
16 0.9516 0.4078 0.3705 -0.0373 -12.37% 3.7796 4.4487 0.6644 15.49%
17 1.1317 0.4644 0.4156 -0.0488 -14.03% 3.3571 4.0518 0.6862 18.34%
18 1.3730 0.5398 0.4729 -0.0668 -16.09% 2.9476 3.6755 0.7163 21.87%
19 1.7276 0.6445 0.5452 -0.0992 -19.21% 2.4014 3.1353 0.7250 27.68%
20(highest) 2.3870 0.9101 0.6891 -0.2187 -28.05% 1.4604 2.2284 0.7546 46.35%
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Table 2.4: Impact on DTD Controlling for Trading Noise and Level of DTD
This table displays the mean value of difference in distance-to-default, defined as 4DTD = DTDliab&liq−DTDliab, across different trading noise groups and
DTDliab&liq groups. The 1,048,446 firm-month observations for US listed and delisted companies from Nov 1991 to Dec 2014 are first sorted into ten groups by
the level of their distance-to-default, DTDliab&liq. Then for each group, stocks are then sorted into ten sub-groups according to the trading noise parameter δ .
Mean value of4DTD for each of the 100 groups are then presented in this table.
XXXXXXXXXXDTDliabliq
Noise
1(lowest) 2 3 4 5 6 7 8 9 10(highest) All
1(lowest) -0.0012 -0.0008 -0.0008 -0.0007 0.0007 0.0145 0.0356 0.0597 0.0989 0.2273 0.0891
2 -0.0002 0.0002 0.0001 0.0007 0.0103 0.0433 0.0857 0.1401 0.2203 0.4425 0.1448
3 0.0001 0.0003 0.0006 0.0016 0.0210 0.0777 0.1426 0.2257 0.3469 0.6160 0.1827
4 0.0002 0.0008 0.0004 0.0024 0.0363 0.1198 0.2153 0.3312 0.4863 0.8174 0.2261
5 0.0002 0.0007 0.0013 0.0036 0.0577 0.1758 0.3029 0.4489 0.6410 1.0514 0.2679
6 0.0003 0.0006 0.0005 0.0054 0.0876 0.2484 0.4096 0.5926 0.8097 1.3168 0.3167
7 0.0001 0.0002 0.0008 0.0077 0.1246 0.3405 0.5513 0.7718 1.0433 1.6490 0.3671
8 0.0001 0.0001 0.0007 0.0118 0.1876 0.4658 0.7375 0.9861 1.3710 2.1292 0.4307
9 0.0001 0.0001 0.0011 0.0215 0.3039 0.6906 1.0359 1.3788 1.9551 2.9617 0.5278
10(highest) 0.0001 0.0002 0.0025 0.0604 0.7165 1.4230 2.0198 2.7196 3.8418 5.3020 0.9253
All 0.0001 0.0003 0.0006 0.0137 0.2633 0.5263 0.6143 0.6530 0.7013 0.7396 0.3508
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Table 2.5: 4DTD Across Industries and Economic Conditions
Table displays the differences in DTD for each industry under different economic and market conditions. Industry classification is according to Bloomberg BICS. Differences
in DTD is defined as4DTDi,t = DTDliab&liqi,t −DTDliabi,t for firm i and month t. Sample includes 12,877 firms and 1,048,446 firm-month observations for US listed and
delisted companies from Nov 1991 to Dec 2014. Recession indicator is the NBER based Recession Indicators for the United States from the Peak through the Trough. S&P500
return is used as a proxy of US stock market index return. Its lower 20 percentile and upper 20 percentile are used as low return and high return period, respectively. VIX is
the CBOE volatility index. Its lower 20 percentile and upper 20 percentile are used as low VIX period and high VIX period, respectively. Commercial and industrial loans at
all commercial banks are used to classify data into bank loan decreasing period when the change from previous month is negative, and bank loan increasing period
when the change is positive. Recession indicator, VIX, and loans are obtained from website of Federal Reserve Bank of St. Louis. The University of Michigan Consumer
Sentiment Index is the index published monthly by the University of Michigan and Thomson Reuters. The upper 20 percentile is used as high sentiment period, and lower 20







































0.88 0.57 16 0.97 0.86 5 0.84 0.44 14 0.93 0.65 21 0.57 0.94 -18
Communica
tions
0.76 0.44 44 0.95 0.78 12 0.87 0.48 28 0.82 0.49 53 0.60 0.75 -17
Consumer,
Cyclical
0.75 0.37 67 0.92 0.68 24 0.88 0.35 47 0.79 0.53 49 0.45 0.72 -39
Consumer,
Noncyclical
1.05 0.72 41 1.25 1.04 18 1.27 0.68 20 1.12 0.77 49 0.80 0.95 -14
Energy 1.08 0.75 19 1.25 1.09 4 1.20 0.61 18 1.14 0.80 20 0.80 0.99 -8
Financial 1.32 0.63 81 1.26 1.16 6 1.63 0.61 78 1.34 1.01 44 0.76 1.32 -53
Industrial 0.79 0.47 50 1.04 0.74 26 0.81 0.39 39 0.83 0.55 53 0.50 0.77 -40
Technology 0.68 0.48 29 0.87 0.77 9 0.84 0.53 23 0.74 0.48 53 0.63 0.56 11
Utilities 1.35 0.87 22 1.73 1.07 21 1.23 0.79 13 1.34 1.21 7 0.92 1.31 -16
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Table 2.6: Accuracy Ratio of Forward Intensity Model
This table displays the accuracy ratio of PD in forward intensity model of Duan, et al (2012) and the PD measure proposed in this paper (PDliq). Accuracy ratio
is defined as the ratio of the area between the power curves of the actual and random models to the area between the power curves of the perfect and random
models. Default horizons of 1 months to 3 years are considered, and sub-samples according to Amihud liquidity (High liquidity, Medium liquidity and Low
liquidity) are also taken into account. The third column under each sample also shows the difference in the accuracy ratio between the two measures. Our sample
includes 1,334 defaults, 12,877 firms and 1,048,446 firm-month observations from November 1991 to December 2014.
Prediction Horizon All sample High Liquidity Medium Liquidity Low Liquidity
AR(PD) AR(PDliq) AR(PDliq) -AR(PD) AR(PD) AR(PDliq) AR(PDliq) -AR(PD) AR(PD) AR(PDliq) AR(PDliq) -AR(PD) AR(PD) AR(PDliq) AR(PDliq) -AR(PD)
1 0.94 0.95 0.01 0.97 0.96 0.00 0.96 0.97 0.00 0.92 0.92 0.01
2 0.93 0.94 0.01 0.96 0.96 0.00 0.95 0.96 0.00 0.90 0.91 0.01
3 0.92 0.93 0.01 0.95 0.95 0.00 0.95 0.95 0.01 0.89 0.90 0.01
4 0.91 0.93 0.02 0.95 0.94 0.00 0.94 0.94 0.01 0.88 0.89 0.01
5 0.90 0.92 0.02 0.94 0.94 0.00 0.93 0.94 0.01 0.86 0.88 0.02
6 0.89 0.91 0.02 0.93 0.93 0.00 0.92 0.93 0.01 0.85 0.87 0.02
7 0.88 0.90 0.02 0.93 0.93 0.00 0.91 0.92 0.01 0.83 0.86 0.02
8 0.87 0.89 0.02 0.92 0.92 0.00 0.90 0.91 0.01 0.82 0.84 0.02
9 0.86 0.88 0.03 0.91 0.92 0.00 0.89 0.90 0.01 0.80 0.83 0.03
10 0.85 0.87 0.03 0.91 0.91 0.00 0.88 0.89 0.01 0.79 0.81 0.03
11 0.84 0.87 0.03 0.90 0.91 0.01 0.87 0.88 0.01 0.77 0.80 0.03
12 0.83 0.86 0.03 0.89 0.90 0.01 0.87 0.87 0.01 0.76 0.79 0.03
18 0.77 0.81 0.04 0.85 0.86 0.01 0.81 0.82 0.01 0.68 0.73 0.04
24 0.72 0.77 0.05 0.82 0.83 0.01 0.75 0.77 0.02 0.63 0.67 0.04
30 0.69 0.74 0.05 0.79 0.80 0.00 0.71 0.73 0.02 0.58 0.62 0.04
36 0.65 0.71 0.06 0.77 0.77 0.00 0.67 0.69 0.02 0.54 0.58 0.04
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Table 2.7: R2 of Realized Default and Predicted Default
For each month from Jan 1990 to Dec 2013, we first compute the actual default events for the following year, predicted default events for the following year using
12-month PD in Duan, et al (2012) and predicted default events using 12-month PD proposed in this paper. We then run a regression of the time series of actual
defaults and predicted defaults under each PD measure, and the R2 for the entire sample and sub-samples according to liquidity measures are computed. We use
Amihud illiquidity measure and divide our sample into High liquidity, Medium liquidity and Low liquidity. The third column under each sample also shows the




All sample High Liquidity Medium Liquidity Low Liquidity
R2(PD) R2(PDliq) R2(PDliq) -R2(PD) R2(PD) R2(PDliq) R2(PDliq) -R2(PD) R2(PD) R2(PDliq) R2(PDliq) -R2(PD) R2(PD) R2(PDliq) R2(PDliq) -R2(PD)
1 0.56 0.63 0.06 0.32 0.32 0.00 0.53 0.56 0.03 0.47 0.51 0.04
2 0.62 0.70 0.08 0.39 0.40 0.01 0.65 0.68 0.02 0.60 0.67 0.08
3 0.66 0.74 0.09 0.40 0.41 0.01 0.71 0.74 0.03 0.66 0.75 0.09
4 0.69 0.78 0.09 0.40 0.41 0.01 0.77 0.80 0.03 0.70 0.80 0.10
5 0.70 0.80 0.10 0.39 0.40 0.01 0.80 0.83 0.03 0.73 0.83 0.10
6 0.70 0.80 0.11 0.38 0.39 0.01 0.80 0.84 0.04 0.75 0.85 0.10
7 0.69 0.80 0.11 0.38 0.39 0.01 0.79 0.83 0.04 0.76 0.86 0.10
8 0.68 0.79 0.12 0.37 0.38 0.01 0.78 0.82 0.04 0.76 0.87 0.10
9 0.66 0.78 0.12 0.37 0.38 0.02 0.77 0.81 0.04 0.76 0.86 0.11
10 0.65 0.77 0.12 0.36 0.38 0.02 0.76 0.81 0.04 0.75 0.86 0.11
11 0.65 0.77 0.12 0.36 0.38 0.02 0.76 0.81 0.05 0.75 0.86 0.11
12 0.65 0.77 0.13 0.35 0.37 0.02 0.76 0.81 0.05 0.75 0.87 0.12
18 0.64 0.76 0.12 0.36 0.37 0.01 0.73 0.79 0.06 0.74 0.85 0.12
24 0.66 0.78 0.13 0.41 0.43 0.02 0.73 0.80 0.06 0.74 0.85 0.12
30 0.70 0.82 0.12 0.46 0.48 0.02 0.75 0.81 0.06 0.76 0.87 0.11
36 0.74 0.83 0.09 0.51 0.52 0.01 0.76 0.81 0.05 0.78 0.88 0.09
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Table 2.8: Comparing Three Default Risk Models with and without DTDliab&liq
This table displays the probability of default estimation with and without consideration of DTDliab&liq under three models of default risk. The first model is
the structural credit risk model in Merton (1974), where its default probability is denoted by DLI. The second is the dynamic regression model proposed in
Campbell, et al (2008), denoted by PD(logistic). The last model is the forward intensity approach proposed by Duan, et al (2012), and denoted by PD(forward).
In Panel A, simple statistics of each of the three models with and without consideration of DTDliab&liq are presented. In Panel B, the Spearman rank correlation
coefficients among the six probability of default measures are shown. The p-value of the correlation coefficients are presented as well.
Panel A. Simple Statistics
Variable N Mean Std Dev Median Minimum Maximum
DLI (DTD) 939,826 0.0304 0.1020 0.0000 0 1
DLI (DTDliab&liq) 895,790 0.0241 0.0857 0.0000 0 1
PD(logistic) 1,312,323 0.0070 0.0157 0.0030 0.0001 0.7559
PD(logistic) with DTDliab&liq 886,011 0.0079 0.0217 0.0021 0 1
PD(forward) 1,235,309 0.0089 0.0310 0.0017 1.42E-13 0.9842
PD(forward) with DTDliab&liq 903,544 0.0093 0.0348 0.0012 1.53E-14 0.9981
Panel B. Spearman Correlation Coefficients
DLI (DTD) DLI (DTDliab&liq) PD(logistic) PD(logistic) with PD(forward) PD(forward) with
DTDliab&liq DTDliab&liq
DLI (DTD) 1
DLI (DTDliab&liq) 0.7299 1
<.0001
PD(logistic) 0.6325 0.6915 1
<.0001 <.0001
PD(logistic) with DTDliab&liq 0.7475 0.9466 0.8475 1
<.0001 <.0001 <.0001
PD(forward) 0.7223 0.9029 0.7534 0.9082 1
<.0001 <.0001 <.0001 <.0001
PD(forward) with DTDliab&liq 0.7257 0.9698 0.7014 0.9437 0.9191 1
<.0001 <.0001 <.0001 <.0001 <.0001
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Table 2.9: Logistic Model Estimation in Campbell, et al (2008)
This table reports in-sample estimate for the logistic model proposed in Campbell, et al (2008). The best model is the proposed model by Campbell, et al (2008),
+DTD is the model when we add DTD into the best model, +DTDliab is when adding DTDliab into the best model, and +DTDliab&liq is when we add DTDliab&liq
into the best model. Following Campbell, et al (2008), we report the predictive power for the first month (lag=1), 12, 24, and 36 months. The depend variable
is default and the sample period is Nov 1991 to Dec 2014. Our sample has 735 defaults, 9,750 firms and 879,945 firm-month observations.The t−values are
reported in parentheses. Pseudo-R2 are reported in the last row.
lag 1 month 12 months 24 months 36 months
Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq
DTD -0.0268 -1.1902 -0.9283 -0.1721 -0.4867 -0.4909 -0.0644 -0.4336 -0.3795 -0.1002 -0.3336 -0.2335
(-1.14) (-15.89) (-13.53) (-8.20) (-11.20) (-11.08) (-4.70) (-11.98) (-10.15) (-6.69) (-9.98) (-7.04)
NIMTAAVG -22.8378 -23.1837 -23.2861 -18.1793 -17.2762 -16.4335 -15.3871 -13.1840 -13.1726 -11.5858 -11.2148 -11.5565 -11.2268 -10.4243 -8.8155 -7.1212
(-15.82) (-13.97) (-15.49) (-10.15) (-11.25) (-8.77) (-9.71) (-6.95) (-7.98) (-5.54) (-6.62) (-5.51) (-6.27) (-4.64) (-4.76) (-3.11)
TLMTA 5.3167 6.0650 2.0818 2.7330 2.2396 2.0024 0.9278 1.1963 1.3833 1.4773 0.0492 0.5786 0.9442 0.7174 -0.1290 0.5862
(23.20) (17.88) (6.63) (7.79) (16.63) (9.91) (4.88) (5.54) (10.65) (8.00) (0.28) (2.84) (6.91) (3.74) (-0.71) (2.81)
EXRETAVG -9.7494 -9.7121 -8.0454 -5.9790 -8.5384 -5.8130 -7.4817 -5.1002 -4.7664 -3.9731 -3.9879 -2.0389 -1.7767 -0.5217 -1.0777 0.0299
(-16.59) (-13.94) (-13.26) (-8.01) (-13.70) (-7.62) (-11.60) (-6.65) (-7.19) (-4.78) (-5.82) (-2.46) (-2.47) (-0.59) (-1.45) (0.03)
SIGMA 0.9577 0.8150 -0.1961 -0.1370 1.0936 0.4309 0.2333 0.0591 0.9646 0.5121 0.0382 -0.0929 0.6380 0.1008 -0.1360 -0.0424
(7.49) (5.46) (-1.39) (-0.82) (9.98) (3.05) (1.84) (0.38) (8.81) (3.46) (0.30) (-0.57) (5.44) (0.63) (-0.98) (-0.24)
RSIZE -0.0181 -0.00558 0.0712 -0.1509 -0.0107 0.0065 0.0558 -0.1092 -0.1026 -0.1027 -0.0287 -0.2178 -0.1314 -0.0860 -0.0681 -0.2083
(-0.45) (-0.13) (1.72) (-2.96) (-0.39) (0.20) (1.93) (-2.88) (-3.92) (-3.21) (-1.02) (-5.70) (-4.83) (-2.60) (-2.33) (-5.36)
CASHMTA -1.9092 -2.0538 -2.1575 -2.6904 -1.678 -1.5176 -2.0946 -2.3188 -2.0133 -1.9213 -2.4349 -2.5495 -1.6233 -1.6836 -2.2816 -2.2258
(-5.80) (-4.74) (-6.33) (-6.74) (-5.01) (-3.25) (-5.93) (-5.60) (-5.50) (-3.70) (-6.34) (-5.53) (-4.25) (-3.13) (-5.58) (-4.58)
MB 0.00333 0.00552 0.0190 -0.0315 0.1482 0.1397 0.1400 0.1404 0.1699 0.1803 0.1620 0.1788 0.1600 0.1491 0.1572 0.1544
(0.11) (0.15) (0.58) (-0.75) (6.44) (5.07) (5.76) (5.02) (7.29) (6.42) (6.61) (6.35) (6.36) (4.93) (5.97) (5.02)
PRICE -1.0187 -0.9818 -0.9150 -0.8655 0.0105 -0.0104 -0.0559 0.0251 0.1669 0.1119 0.0761 0.2364 0.0989 0.0133 0.0136 0.0706
(-12.99) (-10.82) (-10.63) (-8.35) (0.18) (-0.15) (-0.91) (0.34) (2.92) (1.57) (1.25) (3.07) (1.64) (0.18) (0.21) (0.88)
Constant -11.6662 -11.8858 -6.3172 -8.792 -9.8737 -8.2389 -6.5329 -8.0114 -10.3900 -9.7230 -6.9247 -9.2759 -10.1586 -8.4278 -7.2402 -9.2576
(-19.31) (-16.84) (-9.39) (-10.91) (-24.29) (-15.75) (-13.20) (-12.99) (-26.48) (-19.19) (-14.39) (-14.93) (-24.86) (-15.95) (-14.52) (-14.54)
Pseudo-R2 0.3835 0.3885 0.4255 0.4594 0.1135 0.1237 0.1350 0.1572 0.0478 0.0556 0.0661 0.0790 0.0260 0.0362 0.0394 0.0462
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Table 2.10: Non-financial Firms and Logistic Model Estimation in Campbell, et al (2008)
By excluding financial firms (defined as Standard Industrial Classification (SIC) code between 6000 and 6799), this table reports in-sample estimate for the
logistic model proposed in Campbell, et al (2008) for the non-financial firms. The best model is the proposed model by Campbell, et al (2008), +DTD is the
model when we add DTD into the best model, +DTDliab is when adding DTDliab into the best model, and +DTDliab&liq is when we add DTDliab&liq into the
best model. Following Campbell, et al (2008), we report the predictive power for the first month (lag=1), 12, 24, and 36 months. The depend variable is default
and the sample period is Nov 1991 to Dec 2014. Our sample has 536 defaults, 6,894 firms and 696,525 firm-month observations.The t-values are reported in
parentheses. Pseudo-R2 are reported in the last row.
lag 1 month 12 months 24 months 36 months
Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq Best Model +DTD +DTDliab +DTDliab&liq
DTD -0.1476 -0.9551 -0.7069 -0.1162 -0.5033 -0.4648 -0.1160 -0.4945 -0.4139 -0.0969 -0.4328 -0.2534
(-3.76) (-10.65) (-8.12) (-5.40) (-8.83) (-8.21) (-5.87) (-9.37) (-7.96) (-5.07) (-8.27) (-5.27)
NIMTAAVG -22.5302 -22.7135 -20.7026 -16.8109 -15.8495 -15.9028 -14.3033 -11.9158 -8.9639 -8.9501 -7.3327 -5.9236 -9.2442 -9.1475 -7.6633 -4.1428
(-12.63) (-12.75) (-11.64) (-8.12) (-7.85) (-7.94) (-7.21) (-5.12) (-3.67) (-3.69) (-3.05) (-2.11) (-3.34) (-3.32) (-2.81) (-1.29)
TLMTA 5.9378 5.2244 2.9654 3.3710 3.3981 2.7092 1.8066 1.8078 2.7196 1.969 1.1053 1.1975 2.1417 1.4702 0.6701 1.3469
(20.21) (15.42) (7.70) (8.27) (16.49) (11.60) (6.85) (6.39) (12.71) (8.18) (4.15) (4.14) (9.10) (5.60) (2.33) (4.35)
EXRETAVG -8.6296 -7.9177 -7.4454 -6.1923 -6.1756 -5.4961 -5.2989 -3.3833 -2.8199 -2.1977 -1.8617 -0.3518 -0.5789 -0.1414 0.2211 2.0253
(-11.89) (-10.64) (-10.31) (-7.14) (-7.50) (-6.71) (-6.54) (-3.64) (-2.92) (-2.31) (-1.96) (-0.33) (-0.53) (-0.13) (0.20) (1.68)
SIGMA 0.4160 0.2579 -0.278 -0.1149 0.7463 0.4646 0.0387 0.0603 0.7668 0.3943 -0.1083 -0.1063 0.3108 -0.0434 -0.5385 -0.1286
(2.77) (1.68) (-1.77) (-0.62) (4.99) (3.00) (0.24) (0.32) (4.63) (2.25) (-0.60) (-0.48) (1.65) (-0.22) (-2.59) (-0.52)
RSIZE 0.0315 0.0405 0.0977 -0.0810 -0.1096 -0.0789 -0.0175 -0.1153 -0.2050 -0.1683 -0.0990 -0.2340 -0.2041 -0.1685 -0.0981 -0.2186
(0.70) (0.90) (2.16) (-1.51) (-2.94) (-2.08) (-0.46) (-2.49) (-5.29) (-4.24) (-2.47) (-4.71) (-4.88) (-3.93) (-2.26) (-4.11)
CASHMTA -2.1220 -2.0173 -1.8561 -2.5868 -1.4338 -1.4255 -1.6596 -1.8363 -1.2011 -1.1734 -1.5659 -1.636 -1.5914 -1.5577 -1.9833 -1.5722
(-4.66) (-4.43) (-4.06) (-5.06) (-2.88) (-2.86) (-3.30) (-3.31) (-2.06) (-2.01) (-2.66) (-2.51) (-2.41) (-2.36) (-2.98) (-2.16)
MB 0.0914 0.0853 0.0743 0.0601 0.1802 0.1661 0.1465 0.1594 0.1924 0.1769 0.1533 0.1703 0.1561 0.1425 0.1176 0.1492
(2.81) (2.62) (2.25) (1.56) (6.53) (6.00) (5.23) (5.15) (6.27) (5.76) (4.92) (4.94) (4.39) (4.01) (3.26) (3.82)
PRICE -0.8670 -0.7911 -0.6025 -0.6145 0.0898 0.1158 0.1535 0.1159 0.3306 0.3438 0.3639 0.3383 0.1785 0.1893 0.2033 0.1294
(-9.30) (-8.38) (-6.40) (-5.81) (1.11) (1.44) (1.92) (1.27) (3.70) (3.86) (4.11) (3.30) (1.79) (1.91) (2.07) (1.15)
Constant -10.5107 -9.4766 -6.3654 -8.4142 -11.3174 -9.8824 -7.8384 -8.5316 -12.4093 -10.7688 -8.5533 -9.8774 -11.5408 -10.0476 -7.8813 -9.8888
(-15.27) (-12.89) (-8.27) (-9.45) (-20.16) (-16.05) (-11.92) (-11.11) (-21.06) (-16.58) (-12.37) (-11.95) (-17.97) (-14.27) (-10.47) (-11.14)
Pseudo-R2 0.3557 0.3572 0.3663 0.3959 0.1229 0.1268 0.1326 0.1456 0.0561 0.0618 0.0692 0.0775 0.0353 0.0403 0.0472 0.0501
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