In this paper we discuss some spectral invariance results for non-smooth pseudodifferential operators with coefficients in Hölder spaces. In analogy to the proof in the smooth case of Beals and Ueberberg, c.f. [20] , [5] , we use the characterization of non-smooth pseudodifferential operators to get such a result. The main new difficulties are the limited mapping properties of pseudodifferential operators with non-smooth symbols and the fact, that in general the composition of two non-smooth pseudodifferential operators is not a pseudodifferential operator.
Introduction
A lot of spectral invariance results of pseudodifferential operators are already known for pseudodifferential operators with smooth symbols e.g. of the Hörmander class S We define the associated pseudodifferential operator via OP (p) := p(x, D x )u(x) := R n e ix·ξ p(x, ξ)û(ξ)đξ for all u ∈ S(R n ), x ∈ R n , where S(R n ) is the Schwartz space,i. e. the space of all rapidly decreasing smooth functions. Moreoverû and F [u] denote the Fourier transformation of u. Additionally OP S m ρ,δ (R n × R n ) is the set of all pseudodifferential operators with symbols in the symbol-class S m ρ,δ (R n × R n ). A fundamental result in the theory of pseudodifferential operators allows one to directly conclude that the inverse of a pseudodifferential operator with a symbol in the Hörmander class S 0 ρ,δ (R n × R n ), 0 ≤ δ ≤ ρ ≤ 1, δ < 1, which is invertible as an operator on L 2 (R n ), is again a pseudodifferential operator in the same symbol-class. This important statement was derived by Beals [5] and Ueberberg [20] . Their proof even showed that the same holds for all Bessel potential spaces H s 2 (R n ), s ∈ R, see Definition 1 for the definition of these spaces, and that the spectrum is independent of the choice of the space.
Schrohe extended this result for weighted L p -Sobolev spaces in [17] and together with Leopold even for Besov spaces of variable order of differentiation B s,a p,q (R n ) in [11] . They verified that the spectrum of smooth pseudodifferential operators in certain symbol-classes is independent of the choice of the weighted L p -Sobolev space and of the choice of the Besov space of variable order of differentiation respectively, cf. [11] and [17] .
There are several other results for spectral invariance of smooth pseudodifferential operators in the literature, cf. e.g. [3] , [8] , [10] , [12] and [18] .
We show the spectral invariance for non-smooth pseudodifferential operators whose symbols are in the symbol-class C τ * S 0 1,0 (R n × R n ) in this paper. Here
is the so-called Hölder-Zygmund space, where F −1 [u] denotes the inverse Fourier Transformation of u ∈ S ′ (R n ), i.e., the dual space of S(R n ). Note that C τ * (R n ) is equal to the Hölder space C τ (R n ) if τ / ∈ N. The symbol-class C τ * S m ρ,0 (R n × R n ; M) with m ∈ R, τ > 0, 0 ≤ ρ ≤ 1 and M ∈ N 0 ∪ {∞} is the set of all functions p : R n × R n → C such that we have for all α, β ∈ N n 0 with |α| ≤ M and |β| ≤ m:
For a given symbol p of the previous symbol-class we define the associated pseudodifferential operator in the same way as in the smooth case and denote it by p(x, D x ) or OP (p). The set OP C τ * S m ρ,0 (R n ×R n ; M) consists of all pseudodifferential operators with symbols in the symbol-class C τ * S m ρ,0 (R n × R n ; M). In analogy to the proof of the spectral invariance results of Ueberberg in the smooth case, we use the characterization of non-smooth pseudodifferential operators via iterated commutators. The characterization set is defined as follows: Definition 1.1. Let m ∈ R, M ∈ N 0 ∪ {∞} and 0 ≤ ρ ≤ 1. Additionally let m ∈ N 0 ∪{∞} and 1 < q < ∞. Then we define A m,M ρ,0 (m, q) as the set of all linear and bounded operators P : H m q (R n ) → L q (R n ), such that for all l ∈ N, α 1 , . . . , α l ∈ N n 0 and β 1 , . . . , β l ∈ N n 0 with |α 1 | + |β 1 | = . . . = |α l | + |β l | = 1, |α| ≤ M and |β| ≤m the iterated commutator of P ad(−ix)
is continuous. Here α := α 1 + . . . + α l and β := β 1 + . . . + β l .
The iterated commutators are defined in Definition 2.1 below. In the case M = ∞ we write A m ρ,0 (m, q) instead of A m,∞ ρ,0 (m, q). In [2] we showed that every operator in such a characterization set is a non-smooth pseudodifferential operator if certain conditions hold: Theorem 1.2. Let m ∈ R, 1 < q < ∞ andm ∈ N 0 withm > n/q. Additionally let M ∈ N 0 with M > n. We defineM := M − (n + 1). Assuming P ∈ A m,M 1,0 (m, q) and M ≥ 1, we obtain for all τ ∈ (0,m − n/q] with τ / ∈ N 0 : 
The proofs of those two results are based on the existence of a pointwise convergent subsequence of a bounded set of non-smooth symbols and of the symbol reduction of non-smooth double symbols to a single symbol. We refer to Subsection 3.3 for the definition of the non-smooth double symbols. For the convenience of the reader let us repeat these two results now: Theorem 1.4. Let m ∈ N 0 , M ∈ N ∪ {∞} and 0 < s ≤ 1. Furthermore, let (p ε ) ε>0 ⊆ C m,s S 0 0,0 (R n × R n ; M) be a bounded sequence. Then there is a subsequence (p ε l ) l∈N ⊆ (p ε ) ε>0 with ε l → 0 for l → ∞ and a function p : R In particular p ∈ C m,s S 0 0,0 (R n × R n ; M − 1). Theorem 1.5. Let N ∈ N 0 ∪ {∞} with N > n. We defineÑ := N − (n + 1). Furthermore let B ⊆ Cm ,s S m 0,0 (R n × R n × R n ; N) be bounded withm ∈ N 0 , m ∈ R and 0 < s < 1. For a ∈ B we define a L : R n × R n → C by a L (x, ξ) := Ose −iy·η a(x, η + ξ, x + y)dyđη for all x, ξ ∈ R n . Then {a L : a ∈ B} ⊆ Cm ,s S m 0,0 (R n x × R n ξ ;Ñ) is bounded and
for all a ∈ B, u ∈ S(R n ).
For more details we refer to [2, Theorem 4.3, Theorem 4.13 and Theorem 4.15]. In Theorem 1.2 and Theorem 1.3 we loose some regularity with respect tom. This loss of regularity can be prevented as we will see in this paper.
In the present paper we proceed as follows: In Section 2 we summarize all notations and results needed later on. In particular we introduce the uniformly local Sobolev Spaces W m,q uloc and verify some important properties of these spaces, cf. Subsection 2.2. Section 3 is devoted to the definition and the properties of pseudodifferential operators of certain symbol-classes needed in this paper. We begin with pseudodifferential operators with single symbols in Subsection 3.1 while pseudodifferential operators with double symbols are treated in Section 3.3.
The main purpose of Section 4 is to improve the characterization of non-smooth pseudodifferential operators with coefficients in Hölder spaces, cf. Theorem 1.2 and Theorem 1.3. To this end we improve Theorem 1.4 in Subsection 4.1 and verify a result for the symbol reduction of pseudodifferential operators with coefficients in an uniformly local Sobolev space in Subsection 4.2. With those results at hand, we are able to improve the characterization of non-smooth pseudodifferential operators in Subsection 4.3.
By means of this characterization we show several spectral invariance results for non-smooth pseudodifferential operators in Section 5. Subsection 5.1 is devoted to the inverse of a non-smooth pseudodifferential operator P in the symbol-class
We show that P −1 is also a non-smooth pseudodifferential operator of the symbol-class C s S 0 0,0 (R n × R n ), where s < τ . Unfortunately, in contrast to the smooth case, we loose some smoothness of the coefficients. Our next goal is to prove the spectral invariance of non-smooth pseudodifferential operators of the class
To be more precise, we arrive at the following statement: The inverse of a non-smooth pseudodifferential operator of the order zero with coefficients in the Hölder space Cm ,τ (R n ) is also a non-smooth pseudodifferential operator if its inverse is an element of L (H r q (R n )) for one |r| <m + τ . This is the topic of Subsection 5.3. Beyond the characterization of non-smooth pseudodifferential operators we also use the technique of approximation with difference quotients for the proof of the above mentioned statement. We introduce this technique in Subsection 5.2. We are able to improve the results of Subsection 5.3 in Subsection 5.4 for certain subclasses of the non-smooth pseudodifferential operators with coefficients in Hölder spaces. The present paper is based on a part of the PhD-thesis, cf. [15] , of the second author in this paper advised by the first author. Acknowledgement: We would like to thank Prof. Dr. Schrohe for his helpful suggestions of improvements.
Preliminaries
We assume n ∈ N throughout the whole paper unless otherwise noted. In particular n = 0. For x ∈ R we define x + := max{0; x} and ⌊x⌋ := max{k ∈ Z : k ≤ x}.
for all x ∈ R n and đ ξ := (2π) −n dξ.
Partial derivatives with respect to a variable x ∈ R n scaled with the factor −i are denoted by D
0 is a multi-index. For j ∈ {1, . . . , n} we define e j ∈ N n 0 as the j-the canonical unit vector, i.e., (e j ) k = 1 if k = j and (e j ) k = 0 else.
Considering two Banach spaces X, Y the set L (X, Y ) contains of all linear and bounded operators A : X → Y . If X = Y , we also just write L (X).
Iterated commutators of linear operators are defined in the usual way:
We define the linear operators ad(−ix j )T : X → Y and ad(D x j )T : X → Y for all j ∈ {1, . . . , n} and u ∈ X by
For arbitrary multi-indices α, β ∈ N n 0 we denote the iterated commutator of T as
On account of the properties of the Fourier transformation we obtain:
. . , α l ∈ N n 0 and β 1 , . . . , β l ∈ N n 0 with |α j + β j | = 1 for all j ∈ {1, . . . , n}, |α| ≤ M and |β| ≤m. Here α and β are defined by α := α 1 + . . . + α l and β := β 1 + . . . + β l . Then the operator
is a pseudodifferential operator with the symbol
Finally let us mention that the dual space of a topological vector space V is denoted by V ′ . In view of V being a Banach space the duality product V is denoted by ., . V ;V ′ .
Functions on R n and Function Spaces
For the convenience of the reader we introduce all functions and function spaces needed later on in this subsection. We start with the Hölder space of the order m ∈ N 0 with Hölder continuity exponent s ∈ (0, 1] which is denoted by C m,s (R n ) and also by C m+s (R n ). Moreover for s ∈ R, 1 < p < ∞ and
is called Bessel Potential space.
For y ∈ R n the translation function τ y (g) :
n for all |x| ≥ 1 and r ≥ 1. Note that the derivatives ∂ α x f , α ∈ N n 0 with |α| ≤ k, of functions f ∈ C k (R n ) which are homogeneous of degree d are homogeneous of degree d − |α|.
A frequently used ingredient for verifying several results in this paper is the dyadic partition of unity, i.e. , a partition of unity (ϕ j ) j∈N 0 on R n which fulfilles the properties
Here B r (0) denotes the open ball with radius r > 0 and center 0. A dyadic partition of unity can be constructed in the following way: We take ϕ 0 ∈ C ∞ (R n ) with ϕ 0 (ξ) = 1 for all |ξ| ≤ 1 and ϕ 0 (ξ) = 0 for |ξ| ≥ 2. Then we set
We also will need the next statement, cf. [2, Lemma 2.1]:
where C is independent of f , g α .
Uniformly Local Sobolev Spaces
n be open and X be a Banach space. Then the space of all functions, which belong uniformly local to
respectively, where
uloc (U; C). Moreover, we also write . 
The embedding also holds true for q = 1.
The properties (i)-(iii) immediately follow from the definition of the uniformly local Sobolev Spaces. An application of the Hölder inequality for bounded sets yields (iv). In order to prove the continuous embedding (v) let α ∈ N n 0 with |α| ≤ ⌊τ ⌋ be arbitrary. Then we obtain
if we split the supremum of the left side in the supremum over |x − y| > 1 and the rest. Using inequality (2) and
Making use of Corollary 4.3 in [4] and the embeddings (3.1)-(3.3) and (3.6) in [4] yields the continuous embedding
. Together with inequality (3) we obtain
Now we want to discuss the case X = L q uloc (R m ; C):
Thenã is measurable with respect to the product measure of R m × R n .
Proof: With the properties of measurability at hand, cf. e. g. Chapter 3 of [6] , one can prove the claim. For more details we refer to [15, Proposition 4.16] .
Remark 2.7. Let 1 ≤ q ≤ r < ∞ and m ∈ N. Then the embedding
is a Banach space, we obtain the claim by Proposition 2.6, the definition of these spaces and by
This lemma is a direct consequence of the next proposition:
n be an open subset and X, Y be two Banach spaces. Moreover, let T : X → Y be a linear bounded operator and f ∈ W m,q uloc (U, X).
Proof: Let α ∈ N n 0 with |α| ≤ m and ϕ ∈ C ∞ c (U). Due to Lemma 2.5 we have
uloc (U; X) and the linearity of T we obtain
Consequently the α-th weak derivative ofT f exists and is given by
). An easy consequence of Fubini's Theorem, Lemma 2.5 and Remark 2.7 is:
|β| ≤ m and l ∈ N and define α := α 1 + . . . + α l and β := β 1 + . . . + β l . Then
for almost all x, y ∈ R n .
For the proof we refer to [15, Remark 4 .22].
Lemma 2.12. Let m ∈ N 0 , 1 < q < ∞ and N ∈ N 0 . We consider a measurable function a :
Proof: Because of a(x, .) ∈ W N,q uloc (R n ), the α-the weak derivative of a in the sense of
) exists for all α ∈ N n 0 with |α| ≤ N. Hence the claim holds:
With all these results at hand, we are able to show:
Lemma 2.13. Let 1 < q < ∞ andm, N ∈ N 0 . Furthermore, let B be a set of all measurable functions a :
uloc (R n ) for all ξ, y ∈ R n and each α ∈ N n 0 with |α| ≤ N,
Additionally let m ∈ N 0 such that for every α ∈ N n 0 with |α| ≤ N we have
If we define b : R n × R n × R n → C for a fixed but arbitrary a ∈ B by b(x, ξ, y) := a(x, ξ, x + y) for all x, ξ, y ∈ R n , we get for each α, β ∈ N n 0 with |β| ≤m and |α| + |β| ≤ N and for all ξ ∈ R n :
where C α,q is independent of a ∈ B and ξ ∈ R n .
Proof: Lemma 2.12 and Remark 2.8 imply
for all ξ ∈ R n and α, β ∈ N n 0 with |α| ≤ N and |β| ≤m. On account of Proposition 2.6 we derive the measurability of ∂ α y ∂ β x a(x, ξ, y) with respect to the product measure of R n x × R n y for a fixed ξ ∈ R n . Using Tonelli's theorem twice and substituting ŷ := z +ỹ, we obtain for each α, β ∈ N n 0 with |α| ≤ N and |β| ≤m :
for all x, ξ, y ∈ R n and a ∈ B. Finally, let α, β ∈ N n 0 with |β| ≤m and |α| + |β| ≤ N be arbitrary. An application of Remark 2.11, the Leibniz rule and the previous inequality provides:
Lemma 2.14. Let 1 < q < ∞, m ∈ R andm ∈ N 0 withm > n/q. Moreover, let B be a set of measurable functions a : R n × R n × R n → C with the following property:
• ∂ α y a(., ξ, y) ∈ Wm ,q uloc (R n ) for all ξ, y ∈ R n and each α ∈ N n 0 with |α| ≤ 2m,
Additionally we assume that for all α ∈ N n 0 with |α| ≤ 2m there is a constant C α,q such that
Then we have for some C m,q < ∞:
Proof: First of all we choose a finite cover
with open balls of radius 1. Denoting for all i ∈ {1, . . . , n} and each x, y ∈ R n the set U i (x, y) as the
is a finite cover of B 2 (x, y) with open balls of radius 1. For all α, β ∈ N n 0 with |β| ≤ 2m and |α| ≤m we obtain:
Due to Lemma 2.12 and Remark 2.8 we get
for all ξ ∈ R n and α, β ∈ N n 0 with |α| ≤ 2m and |β| ≤m. This implies the measurability of ∂ α y ∂ β x a(x, ξ, y) with respect to the product measure of R n x × R n y for every fixed ξ ∈ R n as stated in Proposition 2.6. We define b(x, ξ, y) := a(x, ξ, x + y) for all x, ξ, y ∈ R n . Using the Sobolev embedding theorem and Tonelli's theorem, we obtain for each α ∈ N n 0 with |α| ≤m:
for all a ∈ B and x, y, ξ ∈ R n . Therefore (5), (4) and Lemma 2.13 yield
for all a ∈ B and ξ ∈ R n .
Extension of the Space of Amplitudes
While verifying results in the field of pseudodifferential operators one often uses the properties of oscillatory integrals defined by
Ose −iy·η a(y, η)dyđη := lim ε→0 χ(εy, εη)e −iy·η a(y, η)dyđη for all elements a of the extension of the space of amplitudes A
Now we summarize the properties of the oscillatory integral we need later on. For more details we refer to [2, Subsection 2.3] . In the following we use for all m ∈ N the next definition:
Theorem 2.15. Let m, τ ∈ R and N ∈ N 0 ∪ {∞} with N > n + τ . Moreover, let χ ∈ S(R n × R n ) with χ(0, 0) = 1 be arbitrary. Then the oscillatory integral
Therefore the definition does not depend on the choice of χ.
and for each α, β ∈ N n 0 with |β| ≤ M we have:
Pseudodifferential Operators
During the whole section we assume Xm q ∈ Wm ,q uloc ; Hm q for 1 < q < ∞,m ∈ R if Xm q = Hm q andm ∈ N 0 else unless otherwise noted.
Pseudodifferential Operators with Single Symbols
The non-smooth symbol-class with coefficients in Xm q was already introduced in [14] . Analogous to the definition of C m,s Sm ρ,δ (R n × R n ; M) we define
holds for all α, β ∈ N n 0 with |α| ≤ M and |β| <m − n/q. The function p is called (non-smooth) symbol and m is called order of p. If M = ∞, the symbols are smooth in ξ. In this case we write
We define for all k ∈ N with k ≤ M the semi-norms
for all a ∈ Xm q Sm ρ,0 (R n ×R n ; M). Equipped with the family of semi-norms (|.| 
Due to the last lemma we already defined the associated pseudodifferential operator p(x, D x ) to a non-smooth symbol p ∈ Xm q S m ρ,0 (R n × R n ; M). The set of all non-smooth pseudodifferential operators with symbols in
The iterated commutators of a non-smooth pseudodifferential operator with coefficients in Xm q are also non-smooth pseudodifferential operators. For the proof we refer to [15, Remark 4 .28] and [15, Remark 4 .31].
. . , n}, |α| ≤ M and |β| <m − n/q, where α := α 1 + . . . + α l and
In applications to partial differential equations, many pseudodifferential operators are classical ones. They are defined in the following way:
where p j are homogeneous of degree m − j in ξ (for |ξ| ≥ 1 ) for all j ∈ N 0 in the sense, that for all N ∈ N we have
The set of all classical symbols of the order m is denoted by Wm
For a more general definition we refer to [19] . As an immediate consequence of the previous definition we obtain:
By means of Remark 3.3 and the definition of classical symbols we are able to verify the next remark. We refer to [15, Remark 4 .35]for more details.
Remark 3.5. Let 1 < q < ∞,m ∈ N 0 withm > n/q and m ∈ R. We assume
with |α j + β j | = 1 for all j ∈ {1, . . . , n} and |β| <m − n/q. Here α := α 1 + . . . + α l and β := β 1 + . . . + β l . Then
Smooth pseudodifferential operators are bounded as maps between several function spaces, cf. Theorem 3.6 in [1] , Theorem 6.19 in [1] and Theorem 5.20 in [1] .
More precisely, for every k ∈ N 0 there is a constant C k > 0 such that
wherem := max{0, m + 2(n + 1) + k} if m ∈ Z andm := max{0, ⌊m⌋ + 2n + 3 + k} else. Moreover there are some C s,m,q > 0 and k ∈ N 0 , independent of p, such that
The previous theorem enables us to prove a characterization of the Bessel potential spaces. The last missing piece towards this result is Proposition 3.7. Let 1 < p < ∞ and s < 0. We consider a partition of unity
for all x ∈ R n and j ∈ Z n . Then for all α ∈ N n 0 with |α| ≤ −⌊s⌋ we have
Proof: Proposition 3.8. Let 1 < p < ∞ and s ∈ R. Moreover, let (ψ j ) j∈Z n ⊆ C ∞ c (R n ) be a partition of unity with
Then we obtain
The case s ≥ 0 follows directly from [14, Theorem 1.3]. Therefore let s < 0. In order to show
and η j (x) := η 0 (x − j) for all x ∈ R n and j ∈ Z n . An application of the partition of unity and Hölder's inequality for sequence spaces first and the case −s > 0 afterwards provides
Consequently we get (7) by duality and the previous inequality. Now we define η j for every j ∈ Z n as before and m := −⌊s⌋. Additionally we choose
was verified in Lemma 2.3. Together with Proposition 3.7, η j ≡ 1 on supp ψ j and Theorem 3.6 we obtain
Using the case s ≥ 0 provides:
There are also boundedness results for non-smooth pseudodifferential operators, cf. Lemma 3.4 in [2] , Theorem 3.7 in [2], Theorem 2.1 in [13] , Lemma 2.9 in [13] : Lemma 3.9. Let 1 < q < ∞,m ∈ N 0 withm > n/q and τ > 0. We consider (R n × R n ; N) be bounded. Then for each s ∈ R with
there is some C s > 0 such that
Theorem 3.11. Let m ∈ R and τ > n 2
. Moreover, let N ∈ N ∪ {∞} with N > n/2 and a ∈ C τ * S m 0,0 (R n × R n ; N). Then for each s ∈ R with n/2 − τ < s < τ we have
Theorem 3.12. Let m ∈ R, N > n/2, τ > 0. Moreover let P be an element of
is continuous for all − τ < s < τ.
On account of the following lemma, cf. Lemma 3.5 in [2] , we can prove similar boundedness results for non-smooth pseudodifferential operators. 
Additionally let m, ρ and δ be as in the last lemma. We consider that B is the topological vector space
Then there is a k ∈ N with k ≤ N such that
Theorem 3.14. Let 1 < p, q < ∞ and m,m ∈ R withm > n/q. Moreover, let B ⊆ Hm q S m 1,0 (R n × R n ) be bounded. Then for each s ∈ R with
Proof: Let s be as in the assumptions. Due to [14,
Thus it remains to verify whether C s is independent of a ∈ B. We define
, the theorem holds due to Lemma 3.13.
Note that the last theorem even holds for 0 < p ≤ ∞ and q ∈ {1, ∞} if ♯B = 1, cf. [14, Theorem 2.2]. A similar result holds for pseudodifferential operators of the class
As a consequence of the previous theorem we obtain the next result. For more details we refer to [15, Lemma 4 .53].
Lemma 3.15. Let 1 < p, q < ∞ and m ∈ R with m > n/q. Assuming
Theorem 3.16. Let m ∈ R, 1 < p, q < ∞ andm ∈ N withm > n/q. We assume that B ⊆ Wm
Proof: On account of [14, Theorem 2.6] we have a(
Therefore it remains to show that C s is independent of a ∈ B. We define
, the theorem holds true because of Lemma 3.13.
We remark that the previous theorem even holds for 0 < p < ∞ and q = 1 if ♯B = 1 and if s ∈ R fulfills n(max{1, 1/p} − 1) −m + n/q < s ≤m − n(1/q − 1/p) + instead of the assumption (9) due to [14, Theorem 2.6].
Next we want to improve the previous statement for classical pseudodifferential operators of the symbol-class Wm
To this end we have to develop some further tools.
ii) X s ⊆ X t for all s, t ∈ Σ with t < s, iii) P : X s+m → X s for all differential operators P of the order m ∈ N 0 with smooth coefficients and all s ∈ Σ.
is bounded for all s ∈ Σ with s + m ∈ Σ. 
Making use of the previous proposition and of Lemma 3.13 we get:
Proof: Due to Example 3.19 inequality (10) is a direct consequence of Proposition 3.20 for each fixed a ∈ B if we have for every 1 < p < ∞ and s ∈ R fulfilling the assumptions:
Let s and p be as in the assumptions. In view of Proposition 3.8 we may choose a partition of unity (ψ j ) j∈Z n ⊆ C ∞ c (R n ) with the properties supp ψ 0 ⊆ [−ε, ε] n for one fixed ε > 0 and ψ j (x) = ψ 0 (x − j) for all x ∈ R n and j ∈ Z n . With Z j := {k ∈ Z n : supp ψ k ∩ supp ψ j = ∅}, we define
for all x ∈ R n and every j ∈ Z n .
Choosing a finite cover (B 1 (x i )) Hence N is independent of j ∈ Z n . By means of the Leibniz rule we obtain:
for all g ∈ Wm ,q uloc (R n ) and j ∈ Z n . Together with Proposition 3.8 and Lemma 3.15 we conclude inequality (11):
uloc (R n ). It remains to verify whether the constant C s is independent of a ∈ B. We define p
the theorem holds because of Lemma 3.13.
Kernel Representation
The present subsection is devoted to the kernel representation of a non-smooth pseudodifferential operator p(x, D x ), whose symbol is in the class XS
, we refer to [19, Chapter 1] for the definition of these symbol-classes. In particular we can choose X ∈ {Cm ,τ , Cm +τ * , Hm q , Wm ,q uloc } withm ∈ N 0 , 0 < τ ≤ 1 and 1 < q < ∞.
is a Banach space and m ∈ R. Then there is a function k :
for all u ∈ S(R n ). Moreover, for every α ∈ N n 0 and each N ∈ N 0 the kernel k satisfies
Proof: We are able to prove the statements in a similar way as in [1, Theorem 5.12] . The main idea of the proof is to decompose
where (ϕ j ) j∈N 0 is a dyadic partition of unity. The series converges in X due to Lemma 3.9. First of all we want to construct a kernel k j of p j (x, D x ) := p(x, D x )ϕ j (D x ) for each j ∈ N 0 . This can be made in the same way as in the smooth case. We just have to use
and all ξ ∈ R n . Afterwards we use this kernel decompositions to construct the kernel of p(x, D x ) as in the smooth case. By means of X ⊆ C 0 (R n ) we get the absolute and uniform convergence of k(x, z) = ∞ j=0 k j (x, z). 
0 with |β| ≤ m and |α| ≤ N. In the case N = ∞ we write XSm
we define the set of semi-norms {|.|m
Because of the previous definition p ∈ XSm ρ,δ (R n × R N ) is often called a nonsmooth single symbol.
We define the associated operator of a non-smooth double symbol as follows:
The existence of the previous oscillatory integral is a consequence of the properties of such integrals. For more details we refer to [15, Lemma 4 .64].
The set OP XSm
consists of all non-smooth pseudodifferential operators whose double symbols are in XSm
Additionally OP XSm ρ,0 (R n × R n × R n ; N) is the set of all non-smooth pseudodifferential operators whose double symbols are in XSm ρ,0 (R n × R n × R n ; N).
On account of Lemma 2.5 and the definition of the non-smooth symbol-classes we obtain: Remark 3.26. Let 1 < q < ∞, m, m ′ ∈ R andm ∈ N 0 withm > n/q. Moreover, let N ∈ N 0 ∪ {∞} and 0 ≤ ρ ≤ 1. Assuming 0 < τ ≤m − n/q, τ / ∈ N, we have
Later we will need the following statement:
is a bounded subset, we get the boundedness of
for each γ, δ ∈ N n 0 with |δ| ≤ N. By means of Remark 3.27 and Lemma 2.14 we get: Lemma 3.28. Let m ∈ R, 1 < q < ∞ andm ∈ N 0 withm > n/q. Moreover, let 0 ≤ ρ ≤ 1 and N ∈ N 0 ∪ {∞}. Assuming a bounded subset B of Wm 
Improvement of the Characterization
In this section we show that the operator T of Theorem 1.2 is even an element of OP Wm
. The proof of this statement is essentially the same as the one of Theorem 1.2. We just have to replace the results for pseudodifferential operators with coefficients in a Hölder space with analogous ones for pseudodifferential operators with coefficients in an uniformly local Sobolev space.
The main difficulty comes along with the symbol reduction of non-smooth double symbols of the class XS m 0,0 (R n ×R n ×R n ×R n ; M) to non-smooth single symbols with coefficients in X, where X = Wm 
for every α, β ∈ N n 0 with |α| ≤ M − 1 and |β| <m − n/q. Moreover,
Proof: Let τ ≤m − n/q with τ / ∈ N. On account of Lemma 3.2 we are able to apply Theorem 1.4 and get the existence of a subsequence (p ε l ) l∈N ⊆ (p ε ) ε>0 with ε l → 0 for l → ∞ which fulfills the properties i), ii) and iii) for some p ∈ C τ S 0 0,0 (R n ×R n ; M −1). Thus it remains to show p ∈ Wm ,q uloc S 0 0,0 (R n × R n ; M − 1). By means of i) and ii), we just have to check ∂ α ξ p(., ξ) ∈ Wm ,q uloc (R n ) for all ξ ∈ R n and
for all j, l ∈ N and ξ ∈ R n . Let j ∈ N be arbitrary but fixed. Because of the reflexivity of
for m → ∞. The compact embedding Hm q (B 1 (z j )) ֒→֒→ C 0 (B 1 (z j )) even gives us
Together with iii) the uniqueness of the limit provides q α,ξ,j = ∂ α ξ p(., ξ). Consequently every arbitrary weak convergent subsequence of (∂ α ξ p ε l ) l∈N has the same weakly limit. Hence an application of [16, Chapter 3 
for m → ∞. Using the previous weak convergence and (13), we get for all j ∈ N:
Since there is an N ∈ N, independent of x 0 ∈ R n , with
. . , j N ∈ N, we get together with inequality (14) Then e −iy·η r(x, ξ, η, y)dy ∈ L 1 (R n η ) for all x, ξ ∈ R n . If we define I(x, ξ) := e −iy·η r(x, ξ, η, y)dy đη for each x, ξ ∈ R n , then there is a constant C, independent of ξ ∈ R n and a ∈ B, such that
Symbol Reduction of Double Symbols in Wm
The proof of the previous proposition is based on the following Proposition, c.f. Proposition 4.6 of [2]: Proposition 4.3. Let m ∈ R and X be a Banach space with X ֒→ L ∞ (R n ). Considering an l 0 ∈ N 0 with −l 0 < −n, let B be a set of functions r : R n ×R n ×R n ×R n → C which are smooth with respect to the fourth variable such that for all l ∈ N 0 there is some C l > 0 such that
Then e −iy·η r(x, ξ, η, y)dy ∈ L 1 (R n η ) for all x, ξ ∈ R n . If we define I(x, ξ) := e −iy·η r(x, ξ, η, y)dy đη for x, ξ ∈ R n and r ∈ B we have for some C > 0
for all ξ ∈ R n and r ∈ B.
Proof of Proposition 4.2. Due to Lemma 3.28 and of Proposition 4.3 the claim holds.
In the same manner as in the proof of Lemma 4.9 of [2] the previous result enables us to prove the next lemma:
Lemma 4.4. Let 1 < q < ∞,m ∈ N 0 withm > n/q and m ∈ R. Additionally let N ∈ N 0 ∪ {∞} with n < N. We defineÑ := N − (n + 1). Moreover, let
for some C γ > 0.
Proof: With Lemma 3.2 and Theorem 1.5 at hand, it remains to show (16). Due to a ∈ A m,N 0 (R n y ×R n η ) and N −Ñ = k > n we can apply Theorem 2.17 and Proposition 4.2 and get for each x, ξ ∈ R n , a ∈ B and l 0 ∈ N 0 with n < l 0 ≤ N:
for all ξ ∈ R n and a ∈ B.
For more details concerning the second equality we refer to Proposition 4.8 of [2] . Thus the theorem holds for γ = 0. Now let γ ∈ N n 0 with |γ| ≤Ñ . Because of N −Ñ = 2k > n for a k ∈ N 0 and a ∈ A 
On account of Remark 3.27 the first case, applied on the set B γ , yields (16) .
The previous lemma enables us to show the improvement of the symbol reduction in the non-smooth case: Theorem 4.5. Let 1 < q < ∞,m ∈ N withm > n/q and m ∈ R. Additionally let N ∈ N 0 ∪ {∞} with N > n. We defineÑ := N − (n + 1). Furthermore, let B be a bounded subset of Wm
for all a ∈ B and u ∈ S(R n ).
Proof: On account of Remark 3.26, Theorem 1.5 and Lemma 4.4 the claim holds.
Characterization of Non-Smooth Pseudodifferential Operators
With all the work done in the last subsections we are now in the position to improve Theorem 1.2 and Theorem 1.3.
Proof: The proof of the claim is essentially the same as that one of Theorem 1.3, cf. Subsection 4.4 in [2] . In the case m = 0 we just have to replace the results for pseudodifferential operators with coefficients in Hölder spaces with corresponding ones for pseudodifferential operators with coefficients in uniformly local Sobolev spaces. Therefore we have to use the continuous embedding Hm q (R n ) ֒→ Wm ,q uloc (R n ) instead of the continuous embedding Hm q (R n ) ֒→ C τ (R n ) in step two. Additionally we have to apply Theorem 4.5 instead of Theorem 1.5 in the second step. In step three we have to replace Theorem 1.4 with Theorem 4.1. We also use the fact that Wm 
here. For more details we refer to [15, Section 5.6.3].
Theorem 4.7. Let m ∈ R, 1 < q < ∞,m ∈ N 0 withm > n/q. Additionally let M ∈ N 0 with M > n. We defineM := M − (n + 1). Considering P ∈ A m,M 1,0 (m, q) andM ≥ 1 we obtain
Proof: Let τ ∈ (0,m − n/q], τ / ∈ N. An application of Theorem 1.2 yields (m, q). Hence an application of Theorem 4.6 provides
On account of the proof of Theorem 1.2 the symbol of ad(−ix)
and |α| ≤M − 1 is arbitrary.
If we use Theorem 4.7 and Theorem 4.6 instead of Theorem 1.2 and Theorem 1.3 in the proof of Theorem 5.1 in [2] , we can improve the result for the symbol composition of non-smooth pseudodifferential operators:
Moreover, letm, M ∈ N and 1 < q < ∞ be such that
Considering two symbols
We are even able to improve this result for non-smooth pseudodifferential operators with coefficients in the uniformly local Sobolev Spaces: Theorem 4.9. Let m i ∈ R and 1 < q i < ∞ for i ∈ {1, 2}. Additionally letm i ∈ N 0 withm i > n/q i for i ∈ {1, 2}. We define m := m 1 + m 2 . Moreover letm, M ∈ N and 1 < q < ∞ be such that
Proof: The proof of the theorem is essentially the same as that one of Theorem 5.1 in [2] . We just have to replace Remark 2.2 with Remark 3.3 and Theorem 3.10 with Theorem 3.16.
In the same way as the statement of Theorem 4.8 it should be possible to verify a similar result for the composition of two pseudodifferential operators of the symbolclass Hm q S m 1,0 (R n × R n ) by using Remark 3.3 and Theorem 3.14 instead of Remark 2.2 and Theorem 3.10.
We also could consider the composition of two non-smooth pseudodifferential operators whose coefficients are either in a Hölder space, in a Bessel potential space or in an uniformly local Sobolev spaces, however in different spaces. Adapting the proof of Theorem 4.8 one could obtain similar results for these cases. In the present subsection Theorem 5.1. Letm ∈ N 0 and 0 < τ < 1. We assumê
for all s ∈ (0,m − n/2] with s / ∈ N. Theorem 5.2. Let 1 < q < ∞ and 0 ≤ δ ≤ ρ ≤ 1 with δ < 1.
In order to verify Theorem 5.1, we use the main idea of the proof in the smooth case: We want to apply the characterization of pseudodifferential operators. Thus we just have to show the boundedness of certain iterated commutators of p(x, D x ) −1 . Since we already know that the iterated commutators of p(x, D x ) have these mapping properties, we try to write the iterated commutators of p(x, D x ) −1 as a sum and compositions of p(x, D x ) −1 and the iterated commutators of p(x, D x ). Unfortunately, non-smooth pseudodifferential operators are in general not bounded as operators from S(R n ) to S(R n ) like the smooth ones. Therefore we have to prove the formal identities for the iterated commutators rigorously. 
) and
. We consider |β| = 0 and α = e j for an arbitrary j ∈ {1, . . . , n} first. On account of ad(−ix j )P ∈ L (H s+m q , H s q ), we know that
Together with (18) this implies
Now we define
Due to (19) Q is well-defined and we obtain for all u ∈ S(R n ):
With
) we get:
Due to the density of
). As a direct consequence we obtain
In the case β = e j , j ∈ {1, . . . , n} and |α| = 0 we get (21) for all u ∈ S(R n ) in the same way as before. Moreover, let l ∈ N, α 1 , . . . , α l ∈ N 
With this remark at hand, we now are able to show Theorem 5.1:
Proof of Theorem 5.1: Let l ∈ N 0 , α 1 , . . . , α l ∈ N n 0 and β 1 , . . . , β l ∈ N n 0 with |α j + β j | = 1 for all j ∈ {1, . . . , n} and |β 1 + . . . + β l | ≤m be arbitrary. Due to p(x, D x ) ∈ A 0 0,0 (m, 2) and P −1 ∈ L (L 2 (R n )) we can apply Remark 5.3 and get if we define
, we obtain P −1 ∈ A 0 0,0 (m, 2). Considering 0 < s ≤m − n/2, s / ∈ N, Theorem 4.6 and Lemma 3.2 yields the claim.
In the same way we can show Lemma 5.4. Letm ∈ N 0 withm > n/2 and 0 < τ < 1. For every non-smooth symbol p ∈ Cm ,τ S −n/2
for all s ∈ (0,m − n/2] with s / ∈ N.
Properties of Difference Quotients
Our next aim is to prove the spectral invariance for pseudodifferential operators P whose symbols are in the symbol-class
The proof is again based on the formal identities for the iterated commutators of P −1 , cf. Remark 5.3. In this case ad(−ix) α ad(D x ) β P , |α| = 0 are pseudodifferenial operators of negative order −|α|. Hence the order of the Bessel potential space increases by applying
As we always try to restrict the assumptions to a minimal, we use the tools of difference quotients in order to get
Definition 5.5. Let h ∈ R\{0} and j ∈ {1, . . . , n}. For u ∈ H s p (R n ) with s ∈ R and 1 < p < ∞ we define the difference quotient of u by
Difference quotients have the following useful properties:
, we get for all j ∈ {1, . . . , n}:
iii) Additionally let M ∈ N 0 ∪ {∞} with M > n/2 for q ≥ 2 and M > n/q else and s ∈ R with |s| <m − 1 + τ . Then we have for some C > 0:
for each s ∈ {r, r + 1, . . . , r + k + 1}.
Proof: We prove the claim by mathematical induction with respect to s. In the case s = r there is nothing to show. For s ∈ {r, r + 1, . . . , r + k} we choose an arbitrary j ∈ {1, . . . , n} and f ∈ H s+1 q
The induction hypothesis provides the existence of a u ∈ H s q (R n ) with
(P u), the induction hypothesis, the assumptions and Theorem 5.7 i) yield
Therefore Theorem 5.7 ii) provides u ∈ H s+1 q (R n ) which proves the surjectivity of the linear, bounded and injective operator P :
) by means of the bounded inverse theorem.
By means of the previous proposition we obtain the central result of this subsection:
Theorem 5.9. Let 1 < q < ∞, 0 < τ < 1,m ∈ N and N ∈ N 0 ∪ {∞} with N > n/2 for q ≥ 2 and N > n/q else. We define k := max{l ∈ N 0 : r + l <m + τ } for one r ∈ R with |r| <m + τ . Considering p ∈ Cm ,τ S 0 1,0 (R n × R n ; N), where
Proof: On account of Theorem 3.10 and Lemma 5.6 we can apply Proposition 5.8 and get the claim for all s ∈ {r, . . . , r + k}.
* . An application of Proposition 5.8 to P * provides the claim for all s ∈ {−r − k, . . . , r − 1}. Then the claim is verified for all s ∈ [−r − k, r + k] by means of interpolation.
Spectral Invariance of Pseudodifferential Operators in the
Symbol-Class Cm We are now in the position to show the next spectral invariance result:
Theorem 5.10. Let 1 < q 0 < ∞, 0 < τ < 1 andm,m ∈ N 0 withm ≥m > n/q 0 . Additionally let M ∈ N 0 with n < M ≤m −m. We defineM := M − (n + 1).
) for one |r| <m + τ we get
In the caseM − 1 > n/q for one 1 <q ≤ 2, we even have
Proof: An application of Theorem 5.9 provides the boundedness of
Let l ∈ N 0 , α 1 , . . . , α l ∈ N n 0 and β 1 , . . . , β l ∈ N n 0 with |α j | + |β j | = 1 for all j ∈ {1, . . . , l}, |α| ≤ M and |β| ≤m where α := α 1 + . . . + α l and β := β 1 + . . . + β l . Then Remark 2.2 and Theorem 3.10 yield for all s ∈ {0, . . . , M − |α|}:
Setting P := p(x, D x ) we get due to Remark 5.3 
Finally, consideringM − 1 > n/q for one 1 <q ≤ 2 we obtain for every q ∈ [q, ∞) due to Theorem 3.10 the boundedness of
The relation to the spectral invariance of Theorem 5.10 is emphasised in the next corollary which easily can be verified by means of Theorem 5.10. For more details we refer to [15, Corollary 6.12 ].
Corollary 5.11. We assume that all assumptions of Theorem 5.10 hold. Additionally we choose an arbitrary but fixedq ∈ (1, 2] fulfilling the conditions of Theorem 5.10 and denote
Then we obtain the spectral invariance of these operators:
Now one may wonder whether it is possible to prove that p(x, D x ) −1 is even an element of OP Wm 
and there are two constants c, C > 0 with C > a(x) > c for all 
. Therefore all assumptions of Theorem 5.10 are fulfilled for M = n + 3 andm := ⌊τ ⌋ − (n + 3). Letτ ∈ (0,m − n/q 0 ]. Assuming T −1 ∈ Cτ S 0 1,0 (R n × R n ) there is a kernelk : R n × R n \{0} → C such thatk(x, .) ∈ C ∞ (R n \{0}) for each x ∈ R n and
for all f ∈ S(R n ) and x / ∈ supp f due to Theorem 3.22. An application of Remark 3.23 provides the existence of a kernel k ∈ C ∞ (R n \{0}) such that p(D x ) −1 u(x) = k(x − y)u(y)dy for all x / ∈ supp u
for all u ∈ S(R n ). Now let (δ ε ) ε>0 ⊆ C ∞ c (R n ) be a Dirac family, i.e. , for all ε > 0 we have δ ε ≥ 0, δ ε (x)dx = 1 and lim ε→0 |x|≥d δ ε (x)dx = 0 for every d > 0. Then δ ε * b ∈ C ∞ (R n ) for each ε > 0. The boundedness of b, Theorem 10.7 in [9] and
for all x ∈ R n . In the case |α| = 0 the constant C α,ε is even independent of ε > 0. In particular δ ε * b ∈ C ∞ b (R n ) for every ε > 0 and therefore (δ ε * b)f ∈ S(R n ) for all f ∈ S(R n ). Additionally we obtain for all f ∈ S(R n ) with x / ∈ supp f the existence of a constant C, independent of ε > 0, such that |k(x − y)(δ ε * b)(y)f (y)| ≤ C|k(x − y)f (y)| ∈ L 1 (R n y ). 
for all x / ∈ supp f . Now we fix x ∈ R n such thatk(x, .) is not constantly equal to zero. An application of the fundamental lemma of calculus of variations yields
for all y ∈ R n \{x} since k(x − y),k(x, x − y) and b(y) are continuous with respect to y ∈ R n \{x}. By means of variable transformation we obtain
Now we choose z ∈ R n \{0} withk(x, z) = 0. Due tok(x, .) ∈ C ∞ (R n \{0}), there some a δ > 0 such thatk(x,z) = 0 for allz ∈ B δ (z) and 0 / ∈ B δ (z). Together with k(x, .) ∈ C ∞ (R n \{0}) and (29) we obtain a ∈ C ∞ (B δ (x − z)). This is a contradiction to the choice of a. Therefore T −1 / ∈ Cτ S 0 1,0 (R n × R n ). The present subsection serves to improve Theorem 5.10 for non-smooth pseudodifferential operators of the order zero with coefficients in Wm ,q uloc (R n ). Verifying the proof of Theorem 5.10 we see that we need similar results for pseudodifferential operators whose symbols are in Wm for all j ∈ {1, . . . , n}.
Spectral
Theorem 5.16. Let 1 < q, q 0 < ∞ andm ∈ N 0 withm > max{1 + n/q, n/q 0 }. Additionally letm ∈ N 0 with n/q 0 <m ≤ max{r ∈ N 0 : r <m − n/q}. Moreover, let M ∈ N 0 with n < M <m −m − n/q. We defineM := M − (n + 1). Considering p ∈ Wm In the caseM − 1 > n/q for one 1 <q ≤ 2, we even have Therefore it remains to show for all h ∈ R\{0} that ∂ Theorem 5.20. Let 1 < q, q 0 < ∞ andm ∈ N 0 withm > max{1 + n/q, n/q 0 }. Furthermore, letm ∈ N 0 with n/q 0 <m ≤ max{r ∈ N 0 : r <m − n/q}. Additionally let M ∈ N 0 with n < M <m −m − n(1/q + 1/q 0 − 1) + . We defineM := M − (n + 1). Considering p ∈ Hm q S 0 1,0 (R n × R n ) or p ∈ Wm In the caseM − 1 > n/q for one 1 <q ≤ 2, we even have 
