Abstract-Probabilistic Roadmap Methods (PRMs) are one of the most used classes of motion planning methods. These sampling-based methods generate robot configurations (nodes) and then connect them to form a graph (roadmap) containing representative feasible pathways. A key step in PRM roadmap construction involves identifying a set of candidate neighbors for each node. Traditionally, these candidates are chosen to be the k-closest nodes based on a given distance metric. In this paper, we propose a new neighbor selection policy called LocalRand(k, k ′ ), that first computes the k ′ closest nodes to a specified node and then selects k of those nodes at random. Intuitively, LocalRand attempts to benefit from random sampling while maintaining the higher levels of local planner success inherent to selecting more local neighbors. We provide a methodology for selecting the parameters k and k ′ . We perform an experimental comparison which shows that for both rigid and articulated robots, LocalRand results in roadmaps that are better connected than the traditional k-closest policy or a purely random neighbor selection policy. The cost required to achieve these results is shown to be comparable to k-closest.
I. Introduction
The motion planning problem involves finding a valid path for a movable object (robot) from a start to a goal configuration in a given environment. Motion planning is an important component of many applications, including computer-aided design [2] , robotics [22] , virtual reality simulations [10] , and bioinformatics [4] [9] . The motion planning problem is regarded intractable, as the complexity of an exact method grows exponentially with the complexity of the robot [30] .
Sampling-based methods have been able to solve many motion planning problems that exact methods cannot. One of the most common randomized methods is the Probabilistic Roadmap Method, or PRM [19] . This method randomly generates valid samples (nodes) in an environment's configuration space (C-space) and then attempts to connect nearby pairs of nodes using a local planner, a simplified planner whose objective is to generate and validate transitions between the the specified pair of nodes. The resulting graph, or roadmap, encodes representative feasible paths in C-space and can be queried to obtain valid paths in the environment.
One of the key steps in PRM construction is node connection. Ideally, roadmap connectivity should reflect the connectivity of the underlying C-space. From this perspective, the best strategy would be to attempt to connect all θ (n 2 ) pairs of nodes. However, the cost of all these connection attempts is not feasible for any but the simplest of problems. Hence, the selection of candidates for local transitions (neighbors) is crucial to both roadmap quality and efficiency.
The objective of a good neighbor selection strategy is to identify pairs of configurations that have a high probability of being connectible by the local planner and that are useful in terms of producing good quality roadmaps. The most commonly used method for neighbor selection in PRMs uses nearest-neighbor search to select the k nodes that are closest to the node in question, where k is typically some relatively small, fixed constant, typically between 5 and 25 [10] .
This research supported in part by NSF awards CRI-0551685, CCF-0833199, CCF-0830753, IIS-096053, IIS-0917266, by THECB NHARP award 000512-0097-2009, by Chevron, IBM, Intel, Oracle/Sun and by Award KUS-C1-016-04, made by King Abdullah University of Science and Technology (KAUST). Tapia supported in part by NIH Grant P20RR018754. 1 Contribution. In this paper, we propose a new neighbor selection policy called LocalRand(k, k ′ ). This method first computes the k ′ closest nodes to a specified node and then selects k of those nodes at random. This enables us to limit the proximity of nodes from which neighbors are selected while still allowing the neighbors to be selected at random.
Intuitively, the proposed LocalRand method attempts to achieve the benefits associated with random sampling, while also maintaining the higher levels of local planner success inherent to selecting more local neighbors. There are differences between LocalRand and the traditional k-closest neighbor selection policy that are expected to affect roadmap structure. For example, in undirected roadmaps, LocalRand should reduce the number of duplicate connection attempts, resulting in roadmaps with more edges. Another difference is that LocalRand will likely produce roadmaps with longer edges that k-closest. This may be beneficial as it has previously been shown that longer edges have a positive impact on roadmap quality [12] .
The main contributions of this paper include:
, that identifies a set of k ′ local nodes and then selects a random subset of k of these nodes, and a methodology for selecting the parameters for LocalRand.
• An experimental evaluation that shows LocalRand is capable of producing better connected roadmaps than k-closest at a comparable cost. Clearly, the performance of LocalRand(k, k ′ ) depends crucially on the parameters k and k ′ . For a given k and n, the total number of configurations, we have k ≤ k ′ ≤ n − 1. Note that for the extreme values of k ′ = k and k ′ = n − 1, the method becomes equivalent to k-closest and purely random (k-random) neighbor selection, respectively. To understand how to select k ′ for a given k and n, we perform an extensive study over the range of possible k and k ′ values in some basic environments. From this study, we identify a set of optimal k ′ values for which the LocalRand method is capable of outperforming both the k-closest and k-random methods in those environments. We next consider more complex environments, and use the (k ′ , k) values determined for the best matching basic environment. We show that the LocalRand method with these k ′ values is capable of outperforming both the k-closest and k-random methods in more complex environments including cluttered and narrow passage environments with both rigid body robots and fixed and free base articulated linkages of varying size and dimensionality.
II. Preliminaries and Related work
Identification of local transition candidates is a key step in the success of a PRM strategy. In this section we describe the role of various candidate selection strategies in PRMs and also explore how they have been used previously to achieve specific results.
A. Probabilistic Roadmap Methods
PRMs [19] are a class of sampling-based motion planners that build a graph (roadmap) in which vertices are valid robot configurations and edges represent feasible transitions between configurations. This graph then encodes representative, feasible pathways that can be used to connect given start and goal configurations.
PRMs have been applied to a wide range of problems [33] . They have been used for path planning with mobile robots [21] [8] [5] , humanoid robots [20] and reconfigurable robots [1] . They have been applied to biological problems including analysis of biological structures [11] and protein folding [4] . They have been used in industrial automation and path planning with robotic manipulators [31] [35] [17] [28] .
In [12] , Geraerts and Overmars perform a reachabilitybased analysis of the PRM method. In this study they evaluate existing node generation and connection methods based on how well they cover environments and how connected the roadmaps they produce are. This study shows that existing methods are capable of generating node sets that cover the environment well and that the major difficulty in roadmap construction is connecting these nodes, especially in difficult narrow passage problems. The study concludes that the major hurdle in roadmap construction is not covering the environment but generating a connected roadmap. In [13] , Geraerts and Overmars show experimentally that the main difficulty in PRM construction is constructing a roadmap whose connectivity represents the connectivity of C-space.
B. Candidate Selection Approaches
There have been a variety of proposed methods for identifying candidates for local transitions during the connection phase of PRM construction [23] The most common strategy is the so-called k-closest, which selects the set of k nodes that are nearest to the query sample, i.e., its k-nearest neighbors, where k is typically some small constant. This simple strategy was used in many PRMs, including the original PRM [19] , OBPRM [34] , and GaussPRM [7] . The intuition behind the use of the set of closest nodes is that the costs for verifying the validity of the connection are reduced and, depending on the problem, shorter connections are more likely to be collision-free [23] .
Another simple method is a Distance method that identifies neighbors within some fixed distance of the query node. A drawback of this method is that some knowledge of the problem is required in order to determine an appropriate distance. The original PRM implementation included a variation of the distance method with an upper bound on the number of neighbors [19] . The distance method is commonly used for grid-based PRM methods [24] . It is also commonly used in biophysical simulations where certain cutoffs are standard, e.g., a RMSD of atom positions between molecular conformations [25] . Geraerts and Overmars [15] , [14] include a distance method in a study of the impact of sampling, node selection/adding strategy and local planning on coverage and connectivity of PRMs. Their study shows that the k-closest method is fairly well suited for generating connected roadmaps.
In [13] , Geraerts and Overmars explore a Visibility-based connection strategy. Visibility neighbors are those that are visible (connectible with a straight-line) from the node. However, this often requires special placement of the node as in the variant, Visibility Roadmaps [27] .
Geraerts and Overmars [13] also explore a Componentbased selection strategy. This strategy attempts k connections to each connected component [23] . Depending on the number of components and the value of k, there could be a large number of attempts.
In [6] , Boden presents a grid based neighbor selection policy. The nodes in this method are arranged in a grid in Cspace and connections are attempted between adjacent nodes on the grid. If a path is not found, then additional grid points are introduced at a higher resolution in areas that could not be connected, and connections are attempted between adjacent nodes in the higher resolution grid.
In [18] , Karaman and Frazzoli study the asymptotic behavior of solutions returned by sampling-based motion planning methods. As part of this work, they present the methods PRM* and RRT*, which are shown theoretically to converge to optimal solutions as the number of nodes grows.
Another direction in neighbor selection that has been explored is the examination of the impact of using approximate and more efficient strategies for computing k-closest. In [29] Plaku et. al. study how approximate neighborhood finders perform when applied to the motion planning problem.
III. Candidate Selection Policies
In this paper we compare several strategies for selecting candidate sets for the PRM connection phase. In addition to the traditionally used k-closest strategy, we consider an AllPairs connection strategy (used as a baseline comparison for each method), a random connection strategy, and our proposed novel method, LocalRand, which identifies a set of local nodes then selects a subset of these nodes at random.
A. Selection Policy Definitions
In our discussion, we will define selection policies that operate on a candidate set of configurations (V c ) and a source configuration (v s ). The set of all configurations in the roadmap is V , with V c ⊆ V and v s ∈ V . Most selection policies choose a maximum of k configurations, where k is a user provided constant.
Listed below are a set of basic strategies for selecting candidates from the candidate set V c . Note that all strategies that select candidates based on distance calculation (i.e., kclosest and LocalRand) are affected by the distance metric.
• AllPairs(v s ,V c ): Select all configurations from V c as connection candidates for v s .
rations to v s from V c and then select k of them at random.
B. LocalRand Candidate Neighbor Selection Policy
The LocalRand method first identifies the k ′ closest neighbors to a sample then selects k of these nodes at random. One of the key features of this method it that it allows us to introduce a controlled amount of randomness into neighbor selection. Because this method first locates the k ′ closest neighbors we know that the nodes selected by this method must be drawn from the k ′ closest nodes to a sample. By changing the value of k ′ we can change the range from which the nodes are selected. This method also gives the user the ability to separately control the number of nodes and the range from which these nodes are drawn. This provides the ability to adjust the range from which the nodes are chosen without changing the number of neighbors selected. Conversely, this method also permits altering the number of neighbors selected while keeping the range from which they are selected fixed.
The behavior of the LocalRand method differs from the k-closest method in a number of significant ways. One major difference is that this method will make fewer duplicate edge connections in undirected graphs. With the k-closest method, there is a high probability that a node's neighbors will also have the node as one of their own neighbors. This results in many edge connections being attempted twice, and hence the total number of unique edges will be considerably less than k per node. With a randomized method like LocalRand this will happen less often, and the total number of unique edges attempted will be greater. For more details see [26] .
Another difference is that this method will be attempting to connect longer edges than the k-closest method with the same k value. It has been previously shown that edge per edge, longer edges contribute more to roadmap quality than shorter edges [12] . At the same time, it also possible that these longer edges will be more difficult to connect, and that the advantage of having having longer edges will be offset by the fact that fewer edges are generated.
Another difference is that there is more chance that the set of candidates will include nodes from different connected components. A method like k-closest that selects only the nearest node is likely to select many nodes from the same connected component. Making multiple connections with the same connected component will not contribute to the connectivity of the roadmap and will result in redundant edges. In contrast, a method like LocalRand that selects some further nodes would be more likely to select nodes from different connected components. If these connections are successful they could merge these components and increase the overall connectivity of the roadmap.
In addition, there are some environments where considering only the closest neighbors would be problematic. This will particularly be a problem for environments with thin walls where there are regions of C-free that are close to each-other but that cannot be connected
With the LocalRand(k, k ′ ) method, the choice of k ′ will dramatically affect the resulting roadmap. As k ′ approaches N (nodes in roadmap), LocalRand behaves like k-random. As k ′ approaches k, LocalRand behaves more like k-closest.
Because k-closest and k-random both produce roadmaps with beneficial qualities -k-closest provides better connectivity and more roadmap edges, k-random provides a longer average edge length and shorter diameter -it is important for us to study the spectrum of roadmaps produced by LocalRand(k, k ′ ) for various values of k ′ . This is done in section VI-A.
IV. Evaluation Metrics
We assess the neighbor selection methods using a set of evaluation metrics. We selected metrics that would allow us to evaluate (A) how effective each method is at finding connectible neighbors, (B) how good it is at producing wellconnected roadmaps, and (C) the computational expense of each method.
A. AllPairs Roadmap
The AllPairs roadmap captures the best possible connectivity for a node set. Because of its impracticality for nontrivial problems (connection is O(n 2 )), we use the AllPairs roadmap as a baseline for comparing the other methods rather than comparing it on its own merits.
B. Connectivity Metrics
Our connectivity metrics evaluate how good the methods are at finding connectible neighbors and how successful they are at producing connected roadmaps. This will help us to determine how the methods affect roadmap quality.
• Number of Edges: The number of roadmap edges reflects how many edges the methods are able to produce. In general, roadmaps with more edges tend to be better connected and have a shorter diameter.
• Local Planner Success(%): The percentage of successful local planner connections defines how effective each method is at finding connectible neighbors. While this metric trends with the number of edges generated, the exact metric differs in that the total number of connections attempted changes between methods.
• Connectivity: The connectivity of a roadmap R = (N, E) is the number of pairs of nodes (p, q) for which there is a path from p → q in R. The connectivity metric is normalized by the connectivity of the AllPairs roadmap produced using the same set of nodes, and thus represents the ability of a method to match the connectivity of the AllPairs strategy.
• Diameter of Largest Connected Component: The diameter is the length of the longest shortest path in a graph. This is important because it provides detail about the structure of the roadmap and indicates how long paths in the roadmap will be. All diameters in this paper are computed using the Euclidean distance metric.
C. Cost Metric
This metric shows the computational expense of each method. This is important in determining the tradeoffs associated with the connection methods. For example, is a 5% gain in connectivity worth an order of magnitude increase in computation?
• CD-Calls: We measure the number of collision detection (CD) calls made during the connection phase of roadmap construction. CD-calls are a platform-independent metric that is used to measure roadmap construction time.
V. Experimental Study

A. Environments
Environments used in our experiments can be categorized into two sets. The first set shown in Fig. 1 are simple, homogeneous and serve as representatives of environments in the second set. Environments in the second set (Fig. 2,  3 ) are more complex but share similar characteristics with environments in the first set. A general overview of all environments is discussed next. , with a rigid-body cube robot (1u 3 ) ( Fig. 1(a) ). This problem will help us find the k ′ that produces an optimal number of edges when local-planner success is guaranteed.
• Tunnel (rigid): [tu-E, tu-M, tu-H] A homogeneous narrow-passage environment (1x1x20), with a rigid-body rectangular robot ( Fig. 1(b) ). Three permutations of this environment are studied, with different levels of difficulty (tu-E, tu-M, tu-H). In the easy permutation (tu-E), the robot is small enough to freely rotate 360 degrees in all rotational DOF. The harder permutations of the environment increase the robot size so that only 1 rotational DOF (tu-M) and none of the rotational DOF (tu-H) can rotate 360 degrees. In tu-H, the robot is large enough so that only translational movements are possible.
• Semi-Cluttered (articulated, 12-DOF) : [freeAL] A free environment (10u 3 ) with seven small obstacles placed uniformly in the environment (Fig. 1(c) ). The robot is a 12-DOF articulated linkage with 6 revolute joints at various orthogonal orientations.
• Elbow Tunnel (rigid): [et-E, et-M, et-H] An extension
of the tunnel environment, this environment ( Fig. 2(a) ) consists of three narrow passages (1x1x10) connected by two "elbow" sections of free space (4x1x4). As with 
difficulty (cl-E, cl-M, cl-H). • Walls (articulated, 7-DOF):
[walls] This environment ( Fig. 3(a) ) contains a set of free areas separated by thin walls with a small opening, which the robot (2 links connected by a revolute joint) can only traverse by rotating the joint angle. The thin walls and opening will produce situations where nearest-neighbor configurations will be unconnectable, highlighting the advantages of a connection strategy (i.e. LocalRand) that attempts connections randomly in the local neighborhood.
• Boxes (articulated, 12-DOF): [boxes] This environment ( Fig. 3(b) ) contains an area cluttered with small boxes. The robot (7-link, 12-DOF articulated linkage) must traverse from one corner to the opposing corner of the environment. The swept-volume distance metric is used for computing distance between configurations.
• Forked (fixed-base articulated linkage, 32-DOF):
[forked] A cluttered environment (Fig. 3(c) ) with several small obstacles. The robot is a fixed-base articulated linkage (32-DOF) with a forked end.
B. Setup
We selected node generation strategies and distance metric methods to best fit the characteristics of each environment. a) Node generation: In the first set of experiments, we used Uniform sampling [19] in free and semi-cluttered environments and Obstacle-based sampling [34] in tunnel environments. In the second set of experiments, we used Uniform sampling in walls, boxes and forked environments and Obstacle-based sampling in elbow-tunnel and cluttered environments. b) Distance metric: As a distance metric, environments with a rigid-body robot used Euclidean distance; articulatedlinkage problems used a swept distance metric. The swept distance between two configurations is the total volume the robot sweeps in the workspace when moving between configurations using the specified local planner. This distance metric is generally considered to be very accurate at the expense of being costly to compute [3] . c) Implementation and Experimental Platform: We implemented all planners using the C++ motion planning library developed by the Parasol Lab at Texas A&M University, which uses the graph from the STAPL Parallel C++ library [32] . RAPID [16] was used for collision detection computations. All computation was performed on Brazos, a major computing cluster at Texas A&M University. The processing nodes consisted of quad-core Intel Xeon processors running at 2.5 Ghz, with 15 GB of RAM.
VI. Results
A. Selecting parameters for LocalRand
Given the high degree of configurability of the LocalRand(k, k ′ ) method, we seek in this study to a select a k ′ , given k, that produces a roadmap of the highest quality. In the process we show that the LocalRand method is capable of generating roadmaps that have a higher connectivity than either k-closest or k-random. We also evaluate the tradeoffs in cost and connectivity that come from using LocalRand.
We hypothesize that for an environment with certain characteristics (e.g. narrow-passage, free, cluttered) and a robot of a certain type (e.g. high-DOF articulated linkage, rigid body) there exists an "optimal" k ′ , or range of k ′ , that provides a good combination of the benefits of k-random and k-closest. We seek to obtain values of k ′ for several k in a variety of controlled, homogeneous environments. Once these k ′ are fixed, this "optimal" version of LocalRand(k, k ′ ) will be labeled LR-Opt(k).
In order to determine this set, we performed an extensive set of experiments over the range of possible k ′ values. In this part of our study we used 4 k values (4, 8, 16, 32) . These values were selected because they were representative of the range of k values commonly used in motion planning problems. For these values of k, we connected roadmaps using k ′ = k + 1, k + 2, ..., 128. The results of this study were averaged over 5 runs using unique random number seeds for configuration sampling.
As environments can have wildly different underlying Cspace topologies, we used the LR-Opt(k) obtained from a baseline problem as the representative LocalRand method for more complex environments sharing similar characteristics. For example, the LR-Opt(k) obtained for a baseline narrowpassage environment will be used in a complex environment that has predominantly narrow-passage characteristics.
From the fine-grained LocalRand(k, k ′ ) study, we are able to see how roadmap metrics are affected as k ′ increases from k. Primarily, three metrics are interesting: the number of edges connected (numedges), the total work performed in connection (local planner collision detection calls, or lpcd), and the connectivity of the roadmap (conn). For each k, we would like to select a k ′ such that LR-Opt(k) maximizes numedges and conn while minimizing lpcd. Because the work performed in roadmap connection scales with the number of edges connected, our minimization of lpcd will only be used as a "tiebreaker", after optimizing the other metrics. Figures 4 and 6 show numedges with conn for the tu-M and freeAL environments, and allow us to determine a best-performing k ′ for each k in our set. Plots for tu-E, tu-H and free are not shown due to space constraints -just the chosen k ′ . Our full set of results for these experiments can be found in [26] .
1) LR-Opt(k) Selection:
The results clearly show a small range of k ′ volues that result in a desirable roadmap. For small k, this k ′ falls between 3k and 4k; for large k, between 3 2 k and 3k. As an example, consider the Tunnel (M) environment (Fig. 4, 5) . For k = 4, the connectivity of LocalRand(k, k ′ ) is not maximized until k ′ = 16. At this point, numedges is nearly maximized. However, increasing k ′ beyond this point results in minimal edge gain, a drop in connectivity, and significantly more work (lpcd). Therefore, we select k ′ = 14 for LR-Opt(k) at k = 4. This decrease in quality for k ′ greater than this value can be attributed to attempting longer connections, with a lower local-planner success rate. 4  12  12  16  16  12  8  24  24  24  24  18  16  48  48  28  28  32  32  96  96  45  38  64   TABLE I :
Using this methodology we select a high-performing k ′ for each k in our set, for the environments in the baseline study (Table I) . These k ′ are used to select the LR-Opt(k) method for a given environment classification (free, narrow-passage, articulated linkage), which will be used in the remainder of this study.
B. Comparison of connection methods
Next, we compare the performance of the LocalRand method with the high-performing k ′ value (LR-Opt(k)) to the k-closest and k-random methods. We show that the LocalRand method is capable of producing better roadmaps than the k-random and k-closest methods, particularly in environments where there is more free space.
To evaluate the relative performance of k-closest, krandom, and LR-Opt(k), we will examine the number of edges and connectivity of roadmaps generated by these methods in each of the environments along with the number of CD-Calls required by each of the methods. These results are in Figures 7, 8, 9, 10, 11, 12, 13, 14 , and 15 (error bars show a one-sided confidence interval of 95%). Recall that roadmaps with more edges and a higher connectivity are beneficial and that the number of CD-Calls is indicative of the cost associated with connecting the roadmap. We are therefore looking for methods that produce roadmaps with more edges and a higher connectivity, but that do not require too many CD-Calls. For this set of experiments, roadmap statistics are averaged over 20 runs in each environment using unique seeds for configuration sampling.
A first observation is that k-closest performs relatively well compared with globally random connection (k-random). For example, consider the Cluttered (medium) environment (Fig 11) : more work (lpcd) was required to connect the roadmap than with k-closest, and both the number of edges produced (numedges) and connectivity (conn) were significantly less. As C-space becomes more complex in the medium/hard versions of this problem (Fig 9, 12) , and in other environments (Fig 13, 14, and 15) , the detrimental effect only increases. When lpcd is smaller than k-closest, this is due to the fact that the longer connections attempted in k-random will fail more quickly (and thus require fewer CD calls) than shorter connections attempted by k-closest.
In comparison, applying randomness to a local neighborhood using LR-Opt(k) produces, in most cases, a higher connectivity and a greater number of roadmap edges than using k-closest. This is most clearly seen in relatively free environments (Fig 7, 10, 13, and 15) , where the longer average connections -we are attempting connections to neighbors that are outside of the k-closest set -are more likely to succeed.
In the et-M and boxes problems (Fig 8, 14) , smaller k (4, 8) with LR-Opt(k) did not provide an increase in connectivity. In fact, larger values of k (16, 32) with LR-Opt(k) resulted in a decreased connectivity. This suggests that for exceptionally difficult environments (Fig. 14) -with a low local planner success rate -attempting connections beyond the closest k does not provide a benefit.
For the relatively free environments that achieve full connectivity -et-E (Fig. 7) , cl-E (Fig. 10) ) -LR-Opt(k) reduces the roadmap diameter; this is desirable because roadmaps with a smaller diameter tend to produce shorter, more efficient paths.
VII. Conclusions
Our studies have shown that, for a variety of motion planning environments, applying local randomization to neighbor selection can produce roadmaps of higher quality (connectivity, number of edges) and lead to better performance than the commonly used k-closest connection method.
The baseline study showed that a k ′ (size of larger set of nodes to select k-closest from) exists such that LocalRand(k, k ′ ) can equal or out-perform k-random in a variety of environments. We recommend a k ′ between two and three times k for difficult environments, and four times k for relatively free motion planning problems.
In future work, we would like to extend our study to additional types of motion planning problems (multiple robots, high-DOF protein folding, closed-chain systems). 
