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Abstract
We consider the problem of optimal quantization with norm exponent
r > 0 for Borel probability measures on Rd under constrained Re´nyi-α-
entropy of the quantizers. If the bound on the entropy becomes large,
then sharp asymptotics for the optimal quantization error are well-known
in the special cases α = 0 (memory-constrained quantization) and α = 1
(Shannon-entropy-constrained quantization). In this paper we determine
sharp asymptotics for the optimal quantization error under large entropy
bound with entropy parameter α ∈ [1 + r/d,∞]. For α ∈ [0, 1 + r/d[
we specify the asymptotical order of the optimal quantization error under
large entropy bound. The optimal quantization error is decreasing expo-
nentially fast with the entropy bound and the exact rate is determined
for all α ∈ [0,∞].
1 Introduction and basic notation
The quantization of probability distributions is mainly motivated from electrical
engineering in the context of signal processing and data compression. A good
survey about the historical development of the theory has been provided by
Gray and Neuhoff [17]. The reader is also referred to the book of Gersho and
Gray [12] for more applied aspects. Optimal quantization is the task of finding a
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best approximation of a given probability measure by another probability mea-
sure with reduced complexity. Complexity constraints used so far are restricted
memory size resp. restricted Shannon entropy of the approximation. The ap-
proximating probability is always induced by a quantizer, which decomposes
the space into codecells. Every point of a codecell will be mapped by the quan-
tizer to a codepoint which is unique for each codecell. The set of all codepoints
is called codebook. The mathematical aspects of quantization in finite dimen-
sion with restricted memory size have been investigated by Graf, Luschgy et.al.
[8, 13, 14], Gruber [18], Dereich et.al. [10] and Fort, Page`s et.al. [9, 11]. A thor-
ough mathematical treatment of (Shannon-)entropy-constrained quantization
also emerged in the last few years and has been carried out by Gray, Gyo¨rgy,
Linder and Li (see e.g. [16, 19, 20, 21] and the references therein). Sullivan
[28] developed an algorithm for designing entropy-constrained scalar quantizers
for the exponential and Laplace distribution. The question if optimal entropy-
constrained quantizers induce a finite or infinite number of codecells has been
investigated by Gyo¨rgy, Linder, Chou and Betts [22]. Recently, quantization
has also been studied with combined entropy and memory size constraints (cf.
[15]). Apart from studying high-resolution asymptotics also the asymptotic be-
havior of the optimal quantization error under small bounds on the complexity
constraint has been investigated by several authors (cf. [24, 25, 26]).
In this paper we study the problem of quantization with arbitrary norm and
norm exponent r > 0 by constraining the Re´nyi-α-entropy of the approximating
probability. The known approach of restricted memory size is represented by
the special case α = 0. Shannon-entropy-constrained quantization is covered
by α = 1. Quantization with entropy parameter α = ∞ can be interpreted
as mass-constrained quantization, i.e. the maximum appearing codecell prob-
ability has to be larger or equal than a given bound. Because quantization is
often linked with a subsequent lossless coding process of the codebooks, con-
straints on the output entropy of the quantizers are naturally arising out of the
restricted channel capacity. If one restricts the average length of the code this is
equivalent to bounded Shannon-entropy of the quantizers (cf. [16]). Campbell
(cf. [6]) introduced a generalized measure for code length and has shown that
this measure is related to Re´nyi’s entropy. This strongly encourages to work
with Re´nyi-α-entropy as a generalized measure of complexity for the quantizers.
For a large class of distributions, which are absolutely continuous with re-
spect to the d−dimensional Lebesgue measure and entropy parameter α ∈
[1 + r/d,∞], we derive as a main result (cf. Theorem 4.3) the exact asymptotic
behavior of the optimal quantization error if the bound on the Re´nyi-α-entropy
tends to infinity. Together with the known results for α ∈ {0, 1} we also pro-
vide upper and lower asymptotical bounds on the optimal quantization error
for entropy parameter α ∈ [0, 1 + r/d[, enabling us to determine the asymptot-
ical order of the optimal quantization error in this region of α’s if the entropy
bound tends to infinity (cf. Theorem 5.2). The optimal quantization error is
decreasing exponentially fast with the entropy bound and the exact rate will be
determined in Corollary 5.3 for all α ∈ [0,∞].
The paper is organized as follows. The rest of this first section contains basic
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notation and the setup of the optimal Re´nyi-α-entropy-constrained quantization
problem. In section two we will prove that in the case of mass-constrained
quantization (α =∞) the optimal quantization error can be computed in terms
of a minimal moment on a ball resp. is dominated by a moment on a ball in
case of α ∈ ]1,∞[ (cf. Proposition 2.1). Using this error upper bounds and
by a lower bound for moments on balls, which will be proved in section three,
we are able to determine in section four the exact asymptotical behavior of the
optimal quantization error for α ∈ [1 + r/d,∞] and large entropy bound (cf.
Theorem 4.3)). The last section contains our result about the asymptotical error
bounds and the asymptotical order for entropy parameter α ∈ [0, 1 + r/d[ (cf.
Theorem 5.2). In both results (Theorem 4.3, 5.2) we are restricted to probability
measures which are absolutely continuous with respect to the d−dimensional
Lebesgue measure, having finite r−th moment and whose Lebesgue density has
finite essential supremum.
Let N := {1, 2, ..}. Let α ∈ [0,∞] and p = (p1, p2, ...) ∈ [0, 1]N be a proba-
bility vector, i.e.
∑∞
i=1 pi = 1. The Re´nyi-α-entropy Hˆ
α(p) ∈ [0,∞] is defined
as (see e.g. [1, Definition 5.2.35] resp. [4, Chapter 1.2.1])
Hˆα(p) =

−∑∞i=1 pi log(pi), if α = 1
− log (sup{pi : i ∈ N}), if α =∞
1
1−α log (
∑∞
i=1 p
α
i ) , if α ∈ [0,∞[\{1}.
We use the convention 0 · log(0) := 0 and 0x := 0 for all real x. The logarithm
log is based on e.
Remark 1.1. With these conventions we obtain
Hˆ0(p) = log (card{pi : i ∈ N, pi > 0}) ,
if card denotes cardinality. Using de l’Hospital it is easy to see, that
lim
α→1
α6=1
Hˆα(·) = Hˆ1(·)
(cf. [1, Remark 5.2.34]). Moreover we have limα→∞ Hˆα(·) = Hˆ∞(·). The
Re´nyi-α-entropy is also monotonically decreasing in α, i.e. for every 0 ≤ γ ≤
β ≤ ∞ we have (cf. [2], p. 53)
Hˆβ(·) ≤ Hˆγ(·).
Now let d ∈ N and denote by R the set of all real numbers. Let µ be a
Borel probability measure on Rd. For any mapping f : Rd → Rd denote by
f(Rd) = {f(x) : x ∈ Rd} the image of Rd under f . A mapping f ∈ Fd is called
a quantizer and the image f(Rd) is called codebook consisting of codepoints.
We assume throughout the whole paper that the codepoints are distinct. Every
quantizer f induces a partition {f−1(z) : z ∈ f(Rd)} of Rd. Every element of
this partition is called codecell. The image measure µ ◦ f−1 has a countable
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support and defines an approximation of µ, the so-called quantization of µ by
f . For any enumeration {z1, z2, ..} of f(Rd) we define
Hαµ (f) = Hˆ
α(µ ◦ f−1(z1), µ ◦ f−1(z2), ...)
as the Re´nyi-α-entropy of f w.r.t µ. Now we intend to quantify the distance
between µ and its approximation under f . To this end let ‖ · ‖ be any norm on
Rd and ρ : [0,∞[→ [0,∞[ a strictly increasing (and therefore Borel-measurable)
mapping. For f ∈ Fd we define as distance between µ and µ ◦ f−1 the quanti-
zation error
Dµ,ρ(f) =
∫
ρ(‖ x− f(x) ‖)dµ(x).
For any R ≥ 0 we denote by
Dαµ,ρ(R) = inf{Dµ,ρ(f) : f ∈ Fd, Hαµ (f) ≤ R} (1)
the optimal quantization error for µ of order r under Re´nyi-α-entropy bound
R. The exact determination of the optimal quantization error is rather hard
in general. But for large entropy bound R and α ∈ {0, 1}, the asymptotical
behavior of the optimal quantization error is well-known for a large class of
probability distributions (cf. [5], [13, Theorem 6.2], [16], [29]). For r > 0 and
ρ : x → xr we will provide asymptotical error bounds for α ∈ [0, 1 + r/d[ and
sharp asymptotics for α ∈ [1 + r/d,∞].
2 Error properties in optimal Re´nyi-α-entropy-
constrained quantization
For any x ∈ Rd and l > 0 we denote by
B(x, l) = {z ∈ Rd : ‖z − x‖ ≤ l}
the closed ball with midpoint x and radius l. Moreover we say that µ vanishes
on spheres, if µ({z ∈ Rd : ‖z − x‖ = l}) = 0 for every x ∈ Rd and l > 0.
From now on we specialize for the rest of this paper the mapping ρ to
ρr(x) = xr with norm exponent r > 0. We write
Dαµ,r(·) = Dαµ,ρr (·) resp. Dµ,r(·) = Dµ,ρr (·).
To prove the following result we use arguments presented by Graf and Luschgy
(cf. [13, Lemma 2.8, Lemma 6.1]).
Proposition 2.1. Let R > 0. Assume that µ has a finite r−th moment and
vanishes on spheres. If α ∈ ]1,∞[, then
Dαµ,r(R)
≤ inf
{∫
B(a,s)
‖x− a‖rdµ(x) : a ∈ Rd, s > 0, µ(B(a, s)) = e−α−1α R
}
. (2)
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Moreover,
D∞µ,r(R) = inf
{∫
B(a,s)
‖x− a‖rdµ(x) : a ∈ Rd, s > 0, µ(B(a, s)) = e−R
}
.
Proof. The idea of the proof consists of designing a quantizer which is composed
of a ball as dominating codecell and remaining cells which have an insignificant
contribution to the quantization error. The construction is more apparent for
α = ∞, where clearly only the largest cell matters, as the remaining part of
the space can be quantized in an arbitrary fine manner (with essentially zero
distortion) without increasing the entropy.
1. α ∈ ]1,∞[.
Let ε ∈ ]0, 1[ and p = e−α−1α R. Let a ∈ Rd. Because µ vanishes on spheres, the
mapping
]0,∞[ 3 s→ µ(B(a, s)) ∈ [0, 1]
is continuous. Therefore the intermediate value theorem yields the existence of
an sa > 0 with µ(B(a, sa)) = p. Let ε > 0. With δ = ε1/r we have tr ≤ ε
for every t ∈ [0, δ]. Let (xn)n∈N be dense in Rd. Then (B(xn, δ))n∈N is an
open cover of Rd. Hence a Borel-measurable partition (An)n∈N of Rd\B(a, sa)
exists, such that An ⊂ B(xn, δ) for every n ∈ N. Now we define the mapping
f : Rd → Rd by
f(x) =
{
a, if x ∈ B(a, sa)
xn, if x ∈ An .
Due to α > 1 we obtain
Hαµ (f) =
1
1− α log
(
µ(B(a, sa))α +
∞∑
n=1
µ(An)α
)
≤ 1
1− α log(µ(B(a, sa))
α) =
1
1− α log(e
(1−α)R) = R.
As a consequence we get
Dαµ,r(R) ≤ Dµ,r(f) =
∫
B(a,sa)
‖x− a‖rdµ(x) +
∞∑
n=1
∫
An
‖x− xn‖rdµ(x)
≤
∫
B(a,sa)
‖x− a‖rdµ(x) +
∞∑
n=1
µ(An)ε
≤
∫
B(a,sa)
‖x− a‖rdµ(x) + ε.
Because ε > 0 was chosen arbitrarily the assertion is proved for α ∈ ]1,∞[.
2. α =∞.
Let
D(R) = inf{
∫
A
‖x− a‖rdµ(x) : a ∈ Rd, A measurable , µ(A) ≥ e−R}. (3)
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2.1. D∞µ,r(R) ≥ D(R).
Let f ∈ Fd with H∞µ (f) ≤ R. Then an a ∈ f(Rd) exists with µ(f−1(a)) ≥ e−R.
Let A = f−1(a). We obtain∫
‖x− f(x)‖rdµ(x) =
∑
b∈f(Rd)
∫
f−1(b)
‖x− b‖rdµ(x)
≥
∫
f−1(a)
‖x− a‖rdµ(x)
=
∫
A
‖x− a‖rdµ(x) ≥ D(R),
which yields D∞µ,r(R) ≥ D(R).
2.2. D∞µ,r(R) ≤ D(R).
This follows by the same argumentation as in step 1 if we replace B(a, sa) by a
measurable set A with µ(A) ≥ e−R.
From step 2.1 and 2.2 we deduce D∞µ,r(R) = D(R). Obviously we can assume
that µ(A) ∈ ]0, 1[ for the set A in (3). But then the assertion is an immediate
consequence of [13, Lemma 2.8] if we remark that the proof of Lemma 2.8 in
[13] works also for r ∈ ]0, 1[.
Remark 2.2. The proof of Proposition 2.1 shows, that an optimal quantizer
for α = ∞ does not exist, i.e. for any quantizer f ∈ Fd with H∞µ (f) ≤ R we
obtain D∞µ,r(R) < Dµ,r(f).
3 A lower bound for moments on balls
For any set A ⊂ Rd we denote by 1A the characteristic function of A. We denote
by λd the Lebesgue measure on Rd. For a measurable mapping h : Rd → R and
a measurable nonempty set A ⊂ Rd we denote by
ess supAh = inf{b ∈ Rd : λd({x ∈ A : h(x) > b}) = 0} (4)
the essential supremum of h on A. We write ess suph = ess sup Rdh.
Lemma 3.1. Let s > 0 and r > 0. Then∫
B(0,s)
‖x‖rdλd(x) = sd+rλd(B(0, 1)) d
d+ r
.
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Proof. We compute∫
B(0,s)
‖x‖rdλd(x) =
∫
1B(0,s)(x)‖x‖rdλd(x)
=
∫ ∞
0
λd({x : 1B(0,s)(x)‖x‖r > t})dt
=
∫ sr
0
(
λd(B(0, s))− λd(B(0, t1/r))
)
dt
= λd(B(0, 1))
∫ sr
0
(
sd − td/r
)
dt
= sd+rλd(B(0, 1))
d
d+ r
,
which yields the assertion.
Proposition 3.2. Let µ be absolutely continuous w.r.t. λd with density h.
Assume that ess suph <∞. Let a ∈ Rd and s > 0. Then∫
B(a,s)
‖x− a‖rdµ(x) ≥ d
d+ r
µ(B(a, s))1+r/d
(λd(B(0, 1))ess suph)r/d
.
Proof. If µ(B(a, s)) = 0, then the assertion is obvious. Let us assume that
µ(B(a, s)) > 0. Clearly, ess suph > 0. Let
l =
(
µ(B(a, s))
λd(B(0, 1))ess suph
)1/d
.
Obviously,
0 < l ≤
(
λd(B(a, s))ess suph
λd(B(0, 1))ess suph
)1/d
≤ s.
We deduce ∫
B(a,s)
‖x− a‖rdµ(x)
=
∫
B(a,l)
‖x− a‖rdµ(x) +
∫
B(a,s)\B(a,l)
‖x− a‖rdµ(x)
≥
∫
B(a,l)
‖x− a‖rdµ(x) + lrµ(B(a, s)\B(a, l)). (5)
From the definition of l we obtain
λd(B(a, l))ess suph = µ(B(a, s)).
This implies
µ(B(a, s)\B(a, l)) =
∫
B(a,s)
hdλd −
∫
B(a,l)
hdλd
=
∫
B(a,l)
(ess suph− h)dλd. (6)
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Combining (5) and (6) we get∫
B(a,s)
‖x− a‖rdµ(x)
≥
∫
B(a,l)
(‖x− a‖rh(x) + lr(ess suph− h)) dλd
=
∫
B(a,l)
(‖x− a‖ress suph+ (lr − ‖x− a‖r)(ess suph− h)) dλd
≥ ess suph
∫
B(0,l)
‖x‖rdλd(x).
Lemma 3.1 and the definition of l yields∫
B(a,s)
‖x− a‖rdµ(x)
≥ ld+rλd(B(0, 1)) d
d+ r
ess suph
=
(
µ(B(a, s))
λd(B(0, 1))ess suph
)1+r/d
λd(B(0, 1))
d
d+ r
ess suph
=
d
d+ r
µ(B(a, s))1+r/d
(λd(B(0, 1))ess suph)r/d
,
which proves the assertion.
4 Sharp asymptotics for the optimal quantiza-
tion error and α ≥ 1 + r/d
In this section we will first provide a lower bound for the optimal quantization
error and α ≥ 1 + r/d. To this end we use the lower bound for moments on
balls of the previous section. On the other hand we know that the optimal
quantization error is dominated by a ball moment (cf. Proposition 2.1). This
enables us to prove an upper bound for the error. Together with the lower
bound we derive for entropy parameter α ≥ 1 + r/d sharp asymptotics for the
optimal quantization error if the bound on the entropy tends to infinity.
Proposition 4.1. Assume that µ is absolutely continuous w.r.t. λd with density
h. Moreover we assume that ess suph < ∞ and that the r−th moment of µ is
finite. Let R > 0. Then
eR(1+r/d)D∞µ,r(R) ≥
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d.
If α ∈ [1 + r/d,∞[, then
e
α−1
α R(1+r/d)Dαµ,r(R) ≥
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d. (7)
Error bounds for high-resolution quantization 9
Proof. 1. α =∞.
Let ε > 0. Applying Proposition 2.1 we can find an a ∈ Rd and s > 0 such that
ε+D∞µ,r(R) ≥
∫
B(a,s)
‖x− a‖rdµ(x)
and µ(B(a, s)) = e−R. From Proposition 3.2 we obtain
ε+D∞µ,r(R)
≥ ess suph d
d+ r
λd(B(0, 1))
(
e−R
λd(B(0, 1))ess suph
)1+r/d
=
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/de−R(1+r/d).
Letting ε tend to zero yields the assertion.
2. α ∈ [1 + r/d,∞[.
Let f ∈ Fd with Hαµ (f) ≤ R. For any a ∈ f(Rd) with µ(f−1(a)) > 0 we can
find an sa > 0 such that µ(f−1(a)) = µ(B(a, sa)). Using [13, Lemma 2.8] and
Proposition 3.2 we deduce
Dµ,r(f)
=
∑
a∈f(Rd)
∫
f−1(a)
‖x− a‖rdµ(x)
≥
∑
a∈f(Rd)
∫
B(a,sa)
‖x− a‖rdµ(x)
≥ (λd(B(0, 1))ess suph)−r/d d
d+ r
∑
a∈f(Rd)
(
µ(f−1(a))
)1+r/d
. (8)
Because α ≥ 1 + r/d we obtain from Jensen’s inequality for series (see e.g. [3,
p. 18]) that ∑
a∈f(Rd)
(
µ(f−1(a))
)1+r/d1/(1+r/d) ≥
 ∑
a∈f(Rd)
(
µ(f−1(a))
)α 1α .
Together with Hαµ (f) ≤ R we obtain
∑
a∈f(Rd)
(
µ(f−1(a))
)1+r/d ≥
 ∑
a∈f(Rd)
(
µ(f−1(a))
)α
1+r/d
α
≥ e−α−1α (1+r/d)R.
Hence we deduce with (8) that
Dµ,r(f) ≥
(
λd(B(0, 1))ess suph
)−r/d d
d+ r
e−
α−1
α (1+r/d)R.
Taking the infimum over all f ∈ Fd with Hαµ (f) ≤ R yields the assertion.
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Remark 4.2. In view of the results for the one-dimensional uniform distribu-
tion (cf. [23]) it is reasonable to conjecture and remains an open question if the
lower bound (7) can be sharpened to
Dαµ,r(R) ≥ inf
{∫
B(a,s)
‖x− a‖rdµ(x) : a ∈ Rd, s > 0, µ(B(a, s)) = e−α−1α R
}
,
i.e. that inequality (2) turns into an equation.
Theorem 4.3. Assume that µ is absolutely continuous w.r.t. λd with density
h. Moreover we assume that ess suph <∞ and that µ has finite r−th moment.
Then
lim
R→∞
eR(1+r/d)D∞µ,r(R) =
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d. (9)
If α ∈ [1 + r/d,∞[, then
lim
R→∞
e
α−1
α R(1+r/d)Dαµ,r(R) =
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d. (10)
Proof.
1a. lim infR→∞ eR(1+r/d)D∞µ,r(R) ≥ dd+r
(
λd(B(0, 1))
)−r/d (ess suph)−r/d.
This follows immediately from Proposition 4.1.
1b. lim supR→∞ eR(1+r/d)D∞µ,r(R) ≤ dd+r
(
λd(B(0, 1))
)−r/d (ess suph)−r/d.
Let 0 < b < ess suph. From definition (4) we obtain λd({h > b}) > 0.
Lebesgue’s density theorem (cf. [7, Corollary 6.2.2]) implies the existence of
an a0 ∈ Rd with
lim
s→0
s>0
λd({h > b} ∩B(a0, s))
λd(B(a0, s))
= 1.
Let ε ∈ ]0, 1[. Then there exists an s(ε) > 0 such that
λd({h > b} ∩B(a0, s)) > (1− ε)λd(B(a0, s)) (11)
for every s ∈ ]0, s(ε)]. From (11) we deduce for every s ∈ ]0, s(ε)] that
µ(B(a0, s)) ≥
∫
B(a0,s)∩{h>b}
hdλd
≥ bλd(B(a0, s) ∩ {h > b}) ≥ b(1− ε)λd(B(a0, s)) > 0. (12)
Let C ∈ ]0, µ(B(a0, s(ε)))[ and
sC = sup{s > 0 : µ(B(a0, s)) ≤ C}.
Because µ is absolutely continuous w.r.t. λd we have µ(B(a0, sC)) = C and
sC ≤ s(ε). From Proposition 2.1 we obtain
D∞µ,r(− log(C)) = inf{
∫
B(a,s)
‖x− a‖rdµ(x) : a ∈ Rd, µ(B(a, s)) = C}
≤
∫
B(a0,sC)
‖x− a0‖rdµ(x). (13)
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Moreover∫
B(a0,sC)
‖x− a0‖rdµ(x) ≤ ess suph
∫
B(a0,sC)
‖x− a0‖rdλd(x).
Using Lemma 3.1 we obtain∫
B(a0,sC)
‖x− a0‖rdµ(x) ≤ ess suph
∫
B(0,sC)
‖x‖rdλd(x)
= ess suph
d
d+ r
λd(B(0, 1))sr+dC . (14)
Relation (12) yields
λd(B(a0, sC)) ≤ 1(1− ε)bµ(B(a0, sC)).
Thus we get
sdC ≤
1
(1− ε)b
µ(B(a0, sC))
λd(B(0, 1))
which implies
sC ≤
(
1
(1− ε)b
1
λd(B(0, 1))
)1/d
C1/d. (15)
Combining (15) and (14) we obtain∫
B(a0,sC)
‖x− a0‖rdµ(x)
≤
(
ess suph
d
d+ r
λd(B(0, 1))
)
sr+dC
≤
(
ess suph
d
d+ r
λd(B(0, 1))
)(
C
(1− ε)bλd(B(0, 1))
) r+d
d
.
Now we substitute C = e−R with large enough R > 0. From (13) we get
D∞µ,r(R)
≤
(
ess suph
d
d+ r
λd(B(0, 1))
)(
e−R
(1− ε)bλd(B(0, 1))
) r+d
d
.
Because b ∈ ]0, ess suph[ and ε ∈ ]0, 1[ were arbitrary we finally obtain
lim sup
R→∞
eR(1+r/d)D∞µ,r(R) ≤
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d.
The combination of 1a and 1b proves the first assertion.
2a. lim infR→∞ e
α−1
α R(1+r/d)D∞µ,r(R) ≥ dd+r
(
λd(B(0, 1))
)−r/d (ess suph)−r/d.
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This follows immediately from Proposition 4.1.
2b. lim supR→∞ e
α−1
α R(1+r/d)D∞µ,r(R) ≤ dd+r
(
λd(B(0, 1))
)−r/d (ess suph)−r/d.
This follows by exactly the same arguments as in step 1b if we make the sub-
stitution C = e−
α−1
α R. The combination of 2a and 2b yields the remaining part
of the assertion.
Remark 4.4. To get sharp asymptotics for α = 0 (cf. [13, Theorem 6.2]) it
suffices that µ has only a non-vanishing part which is absolutely continuous with
respect to λd. It is an open question if Theorem 4.3 remains also true under
this weaker condition. Moreover, for α = 0 and probability distributions µ
that are continuous and singular to λd, the high-rate asymptotics of the optimal
quantization errors is generally different from the absolutely continuous case
(cf. [13, p.155]). In order to generalize these results to α > 0 it has to be
clarified, if the so-called quantization dimension ([13, p.155], [30])) exists for
such distributions and α > 0, i.e. if
−rR/ log(Dαµ,r(R))
converges to a positive and finite value for R→∞.
Remark 4.5. If the density h of µ has infinite essential supremum it remains
an open question if the right hand side of (9) resp. (10) equals zero.
5 Upper and lower asymptotical bounds for the
optimal quantization error and α ≤ 1 + r/d
Using our results for α ≥ 1 + r/d and the well-known sharp error asymptotics
for α = 0 (see e.g. [13, Theorem 6.2]) we will determine in this last section the
asymptotical order of the optimal quantization error for α ≤ 1 + r/d.
Definition 5.1. Let µ = 1[0,1]dλd. We call
Qr([0, 1]d) = inf{nr/dD0µ,r(log(n)) : n ∈ N}
the r−th quantization coefficient of [0, 1]d (cf. [13, p. 81]). According to [13,
Theorem 6.2] the infimum will be achieved as n→∞.
Theorem 5.2. Let µ be a Borel probability measure on Rd with finite (r+δ)−th
moment for some δ > 0. Assume that µ is absolutely continuous w.r.t. λd with
density h. Moreover we assume that ess suph <∞. Then for any α ∈ [0, 1+r/d]
lim sup
R→∞
eR(r/d)Dαµ,r(R) ≤ lim
R→∞
eR(r/d)D0µ,r(R)
= Qr([0, 1]d)
(∫
|h|d/(d+r)dλd
)1+r/d
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resp.
lim inf
R→∞
eR(r/d)Dαµ,r(R) ≥ lim
R→∞
eR(r/d)D1+r/dµ,r (R)
=
d
d+ r
(
λd(B(0, 1))
)−r/d
(ess suph)−r/d.
Proof. Let R ≥ 0 and f ∈ Fd with Hαµ (f) ≤ R. Remark 1.1 yields
H1+r/dµ (f) ≤ Hαµ (f) ≤ H0µ(f).
In view of Definition (1) we thus obtain
D1+r/dµ,r (R) ≤ Dαµ,r(R) ≤ D0µ,r(R). (16)
Now let n ∈ N with R ∈ [log(n), log(n+ 1)[. Clearly,(
n
n+ 1
)r/d
e
r
d log(n+1)D0µ,r(log(n+ 1))
≤ e rdRD0µ,r(R)
≤
(
n+ 1
n
)r/d
e
r
d log(n)D0µ,r(log(n))
From [13, Theorem 6.2] we deduce that the first and last quantity of the inequal-
ity from above tends to Qr([0, 1]d)
(∫ |h|d/(d+r)dλd)1+r/d as R → ∞. Thus we
obtain
lim
R→∞
eR(r/d)D0µ,r(R) = Qr([0, 1]
d)
(∫
|h|d/(d+r)dλd
)1+r/d
. (17)
The combination of (17) and (16) proves the first part of the assertion. The
second part follows from (16) and Theorem 4.3.
As an immediate consequence of Theorem 5.2 and Theorem 4.3 we obtain
the following result about the rate of the optimal quantization error.
Corollary 5.3. Let µ be a Borel probability measure on Rd with finite (r+δ)−th
moment for some δ > 0. Assume that µ is absolutely continuous w.r.t. λd with
density h. Moreover we assume that ess suph <∞. Let
q = −max
{
α− 1
α
(1 + r/d), r/d
}
.
Then,
lim
R→∞
log(Dαµ,r(R))
R
= q.
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Remark 5.4. If α < 1 + r/d the exponential rate q = −r/d seems to be achiev-
able by using a uniform quantizer, i.e. a quantizer whose codecells are cubes,
which have all equal side length and whose edges are parallel to the coordinate
axes. If α > 1 + r/d the situation changes. Here the main contribution to the
quantization error comes from a ball as codecell, which is centered around the
most likely region of the probability distribution. It needs also further research
to investigate if both strategies are always achieving the optimal rate q in case
of α = 1 + r/d. Because the error rate can be expressed by the quantization
dimension (cf. Remark 4.4), a positive answer to the last open question in Re-
mark 4.4 would generalize Corollary 5.3 to distributions which are continuous
and singular to λd.
Remark 5.5. For α = 1 and a large class of probability distributions which are
absolutely continuous to λd we have
lim
R→∞
eR(r/d)Dαµ,r(R) = C(r, d)e
− rd
∫
h log hdλd
(cf. [16], [29]), where C = C(r, d) is a positive constant that depends only on r
and d but not on h.
Remark 5.6. Generally we have Qr([0, 1]d) ≥ dd+r
(
λd(B(0, 1))
)−r/d, i.e. the
quantization coefficient has a ball lower bound (cf. [13, Proposition 8.3]). It is
well known, that this inequality is strict for low dimensions, e.g. we have
Q2([0, 1]2) =
5
18
√
3
>
1
2pi
=
2
2 + 2
(λ2(B(0, 1)))−2/2
(cf. Example 8.12 and Theorem 8.15 in [13]).
Remark 5.7. Because the volume λd(B(0, 1)) of the d−dimensional unit ball
appears very often in this paper it is worth to remark that
λd(B(0, 1)) =
(2Γ(1 + 1/p))d
Γ(1 + d/p)
for the lp-norms and p ∈ [1,∞[ (cf. [27, p. 11])
Remark 5.8. It will need further research to determine sharp asymptotics for
the optimal quantization error under large entropy bound if α ∈ ]0, 1+r/d[\{1}.
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