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Resumen— La Memoria Transaccional (TM) es una
alternativa al modelo de programación basado en
locks que pretende simplificar la programación parale-
la. TM sustituye locks por transacciones para resolver
el problema de la exclusión mutua. Las transacciones
se ejecutan de manera optimista, en paralelo, mien-
tras el sistema transaccional comprueba si hay con-
flictos entre ellas. En este trabajo proponemos el uso
de transacciones para implementar una barrera es-
peculativa (SB) optimista que reemplace las barreras
pesimistas basadas en locks. SBs aprovecha el soporte
TM hardware para permitir que los hilos salten la ba-
rrera y ejecuten especulativamente. Cuando un hilo
llega a una barrera abre una transacción para prote-
ger la ejecución y poder volver a la barrera en caso
de conflicto. Cuando el último hilo alcanza la barrera
los hilos especulativos pueden acometer los cambios.
Las contribuciones de este trabajo son: una API pa-
ra las SBs implementada con extensiones TM de un
sistema real (IBM Power8); un procedimiento para
comprobar el estado especulativo de los hilos entre
barreras para usar en códigos no transaccionales; un
conjunto de directrices para el uso de las SBs. Los
resultados muestran un incremento en el rendimien-
to de hasta 6× sobre las barreras tradicionales para
algunas configuraciones de las aplicaciones evaluadas.
Palabras clave— Barreras Especulativas, Memoria
Transaccional, Memoria Compartida, IBM Power8.
I. Introducción
LA Memoria Transaccional (TM) [1] trata de sim-plificar la programación paralela con el uso de
transacciones en lugar de locks. Con locks, una sec-
ción cŕıtica se resuelve haciendo esperar a los hilos
mientras sólo uno de ellos la ejecuta. Con TM se
apuesta por una solución optimista en la que todos
los hilos ejecutan la sección cŕıtica en paralelo y sólo
se serializa la ejecución si hay algún conflicto. Las
transacciones que delimitan un código proporcionan
atomicidad y aislamiento en la ejecución de ese códi-
go. El sistema transaccional ejecuta las transacciones
especulativamente y mantiene un registro de las posi-
ciones de memoria accedidas para detectar y resolver
conflictos. En los último años se han propuesto varios
sistemas TM hardware (HTM) [2], [3], [4] y los prin-
cipales fabricantes de chips han añadido extensiones
HTM a sus arquitecturas [5], [6], [7]. Estas extensio-
nes se llaman best-effort ya que no ofrecen garant́ıas
para la finalización de las transacciones, proporcio-
nando un mecanismo de fallback [8] para este caso.
En este trabajo se proponen barreras especulati-
vas (SB) optimistas basadas en transacciones para
sustituir el sistema pesimista tradicional basado en
locks. Cuando un hilo llega a una SB se inicia una
transacción que mantiene la ejecución aislada del sis-
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tema mientras este comprueba si hay conflictos con
otros hilos. Una vez que el último hilo ha llegado a
la SB, los hilos especulativos tratan de acometer los
cambios realizados. Las SBs implementan un orden
parcial entre las transacciones previas a la SB y las
transacciones especulativas donde las últimas tienen
que esperar a que finalicen las primeras para reali-
zar el commit. Aqúı se propone una implementación
de las SBs con HTM. Para ello se requiere una ca-
racteŕıstica indispensable del sistema HTM, que es
el soporte para acciones escapadas [9]. Las acciones
escapadas permiten el acceso no transaccional a me-
moria desde dentro de una transacción rompiendo aśı
el aislamiento y la atomicidad de la transacción. Su
utilización permite mantener la comunicación entre
transacciones SB sin que se produzcan abortos.
Este trabajo hace las siguientes contribuciones so-
bre un trabajo preliminar [10]:
Proporcionamos un API para las SBs imple-
mentado con extensiones HTM. El API inclu-
ye wrappers para las instrucciones de comienzo
y commit de transacción, aśı como para el re-
emplazo de las barreras tradicionales por SBs.
Se proporciona un procedimiento para la última
barrera que termina la especulación de barreras
previas y no empieza nuevas transacciones SB.
Proponemos un procedimiento para comprobar
el estado especulativo entre barreras para ser
usado en códigos sin transacciones. Este proce-
dimiento también se puede utilizar para incre-
mentar el número de comprobaciones en códigos
transaccionales.
Proporcionamos un conjunto de directrices para
el uso de SBs derivadas de nuestra experiencia
usando SBs en una variedad de aplicaciones in-
tensivas en el uso de barreras.
Evaluamos nuestra propuesta en una máquina
real IBM Power8 server.
Los resultados muestran una mejora general en el
rendimiento de las SBs sobre las barreras tradiciona-
les. La aceleración de los códigos crece con el número
de hilos, especialmente debido a los dos sockets de la
máquina Power8 cuando los hilos de las aplicaciones
se comunican entre sockets. Las SBs con el procedi-
miento de comprobación de especulación mejoran el
rendimiento sobre la aplicación paralela desde 2× a
6× a partir de 16 hilos y hasta 128.
II. Barreras Especulativas
A. Motivación
Las aplicaciones que hacen un uso intensivo de ba-
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Fig. 1. Barreras tradicionales (arriba) versus SBs (abajo).
bido a (i) el desbalanceo de barrera, donde los hilos
más rápidos tienen que esperar a los más lentos pa-
ra continuar su ejecución; y (ii) la contención en la
comunicación de barrera, especialmente en procesa-
dores multi-chip. Las SBs están pensadas para que
los hilos más rápidos especulen al llegar a la barrera
en lugar de esperar. De este modo, el desbalanceo de
barrera se puede utilizar para ocultar la contención
de barrera. La Fig. 1 muestra un escenario donde el
desbalanceo causa un retraso con las barreras tradi-
cionales (arriba) mientras que las SBs (abajo) dan un
rendimiento mejor incluso cuando el hilo más rápido
tiene que esperar en la última barrera. La Fig. 1 asu-
me que no hay conflictos de memoria entre los dos
hilos. En presencia de conflictos los hilos deben sin-
cronizarse para solucionarlos. SBs utiliza HTM para
este propósito.
B. Descripción
Las SBs están ideadas para su uso con códigos
transaccional donde una transacción se puede encon-
trar entre barreras. En esencia, las SBs hacen que la
barrera se elimine y en su lugar se abra una tran-
sacción (la transacción SB). A continuación, si se
encuentra una transacción en el código después de
la barrera esta se ignora. La instrucción de comien-
zo de transacción no se ejecuta y la instrucción de
commit se sustituye por una comprobación de la es-
peculación. La especulación continuará hasta que (i)
se detecta un conflicto, en cuyo caso se abortará la
transacción SB, (ii) se llegue al ĺımite de especula-
ción, que se establece debido al número limitado de
recursos del sistema HTM, y por lo tanto el hilo ha
de esperar a los demás hilos, o (iii) todos los hilos
hayan cruzado la SB, y la transacción SB acometerá
los cambios realizados.
El API que implementa las SBs se muestra en
la Fig. 2. El procedimiento spec barrier está in-
dicado para sustituir a las barreras tradicionales;
last barrier es similar a spec barrier pero blo-
quea cualquier especulación subsiguiente. Se usa en
casos para los que estamos seguros de que la espe-
culación no tendrá éxito. tx start y tx stop re-
emplazan a las llamadas de HTM para empezar y
terminar una transacción, e incluyen código para in-
tegrarlas con las SBs. El orden parcial entre transac-
ciones se implementa por medio de la variable sbOr-
der en la ĺınea 2, que mantiene el orden global de
la ejecución. Dicho orden se incrementa siempre que
el último hilo alcanza una SB (ĺınea 68), permitien-
do que los hilos especulativos puedan acometer sus
cambios. Cada hilo mantiene un orden local en la
variable order (ĺınea 4) que se incrementa siempre
que el hilo pasa una SB. De esta manera el hilo se
considera especulativo si su orden local es mayor que
sbOrder, y puede hacer commit en caso contrario. La
bandera local spec (ĺınea 6) representa si el hilo está
en estado especulativo.
spec barrier: Este procedimiento implementa
una SB (ĺınea 54). Cualquier hilo no especulativo
que llega a una SB incrementa su order local (ĺınea
65). El último hilo incrementa sbOrder para gene-
rar un nuevo orden global y no inicia una transac-
ción SB. Sin embargo, los otros hilos, que quedaŕıan
bloqueados en una barrera tradicional, continúan la
ejecución abriendo una transacción SB (ĺınea 83). Un
aborto de esta transacción vuelve al hilo a la ĺınea 70,
donde el hilo comprueba si la especulación debe ter-
minar (ĺıneas 71 a 74), si no, el nivel de especulación
se reajusta (ĺıneas 76 to 81). especulación se limita a
una SB por hilo, por lo que si se llega a otra SB el
hilo espera a que su orden local sea igual a sbOrder.
Esto se hace en una espera activa escapada para evi-
tar abortos debido al acceso a sbOrder (ĺıneas 56 to
59). Tras esto el hilo puede acometer sus cambios.
last barrier: este procedimiento es similar a
spec barrier, pero no permite especulación tras su
ejecución. Se debe usar como última barrera del hilo
o cuando lo que hay después es alguna instrucción
no compatible con transacción como reserva de me-
moria, llamadas al sistema, etc.
tx start: este procedimiento reemplaza a la pri-
mitiva HTM que inicia una transacción (xBegin()), y
añade soporte para SBs. Primero comprueba si el hi-
lo ya está especulando, en cuyo caso no se hace nada
puesto que ya está dentro de transacción. Si no está
especulando, se sigue el procedimiento normal para
abrir una transacción. Aqúı se ha utilizado un fall-
back con eager subscription [8] que consta de un lock
global que se ejecuta tras max retries abortos.
tx stop: este procedimiento reemplaza a la pri-
mitiva HTM que hace el commit de una transac-
ción (xCommit()). Si el hilo no estaba especulando
(ĺıneas 22 a 30) se ejecuta el procedimiento estándar
para hacer commit y se resetean las variables del des-
criptor. En el caso de estar especulando se comprue-
ba si el hilo puede hacer commit (ĺınea 32). La com-
probación del orden (ĺınea 31) debe estar escapada
para que no aborte la transacción por una actuali-
zación de sbOrder. En el caso de que no se pueda
hacer commit, la transacción SB continúa hasta que
se llegue al máximo nivel de especulación, en cuyo
caso queda bloqueada.
La Fig. 3 muestra un escenario con SBs y dos hi-
los. Las ĺıneas punteadas representan el orden global.
Primero, th1 y th2 ejecutan transacciones (en tx #,
# es el orden local) antes de la primera barrera. La
bandera spec está a 0 por lo que las transacciones
empiezan y acaban con normalidad. A continuación
th1 alcanza una SB, incrementa su orden local, de-
crementa sbBarrier y comprueba que no es el último
hilo en cruzar la barrera. Por lo tanto, th1 empieza
una transacción SB. Para cuando th2 alcanza la ba-
rrera, th1 ya ha ejecutado una transacción, que no se
1: global sbBarrier ← #th . Barrier counter
2: global sbOrder ← 1 . Global order for barriers
3: thread local tx { . Transaction descriptor
4: order ← 1 . Local order for the transaction
5: retries ← 0 . Retry count for the transaction
6: spec ← 0 . Flag to signal SB mode
7: specMax ← max spec . Maximum spec level
8: specLevel ← max spec . Current spec level
9: }
10:
11: procedure tx start(tx)
12: if (tx.spec = 0) then . Not executing a SB
13: tx.retries ← tx.retries + 1
14: if (tx.retries > max retries) then
15: fallbackBegin() . Acquire fallback lock
16: else
17: xBegin() . Go to line 13 on abort
18: end if
19: end if . If the thread is in SB mode, do nothing
20: end procedure
21: procedure tx stop(tx)
22: if (tx.spec = 0) then . Not in SB mode
23: if (tx.retries ≤ max retries) then
24: xCommit()
25: else
26: fallbackEnd() . Release fallback lock
27: end if
28: tx.retries ← 0 . Reset tx descriptor
29: tx.specLevel ← tx.specMax
30: else . In SB mode
31: beginEscape()
32: if (tx.order ≤ sbOrder) then
33: escapeEnd()
34: xCommit()
35: tx.retries ← 0 . Reset tx descriptor
36: tx.specLevel ← tx.specMax
37: tx.spec ← 0
38: else
39: escapeEnd()
40: tx.specLevel ← tx.specLevel - 1;
41: if (tx.specLevel = 0) then
42: escapeBegin()
43: while (tx.order > sbOrder) do
44: end while . Busy waiting
45: escapeEnd()
46: xCommit()
47: tx.retries ← 0 . Reset tx descriptor
48: tx.specLevel ← tx.specMax





54: procedure spec barrier(tx)
55: if (tx.spec = 1) then . Executing a SB
56: escapeBegin()
57: while (tx.order > sbOrder) do
58: end while . Busy waiting
59: escapeEnd()
60: xCommit()
61: tx.retries ← 0 . Reset tx descriptor
62: tx.specLevel ← tx.specMax
63: tx.spec ← 0
64: end if
65: tx.order ← tx.order + 1;
66: if ((sbBarrier ← sbBarrier - 1) = 0) then . Atomic
67: sbBarrier ← #th
68: sbOrder ← sbOrder + 1 . Atomic
69: else
70: tx.retries ← tx.retries + 1
71: if (tx.order ≤ sbOrder) then . Do not begin a SB
72: tx.retries ← 0 . Reset tx descriptor
73: tx.specLevel ← tx.specMax
74: tx.spec ← 0
75: else
76: if (tx.retries > max retries) then
77: if tx.specMax > 1 then
78: tx.specMax ← tx.specMax - 1
79: end if
80: tx.specLevel ← tx.specMax
81: end if
82: tx.spec ← 1




87: procedure last barrier(tx)
88: if (tx.spec = 1) then . Executing a SB
89: escapeBegin()
90: while (tx.order > sbOrder) do
91: end while . Busy waiting
92: escapeEnd()
93: xCommit()
94: tx.retries ← 0 . Reset tx descriptor
95: tx.specLevel ← tx.specMax
96: tx.spec ← 0
97: end if
98: tx.order ← tx.order + 1;
99: if ((sbBarrier ← sbBarrier - 1) = 0) then . Atomic
100: sbBarrier ← #th
101: sbOrder ← sbOrder + 1 . Atomic
102: else
103: while (tx.order > sbOrder) do
104: end while . Busy waiting
105: end if
106: end procedure
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Fig. 3. Escenario de ejecución.
ha abierto realmente ya que está dentro de la tran-
sacción SB, de ah́ı la ĺınea punteada. Sin embargo,
th1 no puede acometer los cambios hasta el final de
su segunda transacción, puesto que la comprobación
del orden se realiza en el procedimiento de commit
y para el commit de su primera transacción el orden
local era mayor que el global. Luego, th2 ejecuta una
transacción y llega a otra barrera donde abre una
transacción SB. Dicha transacción es abortada debi-
do a un conflicto con una transacción normal de th1
y es reiniciada. Se puede ver cómo cada hilo cruza las
SBs sin esperar al otro hilo, excepto cuando llegan a
last barrier.
C. SBs y código no transaccional
La API que proponemos se puede usar con códi-
gos no transaccionales. Sin embargo, las transaccio-
nes SB pueden acabar siendo muy largas para un
sistema HTM best-effort si las barreras están muy
separadas. Cuando hay transacciones entre las ba-
rreras el procedimiento tx stop comprueba el orden
global y termina la transacción SB si procede. En au-
sencia de transacciones carecemos de este punto de
comprobación intermedio. Por ello, proponemos el
procedimiento check spec (Fig. 4).
check spec es básicamente el else de tx stop.
La ĺınea 2 comprueba si el hilo está ejecutando una
transacción SB, e intenta terminarla si aśı es. Para
este fin, se comprueba que el orden local es menor o
igual que el global. Si no, la transacción SB continúa.
1: procedure check spec(tx)
2: if (tx.spec = 1) then . In SB mode
3: beginEscape()
4: if (tx.order ≤ sbOrder) then
5: endEscape()
6: xCommit()
7: tx.retries ← 0 . Reset tx descriptor
8: tx.specLevel ← tx.specMax
9: tx.spec ← 0
10: else
11: endEscape()
12: tx.specLevel ← tx.specLevel - 1;
13: if (tx.specLevel = 0) then
14: beginEscape()
15: while (tx.order > sbOrder) do
16: end while . Busy waiting
17: endEscape()
18: xCommit()
19: tx.retries ← 0 . Reset tx descriptor
20: tx.specLevel ← tx.specMax





Fig. 4. Procedimiento para comprobar la especulación.
1: for (i ← 0; i < n; i ← i+1) do
2: tx start(tx) . Not necessary when using check spec
3: for (j ← 0; j 6= L*((tid+1) %2); j ← j+1) do
4: dummy ← dummy+1
5: end for




Fig. 5. Microbenchmark Barrier.
Nótese que se mantiene la comprobación de specLevel
en la ĺınea 13 aún en ausencia de transacciones entre
barreras. De esta manera podemos controlar la lon-
gitud de la especulación. check spec se puede usar
también en códigos con transacciones para aquellos
casos en que el código entre transacciones sea muy
largo.
D. Uso de las Barreras Especulativas
El microbenchmark Barrier de la Fig. 5 representa
un escenario en el que no hay conflictos entre ba-
rreras [12]. Lo usamos para comprobar que la API
propuesta no introduce conflictos adicionales rela-
cionados con la implementación. Los hilos ejecutan
cómputo local (ĺıneas 3 a 5) y se sincronizan en una
barrera (ĺınea 7). La condición en la ĺınea 3 implica
que sólo la mitad de los hilos ejecuta el cómputo en
cada iteración creando aśı un desbalanceo. En este
escenario el uso de spec barrier permite que los
hilos ociosos continúen reduciendo el desbalanceo de
barrera.
Cholesky y Recurrence se corresponden con el se-
gundo y el sexto kernel de los Livermore Loops
(LFK) [13]. Estos kernels explotan el paralelismo de
grano fino con alta frecuencia de barreras [11].
La Fig. 6 muestra el código de Recurrence. No-
sotros hemos añadido un chunk interno (ĺıneas 7 a
12) para soportar diferentes tamaños de transacción.
Primero, el kernel distribuye el cómputo entre hilos
(ĺıneas 1 a 3). El bucle de las ĺıneas 5 a 14 actuali-
za un sólo elemento del array w accediendo a varios
1: ochunk ← n/#th
2: start ← tid*ochunk
3: stop ← start + ochunk
4: for (t ← 0; t ≤ n-2; t ← t+1) do
5: for (k ← start; k < stop; ) do
6: tx start(tx) . Not necessary when using check spec
7: for (c ← 0; c < ichunk; c ← c+1) do
8: if (k < (n-t-1)) then
9: w[t+k+1] ← w[t+k+1] + b[k][t+k+1]*w[t]
10: end if
11: k ← k + 1
12: end for





Fig. 6. Livermore loop 6 (Recurrence).
1: ii ← n
2: ipntp ← 0
3: repeat
4: ipnt ← ipntp
5: ipntp ← ipntp+ii
6: ii ← ii/2
7: i ← ipntp-1
8: ochunk ← (ipntp-ipnt)/2 + (ipntp-ipnt) %2
9: ochunk ← ochunk/#th + ((ochunk %#th)?1:0)
10: i ← tid*ochunk
11: end ← (ochunk*2*(tid+1)) + ipntp + 1
12: start ← ipnt + 1 + (tid*2*ochunk)
13: for (k←start; k < end; ) do
14: tx start(tx) . Not necessary when using check spec
15: for (c ← 0; c < ichunk; c ← c+1) do
16: i ← i+1
17: x[i] ← x[k] - v[k]*x[k-1] - v[k+1]*x[k+1]
18: k ← k + 2
19: end for
20: tx stop(tx) / check spec(tx)
21: end for
22: spec barrier(tx)
23: until (ii > 1)
24: last barrier(tx)
Fig. 7. Livermore loop 2 (Cholesky).
elementos de w y de la matriz b. Esto crea una re-
currencia debido al patrón RAW en w, por lo que la
barrera en la ĺınea 15 es necesaria al final de cada
iteración del bucle externo (ĺınea 4 a 16). Sin embar-
go, las dependencias en w no se producen siempre,
resultando un escenario prometedor para el uso de
SBs. La last barrier en la ĺınea 17 asegura que no
se libera memoria hasta que los hilos especulativos
han acabado.
La Fig. 7 muestra la factorización incompleta de
Cholesky basada en [11]. Se ha añadido un chunk
interno (ĺıneas 15 a 19) para soportar diferentes ta-
maños de transacción. El bucle interno (ĺıneas 13 a
21) actualiza elementos de la mitad superior del array
x (ĺınea 17) con elementos de x y v. Una barrera en la
ĺınea 22 asegura que cada iteración del bucle externo
(ĺıneas 3 a 23) acceden a elementos actualizados de
x. Sólo una fracción de elementos de x se actualiza
en cada paso, siendo una aplicación adecuada para
el uso de SBs. check spec se puede usar si estamos
seguros de que no hay dependencias en el bucle in-
terno, lo que no es trivial, aunque se dice que no hay
dependencias en el código original [11].
DGCA [14] es un algoritmo de coloreado de grafos
que no requiere información completa de todo el gra-
fo para computar el color de cada nodo. Se mantiene
1: p[n][#colors] . Global color probability array
2: start ← tid*n/#th
3: stop ← start + n/#th
4: for (m ← 0; t < m; m ← m+1) do
5: for (i ← start; i < stop; i ← i + 1) do
6: tx start(tx) . Not necessary when using check spec
7: collision = 0
8: for (j ← 0; j < #adjacentNodes(i); j ← j+1) do
9: if (nodeColor(i) = nodeColor(j)) then
10: collision ← 1
11: end if
12: end for
13: if collision then
14: for (k ← 0; k < #colors; k ← k + 1) do
15: p[i] ← updateNodeColorProbCollision(i,k)
16: end for
17: else
18: for (k ← 0; k < #colors; k ← k + 1) do
19: p[i] ← updateNodeColorProbNoCollision(i,k)
20: end for
21: end if
22: updateNodeColor(i,p) . Potentially updates node
color





Fig. 8. Decentralised graph colouring algorithm (DGCA).
un array global que mantiene la función de probabili-
dad de cada color para cada nodo y que se actualiza
usando el color de los nodos vecinos. El código se
muestra en la Fig 8. Las ĺıneas 4 a 26 comprenden
un paso de la ejecución donde se comprueba que un
nodo no coincida en color con sus vecinos (ĺıneas 7 a
12). Con esta información se actualiza p en las ĺıneas
13 a 21, asignando una probabilidad máxima al co-
lor del nodo si no hay coincidencias, y actualizando
la probabilidad del color de otra manera. Las depen-
dencias se generan en la ĺınea 22, donde el color del
nodo se actualiza o no dependiendo de p. Puesto que
sólo una fracción decreciente de nodos se cambia en
cada paso, es un buen escenario para el uso de SBs.
SSCA2 [15] es una aplicación de teoŕıa de grafos
que consiste en cuatro kernels que muestran un ac-
ceso irregular a un multi-grafo dirigido. STAMP [16]
incluye una versión paralela transaccional de SSCA2
y se centra en el kernel 1 debido a su adecuación a
TM. Nosotros hemos usado SBs en el kernel 1 y el 4
que muestran un número considerable de barreras.
El kernel 1 construye un grafo a partir de una lista
computando los arrays de adyacencia para los vérti-
ces de un grafo denso. La Fig. 9 muestra el código
con barreras en las ĺıneas 6 y 11 que no debeŕıan re-
emplazarse por SBs ya que se utilizan instrucciones
para la reserva de memoria de arrays que podŕıan
ser usados por transacciones SB sin ser reservados.
Hemos usado SBs en la ĺınea 18 y dentro de la fun-
ción prefixSums(). Este kernel no ofrece demasiadas
oportunidades para el uso de SBs.
El kernel 4 de SSCA2 (Fig. 10) divide el grafo en
clusters de nodos con alta conectividad y minimiza
los enlaces entre ellos. El bucle en la ĺınea 4 compu-
ta los clusters en paralelo. La barrera de la ĺınea 8
podŕıa ser tradicional ya que el código de después
trabaja con los arrays que se computan antes, pero
hemos usado una SB en su lugar. La barrera siguiente
1: [start,stop] ← createPartition(#edges, tid)
2: #vert ← #vertices(startVertex,start,stop)
3: xBegin() . Standard transaction
4: globMax#Vert ← max(globMax#Vert,#vert)
5: xCommit()
6: barrier() . Standard barrier
7: if (tid = 0) then
8: outDegree ← dynamicAllocation(globMax#Vert)
9: outVertexIndex ← dynamicAllocation(globMax#Vert)
10: end if
11: barrier()
12: [start,stop] ← createPartition(globMax#Vert,tid)
13: [outDegree,outVertexIndex] ← initialization(start,stop)
14: spec barrier(tx)
15: outVertListSize ← fillArrays(outDegree,outVertexIndex)
16: last barrier(tx)
17: prefixSums(outVertexIndex,outDegree,globMax#Vert) .
Dynamic allocation and barriers inside
18: spec barrier(tx)
19: tx start(tx)





Fig. 9. SSCA2 (Kernel 1).
es adecuada para el uso de SBs ya que la única depen-
dencia es con la inicialización de globCliqueSize por
el hilo 0 en la ĺınea 10. La siguiente barrera debeŕıa
ser una last barrier puesto que hay dependencias
con globCliqueSize y globIter. Después del bucle, las
listas parciales de cortes del grafo se unen para pro-
ceder con la minimización de enlaces entre clusters.
Hemos dejado sin tocar la barrera de la ĺınea 30 debi-
do a la reserva de memoria, mientras que la barrera
en la ĺınea 33 se puede sustituir por una SB.
E. Directrices de uso de las SBs
Enumeramos aqúı una serie de directrices para fa-
cilitar el uso eficiente de las SBs. Debemos examinar
cada barrera del código y no reemplazarla por una SB
si: (i) El código previo a la barrera reserva memoria
que se usa después de la barrera. Acceder memoria
sin reservar por medio de una transacción SB podŕıa
resultar en una violación de segmento o un aborto
dependiendo del sistema HTM. (ii) El código poste-
rior a la barrera ejecuta instrucciones que siempre
abortarán una transacción, tales como llamadas al
sistema, interrupciones,... Si colocamos una SB este
caso sólo nos arriesgamos a que haya una disminu-
ción del rendimiento; (iii) Hay dependencias fáciles
de detectar que evitaŕıan que la especulación termi-
nara.
Debemos reemplazar una barrera con una SB si:
(i) Las dependencias no son evidentes y la barrera
se ha colocado por precaución; (ii) Las dependencias
vaŕıan dependiendo de los datos, e.g. algoritmos con
dependencias sólo en los ĺımites de las particiones de
los datos.
En caso de que las barreras estén muy alejadas
unas de otras se pueden colocar check specs para
tener más puntos de comprobación de la especula-
ción. Una buena práctica es medir el tiempo de la
ejecución y utilizarlo como información para la colo-
cación de SBs.
1: ...
2: vertVisited ← 0
3: iter ← 0
4: while (vertVisited < #vert ∨ iter < #vert/2) do




9: if (tid = 0) then
10: globCliqueSize ← 0
11: end if
12: [cliqueSize,cutSetIndex] ← determineClusters(iter)
13: spec barrier(tx)
14: if (tid = 0) then
15: iter ← iter + 1
16: globIter ← iter
17: end if
18: tx start(tx)
19: globCliqueSize ← globCliqueSize + cliqueSize
20: tx stop(tx)
21: last barrier(tx)
22: iter ← globalIter
23: vertVisited ← vertVisited + globCliqueSize
24: end while
25: barrier() . Merge partial cutset lists
26: if (tid = 0) then
27: edgeStartCount ← dynamicAllocation(#THs)
28: edgeEndCount ← dynamicAllocation(#THs)
29: end if
30: barrier()
31: edgeEndCount[tid] ← cutSetIndex
32: edgeStartCount[tid] ← 0
33: spec barrier(tx)
34: if (tid = 0) then
35: for (t ← 1; t < #th: t ← t + 1) do
36: edgeEndCount[t] ← edgeEndCount[t] +
edgeEndCount[t-1]








Fig. 10. SSCA2 (Kernel 4).
III. Evaluación Experimental
Hemos utilizado un procesador IBM Power8 que
incluye extensiones HTM best-effort [7] que pro-
porcionan aislamiento fuerte, manejo de versiones
lazy, detección de conflictos eager con granulari-
dad de ĺınea de caché, y una poĺıtica de resolución
de conflictos mixta donde las lecturas se resuelven
con una poĺıtica requester-loses y las escrituras con
requester-wins. El procesador admite hasta 8KB de
accesos transaccionales por núcleo. Las acciones es-
capadas se implementan por medio del suspended-
mode que se puede activar con las instrucciones tsus-
pend/tresume. La evaluación se realizó en un servi-
dor S822LC-8335 con 2 sockets y procesadores de 10
núcleos. Cada núcleo puede ejecutar hasta 8 hilos
SMT resultando un total de 160 hilos de ejecución.
A. Metodoloǵıa
Las métricas analizadas incluyen el speedup con
respecto a la ejecución secuencial no transaccional,
el transaction commit ratio (TCR), que es el porcen-
taje de las transacciones que hacen commit con res-
pecto al número total de transacciones iniciadas, y el
speculative commit ratio (SCR), que es el porcentaje
de transacciones SB que hacen commit con respecto
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Fig. 11. Resultados del microbenchmark Barrier.
a todas las SB iniciadas. Ejecutamos 20 veces ca-
da experimento y obtenemos la media del tiempo de
ejecución. Para reducir la variabilidad atamos cada
hilo a un núcleo para prevenir migraciones. Usamos
128 núcleos del servidor con la afinidad hilo/núcleo
distribuida con un esquema round-robin evitando el
SMT en lo posible, lo que da lugar a tres escenarios
diferentes: (i) de 1 a 8 hilos sólo se usa un socket por
lo que se reduce el impacto de la comunicación entre
sockets. En este caso sólo se usa un núcleo por hilo
por lo que se aprovechan todos los recursos transac-
cionales; (ii) los experimentos con 16 hilos utilizan 2
sockets pero sin SMT; (iii) de 32 hilos en adelante
se utilizan los dos sockets con SMT por lo que te-
nemos la latencia de la comunicación entre sockets
y los recursos transaccionales repartidos entre hilos
SMT. Usamos padding para fijar las variables de las
ĺıneas 4 y 5 de la Fig. 2 en bloques de caché diferentes
y aśı prevenir conflictos.
Hemos considerado 5 perfiles diferentes para la
evaluación de cada aplicación:
Unprotected : no usa ni transacciones ni barreras,
por lo que los resultados pueden ser incorrectos.
Este perfil representa un limite superior del ren-
dimiento que se puede llegar a conseguir.
Parallel : con las barreras tradicionales originales
de los códigos y sin transacciones ni SBs.
CS : similar a Parallel, pero con SBs en lugar de
las tradicionales y con la primitiva check spec
para añadir comprobaciones de la especulación.
TM : con transacciones y las barreras tradicio-
nales originales de los benchmarks.
SB : similar a TM, pero con SBs. En este caso las
transacciones entre barreras ya proporcionan las
comprobaciones de la especulación, por lo que
no es necesario el uso de check spec.
B. Resultados
Microbenchmark Barrier
La Fig. 11 muestra los resultados obtenidos para
el microbenchmark Barrier de la Fig. 5. El eje y es
el speedup sobre la aplicación secuencial, que en es-
te caso particular representa la eficiencia, ya que el
benchmark está implementado de manera que la car-
ga no se reparte entre los hilos sino que se replica.
De esta manera se puede medir la perdida de rendi-
miento en barreras y transacciones.
La espera en barrera producida por el desbalan-
ceo de la carga que tiene el benchmark (ĺıneas 3 a
8 en Fig. 5) se puede notar en los perfiles sin SBs
(Parallel y TM) donde la eficiencia cae a la mitad.
Sin embargo, SB y CS pueden especular más allá de
la barrera de manera que los hilos ociosos en una
iteración pueden avanzar y empezar el trabajo de la
siguiente. En la gráfica de la izquierda los hilos rea-
lizan menos trabajo (L) y se puede ver cómo afecta
la contención de barrera, sobre todo cuando se usan
los 2 sockets, de 16 hilos en adelante. A los perfiles
Parallel y TM les afecta tanto el desbalanceo como la
contención de barrera, y los SB y CS también empeo-
ran su rendimiento pero debido sólo a la contención a
partir de 16 hilos. Todos los experimentos tienen un
100 % de SCR con SB y CS, como se muestra en la
Tabla I, confirmando que el API no introduce falsos
conflictos.
Recurrence
La Fig. 12 muestra los resultados para Recurrence.
Hemos variado el tamaño del chunk (C) de 1 a 15 ite-
raciones. Se pueden observar dos comportamientos:
los perfiles Unprotected, Parallel y CS no muestran
la sobrecarga debido a transacciones, mientras que
TM y SB śı. Esto se puede apreciar cuando se usan
de 1 a 8 hilos, donde los primeros obtienen speedups
similares y los segundos también pero más bajos. A
partir de 16 hilos se aprecia un comportamiento su-
perlineal con Unprotected y CS debido a la caché.
Recurrence tiene poco reuso de datos en su ejecu-
ción secuencial debido al patrón irregular de accesos
a la matriz b (Fig. 6, ĺınea 9), y al usar más hilos
se disminuye el número de fallos de caché hasta 10×
por el uso de las cachés privadas de los núcleos. Por
otro lado, se puede observar que el perfil Parallel no
escala a partir de 16 hilos debido a la contención de
barrera cuando se usan 2 sockets. Esto se puede ver
en el perfil TM también, mientras que la especulación
de barrera en el perfil SB reduce esta sobrecarga. A
partir de 32 hilos se nota la sobrecarga sobre los re-
cursos transaccionales debido al SMT en los perfiles
que usan transacciones, sobre todo con chunks más
grandes que implican transacciones mayores.
La Tabla I muestra el TCR y SCR para 16 hilos.
Para Recurrence los resultados de TCR son buenos.
El incremento del chunk produce ligeros decrementos
en los porcentajes. Sin embargo, CS produce mejores
porcentajes de SCR, lo que es lógico debido a que hay
menos transacciones con las que entrar en conflicto
(no están las transacciones entre barreras).
Cholesky
Los resultados para Cholesky se muestran en la
segunda fila de la Fig. 12. Este benchmark presenta
dos diferencias importantes con respecto a Recurren-
ce. Primero, las dependencias son menos frecuentes,
lo que se refleja en mejores valores de TCR y SCR, y
la mejor escalabilidad independientemente del perfil.
Y segundo, la superlinealidad no es tan evidente, de-
bido a que los fallos de caché se reducen hasta 0,75×
en versiones paralelas.
El rendimiento del perfil CS se encuentran entre
el Unprotected y el Parallel independientemente del
número de hilos. Nótese que la diferencia de rendi-
miento entre estos perfiles se incrementa a partir de
16 hilos debido a la contención en barreras cuando
TABLA I






rr L1K 99.99/- 99.99/99.99 -/99.98





en C1 98.63/- 99.30/6.37 -/34.60
C5 95.56/- 98.64/8.31 -/33.09
C10 92.18/- 97.91/8.42 -/26.68






y C1 100.00/- 100.00/38.04 -/60.87
C5 99.98/- 100.00/43.82 -/58.83
C10 99.97/- 100.00/45.14 -/59.25





N2K A2 99.78/- 99.92/99.60 -/99.00
N8K A2 99.95/- 99.94/99.36 -/99.76
N2K A8 94.24/- 93.29/42.04 -/48.59





2 k1-s14 98.64/- 98.54/3.04 -
k1-s20 99.98/- 99.97/0.18 -
k4-s14 71.77/- 30.07/0.51 -
k4-s20 62.61/- 30.47/0.05 -
se usan 2 sockets. Este efecto también está presente
cuando se comparan los perfiles TM y SB. En este
caso, las diferencias son más evidentes a partir de 32
hilos. La sobrecarga causada por las transacciones
enmascara las diferencias de rendimiento.
DGCA
Los resultados de DGCA se muestran en la terce-
ra fila de la Fig. 12. Los gráficos muestran diferentes
configuraciones variando el grado de adyacencia de
los nodos (A) y el número de nodos (N) del grafo. Las
conexiones individuales entre nodos se eligen alea-
toriamente siguiendo una distribución uniforme. De
esta manera, obtenemos una variedad de configura-
ciones con escenarios de baja contención con grafos
pequeños y grandes en las dos primeras gráficas, y
escenarios de alta contención en el resto.
En los escenarios de baja contención se obtiene
una sobrecarga notable en los perfiles que usan tran-
sacciones hasta 8 hilos. En este caso, los perfiles Un-
protected y Parallel tienen mejor rendimiento que
CS, mientras que TM y SB son parecidos. Sin em-
bargo, Parallel se ve afectado por la contención en
barreras de 8 hilos en adelante, obteniendo speedups
comparables a TM. La especulación funciona en es-
tos escenarios con CS y SB escalando hasta los 32
hilos y obteniendo los valores más altos de SCR, co-
mo se puede ver en la Tabla I. Con el grafo más
grande (N=8000), en la segunda gráfica podemos ver
un comportamiento similar con ganancias en perfiles
especulativos hasta los 64 hilos debido a la menor
probabilidad de conflicto entre transacciones.
La escalabilidad en los escenarios de alta conten-
ción (las dos gráficas de la derecha) se ve limitada
principalmente por las dependencias. En estos expe-
rimentos las diferencias entre CS, Parallel y Unpro-
tected se reducen con 1-8 hilos debido a la ejecución
más intensiva en cómputo asociada con una mayor
conectividad. Nótese la diferencia de rendimiento en-
tre el perfil CS y el SB a partir de 32 hilos en la
gráfica de la derecha. En este caso SB baja mucho
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Fig. 12. Resultados de Power8 para Recurrence (Livermore loop 6), Cholesky (Livermore loop 2), DGCA and SSCA2.
su rendimiento ya que las transacciones normales y
las SB comparten recursos transaccionales, y el uso
de SMT causa abortos por capacidad. Esto no ocu-
rre con CS porque no hay transacciones normales, ni
con A=2, ya que las transacciones acceden a menos
posiciones de memoria por la menor conectividad.
Las diferencias entra las distintas configuraciones
son especialmente evidentes en el TCR y el SCR en
la Tabla I. Se aprecia un alto TCR en todos los expe-
rimentos mientras que el SCR depende del tamaño
del grafo y el número de conexiones, que determinan
los potenciales conflictos.
SSCA2
Los resultados para SSCA2 se muestran al final de
la Fig. 12. Como parte de STAMP estos benchmarks
ya están paralelizados usando transacciones por lo
que sólo se consideran los perfiles SB y TM.
El kernel 1 muestra ganancias limitadas de SB so-
bre TM en la primera gráfica y ninguna en la segunda
que tiene una entrada más grande. La mayoŕıa de las
barreras del kernel protegen reserva dinámica de me-
moria e impiden el uso de SBs. Además, a diferencia
de los benchmarks previos, las barreras no apare-
cen dentro de bucles, y como consecuencia sólo un
centenar de barreras se llaman a lo largo del código
reduciendo las oportunidades de especulación.
En el kernel 4 las principales oportunidades de es-
peculación están en el bucle while de las ĺıneas 4 a 24
de la Fig. 10, que contiene dos SBs. La primera, en la
ĺınea 8, especula sobre la función determineClusters
(ĺınea 12) que, al igual que fillArrays del kernel 1,
contienen bucles que causan abortos por capacidad.
Sin embargo, la computación de determineClusters
se decrementa con las iteraciones del bucle, por lo
que alguna transacción SB puede llegar a acometer
sus cambios.
Desafortunadamente, los conflictos causados por la
operación de reducción de la ĺınea 19 y las frecuentes
interacciones con variables globales en las ĺıneas 10,
16, 22 y 23 producen abortos que limitan el rendi-
miento. Esto se traduce en los pequeños speedups de
la Fig. 12. Este hecho se puede observar también en
los bajos valores de TCR y SCR de la Tabla I.
IV. Trabajo Relacionado
La idea de usar técnicas de especulación con códi-
go heredado para facilitar la explotación de las arqui-
tecturas multicore no es nueva. Algunas técnicas se
centran en la especulación de códigos paralelos donde
se consideran las iteraciones de bucles y las llamadas
a funciones como objetivos principales de la especu-
lación. En [17] se identifican las limitaciones de TM
y encuentran que existe una falta de soporte para
diferenciar hilos más o menos especulativos, la falta
de forwarding o los conflictos por false sharing como
puntos a mejorar del soporte especulativo.
Torrellas et. al. introducen Speculative Synchro-
nization como una técnica que aplica Thread-Level
Speculation (TLS) a código paralelo. En [18] propo-
nen soporte hardware para permitir especulación en
locks, flags y barreras. El hardware comprueba de-
pendencias entre hilos y descarta el trabajo especula-
tivo en caso de conflicto. Esta propuesta no soporta
restricciones de orden y no resuelve dependencias de
nombre, lo que simplifica los requisitos del hardware.
Otras propuestas se orientan a implementar TLS
con extensiones HTM. En [19] se analizan las limi-
taciones que muestra Intel TSX para la especulación
comparado con otras propuestas que aplican hard-
ware adicional no presente en procesadores reales. Se
centran en bucles de aplicaciones SPEC CPU2006 y
modifican el código manualmente para soportar la es-
peculación. El rendimiento se degrada en la mayoŕıa
de los casos (TSX no ofrece acciones escapadas).
En cuanto a optimización de barreras, en [20] se
analizan los efectos de la sincronización con barre-
ras de grano fino. Los autores encuentran una cifra
relativamente baja de dependencias y proponen un
esquema de optimización de código para asumir que
no hay dependencias entre dos barreras consecuti-
vas. Usan la Advance Load Address Table (ALAT)
presente en los procesadores Itanium para detectar
posibles fallos en la especulación en tiempo real.
En [12] se usa soporte HTM comercial para espe-
cular en barreras. Esta propuesta requiere especificar
manualmente un punto de sincronización para los hi-
los especulativos después de la barrera. No se pro-
porciona soporte para poner restricciones de orden
a las transacciones ni se utilizan acciones de escape,
por lo que no hay mejora de rendimiento. Tampoco
tienen en cuenta las limitaciones del sistema HTM
al no proporcionar un control de la longitud de la
especulación.
V. Conclusiones
En este art́ıculo se propone una barrera especula-
tiva (SB) optimista como alternativa a las barreras
tradicionales basadas en locks. Las SBs permiten que
los hilos salten la barrera usando ejecución especula-
tiva con HTM. Proporcionamos un API para las SBs
implementado con extensiones transaccionales para
su uso en aplicaciones con y sin transacciones.
Evaluamos nuestras propuestas usando un servidor
IBM Power8 que proporciona las extensiones tran-
saccionales necesarias para nuestra propuesta ya que
ofrece la posibilidad de ejecutar acciones escapadas
dentro de transacción. Los resultados muestran una
mejora general del rendimiento sobre las barreras tra-
dicionales con speedups de hasta 6× en media sobre
la aplicación paralela para ciertas configuraciones. La
configuración en 2 sockets del servidor IBM penaliza
la comunicación de las barreras tradicionales mien-
tras que las SBs ocultan la latencia de la contención
de barrera. La sobrecarga de las SBs no parece afec-
tar el rendimiento negativamente en la mayoŕıa de
benchmarks evaluados. En general se recomienda el
uso de SBs incluso cuando hay dependencias obvias
entre barreras.
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