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Abstract 
One of the main problems of motion segmentation is occluding, which can make the segmentation result inaccurate. In order to 
solve this problem, we have to use extra information. In this paper, we proposed a new fusion segmentation method, in which a 
Canny operator is used to get the edge information from one frame of an image sequence; then this edge information will be fused
with the result of motion segmentation. By simulation, we can find that the fusion method can get the real edge of the moving 
object in the image sequence. 
Keywords: occluding; MSRF; SMAP; Canny operator; data fusion.  
1. Introduction 
The aim of motion segmentation is to catch the moving objects from the background of an image sequence. This 
work is always the first step of many vision applications, such as robotics, surveillance, metrology and traffic monitor 
as so on.  
Motion segmentation based on statistical theory is one of important segmenting methods of computer vision. In this 
kind of methods, the segmentation is actually a classification process, in which every pixel should be classified as the 
interesting objects or the background. Fablet and Bouthemy[1] used the Markov random field and the multiscale Gibbs 
models to recognize motion in image sequences.  Rasmussen and Haiger[2] used a Karman filter and the Probabilistic 
Data Association Filter to predict the most likely location of a known target to initialize the segmentation process. 
Cremmers and Soatto[3] used the level set method to implement the segmenting process. Shen et al [4] proposed a 
MAP method. According to it, an iterative algorithm was used to update the motion field and the segmentation fields 
along with the high-resolution images. One of the problems of these methods is occluding. When the objects are 
moving, some parts of background can be occluded, while other parts can be appeared. In this paper, we propose a new 
fusion segmentation method to get the accurate edge of the moving object, and overcome the problem of occluding. 
The fusion method is consisted with the following 3 parts: 1. we use the multiscale random field (MSRF)[5] with a 
double-pyramid structure and a sequential maximum a posterior estimator (SMAP) [5] to segment the image sequence. 
2. The Canny Edge Detector is used to get edges in one of the frame of the image sequence. 3. A fusion step between 
part 1 and part 2 is performed to get the accuracy edge of the moving objects in the image sequence. 
This paper is organized as follows: In section 2, we will segment the image sequence by MSRF and SMAP; in 
section 3, the Canny operator will be used to find edge in one frame of the image sequence. In section 4, the fusion 
method will be used to fuse the result of section 2 and section 3. And finally, some experimental result will be shown 
in section 5. 
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2. Motion segmentation based on Multiscale random field 
In this step, we use the multiscale random field (MSRF) with a double-pyramid structure and a sequential maximum 
a posterior estimator (SMAP) to segment the image sequence, and the motion parameters can be estimated by the 
SMAP with an affine model.  
1.1. Multiscale segmentation model 
In order to build the multiscale segmentation model, wavelet transformations will be performed on two successive 
images in an image sequence, so the motion feature parameters can be estimated from them, and a feature pyramid can 
be founded from them. According to the feature pyramid, another pyramid constructed with domain identities can be 
founded. So a double-pyramid-structure can be yielded 
At scale n of these pyramids, there are an image feature field Y(n) and a segmentation identity field X(n). Y(n) 
depend on Harr wavelet coefficients of those images at the scale n. X(n) are classification identities at the scale n. So 
Y(n) depend on X(n) and features on the coarser scale Y(n+1).  
When the image is segmented, a SMAP is used. The SMAP can segment the image sequentially from coarse to fine 
scale, given feature vector Y(n) and the segmentation  1ˆ nx  at the coarser scale. So the SMAP function is: 
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where M is the number of segmented domains in the image. The first term at the right hand is the likelihood 
function, which gives the likelihood of the feature data Y, given the labeling at scale n. The second term is the prior 
distribution that comes from the context of the pyramids, and is only related with the translation 
probability       1| ˆ|1 ww nsxx xkp nsns .
1.2. Affine motion model 
In order to estimate motion parameters from coarse scale to fine scale in pyramids, an affine motion model should 
be established on the multiscale segmentation model, so the image can be segmented from coarse scale to fine scale, 
and then from fine to coarse and so on. The segmentation starts at the top of the pyramid, and at the same time, motion 
parameter vectors are estimated; then, these segmentations and motion vectors will be updated at the finer level of the 
pyramid. After the segmentation step reach the bottom of the pyramid, segmentation parameters will be estimated and 
updated from the bottom to the top of the pyramid. After that, the next circle of segmentation and estimation will begin 
until the satisfying results are yielded. 
The affine model of motion parameter estimation comes from the 2-D motion field on the image. It has the 
following form: 
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According to the optical flow field on the image,    yxv bA ,,

should meet the following function too: 
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where    yxbA ,,\  is called the fitness measure of the affine model, and it’s probability distributions on the whole 
image should be independent and has the identical variance.  
According to (2) and (3), the motion vector (A, b) can be yielded by Maximum Likelihood method. 
Estimation of segmentation parameters 
The procedure of estimation of segmentation parameters is sequential. At first, it performs from coarse scale to fine 
scale, and then, from fine scale to coarse scale, after that, from the coarse scale to fine scale again, and so on. 
Given the domain identity  nsx  at the scale n, it only depends on it’s ancestor at coarser scale
 1
w
n
sx . So we can look  
The translation probability of the foreword searching process can be written as 
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where @> 1,01, nT  is the probability that the domain identity of the pixel at fine scale is the same as it’s ancestor at 
the coarser scale. 1,n1 T  is the probability that the domain identity of the pixel at fine scale should be selected from 
other domain identity. 
When reverse searching is executed, the structure of pyramid in figure 1 will change to quad tree, and the 
translation probability will be: 
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3. Canny edge detection 
Canny edge detection algorithm was developed by John. F. Canny in 1986[6]. Till now, it has become one of the 
standard edge detection methods [7].
In order to find the edge in an image, three criteria were proposed:  
g Good detection. The signal-to-noise ratio must be maximized at the edge. 
g Good localization. Edge points found in the image must be as close as possible to the center of the true edge. 
g Only one response to a single edge. The edge of the object in an image is unique, so the edge found by 
detector must be unique too. 
According to there three criteria, the Canny edge detector was proposed. The Canny edge detection algorithm runs 
in 5 separated steps: 
3.1. Smoothing 
In order to reduce noise in the image, a smoothing step should be implemented. In the Canny algorithm, a 
symmetric two-dimensional Gaussian filer is used to do so.  
The formulation of the Gaussian is:  
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where V  is the standard deviation of the Gaussian. It is a measure of the spread of the Gaussian. 
3.2. Finding gradients and orientations 
The Canny algorithm can find gradients and their orientations of an image by calculating 1-order variance of every 
pixel of the image. The gradients and orientations can be used to find edges. In an smoothed image, the gradients can 
be gotten by using the well-known Sobel-operator.  
3.3. Non-maximum suppression 
This step is to find the accurate edges from the gradients of the image. Basically, this is done by preserving all local 
maxima of amplitude of gradients of the image and deletes all other ones, which are not the maxima.  
3.4. Double threshold 
After non-maximum suppression step, the remaining pixels should be marked with their strength. Some of these 
pixels should belong to the true edges, while others could be caused by noise or some rough surface of objects in the 
image. In the Canny algorithm, two thresholds are used to discriminate them. If the strength of the pixel is larger that 
the high threshold, it will be marked as “strong”. If the pixel is weaker than the low threshold, it will be suppressed. If 
the pixel is weaker than the high threshold and stronger than the low threshold, it will be marked as “weak” 
3.5.  Edge tracking 
In the Canny algorithm, the strong pixels are caused by real edge, which should be remained, while the weak pixels 
may be either caused by noise or by real edge, which should either be remained, if they are connected with the strong 
pixels, or should be suppressed, if they are isolated.  
4.  Data fusion 
From MSRF and SMAP, we can get the motion region of the interesting objects. But like all other motion 
segmentation algorithm, this result suffers the occluding effect too.  
Occluding make us can’t find the object’s edge accurately from the motion information. In order to solve this 
problem, we have to use other information to complement this problem. 
Canny operator is a good choice of this subject. The advantage of the Canny algorithm is that it can find the edge 
pixel of an image accurately, and reduce the number of false edge caused by noise.  
So in our segmentation method based on fusion, two segmentation results should be gotten simultaneously at first, 
one is gotten from MSRF, and the other is from Canny operator. Then, edges gotten from these two methods should be 
fused according to fusion rules. 
Let the pixels of the ith frame in an image sequence is denoted by  Niiiii xxxxX ,,, 321 
M eE
1 
, where N is the number 
of the pixels in the ith frame. Edge pixels marked by the MSRF method is denoted by , and 
Edge pixels marked by the Canny operator is
 nMMMM eee ,,,, 32  mCCCCC eeeeE ,,, 321 . The edge pixels marked by the fusion method 
is . lFFFF eeeE ,, 21 
All pixels marked as edge should be fused according to following rules: 
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i If the pixel kix  can fulfill: M
k
i Ex   and C
k
i Ex  , then the pixel 
k
ix  should be marked as F
k
i Ex  . That is to 
say, if the pixel is a moving edge, and is a still edge too, it should be the “real” edge of a moving object. 
i If the pixel kix  can fulfill: M
k
i Ex   and C
k
i Ex  , then the pixel 
k
ix  should be treated according to following 
conditions: 
i If the edge which contains the pixel kix  is only an isolated edge, and isn’t connected with any other 
edge, then the edge is most probably caused by noise. So the pixel should be suppressed. 
i If the edge which contains the pixel kix  is extended from the “real” edge, which is marked as F
k
i Ex  ,
it can be marked as k Ex  temporarily, where the set EW is a temporary pixels set. Wi
i For those edges, which are marked as Ew, if there only is one single edge, it should be marked 
as F
k
i Ex  ; but if there are edges extended from the “real” one, there should be only one of them which 
is the “real” one. Here we choose the edge, which has an orientation that is most close to the “real” edge, 
be marked as EF.
i If the pixel kix  can fulfill: M
k
i Ex   and C
k
i Ex  , it only is the part of background. So it should be suppressed. 
5. Simulation 
In this section, we performed our fusion segmentation method on two image sequences, the one is “Hall monitor”, 
and the other is “Tennis”. Fig 1 shows some frames gotten from these two image sequences. Figure 1(a) and (b) are the 
200th and 202nd frame of “Hall monitor”; (c) and (d) are the 5th and 6th frame of “Hall monitor”; and (e) and (f) are 
the 16th and 17th frame of “Tennis”.  
        
(a)                            (b)                              (c) 
        
(d)                              (e)                              (f) 
Fig. 1 Frames gotten from video “Hall monitor” and “Tennis” 
Fig 2, 3 and 4 are the segmentation results of the images in fig 1. The figure 2(a) is the segmentation result of Canny 
operator of 2(b); 3(b) is the result of MSRF and SMAP method of 1(a) and 1(b); 2(c) is the result of the fusion 
segmentation method of 1(a) and 1(b). The figure 2(a) is the segmentation result of Canny operator of 1(d); 3(b) is the 
result of MSRF and SMAP method of 1(c) and 1(d); 3(c) is the result of the fusion segmentation method of 1(c) and 
1(d). The figure 4(a) is the segmentation result of Canny operator of 1(f); 4(b) is the result of MSRF and SMAP 
method of 1(e) and 1(f); 4(c) is the result of the fusion segmentation method of 1(e) and 1(f). 
         
(a)                               (b)                              (c) 
Fig. 2 Segmentation result from the image sequence “Hall monitor” 
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(a)                           (b)                               (c) 
Fig. 3 Segmentation result from the image sequence “Hall monitor” 
        
(a)                              (b)                              (c) 
Fig. 4 Segmentation result from the image sequence “Tennis” 
From these experiment’s results, we can find that the real edge of the moving object can be detected by the fusion 
segmentation method. In these experiments, the thresholds of Canny operator are set as following: The lower threshold 
is always half of the higher one. In figure 2 and figure 3, the higher threshold is set as 0.5; and in figure 4, the higher 
threshold is 0.2. 
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In most kind of motion segmentation methods, the problem of occluding is a very big trouble, which can make the 
segmented result inaccuracy. To solve this problem, we proposed that other information in image sequence should be 
used to overcome it. Then a fusion segmentation method is proposed in this paper, in which, a Canny operator is used 
to complement the segmentation result of the motion segmentation method. From the simulation, we can find, this 
method really can find the edge of the moving object accurately. 
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