In many Knowledge Discovery applications, finding outliers is more interesting than finding inliers in a dataset. The perception of outliers is rare cases in dataset in which is being described as abnormal data in the information table. Outliers detections are applied in many important applications like fraud detection systems to uncover the suspicious objects which may have important knowledge hidden in the system. A new outlier detection technique based on Rough Sets Theory (RST) is hereby proposed. RSetOF is a new measure for the outlier factor based on RST. By employing this factor, a new formulation for detecting outlier is established. The outlyingness of outliers objects in a dataset using this measurement is identified. To detect outliers, two measurements which are the top n ratio and the coverage ratio are presented. Finding top n outliers from all objects allow searching of outliers from top ranked records based on the least outlier factor value. The capability in detecting outliers at top n number of outliers will indicate how fast the detection is. The efficiency of this technique by obtaining the coverage ratio value is then tested. The maximum percentage of coverage obtained shows the maximum number of outliers detected belonging to rare cases. A comparison is hence carried out to examine the performance of the RSetAlg with a selective outlier detection method, the Frequent Pattern method referred to as FindFPOF. Ten benchmark datasets for assessing the outlier detection technique are used for this purpose. The experimental result shows that the proposed technique is competitive and proven to be better in speed of detection than the other technique. The fast and efficient detection of outliers has proven its potential as a new outliers detection technique based on RST.
Introduction
An outlier as defined by Hawkins [1] is an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism. Outlier mining focuses on the rare data whose behaviour is very exceptional when compared with the rest of the large amount of data. This exception identification can lead to the discovery of unexpected knowledge.
Outlier mining has been realized from several approaches or technologies in the field of statistics, machine learning, artificial intelligence, visualization and database management. Finding these outliers in large datasets has drawn increasing attention among researchers [2] [3] [4] [5] [6] [7] [8] [9] [10] .
Although many techniques have been proven useful and effective in detecting outlier pattern, the following problems which occurred remain for further explorations among the data mining researchers. As data change its size and dimension, it is found that most algorithms developed faced the problems of handling the in-scalability of the dataset. The curse of dimensionality had caused the using of distances of points inappropriate to discover outliers in high dimensional space [3] . The concept of locality [4, 5] becomes difficult as data become sparse in high dimensional datasets.
The projection in lower density [6] fails to detect outliers in different projections. The clustered-based is found as a method which detect outliers as by product which does not able to interpret the abnormality of the outliers detected [7] . Although the problems of inefficiencies can be improved by hybriding [2] two techniques or more, yet this method is still in study and further research are indeed needed until today. The Frequent Pattern method [8] utilized the frequent patterns in different subspaces, in defining outliers in high dimensional space however the detection process is time consuming and computationally expensive. In Local Search Algorithm (LSA) [12] , the detection of outliers proves able to be detected from feasible solution based on Optimization approach, however the process is reported by He et al. [11] as time consuming on very large datasets. In comparison, the Greedy Algorithm [11] , is found faster in order of magnitude than the previous LSA method.
In this paper, it is assumed that objects which cluster in small group and away from the common objects are outliers. Objects which cluster in majority are grouped as a large class (common occurring cases). On the other hand, objects cluster in minority is grouped as a rare class (rare cases) where outliers are recited. A new method is proposed for detecting outlier by discovering the concept of Non-Reduct from the Rough Set Theory (RST) approach. In computing Non-Reduct, a new concept is hereby defined in calculating the Indiscernibility Matrix Modulo (iDMM) and Indiscernibility Function Modulo (iDFM). The foundation of these concepts can be found in [13] . The elements obtained from the proposed matrix iDMM are a different set of objects (NonReduct) where these objects contain non-interesting or redundant set of attributes in the IS. The different mechanism here can be related to the different behavior of rare objects or so called outliers. Thus, this set of Non-Reduct is expected to be able to uncover the outlier knowledge from the information system (IS). The capability and outstanding knowledge found from the computation of NonReduct extend the approach and concept of RST.
The experimental results on the datasets show that: (1) The proposed method is a competitive method compared to the FindFPOF outlier detection algorithms on identifying outliers, (2) The algorithm has a good detection rate of outliers for large datasets and has the ability in predicting the presence of rare case where outliers are recited. This paper is organized as follows. Section 2 discusses the concept of Rough Set Theory (RST) in brief. Section 3 introduces the detection of outlier using RST by defining the definition of Indiscernibility Matrix Modulo, Indiscernibility Function Modulo, Non-Reduct and the Rough Set Outlier Factor Value(RSetOF). The experimental design and experimental results explain detailed descriptions on ten datasets and the results are presented. The effectiveness of performance is measured by comparing both methods and the results are recorded and discussed in section 4. The conclusion of this paper is discussed in section 5.
Rough Sets Theory (RST)
RST is a mathematical tool introduced by Pawlak in 1980's [14] . It concerns with the analysis and modelling of classification and decision problems involving with vagueness, imprecise and uncertain or incomplete information. RST invokes the concept of approximation reasoning, hence has fundamental importance to Artificial Intelligent and Cognitive Sciences especially in areas of machine learning, knowledge acquisition, decision analysis, knowledge discovery from database, expert system, decision support systems, inductive reasoning and pattern recognition. Many important applications found to be developed effectively applying RST are like medicine, pharmacology, business analysis, banking, meteorology and security systems. Several important notations of RST which involve discern objects, indiscernibility relation, equivalence class, discernibility matrix and function, discernibility matrix modulo(DMM) and function modulo(DFM) and computation of Reduct can be found in [13] [14] [15] .
Outlier detection based on rough set theory
Reduct is determined from the set of prime implicants of the discernibility function. Reduct does not contain redundant attributes. The set of attributes is usually interesting attributes and is used in attribute selection process. The computation of Reduct, can be used to represent Information System(IS) or Decision System(DS).
In this work, the set of attributes in which is referred as superfluous and redundant is of prime interest. Although this set of attributes is usually considered as not interesting, it is presumed that these attributes are important and able to detect outliers in datasets.
In the following sub-sections, the new concept of Non-Reduct is introduced by presenting new definitions and computation of Non-Reduct. An example of a DS will be used to demonstrate the process and the results obtained are recorded. Here, a new outlier detection technique is proposed based on the concept of Non-Reduct in RST.
The concept of Non-Reduct
The concept of Non-Reduct introduced in this section is originated from the concept of Reduct. In RST, a DS is similar to an IS, but a distinction is made between the condition and the decision attributes. In an IS, the information is not interpreted but in a DS, each object of the domain is assigned with a value of an expert classification attribute. A simple DS with distribution of equivalence classes is as shown in Table 1 [17] . Table 1 :
Example of an Equivalence of a DS. As mentioned in section 2, the discernibility function f which determined Reduct is computed from the process of DMM and DFM. Similarly, Non-Reduct can be computed using a new formulation of iDMM and iDFM. The following subsection 3.1.1 explains the new creation of the Indiscernibility matrix modulo decision (iDMM), and the Indiscernibility function matrix modulo(iDFM), while the subsection 3.1.2 describes on Non-Reduct.
Indiscernibility Matrix Modulo Decision (iDMM) and Indiscernibility function f ′ (iDFM)
The concept of iDMM is to find a set of attributes from every pair of equivalence classes which are indiscern in attribute values from the matrix and represent these attributes in the form of Conjunctive Normal Form(CNF). In obtaining the set of attributes as mentioned above, iDMM is hereby defined as below :
Definition 1 (Indiscernibility Matrix Modulo D (iDMM)). Given a decision system(DS), A = (U, (C,D) ) where U is a nonempty finite set called the universe, while C and D are nonempty finite set of attributes. These attributes are separated into disjoint sets of condition attributes C and decision attributes D (where
). An indiscernibility relation by attribute C, IND(C) allow objects to be classified into set of equivalence classes, where n = |U/IND(C)|.
Class
is defined as in equation (1) [ ]
Where the entry
in the iDMM is the set of attributes from C that indiscerns between object classes E i , E j ∈ U/IND(C) and if the decision attributes δ are also indiscerns between the classes where
Table 2 above illustrates the iDMM from a decision system A.. The simplification of the disjunction and conjunction of the matrix gives the Indiscernibility function modulo D(iDFM), f ′ as shown in the rightmost column in the table. The function f ′ can be xpressed as in equation (2) below.
The generated function f ′ indicates the computation of Non-Reduct. In the following section the notion of Non-Reduct is described. [13, 15, 16] . The very intuitive definition of Non-Reduct can be reflected as follows: Table 3 depicts the computation of Reducts based on a DS. The first column in the table lists the five equivalence classes from E1 to E5, each of which contains a number of objects from universe that are indiscernible by attributes a through c. A set of Reducts is as shown in the rightmost column in the table. Each of the Reduct is the prime implicants (f) of the CNF as shown in the third column in the table.
Definition of Non-Reduct

Reduct is used, which is defined as follows: Given A = (U,A), let B ⊆ A, a Reduct of B is a set of attributes B'⊆ B such that all attributes a ∈ B-B' are dispensable, and IND(B') = IND(B). The set of Reduct of B is denoted Red(B)
Definition 2 (Non-Reduct). Given A = (U,A), let B ⊆ A, a Non-Reduct of B is a set of attributes B* ⊆ B, such that all attributes a ∈ B-B* are indispensable, and IND(B*) = IND(B). The set of Non-Reduct of B is denoted Non-Reduct(B).
Correspondingly, Non-Reducts can be translated into computing the prime implicants of a boolean function as shown in the rightmost column depicted from table 4. Reducts of a Decision System (DS).
Equiv. Class CNF of Boolean Function
Prime Implicants (f) Table 4 : Non-Reducts in a Decision System (DS).
Equiv. Class
CNF of Boolean function
Prime Implicants
It is obvious here that Reducts and Non-Reducts depicted in Table 3 and Table 4 are distinct set of attributes obtained by representing the DS. As previously defined and explained, Reduct is a set of interesting attributes that is capable of representing the knowledge in a DS, therefore Non-Reduct can be defined as a non-interesting set of attributes which is presumed to contain undiscovered important knowledge. The set of Non-Reducts is potentially contributed to the concept of outliers as explained in the previous section.
Experimental design and results
The experimental design is constructed based on the explanation on the process of the Non-Reduct computation and description of the datasets chosen for the experiment. In the following subsection 4.1, all datasets are stated. The datasets are then prepared for testing in the proposed method as discussed in subsection 4.2. In subsection 4.3, the experimental results are presented.
Data description and preparation
Ten datasets from Machine Learning Repository [18] are chosen. The ten datasets are Lymphography(LYM), Breast Cancer(BRE), Cleaveland(CLV), Heartdisease(HDE) and Echoli(ECO) Iris Plant (IRP), Zoo(ZOO), Glass(GLS), COIL2000(COL) and Australian Credit Card(ACC).
First, all the discretized datasets are formed into equivalence classes based on RST. In the following step, these datasets are being processed in creating imbalance class distributions in them. This is done by removing certain amount of data from certain classes from the DS. The creation of imbalance class distributions produced two cases which are common and rare cases describing the characteristic of each dataset. This step reflects the process of preparing dataset for outlier detection by William et al. [10] & He et al. [8] . The percentage for rare cases in each dataset which ranged from 1% to 10% is based on the definition given from the literature [6, 10] whereas, the percentage of common classes are within the range of 90% to 99%. According to Lazarevic et al. [19] the frequency of rare cases are defined with smaller percentages from 0.1% to less than 10%. Generally, outliers of this range are those datasets from intrusion domain application [9, 20, 21] .
Design and evaluation method
The process of computing the Non-Reduct and the detection of outliers as explained in the above section 3 and subsection 4. Outlier detection modeling process.
The model can be a base model in outlier mining using Rough Set Theory. In implementing the model based on Rough Sets Theory, a new method referred as RSetAlg is proposed. The RSetAlg method is tested upon ten datasets and the performance is evaluated. The evaluation of performance is conducted by comparing the RSetAlg method with a method referred as FindFPOF chosen from the literature review [8] . As mentioned in subsection 3.3, three measurements used in the proposed method in identifying and detecting outliers are RSetOF value, top ratio and coverage ratio(CR). The detection of outliers are recorded from search based on top-n outliers to the highest percentage of all records in a dataset. Outliers detected belonging to rare classes are measured by coverage ratio during the search. In this work, the notion detection rate is the preference used to explain the detection of outliers from the two measurements top ratio and coverage ratio.
During the comparison, the measurement top ratio used a number of records instead of equivalence class. This will allow equivalence comparison among the two methods. The following subsection 4.3 explains the experimental results.
Experimental results
In exploring the reliability and robustness of the newly developed RSetAlg method, several experiments were conducted. Table 5 depicts the experimental results tested upon ten datasets for both RSetAlg and FindFPOF methods. The results performances are analysed by comparing the detection rates and Fmeasure of both methods. The first column showed a list of ten datasets while the second, third , fourth and fifth columns described the detection rate and Fmeasure of both methods respectively. Each dataset in the first column, represented 100% CR where all outliers detected belong to rare cases. The results showed that RSetAlg has better detection rate compared to FindFPOF when tested upon BRE, LYM, CLV, ZOO, HDE, ACC and COL datasets. However, the result tested upon IRP, GLS and ECO datasets showed that FindFPOF method has better detection rate than RSetAlg in comparison. The second metric of the performance which is F-measure as in [22, 23] are adopted as to give prominent results for rare cases problem. In this work, True Positive rates are defined as number of rare classes correctly classified among all positive samples during the test and False Positive rates are common classes incorrectly identified as rare classes in the test among all negative samples. The results show that the performance of RSetAlg is encouraging for eight (8) datasets BRE, IRP, LYM, CLV, ZOO, HDE, ACC AND GLS where F-measure indicate the values between 0.8 to one (1) . It is learned that the range values from 0.6 to 1 for F-measure suggests promising performance in predicting the presence of rare cases thus showing RSetAlg as a distinctive method in mining rare cases based on detection of outliers. In turn, the results performance tested upon COL and ECO show poor F-measure.
Conclusion
In this paper a new outlier detection method is proposed based on the computation of Non-Reducts in Rough sets Theory. Ten datasets were tested using the proposed RSetAlg method and the effectiveness is evaluated by comparing with FindFPOF method. Two metrics of performance used in the comparison are the Detection Rate and F-measure. It is observed that RSetAlg method achieves better detection rate than FindFPOF in detecting outliers. The proposed method also show better prediction of outliers in rare cases based on F-measure values compared to FindFPOF. In conclusion RSetAlg is an effective and fast outlier detection method compared to FindFPOF method.
