Abstract. We propose some primality tests for 2 k n − 1, where k, n ∈ Z, k ≥ 2 and n odd. There are several tests depending on how big n is. These tests are proved using properties of elliptic curves. Essentially, the new primality tests are the elliptic curve version of the Lucas-Lehmer-Riesel primality test.
Note
An anonymous referee suggested that Benedict H. Gross already proved the same result about a primality test for Mersenne primes using elliptic curve in [4] .
Introduction.
There are mainly two types of primality tests. One of them applies to any integer and the other applies only to a special form of integer. Usually the latter is faster than the former because of its additional information. Among them, the Lucas-Lehmer primality test for Mersenne numbers M k = 2 k − 1 is very fast. The test uses a sequence S i defined by S 0 = 4 and S i+1 = S 2 i − 2 for i ≥ 1. The primality test is that M k is prime if and only if M k divides S k−2 . For a proof, see for example [2] . Also see [1] and [8] for applications of the Lucas sequence for other primality tests. There is also a generalization of this test called the Lucas-Lehmer-Riesel test which applies to integers of the form 2 k n − 1 with n < 2 k (see [6] and [8] ). This test also uses the sequence S i defined by the above recursion but with a different initial value S 0 depending k and n.
In this paper we give several primality tests for integers of the form 2 k n−1 using elliptic curves. When n is relatively small as in the LucasLehmer-Riesel test, the primality test can be regarded as an analogue of the Lucas-Lehmer-Riesel test. The new test also uses a sequence defined by recursion. For the initial value, we need to take a proper elliptic curve and a point on it. This corresponds to the choice of an initial value in the Lucas-Lehmer-Reisel test. However, when the new test applies to Mersenne numbers 2 k − 1, there exist an elliptic curve and a point on it which are independent of k. Now let us define the sequence. Let p ≡ 3 (mod 4) be a prime number and let E be an elliptic curve defined by y 2 = x 3 − mx for some integer m ≡ 0 (mod p). Fix a point Q = (x, y) ∈ E(F p ) and denote 2 i Q = (x i , y i ) for i ≥ 0. On this curve, multiplication of a point by 2 is described as
for some rational function R(x). (See Example 2.5, page 52 in [7] ). Let us define a sequence S i . Let S 0 = x and S i = 4(
i Q when i ≥ 1. Alternatively, we could omit a constant 4 in the definition of S i . We refer to this sequence as the sequence S i with the initial value Q = (x, y), or with the initial value x. Note that S i depends only on x and i. (S i also depends on m. However, it will be clear from the context which m is used.)
First, we analyze the structure of the group E(F p ), where E is an elliptic curve defined by y 2 = x 3 − mx for some integer m ≡ 0 (mod p) and p ≡ 3 (mod 4) is a prime number. Assume p + 1 = 2 k n, where k ∈ Z, k ≥ 2 and n is an odd integer.
Proof. See Theorem 4.23, page 115 in [7] . Theorem 3.2. In this context,
depending on whether m is a non-quadratic residue or a quadratic residue modulo p.
Proof. By Theorem 3.1, we have #E(F p ) = p + 1 = 2 k n. Hence E(F p ) ∼ = Z 2 α n 1 ⊕Z 2 β n 2 for some n 1 , n 2 , α, β ∈ Z with α ≤ β and α+β = k and n 1 |n 2 and n 1 n 2 = n. However, in general, 2 α n 1 must divide p − 1 by the group structure of elliptic curves. (See Theorem 4.3 and 4.4, page 98 in [7] .) Note that gcd(#E(F p ), p − 1) = gcd(p + 1, p − 1) = 2. Therefore n 1 = 1 and n 2 = n.
If m is a quadratic non-residue (with Jacobi notation,
The next theorem is essential to choose an initial value. Theorem 3.3. Let p ≡ 3 (mod 4) be prime and let E be an elliptic curve defined by y 2 = x 3 −mx for some integer m. Assume p+1 = 2 k n, where k ∈ Z, k ≥ 2 and n is an odd integer. Suppose m is a quadratic non-residue modulo p. If Q = (x, y) ∈ E and x is a quadratic nonresidue, then Q has order divisible by 2 k in the cyclic group E(
Proof. Since m is a quadratic non-residue, E(F p ) ∼ = Z 2 k n by Theorem 3.2. Hence E(F p ) is cyclic. Let G be a generator of this group and let tG = Q for an integer t.
We show that Q = (x, y) / ∈ 2E(F p ). Suppose (x, y) = 2(x 0 , y 0 ) for a point (x 0 , y 0 ) ∈ E(F p ). Then by equation 2.1, we have x = ((x 2 0 + m)/(2y)) 2 . Hence x is a square in F p , which contradicts the assumption that x is a quadratic non-residue modulo p. So Q = (x, y) / ∈ 2E(F p ). Therefore t is odd and then Q has order divisible by 2 k .
4. Primality test for p = 2 k n − 1 when n is small.
Using Theorem 3.3, we give primality tests for integers of the form p = 2 k n − 1, where k, n ∈ Z, k ≥ 2 and n is an odd integer. There are two primality tests. We distinguish them by the relative size of n when compared with 2 k . First, let us discuss the case when n is relatively small. . Let E be a curve defined by y 2 = x 3 − mx, where m is a quadratic non-residue module p. Then p is prime if and only if there exists a point Q = (x, y) on E such that gcd(S i , p) = 1 for i = 1, 2, . . ., k − 1 and
where S i is a sequence with the initial value S 0 = x.
Proof. Suppose p is prime. Then by Theorem 3.2, E(F p ) ∼ = Z 2 k n . Then E(F p ) has a point Q = (x, y) of order 2 k . Hence S i , with the initial value this x, satisfies the conditions of the theorem since S i is the denominator of 2 i Q. Conversely, suppose there exists Q which satisfies the conditions. Assume p is composite and let r be a prime divisor such that r ≤ √ p.
Then we have gcd(S i , r) = 1 for i = 1, 2, . . ., k − 1 and S k ≡ 0 (mod r). Hence in the reduction E(F r ), Q has an order ≥ 2 k . Using the condition on n, we have
Here the third inequality is by Hasse's Theorem. However, we assumed that this does not happen. Therefore p is prime.
To make Theorem 4.1 into a primality test, we need to find a point Q in the theorem. To this end we use Theorem 3.3. Let us first state the algorithm.
Algorithm. Let p be an integer of the form p = 2 k n − 1 with k ≥ 2 and p, n satisfy the conditions of Theorem 4.1. To check whether p is prime, do the following steps.
(1) Take x ∈ Z such that x p = −1 and find y such that 
Let us check why this algorithm works. In Step 1, we find an elliptic curve E : y 2 = x 3 − mx and a point Q on E whose x-coordinate is a quadratic non-residue. We have 
Step 2. Then gcd(S i , p) might be a proper divisor of p though it might be p itself. This is the basic idea of the primality testing using elliptic curves proposed by Goldwasser and Kilian (see [3] ).
Primality test for Mersenne numbers.
Let us apply the above algorithm for Mersenne numbers M k = 2 k −1. That is, we take n = 1 and suppose k ≥ 3. In this case we do not have to choose the initial value and the elliptic curve as in Step 1. Note that since n = 1, the algorithm contains no elliptic curve calculation. Since S i can be calculated using only the x-coordinate, we do not need to find y. Actually, we can take E : y 2 = x 3 − 3x and a point Q with the xcoordinate −1. Let us check this. Suppose M k is prime. Since M k ≡ 3 (mod 4), we have
= −1 by the quadratic reciprocity low. Hence we can take m = 3. Next, since M k ≡ −1 (mod 8), we have
. In summary, the primality test for Mersenne numbers is the following.
Algorithm for Mersenne numbers.
To check the primality, do the following steps.
(1) Calculate
Therefore, we get a primality test which is an analogue of the LucasLehmer test.
Remark 5.1. Note that for Mersenne numbers, the algorithm concludes that p is composite if and only if gcd(S i , p) > 1 for some i, 1 ≤ i ≤ k−1. Hence as mentioned above, it might find a proper divisor of p as a value of gcd(S i , p).
Primality test for p = 2
k n − 1 when n is large.
Next, let us consider the case when n is relatively large. For this case, we assume n = q is prime for simplicity.
Algorithm. Let p = 2 k q − 1 with k ≥ 2 and q prime. Fix λ > 1 and assume 2 k λ ≤ √ p and λ √ p > (p 1/4 + 1) 2 . To check if p is prime or not, do the following steps.
