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Die eingereichte Dissertation wirft einen ganzheitlichen Blick auf das Feld der korpusbasierten 
quantitativen Typologie. Ziel ist die Nutzung automatisch und in großem Umfang erstellter Textdaten für 
sprachwissenschaftliche Betrachtungen. Dazu wird zum einen die technische Seite der Erstellung der 
benötigten Sprachressourcen detailliert betrachtet. Zum anderen werden mathematisch fundierte 
Methoden zur Analyse dieser textuellen Daten einen Schwerpunkt der Arbeit bilden. Diese ermöglichen 
schließlich sprachunabhängige quantitative Untersuchungen, die das Forschungsgebiet der 
Sprachtypologie mit neuen Erkenntnissen bereichern werden. 
 
Die Sprachwissenschaft, auch Linguistik, ist die Disziplin der Wissenschaften, welche die menschliche 
Sprache untersucht. Sie beschäftigt sich zentral mit dem Sprachsystem, mit seinen Bestandteilen und 
deren Funktion und Bedeutung. Insgesamt deckt die Linguistik aber ein sehr breites Feld an 
Forschungsfragen ab und untersucht vielfältige Aspekte der Sprache. Dies ergibt sich zum einen aufgrund 
der Vielschichtigkeit des Sprachsystems, aber auch aufgrund der Tatsache, dass die Sprache Teil des 
menschlichen Lebens und seiner Entwicklung ist und war. Die Linguistik befasst sich daher neben der 
Struktur und der Bedeutung von Sprache auch mit ihrer Entwicklung, ihrer Herkunft und ihrem Gebrauch 
zur Kommunikation sowie mit ihrer sozialen, kulturellen und geschichtlichen Einordnung. 
Die Sprachtypologie ist ein Teilgebiet der Linguistik, welches sich mit der Klassifikation von 
menschlichen Sprachen entsprechend ihrer Eigenschaften beschäftigt. Dies soll Einblicke in die 
generellen Strukturen der Sprache ermöglichen. Außerdem werden Möglichkeiten oder Präferenzen 
aufgezeigt, indem die Diversität der Sprachen untersucht wird. 
Teilgebiete der Typologie beschäftigen sich beispielsweise mit der Bestimmung von typologischen 
Parametern, die auf strukturellen Eigenschaften der Sprachen beruhen. Diese werden zur Klassifikation 
der einzelnen Sprachen genutzt. Andere Arbeiten untersuchen die Regelmäßigkeiten bzw. Universalien, 
denen diese Parameter folgen. Dabei werden sowohl Beziehungen der Eigenschaften untereinander als 
auch mit der geographischen Verteilung der Sprachen oder deren Einteilung in Familien oder Bünde 
analysiert. 
Letzteres Teilgebiet ist auch aus mathematisch-informatischer Sicht von besonderem Interesse. Wie 
Cysouw (2005) zeigt, ist die Nutzung quantitativer Methoden in der Typologie bisher nur in geringem 
Maße verbreitet. Dabei bedarf die Analyse der beschriebenen Zusammenhänge einer fundierten 
empirischen Grundlage. Erst diese ermöglicht es, die Gültigkeit solcher Universalien mit Aussagen über 
deren statistische Signifikanz zu untermauern. Die vorgestellte Arbeit wird daher derartige mathematisch 
untermauerte Verfahren untersuchen und einsetzen. 
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Ein weiterer Aspekt der Typologie, der sich als Berührungspunkt mit der Informatik herausstellt, bezieht 
sich auf die der Analyse zugrundeliegenden Daten. Bis heute stellen manuell erzeugte Ressourcen, die 
meist eigens generiert werden, die Basis vieler Untersuchungen dar. Dabei kann es sich unter anderem um 
Beispielsätze (Fenk-Oczlon, 1999) oder Wortlisten (Brown, 2008) handeln. Die Erstellung solcher Daten 
ist häufig aufwendig. Die Nutzung automatisch erstellter Textressourcen ist hier eine Alternative. 
Die vorliegende Dissertation wird daher die Nutzbarkeit automatisch erstellter Textdaten zur Analyse 
typologischer Fragestellungen untersuchen. Dabei wird zum einen die technische Seite der Erstellung 
dieser Ressourcen betrachtet. Es werden Verfahren zur Beschaffung der nötigen Textdaten vorgestellt. 
Dabei wird das World Wide Web genutzt, welches eine umfassende Quelle für Text in einer Vielzahl von 
Sprachen darstellt. Es wird darüber hinaus untersucht, für wie viele Sprachen mit vertretbarem Aufwand 
auf diesem Wege Ressourcen generiert werden können und welchen Umfang diese aufweisen. Gesondert 
wird dabei auf Paralleltext eingegangen, also auf Sprachdaten, die in mehreren Sprachen vorliegen und 
Übersetzungen voneinander darstellen. Die automatisierte Erstellung von Textkorpora, also einer 
qualitativ hochwertigen Sammlung von schriftlichen Texten, auf Basis der gesammelten Daten wird 
ebenso behandelt. Die nötigen Arbeitsschritte werden vorgestellt, wobei auf Problematiken eingegangen 
wird, die sich aus der Nutzung von Text aus dem World Wide Web ergeben.  
Ein Vorteil der Verwendung von Webkorpora als Basis sprachtypologischer Untersuchungen liegt in 
deren Verfügbarkeit für eine hohe Anzahl von Sprachen und im Umfang der für Einzelsprachen 
vorliegenden Ressourcen. Im Rahmen dieser Arbeit werden beispielsweise mit den vorgestellten 
technischen Mitteln Korpora der Gegenwartssprache in mehr als 300 Sprachen erstellt, wobei deren 
Umfang teilweise viele Millionen Sätze umfasst. Zusätzlich können durch das Zusammentragen spezieller 
Quellen wie übersetzter religiöser Schriften Textkorpora in über 800 Sprachen für die Analysen zur 
Verfügung gestellt werden. Die Generierung derart umfassender textueller Daten ist dabei nur durch den 
durchgängigen Einsatz sprachunabhängiger Verfahren zu erreichen. 
Ein weiterer Punkt, der für die Nutzung des Web als Datenquelle spricht, ist die Vielfältigkeit der 
vorhandenen Textdaten. Es ist davon auszugehen, dass Merkmale wie das Sachgebiet oder die Sorte eines 
Textes einen Einfluss auf die Ausprägung vieler messbarer Eigenschaften haben. Daher ist die 
Beschaffung einer möglichst großen Datenmenge ohne initialen Bias der Auswahl von Vorteil. Diese 
Möglichkeit ist im Internet gegeben und es werden Wege präsentiert, derartige zufällige Textsammlungen 
zu erstellen. Auch Strategien, die eine Unterteilung der gesammelten Ressourcen bezüglich 
Charakteristika wie dem Sachgebiet erlauben, werden vorgestellt. Dies ermöglicht gezielte 
Untersuchungen zu dieser Thematik. 
Darüber hinaus zeichnen sich Korpora durch ihre vielseitige Nutzbarkeit aus. Sie ermöglichen 
Untersuchungen auf verschiedenen Ebenen der Sprache. Die Analyse der im Text auftretenden 
Wortformen kann der Bestimmung des typischen Vokabulars der Sprache dienen. Das Vorhandensein 
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flektierter Wortformen lässt Rückschlüsse auf morphologische Eigenschaften zu. Durch die auftretenden 
Kombinationen von Wortformen in Sätzen lassen sich syntaktische Eigenschaften bestimmen. Ein großer 
Umfang der Korpora in den Einzelsprachen ermöglicht des Weiteren die Untersuchung von seltenen 
Phänomenen. 
Korpora lassen also Untersuchungen von sprachlichen Eigenschaften auf vielen Ebenen zu. Ziel soll eine 
Nutzung dieser Merkmale für sprachtypologische Untersuchungen sein. Dazu bedarf es zunächst der 
Messung von Parametern der Korpora. Aufgrund des Umfangs der Korpora ist hierbei die manuelle 
Ermittlung von Kenngrößen ausgeschlossen. Die hier vorgestellten Untersuchungen werden daher den 
Prozess der automatischen sprachunabhängigen Messung sprachlicher Eigenschaften auf Basis von 
Textkorpora genauer untersuchen. Es wird hierzu eine große Zahl messbarer Parameter vorgestellt, die 
sich auf unterschiedliche Ebenen des Textes beziehen wie Zeichen, Silben, Wörter oder Sätze. Diese 
Parameter werden grundlegende Eigenschaften der Sprachen beschreiben und für weiterführende 
Analysen Verwendung finden. 
 
Es ist bei diesen Untersuchungen allerdings zu beachten, dass ein Textkorpus eine Sprache in ihrer 
Gesamtheit kaum repräsentativ erfassen kann (Kilgarriff, 2003). Das zeigt sich schon daran, dass eine 
endliche Sammlung von Text nie alle in der Sprache möglichen Äußerungen enthalten kann. Bei 
Verwendung von Webkorpora kommt hinzu, dass nur geschriebene jedoch keine gesprochene Sprache 
analysiert wird. Darüber hinaus kann die Zusammensetzung der Texte je nach heruntergeladenem Teil 
des World Wide Web stark variieren. Parameter, auf die es dabei zu achten gilt, sind unter anderem Typ 
oder Sachgebiet der Texte. Inwieweit diese und weitere Eigenschaften wie der Umfang des Korpus 
Einfluss auf Messungen sprachlicher Parameter haben, wird ebenso im Verlauf dieser Ausarbeitungen 
betrachtet. Dabei werden quantitative Analysen durchgeführt, die nötige Kenngrößen der Parameter 
automatisiert und sprachunabhängig bestimmen. Ziel sind Aussagen darüber, unter welchen 
Voraussetzungen Messungen sprachlicher Eigenschaften für typologische Untersuchungen einsetzbar 
sind. 
 
Weiterführend werden schließlich die gemessenen Kenngrößen der Sprachen für typologische 
Untersuchungen genutzt. Es werden Verfahren vorgestellt, die die Analyse von Sprachen bezüglich 
typologischer oder genealogischer Einteilungen ermöglichen. 
Dabei werden Beziehungen dieser Messungen untereinander und zu sprachtypologischen Parametern 
untersucht. Es werden quantitative Methoden eingesetzt, die Aussagen über die Signifikanz der 
Ergebnisse zulassen. Inwieweit sich durch gefundene Zusammenhänge mit mathematischen Mitteln 
sprachtypologische Parameter aus Texten einer Sprache bestimmen lassen, soll ebenso betrachtet werden. 
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Neben numerischen Kennwerten wird auch das Vokabular der Sprachen analysiert und für typologische 
Untersuchungen verwendet. Dazu werden aus den Korpora beispielsweise Listen der häufigsten Wörter 
extrahiert. Auf Basis dieser Listen erfolgt eine Quantifizierung der (lexikalischen) Ähnlichkeit von 
Sprachen, wobei zu deren Berechnung auf mathematisch fundierte Konzepte wie 
Vektorraumberechnungen oder Rangkorrelationen zurückgegriffen wird. Die Ergebnisse werden evaluiert 
gegen die Einteilung der Sprachen entsprechend ihrer Verwandtschaft oder anderer Eigenschaften. Dabei 
wird zusätzlich auf die Verwendung von Paralleltext zur Bestimmung von Sprachähnlichkeit 
eingegangen. 
 
Im Rahmen dieser Arbeit werden Untersuchungen für mehrere hundert Sprachen durchgeführt. Dazu 
werden die Einzelschritte der Erstellung, Verarbeitung und Analyse der Ressourcen möglichst 
automatisiert. Die Verwendung manueller Arbeitsschritte oder die Nutzung sprachabhängiger, per Hand 
erstellter Ressourcen wird, so möglich, vermieden. Diese hohe Sprachunabhängigkeit soll es 
ermöglichen, all jene Sprachen in die Analyse zu integrieren, zu denen Textdaten in elektronischer Form 
existieren, unabhängig von Eigenschaften wie dem verwendeten Skript. Auch die spätere Erweiterbarkeit 
um zusätzliche Sprachen ist somit gegeben. 
 
Die vorliegende Arbeit wird sich in 6 Kapitel aufteilen, wobei diese Einleitung Kapitel 1 darstellt. Das 
zweite Kapitel wird in erster Linie technische Aspekte der Beschaffung und die Erstellung der 
Sprachressourcen zum Inhalt haben, die die Grundlage der weiteren Untersuchungen darstellen. Kapitel 3 
wird auf Basis des aus diesen Korpora extrahierten Vokabulars quantitative Untersuchungen zur 
Ähnlichkeit von Sprachen vornehmen. Dabei wird gesondert auf die Verwendung von Paralleltext 
eingegangen. In Kapitel 4 werden automatisierte Messungen sprachlicher Parameter im Vordergrund 
stehen. Neben der Einführung aussagekräftiger Statistiken wird deren Varianz bezüglich der 
grundlegenden Charakteristika der Korpora untersucht, um deren Verwendbarkeit für weitere 
Untersuchungen systematisch zu ermitteln. Kapitel 5 wird schließlich die Nutzung dieser 
Korpusstatistiken zur Beantwortung sprachtypologischer Fragestellungen zum Inhalt haben. Zusammen 
ergeben die Kapitel dabei eine ganzheitliche Sicht auf das Feld der korpusbasierten quantitativen 
Typologie. Die einzelnen Abschnitte der Arbeit können dabei als Bestandteile einer Prozesskette 
angesehen werden, wobei alle nötigen Aspekte betrachtet werden: Von der technischen Seite der 
Erstellung der Ressourcen über die mathematisch fundierten Methoden bis hin zum fertigen Ergebnis der 







Ziel dieser Arbeit ist die Durchführung sprachtypologischer Untersuchungen für eine große Zahl von 
Sprachen. Die Datengrundlage für diese Analysen bilden elektronisch verfügbare Textkorpora 
geschriebener Sprache. Deren Eigenschaften werden im Rahmen der folgenden Kapitel  stellvertretend 
für die Sprachen näher betrachtet. 
Als Grundlage dieser Arbeit ist es also nötig, Textressourcen für eine große Anzahl an Sprachen zu 
erstellen. Um eine Anwendung möglichst vieler automatischer Analysemethoden zu ermöglichen, soll 
dabei ebenso Wert auf einen hohen Umfang der einzelsprachlichen Ressourcen gelegt werden. Leider 
existierten zu Beginn dieser Arbeit keine Projekte, die den freien Zugang zu umfangreichem 
digitalisiertem Textmaterial für eine ausreichend große Anzahl an Sprachen ermöglichten. Daher wurden 
die nötigen Ressourcen an der Universität Leipzig im Rahmen der Leipzig Corpora Collection 
(Quasthoff, 2006; Biemann, 2007), kurz LCC, für eine Vielzahl von Sprachen erstellt (Goldhahn, 2012). 
Die LCC ist Teil des Projekts Deutscher Wortschatz (Quasthoff, 1998), welches vor mehr als 15 Jahren 
ins Leben gerufen wurde. 
In diesem Kapitel werden die für die LCC genutzten Textquellen samt der eingesetzten Strategien zu 
deren Beschaffung näher beleuchtet. Dabei stellt das World Wide Web die Hauptquelle für Textdaten dar. 
Keine andere frei verfügbare elektronische Quelle bietet einen solchen Umfang an Sprachen und Text. 
Anschließend werden die nötigen Schritte bei der Verarbeitung der gesammelten Daten beschrieben. 
Dazu gehören unter anderem Textextraktion, Sprachsegmentierung, Satzsegmentierung und 
Tokenisierung in Wörter. Unter der Prämisse der Erstellung von Korpora in einer Vielzahl von Sprachen 
ist es nötig, neben der Automatisierung auf eine möglichst große Sprachunabhängigkeit der verwendeten 
Verfahren zu achten. Auf sprachspezifische Anpassungen wird daher gezielt eingegangen. Dabei werden 
Quellen für die benötigten Ressourcen aufgezeigt. 
2.2 Quellen und Strategien der Textbeschaffung 
Um den Aufbau einer Textsammlung für eine Vielzahl von Sprachen bei gleichzeitig großem Umfang der 
einzelsprachlichen Ressourcen zu gewährleisten, werden mehrere Strategien zur Textbeschaffung parallel 
betrieben. Zuerst werden jene Ansätze vorgestellt, die der Gewinnung von einsprachigen Textdaten 
dienen, natürlich für eine große Anzahl von Sprachen gleichzeitig. Des Weiteren werden Quellen für 
Paralleltext aufgelistet, welcher weiterführende sprachübergreifende Analysen ermöglicht. 
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2.2.1 Monolinguale Texte 
2.2.1.1 Verteiltes Crawling - FindLinks 
FindLinks
1
 ist ein verteilter Webcrawler auf Basis einer Client-Server-Architektur (Heyer, 2006). 
Ursprünglich entwickelt, um die Linkstruktur des Internets zu analysieren, wird FindLinks mittlerweile in 
erster Linie zum Crawlen des World Wide Web und zur Textbeschaffung für die LCC genutzt. Dank 
eines plattformunabhängigen Clients und Unterstützung aus der Community wurden im Rahmen dieses 
Projektes mittlerweile mehr als 30 Milliarden Webseiten gecrawlt und täglich steigt diese Zahl um mehr 
als 25 Millionen. 
Durch die Extraktion der Hyperlinks aller besuchten Webseiten ermöglicht FindLinks das Aufspüren und 
Herunterladen einer großen Anzahl unterschiedlicher Textquellen, auch wenn diese in Suchmaschinen 
nicht auffindbar sind. FindLinks verfolgt dabei die Strategie einer Breitensuche und erreicht somit eine 
hohe Zahl unterschiedlicher Domains, von denen jeweils nur wenige Einzelseiten heruntergeladen 
werden. Eine Übersicht über die Funktionsweise der Client-Server-Architektur von FindLinks gibt 
Abbildung 2.1. 






Abbildung 2.1: Funktionsweise des verteilten Webcrawlers FindLinks. 
2.2.1.2 Bootstrapping von Korpora 
In einem weiteren Ansatz zur Textbeschaffung in möglichst vielen Sprachen werden Wörter der 
Einzelsprachen zu Tupeln kombiniert und an Suchmaschinen wie Google gesandt. Damit wird den in 
Arbeiten von Baroni (2004) und Sharoff (2006) vorgestellten Herangehensweisen gefolgt. Die im 
Ergebnis zurückgelieferten Webadressen werden in einem nächsten Schritt heruntergeladen und 
weiterverarbeitet. 
Voraussetzung für die Anwendung dieses Ansatzes ist das Vorhandensein von Wortlisten der zu 
beschaffenden Sprachen. Als Grundlage für die Erstellung dieser Listen bieten sich Ressourcen aus dem 
Internet an, die in vielen Sprachen vorliegen. Dazu gehört beispielsweise die Allgemeine Erklärung der 
Menschenrechte oder Dokumente des "Wachtturms" der Zeugen Jehovas. Diese und weitere Ressourcen 
werden im Abschnitt 2.2.1.4 vorgestellt. 
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2.2.1.3 Generisches Domaincrawling 
Im Rahmen der Leipzig Corpora Collection kommt des Weiteren ein generischer Webcrawler zum 
Einsatz. Dieser beruht auf dem Tool HTTrack
2
, welches es ermöglicht vollständige Domains auf einen 
lokalen Rechner zu spiegeln. Unter Einschränkung auf bestimmte Dateitypen wird dieses Tool daher zum 
Herunterladen kompletter Webseiten genutzt. Dabei werden seitens der LCC Listen mit Domains aus 
verschiedenen Quellen verwendet. 
Zum einen wird auf Informationen von ABYZ News Links
3
 zurückgegriffen. Dieses Projekt listet für 
knapp über 100 Sprachen bekannte Quellen für Nachrichtenseiten im Internet auf. Insgesamt führt ABYZ 
mehr als 32.000 Domains, wobei die meisten den weit verbreiteten Sprachen wie Englisch zugeordnet 
sind. Aber auch weniger verbreitete Sprachen, zu denen nur schwer Quellen zu beschaffen sind, sind 
vertreten. Eine Übersicht der Verteilung der Sprachen liefert Abbildung 2.2, während Tabelle 2.1 die am 
stärksten vertretenen Sprachen auflistet. 








Abbildung 2.2: Anzahl der für die Sprachen vorhandenen Domains bei Sortierung nach dem Rang der Sprachen und unter 















Rang Domains ISO 639-3 Sprache 
1 20383 eng Englisch 
2 3550 spa Spanisch 
3 1722 por Portugiesisch 
4 1496 fra Französisch 
5 800 deu Deutsch 
6 773 rus Russisch 
7 470 ara Arabisch 
8 428 zho Chinesisch 
9 291 nor Norwegisch 
10 257 swe Schwedisch 
11 223 nld Niederländisch 
12 207 ita Italienisch 
13 194 ron Rumänisch 
14 191 fin Finnisch 
15 160 dan Dänisch 
16 140 jpn Japanisch 
17 137 srp Serbisch 
18 134 ces Tschechisch 
19 133 kor Koreanisch 
20 128 Tur Türkisch 
Tabelle 2.1: Die in ABYZ News Links am häufigsten vertretenen Sprachen. 
Als weiterer Lieferant von URLs für das Crawling vollständiger Domains wird der verteilte Webcrawler 
FindLinks eingesetzt. Mittels der von FindLinks heruntergeladenen Dokumente der einzelnen Domains 
wird zuvor deren vorherrschende Sprache bestimmt. Die Auswahl für ein vollständiges Crawling erfolgt 
dann in Abhängigkeit der Sprache und des Umfangs der bereits gefundenen Texte.  
Als dritte Quelle dienen die durch den Bootstrapping-Ansatz gefundenen URLs. Besonders im Fall von 
Sprachen, für die insgesamt nur wenige Textressourcen vorliegen, lohnt sich ein Crawling kompletter 
Domains zur Verbesserung der Datengrundlage für die Korpuserstellung. Hierzu wird erneut die 
dominante Sprache der einzelnen Domains bestimmt. Jene Domains, die einer Sprache mit geringer 
Verbreitung zugeordnet werden können, werden dann bevorzugt vollständig gecrawlt.  
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2.2.1.4 Mehrsprachige Ressourcen 
Des Weiteren werden für die Leipzig Corpora Collection solche Domains gezielt als Quelle genutzt, die 
Dokumente in einer großen Anzahl von Sprachen anbieten. Teilweise ist hier ein größerer Aufwand nötig, 
um eine korrekte Beschaffung und Zuordnung der einzelsprachlichen Dokumente zu erreichen. Jedoch 
rechtfertigt dies der Umfang der somit gewonnenen Ressourcen. Diese Textdaten dienen dann wiederum 
der Erstellung von Korpora oder der Generierung von Wortlisten für den beschriebenen 
Bootstrappingansatz, die Spracherkennung oder weiterführende Analysen. 
Ein Vorteil der hier beschriebenen Ressourcen ist die eindeutige Zuordnung von Texten zu den 
dazugehörigen Sprachen. Somit ist eine Weiterverarbeitung auch ohne Zwischenschritt der 
Spracherkennung möglich. Dadurch bieten sich die so entstandenen Textkorpora eben auch zur 
erstmaligen und vollautomatischen Erstellung der für Arbeitsschritte wie die Sprachseparierung 
benötigten Wortlisten an. 
Eine Quelle für Dokumente in einer Vielzahl von Sprachen ist Wikipedia. Derzeit sind auf der 
dazugehörigen Webseite für ungefähr 120 Sprachen mehr als 10.000 Artikel verfügbar. Zusätzlich stellt 
die Wikimedia Foundation die Artikel der Einzelsprachen in XML-Paketen zum Download zur 
Verfügung, wodurch der Aufwand beim Crawlen und bei der weiteren Verarbeitung reduziert wird. 
Des Weiteren bietet sich der "Wachtturm", die religiöse Zeitschrift der Zeugen Jehovas, als Quelle an.  In 
über 250 Sprachen sind hier Texte online verfügbar. Aufgrund einer systematischen Benennung der 
Dokumente lassen sich diese ebenfalls den entsprechenden Sprachen zuordnen. 
Zusätzlich soll hier noch die Allgemeine Erklärung der Menschenrechte angeführt werden. Diese liegt 
online in ungefähr 400 Sprachen vor, hat allerdings nur einen Umfang von ungefähren 2000 Wörtern. 
Die  beiden zuletzt genannten Ressourcen bieten sich auch als Quelle für Paralleltext an. Allerdings wird 
auf deren Nutzung unter diesem Gesichtspunkt im Rahmen der Arbeit verzichtet. Weiterführende 
Informationen zu Paralleltext und den dafür verfügbaren Textressourcen werden im nachfolgenden 
Abschnitt angeführt. 
2.2.2 Paralleltexte 
Für einige Analysen, die in den folgenden Kapiteln vorgestellt werden, werden parallele Textressourcen 
benötigt. Dabei handelt es sich um Texte, die in mehreren Sprachen vorliegen und die Übersetzungen 
voneinander darstellen. Dies bietet eine Grundlage für sprachübergreifende Untersuchungen. 
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Elektronisch zugängliche Quellen für Paralleltext sind beispielsweise JRC-Acquis
4
  mit parallelem Text 
in den 22 offiziellen Sprachen der EU oder die Allgemeine Erklärung der Menschenrechte
5
, die in rund 
400 Sprachen online verfügbar ist. Im Fall der ersten Quelle liegt eine große Anzahl Dokumente in 
wenigen Sprachen vor. Für die Menschenrechtsdeklaration gilt das Gegenteil. Auch der zuvor erwähnte 
"Wachtturm"
6
 ist in dieser Auflistung anzuführen. Mit Dokumenten in mehr als 250 Sprachen, die in der 
Regel Übersetzungen voneinander sind, ist auch er ein umfangreicher Fundort für Paralleltext. 
Eine weitere Textressource, welche für eine beeindruckende Anzahl von Sprachen vorliegt, ist die Bibel. 
Selbst bei reiner Betrachtung der elektronisch im Web verfügbaren Exemplare der Bibel ist von einer 
Anzahl von mehr als 1000 verschiedenen Ausgaben auszugehen. Darüber hinaus stellt sie eine 
umfangreiche Ressource dar, gerade im Vergleich mit der nur ungefähr 2.000 Wörter umfassenden 
Menschenrechtsdeklaration. Das Alte Testament umfasst im Hebräischen mehr als 23.000 Verse, 
während das Neue Testament im Griechischen knapp 8.000 Verse beinhaltet. Dabei entspricht ein Vers 
meist einem Satz, mitunter aber auch einem Teilsatz oder mehreren Sätzen. Für die meisten Sprachen 
liegt allerdings nur das Neue Testament vor, was die nutzbare Textmenge auf ungefähr 8000 Verse 
beschränkt. 
Online verfügbar sind Bibeltexte unter anderem auf vielen einzelnen Webseiten, die jeweils eine Version 
in einer Sprache zugänglich machen. Der Aufwand zur Nutzbarmachung solcher Ressourcen als 
Paralleltextquelle wäre aufgrund der Anzahl vorhandener Exemplare allerdings zu hoch. Darüber hinaus 
existieren jedoch Projekte wie Bible.is
7
 und die Papua New Guinea Bible Translation Association
8
. 
Diese Organisationen bieten umfassende Sammlungen von Bibelversionen zur Onlinerecherche an. Sie 
empfehlen sich somit als Datengrundlage für die Erstellung von Paralleltextressourcen. 
Für eine umfassende Abhandlung über Paralleltexte und deren Nutzen für die sprachtypologische 
Forschung sei an dieser Stelle auf die Arbeit von Michael Cysouw  (2007) verwiesen. 













Aufgrund der hohen Anzahl verfügbarer Sprachen und des  vergleichsweise guten Umfangs der Texte 
werden für die auf Paralleltext aufsetzenden Analysen dieser Arbeit Bibeltexte des Neuen Testaments als 
Grundlage verwendet. Für die Untersuchungen zur Verfügung stehen Bibelversionen in mehr als 800 
Sprachen. Die Ressourcen bieten dabei Alignment auf Versebene. Dank für die Bereitstellung wichtiger 
Teile der Textressourcen gilt dabei besonders Östen Dahl und Thomas Mayer. 
2.3 Datenverarbeitung 
An das Sammeln der Daten schließt sich deren Weiterverarbeitung an. Ziel ist die Überführung der 
Textdaten in eine Form, die eine statistische Auswertung auf Zeichen-, Wort- und Satzebene ermöglicht. 
Hierzu sind verschiedene Verarbeitungsschritte nötig. Diese werden im Folgenden kurz erläutert. 
2.3.1 Textextraktion - Stripping 
Die heruntergeladenen Textdateien liegen in den meisten Fällen im HTML-Format vor. Einzelne Quellen, 
beispielsweise die Wikipedia, stellen ihre Dokumente aber auch als XML zur Verfügung.  In einem ersten 
Schritt muss daher der Text von den Strukturierungs- und Formatierungsinformationen der Dokumente 
getrennt werden. Diesen Vorgang bezeichnet man auch als Stripping. Im Falle von HTML kommt dabei 
Html2Text, ein Tool der Abteilung Automatische Sprachverarbeitung der Universität Leipzig, zum 




Ergebnis des Strippings ist stets der in den Quelldokumenten vorkommende Text. Dieser besteht 
allerdings nicht nur aus natürlichsprachlichen Äußerungen bzw. wohlgeformten Sätzen. Daher schließen 
sich später weitere Schritte an, die die Qualität der Daten erhöhen sollen. 
2.3.2 Sprachseparierung 
Für die anvisierte Erstellung monolingualer Korpora ist es nötig festzustellen, in welcher Sprache die 
gesammelten Texte vorliegen. Nur in wenigen Fällen, angeführt seien hier die Wikipedia oder die 
Bibeltexte, steht die in den Einzeldokumenten verwendete Sprache mit hoher Sicherheit fest. Daher wird 
in den übrigen Fällen eine Sprachseparierung auf Dokumentenebene durchgeführt. Dies geschieht unter 
Verwendung von LangSepa (Pollmächer, 2011), welches wiederum an der Abteilung Automatische 
Sprachverarbeitung der Universität Leipzig erstellt wurde. Die Erkennung der Sprache eines Dokumentes 





erfolgt dabei unter anderem auf Basis der Verteilung der Buchstaben-N-Gramme der Texte. Hierzu 
werden für jede zu bestimmende Sprache Referenztexte benötigt. Diese wurden im Rahmen der Leipzig 
Corpora Collection für ungefähr 500 Sprachen erstellt. Als Datenbasis werden dabei einerseits eigene 
Korpora mit sicheren Sprachinformationen genutzt. Andererseits kommen Texte der Allgemeinen 
Erklärung der Menschenrechte und des "Wachtturms" der Zeugen Jehovas zum Einsatz, welche beide in 
mehreren hundert Sprachen vorliegen. 
2.3.3 Satzsegmentierung 
In einem nächsten Schritt erfolgt die Zerlegung der einzelsprachlichen Texte in Sätze. Hierzu wird 
Wissen über die Auszeichnung des Satzendes in verschiedenen Sprachen benötigt. Zur erfolgreichen 
Bewältigung dieser Aufgabe wurde daher eine möglichst vollständige Liste von Satzendezeichen der 




Ein Problemfall der Satzsegmentierung sind jene Sprachen, bei denen Satzende und Abkürzungen durch 
dasselbe Zeichen markiert werden können. Für diese Sprachen können Abkürzungslisten, falls vorhanden, 
die Qualität der Ergebnisse der Satzendeerkennung deutlich erhöhen. Auf Basis von Quellen wie 
Wikipedia wurden im Rahmen des Projekts Abkürzungslisten für eine Vielzahl problematischer Sprachen 
gesammelt bzw. erstellt. 
2.3.4 Säuberung der Daten 
Am Ende der Verarbeitung sollen sich möglichst nur vollständige Sätze der korrekten Sprache in den 
Daten befinden. Dies ist Voraussetzung für eine Berechnung korrekter Statistiken für die Korpora der 
einzelnen Sprachen. 
Daher werden in einem ersten Schritt Texteinheiten, bei denen es sich nicht um Sätze handelt, erkannt. 
Dies geschieht mittels eines Vergleichs mit Mustern, denen ein Satz folgen sollte oder die gegen einen 
korrekt geformten Satz sprechen. Alle nicht diesen Mustern entsprechenden Textelemente werden 
entfernt. 
In einem zweiten Schritt werden Sätze eliminiert, die nicht der angestrebten Sprache entsprechen. Hierbei 
kann es sich beispielsweise um englischsprachige Textelemente handeln, die als Zitate gebraucht werden 
(Quasthoff, 2006b). 





Des Weiteren werden mehrfach vorkommende Sätze, sogenannte Dubletten, in ihrer Häufigkeit auf eins 
reduziert. Dies verhindert eine Verzerrung der zu berechnenden Statistiken. Satzwiederholungen ergeben 
sich beispielsweise durch unverändert übernommene Nachrichtenmeldungen oder durch den Einsatz 
sogenannter Boilerplates. Dabei handelt es sich um Texte, die ohne große Änderungen in einer Vielzahl 
von Kontexten wiederverwendet werden können. 
2.3.5 Sätze mischen 
Um die Textdaten auch anderen Wissenschaftlern oder interessierten Personen zur Verfügung stellen zu 
können, gilt es, das Urheberrecht der Autoren der Originaltexte zu beachten. Aus diesem Grund werden 
die Sätze in einem nächsten Schritt in eine zufällige Reihenfolge gebracht. Somit können die 
Originaldokumente nicht wiederhergestellt werden, d.h. das Werk des Autors liegt in seiner 
ursprünglichen Form nicht mehr vor. 
2.3.6 Tokenisierung 
Unter Tokenisierung versteht man gewöhnlich die Zerlegung eines Textes in Wörter. Für die meisten 
Sprachen ist dieses Unterfangen aufgrund der Rolle des Leerzeichens als Worttrenner realisierbar. 
Allerdings treten bei diesem Prozess doch verschiedene Probleme auf, die nun kurz beschrieben werden 
sollen. 
Zum einen müssen für eine korrekte Zerlegung in Wörter alle Satzzeichen, wie z.B. das Komma, von den 
Wörtern abgetrennt werden. Die Erstellung einer solchen Zeichenliste ist wiederum dank Ressourcen wie 
sonderzeichen.de möglich.  
Darüber hinaus ist der Umgang mit Elementen wie dem Apostroph in den Sprachen unterschiedlich. 
Auch dies hat Einfluss auf die Bestimmung der Wortgrenzen. Hier und im Falle weiterer problematischer 
Zeichen arbeitet die LCC mit Standardregeln und bestimmt Sprachen, für die Ausnahmeregeln gelten. 
Ein weiteres Problem sind Mehrworteinheiten, also Wörter, die durch Leerzeichen unterbrochen werden. 
Zu diesen Elementen zählen unter anderem Eigennamen. Zur Lösung dieses Problems wurde eine 
Standardliste mit typischen Mehrworteinheiten erstellt, welche bei der Tokenisierung zum Einsatz 
kommt. Ergänzt wird diese gegebenenfalls um sprachspezifische Listen, die mithilfe von Wikipedia oder 
ähnlichen Ressourcen automatisiert angelegt wurden. 
Nicht außen vorgelassen werden sollen an dieser Stelle Sprachen, die keinen typischen Trenner wie das 
Leerzeichen nutzen. Zu nennen wären hier beispielsweise Japanisch, Chinesisch oder Thailändisch. Im 
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Unter Verwendung der vorliegenden Textdaten werden Vollformwörterbücher der einzelnen Sprachen 
erstellt. Angereichert werden diese durch statistische Informationen wie Wortfrequenzen. Ebenso werden 
Daten über die Kookkurrenz von Wörtern erhoben und für eine spätere Verwendung abgespeichert. Dabei 
werden Kookkurrenzen sowohl für Wortnachbarn als auch auf Satzebene berechnet. Unter einer 
Kookkurrenz ist dabei das statistisch auffällig häufige gemeinsame Auftreten zweier sprachlicher 
Einheiten zu verstehen. 
2.3.8 Datenbankerstellung 
In einem letzten Schritt erfolgt die Abspeicherung der Textdaten in relationalen Datenbanken. Dabei wird 
ein eigens entworfenes Datenbankschema verwendet, welches dank inverser Listen und verwendeter 
Indexstrukturen einen performanten Zugriff auf die Daten ermöglicht. 
Gleichzeitig werden jeweils Normgrößenkorpora mit standardisiertem Textumfang erstellt. Dies dient der 
besseren Vergleichbarkeit der erzeugten Korpora und ihrer Statistiken. 
Die erzeugten Datenbanken dienen als Datenbasis, die hinter dem Webportal der LCC liegt und 
Webabfragen auf die Textkorpora ermöglicht. Des Weiteren sind sie einheitliche Datengrundlage 
zusätzlicher Textstatistiken, die beispielsweise auf Zeichen-, Wort- oder Satzebene berechnet werden, 
und somit Ausgangspunkt für die weiteren Untersuchungen im Rahmen dieser Arbeit sind. 
2.3.9 Statistikbasierte Qualitätssicherung 
Qualitätssicherung  ist eine große Herausforderung bei der automatischen Erstellung von Textkorpora. 
Eine rein manuelle Qualitätskontrolle hunderter Korpora, welche mitunter einen Umfang von mehreren 
Millionen Sätzen haben, ist jedoch nicht realisierbar. Daher wurden für die Leipzig Corpora Collection 
typische Eigenschaften oder Statistiken natürlichsprachlicher Texte ermittelt, die als Indikatoren für 
verschiedene Aspekte der Textqualität dienen können.  
 





Zu den genutzten Statistiken gehören: 
 typische Längenverteilungen (beispielsweise von Wörtern oder Sätzen), 
 typische Verteilungen von Zeichen oder N-Grammen, 
 Übereinstimmung mit empirischen Gesetzen der natürlichen Sprache, wie dem Zipfschen 
Gesetz, 
 Statistiken seltener Zeichen und 
 untypische Einheiten (wie sehr lange oder kurze Sätze oder auffällig lange Wörter). 
Das Auftreten extremer Werte, das Vorhandensein unerwarteter Elemente oder die Abweichung von 
typischen Verteilungen können auf Qualitätsprobleme hinweisen. Dies wiederum kann das Entfernen von 
fehlerhaftem Textmaterial oder eine Anpassung der Verarbeitungsschritte nötig machen. 
Als ein Beispiel sollen die Abbildungen 2.3 und 2.4 dienen. Diese stellen für zwei Textkorpora jeweils 
die Verteilung der Satzlängen, gemessen in Zeichen, dar. Abgebildet ist der Anteil an der Gesamtanzahl 
der Sätze. Abbildung 2.3 basiert auf Nachrichtentexten in Hindi aus dem Jahr 2010 und zeigt eine 
typische Verteilung der Satzlängen.  In der darauf folgenden Darstellung hingegen zeigt sich eine 
untypische Verteilung, welche bei einem Textkorpus der sundanesischen Wikipedia beobachtet wurde. 
Eine genauere Betrachtung der Daten liefert eine Erklärung für die starke Abweichung. Als Ursache 
stellen sich jeweils sogenannte Boilerplates bzw. nahezu identische Sätze heraus, die beispielsweise bei 
der automatischen Generierung von Artikeln nach festem Muster erzeugt wurden. Durch eine Entfernung 
dieser Elemente kann die Qualität des Textkorpus erhöht werden. 
 
Abbildung 2.3:  Satzlängenverteilung für ein Korpus von Nachrichtentexten in Hindi aus dem Jahr 2010. 













Abbildung 2.4: Satzlängenverteilung für ein Korpus von Texten aus der sundanesischen Wikipedia des Jahres 2007. 
2.4 Bedeutung und Rolle der Leipzig Corpora Collection 
Im Rahmen der Erweiterung der Leipzig Corpora Collection hat sich diese zu einer weltweit führenden 
Stelle für die Sammlung von Textressourcen einer großen Anzahl von Sprachen entwickelt.  
Rein in der Anzahl der vertretenen Sprachen wird die LCC von dem Projekt Crúbadán von Kevin 
Scannell (2007) übertroffen, welches laut eigener Aussage Textressourcen für mittlerweile fast 1.500 
Sprachen zusammengestellt hat. Leider werden die dort vorhandenen Textdaten jedoch nicht frei zur 
Verfügung gestellt. Darüber hinaus liegen für 60% der Sprachen weniger als 5 Dokumente vor, was eine 
Auswertung mittels vieler automatischer Verfahren, die beispielsweise häufig Mindestanforderungen an 
die vorhandene Textmenge stellen, unmöglich macht. 
Die LCC legt Wert auf die freie Verfügbarkeit der gesammelten Daten. Außerdem wird ein möglichst 
großer Umfang der einzelsprachlichen Ressourcen angestrebt, um eine weitgehend uneingeschränkte 
automatische Analyse der Texte zu ermöglichen. Mehrere sprachübergreifende Analyseansätze werden 
im weiteren Verlauf dieser Arbeit vorgestellt. Dabei handelt es sich um Methoden des Sprachvergleichs 
und um die sprachtypologische Auswertung  messbarer Parameter der Einzelsprachen. 
Im Folgenden werden die verfügbaren Textdaten der Leipzig Corpora Collection noch einmal 
zusammenfassend aufgelistet. 
Für ungefähr 300 Sprachen wurden Webkorpora der Gegenwartssprache erstellt, von denen mehr als 220 
online verfügbar sind. Als Quellen dienen hierbei entweder gemischte Webtexte, Nachrichtentexte oder 













Wikipedia. Für diese Sprachen besteht die Möglichkeit einer Onlineabfrage von Beispielsätzen und 
Korpusstatistiken
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. Darüber hinaus ist ein Download der verwendeten Textressourcen möglich. 
Des Weiteren existieren in der LCC Texte einzelner Quellen für viele Sprachen, welche allerdings nicht 
über das Webinterface verfügbar sind. Hier sind unter anderem die Dokumente des "Wachtturms" in mehr 
als 250 Sprachen zu nennen und die Menschenrechtsdeklaration in 400 Sprachen. 
Als zusätzlich durch Parallelität auf Versebene bestechende Ressource liegen außerdem ungefähr 1000 
Bibelversionen in mehr als 800 Sprachen vor. Die Textmenge der einzelnen Sprachen umfasst dabei 
jeweils zumindest das Neue Testament, also ungefähr 8.000 Verse. Für viele Sprachen liegt zusätzlich das 
Alte Testament vor, das aus mehr als 23.000 Versen besteht. Die Bibeltexte sollen zeitnah mittels eines 
eigenen Webportals interessierten Nutzern zugänglich gemacht werden. 
Alle diese Textdaten liegen in einheitlichem Format vor, unter anderem als relationale MySQL-
Datenbanken. Sie können somit direkt als Eingabe für weitere statistische Analysen dienen. Erweitert 
werden sie um Teildatensätze normierter Größe. Dies ist nötig, um Vergleichbarkeit auch im Falle von 
Parametern zu erhalten, die von der Korpusgröße abhängig sind. 
Die Abbildungen 2.5 und 2.6 stellen die Anzahl und den Umfang der im Rahmen der LCC vorliegenden 
Ressourcen dar. Die Sprachen sind dabei nach Umfang sortiert, wobei dieser jeweils in Sätzen angegeben 
wird. In Abbildung 2.5 sind nur jene 300 Sprachen verzeichnet, zu denen Korpora auf Basis des Crawlens 
von zufälligen Webseiten, Nachrichtentexten und Wikipedia existieren. Abbildung 2.6 beinhaltet 
zusätzlich Bibeln und Texte des "Wachtturms", wodurch die Anzahl vorhandener Sprachen auf über 
1.000 erhöht wird. Auffällig ist hierbei die hohe Anzahl an Sprachen, für die schätzungsweise 8.000 Sätze 
vorliegen. Hierbei handelt es sich um jene Sprachen, bei denen vermutlich nur das Neue Testament als 
Textquelle vorhanden ist. 






Abbildung 2.5: Umfang der vorhandenen Textressourcen der Einzelsprachen der LCC ohne Berücksichtigung von Bibeltexten und 




Abbildung 2.6: Umfang der vorhandenen Textressourcen der Einzelsprachen der LCC. Darstellung unter logarithmischer Skalierung 
beider Achsen. 
2.5 Zusammenfassung 
Es wurden Quellen und Strategien beschrieben, die die Beschaffung von Textdaten aus dem World Wide 
Web für eine große Anzahl Sprachen ermöglichen. Darüber hinaus wurden die Arbeitsschritte erläutert, 
die zur Erstellung eines Textkorpus aus diesen Daten nötig sind. Dabei wurde auf eine möglichst hohe 
Sprachunabhängigkeit der verwendeten automatischen Verfahren Wert gelegt. Abschließend wurde 





Quantitative Untersuchungen zur Sprachähnlichkeit 
3 Quantitative Untersuchungen zur Sprachähnlichkeit 
3.1 Einleitung 
Dieses Kapitel wird sich mit automatischen Verfahren zur Quantifizierung der Ähnlichkeit zwischen 
Sprachen beschäftigen. Dazu wird Sprachähnlichkeit zuerst auf die Ähnlichkeit von Textkorpora 
zurückgeführt. Diese Korpusähnlichkeit wiederum soll zunächst mittels der Übereinstimmung des 
Vokabulars der Sprachen bestimmt werden. Dabei werden entweder Wörter als Ganzes betrachtet oder es 
werden Teile wie Buchstaben-N-Gramme untersucht. Erweiterungen wie die Transliteration der 
Textdaten werden eine Unabhängigkeit der Methoden von Eigenschaften wie dem verwendeten 
Schriftsystem sicherstellen. Weiterführende Analysen werden aufzeigen, inwieweit Paralleltext in diesem 
Rahmen eingesetzt werden kann. 
 
Im Folgenden werden verschiedene Ansätze zum Sprachvergleich untersucht, die es ermöglichen, 
quantitative Aussagen über die Ähnlichkeit von Sprachen auf Basis von deren Vokabular zu treffen. Ziel 
sind also automatisch durchführbare quantitative Messungen, deren Ergebnisse eine Sprachdistanz 
ausdrücken. Als erstes gilt es, zu bestimmen, auf welcher Basis die Ähnlichkeit von Sprachen bestimmt 
werden soll. Hier wird sie auf die Ähnlichkeit von Äußerungen in den zu untersuchenden Sprachen 
zurückgeführt werden. 
Dazu werden für die Einzelsprachen, wie in Kapitel 2 beschrieben, Webkorpora erstellt. Die Basis des 
Vergleichs ist also die geschriebene und nicht die gesprochene Sprache. Gründe dieser Einschränkung 
sind beispielsweise die Fülle der über das Internet zur Verfügung stehenden Textdaten in einer Vielzahl 
von Sprachen. Eine Auflistung des Umfangs der für diese Arbeit gesammelten Texte findet sich in 
Kapitel 2. Eine ähnlich große Datensammlung gesprochener Sprache wäre nur mit erheblich größerem 
Aufwand zu erstellen. 
Es sei darauf hingewiesen, dass hierbei unter geschriebener Sprache sämtliche Texte zu verstehen sind, 
die in schriftlicher Form vorliegen. Im Falle von Texten aus der Quelle Internet ist dies in erster Linie 
Schreibstandardsprache, also für die schriftliche Kommunikation konzipierter Text (Gallmann, 1985). 
Aber auch vom Vorhandensein verschriftlichter gesprochener Sprache, also sekundär verschrifteter 
Sprechstandardsprache, wie zum Beispiel der Mitschrift einer Rede, ist auszugehen. 
Darüber hinaus stellt die Verarbeitung gesprochener Sprache eine größere Herausforderung dar und 
eröffnet neue Fehlerquellen, beispielsweise bei der Umwandlung der phonetischen Daten in eine 
einheitliche Darstellung, die eine Weiterverarbeitung auf abstrakter Ebene ermöglicht. Bei 
23 
Quantitative Untersuchungen zur Sprachähnlichkeit 
Schriftsprachen ist solch eine Ebene mit dem Alphabet gegeben und stellt somit eine Grundlage für die 
Vereinheitlichung dar. 
Inhalt dieses Kapitels wird also der Vergleich von Korpora geschriebener Sprache sein, um daraus 
Rückschlüsse auf die Ähnlichkeit von Sprachen zu ziehen. 
Wichtig ist dabei wiederum die Anwendbarkeit der eingesetzten Verfahren auf eine große Anzahl von 
Sprachen sowie die problemlose Erweiterung der Ansätze um weitere Sprachen, so denn Textdaten für 
diese vorliegen. Auf zusätzliche Ressourcen, die manuell für Einzelsprachen erstellt werden müssen, um 
einen Sprachvergleich zu ermöglichen, soll daher verzichtet werden. 
Bei dieser Betrachtung soll absichtlich nicht vorher festgelegt werden, auf welche Art der 
Sprachähnlichkeit abgezielt wird. Sowohl Ähnlichkeit aufgrund genealogischer Faktoren als auch 
Ähnlichkeit aufgrund von Sprachkontakt sind von Interesse. Ähnlichkeiten kann es dabei auf 
verschiedenen Ebenen geben, wie der orthographischen oder grammatischen. Wenn möglich sollen für 
die verschiedenen vorgestellten Ansätze Aussagen darüber getroffen werden, welche Gemeinsamkeiten 
auf diesem Wege bestimmt oder unterschieden werden können. 
Ähnlichkeiten können sich natürlich auch unabhängig zwischen Sprachen ergeben, die weder in Kontakt 
stehen, noch näher verwandt sind. Gründe hierfür lassen sich beispielsweise in sprachlichen Universalien 
und in den systematischen Mustern zwischensprachlicher Varianz finden, die sich beispielsweise durch 
kognitive Beschränkungen ergeben (Fenk-Oczlon, 1999). Die genutzten Ansätze zur Bestimmung von 
Sprachähnlichkeit sollten sich robust gegenüber solchen zufälligen Effekten zeigen. Aussagen hierzu 
werden an geeigneter Stelle getroffen. 
Viele Studien zum Sprachvergleich, die quantitative Aussagen über die Ähnlichkeit von Sprachen treffen 
und dazu das Vokabular der Sprachen betrachten, basieren auf von Hand erstellten Ressourcen wie der 
Swadesh-Liste (Swadesh, 1952, 1955). Ziel der hier vorgestellten Arbeit soll es sein, Sprachen mittels 
automatischer, korpusbasierter Verfahren zu vergleichen. Basis des Vergleichs werden in erster Linie aus 
Korpora extrahierte häufigkeitssortierte Wortlisten oder aus Paralleltext extrahierte Übersetzungspaare 
von Wörtern sein. 
Die Verfahren werden teilweise durch den Einsatz zusätzlicher Ressourcen erweitert. Dabei handelt es 
sich, soweit möglich, um sprachunabhängige Ressourcen, die mit geringem manuellem Aufwand zu 
erstellen sind. Im Vergleich zu manuell erstellten, sprachspezifischen Ressourcen ist mit gewissen 
Abstrichen bei der Qualität der Ergebnisse der Analysen zu rechnen. Vorteile sind aber deren schnelle 
Erstellbarkeit und der erzielbare Umfang. Außerdem ist so die Erweiterbarkeit der vorgestellten 
Verfahren gewährleistet, falls neue Sprachen in die Analyse einbezogen werden sollen. Darüber hinaus 
werden, wenn möglich, Ansätze aufgezeigt, um die verwendeten Ressourcen auf automatischem Wege zu 
erstellen. 
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Es werden im Rahmen dieser Arbeit rein statistische Verfahren für den Sprachvergleich verwendet. 
Obwohl diese naiv erscheinen können, da sie nicht linguistisch motiviert sind, sind die mit ihnen erzielten 
Resultate vielversprechend. Außerdem eignen sie sich durch ihre mathematisch-statistische Fundierung 
für die Quantifizierung der beschriebenen Phänomene. Es soll im weiteren Verlauf auf Möglichkeiten und 
Einschränkungen der einzelnen vorgestellten Methoden eingegangen werden. 
3.2 Existierende Arbeiten 
Hier soll ein kurzer Einblick in grundlegende Forschungsrichtungen des auf Vokabular basierenden 
Sprachvergleichs gegeben werden. Existierende Arbeiten führen Sprachähnlichkeit auf die 
orthographische oder phonetische Ähnlichkeit von Wörtern zweier Sprachen zurück. Dafür werden meist 
manuell erstellte Listen mit Übersetzungen von Basisvokabular der Sprachen genutzt. Ein Beispiel hierfür 
sind die Swadesh-Listen (Swadesh, 1952, 1955). Diese Listen, benannt nach Morris Swadesh, umfassen 
für eine Sprache jeweils dieselben 100 Wörter und werden manuell erstellt. Anhand von 
Gemeinsamkeiten der einander entsprechenden Wörter zweier Sprachen lassen sich Aussagen über die 
Ähnlichkeit der Sprachen treffen. 
Die Glottochronology (Swadesh, 1950, 1955, 1971) nutzt derartige Listen für ihre Untersuchungen. 
Dieser Zweig der Typologie beschäftigt sich damit, den Zeitpunkt zu bestimmen, zu dem sich zwei 
verwandte Sprachen aus demselben Sprachvorfahren aufgespalten haben. Basis für diese Arbeiten stellt in 
den frühen Arbeiten eine manuelle Begutachtung der Wortlisten dar. Aktuellere Ansätze dieser 
Forschungsrichtung haben den Anspruch, die Analysen der zugrundeliegenden Wortlisten automatisch 
durchzuführen. Auf Grundlage des Anteils gefundener Kognaten kommt es jeweils zur Bestimmung des 
gesuchten Wertes für ein Sprachpaar. Ein Überblick über Arbeiten dieses breiten Feldes wird 
beispielweise in Embleton (1986) oder in McMahon (2005) gegeben. 
Eine umfassende Arbeit zu diesem Thema haben Brown et al. (2008) erstellt. Hier wird eine automatische 
Klassifikation von Sprachen auf Basis phonologischer Ähnlichkeit zwischen Wortpaaren der bilingualen 
Wortlisten vorgenommen. 
Weitere Arbeiten in diesem Forschungsfeld beschäftigen sich mit der Evaluation verschiedener 
linguistischer Maße zur Bestimmung eines Abstands zwischen Wörtern (Wichmann, 2010). Auch 
Heeringa (2006) stellt Untersuchungen bezüglich verschiedener Algorithmen zur Berechnung von 
Stringähnlichkeiten für die Dialekte von mehreren Sprachen an. Dabei dienen phonetische 
Beschreibungen der Wörter als Grundlage. 
In angrenzenden Forschungsfeldern untersucht man Wege zum Auffinden von Kognaten zweier oder 
mehrerer Sprachen. Ein Kognat ist ein Wort in einer Sprache, das einem Wort einer anderen Sprache in 
Form und Bedeutung ähnlich ist. Die Ursache hierfür liegt in einer Verbindung zwischen den beiden 
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Sprachen (Richards, 1985, S.43). Dieser Zusammenhang kann dabei eine genealogische Verwandtschaft 
oder beispielsweise Sprachkontakt sein. Gefundene Kognaten können dann genutzt werden, um Aussagen 
über die Ähnlichkeit von Sprachen zu treffen. Leider beschränken sich die meisten Arbeiten dabei auf 
wenige Sprachen innerhalb eines Schriftsystems. 
Kondrak und Sherif (2006) ermitteln Kognaten mittels phonetischer Ähnlichkeit. Dabei werden 
verschiedene Algorithmen zum Beschreiben der Ähnlichkeit verglichen. Besonders werden manuell 
erstellte phonetische Zuordnungen und maschinell erlernte Zuordnungen nebeneinander gestellt. 
Einen grundlegend anderen Ansatz verfolgen auch Singh und Surana (2007). Sie untersuchen 
verschiedene korpusbasierte Verfahren auf ihre Nützlichkeit zum Sprachvergleich hin ohne dabei 
vordefinierte Wortlisten zu verwenden. Dies geschieht auf Basis verschiedener Brahmi-Sprachen. Sie 
zeigen, dass selbst ein naiver, rein statistischer Ansatz gute Ergebnisse erzielen kann. Hierbei kommt ein 
Vergleich auf orthographischer Ebene innerhalb eines Skriptsystems zum Einsatz. Diese Methodik ist der 
im Rahmen dieser Arbeit präsentierten am ähnlichsten. 
3.3 Wortlistenbasierte Ansätze zur Sprachähnlichkeit 
In diesem Abschnitt wird die Ähnlichkeit von Sprachen auf gemeinsame Wörter oder Buchstaben- bzw. 
Zeichentrigramme in Korpora zurückgeführt. Der Vergleich der betrachteten Elemente erfolgt dabei mit 
oder ohne Verwendung zusätzlicher Informationen wie Rang oder relativer Frequenz. Es werden 
verschiedene methodische Ansätze für den Vergleich vorgestellt. Erweiterungen des Ansatzes betreffen 
beispielweise die Transliteration der untersuchten Einheiten, um einen Vergleich auf einer gemeinsamen 
Ebene unabhängig von Faktoren wie dem Schriftsystem zu ermöglichen. 
3.3.1 Einleitung 
Zuerst werden nun Untersuchungen zur Beschreibung von Sprachähnlichkeit basierend auf dem Auftreten 
gemeinsamer Wörter oder identischer Buchstabenfolgen in beiden Sprachen durchgeführt. Dabei wird 
zunächst nur die orthographische Ebene betrachtet. Zum Vergleich der Sprachen werden entweder die 
hochfrequenten Wörter der Sprache direkt oder die aus diesen extrahierten Buchstabentrigramme 
untersucht. 
Die Untersuchungsgrundlage stellen Texte der Gegenwartssprache in 449 Sprachen dar. Hierbei wurden 
absichtlich, je nach Sprache, verschiedene Quellen ausgewählt. Unterschiede bestehen unter anderem 
hinsichtlich der Textsorten oder der Sachgebiete. Ziel ist es dabei, die Robustheit der verfolgten Ansätze 
gegenüber der Wahl solcher Parameter zu zeigen. Zu diesem Zweck werden weitere Vergleichsanalysen 
durchgeführt, beispielsweise unter Nutzung thematisch identischer Texte. 
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Beispiele für genutzte Quellen sind die Allgemeine Erklärung der Menschenrechte
13
, welche online 
abrufbar in ungefähr 400 Sprachen vorliegt, oder Dokumente der Zeugen Jehovas
14
, die in mehr als 250 
Sprachen im World Wide Web abrufbar sind. Für mehrere Sprachen, die im Web in größerem Umfang 
auftreten, wurden auch Korpora aus zufällig ausgewählten Webseiten erzeugt, siehe hierzu Kapitel 2. Die 
beschriebenen Quellen werden je für ein Drittel der Sprachen genutzt. 
Es ist anzumerken, dass die Allgemeine Erklärung der Menschenrechte mit ungefähr 2000 Wörtern (im 
Deutschen) ein sehr kurzes Dokument ist. Die verwendeten Verfahren müssen sich daher als robust 
gegenüber der für die Einzelsprachen vorhandenen Textmenge erweisen. 
3.3.2 Problem Schriftsystem 
Die Basis der im Folgenden vorgestellten Verfahren bilden die im Text verwendeten Wörter der Sprache. 
Ein direkter Vergleich von orthografischen Formen der Wörter ist dabei schwierig aufgrund der großen 
Anzahl der verschiedenen Schriftsysteme, die existieren. Tabelle 3.1 stellt eine kleine beispielhafte 
Auswahl dar. Eine Ähnlichkeit von Wörtern über Schriftsystemgrenzen hinweg kann durch einfachen 
Vergleich orthographischer Formen kaum bestimmt werden. Innerhalb eines Schriftsystems sind 
Vergleiche auf orthografischer Ebene aber durchführbar. Die Möglichkeiten, die Ähnlichkeit von 
Sprachen innerhalb von Schriftsystemen auf dieser Ebene zu untersuchen, soll zuerst weiterverfolgt 
werden. 
Des Weiteren werden Wege präsentiert, Schriftsystemgrenzen bei der Betrachtung von Sprachähnlichkeit 
zu überwinden. Wege hierfür werden die Transliteration von Wörtern in ein gemeinsames Schriftsystem 
oder aber die Betrachtung phonetischer Ähnlichkeit von Wörtern sein. Darüber hinaus werden Verfahren 
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Schrift Beispielsprache Textbeispiel 
Kyrillisch Russisch ибо, где двое или трое собраны во имя Мое, там Я посреди них. 
Lateinisch Deutsch Denn wo zwei oder drei versammelt sind in meinem Namen, da bin 
ich mitten unter ihnen. 
Arabisch Arabisch النه حيثما اجتمع اثنان او ثالثة باسمي فهناك اكون في وسطهم 
Devanagari Marathi हे खरे आहे काऱण तुमच्यापैकी जर दोघे ककिं वा ततघे माझ्या नावात एकत्र 
जमऱे असतीऱ तेथे तयािंच्यामध्ये मी आहे. 
Kannada Kannada ಇದು ಸತ್ಯ. ಏಕೆೆಂದರೆ ಎಲ್ಲ ಿಇಬ್ಬರಾಗಲ್ಲ ಮೂವರಾಗಲ್ಲ ನನನಲ್ಲಿ ನೆಂಬಿಕೆಯನ್ನನಟ್ುು 
ಒಟ್ಾುಗಿ ಸೆೇರಿಬ್ೆಂದಿರುತ್ಾಾರೊೇ ಅವರ ಮಧ್ಯದಲ್ಲಿ ನಾನ್ನರುತ್ೆಾೇನೆ. 
Tabelle 3.1: Auflistung verschiedener Schriftsysteme mit je einer Beispielsprache und identischem Bibelvers als Textbeispiel. 
Eine Möglichkeit, Sprachen mit unterschiedlichen Skripten zu vergleichen, ist die Überführung in ein 
gemeinsames Skript. Man spricht in diesem Fall von Transliteration. Im Verlauf des Kapitels wird die 
Nützlichkeit der Transliteration für den Sprachvergleich ebenfalls untersucht. Hierzu werden mittels der 
Bibliothek ICU
15
 (International Components for Unicode) die Wörter aller untersuchten Sprachen in ein 
vereinfachtes lateinisches Schriftsystem ohne diakritische Zeichen überführt. Das Ergebnis dieser 
Umwandlung soll dann als Eingabe für einen orthographischen Sprachvergleich dienen. 
Die Übertragung in eine gemeinsame phonetische Beschreibung ist ebenfalls möglich. Benötigt wird hier 
allerdings eine möglichst korrekte Zuordnung von orthographischer Form und phonetischer Beschreibung 
der Wörter für die Einzelsprachen. Hier bietet sich beispielsweise die Nutzung von Verfahren des 
maschinellen Lernens an. Benötigt werden in diesem Fall allerdings umfangreiche Trainingsdaten, also 
Paare von orthografischer und phonetischer Form (Kondrak, 2006). 
Generell verfolgt diese Arbeit aber einen Ansatz, der möglichst ohne die Verwendung solcher manuell 
erstellten Ressourcen auskommen soll. Für die Texte der meisten untersuchten Sprachen wäre es ohnehin 
nicht möglich, die nötige Menge an Trainingsdaten bereitzustellen. Häufig beschränken sich die 
vorhandenen Texte auf Bibelübersetzungen und der Zugang zu Sprachkundigen ist eingeschränkt. 
Hierdurch sind solche Ansätze, die überwachtes maschinelles Lernen nutzen, ausgeschlossen. 
Inwieweit phonetische Ähnlichkeit zwischen den Wörtern vieler Sprachen dennoch untersucht werden 
kann, wird im Verlauf dieses Kapitels dargestellt. 
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Darüber hinaus werden jedoch auch Ansätze zum Sprachvergleich vorgestellt, die von vornherein nicht 
auf der orthographischen Oberflächenstruktur der Wörter arbeiten und somit unabhängiger vom 
verwendeten Schriftsystem oder der Phonetik der Sprache sind. 
3.3.3 Generelles Vorgehen 
Der Ablauf der in den folgenden Abschnitten vorgestellten Analysen folgt einem festen Muster, welches 
nun kurz umrissen wird.  
1. Preprocessing 
Zunächst werden die zur Erstellung eines Korpus ausgewählten Texte jeder Sprache vorverarbeitet. Dies 
geschieht auf die in Kapitel 2 beschriebene Weise. Die Texte werden also in Sätze und Wörter zerlegt. Es 
werden nicht wohlgeformte Sätze musterbasiert entfernt, bevor eine statistische Auswertung folgt. 
2. Featuring 
Im sich anschließenden Schritt werden die zum Vergleich herangezogenen Merkmale des Textes 
ausgewählt und ermittelt. Hierbei handelt es sich in erster Linie um die in dem jeweiligen Korpus 
vorkommenden Wörter oder Trigramme. Diese werden nach Häufigkeit sortiert und mit Rang oder 
Frequenz versehen. Auch eine weitergehende Bearbeitung dieser grundlegenden Features erfolgt, 
beispielsweise durch Logarithmierung der Werte. 
3. Comparison 
Die so bestimmten Features müssen als nächstes verglichen werden. Ziel ist eine Quantifizierung der 
Ähnlichkeit der Features, mit der sich Rückschlüsse auf die Ähnlichkeit der Korpora und somit der 
Sprachen ziehen lassen. Zum Einsatz kommen unter anderem Verfahren, die die Gemeinsamkeiten zweier 
sortierter (Wort-)Listen bestimmen. Darüber hinaus werden die Features auch als Vektoren interpretiert 
und mittels entsprechend anwendbarer Verfahren verglichen. 
4. Evaluation 
In einem letzten Schritt gilt es, die Ergebnisse des Vergleichs zu evaluieren. Hierfür bietet sich die 
Ermittlung der Übereinstimmung mit bekannten Sprachklassifikationen oder anderen objektiv 
bestimmbaren Faktoren an. In dieser Arbeit wird dafür unter anderem ein Abgleich mit der Einteilung in 
Sprachfamilien vorgenommen. 
Um dies zu ermöglichen, werden die Sprachen entsprechend der Ergebnisse des Sprachvergleichs 
zunächst in homogene Gruppen zusammengefasst, also geclustert. Die Übereinstimmung dieser Gruppen 
mit Einteilungen wie Sprachfamilien wird dann in einem nächsten Schritt bestimmt. Darüber hinaus wird 
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ein Vergleich mit Angaben zur geographischen Nähe zwischen den Verbreitungsgebieten der Sprachen 
angestellt. 
3.3.4 Vergleich der Sprachen auf Basis der hochfrequenten Wörter 
Für die folgende Analyse wird für die Texte jeder Sprache zuerst die Frequenz der einzelnen Wörter 
bestimmt. Aufgrund der Mehrdeutigkeit des Begriffes Wort, soll nun festgelegt werden, was genau in 
diesem Zusammenhang darunter zu verstehen ist. 
3.3.4.1 Wortform vs. Lexem  
Von grundlegender Bedeutung in Bezug auf die Definition eines Wortes ist die Unterscheidung von 
grammatischem Wort, Wortform und Lexem (Linke, Nussbaum, 1996, S. 56ff). 
Grammatische Wörter sind eine spezifische grammatische Ausprägung eines Wortes ohne gezielte 
lautliche oder schriftliche Realisierung. Solch ein grammatisches Wort wird wiederum durch eine 
Wortform realisiert. Hierbei ist zu beachten, dass unterschiedliche grammatische Wörter durch 
homographe (oder homophone) Wortformen umgesetzt sein können. Ein Beispiel ist die englische 
Wortform cooks, welche sowohl die schriftliche Realisierung eines Pluralnomens sein kann (die Köche), 
als auch für die 3. Person Singular eines Verbs stehen kann (er/sie/es kocht).  
Die Begriffe Wortform und syntaktisches Wort stehen in Kontrast zum Konzept Lexem. Dies wiederum 
"...sind Zusammenfassungen von syntaktischen Wörtern unter Neutralisierung von bestimmten ihrer 
Merkmale..." (Linke 1996, S. 58). Es findet also eine Zusammenfassung verschiedener grammatischer 
Ausprägungen, beispielsweise der Konjugationsformen eines Verbs, statt. 
Im Folgenden sollen nun unter einem Wort stets alle homographen Wortformen verstanden werden. Es 
wird also nur die orthographische Oberflächenstruktur untersucht. Somit sind zwei Wörter identisch, 
wenn sie durch dieselbe Zeichenkette ausgedrückt werden. Dies hat den Vorteil, dass keine tiefere 
Analyse der Texte nötig ist, um zusätzlich alle Formen eines Lexems zu bestimmen oder eine 
homographe Form dem korrekten Lexem zuzuweisen. Für viele der untersuchten Sprachen fehlen hierzu 
ohnehin die nötigen Analysewerkzeuge. 
3.3.4.2 Worthäufigkeiten 
Zunächst erfolgt die Vorverarbeitung der zu untersuchenden Texte, wie in Kapitel 2 beschrieben. Basis 
sind also Textkorpora, die bereits in Sätze und Wörter zerlegt sind. Es wird dann, entsprechend der eben 
festgelegten Definition, jedem Wort dessen Frequenz zugeordnet. Es wird somit die Gesamthäufigkeit des 
Auftretens jedes Wortes im Korpus bestimmt. 
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Darüber hinaus wird jedem Wort ein Rang zugeordnet, welcher der Position in der absteigend 
häufigkeitssortierten Liste aller Wörter entspricht. Das häufigste Wort erhält somit Rang 1, das 
zweithäufigste Rang 2 usw. Die Basis für den Vergleich der Sprachen stellen die Listen der n häufigsten 
Wörter dar, zusätzlich versehen mit der relativen Frequenz bzw. dem Rang der einzelnen Wörter. Diese 
Listen können beispielsweise als Vektor, Wahrscheinlichkeitsverteilung oder als einfache rangsortierte 
Liste interpretiert werden. Für jede dieser Möglichkeiten gibt es verschiedene Ansätze des Vergleichs. 
Einige werden im Unterkapitel über Ähnlichkeitsmetriken kurz eingeführt. 
3.3.5 Vergleich der Sprachen auf Basis der hochfrequenten Trigramme 
In diesem Abschnitt werden Zeichentrigramme als eine Basis des Sprachvergleichs eingeführt. Dabei 
wird besonders auf den genauen Vorgang der Zählung dieser Einheiten eingegangen, wobei der gewählte 
Ansatz über Sprachgesetze motiviert wird. 
  
Als Feature zur Analyse der Sprachähnlichkeit sollen nicht nur die reinen Wörter der Sprachen 
herangezogen werden, sondern auch die vorkommenden Zeichen-N-Gramme. Unter einem N-Gramm soll 
hier eine Folge von n aufeinanderfolgenden Zeichen eines Textes verstanden werden. 
In der Literatur werden N-Gramme häufig im Bereich der Spracherkennung als Features eingesetzt. So 
nutzt Cavnar (1994) ein Ranking aller N-Gramme niedriger Ordnung. Andere Arbeiten im Bereich 
Textkategorisierung und Spracherkennung, wie von Grefenstette (1995), greifen hierbei nur auf 
Trigramme zurück. Diesem Ansatz wird in dieser Arbeit ebenfalls gefolgt. 
Ziel der Nutzung von Trigrammen ist es, typische Wortbestandteile zu identifizieren. Kommen 
Zeichenketten wiederholt in verschiedenen Wörtern vor, handelt es sich dabei im Normalfall um 
charakteristische Wortteile, unter denen sich beispielsweise Prä- oder Suffixe oder Teile dieser befinden. 
Zur Erstellung der für die weiteren Untersuchungen genutzten N-Grammlisten gehen wir wie nachstehend 
beschrieben vor. Basis ist jeweils eine Wortliste der Sprache. Es wird jedes Wort einzeln untersucht, 
wodurch keine N-Gramme extrahiert werden, die sich im zugrundeliegenden Text über mehrere Wörter 
erstrecken. Jedem Wort wird allerdings ein Wortanfangs- und Wortendezeichen hinzugefügt, im 
Folgenden markiert durch die Symbole "^" und "$". Für die auf diese Weise bearbeiteten Wörter der 
Wortliste werden dann alle aufeinanderfolgenden Zeichenketten der Länge 3 extrahiert. Alle 
Zeichenketten werden dabei in Kleinbuchstaben konvertiert. Bei der Extraktion der Trigramme kommt es 
zu einer Überlappung der Zeichentripel. Ein Buchstabenvorkommen kann also Teil mehrerer Trigramme 
sein. Als Beispiel sie hier die Ermittlung aller Trigramme des Wortes Haus in Abbildung 3.1 angeführt. 
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Abbildung 3.1: Extraktion der Trigramme auf Zeichenebene für das Wort Haus. 
Die Frequenz der Einzelwörter im Korpus wird bei dem beschriebenen Ansatz nicht berücksichtigt. Jedes 
Wort fließt also nur einmal in die Analyse ein, egal wie oft es im Korpus vorkommt. Als Begründung 
hierfür sei das Zipfsche Gesetz (Zipf, 1935, 1949) angeführt. Hierbei handelt es sich um ein Gesetz, 
benannt nach George Kingsley Zipf, das unter anderem im Bereich der Korpuslinguistik betrachtet wird. 
Es gilt, zumindest näherungsweise, für den Zusammenhang von Rang und Häufigkeit von Wörtern in 
natürlichsprachlichem Text und darüber hinaus auch für viele weitere soziale oder physische Phänomene. 
Daten, die dem Zipfschen Gesetz entsprechen, unterliegen einer sogenannten Zipfverteilung. Hierbei 
handelt es sich um eine Familie von Verteilungen, die dem Potenzgesetz folgen. 
Bei Anwendung auf die Verteilung der Wörter in einem Text besagt das Zipfsche Gesetz Folgendes: Die 
Frequenz 𝑃 eines Wortes ist invers proportional zu dessen Rang 𝑛. 




Bei einer üblichen Zipfverteilung bedeutet dies, dass das häufigste Wort ungefähr doppelt so oft auftreten 
wird wie das zweithäufigste, viermal so oft wie das vierthäufigste usw. 
Der Zusammenhang gilt oft nur näherungsweise für reale Sprachdaten. So entspricht häufig der Exponent 
des Rangs n nicht stets dem Wert -1. Stattdessen schwankt dieser Exponent in Abhängigkeit von Faktoren 
wie der Sprache der Texte. 
Diesem Sachverhalt wird durch Benoit Mandelbrot (1953) Rechnung getragen. Er führt den Exponenten a 
und den Parameter m ein, um somit Anpassungen des Gesetzes zu erlauben. Es ergibt sich folgende 
Formel: 
𝑃𝑛 ∝  
1
(𝑛 + 𝑚)𝑎
= (𝑛 + 𝑚)−𝑎 . 
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Der Parameter m wird nachstehend nicht betrachtet und mit dem Wert 0 versehen. Die Formel vereinfacht 
sich zu: 
𝑃𝑛 ∝  
1
(𝑛)𝑎
= (𝑛)−𝑎 . 
 
Im Folgenden wird der vom erweiterten Zipfschen Gesetz beschriebene Zusammenhang von Rang und 
Frequenz von Wörtern anhand mehrerer Textkorpora verdeutlicht. Hierzu dienen die Darstellungen 3.2, 
3.3 und 3.4. Die Achsen der Diagramme sind dabei logarithmisch skaliert. Es ist zu erwarten, so die 
Daten dem Gesetz folgen, dass die Datenpunkte näherungsweise entlang einer Geraden liegen. 
Die Darstellungen 3.2 und 3.3 stellen besagten Sachverhalt für Korpora der deutschen Sprache dar. 
Verwendung finden hier Nachrichtentexte aus dem Jahre 2010 mit einem Umfang von 100.000 Sätzen 
(3.2) bzw. 1.000.000 Sätzen (3.3). Wie zu erwarten befinden sich die Datenpunkte jeweils annähernd auf 
einer Geraden. Der vom Zipfschen Gesetz beschriebene Zusammenhang scheint also zu gelten. 
Für beide Darstellungen wurde jeweils der durchschnittliche Anstieg der logarithmierten Werte im 
Rangbereich 10 bis 10.000 berechnet. Die Einschränkung auf diesen Teilbereich der Ränge erfolgt, da 
reale Daten für niedrige und hohe Ränge häufig eine Abweichung von der zu erwartenden Verteilung 
aufweisen (Manning, 1999, S. 25). Vergleicht man nun den Anstieg der beiden deutschen Korpora, so 
sind die Werte nahezu identisch trotz unterschiedlicher Korpusgrößen. Beim Vergleich mit dem 
russischen Korpus in Darstellung 3.4, das ebenfalls aus Nachrichtentexten des Jahres 2010 mit einem 
Umfang von einer Million Sätzen besteht, fallen Unterschiede auf. Der Anstieg beträgt hier -0,842 statt -
0,996. 
Der zuvor beschriebene Anstieg, nun bezeichnet als 𝑏, entspricht dem Exponenten −𝑎 aus der Formel des 
erweiterten Zipfschen Gesetzes. Es gilt also: 
𝑃𝑛 ∝  
1
𝑛𝑎
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Abbildung 3.2: Verhältnis von Rang und Frequenz der Wörter eines deutschen Textkorpus bei logarithmischer Darstellung. Als 
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Abbildung 3.3: Verhältnis von Rang und Frequenz der Wörter eines deutschen Textkorpus bei logarithmischer Darstellung. Als 
Quelle dienten Nachrichtentexte mit einem Umfang von 1.000.000 Sätzen. Durchschnittlicher Anstieg im Rangbereich 10 bis 
10.000 ist -0,996. 
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Abbildung 3.4: Verhältnis von Rang und Frequenz der Wörter eines russischen Textkorpus bei logarithmischer Darstellung. Als 
Quelle dienten mit einem Umfang von 100.000 Sätzen. Durchschnittlicher Anstieg im Rangbereich 10 bis 10.000 ist -0,842. 
Die genaue Ausprägung des erweiterten Zipfschen Gesetzes variiert also in Abhängigkeit von der 
untersuchten Sprache. Die Verteilung der Häufigkeiten in Abhängigkeit vom Rang folgt dabei dem 
beschriebenen Zusammenhang. Damit einher gehen die sehr hohe Frequenz weniger Wörter und die 
niedrige Frequenz vieler Wörter aufgrund der dem Potenzgesetz folgenden Verteilung.  
Würden nun für die Bestimmung der häufigsten Trigramme eines Korpus die Wortfrequenzen mit in die 
Berechnung einfließen, unterläge die Liste in erster Linie dem Einfluss weniger hochfrequenter 
Stoppwörter. Das Ziel, typische Wortbestandteile wie Prä- oder Suffixe zu ermitteln, würde damit 
erschwert. Daher fließt bei der Erstellung der für diese Arbeit genutzten Trigrammlisten jedes Wort der 
Wortliste nur einmal ein. 
Zur Untermauerung dieses Vorgehens werden nun zwei häufigkeitssortierte Trigrammlisten des 
Deutschen generiert. Die Erstellung erfolgt auf Basis der 1.000 häufigsten Wörter eines deutschen 
Korpus. Hierbei wird die Frequenz der Wörter einmal berücksichtigt und einmal außen vor gelassen. 
Unter Einbeziehung der Frequenz finden sich unter den häufigsten 10 Trigrammen drei hochfrequente 
Wörter des Deutschen, nämlich und, ich und der. Zieht man die Frequenz der Wörter jedoch nicht zur 
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Berechnung heran, so verbleiben hauptsächlich typische Wortanfänge oder -enden in der Liste. Auffällig 
ist allein das Trigramm ein. Für dessen Vorhandensein ist jedoch nicht das gleich lautende Wort 
verantwortlich. Stattdessen führt dessen häufiges Auftreten als Bestandteil von Pronomen und weiteren 
Wörtern wie eine, einen, einer, sein, seine, seiner, mein, kein, deine, deiner, Stein, eins, rein usw. zu 
dessen niedrigem Rang in der Trigrammliste. 
Rang Häufigste Trigramme ohne 
Berücksichtigung der Wortfrequenz 
Häufigste Trigramme unter 
Berücksichtigung der Wortfrequenz 
1 en$ en$ 
2 er$ er$ 
3 ein ^de 
4 ten nd$ 
5 ^ge ch$ 
6 te$ ^un 
7 ine ie$ 
8 cht und 
9 nde ich 
10 es$ der 
Tabelle 3.2: Die zehn häufigsten Trigramme des Deutschen, ermittelt anhand eines Korpus auf Basis von Bibeltexten. 
3.3.6 Ähnlichkeitsmetriken 
In diesem Unterkapitel werden verschiedene Verfahren aufgeführt, die sich für den Vergleich von 
Wortlisten der Korpora einer oder mehrerer Sprachen eignen. Darunter sind Verfahren oder Metriken 
aufgelistet, die in der Literatur für eben diese Anwendung bereits genutzt werden ebenso wie solche, die 
bisher nicht in diesem Zusammenhang gebraucht wurden. 
Die Methoden sind allesamt nicht linguistisch motiviert und dienen allgemein zum Vergleich von nach 
Rang sortierten Listen, zum Vergleich von Wahrscheinlichkeitsverteilungen oder zum Vergleich von 
Vektoren, als welche die Wortlisten problemlos interpretiert werden können. 
3.3.6.1 In der Literatur verwendete Verfahren und deren Anwendung 
Kilgarriff (Kilgarriff, 2001) zeigt mehrere Wege auf, quantitative Aussagen über die Unterschiede oder 
Ähnlichkeit zweier Korpora zu treffen. Dabei werden stets nur Korpora derselben Sprache betrachtet. Auf 
der einen Seite werden Verfahren vorgestellt, um Wörter zu identifizieren, die auffallend häufiger in 
einem der Korpora gebraucht werden. 
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Außerdem werden Metriken präsentiert, um die Ähnlichkeit zweier Korpora zu quantifizieren. 
Zurückgeführt werden diese Unterschiede stets auf das in beiden Korpora genutzte Vokabular. Es wird 
darauf hingewiesen, dass das Problem einer Quantifizierung von Korpusähnlichkeit komplex ist und die 
optimale Lösung, also die beste Metrik, auch vom Zweck des Vergleiches abhängt. 
Statistische Verfahren wie der Chi-Quadrat-Test und Korrelationskoeffizienten wie Spearmans Rho 
stellen sich bei Kilgarriffs Untersuchungen als sinnvolle Metriken heraus, während Cross-Entropy-
basierte Verfahren schlechtere Ergebnisse liefern. 
Solch ein Verfahren, genauer die Symmetric Cross Entropy, wird von Singh (2007) in seiner Arbeit 
eingesetzt. Dieses Maß dient dem Vergleich zweier Wahrscheinlichkeitsverteilungen. Es wird verwendet, 
um die Verteilung der Buchstaben-5-Gramme von 10 südasiatischen Sprachen zu vergleichen. Die 
Anwendung auf Listen von Worthäufigkeiten ist ebenfalls möglich. 
Insgesamt lässt sich das die Berechnung von Sprachähnlichkeit auch auf das Problem der 
Sprachidentifikation zurückführen. Hierbei geht es generell um die Zuordnung eines Textes zu einer von 
mehreren bekannten Sprachen. Dafür ist ein Vergleich des zu untersuchenden Textes mit vorhandenen 
Referenztexten bzw. Referenzkorpora der möglichen Sprachen nötig. Auch hier wird also 
Sprachähnlichkeit auf die Ähnlichkeit von Texten bzw. Korpora zurückgeführt. Es bedarf hierfür 
zunächst einer einheitlichen Beschreibung der zu untersuchenden Texte, welche dann im zweiten Schritt 
mit der Beschreibung der Referenztexte verglichen wird. Dabei wird der ähnlichste Referenzkorpus 
ermittelt, da dessen Sprache vermutlich auch die des untersuchten Textes ist. 
Zur Beschreibung der Texte dienen in der Literatur beispielsweise Wortlisten oder Listen von Buchstaben 
N-Gramm niedriger Ordnung (Cavnar, 1994; Dunning, 1994; Grefenstette, 1995). Als Methodiken zum 
Vergleich dieser Objekte werden häufig Vektorähnlichkeit, Rangkorrellationsmethoden, aber auch 
weitere Verfahren (Artemenko, 2006) herangezogen. 
Es ergeben sich allerdings entscheidende Unterschiede zwischen Sprachidentifikation und der Analyse 
der Sprachähnlichkeit. Zum einen interessieren bei der Sprachidentifikation gewöhnlich nur das 
ähnlichste Korpus und dessen Sprache. Der Abstand des betrachteten Textes zu diesem Referenzkorpus 
wird mittels einer Metrik festgehalten. Die Ähnlichkeit zu den übrigen Sprachen wird nur zur 
Bestimmung der ähnlichsten Sprache benötigt. Eine weitere Analyse dieser Werte erfolgt normalerweise 
nicht. Außerdem liegt das Interesse der Spracherkennung nur darin, identische Sprachen aufzuspüren. Ist 
der untersuchte Text zu keinem der Referenzkorpora ähnlich genug, wird er keiner Sprache zugeordnet. 
38 
Quantitative Untersuchungen zur Sprachähnlichkeit 
3.3.6.2 Eingesetzte Verfahren 
Im Folgenden werden die in dieser Arbeit für den Vergleich der Wort- bzw. Trigrammlisten genutzten 
Verfahren vorgestellt. Dabei werden sowohl die allgemeinen methodischen Ansätze erläutert, als auch 
das genaue Vorgehen bei der Anwendung auf die zu vergleichenden Listen. 
a Modifiziertes Kendalls Tau 
Kendalls Tau bietet sich als Verfahren der Rangkorrelation zum Vergleich von Elementlisten an. Um die 
Anwendung auch im Fall des Sprachvergleichs zu gewährleisten, sind allerdings Anpassungen der 
Definition des Koeffizienten nötig. Diese werden nachfolgend eingeführt. 
 
Kendalls Tau (Kendall, 1938), bzw. der Kendall-Tau-Rangkorrelationskoeffizient, ist ein parameterfreies 
Maß, das die Korrelation zwischen den Rängen der Elemente zweier sortierter Listen beschreibt. Es trifft 
also eine Aussage über die Ähnlichkeit zwischen rangsortierten Listen. Dabei wird das Verhältnis von 
konkordanten und diskordanten Elementpaaren zwischen beiden Listen bestimmt. Das Ergebnis ist ein 
Wert im Intervall  [1,-1], wobei Listen mit perfekter Übereinstimmung der Ränge, sprich identische 
Listen, den Wert 1 erhalten und maximal unterschiedlich sortierte Listen, also invertierte Listen, den Wert 
-1. Vollständig unabhängige Rangfolgen erhalten der Wert 0. 
Als Rangkorrelationskoeffizient ist es Maßen wie Spearmans Rho (Kilgarriff, 2001) ähnlich. Die Wahl 
von Kendalls Tau als Korrelationkoeffizient ist damit begründet, dass es sich um ein Maß handelt, das 
leicht verständlich ist und der Intuition entspricht. Beim Vergleich zweier Listen die Anzahl korrekt 
sortierter Elementpaare gegen die fehlerhaft sortierten abzuwägen, ist ein natürliches Vorgehen. 
Kendalls Tau τ  ist folgendermaßen definiert: 
Gegeben ist eine Menge 𝑋 der Mächtigkeit 𝑛 ∈  ℕ, mit den Elementen 𝑥1 , … , 𝑥𝑛 . 𝑋 ist hierbei also die 
Menge der zu sortierenden Elemente, die in diesem Fall beispielweise Wörtern entsprechen. 
Seien 𝑅1 und 𝑅2 zwei bijektive, also eineindeutige Abbildungen, die jedem 𝑥𝑖 ∈ 𝑋 eine natürliche Zahl 
im Intervall [1, 𝑛] zuordnen. 𝑅1(𝑥𝑖) und 𝑅2(𝑥𝑖) entsprechen somit den Rängen des Elements 𝑥𝑖  in den 
beiden sortierten Listen. 
Betrachtet werden nun alle Paare (𝑥𝑖 ,𝑥𝑗 ) von Elementen aus 𝑋 mit 𝑖 < 𝑗. Für diese gilt nun: 
1) Wenn 𝑅1 𝑥𝑖 < 𝑅1 𝑥𝑗   und 𝑅2 𝑥𝑖 < 𝑅2 𝑥𝑗  , so ist das Paar (𝑥𝑖 ,𝑥𝑗 ) konkordant. 
2) Wenn 𝑅1 𝑥𝑖 > 𝑅1 𝑥𝑗   und 𝑅2 𝑥𝑖 > 𝑅2 𝑥𝑗  , so ist das Paar (𝑥𝑖 ,𝑥𝑗 ) konkordant. 
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3) Wenn 𝑅1 𝑥𝑖 < 𝑅1 𝑥𝑗   und 𝑅2 𝑥𝑖 > 𝑅2 𝑥𝑗  , so ist das Paar (𝑥𝑖 ,𝑥𝑗 ) diskordant. 
4) Wenn 𝑅1 𝑥𝑖 > 𝑅1 𝑥𝑗   und 𝑅2 𝑥𝑖 < 𝑅2 𝑥𝑗  , so ist das Paar (𝑥𝑖 ,𝑥𝑗 ) diskordant. 
Sei 𝐾𝑃 die Anzahl der konkordanten Paare und 𝐷𝑃 die Anzahl der diskordanten Paare. Dann ist Kendalls 






Kendalls Tau entspricht also dem Verhältnis der konkordanten und diskordanten Elementpaare in Bezug 
auf die beiden rangsortierten Listen. Der Nenner entspricht der Anzahl der möglichen Elementpaare. 
Sollten nun alle Paare konkordant sein, so gilt automatisch: τ = 1. Ist hingegen eine Liste invers zur 
anderen, so gilt verständlicherweise: τ = −1, da dann alle Paare diskordant sind. 
Ursprünglich ist Kendalls Tau nur definiert für zwei rangsortierte Listen derselben Elementmenge. In 
dem hier auftretenden Anwendungsszenario ist aber nicht davon auszugehen, dass die zu vergleichenden 
Listen eine identische Elementmenge besitzen. Daher wird die Berechnung des Koeffizienten modifiziert. 
Die Modifikation von Kendalls Tau für nicht-identische Elementmengen sei folgendermaßen definiert: 
Gegeben seien diesmal eine Menge 𝑋 der Mächtigkeit 𝑛 ∈  ℕ, mit den Elementen 𝑥1, … , 𝑥𝑛  und eine 
Menge 𝑌 der Mächtigkeit 𝑚 ∈  ℕ, mit den Elementen 𝑦1 , … , 𝑦𝑚  . Die Mengen müssen nicht disjunkt sein. 
Sei 𝑅1 eine eineindeutige Abbildung, die jedem 𝑥𝑖 ∈ 𝑋 eine natürliche Zahl im Intervall [1, 𝑛] zuordnet 
und sei 𝑅2 eine eineindeutige Abbildung, die jedem 𝑦𝑖 ∈ 𝑌 eine natürliche Zahl im Intervall [1, 𝑚] 
zuordnet. 𝑅1 ordnet also jedem Element aus 𝑋 einen Rang zu und 𝑅2 jedem Element aus 𝑌. 
Sei nun 𝑍 die Menge aller Elemente der Vereinigung von 𝑋 und 𝑌. Sei 𝑅1
′  die Abbildung, die zusätzlich 
zu den von 𝑅1 festgelegten Zuordnungen, jedem Element 𝑧𝑖 ∈ 𝑍 mit 𝑧𝑖 ∉ 𝑋 den Wert 𝑛 + 1 zuordnet. Sei 
zusätzlich die Abbildung 𝑅2
′  die Abbildung, die zusätzlich zu den von 𝑅2 festgelegten Zuordnungen, 
jedem Element 𝑧𝑖 ∈ 𝑍 mit 𝑧𝑖 ∉ 𝑌 den Wert 𝑚 + 1 zuordnet. 
Betrachtet werden alle Paare (𝑧𝑖 ,𝑧𝑗 ) von Elementen aus 𝑍 mit 𝑖 < 𝑗. Für diese gilt nun: 
1) Wenn 𝑅1
′ 𝑧𝑖 < 𝑅1
′   𝑧𝑗   und 𝑅2
′ 𝑧𝑖 < 𝑅2
′   𝑧𝑗  , so ist das Paar (𝑧𝑖 ,𝑧𝑗 ) konkordant. 
2) Wenn 𝑅1
′ 𝑧𝑖 > 𝑅1
′   𝑧𝑗   und 𝑅2
′ 𝑧𝑖 > 𝑅2
′   𝑧𝑗  , so ist das Paar (𝑧𝑖 ,𝑧𝑗 ) konkordant. 
3) Wenn 𝑅1
′ 𝑧𝑖 < 𝑅1
′   𝑧𝑗   und 𝑅2
′ 𝑧𝑖 > 𝑅2
′   𝑧𝑗  , so ist das Paar (𝑧𝑖 ,𝑧𝑗 ) diskordant. 
4) Wenn 𝑅1
′ 𝑧𝑖 > 𝑅1
′   𝑧𝑗   und 𝑅2
′ 𝑧𝑖 < 𝑅2
′   𝑧𝑗  , so ist das Paar (𝑧𝑖 ,𝑧𝑗 ) diskordant. 
5) Ansonsten ist das Paar weder konkordant noch diskordant. 
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Sei 𝐾𝑃 die Anzahl der konkordanten Paare und 𝐷𝑃 die Anzahl der diskordanten Paare. Dann ist das 






Sind also Elemente der ersten rangsortierten Listen nicht in der zweiten enthalten, werden diese hinter 
dem letzten Element einsortiert und erhalten alle denselben Rang. 
Alternativ könnte man diesen Elementen auch unterschiedliche Ränge hinter dem letzten Element der 
zweiten Liste entsprechend ihrer Häufigkeit in der ersten Liste vergeben. Dies hätte jedoch Konsequenzen 
für die Berechnung des Rangkorrelationskoeffizienten. 
Seien 𝑧𝑖  und 𝑧𝑗  zwei Elemente von 𝑍. Gelte weiterhin 𝑧𝑖 ∉ 𝑌, 𝑧𝑗 ∉ 𝑌, 𝑧𝑖 ∈ 𝑋, 𝑧𝑖 ∈ 𝑋 und 𝑅1
′ 𝑧𝑖 <
𝑅1
′   𝑧𝑗  . Würden 𝑧𝑖  und 𝑧𝑗  entsprechend ihrer von 𝑅1
′  vorgegebenen Reihenfolge an die zweite sortierte 
Liste angefügt, so würde gelten: 𝑅2
′ 𝑧𝑖 < 𝑅2
′   𝑧𝑗  . Somit würde die Anzahl der konkordanten Paare 𝐾𝑃 
um 1 erhöht werden, obwohl bezüglich der Reihenfolge von 𝑧𝑖  und 𝑧𝑗  in der zweiten sortierten Liste keine 
Aussage getroffen werden kann. Vergibt man jedoch allen nicht vorkommenden Elementen denselben 
Rang, so verhindert man einen derartigen Einfluss auf das Ergebnis. 
Dieser Ansatz wird im weiteren Verlauf des Kapitels verfolgt. Angewendet wird er dabei auf die 
häufigkeitssortierten Wort- oder Trigrammlisten identischer Länge der jeweils verwendeten Korpora. 
Kendalls Tau entspricht also, wie bereits erwähnt, dem Verhältnis der konkordanten und diskordanten 
Elementpaare zweier rangsortierten Listen. Enthalten nun die beiden untersuchten Wort- oder 
Trigrammlisten dieselben Elemente sind diese zusätzlich identisch sortiert, so gilt  τ = 1. Enthalten 
hingegen beide Listen keine gemeinsamen Elemente oder sind alle gemeinsamen Elemente zueinander 
invers sortiert, so gilt τ = −1. Der Wert von τ wird also stets Werte im Intervall [−1,1] annehmen. 
Positiv festzuhalten ist, dass Kendalls Tau im hier beschriebenen Anwendungsfall unabhängig von der 
verwendeten Korpusgröße ist. Denn Veränderungen an Wort- oder Trigrammfrequenzen, die nicht mit 
einer Rangänderung in der sortierten Liste einhergehen, haben keinen Einfluss auf den Wert. 
b Kosinus-Ähnlichkeit 
Die Kosinus-Ähnlichkeit wird im Folgenden als ein weiteres Verfahren präsentiert, das für den 
Sprachvergleich genutzt werden kann. Aufgrund der Universalität der Methode ist sie dabei vielseitiger 
einsetzbar als die Rangkorrelation. Sich daraus ergebende Möglichkeiten bezüglich der Definition der 
genutzten Features werden detailliert behandelt. 
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Der hier vorgestellte Ansatz beruht auf dem Vektorraummodell (Salton, 1975). In diesem algebraischen 
Modell werden Objekte, wie Dokumente oder Korpora, durch Vektoren beschrieben. Jede Dimension 
dieses Vektors entspricht dabei einem Identifikator, beispielsweise einem Indexterm. Innerhalb des 
Vektorraummodells existieren dann verschiedene Ansätze, um die Ähnlichkeit zweier Vektoren und 
damit der durch sie repräsentierten Objekte zu bestimmen (Salton, 1983). 
Zunächst soll aber die Erstellung der Vektoren genauer beschrieben werden. Dies wird hier auf Basis der 
Wortlisten der Sprachen geschehen und ist analog für Trigrammlisten oder andere sortierte Listen 
möglich. Ziel ist die Überführung dieser Wortlisten in Vektoren.  
Ausgangspunkt sind Wortlisten der Länge N zweier Korpora. Die Wortlisten sind dabei nach sinkender 
Worthäufigkeit sortiert. 
Jedem Wort wird nun einer von mehreren Werten zugeordnet, die nachstehend definiert sind. Die 
Motivation für die jeweiligen Zuordnungen wird nach der vollständigen Erläuterung der verwendeten 
Kosinus-Ähnlichkeit nachgereicht. 
1) Einem Wort 𝑤 wird ein Wert 𝑅 entsprechend seines Rangs 𝑟 in der Wortliste der Länge 𝑁 
zugeordnet. Der Wert ergibt sich in Abhängigkeit von der Länge der Wortliste und fällt mit 
steigendem Rang 𝑟: 
𝑅(𝑤) = 𝑁 − 𝑟(𝑤) + 1. 
 Das häufigste Wort erhält somit den Wert 𝑅 = 𝑁 und das seltenste Wort der Liste erhält 
 den Wert 𝑅 = 1. 
2) Einem Wort 𝑤 wird ein Wert 𝐹 entsprechend seiner Frequenz zugewiesen. Der Wert ist hierbei 
nur von der Frequenz 𝑓 eines Wortes im Korpus und nicht von der Länge der Wortliste oder 
vom Umfang des Korpus abhängig. Im Folgenden werden Untersuchungen mit der reinen 
Frequenz 𝐹𝑛𝑜𝑟𝑚  und der logarithmierten Frequenz 𝐹𝑙𝑜𝑔  durchgeführt, es gilt: 
𝐹𝑛𝑜𝑟𝑚 (𝑤) = 𝑓(𝑤) und 
𝐹𝑙𝑜𝑔  𝑤 = log 𝑓 𝑤 + 1 . 
 Im Falle der logarithmierten Frequenzen wird die Frequenz aller Wörter zuvor um 1 erhöht. Dies 
 ist nötig, da sich ansonsten für Wörter der Häufigkeit 1 ein Wert von 0 ergibt. 
Ziel ist nun die Überführung der berechneten Werte in Vektoren, die zum Vergleich genutzt werden 
können. Für den Vergleich der Wortlisten 𝑊1 und 𝑊2 der Korpora 𝐿1 und 𝐿2 ist es daher nötig, zwei 
Vektoren 𝑉1 und 𝑉2 im selben Vektorraum, also auch mit derselben Dimension 𝑛 zu erstellen. Eine 
mögliche Vorgehensweise ist nun, die Dimension der Vektoren über die Anzahl unterschiedlicher 
Wortformen in der Vereinigung der Wortlisten 𝑊1 und 𝑊2 festzulegen. Jede Dimension entspricht also 
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einer Wortform. Der einzutragende Wert für ein Wort w in Vektor 𝑉𝑖  ist nun, je nach für den Vergleich 
gebrauchtem Feature, eines der zuvor berechneten 𝑅, 𝐹𝑛𝑜𝑟𝑚  oder 𝐹𝑙𝑜𝑔 . Dies gilt, falls w in der Wortliste 
𝑊𝑖  vorhanden ist. Ansonsten wird der Wert auf 0 gesetzt. 
Zur Bestimmung der Ähnlichkeit zweier Vektoren existieren verschiedene Möglichkeiten. Eine 
Auflistung üblicher Verfahren findet sich in den Arbeiten Saltons (1983). Im Folgenden wird der Ansatz 
der Kosinusähnlichkeit verwendet. Dazu wird der Kosinus des von den beiden Vektoren 
eingeschlossenen Winkels berechnet. Auf eine genaue Herleitung soll an dieser Stelle verzichtet werden. 
Die notwendige Berechnungsvorschrift für die Kosinusähnlichkeit zweier Vektoren lautet: 
cos 𝛼 =
𝑉1 ∗ 𝑉2
 𝑉1 ∗  𝑉2 
=
 (𝑉1𝑖 ∗ 𝑉2 𝑖)
𝑛
𝑖=1
  (𝑉1 𝑖)
2𝑛




Das Ergebnis berechnet sich also aus dem Standardskalarprodukt, auch als euklidisches Skalarprodukt 
bezeichnet, der beiden Vektoren, welches durch das Produkt der Längen der beiden Vektoren geteilt wird. 
Die Kosinus-Ähnlichkeit kann Werte im Intervall [−1,1] annehmen. Dabei bedeutet eine Ähnlichkeit von 
1, dass die Vektoren gleichgerichtet sind, während eine Ähnlichkeit von -1 bei entgegen gerichteten 
Vektoren auftritt. Sind die Werte der Vektoren stets positiv, so nimmt die Kosinus-Ähnlichkeit Werte im 
Bereich [0,1] an. Diese Voraussetzung ist in der hier vorgestellten Anwendung stets erfüllt, da 𝑅, 𝐹𝑛𝑜𝑟𝑚  
und 𝐹𝑙𝑜𝑔  laut Definition stets positiv sind. 
Werden nun zwei identische Korpora verglichen, so ergibt sich, unabhängig von der gewählten 
Zuordnung 𝑅, 𝐹𝑛𝑜𝑟𝑚  oder 𝐹𝑙𝑜𝑔 , stets ein Ähnlichkeitswert von 1. Haben hingegen die Wort- oder 
Trigrammlisten beider Korpora keine gemeinsamen Elemente, so ergibt sich eine Kosinus-Ähnlichkeit 
von 0. 
Ein Vorteil der Kosinusähnlichkeit liegt darin, dass im Vergleich zu rein rangbasierten Verfahren wie 
Kendalls Tau eine höhere Flexibilität bezüglich der verwendeten Features gegeben ist. Schließlich ist es 
ein allgemeines Verfahren zum Vergleich zweier Vektoren. Neben den hier verwendeten rang- oder 
frequenzbasierten Features sind weitere denkbar. Währenddessen sind Metriken wie Kendalls Tau nur auf 
dem Rang von Listenelementen definiert.  
Außerdem gilt für die Kosinus-Ähnlichkeit, dass sie unabhängig ist von der Länge der einzelnen 
Vektoren, solange deren Ausrichtung unverändert bleibt. Dies soll im Folgenden gezeigt werden.  
Wir vergleichen wieder unsere Korpora 𝐿1 und 𝐿2. Nehmen wir nun an, wir vervielfachen die Textmenge 
von 𝐿1 um einen Faktor 𝑥 indem wir jeden Satz des Korpus (𝑥 − 1)-mal zusätzlich einfügen. Somit 
vervielfacht sich die Frequenz jedes Wortes von 𝐿1 um denselben Faktor. Seien nun die 𝑉𝑖  gebildet durch 
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die Berechnungsvorschrift 𝐹𝑛𝑜𝑟𝑚 , also durch Übernehmen der Frequenzen. Das Einsetzen in die Formel 
zur Berechnung der Kosinusähnlichkeit ergibt folgendes Resultat: 
cos 𝛼 =
 ((𝑥 ∗ 𝑉1𝑖) ∗ 𝑉2𝑖)
𝑛
𝑖=1
  (𝑥 ∗ 𝑉1 𝑖)
2𝑛




             =
𝑥 ∗  (𝑉1 𝑖 ∗ 𝑉2𝑖)
𝑛
𝑖=1
𝑥 ∗   (𝑉1𝑖)
2𝑛




        =
 (𝑉1𝑖 ∗ 𝑉2𝑖)
𝑛
𝑖=1
  (𝑉1 𝑖)
2𝑛




Die nötigen Umformungen ergeben sich in erster Linie aus den Potenz- und Wurzelgesetzen. Die 
beschriebene Veränderung hat also keinen Einfluss auf den von den Vektoren eingeschlossenen Winkel. 
Dies gilt übrigens nicht mehr bei Verwendung von 𝐹𝑙𝑜𝑔  zur Berechnung der Werte des Vektors. In diesem 
Fall werden die beiden Wortlisten gleicher Länge 𝑁 vor Berechnung des Logarithmus so normiert, dass 
die Gesamtfrequenz beider Listen identisch ist. Dies geschieht über die Berechnung des Verhältnisses der 
Gesamtfrequenzen der Listen und der Multiplikation der Frequenzen eines der beiden Vektoren mit 
diesem Wert. Erst im Anschluss erfolgt die Berechnung des Logarithmus. 
 
Nun soll die Motivation für die vorgestellten Dimensionsgewichte 𝑅, 𝐹𝑛𝑜𝑟𝑚  und 𝐹𝑙𝑜𝑔  nachgereicht 
werden.  
Die Zuordnung 𝑅 soll als reines rangbasiertes Verfahren dienen. In diesem Punkt ist es vergleichbar mit 
Kendalls Tau. Die Größe der Veränderung des Rangs eines Elements hat Einfluss, aber nicht die absolute 
Position. Es ist also nicht entscheidend, ob ein Element seine Position von Rang 10 auf Rang 20 verändert 
oder von Rang 510 auf 520. Ähnlich ist es bei Kendalls Tau. Die Veränderung des Rangs eines Wortes 
um 𝑥 Positionen führt zu einer Erhöhung der diskordanten Paare um den Wert 𝑥 und zu einer 
Verminderung der konkordanten Paare um denselben Wert. Die absolute Position hat wiederum keinen 
Einfluss. Dementsprechend ist beim späteren Vergleich der Verfahren mit ähnlichen Ergebnisses bei der 
Anwendung von Kendalls Tau und der Kosinus-Ähnlichkeit mit rangbasiertem Feature 𝑅 zu rechnen. 
Die Werte 𝐹𝑛𝑜𝑟𝑚  hingegen dienen der Untersuchung des Einflusses der Frequenzen der untersuchten 
Wörter oder Trigramme Die Verwendung solcher Werte für den Vektorenvergleich führt zu einer höheren 
Gewichtung der hochfrequenten Elemente der Sprache. Eine Übereinstimmung im häufigen Vokabular 
hat somit größeren Einfluss auf das Ergebnis des Vergleichs. Die Nutzung von 𝐹𝑛𝑜𝑟𝑚  soll also zeigen, ob 
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die reinen Häufigkeiten der Verwendung der Wörter oder Trigramme zweier Sprachen ein gutes Feature 
für den Sprachvergleich darstellen oder ob die so erfolgte Gewichtung im Vergleich zum rangbasierten 
Ansatz Nachteile aufweist. 
Zuletzt wird näher auf die Auswahl von 𝐹𝑙𝑜𝑔  für die Verwendung als Features für den Vektorenvergleich 
eingegangen. Begründet werden soll diese mit der Verteilung der Häufigkeit der Wörter von Sprachen. 
Abbildung 3.5 verdeutlicht das Verhältnis von Rang und Frequenz der häufigsten 1.000 Wörter eines 
Korpus des Deutschen. Entsprechend dem Zipfschen Gesetz, wie in Abschnitt 3.3.5 definiert, zeigen sich 
hohe Frequenzen der häufigsten Wörter der Sprache und ein schneller Abfall entsprechend einem 
Potenzgesetz. Annähernd ist zu erwarten, dass das häufigste Wort doppelt so oft vorkommt wie das Wort 
auf Rang 2 und dieses wiederum doppelt so oft wie das Wort auf Rang 4 usw. Tabelle 3.3 verdeutlicht 
das daraus resultierende Frequenzverhältnis von Wörtern verschiedener Ränge. So ist beispielsweise das 
häufigste Wort des deutschen Korpus in den hier vorliegenden realen Daten ungefähr 300mal häufiger als 
das Wort auf Rang 1.000. Dies geht einher mit einem im Verhältnis sehr geringen Einfluss der ranghohen 
Wörter auf das Ergebnis des Vektorvergleichs bei Nutzung der reinen Frequenzen 𝐹𝑛𝑜𝑟𝑚 . 
Wird hingegen die logarithmierte Frequenz als Wert in die zu vergleichenden Vektoren übernommen, 
lässt sich der Einfluss der niederfrequenten Wörter erhöhen. Weiterhin ist gewährleistet, dass 
hochfrequente Wörter eine größere Gewichtung erhalten. Jedoch ist diese deutlich geringer als bei 
Nutzung der reinen Frequenzen wie die Abbildung 3.6 und die Tabelle 3.4 zeigen. So ist das Verhältnis 
der logarithmierten Frequenzen der Wörter an Rang 1 und Rang 1.000 nur 1,78. Der Einfluss dieser 
Modifikation wird im weiteren Verlauf des Kapitels untersucht. 
Des Weiteren soll die Erhöhung der Frequenzen um 1 zur Berechnung von 𝐹𝑙𝑜𝑔 (𝑤) = log(𝑓 𝑤 + 1) 
kurz angesprochen werden. Diese ist nötig, um den Ansatz auch bei Elementen der Häufigkeit 1 
anwendbar zu machen. Ansonsten würde sich für diese Wörter ein Wert von log(1) = 0 ergeben, 
wodurch sie in der Berechnung der Ähnlichkeit jeglichen Einfluss verlieren würden. 
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Abbildung 3.5: Verhältnis von Rang und Frequenz der 1.000 häufigsten Wörter eines deutschen Textkorpus. Als Quelle dienten 
Nachrichtentexte. Der Umfang des Korpus beträgt1.000.000 Sätze. 
 
Rang Frequenz Verhältnis zur Frequenz des 
häufigsten Wortes 
1 485.967 1 
1.000 1582 307,19 
10.000 141 3446,57 
100.000 7 69423,86 
Tabelle 3.3: Verhältnis der Frequenzen des deutschen Textkorpus in Abhängigkeit vom Rang. 
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Abbildung 3.6: Verhältnis von Rang und logarithmierter Frequenz der 1.000 häufigsten Wörter eines deutschen Textkorpus. Als 
Quelle dienten Nachrichtentexte. Der Umfang beträgt 1.000.000 Sätze. 
 
Rang Logarithmus zur Basis 10 der 
Frequenz 
Verhältnis zum Wert des 
häufigsten Wortes 
1 5,69 1 
1.000 3,19 1,78 
10.000 2,15 2,65 
100.000 0,845 6,73 
Tabelle 3.4: Verhältnis der logarithmierten Frequenzen des deutschen Textkorpus in Abhängigkeit vom Rang. 
Die angeführte Begründung für die logarithmische Skalierung lässt sich von den Wortlisten auf die 
ebenso untersuchten Trigrammlisten übertragen. Betrachtet man das Verhältnis von Rang und Frequenz 
der Trigramme, so fällt auf, dass auch hier eine ähnliche Verteilung vorliegt. Die Abbildungen 3.7 und 
3.8 stellen diesen Sachverhalt dar, wobei die Achsen der zweiten Darstellung logarithmiert sind. 
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Abbildung 3.7: Verhältnis von Rang und Häufigkeit der Buchstabentrigramme des Deutschen, erstellt auf Basis der 1.000 häufigsten 
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Abbildung 3.8: Logarithmische Darstellung des Verhältnisses von Rang und Häufigkeit der Buchstabentrigramme des Deutschen, 
erstellt auf Basis der 1.000 häufigsten Wörter eines deutschen Textkorpus. 
c Dice-Koeffizient 
Für den folgenden Vergleich von Wortlisten werden die bisher erwähnten Verfahren eingesetzt. Zum 
einen wird der Kendall Tau Rangkorrelationskoeffizient mit der Erweiterung für Listen mit 
unterschiedlicher Grundmenge genutzt. Ein vergleichbarer Koeffizient, Spearmans Rho, hat sich in 
Untersuchungen von Kilgarriff als gute Metrik erwiesen. 
Darüber hinaus wird der Vektorenvergleich mittels des Kosinus verwendet. Die Dimensionalität des 
Vektors ist dabei stets genau so groß wie die Anzahl der unterschiedlichen Wörter in der Gesamtheit der 
beiden zu vergleichenden Wortlisten. Jede Dimension des Vektors entspricht also einem Wort oder 
Trigramm, wobei der angenommene Wert der Rang des Wortes im Korpus der zu vergleichenden Sprache 
ist. Alternativ werden die Frequenzen der Wörter bzw. der Logarithmus der Frequenzen verwendet. 
Weiterhin wird für jedes Sprachpaar der Anteil gemeinsamer Elemente in den verglichenen Listen 
ermittelt. Die Ähnlichkeit zweier Objekte wie Wort- oder Trigrammlisten über die Anzahl gemeinsamer 
Elemente zu definieren ist intuitiv. Daher soll dieser sehr einfach zu ermittelnde Wert als Baseline dienen 
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und mit den Ergebnissen der übrigen Verfahren verglichen werden. Dieser Wert entspricht dem Dice-
Koeffizienten, hier bezeichnet als 𝐷. Seien im Folgenden 𝐿1und 𝐿2 die Mengen der Elemente der zu 
vergleichenden Listen. Dann ist der Dice-Koeffizient D folgendermaßen definiert: 
𝐷 =
2 ∗  𝐿1 ∩ 𝐿2 
 𝐿1 +  𝐿2 
. 
Es wird somit das Verhältnis der Anzahl jener Elemente, die in beiden Listen vorkommen, zu der 
Gesamtanzahl der Elemente beider Listen berechnet. Die Werte von 𝐷 liegen im Intervall  0,1 , wobei 
Listenpaare mit identischer Elementmenge, den Wert 1 erhalten. Sind 2 Mengen disjunkt ergibt ihr 
Vergleich den Wert 0. 
3.3.7 Evaluationsstrategien 
Mit den vorgestellten Verfahren ist es möglich die Ähnlichkeit untersuchter Sprachen zu quantifizieren. 
Im Folgenden wird die Einteilung der Sprachen entsprechend Eigenschaften wie ihrer Verwandtschaft als 
Evaluationsgrundlage der Ergebnisse vorgestellt. Nötige Verfahren wie das Clustering, die zur 
Umsetzung des Vorhabens nötig sind, werden vorgestellt. Kenngrößen der genutzten Evaluationsstrategie 
werden eingeführt und erläutert. 
 
Mit den beschriebenen Verfahren wird die Sprachähnlichkeit jeweils paarweise für die erwähnten 449 
Sprachen ermittelt. Um eine objektive Evaluation zu ermöglichen, sollen nun die Ergebnisse mit 
bekannten Eigenschaften verglichen werden, die für sprachliche Ähnlichkeit sprechen. Dies ist zum einen 
die Zugehörigkeit zweier Sprachen zur selben Sprachfamilie. Von einem linguistisch aussagekräftigen 
Verfahren zur Bestimmung der Sprachähnlichkeit ist zu erwarten, dass Sprachen derselben Familie als 
ähnliche Sprachen angesehen werden. 
Da diese Evaluierung gegen die Verwandtschaftsbeziehungen der Sprachen nichts über die Beeinflussung 
zwischen Sprachen, beispielsweise durch Sprachkontakt, aussagt, wird eine weitere Quelle zur Evaluation 
herangezogen. Der Zusammenhang zwischen räumlicher Nähe der Verbreitungsgebiete der Sprachen und 
den automatisch ermittelten Sprachähnlichkeiten wird hierzu bestimmt. 
Für 346 der 449 Sprachen konnten die nötigen Daten für die beschriebenen Evaluationsstrategien 
ermittelt werden. Hierzu wurde der World Atlas of Language Structures
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herangezogen (Haspelmath, 2005; Cysouw, 2007b). Aus diesem wurden für jede Sprache die 
Sprachfamilie, ihr Genus und die ihr zugeordneten Geokoordinaten extrahiert. Unter Genus ist dabei eine 
Gruppe verwandter Sprachen zu verstehen, die annähernd dem Konzept der Unterfamilien entsprechen 
(Dryer, 1989, S.267). 
Insgesamt gehören die 346 Sprachen dabei 52 verschiedenen Sprachfamilien und 108 verschiedenen 
Genera an. Die Einteilung in Sprachfamilien bietet eine sehr grobe Unterteilung. Deshalb erfolgt ebenso 
eine Evaluation gegen die Genera, um die Wirksamkeit des verwendeten Ansatzes bei einer feineren 
Aufgliederung der Sprachen untersuchen zu können. 
Die Verteilung der Sprachen auf die Sprachfamilien und deren Unterfamilien ist in den Abbildungen 3.9 
und 3.10 dargestellt. Dabei wird der Rang der Familien bei Sortierung nach Anzahl der Sprachen auf der 
x-Achse abgetragen. Die Anzahl der enthaltenen Elemente ist auf der y-Achse abzulesen. Auffällig ist 
eine ungleichmäßige Verteilung der Clustergrößen. Stets existiert eine kleine Menge sehr großer Cluster 
und eine große Anzahl kleiner Cluster, teilweise mit nur einem einzelnen Element. Die größten 
Sprachfamilien in den Daten sind dabei die Niger-Kongo-Sprachen mit 79 Vertretern und die 
Indoeuropäischen sowie die Austronesischen Sprachen mit 71 bzw. 46 Elementen. Bei den Genera bilden 
40 Bantusprachen das größte Cluster. Des Weiteren finden sich 20 Turksprachen, 18 ozeanische Sprachen 
und 16 slawische Sprachen in den Daten. 
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Abbildung 3.9: Verteilung der 346 untersuchten Sprachen auf die 52 Sprachfamilien. 
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Abbildung 3.10: Verteilung der 346 untersuchten Sprachen auf die 108 Genera. 
3.3.7.1 Evaluation durch Clustering 
Zur Ermittlung der Übereinstimmung der ermittelten Sprachähnlichkeiten mit bestehenden 
genealogischen Unterteilungen der Sprachen wird nachstehend das Clustering als möglicher 
Evaluationsansatz eingeführt. Kenngrößen der Clusterlösung, die eine Aussage über die Qualität der 
Lösung treffen, werden eingeführt. 
 
Um die Übereinstimmung der berechneten Sprachähnlichkeiten mit Sprachfamilien zu ermitteln, wird 
zuerst eine Ähnlichkeitsmatrix aller 346 Sprachen mittels der paarweise berechneten Sprachähnlichkeiten 
aufgebaut. Diese dient als Eingabe für ein Clustering der Sprachen. Hierbei kam Cluto
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Eine detaillierte Evaluation oder Optimierung des Clustering ist nicht Schwerpunkt dieser Arbeit. 
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Dennoch werden verschiedene Clusteringverfahren auf die Daten angewendet, um den Einfluss dieser auf 
die Ergebnisse erfassen zu können. 
Die Anzahl der Cluster wird entsprechend der Anzahl der Sprachfamilien auf 52 oder 108 festgelegt. Das 
Ergebnis des Clustering wird dann in Bezug auf Cluster-Purity und Entropie mit der Aufteilung der 
Sprachen in Sprachfamilien verglichen. Diese beiden sind übliche Maße, um die Güte einer Clusterlösung 
im Vergleich zu gegebenen Klassen anzugeben. Die Klassen entsprechen in diesem Fall den 
Sprachfamilien bzw. deren Unterfamilien. 
Die Cluster Purity (Zhao, 2001) ist hierbei ein Maß für die Reinheit der Cluster einer Clusterlösung. Für 






( 𝐶𝑖 𝑐𝑙𝑎𝑠𝑠 =𝑗 ). 
Wobei  𝐶𝑖  für die Anzahl der Elemente im Cluster 𝐶𝑖  steht. Der Term  𝐶𝑖 𝑐𝑙𝑎𝑠𝑠 =𝑗  bezeichnet die Anzahl 
von Elementen der Klasse 𝑗 in Cluster 𝐶𝑖 . 
Die Cluster Purity der gesamten Clusterlösung ist dann das nach Clustergrößen gewichtete Mittel der 
Werte der einzelnen Cluster: 







Dabei ist k die Anzahl der Cluster der Clusterlösung. Die Anzahl der zu clusternden Elemente sei mit  𝐷  
bezeichnet. 
Die Cluster Purity kann Werte im Intervall (0,1] annehmen, wobei höhere Werte im Allgemeinen für eine 
höhere Güte der Clusterlösung sprechen. Ein Wert von 1 wird erreicht, wenn jedes Cluster nur Elemente 
einer Klasse enthält. Dies ist trivialerweise erfüllt, wenn die Cluster jeweils nur ein Element enthalten. 
Um die Cluster Purity dennoch sinnvoll einsetzen zu können, wird die Anzahl der Cluster stets fest 
vorgegeben. Sie entspricht im Falle des Vergleichs mit den Sprachfamilien der Anzahl unterschiedlicher 
Familien im Datensatz. 
Das zweite Maß, das eingesetzt wird, um die Güte der Clusterlösung zu bestimmen, ist die Entropie 
(Zhao, 2001). Die Entropie misst, wie die Klassen innerhalb jedes einzelnen Clusters verteilt sind. Dabei 
nimmt sie Werte zwischen 0 und 1 an, wobei eine geringere Entropie für eine stärker der 
Klasseneinteilung entsprechende Clusterlösung spricht. Eine niedrige Entropie ist also erstrebenswert. 
Eine Entropie von 0 wird erreicht, wenn die einzelnen Cluster jeweils nur Elemente einer Klasse 
enthalten. 
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Die Entropie eines Clusters 𝐶𝑖  ist nun definiert als: 









 𝐶𝑖 𝑐𝑙𝑎𝑠𝑠 =𝑗
 𝐶𝑖 
. 
Hierbei entspricht r der Anzahl der Klassen. 
Die Entropie der Clusterlösung ist wie bei der Cluster Purity das nach Clustergröße gewichtete Mittel der 
Entropiewerte der einzelnen Cluster: 







3.3.7.2 Evaluation gegen die räumliche Verteilung der Sprachen 
Die räumliche Verteilung der Sprachen soll als weitere Evaluationsgrundlage dienen. Analyseschritte, die 
zur Umsetzung dieses Vorhabens nötig sind, werden eingeführt. 
 
Basis dieser Auswertung sind die aus WALS entnommenen Geokoordinaten der 346 untersuchten 
Sprachen. Dadurch lässt sich jede Sprache näherungsweise ihrem Verbreitungsgebiet zuordnen. Aus 
diesen Koordinaten wurde für jedes Sprachpaar eine Entfernung mittels der Haversine Formel (Sinnott, 
1984) bestimmt. Dabei ist festzuhalten, dass jeder Sprache nur ein Koordinatenpaar zugewiesen wurde. 
Diese liegt stets zentral in dem primär dieser Sprache zugeordneten Land. So sind für die spanische 
Sprache die Koordinate 40° Nord, 4° West festgelegt, ein zentraler Punkt auf dem spanischen Festland. 
Eine Zuordnung zu spanisch sprechenden Ländern in Lateinamerika erfolgt auf diese Weise nicht. Diese 
Umstände gilt es bei der Auswertung zu beachten. Die Nutzung eines einzigen Koordinatenpaares pro 
Sprache führt dazu, dass die Größe des Verbreitungsgebietes auf den berechneten Abstand von Sprachen 
Auswirkungen hat. Selbst bei direkt benachbarten Sprachen oder in dem Fall, dass sich die 
Verbreitungsgebiete überlappen, kann es aufgrund dieses Sachverhaltes zur Berechnung von größeren 
Distanzen zwischen den Sprachen kommen als es der Realität entspricht. 
Auf Basis der sich zwischen den Sprachen ergebenden Distanzen wurde ein Clustering der 346 Sprachen 
durchgeführt. Um die Vergleichbarkeit zu erleichtern wurden wieder 52 Cluster wie bei den 
Sprachfamilien gewählt. Die Verteilung der Sprachen auf die Cluster ist in Abbildung 3.11 gegeben. 
Diese unterscheidet sich deutlich von der Verteilung entsprechend der Sprachfamilien. Daher ist ein 
direkter Vergleich der Ergebnisse nicht aussagekräftig. 
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Abbildung 3.11: Verteilung der 346 Sprachen auf 52 Cluster entsprechend ihrer Geokoordinaten. 
Im Anschluss wurden wiederum alle Sprachen aufgrund der Ähnlichkeit ihrer Wortlisten in 52 Cluster 
aufgeteilt. Es erfolgte ein Vergleich mit den Ergebnissen des Clustering auf Basis der Geokoordinaten, 
hierfür wurden wie zuvor Cluster-Purity und die Entropie berechnet. 
3.3.7.3 Einflussfaktoren 
Bei Auswertung über die Ähnlichkeit zu bekannten Sprachfamilien bzw. Genera besteht zwischen den 
Sprachen in einer Klasse ein genealogischer Zusammenhang. Aus diesem lässt sich mit hoher Sicherheit 
eine Ähnlichkeit zwischen den Sprachen herleiten. Auf welche Weise diese ausgeprägt ist und wie stark 
sie ist, lässt sich zwar nicht ohne weiteres bestimmen. Ein erfolgreiches Verfahren zur Bestimmung von 
Sprachähnlichkeit sollte aber in der Lage sein, diese Zusammenhänge zu erkennen. 
Generell bietet sich die Evaluierung auf Basis der genealogischen Verwandtschaft aufgrund der 
genannten Faktoren also an. Die Evaluation gegen die räumliche Nähe hingegen birgt offensichtliche 
Probleme, aber ermöglicht neue Erkenntnisse und bringt in bestimmten Situationen auch Vorteile. 
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Räumliche Nähe ist ein Faktor, der für eine Beziehung zwischen Sprachen sprechen kann. So könnte 
diese Nähe mit einer Verwandtschaft der Sprachen einhergehen. Aber auch Sprachen, die keine 
gemeinsamen genealogischen Wurzeln haben, können durch gegenseitige Beeinflussung Ähnlichkeiten 
aufweisen. Auf diese Weise können sich beispielsweise Sprachbünde (Trubetzkoy, 1930) formen. 
Sprachbünde sind Gruppen von Sprachen, die durch geographische Nähe und Sprachkontakt 
Ähnlichkeiten aufweisen. Dabei lassen sich diese Gemeinsamkeiten nicht auf Basis der Stärke ihrer 
verwandtschaftlichen Beziehung erklären. Als Beispiel sind hier die von Jakobson (1962) analysierten 
phonologischen Sprachbünde anzuführen. Phonologische Eigenschaften sind aber nur ein Beispiel von 
Gemeinsamkeiten, die einen Sprachbund ausmachen können. 
Sprachen können aber durchaus räumlich nah beieinander liegen, dabei weder verwandt, noch durch 
Sprachkontakt beeinflusst sein. So treffen die absoluten Abstände keine Aussage darüber, ob es 
geographische Hindernisse zwischen nahen Regionen gibt, noch ob andere Einflüsse eine gemeinsame 
Entwicklung oder intensiven Sprachkontakt behindert haben. 
Es ist nachvollziehbar, dass räumlich nahe Sprachen nicht immer zur gleichen Sprachfamilie gehören 
müssen. Dennoch soll dies mit Daten belegt werden. Im Folgenden wird zu jeder Sprache nur die den 
Koordinaten entsprechend naheste betrachtet. Dabei fällt auf, dass nur 67,9% dieser Sprachpaare 
derselben Familie angehören und sogar nur 49,7% demselben Genus. Eine Betrachtung der fünf räumlich 
nahesten Sprachen zu jeder der 346 Sprachen ergibt noch geringe Werte. Nur 61,0% der Sprachpaare sind 
einer Sprachfamilie zugeordnet und nur 40,8% einem Genus. 
Auf der anderen Seite lässt sich eine Vielzahl von Fällen finden, in denen die Nutzung der Informationen 
zur räumlichen Sprachverteilung Vorteile mit sich bringt. Betrachtet man beispielsweise die 
Demokratische Republik Kongo. Hier existieren auf der einen Seite verwandte Niger-Kongo-Sprachen, 
wie die Bantusprachen, welche untereinander Ähnlichkeiten aufgrund der Verwandtschaft aufweisen. 
Dazu gehören Sprachen wie Kikonga oder Bemba. Auf der anderen Seite existieren Kreolsprachen, die 
auf den Bantusprachen basieren. Hier wäre beispielsweise Kituba zu nennen. 
Eine Evaluation über die Einteilung in Sprachfamilien würde erwarten, dass die Bantusprachen und die 
darauf beruhenden Kreolsprachen in verschiedene Klassen aufgeteilt werden. Dies geschieht, obwohl eine 
Ähnlichkeit der Sprachen auf der orthographischen Ebene besteht, wie im Verlauf des Kapitels noch 
aufgezeigt wird. Nutzt man stattdessen die räumliche Nähe als Evaluationskriterium, so ergibt sich ein 
Cluster bestehend aus den Vertretern beider Klassen. Die Ermittlung einer Ähnlichkeit der Bantusprachen 
und der darauf beruhenden Kreolsprachen würde in diesem Fall nicht bei der Evaluierung bestraft. 
Die Evaluierung über die räumliche Nähe der Verbreitungsgebiete der Sprachen bietet also auch Vorteile. 
Insgesamt sind die Ergebnisse aber schwer zu interpretieren, da räumliche Nähe in vielen Fällen nicht 
gleichbedeutend mit einer genealogischen oder anders gearteten Ähnlichkeit ist. Dennoch kann eine 
57 
Quantitative Untersuchungen zur Sprachähnlichkeit 
genauere Untersuchung der Ergebnisse dieser Analyse Interessantes hervorbringen. So soll später 
beispielsweise ein Blick auf als ähnlich bestimmte Sprachen geworfen werden, die eine große räumliche 
Distanz aufweisen. 
3.3.8 Ergebnisse 
Dieses Unterkapitel wird die Evaluation der Ergebnisse der vorgestellten Verfahren zur Bestimmung der 
Sprachähnlichkeit zum Inhalt haben. Zum einen erfolgt ein Vergleich mit der Einteilung der Sprachen in 
Familien oder entsprechend ihrer räumlichen Verteilung, Auch die detailliertere Einteilung in 
Sprachgenres wird herangezogen. Des Weiteren werden die wort- und trigrammbasierten Ansätze 
verglichen. Auch der Einfluss von Faktoren wie dem eingesetzten Clusteringverfahren, dem Sachgebiet 
der Texte oder dem Umfang der Featurelisten wird untersucht. Inwieweit eine Erweiterung des Ansatzes 
um eine Komponente zur Transliteration zur schriftsystemunabhängigen Einsetzbarkeit der Verfahren 
führt, wird ebenfalls diskutiert. Abschließend wird die Verteilung der berechneten Ähnlichkeitswerte 
betrachtet. Auf dieser Basis erfolgt dann eine Herleitung von Methoden zur Bestimmung auffällig 
ähnlicher Sprachen. 
3.3.8.1 Evaluation gegen Sprachfamilien 
Als erstes werden die Ergebnisse der auf Wort- und Trigrammlisten basierenden Analyse nun mit der 
Einteilung in die 52 Sprachfamilien verglichen. Tabelle 3.5 listet die Ergebnisse für die 
wortlistenbasierten Ansätze, Tabelle 3.6 für die trigrammbasierten Methoden. Cluster-Purity und Entropie 
der angewandten Analysen sind zusätzlich in den Abbildungen 3.12 und 3.13 dargestellt. 
 
Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,660 0,198 
Kendalls Tau 0,679 0,192 
Kosinus - Rang 0,682 0,190 
Kosinus - Frequenz 0,578 0,252 
Kosinus - Logarithmus der Frequenz 0,673 0,195 
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Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,742 0,157 
Kendalls Tau 0,754 0,149 
Kosinus - Rang 0,757 0,150 
Kosinus - Frequenz 0,720 0,165 
Kosinus - Logarithmus der Frequenz 0,749 0,152 
Tabelle 3.6: Mittels Listen von Buchstabentrigrammen berechnete Sprachähnlichkeit. Evaluation der Ergebnisse verschiedener 
Metriken gegen bekannte Sprachfamilien. 
 
 
Abbildung 3.12: Darstellung der Cluster-Purity in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. 
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Abbildung 3.13: Darstellung der Entropie in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. Niedrigere 
Werte sind hierbei besser. 
Auffällig ist, dass die trigrammbasierten Verfahren eine deutliche Verbesserung der Ergebnisse im 
Vergleich zu den wortlistenbasierten aufweisen. Die häufigsten Trigramme einer Sprache sind also 
aussagekräftiger bezüglich genealogischer Ähnlichkeit von Sprachen als komplette Wörter. Da sich unter 
den typischen Trigrammen entscheidende Wortbestandteile wie Präfixe, Suffixe, Stämme oder deren 
Teile befinden, überrascht dieser Umstand nicht. 
Des Weiteren erzielen die rangbasierten Verfahren in beiden Analysen die besten Resultate. Auf 
ähnlichem Niveau ordnen sich dahinter die logarithmisch skalierten Frequenzen ein. Ein Vorteil der 
Verwendung der Frequenzdaten ist hier also gegenüber den rangbasierten Features nicht erkennbar. 
Der Dice-Koeffizient, gedacht als Baseline, erzielt schlechtere Übereinstimmungen mit der Einteilung in 
Sprachfamilien, sowohl bei Nutzung von Trigrammen, als auch bei Verwendung der Wortlisten. Die 
Nutzung von Häufigkeit oder Rang der untersuchten Objekte verbessert also die Ergebnisse. Der Einsatz 
der reinen Frequenzen als Features liefert die schlechtesten Ergebnisse. Die hohe Gewichtung weniger 
Vergleichsobjekte, wie die vorgestellte Verteilung der Wörter und Trigramme zeigt, führt also zu keinen 
positiven Auswirkungen auf das Ergebnis. Allerdings ist anzumerken, dass die vorgenommene 
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Unterteilung in Sprachfamilien eine sehr grobe Art ist, die Daten zu strukturieren. Die Analyse feinerer 
Beziehungen sprachlicher Verwandtschaft erfolgt in Kapitel 3.3.8.4, in dem die Genera als Basis der 
Evaluation dienen. Des Weiteren wird in Abschnitt 3.3.8.3 die interne Struktur der erzeugten Cluster 
anhand von Beispielen untersucht. 
Festgehalten werden soll weiterhin, dass Entropie und Cluster-Purity, die Maße zur Bestimmung der Güte 
der Clusterlösungen, vergleichbare Ergebnisse liefern. Das Ranking der Vergleichsverfahren ist in den 
untersuchten Beispielen stets identisch. 
Dass die Ergebnisse allgemein für eine hohe Aussagekraft der genutzten Features und 
Vergleichsmethodiken sprechen, zeigt sich bei Anwendung eines Permutationstests für Clusterlösungen 
(Hunter, 2004). Diese Art Tests ermitteln, inwieweit sich eine Übereinstimmung zwischen der 
gefundenen Clusterlösung und den wirklichen Klassen durch Zufall ergeben kann. Dafür wird eine große 
Anzahl zufälliger Lösungen generiert, wobei gewisse Parameter wie Clusteranzahl und Größe konstant 
gehalten werden. Dabei lassen sich Werte wie der Durchschnitt der sich ergebenden Verteilungen der 
Kenngrößen Cluster-Purity und Entropie bestimmen. Die Ergebnisse liegen hier bei 0,355 für die Cluster-
Purity bzw. 0,382 für die Entropie bei Verwendung der wortlistenbasierten Ähnlichkeit in Kombination 
mit dem Kosinus des Rangs. Bei anderen Features und Vergleichsmethodiken sind die Ergebnisse nahezu 
identisch. Auf eine genaue Analyse der Höhe der statistischen Signifikanz der Ergebnisse soll an dieser 
Stelle verzichtet werden. Methoden, wie von Hunter (2004) vorgestellt, sind aber nutzbar, um die 
Signifikanz der Gesamtlösung des Clustering zu bestimmen. Darüber hinaus kann bei hierarchischem 
Clustering jede Unterteilung in Subcluster auf ihre Signifikanz untersucht werden. Eine Anpassung der 
vorgestellten Methoden auf die hier vorliegende Problemstellung wäre allerdings nötig. 
3.3.8.2 Evaluation gegen die räumliche Verteilung der Sprachen 
Dieser Abschnitt dient der Evaluierung der Ergebnisse der auf Wort- und Trigrammlisten basierenden 
Analyse gegen die auf der räumlichen Verteilung der Sprachen beruhende Clusterlösung. Die Ergebnisse 
für die wortlistenbasierten Methoden sind dabei in Tabelle 3.7 zusammengefasst, die Resultate der 
trigrammbasierten Ansätze in Tabelle 3.8. Dabei werden jeweils Cluster-Purity und Entropie für alle 
Vergleichsmethoden aufgelistet. Die Diagramme 3.14 und 3.15 stellen diese Informationen für Cluster-
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Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,512 0,280 
Kendalls Tau 0,536 0,273 
Kosinus - Rang 0,544 0,265 
Kosinus - Frequenz 0,405 0,355 
Kosinus - Logarithmus der Frequenz 0,515 0,280 
Tabelle 3.7: Mittels Wortlisten berechnete Sprachähnlichkeit. Evaluation der Ergebnisse verschiedener Metriken gegen aus 
Geokoordinaten gewonnene Sprachcluster. 
 
Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,550 0,268 
Kendalls Tau 0,566 0,254 
Kosinus - Rang 0,566 0,255 
Kosinus - Frequenz 0,523 0,275 
Kosinus - Logarithmus der Frequenz 0,555 0,264 
Tabelle 3.8: Mittels Listen von Buchstabentrigrammen berechnete Sprachähnlichkeit. Evaluation der Ergebnisse verschiedener 
Metriken gegen aus Geokoordinaten gewonnene Sprachcluster. 
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Abbildung 3.14: Darstellung der Cluster-Purity in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. 
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Abbildung 3.15: Darstellung der Entropie in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. Kleinere 
Werte sind besser. 
Die Ergebnisse offenbaren, von den reinen Zahlenwerten her, deutlich schlechtere Übereinstimmungen 
der Clusterlösungen als beim Vergleich mit der Einteilung in Sprachfamilien. Hierfür sind mehrere 
Gründe anzuführen. Zum einen sind die bereits erwähnten Aspekte dieser Evaluierungsgrundlage zu 
nennen. Räumliche Nähe spricht bei nicht immer für Gemeinsamkeiten zwischen Sprachen, somit werden 
mitunter Ähnlichkeiten von der Evaluierungsgrundlage erwartet, welche in den Daten nicht vorhanden 
sind. Im Gegenzug gibt es jedoch Fälle, bei denen diese Form der Auswertung Vorteile bringt. 
Anzuführen wären hier beispielsweise die beschriebenen Niger-Kongo-Sprachen. 
Ein weiterer Grund für die schlechteren Werte der Cluster-Purity und der Entropie ist in der Verteilung 
der Sprachen auf die geographischen Cluster zu finden. Dabei weisen die größten Cluster einen 
geringeren Umfang auf als im Fall der Sprachfamilien. Die mittels Permutationstest (siehe Abschnitt 
3.3.8.1) ermittelten Erwartungswerte weichen daher mit 0,198 für die Cluster-Purity und 0,467 für die 
Entropie deutlich ab. 
Die Gegenüberstellung der Ergebnisse der verschiedenen Vergleichsmethodiken offenbart ein 
vergleichbares Ranking in Bezug auf die Güte der Lösung. Wiederum schneiden die rangbasierten 
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Verfahren sowohl ähnlich als auch am besten ab. Es folgen der Kosinus der logarithmierten Frequenzen 
und der Dice-Koeffizient vor dem frequenzbasierten Logarithmus. 
Auffällig ist erneut die deutliche Überlegenheit des trigrammbasierten Ansatzes.  
3.3.8.3 Vergleich der wort- und trigrammbasierten Features 
Betrachtet man die Kennwerte der Clusterlösungen, so offenbart sich ein deutlich besseres Abschneiden 
des trigrammbasierten Ansatzes gegenüber dem wortbasierten. Dies gilt sowohl im Vergleich mit der 
Einordnung in Sprachfamilien, als auch bei Abgleich mit der räumlichen Verteilung der Sprachen. 
Die häufigsten Trigramme einer Sprache sind also aussagekräftiger bezüglich genealogischer 
Beziehungen und geographischer Nähe von Sprachen als komplette Wörter. Diesem Umstand soll nun 
anhand von Beispielen nachgegangen werden. 
 
Der stetige Sprachwandel aufgrund verschiedener Faktoren (von Polenz, 1991) reduziert die 
Wahrscheinlichkeit identischer Wortformen auch zwischen nahe verwandten Sprachen. Entsprechend 
niedrig sind auch die durchschnittlichen wortbasierten Ähnlichkeitswerte zwischen Sprachen, welche in 
Abschnitt 3.3.8.9 betrachtet werden. Zusätzlich besteht die Gefahr zufällig identischen Vokabulars, 
insbesondere bei Wörtern geringer Länge, welche häufig hochfrequent sind. Bei der erwähnten niedrigen 
Anzahl gemeinsamen Vokabulars fallen diese Fälle besonders ins Gewicht. Verwiesen sei an dieser Stelle 
auch auf die Analyse der Überlappung der Wortlisten des Schwedischen und des Nigerianischen Pidgin in 
Kapitel 3.3.8.3. 
Bei der Nutzung typischer Buchstabenfolgen des verwendeten Vokabulars, wie der Trigramme, ergibt 
sich ein anderes Bild. Die durchschnittliche Zahl gemeinsamer Elemente zweier Sprachen in diesem 
Merkmalsraum ist um ein Vielfaches höher. Somit ist der Einfluss einzelner zufälliger Überschneidungen 
der Listen geringer. Je nach Vergleichsmethodik müssen diese Elemente zusätzlich hochfrequent sein und 
dabei ähnlich oft in beiden Sprachen auftreten, um signifikanten Einfluss auf das Ergebnis zu haben. 
Wie auch anhand des Beispiels der häufigsten Trigramme des Deutschen (Tabelle 3.2) ersichtlich, 
befinden sich unter den typischen Trigrammen entscheidende Wortbestandteile wie Präfixe, Suffixe, 
Stämme oder deren Teile. Die Betrachtung der Übereinstimmung solcher Elemente zwischen zwei 
Sprachen ist eine intuitive und sinnvolle Herangehensweise, um deren Ähnlichkeit zu ermitteln.  
Im Folgenden wird nun ein gezielter Blick auf einzelne Ergebnisse der Analyse, genauer des Clustering, 
geworfen. Als Beispiele dienen die nordgermanischen und die slawischen Sprachen anhand derer einzelne 
Problematiken der genutzten Ansätze genauer untersucht werden. 
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Dazu werden Teile der auf der jeweiligen Analyse beruhenden Clusterlösung als hierarchischer Baum 
dargestellt. Dieser Baum erhält die Clusterlösung, welche unter Angabe der Anzahl der Cluster erstellt 
wurde. Zusätzlich wird diese Clusterlösung - unter Verwendung des gewählten Clusteringverfahrens - 
weiter unterteilt. Blattknoten des sich ergebenden Baums sind jeweils Enzelsprachen. Nachfolgend 
werden nun einzelne komplette Unterbäume der Clusterlösungen der durchgeführten Analysen mit den 
verwandtschaftlichen Beziehungen der Sprachen verglichen. 
a Slawische Sprachen 
Als erstes soll ein Blick auf die slawischen Sprachen geworfen werden. Hierbei handelt es sich um eine 
zu den indoeuropäischen Sprachen gehörende Gruppe eng verwandter Sprachen. Von einem Verfahren 
zur Bestimmung von Sprachähnlichkeit wäre daher ein Auffinden dieser Ähnlichkeiten zu erwarten. Wie 
gut dies gelingt und inwiefern die interne Struktur des Clusters mit der Nähe der 
Verwandtschaftsbeziehungen übereinstimmt, wird nun genauer betrachtet. Dabei sollen die 
Clusterlösungen des wort- und trigrammbasierten Ansatzes verglichen werden. Als Vergleichsmethodik 
wird jeweils die Kosinusähnlichkeit auf Basis des Rangs verwendet. 
Die Abbildungen 3.16 bis 3.19 stellen die Ergebnisse graphisch dar. Dabei dienen die Darstellungen 3.16 
und 3.17 der Visualisierung der slawischen Sprachen mit kyrillischer Schrift, während 3.18 und 3.19 jene 
mit lateinischer Schrift darstellen. Diese notwendige Unterteilung zeigt einen offensichtlichen und zu 
erwartenden Nachteil der bisher verwendeten Features auf. Die für die Analyse genutzten Wörter und 
Trigramme werden unverändert übernommen. Somit können keine Gemeinsamkeiten über Skriptgrenzen 
hinweg erkannt werden. Die im Folgenden betrachteten Unterbäume der hierarchischen Clusterlösung 
wachsen somit erst in der Nähe der Wurzel des Baums zusammen. Im weiteren Verlauf des Kapitels wird 
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Abbildung 3.16: Ergebnis des hierarchischen Clustering mit Fokus auf die slawischen Sprachen mit kyrillischer Schrift. 
Verwendung der Kosinusähnlichkeit basierend auf dem Rang der Wörter. 
 
 
Abbildung 3.17: Ergebnis des hierarchischen Clustering mit Fokus auf die slawischen Sprachen mit kyrillischer Schrift. 
Verwendung der Kosinusähnlichkeit basierend auf dem Rang der Buchstabentrigramme. 
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Bei Betrachtung der slawischen Sprachen, die mit kyrillischer Schrift geschrieben werden, fallen 
deutliche Unterschiede der Clusterlösungen auf. Bei Verwendung der Wörter als Features gibt es mehrere 
Abweichungen von der Struktur der verwandtschaftlichen Beziehungen. Die Reihenfolge in der die ost-, 
südost- und südwestslawischen Sprachen zu gemeinsamen Clustern hinzugefügt werden, ist hier als ein 
Beispiel zu nennen. Des Weiteren wird erst im letzten Schritt das ostslawische Weißrussisch, das hier 
außerdem mit der iranische Sprache Ossetisch assoziiert ist, dem Cluster hinzugefügt. 
Anders sieht es bei Nutzung von Trigrammen als Grundlage der Analyse aus. Wie in der 
Vergleichsstruktur werden hier zuerst die südost- und südwestslawischen Sprachen zu den südslawischen 
verschmolzen, bevor die ostslawischen dem Cluster hinzugefügt werden. 
 
 
Abbildung 3.18: Ergebnis des hierarchischen Clustering mit Fokus auf die slawischen Sprachen mit lateinischer Schrift. 
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Abbildung 3.19: Ergebnis des hierarchischen Clustering mit Fokus auf die slawischen Sprachen mit lateinischer Schrift. 
Verwendung der Kosinusähnlichkeit basierend auf dem Rang der Buchstabentrigramme. 
Im Fall der slawischen Sprachen, die mit lateinischen Buchstaben geschrieben werden, ergibt sich ein 
ähnliches Bild. Der wortbasierte Ansatz erzeugt einen Unterbaum, der neben den westslawischen auch 
nichtslawische Sprachen enthält. Der trigrammbasierte Ansatz liefert wiederum eine den 
verwandtschaftlichen Beziehungen entsprechende Lösung. Die südwest- und westslawischen Sprachen 
werden hier direkt zu einem gemeinsamen Cluster verschmolzen.  
b Nordgermanische Sprachen 
Bei dem Cluster der nordgermanischen Sprachen sind Abweichungen der Ergebnisse in Abhängigkeit von 
den verwendeten Features und Vergleichsmethodiken zu beobachten. Die Darstellungen 3.20 und 3.21 
stellen die hierarchische Ergebnisstruktur bei Verwendung der rangbasierten Kosinusähnlichkeit, unter 
Verwendung von Wörtern oder Trigrammen als Features, dar. Jeweils werden alle in den Daten 
vorhandenen nordgermanischen Sprachen dem Cluster hinzugefügt. Ein Grund hierfür ist die hohe Zahl 
identischen Vokabulars zwischen den Einzelsprachen. Tabelle 3.9 stellt beispielhaft die häufigsten Wörter 
des verwendeten schwedischen Korpus dar, die ebenfalls im Isländischen vorkommen. 
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Abbildung 3.20: Ergebnis des hierarchischen Clustering mit Fokus auf die nordgermanischen Sprachen. Verwendung der 
Kosinusähnlichkeit basierend auf dem Rang der Wörter. 
 
 
Abbildung 3.21: Ergebnis des hierarchischen Clustering mit Fokus auf die nordgermanischen Sprachen. Verwendung der 
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Rang im schwedischen Korpus Rang im isländischen Korpus Wort 
6 23 en 
21 66 sig 
24 27 var 
72 151 alla 
78 67 upp 
100 33 hans 
104 113 vill 
120 144 allt 
140 57 fram 
181 277 kom 
194 211 annan 
247 500 enda 
296 721 innan 
308 127 vilja 
313 227 tala 
Tabelle 3.9: Häufige Wörter des schwedischen Korpus, die ebenfalls im isländischen Korpus vorkommen. Jeweils mit Angabe des 
Rangs. 
Die Einteilung der Cluster in Dänisch, Schwedisch, Bokmål und Nynorsk auf der einen Seite und 
Isländisch und Färöisch auf der anderen Seite stimmt mit den in der aktuellen Literatur vorgeschlagenen 
Einteilungen überein. So wird von Crystal (1999) eine Unterteilung in inselskandinavisch und 
kontinentalskandinavisch vorgenommen. Dies widerspricht zwar der Einteilung in Sprachfamilien, denn 
Dänisch und Schwedisch gehören zu den ostskandinavischen Sprachen, während Färöisch, isländisch und 
Norwegisch zu den westskandinavischen Sprachen gehören. Allerdings basiert gerade Bokmål durch den 
jahrhundertelangen Einfluss Dänemarks auf Norwegen zu einem großen Maße auf dem Dänischen, 
welches in Norwegen auch lange Zeit Schriftsprache war. Dies führte zu einer starken Divergenz 
zwischen dem Norwegischen und dem Isländischen und Färöischen und begründet die von Crystal 
getroffene Einteilung, die mit den hier gefundenen Ergebnissen übereinstimmt. Einziger Unterschied 
zwischen den beiden rangbasierten Analysen stellt die Zuordnung des Dänischen auf unterster Ebene dar. 
Trigrammbasiert wird es zuerst den norwegischen Sprachen zugeordnet, wortbasiert zuerst dem 
Schwedischen. Beide Reihenfolgen scheinen dabei Berechtigung zu haben, da das Dänische sowohl mit 
dem Schwedischen als auch dem Norwegischen gegenseitig verständlich ist. Eine genauere Analyse 
dieses Sachverhaltes erfolgt in Abschnitt 3.3.8.6. 
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Das Hauptaugenmerk soll nun auf Darstellung 3.22 liegen. Die hier dargestellte Clusterlösung ist dem 
wortlistenbasierten Dice-Koeffizienten zuzuordnen. Hier werden Englisch und nigerianisches Pidgin, eine 
englischbasierte Kreolsprache, in das nordgermanische Sprachcluster eingefügt. Dies geschieht anstelle 
der inselskandinavischen Sprachen. Die Ursache für diese ungewollt hohe Ähnlichkeit zwischen dem 
Englischen und einer seiner Kreolsprachen und den kontinentalskandinavischen Sprachen liegt an der 
verwendeten Ähnlichkeitsmetrik. Der Dice-Koeffizient zählt nur gemeinsames Auftreten in der Wortliste.  
 
 
Abbildung 3.22: Ergebnis des hierarchischen Clustering mit Fokus auf die nordgermanischen Sprachen. Verwendung des Dice-
Koeffizienten mit Wörtern als Feature. 
Besonders zwischen Pidgin und den nordgermanischen Sprachen scheint es aber viele zufällige 
Wortübereinstimmungen zu geben. Ein Großteil der Wortpaare hat dabei einen hohen Rangunterschied. 
Es ist hier also nicht von einander entsprechenden Wörtern wie Kognaten auszugehen. Die rangbasierten 
Verfahren fügen hier korrekterweise das Englische und das Nigerianische Pidgin nicht auf dieser Ebene 
zu einem Cluster zusammen. Schließlich führt ein großer Rangunterschied zu einer Abwertung der 
Übereinstimmung in den Listen. Bei verwandten Sprachen, wie innerhalb der nordgermanischen 
Sprachfamilie, ist hingegen im Regelfall von nicht zufälliger Übereinstimmung zwischen Wörtern beider 
Listen auszugehen. Tabelle 3.9 zeigt dies für Isländisch und Schwedisch auf. Die häufigsten 
schwedischen Wörter, die ebenfalls in isländischen Texten vorkommen weisen meist einen ähnlichen 
Rang in der Wortliste auf. Betrachtet man hingegen Tabelle 3.10, die Wörter beinhaltet, die in den 
Korpora des Schwedischen und des Nigerianischen Pidgin vorkommen, so fallen hohe Rangunterschiede 
auf. Dies liegt zum einen daran, dass identische Wortformen in beiden Sprachen für unterschiedliche 
Konzepte stehen. So bedeutet bad je nach Sprache Bad oder böse und god steht für gut oder Gott. Das 
Wort far hingegen bedeutet im Schwedischen Mutter und in der Kreolsprache sowie im Englischen weit. 
Außerdem treten im schwedischen Text, beispielsweise in Zitaten, englische Wörter wie and auf. Hier 
ergibt sich wiederum ein großer Rangunterschied zwischen den Wortlisten der Sprachen, der jedoch bei 
Verwendung des Dice-Koeffizienten nicht berücksichtigt wird. Dieses Beispiel verdeutlicht die Vorteile 
von rang- oder frequenzbasierten Verfahren zur Feststellung von sprachlicher Ähnlichkeit. 
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Rang im Korpus des 
Schwedischen 
Rang im Korpus des 
Nigerianischen Pidgin 
Wort 
23 157 man 
39 1 dem 
123 197 in 
325 43 person 
383 324 god 
386 14 be 
436 22 of 
454 24 all 
463 201 form 
598 98 far 
623 318 information 
805 55 bad 
831 12 and 
836 383 december 
888 36 ting 
Tabelle 3.10: Häufige Wörter des schwedischen Korpus, die ebenfalls im Korpus des Nigerianischen Pidgin vorkommen. Jeweils 
mit Angabe des Rangs. 
Zusammenfassend lässt sich festhalten, dass sich die Nutzung von Trigrammen in den untersuchten 
Beispielen als vorteilhaft gegenüber den wortbasierten Ansätzen erweist. Dies gilt sowohl für die in den 
Clustern vorkommenden Elemente als auch für deren interne hierarchische Struktur. Damit werden die 
auf Basis der Güte der Clusterlösung bestimmten Werte untermauert. 
Der Einfluss der genutzten Vergleichsmethodik wurde ebenfalls zuvor anhand der reinen Zahlenwerte 
festgemacht. Hier wurde er nun anhand eines Beispiels erläutert. Dabei wurde der positive Einfluss der 
Verwendung von Rang- oder Frequenzinformationen hervorgehoben. 
Außerdem wurde auf die Problematik des Sprachvergleichs über Skriptgrenzen hinweg hingewiesen. 
Ansätze zur Überwindung dieses Umstandes werden in Unterkapitel 3.3.8.8 vorgestellt. 
3.3.8.4 Evaluation gegen Genera 
In diesem Abschnitt werden die Ergebnisse der zuvor beschriebenen Analysen gegen die Einteilung der 
Sprachen in Genera (Dryer, 1989, S.267) evaluiert. Die zu vergleichenden Sprachen werden hierzu in 108 
Genera statt wie bisher in 52 Familien eingeteilt. Ziel ist es, zu bestimmen, inwieweit die eingesetzten 
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Features und Vergleichsverfahren sich zur Bestimmung einer feineren Granularität von Ähnlichkeit 
eignen. 
Die Tabellen 3.11 und 3.12 stellen die Ergebnisse übersichtsartig dar. Die Abbildungen 3.23 und 3.24 
verdeutlichen die Ergebnisse durch graphische Darstellung. 
 
Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,665 0,129 
Kendalls Tau 0,690 0,121 
Kosinus - Rang 0,686 0,123 
Kosinus - Frequenz 0,627 0,157 
Kosinus - Logarithmus der Frequenz 0,705 0,118 
Tabelle 3.11: Mittels Wortlisten berechnete Sprachähnlichkeit. Evaluation der Ergebnisse verschiedener Metriken gegen bekannte 
Sprachfamilien. 
 
Metrik Cluster-Purity Entropie 
Dice-Koeffizient 0,745 0,110 
Kendalls Tau 0,755 0,101 
Kosinus - Rang 0,754 0,103 
Kosinus - Frequenz 0,763 0,098 
Kosinus - Logarithmus der Frequenz 0,772 0,095 
Tabelle 3.12: Mittels Trigrammlisten berechnete Sprachähnlichkeit. Evaluation der Ergebnisse verschiedener Metriken gegen 
bekannte Sprachfamilien. 
74 
Quantitative Untersuchungen zur Sprachähnlichkeit 
 
Abbildung 3.23: Darstellung der Cluster-Purity in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. 
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Abbildung 3.24: Darstellung der Entropie in Abhängigkeit von den verwendeten Features und Vergleichsmethodiken. Kleinere 
Werte der Entropie sind wiederum besser. 
Wiederum gelingt es mit den vorgestellten Verfahren, die Einteilung entsprechend der 
Sprachverwandtschaft, diesmal auf der Ebene der 108 Genera, zu einem großen Teil nachzuvollziehen. Es 
wird, je nach Methode, eine Reinheit der Cluster von über 77% erreicht. Damit heben sich die 
berechneten Übereinstimmungen deutlich von den mittels Permutationstest ermittelten Erwartungswerten 
ab, die bei 0,346 für die Cluster-Purity und 0,243 für die Entropie liegen. Wie bereits auf Basis der 
Beispiele aus Kapitel 3.3.8.3 vermutet, eignen sich die Verfahren also ebenfalls für eine feinere 
Strukturierung von Sprachähnlichkeit. Die Höhe der bestimmten zwischensprachlichen Ähnlichkeitswerte 
ist also ein gutes Maß für die Stärke von deren Beziehungen. 
Diese Ähnlichkeit scheint sich in der Regel sowohl durch Übereinstimmungen des Vokabulars als auch 
durch Gemeinsamkeiten der verwendeten Trigramme auf Zeichenebene auszuwirken. Dabei sind die 
Trigramme als Features den Wörtern wie in den bisherigen Analysen überlegen. 
Auffällig bei der betrachteten Analyse ist das Ranking der Vergleichsverfahren bezüglich Cluster-Purity 
und Entropie. Hier kommt es zu einer Änderung der Reihenfolge im Vergleich zu den Analysen auf Basis 
einer gröberen Einteilung der Sprachen. Bei der Verwendung von Wörtern als Features erzielt der 
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Kosinus der logarithmierten Frequenzen die besten Werte, gefolgt von den rangbasierten Verfahren. Im 
Fall der Trigramme erreicht wiederum der Kosinus der logarithmierten Frequenzen die besten Kennwerte, 
diesmal aber beansprucht der Kosinus auf Basis der Frequenzen Platz 2 vor den rangbasierten Methoden. 
Bei Betrachtung der Wörter sorgt also eine moderat höhere Gewichtung der hochfrequenten Elemente für 
eine Verbesserung der Ergebnisse. Die Verwendung der reinen Frequenzen hingegen führt weiterhin zu 
den niedrigsten Werten für die Güte der Lösung. In diesem Fall haben nur wenige hochfrequente Wörter 
Einfluss auf die berechnete Ähnlichkeit, wie in Unterkapitel 3.3.6.2b beschrieben. Diese haben aber allein 
offensichtlich wenig Aussagekraft. 
Auch bei dem trigrammbasierten Vergleich tritt eine Verbesserung der Ergebnisse bei höherer 
Gewichtung häufiger Elemente ein. Allerdings geschieht dies sogar bei Nutzung der unveränderten 
Frequenzinformation. Eine geringe Zahl häufiger Trigramme hat also allein schon eine hohe 
Aussagekraft. 
Zusammenfassend lässt sich also festhalten, dass bei der Abbildung einer feineren Granularität der 
Sprachähnlichkeit die genutzten Features und Vergleichsverfahren an Bedeutung gewinnen. Besonders 
auffällig ist der positive Einfluss einer höheren Gewichtung hochfrequenter Vergleichselemente. Diese 
Gewichtung hat allerdings in Abhängigkeit von den genutzten Features zu erfolgen. 
3.3.8.5 Einfluss des verwendeten Clusteringverfahrens 
Bisher wurde der Einfluss der verwendeten Features und Vergleichsverfahren auf die Güte der erhaltenen 
Ergebnisse untersucht. Nun soll auch der letzte Schritt der Analyse, die Partitionierung der erstellten 
Ähnlichkeitsmatrix, betrachtet werden. Zu diesem Zweck werden vier verschiedene Clusteringverfahren 
untersucht und deren Einfluss auf die Resultate bestimmt. 
Die Wahl fiel hierbei auf Clusteringtechniken, die in der Literatur weite Verbreitung gefunden haben und 
die auf eine breite Klasse von Problemen anwendbar sind. Unter dem Vorgang des Clusterns bzw. der 
Clusteranalyse versteht man die Unterteilung einer Menge von Objekten in Cluster, welche Gruppen 
dieser Objekte darstellen. Ziel ist es dabei, dass die Elemente in einer Gruppe möglichst ähnlich 
zueinander sind, während die Ähnlichkeit über Clustergrenzen hinweg gering sein soll. 
Im Folgenden werden nun vier verschiedene Clusteringverfahren eingesetzt. Zum einen handelt es sich 
dabei um die Repeated Bisection (Fiduccia, 1982). Ergänzt wird dieses Vorgehen von der Repeated 
Bisection mit globaler Optimierung (Zhao, 2003; Zhao, 2005). Als dritte Clusteringtechnik wird das 
direkte k-Means-Clustering eingesetzt (Lloyd, 1982; Jain, 1988).  
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Das vierte und letzte genutzte Verfahren ist das Clustering durch Graphpartitionierung (Karypis, 1998; 
Han, 1998). Auf eine Beschreibung der einzelnen Verfahren soll an dieser Stelle verzichtet werden. 
Stattdessen sei auf die angegebene Literatur verwiesen. 
Der generelle Versuchsaufbau gleicht im Folgenden dem aus Kapitel 3.3.8.1. Es erfolgt also eine 
Evaluation gegen die Einteilung in 52 Sprachfamilien. Die Analyse wird jedoch auf die 
Kosinusähnlichkeit des Rangs und der logarithmierten Frequenzen beschränkt. Die Beschränkung auf 
diese beiden performanten Verfahren geschieht aus Gründen der Übersichtlichkeit. 
Die Tabellen 3.13 und 3.14 listen die sich ergebenden Werte der Cluster-Purity und der Entropie unter 
Verwendung der beschriebenen Clusteringverfahren und der wortbasierten Features. Die sich 
anschließenden Tabellen 3.15 und 3.16 hingegen zeigen Ergebnisse auf Basis der trigrammbasierten 
Features. 
 
Verfahren Cluster-Purity Entropie 
Repeated Bisection 0,673 0,207 
Repeated Bisection (optimiert) 0,682 0,190 
K-Means-Clustering 0,668 0,200 
Graphpartitionierung 0,668 0,211 
Tabelle 3.13: Wortlistenbasierte Sprachähnlichkeit. Kosinusähnlichkeit unter Verwendung des Rangs und Evaluierung gegen 52 
Sprachfamilien. 
 
Verfahren Cluster-Purity Entropie 
Repeated Bisection 0,659 0,211 
Repeated Bisection (optimiert) 0,673 0,195 
K-Means-Clustering 0,658 0,200 
Graphpartitionierung 0,666 0,204 
Tabelle 3.14: Wortlistenbasierte Sprachähnlichkeit. Kosinusähnlichkeit unter Verwendung des Logarithmus der Wortfrequenzen 
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Verfahren Cluster-Purity Entropie 
Repeated Bisection 0,737 0,166 
Repeated Bisection (optimiert) 0,757 0,150 
K-Means-Clustering 0,743 0,152 
Graphpartitionierung 0,743 0,159 
Tabelle 3.15: Trigrammbasierte Sprachähnlichkeit. Kosinusähnlichkeit unter Verwendung des Rangs und Evaluierung gegen 52 
Sprachfamilien. 
 
Verfahren Cluster-Purity Entropie 
Repeated Bisection 0,723 0,176 
Repeated Bisection (optimiert) 0,749 0,152 
K-Means-Clustering 0,745 0,160 
Graphpartitionierung 0,746 0,160 
Tabelle 3.16: Trigrammbasierte Sprachähnlichkeit. Kosinusähnlichkeit unter Verwendung des Logarithmus der 
Trigrammfrequenzen und Evaluierung gegen 52 Sprachfamilien. 
Bei Betrachtung der Ergebnisse zeigt sich ein Einfluss des verwendeten Clusteringverfahrens auf die Güte 
der erhaltenen Lösung. Dieser ist jedoch als gering einzuschätzen. Repeated Bisection mit globaler 
Optimierung erzielt in den untersuchten Fällen die besten Ergebnisse. Erwarten ließ sich hier in erster 
Linie ein Performancegewinn gegenüber der Variante ohne Optimierung. Aber auch die weiteren 
untersuchten Verfahren werden mit variierenden Abständen übertroffen. Das Ranking der drei 
unterlegenen Verfahren ist dabei nicht stabil. Es gibt verschiedene Ausreißer der Einzelverfahren. 
Aufgrund der Performanz und der Stabilität der Ergebnisse wird für die Analysen dieses Kapitels stets 
Repeated Bisection mit globaler Optimierung eingesetzt. 
Die hier verwendeten Clusteringverfahren stellen nur eine kleine Auswahl der zur Verfügung stehenden 
Möglichkeiten dar, die Sprachen auf Basis der berechneten Ähnlichkeitswerte zu partitionieren. In erster 
Linie wurden verbreitet genutzte und allgemeine Verfahren bevorzugt. Eine breite Evaluierung wird hier 
nicht angestrebt. Es besteht beispielsweise die Möglichkeit des Einsatzes weiterer spezieller 
Graphpartitionierungsalgorithmen wie Chinese Whispers (Biemann, 2006a). Solche Verfahren 
interpretieren die sich ergebende Ähnlichkeitsmatrix als einen Graph und streben eine Zerlegung in stark 
vernetzte Komponenten an. Allerdings wurden in diesem Vergleich nur Verfahren in Betracht gezogen, 
die es erlauben, die Anzahl der entstehenden Cluster oder Partitionen vorzugeben. Dies erfolgt mit dem 
Ziel eine bessere Vergleichbarkeit der Ergebnisse mit deren verwandtschaftlichen Beziehungen zu 
gewährleisten. Diese liegen in diesem Fall nur auf fest vorgegebenen Ebenen vor, gegen die gezielt 
evaluiert wird. 
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Der Einsatz von Methoden, die keine Vorgabe der Anzahl der entstehenden Komponenten benötigen, 
kann aber auch von Vorteil sein. Solche Verfahren, als Beispiel sei hier erneut auf Chinese Whispers 
verwiesen, strukturieren die Daten auf einer Ebene, auf der die Abgrenzung der einzelnen Partitionen dem 
Verfahren entsprechend am größten ist. Die so entstehenden Komponenten sollten eine Art natürliche 
Unterteilung der Daten darstellen. Eine genauere Betrachtung dieser Einheiten wäre erstrebenswert, 
weshalb weiterführende Analysen an dieser Stelle empfohlen werden. 
3.3.8.6 Einfluss des Sachgebiets der Texte 
Wie zu Beginn des Kapitels erwähnt, sollen die Verfahren auf die Robustheit bezüglich gewisser 
Faktoren untersucht werden. Dazu gehört auch die Art des verwendeten Textes. Hier soll nun gezielt der 
Einfluss der Verwendung gleicher oder unterschiedlicher Sachgebiete bei der Auswahl der Texte näher 
betrachtet werden. Schließlich hat die Wahl des Sachgebietes großen Einfluss auf das verwendete 
Vokabular und macht die hier auftretenden Unterschiede zu einem eigenen Forschungsschwerpunkt 
(Kilgarriff, 2001). Bei dem hier verwendeten Ansatz eines Vergleichs des Vokabulars auf 
orthographischer Ebene ist daher von einem Einfluss des verwendeten Sachgebietes auszugehen. 
Es sei dabei darauf hingewiesen, dass die hier verwendeten Texte auch in Bezug auf andere Faktoren 
unterschiedlichen Textsorten angehören, deren Einfluss auf das Vokabular aber als geringer einzustufen 
ist. Dazu soll kurz die kommunikative Funktion (Große, 1974) der Texte betrachtet werden. 
Beispielsweise handelt es sich bei der Menschenrechtsdeklaration um einen normativen Text, während 
religiöse Texte als normativ und sachinformierend einzuordnen sind. Die genutzten Webtexte sind gar 
zufällig ausgewählt und unterliegen verschiedensten funktionalen Textsorten. 
Hier soll nun erneut ein Blick auf das bereits in Abschnitt 3.3.8.3 verwendete Beispiel der 
nordgermanischen Sprachen geworfen werden. Ausgehend von diesem Beispiel wird dann der Einfluss 
der verwendeten Texte und deren Sachgebiete anhand einer neuen umfassenderen Analyse bestimmt.  
Bei den nordgermanischen Sprachen waren zuvor unterschiedliche Ergebnisse des Clustering aufgefallen, 
je nachdem ob die Kosinusähnlichkeit basierend auf dem Rang der Wörter oder basierend auf dem Rang 
der Buchstabentrigramme berechnet wurde. Dies wurde durch die Abbildungen 3.20 und 3.21 
verdeutlicht. 
Bei der Analyse wurden, je nach Sprache, verschiedene Textquellen verwendet. Bei genauer Betrachtung 
der im Beispiel untersuchten Sprachen zeigt sich folgende Einteilung: Im Falle des Dänischen und des 
Schwedischen lagen Texte der Zeugen Jehovas der Analyse zugrunde. Für Nynorsk und Bokmål wurde 
die allgemeine Erklärung der Menschenrechte verwendet. Unter diesen Voraussetzungen ergeben sich für 
das Dänische, je nach Verwendung von Wörtern oder Trigrammen als Features, die in den Tabellen 3.17 
und 3.18 abgebildeten Rankings der ähnlichsten Sprachen. Die absoluten Zahlen sollen hier nicht 
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betrachtet werden. Je nach verwendeten Features sind die Werte, wie zu erwarten, sehr unterschiedlich. 
Zum Vergleich soll hier in erster Linie die Reihenfolge der ähnlichsten Sprachen dienen. 
Diese Reihenfolge ist bei Gebrauch von Wörtern und Trigrammen als Features unterschiedlich. Im Falle 
der Wörter sind - bei Betrachtung dieser vier sehr ähnlichen Sprachen - jene Sprachen am ähnlichsten, 
denen vergleichbare Texte zugrunde liegen. 
Werden nun für alle vier Sprachen Texte mit identischem Sachgebiet genutzt, ändern sich die Ergebnisse 
nur im Falle der wortbasierten Features. Sie gleichen sich in diesem Fall denen des trigrammbasierten 
Vergleiches an. Die entsprechenden Rankings dieser Analyse unter Nutzung von Trigrammen sind in den 
Tabellen 3.19 und 3.20 zu finden. Im Gegensatz zum wortbasierten Vergleich bleibt die Reihenfolge 
hierbei stabil. 
 
Sprache 1 Sprache 2 Kosinusähnlichkeit (Rang) 
Dänisch Schwedisch 0,33 
Dänisch Bokmål 0,27 
Dänisch Nynorsk 0,19 
Tabelle 3.17: Die dem Dänischen ähnlichsten Sprachen auf Basis des Wortlistenvergleichs unter Verwendung von Texten 
unterschiedlicher Sachgebiete. 
 
Sprache 1 Sprache 2 Kosinusähnlichkeit (Rang) 
Dänisch Bokmål 0,68 
Dänisch Nynorsk 0,58 
Dänisch Schwedisch 0,56 
Tabelle 3.18: Die dem Dänischen ähnlichsten Sprachen auf Basis des Trigrammlistenvergleichs unter Verwendung von Texten 
unterschiedlicher Sachgebiete. 
 
Sprache 1 Sprache 2 Kosinusähnlichkeit (Rang) 
Dänisch Bokmål 0,46 
Dänisch Nynorsk 0,23 
Dänisch Schwedisch 0,20 
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Sprache 1 Sprache 2 Kosinusähnlichkeit (Rang) 
Dänisch Bokmål 0,80 
Dänisch Nynorsk 0,60 
Dänisch Schwedisch 0,60 
Tabelle 3.20: Die dem Dänischen ähnlichsten Sprachen auf Basis des Trigrammlistenvergleichs unter Verwendung von Texten 
identischer Sachgebiete. 
Das Beispiel der nordgermanischen Sprachen legt die Vermutung nahe, dass die Verwendung von 
Wörtern als Features anfälliger gegenüber Faktoren wie dem Sachgebiet der verwendeten Texte ist. 
Andererseits scheint der trigrammbasierte Vergleich robuster gegenüber solchen Einflüssen. 
Eine Veränderung des gebrauchten Vokabulars innerhalb einer Sprache in Abhängigkeit vom Sachgebiet 
ist nachvollziehbar. Zur Anschauung sollen hier drei deutsche Webkorpora dienen. Dabei handelt es sich 
um zwei Korpora auf Basis von Nachrichtentexten aus den Jahren 2009 und 2010. Als drittes 
Vergleichsobjekt dienen Texte der Zeugen Jehovas. Tabelle 3.21 listet paarweise die Anzahl der 
gemeinsamen Elemente der Wortlisten. Betrachtet werden dabei jeweils die 1.000 häufigsten Wörter. 
Auffällig ist dabei die hohe Übereinstimmung zwischen den Nachrichtentexten, während zwischen 
Nachrichten und den Watchtower-Dokumenten deutlich größere Unterschiede bestehen. 
 
 Nachrichten (2009) Nachrichten (2010) Watchtower 
Nachrichten (2009) 1000 942 479 
Nachrichten (2010) 942 1000 493 
Watchtower 479 493 1000 
Tabelle 3.21: Anzahl gemeinsamer Elemente unter den 1000 häufigsten Wörtern der untersuchten Korpora. 
Betrachten wir nun erneut das Beispiel der nordgermanischen Sprachen. Es ist davon auszugehen, dass 
ein höherer Einfluss der hochfrequenten Stoppwörter den beschriebenen Effekt verringert. Die häufigsten 
Wörter der Sprache sollten sich weniger durch Faktoren wie das Sachgebiet beeinflussen lassen. Daher 
wird diese Analyse wiederholt, diesmal mit der Kosinusähnlichkeit der logarithmierten Frequenzen als 
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Sprache 1 Sprache 2 Kosinusähnlichkeit (log. Frequenz) 
Dänisch Bokmål 0,61 
Dänisch Nynorsk 0,59 
Dänisch Schwedisch 0,39 
Tabelle 3.22: Die dem Dänischen ähnlichsten Sprachen auf Basis des Wortlistenvergleichs unter Verwendung von Texten 
unterschiedlicher Sachgebiete. 
 
Sprache 1 Sprache 2 Kosinusähnlichkeit (log. Frequenz) 
Dänisch Bokmål 0,62 
Dänisch Nynorsk 0,44 
Dänisch Schwedisch 0,31 
Tabelle 3.23: Die dem Dänischen ähnlichsten Sprachen auf Basis des Wortlistenvergleichs unter Verwendung von Texten 
identischer Sachgebiete. 
Es zeigt sich eine Stabilisierung der Reihenfolge, jedenfalls im betrachteten Beispiel. Allerdings variieren 
die Abstände innerhalb dieser Rankings immer noch deutlich in Abhängigkeit der verwendeten Texte. Es 
kommt also zu einer Verringerung des beschriebenen Einflusses, aber zu keiner Eliminierung. 
Anhand der Beispiele scheint es, dass trigrammbasierte Ansätze robuster auf Änderungen des 
verwendeten Textes reagieren. Wortbasierte Ansätze hingegen zeigen am Beispiel sehr ähnlicher 
Sprachen starke Anfälligkeiten bezüglich unterschiedlicher Sachgebiete der untersuchten Texte. Eine 
höhere Gewichtung der hochfrequenten Wörter verbessert das Verhalten, aber behebt die Probleme nicht 
vollständig.  
Eine weitere Analyse soll nun die Auswirkungen der verwendeten Texte auf die hier vorgestellten 
Methoden des Sprachvergleichs genauer untersuchen und quantifizieren. Dazu werden insgesamt 150 
Sprachen untersucht. Im ersten Versuchsaufbau werden für je ein Drittel der Sprachen Watchtower-
Dokumente, die allgemeine Erklärung der Menschenrechte (UDHR) oder zufällige Webtexte genutzt. Im 
zweiten Experiment liegen allen Wortlisten Bibel-Texte zugrunde. Vergleichsgrundlage sind jeweils nur 
die 500 häufigsten Wörter oder Trigramme der Texte. Als Vergleichsmethodik kommt die 
Kosinusähnlichkeit des Rangs und der logarithmierten Frequenzen zum Einsatz. Die Evaluation der 
Ergebnisse erfolgt gegen die 75 vertretenen Genera der Sprachen. Dier Ergebnisse sind in den Tabellen 
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Vergleichsmethodik Cluster-Purity Entropie 
Kosinus des Rangs 0,693 0,101 
Kosinus der logarithmierten 
Frequenzen 
0,715 0,094 
Tabelle 3.24: Analyse thematisch verschiedener Texte unter Verwendung der häufigsten Wörter. 
 
Vergleichsmethodik Cluster-Purity Entropie 
Kosinus des Rangs 0,737 0,086 
Kosinus der logarithmierten 
Frequenzen 
0,743 0,084 
Tabelle 3.25: Analyse thematisch identischer Texte unter Verwendung der häufigsten Wörter. 
 
Vergleichsmethodik Cluster-Purity Entropie 
Kosinus des Rangs 0,793 0,083 
Kosinus der logarithmierten 
Frequenzen 
0,807 0,082 
Tabelle 3.26: Analyse thematisch verschiedener Texte unter Verwendung der häufigsten Buchstabentrigramme. 
 
Vergleichsmethodik Cluster-Purity Entropie 
Kosinus des Rangs 0,796 0,080 
Kosinus der logarithmierten 
Frequenzen 
0,807 0,080 
Tabelle 3.27: Analyse thematisch identischer Texte unter Verwendung der häufigsten Buchstabentrigramme. 
Im Falle der wortlistenbasierten Analyse zeigt sich eine deutliche Verbesserung der Ergebnisse bei 
Verwendung thematisch identischer Texte. Die bereits vermutete Abhängigkeit vom verwendeten Text 
schlägt sich also im Ergebnis der sprachübergreifenden Analyse nieder. Der Effekt ist stark ausgeprägt 
beim rangbasierten Vergleich und wird etwas abgeschwächt bei stärkerer Gewichtung hochfrequenten 
Vokabulars. Auf die Ergebnisse der Nutzung von Trigrammen zeigt sich keine erkennbare Auswirkung 
der thematischen Ausrichtung der verwendeten Texte. Darstellung 3.25 verdeutlicht diese Effekte für die 
Verwendung der rangbasierten Kosinusähnlichkeit von Wörtern und Trigrammen. 
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Abbildung 3.25: Cluster-Purity in Abhängigkeit von den verwendeten Features und dem Sachgebiet der Texte unter Nutzung der 
rangbasierten Kosinusähnlichkeit. 
Zusammenfassend lässt sich festhalten, dass die Art der verwendeten Texte je nach Analysemethode 
Einfluss auf das Ergebnis hat. Gibt es beispielsweise Unterschiede in Bezug auf Sachgebiet oder Thema 
der zu untersuchenden Texte, so schlägt sich dies im Resultat eines wortlistenbasierten Ansatzes nieder. 
Die Anzahl identischer Wörter und somit die berechneten Ähnlichkeitswerte schwanken in Abhängigkeit 
solcher Faktoren. Eine höhere Gewichtung der weniger beeinflussten Stoppwörter reduziert diesen 
Einfluss. Bei Nutzung von Trigrammen als Grundlage des Vergleichs zeigt sich diese Abhängigkeit vom 
verwendeten Text nur in sehr geringem Maße. Der trigrammbasierte Ansatz ist also auch aus diesem 
Grund zu bevorzugen. 
3.3.8.7 Einfluss des Umfangs der Featurelisten 
Bei den Betrachtungen in den vorangegangenen Abschnitten ist deutlich geworden, dass sich vor allem 
die häufigsten Trigramme der Sprachen, aber auch deren Wörter, eignen, um ähnliche Sprachen zu 
ermitteln. Unbeachtet blieb bisher aber der Einfluss des Umfangs der Liste der verwendeten 
Vergleichselemente. Daher soll nun geklärt werden, ob die Betrachtung einer geringen Zahl der 
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häufigsten Wörter und Trigramme ausreicht oder ob die Hinzunahme weiterer Elemente die Qualität der 
Ergebnisse erhöht. 
Hierzu werden erneut die 346 Sprachen herangezogen, die bereits mehrfach Untersuchungsgegenstand 
waren. Auf der Basis von Wort- und Trigrammlisten unterschiedlichen Umfangs werden dann die 
bekannten Analysen durchgeführt. Dabei werden jeweils die 10 bis 5.000 häufigsten Elemente genutzt. 
Als Vergleichsverfahren dienen die Kosinusähnlichkeit des Rangs und der logarithmierten Frequenzen. 
Damit soll gleichzeitig der Einfluss der Gewichtung der Features untersucht werden. Die Evaluation 
erfolgt gegen die bekannten 108 Genera der sprachverwandtschaftlichen Beziehungen. 
Die Ergebnisse der Analysen sind in den Tabellen 3.28 bis 3.31 aufgelistet. Dabei beinhalten die Tabellen 
3.28 und 3.29 die Resultate der wortbasierten Untersuchungen. Die Daten bezüglich der Trigramme sind 
in den Tabellen 3.30 und 3.31 zu finden. Die Abbildungen 3.26 und 3.27 stellen die Ergebnisse graphisch 
dar.  
 
Umfang der Wortliste Cluster-Purity Entropie 
10 0,586 0,179 
25 0,647 0,144 
50 0,679 0,126 
75 0,695 0,118 
100 0,699 0,116 
300 0,691 0,121 
1000 0,673 0,126 
3000 0,650 0,136 
5000 0,650 0,136 
Tabelle 3.28: Ergebnisse des wortlistenbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. Als 
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Umfang der Wortliste Cluster-Purity Entropie 
10 0,590 0,175 
25 0,659 0,139 
50 0,689 0,123 
75 0,695 0,119 
100 0,697 0,118 
300 0,699 0,116 
1000 0,701 0,116 
3000 0,703 0,113 
5000 0,703 0,114 
Tabelle 3.29: Ergebnisse des wortlistenbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. Als 
Vergleichsmethodik dient die Kosinusähnlichkeit der logarithmierten Frequenzen. 
 
Umfang der Trigrammliste Cluster-Purity Entropie 
10 0,682 0,133 
25 0,720 0,115 
50 0,734 0,110 
75 0,746 0,105 
100 0,760 0,099 
300 0,760 0,096 
1000 0,757 0,103 
3000 0,754 0,099 
5000 0,754 0,101 
Tabelle 3.30: Ergebnisse des trigrammbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. Als 
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Umfang der Trigrammliste Cluster-Purity Entropie 
10 0,697 0,125 
25 0,746 0,109 
50 0,746 0,106 
75 0,763 0,099 
100 0,763 0,099 
300 0,766 0,097 
1000 0,771 0,090 
3000 0,770 0,089 
5000 0,770 0,089 
Tabelle 3.31: Ergebnisse des trigrammbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. Als 
Vergleichsmethodik dient die Kosinusähnlichkeit der logarithmierten Frequenzen. 
 
 
Abbildung 3.26: Ergebnisse des wortlistenbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. 
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Abbildung 3.27: Ergebnisse des trigrammbasierten Sprachvergleichs unter Verwendung von Listen unterschiedlichen Umfangs. 
Die Ergebnisse zeigen einen deutlichen Einfluss des Umfangs der genutzten Listen auf die Analyse. Bei 
allen Untersuchungen führt eine zu geringe Größe zu einer Verschlechterung der Resultate. Aber bereits 
bei einem Umfang von ungefähr 100 Elementen erreicht die Lösung eine hohe Güte. Dies gilt bei der 
Nutzung von Wörtern und Trigrammen. 
Ein Einfluss der genutzten Gewichtung der einzelnen Elemente der Vergleichslisten ist ebenfalls 
auffällig. Ein rangbasiertes Verfahren verliert in beiden Analysen bei Hinzunahme weiterer Elemente 
allmählich an Präzision. Bei stärkerer Gewichtung der hochfrequenten Elemente hingegen steigen die 
gemessenen Werte in Abhängigkeit der Listengröße weiter oder bleiben stabil. 
Bereits anhand der 100 häufigsten Wörter lassen sich Sprachen also mit kaum schlechterem Ergebnis 
vergleichen als bei Verwendung einer deutlich umfangreicheren Liste. Entscheidende Gemeinsamkeiten 
der Sprachen treten also bereits innerhalb der hochfrequenten Wörter auf. Auch im Falle der Trigramme 
reicht eine geringe Anzahl der häufigsten Elemente. Wie zuvor am Beispiel des Deutschen demonstriert, 
werden die ersten Ränge dieser Listen von Wortbestandteilen eingenommen, die typisch für Sprachen zu 
sein scheinen. 
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Zusammenfassend lässt sich festhalten, dass eine Liste mit 100 Elementen, unabhängig von der 
Verwendung von Wörtern oder Trigrammen, ausreichend ist, um gute Vergleichsergebnisse zu erzielen. 
Bei Beachtung einer stärkeren Gewichtung hochfrequenter Elemente kann eine weitere Hinzunahme von 
Elementen die Ergebnisse allerdings weiter verbessern. 
3.3.8.8 Erweiterung durch Transliteration 
Die bisherigen Analysen haben wie erwartet aufgezeigt, dass ein gemeinsames Skript eine Voraussetzung 
für das Aufspüren von Ähnlichkeiten zwischen Sprachen auf orthographischer Ebene ist. Beispielhaft 
wurden die slawischen Sprachen angeführt. 
In diesem Abschnitt werden die Untersuchungen nun durch eine weitere Komponente erweitert, die 
Transliteration. Unter Transliteration versteht man die Umwandlung von Zeichen eines Skripts in die 
eines anderen Skripts. Der Vorgang findet also auf Zeichenebene statt. Ein Beispiel wäre die 
Umwandlung vom Kyrillischen in das Lateinische. 
In dieser Arbeit soll allerdings kein eigener Ansatz der Transliteration entwickelt werden. Es wird auf 
bestehende Tools zurückgegriffen, genauer auf ICU
18
. Alternativen um eine sprachspezifische und 
dennoch automatische Transliteration zu ermöglichen, werden im Laufe des Unterkapitels thematisiert. 
ICU bietet Transliteration für eine große Zahl von Skripten an. Dabei nutzt es skriptbezogene Methoden 
der Transliteration. Eine Anpassung an die Aussprache der Zeichen in den Einzelsprachen erfolgt nicht. 
Dies bietet den Vorteil, dass sehr viele Skripte unterstützt werden. Im Gegenzug sind Ungenauigkeiten 
bei der Transliteration hinzunehmen. ICU wird im Folgenden genutzt, um die untersuchten Sprachen in 
ein einheitliches Skript, das Lateinische, zu übertragen. Da, wie erwähnt, ohnehin ein ungenaues Ergebnis 
der Transliteration erwartet wird, wird auf die Verwendung von diakritischen Zeichen im Zielskript 
vollständig verzichtet. Damit ist die Annahme verbunden, auf diese Weise eine höhere Anzahl einander 
entsprechender Wörter oder Trigramme zu entdecken. 
Zur Evaluation des Einflusses der Transliteration wird erneut die Ähnlichkeit zwischen den zuvor 
betrachteten 346 Sprachen bestimmt. Die Analyse erfolgt wiederum unter Verwendung von Wörtern oder 
Trigrammen. Als Vergleichsmethodik kommt dabei nur der rangbasierte Kosinus zum Einsatz. Dies soll 
der Übersichtlichkeit dienen. Evaluiert wird gegen die 52 Sprachfamilien (Tabellen 3.32 und 3.33), die 
108 Genera (Tabellen 3.34 und 3.35) und die 52 Cluster mit räumlich nahen Sprachen (Tabellen 3.36 und 
3.37). Die sich ergebenden Werte der Güte mit und ohne Nutzung von Transliteration werden 
gegenübergestellt. 
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Transliteration Cluster-Purity Entropie 
Ja 0,694 0,181 
Nein 0,682 0,190 
Tabelle 3.32: Sprachähnlichkeit mittels Vektorvergleich durch Kosinus basierend auf dem Rang der Wörter. Evaluation der 
Ergebnisse gegen bekannte Sprachfamilien. Vergleich der Ergebnisse mit und ohne Transliteration der Wörter der Einzelsprachen. 
 
Transliteration Cluster-Purity Entropie 
Ja 0,769 0,137 
Nein 0,757 0,150 
Tabelle 3.33: Sprachähnlichkeit mittels Vektorvergleich durch Kosinus basierend auf dem Rang von Zeichentrigrammen. 
Evaluation der Ergebnisse gegen bekannte Sprachfamilien. Vergleich der Ergebnisse mit und ohne Transliteration der Wörter der 
Einzelsprachen. 
 
Transliteration Cluster-Purity Entropie 
Ja 0,700 0,116 
Nein 0,686 0,123 
Tabelle 3.34: Sprachähnlichkeit mittels Vektorvergleich durch Kosinus basierend auf dem Rang der Wörter. Evaluation der 
Ergebnisse gegen bekannte Genera. Vergleich der Ergebnisse mit und ohne Transliteration der Wörter der Einzelsprachen. 
 
Transliteration Cluster-Purity Entropie 
Ja 0,769 0,094 
Nein 0,754 0,103 
Tabelle 3.35: Sprachähnlichkeit mittels Vektorvergleich durch Kosinus basierend auf dem Rang von Zeichentrigrammen. 
Evaluation der Ergebnisse gegen bekannte Genera. Vergleich der Ergebnisse mit und ohne Transliteration der Wörter der 
Einzelsprachen. 
 
Transliteration Cluster-Purity Entropie 
Ja 0,527 0,285 
Nein 0,523 0,291 
Tabelle 3.36: Mittels Wortlisten berechnete Sprachähnlichkeit basierend auf dem Vektorenvergleich durch Kosinus. Evaluation der 
Ergebnisse gegen aus Geokoordinaten gewonnene Sprachcluster. Vergleich der Ergebnisse mit und ohne Transliteration der Wörter. 
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Transliteration Cluster-Purity Entropie 
Ja 0,571 0,256 
Nein 0,555 0,270 
Tabelle 3.37: Mittels Listen von Trigrammen berechnete Sprachähnlichkeit basierend auf dem Vektorenvergleich durch Kosinus. 
Evaluation der Ergebnisse gegen aus Geokoordinaten gewonnene Sprachcluster. Vergleich der Ergebnisse mit und ohne 
Transliteration der Wörter. 
Die Tabellen 3.32 bis 3.37 zeigen unabhängig von den verwendeten Features und Vergleichsverfahren 
eine Verbesserung der Güte der Lösungen. Um diese Veränderungen besser einschätzen zu können 
werden nun verschiedene typische Szenarien betrachtet. 
Zum einen seien jene Gruppen von ähnlichen Sprachen erwähnt, welche identische Skripte verwenden. 
Als Beispiel sollen erneut die nordgermanischen Sprachen dienen. Trotz der Vereinfachung des 
verwendeten Alphabets, kommt es hier zu keiner Änderung der sich ergebenden hierarchischen Struktur 
innerhalb der Clusterlösung. Dies ist für einen Großteil der betrachteten Cluster zu beobachten. 
Änderungen treten in erster Linie bei skriptübergreifenden Gruppen ähnlicher Sprachen auf. Ein solches 
Beispiel wurde bereits mit den slawischen Sprachen betrachtet. Abbildung 3.28 stellt die hierarchische 
Clusterlösung für die betreffenden Sprachen vereinfacht dar. Der Übersicht halber wurden nur einzelne 
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Abbildung 3.28: Ergebnis des hierarchischen Clustering mit Fokus auf den slawischen Sprachen. Verwendung der 
Kosinusähnlichkeit basierend auf dem Rang der transliterierten Buchstabentrigramme. 
Dank der vorgenommenen Transliteration entsteht nun das gewünschte Cluster der slawischen Sprachen, 
unabhängig von den genutzten Skripten. Dabei werden sogar die mit unterschiedlichen Skripten 
geschriebenen ostslawischen und westslawischen Sprachen in einem frühen Schritt zu einem 
gemeinsamen Cluster verschmolzen bevor die weiteren kyrillischen Vertreter hinzugenommen werden. 
Als weiteres Beispiel sollen die Turksprachen dienen. Als Besonderheit liegen hier Texte einzelner 
Sprachen sowohl im kyrillischen, als auch im lateinischen Skript vor. Abbildung 3.29 zeigt die 
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Abbildung 3.29: Ergebnis des hierarchischen Clustering mit Fokus auf den Turksprachen. Verwendung der Kosinusähnlichkeit 
basierend auf dem Rang der transliterierten Buchstabentrigramme. 
In diesem Fall führt die Analyse zur korrekten Erkennung der identischen Sprachen mit unterschiedlichen 
Skripten. Dies gelingt im Fall des Nord-Aserbaidschanischen sogar trotz der Ähnlichkeit zum ebenso 
vertretenen Süd-Aserbaidschanischen. 
Durch die Transliteration gelingt eine Verbesserung der Qualität Ergebnisse. Dies ist möglich, obwohl die 
Transliteration nur in Abhängigkeit von den verwendeten Skripten erfolgt. Phonetische Eigenschaften der 
Einzelsprachen werden außen vor gelassen. Der positive Einfluss wird besonders bei Sprachen derselben 
Sprachfamilie deutlich, die unterschiedliche Skripte verwenden. 
Dabei ist der zu betreibende Aufwand für diese Erweiterung der Vergleichsmethodik gering. Der 
Aufwand ist nur linear in Bezug auf die Anzahl verschiedener Skripte, weshalb die nötigen Ressourcen 
mit vertretbarem Aufwand erweiterbar sind. Alle untersuchten Skripte waren aber bereits im verwendeten 
Werkzeug vorhanden. 
Erstrebenswert wäre einerseits eine vollständige Automatisierung der Transliteration, gerade bei 
Hinzunahme weiterer unbekannter Skripte. Andererseits wäre eine phonologisch korrekte Transliteration 
der Wörter jeder Einzelsprache wünschenswert. 
Möglich wäre hier eine Erweiterung der vorgestellten Methodik um eine Komponente zum 
Transliteration Alignment. Es existieren automatische Ansätze, die auf Basis zwei- oder mehrsprachiger 
Wortlisten eine Zuordnung der orthographischen Einheiten zueinander ermöglichen (Pervouchine, 2009). 
Dies setzt aber das Vorhandensein solcher Ressourcen voraus. 
Möglichkeiten der Extraktion solcher Wortpaare zur Erstellung solcher Listen auf Basis von Paralleltext 
werden im weiteren Verlauf dieses Kapitels vorgestellt. Dafür werden in diesem Fall Bibeltexte genutzt. 
Diese Texte liegen für eine sehr große Anzahl von Sprachen vor. Allein im Rahmen dieser Arbeit wurden 
Texte von Bibeln in über 800 Sprachen untersucht, die bereits ein Alignment auf Versebene vorweisen. 
Somit bieten sich Bibeln als Quelle für Transliteration Alignment für eine große Zahl von Sprachen an. 
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Die Erstellung der benötigten Wortlisten auf Basis nicht paralleler Texte wäre eine wünschenswerte 
Alternative. Ansätze zur Lösung dieses Problems existieren beispielsweise von Rapp (1995, 2012) oder 
Cuong (2012). Die in diesen Arbeiten beschriebenen Verfahren sind allerdings überwacht und benötigen 
Startmengen an einander entsprechenden Wörtern, Sätzen oder Dokumenten. 
3.3.8.9 Verteilung der Ähnlichkeitswerte 
Dieser Abschnitt wird sich mit Betrachtungen zur Verteilung der berechneten Werte der 
Sprachähnlichkeit beschäftigen. Dabei werden auf der einen Seite die Verteilungen für Einzelsprachen 
betrachtet. Auf der anderen Seite werden Kennwerte - wie die durchschnittliche Ähnlichkeit zu den 
anderen Sprachen - für alle Sprachen direkt verglichen. 
Ziel dieser Betrachtungen soll es sein, Empfehlungen auszusprechen, wie die Auswahl von einer Menge 
von Sprachen erfolgen kann, die auffällig ähnlich zu einer betrachteten Sprache sind. Nötige Methoden 
werden im Rahmen der Untersuchungen entwickelt. Diese Vorauswahl kann dann Grundlage für eine 
weitere manuelle Auswahl oder gezielte Untersuchungen sein. 
 
Eine bereits praktizierte Möglichkeit zur Bestimmung auffälliger Ähnlichkeit ist die Betrachtung der 
Sprachen, die bei den vorangegangenen Analysen einem gemeinsamen Cluster zugeordnet wurden. 
Allerdings ist diese Form der Auswahl von der Anzahl der gewählten Cluster abhängig. Des Weiteren 
wäre ein Verfahren zur Auswahl wünschenswert, das ohne derart komplexe weitere Analysen auskommt. 
Als erstes soll nun die Verteilung der Ähnlichkeitswerte von Einzelsprachen zu allen anderen Sprachen 
betrachtet werden. Dies geschieht im Folgenden anhand mehrerer Beispiele. Die Abbildungen 3.30 und 
3.31 dienen der graphischen Darstellung dieser Verteilungen. Dabei wird jeweils für 10 zufällig 
ausgewählte Einzelsprachen der Zusammenhang von Rang und Ähnlichkeitswert in Bezug auf alle 448 
weiteren untersuchten Sprachen abgebildet. Der Rang entspricht dem Platz in der Liste der nach 
Ähnlichkeit zur Ausgangssprache sortierten Sprachen. Die Analysen beruhen in den gezeigten Beispielen 
auf der Kosinusähnlichkeit der Wörter oder Trigramme basierend auf dem Rang der untersuchten 
Elemente. Die Darstellung 3.30 bezieht sich dabei auf die Wortlistenähnlichkeit, die Abbildung 3.31 auf 
die Trigrammlistenähnlichkeit. 
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Abbildung 3.30: Zusammenhang von Rang der Sprachen und dem berechneten Ähnlichkeitswert unter Verwendung der 
Kosinusähnlichkeit von Wortlisten. Darstellung für zehn Einzelsprachen, die Darstellung erfolgt unter Nutzung einer 
logarithmischen Skalierung der y-Achse. 
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Abbildung 3.31: Zusammenhang von Rang der Sprachen und dem berechneten Ähnlichkeitswert unter Verwendung der 
Kosinusähnlichkeit von Trigrammlisten. Darstellung für zehn Einzelsprachen. 
Die Darstellungen verdeutlichen die typischen Verteilungen der Ähnlichkeiten. Sowohl bei Betrachtung 
von Buchstaben, als auch von Trigrammen gibt es im Normalfall eine geringe Anzahl auffällig ähnlicher 
Sprachen auf den ersten Rängen, die sich deutlich von den anderen Kandidaten abheben. Die Anzahl 
dieser Elemente variiert in unserer Stichprobe genau wie die Höhe der Ähnlichkeitswerte. Ein Großteil 
der Sprachen befindet sich jeweils in einem schmalen Wertebereich rund um die ebenfalls stark 
unterschiedlichen Durchschnittswerte. Diese Durchschnittswerte scheinen im Falle der Verwendung von 
Wörtern als Features stärker zu variieren. Eine geringe Menge Sprachen weist eine auffällig geringe 
Ähnlichkeit auf, mitunter sind diese Sprachen auch disjunkt bezüglich der untersuchten Elemente. 
Die beispielhaften Werte dieser 10 Sprachen deuten auf eine starke Varianz bezüglich der 
durchschnittlichen und maximalen Ähnlichkeitswerte hin. Daher werden die Verteilungen dieser Größen 
über alle Sprachen nun genauer untersucht. Die Abbildungen 3.32 und 3.33 stellen dabei die Verteilungen 
der durchschnittlichen Werte jeweils für die wort- und trigrammbasierte Analyse dar. Die Darstellungen 
3.34 und 3.35 tun dies für die maximalen Werte der berechneten Ähnlichkeit. Der Vollständigkeit halber 
sind die Diagramme jeweils um die Verteilung bei Verzicht auf Transliteration ergänzt. Hauptaugenmerk 
soll aber auf dem transliterierten Fall liegen. 
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Abbildung 3.32: Verteilung der durchschnittlichen Ähnlichkeiten. Verwendung von Wörtern als Features. Ohne Transliteration 
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Abbildung 3.33: Verteilung der durchschnittlichen Ähnlichkeiten. Verwendung von Trigrammen als Features. Ohne Transliteration 
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Abbildung 3.34: Verteilung der maximalen Ähnlichkeiten. Verwendung von Wörtern als Features. Ohne Transliteration ergeben 
sich ein Mittelwert von 0,19 und eine Standardabweichung von 0,16, mit Transliteration liegen die Werte bei 0,22 und 0,18. 
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Abbildung 3.35: Verteilung der maximalen Ähnlichkeiten. Verwendung von Trigrammen als Features. Ohne Transliteration ergeben 
sich ein Mittelwert von 0,53 und eine Standardabweichung von 0,21, mit Transliteration liegen die Werte bei 0,66 und 0,15. 
Die Abbildungen verdeutlichen, dass die durchschnittlichen Ähnlichkeitswerte stark variieren. Bei 
Betrachtung der transliterierten Features ist dabei besonders im Fall der wortbasierten Analyse die 
Standardabweichung mit 45% (oder 0,45) des Mittelwertes als hoch einzustufen. Dieser Wert wird auch 
als Variationskoeffizient bezeichnet. Bei Unterlassung der Transliteration erhöht sich der Koeffizient, 
unabhängig von den verwendeten Features wie Wörtern oder Trigrammen. 
Ein ähnliches Bild ergibt sich bei den maximalen gemessenen Ähnlichkeiten. Hier tritt jeweils ein noch 
höherer Variationskoeffizient auf. 
 
Die vorgestellten Daten zeigen, dass die Verteilung der Ähnlichkeitswerte von mehreren Faktoren 
abhängt. Neben den zur Berechnung der Ähnlichkeit genutzten Features wie Wort- oder 
Trigrammverteilungen sind die Werte auch stark von der betrachteten Sprache abhängig. Dies gilt es zu 
beachten, wenn man zu einer Sprache die auffällig ähnlichen Sprachen bestimmen möchte. Die Auswahl 
aller Sprachen oberhalb eines festen Schwellwertes würde aufgrund der starken Streuung der maximalen 
und durchschnittlichen Ähnlichkeit oft zu keiner sinnvollen Auswahl führen.  
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Auch die Bestimmung der Liste der ähnlichsten Sprachen einer festen Länge wäre nicht immer eine 
sinnvolle Auswahl. Dies ist beispielsweise an der Streuung der Werte der niedrigen Ränge in Darstellung 
3.31 zu erkennen. Der Anteil jener Sprachen, die sich im Diagramm durch eine deutliche Abweichung der 
Ähnlichkeitswerte vom Mittelwert bemerkbar machen, variiert ebenfalls. 
Da also eine Auswahl aufgrund sprachunabhängiger Kriterien nur bedingt erfolgreich sein kann, soll im 
Folgenden die Verteilung der Ähnlichkeiten in Bezug auf die untersuchte Sprache zur Bestimmung der 
auffällig ähnlichen Sprachen genutzt werden. 
Eine intuitiv aus den vorangegangenen Analysen folgende Herangehensweise ist eine Bestimmung dieser 
Sprachen auf Basis des Mittelwertes und der Standardabweichung. In Abhängigkeit dieser Faktoren ist es 
möglich für Einzelsprachen jeweils vergleichbare Mengen an auffällig ähnlichen Sprachen auszuwählen. 
Dazu soll nachfolgende Formel genutzt werden: 
𝑆𝑖𝑚 𝐴, 𝐵 > 𝐴𝑉𝐺 𝑆𝑖𝑚 𝐴  + 𝑥 ∗ 𝑆𝑇𝐷(𝑆𝑖𝑚(𝐴)) 
Damit die Ähnlichkeit 𝑆𝑖𝑚(𝐴, 𝐵) zweier Sprachen 𝐴 und 𝐵 als auffällig eingeschätzt wird, muss gelten: 
Der berechnete Wert muss größer sein als der Mittelwert der Ähnlichkeiten 𝐴𝑉𝐺 𝑆𝑖𝑚 𝐴  , zu dem die 
mit einem Faktor 𝑥 versehene Standardabweichung der Ähnlichkeiten von 𝐴 addiert wird. 
Der genaue Wert des Faktors 𝑥 ist abhängig vom Untersuchungsinteresse. Im Rahmen dieser Arbeit soll 
aber ein Wertebereich für 𝑥 vorgeschlagen werden, der anhand von Beispielen motiviert wird. Dieser 
Bereich wird über die interne Ähnlichkeit von Genera der sprachverwandtschaftlichen Beziehungen 
gefunden. Sollte das Forschungsinteresse beispielsweise gezielt darüber hinaus gehen, ist eine andere 
Wahl des Faktors nötig. 
Die Tabellen 3.38 und 3.39 stellen jeweils die ähnlichsten Sprachen des Russischen und des Kikongo dar. 









Quantitative Untersuchungen zur Sprachähnlichkeit 
Sprache 1 nach ISO 639-3 Sprache 2 nach ISI 639-3 Ähnlichkeit 
rus     bul        0.76 
rus     ukr        0.76 
rus     mkd         0.75 
rus     hrv        0.70 
rus     slk        0.69 
rus     ces        0.68 
rus     bos_kyrillisch   0.66 
rus     srp_kyrillisch   0.66 
rus     srp_lateinisch   0.61 
rus     slv        0.61 
rus     bos_lateinisch   0.60 
rus     bel        0.56 
rus     pol        0.56 
rus     lvs        0.54 
 rus     ita        0.53 
rus     ron        0.53 
rus     por        0.52 
rus     spa        0.52 
rus     swe        0.51 
rus     lit        0.51 
rus     dan        0.50 
rus     hun        0.50 
rus     nor        0.50 








Quantitative Untersuchungen zur Sprachähnlichkeit 
Sprache 1 nach ISO 639-3 Sprache 2 nach ISO 639-3 Ähnlichkeit 
kng     ktu             0.91 
 kng     kwy             0.81 
 kng     lua             0.61 
 kng     lin             0.57 
 kng     kqn             0.56 
 kng     toi             0.55 
 kng     lun             0.54 
 kng     bem             0.54 
 kng     kmb             0.54 
 kng     nba             0.52 
 kng     lin       0.49 
 kng     lue             0.49 
 kng     seh             0.49 
 kng     nym             0.49 
 kng     loz             0.48 
 kng     kck             0.48 
 kng     cjk             0.47 
 kng     yao             0.47 
 kng     swh             0.47 
 kng     lug             0.46 
 kng     xho             0.46 
 kng     umb             0.46 
 kng     zul             0.46 
 kng     kde             0.46 
 kng     nyk             0.45 
 kng     tso             0.44 
 kng     tum             0.44 
 kng     nde             0.43 
 kng     ssw             0.43 
 kng     suk             0.43 
 kng     ndo             0.42 
 kng     mho           0.42 
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 kng     nya   0.42 
 kng     nbl             0.42 
 kng     tso          0.41 
 kng     cjk          0.41 
 kng     knn             0.40 
 kng     iba             0.40 
 kng     sag             0.40 
Tabelle 3.39: Die dem Kikongo ähnlichsten Sprachen beruhend auf Kosinusähnlichkeit der transliterierten Trigramme. 
Die auf Grundlage der durchgeführten Untersuchungen dem Russischen ähnlichsten Sprachen gehören 
allesamt zum slawischen Zweig der Sprachfamilien. Dies gilt bis zum 14. Rang, auf dem sich das 
Lettische befindet. Nimmt man diese Grenze als wünschenswertes Ergebnis an, so ergibt sich in diesem 
Fall ein Wert für 𝑥 von ungefähr 1,9. Als nächste Listenelemente, die unter diesem Schwellwert liegen, 
folgen indoeuropäische Sprachen, die mit dem Russischen also auf einer höheren Ebene der Genealogie 
in Beziehung stehen. 
Im Falle des Kikonga zeigen sich nur weitere eng verwandte Bantusprachen oder darauf basierende 
Kreolsprachen unter den ersten 36 Sprachen der Liste. Erst danach folgen andere Elemente. Der 
Schwellwert liegt hier bei circa 1,6. 
In den gewählten Beispielen befinden sich die eng verwandten Sprachen jeweils in einem Bereich der 
durch einen Schwellwert zwischen 1,6 und 1,9 abgegrenzt wird. Dieser Eindruck bestätigt sich bei der 
Betrachtung weiterer Sprachen in den meisten Fällen. In Abhängigkeit von Faktoren wie dem 
Forschungsinteresse können diese Werte aber nur als Richtlinie dienen. 
Dennoch ist auf diese Weise eine sinnvolle und doch verständliche Abgrenzung zu untersuchender 
Sprachen möglich, die auffällige Ähnlichkeiten aufweisen. Dabei ist diese Methode Ansätzen überlegen, 
die die Verteilung der berechneten Ähnlichkeitswerte nicht in die Bestimmung einbeziehen. 
3.3.8.10 "Unerwartete" Sprachähnlichkeiten 
Bisher dienten die Einteilung der Sprachen in Sprachfamilien bzw. deren geographische Nähe der 
Evaluation der berechneten Sprachähnlichkeiten. Nun soll überprüft werden, welche Sprachpaare diesen 
Evaluationsstandards widersprechen. Teilweise wurde hierauf bereits im Vorfeld anhand einzelner 
Beispiele eingegangen. Im Folgenden werden jeweils die ähnlichsten Sprachen aus unterschiedlichen 
Sprachfamilien bzw. mit großem geographischen Abstand bestimmt. Die Ähnlichkeit wird hierzu auf 
Basis der transliterierten Trigramme berechnet, da sich die Verwendung dieser Features in den 
vorangegangenen Untersuchungen als vorteilhaft erwiesen hat. 
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Die Tabellen 3.40 und 3.41 enthalten die Ergebnisse der beschriebenen Analysen. 
 
Sprache 1 Sprache 2 Ähnlichkeit 
Kikonga Kituba 0,796 
Nigerianisches Pidgin Englisch 0,682 
Guineabissauisches Kreol Tetun 0,666 
Luba-Kasai Kituba 0,601 
Portugiesisch Tetun 0,565 
Tabelle 3.40: Die ähnlichsten Sprachen verschiedener Sprachfamilien beruhend auf einem Vergleich der Trigrammlisten. 
 
Sprache 1 Sprache 2 Ähnlichkeit 
Afrikaans Niederländisch 0,771 
Haitianisch Seychellenkreol 0,683 
Nigerianisches Pidgin Englisch 0,682 
Guineabissauisches Kreol Tetun 0,666 
Portugiesisch Tetun 0,565 
Tabelle 3.41: Die ähnlichsten Sprachen mit großer räumlicher Distanz (>3000 km) beruhend auf einem Vergleich der 
Trigrammlisten. 
Unter den ähnlichen Sprachen mit Herkunft aus unterschiedlichen Sprachfamilien finden sich in erster 
Linie Kreolsprachen. 
Kikongo, ebenso wie Lubai Kasia, ist eine Bantusprache der Niger-Kongo-Familie und wird in der 
Demokratischen Republik Kongo gesprochen. Kituba hingegen ist eine auf Kigongo basierende 
Kreolsprache, die im selben Gebiet verbreitet ist (Reinecke, 1975). 
Nigerianisches Pidgin ist eine in Nigeria gesprochene Kreolsprache, die auf dem Englischen basiert. 
Im Falle des Guineabissauischen Kreol und des Tetun stellt sich der Sachverhalt komplizierter dar. 
Guineabissauisches Kreol ist eine protugiesisch-basierte Kreolsprache, die in Westafrika gesprochen 
wird. Tetun hingegen ist eine polynesische Sprache. Allerdings beinhaltet diese viele Elemente aus dem 
Portugiesischen. Die Ähnlichkeit dieser beiden Sprachen ergibt sich also aus der gemeinsamen 
Beeinflussung durch das Portugiesische. 
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Die Ähnlichkeit von Tetun mit dem Portugiesischen ist daher folglich zu erwarten. Ansatzpunkt für 
weitere Untersuchungen könnte jedoch die im Vergleich höhere Ähnlichkeit zwischen Tetun und der 
Kreolsprache sein. 
Bei einer Analyse der Sprachen, die sich durch große räumliche Distanz auszeichnen, fallen teilweise 
dieselben Sprachpaare auf. Es ist schließlich nicht verwunderlich, dass räumlich weit entfernte Sprachen 
unterschiedlichen Familien angehören. Darüber hinaus ergeben sich jedoch zwei interessante 
Sprachpaare. Zum einen sind dies Afrikaans und das Niederländische. Afrikaans ist wie das 
Niederländische eine westgermanische Sprache und ist aus eben dieser entstanden. Sie wird heute vor 
allem in Südafrika gesprochen. 
Außerdem finden sich in der Tabelle Haitianisch und Seychellenkreol. Beides sind französisch-basierte 
Kreolsprachen. Die Distanz zwischen den Verbreitungsgebieten beträgt aber ungefähr 14000km. 
3.3.9 Zusammenfassung 
In diesem Kapitel wurden listenbasierte Verfahren zum Vergleich von Korpora verschiedener Sprachen 
vorgestellt und evaluiert. Als Basis der Untersuchungen dienten dabei allein die Texte der Sprache 
wodurch sich die vorgestellten Methoden von auf Swadesh-Listen basierenden Ansätzen unterscheiden.  
Der Vergleich erfolgte auf Grundlage der in Texten der Sprachen vorkommenden Wörter und 
Zeichentrigramme, also auf rein orthographischer Ebene. Je nach verwendeten Features mussten 
Sprachen daher ganze Wörter oder typische Wortbestandteile wie Prä- und Suffixe oder Stämme teilen, 
um als ähnlich erkannt zu werden. Dabei stellte sich der die Trigramme vergleichende Ansatz in Bezug 
auf viele Einzelaspekte als vorteilhaft heraus. Zum einen war die Qualität der erhaltenen Ergebnisse 
höher, was sich beispielsweise im Vergleich mit verwandtschaftlichen Beziehungen der Sprachen zeigte. 
Zum anderen zeigten sich Vorteile bezüglich der Unabhängigkeit von den verwendeten Sachgebieten der 
Texte. Das Vokabular auf Wortebene wies starke Unterschiede je nach Sachgebiet auf, was sich negativ 
auf die Güte der erhaltenen Lösungen auswirkte. Auch durch eine höhere Gewichtung hochfrequenter 
Terme ließ sich dieser Umstand nur verringern Im Falle der Trigramme war nur eine geringe Auswirkung 
feststellbar. Typische Wortbestandteile sind also die robusteren Features für den Sprachvergleich 
bezüglich der thematischen Auswahl der Vergleichstexte. 
Ein weiterer Vorteil des trigrammbasierten Ansatzes zeigt sich bei der Betrachtung von Einzelfällen. 
Aufgrund der geringen durchschnittlichen Anzahl von Übereinstimmungen auf Wortebene zwischen 
beliebigen Sprachpaaren, wirken sich zufällige Übereinstimmungen häufig negativ aus. Solche 
Gemeinsamkeiten können sich aus anderen Gründen als Verwandtschaft oder Kontakt ergeben und schon 
eine geringe Anzahl kann hier zur ungerechtfertigten Bestimmung einer Ähnlichkeit führen. Somit ist 
eine Unterscheidung zwischen einem geringen Maß an Ähnlichkeit und zufälligen Übereinstimmungen 
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schwierig. Dieser Einfluss lässt sich allerdings durch Nutzung rang- oder frequenzvergleichender 
Metriken zumindest verringern. Bei Anwendung von trigrammbasierten Methoden ist der Einfluss dieses 
Umstandes insgesamt geringer, da die durchschnittliche Anzahl gemeinsamer Wortbestandteile deutlich 
höher ist. Somit ist eine feinere Abstufung der berechneten Ähnlichkeiten möglich. 
Gemein ist den verwendeten Features die Abhängigkeit vom verwendeten Skript der Sprachen. Häufig 
haben zwar ähnliche Sprachen gemeinsame Skripte, aber selbst durch uns vertraute Sprachfamilien wie 
die slawischen Sprachen verlaufen Skriptgrenzen. Gemeinsamkeiten über diese Grenzen hinweg lassen 
sich nach Erweiterung des Ansatzes um Transliteration in eine gemeinsame Darstellung bestimmen. 
Auffällig war ebenfalls, dass bei beiden Features bereits eine geringe Anzahl Elemente für gute 
Ergebnisse ausreichend war. Je nach Gewichtung der Elemente ließ sich die Güte der Lösungen 
allerdings, besonders im Fall der Trigramme, noch steigern. Auch niederfrequente Trigramme können 
hier also zur Qualität der Ergebnisse beitragen. 
Des Weiteren wurden Methoden eingeführt, die die Bestimmung auffällig ähnlicher Sprachpaare 
ermöglichen. Aufgrund der stark unterschiedlichen Verteilung der Ähnlichkeitswerte gelang dies erst 
unter Einbeziehung von Wissen über eben diese Verteilungen. 
3.4 Sprachähnlichkeit unter Nutzung von Paralleltext 
3.4.1 Einleitung 
In diesem Abschnitt wird paralleler Text in einer großen Anzahl von Sprachen genutzt, um Aussagen 
über Sprachähnlichkeit treffen zu können. Dazu werden zuerst für alle Sprachpaare jene Paare von 
Wörtern ermittelt, die Kandidaten für eine gegenseitige Übersetzung sind. Die Anzahl der so gefundenen 
Übersetzungspaare soll dabei als ein Maß dienen, das auf die Ähnlichkeit von Sprachen hindeutet. Dieses 
Vorgehen hat den Vorteil unabhängig vom Schriftsystem und der genauen Ausprägung der Wortformen 
zu sein. In einem nächsten Schritt werden Kognaten unter den Übersetzungspaaren gesucht und deren 
Häufigkeit als Indiz für Sprachähnlichkeit herangezogen. 
 
Unter parallelem Text versteht man Texte, die in mindestens zwei Sprachen vorliegen und die identischen 
oder fast identischen Inhalt und Aufbau haben. Dank dieser Gemeinsamkeiten bietet Paralleltext 
Möglichkeiten für sprachübergreifende Analysen von Text. 
Eine entscheidende Eigenschaft solcher Texte ist, dass deren Bestandteile einander sprachübergreifend 
zugeordnet sind oder zugeordnet werden können. Man spricht in diesem Zusammenhang von Alignment. 
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Dabei kann diese Zuordnung auf verschiedenen Ebenen erfolgen, beispielsweise auf Vers-, Satz- oder 
Wortebene. 
Heutzutage gibt es eine Vielzahl von Quellen für parallelen Text, in erster Linie dank im Internet 
verfügbarer Ressourcen. Anzuführen wären hier das JRC-Acquis Korpus mit parallelem Text in den 22 
offiziellen Sprachen der EU oder aber die Allgemeine Erklärung der Menschenrechte, welche in ungefähr 
400 Sprachen vorliegt. 
Darüber hinaus existieren religiöse Texte wie Dokumente der Zeugen Jehovas, welche übersetzt in mehr 
als 250 Sprachen vorliegen. Schließlich soll noch die Bibel als umfangreiche Quelle angeführt werden, 
die auf Seiten wie Bible.is in mehreren hundert Sprachen abrufbar ist. Eine umfassendere Abhandlung zu 
vorhandenen Paralleltext-Ressourcen bietet die Arbeit von Cysouw (2007a).  
In den bisherigen Analysen wurden nur Eigenschaften genutzt, die sich auf Basis nicht paralleler Texte 
extrahieren ließen. Arbeiten aus Bereichen wie der Glottochronology zeigen allerdings, dass die 
Untersuchung von einander entsprechenden Wörtern zweier Sprachen auf Gemeinsamkeiten hin sinnvoll 
für eine Analyse der Sprachähnlichkeit sein kann. Eine sprachübergreifende Zuordnung solchen 
Vokabulars, unter dem sich ähnliche Wörter verbergen können, ist auf Basis von nicht parallelem Text 
aber kaum möglich. Unter der Verwendung von Paralleltext allerdings ist es möglich, solche Wortpaare 
zu ermitteln. 
Im Folgenden sollen die bereits zuvor in Kapitel 2 erwähnten Texte des Neuen Testaments genutzt 
werden. Vorteile dieser Bibeltexte ist der vergleichsweise hohe Umfang von ungefähr 8.000 Versen und 
trotzdem eine Verfügbarkeit in mehreren hundert Sprachen.  
Bibeltexte zeichnen sich durch eine Versnummerierung und damit durch eine versweise Zuordnung der 
sich entsprechenden Textteile zwischen den Sprachpaaren aus. Ziel soll es sein, die hierdurch zusätzlich 
zur Verfügung stehenden Informationen sinnvoll für den Sprachvergleich einzusetzen. Dabei wird der 
Ansatz verfolgt zuerst mögliche Übersetzungspaare von Wörtern zu finden und ein mehrsprachiges 
Wörterbuch aufzubauen. Grundlage hierfür wird das statistisch auffällige gemeinsame Auftreten in 
übersetzten Sätzen sein, ähnlich dem Verfahren von Biemann (2005). 
Die Ergebnisse dieser Analyse werden dann genutzt, um eine Aussage über die Übersetzbarkeit von 
Sprachpaaren zu treffen. Hierbei handelt es sich um eine grundlegend andere Art von Sprachähnlichkeit 
als die bisher auf Basis der orthografischen Oberflächenstruktur untersuchte. Eine Einordnung der damit 
bestimmten Ähnlichkeit wird im Anschluss an die Analysen angestrebt.   
Des Weiteren werden unter den Paaren möglicher Übersetzungen, Kognaten mittels Stringähnlichkeit 
bzw. phonetischer Ähnlichkeit ermittelt. Eine hohe Anzahl solcher Kognaten unter den 
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Übersetzungspaaren deutet dabei auf eng verbundene, also ähnliche Sprachen hin. Es erfolgt jeweils ein 
Vergleich der Ergebnisse mit denen der zuvor vorgestellten Verfahren.  
3.4.2 Stand der Forschung 
Es gibt nur wenige Arbeiten, in denen Paralleltext gezielt zur Bestimmung von Sprachähnlichkeiten 
genutzt wird. Mayer und Cysouw (2012) nutzen massiv parallelen Text für diese Aufgabenstellung. 
Dabei wird der Text simultan vielsprachig aneinander ausgerichtet, wobei sich Cluster von alinierten 
Wörtern bilden. Die Häufigkeit des gemeinsamen Auftretens von Wörtern zweier Sprachen in Clustern 
wird dabei als Maß für die Ähnlichkeit herangezogen. 
Andere Arbeiten, die eine Grundlage für die hier angestellten Untersuchungen bilden, setzen sich mit dem 
generellen Auffinden von Übersetzungen auf Wortebene in parallelem Text auseinander. Grundlage 
dieser Ansätze ist die Verteilung der Wörter über die Sätze. Eine Übersicht mehrerer Untersuchungen in 
diesem Bereich ist der Arbeit von Melamed (1996) zu entnehmen. Biemann (2005) nutzt 
sprachübergreifende Kookkurrenzen zur Lösung dieses Problems. Gemein ist diesen Ansätzen das 
generelle Vorgehen. Auf Basis der Verteilung der Wörter wird jedem sprachübergreifenden Wortpaar 
mittels einer Metrik ein Wert an Übereinstimmung zugeordnet. Auf Grundlage dieser Werte wird eine 
geordnete Liste von Übersetzungskandidaten erstellt. Diese Liste wird abschließend durch Festlegung 
einer geeigneten Methode auf eine Teilmenge der Elemente eingegrenzt. 
Wieder andere Untersuchungen beschäftigen sich mit der Bestimmung von Kognaten. Die meisten 
Arbeiten nutzen als Basis Paralleltext mit dem Ziel, dessen Alignment durch das Aufspüren weiterer 
Anker zu verbessern. Simard (1992) führt die Idee ein, Kognaten für das Alignment von Texten zu 
nutzen. Er nutzt ein einfaches Matching definiert über den gemeinsamen Wortanfang bei gewisser 
Mindestlänge der Wörter. Dieser Ansatz liefert trotz seiner Einfachheit gute Ergebnisse. Er ist er jedoch 
besonders anfällig für sogenannte false friends (Richards, 1985, S.43), Wörter mit ähnlicher Form aber 
unterschiedlicher Bedeutung und wurde daher weiterentwickelt. Davis (1995) nutzt Kognaten als eines 
von mehreren Features eines Frameworks zum Alignment auf Wortebene. Melamed (1999) modifiziert 
den Prozess des Aufspürens von Kognaten durch Nutzung von Eigenschaften wie dem längsten 
gemeinsamen Teilstring. Auch die Idee der Verwendung phonetischer Beschreibungen wird von 
Melamed diskutiert. Ribeiro (2001) findet Kognaten über gemeinsame Zeichenfolgen, die typisch für die 
untersuchten Sprachen sind. Die Zeichenketten können dabei zusammenhängend oder 
unzusammenhängend sein. Andere Arbeiten (Kondrak, 2006) beschäftigen sich mit der phonetischen 
Ähnlichkeit von Kognaten. 
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3.4.3 Sprachähnlichkeit über Wortverteilungen 
Die ähnliche Verteilung von Wortformen über Sprachgrenzen hinweg soll im Folgenden als Indiz für 
Sprachähnlichkeit untersucht werden. Neben der Einführung nötiger Grundlagen zur Bestimmung 
gleichartig verteilter Wörter soll eine Motivation des Vorgehens anhand von Beispielen gegeben werden. 
 
Grundlage der folgenden Betrachtungen sind die bereits in Kapitel 2 vorgestellten Bibeltexte, genauer die 
Texte des Neuen Testaments. Diese zeichnen sich in erster Linie durch Alignment auf Versebene aus. 
Gleiche Verse in verschiedenen Sprachen beschrieben also stets denselben Sachverhalt. Es ist daher 
davon auszugehen, dass einander entsprechendes Vokabular und ähnliche Formulierungen verwendet 
werden, insofern dies die Unterschiede zwischen den Sprachen erlauben. Diese Annahme stellt eine 
wichtige Grundlage der folgenden Untersuchungen dar. Mögliche Unterschiede zwischen Versen, die 
allein der Arbeit des Übersetzers geschuldet sind, sollen außen vorgelassen werden. Dass der Einfluss des 
Übersetzers allerdings nicht gering ist, lässt sich beispielsweise beim Vergleich von mehreren Versionen 
von Bibeltexten einer Sprache erkennen. Beispielhaft sei hier die Übersetzung des Bibelverses Matthäus 
9, 22 aus mehreren deutschen Bibeln angeführt. Tabelle 3.42 verdeutlicht Unterschiede beim genutzten 
Vokabular und beim grammatischen Aufbau der Formulierungen. Dass dennoch eine Nutzung des 
verfolgten Ansatzes sinnvoll ist, zeigen die vorgestellten Arbeiten. Darüber hinaus wird dies anhand von 
Beispielen verdeutlicht. 
 
Da wandte sich Jesus um und sah sie und sprach: Sei getrost, meine Tochter; dein Glaube hat dir 
geholfen. Und das Weib ward gesund zu derselbigen Stunde. 
Da aber Jesus Sich umwandte und sie sah, sprach Er: Sei getrost, Tochter, dein Glaube hat dich 
errettet! und das Weib wurde von jener Stunde an gerettet. 
Jesus wandte sich um, erblickte sie und sprach: "Sei getrost, meine Tochter; dein Glaube hat dich 
schon gesund gemacht!" Und von dem Augenblick an ward die Frau gesund.       
Jesus wandte sich um, sah sie und sprach: "Sei getrost, Tochter! Dein Glaube hat dir geholfen!" Und 
die Frau war geheilt von jener Stunde an. 
Jesus aber wandte sich um, und als er sie sah, sprach er: Sei gutes Mutes, Tochter; dein Glaube hat dich 
geheilt. Und das Weib war geheilt von jener Stunde an. 
Tabelle 3.42: Matthäus 9, Vers 22 in fünf Fassungen verschiedener deutscher Bibeln. 
Im Folgenden sollen in erster Linie die Informationen genutzt werden, die sich aus der Ähnlichkeit zweier 
übersetzter Texte ergeben. Diese sollten zu einer ähnlichen Verteilung einander entsprechenden 
Vokabulars führen. Dieser Sachverhalt wird genutzt um eine Art Kookkurrenz zwischen den Wörtern 
zweier Texte zu bestimmen. 
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Unter einer Kookkurrenz versteht man in diesem Zusammenhang das statistisch auffällige gemeinsame 
Auftreten zweier Begriffe in Übersetzungen. Man macht sich also zu nutze, dass Wörter oft mehrfach in 
Texten auftreten und dabei häufig identisch übersetzt werden. Somit treten Wörter, die Übersetzungen 
voneinander sind, auffällig oft in der Übersetzung desselben Satzes bzw. Verses auf. Als Beispiel hierfür 
soll das Vorkommen des Wortes "house" in der englischen Catholic Public Domain Bible dienen. Tabelle 
3.43 beinhaltet die 15 ersten Verse, die das Wort enthalten. Die deutschen Verse der Luther-Bibel von 
1545 sind gegenübergestellt. In neun der Verse findet sich das Wort "Haus", jeweils dreimal die Wörter 
"Hause" und "heim". 
 
Englisch Deutsch 
And they do not light a lamp and put it under a 
basket, but on a lampstand, so that it may shine to 
all who are in the house.                                                              
Man zündet auch nicht ein Licht an und setzt es 
unter einen Scheffel, sondern auf einen Leuchter, 
so leuchtet es denen allen, die im Hause sind. 
Therefore, everyone who hears these words of 
mine and does them shall be compared to a wise 
man, who built his house upon the rock. 
Darum wer diese meine Rede höret und tut sie, 
den vergleiche ich einem klugen Mann, der sein 
Haus auf einen Felsen bauete. 
And the rains descended, and the floods rose up, 
and the winds blew, and rushed upon that house, 
but it did not fall, for it was founded on the rock. 
Da nun ein Platzregen fiel, und ein Gewässer kam, 
und weheten die Winde und stießen an das Haus, 
fiel es doch nicht; denn es war auf einen Felsen 
gegründet. 
And everyone who hears these words of mine and 
does not do them shall be like a foolish man, who 
built his house upon the sand. 
Und wer diese meine Rede höret und tut sie nicht, 
der ist einem törichten Mann gleich, der sein Haus 
auf den Sand bauete. 
And the rains descended, and the floods rose up, 
and the winds blew, and rushed upon that house, 
and it did fall, and great was its ruin. 
Da nun ein Platzregen fiel, und kam ein Gewässer, 
und weheten die Winde und stießen an das Haus, 
da fiel es und tat einen großen Fall. 
And when Jesus had arrived at the house of Peter, 
he saw his mother-in-law lying ill with a fever. 
Und Jesus kam in des Petrus Haus und sah, daß 
seine Schwieger lag und hatte das Fieber. 
But, so that you may know that the Son of man 
has authority on earth to forgive sins,” he then 
said to the paralytic, “Rise up, take up your bed, 
and go into your house." 
Auf daß ihr aber wisset, daß des Menschen Sohn 
Macht habe auf Erden, die Sünden zu vergeben, 
sprach er zu dem Gichtbrüchigen: Stehe auf, heb' 
dein Bett auf und gehe heim! 
And he arose and went into his house. Und er stund auf und ging heim. 
And it happened that, as he was sitting down to 
eat in the house, behold, many tax collectors and 
sinners arrived, and they sat down to eat with 
Jesus and his disciples. 
Und es begab sich, da er zu Tische saß im Haus, 
siehe, da kamen viel Zöllner und Sünder und 
saßen zu Tische mit Jesu und seinen Jüngern. 
And when Jesus had arrived in the house of the 
ruler, and he had seen the musicians and the 
tumultuous crowd, 
Und als er in des Obersten Haus kam und sah die 
Pfeifer und das Getümmel des Volks, 
And when he had arrived at the house, the blind 
men approached him. And Jesus said to them, 
Und da er heimkam, traten die Blinden zu ihm. 
Und Jesus sprach zu ihnen: Glaubet ihr, daß ich 
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“Do you trust that I am able to do this for you?” 
They say to him, “Certainly, Lord." 
euch solches tun kann? Da sprachen sie zu ihm: 
HERR, ja. 
but instead go to the sheep who have fallen away 
from the house of Israel. 
sondern gehet hin zu den verloren Schafen aus 
dem Hause Israel. 
Then, when you enter into the house, greet it, 
saying, „Peace to this house.‟ 
Wo ihr aber in ein Haus gehet, so grüßet 
dasselbige. 
And if, indeed, that house is worthy, your peace 
will rest upon it. But if it is not worthy, your 
peace will return to you. 
Und so es dasselbige Haus wert ist, wird euer 
Friede auf sie kommen. Ist es aber nicht wert, so 
wird sich euer Friede wieder zu euch wenden. 
And whoever has neither received you, nor 
listened to your words, departing from that house 
or city, shake off the dust from your feet. 
Und wo euch jemand nicht annehmen wird noch 
eure Rede hören, so gehet heraus von demselbigen 
Hause oder Stadt und schüttelt den Staub von 
euren Füßen. 
Tabelle 3.43: Die ersten 15 Vorkommen des Wortes house in der englischen Catholic Public Domain Bible. Die rechte Spalte 
enthält die entsprechenden Verse der Luther-Bibel von 1545. 
Zur Berechnung des statistisch auffälligen gemeinsamen Auftretens wird auf einfache und verständliche 
Formeln zurückgegriffen. Es wird der Anteil des gemeinsamen Auftretens gegenüber den 
Einzelhäufigkeiten bestimmt. Der Vorteil der Formel liegt auch in der problemlosen Anwendbarkeit auf 
kleine Worthäufigkeiten, wie es in den vorliegenden Texten häufig der Fall ist. Für jede Kombination von 
einem Wort 𝑎 aus Sprache 𝑠1 und einem Wort 𝑏 aus Sprache 𝑠2 wird die Häufigkeit des gemeinsamen 
Auftretens in Übersetzungen desselben Verses 𝑛𝑎𝑏  in Relation zu den Häufigkeiten des Auftretens der 
Einzelwörter 𝑛𝑎  und 𝑛𝑏  berechnet: 
𝑇𝑎𝑏 =
𝑛𝑎𝑏
 𝑛𝑎 ∗  𝑛𝑏
. 
Treten die Einzelwörter gleich häufig auf entspricht dieses Maß dem Dice-Koeffizienten. 
Als Kandidaten werden hierbei nur Wörter herangezogen, deren Häufigkeiten sich um das maximal 
Dreifache unterscheiden. Diese Einschränkung soll fehlerhafte Übersetzungen verhindern. Es ist davon 
auszugehen, dass ein hochfrequentes Wort, z.B. ein Stoppwort, in den meisten Fällen nicht in ein seltenes 
Wort mit einer deutlich niedrigeren Frequenz übersetzt wird. Wir nehmen an, dass auf diese Weise nur 
wenige korrekte Übersetzungen entfernt werden bzw. unberücksichtigt bleiben.  
Dies beruht auf der Annahme, dass sich Übersetzungen in Paralleltext, beispielsweise von typischen 
Formen der Nomen, selten um einen größeren Faktor in Bezug auf die Häufigkeiten vom Ausgangswort 
unterscheiden. Evidenzen hierfür liefert Quasthoff (2011). Hierin wird gezeigt, dass die Gesamthäufigkeit 
aller grammatischen Formen eines Nomens des Deutschen normalerweise nur mit einem geringen Faktor 
von dessen häufigster Form abweicht. Somit sollten zumindest die häufigen Formen eines Wortes nicht 
betroffen sein, auch wenn zwei Sprachen stark voneinander abweichende Anzahlen grammtischer Formen 
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haben. Kennformen wie der Nominativ Singular bei Nomen werden in beiden Sprachen einen großen Teil 
der Formen des Wortes ausmachen.  
Darüber hinaus ist das Ziel das Auffinden ähnlicher Sprachen. Sollte sich die Übersetzung eines Wortes 
in seiner Häufigkeit deutlich von der Häufigkeit in der Quellsprache unterscheiden, so könnte dies für 
starke grammatische Unterschiede zwischen den Sprachen sprechen. Als Beispiel soll die Deklination der 
Nomen im Englischen und Türkischen dienen. Während sich im Englischen die Nomenform meist nur in 
Bezug auf den Numerus unterscheidet, zeichnen sich im Türkischen alle sechs Fälle durch eine eigene 
Form der Substantive aus. Außerdem werden beispielsweise Personal- und Possessivsuffixe an die 
Nomen angehängt, was die Formenvielfalt weiter erhöht. 
 
Kasus Englisch Türkisch 
Nominativ the tree ağaç 
Genitiv (of) the tree / the tree's ağacın 
Dativ (to) the tree ağaca 
Akkusativ the tree ağacı 
Ablativ (from) the tree ağaçtan 
Lokativ (on) the tree ağaçta 
Tabelle 3.44: Türkische und englische Singularformen des Nomens Baum in den sechs im Türkischen gebrauchten Kasus. 
Des Weiteren werden nur Wörter untersucht, die mindestens fünfmal auftreten. Die Schwelle ist 
festgelegt, da eine geringe Häufigkeit von Wörtern im Korpus statistisch sichere Aussagen über 
gemeinsames Auftreten erschwert. Die Höhe des Schwellwertes soll aber kein Inhalt dieser Untersuchung 
sein. 
Die auf diese Weise erhaltenen Übersetzungskandidaten sollen nun zur Bestimmung von 
Sprachähnlichkeit herangezogen werden. Dazu werden für jedes Sprachpaar die Anzahl der erhaltenen 
Kandidatenpaare über einem festzulegenden Schwellwert für 𝑇 gezählt. Es ist davon auszugehen, dass 
sich ähnelnde Sprachen dabei eine hohe Anzahl solcher Übersetzungskandidaten hervorbringen. 
Im Gegensatz zu den vorher betrachteten Arten der Ähnlichkeit, die allein orthographische 
Gemeinsamkeiten untersucht haben, spielt die Form der Wörter in diesem Ansatz keine Rolle. Nur die 
Verteilung der übersetzten Wörter wird als Grundlage herangezogen. Eine genaue Aussage darüber, 
welche Faktoren die Ähnlichkeit zweier Sprachen hervorrufen, ist somit schwierig. Eine Unterscheidung 
beispielsweise zwischen gemeinsamer Herkunft der Sprachen und Ähnlichkeit aufgrund von 
Sprachkontakt kann so intuitiv nicht getroffen werden. Positiv ist aber die Unabhängigkeit von der 
orthographischen Oberflächenstruktur festzuhalten. 
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Es ist zu vermuten, dass das gefundene Ähnlichkeitsmaß grammatische Gemeinsamkeiten der Sprachen 
ausdrückt. Schließlich erhalten zwei Wörter einen hohen Ähnlichkeitswert, wenn sie einerseits häufig 
gemeinsam in Übersetzungen auftreten und andererseits möglichst selten allein. Eine 1-zu-1-
Entsprechung vieler Wortformen wäre also eine ideale Basis für eine hohe Ähnlichkeit zweier Sprachen. 
Dies wäre beispielsweise im Fall der Nomen erleichtert durch eine gleiche Anzahl von Kasus in beiden 
Sprachen. Anhand des Beispiels der koreanischen Sprache wird diese Hypothese gestützt, wie in 
Abschnitt 3.4.5 gezeigt wird. 
3.4.4 Versuchsaufbau 
Im Folgenden werden die beschriebenen Analysen für 157 Versionen des Neuen Testaments in 123 
Sprachen durchgeführt. Für diese 157 Bibeln werden paarweise die Werte 𝑇 zur Bestimmung des 
auffällig häufigen gemeinsamen Auftretens für alle möglichen sprachübergreifenden Wortpaare 
berechnet. Aufgrund des hohen Aufwandes für die Erstellung dieser Ressourcen liegen die Daten erst für 
diese 157 Versionen vor. Weitere Bibeln und Sprachen werden für spätere Untersuchungen zur 
Verfügung stehen. Die Auswahl der 157 Bibelversionen erfolgte dabei mit einem Schwerpunkt auf 
einzelne Sprachfamilien oder Genera, die im Rahmen der Evaluation genauer betrachtet werden sollen. 
Für die weiteren Sprachfamilien erfolgte eine entsprechend der Anzahl der Genera stratifizierte 
Zufallsauswahl (Bell, 1978). 
Eine Evaluation der Ergebnisse erfolgt wie bereits zuvor gegen die Einordnung der Sprachen in Familien 
oder Genera. Hierzu werden wiederum die Daten des WALS herangezogen. Die Bibeln verteilen sich 
dabei auf 21 Sprachfamilien und 57 Unterordnungen. 
Um einen Vergleich gegen diese Einteilungen wie in früheren Untersuchungen vornehmen zu können, 
müssen die Bibelversionen erneut geclustert werden. Als dem Clustering zugrunde liegende Features 
sollen dabei zum einen die Anzahlen der gefundenen Übersetzungspaare tc dienen. Die Anzahl  
𝑡𝑐(𝐿1 , 𝐿2) wird daher für jedes Sprachpaar 𝐿1 und 𝐿2 in die Ähnlichkeitsmatrix übernommen. Die 
Bestimmung dieses Wertes erfolgt in Abhängigkeit eines Schwellwerts für 𝑇. 
Zusätzlich erfolgt die Nutzung normierter Werte als Features. Hierzu werden die ermittelten Werte 
𝑡𝑐(𝐿1 , 𝐿2) durch die durchschnittlichen Werte 𝑎𝑣𝑔(𝑡𝑐(𝐿1)) und 𝑎𝑣𝑔(𝑡𝑐(𝐿2)) der Einzelsprachen 
dividiert. Dies soll der Reduzierung des Einflusses stark unterschiedlicher Werte für 𝑡𝑐 und 𝑎𝑣𝑔(𝑡𝑐) der 
Einzelsprachen dienen. Die genutzte Formel lautet: 
𝑡𝑐𝑛 𝐿1 , 𝐿2 =
2 ∗ 𝑡𝑐 𝐿1, 𝐿2 
𝑎𝑣𝑔(𝑡𝑐 𝐿1) + 𝑎𝑣𝑔(𝑡𝑐(𝐿2))
. 
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3.4.5 Ergebnisse und Evaluation 
Die Ergebnisse der auf den Übersetzungspaaren beruhenden Analyse werden im Rahmen dieses 
Abschnitts vorgestellt. Es findet des Weiteren ein Abgleich mit den Resultaten der in Kapitel 3.3 
vorgestellten listenbasierten Analyse statt. Eine Einordnung der Art der mit dem Ansatz ermittelten  
Ähnlichkeiten wird anhand von Beispielen gegeben. 
 
Die Kennwerte der Analyse sind in den Tabellen 3.45 bis 3.48 aufgelistet. Dabei beziehen sich die ersten 
beiden Tabellen auf die Evaluierung gegen Sprachfamilien, die folgenden Tabellen nutzen dafür die 
feinere Einteilung in Genera. Die Abbildungen 3.36 und 3.37 stellen die Werte der Cluster-Purity jeweils 
graphisch dar.  
 
Schwellwert Cluster-Purity Entropie 
0,3 0,682 0,262 
0,4 0,720 0,206 
0,5 0,752 0,195 
0,6 0,709 0,222 
0,7 0,705 0,228 
0,8 0,662 0,263 
0,9 0,662 0,258 
Tabelle 3.45: Kennwerte der Clusterlösung bei Evaluation gegen Sprachfamilien. Nutzung der Anzahl gefundener 
Übersetzungspaare tc über einem Schwellwert als Features. 
 
Schwellwert Cluster-Purity Entropie 
0,3 0,707 0,254 
0,4 0,726 0,217 
0,5 0,758 0,190 
0,6 0,713 0,227 
0,7 0,707 0,226 
0,8 0,666 0,247 
0,9 0,658 0,250 
Tabelle 3.46: Kennwerte der Clusterlösung bei Evaluation gegen Sprachfamilien. Nutzung der normierten Anzahl gefundener 
Übersetzungspaare tcn über einem Schwellwert als Features. 
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Schwellwert Cluster-Purity Entropie 
0,3 0,713 0,146 
0,4 0,732 0,126 
0,5 0,726 0,123 
0,6 0,724 0,119 
0,7 0,713 0,121 
0,8 0,688 0,135 
0,9 0,650 0,153 
Tabelle 3.47: Kennwerte der Clusterlösung bei Evaluation gegen Genera. Nutzung der Anzahl gefundener Übersetzungspaare tc 
über einem Schwellwert als Features. 
 
Schwellwert Cluster-Purity Entropie 
0,3 0,720 0,143 
0,4 0,739 0,124 
0,5 0,739 0,123 
0,6 0,726 0,124 
0,7 0,726 0,123 
0,8 0,701 0,132 
0,9 0,669 0,146 
Tabelle 3.48: Kennwerte der Clusterlösung bei Evaluation gegen Genera. Nutzung der normierten Anzahl gefundener 
Übersetzungspaare tcn über einem Schwellwert als Features. 
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Abbildung 3.36: Evaluierung der Ergebnisse gegen die Einteilung in Sprachfamilien. Cluster-Purity in Abhängigkeit von den 
gewählten Features und dem Schwellwert für T.  
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Abbildung 3.37: Evaluierung der Ergebnisse gegen die Einteilung in Genera. Cluster-Purity in Abhängigkeit von den gewählten 
Features und dem Schwellwert für T. 
Mit den vorgestellten auf Paralleltext basierenden Analysemethoden lässt sich erneut eine hohe 
Übereinstimmung mit bestehenden sprachverwandtschaftlichen Beziehungen erreichen. Auffällig ist die 
Abhängigkeit der Ergebnisse vom gewählten Schwellwert für 𝑇. Bei den vorgenommenen Analysen 
wurde die höchste Güte stets im Bereich 0,4 bis 0,5 erreicht. Bei niedrigerem 𝑇 sind die ausgewählten 
Wortpaare von zu großer Unsicherheit, da ihr Anteil gemeinsamen Auftretens nur geringen 
Beschränkungen unterliegt. Bei Wahl eines zu großen Schwellwerts für 𝑇 sinkt die Zahl der verbliebenen 
Übersetzungspaare stark. Auch hier kommt es zu einer Verschlechterung in Bezug auf die berechneten 
Kennzahlen. 
Des Weiteren ist eine Normierung mittels der Durchschnittswerte der Einzelsprachen sinnvoll. Die 
Beachtung dieser durchschnittlichen Ähnlichkeiten führt zu einer sinnvolleren Aufteilung der 
untersuchten Sprachen bei Evaluierung gegen sprachverwandtschaftliche Beziehungen. Somit wird auch 
die Isolation von Sprachen verhindert, deren reine Anzahl an gefundenen Übersetzungskandidaten 
unterdurchschnittlich gering ist. 
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Unter Verwendung der Texte des Neuen Testaments erfolgt nun eine Analyse der Sprachähnlichkeiten 
auf Basis der in Kapitel 3.3 genutzten Wort- und Trigrammlisten. Diese Vergleichswerte sollen eine 
Einordnung der auf Paralleltext beruhenden Ergebnisse ermöglichen. Hierzu werden für die 
transliterierten Worte und Trigramme jeweils die rang- und frequenzbasierten Kosinusähnlichkeiten 
herangezogen und mit den Einteilungen der Sprachen in Familien und Genera verglichen. Die Tabellen 
3.49 bis 3.52 beinhalten die Ergebnisse. 
 
Methodik Cluster-Purity Entropie 
Kosinus des Rangs 0,769 0,184 
Kosinus der logarithmierten 
Frequenz 
0,756 0,186 
Tabelle 3.49: Kennwerte der Clusterlösung bei Evaluation gegen Sprachfamilien. Nutzung der transliterierten Wortlisten. 
 
Methodik Cluster-Purity Entropie 
Kosinus des Rangs 0,809 0,158 
Kosinus der logarithmierten 
Frequenz 
0,809 0,156 
Tabelle 3.50: Kennwerte der Clusterlösung bei Evaluation gegen Sprachfamilien. Nutzung der transliterierten Trigrammlisten. 
 
Methodik Cluster-Purity Entropie 
Kosinus des Rangs 0,822 0,075 
Kosinus der logarithmierten 
Frequenz 
0,825 0,072 
Tabelle 3.51: Kennwerte der Clusterlösung bei Evaluation gegen Genera. Nutzung der transliterierten Wortlisten. 
 
Methodik Cluster-Purity Entropie 
Kosinus des Rangs 0,834 0,076 
Kosinus der logarithmierten 
Frequenz 
0,854 0,067 
Tabelle 3.52: Kennwerte der Clusterlösung bei Evaluation gegen Genera. Nutzung der transliterierten Trigrammlisten. 
Zuerst soll die grobe Einteilung der Sprachen in Familien untersucht werden. Hier sind die Ergebnisse bei 
Nutzung der Übersetzungen (Cluster-Purity 0,758 und Entropie 0,190) nahezu gleichauf mit dem 
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wortlistenbasierten Ansatz unter Hinzunahme von Transliteration (Cluster-Purity 0,769 und Entropie 
0,184). Beide Methoden arbeiten dabei auf Wortebene, wobei einmal die Orthographie betrachtet wird 
und einmal die Verteilung von Wortformen auf Sätze. Diese grobe Unterteilung in Sprachfamilien ist mit 
diesem neu vorgestellten Ansatz also mit ähnlich guten Ergebnissen realisierbar, ohne dass dabei 
Betrachtungen auf der Ebene der Orthographie angestellt werden.  
Aber bei der feineren Unterteilung in Genera lässt die Güte der Ergebnisse im Vergleich deutlich nach. Es 
wird eine Cluster Purity von 0,739 erreicht. Bei Nutzung der Wortlisten liegt der Wert hingegen bei 
0,825, für die Trigramme sogar bei 0,854. Hier scheint der Ansatz nicht mehr in der Lage, feinere 
Abstufungen der Ähnlichkeit korrekt wiederzugeben. Dies zeigen auch die in diesem Abschnitt folgenden 
Beispiele. 
Beim Vergleich der Ergebnisse fällt auf, dass der orthographisch basierte Ansatz besser geeignet ist um 
die gemeinsame Zugehörigkeit zu einem Genus zu erfassen. Für viele Fälle lassen sich ähnliche Sprachen 
also mit einem einfachen orthographischen Vergleich finden. Ganz besonders im Fall sehr ähnlicher 
Sprachen, wie zuvor bei nordischen oder slawischen Sprachen gezeigt, gelingt dies sehr gut.  
Dennoch ist festzuhalten, dass der nun vorgestellte Ansatz ohne jegliche Betrachtung der Wortformen 
oder deren Bestandteile auskommt. Trotzdem zeigen die Ergebnisse eine hohe Übereinstimmung mit den 
Sprachfamilien, deutlich über dem mittels Permutationstest ermittelten zufälligen Wert der Cluster-Purity 
von 0,516. 
Bisher wurden die Ergebnisse des beschriebenen Ansatzes nur rein quantitativ gegen Sprachfamilien 
evaluiert und mit den Resultaten von orthographisch basierten Verfahren verglichen. Bei genauerer 
Betrachtung der Ergebnisse fällt auf, dass es auf diese Weise generell gut gelingt, ähnliche bzw. 
verwandte Sprachen zu bestimmen. Jedoch zeigt der Ansatz bei einem Vergleich mit der hierarchischen 
Struktur der Sprachverwandtschaft Schwächen. Bei der Bestimmung sehr ähnlicher Sprachen, überzeugt 
eher der orthographisch basierte Ansatz. Er zieht Vorteile aus häufig auftretenden offensichtlichen 
Gemeinsamkeiten solcher Sprachpaare auf der orthographischen Ebene, wie zum Beispiel den 
gemeinsamen Wörtern. 
3.4.5.1 Beispiel Indoeuropäische Sprachen 
Dennoch führt die vorgestellte Analyse der Übersetzungspaare dazu, dass beispielsweise die 10 
verwendeten deutschen Bibeln ein gemeinsames Cluster bilden. Entstandene Cluster weiterer 
indoeuropäischer Sprachen zeigen die Abbildungen 3.38 und 3.39. Dabei stellt Abbildung 3.38 die 
mithilfe der Analyse gefundene hierarchische Struktur innerhalb der romanischen Sprachen dar. Dabei 
werden korrekterweise alle Sprachen demselben Cluster zugewiesen. Ebenso gelingt es, die 
verschiedenen Versionen der französischen und spanischen Bibeln auf unterster Ebene 
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zusammenzufassen. Das frühe Zusammenfallen iberoromanischer Sprachen und italoromanischer 
Sprachen, wie im Falle des Portugiesischen und des Italienischen widerspricht allerdings zumindest der 
Hierarchie der Sprachfamilien. Schließlich wird das Spanische als weitere iberoromanische Sprache dem 
Cluster erst in einem späteren Schritt hinzugefügt. 
Als weiteres Beispiel sollen die skandinavischen Sprachen in Abbildung 3.39 dienen. In diesem Fall sind 
unter den einzelnen Bibelkorpora vier verschiedene schwedische Versionen zu finden. Anhand dieser 
Sprachen wird deutlich, dass es besonders bei sehr ähnlichen Sprachen nicht immer gegeben ist, dass sich 
verschiedene Texte derselben Sprache am ähnlichsten sind. 
 
 
Abbildung 3.38: Analyse der Sprachähnlichkeit mithilfe von Übersetzungspaaren in Paralleltext. Hierarchische Struktur der 




Abbildung 3.39: Analyse der Sprachähnlichkeit mithilfe von Übersetzungspaaren in Paralleltext. Hierarchische Struktur der 
Clusterlösung am Beispiel der skandinavischen Sprachen. 
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3.4.5.2 Beispiel Koreanisch 
Neben diesen Einschränkungen zeigt eine genauere Betrachtung der Ergebnisse aber auch die Stärken 
dieses Ansatzes. Es lässt sich auf diese Weise eine abstraktere Form der Ähnlichkeit von Sprachen 
bestimmen, die unabhängig von der Realisierung durch orthographische oder phonologische Formen ist. 
Um dies zu verdeutlichen, soll die koreanische Sprache als Beispiel herangezogen werden. 
Das Koreanische wird heutzutage von den meisten Wissenschaftlern als isolierte Sprache angesehen 
(Song, 2005, S.15), nachdem lange Zeit von einer Zugehörigkeit zur altaischen Familie ausgegangen 
wurde (Miller, 1971). Unter anderem spricht aber das fehlende gemeinsame Vokabular gegen eine 
gemeinsame Herkunft der Sprachen (Schöning, 2003). Allerdings weist das Koreanische viele darüber 
hinausgehende Ähnlichkeiten mit den altaischen, genauer mit den Turksprachen auf. Diese betreffen 
beispielsweise die Morphologie, aber auch in der Abwesenheit von Kategorien wie den Relativpronomen 
oder den Artikeln gibt es Übereinstimmungen. 
Nun sollen die dem Koreanischen ähnlichsten Sprachen, beruhend auf den bisher vorgestellten 
Analysemethoden, genauer betrachtet werden. Die koreanische Schrift, das Hangeul, wird nur für das 
Koreanische verwendet. Daher gibt es in unserem Datenbestand keine dem Koreanischen ähnlichen 
Sprachen basierend auf dem direkten orthographischen Vergleich der Wörter oder Buchstabentrigramme. 
Im Folgenden werden daher die Ergebnisse des Vergleichs der ins Lateinische transliterierten Wörter und 
Trigramme betrachtet, wie in Kapitel 3.3.8.8 eingeführt. 
Beim Vergleich der transliterierten Wortlisten stellen sich Vertreter der Niger-Kongo und Afroasiatischen 
Sprachfamilien als die dem Koreanischen ähnlichsten Sprachen heraus, wie in Tabelle 3.53 dargestellt. 
Hier ist zu vermuten, dass diesem Umstand eine zufällige Übereinstimmung weniger Wörter zwischen 
den Sprachen zugrunde liegt. Untermauert wird dies durch die geringen Ähnlichkeitswerte. Um diese 
besser einschätzen zu können, wird nun nur die Ähnlichkeit des Koreanischen zu seiner ähnlichsten 
Sprache betrachtet. Die Kosinusähnlichkeit basierend auf der rangsortierten Wortliste beträgt hier 0,0241. 
Bestimmt man nun für jede der 157 untersuchten Sprachen den Abstand zur jeweils ähnlichsten Sprache, 
so fällt der vergeichsweise geringe Wert des Koreanischen auf. Nur eine Sprache hat eine geringere 
Ähnlichkeit zur nahesten Sprache vorzuweisen. Dementsprechend teilen sich andere Sprachen mit dem 
Koreanischen nahezu kein Vokabular und somit ist keine der aufgelisteten Sprachen als dem 
Koreanischen ähnlich zu bezeichnen. 
Betrachtet man jedoch die ähnlichsten Sprachen auf Basis der lateinischen Buchstabentrigramme (Tabelle 
3.54), finden sich dort zuerst austronesische Sprachen wieder. Aufgrund der räumlichen Nähe zu Korea 
könnte dem also eine gegenseitige Beeinflussung der Sprachen zugrunde liegen. Allerdings ist auch hier 
festzuhalten, dass der Wert der Ähnlichkeit im Vergleich zu anderen Sprachen gering ausfällt. Bis auf 
vier Sprachen sind alle ihren jeweils nahesten Sprachen ähnlicher als koreanisch der seinen. 
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Besonderes Augenmerk verdient jedoch die Rangfolge der ähnlichsten Sprachen mittels des auf den 
Übersetzungspaaren basierenden Ansatzes in Tabelle 3.55. Hier werden die obersten Plätze allein von 
altaischen bzw. Turksprachen belegt. Wie bereits erwähnt, gibt es zwischen dem Koreanischen und den 
altaischen Sprachen keine direkte Verwandtschaft und auch keine Ähnlichkeit im Basisvokabular. 
Letzteres zeigten auch die Vergleiche der Wortlisten. Wie in den Tabellen 3.53 und 3.54 erkennbar 
sortieren sich die altaischen Sprachen beim Wortlistenvergleich ab dem 47. Rang ein und beim 
Trigrammvergleich ab dem 88. Rang. 
Die einzige Verbindung zwischen den Sprachen scheinen die erwähnten Ähnlichkeiten auf grammatischer 
Ebene, beispielsweise in der Morphologie. Somit unterstützen die Ergebnisse die Hypothese, dass das 
hier vorgestellte Verfahren sensibel für grammatische, genauer morphologische, Ähnlichkeit zweier 
Sprachen ist. 
 
Rang Ausgangssprache Zielsprache Sprachfamilie Kosinusähnlichkeit 
1 Koreanisch Hausa Afroasiatisch 0,0241 
2 Koreanisch Lama Niger-Kongo 0,0236 
3 Koreanisch Yoruba Niger-Kongo 0,0217 
...     
47 Koreanisch Kasachisch Altaisch 0,0113 
97 Koreanisch Sundanesisch Austronesisch 0,0087 
110 Koreanisch Usbekisch Altaisch 0,0074 
114 Koreanisch Türkisch Altaisch 0,0073 
118 Koreanisch Javanesisch Austronesisch 0,0070 
121 Koreanisch Indonesisch Austronesisch 0,0068 
Tabelle 3.53: Die dem Koreanischen ähnlichsten Sprachen basierend auf dem Vergleich der rangsortierten Wortlisten mittels 
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Rang Ausgangssprache Zielsprache Sprachfamilie Kosinusähnlichkeit 
1 Koreanisch Javanesisch Austronesisch 0,4613 
2 Koreanisch Indonesisch Austronesisch 0,4493 
3 Koreanisch Sundanesisch Austronesisch 0,4463 
...     
7 Koreanisch Hausa Afroasiatisch 0,4291 
21 Koreanisch Yoruba Niger-Kongo 0,4091 
30 Koreanisch Lama Niger-Kongo 0,4011 
88 Koreanisch Türkisch Altaisch 0,3500 
120 Koreanisch Kasachisch Altaisch 0,3053 
127 Koreanisch Usbekisch Altaisch 0,3000 
Tabelle 3.54: Die dem Koreanischen ähnlichsten Sprachen basierend auf dem Vergleich der rangsortierten Trigrammlisten mittels 
Kosinusähnlichkeit. Zusätzlich angegeben sind die Ähnlichkeitswerte der Sprachen aus den Tabellen 3.53 und 3.55. 
 
Rang Ausgangssprache Zielsprache Sprachfamilie Skript 
1 Koreanisch Kasachisch Altaisch Kyrillisch 
2 Koreanisch Usbekisch Altaisch Kyrillisch 
3 Koreanisch Türkisch Altaisch Lateinisch 
...     
64 Koreanisch Sundanesisch Austronesisch Lateinisch 
80 Koreanisch Indonesisch Austronesisch Lateinisch 
93 Koreanisch Javanesisch Austronesisch Lateinisch 
103 Koreanisch Hausa Afroasiatisch Lateinisch 
127 Koreanisch Yoruba Niger-Kongo Lateinisch 
140 Koreanisch Lama Niger-Kongo Lateinisch 
Tabelle 3.55: Die dem Koreanischen ähnlichsten Sprachen basierend auf der Zählung von möglichen Übersetzungspaaren in 
parallelem Text. Zusätzlich angegeben sind die Ähnlichkeitswerte der Sprachen aus den Tabellen 3.53 und 3.54. 
3.4.6 Analyse von Kognaten 
Die zuvor gefundenen Wortpaare werden nun auf ihre Ähnlichkeit hin untersucht. Ziel ist das Auffinden 
von Kognaten, also orthographisch oder phonetisch ähnlichen Wörtern zwischen den Sprachen. Deren 
häufiges Vorhandensein soll als Indiz einer Sprachähnlichkeit dienen. 
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Im vorigen Abschnitt wurden für jedes Sprachpaar Übersetzungskandidaten auf Wortebene bestimmt. Die 
Anzahl dieser Kandidaten wurde als Feature für den Sprachvergleich genutzt. Grundlage waren dabei die 
Verteilungen des Vokabulars im Text, eine Nutzung der orthographischen Form der Wörter erfolgte nicht. 
Im Folgenden wird die orthographische Form dieser Wortpaare nun betrachtet. Diese wird als Basis für 
eine Untersuchung der Stringähnlichkeit und der phonetischen Ähnlichkeit genutzt. Ziel ist das 
Aufspüren von Kognaten zwischen zwei Sprachen. Damit einher geht die Annahme, dass das häufige 
Vorhandensein solcher Wortpaare auf eine grundlegende Ähnlichkeit von Sprachen hinweist, sei es nun 
aufgrund von Verwandtschaft oder Kontakt. 
Ein alternatives Vorgehen zum Auffinden von Kognaten sind ebenso möglich. Statt nur die ähnlich 
verteilten Wörter paarweise zu betrachten, kann man diese Bedingung aufweichen und diesen 
Zwischenschritt der Analyse auslassen. So kann man beispielsweise alle sprachübergreifenden Wortpaare 
untersuchen, die in identischen Sätzen vorkommen. Aber dies erhöht die Wahrscheinlichkeit von false 
friends, also Wörtern, die sich trotz ähnlicher Form in Ursprung und Bedeutung unterscheiden. Als 
Beispiel seien hier die bereits näher betrachteten Wortlisten des Schwedischen und des Nigerianischen 
Pidgin angeführt. Diese besitzen eine hohe Zahl von Wörtern, die in keinem semantischen 
Zusammenhang stehen und die dennoch vollkommen identisch sind. Eine Vorauswahl der Paare über 
deren sprachübergreifende Verteilung erhöht die Chance semantisch und funktional ähnliche Paare zu 
untersuchen. 
3.4.6.1 Versuchsaufbau 
In der folgenden Analyse werden wiederum die zuvor verwendeten 157 Versionen des Neuen Testaments 
untersucht. Für diese Bibelversionen werden paarweise Übersetzungskandidaten ermittelt. Entsprechend 
den Erkenntnissen aus Abschnitt 3.4.5 wird ein Schwellwert von 0,4 für die Übernahme eines Wortpaares 
festgelegt. In einem nächsten Schritt erfolgt die Transliteration aller Wörter in das lateinische Alphabet, 
wie in Kapitel 3.3.8.8 beschrieben. Diakritische Zeichen werden in diesem Schritt entfernt. 
Für jedes Sprachpaar liegen zu diesem Zeitpunkt Listen mit Übersetzungskandidaten vor. Für diese 
Wortpaare soll nun mittels verschiedener Methoden jeweils ein Ähnlichkeitswert bestimmt werden. 
Dieses geschieht zum einen auf Basis eines Stringvergleichs, zum anderen unter Berücksichtigung 
phonetischer Eigenschaften. Die hierzu genutzten Verfahren werden im kommenden Abschnitt näher 
erläutert. 
Diese Ähnlichkeitswerte werden für alle Wortpaare zweier Sprachen bestimmt. Um wie zuvor eine 
Evaluation gegen die Einteilung der Sprachen nach Verwandtschaft zu ermöglichen, soll mittels dieser 
Werte für jedes Sprachpaar ein Ähnlichkeitswert bestimmt werden. Hierzu wird der Durchschnitt aller 
Einzelwerte der Wortpaare gebildet. 
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Im letzten Schritt der Analyse erfolgen wiederum das Clustering der sich ergebenden Ähnlichkeitsmatrix 
und die Ermittlung des Maßes der Übereinstimmung mit der Einteilung in Genera. 
3.4.6.2 Verfahren der Stringähnlichkeit und der phonetischen Ähnlichkeit 
Zum Auffinden von Kognaten bedarf es der Bestimmung von Ähnlichkeiten zwischen Wortpaaren. 
Nachfolgend werden dafür Verfahren zum Vergleich von Wörtern auf orthographischer oder phonetischer 
Ebene vorgestellt. 
 
Im Fall der Stringähnlichkeit wird die Levenshtein-Distanz (Levenshtein, 1966) genutzt. Diese Metrik 
ermittelt für zwei Zeichenketten die minimale Anzahl an Einfüge-, Lösch- und Ersetzungs-Operationen, 
die nötig ist, um einen String in den anderen zu überführen. Dabei hat jede Operation dasselbe Gewicht. 
Es zählt somit nur die Anzahl der nötigen Änderungsschritte. 
Auf diese Weise lässt sich ein simpler Vergleich zweier Wörter auf orthographische Unterschiede hin 
realisieren. Eingesetzt wird dieses Verfahren beispielsweise bei der Durchführung von automatischer 
Rechtschreibprüfung (Okuda, 1976; Schulz, 2002). 
Ideal ist diese Form des Wortvergleichs in Anbetracht des Zieles, Kognaten aufzuspüren, nicht. Durch die 
gleiche Gewichtung aller nötigen Überführungsoperationen fehlt eine Abstufung möglicher Unterschiede 
zwischen Wörtern. So haben das deutsche Wort Bett und das englische Wort bed in Abhängigkeit der 
Beachtung der Großschreibung eine vergleichsweise hohe Levenshtein-Distanz von 2 oder 3. Sinnvoll 
wäre der Einsatz eines Verfahrens, das die in diesem Fall vorliegende Ähnlichkeit der Wörter auf der 
phonetischen Ebene ermittelt und zur Bestimmung eines Wortabstandes nutzt. 
Dazu müssen die Wortpaare zunächst in eine phonetische Beschreibung überführt werden. Dafür bietet 
sich das Internationale Phonetische Alphabet, kurz IPA, an (International Phonetic Association, 1999). 
Dieses Alphabet umfasst Symbole um nahezu alle Laute, die in den verschiedenen Sprachen der Welt 
vorkommen, beschreiben zu können. Dabei entspricht ein Symbol einem Laut. 
Diese Zuordnung der einzelnen transliterierten Wörter zu einer ihnen entsprechenden Folge von IPA-
Symbolen soll wiederum automatisch erfolgen. Wie bereits in Kapitel 3.3.2 erwähnt, benötigen Ansätze, 
die dies mittels maschinellen Lernens bewerkstelligen, Ressourcen, die für die untersuchten Sprachen 
nicht vorliegen und nicht automatisch erstellbar sind (Kondrak, 2006). Somit wird es sich in dieser Arbeit 
zunutze gemacht, dass die lateinischen Buchstaben bereits IPA-Symbole darstellen. Als Abbildung dient 
also in der Regel einfach die Identität. Somit ergibt sich natürlich eine Ungenauigkeit bei der Zuordnung 
der phonetischen Beschreibung. Die Anwendung dieses Ansatzes erfolgt unter der Annahme, dass bereits 
diese naive Form der phonetischen Beschreibung und der darauf beruhende Vergleich Vorteile mit sich 
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bringen gegenüber dem reinen Stringvergleich. Eine Hinzunahme externen Wissens über die korrekte 
Zuordnung der phonetischen Beschreibung oder ein der Datenlage angemessenes Verfahren zur 
Erstellung dieser Zuordnungen kann dann immer noch erfolgen. Dies soll aber nicht Inhalt dieser Arbeit 
sein. 
Sobald die phonetischen Beschreibungen in IPA vorliegen, kann die Ähnlichkeít zwischen den Wörtern 
eines Übersetzungspaares mittels eines phonetischen Vergleichs bestimmt werden. Dies geschieht unter 
Verwendung eines auf Phonemen arbeitenden Maßes. Hierbei handelt es sich um eine nach Ähnlichkeit 
der Phoneme gewichtete Levenshtein-Distanz basierend auf Arbeiten von Kondrak (2000). Phoneme 
werden dabei durch mehrwertige phonetische Eigenschaften wie Stimmhaftigkeit oder Ort und Weise der 
Artikulation beschrieben. Diese einzelnen Eigenschaften werden mittels eines manuell erstellten Schemas 
bezüglich ihres Einflusses gewichtet. Ein Unterschied zweier Phoneme kann dann auf Basis dieser 
elementaren Features beispielsweise mittels Euklidischen Abstands bestimmt werden. Dabei ergeben 
sich, bei entsprechender Gewichtung, Werte im Intervall  0,1 , wobei Paaren ähnlicher Phoneme deutlich 
geringere Werte als 1 zugewiesen werden. 
Um einen Abstand zweier Wörter zu erhalten wird dann ein modifizierter Levenshtein-Algorithmus 
eingesetzt. Dieser bestimmt die Ersetzungskosten anhand des vorgestellten Phonemabstandes. Einfüge- 
und Löschoperationen werden auf Basis des Abstandes der gelöschten oder eingefügten Einheit zum 
letzten Phonem des zu vergleichenden Wortes bestimmt. Für ein Wortpaar ergibt sich dann der 
Unterschied durch Aufsummieren der Kosten der einzelnen Operationen. Dabei gilt, dass das Ergebnis 
des phonetisch gewichteten Levenshtein-Algorithmus stets kleiner oder gleich dem des 
Standardverfahrens ist. Ein geringerer Wert ergibt sich besonders bei phonetisch ähnlichen Wörtern. Bei 
der Betrachtung der Wörter Bett und bed beispielsweise reduziert sich der Abstand auf das Doppelte des 
phonetischen Unterschieds der Laute d und t. Die den beiden Symbolen zugeordneten IPA-Laute grenzen 
sich nur in Bezug auf die Stimmhaftigkeit voneinander ab. Somit entspricht der Gesamtunterschied der 
Wörter ungefähr 0,1 und ist in diesem Fall deutlich geringer als die orthographische Distanz von 2 bzw. 
3. 
3.4.6.3 Beachtung der Wortlänge im Rahmen des Vergleichs  
Sowohl bei der ursprünglichen als auch bei der nach phonetischem Abstand gewichteten Levenshtein-
Distanz erfolgt die Bestimmung eines Abstandes zweier Wörter ohne Beachtung von deren Länge. Unter 
der Vorgabe des Aufspürens ähnlicher Wörter wie Kognaten unter den Kandidatenpaaren handelt es sich 
hierbei um keine ideale Lösung. 
So können zwei Wörter größerer Länge mit einem Levenshtein-Abstand von 3 durchaus noch als ähnlich 
angesehen werden, während dies bei Wörtern der Länge 4 nicht mehr der Fall ist. Betrachten wir zum 
Beispiel die zwei deutschen Wörter Bundeswirtschaftsministerium und Bundeswirtschaftsminister. Genau 
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wie das Wortpaar kann und sein liegt eine Levenshtein-Distanz von 3 vor. Hier wäre ein Maß 
angemessener, welches die beiden zuerst genannten Wörter als (orthographisch) ähnlicher einordnet. Dies 
wird im Folgenden durch Einbeziehen der Wortlängen erreicht. Hierzu wird der erhaltene Levenshtein-
Abstand durch die Stringlänge des längeren Wortes geteilt. Im Fall der phonetischen Ähnlichkeit wird 
genauso vorgegangen. Es ergibt sich jeweils ein Maximalabstand zweier Wörter von 1, da pro Buchstabe 
oder Laut ein maximaler Unterschied von 1 erreicht werden kann. Für die Beispiele ergeben sich in 
Reihenfolge ihrer Einführung somit die Werte 0,11 und 0.75. 
Bei den folgenden Analysen werden jeweils die über die Wortlänge normierte und die nicht normierte 
Distanz verwendet und gegenübergestellt. Dies geschieht sowohl im Fall der Stringähnlichkeit als auch 
im Fall der der phonetischen Ähnlichkeit. 
3.4.6.4 Ergebnisse und Evaluation 
Im Folgenden werden die Ergebnisse der beschriebenen Analysen angeführt. Die Tabelle 3.56 listet dabei 
die Kennwerte der Clusterlösung unter Verwendung der Stringähnlichkeit auf. Tabelle 3.57 liegt die 
phonetische Ähnlichkeit mittels gewichtetem Levenshtein zugrunde. Abbildung 3.40 stellt die wichtigsten 
Ergebnisse übersichtlich dar. Schließlich dient Abbildung 3.41 dem Vergleich mit dem zuvor genutzten 
listenbasierten Sprachvergleich.  
 
Vergleichswert Cluster-Purity Entropie 
Durchschnitt 0,841 0,073 
Durchschnitt - Normiert nach Stringlänge 0,872 0,051 
Tabelle 3.56: Ergebnisse der Analyse unter Verwendung der Levenshtein-Distanz zur Bestimmung der Stringähnlichkeit von 
Wortpaaren. Kennwerte der Clusterlösung bei Evaluation gegen Genera. 
 
Vergleichswert Cluster-Purity Entropie 
Durchschnitt 0,844 0,070 
Durchschnitt - Normiert nach Stringlänge 0,880 0,048 
Tabelle 3.57: Ergebnisse der Analyse unter Verwendung der gewichteten Levenshtein-Distanz zur Bestimmung der phonetischen 
Ähnlichkeit von Wortpaaren. Kennwerte der Clusterlösung bei Evaluation gegen Genera. 
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Abbildung 3.40: Visualisierung der Ergebnisse des Stringvergleichs und des phonologischen Vergleichs. 
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Abbildung 3.41: Vergleich der Ergebnisse des Stringvergleichs und des phonologischen Vergleichs von Wortpaaren mit dem Ansatz 
auf Basis von Wort- und Trigrammlisten. 
Die Ergebnisse der Analysen zeigen eine hohe Übereinstimmung mit der Einteilung der Sprachen in 
Familien. Dabei erzielen alle in diesem Abschnitt vorgestellten Analysen bessere Ergebnisse als der 
Sprachvergleich auf Basis der Wort- oder Trigrammlisten. Weiterhin ist auffällig, dass die Normierung 
der Ähnlichkeitswerte mittels der Wortlänge ebenfalls zu einer deutlichen Steigerung der Güte der 
Lösung führt. Der Einsatz der phonetischen Ähnlichkeit anstelle der Stringähnlichkeit führt zu moderaten 
Verbesserungen der Ergebnisse. 
Die Nutzung von Paralleltext hat somit Vorteile für die Bestimmung ähnlicher Sprachen auf Basis der 
Orthographie oder Phonologie von Wörtern. Bei dem zuvor eingeführten Vergleich unter Verwendung 
von häufigkeitssortierten Wortlisten erfolgte ein Vergleich zwischen beliebigen Wörtern. Aus diesem 
Grund wurde nur die Identität von Wörtern untersucht, eine weiterführende Analyse von Wortähnlichkeit 
hätte zu einer Vielzahl an zufälligen Übereinstimmungen geführt. 
Die Verwendung von Paralleltext erlaubt nun die Einschränkung untersuchter Wortpaare auf jene mit 
ähnlicher Verteilung. Dadurch ist ein funktionaler oder semantischer Zusammenhang der Paare 
anzunehmen. Unter dieser Voraussetzung kann gezielt nach ähnlichen Wörtern gesucht werden. Eine 
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hohe Ähnlichkeit spricht dann mit hoher Wahrscheinlichkeit dafür, dass es sich um Kognaten oder 
Lehnwörter handelt. 
Weiterhin stellte sich als vorteilhaft heraus die Länge der untersuchten Wörter bei der Bestimmung ihrer 
Ähnlichkeit zu berücksichtigen. Dies verhinderte unter anderem eine zu hohe Gewichtung von Wörtern 
kurzer Länge mit niedrigem absoluten, aber hohem relativen Unterschied. 
Über den Stringvergleich hinaus wurden in diesem Abschnitt die phonetischen Eigenschaften der 
Wortpaare verglichen. Trotz der Nutzung naiver Transkription in eine gemeinsame phonetische 
Beschreibung gelang es auf diese Weise die Güte der Ergebnisse zu steigern. Eine Analyse auf Basis der 
phonetischen Beschreibung ist daher für das Auffinden ähnlicher Wörter wie Kognaten vorzuziehen, 
gerade im sprachübergreifenden Umfeld. Weitere Arbeiten bieten sich an dieser Stelle an. Die 
Verwendung von Verfahren zur automatischen phonetischen Transkription könnte zu einer weiteren 
Verbesserung der Ergebnisse führen. Hierfür würden sich beispielsweise Verfahren des maschinellen 
Lernens anbieten. Als problematisch ist dabei die geringe Menge Text der Einzelsprachen anzusehen, was 
bestehende Ansätze disqualifiziert. Durch Ausnutzen der massiven Parallelität der Texte könnte dieses 
Manko jedoch wieder ausgeglichen werden. Hierzu fähige Verfahren gilt es zu entwickeln. 
3.4.7 Fazit der Nutzung von Paralleltext 
Es wurde gezeigt, dass die Verwendung von Paralleltext sinnvoll für die Untersuchung von 
Sprachähnlichkeit genutzt werden kann. Das Alignment der Texteinheiten wurde dabei für zwei 
unterschiedliche Analysen verwendet. 
Zum einen wurde auf Basis des gemeinsamen Auftretens von Wörtern über Sprachgrenzen hinweg 
versucht, Übersetzungskandidaten aufzuspüren. Diese ähnliche Verteilung einer Vielzahl von Wörtern 
zwischen zwei Sprachen wurde dabei als Indiz für eine Ähnlichkeit der Sprachen angenommen. Unter 
Verwendung der Anzahl dieser Wortpaare als Features konnte eine gute Übereinstimmung mit der 
Einteilung in Sprachfamilien erreicht werden. Eine feinere Unterteilung auf Basis der hier berechneten 
Stärke der Ähnlichkeiten stellte sich jedoch als schwierig heraus. 
Es wurde gezeigt, dass die mittels dieses Ansatzes bestimmten Ähnlichkeiten unter anderem grammtisch 
motiviert scheinen. Die nahezu identische Verteilung von Wörtern spricht für Gemeinsamkeiten im 
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Diese auf gemeinsamem Auftreten von Wortformen basierende Analyse wurde ergänzt durch die 
Betrachtung der orthographischen und der lautlichen Form der Wörter. Die Einschränkung auf 
sprachübergreifend übereinstimmend verteilte Wörter ermöglichte eine gezielte Untersuchung von 
Ähnlichkeiten unter den Wortpaaren. Dabei stellte sich die phonetische Ähnlichkeit als vorteilhaft 
gegenüber der Stringähnlichkeit heraus. Weiteres Optimierungspotential besteht hier beispielsweise im 
Bereich der automatischen Transkription. 
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4 Messungen sprachlicher Parameter 
4.1 Einleitung 
Dieses Kapitel wird Messungen sprachlicher Parameter zum Inhalt haben, welche auf Basis eines Korpus 
einer Sprache ermittelbar sind. Entscheidend ist dabei die Möglichkeit der automatischen Bestimmung 
dieser Kenngrößen, schließlich erfolgt die Analyse für eine große Anzahl an Sprachen. Grundlage für die 
Messungen sind die in Sätze (bzw. Verse, wie im Fall der Bibeltexte) und Wörter aufgeteilten Korpora 
der Einzelsprachen. Diese Unterteilung konnte im Rahmen der in Kapitel 2 geschilderten 
Korpuserstellung für die einzelnen Textressourcen vorgenommen werden. 
In diesem Abschnitt wird eine Auswahl der im Rahmen dieser Arbeit gemessenen Kenngrößen 
vorgestellt. Angereichert werden die einzelnen Statistiken durch kurze Beschreibungen der 
vorgenommenen Messungen. Außerdem erfolgen, so nötig, eine kurze Motivation der Statistik sowie eine 
Einordnung bezüglich sprachtypologischer Parameter, die damit in Beziehung stehen könnten. Von 
Interesse sind in erster Linie messbare Größen, die über Sprachgrenzen hinweg variieren und sich somit 
überhaupt erst für sprachtypologische Untersuchungen anbieten. Eine genauere Untersuchung dieser 
zwischensprachlichen Varianz erfolgt in Kapitel 4.3. 
Häufig handelt es sich bei den gemessenen Eigenschaften um Verteilungen von Kennwerten. Um einen 
unkomplizierten sprachübergreifenden Vergleich dieser Statistiken zu ermöglichen, werden Parameter 
bestimmt, die diese Verteilungen prägen und die mit einfachen Mitteln untersucht werden können. 
Welche Parameter jeweils bestimmt werden, ist abhängig von der betrachteten Eigenschaft, Beispiele sind 
der Mittelwert, die Varianz oder der durchschnittliche Anstieg. Auf einen direkten Vergleich der 
ermittelten Verteilungen soll im Rahmen dieser Arbeit verzichtet werden. 
4.2 Gemessene Parameter 
Nachfolgend werden nun sprachstatistische Merkmale aufgelistet, die korpusbasiert gemessen werden 
können. Diese entsprechen allerdings nicht den typologischen Parametern, die üblicherweise in diesem 
Feld analysiert werden. Es wird sich jedoch im Verlauf dieser Arbeit erweisen, dass bei geschickter 
Definition des zu ermittelnden Merkmals und unter Verwendung eines einheitlichen Messvorgangs, 
signifikante Beziehungen zu den klassischen typologischen Eigenschaften bestehen. Durch diesen Bezug 
stellen die Messungen eine wichtige und innovative Erweiterung der im Forschungsgebiet genutzten 
Methoden dar. 
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4.2.1 Wortlänge 
Die Wortlänge in Zeichen ist ein einfach zu bestimmender Parameter. Die Ermittlung dieses Werts kann 
mit oder ohne Berücksichtigung der Wortfrequenzen erfolgen. In ersterem Fall werden alle Tokens des 
zugrundeliegenden Textes betrachtet, häufige Wörter gehen also mehrfach in die Statistik ein.  In 
letzterem Fall wird jede Wortform, also jeder Type, nur einmal einbezogen. Dadurch ergeben sich 
deutliche Verschiebungen der Verteilung durch den geringeren Einfluss hochfrequenter Wörter. Die 
Tabellen 4.1 und 4.2 zeigen die Verteilung der Wortlängen für ein deutsches Korpus aus dem Jahr 2010, 
welches auf Nachrichtentexten basiert. So nicht anders angegeben, dient dieses Korpus auch zur 
Verdeutlichung der weiteren Statistiken dieses Kapitels. 
 
 
Abbildung 4.1: Verteilung der Wortlänge bei Betrachtung der Types. 
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Abbildung 4.2: Verteilung der Wortlänge bei Betrachtung der Tokens. 
Die Verteilungen der Wortlänge lassen sich durch ihren Mittelwert beschreiben. Dieser stellt in diesem 
Fall die wohl wichtigste Kenngröße der Verteilung dar. Er beträgt im Beispiel 11,96 bei Betrachtung der 
Types und 6,23 bei Betrachtung der Tokens. Die stärkere Gewichtung der meist kurzen hochfrequenten 
Wörter führt in letzterem Fall zu einer deutlichen Verringerung dieses Werts. 
Die durchschnittliche Wortlänge wird unter anderem durch morphologische Eigenschaften einer Sprache 
beeinflusst. Der morphologische Typ einer Sprache bestimmt wie grammatische Merkmale markiert 
werden können. So werden im Fall der konkatenierender Morphologie Morpheme zu Wörtern kombiniert, 
während isolierende Sprachen in der Regel keine oder kaum Morphemkombinationen zulassen. Dies 
sollte sich auf die durchschnittliche Wortlänge auswirken. Daraus ergibt sich des Weiteren auch eine 
Korrelationen mit Eigenschaften wie dem Reichtum an Wortformen. Diese wird ebenso untersucht. 
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4.2.2 Satzlänge 
Die Satzlänge bieten sich ebenfalls als Untersuchungsgegenstand an. Sie kann unter anderem in Wörtern 
oder in Zeichen gemessen werden. Eine gesonderte Betrachtung der Satzlänge in Silben erfolgt im 
Verlauf dieses Kapitels. Für das deutsche Nachrichtenkorpus ist die Verteilung der Satzlängen in den 
Abbildungen 4.3 und 4.4 dargestellt. 
Wichtige Kenngröße dieser Verteilung ist wiederum ihr Durchschnitt. Dieser nimmt einen Wert von 
114,62 Zeichen oder 16,34 Wörtern an. Die dazugehörigen Standardabweichungen betragen 53,78 bzw. 
8,97. 
 
Abbildung 4.3: Verteilung der Satzlänge in Wörtern. 
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Abbildung 4.4: Verteilung der Satzlänge in Zeichen. 
Die durchschnittliche Satzlänge ist von einer großen Anzahl Faktoren der Ebenen wie Phonologie, 
Morphologie oder Syntax abhängig. Zu erwarten wäre beispielsweise eine negative Korrelation der 
Satzlänge in Wörtern mit der zuvor betrachteten Länge der Wörter. Sollten längere Wörter mit einer 
höheren morphologischen Komplexität der Wörter einhergehen, dürfte sich das negativ auf die Anzahl 
der benötigten Wörter auswirken. 
4.2.3 Präfixe und Suffixe 
Die Derivation bzw. die Affigierung ist in vielen Sprachen ein entscheidender Bestandteil der 
Wortbildung. Sprachübergreifende Messungen zu diesem Vorgang könnten sich daher als hilfreich bei 
der Ableitung morphologischer Eigenschaften erweisen. 
Eine genaue Bestimmung von auftretender Affigierung kann sprachunabhängig, gerade bei fehlenden 
umfangreichen Textressourcen, nur schwer erfolgen. Schließlich wäre dafür eine korrekte Erkennung von 
Stämmen und Affixen Voraussetzung. Im Folgenden soll daher nur näherungsweise bestimmt werden, 
inwieweit eine Sprache Affixe - genauer Präfixe und Suffixe - einsetzt. 
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Basis dieser Untersuchungen stellt der Levenshtein-Algorithmus dar (Levenshtein, 1966). Mit diesem 
werden in einem ersten Schritt alle Wortpaare einer Sprache bestimmt, die eine Editierdistanz von 
maximal zwei Operationen aufweisen. Gleichzeitig wird untersucht, worin der Unterschied der Wörter 
besteht. Im Folgenden werden beispielsweise jene Wortpaare betrachtet, die sich durch Hinzufügen oder 
Entfernen eines Strings am Wortanfang oder Wortende unterscheiden. Häufig auftretende Strings 
beschreiben mit hoher Wahrscheinlichkeit ein Affix bzw. einen Teil davon. Die Beschränkung der 
maximalen Levenshtein-Distanz verhindert hierbei das Auffinden vollständiger Affixe größerer Länge. 
Zumindest häufige Morphemteile werden aber auch in diesem Fall aufgespürt. Gleichzeitig ermöglicht 
die Einschränkung eine Anwendung des komplexen Levenshtein-Algorithmus auch auf größere 
Datenmengen. Anzumerken ist des Weiteren, dass nur Wörter mit einer Länge von mindestens vier 
Zeichen in der Analyse betrachtet werden. Dies soll kurze Wörter ausschließen, bei denen eine Distanz 
von 2 Ersetzungsoperationen oft zufällig auftreten wird. 
4.2.3.1 Anzahl gefundener Affixe 
Auf Basis der gewonnenen Informationen werden nun mehrere Statistiken berechnet. Zum einen wird die 
Anzahl der gefundenen Wörter mit einem kleinen Editierabstand unter den n häufigsten Wörtern 
betrachtet, wobei n variiert wird. Diese Werte sollen hier primär dem Vergleich dienen, schließlich liegt 
das Hauptaugenmerk auf dem Vorkommen von Affixen. 
Dieser Vorgang wird daher für jene Wörter wiederholt, die sich als Zusatzbedingung nur in einem Präfix 
oder Suffix unterscheiden. Die beiden Statistiken werden in den Abbildungen 4.5 und 4.6 visualisiert. 
Wie bereits erwähnt sollte die Anzahl der gefundenen Affixe einen Rückschluss auf morphologische 
Eigenschaften einer Sprache ermöglichen. 
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Abbildung 4.5: Anzahl der Wortpaare mit einer maximalen Levenshtein-Distanz von 2 in Abhängigkeit vom maximalen Rang der 
betrachteten Wörter. 
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Abbildung 4.6: Anzahl der Wortpaare mit maximaler Levenshtein-Distanz von 2 in Abhängigkeit vom Rang der betrachteten 
Wörter. Es werden nur jene Wortpaare betrachtet, die sich am Wortanfang oder -ende unterscheiden. 
4.2.3.2 Verhältnis von Suffixen und Präfixen 
Darüber hinaus wird das Verhältnis von Suffixen und Präfixen untersucht. Durch Aufteilung der im 
letzten Analyseschritt gefundenen Wortpaare nach der Stelle der Affigierung lässt sich diese Statistik 
erstellen. 
 Im Falle des deutschen Nachrichtenkorpus liegt das Verhältnis bei 5,82. Im Deutschen tritt also deutlich 
mehr Affigierung am Wortende auf. Aussagen hierzu und somit Rückschlüsse auf morphologische 
Parameter bezüglich der bevorzugten Stelle der Derivation lassen sich auch für andere Sprachen treffen. 
4.2.4 Anzahl der N-Gramme am Wortanfang und -ende 
Nun wird ein allgemeinerer Blick auf die Wortanfänge und -enden geworfen. Bisher wurden nur jene 
Wortteile betrachtet, die Wörter voneinander unterscheiden. Es werden also weniger Anforderungen an 
Spezifizität der untersuchten Wortbestandteile gestellt. Damit einher geht allerdings auch eine leichtere 
Bestimmbarkeit der Statistik. 
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Die Abbildungen 4.7 und 4.8 zeigen die Anzahl der im Text vorkommenden N-Gramme am Wortanfang 
und -ende in Abhängigkeit vom maximal betrachteten Rang der Wörter. Um einen unkomplizierten 
univariaten Vergleich zu ermöglichen, können alternativ auch einzelne Werte bei festem Rang und fester 
Länge der N-Gramme betrachtet werden. Darüber hinaus kann der durchschnittliche Anstieg der Geraden 
von Interesse sein. 
Wie zuvor ist zu erwarten, dass die Statistiken Aussagen über die Wortbildung in den Sprachen zulassen 
und somit in Beziehung zu morphologischen Parametern der Sprache stehen. 
 
 
Abbildung 4.7: Anzahl unterschiedlicher N-Gramme am Wortanfang in Abhängigkeit vom maximal betrachteten Rang der Wörter. 
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Abbildung 4.8: Anzahl unterschiedlicher N-Gramme am Wortende in Abhängigkeit vom maximal betrachteten Rang der Wörter. 
4.2.5 Zipfsches Gesetz 
Das Zipfsche Gesetz (Zipf, 1935; Zipf, 1949) trifft eine Aussage zum Verhältnis von Rang und 
Häufigkeit von Wörtern einer Textressource.  Es liegt hierbei stets eine inverse Proportionalität vor. 
Entsprechend dieses Gesetzes kommen in natürlichsprachlichem Text wenige Wörter sehr häufig vor, 
während ein Großteil der Wörter mit geringer Frequenz auftritt. Beispielhaft verdeutlicht wird diese 
Beziehung in Abbildung 4.9. Eine detaillierte Einführung in das Zipfsche Gesetz wird in Kapitel 3.3.5 
gegeben. Beschreiben lässt sich dieser Zusammenhang mittels eines einzelnen Parameters auch anhand 
des Anstiegs der durch das Gesetz beschriebenen Geraden. Im doppelt logarithmischen Raum beträgt 
dieser Wert für das deutsche Nachrichtenkorpus -0,99. 
Da Rang und Häufigkeit der Wörter zueinander in Bezug gesetzt werden, ist eine Korrelation des 
gemessenen Parameters zu Maßen der Textabdeckung oder des Vokabelreichtums zu erwarten. Dies wird 
im Verlauf der Arbeit untersucht. 
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Abbildung 4.9: Verhältnis von Häufigkeit und Rang der Wörter zur Verdeutlichung des Zipfschen Gesetzes. Darstellung erfolgt 
doppelt logarithmiert. 
4.2.6 Textabdeckung 
Die Textabdeckung gibt an, welcher Anteil des Textes aus den häufigsten n Wörtern der Sprache besteht. 
Der Wert wird also in Abhängigkeit vom maximalen Rang der betrachteten Wörter ermittelt. Er erreicht 
100%, wenn alle vorkommenden Wörter betrachtet werden. Beschrieben werden kann diese Statistik 
mittels des durchschnittlichen Anstiegs der Geraden oder durch den Einzelwert bei festem maximalem 
Rang. Die Werte der Textabdeckung in Abhängigkeit des Rangs können in Abbildung 4.10 für das 
deutsche Nachrichtenkorpus inspiziert werden. Der durchschnittliche Anstieg beträgt dabei 0,21 im 
Rangbereich von 10 bis 10.000. Einzelwerte können Tabelle 4.1 entnommen werden. 
Wie bereits erwähnt, ist eine Korrelation der gemessenen Werte mit Maßen des Vokabelreichtums oder 
mit Kennzahlen des Zipfschen Gesetzes zu erwarten. 
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Abbildung 4.10: Textabdeckung in Abhängigkeit vom Rang der betrachteten Wörter. 
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4.2.7 Vokabelreichtum 
Wie aus dem Namen bereits folgt, trifft der Vokabelreichtum Aussagen über die Vielfalt des im Text 
gebrauchten Vokabulars. Zur Berechnung gibt es eine große Anzahl an in der Literatur erwähnten Maßen. 
Diese gelten jedoch in der Regel als problematisch, da häufig eine Abhängigkeit vom Textumfang besteht 
(Tweedie, 1998). Die Ursache hierfür liegt darin, dass das gebrauchte Vokabular langsamer wächst, je 
größer der betrachtete Text wird. 
Der Vokabelreichtum wird beispielsweise zur Ermittlung von Autorenschaft genutzt (Hoover, 2003). Hier 
soll er sprachübergreifend untersucht werden. Dazu werden zunächst mehrere Maße vorgestellt. Basis für 
die Berechnung solcher komplexeren Maße sind häufig die Anzahl der im Text vorkommenden Types 
und Tokens, welche zunächst eingeführt werden. 
4.2.7.1 Grundlegende Größen 
a Anzahl der Wortformen - Types 
Ein Wert, der in die meisten Maße des Vokabelreichtums einfließt, ist die Anzahl der im Text 
vorkommenden Types, also der unterschiedlichen Wortformen. Beachtet man seine offensichtliche 
Abhängigkeit von der Korpusgröße, also  beispielsweise von der Anzahl der betrachteten Sätze, so kann 
dieser Parameter bereits als Maß für den Vokabelreichtum dienen. 
Abbildung 4.11 stellt die Abhängigkeit der Anzahl der Types von der betrachteten Textmenge 
exemplarisch für das deutsche Korpus dar. Tabelle 4.2 listet die dazugehörigen Einzelwerte auf, die zum 
sprachübergreifenden Vergleich genutzt werden können.  
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Abbildung 4.11: Anzahl der im Text vorkommenden Types in Abhängigkeit von der Anzahl der betrachteten Sätze. 
 







Tabelle 4.2: Auflistung der Anzahl der im Text vorkommenden Types in Abhängigkeit von der Anzahl der betrachteten Sätze. 
b Anzahl der laufenden Wörter - Tokens 
Verständlicherweise ebenso abhängig von der Korpusgröße ist die Anzahl der Tokens, also der laufenden 
Wörter. Dieser Wert ist auch häufiger Ausgangspunkt für Maße des Vokabelreichtums, indem dieser in 
Bezug gesetzt wird zur Anzahl der auftretenden Types.  
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4.2.7.2 Kombinierte Maße 
 
Die folgenden Maße ermitteln einen Wert für den Vokabelreichtum eines Textes auf Basis elementarer 
Größen wie der Anzahl der Types und Tokens. Sie werden nachstehend kurz charakterisiert. Die 
Berechnungsformeln werden nicht eingeführt, hierzu wird auf die entsprechende Literatur verwiesen. 
a Type-Token-Ratio 
Die Type-Token-Ratio (TTR) - oder auch Type-Token-Relation - bezeichnet das Verhältnis von Types 
und Tokens in einem Text (Wimmer, 2005). Sie ergibt sich als Quotient der beiden Werte. Aufgrund des 
mit steigender Korpusgröße langsamer wachsenden Vokabulars ergibt sich eine Abhängigkeit der Type-
Token-Ratio von diesem Parameter. 
Der Wert für das deutsche Korpus mit einem Umfang von einer Million Sätzen beträgt näherungsweise 
0,08. 
b Bilogarithmische Type-Token Ratio 
Die bilogarithmische Type-Token-Ratio wird wie die TTR durch das Verhältnis von Types und Tokens 
bestimmt. In diesem Fall werden beide Werte jedoch logarithmiert bevor der Quotient gebildet wird. 
Hierdurch steigt die Stabilität des Messwertes (Chen, 1989). Die bilogarithmische Type-Token-Ratio für 
das deutsche Nachrichtenkorpus beträgt ca. 0,79. 
c Guirauds Index of Vocubulary Richness 
Guirauds Index of Vocabulary Richness ist ein eng mit der TTR verwandtes Maß. (Guiraud, 1954; 
Tidball, 2007) Hierbei wird die Anzahl der Types jedoch durch die Wurzel der Anzahl der Tokens geteilt, 
wodurch es zu einer anderen Gewichtung kommt. Der Wert des Beispielkorpus beträgt 33,51. 
d Turings Repeat Rate 
Turings Repeat Rate berechnet sich auf Basis der Einzelhäufigkeiten der untersuchten Elemente, also in 
diesem Fall der Wörter des Textes. Die Repeat Rate beschreibt dann die Wahrscheinlichkeit, dass zwei 
zufällig gezogene Wörter identisch sind  (Good, 1979). Hier wird also ein grundlegend anderer Ansatz als 
bei den Type-Token-basierten Ansätzen genutzt. Eine enge Beziehung der sich ergebenden Werte der 
verschiedenen Herangehensweisen soll dennoch in dieser Arbeit aufgezeigt werden. 
Die Repeat Rate des deutschen Korpus beträgt 0,0046. 
148 
Messungen sprachlicher Parameter 
4.2.8 Entropie 
Die Entropie (Shannon, 2001) ist ein Maß für den durchschnittlichen Informationsgehalt von 
untersuchten Elementen einer Grundmenge. Anders ausgedrückt, gibt die Entropie die durchschnittliche 
Unsicherheit einer Zufallsvariable an. Für ein Textkorpus kann sie beispielsweise auf der Ebene der 
Wörter oder Zeichen berechnet werden. 
4.2.8.1 Entropie auf Wortebene 
Die Entropie auf Wortebene gibt also den durchschnittlichen Informationsgehalt an, den ein Wort  einer 
Sprache besitzt. Alternativ kann die Entropie auch als Grad der Unordnung angesehen werden, die in der 
Wortfolge im Mittel auftritt. Ist diese Unordnung groß, so nimmt auch die Entropie einen hohen Wert an. 
Im Fall des Beispielkorpus beträgt sie 10,16. 
Dass die Entropie sprachübergreifend systematisch variiert, wurde bereits in den Arbeiten von 
Montemurro (2011) nachgewiesen. Hier soll nun gezeigt werden, dass die Entropie dies auch in 
Abhängigkeit anderer Statistiken und typologischer Parameter tut. Allein auf Basis der Definition der 
Entropie ist eine Korrelation mit Turings Repeat Rate zu erwarten, ebenso mit anderen Maßen des 
Vokabelreichtums. Darüber hinaus sollte der durchschnittliche Informationsgehalt der Wörter auch mit 
deren morphologischer Komplexität korrelieren. 
4.2.8.2 Entropie auf Zeichenebene 
Ebenso kann die Entropie auf der Ebene der Zeichen berechnet werden. Hier drückt sie den 
durchschnittlichen Informationsgehalt eines Zeichens des Alphabets aus. Für das deutsche Korpus nimmt 
diese Entropie einen Wert von 2,00 an. 
4.2.9 Komposita 
Die Anzahl von Komposita im Text mit automatisierten Mitteln abzuschätzen, kann für die Bestimmung 
morphologischer Parameter hilfreich sein. Mit dieser Information ist es möglich, Aussagen darüber zu 
treffen, inwieweit die Komposition, also die Zusammensetzung zweier Stämme zu einem Wort, in einer 
Sprache verbreitet ist. 
Um nun eine Schätzung der Anzahl der vorkommenden Komposita zu ermöglichen wird folgendermaßen 
vorgegangen: Es werden jene Wörter bestimmt, die jeweils mit einem anderen Wort der Sprache 
beginnen und enden. Dieses Kriterium deutet grundlegend auf eine Komposition hin. Um die Rate der 
korrekt klassifizierten Komposita zu erkennen, werden allerdings weitere Kriterien eingeführt. So gilt für 
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die Einzelwörter eine Mindestlänge, um zufällige Übereinstimmungen mit kurzen Wörtern zu vermeiden. 
Zusätzlich werden über die Wortfrequenz die hochfrequenten Stoppwörter als Wortbestandteile 
ausgefiltert. Des Weiteren werden nur jene Wörter übernommen, die entweder kein Infix zwischen den 
Einzelwörtern aufweisen oder ein Infix einer Maximallänge von 2. Die aufgezählten Kriterien wurden 
anhand von mehreren Beispielsprachen entworfen und erwiesen sich als robust. Die Zahl der so 
ermittelten Komposita kann aber nur als Näherung gelten. Die Kriterien werden sowohl korrekte 
Komposita aussortieren, beispielsweise aufgrund von Wortfrequenzen, als auch fälschlicherweise auf eine 
Zusammensetzung schließen. So könnte im Deutschen das Wort verstehen als Kompositum aus Vers und 
Ehen mit Infix t erkannt werden. 
Auch wenn bei solchen Fällen Probleme auftreten, arbeitet der Algorithmus in der Gesamtheit doch 
robust. Außerdem ist für den Sprachvergleich keine absolute Zahl vonnöten, solange die erhaltenen Werte 
in der Relation zueinander stimmen. Die beschriebene Herangehensweise bietet so für viele Sprachen 
eine Abschätzung dafür, wie verbreitet Komposition in dieser Sprache im Vergleich zu anderen Sprachen 
auftritt. 
Die Anzahl der so gefundenen Zusammensetzungen kann für das gesamte Korpus oder in Abhängigkeit 
vom maximalen Rang der untersuchten Wörter angegeben werden. Darüber hinaus kann nach Länge der 
Infixe aufgeschlüsselt werden. So finden sich mit dem beschriebenen Vorgehen unter den 10.000 
häufigsten Wörtern des deutschen Korpus 134 Komposita, davon 45 ohne Infix, 71 mit einem Infix der 
Länge 1 und 18 mit einem Infix der Länge 2. Untersucht man die Gesamtheit aller Wörter so werden 534 
Zusammensetzungen ermittelt. 
4.2.10 Kookkurrenzen 
Kookkurrenzen beschreiben das statistisch signifikante gemeinsame Auftreten von textuellen Einheiten, 
im diesem Fall von Wörtern (Bordag, 2008). Dabei können unterschiedliche Betrachtungsrahmen 
untersucht werden. Typisch ist zum einen die Analyse von auffällig benachbart im Text auftretenden 
Wörtern - man spricht von Nachbarschaftskookkurrenzen. Hierbei kann wiederum zwischen linken und 
rechten Nachbarn unterschieden werden. Des Weiteren ist der Satz ein beliebter Betrachtungsrahmen, der 
es ermöglicht Wörtern ihre Satzkookkurrenzen zuzuordnen. 
Letztere Kookkurrenzen drücken also eine Beziehung über eine größere Distanz aus. Eine grundlegende 
Statistik, die sich auf Basis dieser Werte bestimmen lässt, ist die Anzahl an auftretenden Satz- oder 
Nachbarschaftskookkurrenzen. Diese ist auch vom verwendeten Signifikanzmaß und der betrachteten 
Mindestsignifikanz abhängig. Bei den Korpora der Leipzig Corpora Collection wird die Log-Likelihood-
Funktion zur Bestimmung der Signifikanz genutzt. Die Schwellwerte werden in Abhängigkeit von der 
Korpusgröße gewählt. 
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4.2.10.1 Verhältnis von Satz- und Nachbarschaftskookkurrenzen 
Eine weiterführende Statistik ist das Verhältnis der Anzahl gefundener Satz- und 
Nachbarschaftskookkurrenzen. Dieser Quotient drückt somit das Verhältnis von Kookkurrenzen geringer 
und großer Distanz aus. 
Beispielsweise würde eine größere Flexibilität der Wortstellung zu einem höheren Wert in dieser Statistik 
führen, da dies mit einer geringen Anzahl von Nachbarschaftskookkurrenzen einhergeht. Aber auch 
andere Faktoren wie die Anzahl der Types und Tokens wirken sich auf die Statistik aus. 
Das deutsche Nachrichtenkorpus weist ein Verhältnis von 5,18 auf. Es wurden also mehr als fünfmal so 
viele Satzkookkurrenzen ermittelt.  
4.2.10.2 Nachbarschaftskookkurrenzen - Frequenzverhältnis der beteiligten Wörter 
Basierend auf den Nachbarschaftskookkurrenzen lassen sich weitere Statistiken berechnen. 
Beispielsweise können die an den Beziehungen beteiligten Wörter untersucht werden. Im Folgenden wird 
das Verhältnis der Frequenzen des linken und rechten Teils der einzelnen Kookkurrenzen untersucht. 
Abbildung 4.12 visualisiert den Anteil jener Nachbarschaftskookkurrenzen, bei denen der linke Teil 
häufiger im Korpus auftritt als der rechte. Die Darstellung erfolgt dabei in Abhängigkeit von dem 
minimalen Rang der betrachteten Wörter. Auffällig ist, dass der Anteil der Paare mit höherfrequentem 
linkem Teil bei größerem Rang fällt - ein Effekt, der sich in unterschiedlicher Stärke auch bei anderen 
Sprachen zeigt. 
Die Idee hinter dieser Statistik ist, dass typologische Eigenschaften wie die Wortstellung im Satz die 
Reihenfolge typischer Nachbarschaftskookkurrenzen ändern. Es gilt zu untersuchen, ob dies signifikante 
sprachübergreifende Effekte auf diese Statistik hat, beispielsweise auf die Werte bei festem Rang der 
untersuchten Wörter. 
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Abbildung 4.12: Anteil von Nachbarschaftskookkurrenzen mit häufigerem linken Teil in Abhängigkeit vom minimalen Rang der 
untersuchten Wörter. 
4.2.10.3 Nachbarschaftskookkurrenzen - Quotient rechter und linker Nachbarn 
Eine weitere Statistik soll bestimmen, ob Wörter einer Sprache dazu tendieren, mehr rechte oder linke 
Nachbarschaftskookkurrenzen zu haben - in Abhängigkeit von ihrer Häufigkeit. Hierzu werden Wörter 
verschiedener Rangbereiche gesondert betrachtet. Jeweils werden alle Nachbarschaftskookkurrenzen 
dieser Wörter bestimmt - unabhängig vom Rang des zweiten Wortes. Das Verhältnis, also der Quotient 
der rechten und linken Kookkurrenzen, wird dann bestimmt. Diese Statistik kann Aussagen darüber 
treffen, ob Wörter einer betrachteten Häufigkeit eher stabil nach links oder rechts Bindungen eingehen, 
was wiederum Aussagen über die Konstituentenstruktur, also über die Wortstellung, zulässt. 
Auch ohne genaues Wissen über die beteiligten Wortarten soll im Verlauf der Arbeit untersucht werden, 
ob die hier bestimmten Werte signifikant mit typologischen Parametern der Wortstellung korrelieren. 
Interessant wird diese Statistik, wenn man bedenkt, dass normalerweise niederfrequente Wörter eines 
Korpus in erster Linie Nomen sind. Da diese wiederum auffällig oft zusammen mit Verben in 
Nachbarschaftskookkurrenzen auftreten, ist ein Zusammenhang mit der Wortstellung nicht 
ausgeschlossen. 
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Eine Erweiterung dieser Statistik könnte ihre Aussagekraft deutlich erhöhen: Sicheres Wissen über die 
beteiligten Wortarten. Dies würde eine gesonderte Untersuchung dieser Wortklassen ermöglichen, 
wodurch deren Bindungsverhalten genauer analysiert werden könnte. 
Für die meisten im Rahmen dieser Arbeit untersuchten Sprachen ist eine Bestimmung der Wortarten 
leider nicht ohne Weiteres möglich. Häufig fehlen fertige Werkzeuge für deren Bestimmung. Auch 
überwachte automatische Verfahren können aufgrund fehlender Trainingsdaten nicht verwendet werden. 
Genauer wird auf diese Problematiken in Kapitel 5.7.2 eingegangen. Dort wird auch eine Lösung 
präsentiert, wie dennoch eine Wortartenbestimmung in vielen Sprachen mittels Paralleltext erfolgen kann. 
Abbildung 4.13 stellt das Verhältnis rechter und linker Nachbarschaftskookkurrenzen für Wörter 
verschiedener Rangbereiche des deutschen Beispielkorpus dar. Dabei wird deutlich, dass der Quotient in 
Abhängigkeit vom Rang der betrachteten Wörter stark schwankt. 
 
Abbildung 4.13: Verhältnis rechter und linker Nachbarschaftskookkurrenzen für Rangbereiche. 
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4.2.11 Silben 
Silben als phonologische Bestandteile der Wörter sind neben Morphemen wichtige Einheiten der 
Sprache, aus denen Wörter bestehen bzw. in die sie zerlegt werden können. Ziel ist es daher, auch 
Statistiken für die Einzelsprachen zu bestimmen, die diese Einheit untersuchen. 
Dazu werden im Folgenden die Anzahlen der Silben sprachlicher Einheiten wie Wort oder Satz ermittelt. 
Bevor dies gewährleistet werden kann, sind aber Vorarbeiten nötig: Eine Silbe besteht stets aus genau 
einem Silbengipfel, welcher im Normalfall durch einen Vokal bzw. einen Doppelvokal repräsentiert wird. 
Umgeben wird dieser Gipfel eventuell von Konsonanten. Zur Bestimmung der Anzahl der Silben ist es 
daher ausreichend, die Anzahl der Silbengipfel zu bestimmen. Um dies zu gewährleisten, ist es nötig, die 
Zeichen jeder Sprache in Vokale und Konsonanten zu unterteilen. Schließlich ist diese Aufteilung je nach 
Sprache unterschiedlich und dieses Wissen ist nicht für jede untersuchte Sprache vorhanden. 
Genaue Silbengrenzen sollen im Rahmen dieser Arbeit nicht untersucht werden. Zum einen ist die 
Bestimmung der genauen Grenzen deutlich aufwendiger und zum anderen ermöglicht schon die 
Silbenanzahl die Analyse einer Vielzahl von Zusammenhängen sprachlicher Eigenschaften. 
4.2.11.1 Zugrundeliegende Statistik 
a Bestimmung der Vokale und Konsonanten 
In einem ersten Schritt müssen die Zeichen einer Sprache in Konsonanten und Vokale unterteilt werden. 
Hierzu wird der Algorithmus von Sukhotin (Sukhotin, 1988; Guy, 1991) genutzt. Dieses Verfahren 
bestimmt auf Basis der Verteilung der Buchstaben innerhalb der Wörter der Sprache, inwieweit ein 
Zeichen die Eigenschaften eines Vokals oder eines Konsonanten trägt. Unter Nutzung dieser Statistik 
kann eine Unterteilung in die beiden Klassen erfolgen. Hier werden die Ergebnisse der Anwendung  des 
Algorithmus als Eingabe für weiterführende Untersuchungen dienen. Aber auch die Ergebnisse an sich 
sind für den Sprachvergleich nutzbar. Sprachen, die dasselbe Zeichensystem nutzen, könnten auf 
ähnlichen oder stark unterschiedlichen Gebrauch von Zeichen untersucht werden. So könnten auch 
untypische Verwendungen von Buchstaben in einzelnen Sprachen bestimmt werden. 
b Bestimmung der Anzahl der Silben einer sprachlichen Einheit 
Nachdem die Unterteilung der Zeichen in Vokale und Konsonanten erfolgt ist, kann die Anzahl der 
Silben der sprachlichen Einheiten bestimmt werden. Dazu wird vereinfacht angenommen, dass jeder 
Vokal ein Silbengipfel ist. Dadurch wird die Silbenzahl beim Auftreten eines Doppelvokals zu hoch 
angesetzt. Doppelvokale sind allerdings in den meisten Sprachen selten, wodurch der so eingeführte 
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Messfehler vernachlässigbar ist. Außerdem sind von diesem Problem nahezu alle Sprachen betroffen, 
wodurch der Einfluss dieses Umstandes beim Sprachvergleich weiter gemindert wird. 
4.2.11.2 Statistiken auf Basis der Anzahl der Silben 
Nachstehend werden nun Statistiken aufgeführt, die auf Grundlage der Bestimmung der Silbenanzahl 
sprachlicher Einheiten möglich werden. Dazu gehören die durchschnittliche Anzahl der Silben pro Wort 
und die durchschnittliche Silbenlänge, jeweils bei Betrachtung der Types oder Tokens des zu 
analysierenden Korpus. Auch die durchschnittliche Anzahl der Silben pro Satz wird ermittelt. Tabelle 4.3 
listet die genannten Parameter für das deutsche Beispielkorpus auf. 
Entsprechend den Arbeiten von Fenk-Oczlon (1999) ist eine sprachübergreifende Korrelation der 
Eigenschaften Silben pro Wort und Silben pro Satz zu erwarten. Darüber hinaus sollte eine Beziehung zur 
Anzahl der Wörter pro Satz bestehen. Aber auch typologische Parameter wie Wortstellung korrelieren mit 
den gemessenen Statistiken. Schließlich soll eine signifikante Beziehung nachgewiesen werden, die 
seitens Fenk-Oczlon nur vermutet werden konnte: Die zwischen der Anzahl der Silben pro Wort und dem 
morphologischen Typ der Sprache. 
Parameter Wert 
Silben pro Wort - Types 3,76 
Silben pro Wort - Tokens 1,97 
Silbenlänge - Types 3,18 
Silbenlänge - Tokens 3,03 
Silben pro Satz 31,99  
Tabelle 4.3: Gemessene Parameter auf Basis der Anzahl der Silben sprachlicher Einheiten. 
4.2.12 Zusammenfassung 
Es wurde eine Auswahl von Statistiken präsentiert, die mit automatischen Mitteln für Textkorpora erstellt 
werden können. Bei der Vorstellung der einzelnen Statistiken wurde die Motivation für deren 
Betrachtung erläutert und somit auch zu verfolgende Ansätze für spätere Analysen aufgezeigt. 
Hauptzweck der Statistiken in dieser Arbeit ist schließlich die spätere Anwendung dieser gemessenen 
Werte für sprachtypologische Untersuchungen. Dabei werden Korrelationen untereinander aber auch zu 
typologischen Parametern analysiert. 
Zunächst folgen nun Ausarbeitungen, die die Varianz der gemessenen Parameter betrachten. Dies erfolgt 
in Abhängigkeit von Charakteristika der Korpora wie Sprache, Sachgebiet oder Umfang. Somit lassen 
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sich Aussagen treffen, ob und unter welchen Umständen sprachtypologische Untersuchungen mit den 
gemessenen Statistiken möglich sind. 
4.3 Varianz der Messungen - Einfluss der genutzten Korpora 
4.3.1 Einleitung 
Die im Rahmen dieser Arbeit durchgeführten Untersuchungen dienen unter anderem der Nutzbarmachung 
von messbaren Kenngrößen der Korpora für die Bestimmung typologischer Parameter. Zusätzlich sollen 
Relationen zwischen messbaren Parametern untersucht werden. Ziel ist es also, systematische 
sprachübergreifende Zusammenhänge zu ermitteln. In diesem Abschnitt soll darauf eingegangen werden, 
welche grundlegenden Voraussetzungen gemessene Eigenschaften  dafür erfüllen müssen. 
Als zentraler Punkt wäre hier eine Varianz des Parameters bei Betrachtung von Korpora mehrerer 
Sprachen zu erwarten. Nur Eigenschaften, die sich überhaupt unterscheiden, können sinnvoller 
Untersuchungsgegenstand sein. 
Eine weitere Einschränkung ergibt sich aus der Verteilung der typologischen Parameter. Meistens ist hier 
davon auszugehen, dass diese bei nah verwandten oder ähnlichen Sprachen in geringerem Maße 
schwanken. Dies sollte auch für Messwerte gelten, die mit typologischen Eigenschaften in Beziehung 
stehen. 
Des Weiteren gilt für viele messbare Parameter eine Abhängigkeit von weiteren Texteigenschaften wie 
dem Umfang der betrachteten Ressourcen. So variieren Parameter wie die Type-Token-Ratio je nach 
verwendeter Korpusgröße (McCarthy, 2005) oder aber die Satzlänge ja nach untersuchtem Diskurstyp  
(Kelih, 2006). Bei anderen Messgrößen erwartet man zwar eine Unabhängigkeit von solchen 
Texteigenschaften, kann das Gegenteil aber nicht immer ausschließen. 
Aus diesem Grund wird in diesem Kapitel aufgezeigt, wie mittels der Varianz der einzelnen messbaren 
Eigenschaften bestimmt werden kann, inwieweit sich deren Anwendung für sprachtypologische 
Untersuchungen überhaupt eignet. 
4.3.2 Herangehensweise und eingesetzte Verfahren 
Die Bestimmung der durchschnittlichen Abweichung von messbaren Sprachparametern bildet also den 
Grundstein der folgenden Untersuchungen. Daher ist es zuerst nötig, diese sinnvoll zu definieren. 
Verbreitet genutzte Maße hierfür sind die Standardabweichung und die Varianz. Aufgrund der 
unterschiedlichen Höhe der Messwerte, nehmen wir beispielsweise die durchschnittliche Wortlänge in 
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Zeichen und die durchschnittliche Satzlänge in Zeichen,  werden die Untersuchungen in diesem Kapitel 
allerdings den Variationskoeffizienten betrachten.  Im Gegensatz zur Varianz oder Standardabweichung 
wird in diesem Fall der Erwartungswert mit in die Betrachtung einbezogen. Der Variationskoeffizient 
𝑉𝑎𝑟𝐾 𝑋  einer Zufallsvariable 𝑋 ergibt sich aus Standardabweichung 𝑆𝑡𝑑(𝑋) und Erwartungswert 𝐸(𝑋) 





Eine reine Betrachtung dieses Koeffizienten kann schon erste Aussagen über die Nutzbarkeit eines 
Messwertes machen. Ist die relative Abweichung sprachübergreifend nicht hoch genug, können 
Messfehler  oder verunreinigte Daten zu großen Einfluss haben (Eckart, 2012). In diesem Fall sollte 
entweder ein Ausschluss des Merkmals aus den Untersuchungen erfolgen oder es muss besondere 
Sorgfalt auf den Prozess der Messung gelegt werden. 
Darüber hinaus wird das Verhältnis der Variationskoeffizienten zwischen verschiedenen Mengen von 
Korpora untersucht. Dies wird beispielsweise genutzt, um die geringere Variation von Eigenschaften 
innerhalb verwandter Sprachen zu zeigen. Dazu werden Sprachen eines Genus oder einer Familie einem 
zufällig ausgewählten aber stratifizierten Sample von Sprachen gegenübergestellt. 
Ähnliches geschieht zur Bestimmung des Einflusses weiterer Textmerkmale wie Korpusgröße, 
Sachgebiet oder Textsorte. Für eine Menge von Korpora, die sich in einem dieser Merkmale 
unterscheiden, wird wiederum die Varianz bestimmt. Dieser Wert wird ins Verhältnis gesetzt zu dem 
Wert, der sich bei Betrachtung von Korpora unterschiedlicher Sprachen ergibt. Der sich ergebende Wert 
ermöglicht dann Aussagen darüber, ob bei der typologischen Untersuchung eines Parameters gewisse 
Restriktionen bezüglich der Korpusauswahl zu beachten sind. 
4.3.3 Untersuchte Charakteristika und dafür genutzte Ressourcen 
Zur Bestimmung der Standardabweichung bzw. des Variationskoeffizienten werden nun jeweils Mengen 
von Korpora untersucht. Diese variieren stets in einer Eigenschaft wie: 
 Sprache, 
 Korpusgröße, 
 Textsorte und 
 Sachgebiet, 
wobei die anderen Parameter stets möglichst stabil gehalten werden, um den Einfluss möglichst genau 
bestimmen zu können. Im Folgenden wird aufgelistet, welche Korpora zur Analyse der einzelnen 
Charakteristika ausgewählt werden. Teilweise wird detailliert auf deren Erstellung eingegangen.  
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4.3.3.1 Einfluss der Sprache 
Die sprachübergreifende Analyse erfolgt anhand von Texten des Neuen Testaments. Diese Ressourcen 
wurden bereits in Kapitel 2 vorgestellt. Vorteil dieser Textdaten ist das Vorhandensein in einer sehr 
großen Anzahl von Sprachen. Darüber hinaus stimmen die Texte aufgrund des identischen Inhalts in 
vielen Charakteristika überein. Um neben Sachgebiet und Textsorte auch die Vergleichbarkeit der 
Korpusgröße zu gewährleisten, werden die betrachteten Bibeln eingeschränkt. Zum einen werden nur die 
7500 verbreitetsten Verse untersucht. Des Weiteren werden jene Bibeln aussortiert, die sich am 
deutlichsten bezüglich  der verfügbaren Menge an Versen von dieser Maximalanzahl unterscheiden. Für 
die Analyse verbleiben so schließlich Bibelversionen in 730 Sprachen. Diese weichen vom Umfang her 
um maximal 2,5% von den 7.500 Versen ab. 
Gerade im Fall sprachtypologischer Untersuchungen gilt es die Frage zu beantworten, welche Auswahl an 
Sprachen dazu herangezogen wird (Cysouw, 2005). Diesbezüglich wird hier einem pragmatischen Ansatz 
gefolgt. Wenn es die Analyse zulässt, werden die Ressourcen in allen zur Verfügung stehenden Sprachen 
genutzt. Dies geschieht mit dem Hintergedanken, die Aussagekraft  möglicher statistischer Tests zu 
erhöhen. Um dennoch einen Einblick in die Zusammensetzung einiger der genutzten Ressourcen zu 
erhalten, wird in Kapitel 3.3.7 deren Verteilung auf Sprachfamilien und Genera ergänzend untersucht. 
Sollten für einzelne  Betrachtungen Teilmengen der Korpora benötigt werden, so erfolgt eine 
Zufallsauswahl unter Nutzung einer Stratifizierung. 
Zu erwähnen ist an dieser Stelle, dass im Fall der Bibeltexte statt der Einheit Satz die Einheit Vers 
untersucht wird. Da Verse mitunter aus mehr als einem Satz bestehen, weichen Statistiken wie die 
durchschnittliche Satzlänge vom zu erwartenden Wert der Sprache ab. Allerdings ist dies bei einer 
Anwendung für den Sprachvergleich nicht ausschlaggebend, da dieser Effekt alle Sprachen betrifft. 
Dieselben Verse unterschiedlicher Bibelversionen sind stets Übersetzungen voneinander, entsprechen 
sich also in Inhalt und Form - soweit dies die Sprachen zulassen. 
Ein Ziel soll es sein, zu überprüfen, inwieweit ein gemessener sprachlicher Parameter innerhalb 
verschiedener Sprachgruppen variiert. Untersucht man beispielsweise typologische Parameter, die sich 
durch eine geringe Varianz innerhalb einzelner Sprachfamilien oder -bünde auszeichnen, so sollte dies 
möglichst auch für die gemessenen Parameter gelten. Daher werden die zuvor erwähnten Bibelressourcen 
in verschiedene Untergruppen aufgeteilt. Dabei entsprechen die Elemente jeweils Sprachen mit einem 
unterschiedlich starken genealogischen Bezug. Zum einen werden nur Sprachen innerhalb eines Genus 
betrachtet. Auf der nächsten Ebene wird die dazugehörige Sprachfamilie untersucht, bevor eine zufällige 
Auswahl aus allen zur Verfügung stehenden Sprachen getroffen wird. 
Die Auswahl der Teilmengen der Sprachen erfolgt stets zufällig, aber unter Verwendung einer 
genealogisch basierten Stratifikation (Bell, 1978). Der Anteil der einzelnen Sprachfamilien orientiert sich 
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dabei an der Anzahl existierender Genera. Die nötigen Daten wurden aus dem World Atlas of Language 
Structures extrahiert.  Ungleichgewichte sollen so vermieden werden. 
Innerhalb der einzelnen  Gruppen werden wiederum die bereits erwähnten Kenngrößen der Verteilung der 
untersuchten Parameter bestimmt. Diese werden dann zwischen den Gruppen verglichen. Dabei 
interessieren in erster Linie die Verhältnisse der relativen Standardabweichungen bei verschieden feiner 
Einteilung der Sprachen. 
Folgende Gruppen von Sprachen wurden in die Analyse einbezogen: 
 Eine zufällige Zusammenstellungen von Sprachen aller Sprachfamilien (Mix) 
 
 Niger-Kongo-Sprachen 
o  Gursprachen 
  
 Austronesische Sprachen 
o Malayo-polynesische Sprachen 
  
 Indoeuropäische Sprachen 
o  Germanische Sprachen 
Verglichen werden dann beispielsweise die Standardabweichungen des Genus der Gursprachen mit den 
Werten der Niger-Kongo-Sprachen und der zufälligen Zusammenstellung von Sprachen. 
4.3.3.2 Weitere Charakteristika der Korpora 
Weiterhin soll der Einfluss von Charakteristika der Korpora auf die Messwerte analysiert werden. Es 
werden jene Texteigenschaften betrachtet, die einen hohen praktischen Bezug aufweisen, da sie auch 
wichtige Kriterien bei der Korpuserstellung sind. 
Die für einzelne gemessene Eigenschaften bestimmten Standardabweichungen werden dann mit dem für 
die sprachübergreifende Untersuchung erhaltenen Wert in Relation gesetzt. Je nach Verhältnis der 
Standardabweichungen, kann dies Einschränkungen für spätere Analysen nach sich ziehen. Sollte 
beispielsweise der Messwert in Abhängigkeit von der Korpusgröße zu sehr schwanken, muss dies 
entsprechend berücksichtigt werden. 
a Korpusgröße 
Die Untersuchungen zur Korpusgröße werden anhand von Texten des Deutschen durchgeführt. Basis sind 
Nachrichtentexte aus dem Jahr 2010. Hieraus wurden Korpora mit einem Umfang zwischen 10.000 und 
10.000.000 Sätzen erzeugt. Bezüglich der übrigen Faktoren bestehen keine Unterschiede. 
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b Textsorte 
Der Einfluss der verwendeten Textsorte  (Große, 1974)  wird wiederum anhand von deutschen Texten 
bestimmt. Es wurden im Rahmen der Leipzig Corpora Collection unter anderem Texte von 
Nachrichtenseiten, zufällig ausgewählten Webseiten, Wikipedia und dem "Wachtturm" gesammelt, die 
sich unter anderem in ihrer kommunikativen Funktion unterscheiden. Zu diesen Quellen werden jeweils 
Korpora identischer Größe erstellt. Eine Übereinstimmung des Sachgebietes kann bei diesen Texten 
allerdings nicht gewährleistet werden. 
c Sachgebiet 
Für die Untersuchungen zum Einfluss des Sachgebietes werden jeweils Nachrichtentexte des Deutschen 
zugrunde gelegt. Durch die zusätzliche Erstellung von Korpora identischen Umfangs gilt eine 
Übereinstimmung in den übrigen drei untersuchten Faktoren. Die Sachgebiete, zu denen Ressourcen 
erstellt wurden, sind unter anderem Automobil, Kultur, Wissenschaft, Wirtschaft, Politik, Inland, 
Ausland, Panorama und Sport. 
Die Zuordnung der Texte zum jeweiligen Sachgebiet erfolgt unter Verwendung typischer Eigenschaften 
der genutzten Quelle Nachrichtentext. Zur Strukturierung des Onlineauftritts von Nachrichtenanbietern 
wird deren Webangebot meist in Rubriken aufgeteilt, die Sachgebieten entsprechen. Diese Rubriken 
befinden sich häufig in eigenen Unterordnern, aus deren Namen sich das jeweilige Gebiet ableiten lässt. 
Es lässt sich mit wenig Aufwand für eine Sprache eine Liste mit solchen Begriffen erstellen. Eine 
Sichtung von verwendeten URLs ist hierfür ein guter Ansatzpunkt. Dies ist beispielhaft für das Deutsche 
im Rahmen dieser Arbeit geschehen. Die Erweiterung dieses Ansatzes auf weitere Sprachen setzt jeweils 
die Erstellung neuer Listen voraus. Neben der manuellen Erstellung bietet sich auch die Übersetzung der 
bereits vorhandenen Liste mittels zweisprachiger Wörterbücher an. 
Generell wird im weiteren Vorgehen für jedes Dokument überprüft, ob ein entsprechender Eintrag der 
Liste einem Unterordner in der URL entspricht. In diesem Fall kann der Text mit hoher Sicherheit dem 
korrekten Sachgebiet zugeordnet werden. Dieses Vorgehen ist in erster Linie bei redaktionell geführten 
Nachrichtenanbietern anwendbar. Im Falle weiterer Textquellen bedarf es anderer Strategien. 
Eine Auswahl der verwendeten Texte auf Basis des in ihnen vorkommenden Vokabulars ist eine 
Alternative zur Erstellung der benötigten Ressourcen. Das Sachgebiet eines Textes hat direkte 
Auswirkungen auf die Zusammensetzung der Liste der häufigsten Wörter (Kilgarriff, 2001). 
Dass Abweichungen bezüglich des Vokabulars durch Veränderung von Sachgebiet oder Textsorte selbst 
im Falle des Sprachvergleichs Einfluss haben können, wird in Kapitel 3.3.8.6 gezeigt. Eine leicht 
modifizierte Variante des dort gezeigten Ansatzes kann genutzt werden, um das Vokabular, das zwei 
Sachgebiete unterscheidet, zu bestimmen oder aber die Wörter, die das Sachgebiet von 
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allgemeinsprachlichen Texten unterscheiden. Nötig wäre hierzu eine Startmenge mit Texten der 
verschiedenen Sachgebiete und als Kontrast eine Sammlung allgemeinsprachlicher Texte. Auf dieser 
Basis könnten Wortlisten der Sachgebiete und der Allgemeinsprache erstellt werden. Die Ähnlichkeit 
dieser Wortlisten könnte in einem nächsten Schritt beispielsweise mittels Kosinusähnlichkeit bestimmt 
werden. Jene Wörter, die bei einem Vergleich mit der Standardsprache einen besonders großen Einfluss 
auf das Ergebnis haben, die also stark unterschiedlich oft in den Texten vorkommen, sind dann besonders 
diskriminierend in Bezug auf das Sachgebiet und können für eine spätere Klassifikation von Texten 
verwendet werden. 
4.3.3.3 Einfluss der Vorverarbeitung 
Nicht nur die Auswahl der Textressourcen hat Einfluss auf gemessene Parameter. Auch deren 
Verarbeitung kann zu einer deutlichen Beeinflussung der Werte führen (Eckart, 2012).  Dies trifft 
beispielsweise auf den Schritt der Säuberung der Textressourcen zu.  Bei der Verwendung von Webtext 
ist dieser Vorgang jedoch unumgänglich. Schließlich bestehen Webseiten neben Fließtext meist aus einer 
großen Anzahl unerwünschter Elemente, die z.B. der Navigation dienen. Aber auch in den Fließtexten 
können unerwünschte Bestandteile enthalten sein. Elemente, die entfernt werden müssen, sind unter 
anderem fremdsprachiger Text oder Boilerplates (Baroni, 2008). Unterschiedliche Behandlung solcher 
Einheiten kann zu stark abweichenden Messungen führen. Auch unterschiedlicher Umgang mit 
Duplikaten oder Beinahe-Duplikaten beeinflusst die Statistiken. 
Die in dieser Arbeit verwendeten Korpora wurden alle auf dieselbe Weise verarbeitet. Somit ist 
sichergestellt, dass die erwähnten Säuberungsschritte keinen Einfluss auf die Messungen haben. Für eine 
genauere Betrachtung dieses Aspektes sei die Arbeit von Eckart (2012) empfohlen. 
4.3.4 Ergebnisse 
4.3.4.1 Kennwerte der sprachübergreifenden Analyse 
Für die Korpora in 730 Sprachen werden nun Kennwerte der Verteilungen der in Kapitel 4.2 eingeführten 
Statistiken vorgestellt.  Dazu werden in Tabelle 4.4 die Mittelwerte, die Standardabweichungen und die 










Durchschnittliche Wortlänge (Types) 9,11 3,33 0,37 
Durchschnittliche Wortlänge (Tokens) 5,55 2,58 0,46 
Durchschnittliche Satzlänge in Wörtern 26,87 7,36 0,27 
Standardabweichung der Satzlänge in Wörtern 11,70 4,96 0,42 
Durchschnittliche Satzlänge in Zeichen 161,98 37,97 0,23 
Standardabweichung der Satzlänge in Zeichen 75,81 77,77 1,03 
Anzahl Wortpaare mit Levenshtein<=2 bis Rang 
1,000 
795,39 420,65 0,53 
Anzahl Wortpaare mit Levenshtein<=2 und 
Affixunterschied bis Rang 1.000 
83,43 47,91 0,57 
Verhältnis von Suffixen und Präfixen 4,10 8,02 1,96 
Anzahl unterschiedlicher Bigramme am 
Wortanfang bis Rang 1.000 
197,97 47,13 0,24 
Anzahl unterschiedlicher Trigramme am 
Wortanfang bis Rang 1.000 
482,90 96,13 0,20 
Anzahl unterschiedlicher 4-Gramme am 
Wortanfang bis Rang 1.000 
688,09 118,03 0,17 
Anzahl unterschiedlicher 5-Gramme am 
Wortanfang bis Rang 1.000 
824,80 102,65 0,12 
Anzahl unterschiedlicher 6-Gramme am 
Wortanfang bis Rang 1.000 
901,12 78,48 0,09 
Anzahl unterschiedlicher Bigramme am Wortende 
bis Rang 1.000 
140,87 48,58 0,34 
Anzahl unterschiedlicher Trigramme am Wortende 
bis Rang 1.000 
399,78 116,83 0,29 
Anzahl unterschiedlicher 4-Gramme am Wortende 
bis Rang 1.000 
651,10 127,86 0,20 
Anzahl unterschiedlicher 5-Gramme am Wortende 
bis Rang 1.000 
808,94 109,67 0,14 
Anzahl unterschiedlicher 6-Gramme am Wortende 
bis Rang 1.000 
897,51 82,03 0,09 
Anstieg des Zipfschen Gesetzes -1,07 0,08 0,07 
Textabdeckung der 10 häufigsten Wörter 23,21 6,91 0,30 
Textabdeckung der 100 häufigsten Wörter 56,82 11,69 0,21 
Textabdeckung der 1.000 häufigsten Wörter 84,74 10,45 0,12 
Anstieg der Textabdeckung 0,25 0,019 0,08 
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Anzahl der Wortformen (Types) 11120,72 6228,54 0,56 
Anzahl der laufenden Wörter (Tokens) 254555,53 85408,62 0,34 
Type-Token-Ratio 0,065 0,06 0,89 
Bilogarithmische Type-Token-Ratio 0,75 0,06 0,08 
Guirauds Index of Vocubulary Richness 26,59 18,72 0,70 
Turings Repeat Rate 0,0099 0,0055 0,56 
Entropie auf Wortebene 9,27 1,13 0,12 
Entropie auf Zeichenebene 1,99 0,34 0,17 
Anzahl der Komposita ohne Infix unter den 10.000 
häufigsten Wörtern 
53,56 89,72 1,67 
Anzahl der Komposita mit Infix der Länge 1 unter 
den 10.000 häufigsten Wörtern 
25,41 44,69 1,76 
Anzahl der Komposita mit Infix der Länge 2 unter 
den 10.000 häufigsten Wörtern 
13,63 26,39 1,93 
Gesamtanzahl der Komposita 958,32 1055,62 1,10 
Verhältnis von Satz- und 
Nachbarschaftskookkurrenzen 
5,92 14,30 2,41 
Nachbarschaftskookkurrenzen - Frequenzverhältnis 
der beteiligten Wörter ab Rang 10 
0,53 0,05 0,09 
Nachbarschaftskookkurrenzen - Frequenzverhältnis 
der beteiligten Wörter ab Rang 100 
0,52 0,05 0,09 
Nachbarschaftskookkurrenzen - Frequenzverhältnis 
der beteiligten Wörter ab Rang 1.000 
0,49 0,10 0,20 
Nachbarschaftskookkurrenzen - Quotient rechter 
und linker Nachbarn (Rang 100) 
1,00 0,08 0,09 
Nachbarschaftskookkurrenzen - Quotient rechter 
und linker Nachbarn (Rang 1.000) 
1,04 0,12 0,12 
Silben pro Wort (Types) 3,18 0,95 0,30 
Silben pro Wort (Tokens) 1,99 0,66 0,33 
Durchschnittliche Silbenlänge (Types) 2,55 0,41 0,16 
Durchschnittliche Silbenlänge (Tokens) 2,46 0,40 0,16 
Silben pro Satz 53,36 16,08 0,30 
Tabelle 4.4: Mittelwert, Standardabweichung und Variationskoeffizient der Sprachstatistiken bei Analyse von Texten in 730 
Sprachen.  
Eine detaillierte Auswertung der Einzelwerte soll an dieser Stelle nicht erfolgen. Stattdessen wird ein 
Blick auf die Verteilung des Variationskoeffizienten geworfen. Dabei fällt auf, dass dieser in 
Abhängigkeit von der gemessenen Statistik stark schwankt.  Werte wie die Anzahl ermittelter Komposita, 
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das Verhältnis der Präfixe und Suffixe oder die Type-Token-Ratio zeichnen sich durch eine hohe relative 
Varianz aus. Dies erleichtert ihre Verwendung für typologische Untersuchungen. Auf der anderen Seite 
existieren Statistiken wie der Anstieg der Textabdeckung, die bilogarithmische Type-Token-Ratio oder 
die Anzahl der 6-Gramme am Wortende, welche einen auffällig niedrigen Variationskoeffizienten 
aufweisen. 
Dies schließt eine weitere Nutzung für typologische Untersuchungen nicht aus. Auch geringe 
Unterschiede in den Messwerten können zu statistisch signifikanten Korrelationen führen. Jedoch muss 
verstärkt darauf geachtet werden, dass Unterschiede in den Charakteristika der Korpora sich nicht auf die 
gemessenen Statistiken auswirken. Dies gilt beispielsweise für den Umfang, oder das Sachgebiet - 
Eigenschaften, deren Einfluss nachstehend untersucht wird. 
Auch auf Auswirkungen von Diskrepanzen bei der Vorverarbeitung der Textressourcen oder bei den 
Messungen sollte geachtet werden (Eckart, 2012). Die hier analysierten Korpora wurden allerdings stets 
auf dieselbe Weise verarbeitet und analysiert. 
4.3.4.2 Einfluss von Korpusgröße, Sachgebiet und Textsorte - Verhältnis der Varianz 
Es wurde deutlich gemacht, dass die relative Varianz der einzelnen Statistiken sprachübergreifend stark 
differiert. Allein mit diesem Wissen lässt sich allerdings noch keine Aussage darüber treffen, inwieweit 
der gemessene Parameter überhaupt variiert in Abhängigkeit von anderen grundlegenden Eigenschaften 
des Korpus wie Umfang, Sachgebiet oder Textsorte. 
Daher werden im Folgenden die Verhältnisse der Variationskoeffizienten betrachtet. Dabei wird stets der 
Koeffizient bei differierenden Sprachen 𝑉𝑎𝑟𝐾𝑆𝑝𝑟𝑎𝑐 𝑕𝑒 𝑋  übernommen. Dieser wird dann durch die 
relative Standardabweichung in Abhängigkeit von anderen Charakteristika wie der Korpusgröße 
𝑉𝑎𝑟𝐾𝐾𝑜𝑟𝑝𝑢𝑠𝑔𝑟 öß𝑒 𝑋  geteilt. Somit ergibt sich der Quotient der Varationskoeffizienten 






𝑉𝑎𝑟𝐾𝑆𝑝𝑟𝑎𝑐 𝑕𝑒 𝑋 
𝑉𝑎𝑟𝐾𝐾𝑜𝑟𝑝𝑢𝑠𝑔𝑟 öß𝑒 𝑋 
. 
Tabelle 4.5 listet diese Werte für die bereits zuvor beschriebenen Statistiken auf. Der Quotient ist dabei 
ein wichtiger Hinweis darauf, wie robust ein gemessener Parameter ist und worauf bei dessen Einsatz 




, dass das betrachtete 
Merkmal bei Veränderungen der Korpusgröße vergleichsweise stark variiert. Dies muss dann 
gegebenenfalls bei weiterführenden Analysen beachtet werden,  beispielsweise indem man diese 
Korpuseigenschaft möglichst konstant hält. 
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Durchschnittliche Wortlänge (Types) 3,18 16,94 8,54 
Durchschnittliche Wortlänge (Tokens) 761,59 50,78 12,89 
Durchschnittliche Satzlänge in Wörtern 107,41 8,65 13,20 
Durchschnittliche Satzlänge in Zeichen 77,032 6,23 7,67 
Anzahl Wortpaare mit Levenshtein<=2 bis 
Rang 1.000 
24,77 37,82 8,17 
Anzahl Wortpaare mit Levenshtein<=2 und 
Affixunterschied bis Rang 1.000 
24,24 7,27 8,63 
Verhältnis von Suffixen und Präfixen 18,78 17,69 25,84 
Anzahl unterschiedlicher Bigramme am 
Wortanfang bis Rang 1.000 
31,56 20,95 6,86 
Anzahl unterschiedlicher Trigramme am 
Wortanfang bis Rang 1.000 
61,72 51,47 10,28 
Anzahl unterschiedlicher 4-Gramme am 
Wortanfang bis Rang 1.000 
54,48 9,52 13,75 
Anzahl unterschiedlicher 5-Gramme am 
Wortanfang bis Rang 1.000 
110,79 18,34 15,12 
Anzahl unterschiedlicher 6-Gramme am 
Wortanfang bis Rang 1.000 
91,27 26,29 7,27 
Anzahl unterschiedlicher Bigramme am 
Wortende bis Rang 1.000 
145,28 3,63 4,73 
Anzahl unterschiedlicher Trigramme am 
Wortende bis Rang 1.000 
57,38 7,67 6,15 
Anzahl unterschiedlicher 4-Gramme am 
Wortende bis Rang 1.000 
35,77 21,96 6,89 
Anzahl unterschiedlicher 5-Gramme am 
Wortende bis Rang 1.000 
109,42 20,50 9,88 
Anzahl unterschiedlicher 6-Gramme am 
Wortende bis Rang 1.000 
158,45 23,69 12,23 
Anstieg des Zipfschen Gesetzes 3,27 11,35 11,25 
Textabdeckung der 10 häufigsten Wörter 298,39 5,33 6,46 
Textabdeckung der 100 häufigsten Wörter 530,85 7,93 8,75 
Textabdeckung der 1.000 häufigsten Wörter 59,29 10,04 5,56 
Anstieg der Textabdeckung 5,20 4,01 2,56 
Anzahl der Wortformen (Types) 0,47 6,94 3,82 
Anzahl der laufenden Wörter (Tokens) 0,21 7,85 10,15 
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Type-Token-Ratio 1,16 8,21 6,13 
Bilogarithmische Type-Token-Ratio 2,62 12,31 8,32 
Guirauds Index of Vocubulary Richness 2,15 6,80 4,84 
Turings Repeat Rate 238,95 6,37 8,69 
Entropie auf Wortebene 5,53 50,03 7,81 
Entropie auf Zeichenebene 8,83 13,85 5,28 
Anzahl der Komposita ohne Infix unter den 
10.000 häufigsten Wörtern 
8,04 22,62 4,23 
Anzahl der Komposita mit Infix der Länge 1 
unter den 10.000 häufigsten Wörtern 
5,61 2,29 3,51 
Anzahl der Komposita mit Infix der Länge 2 
unter den 10.000 häufigsten Wörtern 
9,73 7,14 4,88 
Gesamtanzahl der Komposita 9,52 6,46 5,15 
Verhältnis von Satz- und 
Nachbarschaftskookkurrenzen 
0,92 2,87 1,78 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 10 
10,58 5,93 3,93 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 100 
3,54 14,78 4,36 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 1.000 
4,18 7,05 2,48 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 100) 
1,18 1,29 2,99 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 1.000) 
1,79 2,27 2,88 
Silben pro Wort (Types) 5,23 29,81 9,04 
Silben pro Wort (Tokens) 65,48 78,11 11,29 
Durchschnittliche Silbenlänge (Types) 10,42 21,25 8,97 
Durchschnittliche Silbenlänge (Tokens) 102,26 102,26 12,19 
Silben pro Satz 30,25 8,22 7,33 
Tabelle 4.5: Verhältnis der Variationskoeffizienten. Sprache gegen Korpusgröße, Textsorte und Sachgebiet. 
Ein großer Teil der Messwerte erweisen sich als sehr robust gegenüber allen drei untersuchten 
Korpuseigenschaften: Umfang, Textsorte und Sachgebiet. Dies zeigt sich durch hohe Werte des 
Quotienten 𝑄𝑉 . 
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Parameter wie der Anstieg des Zipfschen Gesetzes wiesen einen sehr geringen Variationskoeffizienten 
𝑉𝑎𝑟𝐾𝑆𝑝𝑟𝑎𝑐 𝑕𝑒  auf. Dass diese Statistik dennoch problemlos für sprachübergreifende typologische 
Untersuchungen genutzt werden kann, zeigt das Verhältnis der relativen Standardabweichungen. Der 
Einfluss von Faktoren wie Korpusgröße, Textsorte oder Sachgebiet ist jeweils um einen Faktor zwischen 
3 und 12 geringer. 
Statistiken, die im Zusammenhang mit der Korpusgröße stark variieren sind beispielsweise die Anzahlen 
der Wortformen oder der laufenden Wörter. In beiden Fällen ist die Abhängigkeit natürlich zu erwarten. 
Auch die Type-Token-Ratio ist eine der Statistiken, die sehr anfällig auf Änderungen der Korpusgröße 
reagieren. Auffällig wird ein deutlicher Zusammenhang der Messwerte mit dem Textumfang auch im Fall 
weiterer Maße des Vokabelreichtums. Hier erweist sich nur Turings Repeat Rate als sehr stabil. In dieser 
Hinsicht hebt es sich deutlich von den anderen Maßen des Vokabelreichtums ab. 
Ein stärkerer Einfluss des Faktors Textsorte wird bei Statistiken wie der Satzlänge in Zeichen oder 




 sind hier stets deutlich geringer als bei 
Betrachtung der Korpusgröße oder des Sachgebiets. 
4.3.4.3 Einfluss genealogischer Beziehungen - Verhältnis der Varianz 
Sprachtypologische Parameter weisen in der Regel innerhalb einer Gruppe eng verwandter Sprachen eine 
geringere Varianz auf als bei Betrachtung einer Menge von Sprachen ohne vergleichbare Beziehungen. 
Von Statistiken, die mit solchen typologischen Eigenschaften korrelieren sollen, wird daher ein  ähnliches 
Verhalten erwartet. 
Die Tabellen 4.6 bis 4.8 listen nun die Verhältnisse der relativen Standardabweichungen bezüglich 
Gruppen unterschiedlich stark verwandter Sprachen auf. Dabei bedeutet ein Wert größer als 1 in einem 
Feld stets, dass der Parameter bei der Gruppe der genealogisch stärker in Beziehung stehenden Sprachen 





















Durchschnittliche Wortlänge (Types) 1,72 1,75 0,98 
Durchschnittliche Wortlänge (Tokens) 1,88 1,98 0,95 
Durchschnittliche Satzlänge in Wörtern 2,38 1,54 1,54 
Durchschnittliche Satzlänge in Zeichen 2,54 1,23 2,07 
Anzahl Wortpaare mit Levenshtein<=2 bis 
Rang 1.000 
1,43 1,25 1,15 
Anzahl Wortpaare mit Levenshtein<=2 und 
Affixunterschied bis Rang 1.000 
1,19 1,04 1,14 
Verhältnis von Suffixen und Präfixen 1,29 1,18 1,09 
Anzahl unterschiedlicher Bigramme am 
Wortanfang bis Rang 1.000 
1,74 1,09 1,60 
Anzahl unterschiedlicher Trigramme am 
Wortanfang bis Rang 1.000 
1,97 1,49 1,32 
Anzahl unterschiedlicher 4-Gramme am 
Wortanfang bis Rang 1.000 
2,95 2,15 1,37 
Anzahl unterschiedlicher 5-Gramme am 
Wortanfang bis Rang 1.000 
3,36 2,39 1,41 
Anzahl unterschiedlicher 6-Gramme am 
Wortanfang bis Rang 1.000 
3,45 2,39 1,44 
Anzahl unterschiedlicher Bigramme am 
Wortende bis Rang 1.000 
1,49 1,17 1,28 
Anzahl unterschiedlicher Trigramme am 
Wortende bis Rang 1.000 
1,74 1,30 1,34 
Anzahl unterschiedlicher 4-Gramme am 
Wortende bis Rang 1.000 
1,93 1,59 1,22 
Anzahl unterschiedlicher 5-Gramme am 
Wortende bis Rang 1.000 
2,79 2,00 1,40 
Anzahl unterschiedlicher 6-Gramme am 
Wortende bis Rang 1.000 
3,82 2,71 1,41 
Anstieg des Zipfschen Gesetzes 2,87 18,59 0,15 
Textabdeckung der 10 häufigsten Wörter 2,20 1,64 1,34 
Textabdeckung der 100 häufigsten Wörter 2,07 1,58 1,31 
Textabdeckung der 1.000 häufigsten Wörter 2,28 1,96 1,17 
Anstieg der Textabdeckung 1,38 1,10 1,25 
Anzahl der Wortformen (Types) 1,11 0,97 1,14 
Anzahl der laufenden Wörter (Tokens) 2,29 1,27 1,80 
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Type-Token-Ratio 1,27 1,03 1,17 
Bilogarithmische Type-Token-Ratio 1,43 1,05 1,36 
Guirauds Index of Vocubulary Richness 1,14 0,99 1,15 
Turings Repeat Rate 3,13 2,39 1,31 
Entropie auf Wortebene 1,74 1,30 1,34 
Entropie auf Zeichenebene 2,83 1,72 1,65 
Anzahl der Komposita ohne Infix unter den 
10.000 häufigsten Wörtern 
1,30 1,34 0,97 
Anzahl der Komposita mit Infix der Länge 1 
unter den 10.000 häufigsten Wörtern 
1,05 1,06 0,99 
Anzahl der Komposita mit Infix der Länge 2 
unter den 10.000 häufigsten Wörtern 
1,04 1,08 0,96 
Gesamtanzahl der Komposita 1,28 1,25 1,03 
Verhältnis von Satz- und 
Nachbarschaftskookkurrenzen 
2,13 1,54 1,38 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 10 
1,59 1,52 1,04 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 100 
1,43 1,15 1,24 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 1.000 
1,27 1,08 1,18 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 100) 
1,42 1,36 1,05 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 1.000) 
1,33 1,12 1,19 
Silben pro Wort (Types) 2,11 1,61 1,31 
Silben pro Wort (Tokens) 2,40 1,55 1,55 
Durchschnittliche Silbenlänge (Types) 0,80 0,99 0,81 
Durchschnittliche Silbenlänge (Tokens) 0,81 0,90 0,89 
Silben pro Satz 2,04 1,54 1,33 


















Durchschnittliche Wortlänge (Types) 5,68 2,06 2,75 
Durchschnittliche Wortlänge (Tokens) 3,28 2,08 1,58 
Durchschnittliche Satzlänge in Wörtern 2,48 2,41 1,03 
Durchschnittliche Satzlänge in Zeichen 1,86 1,78 1,05 
Anzahl Wortpaare mit Levenshtein<=2 
bis Rang 1.000 
2,72 1,49 1,83 
Anzahl Wortpaare mit Levenshtein<=2 
und Affixunterschied bis Rang 1.000 
1,73 0,99 1,74 
Verhältnis von Suffixen und Präfixen 2,87 2,69 1,06 
Anzahl unterschiedlicher Bigramme am 
Wortanfang bis Rang 1.000 
3,93 2,97 1,32 
Anzahl unterschiedlicher Trigramme am 
Wortanfang bis Rang 1.000 
4,17 2,56 1,63 
Anzahl unterschiedlicher 4-Gramme am 
Wortanfang bis Rang 1.000 
3,85 2,52 1,53 
Anzahl unterschiedlicher 5-Gramme am 
Wortanfang bis Rang 1.000 
3,27 2,87 1,14 
Anzahl unterschiedlicher 6-Gramme am 
Wortanfang bis Rang 1.000 
3,13 2,77 1,13 
Anzahl unterschiedlicher Bigramme am 
Wortende bis Rang 1.000 
3,67 2,31 1,59 
Anzahl unterschiedlicher Trigramme am 
Wortende bis Rang 1.000 
2,30 1,82 1,26 
Anzahl unterschiedlicher 4-Gramme am 
Wortende bis Rang 1.000 
3,39 2,35 1,44 
Anzahl unterschiedlicher 5-Gramme am 
Wortende bis Rang 1.000 
2,82 2,40 1,18 
Anzahl unterschiedlicher 6-Gramme am 
Wortende bis Rang 1.000 
2,73 2,59 1,05 
Anstieg des Zipfschen Gesetzes 2,84 3,09 0,92 
Textabdeckung der 10 häufigsten 
Wörter 
1,79 1,25 1,43 
Textabdeckung der 100 häufigsten 
Wörter 
2,04 2,10 0,97 
Textabdeckung der 1.000 häufigsten 
Wörter 
2,26 2,42 0,94 
Anstieg der Textabdeckung 1,67 0,86 1,94 
Anzahl der Wortformen (Types) 2,28 1,62 1,41 
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Anzahl der laufenden Wörter (Tokens) 1,99 1,57 1,27 
Type-Token-Ratio 2,37 2,06 1,15 
Bilogarithmische Type-Token-Ratio 2,23 1,89 1,18 
Guirauds Index of Vocubulary Richness 2,28 1,84 1,24 
Turings Repeat Rate 2,43 1,58 1,53 
Entropie auf Wortebene 2,10 1,95 1,08 
Entropie auf Zeichenebene 3,71 1,77 2,10 
Anzahl der Komposita ohne Infix unter 
den 10.000 häufigsten Wörtern 
2,71 1,67 1,63 
Anzahl der Komposita mit Infix der 
Länge 1 unter den 10.000 häufigsten 
Wörtern 
2,49 2,08 1,20 
Anzahl der Komposita mit Infix der 
Länge 2 unter den 10.000 häufigsten 
Wörtern 
2,55 1,93 1,32 
Gesamtanzahl der Komposita 2,24 1,60 1,40 
Verhältnis von Satz- und 
Nachbarschaftskookkurrenzen 
1,74 1,15 1,52 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten 
Wörter ab Rang 10 
1,69 1,05 1,62 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten 
Wörter ab Rang 100 
1,93 1,42 1,36 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten 
Wörter ab Rang 1.000 
2,04 1,01 2,02 
Nachbarschaftskookkurrenzen - 
Quotient rechter und linker Nachbarn 
(Rang 100) 
2,05 0,94 2,18 
Nachbarschaftskookkurrenzen - 
Quotient rechter und linker Nachbarn 
(Rang 1.000) 
2,25 1,06 2,12 
Silben pro Wort (Types) 7,37 2,73 2,70 
Silben pro Wort (Tokens) 3,75 2,74 1,37 
Durchschnittliche Silbenlänge (Types) 4,16 2,40 1,74 
Durchschnittliche Silbenlänge (Tokens) 4,44 2,07 2,15 
Silben pro Satz 2,20 2,36 0,93 
Tabelle 4.7: Verhältnis der Variationskoeffizienten am Beispiel der austronesischen Sprachen. 
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Durchschnittliche Wortlänge (Types) 5,22 0,71 7,38 
Durchschnittliche Wortlänge (Tokens) 4,51 0,72 6,26 
Durchschnittliche Satzlänge in Wörtern 5,16 2,30 2,24 
Durchschnittliche Satzlänge in Zeichen 3,61 2,37 1,52 
Anzahl Wortpaare mit Levenshtein<=2 bis 
Rang 1.000 
2,07 1,81 1,14 
Anzahl Wortpaare mit Levenshtein<=2 und 
Affixunterschied bis Rang 1.000 
2,73 1,59 1,72 
Verhältnis von Suffixen und Präfixen 4,70 2,71 1,73 
Anzahl unterschiedlicher Bigramme am 
Wortanfang bis Rang 1.000 
3,24 1,82 1,78 
Anzahl unterschiedlicher Trigramme am 
Wortanfang bis Rang 1.000 
4,70 2,25 2,09 
Anzahl unterschiedlicher 4-Gramme am 
Wortanfang bis Rang 1.000 
3,96 2,99 1,32 
Anzahl unterschiedlicher 5-Gramme am 
Wortanfang bis Rang 1.000 
4,94 3,11 1,59 
Anzahl unterschiedlicher 6-Gramme am 
Wortanfang bis Rang 1.000 
7,93 2,93 2,71 
Anzahl unterschiedlicher Bigramme am 
Wortende bis Rang 1.000 
2,53 1,54 1,65 
Anzahl unterschiedlicher Trigramme am 
Wortende bis Rang 1.000 
1,98 1,88 1,05 
Anzahl unterschiedlicher 4-Gramme am 
Wortende bis Rang 1.000 
3,02 3,01 1,00 
Anzahl unterschiedlicher 5-Gramme am 
Wortende bis Rang 1.000 
4,30 4,43 0,97 
Anzahl unterschiedlicher 6-Gramme am 
Wortende bis Rang 1.000 
5,77 6,07 0,95 
Anstieg des Zipfschen Gesetzes 2,04 1,43 1,43 
Textabdeckung der 10 häufigsten Wörter 3,63 1,29 2,80 
Textabdeckung der 100 häufigsten Wörter 4,18 1,33 3,14 
Textabdeckung der 1.000 häufigsten Wörter 3,20 1,30 2,47 
Anstieg der Textabdeckung 3,53 1,85 1,91 
Anzahl der Wortformen (Types) 3,19 1,80 1,77 
Anzahl der laufenden Wörter (Tokens) 2,59 2,58 1,00 
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Type-Token-Ratio 2,54 1,80 1,41 
Bilogarithmische Type-Token-Ratio 3,26 1,90 1,71 
Guirauds Index of Vocubulary Richness 2,82 1,77 1,59 
Turings Repeat Rate 6,46 2,09 3,08 
Entropie auf Wortebene 3,92 1,60 2,45 
Entropie auf Zeichenebene 4,07 2,48 1,64 
Anzahl der Komposita ohne Infix unter den 
10.000 häufigsten Wörtern 
3,06 1,62 1,89 
Anzahl der Komposita mit Infix der Länge 1 
unter den 10.000 häufigsten Wörtern 
2,26 1,45 1,56 
Anzahl der Komposita mit Infix der Länge 2 
unter den 10.000 häufigsten Wörtern 
2,20 1,40 1,57 
Gesamtanzahl der Komposita 2,38 1,39 1,71 
Verhältnis von Satz- und 
Nachbarschaftskookkurrenzen 
2,58 2,14 1,21 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 10 
2,51 1,24 2,03 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 100 
1,51 1,09 1,38 
Nachbarschaftskookkurrenzen - 
Frequenzverhältnis der beteiligten Wörter ab 
Rang 1.000 
1,61 1,29 1,25 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 100) 
1,99 0,86 2,31 
Nachbarschaftskookkurrenzen - Quotient 
rechter und linker Nachbarn (Rang 1.000) 
1,22 0,83 1,47 
Silben pro Wort (Types) 9,16 1,45 6,32 
Silben pro Wort (Tokens) 10,44 1,49 7,02 
Durchschnittliche Silbenlänge (Types) 7,79 0,64 12,27 
Durchschnittliche Silbenlänge (Tokens) 4,94 0,70 7,07 
Silben pro Satz 5,10 1,24 4,11 
Tabelle 4.8: Verhältnis der Variationskoeffizienten am Beispiel der indoeuropäischen Sprachen. 
Um die korrekte Interpretation der Ergebnisse zu erleichtern, wird nun die durchschnittliche Satzlänge in 
Zeichen betrachtet. Tabelle 4.6 gibt an, dass dieser Parameter innerhalb einer Menge zufällig 
ausgewählter Sprachen 1,25-mal so stark schwankt, wie zwischen Niger-Kongo-Sprachen. Innerhalb 
dieser Sprachfamilie wiederum variiert der Messwert 2,07-mal so stark wie innerhalb des Genus der 
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Gursprachen. Damit ergibt sich ein Faktor von 2,54 zwischen dem zufälligen Sprachsample und dem 
betrachteten Genus. 
Auffällig an den Ergebnissen ist, dass es für viele Statistiken stark von den untersuchten Sprachfamilien 
abhängt, inwieweit eine Stabilität des Parameters im Vergleich zu einer zufälligen Sprachauswahl 
gegeben ist. 
Beispielsweise hat das Sample der germanischen Sprachen eine höhere Varianz als das gemischte Sample 
bezüglich der durchschnittlichen Wortlänge. Bei den austronesischen Sprachen hingegen sinkt die 
Varianz jeweils mit genealogischer Nähe der Sprachen. Bei den Niger-Kongo-Sprachen wiederum weisen 
die Gur-Sprachen eine leicht höhere relative Standardabweichung auf. 
Auffällige sind auch die Ergebnisse im Fall der Silbenlänge. Hier variieren die indoeuropäischen 
Sprachen stark, während die germanischen Sprachen im Vergleich stabile Werte aufweisen. Bei den 
Niger-Kongo-Sprachen und den Gur-Sprachen ist ebenfalls eine hohe Varianz der Silbenlänge zu 
beobachten. 
Generell ist aber der Trend zu beobachten, dass die meisten gemessenen Parameter bei genealogisch 
spezifischerer Sprachauswahl eine geringere Varianz aufweisen. Dies entspricht den Erwartungen dieses 
Experiments. Bei genauerer Betrachtung einzelner Statistiken lassen sich aber, wie gezeigt, auffällige 
Abweichungen einzelner Parameter in Abhängigkeit von der betrachteten Sprachfamilie ausmachen. 
4.3.4.4 Untersuchung der Mittelwerte 
In Abschnitt 4.3.4.3 wurden Unterschiede der Varianz von Messwerten bezüglich verschieden 
zusammengesetzter Sprachgruppen untersucht. Von Forschungsinteresse kann es aber ebenso sein, 
inwieweit sich die Messwerte zwischen diesen Gruppen unterscheiden. In diesem Fall lohnt eine 
Betrachtung der Mittelwerte. Mittels statistischer Tests wie dem Zweistichproben-t-Test können dann 
statistisch signifikante Unterschiede dieser Mittelwerte bestimmt werden, beispielweise zwischen den 
Sprachen zweier Familien oder Bünde. 
Da die Messwerte, je nach Statistik, nicht die für die Anwendung eines T-Tests notwendigen 
Anforderungen wie die Normalverteilung erfüllen, können alternativ auch parameterfreie Verfahren 
eingesetzt werden. Es bietet sich dann beispielsweise der Wilcoxon-Mann-Whitney-Test  (Wilcoxon, 
1945; Mann, 1947) an. An dieser Stelle sollen derartige Untersuchungen außen vor gelassen werden. Als 
weiterführende Arbeit sind diese allerdings in Erwägung zu ziehen. 
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4.3.5 Zusammenfassung 
Die vorgestellten Analysen haben gezeigt, dass Charakteristika der Korpora wie Korpusgröße, Textsorte 
oder Sachgebiet Einfluss auf viele messbare Sprachparameter haben. Dies wurde anhand des 
Verhältnisses der Variationskoeffizienten der untersuchten Messwerte bezüglich verschiedener Mengen 
von Korpora nachgewiesen. 
Statistiken sollten daher so ausgewählt bzw. ausgearbeitet werden, dass sie möglichst unabhängig von 
Faktoren wie der Korpusgröße sind, z.B. durch die Nutzung relativer statt absoluter Werte. Aber nicht 
jede Statistik lässt sich unabhängig von Eigenschaften wie dem Textumfang formulieren. Daher besteht 
die Alternative darin, die Korpora für sprachtypologische Untersuchungen  bezüglich dieser Faktoren zu 
vereinheitlichen, beispielsweise durch Angleichung ihrer Größe. 
Im Rahmen dieser Arbeit werden die folgenden sprachtypologischen Untersuchungen anhand von 
Korpora durchgeführt, die bezüglich Umfang, Sachgebiet und Textsorte identisch sind. Sollten derartige 
Ressourcen jedoch für die zu analysierenden Sprachen nicht vorhanden sein, können Statistiken, wie sie 
in diesem Kapitel erstellt wurden, wiederum von Nutzen sein. Sie unterstützen zum einen bei der 
Bestimmung notwendiger Anforderungen an die Korpora. Zum anderen können derartige Test auch auf 
weitere Statistiken angewandt werden, um deren Stabilität bezüglich der untersuchten Charakteristika der 
Korpora zu bestimmen. 
Des Weiteren wurde gezeigt, dass die gemessenen Sprachstatistiken in der Regel zwischen Sprachen, die 
in enger genealogischer Beziehung stehen, eine geringere Varianz aufweisen. Je nach betrachteter 
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5 Zusammenhänge zwischen sprachlichen Parametern 
5.1 Einleitung 
Dieses Kapitel wird sich mit der Analyse sprachübergreifender Zusammenhänge zwischen sprachlichen 
Parametern beschäftigen. Basis werden die im letzten Kapitel vorgestellten korpusbasierten Messungen 
sprachlicher Eigenschaften sein. Dabei werden zum einen Korrelationen zwischen diesen Werten 
untersucht. Zum anderen wird die statistisch auffällige Variation dieser Messwerte in Bezug auf 
sprachtypologische Parameter betrachtet. Abschließen werden das Kapitel Untersuchungen zur 
Bestimmung typologischer Parameter auf Grundlage von automatisch bestimmten Eigenschaften. 
5.2 Existierende Arbeiten 
Andere Arbeiten in diesem Forschungsgebiet beschäftigen sich in erster Linie mit der Analyse von 
sprachtypologischen Parametern und deren Zusammenhängen. Systematisch geltende Aussagen über 
solche Parameter werden auch als als sprachliche Universalien bezeichnet. Dabei unterscheidet man die 
absoluten und die statistischen (Bickel, 2010). Absolute Universalien sind die Gegebenheiten, die 
notwendigerweise für jede Sprache gelten. Aufgrund der Diversität der Sprachen sind diese selten und 
treffen sehr allgemeine Aussagen. Statistische Universalien hingegen beschreiben Eigenschaften, die 
nicht zwingend generell vorhanden sein müssen, sondern sich mitunter nur zu einem gewissen Grad 
einstellen. Dabei kann es globale oder lokale Präferenzen geben. So gelten derartige Universalien 
mitunter vor allem in einzelnen Sprachfamilien oder -bünden. 
Die statistischen Universalien werden unterteilt in unkonditionale auf der einen Seite und konditionale 
bzw. implikationelle auf der anderen. Erstere treffen Aussagen über typologische Parameter. Letztere 
hingegen setzen derartige Eigenschaften in Beziehung. 
Absolute und statistische Universalien werden von Greenberg bereits in seinen Arbeiten aus dem Jahr 
1963 untersucht. Neben unkonditionalen Regularien untersucht er Zusammenhänge zwischen 
sprachlichen Parametern. Dies geschieht durch die Betrachtung der zwischensprachlichen Varianz der 
Eigenschaften. Auf dieser Basis stellt er den Zusammenhang zwischen verschiedenen qualitativen 
typologischen Parametern her. Konditionale Universalien werden von Greenberg durch Implikationen der 
Form  𝐴 𝑥 → 𝐵(𝑥) angegeben. Dabei werden Aussagen getroffen wie: 
Wenn das Verb mit dem nominalen Subjekt oder Objekt im Geschlecht übereinstimmt, so stimmt es auch 
im Numerus mit diesem überein (Greenberg, 1963). 
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Solche Implikationen sind auch in späteren Arbeiten in diesem Feld der übliche Weg derartige 
Beziehungen auszudrücken. Greenberg baut des Weiteren Hierarchien der angeführten Universalien auf, 
um Abhängigkeiten darzustellen. 
Anderson (1982, 1986) führt die Semantic Maps zur Darstellung von sprachlichen Universalien ein. 
Diese vereinfachen die Darstellung und erhöhen die Übersichtlichkeit, jedoch basieren die 
Zusammenhänge weiterhin auf Implikationen. Eine Übersicht der Methodik, die den Semantic Maps 
generell zugrunde liegt, kann in Croft (2001) und Haspelmath (2003) nachgelesen werden.  
Die bis jetzt vorgestellten Arbeiten beschäftigen sich nahezu ausschließlich mit dem Auffinden von 
implikationellen Regularien, die für alle oder die meisten Sprachen gelten. Solche Implikationen 
schließen aber stets nur eine der vier Kombinationsmöglichkeiten der betrachteten Eigenschaften aus statt 
vollständige Zusammenhänge zu beschreiben. Cysouw (2003) argumentiert daher gegen die reine 
Betrachtung implikationeller Universalien. Stattdessen soll die statistische Signifikanz des 
Zusammenhangs von Parametern betrachtet werden. Dadurch werden die Nachteile der zuvor 
beschriebenen Ansätze aufgehoben. Gleichzeitig wird die Stärke der gefundenen Regelmäßigkeiten 
quantifiziert. 
Diesem Ansatz wird in der vorgelegten Arbeit gefolgt. Die in diesem Kapitel analysierten Beziehungen 
zwischen sprachlichen Parametern  werden stets mit statistischen Verfahren untersucht. Dies ermöglicht 
Aussagen über die Signifikanz der analysierten Zusammenhänge. 
Krupa (1966) und Altmann (1973) untersuchen die von Greenberg bestimmten implikationellen 
Universalien mit statistischen Methoden und sind in der Lage viele hochsignifikante Ergebnisse zu 
ermitteln. Auch Nichols (1992) gelingt dank Verfahren wie der Korrelationsanalyse die Bestimmung 
einer großen Anzahl von Zusammenhängen zwischen verschiedenen Eigenschaften der von ihr 
untersuchten Sprachen. 
Die Arbeiten von Fenk-Oczlon und Fenk (1983, 1985, 1993, 1999) untersuchen Beziehungen zwischen 
sprachlichen Parametern ebenfalls unter quantitativen Gesichtspunkten. Dabei werden sowohl gemessene 
Eigenschaften untereinander, als auch deren Beziehung zu qualitativen Parametern betrachtet. Die 
Kennwerte werden dabei auf Basis eines kleinen Textsamples von 22 Sätzen in insgesamt 34 Sprachen 
bestimmt. Die Ermittlung der Parameter erfolgt in manueller Arbeit. Ein tieferer Einblick in die 
Ausarbeitungen von Fenk-Oczlon  und Fenk wird in Abschnitt 5.6.9 gegeben. 
Des Weiteren sei hier auf die Arbeit von Biber (1995) verwiesen. Dieser führt Sprachregistervariationen 
auf einfache linguistische Eigenschaften zurück, wobei nur 4 Sprachen untersucht werden. Dabei werden 
allerdings im Unterschied zu anderen Analysen multivariate Verfahren eingesetzt. Auch Croft (2008) 
nutzt derartige Methoden in Form des Multidimensional Scaling zur Ermittlung typologischer 
Zusammenhänge.  
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5.3 Zielstellung und Abgrenzung 
In diesem Kapitel wird nun zum einen die Quantifizierung der Zusammenhänge von sprachlichen 
Parametern im Vordergrund stehen. Dies wird auf Basis korpusbasierter Messungen sprachlicher 
Eigenschaften geschehen. Ziel ist unter anderem die Untersuchung von Korrelationen zwischen diesen 
Messwerten. Zusätzlich wird die statistisch auffällige Variation dieser Messwerte in Bezug auf 
sprachtypologische Parameter untersucht. 
Außerdem werden Verfahren aufgezeigt, die die Bestimmung typologischer Parameter auf Basis von 
gemessenen Sprachstatistiken zulassen. Dabei kommen auf der einen Seite Verfahren des maschinellen 
Lernens zum Einsatz. Auf der anderen Seite werden Verfahren vorgestellt, die es mittels Bootstrapping 
erlauben, ermittelte Sprachparameter auf andere Sprachen auszuweiten. Dieses neue Wissen wird dann 
genutzt um qualitative sprachtypologische Parameter zu bestimmen. 
Die durchgeführten Analysen werden sich dabei in mehreren Punkten von bisherigen Arbeiten im Feld 
unterscheiden: 
Im Gegensatz zu vielen anderen typologischen Untersuchungen, werden nicht nur klassische qualitative 
Unterteilungen betrachtet. Stattdessen bilden an Texten gemessene Merkmale die Grundlage der 
Analysen. Diese entsprechen nicht direkt den bekannten typologischen Parametern. Es wird sich jedoch 
zeigen, dass signifikante Beziehungen zwischen Messwerten und Parametern nachweisbar sind, was 
letztendlich sogar Aussagen über die Ausprägung eines typologischen Parameters zulässt. Die 
vorgestellten Verfahren stellen somit in Bezug auf die üblichen Merkmale und Untersuchungen eine 
wichtige und innovative Ergänzung dar. Dies eröffnet neue Perspektiven für die lingustische Typologie. 
Dank der Nutzung umfangreicher Sprachressourcen, die im Rahmen dieser Ausarbeitungen erstellt 
wurden, können Regularien auf Basis einer breiten Datenbasis untersucht werden. So können für 
Betrachtungen der Korrelationen von Parametern bis zu 730 Sprachen herangezogen werden. Dies geht 
einher mit der Notwendigkeit automatisierter und standardisierter Messungen, was eine Abgrenzung zu 
Analysen, wie von Fenk-Oczlon und Fenk durchgeführt, darstellt. Ausführungen zu den Messungen 
enthält das vorhergehende Kapitel. Dabei wurden auch Wege aufgezeigt, komplexere Statistiken wie die 
Anzahl der Silben zu bestimmen. 
Zusätzlich unterscheiden die abschließenden Untersuchungen zur Vorhersagbarkeit typologischer 
Parameter die vorgestellte Arbeit von anderen des Feldes. Besonders die Ausführungen zum 
Bootstrapping seien hier angeführt. 
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5.4 Analyseansätze 
Die zwei grundlegenden Richtungen der Analyse, die in diesem Kapitel Anwendung finden, werden nun 
nachfolgend vorgestellt. Zum einen findet eine Quantifizierung von Beziehungen zwischen Parametern 
mittels statistischer Methoden wie der Korrelationsanalyse statt. Zum anderen werden grundlegende 
Verfahren vorgestellt, die die Bestimmung typologischer Parameter ermöglichen. 
5.4.1 Quantifizierung der Zusammenhänge zwischen sprachlichen 
Parametern 
Wie erwähnt, ist eines der Ziele die Quantifizierung der Beziehungen zwischen sprachlichen Parametern. 
Dabei werden Zusammenhänge betrachtet zwischen: 
 zwei messbaren sprachstatistischen Parametern oder 
 zwischen einem messbaren Kennwert und einem qualitativen sprachtypologischen Feature. 
Um erstere Beziehungen zu bestimmen bedarf es eines Maßes, dass die Stärke der Korrelation zweier 
Messreihen bestimmt. Dies wird durch den Korrelationskoeffizienten bewerkstelligt, welcher in diesem 
Abschnitt eingeführt wird. 
Die Ermittlung des Zusammenhangs von Messwerten mit qualitativen typologischen Parametern bedarf 
anderer Methoden. Die dafür genutzten Signifikanztests werden ebenfalls vorgestellt. 
5.4.1.1 Statistische Methoden 
Nachstehend werden die eingesetzten Verfahren vorgestellt, welche für die grundlegenden statistischen 
Analysen eingesetzt werden. Es werden also zum einen Methoden benötigt, um Korrelationen zwischen 
sprachübergreifend gemessenen Parametern zu bestimmen und zu quantifizieren. Zum anderen werden 
Zusammenhänge zwischen Messwerten und sprachtypologischen Parametern untersucht. Daher werden 
statistische Tests benötigt, welche die Bestimmung von signifikant unterschiedlichen Verteilungen eines 
Messwertes bezüglich der Ausprägung eines qualitativen Merkmals ermöglichen. 
a Korrelationen zwischen Messwerten 
Unter einer Korrelation versteht man eine Beziehung zwischen zwei oder mehr Merkmalen. Diese 
Merkmale können beispielsweise beschrieben werden durch Zufallsvariablen oder Datensätze wie Reihen 
von Messwerten. 
179 
Zusammenhänge zwischen sprachlichen Parametern 
Im Fall dieser Arbeit sollen Korrelationen zwischen paarweisen Ausprägungen zweier Messwerte 
untersucht werden. Diese ergeben sich, wenn zwei Merkmale für die untersuchten Sprachen bestimmt 
werden, wodurch Wertepaare für jede Einzelsprache entstehen. 
Ein Maß für die Korrelation zweier solcher paarweiser Messreihen ist der empirische 
Korrelationskoeffizient nach Pearson. Damit lässt sich der lineare Zusammenhang zwischen zwei 
numerischen Merkmalen berechnen, nicht-lineare Beziehungen werden dabei nicht erfasst. Das Ergebnis 
der Berechnung des Koeffizienten nimmt Werte zwischen −1 und 1 an. Werte von 1 oder -1 weisen auf 
einen vollständig positiven oder negativen linearen Zusammenhang hin. Ein Wert von 0 hingegen ergibt 
sich, wenn kein linearer Zusammenhang zwischen den Messreihen besteht. Die Berechnungsformel des 
Koeffizienten wird nachfolgend eingeführt. 
Gegeben seien zwei Messreihen X und Y der Länge n mit den Werten xi and yi, wobei i = 1, 2, ..., n. Der 
empirische Korrelationskoeffizient 𝐾𝑜𝑟𝑒(𝑋, 𝑌) ist dann definiert als: 
𝐾𝑜𝑟𝑒 𝑋, 𝑌 =





wobei 𝑥 und 𝑦  die Mittelwerte und 𝑠𝑥  und 𝑠𝑦  die Standardabweichungen der Messreihen darstellen.  
b Statistische Signifikanz von Messwerten bezüglich qualitativer typologischer Parameter 
Zwischen gemessenen sprachlichen Statistiken und sprachtypologischen Parametern können ebenso 
Beziehungen bestehen. Dies kann sich in unterschiedlichen Kennwerten der Verteilung der Messwerte 
niederschlagen. 
Nehmen wir also an, es gilt einen typologischen Parameter P zu untersuchen. Dieser habe zwei 
Ausprägungen. Des Weiteren sei eine sprachübergreifende Messreihe Z gegeben, deren Beziehung zu P 
bestimmt werden soll. In diesem Fall wird die Messreihe in zwei Teile X und Y unterteilt, die nun 
gesondert betrachtet werden. 
Mittels statistischer Tests wie dem Zweistichproben-t-Test können dann statistisch signifikante 
Unterschiede der Mittelwerte der beiden Messreihen bestimmt werden. Da die Messwerte, je nach 
Statistik, nicht die für die Anwendung eines T-Tests notwendigen Anforderungen wie die 
Normalverteilung erfüllen, können alternativ auch parameterfreie Verfahren eingesetzt werden. Es bietet 
sich dann beispielsweise der Wilcoxon-Mann-Whitney-Test (Wilcoxon, 1945; Mann, 1947) an. Dieser 
ermittelt einen Signifikanzwert, der Aussagen darüber trifft, ob die beiden Messreihen zur selben 
Grundgesamtheit gehören oder ob diese sich bezüglich ihrer Mittelwerte unterscheiden. Dabei kann auch 
gezielt nur die Hypothese überprüft werden, dass die Unterschiede einer vermuteten Richtung folgen. 
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Dies kann sinnvoll sein, wenn man bereits zuvor Hypothesen aufstellen kann, dass beispielsweise die 
Mittelwerte von X größer als die von Y sind. 
Ergebnis der Untersuchungen ist stets ein Signifikanzwert p. Je geringer dieser ist, desto eher ist davon 
auszugehen, dass der gemessene Parameter in einem Zusammenhang mit der typologischen Einordnung 
steht. Generell wird bei einem Wert kleiner 0,05 bzw. 5% von einem statistisch signifikanten Ergebnis 
gesprochen. 
Da nur in einem Teil der im Folgenden untersuchten Fälle eine Normalverteilung der Messwerte gegeben 
ist, wird stets der universeller einsetzbare Wilcoxon-Mann-Whitney-Test angewendet. 
5.4.2 Verfahren zur Bestimmung typologischer Parameter 
Die Vorhersage qualitativer typologischer Parameter einer Sprache auf Basis von gemessenen 
Kennwerten von Korpora soll ebenfalls in diesem Kapitel abgehandelt werden. Die beiden dabei 
genutzten Herangehensweisen werden nachstehend eingeführt. 
5.4.2.1 Nutzung von Verfahren des maschinellen Lernens 
a Maschinelles Lernen - Einführung 
Das maschinelle Lernen (Mitchell, 1997; Bishop, 2006) ist ein Teilgebiet der künstlichen Intelligenz und 
beschäftigt sich mit Systemen, die auf Basis von Daten Wissen generieren können. Die betrachteten 
Systeme erkennen dabei durch Verallgemeinerung Gesetzmäßigkeiten in untersuchten Beispielen. 
Dadurch ist es möglich, auch auf Basis bisher nicht analysierter Daten Entscheidungen zu fällen. Man 
unterscheidet zwischen überwachten und unüberwachten Verfahren des maschinellen Lernens. Im 
Folgenden werden nur erstere eine Rolle spielen. 
Das maschinelle Lernen gehört dabei zu den multivariaten Verfahren. Das bedeutet, dass die einzelnen 
untersuchten Objekte durch mehrere Eigenschaften charakterisiert sein können, welche zusammen in die 
Analyse einfließen. Es existieren verschiedene Ansätze des überwachten maschinellen Lernens. Dazu 
gehören unter anderem künstliche neuronale Netze, Entscheidungsbäume oder Support Vector Machines. 
Gemein ist allen Verfahren dasselbe generelle Vorgehen.  Die Objekte der Analyse bestehen aus einem 
Tupel von Eingabewerten und einem Ausgabewert. Die Eingaben stellen in der Regel Eigenschaften dar, 
die dem jeweiligen Objekt zugeordnet sind. Die Ausgaben sind meist Klassen, in die die Objekte 
unterteilt werden. Auf Basis einer Testmenge solcher Paare von Ein- und Ausgabewerten lernt der 
Algorithmus generelle Zusammenhänge und ist in der Lage durch Verallgemeinerung auch unbekannte 
Objekte zu klassifizieren, ihnen also ihren Ausgabewert zuzuordnen. 
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b Anwendung auf sprachtypologische Betrachtungen 
In dieser Arbeit sollen diese Verfahren beispielhaft auf sprachtypologische Fragestellungen angewandt 
werden. Dabei werden die einzelnen Sprachen die zu untersuchenden Objekte darstellen. Ihnen 
zugeordnet werden eine oder mehrere gemessene sprachliche Parameter als Eingaben.  Als Ausgabe 
bieten sich qualitative typologische Parameter an. Es wird also versucht einen Zusammenhang zwischen 
den Messungen und der typologischen Einteilung zu erlernen. 
Die Verfahren können dabei nicht nur solche Beziehungen bestimmen, sondern dienen auch der 
Vorhersage typologischer Features für Sprachen, in denen dieser Parameter nicht bekannt ist. Somit 
können im Idealfall Eigenschaften wenig erforschter Sprachen bestimmt werden. 
Diese Klassifikation kann zwar ebenso mittels eines einzelnen Features und somit univariat erfolgen, aber 
die Verwendung einer Kombination von Features kann Vorteile mit sich bringen.  Schließlich ist es je 
nach verwendetem Verfahren möglich, lineare oder auch nichtlineare Zusammenhänge zwischen den 
untersuchten Eigenschaften zu bestimmen und auszunutzen. 
In Abschnitt 5.7.1 wird maschinelles Lernen wie beschrieben angewendet. Verwendung findet dabei eine 
Support Vector Machine. Die Evaluierung erfolgt mittels des Kreuzvalidierungsverfahrens. Ergebnis wird 
somit ein Wert sein, der angibt, inwieweit auf Basis der Eingaben eine korrekte Klassifikation für 
unbekannte Instanzen möglich ist. 
5.4.2.2 Bootstrapping unter Nutzung von Paralleltext 
Häufig ist es der Fall, dass sich Informationen über Eigenschaften sprachlicher Einheiten mit 
automatischen Mitteln nur für wenige Einzelsprachen gewinnen lassen. Dies kann daran liegen, dass 
nötige Voraussetzungen für die Anwendung von automatischen Verfahren nicht erfüllt sind. So benötigen 
unüberwachte Methoden meist große Textmengen, um korrekt zu funktionieren. Für einen Großteil der 
hier untersuchten Sprachen liegen jedoch nur Texte des Neuen Testaments in einem Umfang von 
ungefähr 8.000 Versen vor. Überwachte Verfahren hingegen arbeiten auf der Grundlage von 
Trainingsdaten, welche zuerst erstellt werden müssen. Hierbei kann es sich beispielsweise um eine Menge 
korrekt mit Wortarten versehener Sätze einer Sprache handeln, mit welchen dann ein POS-Tagger 
angelernt werden kann. Bei dem Umfang der untersuchten Sprachen und deren oft geringer Verbreitung 
ist die manuelle Erstellung solcher Daten allerdings zu aufwändig. In vielen Fällen liegen daher 
Werkzeuge, die nur unter Verwendung von Trainingsmaterial erstellt werden können, ausschließlich für 
weit verbreitete Sprachen vor. Hier sind wiederum POS-Tagger ein Beispiel. 
Im Folgenden wird ein grundlegender Ansatz vorgestellt, um diese für wenige Sprachen vorliegenden 
Informationen dennoch sinnvoll nutzen zu können. Dies geschieht unter der Voraussetzung des 
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Vorhandenseins von Paralleltext. Dabei wird das massiv parallele Alignment der Texteinheiten zur 
Übertragung von Eigenschaften genutzt. 
Dazu werden in einem ersten Schritt die sprachlichen Eigenschaften für verbreitete und ressourcenstarke 
Sprachen bestimmt, für die die nötigen Voraussetzungen erfüllt sind. Diese Eigenschaften können sich 
dabei auf verschiedene Einheiten der verwendeten Ressourcen beziehen. Beispielsweise auf Absätze, 
Sätze, Verse, Wörter oder Buchstaben. Im Rahmen dieser Arbeit wird dies am Beispiel der 
Wortartbestimmung erfolgen. Hierzu werden fertige POS-Tagger unter Nutzung von Modellen mehrerer 
weit verbreiteter Sprachen eingesetzt. 
Ein nächstes Ziel muss es nun sein, diese Eigenschaften - wie die bestimmten Wortarten - auch auf die 
übrigen zu analysierenden Sprachen zu übertragen. Hierzu wird auf Paralleltext zurückgegriffen. Dieser 
liegt dank Ressourcen wie der Bibel für eine große Anzahl Sprachen vor. Vorteil dieser Texte ist das 
Alignment, welches im Falle der Bibeln auf Versebene vorliegt. Wie in Kapitel 3.4 gezeigt, lässt sich 
dieses dank automatischer Verfahren für einen Teil des Vokabulars auf Wortebene ausdehnen. 
Die Idee ist nun, Eigenschaften, die sich auf solche einander zugeordneten Einheiten beziehen, mithilfe 
des Alignments auf die Elemente der anderen Sprachen zu übertragen. Die Ausbreitung der Eigenschaften 
erfolgt dabei mithilfe des Graphen, der sich auf Basis dieser massiv parallel vorliegenden Alignment-
Informationen ergibt. Es werden also alle Sprachpaare zeitgleich betrachtet. Im Rahmen des bereits 
erwähnten Beispiels wird die Umsetzung dieses Ansatzes auf der Ebene der Wörter für die POS-
Informationen erfolgen. Anhand dieses Falls wird gezeigt, mit welchen Methoden eine Umsetzung des 
beschriebenen allgemeinen Vorgehens möglich ist. 
In einem letzten Schritt gilt es dann, die auf die einzelnen Zielsprachen übertragenen Eigenschaften 
innerhalb der Sprache auf alle Elemente zu übertragen. Dies kann zu einen nötig sein, da weitere Texte 
einer Sprache vorliegen, die kein Paralleltext sind. Außerdem ist das Alignment, beispielsweise auf 
Wortebene, nicht immer vollständig. Dadurch erfolgt auch eine unvollständige Ausweitung der auf 
weitere Sprachen zu übertragenden Eigenschaften. 
Zur Übertragung der bereits in der Zielsprache vorhandenen Informationen auf die unbestimmten 
Elemente derselben Sprache bieten sich dann zum einen überwachte Verfahren an. Hierzu muss aber eine 
ausreichend große Trainingsmenge durch den vorangegangenen Analyseschritt entstanden sein. Ist dies 
nicht der Fall können ebenso unüberwachte Verfahren genutzt werden, die erst im Nachhinein mit den 
bereits bestimmten Elementen kombiniert werden. Im vorgestellten Analysebeispiel wird letzteres 
Vorgehen gewählt. 
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5.5 Verwendete Ressourcen 
Die Datengrundlage für die folgenden Analysen bilden Korpora in 730 Sprachen auf Basis des Neuen 
Testaments. Diese Auswahl der Texte ermöglicht es, Einflüsse durch Korpuseigenschaften wie Umfang, 
Textsorte oder Sachgebiet von vornherein auszuschließen. Dies dient unter anderem der Erhöhung der 
Signifikanz der Ergebnisse. 
Die sprachtypologischen Parameter, die analysiert werden sollen, werden dem World Atlas of Language 
Structures entnommen. Die jeweiligen Eigenschaften sind dabei stets nur für eine Teilmenge der 
Sprachen bekannt. Außerdem variiert die Anzahl der Sprachen, die die jeweils untersuchten 
Ausprägungen des typologischen Merkmals annehmen. Daher wird das Resultat der Signifikanztests stets 
um Angaben zur Größe der beiden Messwertreihen ergänzt.  
5.6 Zusammenhänge sprachlicher Parameter - Ergebnisse 
Im Folgenden werden die Korrelationsanalysen und Signifikanztests auf die Messreihen der zuvor 
beschriebenen sprachlichen Parameter angewendet. Ziel ist das Aufspüren statistisch auffälliger 
Beziehungen. Wenn möglich wird eine Deutung der Ergebnisse angegeben. Bei einer großen Zahl der 
analysierten Zusammenhänge wird dies auf Basis logischer Schlussfolgerungen geschehen. Dabei ist zu 
beachten, dass die Ergebnisse nur generelle Trends aufzeigen, die keinesfalls auf jeden Einzelfall 
anwendbar sein werden. 
Korrelationen sind des Weiteren nicht zwingenderweise mit Kausalität gleichzusetzen. Auch können sich 
Zusammenhänge zwischen zwei Merkmalen B und C beispielsweise auf Basis der kausal motivierten 
Korrelationen zwischen A und B sowie zwischen A und C ergeben. Hier öffnet sich hier ein weites Feld 
für weitere Forschungen. Dabei sollten die Ursachen der einzelnen statistisch auffälligen 
Zusammenhänge weiter untersucht werden, was im Rahmen dieser Arbeit nur teilweise geschehen wird. 
Analysen zur Vorhersage typologischer Parameter basierend auf maschinellem Lernen  oder 
Bootstrapping-Verfahren werden im sich anschließenden Abschnitt präsentiert. 
5.6.1 Satzlänge und Wortlänge 
Zuerst gilt es, die mögliche Korrelation der Wortlänge in Zeichen und der Satzlänge in Wörtern 
analysieren. Bei Berechnung des Korrelationskoeffizienten auf Basis von 730 Sprachen zeigt sich eine 
negative Korrelation zwischen den Messwerten: 
𝐾𝑜𝑟𝑒=-0.55, p<0,001%. 
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Je länger die Einzelwörter in einer Sprache sind, desto weniger Wörter beinhaltet also ein Satz im 
Durchschnitt. Die Länge der Wörter in Zeichen geht hier vermutlich einher mit einer höheren Anzahl 
Morpheme und Silben, so dass die Einzelwörter mehr Informationen enthalten, was die Anzahl im Satz 
benötigter Wörter senkt. 
5.6.2 Anzahl Wörter und Wortlänge 
Zwei weitere Messwerte, die betrachtet werden sollen sind die Anzahl der Wortformen (Types) und die 
durchschnittliche Länge der Wortformen in Zeichen. Erstere Statistik ist verständlicherweise stark von 
der Korpusgröße abhängig, was hier aber keine Rolle spielt. Bei Ermittlung der Kennwerte führt zu 
folgendem Ergebnis: 
𝐾𝑜𝑟𝑒=0.64, p<0,001%. 
Die Korrelation ist positiv und sehr signifikant. Sprachen, deren Vokabular eine hohe Anzahl 
Wortformen enthält, benötigen für die Einzelwörter mehr Zeichen. Ursache dieses Umstandes ist 
vermutlich, dass die Vielzahl der Wortformen einhergeht mit vielen unterschiedlichen grammatischen 
Ausprägungen der Wörter. Zur Markierung dieser grammatischen Merkmale bedarf es dann einer 
größeren Anzahl Zeichen. Ein ähnliches Bild sollte sich übrigens bei Betrachtung der Type-Token-Ratio 
anstelle der Zahl der Types herausbilden. 
Dass die Wortlänge tatsächlich signifikant mit morphologischen Eigenschaften korreliert, wird im 
direkten Anschluss analysiert.  
5.6.3 Morphologischer Typ 
5.6.3.1 Einleitung 
Der morphologische Typ einer Sprache ergibt sich auf Basis mehrerer Faktoren wie Fusion, Exponenz 
und Flexivität (Bickel, 2001). Dabei ist die Fusion die Eigenschaft, die angibt, inwieweit grammatische 
Marker mit einem Stamm eine Verbindung eingehen. Zwei gegensätzliche Typen bezüglich dieser 
Eigenschaft sind die isolierenden und die konkatenativen Sprachen. Dabei steht Isolation für die 
Eigenschaft, dass morphologische Veränderungen der Wörter nicht oder kaum auftreten. Grammatische 
Beziehungen werden in solchen Sprachen entweder durch eigenständige Wörter oder gar nicht 
ausgedrückt. 
In konkatenativen Sprachen werden grammatische Marker hingegen mit einem Wirt, beispielsweise 
einem Wortstamm, verbunden und bilden so eine grammatische Wortform. Konkatenativ ist dabei 
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annähernd gleichzusetzen mit agglutinierend, wobei die genaue Bedeutung des letzteren Terms ein 
weiteres Feld umfasst (Bickel, 2001). 
Im Rahmen dieser Arbeit soll unter dem morphologischen Typ einer Sprache nur deren Fusion verstanden 
werden. Schließlich handelt es sich dabei um eine für die Morphologie der Sprache grundlegende 
Eigenschaft. 
5.6.3.2 Wortlänge und morphologischer Typ 
Nun soll überprüft werden, ob die Länge der Wortformen statistisch auffällig mit dem morphologischen 
Typ einer Sprache in Beziehung steht. Unter den 730 Sprachen finden sich 76 deren Typ bekannt ist. 
Davon sind 68 konkatenativ und 8 isolierend. Die geringe Anzahl zeigt auf, wie gering die Verbreitung 
von Sprachen ist, die als streng isolierend gelten. 
Der Signifikanztest liefert folgendes Ergebnis: 
Konkatenativ - isolierend:  p<1% bei Mittelwerten von 8,43 bzw. 6,95 und Samplegrößen von 68 und 8. 
Die durchschnittliche Länge der Wortformen variiert also statistisch auffällig in Abhängigkeit vom 
morphologischen Typ. Dabei weisen Wörter konkatenativer Sprachen im Schnitt mehr Zeichen auf. Da 
grammatische Marker nicht isoliert eigene Wörter bilden sondern an bestehende Wörter angefügt werden, 
ist dieses Ergebnis verständlich. 
5.6.3.3 Wörter mit Affix und morphologischer Typ 
Jene Wörter, die mit einem Präfix oder Suffix versehen sind, sollen als nächstes betrachtet werden. 
Genauer wird der Anteil jener Wortpaare untersucht, die sich nur durch ein Affix voneinander 
unterscheiden. Ein Verfahren, das dies zumindest näherungsweise erlaubt, wurde in Kapitel 4.2.3 
präsentiert. Wiederum wird nun überprüft, ob eine statistische Beziehung zu der Unterteilung in die 
morphologischen Typen isolierend und konkatenativ besteht. Dieser Zusammenhang sollte sich aufgrund 
der in den konkatenativen Sprachen verstärkt auftretenden grammatischen Markierung beispielsweise 
durch Derivation ergeben, wodurch auch der gemessene Anteil der Affigierung steigen sollte. 
Die Anwendung des Signifikanztests ergibt: 
Konkatenativ - isolierend:  p<0,5% bei Mittelwerten von 21,20 bzw. 10,06 und Samplegrößen von 68 und 
8. 
Das Resultat ist wiederum signifikant. Dabei fallen große Unterschiede der Mittelwerte auf. Obwohl das 
eingesetzte Verfahren mit einfachen Mitteln nur eine grobe Schätzung des Anteils der auftretenden 
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Affigierung ermöglicht, ist das Ergebnis überzeugend. Die konkatenativen Sprachen weisen deutlich 
mehr Affixe auf. 
5.6.3.4 Entropie auf Wortebene und morphologischer Typ 
Die Entropie (Shannon, 2001) ist ein informationstheoretisches Maß für den durchschnittlichen 
Informationsgehalt und wird hier genutzt, um den durchschnittlichen Informationsgehalt der Wörter einer 
Sprache zu berechnen. 
Da der morphologische Typ einer Sprache auch Aussagen über die grammatische Komplexität der 
Einzelwörter trifft, wäre ein Zusammenhang mit Entropie ein anzunehmender Effekt, den es 
nachzuweisen gilt. 
Die Analyse liefert folgendes Ergebnis: 
Konkatenativ - isolierend:  p<0,05% bei Mittelwerten von 9,95 bzw. 8,64 und Samplegrößen von 68 und 
8. 
Der Informationsgehalt der Wörter ist also in den untersuchten konkatenativen Sprachen tatsächlich 
statistisch auffällig höher. 
5.6.4 Anzahl der Kasus 
In einem nächsten Schritt soll der typologische Parameter der Kasusanzahl betrachtet werden. Dieser 
Wert lässt sich ebenfalls mittels des World Atlas of Language Structures für einen Teil der untersuchten 
Sprachen bestimmen. 
In diesem Fall werden Sprachen mit 2 oder 6 Kasus untersucht. Dies erfolgt zum einen, weil hier die 
Datengrundlage am größten ist und zum anderen, weil der deutliche Unterschied der Kasusanzahl sich 
auch in den Messwerten niederschlagen sollte. 
5.6.4.1 Anzahl der Wortformen und Kasusanzahl 
Die Anzahl der in Korpora (gleichen Umfangs) auftretenden Wortformen ist ein Kandidat für einen 
Zusammenhang mit der Anzahl der Kasus. Schließlich erhöht eine große Zahl Kasus die Anzahl der 
Wortformen eines Lemma. 
Die Signifikanzanalyse bezüglich der Anzahl der im Korpus auftretenden Wortformen ergibt dann: 
2 Kasus - 6 Kasus:  p<5% bei Mittelwerten von 12.291 bzw. 18.452 und Samplegrößen von 10 und 16. 
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Das Resultat ist signifikant, wenn auch nur knapp unter dem generell akzeptierten Grenzwert von p=5%. 
Die Anzahl der Wortformen hängt natürlich nicht nur von der Anzahl der in einer Sprache vertretenen 
Kasus ab, jedoch scheint dieser Wert einen deutlichen Einfluss zu haben. 
In weiterführenden Analysen könnte auch die Korrelation der betrachteten Messwerte mit der 
Kasusanzahl berechnet werden. Hier wurde nur beispielhaft die Signifikanz der Beziehung zu 2 Klassen 
dieses Merkmals untersucht. 
5.6.4.2 Länge der Wortformen  und Kasusanzahl 
Ebenso kann erwartet werden, dass die Anzahl der Kasus Einfluss auf die Länge der Wortformen einer 
Sprache hat. Dies ist denkbar unter der Annahme, dass zur Markierung einer größeren Anzahl Merkmale 
mehr Zeichen zu deren Kodierung verwendet werden. 
Die Überprüfung dieser Vermutung liefert folgendes Resultat: 
2 Kasus - 6 Kasus:  p<5% bei Mittelwerten von 9,18 bzw. 10,73 und Samplegrößen von 10 und 16. 
Wiederum ist das Ergebnis signifikant und bestätigt somit die Annahme. 
5.6.5 Position der Kasusmarkierung und Quotient der Suffixe und Präfixe 
Es wurde in Kapitel 4.2.3.2 eine Möglichkeit präsentiert, das Verhältnis der in einer Sprache 
vorkommenden Suffixe und Präfixe abzuschätzen. Nun wird überprüft, inwieweit dieser Wert mit der 
Position der Kasusmarkierung in Beziehung steht. 
Unter der Voraussetzung der Korrektheit der Messungen ist zu erwarten, dass jene Sprachen, die am 
Wortende die Kasus markieren, im Durchschnitt mehr Suffixe und somit auch einen höheren Wert der 
Statistik aufweisen. 
Das Ergebnis des Signifikanztests stellt sich folgendermaßen dar:  
Wortende - Wortanfang: p<0,001% bei Mittelwerten von 10,48 bzw. 0,70 und Samplegrößen von 57 und 
11. 
Dies ist eine sehr signifikante Beziehung, obwohl hier eher der generelle Ort der der Derivation gemessen 
wird und nicht nur die Affigierung bei der Kasusmarkierung. Da die Kennzeichnung des Kasus allerdings 
häufig auftritt, ist ein signifikanter Zusammenhang des gemessenen Parameters und des Quotienten der 
Präfixe und Suffixe durchaus logisch. 
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In Kapitel 5.7.2 werden Wege aufgezeigt, wie eine Wortartenbestimmung mittels Paralleltext für 
unbekannte Sprachen möglich ist. Dadurch ist eine weiterführende Analyse einzelner Wortarten 
bezüglich ihrer Derivation möglich. Dies sei hier jedoch nur als Ansatz für weitere Forschungen 
angeführt und wird im Rahmen dieser Arbeit nicht mehr erfolgen. 
Auffällig ist des Weiteren ein deutlicher Größenunterschied der Samples. Die überwiegende Anzahl der 
betrachten Sprachen markiert den Kasus am Wortende. Dies geht konform mit Analysen von Cysouw 
(2009). 
5.6.6 Zipfsches Gesetz - Anstieg 
Das Zipfsche Gesetz trifft Aussagen zum Verhältnis von Rang und Häufigkeit der in Texten 
vorkommenden Wörter. Der durchschnittliche Anstieg der sich ergebenden Geraden soll nun auf 
Korrelationen mit anderen Parametern der Sprache untersucht werden. 
5.6.6.1 Textabdeckung und Zipfsches Gesetz 
Zum einen bietet sich eine Betrachtung der Textabdeckung der häufigsten Wörter der Sprachen an. Auch 
wenn nur die Abdeckung einer geringen Anzahl von Wörtern bestimmt wird, so sollte die Messung doch 
im Zusammenhang mit den Kennwerten des Zipfschen Gesetzes stehen. Schließlich basiert dieses auf 
einer skaleninvarianten funktionalen Beziehung (Pietronero, 2001). 
Bei Betrachtung der 100 häufigsten Wörter ergeben sich folgende Kenngrößen der Korrelation: 
𝐾𝑜𝑟𝑒=-0.92, p<0,001%. 
Werden dagegen die 1.000 Wörter mit höchster Frequenz einbezogen, folgt daraus eine nur minimal 
stärkere Korrelation: 
𝐾𝑜𝑟𝑒=-0.93, p<0,001%. 
Die erwartete statistisch signifikante Korrelation konnte somit nachgewiesen werden und dies bei sehr 
hohem negativen Korrelationskoeffizienten. Eine höhere Textabdeckung der häufigsten Wörter führt also 
zu einem stärkeren negativen Anstieg der Zipf-Geraden. Die Korrelation ist auch bei einer Betrachtung 
von gerade einmal 100 Wortformen nur wenig geringer, was durch die grundlegend geltende 
Skaleninvarianz des Zipfschen Gesetzes begünstigt wird. Diese Eigenschaft wird auch bei Betrachtung 
einer Zipf-Geraden wie in Abbildung 3.2 in Kapitel 3.3.4.2 deutlich. 
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5.6.6.2 Type-Token-Ratio und Zipfsches Gesetz 
Diese Skaleninvarianz sollte ebenso begünstigen, dass die Type-Token-Ratio in Beziehung zum 
durchschnittlichen Anstieg der Zipf-Geraden steht. 
Die Korrelationsanalyse ergibt hier: 
𝐾𝑜𝑟𝑒=0.83, p<0,001% 
Das Verhältnis von Wortformen und laufenden Wörtern korreliert also ebenfalls stark mit dem 
betrachteten Anstieg. 
5.6.7 Entropie auf Wortebene und Textabdeckung  
Die Entropie wird auch als Maß der Unvorhersagbarkeit bezeichnet. Hier soll nun der 
sprachübergreifende Zusammenhang mit der Textabdeckung untersucht werden. Die Signifikanzanalyse 
führt zu folgendem Ergebnis: 
𝐾𝑜𝑟𝑒=-0.97, p<0,001%. 
Diese starke negative Korrelation ist verständlich. Eine hohe Textabdeckung bedeutet, dass wenige 
Wörter einen Großteil des betrachteten Textes ausmachen. Dies vereinfacht wiederum das Vorhersagen 
des Auftretens von Einheiten auf Wortebene, was gleichbedeutend mit einer geringeren Entropie ist. 
5.6.8 Vokabelreichtum 
In Abschnitt 4.2.7 wurden mehrere Maße des Vokabelreichtums vorgestellt. Die Zusammenhänge 
zwischen diesen sollen nun analysiert werden. Dabei wird zusätzlich die Entropie auf Wortebene 
betrachtet. 
Tabelle 5.1 zeigt die Kennwerte der Korrelation aller möglichen Paare von Type-Token-Ratio (TTR), 
bilogarithmischer Type-Token-Ratio (bTTR), Guirauds Index of Vocubulary Richness (Guirand), Turings 
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 TTR bTTR Guirand Turing Entropie 
TTR - 0,88 0,98 -0,54 0,90 
bTTR 0,88 - 0,93 -0,56 0,93 
Guirand 0,98 0,93 - -0,54 0,92 
Turing -0,54 -0,56 -0,54 - -0,76 
Entropie 0,90 0,93 0,92 -0,76 - 
Tabelle 5.1: Auflistung der Korrelationskoeffizienten verschiedener Maße des Vokabelreichtums. 
Es zeigt sich, dass die vier Maße TTR, bTTR, Guirand und die Entropie sehr stark korrelieren. Bei den 
ersten drei Maßen ist dies zu erwarten, schließlich beruhen ihre Berechnungen auf denselben 
Grundwerten, die nur verschieden kombiniert werden. Im Fall der Type-Token-Ratio und der 
bilogarithmischen Variante beispielsweise wird durch die Anwendung des Logarithmus eine nichtlineare 
Abhängigkeit der Messwerte erzeugt. Dies führt dazu, dass der Relationskoeffizient nicht den Wert 1 
erreicht. TTR, bTTR und Guirand korrelieren ebenfalls sehr stark mit der Entropie. Es besteht also eine 
enge Beziehung zwischen diesen Type-Token-basierten Maßen und dem durchschnittlichen 
Informationsgehalt der Wörter. Die Turing Repeat Rate weist zu den übrigen vier Statistiken eine 
geringere Korrelation auf, die dennoch in hohem Maße statistisch signifikant ist. Gleichzeitig ist die 
Korrelation negativ, was unter anderem besagt, dass der mittlere Informationsgehalt der Wörter einer 
Sprache geringer ist, wenn sie im Durchschnitt häufiger wiederholt werden. Gleichzeitig sorgt ein 
geringerer Anteil Types im Text einer Sprache - ausgedrückt durch Maße wie die Type-Token-Ratio - 
natürlich dafür, dass diese im Schnitt öfter wiederholt werden. 
5.6.9 Silben 
5.6.9.1 Einführung 
Die Silbe ist neben Morphemen eine entscheidende Einheit, die für die Analyse der internen Struktur von 
Wörtern von Interesse ist. Gerade bei Sprachproduktion und -perzeption spielt sie eine entscheidende 
Rolle (Fenk-Oczlon, 1983, S.47). Arbeiten von Fenk-Oczlon und Fenk haben sich intensiv mit 
sprachtypologischen Analyse dieser Einheit beschäftigt. 
5.6.9.2 Forschungsstand 
In frühen Arbeiten (Fenk-Oczlon, 1983) wird die zwischensprachliche Streuung der Silbenzahl 
untersucht. In Fenk-Oczlon (1985) wird eine negative Korrelation zwischen der Komplexität der Silben 
gemessen in Phonemen und der Anzahl der Silben pro Satz gezeigt. Es werden also phonologische und 
morphologische Parameter in Beziehung gesetzt. Untersuchungen von Zusammenhängen mit der 
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Satzstellung  sind ebenso enthalten. Ergänzt werden die Arbeiten 1993 durch Analysen, welche die 
Anzahl der Silben und Wörter pro Satz einbeziehen. Dies geschieht insgesamt anhand von 29 Sprachen. 
1999 wird die Untersuchung auf mittlerweile 34 Sprachen erweitert. Zusätzlich wird nun auch der 
typologische Parameter des morphologischen Typs in die Analyse einbezogen. 
Wichtige Erkenntnisse der Arbeiten von Fenk-Oczlon und  Fenk werden nun kurz zusammengefasst: 
Korrelationen: 
1. Zwischen den Anzahlen der Silben pro Satz und der Phoneme pro Silbe besteht eine statistisch 
auffällige negative Korrelation. Je komplexer die interne Struktur der Silben ist, desto weniger werden 
benötigt um dieselben Informationen zu kodieren. 
2. Zwischen den Anzahlen der Silben pro Wort und der Phoneme pro Silbe existiert ebenfalls eine 
signifikante negative Korrelation. Diese folgt aus dem Menzerathschen Gesetz (Menzerath, 1954), das 
besagt, dass die Komplexität der direkten Bestandteile einer sprachlichen Einheit in negativer 
Abhängigkeit zur Komplexität der Einheit selbst steht. 
3. Durch die Zusammenhänge 1. und 2. ist eine positive Korrelation zwischen Silben pro Wort und Silben 
pro Satz zu erwarten. Deren Signifikanz wurde ebenso für die 34 untersuchten Sprachen gezeigt. 
4. Eine statistisch signifikante negative Korrelation besteht zwischen den Anzahlen der Wörter pro Satz 
und der Silben pro Wort. Auch hier gilt:  Eine komplexere interne Struktur der Wörter führt dazu, dass 
weniger Wörter zum Kodieren derselben Informationen gebraucht werden. 
5. Es bestehen statistisch signifikante Zusammenhänge zwischen der Wortstellung und Messwerten wie 
der Anzahl Silben pro Satz oder Silben pro Wort. 
6. Zusätzlich werden Zusammenhänge zwischen dem morphologischen Typ in seinen Ausprägungen 
agglutinierend, isolierend und fusionierend und den Messungen wie Silben pro Wort oder Wörter pro 
Satz beschrieben und erläutert. Ein Nachweis statistischer Signifikanz erfolgt jedoch nicht. 
Die Arbeiten von Fenk-Oczlon und Fenk beruhen dabei stets auf einer relativ kleinen Menge von 22 
Sätzen, die ursprünglich auf Deutsch vorlagen. Diese wurden für die Analysen manuell in die jeweiligen 
Zielsprachen übersetzt. Die Messungen sprachlicher Parameter wurden ebenso manuell vorgenommen. 
Für diese einzelnen Arbeitsschritte bedarf es also guter Kenntnisse in den analysierten Sprachen. Die 
Daten sind aufgrund ihrer Erstellung von hoher Qualität. Auch der Prozess der Messung sollte bei 
entsprechenden Kenntnissen der Sprachen keine Fehlerquelle sein. Allerdings sind 22 Sätze eine 
vergleichsweise geringe Anzahl zur robusten Bestimmung der durchschnittlichen Parameter. 
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5.6.9.3 Zielsetzung 
Im Folgenden werden nun Analysen durchgeführt, die auf den von Fenk-Oczlon und Fenk gewonnen 
Erkenntnissen beruhen und aufbauen. 
Dabei wird sich die Arbeit in entscheidenden Punkten abheben. Zum einen wird der Analyseprozess mit 
vollständig automatischen Mitteln stattfinden. Dies beinhaltet beispielsweise den Prozess der Messung 
von statistischen Werten wie der Silbenanzahl. 
Des Weiteren werden mit den Korpora, die auf dem Neuen Testament beruhen, bereits existierende 
Textquellen verwendet, deren Parallelität ausgenutzt wird. Dadurch ist eine Analyse beruhend auf einer 
deutlich größeren Anzahl von Sprachen möglich, was die statistische Signifikanz der Ergebnisse erhöhen 
sollte. Zusätzlich geht auch eine Vervielfachung der der Analyse zugrunde liegenden Textmenge in den 
Einzelsprachen damit einher. 
In den Analysen von Fenk-Oczlon und Fenk blieben unter anderem Fragen zum morphologischen Typ 
offen. Es konnte keine statistisch signifikante Beziehung zu den gemessenen Statistiken nachgewiesen 
werden. Im Rahmen dieser Arbeit soll versucht werden, dies mithilfe der zur Verfügung stehenden 
Textdaten und Statistiken zu ändern. 
5.6.9.4 Silben pro Wort und Wörter pro Satz 
Zuerst soll ein Blick auf Korrelationen zwischen den gemessenen Parametern geworfen werden. Zuerst 
werden die paarweisen Messreihen der Silben pro Wort und der Wörter pro Satz herangezogen. Die sich 
ergebende Korrelation ist negativ mit folgenden Kenwerten: 
𝐾𝑜𝑟𝑒=-0,49, p<0,001%. 
In den Arbeiten von Fenk-Oczlon und Fenk wurde ebenso ein negativer Zusammenhang ermittelt, sogar 
mit einem Koeffizienten von -0,69. Jedoch ist in der hier getätigten Analyse die Signifikanz deutlich 
stärker mit einem Wert von p<0,001% statt p<0,1%, was sich aufgrund der hohen Zahl der zur Verfügung 
stehenden Sprachen ergibt. 
5.6.9.5 Silben pro Wort und Silben pro Satz 
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Auf Basis der 730 untersuchten Sprachen lässt sich hier eine stärkere Korrelation bestimmen als in den 
Arbeiten von Fenk-Oczlon und Fenk: (𝐾𝑜𝑟𝑒=0,38, p<5%). 
5.6.9.6 Wortstellung 
Von Fenk-Oczlon und Fenk werden die Stellungen von Subjekt (S), Objekt (O) und Verb (V) zueinander 
untersucht. Dabei kommt es zur Gegenüberstellung von den Wortstellungen SOV und SVO, sowie zur 
alleinigen Betrachtung der Stellungen von OV und VO ohne Einbeziehen des Subjekts. Die hier 
vorliegende Arbeit ergänzt zusätzlich die Analyse von SV und VS. 
Als erstes werden die Ergebnisse der Typen SOV und SVO vorgestellt: 
Silben pro Wort 
SOV - SVO: p<0,005% bei Mittelwerten von 2,21 bzw. 1,89 und Samplegrößen von 111 und 137. 
Silben pro Satz 
SOV - SVO: p<0,001% bei Mittelwerten von 56,95 bzw. 45,27 und Samplegrößen von 111 und 137. 
Sowohl die Anzahl der Silben pro Wort als auch die Menge der Silben pro Satz stehen statistisch 
signifikant in Beziehung zu den Ausprägungen der Wortstellung von Subjekt, Objekt und Verb. Beide 
Werte sind dabei im Schnitt bei SOV-Sprachen deutlich höher. Die erzielten Signifikanzwerte liegen 
dank der genutzten Korpusdaten deutlich höher als in früheren Analysen. 
Bei Betrachtung der Reihenfolge von Subjekt und Verb ergibt sich ein anderes Bild. Es zeigt sich kein 
statistisch signifikanter Zusammenhang mit dem Durchschnitt der Silben pro Wort. Betrachtet man 
jedoch die die Silben pro Satz kann eine Korrelation nachgewiesen werden: 
Silben pro Satz 
SV - VS: p<0,01% bei Mittelwerten von 50,69 bzw. 57,10 und Samplegrößen von 259 und 73. 
Als neue Erkenntnis lässt sich also festhalten, dass VS-Sprachen eine stark signifikante höhere 
durchschnittliche Silbenzahl pro Satz aufweisen. Eine Interpretation der komplexen Zusammenhänge, die 
zu diesem Ergebnis führen, wird in dieser Arbeit nicht erfolgen. Sie wird stattdessen als Gegenstand 
weiterer Untersuchungen offengelassen. 
Abschließend erfolgt die Analyse der Reihenfolge von Objekt und Verb. Wiederum werden die 
durchschnittlichen Anzahlen der Silben als Eingabe für die Signifikanztests genutzt. 
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Silben pro Wort 
OV - VO: p<0,001% bei Mittelwerten von 2,23 bzw. 1,91 und Samplegrößen von 131 und 206. 
Silben pro Satz 
OV - VO: p<0,001% bei Mittelwerten von 57,95 bzw. 48,16 und Samplegrößen von 131 und 206. 
Beide Zusammenhänge können somit nachgewiesen werden. OV-Sprachen weisen eine höhere 
durchschnittliche Anzahl an Silben auf, sowohl im Satz, als auch im Wort. Der statistisch signifikante 
Zusammenhang mit der Anzahl der Silben pro Wort konnte dabei in Fenk-Oczlon (1999) nicht 
nachgewiesen werden. 
5.6.9.7 Morphologie 
Im Folgenden werden die morphologischen Typen der isolierenden und konkatenativen Sprachen 
untersucht. Der Signifikanztest, der untersucht, inwieweit sich die Silben pro Wort oder die Wörter pro 
Satz signifikant in Bezug auf diese Eigenschaften unterscheiden, liefert folgende Ergebnisse: 
Silben pro Wort 
konkatenativ - isolierend: p<5% bei Mittelwerten von 2,06 bzw. 1,64 und Samplegrößen von 68 und 8. 
Wörter pro Satz 
konkatenativ - isolierend: p<5% bei Mittelwerten von 21,76 bzw. 27,47 und Samplegrößen von 68 und 8. 
Trotz der geringen Samplegröße der Klasse der isolierenden Sprachen gelingt der Nachweis der 
Signifikanz in beiden Fällen. Konkatenative Sprachen weisen eine höhere Zahl Silben pro Wort auf. Im 
Fall dieser Sprachen erfolgt die Markierung grammatischer Merkmalen an bestehenden Wörtern, während 
isolierende Sprachen hier in der Regel eigenständige Wörter bilden. Dies sei als einer der Gründe 
angeführt, die zu diesem signifikanten Zusammenhang führen. Des Weiteren lässt sich dies auch als eine 
der Ursachen des zweiten signifikanten Ergebnisses nennen. Die zusätzlichen Wörter, die die 
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5.6.10 Weitere Untersuchungen zur Wortstellung 
Es schließen sich nun zunächst weitere Untersuchungen an, die Zusammenhänge messbarer 
Sprachstatistiken mit der Wortstellung der Sprachen zum Inhalt haben. 
5.6.10.1 Nachbarschaftskookkurrenzen - Frequenzverhältnis der beteiligten Wörter 
Das Frequenzverhältnis der an den Nachbarschaftskookkurrenzen beteiligten Wörter erscheint zunächst 
als sehr abstrakte Statistik. Betrachtet man sie aber für Beispielsprachen, wie in Kapitel 4.2.10.2 
geschehen, so fällt auf, dass dieses Verhältnis  innerhalb einer Sprache in Abhängigkeit vom Rang der 
betrachteten Wörter deutlich variiert. 
Paare von Nomen und Verben machen normalerweise einen großen Teil der für ein Textkorpus 
berechneten Nachbarschaftskookkurrenzen aus. Die Verteilung beider Wortarten auf die Ränge eines 
Korpus ist jedoch nicht identisch. So ist gerade unter den sehr selten auftretenden Wörtern gewöhnlich 
eine große Anzahl an Nomen zu finden. Ob dieser und andere Effekte stark genug sind, um eine 
signifikante Abweichung der Statistik in Bezug auf die Wortstellung zu bewirken, wird nachfolgend 
geprüft. Zunächst wird die Stellung von Subjekt und Verb untersucht. Je nach unterem Grenzwert für die 
betrachteten Ränge der Wörter ergeben sich folgende Ergebnisse: 
Rang 10: 
SV - VS: p<0,001% bei Mittelwerten von 0,54 bzw. 0,50 und Samplegrößen von 259 und 73. 
Rang 100: 
SV - VS: p<0,01% bei Mittelwerten von 0,52 bzw. 0,50 und Samplegrößen von 259 und 73. 
Rang 1.000: 
SV - VS: p<5% bei Mittelwerten von 0,50 bzw. 0,47 und Samplegrößen von 259 und 73. 
Alle drei Analysen erweisen sich als signifikant. Auffällig ist, dass die Signifikanz der Beziehung 
zwischen den betrachteten Parametern abnimmt, wenn hochfrequente Wörter aus der Analyse entfernt 
werden. 
Ein Zusammenhang der gemessenen Statistik mit einer anderen grundlegenden Unterteilung der 
Wortstellung, genauer der Reihenfolge von Verb und Objekt, konnte ebenfalls nachgewiesen werden: 
Rang 10: 
OV - VO: Kein signifikantes Ergebnis bei nahezu gleichem Mittelwert. 
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Rang 100: 
OV - VO: p<0,005% bei Mittelwerten von 0,53 bzw. 0,51 und Samplegrößen von 131 und 206. 
Rang 1.000: 
OV - VO: p<0,001% bei Mittelwerten von 0,53 bzw. 0,48 und Samplegrößen von 131 und 206. 
Auch hier unterscheidet sich die Signifikanz der Ergebnisse in Abhängigkeit von den Rängen der 
untersuchten Wörter. Allerdings steigt die Signifikanz hier bei exklusiver Nutzung von Wörtern höheren 
Rangs. Im Fall der Reihenfolge von Subjekt und Verb war der entgegengesetzte Effekt aufgetreten. Bei 
der Betrachtung einer weiteren Statistik der Nachbarschaftskookurrenzen im folgenden Abschnitt werden  
jedoch beide Beobachtungen bestätigt werden. 
Ja nach Rangbereich der betrachteten Wörter unterscheidet sich die gemessene Statistik also auffällig 
zwischen Sprachen unterschiedlicher Wortstellung. Da, wie erwähnt, Kombinationen von Subjekt und 
Verb häufige Nachbarschaftskookkurrenzen sind, kommt dieser Zusammenhang nicht unerwartet. Die 
unterschiedlichen Häufigkeiten von Nomen und Verben im Korpus könnten hier Einfluss auf die 
Statistiken nehmen. Jeweils bei SV- und OV-Wortstellung ist die Frequenz des linken beteiligten Worts 
dabei statistisch auffällig höher. Die genaue Ursache dieses Umstandes kann im Rahmen dieser Arbeit 
nicht ermittelt werden. Zur Klärung dieses Sachverhalts bedarf es umfassender Untersuchungen, die 
Inhalt weiterer Forschung sein könnten. Dabei wäre beispielsweise eine von den Wortarten abhängige 
Untersuchung der Nachbarschaftskookkurrenzen vonnöten. 
5.6.10.2 Nachbarschaftskookkurrenzen - Quotient rechter und linker Nachbarn 
Der hier betrachtete Quotient gibt an, ob Wörter einer Sprache dazu tendieren, mehr rechte oder linke 
Nachbarschaftskookkurrenzen zu haben in Abhängigkeit von ihrer Häufigkeit. Die Wortstellung sollte 
nun wiederum Einfluss darauf haben, ob häufige Klassen wie Nomen oder Verben, die viele der 
Wortformen stellen, sich eher nach links oder rechts binden. Die Signifikanzanalyse führt zu folgendem 
Resultat in Bezug auf die Stellung von Subjekt und Verb: 
Rang 100: 
SV - VS: p<1% bei Mittelwerten von 0,99 bzw. 1,03 und Samplegrößen von 259 und 73. 
Rang 1.000: 
SV - VS: p<5% bei Mittelwerten von 1,06 bzw. 1,01 und Samplegrößen von 259 und 73. 
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Wird hingegen die Reihenfolge von Objekt und Verb untersucht, ergibt sich folgendes Bild: 
Rang 100: 
OV - VO: p<5% bei Mittelwerten von 0,98 bzw. 1,02 und Samplegrößen von 131 und 206. 
Mittelwerte 0,98 und 1,02, p<5%, 131 und 206 Samples 
Rang 1.000: 
OV - VO: p<0,1% bei Mittelwerten von 1,08 bzw. 1,03 und Samplegrößen von 131 und 206. 
Das Ergebnis zeigt, dass auch diese Statistik signifikant mit der Wortstellung in Beziehung steht. Ob 
Wörter eines Rangbereichs eher auffällig mit Wörtern auf ihrer linken oder rechten Seite auftreten, hängt 
also wiederum mit der Reihenfolge von Subjekt, Verb und Objekt zusammen. Die Stärke der Signifikanz 
variiert dabei mit dem betrachteten Rangbereich und dem typologischen Parameter. Die Tendenzen sind 
dabei aber dieselben wie bei den zuvor betrachteten Frequenzverhältnissen. Eine detaillierte Interpretation 
der Ergebnisse wird als weiterer Forschungsinhalt offengelassen. 
5.6.10.3 Wortstellung und Anteil der Affixe 
Es wurde bereits gezeigt, dass Sprachen mit einer hohen Anzahl gemessener Affixe dazu tendieren, 
konkatenativ zu sein. Zusätzlich wurde der Zusammenhang von Reihenfolge der Wortstellung und 
morphologischem Typ gezeigt. Daher ist eine signifikante Beziehung von Wortstellung und dem Anteil 
der Worte mit Affix zu erwarten. Der Signifikanztest liefert folgendes Ergebnis, das mit dieser Annahme 
konform geht: 
SOV - SVO: p<0,5% bei Mittelwerten von 22,06 bzw. 18,60 und Samplegrößen von 110 und 136. 
Dabei ist der Anteil der Affixe in SOV-Sprachen auffällig höher. Im Zusammenspiel mit den großen 
Samplegrößen ergibt sich eine hohe statistische Signifikanz. 
5.6.10.4 Wortstellung und Wortlänge 
Der typologische Parameter Wortstellung und die gemessene Länge der Wörter in Silben stehen im 
Zusammenhang, wie zuvor nachgewiesen wurde. Ergänzend soll nun getestet werden, ob auch die 
Wortlänge in Zeichen mit der Wortstellung zusammenhängt. Es wird dafür die durchschnittliche 
Wortlänge der Types der Einzelsprachen herangezogen.  Der Signifikanztest ergibt folgende Werte:  
SOV - SVO: p<0,05% bei Mittelwerten von 10,09 bzw. 8,54 und Samplegrößen von 111 und 137. 
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Die Wortlänge differiert also ebenfalls signifikant in Abhängigkeit von der Wortstellung, wobei SOV-
Sprachen eine höhere durchschnittliche Wortlänge aufweisen. 
5.6.10.5 Wortlänge und Entropie auf Zeichenebene 
Als nächstes soll untersucht werden, ob die Entropie auf Zeichen- bzw. Buchstabenebene ebenfalls mit 
der Wortstellung in Beziehung steht. Ein erster Hinweis darauf wäre es, eine Korrelation mit der Entropie 
mit der Wortlänge nachzuweisen. Schließlich wurde soeben deren statistische Abhängigkeit von der 
Wortstellung erwiesen. 
Das Ergebnis der Korrelationsanalyse lautet: 
𝐾𝑜𝑟𝑒=-0,54, p<0,001%. 
Diese Korrelation ist also signifikant und negativ. Je länger die Wörter einer Sprache, desto geringer die 
durchschnittliche Information eines Zeichens. 
5.6.10.6 Wortstellung und Entropie auf Zeichenebene 
Die beiden letzten Analysen  deuten also auf einen Zusammenhang von Wortstellung und Entropie hin. 
Dieser soll nachstehend untersucht werden. Dabei beschränkt sich die Analyse auf die Unterscheidung 
der Wortstellungen SOV und SVO. 
Der Signifikanztest ergibt: 
SOV - SVO: p<0,05% bei Mittelwerten von 1,93 bzw. 2,09 und Samplegrößen von 111 und 137. 
Der vermutete Zusammenhang lässt sich also nachweisen und ist signifikant mit einem Wert von 
p<0,05%. 
5.7 Bestimmung typologischer Parameter - Ergebnisse 
Die vorgestellten Verfahren zur Ermittlung typologischer Parameter sollen nachstehend angewendet 
werden. Anhand von Beispielen werden dabei Eigenschaften wie der morphologische Typ oder die 
Wortstellung von sprachen bestimmt. 
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5.7.1 Maschinelles Lernen 
5.7.1.1 Morphologie 
In diesem Kapitel wurde bereits nachgewiesen, dass ein sprachübergreifender Zusammenhang zwischen 
dem morphologischen Typ einer Sprache und messbaren Eigenschaften von Korpora wie der Anzahl der 
Wortformen und der Anzahl der Wörter pro Satz oder der Silben pro Wort besteht. 
Es soll nun anhand dieses typologischen Parameters gezeigt werden, dass die Bestimmung von 
typologischen Parametern mit Verfahren des maschinellen Lernens möglich ist. 
Dazu werden wiederum die morphologischen Typen konkatenativ und isolierend betrachtet. Diese 
Klassen sollen also von der verwendeten linearen Support Vector Machine den einzelnen Sprachen 
korrekt zugeordnet werden. Dies wird auf Basis verschiedener Eigenschaften als Eingabe erfolgen. Um 
die Interpretierbarkeit der Ergebnisse zu gewährleisten wurden stets gleich viele Instanzen beider 
Morphologietypen zum Anlernen des Systems verwendet. Erwartungswert bei einer zufälligen 
Klassifikation ist also eine Korrektheit von 50%. 
Die Ergebnisse der Analyse in Abhängigkeit von den verwendeten Eingaben, sind in Tabelle 5.2 
aufgelistet. 
Verwende Features Anteil korrekt klassifizierter Instanzen 
Wörter pro Satz 74,40% 
Anzahl der Wortformen 87,76% 
Wörter pro Satz, Anzahl der Wortformen, Silben pro 
Wort 
91,84% 
Tabelle 5.2: Ergebnisse der Klassifikation des morphologischen Typs von Sprachen auf Basis verschiedener Features. 
Es zeigt sich, dass schon aufgrund einzelner Eigenschaften wie der Anzahl der Wörter pro Satz oder der 
Anzahl der Wortformen eine korrekte Zuordnung des korrekten morphologischen Typs für eine große 
Zahl von Sprachen möglich ist. Dabei erzielt die Anzahl der Wortformen die besten Ergebnisse. 
Der Vorteil der angewandten Verfahren besteht jedoch darin, dass die Features ebenso gemeinsam in die 
Analyse einfließen können. So lässt sich durch die Kombination von den drei zuvor erwähnten 
Eigenschaften eine korrekte Klassifikation für mehr als 90% der untersuchten Sprachen erreichen. 
Ein Vorteil der genutzten Support Vector Machine besteht darin, dass deren Lösung Gewichte 
entnommen werden können, die Aussagen darüber treffen, welche Features am stärksten zur korrekten 
Klassifikation beitragen. In diesem Fall ist hier die Anzahl der Wortformen die aussagekräftigste 
Eigenschaft, was auch bei den univariaten Analysen so zu beobachten ist. 
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5.7.1.2 Wortstellung 
Auch für die Wortstellung konnten signifikante Zusammenhänge mit mehreren messbaren 
Spracheigenschaften gezeigt werden. An dieser Stelle sollen nur die Anzahlen der Silben pro Satz, der 
Wörter pro Satz und der Silben pro Wort betrachtet werden. 
Die Tabellen 5.3 und 5.4 zeigen die Ergebnisse der Analyse für die Stellung von Subjekt, Verb und 
Objekt bzw. Verb und Objekt. 
Verwendete Features Anteil korrekt klassifizierter Instanzen 
Silben pro Satz 71,56% 
Silben pro Satz, Wörter pro Satz, Silben pro Wort 74,38% 
Tabelle 5.3: Ergebnisse der Klassifikation der Wortstellung von Subjekt, Verb und Objekt der Sprachen auf Basis verschiedener 
Features. 
 
Verwendete Features Anteil korrekt klassifizierter Instanzen 
Silben pro Satz 69,16% 
Silben pro Satz, Wörter pro Satz, Silben pro Wort 73,73% 
Tabelle 5.4: Ergebnisse der Klassifikation der Wortstellung von Verb und Objekt der Sprachen auf Basis verschiedener Features. 
Dabei zeigt sich wiederum, dass die Verfahren des maschinellen Lernens erfolgreich zur Vorhersage 
typologischer Features genutzt werden können. Durch die Kombination mehrerer an sich schon 
aussagekräftiger Features gelingt sogar eine Steigerung der Güte der Lösung. Das Einbeziehen weiterer 
sinnvoller Eigenschaften sollte das Ergebnis weiter verbessern. 
5.7.2 Bootstrapping von Wortarten zur Bestimmung der Wortstellung 
5.7.2.1 Einleitung 
Ziel wird es im Folgenden sein, Wortarten für eine möglichst große Anzahl Sprachen sicher zu 
bestimmen. Dies soll dafür sorgen, dass typologische Eigenschaften wie beispielsweise die Wortstellung 
für viele Sprachen automatisch ermittelt werden können. Zum Einsatz wird dabei ein wie in Kapitel 
5.4.2.2 beschriebener Bootstrapping-Ansatz kommen. Schließlich liegen für die meisten der untersuchten 
Sprachen keine Tools zur Bestimmung der Wortart, sogenannte POS-Tagger, vor. Die meisten Tagger 
sind mittels Modellen auf Einzelsprachen angepasst (Schmid 1994, 1995). Diese Modelle sind des 
Weiteren nur für vergleichsweise wenige weit verbreitete Sprachen bereits erstellt. Für die übrigen 
Sprachen - die große Mehrheit - ist deren Anwendung somit nicht realisierbar. Es besteht zwar die 
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Möglichkeit Modelle für weitere Sprachen zu erzeugen, allerdings werden hierzu ausreichende 
Trainingsdaten für jede Einzelsprache benötigt, also korrekt mit Wortarten annotierte Sätze. Dies ist bei 
der Betrachtung einer dreistelligen Anzahl von Sprachen mit äußerst hohem Aufwand verbunden. 
Außerdem dürfte dies für viele Sprachen ohnehin kaum möglich sein, beispielsweise aufgrund fehlenden 
Kontakts zu ausreichend vorgebildeten Sprechern der Sprache. 
Weitere Tools sind in der Lage POS-Informationen unüberwacht und somit für eine große Anzahl an 
Sprachen zu bestimmen (Biemann, 2006b). Auszuschließen ist die alleinige Nutzung dieses Ansatzes in 
diesem Fall aber ebenso. Unüberwachte Verfahren benötigen eine große Menge an Text, um 
Regelmäßigkeiten in den Daten aufzuspüren. Für die meisten der untersuchten Sprachen ist eine 
ausreichende Menge Textmaterial aber nicht vorhanden. Darüber hinaus entstehen bei solchen Verfahren 
abstrakte Klassen, die nicht den klassischen Wortarten entsprechen. Ein Mapping auf diese ist nicht 
trivial. Dass bei nachträglichem Einfließen lassen zusätzlichen Wissens unüberwachte Verfahren dennoch  
für ressourcenschwache Sprachen einsetzbar sind, wird im Verlauf des Beispiels gezeigt werden. 
5.7.2.2 Vorgehen 
In diesem Abschnitt wird dargelegt, wie es gelingen kann, mit Mitteln des Bootstrapping Informationen 
zu Wortarten auf andere Sprachen zu übertragen. Nötige Verfahren wie der Graphfärbealgorithmus 
Chinese Whispers werden eingeführt. 
  
Das Vorgehen bei der nun vorgestellten Analyse wird aufgrund der beschriebenen Nachteile nicht auf 
eine Bestimmung der Wortarten für jede Sprache einzeln setzen. Stattdessen werden die POS-
Informationen für wenige Ausgangssprachen bestimmt. Unter der Voraussetzung des Vorhandenseins 
von Paralleltext werden dann die Wortarten mithilfe der Eigenschaften dieser parallelen Ressourcen auf 
weitere Sprachen übertragen. 
Als zugrunde liegende Textdaten werden die bereits in Kapitel 2 eingeführten Versionen des Neuen 
Testaments genutzt. Diese zeichnen sich durch Alignment auf Versebene aus. In diesem Fall kommen 
130 Bibelversionen in 100 Sprachen zum Einsatz. Das Verfahren lässt sich aber problemlos für weitere 
Sprachen erweitern, insgesamt liegen Textdaten von ungefähr1.000 Bibelversionen vor. Dabei zieht der 
Ansatz dank der Nutzung der massiven Parallelität sogar Nutzen aus den zusätzlich vorliegenden Daten. 
Zum Zeitpunkt der Analyse lagen dafür notwendige statistische Auswertungen jedoch noch nicht vor. 
In einem ersten Schritt werden die POS-Information der Bibelversionen in jenen Sprachen bestimmt, für 
die die nötigen Modelle für universelle frei verfügbare POS-Tagger wie den Treetagger (Schmid 1994, 
1995) vorlagen. Dies ist für 38 Bibeln in 9 Sprachen der Fall. Die Auswahl der zu taggenden Sprachen 
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erfolgte also allein auf Basis des Vorhandenseins der nötigen Tools. Dies führt zu einem starken Bias 
bezüglich der Zusammensetzung dieser 9 Sprachen. Dieser Umstand wird bei der Evaluation beachtet. 
Zur Vereinfachung wird nachfolgend für jedes Wort einer Sprache stets nur die am häufigsten vergebene 
Wortart betrachtet, auch wenn ein Wort mehrere Wortarten annimmt. Ebenso wäre eine Aufschlüsselung 
dieser Informationen im Rahmen der Analyse möglich, worauf hier aber verzichtet wird. 
Anzumerken ist an dieser Stelle, dass sich für verschiedene Sprachen, aber auch für verschiedene Tagger, 
stark unterschiedliche Tagsets herausgebildet haben. Unter einem Tagset versteht man dabei die Menge 
der Wortarten denen die Wörter zugeordnet werden. Dabei unterscheiden sich diese Mengen sowohl in 
Bezug auf die Bezeichnung als auch in Bezug auf die Granularität der Unterteilung. Daher werden im 
Folgenden die Ergebnisse des Taggings auf eine Menge von universellen Tags gemappt.  Hierzu wurden 
im Rahmen dieser Arbeit Zuordnungen für die genutzten Tagsets erstellt. Die verwendeten universellen 











Anderes (Fremdwörter, Abkürzungen) 
Interpunktion 
Tabelle 5.5: Zusammensetzung des universellen Tagsets. 
Ziel soll es nun sein, diese für einen Teil der Sprachen und deren Wörter vorhandenen Informationen auf 
das Vokabular weiterer Sprachen zu übertragen. Eine mögliche Basis für diese Ausweitung wurde bereits 
in Kapitel 3.4 eingeführt. Dort wurden auf Basis von Paralleltext Wortpaare zweier Sprachen bestimmt, 
die mit hoher Wahrscheinlichkeit Übersetzungen voneinander sind. Ergänzt wurden diese Wortpaare 
durch einen Wert, der die Stärke ihrer Beziehung angibt. 
Ausgehend von diesen Daten wird nun ein Graph aufgebaut, in dem als Knoten die Wörter der einzelnen 
Sprachen bzw. Bibelversionen dienen.  Es wird also insgesamt nur ein Graph erstellt, in dem Wörter aller 
betrachteten Bibeln enthalten sind und der somit die massive Parallelität der Daten ausnutzt. In dem 
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Graphen werden des weiteren Kanten zwischen den Knoten erstellt. Dabei stehen die Kanten für das 
gemeinsame Auftreten zweier Wörter über Sprachgrenzen hinweg. Eine Kante stellt somit mit hoher 
Wahrscheinlichkeit die Beziehung "wird übersetzt in" dar, wobei  das Gewicht der Kante als ein Wert für 
die Stärke dieser Annahme anzusehen ist. Dafür werden die in Kapitel 3.4 berechneten Werte als 
Kantengewichte übernommen. Die Kanten können somit Werte im Intervall [0,1] erhalten. Entsprechend 
der bereits gesammelten Erkenntnisse wird allerdings der Minimalwert zur Übernahme einer Kante auf 
0,4 festgelegt. 
In erster Linie bestehen also Verbindungen zwischen Übersetzungspaaren. Da insgesamt 130 
Bibelversionen im Graph enthalten sind und somit Verbindungen zwischen mehr als 8000 Sprachpaaren 
bestehen können, bilden sich in diesem Graph für viele Begriffe bzw. Konzepte stark vernetzte Bereiche, 
also Cluster, heraus. Betrachten wir z.B. das deutsche Wort Gott, welches in Abhängigkeit der 
verwendeten Ressource häufig im Text vorkommt. Im betrachteten Graph bestehen unter anderem Kanten 
zu Wörtern wie dem englischen god, dem spanischen Dios, dem niederländischen God, dem 
azerbaidschanischen Allah und dem Wort Mawu in der ghanaischen Sprache Éwé. Diese Elemente 
wiederum sind größtenteils auch untereinander verbunden, wodurch es zur Clusterbildung kommt. 
In der überwiegenden Mehrheit der Fälle ist davon auszugehen, dass ein Wort in ein anderes derselben 
Wortart übersetzt wird. Somit sollte in einem Cluster, wie es eben skizziert wurde, in erster Linie eine 
Wortart auftreten, nämlich die des Nomens. In weiteren Clustern ist dies ebenso zu erwarten, auch im 
Falle anderer Wortarten. 
Der so entstehende Graph enthält ungefähr 750.000 Wörter in 100 Sprachen. Zwischen diesen Wörtern 
existieren über 24 Millionen Kanten. 
In einem nächsten Schritt gilt es nun, diese einzelnen Cluster des Graphen zu bestimmen. In Kapitel 
3.3.8.5 wurden bereits verschiedene Clusteringverfahren vorgestellt und genutzt. Hier soll nun ein 
spezieller Graphpartitionierungsalgorithmus zum Einsatz kommen, dessen Stärke im Erkennen 
zusammenhängender Bereiche eines Graphen liegt: Chinese Whispers (Biemann, 2006a). 
Bei Chinese Whispers handelt es sich um einen Graphfärbealgorithmus, bei dem sich Farben entlang der 
Kanten des Graphen ausbreiten. Aufgrund der Anzahl und der Stärke der Kanten innerhalb eines Clusters 
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Bei der hier beschriebenen Anwendung von Chinese Whispers bilden sich insgesamt 55.000 Cluster, auf 
die sich die 750.000 Wörter verteilen. Es ist davon auszugehen, dass dabei Cluster entstehen, die 
sprachübergreifend für identische Wörter oder Konzepte stehen. Schließlich existieren im Graph in erster 
Linie Kanten, die eine Übersetzungs-Relation ausdrücken sollten. Zur Untermauerung dieser Vermutung 
werden die Elemente eines Clusters, das bei der Anwendung von Chinese Whispers entstanden ist, 
gezeigt. Eines der Wörter der untersuchten Menge ist das deutsche Wort Gott. Tabelle 5.6 zeigt einen Teil 
der weiteren dazugehörigen Wörter, sortiert nach der Sprache. Dabei zeigt sich, dass in diesem Fall alle 
Elemente eine grammatische Form des Wortes Gott in einer der vielen Sprachen sind. Auch bei 
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Tabelle 5.6: Teil der Elemente eines Clusters nach Anwendung von Chinese Whispers, Sortierung nach Sprache (ISO 639-3). 
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Die auf diese Weise gefundenen Cluster enthalten also in erster Linie einander semantisch bzw. 
funktional entsprechende Elemente. Im Fall des Beispiels ist auffällig, dass neben der Bedeutung auch 
funktionale Eigenschaften wie die Wortart übereinstimmen. Es ist davon auszugehen, dass dies generell 
für die gefundenen Cluster gilt. Das weitere Vorgehen wird auf dieser Vermutung aufbauen. 
Wie bereits erwähnt, wurden für Texte in 9 der 100 Sprachen vorhandene POS-Tagger angewandt. Deren 
Wörter mit bekannter Wortart befinden sich somit in den gefundenen Clustern. In 22,2% der Cluster ist 
nun die Wortart mindestens eines Elements bekannt. In diesen 22,2% befinden sich wiederum 93,7% der 
Wörter bzw. der Knoten des Graphen. Die verbliebenen 77,8% der Cluster enthalten also keine bekannte 
Wortart. Allerdings umfassen diese bei einem Durchschnitt von 1,1 Wörtern pro Cluster nur 6,3% der 
Elemente. 
Da, wie erwähnt, die Cluster meist funktions- und bedeutungsgleiche Wörter enthalten, sollen sich im 
Folgenden die vorhandenen Wortarten im Cluster ausbreiten. Dazu wird die häufigste bekannte Wortart 
allen noch nicht klassifizierten Elementen zugewiesen. Eine Evaluation dieses Vorgehens wird 
nachstehend durchgeführt. 
5.7.2.3 Bootstrapping - Ergebnisse und Evaluation 
Zunächst werden nun Wortartinformationen mittels des Bootstrapping-Verfahrens auf andere Sprachen 
übertragen. Die Ergebnisse dieser Anwendung werden nachfolgend vorgestellt. Eine Evaluierung erfolgt 
anhand von vier Beispielsprachen. 
 
Als erstes soll der Anteil der Wörter bestimmt werden, denen durch das beschriebene Vorgehen eine 
Wortart zugewiesen werden kann. Ein Wort ist dabei stets als Type zu verstehen, also als eine Wortform. 
Jedes Wort wird somit nur einmal gezählt, unabhängig davon wie oft es in den untersuchten Texten einer 
Sprache vorkommt. 
Die Präsentation der Ergebnisse geschieht unter Angabe von Precision, Recall und F-Measure. Diese 
typischen Kenngrößen, die besonders im Feld des Information Retrieval eingesetzt werden, sollen die 
Resultate der Tests charakterisieren. Eine Einführung in diese Maße bietet Rijsbergen (1979).  
Abbildung 5.1 zeigt nun das Ergebnis der Analyse. Dabei kann nur der erzielte Recall angegeben werden. 
Eine Bestimmung der durchschnittlich erzielten Precision würde eine Evaluierungsgrundlage in jeder 
untersuchten Sprache voraussetzen.  Im Verlauf dieses Abschnitts werden diese Werte jedoch für 
Einzelsprachen untersucht. 
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Dargestellt wird der erreichte Recall in Abhängigkeit von einem Schwellwert für die Übernahme einer 
zugewiesenen Wortart. Dieser Schwellwert gibt dabei die Reinheit eines Clusters an bezüglich der darin 
enthaltenen Wortarten aus den POS-getaggten Bibelversionen, die bereits zuvor feststanden. Ungetaggte 
Wörter werden außen vor gelassen. Dabei kann ein Wert im Intervall von 0 bis 1 angenommen werden. 
Nehmen wir an, es befinden sich in einem Cluster 4 Nomen, 1 Verb und 8 Wörter, deren Wortart noch 
unbestimmt ist. Wird nun die Höhe des Schwellwertes global auf einen Wert kleiner oder gleich 0,8 
gesetzt, so wird den 8 unbekannten Wörtern ebenfalls die Wortart Nomen zugewiesen. Unter diesen 
Voraussetzungen ergeben sich die in Abbildung 5.1 dargestellten Werte des Recalls. Dabei ist auffällig, 
dass selbst bei Wahl eines niedrigen Schwellwerts nur ein Recall von maximal 0,42 erreicht werden kann. 
Dazu ist anzumerken, dass nicht alle Wörter der Texte der einzelnen Bibelversionen auch im Graphen 
enthalten sind. Nur jene Wörter wurden aufgenommen, die mindestens einen Übersetzungskandidaten 
aufzuweisen haben und somit keine isolierten Knoten darstellen. Strategien zur weiteren Ausbreitung der 
bestimmten Wortarten in den einzelsprachlichen Texten werden nachstehend vorgestellt. 
 
 
Abbildung 5.1: Anteil der Wörter, für die eine Wortart bestimmt werden kann, in Abhängigkeit vom gewählten Schwellwert. 
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Bisher konnte nur der Recall der Ergebnisse bestimmt werden. Um zusätzlich auch die Güte der 
erhaltenen Ergebnisse einschätzen zu können, ist eine Bestimmung der erzielten Precision erstrebenswert. 
Hierzu sollen Einzelsprachen untersucht werden, für die POS-Informationen vorliegen. Um dies zu 
erreichen werden zu Beginn der Analyse die für eine Einzelsprache vorliegenden Informationen 
bezüglich der Wortarten aus den Daten entfernt. Somit haben diese keinerlei Auswirkungen mehr auf die 
durchgeführten Analysen. Sie werden erst im letzten Schritt zur Bestimmung der Ergebnisgüte 
herangezogen. Insgesamt wurde dies für 4 Sprachen durchgeführt. Wie beim Recall erfolgt die 
Bestimmung der Precision auf Basis der Wort-Types. Die Ergebnisse für Bulgarisch, Niederländisch, 
Swahili und Ungarisch sind in Abbildung 5.2 dargestellt. 
 
Abbildung 5.2: Verhältnis von Precision und Recall für vier Sprachen. 
Das Diagramm zeigt dabei den zu erwartenden Trade-off zwischen Precision und Recall. Je höher die 
Güte der Ergebnisse ausfallen soll, desto weniger Elemente können klassifiziert werden. Insgesamt wird 
auch bei steigendem Recall noch eine gute Precision erzielt. Dies gilt besonders unter der Beachtung der 
Tatsache, dass keinerlei Informationen über die Wortarten der Zielsprache in die Analyse eingeflossen 
sind. Auch gilt es anzumerken, dass die Wortarten konkreten Klassen zugeordnet wurden und nicht, wie 
beispielsweise in unüberwachten Verfahren üblich, nur abstrakten. 
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Erneut fällt auf, dass für alle vier betrachteten Sprachen nur ein geringer maximaler Recall erreicht 
werden kann. Ansätze zur Überwindung dieser Unzulänglichkeit werden, wie erwähnt, noch aufgezeigt. 
Des Weiteren wird eine von der Sprache abhängige Höhe der Precision bei festem Recall deutlich. Es ist 
zu vermuten, dass dies mit der Auswahl der ursprünglich mit Wortarten versehenen Sprachen 
zusammenhängt. Bei diesen handelt es sich fast ausschließlich um indoeuropäische Sprachen wie 
Deutsch, Englisch, Französisch, Schwedisch und Spanisch. 
Bei genauerer Betrachtung der sich ergebenden Reihenfolge der zur Evaluation genutzten Sprachen fällt 
auf, dass sich die indoeuropäischen Sprachen durch die höchste Güte der Ergebnisse auszeichnen.  Für 
das Niederländische gelingt die Bestimmung der Wortarten am besten, wobei mehrere eng verwandte 
germanische Sprachen Ausgangspunkt der Analyse waren. Somit liegt die Vermutung nahe, dass das 
Vorhandensein verwandter und somit auch grammatisch ähnlicher Sprachen in den Ausgangsdaten die 
Güte der Ergebnisse erhöht. Dazu passend erzielt die ebenfalls indoeuropäische Sprache bulgarisch die 
zweitbesten Ergebnisse. Der Abstand zum Niederländischen könnte sich aus der Abwesenheit von eng 
verwandten slawischen Sprachen unter den bereits getaggten Ausgangsdaten ergeben. Ungarisch und 
Swahili schließlich liegen bezüglich des Verhältnisses von Precision und Recall meist nah beieinander, 
haben aber deutlichen Abstand zu den anderen zwei Sprachen. Für Beide existiert dabei keine verwandte 
Sprache, deren Wortarten in die Analyse eingeflossen sind. 
5.7.2.4 Ausbreitung der Wortarten in den Zielsprachen 
Bei der Evaluation des bisherigen Vorgehens ist der niedrige Recall aufgefallen, der für die einzelnen 
Sprachen erreicht wurde. Ziel soll aber eine Bestimmung der Wortarten für einen möglichst großen Teil 
der Wörter jeder Sprache sein. Daher werden nachstehend Möglichkeiten aufgezeigt, die gewonnenen 
einzelsprachlichen Informationen auf weitere Elemente der Sprache zu übertragen. 
 
In Kapitel 5.4.2.2 wurde darauf hingewiesen, dass sich zur Ausweitung der bereits bestimmten 
Eigenschaften in der Zielsprache in erster Linie überwachte Verfahren anbieten. Im Fall der Wortarten 
gestaltet sich dies jedoch, zumindest mit Standardtools, problematisch. Überwachte Tagger benötigen als 
Trainingsmenge vollständig mit Wortarten versehene Sätze. Bisher wurden jedoch, je nach Sprache, meist 
nur 40% bis 50% der Types getaggt. Auch wenn besonders die seltenen Wörter jene ohne bekannte 
Wortarten darstellen, so bleibt am Ende doch nur eine geringe Anzahl von Sätzen mit vollständiger 
Information. Dies ließe sich eventuell durch Anpassung der Werkzeuge umgehen, die die Erstellung des 
für den Tagger nötigen Modells übernehmen. 
Im Rahmen dieser Arbeit sollen stattdessen unüberwachte Verfahren eingesetzt werden. Diese haben den 
Nachteil, dass die Ergebnisse bei geringen Textmengen mitunter nicht zufriedenstellend sind. Darüber 
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hinaus werden die Wörter nur abstrakten Klassen zugeordnet. Durch nachträgliches Bearbeiten der 
Resultate mithilfe der bereits bekannten POS-Informationen, wird dennoch für eine hohe Güte und 
korrekte Interpretation der Ergebnisse gesorgt. 
Als Basis des verwendeten Werkzeugs kommt ein von Christodoulopoulos (2011) entwickelter 
Algorithmus zum unüberwachten POS-Tagging zum Einsatz. Dieser bestimmt die syntaktische Klasse 
von Wörtern auf Basis eines Bayesian Multinomial Mixture Model. Vorteil dieses Verfahrens ist es, dass 
verschiedene Arten von Features wie Morphologie oder Kontext einbezogen werden können, was die 
Leistungsfähigkeit des Systems erhöht. Sogar das Nutzen von sprachübergreifenden Informationen des 
Alignments ist mit diesem Ansatz möglich. Dies wurde im Rahmen dieser Arbeit jedoch nicht umgesetzt, 
da diese Informationen bereits im vorigen Schritt der Analyse eingeflossen sind. 
In diesem Fall kommt eine abgewandelte Version des Verfahrens zum Einsatz. Umgesetzt wurde der 
beschriebene Algorithmus von Christoph Teichmann. Diese Re-Implementierung geht einher mit 
Modifikationen. Genau wie der grundlegende Algorithmus sollen diese Anpassungen jedoch nur kurz 
beschrieben werden. Für Details sei auf den Quellcode des eingesetzten Tools
19
 und auf die 
Ausarbeitungen zur ursprünglichen Version von Christodoulopoulos (2011) verwiesen. 
Neben Anpassungen an Parametern liegt der Hauptunterschied der Version von Teichmann in der 
genauen Definition der genutzten Features, auf deren Basis die Bestimmung der Wortarten durchgeführt 
wird. Die folgende Auflistung stellt diese vor. 
 Groß- und Kleinschreibung: Für jedes Wort wird vermerkt, ob es nur aus Klein- oder 
Großbuchstaben besteht, ob der Anfangsbuchstabe als einziger kapitalisiert ist oder ob keines 
dieser Merkmale zutrifft. 
 Suffixe: Für jedes Wort wird das eventuell verwendete Suffix als Merkmal markiert. 
 Bindestriche, Interpunktion und Zahlen: Es wird für jede der erwähnten Zeichenklassen 
bestimmt, ob Elemente davon in einem Wort enthalten sind. Trifft dies zu, wird bestimmt, ob 
dies am Anfang, Ende oder in der Mitte des Wortes der Fall ist oder ob das Wort gar vollständig 
daraus besteht. 
 Kookkurrenzen: Hier wird ein Fenster von zwei Wörtern vor und nach dem untersuchten 
Element betrachtet. Für jedes der 100 häufigsten Wörter des Korpus wird dann markiert, wie oft 
es an jeder einzelnen der vier Positionen zusammen mit dem Ausgangswort auftritt. 
Das erwähnte Verfahren wird also auf die Einzelsprachen angewandt. Das Ergebnis dieses Vorgehens ist 
die Zuordnung der Wörter zu abstrakten Klassen. Die dank des übersetzungsbasierten Ansatzes bereits 
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bekannten Wortarten der Sprache werden nun einbezogen. Sie dienen dabei der Einschätzung der Güte 
der einzelnen Klassen und ermöglichen die Zuordnung zu konkreten Wortarten. 
Um dies zu ermöglichen wird wiederum für jede gefundene abstrakte Klasse der Anteil bereits bekannter 
Wortarten bestimmt. Durch variable Wahl eines Schwellwertes für diesen Anteil lässt sich festlegen in 
welchen Fällen Wortarten auch den unbekannten Instanzen der Klasse zugewiesen werden. 
5.7.2.5 Ausbreitungsschritt - Ergebnisse und Evaluation 
Die Anwendung der vorgestellten Methoden führt zu einer deutlichen Verbesserung der Ergebnisse, 
wobei insbesondere für eine deutlich größere Anzahl an Elementen die Wortart bestimmt werden kann. 
Detaillierte Resultate werden nun vorgestellt. 
 
Abbildung 5.3 zeigt für die vier bereits zuvor betrachteten Sprachen erneut den Zusammenhang von 
Precision und Recall, der sich aus der Anwendung der beschriebenen Verfahren ergibt. Auffällig ist dabei 
zum einen, dass nun ein höherer Recall erreicht werden kann.  Bei allen vier Sprachen ist es möglich, 
sämtlichen Elementen Wortarten zuzuweisen. Dabei werden für die Precision Werte zwischen 0,45 und 
0,65 erzielt. Bei sinkendem Recall steigt die Precision wiederum, wenn auch nicht stetig. 
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Abbildung 5.3: Verhältnis von Precision und Recall nach weiterer Analyse. 
Das Verhältnis der Kennwerte zwischen den vier Sprachen ändert sich leicht, der grundlegende Trend 
bleibt jedoch bestehen. Die beiden indoeuropäischen Sprachen bestechen durch höhere Precision bei 
festem Recall, wobei sich das Niederländische bei niedrigem und mittlerem Recall absetzt. Das 
Ungarische erzielt außer bei niedrigem Recall stets bessere Ergebnisse als Swahili, kann jedoch die 
Precision der beiden anderen Sprachen nicht erreichen. 
Die Abbildungen 5.4 bis 5.7 stellen für die Einzelsprachen noch einmal die Ergebnisse gegenüber, um 
den Einfluss der Anwendung des zusätzlichen unüberwachten Taggings zur Ausweitung der Wortart-
Informationen besser einschätzen zu können. Es zeigt sich, dass  im Bereich hohen und mittleren Recalls 
deutliche Verbesserungen der Precision eintreten. Erst bei sehr niedrigem Recall zeigt sich, dass hier die 
Precision der ersten Teilanalyse nicht ganz erreicht wird. Da das Ziel aber eine möglichst umfassende 
Bestimmung der Wortarten für das vorhandene Vokabular ist, fällt dies nicht weiter ins Gewicht. 
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Abbildung 5.7: Verhältnis von Precision und Recall für das Ungarische mit und ohne Verwendung des zusätzlichen unüberwachten 
Taggings. 
Die Abbildungen 5.8 bis 5.11 dienen der Verdeutlichung des Zusammenhangs von Precision, Recall und 
F-Measure. Dabei zeigt sich, dass unabhängig von der Sprache in der Regel bei niedrigem Schwellwert - 
und somit bei hohem Recall - das beste F-Measure erzielt werden kann. 
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Abbildung 5.8: Zusammenhang von Precision, Recall und F-Measure für das Bulgarische unter Verwendung der beschriebenen 
Analyse inklusive unüberwachtem POS-Tagging. 
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Abbildung 5.9: Zusammenhang von Precision, Recall und F-Measure für das Niederländische unter Verwendung der beschriebenen 
Analyse inklusive unüberwachtem POS-Tagging. 
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Abbildung 5.10: Zusammenhang von Precision, Recall und F-Measure für Swahili unter Verwendung der beschriebenen Analyse 
inklusive unüberwachtem POS-Tagging. 
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Abbildung 5.11: Zusammenhang von Precision, Recall und F-Measure für das Ungarische unter Verwendung der beschriebenen 
Analyse inklusive unüberwachtem POS-Tagging. 
5.7.2.6 Wortarten - Zusammenfassung 
Es wurde anhand des Beispiels der Wortartenbestimmung gezeigt, dass Paralleltext sinnvoll zur 
sprachübergreifenden Ausweitung von Eigenschaften sprachlicher Einheiten genutzt werden kann. Das 
auf Basis dieser Texte erstellbare Alignment auf verschiedenen Ebenen dient dabei als Grundlage. 
Strategien zur weiteren Ausweitung der übertragenen Eigenschaften innerhalb der Zielsprachen wurden 
anhand des Beispiels ebenfalls diskutiert und umgesetzt. Möglichkeiten zur Nutzung dieser gewonnenen 
Informationen zur Herleitung typologischer Parameter werden im Folgenden vorgestellt.  
5.7.2.7 Nutzung der gewonnenen Eigenschaften zur Bestimmung typologischer Parameter 
Die gewonnenen Informationen zur Einteilung der Elemente der Einzelsprachen in Wortarten werden nun 
beispielhaft zur Bestimmung des typologischen Parameters Wortstellung genutzt. Dies wird anhand von 
drei Beispielsprachen geschehen, ist jedoch ohne weitere Anpassungen für die übrigen untersuchten 
Sprachen möglich. 
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a Verfahren 
Das Ziel der in diesem Kapitel vorgestellten Analysen ist die Bestimmung typologischer Parameter. 
Entsprechend werden nachstehend die mittels des Bootstrapping-Ansatzes bestimmten Eigenschaften der 
sprachlichen Einheiten genutzt, um  typologische Parameter abzuleiten. Beispielhaft wird in diesem Fall 
die typische Wortstellung der Einzelsprachen betrachtet. Die vorherige Ermittlung der Wortarten in den 
Einzelsprachen sollte Einblicke in den Zustand dieses Parameters ermöglichen. 
Allerdings existieren bei dem gewählten Beispiel einige problematische Aspekte, die nachfolgend 
diskutiert werden. Anhand dieser wird das genaue Vorgehen motiviert. 
Wie in den vorangegangenen Analysen ersichtlich wurde, werden bei der Wortartbestimmung, je nach 
Sprache, unterschiedlich hohe Fehlerraten erreicht. Für diese Anwendung ist es von Interesse, wie sich 
die Fehlerraten von Nomen, Pronomen und Verben im Vergleich dazu verhalten. Schließlich handelt es 
sich bei diesen um die Wortarten, die in typischen Sätzen die für die Analyse interessanten Positionen 
einnehmen. Abbildung 5.12 zeigt Precision und Recall dieser drei Wortarten im Vergleich zu den 
Durchschnittswerten für alle Wortarten. Das Beispiel beinhaltet die Daten des Niederländischen, der hier 
aufgezeigte Trend bestätigt sich aber bei der Betrachtung weiterer Sprachen. Es wird deutlich, dass 
Normen, Pronomen und Verben mit höherer Precision bei festem Recall bestimmt werden können. 
Besonders im Fall eines hohen Recalls ist der Unterschied deutlich. Es ist also davon auszugehen, dass 
bei der Bestimmung dieser Wortarten im Mittel nur geringe Fehler gemacht werden. 
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Abbildung 5.12: Precision und Recall für die Bestimmung der Wortarten des Niederländischen, in einem Fall werden alle Wortarten 
betrachten, in dem anderen nur Nomen, Pronomen und Verben. 
Es ist natürlich festzuhalten, dass nur durch die Bestimmung der Wortart noch nicht Subjekt und Objekt 
eindeutig identifiziert sind. Zwar überwiegen die Sprachen deutlich, bei denen das Subjekt vor dem 
Objekt steht, aber auch seltener auftretende Fälle sollten korrekt behandelt werden können. Außerdem 
können in einem Satz noch weitere Nomen oder Pronomen auftreten. Aus diesem Grund wird die Analyse 
durch Heranziehen der Übersetzungsinformationen des Paralleltextes erweitert. Diese werden genutzt, um 
ausgehend von einer Quellsprache die nötigen Informationen zu übertragen. Dazu werden die 
Kasusinformationen der Nomen, die mittels eines Taggers bestimmt wurden, ausgewertet. Dies geschieht 
unter der Annahme, dass das in der Quellsprache im Nominativ stehende Wort das Subjekt ist und dass 
auch dessen Übersetzung in der Regel wieder die Rolle des Subjekts in der Zielsprache übernimmt.  
Auf diese Weise werden die bereits vorhandenen Übersetzungsdaten mit in die Analyse einbezogen. 
Denkbar wäre auch eine Analyse der Wortstellung nur auf Basis der automatisch geschlossenen 
Übersetzungsinformationen. Als problematisch könnte sich hier aber die Fehlerrate herausstellen. Die 
korrekte Zuordnung einzelner Wörter über Sprachgrenzen hinweg ist aufgrund der geringen Häufigkeit 
der Einzelwörter ein schwieriges Unterfangen. Oftmals ist nur die Einschränkung auf eine Liste 
möglicher Übersetzungskandidaten möglich. 
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Die verschiedenen Wortarten hingegen sind in den vorhandenen Daten stets mit hoher Anzahl vertreten. 
Die vorherige Einschränkung auf jene Sätze, bei denen die nötigen Wortartinformationen vorliegen, 
ermöglicht eine Auswahl des korrekten Übersetzungskandidaten mit höherer Wahrscheinlichkeit. 
Weitere Problemstellungen ergeben sich aufgrund der häufigen Nebensatzkonstruktionen in vielen 
Bibelübersetzungen. Je nach Sprache ergibt sich dadurch eine untypische Wortstellung in diesen Sätzen. 
Auch kann die relativ freie Wortstellung in einigen Sprachen als ungünstig angeführt werden. Ein 
Beispiel für die beiden angeführten Punkte ist das Deutsche. 
Diesen Problemen soll zum einem durch Auswahl einer Quellsprache mit relativ flexibler Wortstellung 
Rechnung getragen werden, dem soeben erwähnten Deutschen. Jene Sätze, die in dieser Sprache die 
übliche Wortstelle Subjekt Verb Objekt aufweisen, sind mit hoher Wahrscheinlichkeit Hauptsätze. Es ist 
zu vermuten, dass diese auch bei der Übersetzung in weitere Sprachen als normal geformte Hauptsätze 
ausgedrückt werden. Die Auswahl der Sätze, die untersucht werden, soll durch weitere Vorgaben 
eingeschränkt werden. Im Rahmen der Analyse wurden die Frequenzen der Einzelwörter bestimmt. Diese 
wird genutzt, um jene Sätze auszusortieren, die sehr seltene Wörter enthalten. Eine geringe Frequenz 
eines Wortes erschwert die Bestimmung dessen korrekter Wortart bzw. Übersetzung, was zu einer 
Verschlechterung der Ergebnisse führen würde. 
Des Weiteren werden nur möglichst kurze Sätze verwendet, die darüber hinaus möglichst nur ein Verb 
höchstens aber zwei enthalten. Auch dies soll der Erhöhung der korrekten sprachübergreifenden 
Zuordnung der Einheiten dienen. 
Unter Beachtung der genannten Einschränkungen werden für die Analyse 20 Sätze einer deutschen Bibel 
ausgewählt. Dies geschieht unter der Annahme, dass bereits diese geringe Anzahl an Sätzen dank der 
restriktiven Auswahl aussagekräftig ist. Beispiele dieser Sätze sind in Tabelle 5.7 aufgelistet. Mithilfe der 
vorgestellten Verfahren werden für dieselben Sätze der Zielsprache die wahrscheinlichsten 
Übersetzungskandidaten und die Wortart aller vorkommenden Wörter bestimmt. 
 
Ich bin das Brot des Lebens. 
Salomo aber baute ihm ein Haus. 
Ich danke meinem Gott, so oft ich euer gedenke. 
Ich nehme nicht Ehre von Menschen; 
Denn auch der Leib ist nicht ein Glied, sondern viele. 
Tabelle 5.7: Für die Analyse der Wortstellung genutzte Quellsätze des Deutschen. 
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b Evaluation 
Nachstehend werden die Ergebnisse der Analyse für drei Sprachen vorgestellt. Hierzu wurden 
Niederländisch, Türkisch und Swahili ausgewählt, welche drei verschiedenen Sprachfamilien angehören. 
Diese Zusammensetzung wurde genutzt, da sowohl für die Auswahl der Beispielsätze als auch als 
Ausgangssprache der Wortartbestimmung stets indoeuropäische Sprachen genutzt wurden. Auf diese 
Weise soll eine Übertragbarkeit auch auf nicht verwandte Sprachen geprüft werden. 
Zuerst sollen die Ergebnisse des Niederländischen betrachtet werden. Abbildung 5.13 verdeutlicht erneut, 
welche Informationen zum Schließen der Wortstellung herangezogen werden. Daraus ergeben sich 
Voraussetzungen für die Nutzung eines Satzes. Zum einen muss der Satz in der Zielsprache vorliegen. 
Eine absolute Vollständigkeit elektronisch aufbereiteter Bibeln ist allerdings nicht immer gegeben. 
Darüber hinaus müssen automatisch ermittelte Übersetzungskandidaten von Subjekt, Verb und Objekt in 
der Zielsprache vorhanden sein. Außerdem ist es notwendig, dass die Wortarten dieser 
Übersetzungskandidaten mit den vorgestellten Verfahren bestimmt werden können. Nur wenn alle drei 
Punkte erfüllt sind, wird der Satz in die Auswertung einbezogen. 
 
Abbildung 5.13: Zum Schließen der Wortstellung genutzte Informationen. 
Bei der Analyse der niederländischen Wortstellung können drei Sätze aufgrund fehlender POS-
Informationen und drei Sätze aufgrund fehlender Übersetzungen nicht genutzt werden. Von den 
verbliebenen 14 weisen 13 eine SVO-Wortstellung auf, was der für das Niederländische erwarteten 
Eigenschaft entspricht. 
Im Falle des Swahili fehlt zu einem Bibelvers die Übersetzung. Erneut disqualifizieren sich je drei 
weitere Elemente durch fehlende POS-Informationen und Übersetzungen. In den 13 vollständig 
annotierten Sätzen ist die Wortstellung stets Subjekt - Verb - Objekt. 
In der vorliegenden elektronischen Fassung der Bibel in Türkisch fehlen insgesamt zwei der 20 
untersuchten Verse. Darüber hinaus fehlen in vier Sätzen Informationen zu den Wortarten und in weiteren 
dreien konnten nicht alle nötigen Wörter übersetzt werden. Von den verbliebenen 11 Sätzen weisen 
jedoch 10 die im Türkischen vorherrschende SOV-Wortstellung auf. 
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5.8 Zusammenfassung und Ausblick 
Dieses Kapitel hat sich erfolgreich mit der Quantifizierung sprachübergreifender Beziehungen zwischen 
sprachlichen Eigenschaften beschäftigt. Dabei konnte eine große Anzahl von signifikanten Korrelationen 
und Zusammenhängen ermittelt werden. Grundlage dafür stellen die umfangreichen Sprachstatistiken dar, 
die im Rahmen der Arbeit automatisiert und standardisiert generiert wurden. Dank des bemerkenswerten 
Umfangs der genutzten Sprachressourcen konnten Ergebnisse hoher statistischer Signifikanz erzielt 
werden, wodurch sich die vorgestellten Analysen von anderen Arbeiten des Felds abheben. Die 
untersuchten sprachtypologischen Parameter umfassen dabei Eigenschaften verschiedener Teilgebiete der 
Sprache wie Morphologie oder Syntax. Aber auch zwischen den Messwerten konnten Korrelationen 
nachgewiesen werden. 
Ein Großteil der Ergebnisse wurde im Rahmen dieser Arbeit interpretiert. Komplexere Zusammenhänge 
bedürfen jedoch weiterer Untersuchungen, um eine korrekte Einordnung zu ermöglichen. 
Außerdem wurden Verfahren vorgestellt, die die Bestimmung typologischer Parameter auf Basis von 
gemessenen Sprachstatistiken zulassen. Dabei stellten sich die weit verbreiteten Verfahren des 
maschinellen Lernens als leicht auf sprachtypologische Fragestellungen anwendbar heraus. Am Beispiel 
des morphologischen Typs und der Wortstellung konnte gezeigt werden, dass Sprachparameter durch 
Messwerte vorhergesagt werden können, mit denen sie in Zusammenhang stehen. Durch Kombination 
mehrerer sprachlicher Eigenschaften kann die Korrektheit der Vorhersagen noch gesteigert werden. Da 
die verwendeten Techniken zu den multivariaten Verfahren gehören, ist dies problemlos möglich. Die 
Anwendung der Verfahren zur Bestimmung weiterer typologischer Parameter auf Basis der vorgestellten 
Statistiken bietet sich als zukünftiger Forschungsinhalt an. 
Es wurde des Weiteren nachgewiesen, dass Paralleltext zur sprachübergreifenden Ausweitung von 
Eigenschaften sprachlicher Einheiten genutzt werden kann. Inwieweit diese dann zur automatischen 
Bestimmung typologischer Parameter Verwendung finden können, wurde in diesem Abschnitt der Arbeit 
an einem Beispiel gezeigt. Je nach genutzter Eigenschaft und zu bestimmendem Parameter muss die 
Vorgehensweise entsprechend angepasst werden. Auftretende Problemstellungen müssen wie im Beispiel 
erkannt und beachtet werden. 
Die hier erstellten POS-Informationen können auch zur Bestimmung weiterer typologischer Parameter 
sinnvoll herangezogen werden. Angeführt sei hier z.B. die in Abschnitt 5.6.5 analysierte bevorzugte 
Position der Kasusmarkierung der Sprachen. In der dort vorgestellten Analyse war es nur möglich die 
Position zu bestimmen, an der eine Sprache generell die meiste Affigierung vornimmt. Mithilfe der 
zugeordneten Wortarten wäre es nun möglich gezielt den Ort dieser Prozesse für einzelne Wortarten zu 
untersuchen. Diese Analysen werden im Rahmen dieser Abhandlungen nicht mehr durchgeführt, eine 




Diese Arbeit hat sich mit verschiedenen Aspekten der Nutzung korpusbasierter Statistiken in 
quantitativen typologischen Untersuchungen auseinandergesetzt. Insgesamt gilt es dabei festzuhalten, 
dass eine vergleichbare ganzheitliche Arbeit zur Nutzung von Textkorpora für sprachtypologische 
Analysen nach Wissen des Autors nicht existiert. Die einzelnen Abschnitte der Arbeit können als Teile 
einer sprachunabhängigen Prozesskette angesehen werden, die somit umfassende Untersuchungen zu den 
verschiedenen Sprachen der Welt erlaubt. Es werden dabei die Schritte von der automatisierten Erstellung 
der grundlegenden Ressourcen über die mathematisch fundierten Methoden bis hin zum fertigen Resultat 
der verschiedenen typologischen Analysen betrachtet. 
Hauptaugenmerk der Untersuchungen lag zum einen auf den Textkorpora, die der Analyse zugrunde 
liegen, insbesondere auf ihrer Beschaffung und Verarbeitung unter technischen Gesichtspunkten. Es 
schlossen sich Abhandlungen zur Nutzung der Korpora im Gebiet des lexikalischen Sprachvergleich an, 
wobei eine Quantifizierung sprachlicher Beziehungen mit empirischen Mitteln auf einer einheitlichen 
Darstellungsebene der Sprachen erreicht wurde. 
Darüber hinaus wurden die Korpora als Basis für automatisierte Messungen sprachlicher Parameter 
verwendet.  Zum einen wurden derartige messbare Eigenschaften vorgestellt, zum anderen wurden sie 
hinsichtlich ihrer Nutzbarkeit für sprachtypologische Untersuchungen systematisch betrachtet. 
Abschließend wurden Beziehungen dieser Messungen untereinander und zu sprachtypologischen 
Parametern untersucht. Dabei wurden quantitative Verfahren eingesetzt. 
Die folgenden Abhandlungen fassen wichtige Erkenntnisse und Beiträge zum Forschungsgebiet kurz 
zusammen und bieten zusätzlich einen Ausblick auf weiterführende Untersuchungen, die sich auf dieser 
Basis anbieten. 
1. Es konnte eine umfassende Sammlung an Textdaten aufgebaut werden, die sich als Basis für 
sprachtypologische Untersuchungen anbietet. Hauptaugenmerk lag dabei auf den technischen 
Aspekten, um eine automatische Erstellung von Textdaten in einer Vielzahl von Sprachen auf 
Basis von frei im Web verfügbaren Ressourcen zu ermöglichen. Es wurden Korpora der 
Gegenwartssprache in mehr als 300 Sprachen erzeugt. Für Einzelsprachen konnten darüber 
hinaus Korpora verschiedener Quellen, Textsorten oder Sachgebiete generiert werden. Dabei 
wurden Quellen wie allgemeiner Webtext, Nachrichten oder Wikipedia sowie Sachgebiete wie 
Sport, Politik, Wissenschaft oder Wirtschaft unterschieden. Ergänzt werden die Textressourcen 
des Weiteren durch Paralleltext, welcher weiterführende Analysemöglichkeiten eröffnet. Es 
konnten unter anderem religiöse Texte wie Bibeln in über 800 Sprachen zusammengetragen und 
aufbereitet werden. Viele der Texte wurden im Rahmen der Leipzig Corpora Collection frei 
zugänglich gemacht, für weitere ist dies in Planung. 
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Es wurden Quellen und Strategien beschrieben, die die automatisierte Beschaffung von 
Textdaten aus dem World Wide Web für eine große Anzahl Sprachen ermöglichen. Darüber 
hinaus wurden detailliert die Arbeitsschritte erläutert, die zur Erstellung von Textkorpora hoher 
Qualität in einer großen Anzahl von Sprachen aus diesen Daten nötig sind. Zu diesen Schritten 
gehörten unter anderem die Textextraktion, die Sprachseparierung, die Zerlegung der Texte in 
Sätze und Wörter und die Säuberung der Daten. Möglich war die Erstellung der genannten 
umfangreichen Textressourcen nur unter Einhaltung möglichst großer Sprachunabhängigkeit bei 
allen durchgeführten Arbeitsschritten. Die erzeugten Korpora dienten dann als Grundlage 
verschiedener sprachtypologischer Analysen. 
 
2. Es konnte gezeigt werden, dass schon allein auf Basis des in Texten gebrauchten Vokabulars 
eine Quantifizierung der Ähnlichkeit von Sprachen erfolgen kann. Damit unterscheiden sich die 
vorgestellten Methoden grundlegend von auf handgepflegten Listen basierenden Ansätzen, die in 
diesem Feld üblich sind. 
Es wurden Methoden eingeführt, die den Vergleich von den hunderten untersuchten Sprachen 
auf Grundlage der im Text vorkommenden Wörter und Zeichentrigramme - also auf 
orthographischer Ebene - zulassen. Dabei stellte sich der trigrammbasierte Ansatz als vorteilhaft 
heraus in Bezug auf die Qualität der Ergebnisse und die Unabhängigkeit von anderen 
Korpuseigenschaften wie dem Sachgebiet der Texte. Es wurden mehrere mathematisch fundierte 
Vergleichsmethoden für die untersuchten Features eingeführt und verglichen. Diese basierten auf 
etablierten Konzepten wie dem Vektorraummodell und wurden teilweise für die vorgesehene 
Anwendung angepasst. Betrachtet wurden außerdem Faktoren wie der Umfang und die 
Gewichtung der untersuchten Elemente. Erweitert wurde der Ansatz durch die Transliteration 
verschiedener Schriftsysteme in eine einheitliche Darstellung, wodurch die 
Sprachunabhängigkeit des Ansatzes sichergestellt wurde. Schließlich wurden Kriterien 
eingeführt, die es zulassen, für Einzelsprachen die Menge der auffällig ähnlichen Sprachen zu 
bestimmen. 
Zusätzlich wurde gezeigt, dass die Verwendung von Paralleltext sinnvoll für die Untersuchung 
von Sprachähnlichkeiten genutzt werden kann. Basierend auf dem Alignment der Texteinheiten 
wurde die Ähnlichkeit der Verteilung der Wörter über Sprachgrenzen hinweg betrachtet. Dies 
stellte sich als sinnvolles Maß heraus, um eine abstraktere Sprachähnlichkeit zu untersuchen. Da 
die tatsächliche Ausprägung der Wortformen in dieser Analyse nicht entscheidend ist, war auch 
hier eine Sprachunabhängigkeit gegeben. 
Abschließend wurden unter den gefundenen Wortpaaren Kognaten identifiziert und erfolgreich 
für den Sprachvergleich genutzt. Ein Schwerpunkt lag hier auf der Anwendung von Verfahren, 
die auf automatischem Wege Ähnlichkeiten auf der Ebene der Phonetik oder Orthographie 
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ermitteln. Die Nutzung phonetischer Beschreibungen der untersuchten Wörter stellte sich dabei 
als vorteilhaft heraus. 
3. Es wurde eine umfangreiche Auswahl charakteristischer Statistiken präsentiert, die mit 
automatischen Mitteln für Textkorpora der Sprachen der Welt erstellt werden können. Grundlage 
der durchgeführten Messungen sind die zuvor erstellten Korpora in mehreren hundert Sprachen. 
Zu den betrachteten Statistiken gehören grundlegende Messwerte wie Satzlänge, Wortlänge und 
Textabdeckung. Aber auch komplexere Eigenschaften konnten bestimmt werden. Dies schließt 
Betrachtungen zum Zipfschen Gesetz, zu Zeichen-N-Grammen, zum Auftreten von Präfixen und 
Suffixen, zum Vokabelreichtum, zu Kookkurrenzen und zu komplexeren Einheiten wie Silben 
ein. Ziel ist die Anwendung dieser Statistiken für sprachtypologische Untersuchungen, weshalb 
zusätzlich die Motivation für deren Generierung erläutert wurde. 
4. Sich anschließende Analysen haben grundlegende Anforderungen an die Statistiken behandelt, 
die sich aus deren geplanter Anwendung ergeben. Dabei wurde zum einen die 
zwischensprachliche Varianz der Messwerte untersucht. Zum anderen wurde der Einfluss von 
Charakteristika der Korpora wie Korpusgröße, Textsorte oder Sachgebiet auf die Statistiken 
betrachtet. Diese Analysen ermöglichen Aussagen über Voraussetzungen, die für die 
Anwendung spezifischer Messungen in den späteren typologischen Untersuchungen erfüllt sein 
müssen. 
Darüber hinaus wurde die Validität gemessener Statistiken untermauert, indem gezeigt wurde, 
dass sie in der Regel zwischen Sprachen, die in enger genealogischer Beziehung stehen, in 
geringerem Maße schwanken. Je nach betrachteter Sprachfamilie und Statistik gab es allerdings 
Ausnahmen, deren Umstände sich als weiterführende Forschung anbieten. 
5. Abschließend wurden die gewonnenen korpusbasierten Messwerte für sprachtypologische 
Untersuchungen eingesetzt. Dabei konnte mit quantitativen Mitteln eine Vielzahl von 
Zusammenhängen untereinander bzw. mit typologischen Parametern aufgezeigt werden. Auch 
dank des Umfangs der genutzten Sprachressourcen - es wurden Korpora in über 700 Sprachen 
eingesetzt - konnten dabei Ergebnisse hoher statistischer Signifikanz erzielt werden. Nur durch 
strikte Anwendung automatischer und sprachunabhängiger Methoden war dies möglich. 
Dadurch heben sich die Analysen zusätzlich von anderen Arbeiten des Feldes ab. 
Es konnten unter anderem signifikante Zusammenhänge zwischen Messungen der Wortlänge, 
der Silben pro Wort, der Wörter pro Satz oder der Anzahl automatisiert gezählter Affixe mit dem 
morphologischen Typ der untersuchten Sprachen nachgewiesen werden. Auch eine Beziehung 
zwischen automatisch ermittelten Parametern der Verteilung der Prä- und Suffixe und der 
typologischen Einordnung bezüglich des Ortes der Kasusmarkierung wurde aufgezeigt. 
Viele der ermittelten Zusammenhänge typologischer Parameter mit Korpusstatistiken wurden 
dabei nach Wissen des Autors zum ersten Mal nachgewiesen. Einige dieser Beziehungen stellten 
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dabei komplexe Zusammenhänge dar. Es wurden Ansätze für weitere Analysen aufgezeigt, die 
eine detaillierte Untersuchung dieser Beziehungen ermöglichen. 
6. Auch die Möglichkeit der Bestimmung typologischer Parameter wurde in dieser Arbeit 
behandelt. Zum einen geschah dies durch Methoden des maschinellen Lernens, wobei die 
Vorteile der Nutzung dieser multivariaten Techniken thematisiert wurden. Zum anderen kamen 
sogenannte Bootstrapping-Verfahren zum Einsatz. Sprachliche Merkmale, die nur für 
ressourcenstarke Sprachen automatisiert erstellt werden können, konnten auf diese Weise auf 
weitere Sprachen übertragen werden. Die Verwendung dieses Wissens zur Bestimmung 
typologischer Parameter wurde erfolgreich am Beispiel der Wortstellung demonstriert. Weitere 
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Die vorliegende Arbeit setzt sich mit verschiedenen Aspekten der Nutzung korpusbasierter Statistiken in 
quantitativen typologischen Untersuchungen auseinander. Eine vergleichbare ganzheitliche Arbeit zur 
Nutzung von Textkorpora für sprachtypologische Analysen existiert nach Wissen des Autors nicht. Die 
einzelnen Abschnitte der Arbeit können als Teile einer sprachunabhängigen Prozesskette angesehen 
werden, die somit umfassende Untersuchungen zu den verschiedenen Sprachen der Welt erlaubt. Es 
werden dabei die Schritte von der automatisierten Erstellung der grundlegenden Ressourcen über die 
mathematisch fundierten Methoden bis hin zum fertigen Resultat der verschiedenen typologischen 
Analysen betrachtet. 
Hauptaugenmerk der Untersuchungen liegt zunächst auf den Textkorpora, die der Analyse 
zugrundeliegen, insbesondere auf ihrer Beschaffung und Verarbeitung unter technischen 
Gesichtspunkten. Es schließen sich Abhandlungen zur Nutzung der Korpora im Gebiet des lexikalischen 
Sprachvergleich an, wobei eine Quantifizierung sprachlicher Beziehungen mit empirischen Mitteln 
erreicht wird. 
Darüber hinaus werden die Korpora als Basis für automatisierte Messungen sprachlicher Parameter 
verwendet.  Zum einen werden derartige messbare Eigenschaften vorgestellt, zum anderen werden sie 
hinsichtlich ihrer Nutzbarkeit für sprachtypologische Untersuchungen systematisch betrachtet. 
Abschließend werden Beziehungen dieser Messungen untereinander und zu sprachtypologischen 
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