either S1 cortex or PoM thalamus may generate the The spike response of units in S1 cortex largely reproinitial response in vibrissa M1 cortex, the amplitude of duced the shape of the stimulus. In contrast, the spikthe stimulus-evoked response in M1 cortex was essening output of units in M1 cortex were modulated solely tially extinguished after either lidocaine application to as a sinusoid at the repetition rate of the stimulus for S1 cortex to block action potentials or the ablation of frequencies between 5 and 15 Hz; this range corre-S1 cortex (Farkas et al., 1999) . In an analogous case, sponds to that of natural whisking. Thus, the S1 to M1 significant reductions in M1 cortical responses were transformation extracts the fundamental frequency found after lesions to S1 cortex in cat (Andersson, 1995; from a spectrally rich stimulus. We discuss our results
Results

Location of Recording Sites
There is some discord as to the exact location and continuity of M1 vibrissa cortex ( Weiss and Keller, 1994) . Thus, we used standard stimulation procedures (see Experimental Procedures) and derived maps for our species and age group of rats. We found that there is a contiguous region in frontal cortex for which microstimulation with peak amplitudes of 20 to 40 A led to motion of the vibrissae (low-threshold area in Figure 1A ). The location of this region is consistent with that described previously for rat. In addition, we observed a separate region in the parietal cortex for which microstimulation with peak amplitudes of 40 to 60 A led to motion of the vibrissae (high-threshold area in Figure 1A ). This region spans the primary vibrissa and dysgranular areas of somatosensory cortex and is in accord with the findings of Gioanni and Lamarche (1985) . We chose to place our recording chamber for M1 cortex over the low-threshold area of frontal cortex (Experimental Procedures). The recording chamber for S1 cortex was placed over parietal cortex using previously defined coordinates (Experimental Procedures).
At the termination of each recording session, we reconstructed the tracks of selected electrodes to confirm that they remained in the specified regions of cortex (Experimental Procedures; Figures 1B and 1C) . For the example of Figure 1C , the lesion that marks the end of the electrode (arrow) is close to the medial edge of the barrel field and is consistent with the finding that the principal vibrissa for this electrode was E1. Here, as in general, the majority of the electrodes were located in the vicinity of the layer 4 to 5 border.
Stimulation Paradigm
We stimulated individual vibrissae with a localized pulse of air to achieve a maximum deflection amplitude of 5Њ (Figure 2A ; Experimental Procedures). Our stimuli were confined only to the major vibrissae, i.e., the straddlers and those in the posterior three arcs of rows (B), (C), or the onset of the air puff; (t ϭ 28 and 32 ms frames in Figure 2A ). We also observed no discernable motion of neighboring vibrissae or contact between vibrissae Control for Reflexive Movements (Figure 2A ), even for this highly exaggerated deflection.
Our experimental paradigm assumes that the animals Movement of a single vibrissa, rather than multiple vihold their vibrissa fixed, so that neurological signals in brissae, minimizes the interaction among neurons in S1
M1 cortex can be related to the stimulus input and not cortex (Simons, 1983; 1985) and thus simplifies the sento motor output. We thus checked if periodic deflection of the vibrissae led to a reflexive entrainment of vibrissa sory input. 
movement. The rectified mystacial electromyogram
for periods of 100 s. For a particular data set with a stimulus repetition rate of 7 Hz ( Figure 2E ), we observed (EMG) was recorded during epochs of spontaneous activity, as well as during stimulation (Experimental Procethat the stimulus-triggered EMG had an amplitude that was less than 0.03 times that of the EMG associated dures). In general, the EMG activity was relatively low as the rat held its vibrissae at constant position. No with natural whisking (cf. segment 2 in Figure 2D with Figure 2E ). Qualitatively similar results were observed aspect of the EMG activity appeared to follow the stimulus (segment 1 in Figure 2D ). Further, the rat could be with all other animals (n ϭ 5). This result shows that the reflexive response is weak, albeit not zero. Lastly, the induced to whisk (segment 2 in Figure 2D ) or protract and probe with its vibrissae (segment 3 in Figure 2D ) amplitude of the reflexive response is seen to decrease with increasing stimulation frequency ( Figure 2F ). for selected epochs. In all cases, even in the presence of rhythmic whisking, there was no obvious synchrony between the EMG output and the rhythmic stimulus.
Unit Recordings
We focus first on a specific example to illustrate the As a means to quantify a potential low level of entrainment, we correlated the EMG activity with stimulation typical response for units in S1 and M1 cortices (C and G) The spectral power density for the stimulus-driven part of the response is depicted. The height of each arrow corresponds to the magnitude of the coefficient for power at the fundamental frequency of the periodic stimulus, denoted 1 , or at the n-th harmonic of the stimulus, denoted n , where n ϭ n ϫ 1 . Only coefficients that surpassed the value set by an F test at the 95% confidence level were accepted. Note that the stimulus-driven spectrum for the sensory unit has multiple harmonics, consistent with a pulsatile response, while that for the motor unit has power only as the fundamental frequency (i.e., the stimulus repetition rate). These coefficients, along with their phase, were used to reconstruct the transfer functions shown in parts ( In addition to the punctate, initial response, there was a broad, long-latency response ( Figure 3A ). This compowhisker D2. We calculated the event-triggered average to form the instantaneous spike rate as a function of nent has also been observed in anesthetized animals (Armstrong-James and George, 1988; Chapin et al., time over one period of the stimulus (100 s for a total of 500 events) (inserts in Figures 3A and 3E ).
1981; Kleinfeld and Delaney, 1996), although it is known to be labile for measurements performed under anestheThe Basic Response in S1 Cortex We observed that the unit in S1 cortex had a rapid sia (Chapin et al., 1981) . The Basic Response in M1 Cortex initial response ( Figure 3A ) so that the stimulus-triggered average spike train appeared as a sequence of pulses In contrast to the result for S1 cortex ( Figure 3A) , the spiking output of the unit in M1 cortex exhibited only a (insert to Figure 3A ) that approximated the form of the stimulus ( Figure 2C ). The width of the initial response smoothly varying response across the entire interstimulus interval ( Figure 3E ). Thus, the response for this unit was 16 ms, and the latency to the peak of the response relative to the onset of the puff was approximately 10 appears as a weak sinusoidal modulation of a spike rate (insert in Figure 3E ), as opposed to the set of periodic ms. The width is somewhat greater than that published for anesthetized animals (Armstrong-James et al., 1992), pulses that formed the stimulus. Further, the maximum modulation of the spike rate was relatively weak comas would be expected, with slight changes in the position of the vibrissae over the course of a measurement. pared with that of the sensory unit. For illustration, we again consider the data of Figure  3 with a drive frequency of 1 ϭ 5 Hz. For the sensory unit, the spectral power density shows a smoothly varying baseline and a clear series of peaks near 5, 10, 15, and 20 Hz ( Figure 3B ). The driven part of the spectral density was found to consist of statistically significant peaks at the fundamental frequency, 1 , and the first eight harmonics of the drive frequency, i.e., 1 through 9 ϭ 9 ϫ 1 ( Figure 3C ). The transfer function that was reconstructed from this spectral decomposition, which is statistically lation. We again obtain the peak centered at 5 Hz (insert in Figure 3D ), which verifies the fidelity of our spectral estimation procedures. Further, a similar peak is seen in the residual spectrum when the drive frequency was Punctate Responses for Units in S1 Cortex 15 Hz rather than 5 Hz (insert in Figure 3D ).
The response of all of the units from S1 cortex were The spectral power density of the spike train of the locked to the stimulus. The vast majority of units, i.e., motor cortical unit exhibited a broad peak at low fre-83% (43 out of 52), exhibited a punctate response for quencies but was otherwise featureless ( Figure 3F ). This the full range of stimulation frequencies used in this spectrum was found to consist of a statistically signifistudy (1 to 20 Hz). Approximately one third of these units cant peak only at the fundamental frequency ( Figure 3G ).
(15 out of 43) further exhibited a discernable delayed The transfer function thus consists of a background rate response, as in figure 3A . The remaining 17% (9 out that was modulated purely as a sinusoid. This function of 52) of the responses corresponded to a sinusoidal and the associated 95% confidence intervals are seen modulation of the spike rate that was similar to that of to fit the stimulus-triggered average quite well (thin lines the typical motor units ( Figure 3E ). in Figure 3E ). Lastly, the residual spectrum for this examThe temporal aspects of the response of all units in S1 ple exhibited a smoothly varying baseline and a broad cortex were summarized in terms of a set of parameters peak near zero frequency ( Figure 3G ). As in the case of (insert in Figure 4A ). The latency to the peak of the the sensory unit, this motor unit shows a similar spectral initial response was quite variable for low stimulation peak in its spontaneous activity prior to the stimulus frequencies (i.e., less than 5 Hz) and then approached a plateau value of about 25 ms ( Figure 4A ). The magniepoch (insert in Figure 3G) . . Units in layer 4 nominally exhibit a constant latency while those in layer 5 exhibit a latency that decreases with increasing stimulation rate. Lastly, the spike rate of our units from S1 cortex were essentially independent of the stimulation frequency ( Figure 4C ). On average, the rate was 5.6 Ϯ 4.4 Hz (mean Ϯ SD), and the spontaneous rate was essentially the same as the driven rates ( Figure 4B ). In toto, the correspondence between the essential results with our awake preparation and past results with paralyzed or anesthetized animals validate our preparation as a behavioral model. The responses were uniformly distributed as a function of phase ( Figure 6B) . Lastly, the firing rate of units in M1 cortex was variable at low stimulation frequencies tion of preferred phases for units in S1 cortex during (i.e., less than 5 Hz) but then approached a constant active whisking in air (Fee et al., 1997). value ( Figure 6C ). On average, the rate was 7.0 Ϯ 7.0 Hz Background Oscillations for Units (mean Ϯ SD).
Adaptive Tuning for Units in M1 Cortex
In light of the partial entrainment of many units in M1 In toto, the essential aspect of this data is that the cortex to the stimulation frequency ( Figure 3H ), we exform of the temporal response remains a pure sinusoid amined the tendency of units to produce oscillatory as the repetition rate of the stimulus is varied by a factor spiking (i.e., excess spiking in a narrow frequency band) of three. This result is particularly robust in that it encomduring periods of spontaneous activity. Three classes passes the natural whisking frequencies (gray band in emerged. A first class encompassed units with a statisti- Figure 5E ). Further, different units have different preferred phases. This distribution is similar to the distribucally significant tendency to spike in a band between 5 and 9 Hz (29% or 8 of 28 units across five animals; Figure  6D and right-hand insert in the Figure) ; significance was judged by a spectral peak that exceeded the mean rate at the 95% confidence limit (gray bands in inserts to Figure 6D ). A second class encompassed units with a significant tendency to produce a low-frequency rhythm that peaks below 1 Hz frequency (31%; Figure 6D and left-hand insert in the Figure) . A third class encompassed units with featureless spectral densities (40%). These data suggest that M1 cortex contains units that can function as intrinsic oscillators. Further, during epochs of stimulation, all of these units were partially entrained to the stimulus frequency. In contrast to the results for vibrissa M1 cortex, the spontaneous activity from only a single unit from S1 cortex data showed a statistically significant tendency to spike in a band that was centered away from zero frequency (1 of 16; Figure 3D ). This suggests that sustained spontaneous oscillations in S1 cortex are less pronounced in awake animals than in the anesthetized rat (Ahissar et al., 1997). We did observe a strong tendency for units in S1 cortex to produce excess spikes below 1 Hz (50%; data not shown), qualitatively consistent with the findings for anesthetized animals (Ahissar et al., 1997).
Discussion
The central finding of this study is that units in vibrissae M1 cortex transform the punctate vibrissa deflections into a sinusoidal response ( Figures 3E-3G, 5, and 6) . The stimulus-evoked spikes for units in S1 cortex mimic the temporal form of the sensory stimulus as the firing rate captures both the fundamental and harmonic frequencies that comprise the mathematical description of the temporal patterns of the applied stimuli ( Figures  3A-3C) . The spike rate for units in M1 cortex carry forward only the fundamental frequencies for stimuli applied at different frequencies; however, the harmonic frequencies are not encoded in unit activity recorded from M1 cortex (Figures 3 and 5 ). This transformation occurs over a broad range of stimulus frequencies, 5 to 15 Hz (Figure 5E ), which corresponds to the range of 
Neuronal Mechanisms for the Computation the oscillators affect the timing of each other's output, but not the shape of their respective action potentials of the Fundamental Frequency The work of Toldi and coworkers (Farkas et al., 1999) (Ermentrout and Kleinfeld, 2001
). This provides a means to lock the output of motor and sensory cortical units strongly suggests that the input to vibrissa M1 cortex is dominated by efferents from S1 cortex. We argue over a range of frequencies (Sompolinsky et al., 1990), which is 1 to 20 Hz in the present case ( Figure 5E ). that the sinusoidal response in vibrissa M1 cortex is incompatible with a linearly filtered version of the pulsaWhile not impossible, there is presently no apparent mechanism for a circuit of coupled oscillators to phase tile response in S1 cortex. However, an adaptive filter, i.e., one with a narrow pass-band whose center frelock at solely the fundamental frequency for a subset of these frequencies, 5 to 15 Hz in the present case quency changes in response to a change in the input, provides a means to extract only the fundamental com-( Figure 5E ). Thus, the predicted behavior for pairs or networks of weakly coupled oscillators appears to be ponent from the broadband pulsatile signal in S1 cortex. Figure 8A ). The output of the mixer contains a constant term, as well as periodically points to the failure of linear filtering.
Linear Filters
(1) The mixer that combines two different inputs, as may occur by forming their products (inputs R(t) and is as large as the response at 5 Hz (Figure 6A) The lack of a consistent attenuation with increasing frequency O(t) and output M(t) in
To be concrete, we illustrate the difficulty with linear varying terms, when the two inputs have the same frequency. (2) The controlled oscillator has a frequency filters by considering the response for trains of 5 versus 15 Hz pulsatile inputs (top row in Figure 7 ) with two that is shifted from a baseline value to a frequency above or below the baseline by a control signal (output O(t) specific realizations. The first example involves a threepole low-pass filter (Equation 7), as could occur with a and control input C(t) in Figure 8A ). (3) The low-pass filter attenuates the periodic factors in M(t) so that the feedforward path through three levels of neurons. In order to achieve filtering that resembles a sinusoid at steady-state phase difference between R(t) and O(t) may be used to control the oscillator (inputs M(t) and output 5 Hz, albeit with noticeable distortion and thus power at the harmonics of the stimulation frequency, we incur C(t) in Figure 8A ). These three components form a closed-loop circuit in which the frequency of an incoma substantial reduction in amplitude at 15 Hz (second row in Figure 7) . A single-pole filter would have less ing periodic signal is expressed in terms of a control signal whose amplitude or phase, depending on the attenuation at 15 Hz but would add considerably more distortion to the waveform at 5 Hz. The second example detailed realization, is proportional to the incoming frequency ( 
Anatomical Basis for a Phase-Locked Loop
The sensorimotor loop of vibrissa-generated activity includes circuitry whose properties could support a transformation of vibrissa sensory information from S1 to M1 cortex by a phase-locked loop ( Figure 8B ). The vibrissa generate sensory signals that are faithfully transmitted through the lemniscal pathway to the ventral posterior medial (VPM) nucleus of the thalamus. This pathway is posited to provide a periodic reference signal of vibrissa contact to S1 cortex (R(t) in Figure 8A ). In addition to direct sensory input, S1 cortex receives input from other cortical areas, notably vibrissa M1 cortex (Izraeli and Porter, 1995; Keller et al., 1996; Kim and Ebner, 1999). The electrical characteristics of this projection are uncharacterized but, by analogy with the input from S2 to S1 cortex, signals are likely to be delayed in time relative to those that originate via the lemniscal input. We speculate that some part of the long latency response in S1 cortex ( Figure 3A) originates from feedback from M1 cortex (O(t) in Figure 8A ). We further speculate that vibrissa S1 cortex acts to mix the incoming sensory and internal motor signals (M(t) in Figure 8A) .
A second ascending sensory pathway from the whiskers through the trigeminal nuclei exists in parallel to the the shift in latency with increasing frequency and the strong drive from S1 cortex to PoM thalamus, we speculate that the PoM nucleus could act as a filter to adjust 10 Hz, which may prevent locking at a harmonic of the reference (e.g, a 5 Hz reference signal can lock to an the frequency and gain of the PLL. Thus, the output of PoM thalamus serves as the feedback control signal oscillator with an intrinsic frequency of 10 Hz for sufficiently high values of loop gain, g) ( Figure 8A and Equa-(C(t) in Figure 8A ). The final component of the PLL circuit is the controlled tion 10). Second, the amplitude of the controlled oscillator is not expected to vary with frequency, consistent oscillator. Our results suggest that vibrissa M1 cortex is a candidate structure for this role since neurons in M1 with our observations for units in M1 cortex ( Figure 6A) . Lastly, the phase difference between the oscillator outcortex have spontaneously rhythmic activity ( Figures 6D  and 6E ) and, at least in part, are entrained to the fundaput and that of the reference signal can be varied by a change in the loop gain or the intrinsic frequency of the mental stimulus frequency over a wide physiological range of frequencies ( Figure 5 ). Further, they receive controlled oscillator (Equation 10). This naturally leads to a uniform range of phases and is consistent with input from PoM thalamus (Deschenes et al., 1998) . In summary, we speculate that a subset of the thalathe range observed across different units in M1 cortex mocortical circuitry comprising the S1 → PoM → M1 → that units in S1 cortex produced 0.5 spikes per cycle in response to stimulation, in agreement with the results S1 loop functions as a PLL to compute the fundamental frequency of a rhythmic, punctate stimulus. Starting with of Simons (1978) for awake but paralyzed animals. On average, the short and long latency peaks contributed the sensory vibrissae, the lemniscal VPM nucleus provides the reference signal to S1 cortex. Vibrissa S1 corequally to the response of a given unit ( Figure 3A) . In estimating the extent of modulation, it is important to tex, in turn, is reciprocally connected with M1 cortex and PoM thalamus, which serve as the mixer, controlled recall that the sampling of sensory responses here, as is likely in other work, was biased toward units with oscillator, and phase detector, respectively ( Figure 8B) . Consistent with this hypothesis, work on the spread of punctate responses and strong modulation by the stimulus. On the other hand, an unbiased sampling of the epileptiform activity from M1 cortex shows that S1 and M1 cortices and PoM thalamus form a largely exclusive spiking output by units in S1 cortex suggests that, on average, these units produce 0.09 spikes per cycle as loop of neuronal activation (Bruehl et al., 1998) The driven part of the spectral density, S driven (), is expanded in terms near time shifts of zero in their autocorrelation (e.g., Figure 5A ). The of harmonics of the fundamental or drive frequency, 1 , as puff stimulus for each set of data was aligned to deflect only the vibrissa with the largest response in S1 cortex. Extracellular spike
signals were recorded with high-impedance tungsten electrodes (2 to 10 M⍀ at 1 kHz; WE3003 series, Frederick Haer, ME). Two to three independently controlled microdrives were attached to each where an expansion coefficient, c n , is included only if it satisfies the chamber. Signals from the electrodes were amplified and band-95% confidence interval. The coefficients are complex numbers and pass filtered between 150 Hz and 9 kHz. Events that exceeded a have units of spikes/s. The residual density, S residual (), is defined as threshold level that was nominally set at three times the background the smoothly varying remainder after the driven part is subtracted variation were sampled at 40 kHz and stored as 0.8 ms epochs with from the original density. The average rate or "DC" spectral compoa commercial data acquisition system (MNAP, Plexon Inc., TX). The nent, c 0 , is subtracted from the data prior to the spectral analysis.The putative spike waveforms were analyzed offline and the quality of the spectral decomposition can also be used to define the linear transfer data was judged from the autocorrelation. Typically, each electrode function. In the time domain, the transfer function is denoted T(t) reported, at most, one single unit. In general, electrodes were lowand is given by ered in both S1 and M1 cortices until unit activity was clearly discernable. For the case of units from S1 cortex, the final electrode positions were chosen to coincide with a unit that robustly spiked T(t) ϭ c 0 ϩ ͚ nϭ1 |c n | cos(2 n 1 t ϩ φ n ) with φ n ϭ tan Ϫ1 3A, 3E , and 5A-5D) or spectral density pass filtered at 100 Hz (five-pole Butterworth) and sampled at ( Figures 3B-3D and 3F-3I ). This allows us to quantify features 500 Hz. Spike acquisition and the EMG signals were synchronized of the response. One feature is the fractional power in the driven by recording a common clock signal.
response that is at the fundamental frequency, denoted ␦S driven ( 1 ), where
Histology
At the end of each recording session, one or more electrodes in
(4) each area were used to mark S1 and M1 cortices, respectively, with a pair of electrolytic lesions. We passed a constant current of 5 A for 10 s at each location. Animals were then deeply anesthetized A second feature is the modulation amplitude, denoted A 1 , and and perfused with physiological saline, followed by 4% (w/v) paraphase, φ 1 , of the response at the fundamental frequency, where formaldehyde in physiological saline. The brains were extracted, cryoprotected in physiological saline with 30% (w/v) sucrose, blocked in the vicinity of M1 and S1 cortices, and sectioned on a The control signal will have a constant term, from the integral of the the sensory input, a train of pulses in the present case, is transproduct R(t)O(t) in M(t), when the oscillator locks to the reference formed into a sinusoid over a broad frequency range of frequencies.
signal, as well as time varying terms. The time varying terms will be Linear Filters approach zero when the integration time of the filter is longer than This is the case for which the input is convoluted with the kernel the period of the stimulus.The phase of the local oscillator, φ, is that parameterizes the filter; we denote the kernel by K(t). The most found by a self-consistency argument in which the output of the common kernel is a succession of single-pole or "RC" filters that oscillator satisfies 1 ϭ 0 ϩf(C) under lock. In this limit the control are buffered from each other, as would occur with a synapse besignal converges to tween cells. For low-pass filters, this kernel has the form C(t) ϭ g|a n |sin(⌽ Ϫ φ n ) ,
where common prefactors were subsumed in the loop gain, so that self-consistency yields where is the filter time-constant, or equivalently (2) Ϫ1 is the filter cut-off frequency, and N is the order of the filter. A second kernel n 1 ϭ 0 ϩ f g|a n | 2 sin(⌽ Ϫ φ n ) .
that naturally arises in the study of nervous activity corresponds to dispersion by propagation along passive cables. The kernel has the The measured phase thus satisfies form ⌽ ϭ φ n ϩ sin Ϫ1 2f Ϫ1 (n 1 Ϫ 0 ) g|a n | 
for locking at the n-th harmonic of v 1 . Note that locking will not where X is the distance that the signal propagates in units of elecoccur if the loop gain is too small but that locking at harmonics will tronic length.
occur if the loop gain is too large Thus, for example, we require Coupled Oscillators This class consists of two groups of neurons that make reciprocal connections upon each other. One group of neurons, when oscillat2f Ϫ1 ( 1 Ϫ 0 ) |a 1 | Ͻ g Ͻ 2f Ϫ1 (2 1 Ϫ 0 ) |a 2 | , ing on their own, produce rhythmic output at frequency 1 . The second group, when oscillating on their own, produce rhythmic to lock only at the fundamental frequency or repetition rate of the output at frequency 0 . When the frequency difference is sufficiently reference train. For a judicious choice of gain and reasonable models small, the two populations may phase lock. In the limit that the for the a n , one can lock only to the fundamental frequency for pulse connections are weak, the measured phase satisfies ( 
