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Abstract
Multiprotein complexes are responsible for many vital cellular functions, and understanding
their formation has many applications in medical research. Computer simulation has become a
valuable tool in the study of biochemical processes, but simulation of large molecular structures
such as proteins on a useful scale is computationally expensive. A compromise must be made
between the level of detail at which a simulation can be performed, the size of the structures
which can be modelled and the time scale of the simulation. Techniques which can be used to
reduce the cost of such simulations include the use of coarse-grained models and parallelisation
of the code. Parallelisation has recently been made more accessible by the advent of Graphics
Processing Units (GPUs), a consumer technology which has become an affordable alternative to
more specialised parallel hardware.
We extend an existing implementation of a Monte Carlo protein-protein docking simulation
using the Kim and Hummer coarse-grained protein model [1] on a heterogeneous GPU-CPU
architecture [2]. This implementation has achieved a significant speed-up over previous serial
implementations as a result of the efficient parallelisation of its expensive non-bonded potential
energy calculation on the GPU.
Our contribution is the addition of the optional capability for modelling flexible linkers
between rigid domains of a single protein. We implement additional Monte Carlo mutations
to allow for movement of residues within linkers, and for movement of domains connected by a
linker with respect to each other. We also add potential terms for pseudo-bonds, pseudo-angles
and pseudo-torsions between residues to the potential calculation, and include additional residue
pairs in the non-bonded potential sum. Our flexible linker code has been tested, validated and
benchmarked. We find that the implementation is correct, and that the addition of the linkers
does not significantly impact the performance of the simulation.
This modification may be used to enable fast simulation of the interaction between com-
ponent proteins in a multiprotein complex, in configurations which are constrained to preserve
particular linkages between the proteins. We demonstrate this utility with a series of simulations
of diubiquitin chains, comparing the structure of chains formed through all known linkages be-
tween two ubiquitin monomers. We find reasonable agreement between our simulated structures
and experimental data on the characteristics of diubiquitin chains in solution.
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Chapter 1
Introduction
Proteins are macromolecules which are responsible for a wide variety of functions within living
organisms. Proteins consist of linear chains of amino acids which fold into three-dimensional
structures. Multiple proteins can bind to each other to form multiprotein complexes. Under-
standing how these complexes form is crucial to many medical applications, such as drug design.
Identifying protein binding sites is one of the most sought-after problems in bioinformatics [3],
and has some similarities to the problem of predicting the folded tertiary structure of a protein.
Obtaining experimental data on the structure of multiprotein complexes can be challenging
because of their transient nature. The simulation of multiprotein components in a virtual envi-
ronment has thus become an important research tool which can be used to complement theory
and experimental data and aid in its interpretation [1, 4]. A computer simulation samples the
space of possible conformations of a molecular system, generating an ensemble of configurations.
Analysis of the structure of samples which are in a bound state allows us to identify possible
binding sites, and the proportions in which they appear in the ensemble can serve as an estimate
of their binding affinity.
Two common simulation techniques are Monte Carlo (MC) algorithms, which sample con-
formation space by randomly mutating the system and accepting or rejecting these mutations
on the basic of some criterion, and molecular dynamics (MD) algorithms, which sample the real
physical dynamics of the system by applying the laws of physics to the simulated structures.
Both of these types of algorithms often require the calculation of the potential energy of the
system: MC simulations use this property as a scoring function for evaluating moves, and MD
simulations use it to calculate the forces acting on the molecules.
Proteins are large molecules, and many simulation algorithms scale quadratically in com-
putational cost relative to the number of bodies in the simulation. All-atom simulations of
multiprotein formation are thus highly computationally expensive, and therefore limited by the
availability of computing resources. Trade-offs must often be made between the size of the sys-
tem which can be simulated, the time scale of the simulation, and the real-world duration of the
simulation. Optimisation is thus a crucial factor in the design of simulation software, as even a
modest decrease in the computational cost of a simulation can greatly increase the usefulness of
the software to researchers.
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The number of bodies in a simulation can be reduced significantly through the use of a
coarse-grained model. Rather than modelling every individual atom, we can use an abstraction
which aggregates multiple atoms together. An example of such a model was described by Kim
and Hummer in 2007 [1]. In this model, each amino acid on the protein backbone is modelled
as a single bead, and interactions between beads are described by a combination of short- and
long-range non-bonded potential energy equations. Optionally, flexible chains of residues may
be used to connect rigid domains – these segments contribute additional bonded potential energy
components.
Another important optimisation technique is parallelisation: selective rewriting of portions of
the code to take advantage of parallel hardware. This technique has become particularly useful
given the rising popularity of graphics processing units (GPUs), parallel processors present in
most modern graphics cards. Unlike CPUs, which are general-purpose processors capable of
effectively executing a wide variety of functions, GPUs have a more specialised architecture
which is optimised for the task of rendering graphics. They are particularly suited to specific
computational problems which require the same instruction to be executed on a large number of
data elements in parallel. The non-bonded potential calculation in an MC or MD simulation is a
good example of such a problem, because it involves summing a large number of independently
calculated pairwise interactions.
GPU programming was once made more challenging by the lack of general-purpose program-
ming interfaces. The hardware was accessible only through low-level, graphics-specific drivers,
and programmers who wished to exploit its computational power for general-purpose code, such
as scientific simulations, had to work within this limited framework. However, the growing pop-
ularity of general-purpose GPU (GPGPU) applications led to the development of generic APIs
such as CUDA and OpenCL.
Coarse-Grained Protein-Protein Docker (CGPPD) is a custom implementation of the Kim
and Hummer coarse-grained model using Monte Carlo simulations with replica exchange [5]. It
was created with the aim of improving the execution time of the simulation by performing the
non-bonded potential energy calculation on the GPU. Tunbridge et al. found that the specific
nature of this problem was particularly suited to the GPU architecture, and achieved impressive
speedup results.
1.1 Aims
The aim of this research is to extend CGPPD to introduce optional flexible linkers: the original
implementation could only model proteins as entirely rigid bodies.
The addition of the linkers makes it possible to simulate protein structures which could
not be modelled adequately using the rigid implementation. To demonstrate the utility of this
feature, we use our modified application to investigate the conformations of diubiquitin chains
with different linkages, and compare our results to multiple sources of experimental data to
gauge the accuracy with which our model can represent these structures.
Although performance is not the focus of our project, we do not want to compromise the
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gains of the original implementation. We expect this change to have a minimal impact on overall
execution time, and use benchmarks to confirm this.
1.2 Approach
The addition of linkers to the implementation requires a series of changes throughout the code.
New Monte Carlo moves must be implemented to allow flexible proteins to deform: we add
translations and crankshaft moves of individual residues within a flexible linker, and also im-
plement a partial rotation, or flex move, which allows a protein to bend at a residue within a
linker.
New potential energy components are also required to evaluate the changes in potential
resulting from these deformations: we add components to represent the pseudo-bonds, pseudo-
angles and pseudo-torsions between adjacent residues within a linker. These additional calcula-
tions will be performed on the CPU rather than the GPU.
The non-bonded calculation must be adjusted to include interactions between more pairs of
residues – interactions internal to a molecule are no longer constant, because residues within
the molecule can change position with respect to one another. Calculating these additional non-
bonded components on the CPU would significantly slow down the simulation, so it is necessary
to incorporate them into the calculation performed on the GPU. We must modify the GPU
kernel to include or exclude pairs using a more complicated criterion than the original version.
To verify the correctess of our implementation we recalculate the non-bonded potential of
the ten reference conformations used to validate the original implementation, and compare our
results to the reference CHARMM implementation. We also validate our flexible linker model
by performing simulations of homopolymer chains using a modified potential calculation, and
comparing our results to the expected behaviour.
We perform benchmarking simulations to evaluate the effect of the addition of various pro-
portions of flexible linkers on the execution time of the simulations.
1.3 Contribution
We add flexible linkers to an optimised coarse-grained protein-protein docking simulation, mak-
ing it possible to perform fast simulations of proteins which it is valuable to model with some
flexibility rather than as completely rigid bodies.
By simulating multiprotein complexes as rigid domains connected by flexible linkers, we can
allow individual proteins to change orientation with respect to one another while preserving the
bonds between them, effectively restricting the simulation to Monte Carlo mutations which do
not break these bonds. In this way we can effectively sample the conformations of a complex
with specific linkages between the component proteins.
It would not be possible to impose such a constraint in the rigid implementation while
modelling these proteins as separate rigid bodies: we could only filter the samples afterwards to
a subset in which the complex is still bound. If there are multiple possible bound states, those
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with the lowest energy would be overrepresented in the samples, and it would be difficult to
obtain a sufficient number of samples for less-favoured bound conformations.
Our benchmarks show that the addition of the linker functionality does not negatively impact
the performance of the simulation, even when all of the residues are made flexible.
Our investigation of the conformations of diubiqitin chains with different linkages produces
results consistent with experimental data on diubiquitin chains in solution, and demonstrates
that the Kim and Hummer model may be useful in the study of longer polyubiquitin chains.
1.4 Thesis organisation
This thesis is organised as follows: Chapter 2 reviews the basic principles behind protein-protein
docking simulations and the optimisation of scientific software using parallel hardware such as
GPUs. In this chapter we also discuss existing simulation software and explain the context
in which the original implementation of CGPPD was created. In Chapter 3 we describe the
original implementation of CGPPD in greater detail. In Chapter 4 we discuss the design and
implementation of our modifications to introduce flexible linkers. In Chapter 5 we describe the
techniques we used to verify and validate our modified model, and also discuss the benchmarking
simulations which we used to test its performance. In Chapter 6 we discuss our application
of the model to diubiquitin chain conformations, summarising the results of our simulations
and comparing our simulated structures to previously published experimental data. Chapter 7
presents our conclusions and our ideas for future work.
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Chapter 2
Background
In this thesis we describe a set of modifications made to a custom software package for protein-
protein docking, and report the results of selected simulations which were made possible by
these changes. In this chapter, we provide the context necessary for understanding the evolu-
tion of this software: we summarise the algorithms commonly used in protein-protein docking
simulations, highlight some factors which introduce computational complexity, and discuss how
it can be mitigated through optimisation techniques such as the use of coarse-grained models
and parallelisation. We particularly focus on parallel programming for graphics processing units:
although the GPU portion of the code is only tangentially affected by our modifications, it forms
a crucial element of the design of the original implementation.
2.1 Protein-protein docking simulations
In this section we introduce the basic principles of computer simulation of proteins, focusing
on algorithms and techniques which are used in CGPPD: such as the calculation of a potential
energy force field, the Monte Carlo search algorithm, the enhanced sampling technique known
as replica exchange, and the Kim and Hummer coarse-grained protein model. We also explore
the effects of protein flexibility on docking simulations.
2.1.1 Protein structure
The primary structure of a protein is determined by its amino acid sequence. In its unbonded
state, an amino acid consists of a central carbon atom with an amine and a carboxylic acid
functional group attached at either end and a varying side chain. The side chain determines the
type of the amino acid – approximately 300 amino acids are found in nature, but only 20 are
commonly found in proteins.
The amine and carboxylic acid groups of adjacent amino acids can react to form a peptide
bond, which allows linear chains of amino acids to be assembled into polypeptides. Large
polypeptides are commonly called proteins. When the peptide bond is formed the amine group
loses a hydrogen and the carboxylic group a hydrogen and an oxygen: the portions of the amino
acids which remain within the protein are referred to as amino acid residues.
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One amine and one carboxylic acid group remain intact at either end of the protein – they
are called the N-terminus and C-terminus respectively. The central carbon atom of each residue
is called the Cα atom: together, these atoms form the backbone of the protein. The side chains
are exposed, and are free to interact with each other and other molecules. Sidechains determine
a protein’s fuction, and how it folds.
As a protein folds, it forms repeating local substructures such as alpha helices, beta sheets
and turns. These are referred to as its secondary structure. The tertiary structure is the overall
three-dimensional shape into which the protein folds, and quaternary structure is determined
by the interactions between multiple proteins as they bind with each other to form multiprotein
complexes.
2.1.2 Simulations
The goal of a docking simulation is to determine the probable structure of a multiprotein complex
formed from two or more component proteins. A simulation thus needs to be able to generate
possible configurations of the system given a starting state in which the components are not
bound, and to have some means of distinguishing more and less favourable configurations.
A molecular system has many degrees of freedom: each possible configuration of the system
thus represents a point in a multidimensional conformation space. We can construct a function
which allows us to gauge the fitness of these possible configurations. This function can be
represented as a surface, and if we are able to map the surface in sufficient detail we can make
deductions about the structure of the system by analysing significant features. For example,
minima are likely to correspond to bound states, and saddles to transitional pathways.
There are two broad approaches to docking. Some techniques calculate the chemical or
shape complementarity of the docking components, usually traversing the conformation space
with a systematic search. The more computationally intensive physical techniques calculate the
potential energy of the system, and sample the conformation space using simulations which seek
to minimise the potential energy [5]. We will focus on the latter approach, which is used by
CGPPD.
The potential energy surface of a simulated multiprotein system is shaped like a rugged
funnel, as shown in Figure 2.1. This is analogous to the funnel encountered in protein folding
simulations. There are many similarities in the approach to folding and docking simulations,
and many principles which govern folding simulations are also applicable to docking [6, 7].
A successful simulation should provide a representative sample of the potential energy sur-
face. A simulation begins with the component molecules of the system in a configuration which
is similar to a known naturally occurring state. It then generates an ensemble of possible confor-
mations, by modifying the system using a search algorithm such as molecular dynamics (MD)
or Monte Carlo (MC) and sampling its state at regular intervals.
In a molecular dynamics simulation, the changing positions of the simulated bodies are
calculated through the repeated application of the laws of motion. Snapshots of this process
are stored as samples. MD simulations thus model realistically how a molecular system changes
over time, and provide data about the system’s dynamic properties [4].
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Figure 2.1: The rugged funnel of a protein-protein docking simulation This is a simplified
representation of the rugged funnel of a docking simulation, in this case the partial assembly of a viral
capsid out of two component pieces. The correct configuration of the pieces corresponds to the global
minimum of the funnel, and has the lowest energy state. The other, higher-energy local minima correspond
to other possible stable configurations. (Figure taken from Tunbridge 2011 [5].)
In contrast, Monte Carlo (MC) is a statistical method which selects samples of the confor-
mation space using one of several possible criteria [8]. In molecular simulations, this is often
the Metropolis sampling criterion, an example of Markov Chain Monte Carlo [9,10]. Successive
states of the system are derived from prior states through simple geometric transformations such
as translations and rotations. New states are accepted or rejected using a scoring or potential
function, according to a probability distribution. The sampled states do not model the motion
of molecules realistically, and the order in which they appear is not meaningful.
Both of these search algorithms are directed rather than random: simulations seek to find the
global minimum of the funnel-shaped potential energy surface. MC simulations do so explicitly
by favouring lower-energy mutations, while in MD simulations the application of physics-based
forces to the simulated particles tends to guide the system into lower-energy states.
Simulations run the risk of becoming trapped in local minima, and thus failing to explore
valuable regions of the energy surface which can only be reached through unfavourable transi-
tional states. Various enhanced sampling techniques, such as replica exchange, can be used to
mitigate this risk [11].
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Docking simulations can treat the component proteins as completely rigid bodies, or allow
some degree of flexibility in the side chains, the backbone or both. The addition of flexibility
greatly increases the number of degrees of freedom of the system, and thus the computational
complexity of the simulation [12].
If a model and a simulation method are used to explore a multiprotein system for which
a docked structure has previously been deduced, the quality of the simulation’s results can be
verified through a comparison of the simulated bound structures to the reference data. A metric
such as RMSD (the root mean square distance) is commonly used to measure the similarity
between two atomic structures.
It is more difficult to validate a model’s suitability for use in simulations without a known
reference structure. The simulation output can be checked for consistency with other experimen-
tal data, and the model’s ability to predict the structure can be inferred from its effectiveness
at predicting other, similar structures for which references are available.
The CAPRI experiment (Critical Assessment of Predicted Interactions) provides researchers
with blind docking challenges [13] based on unpublished experimental data which is contributed
to the project confidentially. Because the reference structures are not publically available, the
ability to predict them correctly is a rigorous test of a model’s accuracy.
2.1.3 Potential energy force fields
Calculation of the molecular system’s potential energy is necessary both in molecular dynamics
simulations, which use it to calculate the forces acting on each simulated body, and Monte Carlo
simulations, which use it directly as a scoring function to guide their traversal of the docking
funnel.
The potential is calculated using a model known as a force field, which comprises many
component terms derived from various physical forces. Components commonly include two
types of non-bonded interactions between pairs of atoms in different proteins, as well as bonded
interactions between adjacent atoms within the same protein, representing bond stretching, bond
angles and dihedral torsion.
Two types of non-bonded interactions are usually included: electrostatic interactions and van
der Waals (vdW) forces. They differ in magnitude and the rate at which that magnitude varies
with the distance between the atoms. Electrostatic interactions can be an order of magnitude
stronger than vdW interactions. They also decay more slowly as the distance r between atoms
increases, and are thus referred to as long-range, whereas vdW interactions are more short-range.
Given two atoms i and j a distance r apart, the electrostatic potential between them can be
written as
Fij = k
qiqj
r2
where k is Coulomb’s constant, and qi and qj are the point charges of atoms i and j respec-
tively. This formula is derived from Coulomb’s law.
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The short-range potential is typically modelled with a Lennard-Jones (LJ) type potential,
which can be written as
V (r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
where  is the strength of the interaction between the two atoms and σ is their interac-
tion radius. The 1/r6 attractive term is derived from London dispersion forces, and the 1/r12
repulsive term approximates Pauli repulsion at short ranges, where the orbitals of the atoms
overlap [4, 14].
The bond stretching and bond angle interactions are modelled as springs, and are derived
from Hooke’s law: F = −kx, where k is the spring constant, and x is the displacement of
the bond length or bond angle from its equilibrium position. Similarly, the torsion potential
measures the torque produced by the twisting of dihedrals, and is derived from the angular form
of Hooke’s law: τ = −κθ .
The total potential of the system is a sum of all these components, which in turn are summed
over all applicable groups of atoms. For a system of n atoms, the bonded component of the
calculation has a computational complexity of O(n). However, the non-bonded component has
O(n2) complexity, as it requires summing the interactions between all pairs of atoms in different
proteins. This makes the potential calculation very expensive computationally.
Potential energy algorithms may use various techniques to achieve performance better than
O(n2). Summation may be truncated at some distance cut-off. A system of particles may be
converted into a density grid or mesh which is used for the potential calculation. The long-range
component of the potential may be summed in Fourier space, where it rapidly converges, rather
than real space. These techniques are combined in methods such as particle-particle particle-
mesh (P3M) or particle-mesh Ewald (PME). In the multi-level summation method (MSM),
long-range potentials are interpolated from multiple levels of grids [15].
2.1.4 Search algorithms: molecular dynamics and Monte Carlo
Monte Carlo (MC) and molecular dynamics (MD) are two popular search algorithms used in
docking simulations. Both of these algorithms conduct a directed search of conformation space,
favouring states with a lower potential energy.
MD methods simulate the evolution of the positions and velocities of atoms over time,
by integrating Newton’s second law of motion, a = F/m. The potential energy is summed
separately for each individual particle, and includes the contributions from all bonded and non-
bonded interactions involving that particle. These scalar values, mapped against the positions
of the particles, form a potential field. The instantaneous force acting on each particle is the
negative gradient of the potential field at its position: given a particle i, Fi = −∇Ui. This result
is used together with the particle’s mass to derive its acceleration, which is integrated numerically
to produce its updated velocity and again to calculate its updated position [4]. MD simulations
are vulnerable to accumulated errors produced by numerical integration methods [16], which
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restricts them to prohibitively short time scales. Nevertheless, MD is a very popular simulation
method, implemented by many existing software packages.
A MC simulation method, such as Metropolis Monte Carlo [9,10], uses comparatively simple
transformations to update the state of the system. If the proteins are treated as completely rigid
bodies, mutations are restricted to whole-molecule translations and rotations, which perform the
same transformation on every particle in a protein. Other mutations may be added to permit
some flexibility; for example, individual particles in the protein may be translated or rotated,
or rigid domains linked by a flexible segment may move with respect to each other.
The total potential energy of the system is summed after each mutation step, and used
to evaluate the mutation, which is accepted or rejected. Mutations are always accepted if
the potential energy of the new conformation, Uj , is lower than the potential energy of the
previous state, Uj . The Metropolis Monte Carlo method also randomly accepts some higher-
energy mutations: this reduces the likelihood that the simulation will become trapped in a local
minimum.
In a simulation with a constant number of particles, volume and temperature (a canonical
or NVT ensemble), the behaviour of the proteins should conform to the Boltzmann probability
distribution, which states that the probability of an energy state  occurring is proportional to
exp(−/kBT ), where T is the absolute temperature and kB is the Boltzmann constant. To adhere
to this distribution, a simulation must permit transitions between all possible configurations.
The probability of a transition from state i to state j can be derived from the individual
probabilities of these two states:
P (i→ j) = exp(−Uj/kBT )
exp(−Ui/kBT ) = exp
(−(Uj − Ui)
kBT
)
Thus an MC simulation can use this probability as an acceptance criterion if Uj ≥ Ui. The
full Metropolis acceptance criterion can be expressed as follows: given a random number s in the
range [0, 1], a transition from state i to state j will be accepted if s < min{exp
(−(Uj−Ui)
kBT
)
, 1} [17].
2.1.5 Enhanced sampling
Because of their bias towards lower-energy states, both molecular dynamics and Monte Carlo
simulations run the risk of becoming trapped in local minima of the docking funnel. Several
enhanced sampling approaches have been developed to mitigate this risk [11].
The magnitude of the potential energy barriers which a simulation can overcome is related
to its temperature: the higher the temperature, the easier it is for the system to reach a high-
energy state. It is therefore possible, for example, to improve conformational sampling by raising
the temperature of the simulation, then cooling it to allow it to reach a new equilibrium. This
technique is known as simulated annealing.
However, the equilibrium properties of the canonical ensemble rely on its constant temper-
ature. Varying the temperature of an ensemble alters its statistical properties, increasing the
proportion of high-energy states in low-temperature simulations or vice versa.
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An alternative approach is parallel tempering, also known as replica exchange. This tech-
nique requires multiple replicas to be simulated in parallel, at a range of different constant
temperatures. At regular intervals, conformations from pairs of replicas are randomly swapped,
with a probability that preserves the ensemble statistics of both replicas in the exchange. The
Metropolis acceptance criterion can be used for this purpose. Through this mechanism, high-
energy conformations can be introduced to low-temperature simulations, which improves their
sampling [18].
Exchanges are typically attempted between replicas with adjacent temperatures. Given two
replicas i and j where Ti < Tj , the probability that their states are exchanged is
p = min{1, P (i→ j)
P (j → i)} = min{1, exp [(Ui − Uj)(1/kBTi − 1/kBTj)]}
Replica exchange is a computationally expensive technique, because of the necessity of run-
ning multiple additional simulations in parallel. However, some of this expense is amortized by
the increased efficiency of the sampling. The algorithm also lends itself to a variety of parallel
implementations because all replicas are independent apart from the exchange step [19,20].
2.1.6 Coarse-grained models
Proteins are large molecules: a small protein might contain 20-30 amino acid residues; the
largest contain hundreds or even thousands. A single amino acid residue contains 20 atoms
on average. Because the cost of the algorithm used to calculate potential energy in both MD
and MC simulations scales quadratically with the number of bodies in the system, all-atom
simulations of proteins are very expensive computationally. Trade-offs must be made between
the size of the simulated system, the timescale of the simulation, and its real-world duration.
It is possible to model proteins at a coarser resolution, reducing the number of individual
bodies in the simulation. Use of such a coarse-grained model reduces the problem size by a
constant factor, and thus decreases the computational cost of the simulation. The size and
time scales which coarse-grained models make feasible are similar to those which can be ob-
served through spectroscopic techniques, which potentially allows direct comparisons between
simulation and experiment [21].
There are several possible coarse-grained models for proteins, which differ by the degree and
type of approximation used on the all-atom structure. Groups of atoms are aggregated into single
bodies: one or more beads may be used to represent a single amino acid. In a lattice model, the
aggregate bodies are confined to the vertices of a cubic lattice [22], while in a continuous-space
model they can be positioned anywhere in 3D space.
Specialised force fields can be adapted for use with these representations. However, the
coarser the model, the more challenging it is to construct a force field which is both accurate
and generically applicable to multiple systems. Many coarse-grained models are therefore pa-
rameterised using a reference conformation, and simulations that use the model tend to be biased
towards that conformation [21].
Several techniques exist for moving between coarse-grained and all-atom representations of
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proteins without loss of information. This makes various multi-resolution approaches possi-
ble [23]. For example, a docking simulation may use a coarse-grained model in its initial passes
to identify docking sites, and refine the results with an all-atom model [24]. Regions of inter-
est could also be modelled at a higher resolution than areas of the system where detail is less
important [25].
The simplest coarse-grained representations are elastic networks (ENMs), which model amino
acids as beads connected by springs. They require knowledge of the equilibrium reference con-
formation of the system. Although they are very simple, they correctly reproduce the topology
of the system and can accurately predict its principal modes [21]. They have several applications
in the study of general protein behaviour and in the analysis and refinement of low-resolution
experimental data [26].
Go-like models represent proteins as chains of amino acids, originally with one bead per amino
acid, with simple non-bonded attractive or repulsive interactions modelled between beads. The
model is strongly biased towards the reference configuration, and can successfully reproduce
some of the dynamics of the folding of a protein towards this state. However, it is less successful
at determining intermediate states of the folding process, although the addition of more complex
interactions to the model can mitigate this [21].
Refinement of Go-like models through the addition of more complex potentials has led to
the development of a variety of models which parametrise amino acids. The coarsest of these
use a single bead per amino acid and do not represent side chains explicitly, while the finest can
use four to six beads. The coarser the model, the more biased it tends to be towards a reference
conformation.
CGPPD uses Kim and Hummer’s 2007 model. Each amino acid is represented by a single
bead centered on its Cα atom, with a radius equal to the residue’s van der Waals radius. Use
of this model thus reduces the number of bodies in the simulation by a factor of approximately
20. Folded domains of a protein are treated as rigid bodies, which may be connected by flexible
linkers modelled as polymers. The potential interactions between the proteins are calculated at
the residue level, and comprise short-range and long-range non-bonded interactions, as well as
additional bonded interactions within the flexible linkers. A modified LJ-type formula is used
for pairs of residues which react with each other less favourably than with the solvent: this term
is thus dependent on a table of interaction radii calculated for different pairs of residues [1].
This model was parametrised using experimental data for the second virial coefficient of
lysozyme and the binding affinity of the ubiquitin-CUE complex. There are several possible
ways to weight the potential contribution of residues depending on how much of their surface
area is exposed to the solvent. The option which optimised the binding affinity of the ubiquitin-
UIM complex was selected: this was the simplest model, an equal weighting.
The model was successfully used to predict the structures of several other complexes involving
ubiquitin, and approximately half of the other test cases. In all cases it correctly predicted the
binding sites of at least one protein in the complex.
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2.1.7 Flexibility
Regardless of the search algorithm used, proteins in docking simulations may be treated as rigid
bodies or be partially or entirely flexible. In molecular dynamics, the rigidity of domains is
maintained through constraint algorithms. In Monte Carlo simulations, the degree of protein
flexibility is determined by the types of mutations which are permitted.
A completely rigid protein has only six degrees of freedom, as it may be either translated
or rotated in a three-dimensional space. Flexibility adds a very large number of degrees of
freedom to each protein. Rigid simulations thus have a much smaller search space than flexible
simulations, and are much less computationally expensive [12].
There are techniques which allow flexibility to be introduced into a simulation implicitly.
In soft docking simulations, protein surfaces are smoothed, or some degree of interpenetration
of the residues is allowed. In cross or ensemble docking, several rigid simulations are run from
different starting conformations, an ensemble of which is generated in a first pass by a flexible
simulation [27].
Explicit flexibility can apply to both side chains and the backbone of the protein. A partially
flexible simulation may allow only mobility of side chains while keeping the backbone rigid. If
the backbone is also made flexible, it becomes possible for the tertiary structure of the proteins
to change, which introduces elements of protein folding into the simulation [27]. The Kim and
Hummer coarse-grained model limits flexibility to linkers which connect rigid domains.
Flexibility can contribute positively to docking if it is necessary for a protein to change shape
significantly from its starting conformation in order to make a docking site accessible. However,
in cases where little conformational change occurs during docking, the small benefit derived from
flexibility may be offset by the additional cost of running a flexible simulation [28]. There are
also cases in which rigidity has a positive impact on binding [29]. Thus some knowledge of the
system being simulated is required in order for the appropriate level of flexibility to be selected.
The results of a rigid docking simulation may be refined with a second pass which introduces
flexibility [30].
2.2 Hardware and software for computational chemistry
In this section we give a brief introduction to the use of graphics processing units to parallelise
simulation software, focusing on NVIDIA’s GPU hardware and the CUDA API, which are used
in CGPPD. We also give an overview of existing software packages for simulation, and summarise
the features of the initial implementation of CGPPD.
2.2.1 Parallelisation and graphics processing units
Optimisation is an important concern in computationally intensive applications such as molec-
ular simulations, and a technique which can yield considerable speedups is the parallelisation of
some or all of the application code. This requires access to parallel hardware, which is capable of
executing multiple threads of operations simultaneously, but also some alteration of the software
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so that it can make efficient use of the available hardware resources. Not all algorithms can be
parallelised easily, or at all: the work to be performed must be divisible into parts which are
mostly independent of each other, so that it is possible for them to be performed in parallel.
There are several hardware approaches to parallelism: a processor may have multiple cores,
a single computer may have multiple processors, and several computers may be networked into
a cluster or a distributed computing system. Within the past decade, an alternative processor
architecture, the graphics processing unit (GPU), has become ubiquitous in commodity graphics
cards. The computational capabilities of modern GPUs exceed by far those of comparable CPUs,
and their relatively low price has made parallel computing more accessible.
Control
ALU ALU
ALU ALU
Cache
DRAM
CPU
DRAM
GPU
Figure 2.2: Differences between the CPU and GPU architectures A GPU devotes more tran-
sistors to data processing than a CPU, at the cost of more limited caching and flow control.
GPUs are SIMD (single instruction, multiple data) compute devices which execute the same
function, or kernel, on all elements of a stream of homogeneous data simultaneously. Figure
2.2 is a simplified visualisation of the broad differences between the two processor architectures:
a GPU dedicates more transistors to the processing of data. Less sophisticated flow control is
required because the same instruction is executed on multiple sets of data at once. Massive
multithreading and fast context-switching can be used to hide latency of memory accesses in
individual threads, which reduces the need for data caching. This design makes GPUs partic-
ularly suited to algorithms which exhibit a high level of data parallelism and a high ratio of
arithmetic calculations to memory accesses.
Code written for the CPU must be ported explicitly to make use of GPUs. Although GPUs
could initially only be accessed through graphics APIs, in response to the growing interest in
their use as general-purpose computing devices, several general-purpose programming APIs were
introduced. In this section we will focus on NVIDIA’s CUDA [31], which is used by CGPPD.
OpenCL is a popular alternative open standard which was designed to be cross-platform [32].
Programming for the GPU remains a non-trivial task, as it requires explicit management
of limited memory resources. Although naive GPU implementations are conceptually simple,
achievement of good performance results often requires the use of sophisticated optimisation
techniques.
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GPU implementations of simulation code typically offer speedups of 10-100 times over op-
timised CPU implementations [15], with some examples reaching speedups of 700 or 1400
times [2, 33]. However, speedups of this magnitude are not guaranteed, and are dependent
on the algorithm used, the degree of optimisation and the size of the simulation data.
2.2.2 The CUDA programming model
In this subsection we introduce the principles of general purpose GPU programming using the
Compute Unified Device Architecture (CUDA), the proprietary API developed by NVIDIA for
its GPU devices. We will focus on this technology because it is the API which used by CGPPD.
However, this information can easily be transferred to the OpenCL API, which is very similar,
although some of its terminology is different.
CUDA can be integrated into many commonly used programming languages, through lan-
guage extensions, third-party wrappers or accelerated libraries. CGPPD, which is written in
C++, uses CUDA’s C++ language extensions.
NVIDIA’s GPU hardware versions are referred to as compute capability, a figure comprising
a major and minor version number. All specific graphics card models with the same compute
capability share the same set of hardware-supported features. This version is distinct from the
CUDA version number, which refers to the software version of the CUDA API.
GPUs were originally designed to render computationally intensive graphics in applications
such as computer games. This did not require high floating-point accuracy, and thus early GPUs
had poor or non-existent support for double precision arithmetic. All CUDA GPUs of compute
capability 1.3 or higher support native double precision arithmetic [34], and are therefore more
suitable for scientific applications than older models.
The basic unit of parallel CUDA code is a kernel, a specialised function which is executed
on multiple threads in parallel. One of the first steps in the porting of a serial algorithm to the
GPU is the elimination of serial iteration over data sequences, as shown in Figure 2.3. Instead,
the data is assigned to threads according to an appropriate user-defined mapping, and each
thread processes its portion of the data in parallel when the kernel is run.
On the hardware level, a GPU contains an array of streaming multiprocessors (SMs) aggre-
gated in texture programming clusters (TPCs). Each SM in turn contains an array of scalar
processors (SPs) and a smaller number of special function units. The sizes of these arrays differ
between generations of the architecture, but it is unnecessary, except possibly during optimisa-
tion, for the programmer to be aware of this level of hardware detail. The abstraction provided
by the CUDA API allows the same code to be run unmodified on different GPU models. Figure
2.4 illustrates both the physical processor hierarchy of an NVIDIA GPU and the virtual CUDA
thread hierarchy [35].
In the CUDA thread hierarchy, threads are grouped into blocks, which are grouped into
a grid. The dimensions of the grid and the blocks are configurable: the grid may be one- or
two-dimensional, while blocks may be one-, two- or three-dimensional. There are upper bounds
on each dimension as well as the total number of subdivisions in each level of the hierarchy:
these limits vary between generations of the architecture. Thread blocks are are dynamically
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void add_vectors(int N, float * A, float * B, float * C) {
for (int i = 0; i < N; i++) {
C[i] = A[i] + B[i];
}
}
//...
add_vectors(N, A, B, C);
(a) Serial CPU implementation
__global__ void add_vectors(float * A, float * B, float * C) {
int i = threadIdx.x;
C[i] = A[i] + B[i];
}
//...
add_vectors <<<1, N>>>(A, B, C);
(b) GPU kernel
Figure 2.3: Comparison of CPU and GPU implementations of vector addition in C++ The
function in code fragment (a) iterates serially over pairs of values and sums them. The GPU kernel in
code fragment (b) is executed in parallel by multiple GPU threads: an extended function call syntax is
used to describe the geometry of the grid and the thread blocks to be allocated to the kernel. Each thread
sums one pair of elements: the thread index variable, which is different for each thread, determines which
elements are accessed.
scheduled to be executed on the available hardware. Each block is assigned to an SM, which
maps each thread in the block to one of its SPs. A SM may execute multiple blocks concurrently,
but there is a limit on the total number of blocks and the total number of threads which may
be executed concurrently on one SM.
Blocks are subdivided into warps of 32 contiguous threads each: this size is fixed in the
hardware. A warp is the smallest unit of threads which can be processed simultaneously by an
SM: the same instruction is guaranteed to be executed on all the threads in a warp in lockstep.
It is thus important to avoid divergent conditional instructions within a single warp, as they
will be executed serially.
The configurable shape of the grid and the blocks can facilitate an intuitive mapping of data
to threads: for example, a two-dimensional grid of two-dimensional blocks could be used for a
two-dimensional array. The selection of the block size affects how efficiently the GPU’s resources
are utilised, and is an important consideration during optimisation. It is common to select a
block size which is a multiple of 32, so that the block divides evenly into warps.
SMs are able to hide latency by context switching between different warps. The ratio of
the number of active warps per SM to the maximum number of possible active warps is known
as occupancy [36], which can serve as a useful indirect metric during optimisation. Higher
21
(a) GeForce 8800 series architecture (b) CUDA thread hierarchy
Figure 2.4: Comparison of physical GPU processor architecture and the CUDA thread
hierarchy CUDA’s grid and block abstraction (b) allows the programmer to write generic code which
can be executed on any processor layout, such as (a). Each thread block is dynamically scheduled to run
on one SM. (Figures taken from Tunbridge 2011 [5].)
Type Location Cached Access Scope Lifetime
Register On chip n/a read/write thread thread
Local Off chip 2.x only read/write thread thread
Shared On chip n/a read/write block block
Global Off chip 2.x only read/write global application
Constant Off chip Yes read-only global application
Texture Off chip Yes read-only global application
Table 2.1: CUDA memory spaces A summarised feature comparison of the six types of memory
available on the GPU. (Table derived from the CUDA C Best Practices Guide 6.5 [36].)
occupancy does not always guarantee better performance, since there is a threshold beyond
which it yields no further benefit, but low occupancy usually indicates poor latency hiding
capability.
All the memory resources available to a block are shared between all threads in the block.
This means that there may be insufficient resources available to support the maximum possible
number of threads per block. However, a block size which is too small may lead to reduced
occupancy, because the SM’s block limit will be reached before the thread limit.
CUDA has a hierarchy of six different memory types: per-thread registers and local memory,
per-block shared memory, and application-wide global, constant and texture memory. Each type
of memory has certain advantages and disadvantages, as shown in Table 2.1.
The global memory store is the largest, and also the memory type with the highest latency, as
it is physically located far from the GPU core. Registers are used to store local thread variables,
and have very low latency. Local memory is used automatically by the compiler to store variables
which cannot fit into registers: its name refers to its scope; it has the same physical location as
global memory and is equally slow. Shared memory is physically identical to registers, and can
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be accessed by all the threads in one block. Constant memory is a read-only global store which
is cached by SMs. Texture memory is similar, but is cached by the texture processing units.
Texture memory accesses also cache data near the accessed element: this behaviour makes it
more similar to a CPU cache. Concurrently executing threads can thus make efficient use of
this cache if they access spatially related data. Devices with compute capability 2.0 or higher
also cache local and global memory [36].
One of the most important memory-related optimisations in CUDA programming is the
coalescing of global memory accesses. If memory accesses are aligned correctly, all threads in a
warp can potentially read or write a 64-bit word from or to global memory in a single coalesced
transaction, which greatly reduces the latency cost. The memory addresses must be contiguous,
have an order corresponding to the threads in the warp, and be offset correctly so that they fall
within the same addressable segment of the memory store [35,36].
Copying data between the host (CPU) and device (GPU) is a very high-latency operation,
which can be mitigated by the asynchronous use of the GPU, which can be achieved with streams
in CUDA. If multiple CPU threads are able to execute code on the GPU independently, it is
possible to hide the latency of the data transfer by overlapping it with computation: some
threads can perform calculations on the GPU while other threads are transferring data to and
from it. This also allows efficient concurrent use of the CPU and GPU.
2.2.3 Existing simulation software
One of the most fundamental elements of a simulation package is the implementation of a force
field, the theoretical model which describes the energy of the simulation as a function of the
coordinates of its component particles [37]. Some commonly used force fields include Amber [38],
CHARMM [39], GROMOS [40], and OPLS-AA [41].
Each of these force fields was originally developed for use with a specific software pack-
age, often with the same name: Amber [42], CHARMM [43], GROMOS [44], and BOSS and
MCPRO [45], respectively. However, today most of the widely used packages implement sev-
eral force fields. Popular packages other than those already mentioned include NAMD [46],
LAMMPS [47], and GROMACS [48] (the open source reimplementation of GROMOS). Most of
these packages focus on molecular dynamics simulations, but some (like BOSS and MCPro) are
primarily used for Monte Carlo and some (like CHARMM) include support for it.
It is possible to use many of these packages for coarse-grained simulations, if an appropri-
ate force field is available. For example, the MARTINI force field [49, 50] may be used with
GROMACS, GROMOS, and NAMD, and the PRIMO force field [51] has been developed for
use with CHARMM. There are, however, also custom packages specifically developed for other
coarse-grained models, such as IBIsCO [52] or ESPResSo [53].
Both molecular dynamics and Monte Carlo packages can take advantage of the parallel nature
of MC and MD algorithms to optimise performance through parallelisation. While GPUs were
initially used only to visualise structure and trajectory data produced by MD simulations, they
are now widely used in molecular modelling to accelerate a variety of scientific calculations,
including many algorithms for potential summation, typically providing speedups of one to two
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orders of magnitude [54]. Packages which make use of GPU acceleration include NAMD [15],
MDGPU [55], HOOMD [56], OpenMM [33] and ACEMD [57].
Several custom packages have been written specifically for protein-protein and protein-ligand
docking simulations, and implement a variety of docking algorithms. For example, AutoDock [58]
and GOLD [59] are both implementations of genetic algorithms for flexible docking. Rosetta-
Dock [24] uses a multi-resolution MC approach: initial coarse-grained passes are used to identify
docking sites, and subsequently the fit is refined with all-atom simulations. ZDOCK [60] uses a
shape complementarity scoring function to perform initial-stage rigid-body protein docking, and
a package such as ZRANK [61] or RDOCK [30] may be used to refine its results. HADDOCK [62]
drives protein-protein docking simulations using biochemical or biophysical information derived
from experimental data.
2.2.4 CGPPD v1
CGPPD (Coarse-Grained Protein-Protein Docker) [5] is a hybrid CPU/GPU implementation of
the Kim and Hummer coarse-grained protein-protein docking model. It was initially developed
to provide a faster implementation of the model than a modified version of CHARMM, and
achieved a speed-up of 4 to 1400 times, depending on the size of the simulated system. To the
best of our knowledge, it remains the fastest implementation of this coarse-grained model.
The focus of our research was the addition of flexible linkers to the initial implementation,
which treats proteins as purely rigid bodies. Both the initial implementation and the modifica-
tions which were made are described in greater detail in the following two chapters.
CGPPD is written in C++, and NVIDIA’s CUDA API is used for its GPU component. The
search algorithm used is Monte Carlo with replica exchange. The potential energy calculation
used in the Monte Carlo mutation evaluation step is parallelised on the GPU. Additionally, CPU
multithreading is used to parallelise the simulation replicas.
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Chapter 3
CGPPD: a coarse-grained
protein-protein docking application
CGPPD is a C++/CUDA application for simulating protein-protein docking using a coarse-
grained model and the Metropolis Monte Carlo method with replica exchange [5]. In this
chapter we summarise the initial implementation of this application, which will henceforth be
referred to as CGPPD v1. The following chapter will describe the modifications and additions
that we made in CGPPD v2.
The focus of CGPPD v1 was to port the model and simulation method described by Kim
and Hummer [1] to the parallel GPU architecture. CGPPD v1 was designed and developed
iteratively, so that performance improvements could be introduced and evaluated incrementally.
The final version of the code exports the costly non-bonded potential calculation to the GPU,
and uses CPU multithreading for replica exchange. An option is available to execute the GPU
calculations asynchronously using CUDA streams, which allows CPU and GPU computation to
be performed more efficiently in parallel. The application can scale to an arbitrary number of
GPUs.
3.1 Design
3.1.1 Model overview
The coarse-grained model proposed by Kim and Hummer represents each amino acid residue by
a spherical bead centered on its Cα atom, and each protein by a chain of residue beads. This
reduces the number of bodies in the simulation by a factor of approximately 20. CGPPD v1
treats the proteins as rigid bodies, which simplifies many aspects of the implementation. The
introduction of flexible linkers is the focus of our research, and will be discussed in greater detail
in the following chapter.
The simulation method used is Metropolis Monte Carlo with replica exchange, both of which
use the interaction potential of the system as a scoring function. Because the proteins are
rigid, the only Monte Carlo mutations which are implemented are whole-molecule translations
and rotations. The cost of performing these molecule transformations scales linearly with the
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number of residues in the system, and is much lower than the cost of the potential calculation.
The calculation of the mutations is thus performed on the CPU.
The interaction potential is the sum of the pairwise non-bonded potential interactions be-
tween all residues in the system. Because the proteins are rigid, contributions to the total
potential sum from bonded potential components as well as non-bonded interactions between
pairs of residues within the same molecule remain constant, and are not calculated. The calcula-
tion scales quadratically with the total number of residues, and is thus the most costly portion of
the simulation. Because the pairwise interactions are independent of each other, this calculation
can readily be parallelised and performed on the GPU: the calculation of forces for individual
residues can be mapped to CUDA threads, and the components can be summed with an efficient
parallel reduction. Each pairwise calculation requires a lookup of contact potential data which
is dependent on the type of each amino acid. During the development of CGPPD v1, various
types of GPU memory were evaluated for their suitability for the storage of this lookup table.
Replica exchange is parallelised on the CPU with the use of multithreading, which allows all
cores of a multi-core CPU architecture to be utilised efficiently. Replicas are divided between
CPU threads, which can run in parallel independently of each other in between exchange steps.
3.1.2 Interaction potential
To calculate the total interaction potential, CGPPD sums the non-bonded potentials between
all pairs of residues in the simulation, excluding pairs of residues which lie within the same
molecule.
The non-bonded interaction potential between each pair of residues comprises a short-range
Lennard-Jones-type potential and a long-range electrostatic Debye-Hückel-type potential. Given
two residues i and j, which are distance r apart, the total potential ϕij(r) is the sum of an LJ-
type component uij(r) and a DH-type component uelij(r).
ϕij(r) = uij(r) + uelij(r)
Kim and Hummer define the LJ-type potential as
uij(r) =

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if εij > 0, r >= r0ij
where σij is the interaction radius between residues i and j, εij is the strength of the inter-
action, and r0ij = 21/6σij . If εij > 0, the two residues repel each other; if εij < 0 they attract
each other.
σij is the average of the van der Waals radii of residues i and j. The radius of each residue
depends on its amino acid type:
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σij =
σi + σj
2
The interaction strength εij is defined as
εij = λ(eij − e0)
where eij is the contact potential between residues i and j, which is experimentally de-
rived and depends on the amino acid type of both residues. The offset parameter e0 adjusts
the strength of the residue-residue interactions relative to residue-solvent interactions, and the
scaling factor λ weights the strength of the LJ-type component relative to the electrostatic
component of the potential. These parameters are derived through fitting against experimental
data. The values used in CGPPD are taken from the 1996 Miyazawa and Jernigan model [63].
The DH-type component is defined as
uelij(r) =
qiqjexp(−r/ξ)
4piDr
where qi and qj are the charges of residues i and j corresponding to pH 7, and are equal to
−e, e or 0.5e where e is the elementary charge. ξ is the Debye screening length, and D is the
dielectric constant of the solvent. CGPPD uses D = 80, the dielectric constant of water.
Further weighting factors may be applied to the total interaction potential ϕij(r) to take
into account the effect of the solvent-accessible surface area (SASA) of each residue pair. Kim
and Hummer suggest six possible models; CGPPD employs the simplest of these, which weights
each pairwise interaction with a constant factor of 1.
3.1.3 Monte Carlo
At each Monte Carlo step, a random molecule is selected for mutation. The type of mutation
is randomly selected: it can be either a translation or a rotation of the entire molecule. The
mutation is then evaluated with the Metropolis acceptance criterion. A mutation is accepted
with a probability of
p = min{1, −(Uj − Ui)
kBT
}
where Ui and Uj are the interaction potentials of the conformation before and after the
mutation is applied, respectively, kB is the Boltzmann constant and T is the temperature of the
conformation.
The mutation is always accepted if the new potential energy is lower than the previous
potential energy. If it is higher, the mutation is accepted or rejected randomly according to
the Boltzmann probability distribution. If the mutation is rejected, the mutated molecule is
restored to its previous state.
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3.1.4 Replica exchange
CGPPD uses replica exchange, or parallel tempering, to improve the sampling of conformations.
Multiple replicas of the same conformation at different temperatures are simulated in parallel.
At regular intervals during the Monte Carlo simulation, the conformations of adjacent replicas
are exchanged if they meet the Metropolis acceptance criterion; a condition which ensures that
the ensemble statistics of each replica are not affected [18].
The range of temperatures of all the replicas, T0, T1...Ti, forms a geometric progression.
These values are calculated as follows: if Tmin and Tmax, are the minimum and maximum
temperatures to be simulated, then for each i, Ti = Tminri, where r = (TmaxTmin )
1
N−1 .
At each replica exchange step, all of the replicas, ordered by temperature, are grouped into
adjacent pairs. At every second step this is done with an offset of one replica. For each pair of
replicas, an exchange is performed with a probability of
p = min{1, exp[(Ui − Uj)( 1
kBTi
− 1
kBTj
)]}
where Ui and Ti are the interaction potential and temperature of replica i, respectively, and
kB is the Boltzmann constant.
3.2 Implementation
The CGPPD v1 code has a modular structure and was designed according to the object-oriented
programming paradigm. Elements of the physical coarse-grained model are mapped to classes
within the code which aggregate related properties and functions.
Three different versions of the potential energy calculation have been implemented: a CPU-
only version, which allows the code to be run on a computer without a CUDA-capable GPU; a
synchronous GPU version; and a more efficient asynchronous GPU version which uses CUDA
streams, and thus requires a GPU with compute capability of 2.0 or higher. Most of the code is
common to all three versions.
3.2.1 Input
Molecule data is read from files in the Protein Data Bank (PDB) format; a widely used standard.
Because CGPPD uses a coarse-grained protein model, only the Cα atoms are processed. All
other atoms read from the file are ignored.
Simulation properties are read from a custom configuration file with a simple format. The
first portion of the file is a list of space-separated key-value pairs which specify properties such
as the duration of the simulation, the sampling frequency, the temperature range or the total
number of replicas. The second portion is the files section, which lists the molecules to be
added to each replica. Each entry comprises a path to a PDB file and the starting position
and rotation of the molecule. The position can be specified either as the absolute coordinates
of the molecule centre or a translation relative to the starting position in the PDB file. The
optional third section of the configuration file is used in simulations which model the effects
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of macromolecular crowding, a phenomenon which causes molecules to behave differently in a
solution with a high concentration of macromolecules – conditions which are frequently found in
living cells. In CGPPD certain molecules in the simulation can be designated as crowders, which
causes them to be modelled as spheres with a simpler, sharply repulsive interaction potential.
Properties which are set by the configuration file can be overridden by the user with com-
mandline parameters passed to the application.
3.2.2 Data structures
The smallest element in the object hierarchy is the Residue object, which stores each amino
acid’s position. Both an absolute position and a position relative to the centre of the molecule
are stored, because this simplifies several calculations performed during the simulation. Each
residue also has properties which depend on its type: the electrostatic charge, the van der Waals
radius, and the contact potential between that residue and other residues of every possible amino
acid type (twenty in total). All residues of a given type share the same values for these properties.
Replicating the twenty contact potentials in each residue object would be an unnecessary waste
of space in memory. Each residue thus stores an amino acid type index which is used to look up
these values in an external data structure: the AminoAcids class, which stores all 210 possible
contact potentials. The contact potential data is duplicated so that the order of the two residues
being looked up does not matter.
Residues are aggregated within a Molecule object. The residue objects are stored in a
contiguous array in memory, so that they can be accessed more efficiently. Each molecule also
stores the position of its centre, as well as its cumulative rotation from its starting position,
and both are printed to an output file when the simulation is sampled. Because the molecules
are rigid, these values are sufficient to recreate a full PDB file from each sample during post-
processing of the data.
A Replica object aggregates Molecule objects. The Replica class is responsible for most of the
functions for performing the steps of the Monte Carlo simulation and calculating the potential
energy, although some of this functionality is delegated to the Molecule class and other helper
classes such as the CUDA code for calculating the potential on the GPU.
Multiple replicas are aggregated within the top-level Simulation class, which manages the
replica exchange and the global properties of the application.
3.2.3 Random number generation
Random numbers for the simulation are generated using the GNU Scientific Library (GSL) [64]
implementation of the Mersenne Twister, an algorithm designed specifically for Monte Carlo
simulations and which meets their need for very long non-repeating sequences of random num-
bers [65]. The Mersenne Twister provides a random number generator with a period of 219937−1.
Because CGPPD only consumes approximately 240 random numbers per 1010 Monte Carlo steps,
a single instance of this generator would be sufficient even for simulations several orders of mag-
nitude longer in duration than those typically performed with CGPPD. In the implementation,
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each Replica object uses a separate generator, and another generator is used for the replica
exchange. This simplifies the process of testing the application, because each replica is assured
not to be affected by the state of other replicas in between replica exchange steps.
3.2.4 Multithreading and replica exchange
A replica exchange Monte Carlo simulation is a series of replica exchange steps interspersed with
Monte Carlo simulation steps. The MC steps form the largest portion of the total simulation.
MC steps performed on different replicas are completely independent of one another – no transfer
of data between replicas is required in between the replica exchange steps. Most of the simulation
is thus embarrassingly parallel and can easily be sped up on a multi-core CPU architecture if
the MC processes are assigned to different CPU threads or cluster compute nodes.
If there are as many processors available as there are replicas in the simulation, it is theo-
retically possible to achieve a linear speedup proportional to the number of replicas. Various
factors affect this speedup in practice. Hardware limitations in desktop computers make it likely
that each processor core will need to be shared by multiple replicas. If the code is executed on
compute nodes on a cluster, the communication overhead between nodes may cause the data
transfer during replica exchange steps to be more expensive. If the potential calculation is
exported to a GPU, the availability of the GPU will have to be considered as well.
The number of threads used by CGPPD in a simulation is configurable, and must be smaller
than or equal to the number of replicas. It would be conceptually simple to assign each replica
to its own thread, but if multiple threads were to compete for the same core, the CPU would
have to swap them in and out. This would lead to unnecessary computational overhead and
slow the simulation. The recommended configuration is thus one thread per available processor
core.
Replicas are distributed evenly between the available threads as follows: given N replicas
and T threads, dNT e contiguous replicas are assigned to each thread except the last, while the
last thread is assigned N − dNT e · (T − 1) replicas.
A simple threading model for the simulation would use a main thread to perform replica
exchange and child threads to perform the Monte Carlo steps in parallel. At each simulation
step, the main thread would launch the MC threads, wait for them to join, then perform the
replica exchange step. In the next step, a new set of child threads would be launched.
Unfortunately, this model triggered a bug which was present in CUDA at the time when
CGPPD v1 was written. Before CUDA functions can be called from a particular thread, the
CUDA runtime needs to be initialised from that thread. A bug in the initialisation function
caused it to leak a small amount of memory whenever it was called. If CGPPD were to launch a
new set of threads in each replica exchange step, the leaked memory would rapidly accumulate
and eventually cause the program to run out of memory and crash.
To work around this limitation, CGPPD v1 reuses the same set of threads to perform the
MC steps for the duration of the simulation. This means that synchronisation between the
threads has to be managed explicitly.
Instead of waiting for the child threads to join, the main thread waits for a signal from the
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child threads before beginning replica exchange. This signal is sent by the last child thread to
complete its set of MC steps. The number of threads which have completed their work and are
in a waiting state is tracked with a threadsafe counter. When it receives this signal, the main
thread performs the replica exchange step and signals all the child threads to indicate that the
next set of MC steps is to be performed.
During the replica exchange step, the main thread of the program iterates over all the
replicas, sorted by temperature, two at a time. This loop starts at replica R0 during every
second step, and at replica R1 during every other step. This offset makes it possible for a
conformation to move between multiple different replicas over the course of several exchanges.
Each pair of replicas is evaluated. If the replicas meet the Metropolis acceptance criterion, their
conformations are exchanged.
It would be extremely inefficient to perform this exchange by copying the molecule data
between the two Replica objects, especially if this required copying data between different threads
or compute nodes. It is much simpler and less expensive to leave most of the replica data in
place and only swap the temperatures (as well as some counters used to record each replica’s
state).
However, if the replicas remain in place while their temperatures are exchanged, an additional
mechanism is required to maintain the temperature ordering for subsequent replica exchange
steps. This is achieved with an ordered map of temperatures to replica positions, which is
updated after every replica exchange.
This mapping does not affect which replicas are processed by which threads during the Monte
Carlo step. Each MC thread iterates over the contiguous replicas which were originally assigned
to it, regardless of their updated temperatures.
The minumum and maximum temperature values for the simulation, Tmin and Tmax, are
read from the configuration, as well as the desired number of replicas N . The intermediate
temperature values are calculated when the replicas are initialised. Typical values are Tmin =
250K, Tmax = 500K, and N = 20: this was the temperature progression used by Kim and
Hummer [1].
3.2.5 Monte Carlo
In each Monte Carlo step, a single molecule to be mutated is selected randomly, and its state is
saved so that it can be restored later if the mutation is to be discarded. Because the molecules
are rigid, only two types of Monte Carlo mutations are performed: whole-molecule translations
and rotations.
In both cases, a vector is randomly generated so that each of its components lies in the range
[−0.5, 0.5), and then normalised.
In a translation step, this vector is scaled to the translation step length of the replica, and
added to the position of every residue in the molecule as well as the centroid of the molecule.
In a rotation step, a quaternion is generated with the random vector as its axis of rotation
and an angle of rotation specified by the replica, applied in a clockwise direction. CGPPD uses
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64-bit quaternion rotation with 64-bit axes of rotation to minimise the cumulative numerical
errors which would otherwise cause gradual distortion of the rotated molecules.
The translation and rotation step size for each replica is proportional to its temperature.
These values also follow geometric progressions, and are calculated with the same method as the
temperature values. The minimum and maximum values are configured in the code by means
of compile-time flags. Typical ranges are 0.5Å to 5Å for the translation step and 0.1 rad to 0.5
rad for the rotation step.
After the mutation step, the potential energy of the replica is calculated, and used to evaluate
the mutation. If the mutation is rejected, the mutated molecule is rolled back to its previous
state.
Depending on the program’s compile-time flags, the potential calculation may be performed
on the CPU or on the GPU. If the GPU version is enabled, the MC steps of parallel replicas
may be executed synchronously or asynchronously.
In the synchronous version, within each Monte Carlo thread the outer loop iterates over all
replicas assigned to the thread, and performs all parts of the Monte Carlo step for each replica
sequentially before switching to the next replica. The longest part of each step is the potential
calculation on the GPU. The GPU calls are blocking, which means that the thread must wait for
each replica’s calculation to be completed before beginning the calculation of the next replica’s
MC step. On a multithreaded system with a single GPU, threads may also block each other,
since only one thread is able to access the GPU at any time.
The asynchronous version addresses this inefficiency, allowing the CPU and GPU to be
utilised concurrently. Each Monte Carlo step is split into three parts: the selection and appli-
cation of the mutation, the calculation of the potential, and the evaluation and possible rolling
back of the mutation. Of these, only the potential calculation is performed on the GPU.
In the asynchronous Monte Carlo algorithm, the inner and outer loops in each thread are
swapped: the outer loop iterates over the three parts of the MC step, and for each part an
inner loop iterates over all of the thread’s replicas. The calculation of the potential on the GPU
is executed as an asynchronous call. Thus the CPU can begin to compute the beginning of a
replica’s MC step while the previous replica’s potential is still being calculated on the GPU.
To prevent threads from blocking each other when they access the GPU, the asynchronous
version utilises CUDA streams, a feature which allows parallel queues of operations to be exe-
cuted on the GPU concurrently. Operations are launched on the GPU with asynchronous calls
which specify the stream to be used. These calls are non-blocking as long as the stream is free.
if it is occupied, the call will be blocking until all the previous instructions in that stream have
been executed.
The CUDA architecture allows a maximum of 16 streams to be used on one GPU. CGPPD
can thus use any number of streams up to this maximum (per available GPU). The total number
of streams is read from the configuration, and replicas are assigned to streams dynamically when
the simulation is initialised. It is recommended for the total number of replicas to be an exact
multiple of the total number of streams, so that the work is distributed evenly.
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3.2.6 Potential calculation on the CPU
The total interaction potential used to evaluate Monte Carlo moves and replica exchanges is
the sum of the short-range and long-range non-bonded forces between all pairs of residues in
the simulation. Pairs of residues which lie within the same molecule are excluded, because their
contribution to the total in CGPPD v1 is constant.
The CPU implementation of the potential calculation consists of four nested loops. The two
outer loops iterate over pairs of distinct molecules, and the two inner loops iterate over pairs
of residues. Inside the innermost loop, the potential for each pair of residues is added to the
potential total.
Aggregation of residues into molecules allows this algorithm to discard unnecessary residue
pairs in the outer loop: a molecule is never paired with itself, so residues within the same
molecule are never compared.
3.2.7 Potential calculation on the GPU
In order to calculate the interaction potential, the GPU implementation must copy the residue
data from the host to the device, perform the calculation in a CUDA kernel, and transfer the
result back from the device to the host.
The design of the implementation was influenced by various limitations of the GPU archi-
tecture. The most important concerns of GPU algorithm design are: maximising the parallel
execution of the code so that all of the GPU cores can be used effectively; minimising the mem-
ory transfer through the low-bandwidth channel between the host (CPU) and the device (GPU)
to avoid bottlenecks; and maximising the instruction throughput by optimising instruction use.
The data structures implemented in the CPU code cannot be used unmodified on the GPU
because not all C++ language features are accessible from CUDA. Also, because both memory
and bandwidth are a much more limited resource on the GPU, it is important to optimise the
size of the data to be transferred to and stored on the device as much as possible. The simulation
data is therefore converted to a minimalist representation which contains only the information
necessary for the potential calculation to be performed on the GPU.
The GPU eliminates the molecule abstraction, and treats the residues as a single flat list.
This allows the four loops of the CPU implementation to be refactored into two, which in turn
results in an easy mapping of residue pairs to GPU cores when the loops are replaced by a
parallel calculation distributed over GPU threads. Because it is still necessary to eliminate
residue pairs within the same molecule from the calculation, a molecule identifier is added as a
property to each residue.
Each residue is represented by eight floats. This data is contained in two arrays of type
float4, a built-in CUDA vector type which aggregates four floats in a struct. This type was
chosen over a custom structure because it is an efficient implementation which makes optimal
use of memory alignment for parallel memory fetches. Use of this type means that some residue
properties which are integer values must also be represented as floats, but IEEE 754 compliance
ensures that these values are not affected by the conversion.
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Three of the floats are used for the position, and one each for the amino acid type, the
charge, the radius and the molecule identifier. The eight float is a flag which indicates that the
residue is part of a crowder molecule: this information is used to calculate a different potential
between two crowder residues, if macromolecular crowding is enabled in the simulation.
One of the optimisations introduced to the GPU code is the use of dummy residues to pad
the arrays to a size exactly divisible by the total number of available threads. This removes the
need for special handling of blocks of threads which are not full, and also guarantees that the
potential results can be summed with a parallel reduction algorithm which requires a power of
two array size. The molecule identifier property is reused as a flag to mark dummy residues as
padders. Any pair which contains at least one of these padders contributes a zero value to the
calculation.
The calculation of the Lennard-Jones-type potential for each residue pair depends on eij , the
contact potential between the residues, which is determined by their amino acid type. Because
the residue types have no predictable order, the lookup of this value is a random memory
access. Unlike memory accesses which follow a predictable pattern, which can be optimised so
that multiple threads can perform them in parallel, this lookup is likely to be completely serial.
The type of memory used to store this data can have a strong impact on the performance
of the lookup, and all the available options were evaluated. Ultimately texture memory was
selected as the best-performing option. It is less sensitive to random memory access patterns,
and caches data stored near data which has already been retrieved. The type of memory used
can be changed at compile time with a preprocessor directive.
The contact potential values are stored in a 1D array of floats, so that eij = A[i + 20 ∗ j].
The data is duplicated in this structure as it is on the CPU, so that the two residues can be
looked up in either order.
The residue arrays for each replica are initialised once at the start of the simulation. They
are copied to the GPU in their entirety before the potential calculation is performed on the
GPU for the first time. Thereafter, residue data is only updated when this is necessary. After
each Monte Carlo move, only the positions of residues associated with the molecule which has
been mutated are updated. If a Monte Carlo move is subsequently rejected, these positions are
updated again so that they are restored to their previous state. The array of contact potentials
is constant, and thus only has to be copied to the GPU once.
Each thread executing the potential kernel calculates the potential for several residue pairs:
the same x residue is paired with a block of y residues. This is a more efficient distribution of
the total work than assignment of a single residue pair to each thread. This tiled approach was
adapted from GPU algorithms for molecular dynamics described by Friedrichs et al. [33] and
van Meel et al. [55].
The kernel uses a two-dimensional grid of one-dimensional thread blocks. The block size
blockDim – the number of threads in each block – is determined at runtime to be 32 if the
simulation contains fewer than 1024 residues, and 64 if it is larger. These defaults were selected
to provide optimal performance, but the value may also be overridden through a configuration
setting if a larger block size is required to cater for a larger number of residues. The size of the
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grid, a gridDim×gridDim square, is calculated as follows: gridDim = paddedSize/blockDim,
where paddedSize is the total number of residues padded to the nearest power of 2.
Figure 3.1: Potential kernel grid layout Each thread calculates the potentials between one x residue
and all the other residues within the same block. Blocks below the diagonal perform no calculations, and
blocks which lie on the diagonal halve their totals [5].
The mapping of threads to residue pairs is illustrated in Figure 3.1. Within each thread, the
x residue is R[bx×blockDim+tx], where bx is the x dimension of the block index, tx is the thread
index and blockDim is the thread block size. The y residues range from R[by × blockDim] to
R[by× blockDim+ blockDim], where by is the y dimension of the block index. At the beginning
of the kernel’s execution, data for the x and y residues used by the thread block is copied into its
shared memory. This improves the performance of the kernel, since accesses to shared memory
have a much lower latency than accesses to global memory. Each thread in the block accesses
the same y residue data in shared memory once it has been copied. Bank conflicts are avoided
because all threads access the same residue data in lockstep.
Because each pair of residues is mirrored diagonally in the matrix which represents the
residue interactions, each pair potential would be calculated twice if the calculation were to
be performed by all thread block. To avoid most of this duplicate work, the kernel skips the
calculation in blocks below the major diagonal and halves the potential total in blocks which lie
on the diagonal.
Each thread writes its potential subtotal to an array of results stored in shared memory.
Within each block these results are summed with a parallel reduction. It would be inefficient
for all the threads in a block to accumulate the potential total in a single variable, because
the locking techniques which would have to be used to prevent threads from overwriting each
other’s modifications would cause the operation to become sequential. A parallel reduction
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allows threads to accumulate subtotals in different variables concurrently, without conflicts.
CGPPD implements a variant of a simple parallel sum reduction algorithm which can only
be used on an array which is a power of two in size. At each step, each thread reads two values
from the array, sums them, and writes the result back to the array. The two variants differ in the
implementation details; they are compared in Figure 3.2, which illustrates how each algorithm
would be used to reduce an array of eight elements.
(a) Parallel reduction with mask (b) CUDA reduction
Figure 3.2: Comparison of parallel reduction algorithms Both variants of the algorithm require
only three iterations to reduce an array of eight elements. The CUDA reduction (b) is more work-efficient,
as fewer threads are used in each iteration and there is no duplication of work [5].
In the original parallel reduction algorithm, given an array M of length N , the thread with
index x sums elements M [x] and M [x ⊕mask], where mask = N/2, and the result is written
back to M [x]. After each step, mask is halved. The array is thus divided into pairs which
are mask elements apart, and each distinct sum is performed by two threads. Thus all threads
are used in every iteration, but most of them perform duplicate work: after the final iteration
each element of the array contains a copy of the total. The algorithm performs the reduction
in O(log2 n) time, but with O(n log2 n) work: because the duplicate work occurs in parallel, it
does not affect the running time. The sequential implementation is O(n).
The modified CUDA reduction algorithm uses a stride of N/2 instead of a bitmask: thread
x sums elements M [x] and M [x + stride]. Only N/2 threads are used in the first iteration,
and the number is halved in each subsequent iteration. Thus each sum is only performed once,
and after the final iteration only the first element of the array contains the result. This allows
the algorithm to perform O(log2 n) work. The elimination of superfluous threads allows the
reduction to be optimised in various ways on the GPU hardware: bank conflicts are reduced
because each array value is only read by one thread at a time; fewer warps are in use in each
iteration; and once only threads within a single warp are active no further thread synchronisation
is required because warp operations are synchronous.
The final total is calculated from the partial sums produced by each block either on the
device or on the host. Depending on which method is used, either a single value or an array of
values is copied back from the device to the host.
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3.2.8 Output
CGPPD outputs samples at regular, configurable intervals during the course of the simulation.
Each sample records the positions of the molecules, as well as information about the Monte
Carlo acceptance and rejection statistics and the fraction of bound conformations.
Because the molecules are rigid, it is necessary only to output a cumulative translation and
rotation value for each one. If these are applied to the PDB file which contains the starting
positions of the molecules, a PDB file of the sampled conformation can be reconstructed. This
is done in a post-processing step after the simulation has completed. These PDB files can
subsequently be used as input to an external clustering program.
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Chapter 4
Design and implementation
The previous chapter summarises the original implementation of CGPPD, which focused on
the acceleration of coarse-grained Monte Carlo protein-protein docking simulations on GPU
hardware. The focus of our project was to extend CGPPD v1, in which the proteins could only
be modelled as entirely rigid bodies, to make it possible to to model a protein as a series of rigid
domains connected by flexible linkers. We aimed to make this addition without compromising
the performance gains of the original implementation.
The addition of flexible protein segments required modifications throughout the CGPPD code
base, with the most extensive changes required in two stages of the Monte Carlo algorithm: the
selection of Monte Carlo mutations, and the calculation of the potential energy of the system in
order to evaluate them.
New Monte Carlo mutations which allow the proteins to change shape were implemented:
two local mutations which affect individual residues within flexible linkers, and a mutation
which allows a protein to bend. The potential calculation was extended to include bonded
energy components. It was also necessary to include more residue pairs in the nonbonded part
of the calculation: because the proteins were no longer rigid, it could not be assumed that each
protein’s internal nonbonded potential would remain constant throughout the simulation.
The changes to the potential calculation had to be made both to the CPU and GPU imple-
mentations. Since GPU optimisation was not the focus of this project, we aimed to make as
few changes to the GPU implementation as possible, avoiding modifications which were likely
to have a major impact on performance.
Assorted other minor changes were required: the input format was extended to include the
means to mark certain portions of a protein as flexible, and a new data structure was added
to the model to store this information. Because the proteins could change shape during the
simulation, it was also no longer sufficient to output a cumulative translation and rotation value
for each protein in each sample of the simulation. Instead, each sample now includes a full PDB
file containing a snapshot of all proteins in the simulation.
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4.1 Input
A new section has been added to the configuration file format to allow the user to mark which
portions of a molecule are flexible. The heading segments denotes the start of the segment
section, in the same way that the headings files and crowders are used to delimit the non-
crowder and crowder molecule sections, respectively.
Within the segment section, each entry takes the formmoleculenamesegment, where segment
can either be a space-separated list of residue indices within the molecule or the word all, which
indicates that the entire molecule is flexible. The indices correspond to the numbering inside
the PDB file (which starts from 1), not CGPPD’s internal numbering (which starts from 0).
moleculename must correspond to a valid molecule name used to label an entry in the files
section. This optional label was added to the file format in CGPPD v2, and allows segments to
refer unambiguously to specific molecules in a way which is not dependent on the ordering of
the molecules within the file.
(...)
files
t(0,0,0) r(0,0,0,0) data/diubiquitin_lys_48.pdb diubiquitin
segments
diubiquitin 73 74 75 76 124
Figure 4.1: An example configuration file fragment The segment provided represents the flexible
linker between the two ubiquitin molecules in Lys-48-linked diubiquitin. The tail of the first ubiquitin
molecule is connected to the lysine residue in position 48 of the second ubiquitin molecule. Note that this
complex is modelled as a single molecule with two chains: a single PDB file containing both structures
is used, and the index of the lysine in the second chain is offset by the length of the first chain.
A segment can be made up of an arbitrary list of residues: they do not have to be adjacent
within the PDB file. In particular, a segment can span multiple chains within the same protein,
and the end of one chain can be attached to the middle of a second chain, thus forming a
branching structure. An example configuration file fragment is shown in Figure 4.1.
4.2 Model
4.2.1 Requirements and design
If each flexible linker were confined to a single chain, it would be possible to describe the linkers
with a simple linear structure, such as an array of Link objects corresponding to the array of
Residue objects: each Link could have a property which determined whether the link between
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two residues was flexible. However, this simple solution would not allow us to model compounds
such as diubiquitin, which has a flexible linker connecting the end of one chain to the middle of
another and thus includes a branch.
We therefore opted to store topological information about each molecule in an adjacency
list. This approach is sufficiently generic and powerful that it allows us to model arbitrary
interconnections between residues, although in practice we expect multi-chain proteins to be
mostly linear.
Information about the flexible linkers is required at two points within the simulation: dur-
ing the Monte Carlo mutation step, when certain mutations may only be applied to a subset
of residues within flexible linkers; and during the potential calculation step, when the bonded
potential contribution of each flexible linker is calculated. In both cases we require the infor-
mation to be presented as an index of specific topological features: during the mutation step,
a list of all residues available for a particular move, from which one may be randomly selected;
and during the potential calculation step the set of all flexible pseudo-bonds, pseudo-angles and
pseudo-torsions.
These indices are derived from the data stored in the adjacency map. Because the Monte
Carlo transformations applied to the molecules during the course of the simulation can change
residue coordinates, but not break or form links between residues, the adjacency map never
changes. We can therefore calculate all the secondary information about the molecule’s topology
once at the start of the simulation, and thereafter use cached data instead of repeating the
calculations unnecessarily during each Monte Carlo step.
4.2.2 Implementation
We encapsulate all of this topological information inside a new Graph object, which is added as
a property to each Molecule object. Because the topological structure of each molecule remains
constant, although each Replica must have an independent copy of every Molecule object, all
replica copies of the same Molecule can share a single Graph object. This is illustrated in Figure
4.2.
For ease of implementation, within the Graph class we made extensive use of containers
provided by the C++ Standard Template Library (STL), a popular library of generic algorithms
and data structures [66]. Throughout this chapter, unless otherwise specified, data structures
referred to as vectors, sets, maps and pairs can be assumed to be STL implementations.
In addition to the Graph class itself, we implemented a range of simple containers to store
information about individual bonds, angles, torsions and arbitrary pairs of residues. These
containers aggregate indices which refer to residues in the Residue array: they do not directly
store any information which is dependent on residue positions, which allows the same Graph
and its contents to be reused in multiple replicas. The containers also implement comparison
operators and assorted helper methods.
The Graph object is initialised from a vector of Residues and a vector of segment containers,
where each segment contains a vector of Residue indices demarcating a flexible segment. A flag
may also be used to indicate that the entire molecule is flexible. This information is used to
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Figure 4.2: Relationship between Molecule and Graph objects Every replica stores an indepen-
dent copy of each molecule in the simulation, but all copies of a molecule share the same Graph object:
the topological information that it aggregates is independent of the changing positions of the residues, and
remains constant during the simulation.
populate four private data structures which describe the graph. The vertices are stored in a set
of integers, where each vertex is a Residue index. The edges are a set of pairs of integers: each
edge is stored only once, as the pair (i, j) where i < j. The adjacency list is implemented as
a map of integers to sets of integers: for simplicity of lookups, the data is duplicated, so that
for each edge (i, j) the vertex i is in the set of vertices adjacent to j, and vice versa. A map of
integer pairs to booleans indicates whether each edge is flexible: this map also stores each edge
twice.
A set of Bonds is constructed from all the flexible edges in the graph. A set of Angles is
constructed from all adjacent pairs of edges where at least one edge is flexible, and similarly
a set of Torsions is constructed from all adjacent triplets of edges where at least one edge is
flexible.
For each of the added flexible Monte Carlo moves, we construct a set of residues which
are available to be selected for that move: although most residues within a flexible linker are
common to all three sets, edge cases are handled differently. The differences are described in
detail in the Monte Carlo section. These sets of residues are exposed by the object as vectors,
because they are selected randomly and thus must be stored in indexable containers.
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The graph class also exposes several helper data structures and functions which are used
when a flex move is performed and when the potential is calculated. These elements will be
described in detail later in the chapter.
4.3 Monte Carlo
The rigid implementation of CGPPD provided two Monte Carlo mutations: translation and
rotation of a single molecule. Both these moves preserve the shape of the molecules. In our
implementation we make no modifications to these existing mutations, but add three new muta-
tions which change the shape of the molecule: translation of a single residue, crankshaft rotation
of a single residue, and a flex move which allows the molecule to bend.
4.3.1 Requirements and design
The local translation and crankshaft moves were suggested by Kim and Hummer in the paper
which describes their model [1]. The local translation move simply translates a single linker
residue in a random direction. In a crankshaft move, a single linker residue is rotated about the
axis formed by its two neighbours. We implement only a crankshaft move which moves a single
residue – our code could easily be extended to crankshaft moves which move multiple sequential
residues [67,68].
These local moves alone would not allow the domains of a single molecule to change position
with respect to each other. To make this type of transformation possible, we have also added
a move which bends the molecule at a single point: a random linker residue is selected, and
all residues on one side of this residue are pivoted about that residue. Similar mutations have
previously been implemented in protein folding simulations [67]. The three added moves are
illustrated in Figure 4.3.
~v
(a) Local translation
θ
(b) Crankshaft
θ
(c) Flex
Figure 4.3: Additional Monte Carlo moves for flexible linkers In a local translation move (a),
one residue is translated in a random direction. In a crankshaft move (b), one residue is rotated about
the axis formed by its two neighbours. In a flex move (c), all residues on one side of a pivot residue are
rotated about a random axis passing through that residue.
We aimed to implement these moves with support for both periodic and spherical boundary
conditions, which are illustrated in Figure 4.4. This proved a little more challenging than the
simple approach used for the whole-molecule translation and rotation, because the three flexible
moves cause the molecule to change shape, and thus require both the centre and the relative
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positions of the residues to the centre to be recalculated. We wished to perform these calculations
as efficiently as possible.
c
cc
(a) Periodic boundary
c
c
c
(b) Spherical boundary
Figure 4.4: Comparison of boundary conditions If a periodic boundary (a) is used, whenever a
move causes a molecule’s geometric centre to move outside the boundary, the molecule is wrapped around
to the other side of the bounded area. If a spherical boundary (b) is used, moves which would cause a
molecule to move outside the boundary are discarded.
Because the local translation and crankshaft moves have much less of an effect on the system
than the whole-molecule translation and rotation and the flex move, we wished to include an
option to aggregate several small local moves in a single Monte Carlo mutation. We also aimed
to make the relative probability weightings of all five moves configurable.
4.3.2 Random selection
As in the original implementation, we use the GNU Scientific Library (GSL)’s [64] implemen-
tation of the Mersenne Twister [65] to generate all random numbers used in the Monte Carlo
algorithm.
In each MC step, the selection of a molecule for a mutation remains unchanged from the rigid
implementation. However, while the mutation type was previously a binary choice, there are
now four possibilities: a whole-molecule translation, a whole-molecule rotation, a flex move or
a series of local moves. To make a random selection, we use GSL’s general discrete distribution
function, gsl_ran_discrete, which can be initialised with an arbitrary table of weights. By
default all four mutation types are weighted evenly.
If no molecules in the simulation have flexible linkers, the two flexible options are disabled and
only whole-molecule translations and rotations may be selected, as in the rigid-only implemen-
tation. If there is only one molecule in the simulation, whole-molecule translations are disabled,
since they have no effect on the potential energy of the system, and only whole-molecule rota-
tions (which may change the position of the molecule relative to its neighbours across a periodic
boundary) and the two flexible options may be selected.
The number of local moves to be performed in a single MC step is configurable. Each
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individual local move is randomly selected to be either a local translation or a crankshaft move.
By default both are selected with the same probability, but the bias is configurable.
Each of the three additional moves focuses on a particular residue within a flexible linker. A
list of all residues available for each move is exposed as a vector by a molecule’s Graph object,
and a random element is selected from the appropriate vector when that move is made.
4.3.3 The local translation
This mutation moves a single randomly selected residue in a random direction. The residue
must not be adjacent to any rigid edges.
A random translation vector is generated in exactly the same way as in a whole-molecule
translation. However, the step size is scaled down substantially, as a step size of the magnitude
used for the whole-molecule translation leads to rejection of the move in an overwhelming ma-
jority of cases. This is because the move changes the lengths of the bonds on either side of the
residue, which has a costly effect on the bond component of the potential.
The scaling factor is configurable. By default it is set to 0.1. We selected this value to make
the acceptance ratio of local translation moves have the same order of magnitude as that of
crankshaft moves.
To handle the boundary conditions for this move, we need to recalculate the geometric centre
of the molecule. We can do this efficiently using only the old centre and the translation vector
v:
centrenew = centreold +
v
N
where N is the total number of residues in the molecule.
We make this calculation before applying the translation vector. If the boundary is spherical
and the new centre lies outside it, we ignore the move. Otherwise, we apply the translation
vector to the residue, apply the new value of the centre, and recalculate the relative positions
of all the residues to the centre: we can do this by adding a constant offset to the old relative
positions. Finally, if the boundary is periodic, we check whether the new centre lies outside it,
and if so add a constant offset to the centre and all the absolute residue positions in order to
wrap the molecule’s position.
4.3.4 The crankshaft move
This mutation rotates a single randomly selected residue about the axis passing through its
neighbours, thus preserving the bond lengths on either side. The residue must not be adjacent
to any rigid edges, and must be adjacent to at least two flexible edges. We don’t eliminate
residues which are adjacent to a third flexible edge, a case which would be made possible if a
linker at the end of a chain were to bind to the middle of another linker. Crankshaft moves on
such a residue are likely to be rejected, however, because of the distortion of the bond along the
third edge.
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The normalized vector between the two neighbouring residues is used as the axis of rotation.
The rotation angle is the same as the one used for the whole-molecule rotation, but we randomly
select whether to flip its sign. A quaternion is constructed from the angle and axis, and used to
perform the rotation: because the axis passes through both of the residue’s neighbours, we can
use either neighbour as the centre relative to which the residue is rotated. We thus apply the
quaternion to the relative position of the selected residue to its neighbour, and the result is its
rotated position relative to that neighbour.
We then calculate the translation vector which is required to move the residue to that
position, thus reducing the problem to a local translation move. This allows us to re-use all of
the translation move’s boundary checking code.
4.3.5 The flex move
This mutation causes the molecule to flex at a single point. We randomly select any residue
from the set of all linker residues, thus partitioning the molecule into two or more branches. We
randomly select the branch which will move, and select all the residues included in that branch
using a helper function on the molecule’s Graph object. This function traverses the graph, and
is intelligent enough to maintain rigidity constraints on domains by including all residues in a
domain if a residue from that domain has already been included, regardless of the numbering of
the residues.
We then rotate all the residues in the selected branch relative to the first selected residue
using a quaternion which is constructed from a random axis of rotation and the same rotation
angle that is used for the whole-molecule rotation.
Checking the boundary conditions for this move is a little more complex because more than
one residue changes position: in the worst case scenario, N − 1 residues might be rotated. We
need to calculate the new positions of all these residues in order to calculate the new geometric
centre, which has to be done before the move is applied if the boundary is spherical.
We store a translation vector for each rotated residue in a temporary container. We can use
these vectors to precalculate the new centre:
centrenew = centreold +
1
N
R∑
i=1
vi
where R is the total number of rotated residues and N is the total number of residues. If
the move is not rejected because of a spherical boundary condition, we can reuse the saved
translation vectors to update the absolute position of each residue. Thereafter we can update
the relative positions of all residues, and wrap the molecule if this is necessary because of a
periodic boundary condition.
4.4 Potential energy
The rigid implementation of the potential energy comprises only two non-bonded components:
a short-range Lennard-Jones potential, and a long-range Debye-Hückel electrostatic potential.
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Each of these components is calculated for every pair of residues, excluding pairs which both
lie withing the same molecule: because the molecules are rigid, their internal potential never
changes. Our implementation adds pseudo-bond, pseudo-angle and pseudo-torsion components,
calculated within the flexible linkers. We also extend the non-bonded components to include
more pairs.
4.4.1 Requirements and design
The introduction of Monte Carlo mutations which allow the molecules in the simulation to
deform required us to add components to the potential sum which measure the fitness of these
mutations. Changes to the shape of the backbone place strain on the pseudo-bonds between
pairs of adjacent residues, the pseudo-angles formed by adjacent triplets, and the pseudo-torsion
angles between adjacent quadruplets. We added components for these three elements, as was
suggested by Kim and Hummer [1]. Our torsion component includes only proper dihedrals: we
do not include a component for improper dihedrals.
The bonded components are much less expensive to calculate than the bonded components:
the cost scales linearly with the number of residues inside flexible linkers, and in a typical use
case the flexible linkers make up a small portion of the total number of residues in the simulation.
We thus implemented this calculation only on the CPU.
It was also necessary to extend the calculation of non-bonded potentials to more pairs of
residues. Because the Monte Carlo and replica exchange criteria only rely on differences between
potentials of different conformations, and not the exact value of the total, we can optimise the
non-bonded calculation by omitting pairs of residues whose contribution is static. Thus in the
rigid implementation we could ignore the contributions from all pairs of residues within the same
molecule.
However, if a molecule can change shape, its internal non-bonded potential can also change.
We thus had to include in our implementation additional non-bonded potential contributions
from all pairs of residues of which at least one was inside a flexible linker. Because our flex
move allows rigid domains to move with respect to each other, pairs of residues which lay in
different rigid domains also had be included. However, we could ignore pairs of residues which
lay within the same rigid domain. It was also necessary to exclude pairs of residues which were
close neighbours on the backbone: including them would introduce extremely high non-bonded
potential values, as the potential is strongly repulsive at short distances. For the same reason
we found it necessary during implementation to exclude residue pairs which were permanently
in close proximity to each other because of a bond between two chains.
The GPU implementation of the non-bonded potential calculation also had to be updated.
This proved challenging mostly because of the additional residue information which had to
be passed to the GPU kernel to allow for the correct residue pairs to be excluded. Because
GPU optimisation is not the focus of our research, we aimed to make this change with as little
disruption as possible to the existing kernel code. Our implementation packs all the required
data into the data structures used by the original implementation, exploiting the fact that
under some circumstances two integers can be stored losslessly in a single float. We opted to
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add some computational complexity to the kernel in order to unpack the data on the GPU,
rather than increasing the bandwidth required for the data transfer by increasing the size of the
data structures.
4.4.2 Integration of internal molecule potential with existing code
A new function on the Molecule object is used to calculate the internal potential contribution
of each molecule. This always includes the bonded potential, and may include some elements of
the non-bonded potential, depending on whether the GPU-enabled version of the code is used.
In the CPU-only version of the code, this function calculates the entire non-bonded potential
as well as the bonded potential. This result is added to the total non-bonded potential con-
tribution from pairs of residues in different molecules, which is calculated by a function on the
Replica object, as in the rigid implementation.
In the GPU-enabled version, the potential kernel incorporates the majority of the complex
conditions which are required to select the correct residues to include in the non-bonded potential
calculation, including pairs within the same molecule. We do not, however, pass information
to the kernel about residues which are close neighbours because of a bond between two chains,
because this would require too complex a change to the GPU code. Instead, we use the molecule
potential function to compensate for the inclusion of these pairs in the GPU kernel, in addition to
calculating the bonded potential. This is described in greater detail in the GPU implementation
subsection below.
4.4.3 Bond potential
This component represents the potential contribution from the pseudo-bond between two residues
which are adjacent within a flexible linker. To calculate it, we use a harmonic potential [1],
Ebond(r) =
1
2k(r − r0)
2
where r is the distance between the residues. r0, the reference distance, is set to the average
length of a Cα − Cα pseudobond, 3.81Å [69]. The spring constant k is set to 378 kcal/(mol
Å2) [1].
To calculate the total bond potential we iterate over the set of all Bond objects, which is
exposed by the Graph object. We accumulate only (r − r0)2 for each pair, and multiply this
sum by 12k to obtain the final total.
4.4.4 Angle potential
This component represents the potential contribution from the pseudo-angle between three ad-
jacent linker residues. We also calculate it for edge cases where one of the edges forming the
angle lies outside the linker, because this arrangement nevertheless allows the angle to change
shape during a Monte Carlo mutation.
We calculate this component using a double well potential:
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exp[−γEangle(θ)] = exp[−γ(kα(θ − θα)2 + α)] + exp[−γkβ(θ − θβ)2]
where θ is the angle between the three residues, γ = 0.1 mol/kcal, α = 4.3 kcal/mol,
θα = 1.60 rad, θβ = 2.27 rad, kα = 106.4 kcal/(mol rad2), and kβ = 26.3 kcal/(mol rad2) [69].
We iterate over the set of all Angle objects to calculate the variable component for each
triplet. We multiply the individual contributions together and take the natural logarithm at the
end, which is equivalent to taking the natural logarithm of each component individually and
then summing them.
4.4.5 Torsion potential
This component represents the potential contribution from the pseudo-torsion angle formed by
four adjacent linker residues. We only consider proper dihedrals. We include cases where one or
two of the edges lie outside a flexible linker, because this arrangement also allows the dihedral
to change shape.
We calculate the torsion potential as follows:
Etorsion(ϕ) =
4∑
n=1
[1 + cos(nϕ− δn)]Vn
where ϕ is the torsion angle. The constants Vn and δn for n = 1, 2, 3, 4 depend on the
sequence of the middle two residues, and are taken from Karanicolas and Brooks [70].
We iterate over all Torsion objects to calculate the contribution from each group of four
residues, and sum them to obtain the final total.
4.4.6 Non-bonded potential on the CPU
We exclude from the non-bonded potential calculation all pairs of residues (ri, rj) where ri and
rj lie within the same rigid domain, because their contribution is static.
To avoid spikes in potential from residue pairs which are in close proximity to one another,
we exclude pairs of close neighbours on the backbone, that is (ri, rj) where ri and rj lie in the
same chain and |i − j| < 4. For the same reason we exclude pairs (ri, rl) where ri and rl may
be in different chains, but because of a bond between chains are effectively permanently within
three residues of one another: that is, where there is some (rj , rk) such that there is a bond
between rj and rk and |i− j|+ |k − l|+ 1 < 4.
When the Graph object is initialised, we assign an integer global unique identifier (UID) to
each chain, rigid domain and non-backbone bond. These values are associated with each residue
belonging to a particular chain, domain or bond through new properties on the Residue class:
this allows us to determine this information directly from a Residue object. Helper functions
on the Residue class use these UIDs to determine whether two residues share the same chain,
domain or non-backbone bond. We assume that each residue may only be involved in a maximum
of one non-backbone bond.
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A set of all residue pairs which are close neighbours on either side of a non-backbone bond,
excluding the pairs which form the bonds themselves, is provided by the Graph object. We
handle the pairs involved directly in a bond separately because of the way we implement this
code on the GPU. This will be explained in greater detail in the following subsection.
We iterate over all pairs of residues internal to the molecule, and calculate the non-bonded
potential contribution for each pair unless it meets one of the exclusion conditions described
above. We sum these contributions to obtain the final total.
4.4.7 Non-bonded potential on the GPU
In the rigid implementation, the GPU kernel which calculates the non-bonded potential iterates
over all pairs of residues in the simulation and excludes only pairs which lie within the same
molecule. To make this possible, the representation of each residue in the GPU code must include
a property which identifies to which molecule the residue belongs. In our implementation it is
necessary to replace this condition with the more complex exclusion conditions which we describe
in the previous subsection.
To make this possible, we had to include sufficient information in the data associated with
each residue to allow for each of the required checks to be performed on the GPU. We set out
to do this without increasing the bandwidth required for the transfer of data between the CPU
and GPU; both because this bandwidth is costly and because changing the size of the data
structures could affect the memory optimisation of the kernel. We thus set out to pack all the
required data into the data structures which were already in use. We were able to achieve this
for all the data with the exception of information about indirect neighbours, by exploiting the
possibility of storing two sufficiently small integers losslessly in a single floating point value.
Each residue is represented on the GPU by two float4 values, pos (position) and meta: a
float4 is an optimised native CUDA data structure which aggregates four floating point values.
The first three elements of the pos value, pos.x, pos.y and poz.z, are used to store the x, y and
z coordinates of the residue position, respectively: these values are updated after each Monte
Carlo step. The first three elements of the meta value, meta.x, meta.y and meta.z, are used
to store the residue’s amino acid type index (which is used in the Lennard-Jones calculation to
look up a value in the separately stored pair potential table), electrostatic charge and van der
Waal radius, respectively.
This leaves two floating point values, pos.w and meta.w, for other uses. In the original
implementation, pos.w is set either to a negative constant which indicates that the residue is a
dummy value which has been used to pad the residue array and should be ignored, or to the index
of the molecule to which the residue belongs, which is used in the check which discards residue
pairs within the same molecule. meta.w may be set to a negative constant which indicates that
the residue is part of a crowder molecule, for which a simplified form of the potential should be
calculated, or it is unused.
We use these two elements to store four integer values: the molecule identifier, as well as the
indices of the chain, rigid domain (if any), and non-backbone bond (if any) to which the residue
belongs.
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// ... fetch ypos and ymeta ...
if (ypos.w > PADDER_IDENTIFIER) {
for (int i = 0; i < blockDim.x; i++) {
// ... fetch xpos and xmeta ...
if (ypos.w == xpos.w || xpos.w == PADDER_IDENTIFIER) {
} else {
// ... calculate potential for this pair ...
}
}
}
(a) Rigid kernel
// ... fetch ypos and ymeta ...
if (ypos.w > PADDER_IDENTIFIER) {
for (int i = 0; i < blockDim.x; i++) {
// ... fetch xpos and xmeta ...
float xdomain (0.0f);
float xbond = modff(xpos.w, &xdomain);
float xmol (0.0f); // not used in this kernel
float xchain = modff(xmeta.w, &xmol);
// ... repeat for ydomain , ybond , ymol and ychain ...
float xresid = bx * blockDim.x + i;
float yresid = by * blockDim.x + tx;
if (xpos.w == PADDER_IDENTIFIER
|| (xdomain && xdomain == ydomain)
|| (xbond && xbond == ybond)
|| (xchain == ychain && fabs(xresid - yresid) < 4)) {
} else {
// ... calculate potential for this pair ...
}
}
}
(b) Flexible kernel
Figure 4.5: Comparison of rigid and flexible potential calculation on the GPU These code
fragments show the difference between the rigid and flexible implementations of the potential calculation
kernel. In the flexible implementation a more complex series of checks is required to exclude pairs of
residues from the calculation.
The molecule identifier is not directly used in the kernel in which we calculate the potential
for the Monte Carlo evaluation step, because the chain, domain and bond indices are derived
from UIDs which are unique to the entire simulation. Thus, for example, if two residues have
the same chain identifier they are implicitly also in the same molecule. However, to determine
whether a sampled conformation is in a bound state, we use a different kernel, which excludes
crowder molecules and all potential components other than the non-bonded potential between
different molecules. This kernel makes use of the molecule identifier.
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Additionally, the index used to retrieve the pos and meta values for each residue serves as a
global index for the residue within the simulation. We need this value in order to calculate the
distance between residues within the same chain. Because we only need the difference between
the values, their offset is unimportant, and this is equivalent to using the relative indices of the
residues within the molecule or chain.
We use meta.w to store the molecule identifier (in the integer part) and the chain UID (in
the fractional part), and pos.w to store the domain and bond UIDs in the same way. For each
pair of integers (a, b) to be packed into a single float, where a is to be stored in the integer part,
b is to be stored in the fractional part, and b is in the range b1, Bc, we set the floating point
value to a + b2dlog2(B+1)e . This is effectively a right shift of the significant digits of b, and we
use our knowledge of the maximum range of b to ensure that we shift the digits far enough to
produce a value which is smaller than zero for all values of b.
We number chains, bonds and domains starting from 1. If a residue is not a member of a rigid
domain, the integer part of pos.w is set to zero. If a residue is not involved in a non-backbone
bond, the fractional part of pos.w is set to zero. A residue is always a member of a chain, so
the fractional part of meta.w is always non-zero. Molecule identifiers start from zero.
We have retained the original implementation’s reuse of pos.w and meta.w for the padder
constant and crowder constant: as in the original implementation, we can unambiguously dis-
tinguish between the different uses because the constants are negative and all possible index
values are positive or zero.
We unpack the integer and fractional parts using the modff function from the CUDA li-
brary [71]. Code fragments illustrating the change between the two implementations are shown
in Figure 4.5. In the non-crowder non-bonded potential kernel, since we require only the integer
part of meta.w, we use the truncf function [71] to truncate the value to its integer part.
The conversion from integer to float on the CPU is IEEE 754 compliant, andmodff introduces
no rounding errors [35]. We are thus guaranteed that the original values a and b will be preserved,
provided that the total number of significant digits required to represent both a and b does not
exceed the maximum number that can be represented by a 32-bit floating point number, which
is 23. We expect to fall well within that limit, even for simulations of very large proteins. We do
not need to recover the original values of the chain UID and the bond UID from their respective
shifted values, because we only need to compare whether two residues have the same non-zero
value. truncf also introduces no rounding errors [35].
Because these values remain unchanged for the entire simulation, and because they include
all the information required by both kernels, they only have to be calculated and transferred to
the GPU once. However, we unpack the values during every Monte Carlo step, which adds four
modff operations in total to each pairwise calculation. Additionally, during each sampling step
we add two truncf operations per pairwise calculation. It may therefore be worth investigating
whether a solution which increases the size of the residue data structures, perhaps by including
an additional float2 vector for each residue, would be more efficient. This would require more
extensive modification of the original kernel code.
If the simulation contains no crowder molecules and no molecules with flexible linkers, the
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potential used to determine the bound state is identical to the potential used in the Monte Carlo
step, and we reuse this potential value instead of recalculating it.
It would be far more complicated to include information about pairs of residues which are
close neighbours because of a bond between chains. If we allow bonds between chains to form
an arbitrarily complicated graph, we would potentially need a full N × N matrix of boolean
values to flag all possible such pairs of residues. Rather than finding a complicated way of
avoiding the inclusion of this potential contribution on the GPU, we have opted to correct for
it by calculating it on the CPU and subtracting it from the final total. The number of pairs
affected is expected to be very small compared to the total number of residue pairs, so this does
not add a lot of computational cost.
4.5 Output
Because the original implementation permitted only rigid Monte Carlo mutations, the state
of the simulation at any moment could be described fully with a cumulative translation and
rotation value for each molecule. This information was written out for each sample, and full
PDB files for the samples were reconstructed in a post-processing step through the application
of the recorded transformations to the original PDB file.
This approach does not suffice for our implementation, because the flexible Monta Carlo
moves cause the molecule to deform. We must therefore write out a full PDB file for each
sample during the simulation. No other modifications to the output format were required;
although we have made some cosmetic changes, such as aggregating files into subdirectories to
make the large number of generated PDB files easier to organise.
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Chapter 5
Verification, validation and
benchmarking
In the course of adding functionality to the original implementation, we had the opportunity to
refactor the existing codebase. Some of our modifications changed the behaviour of the existing
non-bonded potential calculation, and we re-tested it against the reference implementation.
We validated the correctness of our flexible linker model with two sets of homopolymer chain
simulations. We also investigated the impact of the addition of flexible linkers on the speed of
our application by comparing the running times of five similar docking simulations with varying
proportions of linkers.
5.1 Unit tests
The original implementation of CGPPD did not include unit tests. We added testing selec-
tively to areas of the code which we modified, to ensure that our changes did not break existing
functionality and to verify their correctness. Although test coverage is incomplete, our partial
testing assisted us in making the code more robust. Most of our tests are low-level unit tests
of individual code components; however, we also included a high-level comparison of the out-
put of different builds of the application. This allowed us to verify that the synchronous and
asynchronous GPU builds produce identical results, and that the CPU build is as consistent
with them as possible. The output of the CPU and GPU builds eventually diverges because
differences in precision between the host and device calculations inevitably lead to a different
outcome of the Monte Carlo mutation acceptance test.
Adding comprehensive unit test coverage to the entire existing codebase was outside the
scope of this research project; however, we hope to pursue this in the future in order to improve
the code and make it easier to modify and maintain.
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Conf. Utotal (kcal/mol) ULJ (kcal/mol) UDH (kcal/mol)
1 -0.294 -0.081 -0.213
2 -1.056 -1.323 0.266
3 -10.278 -9.095 -1.184
4 -7.584 -5.905 -1.680
5 -7.91× 10−5 -2.12× 10−5 -5.8× 10−5
6 -5.565 -4.812 -0.753
7 -5.453 -4.184 -1.269
8 -10.670 -9.223 -1.447
9 -9.904 -7.952 -1.952
10 -8.518 -7.448 -1.070
Table 5.1: Reference conformation energies Conformation energies for the ten reference UBQ/UIM
conformations produced by CHARMM. Utotal is the total non-bonded potential energy. ULJ and UDH are
the short-range Lennard-Jones and electrostatic Debye-Hückel potential energy components, respectively.
Reproduced from Tunbridge et al. [5]
5.2 Verifying correctness of existing CGPPD functionality
To ensure that our modifications to the potential calculation code did not introduce errors to the
existing functionality of the application, we recalculated the potential of several rigid reference
conformations which were used to test the correctness of CGPPD v1 [5]. Because of several bug
fixes in our version of the application, our results are not identical to the original results. The
relative error, η = |x−xsim||x| , is larger. However, we believe that it is still within an acceptable
margin. The discrepancy may be due to differences in precision between the constants used in
our code and in CHARMM.
Tables 5.1 and 5.2 list the energy values produced by the reference CHARMM implemen-
tation and CGPPD v2, respectively. Table 5.3 shows the average and maximum relative errors
between the two sets of values.
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Conf. Utotal (kcal/mol) ULJ (kcal/mol) UDH (kcal/mol)
1 -0.292 -0.080 -0.212
2 -1.039 -1.304 0.265
3 -10.150 -8.972 -1.178
4 -7.491 -5.820 -1.672
5 -7.85× 10−5 -2.09× 10−5 -5.77× 10−5
6 -5.492 -4.743 -0.749
7 -5.380 -4.117 -1.263
8 -10.528 -9.087 -1.441
9 -9.777 -7.835 -1.943
10 -8.407 -7.342 -1.065
Table 5.2: Implementation conformation energies Conformation energies for ten reference
UBQ/UIM conformations produced by CGPPD v2
Mean relative error η¯ Maximum relative error ηmax
Utotal 0.01209 0.01617
ULJ 0.01451 0.01585
UDH 0.00463 0.00488
Table 5.3: Relative errors between reference implementation and CGPPD v2 The minimum
and maximum relative errors between the individual potential energy components and the total potential
energy calculated using the reference CHARMM implementation and CGPPD v2
5.3 Validating the flexible linker model
(a) No LJ potentials (b) Repulsive LJ potentials
Figure 5.1: Mean radius of gyration of polyalanine chains of increasing length Subfigure (a)
shows mean Rg for the set of simulations with LJ potentials turned off and is fitted to the expected function
N
1
2 . (b) shows mean Rg for simulations with repulsive interactions, and is fitted to N
3
5 . The axes are
not normalised.
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To validate our flexible linker model, we performed two sets of simulations of completely
flexible polyalanine chains of exponentially increasing lengths, and compared the results to the
expected folding behaviour of homopolymer chains. In the first set of simulations we allowed
the chain to cross itself by omitting the Lennard-Jones potential component from the potential
energy calculation, and in the second we made the interactions between beads entirely repulsive
by setting the offset e0 in the Lennard-Jones potential calculation to a small negative number.
We expected the mean radius of gyration Rg of the samples in the first set of simulations to scale
as N 12 , where N is the length of the polymer chain, and for Rg in the second set of simulations
to scale as N 35 [72]. As shown in Figure 5.1, our results closely matched the expected behaviour.
5.4 Performance overhead added by flexible linkers
We expected the performance overhead added by the linkers to be small. Although the bonded
potential calculation is performed on the CPU, the cost of calculating this component scales
linearly with the number of residues, unlike the cost of the non-bonded potential calculation,
which scales quadratically. Additionally, in a typical docking simulation we would expect only
a small portion of all residues to be designated as flexible.
To investigate the overhead added by different proportions of flexible linkers we performed
five simulations on the same hardware and compared their total running times as well as the
times taken to perform specific tasks, as recorded by several internal timers. We used the
asynchronous GPU build. All simulations were run on a cluster node with two six-core 2.10
GHz E5-2620 Intel Xeon processors and four KeplerK40M GPUs. Each simulation had access
to all four GPUs and 10 CPU cores (we used 20 replicas). We performed earlier test runs on
configurations with more CPUs and fewer GPUs, but discovered that the simulation time is still
GPU-bound, and that a configuration with the maximum number of GPUs is optimal. On a
node with 20 CPU cores and two GPUs, running times were approximately doubled.
The benchmark simulations modelled the docking of ubiquitin to itself. Ubiquitin is a small
protein which consists of a mostly rigid globular domain and a flexible tail. In Chapter 6 we
describe our application of CGPPD v2 to the modelling of diubiquitin chains – we aimed to
make our benchmarking simulations as similar to these simulations as possible, to replicate
the conditions of a typical real use case, but rather than modelling a single ubiquitin dimer
we modelled the docking of two separate ubiquitin monomers. This was done to provide a
reasonable test case for the rigid simulation.
In the first simulation, we modelled both ubiquitins as rigid bodies. In the next two simula-
tions we made portions of each ubiquitin flexible, using the same two linker configurations as we
describe in Chapter 6: in one simulation only the last four residues in each tail were flexible; in
the other, the flexible portion of the tail was extended and part of the rigid domain was addition-
ally made flexible. In the next simulation one ubiquitin was made completely flexible and the
other left completely rigid, and in the final simulation both ubiquitins were completely flexible.
All other simulation parameters were the same as those used for the diubiquitin simulations
described in Chapter 6.
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% residues in linkers % interaction pairs
Rigid 0 50.33
Short tail 5.26 54.10
Long tail 17.11 68.42
Half flexible 50 75.23
All flexible 100 96.13
Table 5.4: Benchmark simulations More detailed statistics about the selected ubiquitin docking sim-
ulations: residues within flexible linkers as a percentage of the total number of residues, and interaction
pairs as a percentage of all possible interaction pairs.
Table 5.4 shows, for each of these benchmark simulations, the percentage of residues which
are inside a flexible linker and the percentage of interaction pairs which contribute to the non-
bonded potential.
(a) Simulation running time (b) Task breakdown
Figure 5.2: Effect of flexible linkers on simulation running time Subfigure (a) shows the total
running time of each simulation. This is the real elapsed time, or wall time, rather than the total
execution time summed over all CPU cores. Subfigure (b) shows a breakdown of the execution time taken
by various tasks individually timed within the simulation: copying data into GPU memory, calculating
the non-bonded potential on the GPU, and calculating the bonded potential on the CPU. This is the total
execution time summed over all 20 replicas.
Figure 5.2 shows the results of this benchmark. Somewhat surprisingly, adding flexible
linkers can cause the simulation to complete more quickly (Figure 5.2(a)), despite the addition
of interaction pairs to the non-bonded potential calculation on the GPU and the addition of
the bonded potential calculation on the CPU. This trend is only reversed in the final, entirely
flexible, simulation. Figure 5.2(b) shows the expected linear progression of the bonded potential
execution time, and also indicates that there is no significant change in the time spent performing
the non-bonded calculation or transferring data from the host memory to the device. We can
conclude that the addition of flexible linkers has a negligible effect on simulation running time.
It is possible that the unexpected speed-up which we observed is a quirk of the specific GPU
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architecture that we used for testing, or the size of this test simulation, and is caused by an
edge case in the way that different amounts of work are allocated to the GPU. It may be of
interest in future work to test varying simulation sizes on a broader range of CPU and GPU
hardware. This may clarify the circumstances under which the addition of linkers improves
the simulation speed, and would also serve as a valuable update to the extensive benchmarks
originally performed on CGPPD v1 [5].
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Chapter 6
Application: exploring
conformations of diubiquitin
The introduction of flexible segments to our implementation allows us to model a wider variety
of protein interactions.
In the prevous implementation, if we wished to model a multiprotein complex consisting of
multiple covalently bonded protein monomers, and to permit these component monomers to
change orientation with respect to one another, in order to investigate their preferred conforma-
tions, we could only have modelled the monomers as individual rigid bodies. Because we had no
means of marking and discarding Monte Carlo mutations which broke specific covalent bonds,
we would have needed to filter our samples afterwards to select only conformations in which the
bonds were preserved.
If multiple covalent linkages between the components were possible, and some were strongly
favoured over others by our potential energy function, this would have made it difficult to sample
the conformations for all linkages effectively, since conformations for the most favoured linkages
would have been overrepresented in the samples.
However, in the new implementation it is possible for us to model such a structure as a single
unit comprising multiple rigid domains connected by flexible linkers. This allows us to restrict
the simulation to perform only Monte Carlo moves which change the relative positions of the
protein monomers within the complex, without breaking the bonds. We can thus fix specific
covalent linkages between component proteins in each simulation.
In this chapter we describe our application of this technique to investigate the conformations
of several types of diubiquitin chains.
Ubiquitin is a 76-residue protein which is found in almost all living tissue, and has a role in
many regulatory functions within the cell. It has a mostly rigid globular domain, with a flexible
tail at the C-terminus which is variously described as comprising the last four [73] or last six [74]
residues.
Notable surface features of ubiquitin include two hydrophobic patches, one centered on the
Ile36 residue and the other on Ile44, which play a role in ubiquitin chain formation. The β1/β2
loop spanning residues 6 to 12 is more flexible than the rest of the rigid domain. This flexibility
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allows the Leu8 residue at the tip of the loop to contribute to either the Ile36 patch or the
Ile44 patch, depending on the position of the loop, and this appears to have an impact on the
formation of certain polyubiquitin structures [75]. These features are shown in Figure 6.1(a).
The C-terminus of ubiquitin can form an isopeptide bond with a lysine (Lys) residue of a
substrate protein or another ubiquitin. Multiple ubiquitins can thus form polyubiquitin chains,
which vary in length and by the types of linkages between consecutive ubiquitin monomers.
Eight distinct diubiquitin linkage types have been identified: The C-terminus of one ubiquitin
can bond either to one of seven lysine residues or to the N-terminal methionine (Met) residue
of another ubiquitin. This last linkage is the form in which ubiquitin is synthesised by the cell.
The attachment of monoubiquitin or polyubiquitin chains to substrate proteins is known as
ubiquitylation, and it marks the substrates for targeting by various cellular processes: Lys48-
linked polyubiquitin chains are known to act as markers for degradation of the substrate through
proteolysis, but other types of chains have different functions, not all of which are well-understood.
The structures of different diubiquitin linkages play an important role in determining their
function: whether the chain is compact or open, and the orientation of the hydrophobic patches
on the component ubiquitins, determine how the chain can interact with UBDs (ubiquitin-
binding domains) on other proteins, and thus what effect it has on the substrate. Exploring
the similarities and differences between the structures of these linkages can thus help us to
understand the roles that different polyubiquitin chains play in the cell [74, 76].
The structures of different diubiquitin linkages have been investigated experimentally through
various techniques. X-ray crystallography has been used to derive structures for all linkages ex-
cept Lys27. Lys48-linked diubiquitin is the most thoroughly understood, and is known to adopt
highly compact and symmetrical conformations. Lys63- and Met1-linked diubiquitin have been
found to be more open and elongated. While all linkages have been detected in the cell, the
structure and function of the remaining linkages, sometimes described as non-canonical [77], is
less well-understood, and in particular there are no crystal structures available for Lys27-linked
diubiquitin.
Nuclear Magnetic Resonance (NMR) spectroscopy has also been used to study the structure
of diubiquitin. NMR spectra of residues in both diubiquitin domains can be compared to the
spectra of corresponding monoubiquitin residues. This produces a map of the chemical shift
perturbations (CSPs) of all residues in the protein. CSPs are a measure of the extent to which
each residue is involved in interactions with residues within the other ubiquitin domain, and this
mapping of the interaction surface can offer insight into the structure of the protein. Castañeda
et al. used several experimental and simulation techniques to explore the conformations of all
lysine-linked diubiquitin chains. This included the use of NMR spectroscopy to find CSPs for
all the linkages, which we reproduce in Figure 6.6(a). They found a high degree of interaction
between the domains of Lys48- and Lys6-linked diubiquitin, but little inter-domain interaction
in the other five linkages [77].
Förster resonance energy transfer (FRET) efficiency is a measure of the energy transfer be-
tween a pair of compatible chromophores (light-sensitive compounds). If these two components
are attached to either end of a protein, the observed FRET efficiency measurement can be used
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as an estimate of the distance between the ends of the protein, and thus be used to deduce
the protein shape. High-FRET conformations are more compact, and low-FRET conformations
are more open. For the most elongated conformations no FRET reading can be detected. The
proportion of these types of conformations can be estimated through the use of a complemen-
tary method such as two-colour coincidence detection (TCCD), which can detect the presence
of the individual chromophores. Ye et al. performed this analysis on Lys48-, Lys63-, and Met1-
linked diubiquitin. They found that Lys48-linked diubiquitin predominantly forms compact
(high-FRET) structures, whereas Lys63- and Met1-linked diubiquitin appears to favour semi-
compact (low-FRET) structures, as shown in Figure 6.5(a). They suggested that the result
for Met1-linked diubiquitin could be consistent with the recent discovery of a more compact
crystal structure for this linkage (3axc, shown in Figure 6.2(a) ii), and that the more surprising
result for Lys63-linked diubiquitin could be explained by multiple compact and semi-compact
conformations contributing to the low-FRET population in aggregate [78].
There have been several previous computer simulations of diubiquitin. Cummings et al. used
BOXSEARCH to perform a Monte Carlo simulation with simulated annealing, reconstructing
Lys48-linked diubiquitin from its component halves as well as from two unbound ubiquitin
monomers. They correctly predicted the known crystal structure [79]. Van Dijk et al. used
HADDOCK, a docking application which is driven by Ambiguous Interaction Restraints (AIRs)
derived from experimental data such as NMR chemical shift perturbations, to model Lys48-
linked diubiquitin. They found a solution structure which differs from the crystal structure by a
rotation of 20°between the two ubiquitin domains [80]. Fushman and Walker used HADDOCK
to model all the linkages of diubiquitin, and found that Lys6-, Lys11-, Lys27- and Lys48-linked
diubiquitin tend to form similar closed conformations, while the remaining linkages are unable
to do so [81]. Dresselhaus et al. used hybrid quantum mechanical and molecular mechanical
(QM/MM) molecular dynamics simulations to compare Lys48-linked diubiquitin with a synthetic
linker to the naturally bonded compound, and found them to have a similar structure [82]. Cas-
tañeda et al. used Monte Carlo simulations performed using SASSIE to generate structures for
all lysine linkages of diubiquitin, producing structures more consistent with their experimental
data than the crystal structures, having concluded that the crystal structures are not sufficient
for an accurate description of diubiquitin linkages in solution [77].
We performed simulations of diubiquitin chains with each of the eight linkage types. We
compared subsets of these results to existing data describing the structure of these chains:
crystal structures for diubiquitin chains [74, 77, 78], NMR analysis of the interactions between
residues in all lysine-linked diubiquitin types [77], as well as FRET analysis of Lys48-, Lys63-
and Met1-linked diubiquitin [78]. We hoped that our simulated models would agree with these
previously published results, especially for the well-understood Lys48 diubiquitin linkage, and
that we could offer new information about the possible structure of linkages which have been
investigated less thoroughly. We found some similarities between our models and the reference
data, and we provide our simulated structures for all eight linkages.
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(a) Surface features (b) Simulation A (c) Simulation B
Figure 6.1: Surface features of diubiquitin and different flexible linker configurations All
subfigures show our starting conformation of Lys48-linked diubiquitin, with the distal ubiquitin coloured
yellow and the proximal ubiquitin coloured orange. (a) shows the surface features of both ubiquitin do-
mains: the Ile36 hydrophobic patch is shown in green and the Ile44 hydrophobic patch is blue. The Leu8
residue is shown in cyan. (b) shows the flexible linkers of simulation A in red: the last four residues of
each tail, plus the additional alanine inserted at the binding site between the two domains. As shown in
(c), simulation B extends these linkers to two more residues in the tail, and adds a linker for each β1/β2
loop.
6.1 Methods
To distinguish between the two component ubiquitins within an diubiquitin chain, we refer to
the ubiquitin which contributes a methionine or lysine side chain to the isopeptide bond as
the proximal ubiquitin, and to the ubiquitin which contributes its C-terminus to the linkage as
distal. This is consistent with the terminology used in previous publications.
We programmatically generated a PDB file for the starting conformation of each diubiquitin
chain by combining two individual ubiquitin molecules, including only the Cα atoms. We mod-
elled each diubiquitin as a single molecule with two chains: each tail was a flexible linker. The
bonds between the ubiquitins would thus be fixed for the duration of the simulation, but the
individual ubiquitins would be able to change position with respect to one another. To represent
more accurately the space taken up by the side chains of the residues at the binding sites, within
the limitations of our coarse-grained model, we inserted an additional alanine residue between
the C-terminus of the distal ubiquitin and the binding site on the proximal ubiquitin.
The chains were assembled starting with the proximal ubiquitin. The distal ubiquitin was
rotated and translated with respect to the proximal ubiquitin so that the end of its tail was
3.8Å away from the residue at the binding site, and the tail was approximately perpendicular
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to the surface at the binding site. We had to modify this initial approach for the Lys27-linked
diubiquitin, where the lysine residue is recessed within the rigid domain, to avoid collisions
between the residues in the tail and nearby residues on the surface. We then wrote the diubiquitin
chains to the PDB file in reverse order, starting with the distal ubiquitin, to allow for a more
intuitive and consistent ordering of the residues.
We prepared two sets of simulations with varying configurations of linkers in each ubiquitin.
In the first set, which we will refer to as simulation A, the linker at the tail spanned only the
last four residues, in addition to the simulated side chain, and the rest of the ubiquitin was left
rigid. In the second set, simulation B, the linker at the tail spanned the last six residues, and
additionally the β1/β2 loop was modelled as another linker. These configuration options are
visualised in Figures 6.1(b) and 6.1(c).
We ran each simulation for 107 Monte Carlo steps, sampling every 1000 steps beginning after
106 steps, and performing replica exchange every 5000 steps. We used 20 replicas spanning a
temperature range from 240K to 420K. We gathered data from the 303.8K replica, which was
nearest in temperature to 300K. For each diubiquitin simulation we used a bounding box of
160.7Å a side, corresponding to a molar concentration of 400µM.
6.1.1 Analysis of results
We used the Visual Molecular Dynamics (VMD) package [83] to cluster the samples from each
simulation into similar structures. We aligned the samples according to the distal ubiquitin, and
clustered the aligned samples using a clustering plugin [84], selecting all atoms in the molecule
and calculating 10 clusters with a distance cutoff of 7Å. Figure 6.2 compares representative
structures from all clusters which constitute at least 10% of the sample population to reference
crystal structures labelled with their Protein Data Bank identifiers. We show the most common
structures from all simulations in greater detail in Figure 6.4.
Additionally, in Figure 6.3 we show the RMSD distribution between each simulation and each
reference structure available for that linkage. In the absence of a crystal structure for Lys27-
linked diubiquitin we calculated the RMSD between these structures and 1aar, the compact
structure of Lys48-linked diubiquitin, which we expect them to resemble (Figure 6.3(d)). Because
some of the crystal structures have truncated tails, and because they all lack the extra alanine
residue we inserted into the backbone to simulate a side chain, we included only residues 1 to
72 of each chain when aligning the structures and calculating the RMSD.
To compare our results for Lys48-, Lys63- and Met1-linked diubiquitin to the FRET data
published by Ye et al. we approximated the FRET efficiency of each sample using the formula
E = 1/(1 + ( R
R0
)6)
where R is the distance between the termini of the diubiquitin, and R0 is the Förster radius.
We used a value of 50Å for R0, and added a padding value of 20Å to R to account for the length
contribution of the two chromophores and the linkers used to attach them to the diubiquitin.
We also calculated the approximate percentages of high-, low- and no-FRET populations in each
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simulation, classifying samples according to the criteria described in the original paper: samples
with a FRET efficiency below 0.1 are considered no-FRET, those with an efficiency above 0.6
are high-FRET, and efficiency values between these limits are low-FRET [78]. These results are
presented in Figure 6.5.
To produce a measure comparable to the chemical shift perturbations found by Castañeda et
al., we calculated the average number of contacts between each lysine-linked diubiquitin residue
and residues in the opposite domain. We defined this value to be the number of opposite-domain
residues within a 8Å distance cutoff of the selected residue, averaged over all samples in each
simulation. We show this comparison in Figure 6.6.
6.2 Results
For some linkages, our simulation results are similar to the reference crystal structures, while
others bear less resemblance. Our model appears to favour compact and semi-compact confor-
mations over more elongated and open structures.
Of particular interest are both of our Lys48 simulations, where the dominant structures
(Figures 6.2(g) iv, v and 6.4(g) i, ii) were compact and symmetric, with the Ile44-centered
hydrophobic patches facing each other in an orientation which resembled the reference structure
1aar (Figure 6.2(g) i). Figure 6.3(g) shows that the distance between simulation A of Lys-
linked diubiquitin and 1aar is the shortest on average out of all simulations and their respective
reference structures (disregarding Lys27, which was compared to 1aar as well, as explained
below), with a significant peak in the RMSD distribution near 6Å.
Our Lys6 simulation B produced a dominant structure with a similar orientation (Figures
6.2(b) iv and 6.4(b) ii), which resembles the reference structure 2xk5 (Figure 6.2(b) i), while
simulation A favoured a conformation with the hydrophobic patches of the proximal ubiquitin
facing outwards (Figures 6.2(b) ii and 6.4(b) i). In the structure from simulation B, the Leu8
residue is separated from the rest of the Ile44-centered patch in both the distal and the proximal
ubiquitin. This is consistent with findings that changes in the position of this residue may play
a role in the formation of this linkage [75].
There are currently no reference structures available for Lys27-linked diubiquitin (Figures
6.2(d) and 6.4(d)). Both of our simulations of this linkage produced compact structures similar
to Lys48-linked diubiquitin (Figures 6.2(g) and 6.4(g)), which is consistent with the proposed
structures described by Castañeda et al. [77]. Figure 6.3(d) shows that simulation A of this
linkage has a notable subpopulation of structures which are nearer to 1aar, the compact crystal
structure of the Lys48 linkage, than the results of either of our Lys48 simulations, with a peak
near 2.5Å. Both Lys27 simulations also show peaks near 7.5Å which suggest large subpopu-
lations of structures nearer to 1aar than most of the other simulations are to their respective
reference structures.
Many of our simulations for different linkages favoured very similar semi-compact confor-
mations in which the distal Ile44 patch is facing the surface of the proximal ubiquitin and the
proximal Ile44 patch is on the opposite face of the proximal ubiquitin and facing outwards (as
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(b) Lys6-linked diubiquitin
Figure 6.2: Comparisons of diubiquitin simulation clusters to reference structures Each
subfigure shows a single diubiquitin linkage. Different structures are arranged horizontally: first any
available reference structures, labelled with their Protein Data Bank identifiers, then the largest clusters
from the two simulations, labelled with their size as a percentage of the total number of collected samples.
Clusters smaller than 10% were omitted.
All structures in all subfigures are aligned with each other on the distal ubiquitin (shown in yellow). The
hydrophobic patches centered on Ile36 and Ile44 are shown in green and blue, respectively. Each structure
is shown from three different angles, arranged vertically: the top orientation was selected so that the
hydrophobic patches on the distal ubiquitin would be visible, and the remaining orientations are rotations
by 90° about the X and Y axis, respectively.
The largest clusters from each simulation are shown in greater detail in Figure 6.4.
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Figure 6.2: Comparisons of diubiquitin simulation clusters to reference structures (continued)
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Figure 6.2: Comparisons of diubiquitin simulation clusters to reference structures (continued)
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(a) Met1-linked diubiquitin (b) Lys6-linked diubiquitin
(c) Lys11-linked diubiquitin (d) Lys27-linked diubiquitin
Figure 6.3: Distributions of RMSD between simulations and reference structures The sub-
figure for each linkage shows the distributions of RMSD between each simulation (A and B) and each
reference crystal structure available for that linkage. No crystal linkages exist for Lys27-linked diubiq-
uitin; (d) shows the RMSD distributions between these simulations and 1aar, the compact structure of
Lys48-linked diubiquitin. This figure is shown in green. All histogram bins were truncated to 1000 samples.
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(e) Lys29-linked diubiquitin (f) Lys33-linked diubiquitin
(g) Lys48-linked diubiquitin (h) Lys63-linked diubiquitin
Figure 6.3: Distributions of RMSD between simulations and reference structures (continued)
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shown in Figures 6.4 (a), (b) i, (c), (e), (f) and (h)). These similarities across linkages can also
be seen in the average contact plots shown in Figure 6.6.
The reference structures for Met1- and Lys63-linked diubiquitin are open and elongated,
whereas ours are more compact, as shown in Figures 6.2(a) and 6.2(h). Figure 6.3(h) shows
that our results for Lys63 are the most dissimilar from all known crystal structures. However,
our results for these linkages appear to be more consistent with the distribution of compact,
half-compact and open structures reported by Ye et al. [78], as shown in Figures 6.5(a) iii and
ii, respectively.
In most cases the added flexibility of the structures in simulation B added noise to the
samples, which resulted in the clusters being smaller and less well-defined than in simulation A.
A notable exception is simulation B of Lys27 (Figures 6.2(d) iv and 6.4(d) ii), where a single
cluster constitutes 87% of the total samples, whereas in simulation A (Figures 6.2(d) i and 6.4(d)
i) the largest cluster makes up only 36% of the population. In the structure from simulation B,
the Leu8 residue is also separate from the rest of the Ile44-centered patch, which suggests that
the orientation of this flexible loop may also be significant to this linkage.
Both reference structures for Lys29-linked diubiquitin (Figure 6.2(e) i, ii) and the Lys33-
linked structure 5af6 (Figure 6.2(f) ii) are similarly more elongated and open than our results for
these structures (Figures 6.2(e) iii-vi and 6.2(f) iii-v). However, the Lys33-linked 4xyz or 5af4
(Figure 6.2(f) i) is more compact, but differs in orientation to our results. The two Lys11-linked
reference structures likewise have a similar degree of compactness, but a different orientation of
domains (as seen in Figure 6.2(c)).
Figure 6.5 shows approximate FRET efficiency histograms for our simulations of Lys48-,
Lys63- and Met1-linked diubiquitin, and compares them to the reference histogram described
by Ye et al. [78]. The widths of of the peaks in our histograms (b) and (c) are not directly
comparable to those in the reference (a), because the source of the width in the experiment is the
finite number of photons detected, whereas in our simulation it’s the heterogenous distribution
of conformations. However, we can compare the positions of the peak maxima, and the apparent
FRET populations.
There is some similarity between our histograms and the reference: the histograms for the
Lys48 simulations (i) appear to show two peaks, while the others (ii, iii) appear to have only
one. There is also a high degree of similarity in our estimated percentages for the three FRET
subpopulations in our Lys63 and Met1 simulations. However, a much higher proportion of our
Lys48-linked structures fall within the low-FRET population, as is shown by the proportionally
higher peak near 0.1 in (b) i and (c) i. We did not find a single large cluster in either of the
Lys48 simulations that corresponds to this low-FRET peak – it appears to be an aggregate of
several small clusters in which the structures differ in orientation but have a similar degree of
compactness.
Figure 6.6 shows the degree to which specific residues in each lysine-linked diubiquitin in-
teract with residues in the other domain: (a) shows chemical shift perturbations calculated for
these linkages by Castañeda et al. from NMR data [77], and (b) and (c) show contact averages
calculated from the relative positions of the residues in our simulation samples. Peaks in these
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(i) A 67% (ii) B 24%
(a) Met1-linked diubiquitin
(i) A 52% (ii) B 42%
(b) Lys6-linked diubiquitin
(i) A 49% (ii) B 17%
(c) Lys11-linked diubiquitin
(i) A 36% (ii) B 87%
(d) Lys27-linked diubiquitin
(i) A 63% (ii) B 21%
(e) Lys29-linked diubiquitin
(i) A 31 % (ii) A 22% (iii) B 27%
(f) Lys33-linked diubiquitin
(i) A 67% (ii) B 40% (iii) B 27%
(g) Lys48-linked diubiquitin
(i) A 77% (ii) B 19%
(h) Lys63-linked diubiquitin
Figure 6.4: Representative structures from the largest clusters within each simulation
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plots correspond to residues in each ubiquitin domain which are in close proximity to the other
ubiquitin domain.
As expected, all of our plots show peaks at the residues nearest the isopeptide bond between
the two ubiquitin monomers: the tail of each distal ubiquitin, and the corresponding binding
site of each proximal ubiquitin.
Our plots of the distal ubiquitin residues are much more similar to each other than the
corresponding plots in the reference: each distal ubiquitin has a small peak corresponding to the
Ile44 hydrophobic patch, and a smaller peak at the Leu8 residue. Unlike Castañeda et al., we
do not observe notably higher interaction values in the distal domains of Lys6- or Lys48-linked
diubiquitin.
The proximal ubiquitin plots reflect the similarity in structures across linkages which can be
seen in Figure 6.4. The plots for Lys27 and Lys48 show a peak near the proximal Ile44 patch in
both simulations. This is consistent with the dominant conformations in both these simulations,
which are compact, with Ile44 patches facing each other (as shown in Figures 6.4(d) and 6.4(g)).
In Simulation A of Lys6 this peak is almost absent, but a small peak is visible in Simulation
B – this corresponds to the compact structure shown in Figure 6.4(b) ii. The other linkages
show little or no peak around the proximal Ile44, which is consistent with the semi-compact
structures found for these linkages, in which the distal Ile44 patches are facing the proximal
ubiquitin and the proximal Ile44 patches are facing outwards and away from the distal ubiquitin
(Figures 6.4(a), 6.4(b) i, 6.4(c), 6.4(e), 6.4(f) and 6.4(h)).
Our plot of the proximal ubiquitin residues in Lys11-linked diubiquitin is the most dissim-
ilar to the experimental chemical shift data, since it lacks the prominent peak near the Ile36
hydrophobic patch. For all the other linkages, our proximal ubiquitin plots resemble the ex-
perimental data more closely, although some of the peaks differ in size. This suggests that our
structures may be a better match for diubiquitin chains in solution than for the crystal structures
shown in Figure 6.2.
6.3 Conclusions
Our simulation results are most consistent with the reference crystal structures for Lys48- and
Lys6-linked diubiquitin, for which we found very compact structures with Ile44 hydrophobic
patches facing each other. We obtained a similar result for Lys27-linked diubiquitin, for which no
reference structures currently exist, but for which a structure similar to Lys48-linked diubiquitin
has been proposed [77].
The distribution of FRET populations in our Met1-, Lys48- and Lys63-linked diubiquitin
simulations shows some similarity to the statistics proposed in Ye et al. [78], although we found
a higher proportion of low-FRET populations in both Lys48 simulations.
Most of our simulations across all diubiquitin linkages produced a very similar semi-compact
conformation in which the proximal Ile44 hydrophobic patch faces away from the distal ubiquitin.
These structures are not very similar to the more open and elongated crystal structures which
have been proposed for these linkages, but they correspond more closely to NMR data derived
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from diubiquitin chains in solution [77].
These results may support previously published findings that the crystal structures for diu-
biquitin do not fully describe the structure of diubiquitin in solution, which may adopt a wider
range of different conformations.
Modelling the β1/β2 loop of each ubiquitin as a flexible linker and extending the flexible
portion of the tail appeared to have little effect on most of the simulation results: for most
linkages these added degrees of freedom resulted only in adding noise to the samples. However, in
a few simulations we obtained noticeably different results; particularly in simulation B of Lys27-
linked diubiquitin, which has a much larger dominant cluster of structures than Simulation A.
There may therefore be specific polyubiquitin chains which can be modelled more effectively
with these additional linkers.
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Chapter 7
Conclusions
In this work we have described CGPPD, a custom parallel implementation of the Kim and Hum-
mer coarse-grained model for protein-protein docking simulations using replica exchange Monte
Carlo. We summarised how the original work on this implementation focused on improving per-
formance by making use of the parallel GPU architecture to speed up the most computationally
expensive portion of the simulation.
We then introduced our modifications to the implementation. Our aim was to extend its
rigid protein model to allow for optional flexible linkers. This required the addition of new
Monte Carlo mutations which allowed flexible proteins to deform, and new potential calculation
components to evaluate these mutations. While further performance gains were not the focus of
our research, we did not wish to compromise the performance of the rigid implementation, and
expected that our changes would not add a significant overhead to the simulation running time.
To test the performance of CGPPD v2 we performed a set of benchmarking simulations
using parameters similar to the diubiquitin simulations we describe below. Our benchmark
results show that not only does the addition of the linkers not increase the running time of the
simulation significantly, but sometimes adding more linkers causes the simulation to run faster.
We speculate that the reason for this may be more efficient latency hiding between the CPU
and GPU.
The performance of CGPPD may be improved in the future with the introduction of multiple
specialised kernels which are selected at runtime according to the properties of the system being
modelled. For example, an entirely rigid simulation does not require the additional complexity
we introduced to the generic kernel. A homopolymer simulation, such as the polyalanine folding
simulations we used to validate our model, does not require a lookup table for bead interactions,
since all the residues are the same.
We performed one case study using our modified implementation: investigating the confor-
mations of all eight possible linkages of diubiquitin chains. We compared our results both to
known crystal structures of diubiquitin, and to NMR and FRET studies of diubiquitin in solu-
tion. The structures we produced for Lys48-linked diubiquitin, the most thoroughly understood
linkage, show some similarity to the reference crystal structures, and we found a similar confor-
mation for Lys27-linked diubiquitin, for which no crystal structures currently exist. Our other
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structures were less similar to the crystal structures. However, we found them to be in closer
agreement with the NMR and FRET data, which describes a broader range of conformations.
We can thus conclude that our model can reproduce some existing experimental results. Our
findings suggest that the crystal structures do not provide an accurate representation of the
structure of diubiquitin in living cells.
Flexible linkers not only allowed us to perform a simulation in which the two ubiquitin
monomers could move with respect to one another while constraining the conformation to a
specific linkage, but also to compare two sets of simulations with different degrees of flexibility.
We found that modelling the β1/β2 loop of each ubiquitin as a linker had a notable effect on
the distribution of conformations of Lys27-linked diubiquitin. It may be of value to investigate
the effect of this linker on other simulations involving ubiquitin.
In future this model could be used to simulate longer polyubiquitin chains, as well as inter-
actions between monoubiquitin or polyubiquitin and various UIMs. It may be useful to revisit
the case studies previously investigated with the rigid implementation.
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