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Abstract
Title: Numerical Validation and Design of a Thermo-Fluid Mixing Model
Author: Sean William Bowman
Advisor: Daniel R. Kirk, Ph.D.
Thermal management of a hot convective gaseous flow can be achieved by the injection of
a cold liquid stream. This cooling effect is constrained by the amount of liquid injected, the
rate of evaporation of the liquid, and the length of the domain. In this study, such a domain
is referred to as a “mixer”. The mixer used to facilitate this process is designed with a venturi
geometry, such that the throat of the pipe creates a drop in the static pressure of the gaseous
crossflow. Liquid coolant can thereby be passively entrained from a central pipe (plenum)
by the static pressure difference established at the venturi throat between the crossflow gas
and the liquid. This study considers the results of experimental tests performed for this setup,
and a numerical model is established and validated against both the experimental data and a
previously developed analytical model [1]. To represent the complete experimental design
more accurately and to provide additional insight to the applications of the mixer, an
additional geometry including a 90-degree inlet bend is examined. At low momentum ratios
between the gaseous crossflow and the entrained liquid a substantially non-uniform droplet
distribution is found. This results in gas streamlines near the walls of the mixer being devoid
of liquid droplets, which leads to pronounced radial thermal stratification. The driving factor
of this phenomena is the formation of a liquid injection boundary caused by the limitations
of mass and thermal diffusion of the liquid in the radial direction. This non-isotropic
temperature reduction near the mixer axis presents in both the straight pipe and bent inlet
pipe cases, however an unexpected difference in radial droplet penetration is found for the
90-degree inlet bend pipe. The variation in radial droplet penetration and the influence that
this difference has on the comparison to experimentally measured temperatures in the mixer
is discussed. Non-uniform velocity at the inlet of the straight venturi pipe section caused by
flow separation and stagnation in the bend influences the radial spreading of liquid droplets
in a plane orthogonal to the direction of the bend, at the cost of a diminished spreading in
the same plane as the bend.
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1.0 Introduction
1.1 Concept Overview
The study presented in this thesis includes topics of thermal fluids, heat and
mass transfer, and multiphase dilute flows. Unlike more common binary or
multicomponent multiphase systems, the current study focuses on a single
component two phase system in which liquid cryogen is injected into a gaseous
crossflow of the same species. This type of system is not under significant study, so
it is important to make distinctions and justifications between appropriate
definitions and modeling techniques that will be employed. Important concepts that
will be discussed include mass and thermal diffusivity, evaporation, vaporization,
and boiling.
Diffusion is a transport phenomenon that causes the distribution of a species
or property to change in space and time towards a more uniform concentration. In
the current study, this diffusion concerns the traversal of liquid droplets driven by a
combination of mass and heat transfer to the gaseous crossflow. Unsteady heating
of liquid droplets from injection temperature to boiling temperature is driven by a
combination of heat and mass transfer laws that are enforced over predetermined
regimes of liquid temperature. This ensures that droplet evaporation characteristics
are modeled with appropriate physical accuracy.
The topic of vaporization is critical to the study of droplet evaporation in a
convective medium. Vaporization, as a concept, encompasses the ideas of both
evaporation and boiling. Vaporization is a characterization of the phase change
between liquid and gas states of matter. This transition between phases can occur
through a surface process (evaporation) whereby the kinetic energy of particles at
the liquid surface becomes high enough such that particles may escape the liquid
phase and enter the gaseous phase as a vapor, or as a bulk process (boiling)
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whereby pockets of vapor are formed in the liquid interior. Evaporation occurs
when the temperature of a substance is below the boiling point of a substance,
whereas boiling occurs when the temperature is at or above the boiling point. Both
surface evaporation and interior boiling are critical concepts in the discussion of
droplet vaporization in a convective medium and both are suitably accounted for.
In the recent past, a computational study of a multiphase flow containing
discrete liquid droplets was extensively computationally expensive. Such studies
were limited to Eularian volume-of-fluid (VOF) approaches where the interface
between phases is distinctly tracked, necessitating an extremely fine spatial
discretization to discern individual liquid droplets with reasonable accuracy and
resolution. These fine grids, by definition, require substantial computational
resources. In the current study, the distinct phase boundary is not of particular
interest. Instead, the radial thermal diffusion of the mixed gas phase is of primary
concern. The limitations of the Eularian VOF modeling approach can be addressed
by tracking the liquid particles in a separate Lagrangian frame of reference where
calculations of droplet transport, mass, and heat transfer are coupled with a
continuous phase calculation. This provides the added benefit that discrete phase
introduction to the domain can be independent of the computational grid entirely.
This model, called the “Discrete Phase Modeling” approach (DPM), is investigated
to instantaneously track liquid droplet size, temperature, and velocity as they
traverse the computational domain. Droplets are allowed to exchange heat and mass
with the continuous phase so that continuous flow field calculations may describe
mixed phase characteristics.
1.2 Background
Private and commercial spaceflight is entering a new era in which long
duration missions are becoming increasingly in demand. These long distance and
duration spaceflights necessitate innovation in spacecraft efficiency and viability
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under unexpected circumstances. Historically, upper stage launch vehicles have
relied on complex systems to control various vehicle operations such as electrical
power storage, attitude control, fuel tank pressurization/venting, and propulsion.
Each separate subsystem is controlled and outfitted with resources independently,
while the proper functioning of each subsystem in unison is crucial. The failure of
even one isolated subsystem will result in a non-operational vehicle, leading to the
conclusion that a redundancy failsafe between subsystems is of great interest. One
concept developed to address these issues is called the Integrated Vehicle Fluids
(IVF) system. Such a system works by utilizing the waste gasses produced by
heating of the LH2 and LO2 tanks aboard the spacecraft to replace the varied
subsystems and substances previously used to govern additional components. Fuel
and oxidizer in the tanks must be maintained at very precise values of temperature
and stagnation pressure to ensure the cryogens remain in their liquid form.
Excessive vaporization of the liquid phase can lead to intense tank pressures, so
tanks may need to vent excess gaseous buildup which is simply wasted. In most
modern rocket upper stages, fuel and oxidizer tank pressurization is provided by
helium. Hydrazine, commonly used to provide precision attitude control, can also
be replaced entirely without requiring additional onboard substances, as well as
dramatically increasing the margins for resource allocation as all vehicle
subsystems share the same operating resources. In microgravity environments,
liquid fuel in the tanks has a tendency to coalesce into spherical clumps due to
surface tension, necessitating a process whereby liquid fuel can be settled to the
sump end of the tank for feedline access. In the example of the IVF system, the
hydrogen and oxygen are vented away to be burned in their gaseous form at very
low mixture ratios in a small internal combustion engine to provide settling thrust
and to charge a small battery [2]. These gasses must be properly thermally
conditioned before passage into downstream components, and the current study
proposes the use of a device called a “mixer” to facilitate the temperature reduction
of the gas stream through the injection of liquid droplets into the stream.
3

An effective mixer would allow for the maximum amount of injected liquid
to be evaporated in the shortest length to increase design compactness and reduce
material weight and cost. The following study considers a passive liquid injection
technique, termed liquid “entrainment”, driven purely by a developed pressure
difference in a pipe with a venturi geometry as opposed to an active injection
process.
1.3 Objectives of Research
The primary objective of this thesis is to establish a comprehensive
numerical model to describe the complex physical phenomena involved in the
diffusion, evaporation, and mixing of a thermo-fluid system. Such a model could
provide valuable insight to mixing characteristics and radial temperature
distribution in mixers of a similar venturi design. Such designs are beneficial in that
they remove the dependency of an active injection process driven by a pump or
throttle valve by passively entraining liquid coolant due to the developed static
pressure difference at the venturi throat. The use of these types of venturi mixers to
cool convective gas flows is currently underutilized, and comprehensive research
surrounding their operation is critical to the implementation of these devices in the
industry to replace or supplement established devices. The determination of
complete droplet evaporation length is of vital importance to ensure design
compactness in potential spaceflight applications where size and weight of
components is a critical factor in mission cost and success. Conditioning of a hot
gaseous flow to a controlled temperature for introduction to downstream
components is a requirement for numerous aerospace and terrestrial applications.
Therefore, radial temperature distribution at mixer exit is a design critical property
of the flow and device operating conditions. It is therefore of great interest to model
droplet momentum diffusion, cryogen transverse penetration length, and potential
radial thermal stratification with good accuracy compared to experimental values.
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1.4 Approach
A careful systematic approach is taken for the numerical study of the mixer
model. In order to more fully understand the physical processes occurring within
the mixer, distinctions are drawn between concepts of diffusion, vaporization, and
evaporation for the discussion of liquid droplet interaction with the continuous
phase. In addition, fundamental concepts of mass and thermal diffusion are
introduced and discussed. To establish a conditional baseline for the experimental
operating conditions, liquid droplet breakup after injection into a crossflow is
elaborated upon. With respect to the numerical model, the calculation of turbulent
flow properties is discussed in detail. Also discussed are the mechanisms governing
the calculation of droplet domain traversal, evaporation, heat and mass transfer, and
breakup. Spatial discretization of the computational domain is done in two parts.
The device under study is represented in two ways: a pipe where the flow enters the
area under study through a straight pipe, and the same domain where flow enters
the area of interest after moving through a 90-degree bend. The straight device is
meshed with a uniform and controlled hexahedral meshing style to improve
accuracy of the flow calculations near the walls of the mixer. The bent inlet device
is meshed with a tetrahedral meshing style to fit the complexities that arise due to
the bend. Mesh independence is carefully achieved through a compounded
parametric study over both the continuous phase and the combined case of flow
laden with liquid droplets. Physical properties of the continuous and discrete phases
must be defined with sufficient accuracy and detail. NIST’s thermophysical
database is referenced in order to define appropriate liquid and gas phase properties
over potential device operating temperature ranges. Physical accuracy of the
numerical results is validated against experimental data and a 1-D compressible
flow analytical model previously developed by Ravichandran et al [1]. The
numerical results obtained can be used to guide design characteristics such as the
minimum mixer length required to achieve complete droplet evaporation and
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inform overall system layout by describing the change in droplet distribution
formed as a result of a bent inlet.
1.5 Thesis Layout
The following study is aimed at forming a comprehensive numerical model
to describe the mixing process and thermal management of cryogenic liquid coolant
injection into a hot gaseous crossflow. An experiment performed as a part of this
study is carried out to verify if the thermal phenomena which occur during
cryogenic mixing could be adequately captured via experiment and further modeled
by a sufficiently robust numerical model. The novel experimental design and
operating conditions are discussed and non-dimensional numbers useful to the
study are presented, followed by an overview of the numerical modeling
characteristics used to calculate flow properties. Meshing method and adequate
mesh resolution are determined by a parametric study across a suitable range of
mesh types and element densities. A geometry for both the straight venturi pipe
section and the inclusion of a 90-degree inlet bend are established to represent the
experimental setup more completely and quantify any changes in flow properties.
Numerical parameters are meticulously selected through an error minimization
scheme to ensure the most accurate physical representation of the flow physics. The
numerically calculated continuous gas phase is verified against a 1-D compressible
analytical model. Liquid injection in a straight venturi pipe is discussed and
comparisons to experimental data are made. An additional injection setup involving
the 90-degree inlet bend is carried out as well. Comparisons are made between the
two geometries, and conclusions are drawn about the influence of the non-uniform
velocity profile of the bent inlet case on droplet distribution. Error propagation
analysis of each mixer geometry will serve to verify the reliability and accuracy of
the model.
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2.0 Literature Review
Thermal management in components sensitive to high temperatures is of
vital research interest. Film cooling is one conventionally employed technique in
certain aerospace applications which works by injecting a coolant on a component's
surface. However, this technique necessitates the fabrication of small slots or rows
of holes on the components surface, complicating the design process. One
alternative approach is to precondition the hot gas prior to its passage over sensitive
components. Liquid coolant, conventionally of the same species as the gas, is
injected crossflow and allowed to evaporate completely as part of this process.
Energy from the gas phase is used up for phase change leading to a reduction in gas
phase mean temperature. This process is intended for but not limited to spacecraft
applications with cryogenic hydrogen, nitrogen, or oxygen as working fluids [3].
Cryogenic liquids are volatile and ideal for evaporative cooling. However,
unevaporated liquid coolant is undesirable. In most cases, this leads to cavitation or
other unnecessary pressure gradients. Improper liquid entrainment based on the
cross-stream liquid kinetic energy relative to gas may lead to opposing domain wall
impingement or liquid plenum wicking, both of which are detrimental to mixing
performance. Although evaporative cooling has been extensively studied in the
literature on HVAC systems [4] [5], very few of these studies focus on addressing
the previously mentioned challenges with minimum design effort.
Film cooling has been conventionally pursued in gas turbine combustion
chambers, vanes, and blades. Zhou et al [6] have shown the shortcomings of film
cooling. At high coolant crossflow velocities relative to the gas, a significant
deterioration in performance is observed if the coolant density is low. The authors
have also shown the influence of flow compressibility. Another resource that
concludes the difficulties faced with film cooling has been presented by Dellimore
et al [7]. Core-driven flows where there is high gas velocity relative to the coolant,
resulting in a favorable pressure gradient across the component surface, have been
7

shown to reduce the film's persistence in this publication. The advantages of
evaporative cooling could be harnessed given all these hurdles involved in film
cooling. Most of the available literature on evaporative cooling are limited to
understanding isolated processes which otherwise are coupled closely together with
other phenomena. The breakup and trajectory of heated liquid jets in crossflow
have been investigated by Wiest et al [8]. Through experimental efforts, the authors
have shown that an increase in liquid fuel temperatures leads to smaller and highdensity spray clouds downstream from the point of injection. At high temperatures,
the total transverse penetration of the far-field spray decreases. Experimental work
by Tambe et al [9] has established that crossflow jet penetration is directly
correlated to the relative kinetic energies of the two phases involved, injector
diameter, and streamwise distance. In contrast, crossflow breakup is predominantly
associated with the gas stream velocity. Modes of liquid jet breakup and the flow
conditions leading to these differences have also been studied. Liquid injection into
crossflow has been studied thoroughly [10] using Jet-A injected into air, however
these studies do not fully encompass the operating ranges present in the current
study. Based on all the above-cited resources including an extensive study by
Lefebvre [11], Ravichandran et al [1] have developed a comprehensive thermofluid analytical model. This model provides a wholistic insight into processes like
droplet crossflow breakup, acceleration/velocity variation, evaporation, and twophase pressure losses simultaneously taking place. The authors have performed this
study in the context of a quasi-one-dimensional flow.
In most of the available literature on evaporative cooling, the liquid is
injected crossflow to the gas stream using an active mechanism like a throttle valve
or a pump [12] [13]. However, the current study explores gas cooling in a mixing
device wherein the liquid is passively entrained. The novel mixer design, along
with its working mechanism, is first presented in the following section.
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3.0 Overview of Mixer Scope
3.1 Mixer Design and Function
It is essential when experimentally studying multiphase phenomena to
adequately capture non-isotropic physical processes like vaporization that take
place over the length of the mixer domain. Droplet velocity relative to the
crossflow and droplet diameter after initial breakup are quantities that may vary
with direction in a dilute multiphase flow and are anticipated to contribute to nonisotropy. An experimental mixer design must therefore account for and be suitably
equipped to measure anticipated variable temperatures radially and axially in the
domain.

Figure 1: Mixer Schematic

The experimental setup is shown in Figure 1. Hot gaseous nitrogen enters
from the left side of the figure and travels through the mixer parallel to its axis. The
flow first enters a short converging section and reaches the mixer throat where the
gas velocity is at its highest and the static pressure is at its lowest. The flow exits
the throat into a diverging section where it decelerates, finally reaching a uniform
diameter cylindrical duct. The converging-diverging section contains a small
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central cylindrical body referred to in this study as the “liquid plenum” whereby
cryogenic liquid coolant is passively entrained into the throat of the mixer due to
the developed static pressure difference. The coolant, notably, is of the same
species as the gas. The coordinate origin of the system (i.e., x, y, z = 0) is located
precisely at the mixer throat along the central axis of the pipe. In popular literature
it is common to have a single injector orifice whereby liquid is injected into a
crossflow. In the current study, the liquid plenum is designed with a helical pattern
of 100 holes beginning at the coordinate origin and extending along the uniform
diameter plenum body. The plenum is tapered at the end of the patterned orifices to
prevent flow recirculation. Each injector orifice has a diameter of 0.7874 mm. The
pitch of the helix is 3.175 mm, where the 100 orifices are spanned by 7 revolutions.
The location of the injectors represented in the computational domain can be seen
in Figure 2.

Figure 2: Helical Injector Location

The helical pattern allows for a more uniform droplet distribution after
injection and is effective due to the lack of active injection made possible by the
presence of the venturi throat and developed static pressure difference. The liquid is
entrained radially, perpendicular to the plenum surface, and is accelerated by the
10

crossflow. The liquid entrainment flowrate is derived from the difference in the
liquid pressure within the plenum and the gas pressure in the venturi throat as
follows:
𝑚̇𝑙,𝑖 = 𝑛𝑜 ∗ 𝐶𝐷 ∗ 𝐴𝑖𝑛𝑗𝑒𝑐𝑡 ∗ √2 ∗ 𝜌𝑙 (𝑝𝑙,𝑖 − 𝑝𝑔,𝑡 )

Where 𝑛𝑜 is the number of open injector orifices, 𝐶𝐷 is the empirically
derived discharge coefficient, and 𝐴𝑖𝑛𝑗𝑒𝑐𝑡 is the area of a single injector orifice. The
discharge coefficient is determined by comparing the theoretical and
experimentally determined liquid flowrates. The average discharge coefficient for
all cases is 0.21 with a standard deviation of 0.06. The inlet gas and liquid
pressures can be independently controlled, and the pressure inside of the mixer can
be manipulated with a back-pressure valve. Two pressure taps are located at the
mixer throat and the mixer exit for directly measuring static pressure at those
locations. Both the gas and the liquid are filtered through suitable flow metering
devices upstream of the straight pipe venturi inlet. The mixer is controlled by
varying the gas and liquid inlet flowrates such that a desired ratio between the two
is maintained and a desired exit temperature is achieved. A Coriolis type flow
meter is used to simultaneously establish the volumetric flowrate and instantaneous
fluid density of the two phases. A polycarbonate purge tube surrounds the straight
venturi pipe section of the same material that allows for easy visibility of the flow
phenomena occurring inside the mixer. The polycarbonate venturi pipe section is
manufactured to be 12.7 mm thick to ensure structural integrity maintains in the
presence of high operating pressures.
As previously stated, measuring non-isotropic temperature differences in
the cylindrical mixer body is critical to the accurate representation of the
temperature distribution within the mixer. 12 thermocouples are placed at different
axial locations in the constant area cylindrical duct in groups of four. The first set
of thermocouples are positioned at location A (x/L = 0.29), the second set at
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(1)

location B (x/L = 0.64), and the third set at location C (x/L = 1 or mixer exit). At
each axial location, temperature measurements are made at four radial positions.
Thermocouples 1, 5, and 9 penetrate 38.1 mm into the domain from the inner pipe
diameter and are positioned along the centerline of the mixer (y/𝑅𝑒 = 1),
thermocouples 2, 6, and 10 at 25.4 mm (y/𝑅𝑒 = 0.66), thermocouples 3, 7, and 11 at
12.7 mm (y/𝑅𝑒 = 0.33), and thermocouples 4, 8, and 12 at 1.27 mm (y/𝑅𝑒 = 0.03).
3.2 Operating Conditions and Non-Dimensional Parameters
The experimentally operated mixer is designed to record temperature and
pressure values over short time durations under varying inlet conditions. To
perform a more comprehensive study of the mixer under a varied range of
operating conditions, four representative cases are selected for the purposes of
comparison to the numerical model. The details of these cases are presented in
Table 1.
Table 1: Experimental Operating Conditions
Measured Parameters

Calculated Parameters

Cases

𝑚̇𝑔,𝑖
kg/s

𝑚̇𝑙,𝑖
kg/s

𝑚̇𝑙,𝑖
𝑚̇𝑔,𝑖

𝑝𝑔,𝑖
kPa

𝑇𝑔,𝑖
K

𝑞

We

1

0.61

0.05

0.08

167.5

239.6

1.31

4036

2

0.51

0.09

0.18

152.6

231.3

2.31

2923

3

0.54

0.11

0.20

126.3

234.3

2.83

4428

4

0.36

0.10

0.28

113.6

188.5

4.14

1521

Table 1 describes experimental mixer inlet conditions given by the inlet gas
flowrate (𝑚̇𝑔,𝑖 ), inlet liquid flowrate (𝑚̇𝑙,𝑖 ), the flowrate ratio, inlet gas static
pressure (𝑝𝑔,𝑖 ), and the inlet gas static temperature (𝑇𝑔,𝑖 ). The temperature of the
liquid at injection is 2 K below the saturation temperature of the liquid at the
corresponding inlet conditions. The driving pressure differential (𝐷𝑃), which is the
difference between the throat gas pressure and the pressure of the liquid in the
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plenum, is mainly responsible for the entrainment of liquid coolant and is found for
each respective case to be 20.5, 33.4, 48.6, and 38.4 kPa. Also presented are nondimensional parameters such as the momentum ratio (𝑞) and the Weber number
(𝑊𝑒), which is a key factor in determining the droplet breakup model which is
discussed below.
The momentum ratio (𝑞) between the injected liquid coolant and the hot
gaseous crossflow is an important parameter that can be used to assess the amount
of radial liquid penetration that is achieved into the crossflow. This wellestablished parameter has been used in many applications [14] in contrast to the
blowing ratio used in gas turbine engine blade cooling [15] to characterize
penetration. Momentum ratio is defined as follows:
𝑞=(

2
𝜌𝑙 𝑣𝑙,𝑖𝑛𝑗
2
𝜌𝑔 𝑣𝑔,𝑡

)

Where 𝜌 is the respective phase density, 𝑣𝑙,𝑖𝑛𝑗 is the velocity of the liquid at
injection/entrainment, and 𝑣𝑔,𝑡 is the throat gas velocity. Large momentum ratios
yielding more full liquid penetration along the radial direction results is uniform
temperatures within the mixer. Smaller momentum ratios cause the temperatures to
first be reduced along the device’s axis, followed by mixing radially outward as the
liquid traverses the mixer axially.
Droplet breakup is influenced by surface tension, dynamic pressure, and
viscous forces. As previously mentioned in table 1, a non-dimensional Weber
number is defined as the ratio between inertial forces and surface tension forces
acting on a liquid droplet. The number quantifies the deforming inertial forces to
the reforming surface tension forces characterizing droplet breakup and is given as
follows:
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(2)

𝜌𝑔 𝑤𝑙2 𝐷𝑜
𝑊𝑒 = (
)
𝜎

Where 𝜌𝑔 is the gas phase density, 𝐷𝑜 is the orifice diameter, 𝜎 is the droplet
surface tension, and 𝑤𝑙 is the droplet velocity relative to the gaseous crossflow. In
this study, the relative droplet velocity is used in the calculation of Weber number
as opposed to the absolute droplet velocity as is used in some literature.
The resulting droplet diameter after initial crossflow breakup is dependent
on the droplet drag and the Weber number. As previously referenced in [9], for JetA with a Weber number of 94.6, changing q from 5.2 to 10.1 increases the
maximum crossflow penetration length from 6 mm to 11.2 mm. For a relatively
high Weber number of 1148 with a q value of 5 and an injector diameter of 0.762
mm, the penetration length increases to 13 mm. In the current study, q ranges from
1.31 to 4.14, with an average Weber number of 3227 and an injector diameter of
0.7874 mm. This leads to the expectation of a relatively low radial penetration
based on the discussed literature.
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4.0 Numerical Analysis
4.1 Continuous Background Flow Turbulence Model
The realizable 𝑘 − 𝜀 viscous model is used to capture turbulence in the
background gas-phase flow. The key differences between this model and all other
existing turbulence models are the formulation of turbulent viscosity and a new
transport equation for the dissipation rate, 𝜀. This model provides superior
performance for flows involving boundary layers under strong adverse pressure
gradients, separation, and recirculation. The transport equations for this model are
given by:
𝜕
(𝜌𝑘)
𝜕𝑡
𝜕
(𝜌𝜀)
𝜕𝑡

+

+

𝜕
(𝜌𝑘𝑢𝑗 )
𝜕𝑥𝑗

𝜕
(𝜌𝜀𝑢𝑗 )
𝜕𝑥𝑗

=

=

𝜕
[(𝜇
𝜕𝑥𝑗

𝜕𝑘
] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘
𝜕𝑥𝑗

(4)

𝜕𝜀
𝜀2
𝜀
] + 𝜌𝐶1 𝑆𝜀 − 𝜌𝐶2
+ 𝐶1𝜀 𝐶3𝜀 𝐺𝑏 + 𝑆𝜀
𝜕𝑥𝑗
𝑘
𝑘 + √𝑣𝜀

(5)

𝜕
[(𝜇
𝜕𝑥𝑗
𝑢
𝜎𝜀

+ 𝑡)

+

𝑢𝑡
)
𝜎𝑘

Where the default model constants established to ensure optimal model
performance are given by:
η

C1 = max [0.43 + η+5], C2 = 1.9,

C1ε = 1.44

(6)

While the turbulent Prandtl numbers are given by:
Σk = 1.0, σϵ = 1.2

(7)

To evaluate C1 :
𝑘

η =S𝜀

(8)

Where the user-defined source terms 𝑆 are further given by:
𝑆 = √2𝑆𝑖𝑗 𝑆𝑖𝑗
In Equations (1) and (2), the turbulent kinetic generation term due to mean velocity
gradients is represented by 𝐺𝑘 , and the generation of turbulent kinetic energy due to
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(9)

buoyancy is represented by 𝐺𝑏 . 𝑌𝑚 in Equation (1) represents the contribution of
the fluctuating dilatation in compressible turbulence to the overall dissipation rate.
Since the focus of this analysis is to understand the temperature variation across the
mixer, the energy Equation (3) is solved and coupled with the preceding equations:
𝜕
(𝜌𝐸 ) + ∇ ∙ (𝑣⃗(𝜌𝐸 + 𝑝 )) = ∇ ∙ (𝑘𝑒𝑓𝑓 ∇𝑇 − ∑ ℎ𝑗 𝐽⃗𝑗 + (𝜏̿𝑒𝑓𝑓 ∙ 𝑣⃗)) + 𝑆ℎ
𝜕𝑡

(10)

𝑗

Where 𝑘𝑒𝑓𝑓 is the effective conductivity and 𝐽⃗𝑗 is the diffusion flux of species j. 𝑆ℎ
includes the heat of chemical reactions and any other volumetric heat sources
defined in the problem. In the above equation, 𝐸 is represented by:
𝐸=ℎ−

𝑝 𝑣2
+
𝜌
2

(11)

Where sensible enthalpy ℎ is defined for ideal gases as:
ℎ = ∑ ℎ𝑗 𝑌𝑗
𝑗

4.2 Discrete Particle Tracking
The discrete particle tracking model used in this study operates by
computing the trajectories of particles in a Lagrangian frame of reference. This
means that the frame of reference is assumed to move along with individual
particles, as opposed to the more conventional Eularian approach whereby the
frame of reference is fixed. The Lagrangian model is superior due to its
computational efficiency but suffers from the inability to distinguish and track
sharp interfaces between the two phases. In the case of the present study, however,
this is not of significant importance. A constraint imposed by the Discrete Phase
Model (DPM) is that the volume fraction of injected species must be less than 10%
of the volume fraction of the continuous phase. Solutions can become inaccurate in
the event that this stipulation is not upheld. Even so, there is no limitation on the
mass loading of the discrete phase, which can be as high as 100% [20]. The
16
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trajectories of the particles within the domain are calculated by integrating the
particle force balance equation; of which the x direction in Cartesian coordinates is
shown here:
𝑑𝑢𝑝
𝑔𝑥 (𝜌𝑝 − 𝜌)
= 𝐹𝐷 (𝑢 − 𝑢𝑝 ) +
+ 𝐹𝑥
𝑑𝑡
𝜌𝑝

(13)

Where:
𝐹𝐷 =

18 𝜇 𝐶𝐷 𝑅𝑒
𝜌𝑝 𝑑𝑝2 24

𝐹𝐷 (𝑢 − 𝑢𝑝 ) is the drag force per unit particle mass, 𝑔𝑥 is the gravitational force,
and 𝐹𝑥 includes all additional forces due to pressure gradients, rotating reference
frames, Brownian Motion, thermophoric effects (forces acting on a particle due to
temperature gradients in the continuous phase), and Staffman lift forces (lift arising
due to shear). Items with a subscript p indicate a particle variable. For evaporation
applications, the gravitational and drag forces have the most significant influence
on a particle’s trajectory. The drag coefficient, 𝐶𝐷 , is obtained from polynomial
functions dependent on the type of particle under study.
During transit of the domain, particles exchange heat, mass, and momentum
with the gas phase. For this transfer to occur accurately, particles should traverse
any individual cell within the domain in 2 to 3 particle time steps. This can be
achieved by specifying an appropriate length scale and a maximum number of steps
for a particle. In addition, the density of the mesh should take into consideration the
size of the particles to ensure appropriate values of length and time scale can be
applied when tracking particles through the domain. Calculating the exchange of
heat, mass, and momentum is done via multiple interacting laws that vary
depending on the particle type that is under study. When performing discrete
particle injections for evaporating liquid droplets, laws of inert heating/cooling,
vaporization, and boiling are used to describe the transfer of properties from one
phase to another. These laws are active only in certain regimes of temperature, and
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each law is flagged by specific physical or modeling parameters. A modeling
parameter termed vaporization temperature (𝑇𝑣𝑎𝑝 ) is used to distinguish the models
of inert heating and droplet vaporization. This parameter is non-physical, and for
the current study has been chosen at a value 1 Kelvin below the physical boiling
point of the droplet. As long as the instantaneous droplet temperature 𝑇𝑝 < 𝑇𝑣𝑎𝑝 , the
particle will undergo the process of inert heating. During this phase of inert heating,
a simple heat balance is used to relate the particle temperature 𝑇𝑝 (𝑡) to the
convective heat transfer at the particle surface given by:
𝑚𝑝 𝑐𝑝

𝑑𝑇𝑝
= ℎ𝐴𝑝 (𝑇∞ − 𝑇𝑝 )
𝑑𝑡

(15)

Where 𝑚𝑝 is the mass of the particle, 𝐴𝑝 is the surface area of the particle and h is
the convective heat transfer coefficient. Once the droplet reaches 𝑇𝑣𝑎𝑝 , the droplet
vaporization law given by Equation 14 with the added term for latent heat of
vaporization (i.e.

𝑑𝑚𝑝
𝑑𝑡

ℎ𝑓𝑔 ) is used until the droplet reaches the physical parameter

𝑇𝑏𝑜𝑖𝑙 . The rate of mass transfer during the vaporization phase is governed based on
gradient diffusion given by:
𝑁𝑖 = 𝑘𝑐 (𝐶𝑖,𝑠 − 𝐶𝑖,∞ )

(16)

Where 𝑁𝑖 is the molar flux of vapor, 𝑘𝑐 is the mass transfer coefficient, 𝐶𝑖,𝑠 and
𝐶𝑖,∞ are the vapor concentration at the droplet surface and bulk gas. Vaporization
takes place when 𝑁𝑖 is positive. If 𝑁𝑖 is negative temperature falls below the dew
point and condensation takes place. Concentrations are evaluated using ideal gas
law based on saturated vapor pressure at droplet surface temperature and at the
ambient gas temperature respectively. A Nusselt number correlation is used to
obtain the mass transfer coefficient in Equation 15 and is given by:
𝑁𝑢𝐴𝐵 =

𝑘𝑐 𝑑𝑝
1/2
= 2.0 + 0.6𝑅𝑒𝑑 𝑆𝑐1/3
𝐷𝑖,𝑚
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(17)

𝜇

Where 𝐷𝑖,𝑚 is the bulk vapor diffusion coefficient, Sc is the Schmidt number (𝜌𝐷 )
𝑖,𝑚

and 𝑑𝑝 is the droplet diameter. As noted earlier, following the vaporization phase
the boiling rate Equation 17 is applied when 𝑇𝑝 ≥ 𝑇𝑏𝑜𝑖𝑙 :
𝑑𝑑𝑝
𝑐𝑝,∞ (𝑇∞ − 𝑇𝑝 )
4𝑘∞
]
=
(1 + 0.23√𝑅𝑒𝑑 )𝑙𝑛 [1 +
𝑑𝑡
𝜌𝑝 𝑐𝑝,∞ 𝑑𝑝
ℎ𝑓𝑔

(18)

The stochastic tracking (random walk) approach is used to model the
turbulent dispersion of discrete droplets and capture the effect of instantaneous
velocity fluctuations on their trajectories. As part of the currently used discrete
random walk approach, gaussian distributed random velocity fluctuations
(𝑢′ , 𝑣 ′ , 𝑤 ′ ) in background flow are determined based on the product of a normally
distributed random number and the local RMS velocity fluctuations. Equation 13
for each particle is then integrated using the instantaneous fluid velocity (𝑢̅ +
𝑢′ (𝑡)) along the particle path. The random effect of turbulence is accounted for by
repeating the above method for a finite number of representative particles (termed
as “number of tries”). Imperative to predicting particle dispersion rate is particle
integral time scale T describing the time spent by the particle in turbulent motion:
∞ 𝑢′ (𝑡)𝑢′ (𝑡
𝑝
𝑝

𝑇= ∫

̅̅̅̅
𝑢𝑝′2

0

+ 𝑠)

𝑑𝑠

For particles that do not drift in the background flow, T becomes the Lagrangian
𝑘

integral time scale (𝑇𝐿 = 0.30 ). To capture the interaction between the particle
𝜖

and the fluid phase turbulent eddies, a characteristic eddy lifetime is defined by
𝜏𝑒 = −𝑇𝐿 log (𝑟) in which r is a uniform random number between 0 and 1.
Therefore, the particle/droplet is assumed to interact with background fluid flow
eddies over the eddy lifetime. A new random number is used to update the
instantaneous background flow velocity once this time scale is reached. The
trajectories of the discrete particles in a turbulent fluid flow are hence evaluated.
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The wave breakup model is used to determine reduced crossflow liquid
droplet diameter considering the relative velocity between the gas and liquid
phases. Considering the wavelength and growth rate of the fastest growing KelvinHelmholtz surface instability, the time of breakup and child droplet diameters are
determined. This model is only applicable for very high-speed injection and when
Weber number > 100. Based on a stability analysis in which an arbitrarily
infinitesimal axisymmetric surface displacement is imposed on the injected liquid
jet, the breakup droplet radius r and the rate of change of radius

𝑑𝑎
𝑑𝑡

are determined

based on:
𝑟 = 0.61𝛬

(20)

𝑑𝑎
(𝑎 − 𝑟)
= −
𝑑𝑡
𝜏

(21)

𝜏=

3.726𝐵𝑙 𝑎
𝛬Ω

(22)

Where 𝛬 is the wavelength of the fastest growing wave, 𝜏 is the breakup time, 𝐵𝑙 is
the breakup time constant which is related to the initial disturbance level in liquid
jet. The wavelength 𝛬 and maximum growth rate of the wave Ω are estimated based
on stability analysis:
(1 + 0.45𝑂ℎ 0.5 )(1 + 0.4𝑇𝑎0.7 )
𝛬
= 9.02
0.6
𝑎
(1 + 0.87𝑊𝑒1.67 )

(23)

𝑔

Ω

(0.34 + 0.38𝑊𝑒𝑔1.5 )
𝜌1 𝑎3
=
(1 + 𝑂ℎ )(1 + 1.4 𝑇𝑎0.6 )
𝜎

Where 𝑂ℎ = √𝑊𝑒𝑙 /𝑅𝑒𝑙 is the Ohnesorge number and 𝑇𝑎 = 𝑂ℎ√𝑊𝑒𝑔 is the
Taylor number, 𝑊𝑒𝑙 and 𝑊𝑒𝑔 are the liquid and gas Weber numbers and 𝑅𝑒𝑙 is the
liquid Reynolds number.
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Particles tracked by this model are made to interact with the continuous
phase and their fate falls under several different categories. Particle fates can be
deemed incomplete if the explicitly defined maximum number of particle time
steps is exceeded before the particle fate can be ascertained, or the particle track
can be aborted if it fails to complete due to numerical or round-off errors. Particles
that are appropriately tracked may escape the domain, be trapped within the
domain, or evaporate entirely. With the inclusion of additional models there are
more detailed particle fates as well such as coalesced droplets or droplets formed
due to breakup. During this type of particle tracking, one mesh cell should be
crossed in 2 or 3 particle steps. This can be set explicitly by specifying the
maximum number of steps or by adjusting the step length. An appropriate
combination of the number of steps and the step length considers the type of model
being used, the type of flow under study, the allocated computational power, and
the maximum domain length over which particles will travel. When regions of flow
recirculation exist in the domain, the mean particle trajectories can get trapped.
Adjusting the maximum number of steps to accommodate long particle residence
times may be necessary. Compressibility effects have been considered as the type
of flow under study exists in a venturi pipe geometry where compressibility effects
are noticeable. Treatment of the flow near the wall is also of vital importance as
liquid injections are taking place at the surface of the central plenum. Enhanced
wall treatment is therefore instituted to accurately determine the local wall
turbulence and the effects of eddy currents near the wall. During the solution
process a two-way coupling is enforced between the discrete and continuous
phases, which is achieved by alternately solving the equations of both phases until
the solution in these phases reaches a converged state.
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4.3 Mesh Description and Grid Independence
4.3.1 Straight Pipe Geometry
Meshing has been performed using the default meshing tool
available in the Ansys commercial software package. To facilitate accurate
numerical predictions, the mixer domain is meshed with hexahedral
elements in contrast to the conventionally used tetrahedral cells. The
hexahedral meshing technique allows for uniform and controlled meshing,
which is structured with an even skewness and mesh orthogonality
throughout the mesh domain. One major advantage of using hexahedral
meshing with refinement near the boundary layer in the computational
domain is the additional accuracy of evaluating flow properties near the
walls/near the injector head from which the liquid is injected, but at the
expense of additional computational time. A double concentric O-grid
meshing technique is carried out to allow for the effective partitioning of
the annular portion of the mixer. When performing an internal flow
calculation, such as the flow through a pipe section, it is imperative to
accurately capture the boundary layer near the walls to reflect the true
physical nature of the system under study. Using the Reynolds number
based on mixer length as the characteristic dimension and the boundary
layer thickness, the first layer thickness is evaluated. Computationally, the
first layer thickness is representative of the distance at which the first mesh
layer needs to be placed from the wall to effectively capture the viscous
sub-layer. This evaluation is based on a computational parameter known as
the 𝑦 + value, calculated as follows:
𝑦+ =

𝑦𝑢𝜏
𝜈

Where 𝑦 is the absolute distance from the wall, 𝑢𝜏 is the friction
velocity related to the wall shear stress, and 𝜈 is the kinematic viscosity of
22
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the fluid. In the current study, 𝑦 + has been taken to have a value of 35. The
main purpose of performing a grid independence study is to estimate the
optimum combination between mesh density and computational cost. For a
mesh that is too coarse, results will be computationally inexpensive but at
the cost of physical accuracy. A mesh that is too fine can easily begin to
exceed allocated computational power. For the straight pipe geometry, three
meshing styles were adopted: a tetrahedral mesh, a hexahedral mesh
without a boundary layer, and a hexahedral mesh with a boundary layer. To
vary the mesh, a parametric study was conducted whereby the global mesh
element sizing was gradually reduced. The results of the parametric study
performed on the straight pipe geometry can be found below in Figure 3.

Figure 3: Mesh Independence Parametric Study (Background Flow)
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Non-linearity in the area weighted mixer exit plane temperature is
observed for initial increments in mesh size. This effect is observed both in
the case of the tetrahedral mesh and the hexahedral mesh with a boundary
layer. It is important to note that the introduction of boundary layer meshing
adds substantial computation time.

Figure 4: Mesh Independence Parametric Study (Injection Flow)

Furthermore, grid independence for a hexahedral mesh with a
boundary layer is found to be achieved at a mesh resolution of 432,626
elements for the background flow. This is an important conclusion, as a
mesh of this resolution reduces computation time significantly. However,
the introduction of Lagrangian discrete liquid droplets necessitates the
refinement of grid resolution due to the stipulation that particles must be
tracked 2 to 3 times over the traversal of a single mesh element. With all
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Figure 5: Hexahedral Meshing of Straight Pipe Mixer Geometry with XY external planar view
[top], XY planar cut-section view [middle], inlet [bottom left], and outlet [bottom right]

previous considerations, the hexahedral meshing style was chosen as the
most appropriate meshing technique to use for the combined study of the
discrete phase injections in the straight pipe geometry. The independence
study was duplicated for the Lagrangian solution to verify the grid
independence of the droplet-laden flow. Results of the parametric study can
25

be seen in Figure 4. The inclusion of Lagrangian liquid droplets increases
the grid independence of the hexahedral boundary layer mesh to 1,604,506
elements. Based on the study performed, the trend for variation in mixer
exit temperature with increase in mesh count is similar for a tetrahedral
mesh without a boundary layer and a hexahedral mesh with a boundary
layer. Upon achieving grid independence, both these cases attain a constant
mixer exit temperature value which does not vary with mesh size. With this
study in mind, a mesh count in accordance with grid independence is used
for all future droplet-laden flow calculations. Depictions of the mesh
adopted for the straight pipe can be seen in Figure 5.
4.3.2 90-degree Elbow Inlet Geometry
To improve confidence in the numerical validation against
experimental data, an additional geometry was created and meshed which
contains a 90-degree bend approaching the straight pipe inlet. This
geometry is more closely representative of the experimental setup in its
entirety, and it is thereby of significant importance to consider the effect
that the inlet bend has on the mixing dynamics in the straight section of the
mixer. In contrast to the straight pipe geometry, the inclusion of a bend
increases the geometric complexity to the point where a structured
hexahedral mesh is no longer viable over the length of the entire mixer. To
rectify this, a suitably dense (in compliance with the previously discussed
mesh independence study) tetrahedral meshing style with a boundary layer
is applied over the entire domain. Depictions of the inlet bend meshing can
be found in Figure 6. The bend contains a straight section of uniform
diameter leading up to the bend. This allows the flow to develop slightly
before entering the bend. The bend inlet and outlet are joined to the
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Figure 6: ZX planar cut-view [top] and XY planar cut-view [bottom] of tetrahedral meshing
for inlet bend geometry

straight pipe sections via a converging and diverging pipe section respectively. This
represents the flange connections present in the experimental mixer configuration
where the initial straight section and the venturi pipe are joined via the bend. The
bend inlet geometry has been meshed with the same global mesh sizing as the mesh
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independent case for the straight pipe, however the geometry is considerably longer
and therefore is covered by a total of 4,061,426 mesh elements. This is
approximately two and a half times more mesh elements than the case of the
straight pipe, which leads to substantially longer simulation times.
4.4 Numerical Model Parameters
4.4.1 Boundary Conditions and Modeling Parameters
Physically accurate and representable results of numerical
simulations for fluid flows are highly dependent on the use of carefully
described initial and boundary conditions. For example, a poorly defined
numerical calculation can still reach a converged state, and it is the
responsibility of the engineer to ensure that the appropriate boundary
conditions, computational models, and numerical schemes are used that will
apply to the particular problem under study such that physically
representative solutions are obtained. The current study examines a
multiphase single-component compressible flow laden with evaporating
liquid droplets, so appropriate numerical modeling parameters must be used
to adequately capture the underlying physics to produce a physically
accurate output.
A systematic approach was taken when considering the modeling
parameters that will be used. Numerical settings which are not constrained
by the operating conditions of the mixer and are thereby adjustable are
evaluated through an error minimization matrix consisting of various
applicable modeling parameters. This matrix accounts for different physical
processes such as droplet breakup and coalescence, droplet drag, droplet
vaporization, and evaporation laws. This technique is performed
individually for each case and is simultaneously extended to an error
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minimization across all cases. Numerical settings are denoted with a “1” if
they are included in the model and are denoted with a “0” if they are
excluded from the model. The temperature at each of the 12 thermocouple
locations are checked against experimentally obtained values to ascertain
which combination of numerical settings produces the least overall error.
Table 2: Numerical Settings for Error Minimization
Sub
Parameter
-

Sim
A
0

Sim
B
0

Sim
C
0

Sim
D
0

Sim
E
1

Sim
F
1

Sim
G
0

Sim
H
0

Sim
I
0

Sim
J
0

TAB

0

0

0

1

0

0

0

0

0

0

Wave

1

1

0

0

1

1

1

0

0

1

KHRT

0

0

1

0

0

0

0

0

0

0

Droplet

Spherical

1

0

1

1

1

0

1

1

1

1

Drag

Dynamic

0

1

0

0

0

1

0

0

0

0

Boiling

1

1

1

1

1

1

1

0

1

0

1

1

1

1

1

1

1

1

1

1

Vaporization

1

1

1

1

1

1

0

1

0

1

Vaporization

Diffusion

1

0

0

0

0

0

0

0

0

0

Model

Convection

0

1

1

1

1

1

1

1

1

1

Parameter
Collision
Breakup

Evaporation

Inert

Laws

Heating

A flagging algorithm is used to compare the results of each different
case and assign “points” to cases that produce the least error at a specific
thermocouple location. Thus, a simulation with the highest “point” score
indicates the corresponding number of locations in the numerical mixer
model where the error in temperature is at a minimum in comparison to the
experimental data. Cases 1, 2, and 3 represent instances of complete droplet
evaporation within the mixer domain and are therefore considered to be
identical in the context of the error minimization technique. Case 4, which
represents a unique case of incomplete evaporation, is considered
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separately. The results of this error minimization study are presented in
Table 3.
Table 3: Scores for Numerical Error in Temperature
Experiment

Sim

Sim

Sim

Sim

Sim

Sim

Sim

Sim

Sim

Sim

Case no

A

B

C

D

E

F

G

H

I

J

1, 2, and 3

1

1

2

2

0

4

2

0

0

0

4

1

0

0

2

0

3

6

0

0

0

It is important to note that, while simulation G produced the highest point
score for Case 4, further postprocessing revealed non-physical evaporation
effects corresponding to that simulation due to the removal of the
vaporization law from the DPM model. Therefore, considering all four
cases simultaneously, the combination of numerical settings corresponding
to Simulation F is determined to be ideal.
Suitable boundary conditions are also required in order to produce a
physically accurate output. In the general sense, numerical boundary
conditions prescribe a fixed value of a certain quantity to different areas of
the computational domain. In the current study the domain consists simply
of a single inlet and outlet with walls bounding the domain represented by
the pipe and plenum walls. At the inlet of the domain the total and static
pressure are chosen to be fixed, and at the outlet of the domain a mass flow
equal to the gaseous inlet mass flow is selected. This allows the velocity of
the flow at the inlet to vary iteratively until a converged solution is reached.
These conditions are specifically selected as they are appropriate under a
compressible flow scenario and can be reversed between the inlet and outlet
with no change to the numerical solution output. At the walls of the mixer
domain a no-slip condition is imposed for the continuous phase. In
consideration of the DPM model, the inlet and outlet are specified as
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domain areas where discrete particles may escape the domain. Particles may
reflect off the mixer walls, and the reflection angle is determined using the
normal and tangential components of the angle of incidence, and incoming
and outgoing velocity of the particles. The proposed model considers
collisions with the walls of the mixer to be perfectly elastic collisions
whereby all normal and tangential particle momentum is retained after the
collision. Numerical inlet conditions for the continuous phase are
summarized in Table 4.
Table 4: Numerical Inlet Conditions for the Continuous Phase
𝑚̇𝑔,𝑖

𝑝𝑔,𝑖

𝑃𝑔,𝑖

𝑇𝑔,𝑖

kg/s

kPa

kPa

K

1

0.61

167.5

169.2

239.6

2

0.51

152.6

153.9

231.3

3

0.54

126.3

128.1

234.3

4

0.36

113.6

114.3

188.5

Cases

Where 𝑃𝑔,𝑖 represents the total pressure at the mixer inlet. These inlet
conditions produce what will be referred to in this study as the “background
flow” for the mixer.
Initial conditions must also be specified for the discrete phase.
Discrete particle introduction can be described by several different injection
distribution types including planar, conical, or simple single-point
injections. However, due to the complex structure of the experimentally
located injector orifices, a custom injection distribution must be read into
the solver through an external file. The file must contain information about
the spatial location of the injectors, the magnitude and direction of injection
velocity at each injector, droplet diameter, temperature, and individual
orifice flowrate. To assign a spatial location to each injector, 100 points in
CAD space are created to span the length of a helix of identical design to
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the manufactured orifices in the experimental mixer. To avoid
discontinuities in the injector locations with respect to the spatial
discretization of the mesh, the injectors are located at the centroid of the
first boundary layer cell. This ensures that the injectors fall within the
computational domain regardless of mesh resolution. These spatial locations
are written to a file that can be further read into Matlab for file creation. The
Matlab script generates a file containing the complete injection distribution
information in a format readable by the solver. The script is modular and
able to produce any initial discrete phase conditions, only requiring user
input of the total liquid mass flow rate, injection velocity magnitude, and
droplet temperature. Injection velocity equivalent to velocity due to
entrainment is calculated using the relationship in equation (1) in
conjunction with the fact that:
𝑚̇𝑙,𝑖 = 𝜌 ∗ 𝑣𝑖𝑛𝑗𝑒𝑐𝑡 ∗ 𝐴𝑖𝑛𝑗𝑒𝑐𝑡 ∗ 𝑛𝑜 ∗ 𝐶𝐷

(26)

2
𝑣𝑖𝑛𝑗𝑒𝑐𝑡 = √ (𝑝𝑙,𝑖 − 𝑝𝑔,𝑡 )
𝜌

(27)

To yield:

Injections are taken to have a velocity magnitude normal to the plenum
surface at all injector locations. Table 5 summarizes the initial conditions
for the discrete phase injections for all cases.
Table 5: Numerical Inlet Conditions for the Discrete Phase
𝑚̇𝑙,𝑖

𝑣𝑙,𝑖

𝑇𝑙,𝑖

kg/s

m/s

K

1

0.05

8.47

80.29

2

0.09

10.74

80.21

3

0.11

13.96

79.96

4

0.10

9.55

78.23

Cases
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To couple the discrete and continuous phases into a single
simulation, the background flow must first reach a converged state.

Continuous Phase

Flow Field Calculation

Calculate Particle

Calculate Particle

Trajectories

Energy/Mass Transfer

Update Continuous
Phase Source Terms
Figure 7: Flow Chart of Fluent Solver Schematic

Once this is achieved the discrete phase calculations can be
instituted so that the coupled calculation can take place. Traditionally,
numerical convergence is contingent on the minimization of residual values
of useful metrics such as the energy equation across the entire domain. A
numerical solution can be considered to be converged when the calculated
values within the domain do not vary from the values obtained at previous
iterations by a predetermined amount. While this is a useful strategy for
purely steady flow calculations, the coupling of the discrete phase with the
continuous phase introduces irregularities in the flow at regular intervals,
making this definition of convergence unhelpful. Convergence of the
coupled solution must therefore be redefined. A convenient parameter that
can be tracked in order to confirm solution convergence in the current study
is the area averaged mixer outlet temperature. As the solution progresses
and discrete particles are allowed to enter, traverse, and evaporate within
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the domain, they transfer heat and mass to the continuous phase. As a result,
the area averaged temperature at the mixer outlet will continuously decrease
until a steady state is reached with a constant temperature. This constant
temperature is determined automatically when the area averaged
temperature at the outlet varies by less than 0.001 K between DPM
iterations.
Continuous

Discrete Phase is introduced to domain every 10

Phase

continuous flow iterations

Figure 8: Coupled Calculation Convergence (Case 2)

4.4.2 Defining Gas and Cryogenic Liquid Droplet Properties
To produce the most physically accurate numerical result
possible, it is critical to accurately define the physical properties of
both the discrete phase and the continuous phase. Many of the
physical properties under study are temperature dependent, and it is
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therefore critical to define gas phase properties not as constants but
rather as functions of temperature. NIST’s thermophysical database
is referenced by calling the refprop tool in Matlab. For gas phase
properties of thermal conductivity, viscosity, and specific heat,
polynomial functions of order five are fit to the data over a
sufficiently wide temperature range that falls above the range of gas
temperatures experienced by the mixer. The gas phase density is
considered to be an ideal gas relationship.

Figure 9: Thermophysical Properties of Nitrogen
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The binary diffusivity of the liquid droplet is calculated
based on a kinetic theory relationship [16] between two species
where both species are taken to be the same (nitrogen) as follows:
3

0.0266𝑇 2

𝒟𝐴𝐵 =

1

(28)

2
2
𝑃 ∗ 𝑀𝑊𝐴𝐵
∗ 𝜎𝐴𝐵
∗ Ω𝐷

Where 𝜎𝐴𝐵 is the average hard-sphere collision diameter of the two
species, and the following terms are described by:
𝑀𝑊𝐴𝐵 =

Ω𝐷 =

2
1
1
+
𝑀𝑊𝐴 𝑀𝑊𝐵

(29)

𝐴
𝐶
𝐸
𝐺
+
+
+
∗
𝐵
∗
∗
(𝑇 )
exp (𝐷𝑇 ) exp (𝐹𝑇 ) exp (𝐻𝑇 ∗ )

(30)

𝑘𝐵 𝑇

(31)

𝑇∗ =

1
(𝜀𝐴 𝜀𝐵 )2

Where 𝑀𝑊𝐴𝐵 are the molecular weights of each respective species,
constants A through H are empirically derived, 𝑘𝐵 is the Boltzmann
constant, and 𝜀𝐴𝐵 are the Lennard-Jones energies of each respective
species.
It is imperative for evaporation calculations to define the
saturation vapor pressure of the liquid accurately over the potential
temperature range. This term is directly proportional to the vapor
concentration on the surface of a droplet (𝐶𝑖,𝑠 ) in equation (16) and
is a critical factor in obtaining the driving force of droplet
evaporation. Binary diffusivity for the liquid phase is defined as a
function of temperature similarly to the gas phase. It can be noted
that the droplet specific heat, density, viscosity, latent heat, and
surface tension are all practically constant over the operating ranges
present in the mixer and are therefore considered to be constants.
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5.0 Results
5.1 Background Flow Verification
As previously mentioned, before the coupled calculation between the
discrete and continuous phases can take place the background flow must first be
solved. To ensure that the background flow is representing the true physical nature
of the system a simple comparison is made to a 1-D compressible flow analytical
model at the throat and exit of the mixer.
Table 6: Background Flow Verification

Case

Area Averaged Numerical Data
𝑣𝑔𝑎𝑠
𝑃𝑔𝑎𝑠
𝑇𝑔𝑎𝑠
m/s
kPa
K

Analytical Calculation [1]
𝑃𝑔𝑎𝑠
𝑇𝑔𝑎𝑠
kPa
K

𝑣𝑔𝑎𝑠
m/s

Throat

C

Throat

C

Throat

C

Throat

C

Throat

C

Throat

C

1

139.2

57.3

147.0

163.6

229.9

237.9

139.9

56.7

147.1

165.5

230.8

238.8

2

120.9

50.6

137.9

149.7

224.0

229.9

121.4

50.2

138.0

151.1

224.7

230.6

3

170.8

67.4

102.8

121.8

219.7

231.9

172.3

66.4

102.8

124.1

220.9

233.1

4

92.83

39.5

105.6

111.9

184.2

187.6

93.1

39.2

105.7

112.8

184.6

188.1

It was found that the percent difference between analytical and numerical values
peaks at -1.87% with an average percent difference of -0.59%. The error between
the two sets of calculated values of velocity, pressure, and temperature averages to
be -0.5%, -0.06%, and -0.37% respectively at the mixer throat and 1%, -1.1%, and 0.4% respectively at the mixer exit for all cases. This indicates that the background
flow is numerically modeled with good accuracy. It must be noted that Table 6
presents numerically calculated values for the straight venturi pipe. Additional
analysis of the inlet bend pipe revealed no distinct differences in the background
flow values and can therefore be considered comparable in accuracy to the
analytically calculated values.
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5.2 Liquid Injection in a Straight Pipe
First, we consider the mixer beginning at the inlet to the straight venturi
section. The mixer section in question is axisymmetric about its central axis and
will therefore also retain that symmetry in calculated values for the background
flow. Furthermore, the flow through the straight pipe lacks any regions of
significant flow recirculation or the presence of turbulent eddies. There is a region
of flow stagnation that exists directly downstream of the liquid plenum that does
not contribute to any irregularities in the flow. Therefore, any asymmetries that
arise in the flow field from the injection of discrete liquid droplets will be due
purely to the minute randomness of the stochastic tracking model and the
interaction of particles undergoing processes of breakup and collision. For this
reason, it is expected that temperature, velocity, and pressure should mostly retain
their axisymmetric nature despite the inherent randomness of the discrete particle
injections and the uneven helical injection distribution. In all following figures,
contours will be presented with Case 1 at the top and all subsequent cases below.

Figure 10: Straight Pipe Temperature Contours (XY Plane)
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It is important to note that the presented contours represent the mixed gas
temperature, as opposed to the absolute temperature considering both the liquid and
gas phases at any distinct location. Temperature and velocity contours will be
representative of the continuous Eularian phase whereas droplet properties are
stored separately in the Lagrangian phase. Figure 10 shows the distinct difference
in radial thermal stratification observed at varying momentum ratios. The liquid
penetrates the domain radially to a greater extent as you move through the cases
sequentially, which is consistent with the increasing momentum ratio for each case.
Liquid penetration profile can be clearly discerned from the above figure based on
the significant drop in temperature along the liquid injection boundary. As the
mixer inlet temperature is significantly lower in Case 4, a region of cold
unevaporated liquid close to the mixer axis that has not diffused radially is
observed. The previous assumption that the temperature distribution remains
mostly axisymmetric is verified as well, and as such contours for the straight
venturi pipe section are presented only for the XY plane.

Figure 11: Straight Pipe Velocity Contours (XY Plane)
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Gas-liquid phase average velocity is shown in Figure 11. As previously stated,
there is a stagnation region in the flow immediately following the liquid plenum in
the axial portion of the mixer. This stagnation region is exaggerated greatly
following the injection of liquid droplets due to the developed liquid injection
boundary. The venturi geometry, consisting of a converging-diverging section
leading to a straight pipe, allows for the flow to experience minimal flow
recirculation as flow diverges from the mixer axis and toward the walls following
the throat section. As momentum ratio increases, the injection boundary expands
radially outward and allows for the encroachment of low flow velocities near the
mixer throat.

Figure 12: Straight Pipe Particle Velocity (XY Plane)

The velocity magnitude of Lagrangian particle parcels as they traverse the domain
are given in Figure 12. The numerical particle tracks reflect the effect of
momentum ratio on crossflow penetration. Case 1, representative of the lowest
studied momentum ratio, sees liquid droplets residing closer to the surface of the
plenum while Case 4, representative of the highest studied momentum ratio, sees
liquid droplets reaching the mixer walls. Although the momentum ratio for Case 4
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is higher than for Case 3, peak droplet velocity magnitude is higher in the latter
case. Gas flow rate for Case 3 is higher for Case 4, which causes a higher droplet
acceleration. Momentum ratio determines crossflow radial penetration whereas gas
flow rate determines droplet acceleration. Due to the substantially high liquid to gas
flow rate ratio for Case 4, liquid strikes the walls of the mixer, and a portion is
reflected toward the mixer axis. This results in an aggregation of liquid near the
mixer axis as previously noted. Complete evaporation lengths can be measured
based on the particle tracks. Downstream in the straight section of the mixer there
are stray droplets formed due to droplet breakup, and as such they may be
disregarded when determining the complete evaporation length. These lengths are
given by x/L = 0.574 for Case 1, x/L = 0.901 for Case 2, and x/L = 0.801 for Case
3. A portion of droplets reach the mixer exit in Case 4; therefore, a complete
droplet evaporation length can not be measured for this case. There are no
significant planar asymmetries observed in the particle tracks, and as such the
aforementioned assumption of axisymmetric flow properties is retained.
To quantify the effect of momentum ratio on the temperature measured at
experimental thermocouple locations, an injection penetration profile containing
thermocouple locations is created. To establish this injection profile, after the
completion of the numerical simulation, all particle spatial locations are exported to
a postprocessing script. Three-dimensional axisymmetric particle locations are first
projected onto a two-dimensional cut plane. Data reductions are then applied based
on particle locations, ensuring that stray particles that do not represent an overall
trajectory are ignored. Using a suitable algorithm to determine the numerical
particle density distribution, a profile for the liquid trajectory is determined. In a
previous study by Ravichandran et al [17], image processing techniques were used
to obtain experimental data for the liquid injection boundary. The study proposes
power law and logarithmic type correlations with custom constants based on
empirical data to evaluate the transverse liquid penetration length as a function of
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mixer axial distance. The empirical correlation non-dimensionalizes the axial
coordinate (x) against mixer length and the transverse coordinate (y) against mixer
radius at the exit plane. The power law correlation is described by:
𝑦
𝑥 0.24
= 3.86 𝑞 0.24 ( )
𝐷𝑜
𝐷𝑜
Liquid injection profiles based on this correlation are compared against numerically
evaluated profiles in Figure 13. Note that axial positions at which temperatures are
measured along the mixer correspond to x/L = 0.29 (Location A), x/L = 0.64
(Location B), and x/L = 1 (Location C or mixer exit). The mixer domain extent
consisting of the plenum, diffuser, and straight pipe section are indicated in the
figures for reference.

Figure 13: Penetration Profile Empirical Correlation [17] (top left) comparison to Straight
Pipe Numerical Model (top right) with Experimental Data (bottom left) and Numerical Data
used for plot determination (bottom right)
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(32)

There is good agreement in the injection profiles between the empirical correlation
and the numerical model. Case 4, corresponding to the highest momentum ratio,
shows maximum transverse liquid penetration. This mapping indicates that the T12
thermocouple at axial position x/L = 1 is expected to measure relatively colder
temperatures in comparison to other cases. The T4 thermocouple lies outside of the
injection boundary for all cases and as such it is expected to measure temperatures
closer to the inlet gas temperature.

Figure 14: Comparison of Numerical Model (Straight Pipe) to Analytical Thermo-Fluid Model
[1] and Experimental Data (top to bottom: Case 1-2 and Case 3-4)

The injector orifices in the experimental setup and numerical model are situated in
a helical pattern, and as such orifices situated further downstream from the throat
are expected to have injection boundaries that fall within the ones presented in
Figure 13. In other words, the injection boundaries shown in Figure 13 are
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representative of the transverse upper limit of droplet penetration among all
orifices. Figure 14 shows the temperature change predicted by the numerical model
for all cases compared against an analytical model previously developed by
Ravichandran et al [1] and experimentally measured thermocouple values. The
values of temperature presented in Figure 14 are obtained by averaging the
fluctuating thermocouple data over two seconds of mixer operation. As a general
rule, thermocouples located outside of the injection boundary at location A are
expected to reside closer to the gas inlet temperature and thermocouples within the
injection boundary are expected to measure values closer to the liquid inlet
temperature. Thermocouple locations increase in mixer radial penetration such that
thermocouple T1 is located at the mixer axis and thermocouple T4 is located near
the mixer wall with thermocouples T2 and T3 falling between the two, and as such
it is expected that the temperatures measured by each subsequent thermocouple
should vary between the liquid inlet temperature and the gas temperature
respectively. This is in agreement with the previously obtained liquid injection
profile, where it should be noted that the scarcity of liquid in the radial direction
should correspond with an increase in measured temperature as measurements are
taken at increasing radial distances. This assumption is verified by the experimental
data and is reasonably confirmed by the numerical model. For Case 4 at location A,
it has been assumed that the experimental data is unreliable considering the
comparable temperatures measured at the mixer axis to the liquid injection
temperature. It is reasonable to assume that, due to the high liquid mass flow and
subsequently high momentum ratio for this case, that the thermocouples for Case 4
are being continually struck by liquid over the course of the measurements. This
assumption, coupled with the fact that the experimentally measured temperature
gradient from location A to location B for this case is unreasonably high, it has
been concluded that the experimentally measured values at location A for Case 4
are not representative of the underlying physics. This assumption is further
validated by the agreement between the numerical and analytical models at this
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location. At location B, droplets have diffused radially from the site of injection
following the predicted liquid injection profile, which is reflected by the tightening
of measured and numerically predicted temperatures at this location.
Thermocouples T5, T6, and T7 are located within the injection boundary and are
thereby expected to measure colder, more uniform temperatures which can be
reasonably concluded from Figure 14. At location C (or the mixer exit)
temperatures have reached a mixed state with the exception of Case 1 which
experiences the most pronounced thermal stratification as previously mentioned.
Numerically predicted mixer outlet temperatures are in good agreement with
experimental data.
The thermo-fluid model developed by Ravichandran et al [1] first
determines the throat gas temperature through isentropic flow relations which is
lower than the inlet gas temperature. The initial rapid drop in temperature in the
thermo-fluid model is due to the mixer venturi geometry, which accelerates the
liquid droplets and increases the rate of convective evaporation. In the straight
section of the mixer, the rate of evaporation becomes considerably lower which
decreases the slope of the line significantly. The drop in temperature also becomes
linear due to the constant gas phase velocity following the diffuser section of the
mixer. Once complete evaporation has taken place, no further change in
temperature is observed for the thermo-fluid model.
From Figure 14, a clear discrepancy is observed between experimentally
measured values at thermocouple T4 and numerically predicted values at that
location. The numerical model predicts a higher temperature at T4 similar to the gas
inlet temperature. In order to understand this difference in temperature, further
analysis is conducted regarding the sensitivity in the percentage difference between
temperature values predicted by the numerical model with the experimental data to
increments made in the momentum ratio while retaining the boundary conditions of
a case. In other words, this sensitivity analysis is conducted to determine the direct
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influence of momentum ratio on radial droplet penetration and subsequent
temperature diffusion upstream in the mixer at location A and specifically at
thermocouple T4. This sensitivity analysis is conducted using the conditions of
Case 1 and the results of that analysis are summarized in Table 7.
Table 7: Numerical Momentum Ratio Sensitivity Analysis (Case 1)
A
q

B

C

Units
𝑇1

𝑇2

𝑇3

𝑻𝟒

𝑇5

𝑇6

𝑇7

𝑇8

𝑇9

𝑇10

𝑇11

𝑇12

1.31
(Exp)

K

180.5

184.1

209.3

214.6

206.4

192.6

206

210.1

204.6

203.2

200.9

206.7

1.31

K
% diff

146.2
-19.0

155.5
-15.5

207.3
-1.0

238.1
10.9

191.4
-7.3

195.7
1.6

210.1
2.0

224.9
7.1

203.1
-0.7

205.0
0.9

209.5
4.3

217.4
5.2

K

142.3

147.0

180.2

237.9

187.7

190.3

201.8

215.1

198.4

199.5

203.3

209.3

% diff
K
% diff
K
% diff
K
% diff

-21.2
137.3
-23.9
125.1
-30.7
118.0
-34.6

-20.2
140.7
-23.6
126.7
-31.2
118.1
-35.8

-13.9
171.2
-18.2
148.9
-28.9
129.2
-38.3

10.9
237.9
10.9
236.3
10.1
196.9
-8.3

-9.1
183.3
-11.2
169.8
-17.7
149.7
-27.5

-1.2
185.8
-3.5
171.9
-10.7
151.4
-21.4

-2.0
195.8
-4.9
181.0
-12.1
158.5
-23.1

2.4
210.4
0.1
194.8
-7.3
171.7
-18.3

-3.0
193.6
-5.4
179.4
-12.3
157.6
-23.0

-1.8
194.8
-4.1
180.3
-11.3
158.4
-22.1

1.2
197.4
-1.7
182.6
-9.1
160.0
-20.3

1.3
204.5
-1.1
188.9
-8.6
165.9
-19.7

1.96
2.62
5
10

Based on the above table, thermocouple T4 near the mixer wall is found to be the
least sensitive to changes made in the momentum ratio and T1 along the mixer axis
is the most sensitive. Both of these thermocouples are situated at location A (x/L =
0.29), which is the axial location closest to the site of injection. Points of inflection
whereby the sign change of the percent difference between numerical and
experimental values are noticed at radially central thermocouples T6 and T7 at
locations B and C as momentum ratio is increased. This translates to a change from
a higher temperature predicted by the numerical model at a specific mixer location
to a lower temperature prediction in comparison with the experimental case with q
= 1.31. Points of inflection are also an indication of a substantial increase in the
presence of unevaporated liquid at that specific thermocouple location in
comparison to the experimental case. Overall, as the momentum ratio is increased,
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the temperature decreases at all thermocouple locations. Based on the above study,
thermocouple T4 measures an appreciably lower temperature only when the
momentum ratio is increased to q = 10. This suggests that there is an explanation
for the large discrepancy in the T4 thermocouple temperature that is due to a
different physical factor than the momentum ratio.
5.3 Liquid Injection in a Pipe with an Inlet Bend
The inclusion of a 90-degree inlet bend before the straight venturi pipe
section is motivated by the desire to more completely capture the experimental
setup in its entirety and to explain the discrepancies observed in the temperatures at
the T4 thermocouple. It was determined through the momentum ratio sensitivity
analysis in Table 7 that radial thermal diffusion near the mixer walls is not a strong
function of momentum ratio. The purely straight pipe geometry has a uniform inlet
velocity profile as a definition constrained by numerical boundary conditions. In
contrast to the axisymmetric flow properties present in the straight venturi mixer,
the mixer including a 90-degree bend at the inlet is expected to produce radial
asymmetries of temperature, pressure, and velocity caused by flow acceleration and
separation in the bend. For this reason, the velocity profile at the inlet to the straight
venturi pipe section and the subsequent influence on flow properties in the venturi
mixer are of particular interest.
It is anticipated that the asymmetries in the flow found in the straight
section of the mixer will be present in the plane of the bend, which is represented in
the ZX plane for this study. Flow acceleration along the outer edge of the bend will
result in a higher flow velocity along the bottom mixer wall in the ZX plane. As the
inlet bend takes place over a short absolute pipe length, it is further anticipated that
flow separation will occur along the inner edge of the bend. In other words, the
pipe bend is significantly short in comparison to the mixer length, which is likely to
result in a non-negligible variation in flow velocity entering the straight venturi
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section. This separation will create a stagnation in the flow along the top wall of the
mixer in the ZX plane, resulting in a substantial drop in velocity in the mixer throat
at that location resulting in a radial velocity asymmetry in this plane. The effect of
these variable flow parameters as inlet conditions for the straight pipe venturi mixer
is analyzed and discussed. Just as before, contours presented below are ordered
such that Case 1 is on top and all subsequent cases are below.

Figure 15: Bent Pipe Temperature Contours (XY Plane)

First a comparison is made to the purely straight pipe section through an
observation of the temperature contours in the XY plane of the mixer including the
inlet bend. Immediately it is obvious that radial thermal diffusion in this plane is
exaggerated in comparison to the straight pipe cases. Temperatures near the wall at
the end of the diffuser section reach significantly colder values than in the case of
the straight pipe. Radial thermal stratification is minimized in the XY plane as well.
As previously discussed, variability in the ZX plane is of particular interest and is
shown below in Figure 16.
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Figure 16: Bent Pipe Temperature Contours (left: ZX Plane, right: ZY Plane)

A clear planar asymmetry exists between the XY and ZX plane contours of
temperature for the bent inlet mixer. Radial thermal stratification is pronounced in
the ZX plane. The liquid penetration profile can be clearly identified based on the
dramatic drop in temperature across the subsequently formed injection boundary.
As before, the liquid penetrates the domain to a greater extent radially in the cases
top-down corresponding to an increase in momentum ratio. There is a distinct
biasing in the thermal diffusion towards the top mixer wall in the ZX plane caused
by the aforementioned velocity surplus along the bottom mixer wall in the same
plane which causes a higher temperature to persist at the bottom mixer wall in both
the ZX and ZY planes for all cases. Considerable radial thermal stratification at the
mixer exit is observed for Case 1 that is not observed in the other cases. Radial
thermal stratification is, however, present in the remaining cases to a lesser degree.
Analogous to the straight pipe case, a region of cold unevaporated liquid close to
the mixer axis that is not diffused radially is observed for Case 4 as a consequence
of the significantly decreased mixer inlet temperature for this case. As predicted,
flow properties in the XY plane mostly retain symmetry whereas flow properties in
the plane of the bend experience significant variability from the straight pipe cases.
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Figure 17: Bent Pipe Velocity Contours (XY Plane)

Velocity in the plane orthogonal to the bend retains radial symmetry as anticipated.
Radial thermal diffusion and radial droplet penetration in this plane influenced by
the flow velocity is indicated clearly by the above figure.

Figure 18: Bent Pipe Velocity Contours (ZX Plane)
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There is a significant stagnation region present in the interior side of the bend
upstream of the straight venturi pipe section, which creates a pronounced velocity
deficit close to the top wall of the mixer for all cases. Radial asymmetry in the
velocity profiles present in the ZX plane that is not present in the orthogonal plane
creates significant variation in radial droplet distribution and corresponding thermal
diffusion. The core flow velocity deficit caused by the injection boundary observed
in the XY plane is comparably muted in the ZX plane. Higher overall velocity
magnitude is observed along the bottom wall in the above figure due to flow
acceleration around the outer wall of the bend.

Figure 19: Bent Pipe Particle Velocity (XY Plane)

As previously discussed, radial droplet penetration in the XY plane is relatively
symmetric about the central axis. This droplet diffusion is exacerbated at an earlier
axial distance in comparison to the straight pipe case which is made more evident
upon analysis of the mixer exit plane. Droplet distribution is appreciably altered
due to the influences of the inlet bend, and as such particles in the XY plane are
unexpectedly penetrating the domain radially much more.
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Figure 20: Bent Pipe Particle Velocity (left: ZX Plane, right: ZY Plane)

Radial asymmetry of the particle distribution is shown clearly here. The velocity
deficit along the top wall of the mixer and the velocity surplus along the bottom
wall of the mixer as previously indicated in Figure 18 biases axial liquid domain
traversal towards the top wall. The exit plane asymmetrical droplet distribution
vaguely forms a cardioid shape with a clear droplet deficit in the top side of the ZY
plane caused by the diffusion of droplets into the low velocity region produced in
the ZX plane along the top mixer wall. For all cases, along the bottom wall in the
ZX plane, there is a lack of radial droplet diffusion. Particles are therefore diffused
significantly more towards the top wall, leading to pronounced radial thermal
stratification. The low momentum ratio of Case 1 exacerbates this phenomenon
significantly. Complete evaporation lengths could be accurately measured based on
the above particle tracks. These values are given by x/L = 0.537 for Case 1, x/L =
0.800 for Case 2, and x/L = 0.694 for Case 3. Predicted complete evaporation
length for Case 4 cannot be estimated numerically as a significant portion of the
droplets reach the mixer exit before evaporating and are thereby removed from the
Lagrangian particle calculations. It is important to note that the overall length of
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complete evaporation for these cases has decreased from the lengths observed for
the purely straight pipe section.

Figure 21: Penetration Profile Empirical Correlation [17] (top left) comparison to Bent Pipe
Numerical Model (top right) with Experimental Data (bottom left) and Numerical Data used
for plot determination (bottom right)

The plots in Figure 21 are a duplication of the plots in Figure 13 with numerical
data in the top right and bottom right plots updated to represent the numerical
output for the bent mixer cases. It must be noted that the liquid penetration profile
is derived in the XY plane as injection profile is symmetric about the central axis in
that plane. It follows from the particle tracks observed above that the liquid
injection profile for each case has been shifted slightly upwards corresponding to
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the increased droplet diffusion present at earlier axial locations in the mixer in this
plane.

Figure 22: Comparison of Numerical Model (Bent Pipe) to Analytical Thermo-Fluid Model [1]
and Experimental Data (top to bottom: Case 1-2 and Case 3-4)

The plots in Figure 22 are a replication of the plots in Figure 14 updated to
represent the numerical output for the bent mixer cases. The most prominent
change between the numerical model including the inlet bend and the purely
straight pipe numerical model is the lowered value of the numerically measured
temperature at the T4 thermocouple for the bent mixer cases. Temperature reduction
at the T4 thermocouple captured during the experiment is now represented
numerically with good accuracy. Temperatures across the mixer are lower and
closer together as a result of increased mixing and droplet evaporation present in
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the bent mixer case. It is clear that the variation in velocity distribution due to the
inlet bend contributes significantly to the direction and amount of radial droplet
diffusion and the speed and length of droplet evaporation.
The following figures are plotted to indicate and quantify the variation in velocity
and temperature along the mixer. Curves denoted by a subscript “s” indicate the
numerical cases performed without the inlet bend geometry, while bent inlet cases
are indicated with a subscript “b”. Profiles corresponding to “dry” mixer operating
conditions (qs = 0, qb = 0) without liquid injection are plotted alongside cases for
“wet” mixer operating conditions (qb ≠ 0). Momentum transfer from the gas to the
liquid phase leads to an overall reduction in the average flow velocity at each
location for the wet mixer operating cases. This effect is noticeably extreme in Case
3 where liquid flow rate is the highest of all cases. Higher mass flow ratio leads to a
larger difference in the average velocity between the q = 0 and q ≠ 0 cases. It is
important to note that the radial distance is normalized with respect to the mixer
exit radius. At x/L = 0, the gas flow domain extends only between the plenum
surface and the mixer walls with radius R = Rth. At all other locations, the gas flow
domain extends from the mixer axis to the mixer walls with R = Re where Re >>
Rth. The presence of the initial converging gas flow passage in combination with
the axial liquid plenum leads to an increase in velocity magnitude near the wall at
x/L = 0 as flow is accelerated through the mixer throat. The presence of the plenum
also leads to a drop in core flow velocity immediately following the throat section.
This drop is significantly higher for the mixer without the bend. Due to
conservation of momentum, this drop in core flow velocity corresponds to an
increase in the peripheral flow velocity closer to the walls. One important indicator
for the amount of radial momentum diffusion is the slope of the q = 0 velocity
curve at x/L = 0 and x/L = 0.29. Larger slopes lead to higher radial distribution of
injected liquid droplets following injection.
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Figure 23: Velocity Variation Profiles (ZX Plane)

Dampening of velocity perturbations are quicker for wet mixer operating
conditions. Asymmetric effects in the flow velocity due to the introduction of the
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bend at the mixer inlet are clearly represented in comparison to the axisymmetric
velocity profile observed in the straight pipe dry mixer curves (q s = 0) where
axisymmetric flow properties are retained. These indicate symmetric, uniform
momentum diffusion occurs in the XY plane while asymmetric mixing is observed
in the ZX plane. The mixer with an inlet bend exhibits a velocity perturbation that
is comparably lower close to the bottom wall due to flow separation present at the
inside edge of the bend. Upstream in the mixer, the injection of liquid leads to a
widening of the low velocity core flow. This is a result of the liquid injection
boundary forcing the high velocity flow towards the mixer walls following
injection. Flow velocity in the bent inlet mixer cases does not reach a uniform value
by the mixer exit, suggesting that the flow retains a noticeable asymmetry due to
the pronounced velocity deficit present at the bottom mixer wall. Liquid injection
increases the peak deviation from the local average near the top mixer wall,
however this effect is subdued in the core flow and reversed in the flow near the
bottom wall where the flow velocity approaches the local average. For Case 1, the
width of the wet mixer velocity perturbation is the widest near the top wall in
comparison to all cases, which is attributable to this case having the lowest
momentum ratio and lowest radial droplet penetration leading to the narrowest low
velocity core flow region. Case 4, having the highest momentum ratio of all cases,
sees the widest low velocity core flow region and the quickest attenuation and
spreading in velocity for all three operating conditions (qs = 0, qb = 0, qb ≠ 0).
Figure 24 below shows the variation of temperature for dry and wet mixer
operating conditions. The extent and speed of radial mixing is highlighted in the
plots for each case. The difference between dry and wet mixer average temperature
is a strong function of the liquid mass injected. Dampening of temperature
perturbations is driven by convective evaporation and radial thermal diffusion. The
latter effect leads to an increase in core flow temperature and a decrease in the
peripheral flow temperature along the mixer.
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Figure 24: Temperature Variation Profiles (ZX Plane)

The gradient of temperature is higher along the ZX plane than in the XY plane due
to non-uniform thermal and momentum diffusion along this plane caused by the

58

bend. Therefore, a cooler core flow is present along the ZX plane. Case 4 exhibits
nearly uniform mixing by the mixer exit while considerable thermal stratification is
observed for Case 1. Case 1 has the lowest mass flow ratio and highest inlet gas
temperature while the opposite is true for Case 4. This leads to the conclusion that
uniform mixing in Case 4 is caused due to higher momentum diffusion of cold
liquid droplets which do not undergo much evaporation. In other words, unlike the
other cases the mixing in Case 4 is driven primarily by momentum diffusion rather
than thermal diffusion. The low Weber number for this case is further indication of
more injected liquid droplets remaining intact without breakup, which leads to a
lower rate of evaporation. A major portion of the peripheral flow remains close to
the gas average temperature at x/L = 0.29 due to the low momentum ratio for this
case. This also leads to slower dampening of temperature perturbation for this case.
There is no significant difference at the axis scale of the above plot between wet
and dry mixer operating conditions with or without the bend. Colder flow is present
at the lower wall at the mixer outlet for all cases as a result of thermal diffusion
biasing towards that wall due to the inlet bend. Radial temperature variation at the
mixer exit is due to thermal stratification biased towards the lower wall and yields
significant asymmetric cooling which is not present in the straight pipe. Peak
perturbation of cool core flow resides at roughly the same radial location for all
cases and corresponds to the location of the change of slope in the lower half of the
mixer velocity variation plots. Deviation from the local average at the mixer exit is
highest for Case 3 and the lowest deviation occurs for Case 1 and not Case 4 as
could be anticipated. Case 1 experiences a nearly symmetric deviation from the
local average close to the mixer throat, and the lowest overall deviations across all
axial locations. For Case 3, the most axisymmetric deviation from the mean of all
cases is observed close to the throat. For Case 4, the highest bias in low
temperature is present towards the top wall indicating that the bend has the most
prominent effect on this case. The slope of the temperature curve approaching the
wall is the highest for Case 4 as well, indicating the presence of more liquid
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droplets in the core flow which leads to the most dramatic radial temperature
variation of all cases.
5.4 Comparison to Experimental Data
The presented model is validated based on the following experimental data
taken to represent the true physical nature of the mixer [18]. In order to
qualitatively compare the experimentally obtained thermocouple data with the
numerical model results a suitable area weighted averaging method for the
experimental data is discussed. Area weighted averages lead to a representation of a
spatially dominant quantity as opposed to a mass weighted average that leads to
representations of quantities that are dominant in relation to the flow. The
appropriate method should be determined based on whether the quantity that is
being averaged is conserved along the area of interest. Axial domains A, B, and C
as indicated in the model overview are partitioned based on area weighting criteria
that attempts to capture the influence of each radial thermocouple appropriately.
Such an approach divides each axial domain into three concentric annular sections
and one circular section centered about the mixer axis such that the three annular
sections have areas of 2e-3, 1.4e-3, and 8.7e-4 m2 respectively and the circular
section has an area of 2.9e-4 m2. Each subdivided area has an identical hydraulic
diameter of 19.06 mm.
Table 8: Model Comparison of Mixer Temperature
Experiment
AW

Case

Thermo-Fluid Model [1]

Numerical Model
Bend AW

Numerical Model
Straight AW

1
2
3

A
205.1
176.7
168.5

B
205.3
173.6
166.1

C
204.1
173.0
163.1

A
204.1
185.9
169.0

B
203.7
173.2
161.3

C
203.4
173.2
161.3

A
209.2
175.5
164.7

B
208.9
171.7
160.5

C
207.4
171.8
160.4

A
209.2
177.3
171.5

B
209.4
173.4
163.9

C
208.4
172.8
163.3

4

131.6

147.1

145.0

159.9*

150.6*

144.8*

149.1*

141.2*

141.9*

142.5*

145.9*

145.8*
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Temperatures with a “*” superscript indicate instances of incomplete droplet
evaporation by mixer exit. The core criteria in providing a suitable area weighting
average are correct planar representations of the mean, maximum, and minimum
temperatures measured by the thermocouples in relation to the momentum ratio at
injection. Comparison between measured values and the area weighted average
reveals an average deviation of 0.5, 2.2, and 2.4% with respect to the mean,
maximum, and minimum experimental temperatures respectively. This indicates
that the experimental area weighted average captures the influences of low to
moderate momentum ratio cases well.
Table 9: Error Propagation
Case
1
2
3
4

Numerical Error % (Bend)
A
B
C
1.9
1.8
1.6
-0.7
-1.1
-0.7
-2.3
-3.4
-1.7
13.3
-4.0
-2.1

Numerical Error % (Straight)
A
B
C
1.9
1.9
2.1
0.3
-0.1
-0.1
1.8
-1.3
0.1
8.3
-0.8
0.5

As a general trend, numerically predicted values decrease in error towards the
mixer exit. Error at upstream locations in the mixer is due in part to the larger
discrepancy between experimentally measured values due to the drastic changes in
temperature across the liquid injection boundary. Values recorded at further axial
positions in the mixer have the benefit of more flow mixing and thermal diffusion
that decreases the deviation between measured temperatures. At the mixer exit, the
error is minimum and the comparison between the experimental data and the
numerical model is the strongest. The straight pipe numerical data accurately
captures the experimentally determined temperatures at the mixer outlet, while the
bent pipe numerical data addresses discrepancies in temperature observed closer to
the site of liquid injection.
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6.0 Conclusions and Future Work
The experiment performed as a part of this study is motivated by industry
requirements to analyze the performance of a mixing device in an aerospace
application. Therefore, the operating parameters shown reflect nominal conditions
of an industry standard device. The principal objective of this study is to verify if
the thermal phenomena which occur during cryogenic mixing could be adequately
captured via experiment and further modeled by a sufficiently robust numerical
model. Meshing method and adequate mesh resolution are determined by a
parametric study across a suitable range of mesh types and element densities. A
geometry for both the straight venturi pipe section and the inclusion of a 90-degree
inlet bend are established to represent the experimental setup more completely and
quantify any changes in flow properties. Numerical parameters are meticulously
selected through an error minimization scheme to ensure the most accurate physical
representation of the flow physics. The numerically calculated continuous gas
phase is verified against a 1-D compressible analytical model. Liquid injection in a
straight venturi pipe is discussed and comparisons to experimental data are made.
An additional injection setup involving the 90-degree inlet bend is carried out as
well. Comparisons are made between the two geometries, and unexpected
conclusions are drawn about the influence of the non-uniform velocity profile of
the bent inlet case on droplet distribution. The presence of a bend geometry
strongly affects the temperature measured close to the wall near the point of
injection. The presence of the bend increases momentum diffusion and droplet
distribution in the plane orthogonal to the bend and creates a droplet deficit zone
along the plane parallel to the bend. Error propagation analysis of each mixer
geometry determined that the error in numerically predicted temperature decreases
with mixer length and is a minimum at the mixer exit. In summary, the proposed
model presents a good solution to analyze crossflow cryogenic liquid injection and
mixing within a reasonable error tolerance.
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The time taken by thermocouples at the mixer exit plane to respond to
changes in mixer inlet conditions of temperature, pressure, and mass flow rate is
termed the “mixer response”. This parameter is an indicator for the liquid droplet
convective time in the mixer which is a key variable in the determination of
minimum mixer length defined by complete droplet evaporation length. An indepth analysis of such a mixer response for a wider range of transient mixer
operating conditions is, as such, an area of critical importance for continued study.
Such a study could provide crucial improvement in simulating mixer operating
conditions for several industrial and flight applications.
In addition, it would be beneficial to extend the presented study with
additional liquid-gas mixture working fluids such as Oxygen and Hydrogen that are
commonly found in spaceflight applications. The results of this study conclude that
the presented model is sufficiently applicable for a Nitrogen system, and rigorous
verification for a range of operating substances should be undertaken to provide
additional insights to the behavior of other fluids. Nitrogen is unique in that its
density ratio between liquid and gas phases is high. Repetition of the current study
is thereby very valuable to mark distinctions in radial droplet distribution that could
present with additional working fluids.
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8.0 Appendix A: Complete Numerical Model Parameters
Table 10: Complete Numerical Model Conditions
Parameter

Value/Setting
𝑘 − 𝜀 Realizable

Viscous Model

Enhanced Wall Functions
Compressibility Effects
Transport of LN2

Species Transport

Thermal Diffusion
DPM Iteration Interval: 10
Unsteady Particle Time Step (s): 0.0001
Number of Time Steps: 100
Max Number of Tracking Steps: 5000
Tracking Length Scale (m): 0.000142

DPM Model

Pressure Dependent Boiling
Temperature Dependent Latent Heat
Stochastic Collision
Coalescence
Breakup
Coupled Heat/Mass Solution
File-type
Stop-time (s): 1000

Helical Injection

Dynamic Droplet Drag Law
Wave Breakup Model
Stochastic Tracking Time Scale Constant: 0.15

Materials

Mixture: N2/LN2
Pressure Inlet

Mixer Inlet

Escape DPM Boundary
No-Slip

Mixer Walls

Reflect DPM Boundary (Elastic)
Mass Flow Outlet

Mixer Outlet

Escape DPM Boundary

Operating Pressure/Density

0 [Pa]/[kg/m^3]
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Gravity

-9.81 [m/s^2] (y-direction)
Pressure-Velocity Coupled
Least Squared Cell Based Gradient
Second Order Pressure
Second-Order Upwind:
-Density

Schemes

-Momentum
-Turbulent Kinetic Energy
-Turbulent Dissipation Rate
-Energy
Pseudo-Transient
Discrete Phase Under Relaxation: 0.1

Initialization

Hybrid
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8.1 Appendix B: Nitrogen Thermophysical Properties Polynomial
Fitting
%%
clear;clc;format shortg
% -- Sean Bowman -- %
% -- Calculate Droplet Properties -- %
elem = 'nitrogen';
Case_no =1;
T_liquid_diff = 2; %Temperature of liquid below satruation
A_inject = pi*(0.0007874/2)^2;
dia_i_m = 0.097384;%[m] outer diameter of the inlet section
dia_i_p = 0.03175;%[m] plenum inlet dia
ainlet = pi*((dia_i_m/2)^2-(dia_i_p/2)^2);
% -- Case Values -- %
if Case_no == 1
tinf_inlet = 239.6;%[k] gas temperature at inlet
GAS_press_i = 167530;%[pascal] inlet gas static pressure
liq_p_in = 174800;%[pascal]
GASflowrate =0.605;% [kg/s]
liquidflowrate = 0.049;%[kg/s]
p_gas_thr_measured = 154300;
Tboiling_i = refpropm('T','P',(liq_p_in/1000),'Q',1,elem);
Tl_inlet = Tboiling_i-T_liquid_diff;%assuming initial liquid
temp is 2 K below saturation
[rho_gas_i,cv_in,cp_gas_i,ss_gas_i] =
refpropm('DOCA','T',tinf_inlet,'P',(GAS_press_i/1000),elem);%refpro
p to find gas properties at inlet
rho_liq_i = refpropm('D','T',Tl_inlet,'P',liq_p_in/1000,elem);
vG_inlet = GASflowrate/(rho_gas_i*ainlet); %incompressible
velocity at inlet
vL_inlet = liquidflowrate/(rho_liq_i*A_inject*100);
elseif Case_no == 2
tinf_inlet = 231.3;%[k] gas temperature at inlet
GAS_press_i = 152630;%[pascal] inlet gas static pressure
liq_p_in = 173300;%[pascal]
GASflowrate =0.506;% [kg/s]
liquidflowrate = 0.086;%[kg/s]
p_gas_thr_measured = 139900;
Tboiling_i = refpropm('T','P',(liq_p_in/1000),'Q',1,elem);
Tl_inlet = Tboiling_i-T_liquid_diff;%assuming initial liquid
temp is 2 K below saturation
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[rho_gas_i,cv_in,cp_gas_i,ss_gas_i] =
refpropm('DOCA','T',tinf_inlet,'P',(GAS_press_i/1000),elem);%refpro
p to find gas properties at inlet
rho_liq_i = refpropm('D','T',Tl_inlet,'P',liq_p_in/1000,elem);
vG_inlet = GASflowrate/(rho_gas_i*ainlet); %incompressible
velocity at inlet
vL_inlet = liquidflowrate/(rho_liq_i*A_inject*100);
elseif Case_no == 3
tinf_inlet = 234.3;%[k] gas temperature at inlet
GAS_press_i = 126310;%[pascal] inlet gas static pressure
liq_p_in = 168920;%[pascal]
GASflowrate =0.544;% [kg/s]
liquidflowrate = 0.112;%[kg/s]
p_gas_thr_measured = 120300;
Tboiling_i = refpropm('T','P',(liq_p_in/1000),'Q',1,elem);
Tl_inlet = Tboiling_i-T_liquid_diff;%assuming initial liquid
temp is 2 K below saturation
[rho_gas_i,cv_in,cp_gas_i,ss_gas_i] =
refpropm('DOCA','T',tinf_inlet,'P',(GAS_press_i/1000),elem);%refpro
p to find gas properties at inlet
rho_liq_i = refpropm('D','T',Tl_inlet,'P',liq_p_in/1000,elem);
vG_inlet = GASflowrate/(rho_gas_i*ainlet); %incompressible
velocity at inlet
vL_inlet = liquidflowrate/(rho_liq_i*A_inject*100);
elseif Case_no == 4
tinf_inlet = 188.5;%[k] gas temperature at inlet
GAS_press_i = 113630;%[pascal] inlet gas static pressure
liq_p_in = 140450;%[pascal]
GASflowrate =0.362;% [kg/s]
liquidflowrate = 0.097;%[kg/s]
p_gas_thr_measured = 102000; %[pascal]
Tboiling_i = refpropm('T','P',(liq_p_in/1000),'Q',1,elem);
Tl_inlet = Tboiling_i-T_liquid_diff;%assuming initial liquid
temp is 2 K below saturation
[rho_gas_i,cv_in,cp_gas_i,ss_gas_i] =
refpropm('DOCA','T',tinf_inlet,'P',(GAS_press_i/1000),elem);%refpro
p to find gas properties at inlet
rho_liq_i = refpropm('D','T',Tl_inlet,'P',liq_p_in/1000,elem);
vG_inlet = GASflowrate/(rho_gas_i*ainlet); %incompressible
velocity at inlet
vL_inlet = liquidflowrate/(rho_liq_i*A_inject*100);
end
% -- Call REFPROP to pull values for droplet in Liquid Temp Range - %
T_range = 65:1:126; %65 - 126 [K] operating temp range for liquid
T_range2 = 100:1:300;
A = 1.06036; %Constants for calculating binary diffusivity
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B = 0.1561;
C = 0.193;
D = 0.47635;
E = 1.03587;
F = 1.52996;
G = 1.76474;
H = 3.89411;
P_abs = liq_p_in;
sigma_N2 = 3.798; %L-J Length Factor [Angstrom]
epsilon_Kb_N2 = 71.4; %L-J Energy Factor [K]
MM_gas = 28.02;
MM_liq = 28.02;
MW = 2*((1/MM_gas) + (1/MM_liq))^-1;
for i = 1:length(T_range)
T_star(i) = (1/epsilon_Kb_N2).*T_range(i);
omega(i) = A./(T_star(i).^B) + C./exp(D.*T_star(i)) +
E./exp(F.*T_star(i)) + G./exp(H.*T_star(i));
D_N2(i) =
0.0266.*T_star(i).^(3/2)./(P_abs.*MW^(1/2).*sigma_N2^2.*omega(i));
sigma(i) = refpropm('I','T',T_range(i),'Q',0,elem);
%Surface Tension [N/m]
mu(i) = refpropm('V','T',T_range(i),'Q',0,elem);
%Viscosity [Pa*s]
cp_droplet(i) = refpropm('C','T',T_range(i),'Q',0,elem);
%Specific Heat [J/kg-K]]
satvappres(i) = refpropm('P','T',T_range(i),'Q',0,elem)*10^3;
%Saturated Vapor Pressure [Pa]
latent_heat(i) = refpropm('Y','T',T_range(i),'Q',0,elem);
%Latent Heat [J/kg]
end
for j = 1:length(T_range2)
TC(j) =
refpropm('L','T',T_range2(j),'P',GAS_press_i/1000,elem);
%Thermal Conductivity [W/m-K]]
mu_gas(j) =
refpropm('V','T',T_range2(j),'P',GAS_press_i/1000,elem); %Viscosity
[Pa*s]
Cp_gas(j) =
refpropm('C','T',T_range2(j),'P',GAS_press_i/1000,elem); %Specific
Heat [kJ/kg-K]
end
[rho_liq_in,cp_liq_i,latentheat_liq_in,mu_liq_in] =
refpropm('DCYV','T',Tl_inlet,'P',(liq_p_in/1000),elem);
[TC_g_i mu_g_i] =
refpropm('LV','T',tinf_inlet,'P',GAS_press_i/1000,elem)
figure
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subplot(3,2,1)
p1 = plot(T_range2,TC,'-k');
p1(1).LineWidth = 2;
xlim([100 300]);
xticks([100 150 200 250 300]);
set(gca,'xticklabel',[]);
ylabel('Thermal Conductivity [W/m-K]');
title('Gas Phase');
subplot(3,2,3)
p2 = plot(T_range2,mu_gas,'-k');
p2(1).LineWidth = 2;
xlim([100 300]);
xticks([100 150 200 250 300]);
set(gca,'xticklabel',[]);
ylabel('Viscosity [Pa*s]');
subplot(3,2,5)
p3 = plot(T_range2,Cp_gas,'-k');
p3(1).LineWidth = 2;
xlim([100 300]);
xticks([100 150 200 250 300]);
xlabel('Temperature [K]');
ylabel('Specific Heat [kJ/kg-K]');
subplot(3,2,2)
p4 = plot(T_range,D_N2,'-k');
p4(1).LineWidth = 2;
xlim([65 126]);
xticks([65 80 95 110 126]);
set(gca,'xticklabel',[]);
ylabel('Binary Diffusivity [m^2/s]');
title('Liquid Phase');
subplot(3,2,4)
p5 = plot(T_range,satvappres,'-k');
p5(1).LineWidth = 2;
xlim([65 126]);
xticks([65 80 95 110 126]);
set(gca,'xticklabel',[]);
ylabel('Saturated Vapor Pressure [Pa]');
subplot(3,2,6)
p6 = plot(T_range,cp_droplet,'-k');
p6(1).LineWidth = 2;
xlim([65 126]);
xticks([65 80 95 110 126]);
xlabel('Temperature [K]');
ylabel('Specific Heat [kJ/kg-K]');
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8.2 Appendix C: Error Minimization Flagging Algorithm
%%
clear;clc;
% -- Sean Bowman -- %
% -- Error Minimization Sorting -- %
%##################################################################
########
% -- Pull data from error minimization excel sheet -- %
%##################################################################
########
% -- Percent Differences (Cases A through G) -- %
tc1 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q42:W42');
tc2 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q43:W43');
tc3 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q44:W44');
tc4 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q45:W45');
tc5 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q47:W47');
tc6 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q48:W48');
tc7 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q49:W49');
tc8 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q50:W50');
tc9 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q52:W52');
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tc10 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q53:W53');
tc11 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q54:W54');
tc12 =
xlsread('D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_AllCases\Err
or_Minimization\Error_Minimization_Test_Matrix.xlsx','Q55:W55');
%##################################################################
########
% -- Sort through %differences to find lowest and add flag -- %
%##################################################################
########
% -- Initialize all Case flags to zero -- %
Case = zeros(1,length(tc1));
% -- Find minimum error for each TC -- %
[min_diff1,index1] = min(tc1);
[min_diff2,index2] = min(tc2);
[min_diff3,index3] = min(tc3);
[min_diff4,index4] = min(tc4);
[min_diff5,index5]
[min_diff6,index6]
[min_diff7,index7]
[min_diff8,index8]

=
=
=
=

[min_diff9,index9] =
[min_diff10,index10]
[min_diff11,index11]
[min_diff12,index12]

min(tc5);
min(tc6);
min(tc7);
min(tc8);
min(tc9);
= min(tc10);
= min(tc11);
= min(tc12);

% -- Add a flag to each column of Case where mins exist -- %
Case(index1) = Case(index1) + 1;
Case(index2) = Case(index2) + 1;
Case(index3) = Case(index3) + 1;
Case(index4) = Case(index4) + 1;
Case(index5)
Case(index6)
Case(index7)
Case(index8)

=
=
=
=

Case(index5)
Case(index6)
Case(index7)
Case(index8)

+
+
+
+

1;
1;
1;
1;

Case(index9) = Case(index9) + 1;
Case(index10) = Case(index10) + 1;
Case(index11) = Case(index11) + 1;
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Case(index12) = Case(index12) + 1;
% -- Find Case with highest flag -- %
[best_case,best_index] = max(Case);
% -- Index can be mapped back to excel sheet to determine best case
-- %
best_index
% -- Optional: print name of best case -- %
if best_index == 1
fprintf('The best case is Case A \n');
end
if best_index == 2
fprintf('The best case is Case B \n');
end
if best_index == 3
fprintf('The best case is Case C \n');
end
if best_index == 4
fprintf('The best case is Case D \n');
end
if best_index == 5
fprintf('The best case is Case E \n');
end
if best_index == 6
fprintf('The best case is Case F \n');
end
if best_index == 7
fprintf('The best case is Case G \n');
end
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8.3 Appendix D: Generate Customized Injection Files
%%
% -- Sean Bowman -- %
clear;clc;
% -- Writing a .inj file for ANSYS Fluent -- %
% -- Experimental Case Information -- %
% - Case 1 - %
mdot_liq_1 = 0.049; %[kg/s]
temp_liq_1 = 80.29; %[K] [80.29]
vel_liq_1 = 8.467; %[m/s]
MSC[1.269] Ad[5.77] Me[8.61] [8.467]
% mdot_liq_1 = 0.0588; %q [1.96 2.62 5 10]
% vel_liq_1 = 10.17; %m[0.0588 0.068 0.094 0.133] v[10.17 11.75
16.24 22.97]
% - Case 2 - %
mdot_liq_2 = 0.086; %[kg/s]
temp_liq_2 = 80.21; %[K]
vel_liq_2 = 10.738; %[m/s] Ad[10.12] [10.738]
%mdot_liq_2 = 0.10134;
%vel_liq_2 = 11.929;
% - Case 3 - %
mdot_liq_3 = 0.112; %[kg/s]
temp_liq_3 = 79.96; %[K]
vel_liq_3 = 13.964; %[m/s] Ad[13.17] [13.964]
% - Case 4 - %
mdot_liq_4 = 0.097; %[kg/s] [0.097]
temp_liq_4 = 78.23; %[K]
vel_liq_4 = 9.55; %[m/s] Ad[11.29] [4.13]
% -- Case 2 w/ H2 -- %
mdot_liq_H2 = 0.0125; %[kg/s]
temp_liq_H2 = 20.33; %[K]
vel_liq_H2 = 16.51; %[m/s] Ad[11.29] [13]
% -- Specify the number of injectors open -- %
injOPEN = 100;
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% -- Format arrays for reading to file -- %
injID = 0:1:injOPEN-1;
% -- Diameter of injector orifices -- %
diameter = 0.0007874; %[m]
dia = diameter*ones(1,injOPEN);
% -- Temperature of droplets -- %
temperature = temp_liq_1; %[degC] CHANGE SUFFIX FOR CASE #
temp = temperature*ones(1,injOPEN);
% -- Mass Flowrate of the droplets -- %
full_flowrate = mdot_liq_1; %[kg/s] CHANGE SUFFIX FOR CASE #
flowrate = full_flowrate/injOPEN; %[kg/s]
mdot = flowrate*ones(1,injOPEN);
% -- Spatial position of injector holes -- %
r = (0.02505/2); %[m] Radius of plenum
xread =
xlsread('D:/FIT/Thesis/Matlab_Resources/NewInjector_100Holes_FLT.xl
sx','B3:B102');
yread =
xlsread('D:/FIT/Thesis/Matlab_Resources/NewInjector_100Holes_FLT.xl
sx','C3:C102');
zread =
xlsread('D:/FIT/Thesis/Matlab_Resources/NewInjector_100Holes_FLT.xl
sx','D3:D102');
x = reshape(xread, [1,100]);
y = reshape(yread, [1,100]);
z = reshape(zread, [1,100]);
pos1 = [x;y;z];
x2 =
y2 =
z2 =
pos2

x(1:injOPEN);
y(1:injOPEN);
z(1:injOPEN);
= [x2;y2;z2];

% -- Velocity of liquid injection (Normal to plenum surface)
[CHANGES WITH CASE #] -- %
phi = 90; %Injection Angle
vel_mag = vel_liq_1; %[m/s] CHANGE SUFFIX FOR CASE #
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theta1 = acos(y2./r);
theta2 = asin(z2./r);
%u = zeros(1,injOPEN);
u = -cosd(phi).*ones(1,injOPEN);
v = vel_mag.*cos(theta1);
w = vel_mag.*sin(theta2);
vel = [u;v;w];
% -- Formatting file output for Fluent readability -- %
Full_INJ = [pos2;vel;dia;temp;mdot;injID];
fileID =
fopen('D:/FIT/Thesis/Fluent_Sims_Post_Full/New_Mixer_AllCases/Error
_Minimization/Colder_Liq_Test1.inj','w'); %CHANGE FILE SUFFIX FOR
CASE #
fprintf(fileID,'(( \t %6f \t %6f \t %6f \t %6f \t %6f \t %6f \t
%.7f \t %2.2f \t %.7f \t) \t %d \t )\r\n',Full_INJ);
fclose(fileID);
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8.4 Appendix E: Injection Profile Reduction Algorithm
%%
clear;clc;
% -- Sean Bowman -- %
% -- Plot particle positions (Collected) -- %
% -- Read Particle Positions from File Out from Fluent -- %
x_pos =
xlsread('D:/FIT/Thesis/Fluent_Sims_Post_Full/New_Mixer_AllCases/Mix
er_90degBend/RealBend/Particle_Pos/Case4_Particle_Pos.xlsx','B14:B1
51412');
y_pos =
xlsread('D:/FIT/Thesis/Fluent_Sims_Post_Full/New_Mixer_AllCases/Mix
er_90degBend/RealBend/Particle_Pos/Case4_Particle_Pos.xlsx','C14:C1
51412');
z_pos =
xlsread('D:/FIT/Thesis/Fluent_Sims_Post_Full/New_Mixer_AllCases/Mix
er_90degBend/RealBend/Particle_Pos/Case4_Particle_Pos.xlsx','D14:D1
51412');
% -- Round data to 6 places -- %
x_round = round(x_pos,6);
y_round = round(y_pos,6);
z_round = round(z_pos,6);
% -- Mixer Values -- %
R_plenum = 0.012525;
R_exit = 0.03826;
L = 0.71;
% -- Normalize data -- %
x_pos_norm = x_round./L;
y_pos_norm = y_round./R_exit;
z_pos_norm = z_round./R_exit;
figure(1)
sz = 25;
scatter(x_pos_norm,y_pos_norm,sz)
title('Raw Data');
%xlim([0 1]);ylim([0 1]);
xlabel('x/L');ylabel('y/R_e_x_i_t');
%xticks([0 0.2 0.4 0.6 0.8 1]);
%yticks([0 0.2 0.4 0.6 0.8 1]);
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% -- Removing data near injection site, leaving first inj location
-- %
for i = 1:length(x_pos_norm)
if x_pos_norm(i) < 0.003498152
x_pos_norm(i) = 0;
y_pos_norm(i) = 0;
z_pos_norm(i) = 0;
end
if y_pos_norm(i) < (R_plenum/R_exit)
y_pos_norm(i) = 0;
x_pos_norm(i) = 0;
z_pos_norm(i) = 0;
end
if x_pos_norm(i) > 0.003498152 && y_pos_norm(i) <
(R_plenum/R_exit)
y_pos_norm(i) = 0;
x_pos_norm(i) = 0;
z_pos_norm(i) = 0;
end
end
% -- Remove zeros from previous step -- %
x_new1 = nonzeros(x_pos_norm);
y_new1 = nonzeros(y_pos_norm);
z_new1 = nonzeros(z_pos_norm);
figure(2)
sz = 25;
scatter(x_new1,y_new1,sz,'x','MarkerEdgeColor',[0 0 0])
title('First Reduction');
xlim([0 1]);ylim([0 1]);
xlabel('x/L');ylabel('y/R_e_x_i_t');
xticks([0 0.2 0.4 0.6 0.8 1]);
yticks([0 0.2 0.4 0.6 0.8 1]);
%{
For all x and y, sort through to find values that do not differ by
more
than 30% in the y direction to find clusters of data points. For
this
sorting, check for this 50% discrepency between the current and
next
PROCESSLENGTH number of data points
%}
processlength = 1000;
for j = 1:length(y_new1) - processlength
for k = 1:processlength
if y_new1(j) > 1.25*y_new1(j+k)
y_new1(j+k) = 0;
x_new1(j+k) = 0;
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z_new1(j+k) = 0;
end
end
end
% -- Remove zeros from previous step -- %
x_new2 = nonzeros(x_new1);
y_new2 = nonzeros(y_new1);
z_new2 = nonzeros(z_new1);
writematrix(x_new2,'D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_A
llCases\Mixer_90degBend\RealBend\Particle_Pos\Case4_Part_PosX.txt',
'Delimiter','tab')
writematrix(y_new2,'D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_A
llCases\Mixer_90degBend\RealBend\Particle_Pos\Case4_Part_PosY.txt',
'Delimiter','tab')
figure(3)
sz = 25;
scatter(x_new2,y_new2,sz,'x','MarkerEdgeColor',[0 0 0])
title('Second Reduction');
xlim([0 1]);ylim([0 1]);
xlabel('x/L');ylabel('y/R_e_x_i_t');
xticks([0 0.2 0.4 0.6 0.8 1]);
yticks([0 0.2 0.4 0.6 0.8 1]);
% -- Find all data points near Z = 0 (or XY plane) -- %
dist_to_XY = 0.05;
for m = 1:length(z_new2)
if z_new2(m) > dist_to_XY || z_new2(m) < -dist_to_XY
x_new2(m) = 0;
y_new2(m) = 0;
z_new2(m) = 0;
end
end
% -- Remove zeros from previous step -- %
x_new3 = nonzeros(x_new2);
y_new3 = nonzeros(y_new2);
z_new3 = nonzeros(z_new2);
% -- Plot a log relationship for final reduction -- %
A = 0.1431;
%log coefs [####, ####, ####, 0.128] R^2[####,
####, ####, 0.8872]
B = 0.9797;
% [####, ####, ####, 1.011]
C = 1.07;
%power law coefs [####, ####, ####, 1.165] R^2[####,
####, ####, 0.9065]
p = 0.2287;
% [####, ####, ####, 0.2156]
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E
F
G
H

=
=
=
=

1.103;
-0.2291;
-0.756;
-5.017;

x_fit_log = 0:0.01:1;
x_fit_power = 0:0.01:1;
x_fit_exp = 0:0.01:1;
for n = 1:length(x_fit_log)
y_log(n) = A.*log(x_fit_log(n)) + B;
y_power(n) = C.*x_fit_log(n).^p;
y_exp(n) = E.*exp(F.*x_fit_exp(n)) + G.*exp(H.*x_fit_exp(n));
if y_log(n) < R_plenum/R_exit
y_log(n) = 0;
x_fit_log(n) = 0;
end
if y_power(n) < R_plenum/R_exit
y_power(n) = 0;
x_fit_power(n) = 0;
end
end
y_log1 = nonzeros(y_log);
x_fit_log1 = nonzeros(x_fit_log);
y_power1 = nonzeros(y_power);
x_fit_power1 = nonzeros(x_fit_power);
y_exp1 = nonzeros(y_exp);
% -- Plot final processed data -- %
figure(4)
hold on
sz = 25;
plot1 = scatter(x_new3,y_new3,sz,'x','MarkerEdgeColor',[0 0 0]);
plot2 = plot(x_fit_log1,y_log1,'-r');
plot3 = plot(x_fit_power1,y_power1,'-b');
plot4 = plot(x_fit_exp,y_exp,'-g');
title('Injection Profile - Case 4');
xlim([0 1]);ylim([0 1]);
xlabel('x/L');ylabel('y/R_e_x_i_t');
leg = legend('location','Southeast');
xticks([0 0.2 0.4 0.6 0.8 1]);
yticks([0 0.2 0.4 0.6 0.8 1]);
grid
xl = xlim;
yl = ylim;
plot(xl,ones(1,2)*yl(1), '-k', ones(1,2)*xl(1), yl,'-k',
'LineWidth',1.5)
plot(xl,ones(1,2)*yl(2), '-k', ones(1,2)*xl(2), yl,'-k',
'LineWidth',1.5)
leg = legend([plot1 plot2 plot3 plot4],'location','SouthEast');
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leg.String = {'Numerical Data','Logarithmic Approx.','Power Law
Approx.','2-Term Exp Approx.'};
legend('boxoff');
hold off
writematrix(y_log1,'D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_A
llCases\Mixer_90degBend\RealBend\Particle_Pos\Log_Approx_4.txt','De
limiter','tab')
writematrix(y_power1,'D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer
_AllCases\Mixer_90degBend\RealBend\Particle_Pos\Power_Approx_4.txt'
,'Delimiter','tab')
writematrix(y_exp1,'D:\FIT\Thesis\Fluent_Sims_Post_Full\New_Mixer_A
llCases\Mixer_90degBend\RealBend\Particle_Pos\Exp_Approx_4.txt','De
limiter','tab')
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