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This paper studies the compact-open topology on the set KC(X) of all real-valued functions
deﬁned on a Tychonoff space, which are continuous on compact subsets of X . In addition to
metrizability, separability and second countability of this topology on KC(X), various kinds
of topological properties of this topology are studied in detail. Actually the motivation for
studying the compact-open topology on KC(X) lies in the attempt of having a simpler proof
for the characterization of a completeness property of the compact-open topology on C(X),
the set of all real-valued continuous functions on X .
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The set C(X) of all real-valued continuous functions as well as the set C∗(X) of all real-valued bounded continuous
functions on a Tychonoff space X has a number of natural topologies. One important and signiﬁcant topology among these
natural topologies is the compact-open topology. The compact-open topology made its appearance in 1945 in a paper by
Ralph H. Fox [11], and soon after was developed by Richard F. Arens in [2] and by Arens and James Dugundji in [3]. This
topology was shown in [16] to be the proper setting to study sequences of functions which converge uniformly on compact
subsets. But soon it also turned out to be a natural and interesting locally convex topology on C(X) from the measure-
theoretic viewpoint. In fact, continuous functions and Baire measures on Tychonoff spaces are linked by the process of
integration. Consequently in the last six decades, the compact-open topology has been extensively studied from the view-
point of topology as well as of topological measure theory. The compact-open topology is denoted by k, while C(X) (C∗(X)
respectively) equipped with this topology is denoted by Ck(X) (C∗k (X) respectively). One important family of properties, the
completeness properties of Ck(X), has been studied in [31,18,14].
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metrizability, Cˇech-completeness, sieve-completeness, almost Cˇech-completeness, pseudocompleteness and Baire property
of Ck(X) have been studied in detail. But a closer look at the proof of Warner’s result [31, Theorem 1], shows that actually
a larger locally convex space of functions in which Ck(X) is dense is (uniformly) complete without assuming X to be a
kR -space. This larger space KC(X) consists of all real-valued functions on X which are continuous on compact subsets of X
and appropriately enough, KC(X) is equipped with the compact-open topology. Obviously KC(X) = C(X) if and only if X is
a kR -space. Also in [18], it has been shown that on Ck(X), complete metrizability and a few more completeness properties
are equivalent to X being a hemicompact kR -space. But a locally convex space is completely metrizable if and only if it
is (uniformly) complete and metrizable. So here again, a necessary condition is that KC(X) = C(X). Here we would like to
emphasize that in [18, Theorem 7.1], almost Cˇech-completeness and pseudocompleteness of Ck(X) have been studied after
studying in detail the compact-open topology on RX , the set of all real-valued functions on X , and consequently after using
several signiﬁcant results. But if we use KC(X) instead of RX , then a shorter and more elegant route to the study of these
two completeness properties of Ck(X) can be found. All these observations on the completeness properties of Ck(X) should
convince one that in order to study the properties of Ck(X) in a right perspective, one really needs to study the space KC(X),
equipped with the compact-open topology, in detail. This is our motivation for the works presented in this paper. In fact,
the role played by KC(X) vis-à-vis C(X) with respect to the compact-open topology should be similar to the role played
by RX vis-à-vis C(X) with respect to the point-open topology.
In Section 2 under the heading Basic tools, we deﬁne formally the compact-open topology k on KC(X) and note that this
topology, like the compact-open topology on C(X), can be viewed in three different ways. This space KC(X) equipped with
the compact-open topology is denoted by KCk(X). Also in this section, we study the induced maps on KCk(X). In Section 3,
we study submetrizability and metrizability of KCk(X), while in Section 4, the completeness properties of KCk(X) are studied
extensively. The family of completeness properties, studied in Section 4, includes uniform completeness, complete metriz-
ability, Cˇech-completeness, local Cˇech-completeness, sieve-completeness, partition-completeness and pseudocompleteness.
Since KCk(X) is a locally convex space, in Section 4, we also look at the barreledness of KCk(X). Finally in Section 5, we
study the separability and second countability of KCk(X).
Throughout this paper, one ground rule is whenever X and Y appear, they are Tychonoff spaces (though we may specify
that X and Y have additional properties). The constant zero function deﬁned on X or on Y is denoted by 0. To be precise,
it may be denoted by 0X or 0Y respectively. Finally, R denotes the space of real numbers with the usual topology.
2. Basic tools
There are three ways to consider the compact-open topology on KC(X), the set of all real-valued functions on X , which
are continuous on the compact subsets of X .
First, one can use as subbase the family {[A, V ]: A is a compact subset of X and V is an open subset of R} where
[A, V ] = { f ∈ KC(X): f (A) ⊆ V }. But one can also consider this topology as the topology of uniform convergence on the
compact subsets of X , in which case the basic open sets will be of the form 〈 f , A, 〉 = {g ∈ KC(X): |g(x)− f (x)| <  for all
x ∈ A}, where f ∈ KC(X), A is a compact subset of X and  is a positive real number.
The third way is to look at the compact-open topology as a locally convex topology on KC(X). For each compact
subset A of X and  > 0, we deﬁne the seminorm pA on KC(X) and V A, as follow: pA( f ) = sup{| f (x)|: x ∈ A}
and V A, = { f ∈ KC(X): pA( f ) < }. Let V = {V A, : A is a compact subset of X ,  > 0}. Then for each f ∈ KC(X),
f + V = { f + V : V ∈ V} forms a neighborhood base at f . This topology is locally convex since it is generated by a col-
lections of seminorms and it is same as the compact-open topology on KC(X). It is also easy to see that this topology is
Hausdorff.
The topology of uniform convergence on the compact subsets of X is actually generated by the uniformity of uniform
convergence on these subsets. Note that KCk(X), being a locally convex Hausdorff space, is a Tychonoff space. Also since
every compact subset of X is C-embedded in X , it is easy to see that C(X) is dense in KCk(X).
One of the most useful tools in function spaces is the following concept of induced map. If f : X → Y is continuous on
each compact subset of X , we deﬁne the induced map
f ∗ :KC(Y ) → KC(X)
by f ∗(g) = g ◦ f for all g ∈ KC(Y ). In this section, we study this induced map f ∗ when both KC(Y ) and KC(X) are equipped
with the compact-open topology. In order to have the ﬁrst result, we need the deﬁnition of an almost onto map. A map
f : X → Y , where X is any nonempty set and Y is a topological space, is called almost onto if f (X) is dense in Y .
Theorem 2.1. Let f : X → Y be a map between two spaces X and Y such that f is continuous on each compact subset of X . Then
(i) f ∗ :KCk(Y ) → KCk(X) is continuous.
(ii) If f ∗ :KC(Y ) → KC(X) is one-to-one, then f is almost onto.
(iii) If f is onto, then f ∗ is one-to-one.
(iv) If f is almost onto and Y is a kR -space, then f ∗ is one-to-one.
(v) f ∗ :KC(Y ) → KCk(X) is almost onto if and only if f is one-to-one.
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(iv) Note that since Y is a kR -space, KC(Y ) = C(Y ). Let f ∗(g1) = f ∗(g2) for some g1, g2 ∈ C(Y ) and let x ∈ X . Then
g1( f (x)) = f ∗(g1)(x) = f ∗(g2)(x) = g2( f (x)). Hence g1 = g2 on f (X). Since Y = f (X), g1 = g2 on Y also. Hence f ∗ is
one-to-one. 
In order to state the next theorem, we need to recall the deﬁnition of a k-covering map. Let f : X → Y be a map such
that f is continuous on each compact subset of X . Then f is called k-covering if given a compact subset A of Y , there exists
a compact subset C of X such that A ⊆ f (C).
Theorem 2.2. Let f : X → Y be a map such that f is continuous on each compact subset of X . Then f ∗ :KCk(Y ) → KCk(X) is an
embedding if and only if f is a k-covering map.
Proof. First suppose that f ∗ is an embedding. Now let A be a compact subset of Y . Then f ∗(〈0Y , A,1〉) is an open neigh-
borhood of the zero function 0X in f ∗(KCk(Y )). Choose a compact subset C of X and an  > 0 such that 0X ∈ 〈0X ,C, 〉 ∩
f ∗(KCk(Y )) ⊆ f ∗(〈0Y , A,1〉). We claim that A ⊆ f (C). If possible, let y ∈ A \ f (C). So there exists a continuous function
g : Y → [0,1] such that g(y) = 1 and g( f (C)) = 0. Since g( f (C)) = 0, f ∗(g) ∈ 〈0X ,C, 〉 ∩ f ∗(KCk(Y )) ⊆ f ∗(〈0Y , A,1〉). Since
f ∗ is injective, g ∈ 〈0Y , A,1〉. But y ∈ A implies |g(y)| < 1. We arrive at a contradiction and hence A ⊆ f (C). Consequently
f is a k-covering map.
Conversely, suppose that f is a k-covering map. Since for each a ∈ X , there exists a compact subset C of X such that
{a} ⊆ f (C), f is onto. Hence by Theorem 2.1(iii), f ∗ is one-to-one. We need to show that f ∗ :KCk(Y ) → f ∗(KCk(Y )) is an
open map. Let 〈g, A, 〉 be a basic open set in KCk(Y ) where A is compact in Y and  > 0. Let h ∈ f ∗(〈g, A, 〉). So there
exists h1 ∈ 〈g, A, 〉 such that f ∗(h1) = h. Since 〈g, A, 〉 is open in KCk(Y ), there exist a compact set B in Y and δ > 0 such
that 〈h1, B, δ〉 ⊆ 〈g, A, 〉. Since f is k-covering, there exists a compact set C in X such that B ⊆ f (C).
Now we claim that 〈h,C, δ〉 ∩ f ∗(KCk(Y )) ⊆ f ∗(〈h1, B, δ〉). Choose l ∈ KC(Y ) such that f ∗(l) ∈ 〈h,C, δ〉 ∩ f ∗(KCk(Y )). Since
B ⊆ f (C), for each b ∈ B , there exists c ∈ C such that b = f (c). Since f ∗(l) ∈ 〈h,C, δ〉, |l(b) − h1(b)| = |l( f (c)) − h1( f (c))| =
| f ∗(l)(c) − f ∗(h1)(c)| = | f ∗(l)(c) − h(c)| < δ. So l ∈ 〈h1, B, δ〉, that is, f ∗(l) ∈ f ∗(〈h1, B, δ〉). Hence 〈h,C, δ〉 ∩ f ∗(KCk(Y )) ⊆
f ∗(〈h1, B, δ〉) ⊆ f ∗(〈g, A, 〉) and consequently f ∗(〈g, A, 〉) is open in f ∗(KCk(Y )). 
Another kind of useful map on function spaces is the “sum function”. Let {Xα: α ∈ Λ} be a family of topological
spaces. If
⊕{Xα: α ∈ Λ} denotes their topological sum, then the sum function s is deﬁned by s :KC(⊕{Xα: α ∈ Λ}) →
Π{KC(Xα): α ∈ Λ} where s( f ) = 〈 f |Xα 〉 for each f ∈ KC(
⊕{Xα: α ∈ Λ}). Note for any topological space Y , a map
f :
⊕{Xα: α ∈ Λ} → Y is continuous on compact subsets of ⊕{Xα: α ∈ Λ} if and only if f |Xα is continuous on com-
pact subset of Xα for each α ∈ Λ.
Theorem 2.3. Let {Xα: α ∈ Λ} be a family of spaces. Then the sum function s :KCk(⊕{Xα: α ∈ Λ}) → Π{KCk(Xα): α ∈ Λ} is
a homeomorphism.
3. Submetrizability and metrizability of KCk(X)
In this section, we study the submetrizability and metrizability of KCk(X). But in order to study the metrizability of
KCk(X) in a broader perspective, ﬁrst we show that a number of properties of KCk(X) are equivalent to submetrizability. We
begin with the deﬁnition of submetrizability and some immediate consequences of this property.
Deﬁnition 3.1. A completely regular Hausdorff space (X, τ ) is called submetrizable if X admits a weaker metrizable topology,
equivalently, if there exists a continuous injection f : (X, τ ) → (Y ,d) where (Y ,d) is a metric space.
Remarks 3.2. (i) If a space X has a Gδ-diagonal, that is, if the set {(x, x): x ∈ X} is a Gδ-set in the product space X × X , then
every point in X is a Gδ-set. Note that every metrizable space has a zero-set-diagonal. Consequently every submetrizable
space has also a zero-set-diagonal.
(ii) Every pseudocompact set in a submetrizable space is a Gδ-set. In particular all compact subsets, countably compact
subsets and the singletons are Gδ-sets in a submetrizable space. A space X is called an E0-space if every point in the space
is a Gδ-set. So the submetrizable spaces are E0-space.
For more information on E0-spaces, see [6] and for submetrizable spaces, see [13].
Theorem 3.3. For any space X, KCk(X) is an E0-space if and only if KCk(X) is submetrizable.
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E0-space. Then the constant zero function 0 deﬁned on X is a Gδ-set. Let {0} =⋂∞n=1〈0, An, n〉 where each An is compact
in X and n > 0.
Let S =⊕{An: n ∈ N} be the topological sum of the family {An: n ∈ N} and let φ : S → X be the natural map. Then
the induced map φ∗ :KCk(X) → KCk(S) deﬁned by φ∗( f ) = f ◦ φ is continuous. Now we shall show that φ∗ is one-to-
one. Let φ∗(g1) = φ∗(g2). Then g1 and g2 are equal on ⋃∞n=1 An . So g1 − g2 ∈
⋂∞
n=1〈0, An, n〉 = {0}. Thus g1 = g2 and
consequently φ∗ is one-to-one. By Theorem 2.3, KCk(
⊕{An: n ∈ N}) is homeomorphic to Π{KCk(An): n ∈ N}. But each
KCk(An) = Ck(An) is (completely) metrizable, since the supremum metric generates the compact-open topology whenever
the domain is compact. Hence KCk(S) is metrizable. Since φ∗ is a continuous injection, KCk(X) is submetrizable. 
Recall that a space X is said to be almost σ -compact if it has a dense σ -compact subset.
Theorem 3.4.
(a) If X is σ -compact, then KCk(X) is submetrizable.
(b) If KCk(X) is submetrizable, then X is almost σ -compact.
Proof. (a) Suppose X is σ -compact and f ∈ KCk(X). Then there exists a sequence {An} of compact sets in X such that
An ⊆ An+1 for all n and X =⋃∞n=1 An . Now we prove that { f } =
⋂∞
n=1〈 f , An, 1n 〉. Let g ∈
⋂∞
n=1〈 f , An, 1n 〉 and x ∈ X . Then
there exists m ∈ N such that x ∈ An for all nm. Thus |g(x) − f (x)| 1n for all nm. Hence g(x) = f (x) and consequently
KCk(X) is an E0-space. By Theorem 3.3, KCk(X) is submetrizable.
(b) Suppose KCk(X) is submetrizable, then KCk(X) is an E0-space, and in particular, the constant zero function 0 deﬁned
on X is a Gδ-set. Let {0} =⋂∞n=1〈0, An, n〉 where each An is compact in X and n > 0. We claim that X =
⋃∞
n=1 An .
Suppose that x0 ∈ X \⋃∞n=1 An . So there exists a continuous function f : X → [0,1] such that f (x) = 0 for all x ∈
⋃∞
n=1 An
and f (x0) = 1. Since f (x) = 0 for all x ∈ An , f ∈ 〈0, An, n〉 for all n and hence f ∈⋂∞n=1〈0, An, n〉 = {0}. This means
f (x) = 0 for all x ∈ X . But f (x0) = 1. Because of this contradiction, we conclude that X is almost σ -compact. 
Example 3.5. The σ -compactness of X is not necessary for KCk(X) to be submetrizable. Recall that Ck(X) is submetrizable
if and only if X is almost σ -compact [18, Theorem 3.1]. So for an almost σ -compact kR -space X , KCk(X) = Ck(X) is sub-
metrizable. Now the deleted Tychonoff plank X = [0,ω0] × [0,ω1] \ {(ω0,ω1)} is locally compact and almost σ -compact,
but not σ -compact. Here ω1 denotes the ﬁrst uncountable ordinal, while ω0 denotes the ﬁrst inﬁnite ordinal.
Theorem 3.6. For any space X, the following statements are equivalent.
(a) KCk(X) is submetrizable.
(b) Every pseudocompact subset of KCk(X) is a Gδ-set in KCk(X).
(c) Every countably compact subset of KCk(X) is a Gδ-set in KCk(X).
(d) Every compact subset of KCk(X) is a Gδ-set in KCk(X).
(e) KCk(X) is an E0-space.
(f) KCk(X) has a zero-set-diagonal.
(g) KCk(X) has a Gδ-diagonal.
(h) KCk(X) has weaker ﬁrst countable topology.
Proof. (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (e) and (a) ⇒ (h) ⇒ (e) are all immediate. By Remarks 3.2(i), (a) ⇒ (f) ⇒ (g) ⇒ (e), and
by Theorem 3.3, (a) ⇔ (e). 
Our next goal is to show that there are several topological properties which are equivalent to the metrizability of KCk(X).
So we ﬁrst deﬁne these topological properties.
Deﬁnitions 3.7. A subset S of a space X is said to have countable character if there exists a sequence {Wn: n ∈ N} of open
subsets in X such that S ⊆ Wn for each n and if W is any open set containing S , then Wn ⊆ W for some n.
A space X is said to be of (pointwise) countable type if each (point) compact set is contained in a compact set having
countable character.
A π -base for a space X is a family of nonempty open sets in X such that every nonempty open set in X contains
a member of this family. A point x ∈ X is said to have a countable local π -base if there is a countable collection Bx of
nonempty open sets in X such that each neighborhood of x contains some member of Bx . A space X is said to have a
countable local π -base if each x ∈ X has a countable local π -base. This is clearly weaker than ﬁrst countability. Also it is clear
that if a space X has a countable π -base, then it has a countable local π -base.
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and (ii) d(x, y) = d(y, x). Like a metric, a semimetric generates a topology on X . A space X is semimetrizable if X admits
a semimetric compatible with its topology.
A space X is called locally metrizable if each point x in X has a neighborhood which is metrizable.
A space X is an r-space if each point of X has a sequence {Vn: n ∈ N} of neighborhoods with the property that if xn ∈ Vn
for each n, then the set {xn: n ∈ N} is contained in a compact subset of X . A property weaker than being an r-space is that
of being a q-space. A space X is a q-space if for each point x ∈ X , there exists a sequence {Un: n ∈ N} of neighborhoods of x
such that if xn ∈ Un for each n, then {xn: n ∈ N} has a cluster point. Another property stronger than being a q-space is that
of being an M-space, which can be characterized as a space that can be mapped onto a metric space by a quasi-perfect map
(a continuous closed map in which inverse images of points are countably compact).
A space of pointwise countable type is an r-space and a metrizable space is of countable type.
For more details on the properties discussed above, see [5,20,24,27].
In order to relate the metrizability of KCk(X) with the topological properties discussed above, we need the following
lemma, the routine proof of which is omitted.
Lemma 3.8. Let D be a dense subset of a space X, K be a compact subset of D and x ∈ D. Then
(a) x has a countable local π -base in D if and only if x has a countable local π -base in X.
(b) D has a countable π -base if and only if X has a countable π -base.
(c) K has countable character in D if and only if K has countable character in X.
Proposition 3.9. For any homogeneous space X,
(a) X has a countable local π -base if and only if X contains a dense subspace which has a countable local π -base.
(b) X is of pointwise countable type if and only if X has a dense subspace of pointwise countable type.
Proof. (a) Let D be a dense subspace of X which has a countable local π -base. Let y ∈ D be arbitrary. Since y has a count-
able local π -base in D , by Lemma 3.8(a) y has a countable local π -base in X also. So there exists a sequence {Un: n ∈ N} of
open sets in X such that whenever U is an open set containing y, then Un ⊆ U for some n. Let x ∈ X be arbitrary. Since X
is a homogeneous space, there exists a homeomorphism f : X → X such that f (y) = x. Then { f (Un): n ∈ N} is a sequence
of open sets in X . Let V be an open set containing x. Then y ∈ f −1(V ). There exists an n such that Un ⊆ f −1(V ), that is,
f (Un) ⊆ V . Consequently x has a countable local π -base in X .
(b) The proof is similar to the one given in (a). But here instead of Lemma 3.8(a), we need to use Lemma 3.8(c). 
A space X is called hemicompact if there exists a sequence of compact sets {An: n ∈ N} in X such that for any compact
subset A of X , A ⊆ An holds for some n.
Theorem 3.10. For any space X, the following assertions are equivalent.
(a) KCk(X) is metrizable.
(b) KCk(X) is ﬁrst countable.
(c) KCk(X) has a countable local π -base.
(d) KCk(X) contains a dense subspace which has a countable local π -base.
(e) KCk(X) is semimetrizable.
(f) KCk(X) is locally metrizable.
(g) KCk(X) contains a nonempty open metrizable subspace.
(h) KCk(X) is of countable type.
(i) KCk(X) is of pointwise countable type.
(j) KCk(X) has a dense subspace of pointwise countable type.
(k) KCk(X) is an M-space.
(l) KCk(X) is an r-space.
(m) KCk(X) is a q-space.
(n) X is hemicompact.
(o) Ck(X) is metrizable.
Proof. From the earlier discussions, we have (a) ⇒ (h) ⇒ (i) ⇒ (l) ⇒ (m) and (a) ⇒ (k) ⇒ (m). Also (a) ⇒ (e) ⇒ (b),
(f) ⇒ (g), (a) ⇒ (f) ⇒ (b) ⇒ (c) and (a) ⇒ (o) are all immediate.
By Proposition 3.9, (c) ⇔ (d) and (i) ⇔ (j).
Note Ck(X) is metrizable if and only if X is hemicompact, see [31]. Hence (o) ⇔ (n).
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function 0 in KCk(X) such that if fn ∈ Un for each n, then { fn: n ∈ N} has a cluster point in KCk(X). Now for each n, there
exist a compact subset An of X and n > 0 such that 0 ∈ 〈0, An, n〉 ⊆ Un .
Let A be a compact subset of X . If possible, suppose that A is not a subset of An for any n ∈ N. Then for each n ∈ N, there
exists an ∈ A \ An . So for each n ∈ N, there exists a continuous function fn : X → [0,1] such that fn(an) = n and fn(x) = 0 for
all x ∈ An . It is clear that fn ∈ 〈0, An, n〉. But the sequence { fn: n ∈ N} does not have a cluster point in KCk(X). If possible,
suppose that this sequence has a cluster point f in KCk(X). Then for each k ∈ N, there exists a positive integer nk > k such
that fnk ∈ 〈 f , A,1〉. So for all k ∈ N, f (ank ) > fnk (ank )− 1 = nk − 1 k. But this means that f is unbounded on the compact
set A. So the sequence { fn: n ∈ N} cannot have a cluster point in KCk(X) and consequently KCk(X) fails to be a q-space.
Hence X must be hemicompact.
(c) ⇒ (n). Suppose that KCk(X) has a countable local π -base. Let {〈 fn, An, n〉: n ∈ N} be a countable π -base at the zero
function 0 in KCk(X). Here each An is a compact subset of X . Let A be a compact subset of X . Consider the neighborhood
〈0, A,1〉 of the zero function 0. So there exists an n such that 〈 fn, An, n〉 ⊆ 〈0, A,1〉. Suppose, if possible, A  An , then
there exists a ∈ A \ An . Choose M > 0 such that fn(a) + M > 1. Now there exists a continuous function f : X → R such
that f (x) = 0 ∀x ∈ An and f (a) = M . It is clear that f + fn ∈ 〈 fn, An, n〉 \ 〈0, A,1〉. We arrive at a contradiction and hence
A ⊆ An . Consequently X is hemicompact.
(g) ⇒ (f). Let W be a nonempty open set in KCk(X) such that W is metrizable. Let h ∈ W and f ∈ KCk(X). Consider the
map ψ :KCk(X) → KCk(X) deﬁned by ψ(g) = g + f − h ∀g ∈ KC(X). Then ψ is a homeomorphism and f ∈ ψ(W ). But W
being metrizable and open in KCk(X), ψ(W ) is also metrizable and open in KCk(X). Hence KCk(X) is locally metrizable.
(n) ⇒ (a). Here we need the well-known result which says that if the topology of a locally convex Hausdorff space is
generated by a countable family of seminorms, then it is metrizable (see p. 119 in [29]). Now the locally convex topology
on KC(X) generated by the countable family of seminorms {pAn : n ∈ N} is metrizable and weaker than the compact-open
topology. But since for each compact set A in X , there exists An such that A ⊆ An , the locally convex topology generated by
the family of seminorms {pA: A ∈ K(X)}, that is, the compact-open topology is weaker than the topology generated by the
family of seminorms {pAn : n ∈ N}. Hence KCk(X) is metrizable. 
4. Completeness properties of KCk(X)
We have earlier observed that the compact-open topology on KC(X) is actually generated by the uniformity of uniform
convergence on the compact subsets of X . When this uniformity is complete, KCk(X) is said to be uniformly complete.
This uniform completeness can also be seen as the completeness of a topological group. A topological group E is called
complete provided that every Cauchy net in E converges to some element in E , where a net (xα) in E is Cauchy if for
every neighborhood U of 0 in E , there is an α0 such that xα1 − xα2 ∈ U for all α1,α2  α0 (for E additive). One can check
that KCk(X) is uniformly complete if and only if it is complete as an additive topological group. Also a topological group is
completely metrizable if and only if it is complete and metrizable, see [7, pp. 34, 36]. Hence KCk(X) is completely metrizable
if and only if it is complete and metrizable. But the following result says that KCk(X) is always (uniformly) complete.
Theorem 4.1. For any space X, KCk(X) is uniformly complete.
Proof. Let ( fα) be a Cauchy net in KCk(X). If A is a compact subset of X , then the net ( fα |A) is Cauchy in KCk(A) = Ck(A).
But since Ck(A) is uniformly complete, the net ( fα |A) converges to some f A in Ck(A). Deﬁne f : X → R by f (x) = f A(x) if
x ∈ A. It can easily be seen that f is well deﬁned and f |A = f A for each compact subset A of X . Clearly f ∈ KC(X). Also it
is easy to see that ( fλ) converges to f . 
Corollary 4.2. For any space X, KCk(X) is completely metrizable if and only if it is metrizable.
Now we study several more completeness properties of KCk(X). In particular, we study the complete metrizability of
KCk(X) in a wider setting, more precisely, in relation to several other completeness properties. So we ﬁrst recall the deﬁni-
tions of various kinds of completeness.
A space X is called Cˇech-complete if X is a Gδ-set in βX . A space X is called locally Cˇech-complete if every point
x ∈ X has a Cˇech-complete neighborhood. Another completeness property which is implied by Cˇech-completeness is that
of pseudocompleteness, introduced in [26]. This is a space having a sequence of π -bases {Bn: n ∈ N} such that whenever
Bn ∈ Bn for each n and Bn+1 ⊆ Bn , then ⋂{Bn: n ∈ N} = ∅.
In [1], it has been shown that a space having a dense Cˇech-complete subspace is pseudocomplete and a pseudocomplete
space is a Baire space. Also note that since a locally Baire space is a Baire space, every locally Cˇech-complete space is a Baire
space.
In order to deal with sieve-completeness, partition-completeness and almost Cˇech-completeness, one needs to recall the
deﬁnitions of these concepts from [22]. The central idea of all these concepts is that of a complete sequence of subsets of X .
Let F and U be two collections of subsets of X . Then F is said to be controlled by U if for each U ∈ U , there exists
some F ∈ F such that F ⊆ U . A sequence (Un) of subsets of X is said to be complete if every ﬁlter base F on X which
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is a complete sequence of subsets of X whenever Un ∈ Un for all n. It has been shown in Theorem 2.8 of [12] that the
following statements are equivalent for a Tychonoff space X : (a) X is a Gδ-subset of any Hausdorff space in which it is
densely embedded; (b) X has a complete sequence of open covers; and (c) X is Cˇech-complete. From this result, it easily
follows that a Tychonoff space X is Cˇech-complete if and only if X is a Gδ-subset of any Tychonoff space in which it is
densely embedded.
For the deﬁnitions of sieve, sieve-completeness and partition-completeness, see [8,22,23]. The term “sieve-complete” is
due to Michael [21], but the sieve-complete spaces were studied earlier under different names: as λb-spaces by Wicke
in [32], as spaces satisfying condition K by Wicke and Worrell Jr. in [33] and as monotonically Cˇech-complete spaces by
Chaber, Cˇoban and Nagami in [9]. Every space with a complete sequence of open covers is sieve-complete; the converse is
generally false, but it is true in paracompact spaces, see Remark 3.9 in [9] and Theorem 3.2 in [21]. So a Cˇech-complete
space is sieve-complete and a paracompact sieve-complete space is Cˇech-complete.
We call a collection U of subsets of X an almost-cover of X if ⋃U is dense in X . We call a space almost Cˇech-complete
if X has a complete sequence of open almost-covers. Such a space has been simply called almost complete in [22]. Every
almost Cˇech-complete space is a Baire space, see Proposition 4.5 in [22].
The property of being a Baire space is the weakest one among the completeness properties we consider here. Since
KCk(X) is a locally convex space, KCk(X) is a Baire space if and only if KCk(X) is of second category in itself. Also since
a locally convex Baire space is barreled, ﬁrst we ﬁnd an equivalent condition for KCk(X) to be barreled. A locally convex
space X is called barreled (tonnelé) if each barrel in X is a neighborhood of 0. A subset E in a locally convex space X is
called a barrel (tonneau) if E is closed, convex, balanced and absorbing in X . The absorbing sets are also called absorbent.
For details on barreled spaces, see [25].
In order to state the next result, we need the following deﬁnition. A subset A of a space X is called bounded or relatively
pseudocompact if f (A) is bounded in R for all f ∈ C(X). For detailed remarks on bounded subsets, see [17].
Theorem 4.3. For a space X, the following statements are equivalent.
(a) KCk(X) is barreled.
(b) Every closed bounded subset of X is compact.
(c) Ck(X) is barreled.
Proof. (a) ⇒ (b). Let A be a bounded subset of X and let W = { f ∈ KC(X): pA( f ) 1}. Then it is routine to check that W
is closed, convex, balanced and absorbing, that is, W is a barrel in KCk(X). Since KCk(X) is barreled, W is a neighborhood
of 0 and consequently there exist a compact subset K of X and  > 0 such that 〈0, K , 〉 ⊆ W . We claim that A ⊆ K . If
not, let x0 ∈ A \ K . So there exists a continuous function f : X → [0,2] such that f (x) = 0 ∀x ∈ K and f (x0) = 2. Clearly
f ∈ 〈0, K , 〉, but f /∈ W . Hence we must have A ⊆ K .
(b) ⇒ (c). It is actually the well-known Nachbin–Shirota Theorem.
(c) ⇒ (a). Since Ck(X) is dense in KCk(X), the barreledness of Ck(X) implies that of KCk(X); see 11.8.1 in [25]. 
Theorem 4.4. Suppose X is an r-space and KCk(X) is a Baire space. Then X is locally compact.
Proof. Let x ∈ X and let {Un: n ∈ N} be a sequence of open neighborhoods of x such that Un+1 ⊆ Un for each n, with the
property that if xn ∈ Un for each n, then {xn: n ∈ N} is contained in a compact subset of X . Suppose that no Un is compact.
Then for each n ∈ N, Gn =⋃{[a, (n,n+1)]: a ∈ Un} is a dense open subset of KCk(X). Now we claim that ⋂n∈N Gn is empty.
If not, let f ∈⋂n∈N Gn . Then for each n ∈ N, there exists some an ∈ Un such that f ∈ [an, (n,n+ 1)]. In particular, f (an) > n.
Now since for each n, Un+1 ⊆ Un , {an+1: n ∈ N} is contained in a compact subset K of X and consequently the sequence
{an+1: n ∈ N} has a cluster point in K . But this is impossible since f is continuous on K . Hence ⋂n∈N Gn = ∅, so that
KCk(X) is not a Baire space. Therefore some Un must be compact and consequently, X is locally compact. 
Theorem 4.5. For any space X, the following assertions are equivalent.
(a) KCk(X) is completely metrizable.
(b) KCk(X) is Cˇech-complete.
(c) KCk(X) is locally Cˇech-complete.
(d) KCk(X) is sieve-complete.
(e) KCk(X) is an open continuous image of a paracompact Cˇech-complete space.
(f) KCk(X) is an open continuous image of a Cˇech-complete space.
(g) KCk(X) is partition-complete.
(h) KCk(X) is a pseudocomplete σ -space.
(i) KCk(X) is a Baire σ -space.
(j) KCk(X) is a pseudocomplete q-space.
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(l) KCk(X) contains a dense Cˇech-complete subspace.
(m) KCk(X) is almost Cˇech-complete.
(n) KCk(X) is metrizable.
(o) X is hemicompact.
Proof. (a) ⇒ (b) ⇒ (c), (a) ⇒ (e) ⇒ (f), (a) ⇒ (h) and (k) ⇒ (l). These are all immediate.
By Proposition 4.4 in [22], (b) ⇒ (d) ⇒ (g). Note (c) ⇒ (f), see 3.12.19(d), p. 237 in [10]. Also by Corollary 4.2 and
Theorem 3.10, (a) ⇔ (n) ⇔ (o).
(f) ⇒ (n). A Cˇech-complete space is of pointwise countable type and the property of being pointwise countable type
is preserved by open continuous maps. Hence KCk(X) is of pointwise countable type and consequently by Theorem 3.10,
KCk(X) is metrizable.
(g) ⇒ (n). If KCk(X) is partition-complete, then by Propositions 4.4 and 4.7 in [22], KCk(X) contains a dense Cˇech-
complete subspace. But a Cˇech-complete space is of pointwise countable type. Hence by Theorem 3.10, KCk(X) is metrizable.
(h) ⇒ (i). It is immediate.
(i) ⇒ (n). A Baire space, which is a σ -space as well, has a dense metrizable subspace, see [30]. But a metrizable space
is of countable type. Hence if KCk(X) is a Baire σ -space, then by Theorem 3.10, it is metrizable.
(h) ⇒ (j). Since every pseudocomplete space is a Baire space, by arguing as in the proof of (i) ⇒ (n), it can be shown
that KCk(X) is metrizable. But a metrizable space is a q-space.
(j) ⇒ (k). If KCk(X) is a q-space, then by Theorem 3.10, it is metrizable. But a metrizable space is pseudocomplete if and
only if it contains a dense completely metrizable space, see [1, Corollary in 2.4].
(l) ⇔ (m). Follows from [22, Propositions 4.4, 4.7].
(l) ⇒ (n). A Cˇech-complete space is of pointwise countable. Now if KCk(X) contains a dense Cˇech-complete subspace,
then by Theorem 3.10, KCk(X) is metrizable. 
The next result is an expanded version of Theorem 7.1 of [18]. The elegant and simple proof of this result by using KC(X)
clearly justiﬁes the motivation of the study of KC(X) in the present paper.
Theorem 4.6. For any space X, the following assertions are equivalent.
(a) Ck(X) is completely metrizable.
(b) Ck(X) is a pseudocomplete σ -space.
(c) Ck(X) is a pseudocomplete q-space.
(d) Ck(X) contains a dense completely metrizable subspace.
(e) Ck(X) contains a dense Cˇech-complete subspace.
(f) Ck(X) is almost Cˇech-complete.
(g) X is a hemicompact kR -space.
Proof. (a) ⇒ (b) and (d) ⇒ (e). These are immediate.
(b) ⇒ (c). Same as the proof of (d) ⇒ (e) of Theorem 7.1 in [18].
(c) ⇒ (d). It can be proved in a manner similar to the proof of (j) ⇒ (k) of Theorem 4.5. But here we need to use
Theorem 3.2 of [18] instead of Theorem 3.10.
(e) ⇔ (f). Follows from [22, Propositions 4.4, 4.7].
(f) ⇒ (g). For the proof of this implication, we use KC(X).
If Ck(X) is almost Cˇech-complete, then Ck(X) contains a dense Cˇech-complete subspace G . Since C(X) is dense in KCk(X),
G is dense in KCk(X). Now since KCk(X) contains a dense Baire subspace G , KCk(X) is itself a Baire space. Also since G is
Cˇech-complete, G is a Gδ-set in KCk(X).
Let f ∈ KC(X). Deﬁne the map T f :KCk(X) → KCk(X) by T f (g) = f + g for all g ∈ KC(X). Since KCk(X) is a locally convex
space, T f is a homeomorphism and consequently T f (G) is a dense Gδ-subset of KCk(X). Since KCk(X) is a Baire space,
G ∩ T f (G) = ∅. Let h ∈ G ∩ T f (G). Then there exists g ∈ G such that h = f + g . So f = g − h ∈ C(X). Hence KC(X) = C(X),
that is, X is a kR -space.
Again since G is Cˇech-complete, it is of pointwise countable type. Consequently, by Theorem 3.2 in [18], X is hemicom-
pact.
(g) ⇒ (a). Since X is a hemicompact kR -space, Ck(X) is uniformly complete as well as metrizable. Hence Ck(X) is
completely metrizable. 
Remark 4.7.
(a) Actually Theorem 4.5 remains valid for Ck(X) if we omit (n) and replace (o) by ‘X is a hemicompact kR -space’.
(b) In [18], a space X has been called almost Cˇech-complete if it contains a dense Cˇech-complete subspace.
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Theorem 4.8. If X is a paracompact r-space, then the following statements are equivalent.
(a) KCk(X) is completely metrizable.
(b) KCk(X) is a submetrizable Baire space.
(c) X is a locally compact Lindelöf space.
Proof. (a) ⇒ (b). It is immediate.
(c) ⇒ (a). Follows from Theorem 4.5, since a locally compact Lindelöf space is hemicompact.
(b) ⇒ (c). Suppose KCk(X) is a submetrizable Baire space. Since X is an r-space, by Theorem 4.4, X is locally compact.
Also by Theorem 3.4(b), X is almost σ -compact, so that X contains a dense Lindelöf space. But since X is paracompact, X is
itself a Lindelöf space. 
5. Separability and second countability of KCk(X)
In the ﬁnal section of this paper, we study separability and second countability of KCk(X). Since second countability
implies separability, ﬁrst we look at the separability of KCk(X). Recall that Ck(X) is separable if and only if X has a separable
metrizable compression, that is, X has a weaker separable metrizable topology, see [31, Theorem 5]. But it can be easily
seen that a submetrizable space is a kR -space. Hence if Ck(X) is separable, then C(X) = KC(X). But the following example
shows that the separability of KCk(X) need not imply that of Ck(X).
Example 5.1. Consider the Fortissimo space F (Example 25, p. 53 in [28]) of cardinality c. This space is Lindelöf. Since every
compact subset of F is ﬁnite, KC(F ) = RF . Also note that the compact-open topology on KC(F ) is actually the topology of
pointwise convergence, that is, the product topology of RF . But by [10, Corollary 2.3.16], RF is separable, that is, KCk(F ) is
separable. But F is not submetrizable, since there exists a non-Gδ-point in F . Hence Ck(F ) is not separable.
Now we would like to have a close look at the separability of KCk(X) from a wider perspective. In order to do it,
we need to bring ℵ0-boundedness in discussion. A topological group G (under addition) is called ℵ0-bounded if for each
neighborhood U of the identity element in G , there exists a countable subset S of G such that G = S + U = {s + u: s ∈ S,
u ∈ U }.
Arhangel’skiı˘ studied ℵ0-bounded topological groups in Section 9 of [4] in a more general setting of τ -bounded topo-
logical groups. According to Arhangel’skiı˘, the τ -bounded topological groups were ﬁrst studied by Guran in [15]. In [19],
an ℵ0-bounded topological group has been called totally ℵ0-bounded. Now we would like to mention a few important
properties of ℵ0-bounded topological groups. Any subgroup of an ℵ0-bounded topological group is ℵ0-bounded; while
a topological group having a dense ℵ0-bounded topological subgroup is itself ℵ0-bounded. Hence KCk(X) is ℵ0-bounded
if and only if Ck(X) is ℵ0-bounded. Also a topological group is ℵ0-bounded if and only if it is topologically isomorphic
to a subgroup of a topological group having ccc. A space X is said to have the countable chain condition (called ccc in
brief) if any family of pairwise disjoint nonempty open subsets of X is countable. Clearly a topological group having ccc is
ℵ0-bounded. Also note that KCk(X) has ccc if and only if Ck(X) has ccc.
Now we would like to show that if X is σ -compact, then the separability, the property of having ccc and the ℵ0-
boundedness are all equivalent for KCk(X). The precise statement follows.
Theorem 5.2. Suppose X is a σ -compact space. Then the following statements are equivalent.
(a) Ck(X) is separable.
(b) KCk(X) is separable.
(c) KCk(X) has ccc.
(d) Ck(X) has ccc.
(e) KCk(X) is ℵ0-bounded.
(f) Ck(X) is ℵ0-bounded.
(g) Every compact subset of X is metrizable.
(h) X is a cosmic space.
(i) X is submetrizable.
Proof. First note that since X σ -compact, X is submetrizable if and only if X has a separable metrizable compression.
(a) ⇒ (b). Immediate since C(X) is dense in KCk(X). But we have already observed that if Ck(X) is separable, then
actually C(X) = KC(X).
(b) ⇒ (c) and (c) ⇔ (d). These are immediate.
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(f) ⇒ (g) and by Theorem 5 of [31], (i) ⇒ (a).
(g) ⇒ (h). Since X is σ -compact, there exists a countable family {An: n ∈ N} of compact subsets of X such that
X =⋃∞n=1 An . Each An , being compact and metrizable, is second countable and consequently, each An has a countable
network Bn . It is easy to show that B =⋃∞n=1 Bn is a network for X , that is, X is a cosmic space.
(h) ⇒ (i). Follows from Theorem 4.3.4 of [19]. 
Example 5.3. The assumption of σ -compactness of X in Theorem 5.2 is not necessary for KCk(X) to be separable. Note that
since the Sorgenfrey line S is ﬁrst countable, KC(S) = C(S). Since R with the usual distance metric is separable, Ck(S) is
separable. But S is not σ -compact, since every compact subset of S is countable.
Note that a space X is second countable if and only if it is separable and metrizable. Hence KCk(X) (Ck(X) respectively)
is second countable if and only if KCk(X) (Ck(X) respectively) is separable and metrizable. We use this fact in the next
result to show that KCk(X) is second countable if and only if Ck(X) is second countable.
Theorem 5.4. For a space X, the following statements are equivalent.
(a) KCk(X) contains a dense subspace which has a countable π -base.
(b) KCk(X) has a countable π -base.
(c) KCk(X) is second countable.
(d) X is hemicompact and submetrizable.
(e) Ck(X) is second countable.
Proof. By Lemma 3.8(b), (a) ⇔ (b); and (e) ⇒ (a) is immediate.
(b) ⇒ (c). If KCk(X) has a countable π -base, then by Theorem 3.10, KCk(X) is metrizable. But it is easy to see that a
space having a countable π -base is separable. Hence KCk(X) is second countable.
(c) ⇒ (d). If KCk(X) is second countable, then it is metrizable as well as separable. But then by Theorem 3.10, X is
hemicompact and consequently by Theorem 5.2, X is submetrizable also.
(d) ⇒ (e). Since X is hemicompact, by Theorem A in [31], Ck(X) is metrizable. Again since X is hemicompact and
submetrizable, X has a separable metrizable compression. Hence by Theorem 6 in [31], Ck(X) is separable. Hence Ck(X) is
second countable. 
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