1 Purpose: The objective of this study is to investigate the feasibility of detecting and quantifying 3D cerebrovascular wall motion from a single 3D rotational X-ray angiography (3DRA) acquisition within a clinically acceptable time, and computing from the estimated motion field for the further biomechanical modeling of the cerebrovascular wall.
I. INTRODUCTION
Cerebrovascular diseases in general cause changes to the architecture of blood vessels in the brain by making them narrow, stiff, deformed, or uneven. The pathogenesis of these 23 diseases is believed to be dependent on the complex interactions among multiple physiologi-24 cal and mechanical factors such as hemodynamics, wall biomechanics and mechanobiology 1 .
25
Unfortunately, patient-specific vessel wall properties cannot be measured in vivo with cur- . Therefore, quantifying vascular wall motion and deformation has the poten-35 tial of impacting treatment selection and preoperative planning of cerebrovascular diseases.
36
However, since such motion is in general expected to be in a sub-millimeter range [7] [8] [9] , it 37 represents a challenge in terms of the available image resolution of current clinical imaging 38 techniques.
39
Various techniques have been proposed for estimating motion or reconstructing dynamic 40 3D structures using projection images acquired from image modalities like three-dimensional 41 rotational X-ray angiography (3DRA) and cone beam computed tomography (CBCT). ECG-resolution temporal sequences of 3D images, 2D measured and forward projections. We 84 therefore introduce the joint use of two acceleration strategies: a precomputation at the 85 forward projection generation stage and an object-adaptive region-of-interest (ROI) for the 86 forward projection update and the metric computation. Since less data have to be processed, 87 these strategies also result in a reduction of memory requirements. Preliminary results and 88 the overall registration framework were previously published as in 19 . Here a detailed method 89 description is presented, with the integration of the acceleration strategies implemented on 90 graphics processing units (GPU)
20
. An extended validation is performed on in silico, in vitro 91 phantoms, and for the first time, on in vivo patient data. In this paper, we also explore 92 whether strain as estimated from the motion field from imaging data can be applied to the 93 personalization of modeling of the vascular wall biomechanical properties.
94

II. MATERIAL AND METHODS
95
II.A. Motion estimation algorithm
96
The motion estimation algorithm presented in this paper consists of three steps. 
130
As shown in Fig. 1(b) , motion throughout the canonical cycle is represented by a trans-131 formation T parameterized by ω. Thus, the 3D instantaneous motion at time t is given by 132 deforming a reference volumetric image V :
where p is a point in V t . In this paper, a B -spline based transformation 
where ω is an array of the control grid coefficients, acting as parameters of the B-spline, smoothness without compromising the local motion recovery due to its local control property.
141
More importantly, an estimate of small displacement or deformation can be achieved through 142 the underlying interpolation between the control points. Note that to keep the continuity at 143 both ends of the cycle (t τ min = 0 and t τ max = 1), we need to impose a pseudo-cyclic condition 144 ω τ min ,c = ω τmax,c . A simple implementation is to extend the range of the transformation 145 model on the temporal axis at both ends, as illustrated in Fig. 1(a) .
146
For each I t k , a corresponding digitally reconstructed radiograph (DRR),Ĩ t k , is calculated 147 to simulate the X-ray angiography through a ray casting process
23
. For the rotational angiog-denote byĨ the entire DRR sequence, which is iteratively modified to match the measured 151 projection sequence I for an optimal estimation ofω:
where M is the similarity metric between two mapping regions. Mutual information Fig. 2(a) ).
179
Thus, during the motion estimation process, the transformation can be applied only to a exists. This is mainly due to the changes in length of the X-ray traversing the contrast-filled 216 region on the boundaries, resulting in a continuous change of the accumulated attenuation. larger intensity than this boundary value, the pixel is considered to be part of the S OR . The 222 obtained region is comparable to the projected "shadow" of a 3D object from thresholding.
223
Similarly for the S BR , we first obtain two of these regions from different threshold values, by 224 repeating the process of the S OR region for two thresholds. One overestimates (i.e. higher 225 threshold) and the other underestimates (i.e. lower thresholds) the contrast filling region.
226
The S BR region is obtained by subtraction of the two resulting regions. These boundary
227
identifying values or thresholds in the histogram can be obtained empirically or using e.g. 
II.C. Strain map computation
234
A number of mechanical and anatomical parameters can be used to characterize the deformation to which the arterial wall is exposed.
239
We study the distension of the vascular wall, which is related to the changes in wall radial Cauchy strain ε c is calculated as: Our method has been currently applied to cerebrovascular wall motion with a particular 251 emphasis on cerebral aneurysm pulsation. We present here experiments on in silico and in
252
vitro aneurysm models, and also in vivo patient data.
253
In silico: Twelve cases of digital aneurysm phantom models were created with dome di-254 ameters of 8, 10, and 12mm and parent vessel diameter of 4mm. They also have an emerging 255 bleb on the dome. The phantom motion was modeled as smooth geometry changes accord-
256
ing to a sinusoidal pulsation waveform and was sampled at a finite number of time points.
257
According to the values on in vivo data presented in recent studies
, maximum pulsation liquid tank to create a continuous and pulsatile flow circuit (Fig. 4(a) ).
286
The image acquisitions were performed using an Allura Xper FD20 scanner (Philips Two additional aneurysm phantoms with straight tubes (arrows) were also placed in the container, to act as background.
system followed a standard clinical protocol, which were also used for the in vivo cases 300 presented below. Detailed values are summarized in Table. I.
301
Three acquisitions were performed at different pump piston movement settings, resulting 302 in three phantom pulsation states: large pulsation (LP), small pulsation (SP), and non-303 pulsation (NP). Although exact aneurysm pulsation amplitudes were unknown, the pulsation 304 range was in accordance with the expected range from visual inspection.
305
In vivo: Two 3DRA acquisitions from two patients with cerebral aneurysms were an- For all the experiments tested on these data, we chose a VOI of approximately 50 3 voxels.
318
The number of sampled pixels in the sampling regions S VR , S OR and S BR at each projection 319 view were in the order of 5000, 3000 and 500, respectively. The B -spline control point grid 320 spacing was about 1.5mm for the spatial dimension, and 10-12.5% of the canonical motion 
III.B. Accuracy evaluation
323
In order to quantitatively evaluate the accuracy of the estimated motion, a set of deformed 324 3D volume images at discrete time points was extracted according to the estimated 4D 
where m g (t) is the ground-truth pulsation measurement (e.g., volume changes) at t, m r (t) 328 the corresponding estimated measurement, andm g the variation range of m g (t) over the 329 canonical cycle.
330
In terms of volume change measurements, they were calculated using a method similar to the one as in
32
, by transforming a binary mask image using the deformation field and respect to the corresponding CPU-based implementation. Therefore, the estimation results
357
for the complete motion cycle can be obtained in 5-10 minutes when using S BR on the GPU
358
DRR implementation using a downsampling factor of 3. with diameter of 12mm and pulsation of 3% (i.e. maximum amplitude of 0.36mm). In case. We show here the results of the LP case in Fig. 9 . As the ground-truth is unknown, 371 the results are qualitatively presented. In Fig. 9(a-b) , a measured projection is compared 372 with its corresponding DRRs calculated from the reference volume and from our estimated is plotted with the ECG signal in Fig. 12(c) . The cardiac phase when the maximum value 407 of this movement occurred was similar to the maximum vessel motion phase ( Fig. 11(d) ).
408
This confirms that the catheter moved back and forth according to the pulse of the blood 409 flow. We have also plotted the calculated strain maps at the catheter surface in Fig. 12(b) .
410
As the strain represents deformation instead of rigid movement, it should be ideally zero that the catheter used during the intervention had a flexible tip and therefore was prone to 415 deformation. Second, the estimated vessel motion was "propagated" to its immediate vicin- Results in this figure were obtained from an in silico phantom embedded in a 3DRA patient image (see an illustration in Fig. 3(a) ). The phantom has a diameter of 12mm and the maximum pulsation of 3% (i.e. maximum amplitude of 0.36mm). In the following, we discuss the performance comparison between a previous technique error e V was below 10% using ALG2, whereas using ALG1 it was on average 50% or even 477 larger. This large difference is due to the fact that ALG1 failed to recover the motion from intensities, reducing the noise influence to the registration.
486
As the expected cerebral aneurysm wall motion range is very small, the impact of other 487 possible physiological motion that might affect the motion estimation needs to be discussed.
488
The most intuitive one is respiratory motion, however in our application its impact is neg- e.g. bones or the skull. In this case, the possibility and the amount of this motion varia-511 tion are negligible, as the bone movement can be considered to be global and very small.
512
Specifically because the skull is covering all the imaged region, and its material and mo-513 tion can be assumed to be homogeneous. Furthermore, this effect is minimal under our 514 methodology framework, since the ray traverses through a highly contrast-enhanced object,
515
and the projection intensity is mostly determined by the accumulated attenuation of the 516 contrast-enhanced vessels. Therefore, the potential projection intensity variation caused by 517 the movement of bones for a specific projection pixel can be ignored in principle. This also 518 confirms that our acceleration strategy, the precomputation outside the region of interest 519 is a reliable approximation. However, in the case that a substantial amount of any of the aforementioned motion occurs during the acquisition, the reliability of the estimated 521 vascular motion could be decreased.
522
In general for X-ray imaging applications, the variations of intrinsic detector performance 523 parameters could probably play a role in the image quality, as has been studied intensively 524 in [34] [35] [36] [37] [38] [39] . These parameters can provide characteristics that consider the complete imaging 525 system performance, including the effect of focal spot blurring, magnification and scatter. . In our case, the studied objects like selective CA enhanced of the impact of these factors on the estimation accuracy and robustness will be addressed 546 in future work and is beyond the scope of this paper.
547
The experimental results also emphasize the feasibility of performing strain analysis from 
Appendix: GPU implementation of DRRs generation
578
To further speedup the method, the DRRs generation combined with the acceleration 579 strategies is implemented on GPU and is integrated into the image registration process.
580
We briefly describe the main idea of the method here. Unlike traditional GPU-based DRR 581 generation methods
40
, our implementation also integrates the two previously introduced 582 strategies, thus benefits from both the GPU parallelization and the resultant memory re-583 duction from these strategies.
584
The method was implemented using the Cg (C for graphics) toolkit the DRRs during each iteration. As we equidistantly sample points on the ray (Fig. 2(a) 
