Abstract. We prove a version of Voiculescu's noncommutative Weyl-von Neumann theorem for operators on l p for 1 < p < ∞. Among other consequences, we show that for certain amenable group G, the left regular representation on l p (G) is similar to a quasidiagonal representation. In the classical paper [7] , Halmos asked, among ten problems, the question of whether every operator on H is the norm limit of reducible operators. This was answered affirmatively by the following result of Voiculescu.
Introduction
Let H, H 1 , H 2 be separable infinite dimensional Hilbert spaces. If Y is a Banach space then B(Y ) is the space of operators on Y and K(Y ) is the space of compact operators on Y . Two operators T 1 ∈ B(H 1 ) and T 2 ∈ B(H 2 ) are approximately unitarily equivalent [15] if there are unitary operators W n : H 1 → H 2 such that W n T 1 W * n − T 2 is compact for all n ≥ 1, and lim n→∞ W n T 1 W * n − T 2 = 0. Approximate unitary equivalence turned out to be quite different from unitary equivalence. Every normal operator is approximately unitarily equivalent to a diagonal operator [10, Theorem 2.28].
In the classical paper [7] , Halmos asked, among ten problems, the question of whether every operator on H is the norm limit of reducible operators. This was answered affirmatively by the following result of Voiculescu.
Theorem 1.1 ([15]
). Let T be an operator on H. Let π be the quotient map from B(H) onto the Calkin algebra. Let A be the unital C * -algebra generated by π(T ). Let ρ be a unital * -representation of A on a separable Hilbert space. Then T is approximately unitarily equivalent to T ⊕ ρ(π(T )).
We could, of course, generalize the notion of approximate unitary equivalence to operators on Banach spaces where we replace the unitary operators W n by surjective isometries between Banach spaces. But in general very few isometries exist on Banach spaces [13] (at least compared to Hilbert space). So it would be more reasonable to consider the notion of approximate similarity for operators on Banach spaces.
Let Y 1 and Y 2 be Banach spaces. Let λ ≥ 1. Two operators T 1 ∈ B(Y 1 ) and T 2 ∈ B(Y 2 ) are λ-approximately similar [6] if there are isomorphisms W n : Y 1 → Y 2 such that We want to generalize Theorem 1.1 to operators on Banach spaces. But first we need to find a generalization of the statement of Theorem 1.1 that makes sense for operators on Banach spaces. To do this, let us recall a construction of Calkin [3] using ultrapower.
Suppose that Y is a separable reflexive Banach space. Let U be a nonprincipal ultrafilter on N. Let Y U be the ultrapower (see [4] ) of Y with respect to U . If (x (k) ) k≥1 is a bounded sequence in Y , then its image in Y U is denoted by (x (k) ) k,U . Consider the complemented subspace
of Y U , where w-lim k,U x (k) is the weak limit of (x (k) ) k≥1 through U . Note that we can decompose
The projection from Y U onto Y is given by (
If T ∈ B(Y ), we define the operator T on Y by (x (k) ) k,U → (T x (k) ) k,U . Note that if K is a compact operator on Y then K = 0. Also the map T → T is a linear homomorphism from B(Y ) into B( Y ).
We can now state a generalization of the statement of Theorem 1.1 that may or may not hold depending on the underlying Banach space.
Problem 1.
For what separable reflexive Banach space Y , does the following hold? Let T ∈ B(Y ). Suppose that P ∈ B( Y ) is an idempotent that commutes with T . Assume that the range M of P is isomorphic to Y . Then T is approximately similar to T ⊕ ( T | M ).
Obviously in order for Problem 1 to have an affirmative answer, Y has to be isomorphic to Y ⊕ Y . The main result of this paper is that Problem 1 has an affirmative answer for Y = l p . Theorem 1.2. Let 1 < p < ∞. Let T ∈ B(l p ). Suppose that P ∈ B( l p ) is an idempotent that commutes with T . Assume that the range M of P is isomorphic to l p . Then T is approximately similar to 
However, this causes no loss of generality since it can be shown using [15, Lemma 1.1] that ρ(π(T )) is always unitarily equivalent to T | M for some subspace M of H that reduces T .
The proof of Theorem 1.2 is based on the proof of Theorem 1.1. It also uses an idea from [8] to construct the approximate similarity. There is, however, a drawback: Even in the case when p = 2 and M reduces T , the approximate similarity constructed in the proof of Theorem 1.2 does not give approximate unitary equivalence. In fact, the same type of drawback occurred in [8] (see [8, Remark 2] ).
In Section 2, we give the proof of Theorem 1.2. In Section 3, we give some consequences of Theorem 1.2. In Section 4, we generalize Theorem 1.2 to countably many operators and sketch its proof. (In fact, the original statement of Theorem 1.1 in [15] was formulated in terms of separable C * -algebra rather than single operator.) We also show that for certain amenable groups, the left representation is approximately similar to a direct sum of representations on finite dimensional l p spaces. In Section 5, we show that Problem 1 has negative answers for Y = l 2 ⊕ l p and Y = L p for 1 < p < ∞, p = 2. In Section 6, we state a few open problems.
We begin by introducing some notation and terminology that are needed in what follows. If I is a subset of R (usually an interval), then l p (I) is the l p space on I ∩ Z. For instance, l p ( [1, 3] ) is the 3-dimensional l p space on {1, 2, 3}. As usual, l p = l p (N). If y ∈ l p , the support of y is the set {i ∈ N : y i = 0}.
If S 1 and S 2 are subsets of a Banach space Y , we say that S 1 is ǫ-dense in S 2 if S 1 ⊂ S 2 and for every y 2 ∈ S 2 , there exists y 1 ∈ S 1 such that y 1 − y 2 < ǫ.
Let 
Let (T n ) n≥1 be a uniformly bounded sequence of operators on a Banach space Y . Then its ultraproduct (T 1 , T 2 , . . .) U is the operator on Y U defined by
We will use the abbreviations SOT and WOT for the strong operator topology and the weak operator topology, respectively. As noted above,
Observe that this direct sum is in fact an l p direct sum so the projection onto l p has norm 1.
Proof of main result
The first two lemmas in this section are well known results but we include their proofs for convenience. 
Since (K n ) n≥1 is uniformly bounded and converges to 0 in WOT, (f Kn ) n≥1 is uniformly bounded and converges to 0 pointwise. So by dominated convergence theorem, f Kn dµ → 0 for every measure µ on X . So f Kn converges to 0 weakly in the space C(X ) of continuous functions from X into K equipped with ∞ . Note that the map K → f K defines an isometry from K(Y ) into C(X ). Thus, by HahnBanach Theorem, it follows that K n converges to 0 weakly.
Proof. For each n ≥ 1, let P n be the projection from l p onto l p ( [1, n] ). Then P n T 0 − T 0 P n → 0 in SOT. So by Lemma 2.1, P n T 0 − T 0 P n → 0 weakly in the sense of Banach space. The result follows by taking convex combinations of P n T 0 − T 0 P n .
In the sequel, A −1 = A 0 = 0.
Lemma 2.3. Suppose that A 1 ≪ A 2 ≪ . . . are operators on l p converging to I in SOT. Then
x n p < ∞ and x n is in the range of
Proof. First note that if n 1 < n 2 < n 3 < n 4 then A n 2 − A n 1 and A n 4 − A n 3 have disjoint supports. This is because A n 4 and A n 3 are both equal to I on l p (supp(A n 2 )) and supp(
This proves one side of (2.1). To prove the other side, since A n − A n−1 has nonnegative diagonal entries for all n ≥ 1,
and similarly n is even
So by (2.3),
This proves the other side of (2.1) and completes the proof of (2.1). For the other inequality (2.2), observe that x n , x n+4 , x n+8 , . . . have disjoint supports for each n ≥ 1 so one can prove (2.2) by decomposing the sum
x n into four sums: sums over n being multiple of 4 plus 0,1,2 or 3; and then use triangle inequality.
Suppose that A 1 ≪ A 2 ≪ . . . are operators on l p . Note that they all commute since they are diagonal operators. For every n ≥ 1,
On the other hand, for every n ≥ 1,
So combining Lemma 2.2 and 2.3, we obtain
Lemma 2.4. Let ǫ 1 , ǫ 2 , . . . > 0. If M is a Banach space isomorphic to l p and T 0 is an operator on M , then there exist finite rank operators
where C > 0 is a constant that depends only on M .
Lemma 2.5. Let T ∈ B(l p ). Let B be a finite rank operator on l p with range F and B ≤ 1. Then for every ǫ > 0 and m 1 ≥ 1, there exist m 2 ≥ m 1 and operators W :
Proof. Let {x i : i = 1, . . . , r} be a basis for F. We can extend it to {x i : i = 1, . . . , s} so that it becomes a basis for F ∨ T F. Since F ∨ T F ⊂ l p , each x i can be written as
Since B is a finite rank operator on l p with range F, we can write it as
If we extend each x * i to an element in ((l p ) U ) * by composing it with the projection onto l p , then each x * i can be written as
So we may assume that each x * (k) i is in l q ([m 1 , ∞)) and has finite support. We can extend B to an operator on (l p ) U by composing it with the projection onto l p and we have
Suppose that
is a finite ǫ-dense subset of the unit sphere (i.e., the set of elements with norm 1) of F ∨ T F. Then
For each i = 1, . . . , r, since T x i ∈ F ∨ T F, we can write it as (2.6)
For each i = 1, . . . , s, we can write Bx i as (2.8)
Besides by assumption B ≤ 1 so
In view of (2.5), (2.7), (2.9), (2.10), (2.11), there exists k 0 ≥ 1 such that
14)
Since {x i : i = 1, . . . , s} is a basis for F ∨ T F, we can define W :
Recall from the beginning of the proof that each x
Take B ′ = B (k 0 ) . In view of (2.4), the range of B ′ is in the span of x
= W x i and {x 1 , . . . , x r } is basis for F (by definition), the range of B ′ is in W (F). Also in view of (2.4) and the fact that each x * (k) i From (2.6), (2.13), (2.8), (2.14), we have
and
Since {x 1 , . . . , x r } is a basis for F and {x 1 , . . . , x s } is a basis for F ∨ T F (and they are chosen independent of ǫ), taking ǫ small enough, we obtain (ii) and (iii) (but with different ǫ). It remains to show (i).
Since by definition
is ǫ-dense in the unit sphere of F ∨ T F, for every x in the unit sphere of F ∨ T F, there exists α 0 ∈ Λ such that
So by (2.12),
Since this holds for all x in the unit sphere, it follows that W ≤ 1+ǫ+ǫ
This proves one side of (i). The other side of (i) then follows easily again from (2.17).
Lemma 2.6. Let T ∈ B(l p ). Suppose that P is an idempotent on l p that commutes with T . Assume that the range M of P is isomorphic to l p . Then there is a constant C > 0 such that for every ǫ > 0, there exist operators
RT is compact and has norm at most ǫ, and (IV) RL − I is compact and has norm at most ǫ.
Proof. Let h : N × N → N be a bijection. By Lemma 2.4, there are a constant C > 0 and finite rank operators (A n 1 ,n 2 ) n 1 ,n 2 ≥1 on M such that (i) sup
x n 2 p < ∞ and x n 2 is in the range of A n 1 ,n 2 +1 − A n 1 ,n 2 −2 for each n 2 ≥ 1, then
This defines a finite rank operator on l p with norm at most 2C. Let F n 1 ,n 2 be the range of B n 1 ,n 2 . Note that F n 1 ,n 2 ⊂ M . By induction and Lemma 2.5, there are disjoint intervals I n 1 ,n 2 on N, W n 1 ,n 2 :
n 1 ,n 2 y = 0 for all y ∈ l p with support disjoint from I n 1 ,n 2 . For each n 1 ≥ 1, let Q n 1 be the projection from (M ⊕ M ⊕ . . .) l p onto its n 1 th component and let J n 1 be the embedding of M onto the n 1 th component of
For y ∈ l p , let
Note that W −1 n 1 ,n 2 B ′ n 1 ,n 2 y is well defined since the range of B ′ n 1 ,n 2 is in W n 1 ,n 2 (F n 1 ,n 2 ) and W n 1 ,n 2 is injective by (a).
For every
by (e)
by (a)
For each n 1 , n 2 ≥ 1, let P n 1 ,n 2 be the projection from l p onto l p (I n 1 ,n 2 ). For every y ∈ l p ,
where the first inequality follows from (vi) and the facts that W −1 n 1 ,n 2 B ′ n 1 ,n 2 y ∈ F n 1 ,n 2 and that F n 1 ,n 2 is the range of A n 1 ,n 2 +1 − A n 1 ,n 2 −2 . Thus (I) is proved.
Note that these are sums of finite rank operators. So by (iii) and (b),
.) − T L is compact and has small norm. Thus (II) is proved.
Since B n 1 ,n 2 = (A n 1 ,n 2 +1 − A n 1 ,n 2 −2 )P and P is an idempotent commuting with T and with range M , by (iii),
Therefore,
RT is compact and has small norm. Thus (III) is proved. To prove (IV), observe that by (e) and (g), B ′ n 1 ,n 2 W n 3 ,n 4 = 0 unless (n 1 , n 2 ) = (n 3 , n 4 ).
Since this is a sum of finite rank operators, by (c), RL−I is compact and has small norm. 
L is compact and has norm at most ǫ, T 1 R − RT 2 is compact and has norm at most ǫ, and RL − I is compact and has norm at most ǫ.
Then there is a constant C > 0 such that for every ǫ > 0, there are a compact operator K on Y 2 with norm at most ǫ and an operator T 3 on a Banach space Y 3 such that
Sketch of proof. Since (LR) 2 − LR is compact and has norm at most C 2 ǫ, by Riesz-Dunford functional calculus ([11, Theorem 2.7] for complex Banach space or [5, Lemma 3.4] for real Banach space), LR is close (i.e., the difference is compact and has small norm) to an idempotent Q on Y 2 . Since LRT 2 − T 2 LR is compact and has small norm, QT 2 − T 2 Q is compact and has small norm. So there is a compact operator K 0 on Y 2 with small norm such that
It remains to show that QT 2 | QY 2 as an operator on QY 2 is C-similar to a small compact perturbation of T 1 . Since RL − I is compact and has small norm, LRL − L is compact and has small norm. But Q is close to LR. So QL − L is compact and has small norm. Since LT 1 − T 2 L is compact and has small norm, it follows that (QL)T 1 − T 2 (QL) is compact and has small norm. Since RL is close to I and R ≤ C, we have Ly ≥ 1−ǫ C y , y ∈ Y 1 . But QL is close to L so QLy is also bounded below by a certain multiple of y.
It remains to show that QL maps Y 1 onto QY 2 , since QL would establish a similarity between QT 2 | QY 2 and a small compact perturbation of T 1 . Since LR is close to Q, QLR is close to Q. So QLR when restricted to QY 2 is close to I so it defines an invertible operator on QY 2 . Thus QLRQY 2 = QY 2 so QL maps Y 1 onto QY 2 .
Proof of Theorem 1.2. By Lemma 2.6 and 2.7, there is a constant C > 0 such that for every ǫ > 0, there is a compact operator K on l p with norm at most ǫ and an operator
. Thus, the result follows.
Consequences
Corollary 3.1. Let U ∈ B(l p (N)) and B ∈ B(l p (Z)) be the unilateral and bilateral shifts, respectively, i.e., U e n = e n+1 , n ≥ 1 and Be n = e n+1 , n ∈ Z.
Then U is approximately similar to U ⊕ B ⊕ B ⊕ . . ..
Proof. Consider the map
Note that n + k could be negative but will eventually be positive as k → ∞.
Observe that V is an isometric isomorphism onto its range V (l p (Z)). Moreover, there is an idempotent P on l p (N) with range V (l p (Z)) given by
where e * 1 , e * 2 , . . . are the coordinate functionals on l p (N). (One can see that P = 1.)
It is easy to see that V B = U V on l p (Z). Also U P = P U , since
Thus the result follows from Theorem 1.2.
Remarks. In the context of Hilbert space, U is approximately unitarily equivalent to U ⊕ B ⊕ B ⊕ . . .. Of course, this can be seen an immediate consequence of Theorem 1.1. But there is a much simpler proof [10, Theorem 2.23] by making use of the essential normality and normality of U and B ⊕ B ⊕ . . ., respectively. However, this simpler proof does not extend to l p .
For n ≥ 1, let J n be the canonical embedding from l p ([1, n] ) onto the nth component space of Z and let Q n be the projection from Z onto its nth component space l p ([1, n] ). Define V : l p → Z and R : Z → l p by
It is easy to see that RV = I on l p . Also V T 0 = T V , since
We also have R T = T 0 R, since
Since RV = I, V R is an idempotent on Z. Note that V R commutes with T and T | V R Z is similar to T 0 . Thus, by Theorem 1.2, the result follows.
Corollary 3.3. There is, up to approximate similarity, a unique operator T 1 ∈ B(l p ) with
Proof. The uniqueness part is obvious: if T 2 is another operator satisfying the properties as T 1 , then T 1 is approximately similar to T 1 ⊕ T 2 = T 2 ⊕ T 1 , which is approximately similar to T 2 .
To prove existence, for each n ≥ 1, let {S n,α } α∈Λn be a countable dense subset of the unit ball of the space of operators on l p ([1, n] ). Take T 1 to be the direct sum of all the S n,α . By Corollary 3.2, we can assume that T 0 is a direct sum of operators on finite dimensional l p spaces. So by the denseness of the S n,α and Theorem 1.2, T 1 is approximately similar to
Lemma 3.4. Let {T 0,j } j≥1 and {T j } j≥1 be collection of operators in B(l p ). If V : l p → l p and R : l p → l p satisfies RV x = x, x ∈ l p , T j V = V T 0,j and R T j = T 0,j R for all j ≥ 1, then there is an idempotent P on l p and invertible S : l p → P l p such that P T j = T j P for all j ≥ 1 and
Proof. Without loss of generality, we assume that T 1 is similar to
For n ≥ 1, let J n the canonical embedding from l p onto the nth component of l p ⊕ l p ⊕ . . . and let Q n be the projection from l p ⊕l p ⊕. . . onto its nth component. Take V x = (S k J n k x) k,U , where n k goes to ∞ fast enough so that w-lim
. By Lemma 3.4 and Theorem 1.2, we have that T 2 is approximately similar to T 2 ⊕ T 1 .
Using a similar argument in the proof of Corollary 3.2, we have that
Therefore, T 1 and T 2 are approximately similar.
Remarks. This can be considered as a version of the following result of Voiculescu: If T 1 , T 2 ∈ B(l 2 ) and T 1 is in the norm closure of the unitary orbit of T 2 then T 1 and T 2 are approximately unitarily equivalent. When p = 2, Theorem 3.5 was proved in ( [2] ). For both of these results, T 1 is not assumed to be similar to its direct sum.
Using a similar argument as in the proof of Corollary 3.1 (except that an appropriate ultrafilter needs to be selected and splitting into two cases (see the proof of Proposition 2.2.14 in [9] )), we have Theorem 3.6. Let (w (1) n ) n∈Z and (w (2) n ) n∈Z be bounded two-sided sequences. Let T 1 , T 2 ∈ B(l p (Z)), T 1 e n = w (1) n e n+1 and T 2 e n = w 
Extension to countably many operators
The following result extends Theorem 1.2 to countably many operators. Theorem 4.1. Let {T j } j≥1 be a collection of operators on l p . Let K ≥ 1. Suppose that P 1 , P 2 , . . . are idempotents that commute with T j for every j ≥ 1. Assume that for each l ≥ 1, P l ≤ K and that the range M l of P l is K-isomorphic to l p (i.e., Banach Mazur distance between M l and l p is at most K). Then there is a sequence (S n ) n≥1 of invertible operators from
. is compact for all n ≥ 1 and j ≥ 1, and lim
The proof of Theorem 4.1 is analogous to the proof of Theorem 1.2. Here are the changes we need to make: For Lemma 2.2 and 2.4, we have to replace a single T 0 by a collection {T 0,j } j≥1 of operators on M . We also need to replace (ii) in Lemma 2.2 and (iii) in Lemma 2.4 by the following:
For Lemma 2.5, we only need to replace T by multiple, but finitely many, operators T 1 , . . . , T n . The following version of Lemma 2.6 is needed.
Lemma 4.2. Let (T j ) j≥1 be a collection of operators on l p . Let K ≥ 1. Suppose that P 1 , P 2 , . . . are idempotents that commute with T j for every j ≥ 1. Assume that for each l ≥ 1, P l ≤ K and that the range M l of P l is K-isomorphic to l p . Then there is a constant C > 0 such that for every ǫ > 0 and
is compact for all j ≥ 1 and has norm at most ǫ for
is compact for all j ≥ 1 and has norm at most ǫ for j = 1, . . . , j 0 , and (IV) RL − I is compact and has norm at most ǫ.
The proof of Lemma 4.2 is analogous to the proof of Lemma 2.6 except that when we apply Lemma 2.4 and 2.5 to construct A n 1 ,n 2 , W n 1 ,n 2 , B ′ n 1 ,n 2 , for properties (iii),(b),(c),(d), we have to replace T by T j and they have to hold for j = 1, . . . , j 0 + h(n 1 , n 2 ).
A certain version of Lemma 2.7 holds for countably many operators and that together with Lemma 4.2 allows us to prove Theorem 4.1.
Let G be a countable group. Let Y 1 and Y 2 be isomorphic Banach spaces. Let ρ 1 : G → B(Y 1 ) and ρ 2 : G → B(Y 2 ) be homomorphisms. We say that ρ 1 and ρ 2 are approximately similar if there are invertible operators (
Theorem 4.3. Let G be an amenable countable infinite group. Let (δ g ) g∈G be the canonical basis for l p (G). Consider the homomorphism ρ : Proof. For n ≥ 1, let J n be the canonical embedding from l p (G/H n ) onto the nth component of n≥1 l p (G/H n ) and let Q n be the projection from n≥1 l p (G/H n ) onto its nth compo- Fix n ≥ 1. Since G is amenable, H n is amenable. Let F 1 , F 2 , . . . be a F∅nler sequence for H n . Define V : l p (G/H n ) → l p (G) and R : l p (G) → l p (G/H n ) as follows:
By Lemma 3.4 and Theorem 4.1, ρ is approximately similar to ρ ⊕ n≥1 ρ n .
In Theorem 4.3, if G/H n is finite for all n ≥ 1, then the algebra generated by {ρ(g) : g ∈ G} is, up to similarity, a "quasidiagonal" algebra.
Negative answers to Problem 1
In this section, we give negative answers to Problem 1 for Y = l 2 ⊕ l p and Y = L p for 1 < p < ∞, p = 2.
We first give negative answer for Y = l 2 ⊕ l p for 1 < p < ∞, p = 2. For clarity, if Y is a Banach space then I Y and 0 Y are the identity and the zero operators on Y , respectively. Take T = 0 l 2 ⊕ I l p and T 0 = I l 2 ⊕ I l p (i.e., the identity operator on l 2 ⊕ l p ). Recall that l p is isomorphic to (⊕ ∞ n=1 l 2 ([1, n])) l p (see [12, page 286] ). So l p is isomorphic to
So T is similar to
.).
Using the argument in the proof of Corollary 3.2, we can see that T 0 is similar to T | M for which there is an idempotent P on l p commuting with T and with range M . If Problem 1 has an affirmative answer for Y = l 2 ⊕ l p , then 0 l 2 ⊕ I l p is approximately similar to 0 l 2 ⊕ I l p ⊕ I l 2 ⊕ I l p . By considering identity minus these operators, I l 2 ⊕ 0 l p ⊕ 0 l 2 ⊕ 0 l p is similar to (I l 2 ⊕ 0 l p ) + K for some operator K on l 2 ⊕ l p . So if we compare their kernels, we find that l p ⊕ l 2 ⊕ l p is isomorphic to ker[(I l 2 ⊕ 0 l p ) + K]. Since K is compact, this kernel is isomorphic to a subspace of l p . Thus, it follows that l p ⊕ l 2 ⊕ l p is isomorphic to a subspace of l p . An absurdity follows.
To see that Problem 1 has negative answer for Y = L p for 1 < p < ∞, p = 2, recall that L p is isomorphic to l 2 ⊕ l p ⊕ L p (see [1, Proposition 6.4.1 and 6.4.2]). So a counterexample is given by T = 0 l 2 ⊕ I l p ⊕ 0 L p and T 0 = I l 2 ⊕ I l p ⊕ 0 L p .
Open problems
Problem 2. Let U ∈ B(l p (N)) and B ∈ B(l p (Z)) be the unilateral and bilateral shifts respectively. Does there exist a function f : (1, ∞) → (1, ∞) such that f (p) → 1 as p → 2 and U is f (p)-approximately similar to U ⊕ B?
Corollary 3.1 provides approximate similarity between U and U ⊕ B, whereas U and U ⊕ B are known [10, Theorem 2.23] to be approximately unitarily equivalent in the context of Hilbert space. The above problem is asking if we can say something more when p is close to 2. This is similar to the situation in [8, Remark 2] . Problem 3. Is there a constant C > 0 such that for every T ∈ B(l p ) and ǫ > 0, there exist T 1 ∈ B(l p ) and an idempotent P on l p such that P T 1 = T 1 P , 0 = P = I, P < C and T 1 − T < ǫ?
This can be viewed as a generalization of Halmos' question mentioned at the beginning of this paper. Note that Theorem 1.2 does not solve this problem, since it doesn't seem obvious that there always exists an idempotent P on l p commuting with T and with range isomorphic to l p .
