ABSTRACT The existing distance and similarity measures of hesitant fuzzy linguistic term sets (HFLTSs) only cover the difference of linguistic terms but have no consideration of the difference between the numbers of linguistic terms. Thus, the concept of hesitance degree of HFLTSs is introduced to describe the hesitant degree among several linguistic terms in each HFLTS during the decision-makers' evaluating process. Considering the hesitance degree of HFLTSs, several novel distance and similarity measures of HFLTSs are developed, and their properties are discussed. Afterward, a novel hesitant fuzzy linguistic-based on the novel similarity measures and the Boole matrix is developed to classify the objects with hesitant fuzzy linguistic information and a numerical example of the automobile recommendation is given to illustrate the performance of our developed clustering method. The results indicate that our developed clustering method can fully express the original evaluation information and has less computational effects on clustering results than the previous method.
I. INTRODUCTION
Fuzzy set (FS) theory was firstly proposed by Zedeh in 1965. It has been paid remarkable attention since then and meanwhile gets many extensions, including interval-valued fuzzy sets (IVFSs), intuitionistic fuzzy sets (IFSs), interval-valued intuitionistic fuzzy sets (IVIFSs), hesitant fuzzy sets (HFSs), type-2 fuzzy set (T-2FSs), type-n fuzzy set (T-nFSs) and fuzzy multisets (FM). In the qualitative decision making process, when evaluating features, attributes, or variables, the decision makers might hesitate among several possible linguistic terms. To deal with such issues, Rodriguez et al. [9] proposed the concept of hesitant fuzzy linguistic term sets (HFLTSs), which permitted that the membership can have a set of several possible linguistic terms. Rodriguez's study motivated researchers to devote themselves to the topics related to HFLTSs.
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Majority of the researchers have concentrated on aggregation operator [10] - [15] , measure [3] , [16] - [22] , preference relationship [4] , [23] - [27] and multi-criteria decision making (MCDM) [5] , [28] - [35] . For example, a series of aggregation operators have been extended to HFLTSs, such as weighted averaging (WA) operator and ordered weighted averaging (OWA) operator by Wei et al. [10] , WA operator and weighted geometric (WG) operator by Zhang et al. [11] , uncertain hybrid aggregation operator by Zhang et al. [12] , weighted arithmetic averaging (WAA) operator and weighted geometric averaging (WGA) operator by Lee and Chen [13] , generalized Maclaurin symmetric mean (MSM) operator and generalized geometric MSM operator by Liu and Gao [14] , and Hamacher triangle norms based aggregation operator by Zhu and Li [15] . Measure research on HFLTSs included score, possibility degree [3] , distance, similarity and correlation coefficients. Wei et al. [30] investigated score measure on HFLTSs. Liao et al. [16] and Liao and Xu [17] investigated some distance measures and similarity measures from VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ algebra forms and geometric forms between two HFLTSs. Hesamian and Shams [19] proposed two similarity measures for HFLTSs. Huang and Yang [20] investigated the pairwise comparison matrix based distance measure method. Meng and Chen [21] investigated generalized distance measures on HFLTSs. Liu et al. [22] combined the Euclidean distance and cosine similarity measure and developed a new similarity measure. Liao et al. [18] developed a series of correlation coefficients and weighted correlation coefficients of HFLTSs. Zhu and Xu [23] extended the concept of preference relations (PRs) to HFLTSs to represent the decision-maker's PRs, and developed the consistency method of hesitant fuzzy linguistic preference relations (HFLPRs). Since then, Zhang and Wu [24] defined the multiplicative consistency of HFLPRs. Wang and Xu [25] investigated PRs with extended HFLTSs. Dong et al. [26] investigated consensus measure and proposed an optimal consensus model. Wu and Xu [27] improved consistency method to handle the problem with HFLPR. So far, some MCDM method including TOPSIS, TODIM, VIKOR, ELECTRE, MULTIMOORA have been applied to hesitant fuzzy linguistic environment, for example, HFL-TOPSIS [17] , [28] , [29] , HFL-TODIM [30] , [31] , HFL-VIKOR [17] , [32] , [33] , HFL-ELECTRE [34] , [35] , HFL-MULTIMOORA [5] .
As two important features of fuzzy set theory, distance and similarity measures have been paid attention. Similarity measure reflects the similar degree between two FSs, Wang [36] firstly proposed the concept of similarity measures between FSs. Since then, similarity measures were extended to q-rung orthopair FSs [1] , IVFSs [37] , interval type-2 fuzzy sets (IT2FSs) [38] , IFSs [6] , [7] , [39] , [40] and HFSs [41] - [45] . For example, Zeng and Guo [37] developed normalized distance and similarity measures of IVFSs. Wu et al. [38] proposed similarity and uncertainty measures for IT2FSs. Ye [39] investigated a new Hausdorff distance for IFSs. Hung and Yang [40] extended cosine similarity measure on FSs to IFSs. Xia and Xu [41] , [42] investigated distance and similarity measures in both discrete and continuous cases for HFSs. Considering the hesitance degree, Li et al. [43] , [44] and Zeng et al. [45] investigated several novel distance and similarity measures for HFSs.
Recently, the concepts of distance and similarity measures have been extended to HFLTSs. Liao et al. [16] investigated a series of distance and similarity measures on HFLTSs for discrete and continuous cases. Since most of the distance measures were proposed from algebra forms, Liao and Xu [17] investigated cosine distance and similarity measures on HFLTSs based on geometric forms, and applied to select ERP systems. Liu et al. [48] , [49] proposed the distance measures between fermatean fuzzy linguistic sets and applied to TOPSIS method. Gou et al. [50] defined some axioms, distance and similarity measures on double hierarchy HFLTSs.
However, the existing distance and similarity on HFLTSs mainly focus on the difference of linguistic terms, instead of considering the numbers of linguistic terms HFLTSs.
Actually, hesitance degree is a fundamental feature of HFLTSs to reflect the hesitant degree among several linguistic terms in each HFLTS. Therefore, we develop some novel distance and similarity measures considering hesitance degree in this paper. Furthermore, we apply the novel similarity measures to clustering analysis and propose a new hesitant fuzzy linguistic clustering method to cluster the objects in the hesitant fuzzy linguistic information.
The organization of our work is as follows. Section 2 introduces some concepts on HFLTSs. Section 3 introduces the concept of hesitance degree of HFLTSs and develops several novel distance and similarity measures based on hesitance degree. In Section 4, a hesitant fuzzy linguistic clustering algorithm based on novel similarity measure is given to cluster objects on HFLTSs. Section 5 gives some conclusions in this paper.
II. PRELIMINARIES
Suppose that S = s 0 , s 1 , . . . , s g is a finite and ordered term set, and g is subscript of s g and is a even number, namely, the number of linguistic terms in S is a odd number.
The linguistic term set S should be satisfy the following properties [18] :
Definition 1 [18] : Let S = s 0 , s 1 , . . . , s g be a linguistic term set, x i ∈ X , and i = 1, 2, . . . , N , then the mathematical form of a HFLTS on X is
where h S (x i ) : X → S is a function defined on the collection X . For any x i ∈ X , there has a unique h S (x i ) corresponding to it. A hesitant fuzzy linguistic element (HFLE) is an ordered finite subset of consecutive linguistic terms of S and h S (
is the number of linguistic terms. For convenience, a HFLTS h S is a set of all hesitant fuzzy linguistic elements(HFLEs), [16] : Let h 1 S and h 2 S be two HFLTSs on the attribute set X = (x 1 , x 2 , · · · , x n ). And the distance measure d h 1 S , h 2 S between h 1 S and h 2 S satisfies the following properties.
( [16] : Let h 1 S and h 2 S be two HFLTSs on the attribute set X = (x 1 , x 2 , · · · , x n ). And the similarity measure s h 1 S , h 2 S between h 1 S and h 2 S satisfies the following properties.
( 
. Know from the above score measure, the number of linguistic terms on h 1 S and h 2 S may be different in most cases and the shorter HFLTS should be extended by adding linguistic term. The method of adding linguistic terms proposed by Zhu and Xu [23] is as follows:
Definition 5 [23] : Let b = {b l |l = 1, 2, . . . , #b } be a HFLTS, where #b is the number of linguistic terms, the method of adding linguistic term is defined as follows:
where b + and b − be the maximum and minimum linguistic term in b, and µ is an optimized parameter decided by the decision maker's risk preferences. Optimists prefer to add the maximum linguistic term and µ = 1, while pessimists prefer to add the minimum linguistic term and µ = 0.
Throughout this paper, we assume that the linguistic terms of HFLTSs are in descending order and the shorter HFLTS is extended by adding the maximum linguistic term.
Furthermore, the distance measures proposed by Liao et al. [16] also satisfy the following property.
(D4) For any three HFLEs h 1 S (x), h 2 S (x) and h 3 S (x) with the same length L, if h
Liao et al. [16] proposed the normalized Hamming distance, Euclidean distance, generalized distance of HFLTSs can be defined as follows:
where λ > 0, g is the subscript of the maximum linguistic term, δ 1 j (x i ) and δ 2 j (x i ) are the subscripts of j-th linguistic term in i-th attribute on
It is noted that the distance and similarity measures proposed by Liao et al. [16] reflect the difference of linguistic terms. Actually, the distance and similarity measures consider not only consider the difference of linguistic terms between h 1 S and h 2 S , but also the difference of the number of linguistic terms. Otherwise, the results calculated by Eqs. (1) - (3) (1) and (2),
. Therefore, the sample h S cannot be recognized by Hamming distance. By Euclidean distance, the sample h S belongs to the pattern h 2 S , which is contrary to our intuitive analysis. Thus, a more reasonable distance measure method between HFLTSs needs to be reconsidered. In such a case, the distance and similarity measures considering hesitance degree between HFLTSs may overcome the above shortcomings that are contrary to intuitive analysis.
III. NOVEL DISTANCE MEASURES BETWEEN HFLTSs
Before developing some novel distance measures, we firstly introduce the concept of hesitance degree on HFLTSs. Inspired by the hesitance degree on hesitant fuzzy sets [43] , [47] , the hesitance degree on HFLTSs is defined as follows:
The hesitance degree of HFLE h S (x i ) and HFLTS h S are defined as follows:
,
The value of u (h S (x i )) reflects the hesitant degree when decision makers evaluate an alternative or indicator hesitating VOLUME 7, 2019 among several linguistic terms, 0 ≤ u (h S (x i )) < 1. The larger the value of u (h S (x i )) , the more hesitant the decision makers. When u (h S (x i )) = 0, it means that the decision maker has no hesitance to determine the values of linguistic terms. When u (h S (x i )) → 1, it means that the decision maker hardly decides the values of linguistic terms and is completely hesitant.
Example 2: 4 , s 6 } be two HFLTSs. Thus, the hesitance degree
. Based on the above hesitance degree of HFLTSs, inspired by the distance and similarity measures on HFSs [45] , some novel distance and similarity measures considering hesitance degree are developed as follows:
Definition 7: Let h 1 S and h 2 S be two HFLTSs on X = (x 1 , x 2 , · · · , x n ), the normalized Hamming distance, Euclidean distance and generalized distance including hesitance degree between h 1 S (x i ) and h 2 S (x i ) are defined as follows:
where λ > 0, δ 1 j (x i ) and δ 2 j (x i ) are the subscripts of j-th linguistic term in i-th attribute on h 1 S and h 2 S , and [16] , the sample h S cannot be recognized by Hamming distance, and belongs to pattern h 2 S by Euclidean distance, which is contrary to our intuitive analysis. However, by our proposed distance measures, the sample h S belongs to h 1 S from both Hamming distance and Euclidean distance. Our proposed distance measures based on hesitance degree are closer to intuitive analysis and therefore are more reasonable.
In actual decision-making process, the decision makers may have different preference between the hesitance degree and the values of linguistic term. Therefore, the distance measure with preference information on HFLTSs is defined as follows:
where 0 ≤ α, β ≤ 1 and α + β = 1.
If α = β = 1 2, it means that the importance of the hesitance degree on HFLEs is the same as values of linguistic term, then the distance
In some cases, each element has different important degree, the distance measures of HFLTSs should consider the weight of the element x ∈ X . Here, the weighted Hamming distance, Euclidean distance and generalized distance for HFLTSs are defined as follows:
where ω i is the weight of the element x i , and satisfy 
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Proof :
and h 3 S (x) be three HFLEs which have the same length L on X = ( 
IV. NOVEL SIMILARITY MEASURES BETWEEN HFLTSs
The similarity measure reflects the similar degree between two HFLTSs and is a very crucial tool in clustering analysis. In this section, several similarity measures between two HFLTSs based on the proposed distance measures are developed.
The similarity measures considering hesitance degree on HFLTSs are defined as follows: (
The above properties can be easily proved as Theorem 1 and 2.
V. HESITANT FUZZY LINGUISTIC CLUSTERING ALGORITHM BASED ON NOVEL SIMILARITY MEASURES
In this section, we develop a novel hesitant fuzzy linguistic clustering algorithm based on the above novel similarity measures and Boole matrix. To illustrate the performance of our developed method, a numerical example on automobile recommendation is given. At last, a comparison analysis between our developed method and another clustering algorithm is presented by the same example.
A. THE PROPOSED CLUSTERING ALGORITHM
Assume that X = {x 1 , x 2 , . . . , x m } is a attribute space,
T is the weight vector of the attributes with
and
A j (j = 1, 2, . . . , n) is a collection of n HFLTSs, which means that have n samples to be clustered, the form can be expressed as follows:
Inspired by the classic Boole matrix based clustering algorithm [2] , [8] , a novel hesitant fuzzy linguistic clustering algorithm based on Boole matrix is proposed to cluster the hesitant fuzzy linguistic information. The steps of hesitant fuzzy linguistic clustering algorithm based on Boole matrix are as follows:
Step 1. Let A j (j = 1, 2, . . . , n) is a collection of n HFLTSs to be clustered, and calculate the similarity s ij = s A i , A j by Eqs. (16) - (18) . Then, construct the similarity matrix S = s ij n×n . Step 2. Select the confidence level α, construct an α-cutting matrix S α = α s ij n×n by Eq. (19) .
Step 3. Ensure whether S α is an equivalent Boole matrix. If S α is an equivalent Boole matrix, then go to Step 4. If not, S α is transformed to an equivalent Boole matrix S * α by Eq. (20) .
Step 4. For an equivalent Boole matrix S α , if all the elements of i-th row (or column) are the same as j-th row (or column), then merge A i and A j into one cluster. By this principle, all the n HFLTSs are clustered into one cluster.
B. NUMERICAL EXAMPLE
To illustrate the performance of our developed clustering algorithm, a numerical example is presented.
With the development of Internet technologies, automobile recommendation system plays a crucial role in consumers' online shopping and manufacturers' production planning and design optimization. To support the consumers purchasing the automobile, the automobile recommendation system is used to find similar automobile according to consumers' preference. In order to classify different types of automo- biles A i(i=1,2,. . . ,7) , the clustering approach is applied to them according to the following four criteria: control (C 1 ), fuel consumption (C 2 ), cost performance (C 3 ), and power (C 4 ). Assume that S = {s 0 = very bad, s 1 = bad, s 2 = a litter bad, s 3 = medium, s 4 = a litter good, s 5 = good, s 6 = very good} be a set of linguistic terms, the weight of each attribute ω = (0.20, 0.25, 0. 30, 0.25) T is determined by consumers. The evaluation information can be collected according to online reviews. To express the different opinions on automobiles by Internet users, the evaluation data is represented by the HFLTSs and shown in Table 2 . For example, a 11 = {s 6 , s 5 }, it indicates that most Internet uses' opinions on control (C 1 ) of Automobile A 1 are mainly between good and very good. Now, the developed clustering algorithm is used to classify the 7 automobiles, the steps are as following:
Step 1. Construct the hesitant fuzzy linguistic similarity matrix by Eq. (16).
Step 2-4. Construct the α-cutting matrices S α = α s ij n×n in different confidence level α by Eq. (19) . Ensure whether 1) If α = 1.000, then construct the α-cutting matrix S 1 . Apparently, S 1 is an equivalent Boole matrix. Then the seven automobiles are clustered into seven clusters: 
2) If α = 0.9375, then the α-cutting matrix is constructed as S 2 . Obviously, S 2 is an equivalent Boole matrix. Then the seven automobiles are clustered into six clusters: Then, the seven automobiles are clustered into three clusters: However, S 7 is not an equivalent Boole matrix and is transformed into an equivalent Boole matrix S 7 * . Then, the seven automobiles are clustered into one cluster: 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 
The process of the above clustering algorithm is shown Figure 1 .
C. COMPARATIVE ANALYSIS
To present the performance of our proposed clustering algorithm, we make a comparative analysis with the Boole matrix based clustering algorithm with Liao and Xu's similarity measures [16] and the clustering algorithm by Liao et al.'s method [18] .
(1) The Boole matrix based clustering algorithm with Liao and Xu's similarity measures [16] The similarity matrix is as follows: The clustering result is listed in Table 3 .
(2) The correlation based clustering algorithm by Liao et al.'s method [18] The clustering algorithm based on correlation matrix, the main idea is to construct the equivalent correlation matrix. The correlation coefficient of HFLTSs is defined as follow.
The hesitant fuzzy linguistic correlation coefficient matrix is calculated as: By the operation of correlation clustering, the equivalent correlation matrix is obtained as following:
The result of the correlation based clustering is obtained in Table 3 .
(3) Discussion The comparative results are shown in Table 3 . From Table 3 , it is noted that, the result obtained by our developed clustering method is different from the Boole matrix based clustering algorithm with Liao and Xu's similarity measures [16] . The main reason is that the similarity measures considering hesitance degree play a crucial role in the clustering results. For example, when the 7 automobiles are clustered into 3 clusters, Automobile 2 is merged into 
the cluster {A 4 , A 5 } in our developed method, while it is combined with the cluster {A 1 , A 7 } in Liao and Xu's method, it means that the similarity measures have some effects on the calculating process and the clustering results. Therefore, our developed similarity measure is more reasonable than Liao and Xu's method.
The result derived by our developed clustering method is obviously different from Liao et al.'s method [18] . A 3 and A 6 are always in one cluster, and others are in different clusters. By the comparative analysis, we discover that our developed method has some advantages than Liao et al.' method. Firstly, our developed clustering method has less computational efforts than Liao et al.' method, our developed method is based on Boole matrix and the above novel similarity measures, and has no need to construct the equivalent similarity matrix; while Liao et al.' method needs to transform the hesitant fuzzy linguistic correlation matrix into equivalent correlation matrix during the process and makes lots of calculations. Secondly, some original decision information may be lost during the process of transforming the hesitant fuzzy linguistic equivalent correlation matrix into the hesitant fuzzy linguistic equivalent correlation matrix in Liao et al.' method; namely, the hesitant fuzzy linguistic equivalent correlation matrix cannot express all the information from decision makers.
Therefore, compared with the other two methods, our developed clustering method is based on the similarity measures considering hesitance degree and is more reasonable and has less computational efforts.
VI. CONCLUDING REMARKS
As a fundamental feature of HFLTSs, hesitance degree expresses the hesitant degree when decision makers evaluate an alternative or indicator hesitating among several linguistic terms. Based on hesitance degree of HFLTSs, several distance and similarity measures are proposed and applied to clustering analysis in our work. The main contribution of our work is as follows: (1) the hesitance degree on HFLTSs are proposed to reflect the hesitant degree among several linguistic terms in each HFLTS; (2) several distance measures are developed based on hesitance degree and their properties are discussed, and by comparing with the distance measures proposed by Ref. [16] , the proposed distance measures on HFLTSs are closer to our intuitive analysis and more reasonable; (3) several similarity measures based on hesitance degree are developed; (4) the novel similarity measures are applied to clustering algorithm, and a novel Boole matrix based hesitant fuzzy linguistic clustering algorithm are developed, by comparing with Liao and Xu's clustering method [18] 
