We prove existence of solutions (φ, λ) of a family of of Feigenbaum-like equations
Introduction
Since its original discovery [4] , [5] , [10] , the Feigenbaum-Coullet-Tresser equation 2) whose solution in the "universal" map possessing all periodic orbits of periods 2 k , has attracted an extraordinary amount of interest. The study of this equation resulted in some spectacular breakthroughs in one-dimensional complex and real renormalization theory, which finally culminated in the proof of universality for unimodal maps in [8] .
Email address: gaidash@math.kth.se (Denis Gaidashev) In this paper we will consider the family of equations (0.1), where ǫ ≤ 1 and τ is small. This "fixed point" problem for the operator
surfaces in the period doubling renormalization for two-dimensional maps. Specifically, we have previously argued in [6] that the area-preserving renormalization fixed point F * -that is the area-preserving map that satisfies F * = Λ −1 * • F * • F * • Λ * , where Λ * is some coordinate change -is almost one-dimensional in the sense that it is very close to the area-preserving Hénon-like map H(x, y) = (φ(x) − y, x − φ(φ(x) − y)), (1.4) where φ is a solution of (0.1) for ǫ = 1 and τ = 0. An approach to an analytic proof of existence of F * based on its proximity to the map (1.4) has been also suggested in [6] . Proofs of existence of solutions of (0.1) in this, interesting, case are, however, extremely technical. In this paper we concentrate on a simpler case of small ǫ and small τ .
The problem (0.1) will be reformulated and solved as a fixed point problem for an operator on some compact set of functions whose elements satisfy some a-priori bounds. A number of technical conditions in the proof will be verified on a computer.
The original computer-free proof of existence of the solution to the Feigenbaum-CoulletTresser equation (1.2) due to H. Epstein (cf [1] , [2] , [3] ) was given for φ's that can be factorized as φ(x) = U(x 2 ), where U is a diffeomorphism. The presence of extra terms in the equation (0.1) means that the solutions for ǫ = 0 or τ = 0 generally are not even functions anymore. We
will, therefore, demonstrate existence of solutions on the "large" Epstein class φ(x) = U(x) 2 .
Convergence of a-priori bounds for successive renormalizations of functions in the large Epstein class to some universal bounds ("beau" bounds) is a well-known seminal result of D. Sullivan [9] . We will, however, avoid a demonstration of such convergence (in our case, under the action of the operator (1.3)), by showing that there is a rather small compact and convex subset A of function in the large Epstein class, invariant under the action of R ǫ,τ .
The a-priori bounds that we construct are new in the sense that they depend on the values of the derivative of the function at two points in the real slice of its domain as parameters; by doing this we were able to make the bounds very tight and significantly reduce the set A which is guaranteed to contain the solution of (0.1).
Another novelty of the proof is in the way we deal with complications that arise from the presence of terms ǫx and τ (x) in the equation (0.1). The effect of these terms is a possible loss of univalence of U −1 . This in turn implies that one can not rely on a-priori bounds exclusively anymore, but rather one needs to make a set of assumptions on the derivative of U −1 , and show that these assumptions are, in a sense, reproduced.
As a bonus, the proof also demonstrates a certain property of stability of the space of solutions of (0.1): for all sufficiently small ǫ and τ solutions lie in one and the same functional space.
Φ that is normalized so that Φ(−l) = −1, Φ(r) = 1 and Φ(a) = b. Here a and b are some constants that will be chosen conveniently later, and c i = Φ(c i ), i = 1, . . . , 4. Functions in A 1 (c), commonly referred to as Herglotz functions, admit the following integral representation:
where ν is a measure supported in R \ (−1, 1). This integral representation can be used to obtain the following a-priori bounds on A 1 (c)
If Φ| R is a monotone function, then one can transfer the bounds (2.6)-(2.9) to A(D, E, c).
Finally, we will mention the following version of Schwarz Lemma which will play an important role in our proofs below (cf [2] , [9] , [7] ):
We will now summarize the main findings of the paper in a somewhat abridged form.
Theorem 1. Set
10)
I 2 = (−1.63975634, 1.63975634), θ 2 = 0.830267π, (3.11) I 3 = (1.6760020, 1.6760020), θ 3 = 0.830825π, (3.12) and
There are numbers δ > 0, ε > 0, ν > 0 and ρ, such that for any 0 ≤ ǫ ≤ ν, and any τ holomorphic on E, real-valued on R, and satisfying sup z∈E |τ (z)| < δ, sup z∈E |τ ′ (z)| < ε, τ (0) = 0, there exists a function φ ǫ,τ , holomorphic on some complex neighborhood O of L = (−1, 1), and satisfying φ ǫ,τ (0) = 1, and a number λ, such that the following holds:
ii) φ ǫ,τ has a unique quadratic critical point on O:
iii) the two inverse branches η and ζ of φ ǫ,τ can be factorized as There exists a function φ * analytic on some complex neighborhood E of (−1, 1) and satisfying φ * (0) = 1, and a number λ, with the following properties:
i) φ * and λ solve on E the equation (1.2) .
ii) φ * has a unique quadratic critical point on E at 0: φ
iii) the two inverse branches ψ and ζ of φ * can be factorized as
14)
where T is some explicit affine map, and u belongs to a convex subset of A J,I,d,p (c), c = (−1/2, 0, 0, 1).
iv) −0.40791 < λ < −0.38132.
We emphasize that the proof supplies quite tight bounds on the scaling parameter λ.
Inverse branches. An operator on a compact space
In this section we will derive equations for the inverse branches of the solution of (0.1).
We will look for this solution within a class of functions which are unimodal on some interval
, that is they have a unique critical point on I, and that this critical point c is quadratic in the sense that φ ǫ,τ (x) = O((x − c) 2 ), and we will derive equations that the two inverse branches of such φ ǫ,τ should satisfy. Write
then (0.1) can be written as
where
We will now write a set of equations for the two inverse branches, h and f , of g:
The inverse of (4.15) on (0, d − c) is the following set of equations for the inverse branches:
where E ≡ g (c/λ − c). The inverse of (4.15) on (a − c, 0) reads:
It is easy to check that, for example, functions φ ǫ,0 for any nonzero ǫ can not be even. We will, therefore, consider the "large" Epstein class φ(x) = U(x) 2 , and we will write 
where v is a diffeomorphism on
≡ √ x (the principle square root) and −(x) ≡ −x. A similar factorization has been used in [9] and [7] to obtain a-priori bounds for a quadratic polynomial. With this factorization equations (4.16)-(4.18) become
. (4.20)
We will now formally introduce an operator which will be later shown to be defined on 
where α, T b,λ,ǫ and additional functions β and γ are given by 
The affine transformation T 1,λ,0 will be also denoted by T λ .
ii) Define for all
We will demonstrate that there is a choice of D and E such that V ǫ,u,τ extends to a holomorphic function on T
The operator T 0,0 will be denoted by T .
is the fixed point of V ǫ,u,τ .
2) The normalization conditions (4.21)-(4.23) ensure that V ǫ,u,τ is differentiable at e, and that
3) The function u is related to functions v, ψ, h and f appearing in the beginning of this Section through the following equations:
We will show that for small ǫ and τ , there is a choice of D and E such that that T ǫ,τ [u] is a continuous operator on A(D, E, c). By compactness of the set A(D, E, c) there is a function
, which is equivalent to the set of equations (4.16) − (4.18). In particular, u * ǫ,τ is the "factorized inverse" (in the sense of Remark 2 3)) of a solution of the equation (0.1).
Remark 3. Before we proceed with the proofs, we would like to emphasize two crucial difficulties that have forced us to modify the standard techniques that are commonly used to control inverse branches of unimodal maps (cf. [1] , [2] , [9] , [7] ).
1) The terms ǫx and τ (x) in the equation (0.1) are responsible for the appearance of the terms
The effect of these terms is that one looses the benefit of estimating u, every time it enters the expression for V ǫ,λ,τ , only on a compact subset of its domain where one can use a-priori bounds. These terms do not appear in the Feigenbaum case (ǫ = τ = 0) where this difficulty is absent. In the case of nonzero ǫ and τ one can not but make assumptions on the range of u, and show that these assumptions are reproduced.
2) Another effect of terms ǫu(T b,λ,ǫ (x)) and τ (u(T b,λ,ǫ (x)))) in (4.24) is that the derivative
can be zero.
b,λ,ǫ (e) (where the expression in parenthesis is equal to zero, cf (4.21)): an application of the L'Hopital's rule shows that the derivative is finite at this point. However, it may be zero at other points on the real line where 2α
is zero. This would totally destroy the argument since a functionũ ≡
whose derivative is zero somewhere in the real slice of its domain generally is not in
We will deal with this problem by assuming an upper bound on the derivative u ′ in the "problematic" subinterval of the real slice of D so that 2α
guaranteed to be nonzero, and we will demonstrate that this bound is reproduced.
5. Yet another proof of existence of the Feigenbaum-Coullet-Tresser function
We will start by treating a simpler case of the Feigenbaum-Coullet-Tresser equation (1.2).
The existence of solutions of the Feigenbaum-Coullet-Tresser equation is a well-established fact, and constitutes one of the most important results in one-dimensional renormalization theory.
We will include this new proof here because it illustrates some of the ideas used in a similar proof for equation (0.1) in the general case of nonzero ǫ and τ which could be otherwise obscured by technical details.
As it must be clear by now, our proof follows the basic idea of H. Epstein of constructing an operator on a compact space of functions that admit a-priori bounds (cf [1] , [2] ), but, at the same time, differs from it in that it is applicable to functions that are not necessarily in the
The case of the equation ( 
Then, the second normalization condition (4.22) becomes:
In the rest of this Section we will fix the following constants 
The set of such functions within A J,I,d,p (c) is clearly convex. We will refer to this set as
The specific form of the continuous functiond(t, s) will be described later.
The proof of the Proposition 3 below is mildly computer assisted, and uses "improved"
Herglotz bounds on A 1 (c) transferred to A J,I,d,p (c) with the help of the conformal isomorphisms
where A i and B i are found from the normalization conditions
The improvement of the Herglotz bounds (see Appendix A) uses the fact that u ′ (0) and
can not be arbitrarily large, and that u assumes its values in C(I, p) (in particular, is bounded on J). We would like to point out that the derivatives s = u ′ (0) and t = u ′ (−1/2) play an important role as parameters in these new bounds. In particular, only a rather small region of the (t, s)-plane is admissible for u such that u(J) ⊂ I. We will use that Φ i | R , i = 1, 2, are monotone, and will transfer the improved Herglotz bounds f and F (cf (7.61)) from A 1 (c) to A J,I,d,p (c): ii) The function V u ≡ V 0,u,0 defined in (4.24) extends to a conformal map on 
The interval H(t, s) and its images under maps s, h and g are given by dashed lines.
iii) Derivatives (T [u]
Proof.
i) To demonstrate the claim of this part we consider the following function
and demonstrate that the function λ−L(λ) has exactly one zero in some interval (
for all (t, s) ∈ S. To this end we construct functions L ± (t, s) so that the following holds
The last inequality implies that if λ is a zero of 1 − L ′ (λ) then it is unique.
To demonstrate the inequalities we first choose a grid {(t i , s k )} of points on S, and construct a set of numbers L i,k ± that satisfy (5.31) and (5.32) at (t i , s k ) numerically through a bisection procedure. We next define L ± (t, s) over all of S through a spline interpolation over points L i,k
Finally, we verify that these functions L ± (t, s) do satisfy (5.31) and (5.32) on all of S using interval arithmetics.
λ (J) and let H(t, s) be the interval (0, D(t, s)) on the imaginary axis.
First, we verify that V u is well-defined on K. For this, it is enough to check that
where the last inequality implies that V u (K) ⋐ K. These inequalities are verified on the computer for all L − (t, s) ≤ λ ≤ L + (t, s) and (t, s) ∈ S using bounds (5.29).
Next, we shall extend Fig. 3 ), and after that -to
where z * signifies a complex conjugate of z. Functions h and g are not to be confused with those appearing in Section 4.
To this end, we first verify that g maps C(K, D(t, s)) ∩ C + into the domain of h. For this we check that
, (t, s) ∈ S and l, r,d(t, s) and p as in the condition.
Next, notice that h • g maps quadrants C + ∩ {z : ℜ(z) ≷ 0} separately into C ± , which are mapped further by s into C − ∩ {z : ℜz ≶ 0}. At the same time h(g(H(t, s))) ⊂ R − , and therefore h(g (H(t, s) ) is not in the domain of analyticity of √ . Therefore such V u is not defined on H(t, s), but it is easily checked that it is continuous across the interval H(t, s); to be precise
and holomorphic in C + ∩ {z : ℜ(z) ≷ 0}. Therefore, by Morera's theorem, it is holomorphic in all of C(K, D(t, s)) ∩ C + .
To finish the verification of Finally,
and the only candidate for a zero of this derivative is z = 0. However, V u (0) = 0, and an easy application of L'Hopital's rule demonstrates that V ′ (0) = −α u ′ (0)|λ| = 0. Therefore, V u is conformal.
iii) The proof of existence and invariance under T of the set S is practically identical to that of Lemma 5.
2
Existence of the fixed point of the the operator T follows from the next
Proposition 4. T is a continuous operator on A J,I,d,p (c).
Proof. Denote, as before, s = u ′ (0) and t = u ′ (−1/2), and let P be the interval (0, p)
on the imaginary axis. To demonstrate that T [u](J) ⊂ I whenever u(J) ⊂ I, and that
T [u](T λ (H(t, s))) ⊂ P whenever u(T λ (H(t, s))) ⊂ P , it is enough to show that the functions To show that Q(t, s) > 0, we use Lemma 1. We first make some convenient choice of a
Then Lemma 1 guarantees that
s).
At this point we verify on the computer that the intersection of the set W(λ; t, s) with the imaginary axis is contained in the interval (0, p) for all L − (t, s) ≤ λ ≤ L + (t, s) and (t, s) ∈ Sthat is we verify the inequality (5.37). 2 This, together, with Proposition 3 implies the claim. In what follows, we will make the following choices:
where The double slit plane C 1 is isomorphic to Poincaré neighbourhoods
where −l k and r k are the left and the right end points of intervals I k , and κ k ≡ 2 − 2θ k /π. A function u in A(D, E, c) can be now factorized as
Therefore, according to Schwarz Lemma 1, if f k ∈ A 1 (c k ) and an interval J are such that
Furthermore, one can use the fact that Θ k | R are monotone functions to transfer the improved Herglotz bounds (7.61) from A 1 (c k ) to A(D, E, c):
We have implemented bounds (6.39)-(6.40) on the computer, and used them in our proofs.
As in the previous section, we will consider a subset of A(D, E, c) by allowing the real slices of the target sets D(I 2 , θ 2 ) and D(I 3 , θ 3 ) to be functions of
, u ′ (0)): are any two such functions and (t 1 , s 1 ) = (u
are their derivatives, then any function pu 1 + (1 − p)u 2 , p ∈ (0, 1), is also in the same subset.
is constant and independent of t is important here).
We shall now proceed to describe a setS of realizable derivatives (u ′ − 1 2 , u ′ (0)):
Lemma 5. Suppose that u ∈ A(D, E, c), and, furthermore,
Then there are four curves (t, Z 2 (t)), (t, Z 3 (t)), (t, C 2 (t) and t = t * −0.0004 in the (t, s)-plane that bound a convex open setS, such that
Proof. See the Appendix B for the proof.
2
The following Proposition shows that the space u ∈ A(D, E, c) is invariant under T ǫ,τ .
Proposition 6.
There exist δ > 0, ε > 0, ν > 0, and C > 0 and σ > 0, satisfying C > σν 2 , such that whenever
2) τ is a holomorphic function on E, real-valued on R, satisfying 
where t = u ′ (−1/2), s = u ′ (0). Furthermore, the map u → (e, b, λ) is continuous, while the solution e of (4.21) is unique;
′ also admits the bound (6.41);
iii) the function V ǫ,u,τ extends to a holomorphic function on T
We do not prove uniqueness of the solution (b, λ), although this seems possible (with significantly more effort). We conclude that
are the factorized inverses of a solution φ ǫ,τ of (0.1) on some complex neighborhood of
Proof of part i) of Proposition 6.
To demonstrate (6.42) we introduce a function
Notice, that
for sufficiently small ǫ and for 
Since E is clearly continuous in τ ′ at τ ′ = 0, there is a ε > 0 such that the same containment (6.46) holds for all τ that satisfy sup z∈E |τ
To show (6.43)-(6.44) we consider two functions
, 
For this, it is enough to verify that in the particular case of ǫ = δ = 0 and b = 1
for all (t, s) ∈S (we have omitted the arguments of functions L ± above to make the notation less cumbersome). Since the left hand sides of the strict inequalities (6.47) and (6.48) are clearly continuous in ǫ, δ and b, the same is true for sufficiently small ǫ, δ and B − ≤ b ≤ B + .
Inequalities (6.47) and (6.48) have been verified on a computer.
Next, we check that B + > B u,τ (λ, B + ; e, ǫ) and B − < B u,τ (λ, B − ; e, ǫ). To verify B − < B u,τ (λ, B − ; e, ǫ) we notice that
≡ u(G(λ, s, e; ǫ))
A straightforward but rather cumbersome calculation shows that ∂ ǫ G(λ, s, e; 0) = O(τ, τ ′ ),
and therefore ∂ ǫ G(λ, s, e; 0) ≡ 0 at τ = 0. At the same time, for τ = 0
For sufficiently small ǫ the right hand side of (6.49) is strictly larger then
This, together with the fact that B u,τ (λ, B − ; e, ǫ) is continuous in τ implies that the inequality B − < B u,τ (λ, B − ; e, ǫ) holds for all sufficiently small τ and ǫ.
To verify B + > B u,τ (λ, B + ; e, ǫ) we proceed in a similar way
≡ u(F (λ, t, e; ǫ))
Again, for τ = 0,
which is positive for all L − (t, s) ≤ λ ≤ L + (t, s) and (t, s) ∈S (where s > t), therefore
Therefore, conditions (6.45) and (6.51) are satisfied for all L − (t, s) ≤ λ ≤ L + (t, s) and (t, s) ∈S by any sufficiently small C.
The solution b is contained in the interval (B u,τ (λ, B − ; e, ǫ), B u,τ (λ, B + ; e, ǫ)) which for sufficiently small ǫ is a subset of
Notice, that for C = 0B
which is positive for all (t, s) ∈S where s > t. Therefore the interval (B − ,B + ) is non-empty for all sufficiently small C. Differentiate T ǫ,τ [u] with respect to x:
where w is the function defined in (4.25). On the real line
are upper and lower bounds on the corresponding functions. Notice that
is an upper bound on derivatives on A 1 (c) that follows from (2.8) (η is the Heaviside function).
Therefore,
We finally verify on the computer that the right hand side of the above inequality is less than ω + ρx for all x ∈ (0, r 1 ) and sufficiently small ǫ and ε. As before, we consider the case ε = τ = 0, by continuity of all involved functions, the claim will also hold for sufficiently small ε and
We first cover the set Φ 1 (W(θ)), 0 ≤ θ ≤ π by a collection of Poincaré half-neighbourhoods 
is implemented on a computer via an automatized procedure: the neighborhoods are constructed so that every point z of the curve Φ 1 (W(θ)) lies in the intersection of two such neighborhoods
We next construct the set
which is a bound on V ǫ,u,τ (T and cover it with another pair of collections of Poincaré half-neighbourhoods
which is a bound on In this subsection we will use a-priori bounds on A 1 (c)) to produce quite better bounds on a subset of functions bounded on (−1, 1) by a constant.
As before, we denote (t, s) = (u ′ (−1/2), u ′ (0)) for a function u ∈ A(D, E, c), c = (−1/2, 0, 0, 1).
(note, we will be using the superscript k on functions and numbers, whenever convenient, to avoid double subscripts, these by no means signify raising to a power). Therefore, the following are the derivatives of f k at points c 1 and c 2 : 
≡ F k 1 (x; t, s), x ∈ (−1, c 1 ).
In a similar way Figure 5 : Invariant setS bounded by curves Z 2 (blue), Z 3 (magenta), t = t * − 0.0004 (green) and C 2 (red). The cross marks the location of (t * , s * ).
Finally, f k (x; t, s) ≤ f k (x) ≤ F k (x; t, s) on (−1, 1), where u(x; t, s) ≡ max (Θ 2 (f 2 (Φ 1 (x); t, s)), Θ 3 (f 3 (Φ 1 (x); t, s))) , (7.62)
U(x; t, s) ≡ min (Θ 2 (F 2 (Φ 1 (x); t, s)), Θ 3 (F 3 (Φ 1 (x); t, s))) . In this subsection we will describe the set S of realizable t = u ′ (−1/2) and s = u ′ (0) whenever u ∈ A(D, E, c), and its subsetS ⊂ S invariant under T ǫ,τ .
Write u = Θ k • f k • Φ 1 , k = 2, 3, f k ∈ A 1 (c) as before. Since f k (x) ≤ F k 1 (x; t, s) on (−1, c 1 ) (see Subsection 7) we have −1 ≤ F k 1 (−1; t, s). The relevant (positive) solution s = s(t) of this equation will be denoted by Z k (t). Similarly, f k 3 (1; t, s)dx ≤ 1. The relevant solution s = s(t) will be denoted by C k (t). We have obtained symbolic (and not just numeric) expressions for Z k (t) and C k (t) using the Maple software package. The set bounded by these curves is the set
S of admissible values (t, s).
We can further restrict the set of admissible (t, s) if we notice that ′ (0)) for nonzero ǫ and τ . This subset is depicted in Fig. 5 .
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