A new criterion for identifying generalized diagonally dominant matrices (GDDM, or H -matrices) was given in [K. Ojiro, H. Niki, M. Usui, A note on a new criterion for the H -matrix property, J. Comput. Appl. Math. 150 (2003) 293-302], where the criterion is effective when the given matrix is irreducible. However, when the matrix is reducible, it may lead to a false answer. In this work, to overcome this drawback, we present an improved version. The new method is always convergent and needs fewer iterations than the earlier one. An interesting sufficient and necessary condition for any weakly diagonally dominant matrix (WDDM) to be an H -matrix is obtained. Finally, some numerical examples for the effectiveness of the proposed algorithm are presented.
Introduction
For A = (a i j ) ∈ C n,n , the n × n complex matrices, we define N = {1, 2, . . . , n} and
When J = N, A is said to be a strictly diagonally dominant matrix, denoted by A ∈ D. If there exists a positive diagonal matrix D such that AD ∈ D, then A is said to be a generalized diagonally dominant matrix (GDDM). By [1] , we say A is an H -matrix if and only if A is a GDDM. In addition, if a ii = 0 and |a ii | ≥ j =i |a i j |, for all i ∈ N, then A is called a weakly diagonally dominant matrix (WDDM).
Next, we define its comparison matrix M(A) = (m i j ) ∈ Z n,n by m ii = |a ii |, m i j = −|a i j |, i, j ∈ N, i = j where Z n,n = {A ∈ R n,n | a i j ≤ 0, i = j }. If A ∈ Z n,n , and each eigenvalue of A has positive real part, we call A a (nonsingular) M-matrix (written as A ∈ K). We also say that A is an H -matrix if M(A) is an M-matrix [1, 3] .
As is well known, H -matrices are a special class of matrices with wide applications in engineering and scientific computation [1, 5] . So it is very important to research some direct algorithms for identifying H -matrices; see [2, [6] [7] [8] [9] . Recently, a new algorithm has been proposed by Ojiro et al. in [2] . Now, we summarize this algorithm as follows:
For a matrix A = (a i j ) ∈ C n,n , set R i = j =i |a i j |, i ∈ N, and
Let a i be the i th column vector of matrix A, and t i =
R i
|a ii | , for any i ∈ N.
Algorithm A ([2]).
Input: Obviously, for Algorithm A, there exist two problems: Problem 1. When it is not known a priori whether A is an irreducible matrix, this method may lead to a large number of iterations to discriminate. For example, let
where A k and A n−k are square submatrices of A. Obviously, if t j 1, j ∈ K {1, 2, . . . , k} and t i 1, i ∈ N \ K for A k and A n−k , respectively. Then the Algorithm A does not terminate, that is, produces an infinite iterative process (see Theorem 2.1).
Problem 2.
In fact, the step 8 of Algorithm A is very much valid when the given matrix A is irreducible. However, when the matrix A is reducible, it may give a false answer (see Example 4.1).
In this work, to overcome these drawbacks, we propose a new improved version, which is always convergent for any matrix A = (a i j ) ∈ C n,n . In Section 2, we do some theoretical analysis and make some improvements for the above two problems and obtain some results. In Section 3, the improved version is presented. Subsequently, some numerical examples are given in Section 4.
We first need to recall the following definitions and lemmas: Let α, β be nonempty subsets of N. Denote the submatrix that lies in the rows of A indexed by α and the columns indexed by β as A(α, β); in particular, abbreviate A(α, α) to A(α). In addition, another interesting algorithm (see following Algorithm B) has been presented by Li in [6] , which can not only identify GDDM but also compute the spectral radii of nonnegative matrices in some cases.
Algorithm B ([6]). For a given complex matrix
where ε > 0 is a positive parameter. 6. Go to step 1.
Analysis and improvements of problems
In order to further illustrate the Problem 1, we first give the following Theorem 2.1, which applies the same technique as the proof of Lemma 2.2 in [7] .
Theorem 2.1. If Algorithm A produces an infinite number of iterations (i.e. it does not terminate), then A is not an H -matrix.
Proof. Since Algorithm A produces an infinite sequence of matrices, it means that, for all n = 1, 2, . . . (where n is the number of iterations), by step 1, N 1 (A (n) ) = ∅, and a
Thus by Lemma 1.1, we know that A is not an H -matrix. The proof is completed.
By the definition of t l in step 3, it easily follows that, for all n = 1, 2, . . ., t (n) l < 1 (otherwise t (n) l = 1; analogously to Case 1, A is not an H -matrix, and the proof is completed) and by steps 4 and 5, we know
In other words, we have that
So there exists an infinite set N such that
For convenience, we can, without loss of generality, assume that N 1 (A (m) ) = {1, 2, . . . , k} = N for any m ∈ N (otherwise we can consider a permutation similarity of A (see [7, pp . 184])) and
where a (N 2 (B) ) is not an H -matrix. By Lemmas 1.2 and 1.3(c), B is not an H -matrix. So it follows that A is also not an H -matrix by Lemma 1.4. The proof is completed. Remark 1. By Theorem 2.1, the reason that Algorithm A requires a large number of iterations for a non-H -matrix is that for i ∈ N 2 (A), t i = 1 is put forcibly. According to [2, 6, 7] , we will next introduce a different algorithmic procedure to improve this. 
where ε > 0 is a positive parameter (see Remark 2). 6. If k < n, then k = k + 1 and go to step 5. Otherwise 7. Go to step 1.
Remark 2.
In Algorithm A , ε is a small positive parameter, which is the same as in [6] , to be determined by users, i.e.,
where δ is the accuracy of the computer; for example, δ = 2 −52 on machines with IEEE floating point arithmetic (see [7] ). For simplicity, the above ε min may be used until the iteration stops; in particular, one can choose ε = 0 when A is an irreducible matrix. And also, a new order for t i (see step 4), which is equivalent to using a permutation similarity for A, is used to obtain a better converging sequence {t i } than that of [6] . On the other hand, the newly produced data t i k are also used to improve t i (k+1) (see steps 5, 6).
From above analysis, it easily follows that the Theorem 4 in [6] also holds for Algorithm A :
Theorem 2.2. For any given n
× n matrix A = (a i j ), a ii = 0, i = 1, 2, .
. . , n, Algorithm A always stops in finite iterative steps.
Proof. See [6] .
Theorem 2.3. If A is a GDDM, then Algorithm A stops in finite iterative steps and needs fewer iterations than the Algorithm B.
Proof. Let us denote the set N 1 of Algorithm A and Algorithm B in the kth iteration by N (k)
1B } may not be decreasing sequences, we have, by J = ∅ and the definition of Algorithm A , t By Problem 2, we know that step 8 of Algorithm A is not a sufficient and necessary condition for any weakly diagonally dominant matrix to be an H -matrix. We will next improve this condition: for any i ∈ N 1 , j ∈ N 2 ) , where
Lemma 2.1 ([8, Theorem 2]). Let A = (a i j ) ∈ C n,n be a weakly diagonally dominant matrix; then A ∈ GDDM if and only if A satisfies the following two conditions:
and (A 
1 u = e where e = (1, 1, . . . , 1) t ∈ R n,1 , and u is the same as in Lemma 2.1. On the other hand, by definition of N 2 , for any j ∈ N 2 , we have
By Lemma 2.1, this implies that this theorem holds. This shows that at most n iterations are needed for any n × n WDDM to identify GDDM. Thus it avoids a great number of iterations for WDDM, and it does not need to consider whether A is irreducible or not by Theorem 2.4, before Algorithm A begins (see Example 4.1).
By Remark 3, we may obtain the following famous theorems on weakly diagonally dominant matrices:
Corollary 2.5 ([1]). If A ∈ WDDM and irreducible, then A is a GDDM.

Corollary 2.6 ([1]). If A ∈ WDDM with nonzero element chain, i.e., for every i with |a ii | = R i , there exists a nonzero element chain
3. An improved iterative criterion then print ' A is not a GDDM': stop. Otherwise 5. Let min i∈N t i = t i 1 ≤ t i 2 ≤ · · · ≤ t i n = max i∈N t i , and k = 1. 6. For k, compute
where ε > 0 is a positive parameter. 7. If k < n, then k = k + 1, and go to step 6. Otherwise 8. Go to step 1.
Remark 4.
Here, when t i ≤ 1 for all i ∈ N, we make full use of Theorem 2.4 and its corresponding Algorithm A , which needs at most n iterations for any n × n WDDM and does not consider whether A is irreducible or not (see Remark 3) . Thus Algorithm C greatly reduces iteration times and at the same time avoids the Problem 2.
Obviously, this algorithm is a synthesis of Algorithm A and A , so it is always convergent for any matrix A = (a i j ) ∈ C n,n . Since its basic idea is very similar to the famous Gauss-Seidel method for solving linear systems [1] , we call it the Gauss-Seidel Algorithm for identifying generalized diagonally dominant matrices (GDDM, or H -matrices). Obviously, A is reducible and singular, so A is not an H -matrix.
Numerical examples
Algorithm A. Process 1: we compute t i , i ∈ N,
At step 3, choose t l=5 = 0.2. Next, from steps 4, 5 and 6, we have
At step 7, we get
By step 8, A is an H -matrix, which contradicts that A is a non-H -matrix.
Algorithm C. Process 1: we compute t i , i ∈ N,
At step 3, we remove the 4th row and the 4th column rectors from matrix A; we get By Algorithm C, we first compute t i , i ∈ N : t 1 = 0.9, t 2 = 0.8951, t 3 = 1.4 and t 1 = 0.9, t 2 = 0.8952, t 3 = 1.4, respectively. At step 5, they choose the same following order for computing A (1) i , i = 1, 6:
However, Algorithm C is able to distinguish them after four iterations and five iterations, respectively, i.e., 6 , we respectively have t 1 = 1, t 2 = 0.999930949043291, t 3 = 0.99997920907423, t 1 = 1, t 2 = 1.00001897961814, t 3 = 1.00005089630887. So A 1 is an H -matrix, A 6 is a non-H -matrix (see Table 1 ). 
