We revisit the problem of designing a linear time algorithm for undirected graph split decomposition that has been rst addressed in [E. Dahlhaus, FSTTCS, 1994] and [E. Dahlhaus, Journal of Algorithms 36(2):205-240, 2000]. We present a new and well founded theoretical background for split decomposition (also known as 1-join decomposition) which allows us to clearly design and prove a relatively simple linear-time split decomposition algorithm.
Introduction
Graph decompositions consist in representing a graph by a simpler structure (usually a tree) that is built and labeled in such a way that some properties of the graph we are interested in are embedded in the structure. Solving a problem on the graph might then be done by just manipulating its decomposition, using dynamic programming for instance, which usually leads to simpler and faster algorithms. Many graph decompositions exist and some are well known, like for instance the decomposition by clique separators [22] or the modular decomposition [23, 15, 17] .
The split decomposition, also known as 1-join decomposition, is one of those famous decomposition that has a large range of applications, from NP-hard optimization [20, 19] to recognition of certain classes of graphs, such as distance hereditary graphs [9, 10] , circle graphs [21] and parity graphs [3, 7] . A survey on applications of the split decomposition in graph theory can be found in [20] .
Let G = (V, E) be an undirected, nite, loopless and connected graph, with |V | = n and |E| = m.
The split decomposition has been introduced by Cunningham in [5] who also presented a rst worst case O(n 3 )-time algorithm. This complexity has been improved to O(nm) in [8] and to O(n 2 ) in [13] .
This problem has nally been solved in linear time O(n + m) by E. Dahlhaus in 1994 in an extended abstract [6] followed several years later only (in 2000) by an article in Journal of Algorithms [7] . However, while these two last manuscripts substantially dier, they are both dicult to read, and the linear time algorithm presented is very involved.
This was the starting point of our present work. We combined some of the ideas of Dahlhaus with new ones to nally obtain a simple well founded theoretical background for the split decomposition that allows us to clearly design and prove a new linear time algorithm.
The paper is organized as follows. In the next section we present our main result on the structure of splits. Then we present a new split decomposition algorithm. In Section 4 we explain how to compute orthogonals that are at the core of our algorithm. Eventually, in Section 5, we present how the algorithm can be implemented in linear time.
In the remaining of the paper, 2 V denotes the set of all subsets of V and F and H always represents family of sets, that is subsets of 2 V . The following notions of overlap and orthogonal are of main importance in this paper, so we give the denition in this preamble.
Denition 1 Two subsets of V overlap, if their intersection is non empty but none is included in the other. If two subsets X and Y of V do not overlap, we say they are orthogonal which is denoted X⊥Y . For F ⊂ 2 V , its orthogonal, denoted by F ⊥ , is dened by F ⊥ = {X ⊆ V, ∀ Y ∈ F, X⊥Y }.
Split decomposition 2.1 Denitions and Previous Results
Let G = (V, E) be a simple graph. For X ⊂ V , we denote by N (X) its set of neighbors, that is the set of vertices y ∈ X such that there exists xy ∈ E with x ∈ X.
Denition 2 A partition of V , given by 4 subsets (V 1 , V 2 , V 3 , V 4 ) is a split if G contains all edges between V 2 and V 3 and these edges constitute a cut of the graph. This is sometimes called an 1-join. Thorough the paper, these letters V i will always denote these sets in a split. The structure of a split is shown in Figure 1 . If V 4 is empty in such a decomposition, the set V 3 is called a module. A module is strong if it overlaps no other module. A graph may contain an exponential number of splits. However all splits may be represented in a compact way. Two splits (V 1 , V 2 , V 3 , V 4 ) and (V 1 , V 2 , V 3 , V 4 ) cross if V 1 ∪V 2 overlaps both V 1 ∪V 2 and V 3 ∪V 4 . A split if strong if it crosses no other split. The following theorem may be deduced from Cunningham work [5] . Cunningham sees a split as a bipartition (V 1 ∪ V 2 , V 3 ∪ V 4 ). Given a tree T , each edge e of T represents a bipartition of its leaf-set according to which connected component of T −e the leaf belongs to. If several edges e 1 ..e k are incident to the same node N of T then {e1, ...e k } also represent a bipartition of the leaf-set into the leaf-set of the connected component of N and the other ones.
Theorem 1 Let G = (V, E) be a connected graph. The family of splits of G can be stored in O(n) space as a tree T . The leaf-set of T is V and the edges of T represent exactly the strong splits. Furthermore the node are labeled prime, clique or star. A bipartition of V is a split of G i either it is represented by an edge of T , or by several edges incident to the same clique or star node.
An example of such a tree is shown in Figure 2 . A prime nodes induces a graph with no nontrivial split, a clique node induces a K k and a star node induces a K 1,k .
Split Bottoms and Borders
Let r be a given vertex of G.
Without loss of generality, we consider that for all splits we have r ∈ (V 1 ∪ V 2 ). The root vertex r then allows us to orient every split.
The set V 3 ∪ V 4 is called the split bottom and the set V 3 is called the border of the split (V 1 , V 2 , V 3 , V 4 ). Notice that two dierent splits may share the same border. The reason why we can root the description of splits comes from the following trivial remark.
Lemma 1 All vertices of a given border are at the same distance from the root r. We dene the distance of a split bottom (resp. border) S as its distance from the root, that is min x∈S d(r, x). We denote by H vertices at distance h from r in G. We dene G[h] as the subgraph induced by vertices at distance h, G[≤ h] as the subgraph induced by vertices at distance at least h, and similarly G[< h] or G[> h] in the obvious way. In the remainder of the paper all borders should be considered relatively to a xed root r. 
Partitive Families
Denition 3 A set family F ⊂ 2 V is partitive if it fullls the two following conditions : (1) V and all singleton subsets belong to F; and (2) for all X, Y ∈ F such that X overlaps Y , X ∪ Y , X ∩ Y , and (X \ Y ) ∪ (Y \ X) are also in F.
Theorem 2 [2, 16, 12] Any partitive family can be represented by a rooted tree whose node are labeled Prime or Complete and whose leaves are all singletons of F. The whole set V corresponds to the root of the tree and each strong element of F to a node. Then, a set X ∈ F if and only if it is the union of the leaf descendants of a prime node or the union of the leaf descendants of a subset of children of a complete node. This tree is denoted P T (F).
Proposition 1 F ⊥ is a partitive family. Proposition 2 If F is partitive, then a tree representation of F ⊥ is obtained by switching Prime and Complete nodes in P T (F). 
The following theorem describes the structure of borders. Note that orthogonals are considered respectively to the set H. 
Let C one of the C i which is not in this case. Then either C has no neighbor in B, in which case we can include it in V 1 , either B N (C) ∩ H. In this latter case, saying that for x ∈ C, B does not overlap N (x) ∩ H nor its complement in N (C) exactly means that for all x ∈ C either x has no neighbor in B, either x is a neighbor of all B. The rst category goes in V 1 , the second in V 2 and this partition is a split with V 3 = B.
Theorem 4 B h ∪ {H} = (M ⊥ ∪ V) ⊥ and B h ∪ {H} is a partitive family (page 4). M ∪ {H} is a partitive family. Indeed the union, intersection and symmetric dierence of two modules A and B are modules, and if A and B belong to H so does they. However H may fail to be a module, and thus to be a split. Then we apply Lemma 2 so
Properties of borders and split bottoms
A strong split bottom is dened as the bottom of a strong split. A border is strong if it overlaps no other border. In this section we consider the tight links between borders and split bottoms.
Lemma 3 Let S be a strong split. The border of S is a strong border.
(page 4). Assume that the border of S is not strong. Then there exist a border that overlaps it. This border corresponds to a split that therefore crosses S, which contradicts S to be strong. 
Lemma 4 Let
for each i. Then each C i is a strong border, and if k = l then C ∪ C k overlaps B . Thus B = B is a maximal strong border.
Lemma 6 Let B be a strong border of G [h] . There are at most two strong splits whose border is B.
(page 5). Clearly two splits cross i there bottoms overlap. As a strong split crosses no other split, the bottom of a strong split is strong in the sense it does not overlap any other bottom.
Assume there exists three dierent strong splits that share the same border B. As each bottom contains B then then can not be disjoint. So each bottom is either contained or contains another bottom. Without loss of generality say the bottom are S 3 ⊂ S 2 ⊂ S 1 . So we dene S 1 = B∪X 1 , S 2 = B∪X 1 ∪ X 2 , and S 1 = B ∪ X 1 ∪ X 2 ∪ X 3 . Let R be the other vertices of G. None of these ve sets is empty.
Since S 1 is a split bottom whose border is B, split X 2 in two. x ∈ X a 2 if x is neighbor of no vertex of S 1 and x ∈ X b 2 if x is neighbor of exactly all vertices of B. We also can cut R into R a (vertices that see no vertex of S i , i = 1, 2, 3) and R b (vertices that see exactly the border B of S i ).
B ∪ X 1 ∪ X 3 is a split bottom of border B. Indeeds its neighbors are exactly R a and X a 2 . This split bottom overlaps S 2 . So S 2 is not strong
. There is at least one strong split whose border is B i
. First suppose that the strong border B is the border of no strong split. It is then the border of (at least) one weak split S. In [5] is proved that there are two types of weak splits: stars and cliques. The border of any weak star split bottom is disconnected (notice that this is not true for some strong star splits) and thus they lie in many H-components.
In [5] it is proved that the splits are either strong, or part of a clique composition, or part of a star composition.
Let us consider a clique composition of components C 1 ..C k , i.e. for each C i there is a subset B i ⊂ C i such that all B i are pairwise totally adjacent and that N (C i \B i ) ⊂ B i . Suppose without loss of generality the origin r lies in C 1 . Then the strong borders are exactly B 2 , ... B k and B 2 ∪ ... ∪ B k (this latter is the border of split C 1 ). Thus each strong border corresponds to a strong split.
Let us consider a clique composition of components C 0 , C 1 ..C k , i.e. for each C i there is a subset If the origin r lies in C 0 then the borders of the strong splits are B 1 ...B k and B 1 ∪ ... ∪ B k (which is latter is the border of the center split C 0 ). Thus each strong border corresponds to a strong split.
Finally suppose that the origin r lies in one ray of the star, say C 1 without loss of generality. Then the borders of the strong splits are just B 1 ...B k . B 1 is the border of both C 1 and C 0 . The border B = B 1 ∪ ... ∪ B k is a strong border that is the border of a weak split. Clearly it lies in k ≥ 2 H-components and N h−1 (B) ∈ B h−1 .
We exhausted all cases of Cunningham and thus we characterized the strong borders corresponding to no strong splits.
Conversely, let B be a border that lies in k ≥ 2 H-components C 1 ..C k and N h−1 (B) ∈ B h−1 . According to Lemma 4 
Thus each C i is a split bottom (a strong one in fact, but it is useless here). We have a star with k + 1 rays. The rst ray is the strong split of border N h−1 (B), this is also the border of the center. The other rays are C 1 ..C k . (page 5). First, suppose that there exists two strong splits sharing the same strong border B.
The bottoms of these two splits can not overlap (else, the splits cross) nor be disjoint (since they contain B) so one is contained in the other. Say bottom S 1 is contained in bottom S 2 . We thus have S 1 = B ∪ D and S 1 = B ∪ D ∪ F , where D and F are not empty. As B ∪ D ∪ F is a split bottom of border B, N (F ) ⊂ B ∪ D. As B ∪ D is a split bottom whose border is B, each vertex outside it is either incident to no vertex of B ∪ D or to exactly all vertices of B. Call C the vertices of F adjacent with B and E the other ones.
The cut between C ∪ E and the other vertices of the graph is a complete bipartite graph between C and B. So F = C ∪ E is a split bottom whose border is C. For no proper subset C of vertices of G[h + 1] we have N h (C ) ⊇ B so C is a maximal (with respect to inclusion) border. This implies it is strong (since the family of border is partitive, the union of two overlapping borders is a border).
Conversely, let us suppose B be a strong border of G[h] and there exists exactly one maximal strong border C of B h+1 such that N h (C) = B. In G[≥ h] B is connected by C so B is included in a single H-component. Lemma 7 then tells that there exists at least one strong split whose border is B. Let D be the bottom of this strong split.
C and D can not overlap since they are bottoms of strong splits. Since B is included in D and not in D C can not contain D. So • Either C and D are disjoint. Then C ∪ D is the bottom of a strong split whose border is B.
• Or C D. Then D \ C is the bottom of a strong split whose border is B.
In both cases we have two strong splits whose border is B. Lemma 6 forbids the existence of a third one.
Remark 1 In the case of Lemma 8, we have a star. The origin r belongs to one ray of the star, B ∪D is its center, and C is the split made with all its other rays. The rst ray has bottom B ∪C ∪D.
A New Split Decomposition Algorithm
Our algorithm constructs the Cunningham tree of strong splits in a step by step bottom up approach. More precisely, it maintains a forest of rooted trees. From now on, we call internal nodes of this forest the nodes which are neither leaves, nor roots. As in Cunningham tree, the leaves of our forest are labeled with vertices of the graph (each vertex is associated to at most one leaf ), and each non-leaf node is associated to a subset of V (G) which are the labels of the descendants of this node. We say that this node represents this set.
The following invariants are maintained after processing layer h:
Invariant 1 The leaves of F h are exactly labeled by the vertices of distances greater or equal to h (vertices of G[≥ h]).
Invariant 2 Each strong split bottom of distance greater or equal to h is represented by one node of F h .
Invariant 3 Each internal node of F h represents a strong split bottom.
The algorithm constructs the forest F h from F h+1 by adding new leaves (vertices of G[h]) and new internal nodes. For h = n the initial forest is empty. The process ends for h = 0 when r is added.
Notice that r against the rest of the graph is always a strong split which bottom is represented by a node P in F 1 (Invariant 2). This node has for leaves the set V \ {r} (Invariant 1) and thus forest F 1 is in fact a unique tree and the node P is the root of this tree. By adding r as a leaf of P , P and all internal nodes represents a strong split bottom (Invariant 3), and all split bottoms are represented by a node (Invariant 2). Thus this last tree is the tree of Cunningham.
We explain below how the forest F h can be constructed from forest F h+1 and we prove that at the end of all iterations we exactly built Cunningham tree. An important remark is the following point. Assume that we want to process layer h and update the forest. Since we maintain Invariant 2, i.e. each split bottom of distance h is represented by a node of the forest, and since ones at distance h + 1 or more are already represented, we only need to care about split bottoms at distance exactly h, i.e. borders included in the layer G[h]. Thus the leaves we add are exactly H, and, as explained below, the internal nodes we add correspond exactly to the borders. We eventually add edges between the roots of F h and these nodes.
As it appears below, the roots of F h represent either connected components of G[≥ h], or split bottoms, or both. We are able to tell which case it is when building F h and let a mark when building F h+1 to retrieve it.
B h , the forest of strong borders and H-components
In the following of the paper we identify a node of forest and the vertices of G it represents (the label of leaves descending from that node).
Theorem 3 insures that
We build B h the following manner. Each tree of B h is incorporated in B h . Then, for each Hcomponent C, if at least two trees are included in C, we create a new node corresponding to this H-component with all included tree as children. Notice that this is possible thanks to Lemma 5:
borders and H-component do not overlap. There exist therefore a unique lowest node P of B h containing the neighborhood of a node of F h+1 .
Linking the nodes of F h+1 and of B h
We explain in this section how to build the forest F h from the two forests F h+1 and B h . Each forest is dened by a parent relation between nodes, undened for roots. We perform three kinds of operations for creating F h :
• Merging node A with node B means adding each child of A as a new child of B and removing A (notice that it is not commutative)
• Linking A to B sets parent(A) := B.
• Adding a parent to node A consists in creating a new node B, setting parent(B) := parent(A) and then parent(A) := B.
For a root R of F h+1 , we distinguish 4 cases. Note that for sake of simplicity we denote also by the letter R the set of vertices represented by this node. For sake of simplicity, we also denote by R the set of vertices that this node represents. 
Algorithm
For all R root of F h+1 .
• Let P be the lowest node of B h such that N h (R) ⊂ P .
• Case 1 or Case 2 : add a parent B to P .
• Case 3 or Case 4 : dene B as P .
• Case 1 or Case 4 : link R with B.
• Case 2 or Case 3 : merge R with B.
Remark 2 We add a parent if and only if conditions of Lemma 8 are met for P = N h (R) (P is then the border of the center of a star). Note that Lemma 8 also implies that there can only be one such R, and thus we add only one parent to node P .
Remark 3 In fact, as we will see below, we link R to a node (Case 1 or 4) if and only if R represents a strong split border. In the other cases, we merge R so that it does not exists any more in F h .
It is not dicult to label the nodes we create by Clique, Star or Prime in order to get a complete Cunningham tree. Notice that nodes with 3 incident vertices (in the undirected tree) are ambiguous:
they can be labeled either Star or Prime. We arbitrarily decide that they are Prime as soon as they have 3 incident edges.
Then the labeling algorithm is simply : in B h label the node of border B Clique if the node of B is Complete and B is in one H-component, Prime if the node of B is Prime, and Star in other cases. These labels are kept while merging nodes.
A special rule occurs as in Case 2 when we add a parent and then merge R with that parent, the parent label is Star. We do not consider the label of node that do not correspond to strong borders, since they are nally destroyed.
Correctness
To prove the correctness we just have to check that the three invariants remain true. The rst one is easy: the leaves of F h are clearly the ones of F h+1 plus those of B h , which are exactly H, thus Invariant 1 holds for F h . It remains to prove Invariants 2 and 3.
Proposition 4 In case 1 and 4 R is the border of some strong split. In case 2 and 3 it is not.
(page 8). In case 3 R is no border at all. Lemma 7 tells that R is the border of no split i conditions of Case 2 are not met.
Lemma 9 Invariant 2 is true
Proof Let S be a strong split bottom included in G[≥ h]. Its border B is strong, thanks to Lemma 3 and thus belongs to B l for some l ≥ h. If l > h Invariant 2 holds for F h+1 where S is represented by a node. The only nodes of F h+1 that may be destroyed are roots in Case 2 or 3. According to Proposition 4 they do no correspond to any strong split. Therefore S is represented in F h .
Let us now suppose l = h : there is a node N in the forest B h that represents its border B. We shall prove that after the update, the node N in the forest F h precisely represents S. As the adjacencies of B h (and thus of B h ) are not modied, all vertices from the border of S still descend from N .
According to Lemma 6 there may be one or two strong splits whose border is B. Lemma 8 allows us to precise in which case we are.
First assume that there is only one split. Then for no maximal strong border C of B h+1
we have that N h (C) = B, and the algorithm thus do not add a parent to P (we are in Case 4 of the table above).
Let C 1 ..C k be the connected component of G[> h]. Let us prove each C i is represented by a node: indeed C i is either the root of a tree of F h+1 , and is then added to B h to form B h , or is a descendant of a border Z (since it may not overlap a border by Lemma 5). We thus have N h (Z) = N h (C i ) by Lemma 4. Thus let R be the root of the tree containing C i . According to Theorem 3 for each component
The algorithm links or merges R with P . In the case N h (C i ) ⊂ B, P is either N or a descendant of N , and nally C i is a descendant of N . And in the second case C i does not descend from N since P does not.
Let us now assume there are two strong splits corresponding to node N . According to Lemma 8 there exists exactly one maximal strong border C of B h+1 such that N h (C) = B. Its border R is a maximal strong border not included in a H-component and thus R is the root of some tree T of F h+1 . The leaves or T are exactly C since Invariant 2 holds for F h+1 .
The strong split bottom S is either B or B ∪ C. The algorithm adds a parent to node N . The rst split (the module) is represented by the node N and the second split is represented by the new parent, who as only two children, N and C. In both cases S is represented.
Lemma 10 Invariant 3 is true (page 9). Let N be an internal node and assume it does not represent a strong split bottom. N is not an internal node of F h+1 (which respects Invariant 3) so either N is a root of F h+1 or N belong to B h (further descendant may have been added to it by some merging). Notice that if we add a parent to a node of B h this node represent the same vertices of G. We prove below that none of these cases is possible.
First suppose N to be a root of F h+1 . According to Proposition 4 N is in case 2 or 3, since we suppose that it does not represent a strong split bottom. However in both cases the algorithm merges it with a node of B h and this new node has more leaves than N had, thus N is not represented any more in F h .
Suppose now that N was a node of B h to which some descendant may have been added by linking or merging. As N is an internal node, and since we add only roots of B h to form B h , N ∈ B h is a strong border. To be precise let us call N B the leaves descending from N in B h , forming that border.
According to Lemma 7 • either there exists at least one strong split S whose border is N B , what we supposed wrong, • or N B is disconnected. Lemma 5 then shows that each of the H-components forming N B is a strong border and that N B itself is a root of F h , thus N is not an internal node, which is not possible.
In consequence there exists a strong split S whose border is N B . According to the previous lemma the descendants of N form precisely S and N then represents a strong split, a contradiction.
Theorem 5 If F h+1 fullls Invariants 1 to 5 then so does F h .
Our algorithm is correct. It remains to explain how to implement our algorithm in linear time.
The next section is devoted to the ecient computation of orthogonals in several cases.
Computing Orthogonals
For any family F, we denote F = |F| + X∈F |X| and we dene the support of F as the subset of V given by the union of its members. It is written Supp(F ).
Denition 4 Let F be a family of subsets of V . The overlap components of F are the connected components of the graph which vertices are elements of F and which edges link two overlapping elements.
As we will see in Subsection 4.2, computing the tree representing the orthogonal of a family F can be done in O( F ). In the following subsection, we rst prove that it is true in a special, more simpler case, that is used as a subroutine in the general case. In the last subsection, we prove two tools, that allow us, given some families H, to produce smaller families with the same orthogonal. 
Overlap Connected Case
The special case is the one of a family that is overlap connected, i.e. constitutes a unique overlap component. This is achieved using the following Proposition 6. It states that in that case, computing orthogonal is like computing partition renement.
Denition 5 Let F a family of subsets of V and V = Supp(F ). The rened partition associated with F is the partition of V in equivalence classes for the following equivalence relation: two elements of V are equivalent if they belong to the same elements of F.
Proposition 5 Computing the rened partition can be done in O( F ) time.
(page 10). The renement can be done by the very simple following process: let P be a set of sets on V , empty at the beginning. We consider successively each set X in F as pivot. Let C ∈ P such that C = C ∪ C , with C ⊂ X, C ⊆ X, C = ∅, and C = ∅. We only replace C by the two sets C and C" in P. Let X be the set of vertices that do not appear in any set of P. If X = ∅, we add X to P . At the end of this process, P is the partition of V we are looking for. This renement procedure can be implemented in O( F ) using a structure based on an augmented array [1] or based on an ad-hoc double linked list [11] . Proposition 6 Le F be an overlap-connected family of subsets of V . Let (P 1 , P 2 , . . . , P p ) be the rened partition associated with F. Then X is in F ⊥ if and only either it contains Supp(F ), or if it is a subset of one of the P i .
(page 10). Let X be a subset in F ⊥ . Let A = {Y ∈ F, Y ⊂ X}. Since F is overlap connected, either A = F, in which case X contains Supp(F ), or A is empty (otherwise X would overlap some element in F) which exactly means that X is a subset of one of the parts of the rened partition.
General Case
In this subsection, we describe an O( F ) algorithm to compute the partitive tree associated with the orthogonal of a given family. In this purpose, we start looking at overlap components and in order to be complete we rst synthesize known facts about this notion.
Note that by denition, two distinct supports of overlap components cannot overlap (otherwise they would not be two dierent components). Therefore, apart from the fact that it may not contain the whole set and singletons, the family of supports is a partitive family. Therefore it is represented by a partitive forest with only Prime nodes, and with inclusion-wise minimal elements as leaves instead of the singletons. It is composed by a single tree if F contains V which is the general case when manipulation partitive families. Unless explicitly stated, we consider below that we manipulate a single tree of overlap components named T O(F), in which each overlap component corresponds to a node. Although that the overlap graph of F can be of quadratic size, overlap components can be computed in O( F ) time by an algorithm originally presented in the article at the origin of our work [7] , that we already revisited, simplied, extended and implemented in [1, 18] .
Here is a straightforward but useful lemma Lemma 11 The support of an overlap component overlaps no element of the family. If a set overlaps the support of an overlap component, then it overlaps one of its members. In other words, if we denote by Ov the family of all supports of overlap components of F, then the following inclusions hold.
Ov ⊂ F
Ov is represented by a partitive forest with only prime nodes, its orthogonal is the partitive tree (this time V and the singletons are added) with only complete nodes for each support.
Therefore we can give a necessary condition: an element orthogonal to F is either the support of some overlap component, either the union of overlap components that are children of the same parent in T O(F). Now for each overlap component, we have to identify which of these unions are valid. Let O be an overlap component corresponding to an internal node of T O(F). Let X be a non trivial candidate to be in F ⊥ , that is a union of supports of some of its children nodes. The important thing is that as such a set, the only elements of F it may overlap are precisely the elements of O. Thus by considering children nodes as vertices, the problem is reduced to the special case of the previous subsection, that is the one of an overlap connected family. This says us that the good candidates are exactly the unions that are included in the same elements of O.
We are now able to dene the tree representing F ⊥ . Let O = {X 1 , . . . X k }, X i ∈ F be an overlap component of F. Let us call an atom of O an element of the partition obtained by partition renement of the X i inside Supp(O). We dene the atomic tree AtomicTree(F ) as the tree T O(F) in which we add for each internal node q corresponding to an O a new layer composed of all atoms of O. Each atom of this layer receives as children the children of the node q in T O(F) of which it contains the support. Each atom is labeled Complete while each node corresponding to an overlap component is labeled Prime.
We have just proved the following theorem.
Theorem 6 Let V be a nite set, and F ⊂ 2 V . Then F ⊥ is the partitive family represented by
AtomicT ree(F).
The AtomicTree(F ) can be computed in ve steps: 1. compute T O(F) using the algorithm explained above 2. rene each overlap component O in a series P of atoms using the partition renement algorithm used in Proposition 5.
3. create a new Complete node for each atom, plug these new nodes as new children of the node q representing O in AtomicTree(F ), and then assign each node q i child of q in T O(F) as a child of the atom of O containing it. To identify this atom, since the support of q i is included in a single atom, it suces to pick a leaf in the subtree q i and check in which atom it belongs to.
4. mark Prime each remaining unmarked node.
5. remove each node with a single child by merging it with its parent.
Since both overlap and renement are linear it is no surprise to get the same for the orthogonal and we have:
Theorem 7 AtomicTree(F ) can be calculated in O( F ) time.
Reducing the family
We nish this section by giving tools about orthogonals that will be of use in the nal proof of next section.
Lemma 12 Let V = {x 1 , x 2 , . . . , x p } be a nite set. Let A = {{x i , x i+1 }, i = 1 . . . p, and x p+1 =
As a consequence, consider a prime node of a partitive tree with children A 1 , . . . A p . As we know it is the orthogonal of its associated Complete node, i.e. the family of all possible unions of sets A i . What the lemma says is that it is also the orthogonal of the family with p elements of this type: A i ∪ A i+1 , and this family is much smaller than all possible unions, since it has norm twice the one of the A i . Schematically, this can be graphically represented as the following equality: Prime Node
A8
Theorem 8 Let F be a family of subsets of V . Given the partitive tree P T (F ⊥ ) representing F ⊥ , it is possible to construct a family H, such that F ⊥ = H ⊥ , and such that the size of H and time needed to do this calculation are proportional to the size of this tree, that is F ⊥⊥ ∩ F ⊥ . (page 12). The family H is simply the family containing the sets represented by the nodes of the tree (i.e. elements of F ∩F ⊥ ) plus, for each prime node of this tree, the circulant family described in the gure page 12).
We use this result to prove another proposition used in the next section.
Proposition 7 Let F be a family of subsets of V , and S = Supp(F ). Let us dene a new family
, it is possible to compute a family H such that H ⊥ = H ⊥ and which size is in O( F ) (page 12). The orthogonal of H clearly contains all subsets containing S. Moreover a subset X of S does not overlap neither F nor S \ F if and only if X is contained in F or disjoint from F . Therefore it means that H ⊥ is obtained by partition renement of F as in the overlap connected case of 4.1 (note that we get rid of the complements, since rening by a set or its complement leads to the same partition). Using Theorem 8, we can reduce the family H to the family H which contains only the circulant unions P i ∪ P i+1 . Its size is O( F ) and its orthogonal is equal to H ⊥ (note that adding the singletons outside of the support is unnecessary to get the good orthogonal). An important property for the time complexity of our algorithm is:
Proof This fact directly derives from that the total sum of all elements of all strong modules of a graph G is O(n + m) as proved in [14] .
Computing B h ∪ {H}.
We know from Theorem 4 that B h ∪ {H} = (M ⊥ ∪ V) ⊥ . In order to compute this intersection eciently, we intensively use orthogonals. 
Let us dene W to be the union of all W i . It is important to note that N is O(|H|+|E h |+|E h−1,h |)
we are able to compute a tree representation of B h ∪ {H} by computing in extension N ∪ W in a total time O(|H| + |E h | + |E h−1,h | + |E h,h+1 |). Computing the last global orthogonal can be done using Theorem 6 and Theorem 7 in the same time. We just proved the following theorem:
Theorem 10 The partitive tree representing borders of G[h] can be calculated in O(|H| + |E h | + |E h−1,h | + |E h,h+1 |) time.
Connected components of G[> h] and H-components
We process each layer successively from the deepest one to G[0], i.e. bottom-up in the breadth rst tree. The H-components can be computed from the (H+1)-components. Figure 5 shows dierent cases that might appear.
Let C i be the (H+1)-components of G[> h]. We rst compute the neighborhood of each C i and of each vertex of such component to compute all V j . This can be easily done in O(|E h,h+1 | + |E h+1 |).
We then identify all H-components the following way. We copy G[h] in a new graph CG and for each component C i we choose an arbitrary order on the vertices of {N (C i ) ∩ G[h]} and link them together by a chain in CG. The size of the graph is less or equal to the sum of (a) |H|+|E h | plus (b) |E h,h+1 | (since each vertex in {N (C i ) ∩ G[h]} correspond to an edge in E h,h+1 ). The H-components are the connected components of CG and can be identied in the same time.
At the end of the process, we are able to compute each family V j on G[h] and all H-component(s) in O(|E h,h+1 | + |E h | + |E h+1 |) time.
Whole Algorithm Complexity
The forest B h can easily be computed by merging B h and H-components in O(|E h,h+1 | + |E h |) using a classical bottom up marking process: the leaves of each H-component are marked and a father get marked as soon as all its children are marked. As furthermore linking and merging take O(|E h,h+1 | + |E h |) since it is not dicult to keep pointers during the computation of overlap classes to retrieve P (as dened in Section 3.2) in B h in constant time, all steps of our algorithm can be implemented in linear time and we thus proved:
Theorem 11 Let G be a simple connected undirected graph. The partitive tree representing borders can be calculated in O(n + m) time.
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