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Space–Time Autocoding
Bertrand M. Hochwald, Thomas L. Marzetta, Senior Member, IEEE, and Babak Hassibi
Abstract—Prior treatments of space–time communications in
Rayleigh flat fading generally assume that channel coding covers
either one fading interval—in which case there is a nonzero “outage
capacity”—or multiple fading intervals—in which case there is a
nonzero Shannon capacity. However, we establish conditions under
which channel codes span only one fading interval and yet are arbi-
trarily reliable. In short, space–time signals are their own channel
codes. We call this phenomenon space–time autocoding, and the ac-
companying capacity the space–time autocapacity.
Let an -transmitter-antenna, -receiver-antenna Rayleigh
flat-fading channel be characterized by an matrix of inde-
pendent propagation coefficients, distributed as zero-mean, unit-
variance complex Gaussian random variables. This propagation
matrix is unknown to the transmitter, it remains constant during
a -symbol coherence interval, and there is a fixed total transmit
power. Let the coherence interval and number of transmitter an-
tennas be related as = for some constant . A
matrix-valued signal, associated with bits of information
for some rate is transmitted during the -symbol coherence in-
terval. Then there is a positive space–time autocapacity such
that for all , the block probability of error goes to zero as
the pair ( ) such that = . The autocoding ef-
fect occurs whether or not the propagation matrix is known to the
receiver, and = log(1 + ) in either case, independently
of , where is the expected signal-to-noise ratio (SNR) at each
receiver antenna. Lower bounds on the cutoff rate derived from
random unitary space–time signals suggest that the autocoding ef-
fect manifests itself for relatively small values of and . For ex-
ample, within a single coherence interval of duration = 16, for
= 7 transmitter antennas and = 4 receiver antennas, and
an 18-dB expected SNR, a total of 80 bits (corresponding to rate
= 5) can theoretically be transmitted with a block probability
of error less than 10 9, all without any training or knowledge of
the propagation matrix.
Index Terms—Eigenvalues of random matrices, multiple-el-
ement antenna arrays, space–time coding, unitary space–time
modulation, wireless communications.
I. INTRODUCTION
THE piecewise-constant model for flat fading (also calledthe block fading model [1]–[3]) has been highly successful
in advancing the theory of the multiple-antenna wireless com-
munication link [4]–[8]. Under this model, one has an -ele-
ment transmitter antenna array, and an -element receiver an-
tenna array. The propagation between the th transmitter and
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th receiver antennas is described by a complex scalar propaga-
tion coefficient ; these coefficients are statistically indepen-
dent, zero-mean, unit-variance complex Gaussian random vari-
ables and are unknown to the transmitter. In the piecewise-con-
stant fading model, the propagation matrix remains
constant for symbol periods, after which it jumps to a new,
independent value which it holds for another symbol periods,
and so on. This mimics, in a tractable manner, the salient fea-
tures of actual fading channels. During every symbol coher-
ence interval, a single user transmits a signal matrix ,
and another user receives a signal that is multiplied by
the propagation matrix, and corrupted by additive noise in the
receiver.
The piecewise-constant fading model permits an application
of Shannon theory in a simple and natural way, since the two
random channel quantities, the propagation matrix and the re-
ceiver noise matrix, take on independent values for every coher-
ence interval. If we regard every use of the channel as the trans-
mission of a matrix over the coherence interval, the channel
is memoryless. Thus, Shannon capacity, associated with coding
over many independent -symbol coherence intervals, is ob-
tained by maximizing the mutual information between the ma-
trix-valued transmitted and received signals [5], [8]. Shannon
theory concludes that arbitrarily reliable communication is pos-
sible as the propagation coefficients evolve in time, and the ef-
fects of unfavorable fading are mitigated by favorable fading.
This paper describes a less obvious effect: that arbitrarily reli-
able communication can be achieved within a single coherence
interval if the duration of the coherence interval and the number
of transmitter antennas simultaneously increase without limit.
Let the number of receiver antennas be constant, and let the
total transmitted power be constant. Let bits of informa-
tion, for some constant rate , be encoded into a signal matrix
which is transmitted within a single -symbol coherence in-
terval. Let where is any positive constant. We show
that there is a positive space–time autocapacity such that for
all , there is a code such that the block (of length )
probability of error goes to zero as . For brevity,
we refer to simply as the autocapacity, where the name re-
flects the fact that the matrix-valued signals act as their
own channel codes.
The autocapacity turns out to be the least upper bound on a
certain Shannon capacity. Where Shannon coding relies on tem-
poral diversity, multiple-antenna space–time autocoding relies
instead on spatial diversity: the space–time autocoding effect
requires both and to grow. If either quantity is fixed it is
impossible to transmit at a positive rate during a single coher-
ence interval with arbitrary reliability. Any bad propagation co-
efficients remain bad throughout the coherence interval, but, if
and both grow, the ever-increasing number of transmitter
0018–9448/01$10.00 © 2001 IEEE
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antennas ensures that there are a compensating number of good
propagation coefficients.
Communication links where the coding interval is smaller
than the coherence time of the fading [3] have been treated in the
past with theories involving an outage capacity [2] or delay-lim-
ited capacity (see, for example, [11]).
The outage capacity [2] involves a tradeoff between the trans-
mission rate and an outage probability. The channel has an in-
stantaneous mutual information that depends on the value of the
propagation matrix. If the mutual information happens to be less
than the transmission rate, this is called an outage because the
channel cannot support this rate. Only by setting the transmis-
sion rate to zero is the outage probability also zero. In contrast,
autocoding achieves arbitrary reliability for a positive transmis-
sion rate.
The delay-limited capacity is used in [9] and [11] to describe
the largest rate that can be achieved with a coding delay that
is independent of how slowly the fading process changes. It is
generally assumed in these references that the transmitter knows
the channel or that the instantaneous mutual information has
a positive lower bound—neither condition is satisfied with our
channel model.
Section II reviews the piecewise-constant fading model as
well as earlier Shannon-theoretic results. Section III establishes
the existence of the autocoding effect and obtains an explicit
formula for autocapacity. Section IV considers the random
coding exponent for a single coherence interval, and obtains
useful lower bounds on the cutoff rate. Section V illustrates the
theory with numerical results. The mathematical machinery
required to obtain the results of Sections IV and V is developed
in the Appendixes.
II. PIECEWISE-CONSTANT FADING AND SHANNON CAPACITY
The piecewise-constant fading model constitutes a memory-
less channel for matrix-valued transmitted and received signals.
This permits a straightforward application of Shannon theory.
We consider the cases where the propagation matrix is known
and unknown to the receiver. In either case, the matrix is un-
known to the transmitter.
A. Signal Model
A communication link comprising transmitter antennas
and receiver antennas operates in Rayleigh flat fading. The
propagation is characterized by an matrix of propagation
coefficients, which are independent, zero-mean, unit-variance,
complex Gaussian . The propagation matrix remains
constant for symbol periods, after which it jumps to a new, sta-
tistically independent value which it holds for another symbol
periods, and so on.
During every -symbol coherence interval a matrix-valued
signal of dimension is fed into the array of transmitter
antennas. The average variance of the components of is con-
strained to be equal to one
(1)
The signal that is measured by the array of receive antennas is
a matrix
(2)
where is a matrix of additive receiver noise whose
components are independent . The constraint (1),
when combined with the normalization in (2), implies
that the total transmitted power remains constant as the number
of transmit antennas changes, and that represents the expected
signal-to-noise ratio (SNR) at each receiver antenna.
The channel is completely characterized by the probability
density for the received signal given the transmitted signal. This
takes one of two forms depending on whether or not the prop-
agation matrix is known to the receiver. If the matrix is known,
the appropriate probability density is
(3)
If the matrix is unknown, the appropriate probability density is
(4)
where , denotes the identity
matrix, and “ ” denotes “trace.”
B. Prior Shannon Capacity Results
Each channel use (consisting of the transmission of a matrix
and the reception of a matrix ) is independent of every other,
so data theoretically can be transmitted at any rate less than the
Shannon capacity, which is the least upper bound on the mutual
information between the transmitted and the received matrices.
1) Known to Receiver: When the propagation matrix is
known to the receiver, the mutual information is
(5)
where a base- logarithm is used. This expression is examined
in detail for in [14], [13], and for in [5]. We are
interested in the regime , and the normalization
implies that the units of mutual information are bits per
symbol-period. Throughout the paper, we use this convention
for rate and capacity as well.1
Determining capacity involves choosing to maximize
the mutual information (5), subject to a modified power con-
straint2
(6)
The principal results are as follows.
1This normalization was not used in [5], [6].
2In this constraint, which is more restrictive than (1), we implicitly do not
allow the allocated power to depend on H—which the transmitter does not
know. WhenH is unknown to the receiver, this power constraint and the power
constraint (1) yield the same capacity [5].
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Fig. 1. Wireless link comprisingM transmitter andN receiver antennas. We wish to transmit R  T bits of information reliably in a single coherence interval T ,
where R is the rate in bits per symbol.
1) The capacity is achieved when the elements of are in-
dependent .
2) The resulting perfect knowledge capacity is
(7)
3) For fixed and
(8)
Note that the perfect knowledge capacity is independent of
and is an upper bound on the capacity when is unknown.
2) Unknown: When the propagation matrix is not known,
the mutual information is
(9)
Determining capacity involves choosing the density to
maximize the mutual information (9), subject to the power
constraint (1). This problem is studied for in
[15], and for general in [5], [6]. The principal results
are as follows.
1) The capacity for is equal to the capacity for
.
2) In choosing to attain capacity, the transmitted matrix
can be constrained without penalty to have the factoriza-
tion
(10)
where and are statistically independent, is an
isotropically random unitary matrix (i.e., the
columns are orthonormal, and the joint probability den-
sity of the elements of is unchanged if is premulti-
plied by any deterministic unitary matrix), and is an
real, nonnegative, diagonal matrix.
3) For constant values of and , as (for fixed )
we may choose in the factorization (10).
4) For constant values of , , and , the capacity as
approaches the capacity obtained for known
to the receiver (see also [1]).
Computing capacity remains a difficult problem that has only
been solved for some special cases. The third property above
motivates the use of unitary space–time modulation (USTM),
having a constellation of signals of the form , where
, and [6], [7]. If is chosen randomly and
isotropically, this choice of signals achieves capacity for large
and also in some cases for large .
We note, for future reference, two properties of the Shannon
capacity
(11)
and
(12)
III. THE AUTOCODING EFFECT AND AUTOCAPACITY
In this section we use the communication link, as displayed
in Fig. 1, to pass bits of information (where is the
rate in bits per symbol) with arbitrary reliability during a single
channel coherence interval . We let and grow simulta-
neously and fix the total transmit power and number of receiver
antennas. Arbitrary reliability cannot be achieved if remains
fixed while increases because there are propagation
coefficients and they may occasionally be too small to support
a given coding scheme and rate. Likewise, if remains fixed
while increases, there are only realizations of the re-
ceiver noise so there is always a chance that bad receiver noise
will prevent successful communication. We conclude that the
autocoding effect can exist only if and simultaneously
grow large.
We adopt the following operational definition for auto-
capacity. Let , where is a rational number. The
autocapacity is the largest nonnegative number
such that for any rate there exists a sequence
of codes with this rate, associated with a sequence of pairs
, such that the block probability of error of the codes
goes to zero as .
In this section, we use a simple construction to establish the
existence of a positive-valued autocapacity, and we obtain a
lower bound on autocapacity in terms of a least upper bound on
a certain Shannon capacity. We then invoke a particular form of
the converse to the coding theorem [17] to show that our lower
bound on autocapacity is also an upper bound. Finally, we ob-
tain an explicit simple formula for autocapacity. We examine the
autocapacity in the two cases: 1) channel known at the receiver,
and 2) channel unknown at the receiver. As always, the propa-
gation matrix is unknown to the transmitter.
A. Lower Bound on Autocapacity
Let the number of receiver antennas be , but let the coher-
ence interval be , and the number of transmitter antennas be
. Consider the conventional encoding of bits over
independent -symbol coherence intervals as illustrated on
the left in Fig. 2. Then there is a coding scheme such that for
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Fig. 2. Q uses of an M -antenna channel with coherence time T (shown on
left) is equivalent to one use of a Q M -antenna channel with coherence time
Q T (shown on right).
any , the block probability of error decays
exponentially with increasing , where is the appropriate
Shannon capacity, whose value depends on whether or not is
known to the receiver.
Now suppose that exactly the same coding scheme is utilized
within a single extended coherence interval of duration
, with a total of transmit antennas, using the
block-diagonal signal structure shown on the right in Fig. 2,
where the matrix that was transmitted during the th
coherence interval is now fed to antennas
during the time interval . In the former
situation, the propagation coefficients (and additive noise) are
independent from one coherence interval to another. In the latter,
the propagation coefficients (and additive noise) are indepen-
dent from one consecutive group of transmit antennas to
another. Hence the block probability of error is exactly equal
for the two cases, so the desired exponential decay of the block
probability of error occurs within the single coherence interval
of duration with transmitter antennas. This
establishes the existence of the autocoding effect.
This same argument also provides a lower bound on auto-
capacity. The block-diagonal signal structure that is shown on
the right in Fig. 2 is not the most general possible signal struc-
ture; some nondiagonal structure could conceivably be superior.
Thus,
(13)
which, for a given , holds for all integer values of such
that . The autocapacity must be greater than, or equal
to, the maximum of the left-hand side of (13)
(14)
B. Upper Bound on Autocapacity
The possibility of the autocapacity exceeding the Shannon
capacity, as suggested by the inequality (14), is intuitively dis-
turbing. We now use an inequality that plays a role in the con-
verse to the coding theorem to show that the lower bound on
in (14) is actually also an upper bound.
Let us assume that the lower bound (14) is not tight, and we
transmit at a rate that is greater than this lower bound, but
less than the autocapacity. We, therefore, encode bits of
information onto a signal, where , and
(15)
Since the transmission rate is less than the autocapacity, the
block probability of error goes to zero as goes to infinity. We
now show that this conclusion is contradicted by an applica-
tion of the Fano inequality combined with the data processing
theorem, [17, eq. (4.3.20)], which relates the average bit proba-
bility of error to the mutual information between the transmitted
signal and the received signal . We apply this equation to the
case of independent binary message bits
that are equally likely to be zero or one, and for a single channel
use (i.e., the transmission of one signal). The result is
(16)
where is the average bit probability of error
(17)
is the entropy of the message bits, and
is the Shannon capacity of the channel
(recall that we normalize so that is equal to the
maximum mutual information between the transmitted signal
and the received signal ). We manipulate (16) to obtain
(18)
The right-hand side of (18) is positive because the rate is chosen
according to (15), and it is independent of . This implies that
the average bit probability of error is lower-bounded by a
positive constant as . But this contradicts the fact that
the block probability of error goes to zero. Consequently, the
assumed rate (15) must be impossible to attain, and
(19)
C. Explicit Formula for Autocapacity
The combination of (14) and (19) implies that
(20)
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We now proceed to evaluate this expression when is known
and unknown.
1) Known: The results cited in Section II-B1) immedi-
ately enable us to obtain a closed-form expression for the auto-
capacity (20) when the propagation matrix is known to the re-
ceiver. The Shannon capacity is independent of and increases
monotonically with , which gives
known (21)
2) Unknown: When is unknown the Shannon capacity
can be computed only for some special cases. In general, one
cannot even compute the mutual information for specific densi-
ties . It is, therefore, perhaps somewhat surprising that the
autocapacity turns out also to be given by (21).
Starting with (13), we apply the properties of the Shannon
capacity (11), (12) to obtain
(22)
Equation (22) is true for all , and, in particular
But this supremum is simply the Shannon capacity for known
to the receiver, since as grows the Shannon capacity for
unknown approaches the Shannon capacity for known (see
Section II-B2) and [5]). Using (7), we thus obtain
(23)
This formula is true for all , and, in particular, for the
supremum over all . This supremum can be evaluated by
letting grow without bound and using (8). We thus conclude
that
(24)
We see that the right-hand expression is equal to the autoca-
pacity when is known to the receiver which must be greater
than or equal to the autocapacity when is unknown. Con-
sequently, the autocapacity does not depend on the receiver’s
knowledge or ignorance of the propagation matrix, is indepen-
dent of , and it is given by the simple formula
known or unknown
(25)
IV. PROBABILITY OF ERROR AND DURATION OF COHERENCE
INTERVAL
The autocapacity formula (25) suggests the possibility of re-
liable transmission at a high bit rate, but it does not indicate
the number of transmitter antennas or duration of the coherence
interval that is needed to achieve low error probability. To ex-
amine the error probability in this regime, we reinterpret our
autocoding construction of Fig. 2 with the help of the familiar
random coding exponent and cutoff rate applied to a single co-
herence interval. We are unable to perform completely the opti-
mization that is needed to compute the random coding exponent,
so we resort to lower-bounding the cutoff rate.
A. Random Coding Exponent
Suppose that we have independent coherence intervals,
each of duration , with transmitter antennas, receiver
antennas, and an expected SNR . A total of bits
are transmitted using a signal that is randomly generated with
probability density satisfying power constraint (1), inde-
pendently across coherence intervals. The block probability of
error is upper-bounded [17], [8] as
(26)
for arbitrary , and for arbitrary , where3
(27)
For any rate that is less than the Shannon capacity
it is always possible to choose and so
that the exponent in (26) is strictly positive.
This guarantees that the block probability of error decays
exponentially fast as .
However, our interest is the autocoding regime where
and the coherence time is large. We wish to show that, as
goes to infinity in some manner, remains
positive, thus ensuring an exponential decay in of the block
probability of error. Suppose that for some and , we
have obtained a and a that yield a positive exponent,
and a bound . Now increase and by an integer factor ,
. We give the expanded
signal matrix a block-diagonal structure similar to that shown on
the right side of Fig. 2, so that at times
a signal is fed only to antennas .
We furthermore choose the signal blocks (of which there
are ) to be statistically independent and distributed as ,
suitably normalized to comply with the power constraint. As a
consequence, the expanded received signal com-
prises blocks that are statistically independent and that
have the same probability density as the original received
signal. Therefore, as , the log term in
(27) increases by the factor , so does
not change, but the exponent in (26) is times larger. Therefore,
for any rate we have a block probability
of error for the -symbol coherence interval that decays ex-
ponentially with . We see that if grow simultaneously,
the error probability can be made as small as desired.
B. Cutoff Rate
Computing the random coding exponent is even more diffi-
cult than computing capacity, and when is unknown the ca-
3This expression is for unknown H . When H is known, the received signal
also includesH , p(X; HjS) replaces p(XjS), and the integral is over both X
and H .
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pacity has been computed in only some special cases [8]. Hence,
we resort to computing the so-called cutoff rate associated
with setting in (26), which for and unknown
gives the error bound
(28)
where and are independent and identically distributed ac-
cording to any that satisfies (1). (An analogous expression
is easily obtained when is known.) The cutoff rate is defined
as [16]
(29)
where we have made the dependence of the cutoff rate on
, , and explicit. We are interested in the behavior of
in the regime where and are fixed and
grows arbitrarily large. In general, we are unable to perform
the optimization with respect to , so we instead find lower
bounds on the cutoff rate by using an assumed density for .
The upper bound (28) has a simple interpretation in terms of
a Chernoff bound combined with a union bound. In particular
the quantity
is the so-called Bhattacharyya distance between the two condi-
tional densities, and the Chernoff bound (with the “tilting” pa-
rameter set equal to ) on the probability of error for deciding
between the two signals is [18]
versus (30)
The expectation of the above bound with respect to and
gives the pairwise probability of error between any two mem-
bers of the randomly chosen constellation, which when multi-
plied by the number of signals in the constellation yields
the bound (28) (apart from an extra factor of that carries
over from (30)).4
4This simple derivation of the formula (28) does not permit us to conclude
that the probability of error decays exponentially with increasing T , for which
the more elaborate machinery of the random coding exponent is needed. Later, it
will be expedient to replace the Bhattacharyya bound (30) by the exact pairwise
probability of error.
C. Cutoff Rate Lower Bounds: Known
When is known to the receiver, we use the conditional
density (3) and a modified form of (29) to obtain
Substituting a specific into the right-hand side of this ex-
pression yields a lower bound on the cutoff rate
(31)
We now examine the lower bounds obtained with Gaussian and
unitary space–time signals.
1) Gaussian Signals: When the elements of and are
independent then , where the el-
ements of are independent . The cutoff rate bound
(31) becomes
(32)
This expression can be rewritten as a function of the eigenvalues
of the matrix, . When , the matrix has,
with probability one, positive eigenvalues that we denote by
. Equation (32) becomes
(33)
Likewise, when , the matrix has (with probability
one) positive eigenvalues , so that (32)
becomes
(34)
(To avoid unnecessary clutter, we omit the cumbersome phrase
“with probability one” in the remainder of the eigenvalue dis-
cussions in this paper.)
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The asymptotic values of the above cutoff rates are computed
in Appendix A where it is shown that
(35)
where the function is defined in (A57) as
(36)
and
and
2) Unitary Space–Time Signals: For unitary space–time sig-
nals, , where the are independent and isotropi-
cally random unitary (see Section II-B2))
(37)
The product of two independent isotropically random
unitary matrices can be further simplified as follows:
(38)
where is any matrix such that
(39)
and
(40)
The matrices and together form a unitary matrix.
Conditioned on , the matrix is a rotated version of
the isotropically random . Using the fact that the probability
density of an isotropically random unitary matrix is unchanged
when this matrix is multiplied by a deterministic unitary matrix,
we conclude that is isotropically random and statistically in-
dependent of . Combining this with (31) gives
(41)
where comprises the first rows of the isotropically
random unitary matrix
(42)
Let the eigenvalues of the matrix be
denoted by , where the are real-valued with
. We may write (41) as
(43)
The asymptotic value of the above expression is computed in
Appendix A as
(44)
D. Cutoff Rate Lower Bounds— Unknown
When is unknown, we substitute the conditional density
(4) into (29) to obtain
(45)
where
(46)
It follows that
(47)
1) Gaussian Signals: When the elements of and are
independent , no simplification of (45) is easily found.
However, we can still express the cutoff rate bound in terms of
various eigenvalues.
• : In this case, the matrices , , and
have positive eigenvalues ,
, respectively, so that
(48)
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• : Here , , still have positive
eigenvalues, whereas , has positive
eigenvalues, so that
(49)
• : Here , , has positive
eigenvalues, whereas still has positive
eigenvalues. Thus,
(50)
Appendix A obtains the asymptotic values of the above ex-
pressions
(51)
where is given in (36).
2) Unitary Space–Time Signals: For unitary space–time sig-
nals, we have , and
(52)
Equation (47) becomes
(53)
where has the distribution given in (42). Let the
eigenvalues of the matrix be denoted by
, where the are real-valued with .
The combination of (45) with (52) and (53) yields
(54)
The asymptotic cutoff rate is found in Appendix A to be
(55)
where
and
V. COMPUTATIONS OF CUTOFF RATES AND ERROR
PROBABILITIES
This section presents numerical evidence that the autocoding
effect manifests itself for relatively small values of and .
A. Convergence of Bounds to Their Asymptotic Values
In Section IV, we present analytical formulas for the asymp-
totic cutoff rate bounds. These bounds can be
conveniently computed for finite through Monte Carlo
integration of (31) and (45) for Gaussian and USTM (isotrop-
ically) distributed . (These can also be computed in closed-
form; see Appendix B.) The rate of convergence of these bounds
to their asymptotic values is of practical interest. Fig. 3 shows
the cutoff rate bounds as functions of (solid curves), for
, 18 dB, and , for the four cases ( USTM
or Gaussian, unknown or known). The dashed lines indicate
their limiting values as , given by (35), (44), (51), and
(55). Even for small values of the bounds are close to
their asymptotic values.
B. Asymptotic Cutoff Rate Bounds Versus
Fig. 4 shows the asymptotic cutoff rate bounds versus , for
18 dB and for the four cases. Of necessity, the
USTM signals require that .
There are a number of features of interest. The cutoff rate
bounds can be a significant fraction of the autocapacity. The
bound for USTM and unknown is zero for be-
cause all USTM signals are indistinguishable when
is unknown [6]. The bounds for known are greater than the
corresponding bounds for unknown; however, for large
(where a small fraction of the coherence interval could be used
for training [5]) this difference vanishes. For the cases where
is unknown, the bounds peak in the neighborhood of .
The USTM signals yield larger bounds than the Gaussian
signals near . The region where is known and
is probably impractical because at least training symbols are
generally needed ( or ), even for large , to esti-
mate the propagation coefficients [19].
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Fig. 3. Cutoff rate bounds (bits per symbol) obtained by Monte Carlo integration, as a function ofM for  = 18 dB,  = 2, and N = 1. The dashed lines are
the asymptotic cutoff rate bounds (M ! 1).
Fig. 4. Asymptotic cutoff rate bounds (bits per symbol) versus , for  = 18 dB, andN = 1. The solid curves are S USTM; the dashed curves are S Gaussian;
the dotted line is the autocapacity.
2770 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 47, NO. 7, NOVEMBER 2001
Fig. 5. Cutoff rate bound versus the number of receiver antennas forM = 1; 2; 4, where H is unknown and the signals are unitary space–time. The SNR is
18 dB and  = 2. The dashed line is the asymptotic M ! 1 cutoff rate bound.
Similar plots for other SNRs (not shown) indicate the same
qualitative behavior. As the SNR increases, the bounds on ,
when is unknown, peak more sharply near (or
), which emerges as a desirable operating point.
C. Dependence on Number of Receiver Antennas
The formulas for the asymptotic cutoff rate bound (35), (44),
(51), (55) have a linear dependence on the number of receiver
antennas . However, for finite , other considerations sug-
gest that this linear relation cannot hold for arbitrary values of
. In fact, when , the asymptotic Shannon capacity (7)
for known to the receiver is [14]
with only logarithmic dependence on .
Fig. 5 illustrates the behavior of the cutoff rate bound as a
function of when is unknown and the signals are USTM.
We generated the curves by evaluating (54) in closed form,
rather than through Monte Carlo integration, with SNR 18 dB
and . See Appendix B for details. The dashed line is
the asymptotic cutoff rate bound. We see that for
, the cutoff rate bounds increase approximately linearly
with , but for , the increase is only logarithmic; the
excess number of receiver antennas serves only to increase the
effective received SNR.
D. Transmission Rate Versus Probability of Error for
Unknown and Unitary Space–Time Signals
The formula (28) can translate the cutoff rate bound into an
upper bound on the block probability of error as a function of
the transmission rate. We obtain tighter bounds by combining
the union bound with the exact pairwise probability of error as
follows:
versus (56)
where the pairwise probability of error is (see Appendix B)
versus
(57)
where are the eigenvalues of (42). This ex-
pression accounts for all sources of randomness: the choice of
the signals that comprise the random codebook, the propaga-
tion matrix , and the receiver noise matrix . We take the
expectation with respect to the eigenvalues analytically (see Ap-
pendix B) to obtain the pairwise probability of error as a func-
tion of and as shown in Fig. 6. There are receiver
antennas and the SNR is 18 dB.
The resulting upper bounds on the block probability of error
as a function of the transmission rate are shown in Fig. 7,
utilizing the number of transmitter antennas for each value of
that minimizes the pairwise probability of error, which is
approximately equal to . It is worth noting that, in this
regime the receiver cannot obtain a very good estimate for the
propagation matrix. As we can see from the figure, one can
transmit information during a single short coherence interval
at rates that are an appreciable fraction of autocapacity with
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Fig. 6. Pairwise probability of error for random unitary space–time signals withH unknown for N = 4 receiver antennas and  = 18 dB.
Fig. 7. Upper bound on block probability of error versus transmission rate (bits/symbol) for random constellation of Unitary Space-Time signals, for N = 4,
 = 18 dB, and (T; M) = (2; 1); (4; 2); (8; 3); (16; 7). Autocapacity is equal to 24.01 bits/symbol. The propagation matrix is unknown.
extremely high reliability. For example, within the coherence
interval , for transmitter antennas a total of
80 bits (corresponding to rate ) can be transmitted
with a block probability of error less than . Space–time
autocoding is thus a very real effect that manifests itself even
for small values of and .
VI. CONCLUSION
In the past, it was believed that arbitrarily reliable transmission
atpositive rates infadingchannelscouldonlybeachieved through
redundant signaling over many independent coherence intervals.
We have described an effect, called space–time autocoding,
where arbitrary reliability can be obtained within a single co-
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herence interval. In space–time autocoding, spatial diversity
replaces temporal diversity while simultaneously yielding the
high throughput promised by multiple antennas. The resulting
autocapacity does not depend on whether or not the propagation
coefficients are known.
Unitary space–time signals are promising candidates for au-
tocoding, and for typical SNRs the number of transmitter an-
tennas should be about half of the symbol duration of the co-
herence interval. For reasonably short coherence intervals, rates
of up to 25% of autocapacity are sustained with extremely low
probabilities of error.
Space–time autocoding eliminates the complexity of mul-
tiple-antenna channel coding over several coherence intervals,
but it still leaves us with the problem of how to create and de-
code the large constellations that are typically needed to realize
the autocoding effect at high data rates.
APPENDIX A
ASYMPTOTICS AND EIGENVALUE DISTRIBUTIONS
In Section IV, we obtain lower bounds on the cutoff rate (see
(33), (34), (43), (48)–(50), and (54)) as expectations over the
eigenvalues of Gaussian and isotropically distributed unitary
random matrices. Computing these expectations requires multi-
dimensional integrations involving the joint distribution of these
eigenvalues. Although we do such a multidimensional integra-
tion for USTM signals when is unknown in Appendix B, the
resulting expressions generally are complicated and offer little
insight.
Of considerable interest is the behavior of the cutoff rate when
and are fixed and (and simultaneously ) grows arbi-
trarily large, because this is the regime in which the autocoding
effect takes place. In this regime it so happens that the cutoff rate
bounds involve integrations over the asymptotic marginal distri-
bution of a single eigenvalue, rather than over the joint distribu-
tion of all the eigenvalues, and are therefore relatively simple to
compute. Moreover, as we show, the asymptotic marginal eigen-
value distributions can be found in simple closed forms.
A. Asymptotic Cutoff Rates
We derive the asymptotic cutoff rate bounds for and
fixed, and . Because the derivations are rather intricate,
we begin by outlining the argument for the known channel and
Gaussian signals (Section IV-C1)). The remaining three cases
(Sections IV-C2)–IV-D2)) follow similar lines of reasoning.
1) Known and Gaussian Signals: Define
where denotes any of the eigenvalues. Using (33) for
, we can write
As (equivalently, as because is fixed), by
the law of large numbers, converges to its mean value .
(Even though the are not independent, it can be verified
that they satisfy an appropriate mixing condition so that the law
of large number holds.) Moreover, if the convergence of to
is “fast” enough, i.e., if the moments vanish
fast enough, then it can be shown that
(A1)
For example, by expanding in terms of its mo-
ments, it can be seen that a sufficient condition for this to hold
is that , for some . Although
we do not explicitly compute the moments for the eigenvalue
distribution here, we believe (A1) to be true. This contention
is supported by the Monte Carlo integrations presented in Sec-
tion V-A, as well as by the closed-form expressions for the
cutoff rate bounds that can be evaluated for finite using
the method of Appendix B.
We thus have the following results.
• :
(A2)
where is an arbitrary eigenvalue of the random
matrix , as .
• :
(A3)
where is an arbitrary eigenvalue of the random
matrix , as .
Note that (A2) and (A3) essentially show that to compute
the asymptotic cutoff rate we may interchange the order of the
and in the formulas (33) and (34). A similar argument
leads to the same conclusion for the remaining three cutoff rate
expressions.
2) Known—Unitary Space–Time Signals:
(A4)
where is an arbitrary eigenvalue of the random matrix
(with as in Section IV-C-2), as .
3) Unknown—Gaussian Signals:
• :
(A5)
where and are arbitrary eigenvalues of the
and random matrices, and ,
as , respectively.
• :
(A6)
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where and are arbitrary eigenvalues of the
and random matrices, and , as
, respectively.
• :
(A7)
where and are arbitrary eigenvalues of the
random matrices, and , as ,
respectively.
4) Unknown—Unitary Space–Time Signals:
(A8)
where is an arbitrary eigenvalue of the random matrix
(with as in Section IV-D2)), as .
B. Asymptotic Eigenvalue Distributions
In this subsection, we shall obtain the asymptotic marginal
eigenvalue distributions necessary to compute the cutoff rate
bounds given in (A2)–(A8). The asymptotic marginal distribu-
tions for the Gaussian signals are well known and can be found,
for example, in [20]–[22]. The marginal eigenvalue distributions
that we obtain for the unitary space–time signals appear to be
new, and so we outline their derivation in some detail. We use
the following procedure, which can also be used to obtain the
asymptotic marginal distribution for a wide class of random ma-
trices (including those arising from the Gaussian signals).
1) Obtain the joint probability distribution of the elements
of the matrix of interest.
2) Obtain the joint probability distribution of the eigenvalues
by “integrating out” the eigenvectors. This can be readily
done when the distribution of the elements is invariant to
unitary similarity transformations.
3) Obtain the marginal distribution of a single eigenvalue
from the joint distribution using a technique of Wigner
[23]. This applies to a special class of eigenvalue distribu-
tions, and the resulting marginal distribution is expressed
as a Christoffel–Darboux sum of orthogonal polynomials.
4) Obtain the asymptotic marginal distribution by studying
the asymptotics of the Christoffel–Darboux sum using
a saddle-point integration. (This approach is used for
Wishart matrices in [22].)
C. The Distribution for
We begin by considering the asymptotic marginal eigenvalue
distribution required to compute the cutoff rate bound when
is unknown for unitary space–time signals. (This is perhaps the
most interesting of the four cases.)
Recall from (38) and (53) that in this case the random matrix
of interest is
where is a ( ) isotropically distributed random
unitary matrix. By this we mean that
a) .
b) , for any square unitary matrices
and .
1) Relation to Ratio of Wishart Matrices: The following
lemma provides a simple characterization of isotropically
distributed random unitary matrices.
Lemma 1 (Isotropically Distributed Random Matrices): Let
and be and random matrices with
independent entries. Then the matrix
(A9)
is a isotropically distributed random unitary matrix,
where
Proof: We can readily confirm that . Moreover,
the invariance of the distribution of to pre- and post-multipli-
cation by unitary matrices follows because for any unitary ma-
trix
is a matrix of independent entries
and, for any unitary , is still a square
root of .
We also note that since the distribution function of a
isotropically distributed random unitary matrix is unique, the
above lemma gives a complete characterization of such ma-
trices. Moreover, we observe that our matrix of interest is given
by
(A10)
This leads us to the following result.
Lemma 2 (Ratio of Wishart Matrices): Let . Then is
an eigenvalue of if and only if is an eigenvalue
of .
Proof: For any two nonsingular square matrices and ,
and have identical eigenvalues. Since is
and nonsingular (with probability one), we conclude that
and have the same eigenvalues. Now
let be one such eigenvalue with corresponding eigenvector .
Then
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where in the last step we use the fact that is invertible
because (recall that ).
This lemma tells us that when the eigenvalue distri-
bution for can be found from the eigenvalue distribution
of the ratio of two independent Wishart matrices, and
. For , we have the following result.
Lemma 3: Let . Then has unit
eigenvalues. The remaining eigenvalues have the same
distribution as the eigenvalues of a matrix
, with replaced by .
Proof: Let us augment the matrix in (A9) with
additional columns to obtain the isotropically distributed
unitary matrix
Since , we have . Moreover,
since is , the matrix has rank
. Thus, has eigenvalues at
unity. This establishes our first claim.
To establish our second claim, we note that is unitary and
hence
and
Post-multiplying the first equation by , and using the second
equation to replace by , we obtain
(A11)
The above equation shows that is an invariant subspace of
both and . This implies that every eigenvalue of
must be an eigenvalue of . Indeed, let
, where is and unitary, and
is and diagonal. Then
Since has independent columns, we conclude that
every eigenvalue of must be an eigenvalue of .
Finally, since has no eigenvalues at unity, we conclude
that all the nonunit eigenvalues of are distributed as the
eigenvalues of the matrix , or, equiv-
alently, , which has an effective of
The above lemma shows how to obtain the eigenvalue distri-
bution for from the eigenvalue distribution for .
Thus, in what follows, we assume that .
2) The Distribution of the Elements of :
The elements of the matrix , where
and are and matrices of independent
entries is given by the so-called multivariate -dis-
tribution
(A12)
where is the complex multivariate gamma function
(A13)
The multivariate distribution was first obtained by Constan-
tine [24], and can also be found in [25], [26]. The distribution
can be derived by considering the joint distribution of the inde-
pendent Wishart matrices and
showing that the Jacobian in going from to
is given by , and finally evaluating the
integral
3) The Distribution of the Eigenvalues of :
Note that the multivariate -distribution (A12) depends only on
the eigenvalues of . This simplifies considerably the transition
from the distribution of the elements of to the distribution of
its eigenvalues.
Consider the eigenvalue decomposition
(A14)
with unitary and . The above eigen-
value decomposition can be regarded as a change of variables
from to . The Jacobian corresponding to this change
of variables, assuming the are unordered, is given by (see,
e.g., [26], [27])
(A15)
This Jacobian depends only on the eigenvalues of . Using
(A12) and (A15) we may write
Since the above distribution is independent of , integrating
over is straightforward and we need only scale by the volume
contribution
(A16)
Thus,
(A17)
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4) The Distribution of the Eigenvalues of : In view of
Lemma 2, the eigenvalues of are related to those of via
The Jacobian corresponding to this transformation is given by
Thus,
which upon simplification yields
(A18)
5) The Marginal Eigenvalue Distribution: To obtain the
marginal distribution, we need to integrate out the variables
. An effective way to do this for any distribution
of the form
(A19)
was introduced by Wigner [23].5
Lemma 4 (Wigner [23]): Let the random variables
be distributed according to (A19). Then the marginal distri-
bution for an arbitrary is given by
(A20)
where the are polynomials orthonormal with respect
to the weighting function .
Outline of Proof:
• Regard as the determinant of a Vander-
monde matrix
.
.
.
.
.
.
.
.
.
(A21)
5Wigner introduced this method in his study of the so-called Gaussian uni-
tary ensemble, A = (G + G ), where G is a square matrix of independent
CN (0; 1) elements, and for which f() = e . Of course, his method readily
generalizes to any weighting function f().
• Apply row operations to the Vandermonde matrix, to ex-
press it in terms of , polynomials orthonormal
with respect to the weighting function . Thus,
.
.
.
.
.
.
.
.
.
with lower triangular.
• Expand the squared Vandermonde determinant in terms
of the , and note that upon integrating over
all the cross-terms integrate to zero, thus
yielding the desired result.
The sum in (A20) has a Christoffel–Darboux form and can be
further simplified as
(A22)
where is the coefficient of in (see, e.g., [28]).
In our case, since
otherwise
(A23)
the are (shifted and scaled) Jacobi polynomials. In fact,
(A22) can be written as
(A24)
where is the th-order Jacobi polynomial, orthog-
onal over , with respect to the weighting function
, .
6) The Asymptotic Marginal Distribution: Computing the
asymptotic behavior, as , of the density (A24) appears
to be a formidable task, since both the order (the subscript), and
the kind (the superscript), of the Jacobi polynomials are growing
with .
Computing the asymptotic marginal density of the eigen-
values of a Wishart matrix by studying the limiting behavior of
a Christoffel–Darboux sum is done by Mazo in [22]. We mimic
his approach, essentially replacing the associated Laguerre
polynomials that arise in the context of Wishart matrices, with
the Jacobi polynomials that arise here.
The main idea is to use the contour integral representation of
the Jacobi polynomials
(A25)
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and then to evaluate the resulting integrals in (A24) using the
saddle-point method.
Differentiation of with respect to its argu-
ment in the above contour integral yields
Defining
(A26)
we may write (A24) as
(A27)
To obtain the limit of the above expression as we
need to compute the asymptotic value of the integrals
as given by (A26). We may note that these integrals may be
rewritten as
(A28)
where
(A29)
The standard saddle-point evaluation yields, for large
(A30)
where the represent the saddle points of , i.e., the roots
of . In our case
Upon simplification, the equation reduces to the
quadratic equation
so the saddle points are
(A31)
where
(A32)
For or , the two saddle points and are
real. In this case, evaluating the saddle-point formula (A30) and
substituting it into (A27) shows that
or (A33)
On the other hand, when , the two saddle points
and are complex. In this case, evaluating the saddle-point
formula (A30) and substituting it into (A27) shows that
(A34)
We can formalize our result in the following theorem.
Theorem 1: Let be a isotropically dis-
tributed unitary random matrix. Then the asymptotic marginal
distribution of any eigenvalue of
as , with fixed, is given by
i) when :
otherwise
(A35)
ii) and when :
otherwise.
(A36)
Proof: The proof of part i) follows from the arguments
leading to the statement of the theorem. To prove part ii), we use
Lemma 3 which relates the eigenvalue distribution for to
the eigenvalue distribution for . For , the
proportion of the eigenvalues are unit, whereas
the remaining proportion of the eigenvalues
are distributed with . Thus,
Replacing by yields (A36).
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Fig. 8. The asymptotic and empirical densities of  forM = 16 and various values of .
Plots of the above asymptotic density, along with the empir-
ical marginal density for , and various values of are
given in Fig. 8. As can be seen, we obtain a close match be-
tween the empirical and asymptotic distributions even for this
moderate value of .
7) A Trigonometric Interpretation: The density of Theorem
1, part i), has an interesting interpretation. Let
(A37)
then
(A38)
In particular, when , we have
(A39)
which is uniform over . This trigonometric representation of
the density is useful for explicitly computing of the cutoff rate
bounds.
D. The Distribution for
To compute the cutoff rate bounds (A2), (A3), and (A5)–(A7),
corresponding to Gaussian signals, we require the asymptotic
marginal eigenvalue distribution of the matrix , where
is an matrix of independent elements,
as , with fixed. This asymptotic marginal
distribution is well known (see, e.g., [21], [22]) and can, for
example, be computed using the method presented above for
the matrix . The result is given in the next theorem.
Theorem 2: Let be an matrix of indepen-
dent elements. Then the asymptotic marginal distri-
bution of any eigenvalue of , as , with
fixed, is given by
otherwise
(A40)
1) A Trigonometric Interpretation: The density of Theorem
2 has a trigonometric representation. Let
(A41)
then
(A42)
E. The Distribution for
An argument similar to the one used to obtain the asymptotic
marginal eigenvalue distribution for the matrix can be used
to obtain the following result.
Theorem 3: Let be a ( ) isotropically dis-
tributed unitary random matrix. Then the asymptotic marginal
distribution of any eigenvalue of
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where , as , with fixed, is
given by
otherwise.
(A43)
1) A Trigonometric Interpretation: Let
(A44)
Then
(A45)
In particular, when then
(A46)
which is uniform over .
F. Briefly on Stieltjes Transforms
The simplicity of the formulas for the asymptotic marginal
eigenvalue densities suggests that there may be a more direct
way of obtaining them. In the case of Wishart matrices that arise
for Gaussian signals (see Appendix A-D, it is well known that
the Stieltjes transform provides such a way. In what follows, we
briefly describe this method and how it can be used to obtain
the asymptotic marginal eigenvalue distribution for , which
appears to be new. At this time, however, we do not know how to
use the Stieltjes transform method to obtain the corresponding
distribution for .
The Stieltjes transform of a probability density function
is the function
(A47)
defined for all nonreal . Conversely, can be recovered from
its Stieltjes transform via the inverse transform formula
(A48)
Theorem 4 (Stieltjes Transform): Consider the matrix
, where is an matrix of independent,
zero-mean, unit variance random variables, and is an
random diagonal matrix whose diagonal entries have the same
marginal distribution but are otherwise arbitrary. Then the
Stieltjes transform of the asymptotic marginal distribution of
any eigenvalue of , as , satisfies
(A49)
where the expectation is over , an arbitrary diagonal entry of .
The above result is given in [21] and can be considered a
strengthening of an earlier result of Marcenko and Pastur [20]
that assumed that the diagonal entries of are independent.
When , for example, Theorem 4 implies that the
Stieltjes transform of the asymptotic marginal eigenvalue dis-
tribution for the Wishart matrix satisfies
The above equation can be used to solve for , and then
(A48) can be employed to obtain the distribution of Theorem 2,
for . We now show how Theorem 4 can be used to compute
the asymptotic marginal eigenvalue distribution for .
Recall from Lemma 2 that the eigenvalues of are related
to the eigenvalues of
(A50)
where is an unitary matrix, and is an diag-
onal matrix representing the eigenvalues of the Wishart matrix
. Defining , we see that the eigenvalues of
the matrix in (A50) are the same as those of
Since the elements of are independent , we can ap-
peal to Theorem 4 to write
(A51)
where is an arbitrary eigenvalue of .
Using the distribution (A41), (A42) for (with
), we can write the equation shown at the bottom of
the page. This integral has the closed-form solution
Inserting this last expression into (A51) yields
which simplifies to
(A52)
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The solution to this quadratic equation is
(A53)
To compute the inverse Stieltjes transform using (A48) we need
to find the imaginary part of . Clearly, will
have an imaginary part if and only if
in which case
(A54)
Otherwise, . Now, in view of Lemma 2, we know that
. Using this change of variable, and noting that
, we obtain the desired distribution (A35) for .
G. Closed-Form Expressions for the Cutoff Rate Bounds
Having computed the asymptotic marginal distributions, we
are in a position to give explicit expressions for the cutoff rate
bounds. These require the evaluation of certain definite inte-
grals, as explained below.
1) Gaussian Signals; Both Known and Unknown: In-
specting (A2), (A3), and (A5)–(A7) and using the distribution of
Theorem 2, shows that we need to compute the definite integral
(A55)
(A56)
where, in the second step, we used the trigonometric represen-
tations (A41), (A42). This integral has the closed-form solution
(see, e.g., [29])
(A57)
where
and
2) Known—Unitary Space–Time Signals: In this case,
(A4), Theorem 3, and (A44), (A45) show that we need to
evaluate
(A58)
3) Unknown—Unitary Space–Time Signals: In this case,
(A8), Theorem 1, and (A37), (A38) show that we need to eval-
uate
(A59)
where we have defined and , and where
we have used the integral tables in [29].
APPENDIX B
PAIRWISE FOR UNKNOWN AND UNITARY SPACE–TIME
SIGNALS
We are interested in computing (56)
versus
The conditional pairwise probability of error for two unitary
space–time signals (averaging over and ) is [6]
versus
(B1)
where we have made the coordinate transformation
. When the two signals are independent unitary space–
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time, the joint probability density for the eigenvalues
is given by (A18).
An effective way to compute the expectation over the eigen-
values in the integrand of (B1) is given by the following lemma.
Lemma 5 (A Special Expectation): Let the random variables
be distributed according to
Then, for any positive function , we have
(B2)
where is an Hankel matrix whose entry is given
by
(B3)
Outline of Proof: We employ a technique similar to the
one presented in Lemma 4. We thus regard as
the determinant of the Vandermonde matrix and apply row
operations to express it in terms of , polynomials or-
thonormal with respect to the weighting function
.
.
.
.
.
.
.
.
.
with lower triangular and real. Expanding the squared Van-
dermonde determinant in terms of the , and noting that
upon integration over all the cross-terms with non-
identical indices integrate to zero, we obtain
(B4)
(The coefficient comes from the facts that, by the orthonor-
mality of the , the cross-terms with identical indexes
integrate to unity, and that there are such terms.) To com-
pute , let us define
.
.
.
and
.
.
.
and note that . Thus,
where in the last step we used , since
the are orthonormal. We thus conclude that
, which along with (B4) yields the desired result.
We see that the expectation in the integrand of (B1) can be
computed using Lemma 5 and taking
and
To complete the computation, we integrate over numerically.
The Chernoff bound, required for the cutoff rate bound, is ob-
tained by upper-bounding the integrand by its value at .
We can also use Lemma 5 to compute the cutoff rate and
probability of error bounds in the Gaussian case by replacing the
above and with those given by the Wishart distribution.
We do not pursue this approach, however.
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