This paper describes an image segmentation technique in which an arbitrarily shaped contour was deformed stochastically until it tted around an object of interest. The evolution of the contour was controlled by a simulated annealing process which caused the contour to settle into the global minimum of an image-derived "energy" function. The non-parametric energy function was derived from the statistical properties of previously-segmented images, thereby incorporating prior experience. Since the method was based on a state space search for the contour with the best global properties, it was stable in the presence of image errors which confound segmentation techniques based on local criteria such as connectivity. However, unlike "snakes" and other active contour approaches, the new method could handle arbitrarily irregular contours in which each inter-pixel crack represented an independent degree of freedom. The method was illustrated by using it to nd the brain surface in magnetic resonance head images, to identify the epicardial surface in magnetic resonance cardiac images, and to track blood vessels in angiograms.
Introduction
Image segmentation is an essential component of many image processing, computer graphic, and computer vision techniques. Since manual methods are usually impractical, many investigators have attempted to develop automated segmentation techniques. Most of these schemes start with a pixel classi cation step, followed by aggregation of similar pixels into regions (region growing). Pixels can be classi ed by examining a variety of local signal characteristics; for example, intensity thresholding and multispectral analysis 1], 2, 3 are commonly used for that purpose. These methods can be used to assign pixels to discrete classes or to estimate a pixel's probability of belonging to each class. Usually, a number of pixels will be misclassi ed due to noise, systematic errors in signal strength due to imaging system imperfections, partial volume averaging, and intrinsic overlap of signal characteristics of two materials. Next, pixels belonging to the same class are aggregated into regions by means of a connectivity criterion (adjacency through edges or corners)4. Because of its local nature, this method of region formation is quite sensitive to errors in the pixel classi cation process. For example, if a single pixel is erroneously assigned to a region, it can cause region growth to "leak" across a gap into a neighboring region with similar characteristics. Similarly, a spurious gap between region pixels, created by the erroneous assignment of a few pixels to another class, may cause the aggregation process to miss large parts of a structure. Thus, mistakes made at the pixel classi cation stage may be ampli ed during region formation. A user must frequently intervene to correct these errors, thereby defeating the attempt to automate the process. Some of the problems of region growing can be ameliorated by using more sophisticated local techniques. For example, some "leaks" can be eliminated by applying binary morphologic operations5, 6, 7, 8, e ectively making the connectivity criterion somewhat "fuzzy." However, this local improvement is accomplished at the expense of introducing irreversible errors elsewhere in the boundary. In general, it can be argued that any pixel aggregation method based on purely local criteria is likely to be sensitive to misclassi cation errors. State space search methods9 provide an alternative approach to region formation. Instead of assigning a probablility of validity to each pixel and then aggregating similar pixels by means of a purely local criterion (connectivity), each region is assigned a probability in an attempt to nd the best global description of the structure of interest. Such methods are less likely to be a ected by local errors and are more inuenced by "gestalt" principles. Furthermore, a typical state space search considers Introduction a larger variety of possible region boundaries than does region growing, which only examines isocontours of intensity. On the other hand, state space techniques must deal with the huge size of the search space, which re ects the large number of possible regions to be evaluated. This leads to high computational complexity and/or need for user feedback. For example, Geman10,11 attempted to segment images by a "region optimization" technique in which all possible combinations of pixels were considered to be candidate regions. However, this method was not computationally practical due to the huge combinatorial growth in the number of candidate regions, re ecting the "curse of dimensionality". Kass12,13,14 reduced the complexity of the state space approach by representing regions by 1-D boundaries ("snakes") instead of 2-D collections of pixels. This made it computationally practical to conduct a search for the optimal region. Each contour con guration was assigned an energy thought to be small when the contour was near the object to be identi ed. The energy had extrinsic components derived from underlying image characteristics (e.g. edge strength) as well as intrinsic components (e.g. elasticity) which imposed regularity on the curve shape. The dynamical evolution of a snake was deterministic; given an initial state, equations of motion were solved to nd its nal state. Such a system behaves like an elastic rope which has been placed over an image-derived landscape and is allowed to slide downhill and/or stretch into a mechanically stable con guration. Unfortunately, the original snake paradigm may not lend itself to automatic image segmentation. First of all, because the evolution of a snake depends on its initial state, it tends to settle into a local minimum near its initial location in state space; for example, a small ridge may stop it from rolling all the way down into a deep valley. Repeated user interaction may be required to examine its "resting" position and to re-initialize its evolution if this con guration is unsatisfactory. The method also su ers from the computational complexity of snake dynamics. In order to nd the optimal contour, one needs to solve the snake's equations of motion. This can be accomplished with nite element methods which convert the partial di erential equations into a time-evolving set of linear equations. The resulting matrices are large, and many computational steps may be required to achieve convergence (in a general case, O(n2) steps of O(n) each). In order to control this complexity, one can limit the number of degrees of freedom in the contour and/or reduce the complexity of the energy. The rst strategy limits the possible irregularity of the contour and thus the accuracy and validity of the solution, whereas the second approach imposes restrictions on the sophistication of segmentation criteria. Many of these concerns are addressed by the segmentation technique described in this paper15,16,17, which is based on a stochastic search of the state space of a deformable contour. The contour Method bounding each possible con guration of the desired region is assigned an energy which depends on the intensities of nearby pixels and, possibly, on the contour's geometry. This is done with a non-parametric energy function which has been "trained" on previously-segmented images so that it is minimized when the contour is around the region of interest. Then, simulated annealing18,19,20 is used to nd the lowest energy contour within the image to be segmented. This is done by initializing the contour in a random con guration and then allowing it to evolve in a stochastic fashion. We call the system a "Brownian string" since the contour's movements resemble the Brownian motion of a string in thermal equilibrium with a slowly cooling bath. The string moves over an image-derived landscape with a series of thermal movements , involving downhill traversal as well as some hill-climbing. As the string's temperature is slowly reduced, it cools and then "freezes" in the minimum energy con guration along the valleys of the image-derived energy. The main advantage of the method is that it automatically nds a global or nearly global minimum of the energy, no matter what contour con guration was used to initialize the process. Hence, little user interaction is needed, unlike "active" contour techniques with deterministic dynamics (e.g. snakes). Secondly, the method is computationally simple; speci cally, its complexity is linear in the number of contour elements since local calculations can be used for all operations (e.g. contour deformations, computation of energy changes, etc.). This makes it practical to manipulate long, arbitrarily irregular contours in which every inter-pixel "crack" is treated as an independent degree of freedom. Furthermore, it is computationally feasible to utilize complex, non-parametric energy functions which can be directly derived from prior experience (e.g. similar images which have been previously segmented). Thus, unlike snake techniques, it is not necessary to restrict the number of degrees of freedom of the contour, nor are there strict limits on the complexity of "forces." Section 2 is an outline of the method, which is illustrated by applying it to a simple simulated image in Section 3.1. In Sections 3.2 and 3.3 the technique is applied to more complex simulated images with many local minima, missing edge segments, and extraneous edges. Sections 3.4-3.6 show how the method can be used to track blood vessels in angiographic images and to identify the boundaries of the brain and heart in magnetic resonance (MR) images.
Method

Contour representation and state space
In most applications we wanted to nd the boundary of a 2-D region (e.g. the brain in an MR head image), which could be represented as a simple (non-self-intersecting) closed curve. In a few situations we were looking for an open, non-intersecting curve which described a linear structure (e.g. a blood vessel in an angiographic image). In either case, it was best to consider arbitrarily irregular curves in which each interpixel crack represented a degree of freedom during the search for the optimal contour. For example, this type of unrestricted search was necessary in order to nd a contour which accurately described the highly convoluted surface of the brain. We used crack edges21,22 to represent the contour so that it could be repeatedly traversed and deformed in an e cient manner during the annealing process Crack edges are advantageous because of their ability to represent arbitrarily shaped curves, their topologically good behavior, and the ease with which split-merge operations could be performed. These properties allowed an ergodic "move set" to be devised and the contour's "energy" to be determined e ciently, thus making the approach computationally tractable. At various points in the computation, two complementary data structures were used to represent the cracks comprising a curve. One was the traditional crack-edge chain code23 , in which coordinates of the starting vertex were stored, followed by a 1-D sequence of directional codes (RIGHT, UP, LEFT, or DOWN). This representation was compact and allowed for fast contour traversal (i.e. enumeration of all crack-edge coordinates). The second data structure was a crack array representing the curve as a directed graph of cracks on a rectangular grid. This representation also allowed for e cient contour traversal, as well as for split/merge operations and identi cation of intersections. These two representations provided equivalent descriptions of the non-intersecting curves which populated our search space. Any simple curve in the chain-code form could be expressed in a crackarray representation and vice versa; e.g. any 2-D crack array representing a simple curve could be "traversed" and converted into a chain code in linear time. Because of their complementary properties, these two contour representations were often used simultaneously. For example, we could determine in constant time whether a speci c crack was present in a contour in the crack array format . Consequently, given two curves, their intersections could be found in time proportional to the length of the shorter curve by traversing that contour in the chain-code format and comparing the pixel coordinates to the crack array representation of the longer one. Starting from an arbitrary initial contour con guration, simulated annealing is theoretically capable of nding the "best" (i.e. energy-minimizing) contour among all possible contours in the image eld of view. In practice we often had higher level knowledge about the expected size, shape, and location of the desired contour. This information was used to reduce the size of the search space and thereby decrease the algorithm's execution time. For example, an approximate template of the object to be segmented was used to create a narrow rim-like mask which was likely to contain the exact object contour. The contour optimization process was then limited to the much smaller state space of all contours within this mask. It was relatively easy to incorporate this type of geometric information into the simulated annealing process, since it involved only simple, non-analytic calculations. 2.2 Contour energy Each contour in the search space was assigned an energy which depended on the global characteristics of that contour. This energy function determined the probability that each contour would be chosen to be the boundary of the region to be segmented. Since the validity of each contour was determined by this global property, the method was relatively insensitive to erroneous signals in individual pixels. In contrast, purely local segmentation techniques like region growing are based on serial estimates of the probability that individual pixels belong to the region; therefore, an error in the evaluation of a single pixel can lead to many subsequent errors in the formation of the region. Two types of energy terms could be considered: 1) extrinsic energy which is related to the intensities of image pixels near the contour; 2) intrinsic energy which is determined by purely geometric characteristics of the contour, such as tortuousity, circularity, length, or area. In the examples in this paper, we assigned extrinsic energy to each crack and equated the energy of the whole contour to the average energy of all cracks in the contour. The energy of each crack was a function of the intensities in the two pixels on either side of it; equivalently, it was a function of the local gradient strength (di erence of adjacent pixel intensities) and the local average intensity (half the sum of adjacent pixel intensities). Although we experimented with purely parametric energy functions, we found that such explicit expressions were too limited to embody complex segmentation criteria. The parametric approach also required that the user "tune" the energy parameters for each application. Instead, we opted to "train" a non-parametric energy function on the statistical description of similar region boundaries in previously-segmented images, although in some practical situations additional analytical energy terms were found to be of value. First, we made a 2-D histogram of the intensities of pixels on either side of the cracks in the "training" contours (Figs. 1a,b). This histogram was convolved with a rectangular Parzen24 window to create Method a continuous function which approximated the probability (p) of nding a "training" crack with any intensity and gradient values (Fig. 1c) . Slightly di erent estimates of probability density functions could be created by using other methods such as a nearest-neighbor analysis; the Parzen method was chosen here for e ciency and ease of implementation. During the annealing process, each contour crack was assigned an energy proportional to 1-p where p was the probability of nding a similar crack in the training contours. In other words, a crack was assigned low (high) energy if similar cracks were found frequently (rarely) in the training contours. Prior to annealing, the energies of all cracks in the image were pre-computed and stored in a 2-D array. Then, during the annealing process, the contour's energy could be computed e ciently by using this look-up table to nd the average energy of all of its cracks. 2.3 Local contour deformations The "move generator" is a routine that produces a new state (i.e. a new, slightly perturbed contour con guration) from the previous one. It must satisfy several stringent requirements. First, all deformations must lead to curves with the required topology. For example, a candidate brain contour must be closed and must not intersect itself. Secondly, the move generator has to be ergodic; i.e. it must be possible to nd a series of moves which will deform any curve in the search space into any other curve This is necessary to guarantee that the simulated annealing process will nd a global minimum or nearly global minimum of the energy. Thirdly, the "move" generator should provide a mechanism for the user to control the general size and shape of the deformations. This makes it possible to increase the e ciency of the annealing process by using a spectrum of moves which is appropriate for each temperature level. Finally, it is best for deformations to be generated in "constant time" (i.e. in times independent of the contour length) so that the computational burden does not grow rapidly with contour length. Sections 2.3.1 and 2.3.2 describe move generators satisfying these criteria. In each case, the new contour is generated from the previous one via a local perturbation which consists of selecting a segment of the contour and replacing it with a di erent segment. 2.3.1."Raindrop" move generator The "droplet" method produced a local contour deformation in time proportional to the area of the perturbation by merging the contour with a stochastic sequence of one-pixel deformations. First, a contour crack was chosen randomly and used to de ne the center of a rectangular bounding box, which intersected the contour at two or more points. These intersection points were determined by traversing the bounding box and recording all intersections. The points at which the contour rst entered and last exited the bounding box determined the end points of the contour segment to be deformed. These end points were found by selecting one of the intersection points and traversing the contour in both directions simultaneously until all of the intersection points were encountered. Notice that these end points de ned a contour segment which could leave and then re-enter the bounding box. Next, a series of "raindrops" (contours around tiny one pixel regions) were allowed to "fall" at random locations within the bounding box, using the following rules for governing the crack array. Two oppositely directed cracks at the same edge location (e.g. an UP crack and a DOWN crack) cancelled each other out. Two identically directed cracks could not share the same edge location as such con gurations led to undesirable curves (e.g. self-looping). All closed curves with a counter-clockwise orientation were called "regions", and those with a clockwise orientation were termed "holes". With these conventions, two externally adjacent regions or externally-adjacent holes merged with each other by cancellation of the corresponding cracks in the crack-array representation. Similarly, a region (or hole) merged with an internally-adjacent hole (or region) to produce an invagination of the region (or hole). This meant that contiguous droplets of the same type coalesced into larger oriented contours ("puddles"). Likewise, a droplet or puddle, which was contiguous with the exterior of a puddle or original contour segment with the same orientation, merged with that structure, causing it to grow. On the other hand, if a droplet or puddle touched the interior of an oppositely oriented puddle or contour segment, it produced an invagination of that structure. The crack array produced by this process always contained an admissible deformation of the original contour segment; i.e. it always included a curve segment which connected the end-points of the original contour segment in a non-selfintersecting manner. Once the "rain" stopped, this segment was found by traversing the current con guration of cracks connecting the end-points of the original segment and recording their locations in a chain code. In order to eliminate disconnected regions and holes that may have formed in the process, two actions needed to be taken. First, the initial contour segment (as found before the rain started) had to be erased. This assured that disconnected contour segments outside of the bounding box were eliminated. Second, all cracks inside the bounding box were completely cleared, thereby liquidating disconnected puddles inside. In the nal stage of the process, the newly formed contour segment was entered into the contour array. The raindrop algorithm satis ed all of the previously-mentioned requirements for a move generator. First, it was guaranteed to generate non-self-intersecting curve segments connecting the end-points of the segment to be replaced. Secondly, the system was clearly ergodic, as any region could be built up from a sequence of single-pixel merges and cancellations. Furthermore, the size and direction of the perturbation were easily controlled by adjusting the dimensions of the bounding box, the amount of "precipitation", and the relative numbers of droplets with di erent orientations. Finally, the overall complexity of the method was reasonable since it was linear in terms of the bounding box's area, or nearly constant in terms of the original contour length.] 2.3.2 Loop splicing method This method produced admissible contour deformations by splicing25 the contour with small, non-self-intersecting, closed curves ("loops").
Prior to the optimization process, a large variety of these loops was computed by randomly aggregating droplets into small closed contours. To generate a move, a single point along the original contour was randomly selected. Then, a loop (or several superimposed loops) was randomly selected from the precomputed "library" of loops, and it was centered on this contour point. Next, the intersections between the original contour and the loop were found by traversing the loop in a manner analogous to our traversal of the bounding box in the raindrop method. The end points of the contour segment to be deformed were identi ed by starting at any one of these intersection points and traversing the contour in both directions until all intersections were encountered. Subsequently, portions of the two curves were "spliced" together at the intersection points to form a new, deformed contour segment which connected the end points in a non-self-intersecting manner. Because of space limitations, the details of this "splicing" process will be described elsewhere. The nal step was the elimination of unused pieces of both the loop and the original contour segment. All of the described operations were accomplished in a time proportional to the summed lengths of the loop and the contour segment to be replaced. This algorithm always generated an admissible (non-self-intersecting) deformation of the original contour, and it was ergodic as long as the pre-computed collection of loops contained single pixel loops. The general size and direction of the perturbations were controlled by using an appropriate collection of pre-computed loops. Finally, the method's computational complexity was linear in the perturbation length and nearly constant with respect to overall contour length since it only involved traversals of the loop and the contour segment to be deformed. The loop splicing method outperformed the raindrop algorithm by a factor of ten since large pre-computed loops could be used to make perturbations, without the repeated aggregation of single pixel raindrops. 2.4 Simulated annealing In the above formulation, image segmentation was reduced to the optimization problem of nding the lowest energy contour; i.e. the problem of nding the global minimum of the energy function over the state space of all possible contours. It was not appropriate to use a purely "downhill" minimization procedure, which would become trapped in the local minima of the energy function. Instead, we employed simulated annealing18,19,20 since it was guaranteed to nd the global minimum (or a nearly global minimum) and since its computational cost grew much less rapidly than the size of the search space. The contour was initialized in a ran-Method domly selected con guration and then allowed to evolve through a stochastic series of local perturbations, selected by the move generator. Deformations that lowered the system's energy were always accepted (i.e. de ned the next state of the system), thus providing for consistent "downhill" behavior. In addition, some of the "uphill" moves were also accepted in order to prevent the system from getting stuck in local minima. The probability of an uphill transition was given by the Boltzmann factor, e-DE/T, where T was the user-controlled "temperature" of the system. The temperature was initially raised until a signi cant fraction (e.g. greater than 80were accepted. With the contour in this "melted" condition, the state space was explored in a nearly unconstrained fashion which involved frequent changes in the large scale architecture of the contour (Figs. 6b,c) . After a large number of moves were evaluated at a given temperature, the temperature was decreased by a modest amount, and the process was repeated at the lower temperature. At lower temperatures, uphill moves were less likely to be accepted, and the "cooling" contour tended to dwell in low energy regions of the state space (Figs. 7a,b) . If enough moves were evaluated at each temperature and if the temperature was lowered slowly enough, the system remained in "thermal equilibrium"; i.e. the probability of nding the contour in a given state was proportional to the Boltzmann factor. Therefore, the cooling system tended to converge to the global energy minimum just as an annealing liquid tends to "freeze" in the crystalline "ground" state (Fig. 7c) . In practice, the system was deemed to be "frozen" when only a small fraction (less than 0.5In order to get good results with simulated annealing, attention must be paid to the annealing "schedule": i.e. the rate at which the temperature is lowered. If the temperature is lowered too rapidly, the system may not remain in thermal equilibrium. Such a "quenched" system may converge to a local minimum. In the original "classical" formulation of simulated annealing, the moves were selected from a uniform size distribution; i.e. all moves in an allowable size range were equally probable. In this case, it can be shown that the temperature must be lowered at a very slow (logarithmic) rate in order to maintain thermal equilibrium. Recently, it was shown26,27,28 that the temperature can be lowered more rapidly (e.g. exponentially) if moves are selected from a Cauchy-like size distribution. In this "fast" form of simulated annealing, the tail of the Cauchy distribution generates just enough large moves to guarantee that the system will be able to escape from local minima. Further time savings can be realized by lowering the peak of the Cauchy distribution as temperature is decreased. This avoids the generation of too many large moves which are unlikely to be accepted at low temperatures. In most applications we adopted this "fast" simulated annealing approach so that we could con dently decrease the temperature by a certain percentage at each Results step.
Results
The rst three of the six examples in this section demonstrate: 1) the general characteristics of our segmentation technique; 2) its ability to nd the globally optimal (or nearly optimal) contour in the presence of many local minima; 3) its stability in the presence of noise and other image errors. The last three examples show how Brownian strings can be used to solve practical problems: tracking a blood vessel in an angiographic image and identifying the brain and epicardial surfaces in MR images. 3.1 Finding a solitary edge This experiment involved the segmentation of a 256 x 128 test pattern consisting of a semi-circle; both the semi-circle and the background had vertical intensity gradients running in opposite directions (Figure 1a, upper panel) . The objective was to identify the border of the circle. This experiment was designed to illustrate the general characteristics of the algorithm. In a realistic situation the energy function would be trained on a similar contour in another, previously-segmented image. However, in this illustrative example we derived the energy function from a contour which was drawn along the target edge itself (Figure 1a, lower panel) . The energy function depended on two extrinsic (image-derived) features of the contour: the intensities of the pixels on the inside and outside of each crack (or, equivalently, the gradient and average intensity at each crack). For the training contour, the histogram of these features consisted of a diagonal line segment in the feature space (Figure 1b) . This was convolved with a rectangular Parzen window to estimate the probability density distribution p (Figure 1c ). Prior to annealing the energy (1-p) of each crack in the image was calculated and stored in a 2-D look-up table. The contour was initialized as a simple polygonal shape (Figure 6a ) and allowed to evolve through the state space of all non-self-intersecting, open contours with end-points xed at the inferior border of the eld of view. Annealing was carried out with the raindrop move generator and an exponential temperature schedule (Tk = 0.95 Tk-1). The results are illustrated in Figures 6-7 , which show the evolution of the contour from the initial state through "melted", "cooling", and "frozen" con gurations. The behaviour of the system is also depicted by a plot (Fig. 13) of the running average of the energy with respect to annealing "time" (number of attempted moves). The system started at a high energy corresponding to a poor initial con guration. As the temperature was subsequently lowered, the energy tended to decrease and uctuations diminished. It took approximately 15,000 attempted moves for the system to Results reach the solution represented by the "frozen" state. 3.2 Finding a globally optimal contour in an image with many locally optimal contours In the following example we used a 256 x 128 test pattern consisting of a set of concentric rings with varying intensities (Figure 8 ). Our objective was to identify the brightest ring which had a peak intensity 40test the ability of the algorithm to deal with a state space having numerous local minima, which were produced by the other bright rings. Just as in the previous example, the energy function was derived from a contour which was drawn along the target ridge itself. The histogram of this training contour consisted of a single point (high intensity and low gradient) in the aforementioned 2-D feature space. The Parzen-estimated probability density distribution (p) had a single blurred peak. The contour was initialized along a straight line at the inferior border of the eld of view, and then allowed to evolve in a state space consisting of all non-selfintersecting, open contours with end points xed at the inferior border of the eld of view. The results are illustrated in Figure 8 , which shows the con gurations of the "melted", "cooled", and "frozen" states of the contour. After approximately 15,000 attempted moves, the stochastic search successfully found the global minimum of the energy even though it encountered many local minima as the contour ranged over the entire eld of view. 3.3 Identifying an object in the presence of ambiguous image data Missing or ambiguous data are commonly observed in real images and often lead to the failure of region growing techniques. In order to determine how our method deals with this problem, we tested it on a 256 x 128 simulated image of an empty rectangular box that was degraded by missing fragments and a misleading line segment in the center (see Fig. 9 adapted from reference 13). The extraneous line segment had an intensity equal to 50 As in the preceding two examples, we trained the energy function on the histogram of the cracks in the target contour itself. As in Section 3.2, this histogram was dominated by a single point in the 2-D feature space, and the probability density p had a blurred peak at the same location. The state space consisted of all non-self-intersecting, open contours which included two vertices xed at the lower right corner of the box. The annealing process was initialized with a contour of this type, and the evolving contour was allowed to move freely over the whole eld of view without any other restrictions. The results are shown in Figure  9 , which depicts how the contour evolved through "melted", "cooling", and "frozen" phases. Notice that the nal solution was reasonable, showing that the technique was stable in the face of edge discontinuities and extraneous edges. Such features often confound segmentation techniques based on purely local criteria like connectivity as well as state space search methods employing less robust optimization techniques. 3.4 Identi cation of the brain surface in MR images of the human head There are Results several clinical applications which require delineation of the brain surface: 1) creation of 3-D renditions of the brain, which are useful for surgical planning and for multimodality image display29,30,31,32; this requires very accurate identi cation of the brain surface since the 3-D view of the brain's delicate gyral anatomy will be degraded even if only a few pixels are erroneously deleted or included; 2) brain volume measurements which can be used to detect or monitor certain disease processes. Sections 3.4.1 and 3.4.2 describe two ways of using Brownian strings to identify the brain surface. In each case, the optimization process was shortened by con ning the evolving contour to a narrow rim-like mask which contained the actual brain surface. This mask was derived from one of two brain templates: 1) the contour of the brain in an adjacent, previously-segmented slice; 2) the surface of the brain in a head atlas. The subjects consisted of normal adult volunteers as well as young adult patients with large unilateral cortical lesions. All subjects were imaged with a 1.5 Tesla whole body scanner (Magnetom, Siemens Medical Systems Inc., Iselin, NJ). A volumetric gradient echo pulse sequence with TR/TE = 40/11 msec and a ip angle of 40 produced T1-weighted images of 64 contiguous 3 mm sagittal sections. Each image was a 256 x 256 array of pixels over a 30 cm FOV. 3.4.1 Serial segmentation of adjacent slices The operator initialized the segmentation process by using an interactive threshold-following program to nd the brain contour in a "training" slice near the midline (Fig 10a) . This curve was used to nd a mask containing the brain surface in the two slices on either side of the training slice. The brain contours resulting from segmentation of these adjacent slices were then used to nd masks for even more lateral slices; in other words, slices were segmented automatically in a serial fashion, starting with the midline training slice and proceeding laterally in both directions. For normal subjects the brain contour does not change rapidly from slice to slice; therefore, simple unconditional binary erosions and dilations of the brain contour might su ce to generate a mask containing the brain contour in immediately adjacent slices. However, this method does not always work well, especially when brain cortex is abnormal and its surface changes dramatically from one slice to the next. Therefore, we used a more sophisticated set of conditional morphological operations to generate masks . 1. The brain contour from the adjacent slice was superimposed on the slice to be segmented (Figs. 3a,b) ; then a sequence of conditional morphological operations was used to "grow" the contour into regions which had signal above a high threshold and were therefore unlikely to represent cerebrospinal uid (CSF). Segments of the initial contour cutting across brain were thereby "stretched" until they were extended closer to the brain surface. However, this region-growing process also caused the contour to grow into narrow bridges of signal connecting the brain Results to extra-axial tissues. 2. Next, the contour was shrunk into regions which had signal below a low threshold and were very unlikely to represent brain. In this way, contour segments passing through CSF were moved closer to the brain surface. 3. The resulting contour was then subjected to an morphological opening operation (erosion followed by dilation), which broke the narrow bridges to the extra-axial space at the cost of creating errors elsewhere in the contour. For example, small protrusions of brain tissue were occasionally amputated, or "holes" were erroneously eroded into the brain. However, the net e ect of these connectivity-based operations was to deform the initial contour so that it was close to the brain surface even in the presence of dramatic slice-to-slice changes in brain morphology. 4. A mask of the brain surface neighborhood was then produced by applying unconditional erosions and dilations to this contour (Fig. 3c) . As described in Section 2.2, the energy of each crack was equated to 1-p where p was the probability density function of the cracks in the initial training contour (Fig. 10a ). This density function was derived by convolving the 2-D histogram (Fig. 2a) of the training cracks with a Parzen window (Fig. 2b) . We noted that (1-p )had a central "sink" for cracks resembling those in the training contour, but it had a "plateau" (i.e. was nearly equal to one) for cracks completely unlike those at the brain surface. When the evolving contour had strings of cracks in these areas of nearly constant energy, the annealing process tended to slow down since there was little energy decrease for almost all local contour movements within the plateau. Therefore, we modi ed the energy function by adding a term (represented by the large concentric rings in Fig. 2c ) which slowly decreased as a crack's features approached the average features of the training cracks. We also extended the density distribution into regions of feature space representing gradients greater than those of the training cracks (the area of streak-like blurring in Fig. 2c ). This allowed the annealing process to form the brain contour from cracks representing even stronger edges than those in the training contour. For each slice the contour was initialized in an arbitrary con guration within the mask. Then, annealing was performed with perturbations generated by loop splicing (Section 2.3.2). The annealing of each slice required the evaluation of 12,000 moves, which took 7 seconds on a SPARC2 workstation. Similar results were produced in 50 seconds using the raindrop move generator. Figures  10b,c show two stages in the annealing of a single slice. The contour was initially "melted" into a " uid" state so that it roamed freely over the whole allowable search space (Fig. 10b) . As the temperature of the system was slowly lowered, the contour "cooled" and nally "froze" in a con guration near the brain surface (Fig. 10c) . This segmentation method was applied to the images of ve normal subjects. In four of the ve cases, the resulting contours were very close to the brain surface; speci cally, Results the brain images produced by automatic and manual segmentation led to similar 3-D renditions of brain gyral anatomy. Signi cant errors were made in the remaining case when the mask "strayed" into the orbit on some slices. Good results were also obtained when the technique was used to identify the severely deformed brain surface of a hemiplegic subject (Fig. 14) . 3.4.2 Atlas-generated templates For ve normal adult volunteers, the brain surface was found fully automatically with the help of higher level knowledge provided by a brain atlas, consisting of the brain and skin surfaces of a normal young adult female. The atlas was used to nd a rim-like mask containing the brain surface in each image to be segmented. First, the subject's skin surface was found by applying an automatic threshold-tracking algorithm to each image. Then, a surface-matching program33 was used to transform (translate, rotate, rescale) the atlas volume until its skin surface almost coincided with the subject's skin surface. This brought the atlas' brain surface into the vicinity of the subject's brain surface. Next, the atlas brain contour in each slice was deformed until it was even closer to the subject brain surface. This was done with the sequence of connectivity and morphological operations described in Section 3.4.1. Rim-like masks containing the subject's brain surface were then generated by applying unconditional erosions and dilations to these deformed atlas brain contours. One subject image was automatically selected and used to derive an energy function in the following iterative manner. First, the deformed brain contour of the corresponding slice of the atlas was superimposed on the subject's image. Its 2-D histogram was used to derive an initial energy function, following the method used in Section 3.4.1 to derive an energy function from a training contour. This histogram was dominated by cracks at brain/CSF interfaces since the deformed atlas contour followed the subject brain surface except along scattered short segments. This contour was brought even closer to the brain by annealing it with the above energy function. Finally, a more accurate energy function was derived from the 2-D histogram of the cracks along the new annealed contour. This updated energy function was used to anneal the contours in all other slices of that subject. Each slice was segmented by initializing the brain contour in an arbitrary con guration within that slice's mask, and then annealing it with perturbations generated by loop splicing (Section 2.3.2). A SPARC2 workstation took 7 seconds to anneal each slice by evaluating approximately 12,000 moves. An additional 5 seconds per slice were required to derive the each slice's mask from the corresponding atlas brain contour; thirty minutes were consumed by the initial processes of nding the subject's skin surface, aligning it with the atlas skin surface, and deriving the subject's energy function from the data in one slice. Notice that user interaction was not required at any point in the entire procedure. Good results were achieved for 4 of the 5 subjects.
Speci cally, the brain contours were very close to the results of manual segmentation in 236 of the 240 images of these four subjects. In the remaining four sections there were noticeable errors, possibly due to the simplicity of our energy function. However, aside from these four discrepancies there was little di erence between the 3-D brain models rendered from the automatically-segmented and manually-segmented images (Figs. 15,16) . The results were not as good for the fth subject. In this case, several slices were poorly segmented due to errors in the rim-like mask, which failed to include signi cant lengths of the brain surface. However, we believe that this problem can be overcome by one of several methods: using gender-and age-speci c atlases and/or widening the rim-like mask at the cost of increasing the annealing time. 3.5 Segmentation of cardiac MR images The diagnosis and treatment of heart disease requires the quantitative analysis of cardiac anatomy and function. Magnetic resonance imaging can be used to measure some of the important indices, including cardiac mass, wall-thickening, and ejection fraction. This requires the identi cation of the epicardial and endocardial borders of the left ventricle in a large number of dynamic images (e.g. 120 images, comprised of 10 adjacent cross-sections, each imaged at 12 phases of the cardiac cycle). Automatic or nearly automatic methods will be necessary to make this practical in a routine clinical setting. This segmentation problem is particularly challenging because of the relatively large errors in cardiac images (e.g. motion artifact) and because of poor contrast between the myocardium and adjacent liver and diaphragm. These two features are particularly problematical for segmentation techniques utilizing region-growing and other local criteria based on connectivity. The following paragraphs describe preliminary experiments in which the Brownian string algorithm was used to nd the epicardial border. A 1.5 Tesla scanner (Signa, General Electric Medical Systems Inc., Milwaukee, WI) was used to acquire gated, short axis cardiac images of a normal adult, using a segmented k-space, "bright blood" gradient echo pulse sequence. We examined 9 cross-sections, each of which was imaged at 11 phases of the cardiac cycle. A user drew a "training" contour along the epicardial border in a single diastolic image of one cross-section (Fig. 11a) . This contour was used to initiate the automatic, serial segmentation of the remaining 98 images. First, a non-parametric energy function was derived from the 2-D histogram of these training cracks, as described in Section 2.2. This energy function was then modi ed by adding heuristic terms which decreased the tendency of the contour to stray into areas of low signal intensity (e.g. lungs). By applying the procedure in Section 3.4.1, the training contour was also used to initialize the segmentation of the next temporal frame in the dynamic series of images of that cross-section. First, the training contour was superimposed on that frame, and the procedure in Section 3.4.1 was applied to derive a rim-like mask, containing the epicardial border . Then, the contour was initialized in a random con guration within this mask, and annealing was applied with the above-described energy function and with the raindrop move generator. The contour "froze" in a con guration which was very close to the epicaridial border in the new frame. Thus, the new frame was successfully segemented despite the presence of motion artifacts, noise, and poor myocardial-hepatic contrast, which would severely hamper techniques based on local criteria such as connectivity. The remainder of the frames in the temporal series at that location were then segmented in an automatic, serial fashion, with the annealed contour of one frame (Fig. 4a) being used to derive the mask of the next frame (Figs. 4b,c) . The images of cross-sections at other spatial locations were also segmented automatically in the following manner. The rst image in the temporal series at each location was segmented by using a mask derived from the annealed contour in the rst frame of the adjacent, alreadysegmented cross-section. Then, the remaining images in the temporal series at the new location were segmented serially by using the annealed contour of each frame to derive a mask for the next frame. In this way, 98 cardiac images were segmented automatically, once the operator drew the training contour and derived the energy function for one image. Approximately two-thirds of the images were segmented in an acceptably accurate fashion (e.g. Figs. 11b,c) . One-third of the annealed conours contained short segments which deviated signi cantly from the epicardial border, often at the myocardial-hepatic interface. We believe that the number of such errors can be greatly reduced by incorporating higher level knowledge into the energy function (e.g. smoothness and circularity of the cardiac contour). The method should also give better results as image quality improves over the next few years. 3.6 Tracking blood vessels in angiograms Physicians would like to use angiograms to measure the luminal diameter of vessels as well as to create 3-D reconstructions of the vasculature. These applications require that the pertinent vessels be tracked and digitized. Since manual tracking is tedious and impractical in a clinical environment, several investigators34 have attempted to develop automatic or semi-automatic methods. However, most of these techniques are based on purely local criteria for vessel identi cation and su er from errors due to noise, spurious vessel discontinuities, vessel branch points, and overlapping vessels. In the following experiment we tested the feasibility of using the Brownian string algorithm to overcome these problems. The intensity along the center-line of a vessel can vary signi cantly due to spatial variation of both the vessel's diameter and the concentration of contrast material (Figs. 5a,b) . Because of this phenomenon, the intensities of pixels adjacent to cracks, which were used as features in previous examples, have probability density functions which are poorly localized in feature space and are not suitable for use as energy functions. Therefore, we used an energy function dependent on local second derivatives of the image. First, a processed image was created by convolving the original image with a Gaussian kernel and then taking the Laplacian derivative (LoG or "Mexican hat transform"35, Fig. 5c ). A training contour was drawn on a vessel that was di erent from the one which to be tracked (Fig. 12a) . The probability density function was found by computing the histogram of the training cracks in the corresponding processed image and then blurring this histogram with a Parzen window. This function was dominated by a localized cluster, representing pixels with negative intensities and small gradient values in the processed image; therefore, it was suitable for computing the crack energy function. The performance of the method was further improved by introduction of a parametric energy term that favored all cracks with aforementioned LoG characteristics (i.e. a small rectangular box of constant high probability located in the lower left quadrant of the above histogram). The operator manually chose end points of the target vessel segment. The contour was then allowed to evolve in a state space consisting of all non-intersecting curves which connected those end points. Ten thousand attempted moves were required for the system to settle into the "frozen" state. The results are displayed in Figures 12b,c which show the con gurations of the "melted" and "frozen" states of the contour. Notice that the Brownian string algorithm was not confused by noise, vessel discontinuities, and overlapping vessels which can be problematic for tracking techniques based on purely local criteria.
Discussion
Image segmentation often requires the identi cation of object borders which are not entirely well-de ned. An indistinct boundary may be due to image errors (e.g. noise) or due to actual connections between the object of interest and adjacent objects. One cannot expect local image analysis (e.g. region growing) to identify a well-de ned boundary in such an ambiguous region. However, one can perform a state space search for the contour which traverses the problematic zone in a globally optimal fashion. This can be done by assigning a global estimate of validity (an "energy") to each possible con guration of the object's boundary, thus reducing segmentation to the optimization problem of nding the contour with the lowest energy. This paper describes a new way of solving this problem. Contour optimization was performed with a stochastic algorithm (simulated annealing) which was statistically guaranteed to nd the best contour in the search space. Thus, the algorithm rejected contours which represented local minima in the search space; i.e. contours which minimized the energy over a limited set of deformations but actually had much greater energies than the globally optimal contour. Because simulated annealing involves only simple calculations (energy di erences resulting from local perturbations), it was computationally practical to apply it to complex contours. Speci cally, every inter-pixel crack represented an independent degree of freedom so that arbitrarily irregular contours could be considered. Furthermore, because of the non-analytic nature of the annealing procedure, it was easy to introduce complex higher level knowledge (e.g. anatomical templates) that restricted the search space and hastened the annealing process. This made our method suitable for re ning the approximate object boundaries found by other segmentation schemes (e.g. region growing followed by morphological transformations). It was also straight-forward to use non-analytic (non-parametric) energy functions, containing terms dependent on both extrinsic data (i.e. image data) and intrinsic properties of the contour (i.e. contour geometry). A "training" procedure was used to determine the shape of the energy function from the statistical properties of similar object boundaries in already-segmented images. Thus, the energy function was derived directly from prior experience without restricting it to a special parametric form or "tuning" any parameters. The critical technical component of the algorithm was the "move" generator, which deformed the contour locally. We described two ways to generate such deformations in computational times which were proportional to the size of the deformation. Since the time for move generation was independent of the total contour length, it was practical to anneal long, detailed contours. The new technique has clear advantages over the use of snakes, which evolve according to equations of motion. Such deterministic systems tend to become trapped in local minima and have to be manually reinitialized in order to escape into other con gurations. Furthermore, the snake equations of motion are so complex that the computation must be simpli ed by considering only smooth, coarse contours with a small number of degrees of freedom. Finally, it may be di cult to use non-analytic forms of higher level knowledge to simplify such an explicit system of equations. Some other investigators have also experimented with image segmentation methods based on a non-deterministic search of state space. For example, Friedland and Rosenfeld36 considered a restricted class of contours ("star-shaped" polygons) which were easy to parametrize and deform but were not appropriate for describing realistic biological objects. They also relied on parametric energy functions which had to be "hand tuned" for each application and might not easily encompass complex segmentation criteria. Toennies37 employed an arbitrarily shaped, progressively re ned polygon to describe the structure of interest. However, the method required that the optimization proce-dure be applied at each stage of re nement. The resulting computational complexity required the use of sparse stochastic sampling and heuristic searches instead of robust optimization methods. Furthermore, the energy function was parametric and required speci c contrast relationships between the object and the background, thus making it unsuitable for many realistic applications. Udupa et al.38 and Gupta39, 40 used a exible model (a directed graph on the 2-D pixel lattice) and a trainable, non-parametric energy function. However, they used an enumerative optimization technique (dynamic programming), which posed signi cant restrictions on the shape of the underlying energy function (e.g. excluding energy functions normalized to contour length) and on the model (requiring xed points). Alternatively, the method su ered from computational complexity associated with loop detection and/or convergence. The work in this paper can be extended in a number of directions: 1. The energy function can be improved by allowing it to depend on a variety of image characteristics in addition to those already considered (the average intensity and gradient across each crack). For example, as indicated in Section 3.6, the energy can be "trained" on second derivatives of the image. It is also relatively straight-forward to let the energy depend on intrinsic geometric properties of the contour in addition to the above-mentioned image-derived quantities. For example, the energy function could be "trained" on measures of the local tortuosity, smoothness, circularity, or area of the curve. Finally, the energy function could be adapted to the characteristics of each cross-section by using an automatic, iterative method to re-derive it for each slice (e.g. see Section 3.4.2) . This would allow the energy function to account for the spatial drifting of image intensity, caused by spatially inhomogeneous sensitivity of the scanner. 2. This paper describes a purely 2-D method of segmentation; i.e. the segmentation of each cross-sectional image was not in uenced by properties of the neighboring sections. We could modify our slice-by-slice method so that the energy depended on combinations of image intensities in a 3-D neighborhood of each crack. Then, the segmentation of each slice would be in uenced by the image intensities in neighboring sections as well as intensities in the cross-section of interest. In principle, it would be best to abandon the slice-by-slice approach and implement our segmentation algorithm in a completely 3-D fashion. This could be done by performing a state space search for the optimal surface which circumscribes the object of interest. The energy of each voxel face would depend on the image intensities and the surface geometry in its 3-D neighborhood. The surface would be annealed by subjecting it to a series of deformations generated by merging it with single voxel "raindrops" or small closed surfaces. In such a truly 3-D approach, all cross-sectional images would be segemented in a simultaneous and completely correlated fashion. 3. Several as-pects of the method are inherently parallelizable. For example, di erent slices can be processed simultaneously, especially in the atlas-driven approach (Section 3.4.2); this optimization has already been applied in some of the cases described above. Furthermore, the annealing algorithm can be parallelized (often resulting in super-linear speedups41), thus introducing intra-slice parallelism.
