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Apprentissage de CP-nets probabilistes
Damien Bigot and Je´roˆme Mengin and Bruno Zanuttini
1 Introduction
Le de´veloppement de syste`mes interactifs d’aide
a` la de´cision et de syste`mes de recommanda-
tion ne´cessite des mode`les capables d’utiliser les
pre´fe´rences d’un utilisateur pour l’orienter dans
ses choix. Les formalismes de repre´sentation
compacte de pre´fe´rences font l’objet de travaux
soutenus en intelligence artificielle depuis plus
d’une quinzaine d’anne´es [3]. Ces formalismes
permettent l’expression de mode`les suffisam-
ment flexibles et riches pour de´crire des com-
portements de de´cision complexes. Pour eˆtre
inte´ressants en pratique, ces formalismes doivent
de plus permettre l’e´licitation des pre´fe´rences de
l’utilisateur, et ce en restant a` un niveau ad-
missible d’interaction. La configuration de pro-
duits et la recherche base´e sur des pre´fe´rences
constituent de bons exemples de proble`mes de
de´cision ou` les pre´fe´rences de l’utilisateur ne sont
pas connues a priori [7, 6].
Lorsque les pre´fe´rences sont qualitatives
et structure´es par des interactions simples
entre attributs (notamment, lorsqu’elles
sont se´parables), on peut faire appel a` des
repre´sentations du type CP-net [3] ; l’un
des inte´reˆts de ce mode`le est qu’il permet
d’apprendre par le biais de quelques questions,
les pre´fe´rences de l’utilisateur [5]. Malheureuse-
ment, dans le cadre de la recommandation,
il est assez rare de connaˆıtre les pre´fe´rences
d’un utilisateur, et on a rarement le temps
d’apprendre les pre´fe´rences d’un utilisateur
avant ou pendant la phase de recommandation.
Par contre, la plupart des entreprises posse`dent
un historique des ventes de´ja` effectue´es. Ces
ventes peuvent eˆtre utilise´es pour apprendre les
pre´fe´rences d’un groupe d’utilisateurs, sous la
forme d’une distribution de probabilite´ sur les
pre´fe´rences des utilisateurs. C’est pour cela que
l’on introduit les CP-nets probabilistes.
Nous pre´senterons donc une extension des CP-
nets : les PCP-nets [2, 4]. A` partir de cette ex-
tension, nous donnerons les diffe´rentes requeˆtes
utilisables. Enfin, nous montrerons comment ap-
prendre un PCP-net a` partir d’un historique de
ventes, lorsqu’une structure incluant notre PCP-
net est connue.
2 CP-nets probabilistes
Un CP-net, sur un ensemble de variables X =
{X1, . . . ,Xn}, est un graphe oriente´ G={X ,A}
ou` A est l’ensemble des areˆtes qui repre´sentent
des de´pendances pre´fe´rentielles entre les vari-
ables. A chaque sommet Xi∈X est associe´ une









D’apre`s la Figure ci-dessus, comme les CP-
nets s’utilisent de fac¸on Ceteris-Paribus(“ toutes
choses e´gales par ailleurs”) et d’apre`s la table
de B, l’objet abc est pre´fe´re´ a` abc ; ce qu’on
note ≻, on obtient donc abc≻abc, et on dit que
abc domine abc. Graˆce a` la table sur A, on a
abc≻abc, donc par transitivite´, on a abc≻abc.
Un CP-net repre´sente donc un ordre partiel,




troduit aussi l’objet optimal, c’est-a`-dire l’objet
qui n’est domine´ par aucun autre objet. Pour les
CP-nets acycliques, cet objet est unique et dans
notre exemple c’est abc.
Comme nous nous inte´ressons aux pre´fe´rences
d’un groupe d’utilisateurs, nous allons ajouter
des probabilite´s dans les tables de pre´fe´rences lo-
cales afin de construire une distribution de prob-
abilite´ sur les CP-nets.
Dans un PCP-net[2], les tables contiennent,
pour chaque paire (Xi,u), avec Xi∈X et u∈U
ou` U repre´sente les parents de Xi, une distribu-
tion de probabilite´ sur l’ensemble des ordres pos-
sibles surX ; dans le cas de variables boole´ennes,
cette distribution est entie`rement de´finie par la
probabilite´ que l’ordre soit x>x . Dans la suite,
on note p(X,u : x>x) cette probabilite´.
Aa>a 0.7 B b>b 0.8C
ab : c>c 0.2
ab : c>c 0.9
ab : c>c 1
ab : c>c0.1
On de´finit alors la probabilite´ d’un CP-net N ,
compatible avec un PCP-net(c-a`-d avec la meˆme





Compte tenu d’un PCP-net N , les taˆches de
raisonnement consistent a` calculer les proba-
bilite´s associe´es a` des e´ve´nements inte´ressants :
• La probabilite´ qu’un objet o domine un objet
o’[2]. Cette probabilite´ est note´e PN (o≻o
′).
Son calcul est #P-difficile pour les PCP-net
acyclique et un algorithme FPT est disponible
en O(22k
2
n) avec n le nombre de variables et k
le nombre de valeurs diffe´rentes entre les deux
objets pour les PCP-nets arborescents.
• La probabilite´ qu’un objet o soit optimal.
Cette probabilite´ est note´e PN (o=opt). Son
calcul est linaire dans le cadre des PCP-nets
acycliques. On peut aussi transformer le PCP-
net en re´seau baye´sien [4] associe´ (on remplace
dans chaque table p(X,u : x>x) par p(x|u)).
• Enfin, l’objet qui a la plus forte probabilite´
d’eˆtre optimal. Son calcul est line´aire dans
le cas des PCP-nets arborescents[2]. Pour les
acycliques, on utilise un algorithme proba-
bilite´ maximum sur le re´seaux baye´siens as-
socie´s.
Example 1. Reprenons le PCP-net de la Figure
2 et les objets o1=abc et o2=abc.
La probabilite´ P (o1=opt)=p(a>a) ∗ p(b>b) ∗
p(ab : c>c)=0.7× 0.8× 0.8=0.448
Enfin, P (o1≻o2)=p(b>b) ∗ (p(ab : c>c) +
p(ab : c>c))=0.8 ∗ (0.8 + 0.1)=0.72
3 Apprentissage de PCP-nets
On suppose un PCP-net cible N repre´sentant
la distribution de probabilite´ sur les relations de
pre´fe´rence d’un groupe d’agents A et un PCP-
net courant N .
Apprentissage oﬄine Pour cette partie, on
peut utiliser un historique de vente. On suppose
que cet historique repre´sente les objets optimaux
du groupe d’agents A a` un moment donne´. On
utilisera donc cet historique comme une distri-
bution d’objets optimaux.
Lorsque la structure de N est donne´, on
cherche a` partir de l’historique a` estimer pour
chaque re`gle (X,u : x>x) sa probabilite´. Pour
cela, on montre facilement que :
p(X,u : x>x)=P (opt[X]=x|opt[U ]=u)
On note |ux| le nombre d’objets dans l’historique
qui satisfont u et x, et |u| le nombre d’objets
qui satisfont u. Alors, notre probabilite´ peut eˆtre
estime´e par :
P (X,u : x>x)∼|ux|/|u|
Lorsque |u|=0, on peut utiliser, lorsqu’on en
dispose, un historique de vente sous contrainte.
Dans le cas ou` la structure n’est pas con-
nue, il est possible de l’apprendre en utilisant
les algorithmes d’apprentissage sur les re´seaux
baye´siens. E´tant donne´ que les de´pendances
entre les variables pre´fe´rentielles ne sont pas
re´versibles contrairement aux re´seaux baye´siens,
il faudra ajouter une phase d’e´licitation afin
d’orienter correctement ces de´pendances, dans
le but d’apprendre aussi la bonne distribution
de probabilite´ sur les CP-nets.
Apprentissage online Dans le cas ou` on ob-
serve, l’un apre`s l’autre, des objets conside´re´s
comme optimaux par des agents de A, on peut
mettre a` jour un PCP-net. Pour cela, on modi-
fie la probabilite´ de chaque re`gle qui de´finit cet
objet comme optimal avec la formule suivante
[1] :
p(X,u : x>x)=η×P (x|o)+(1−η)×p(X,u : x>x)
ou` η est un taux d’apprentissage (dans notre cas,
η=1/k ou` k est le nombre de fois ou` on a visite´
la re`gle et P (x|o)=1 si o satisfait x et 0 sinon.
Lors de cette phase d’apprentissage, on peut
poser des questions a` l’utilisateur courant afin
d’ajouter des contraintes sur l’objet lorsque l’on
s’aperc¸oit que relation de pre´fe´rence posse`de une
probabilite´ proche de 0.
Re´sultats Afin de tester notre formule
de mise a` jour, on a utilise´ le protocole
d’apprentissage suivant : on cherche a` appren-
dre le PCP-net N qui repre´sente les relations de
pre´fe´rences du groupe d’agents A. Pour cela, on
simule un ensemble m d’agents inclus dans A.
Pour chaque agent, on tire son CP-net selon N .
Puis on prend son objet optimal. Enfin, on mod-
ifie les re`gles qui rendent cet objet optimal avec
la formule donne´e plus haut.
Pour ve´rifier que le PCP-net apprit corre-
spondait bien au PCP-net qu’on cherchait a` ap-
prendre, on estime la divergence de Kullback-
Lieble sur la distribution d’objets optimaux des
deux PCP-nets ainsi qu’une distance au carre´
entre les vecteurs de parame`tres des deux PCP-
nets. On remarque pour les deux distances, que
notre PCP-net apprit converge vers le PCP-net
cible lorsqu’on a vu entre 70 et 150 agents quel
que soit le nombre de variables.
4 Conclusion
On a propose´ dans cet abstract, une fac¸on
de repre´senter une distribution de CP-net afin
d’avoir des requeˆtes du type : “Quel est la proba-
bilite´ qu’un objet o soit optimal?” ou encore : “
Quel est l’objet maximalement optimal?” per-
mettant une utilisation pour de la recommanda-
tion. De plus, on a propose´ une me´thode per-
mettant d’apprendre un PCP-net a` partir d’un
historique repre´sentant une distribution d’objets
optimaux.
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