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Abstract
We study general symmetric powers SkL[n] of a tautological bundle L[n] on the Hilbert scheme
X [n] of n points over a smooth quasi-projective surface X, associated to a line bundle L on X. Let
VL be the Sn-vector bundle on X
n defined as the exterior direct sum L  · · ·  L. We prove that the
Bridgeland-King-Reid transform Φ(SkL[n]) of symmetric powers SkL[n] is quasi isomorphic to the last
term of a finite decreasing filtration on the natural vector bundle SkVL, defined by kernels of operators
DlL, which operate locally as higher order restrictions to pairwise diagonals. We use this description
and the natural filtration on (SkVL)
Sn induced by the decomposition in direct sum, to obtain, for
n = 2 or k ≤ 4, a finite decreasing filtration W• on the direct image µ∗(SkL[n]) for the Hilbert-Chow
morphism whose graded sheaves we control completely. As a consequence of this structural result,
we obtain a chain of cohomological consequences, like a spectral sequence abutting to the cohomology
of symmetric powers SkL[n], an effective vanishing theorem for the cohomology of symmetric powers
SkL[n] ⊗DA twisted by the determinant, in presence of adequate positivity hypothesis on L and A, as
well as universal formulas for their Euler-Poincare´ characteristic.
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Introduction
Let X be a smooth complex quasi-projective algebraic surface and let n ∈ N \ {0}. Denote with X [n]
the Hilbert scheme of n points over X and with L[n] the tautological bundle on X [n] associated to a line
bundle L over the surface X. The aim of this work is the study of general symmetric powers SkL[n] of the
tautological bundle L[n] with some applications to their cohomology.
Tautological bundles have proven to be of fundamental importance for the geometry of Hilbert schemes
of points over a surface X: indeed their Chern classes play a fundamental role in the structure of the
cohomology ring of the Hilbert scheme X [n] and hence of its topology [Leh99, EGL01]. Tautological
bundles on X [n] are as well particularly relevant for the geometry of the surface X itself: as an example,
we can mention Go¨ttsche conjecture on the number of δ-nodal curves in given linear system |L|, whose
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statement, proofs and new refined versions directly involve the use of the tautological bundle L[n] [Go¨t98,
KST11, GS14].
The original motivation of this work is the Strange Duality conjecture over the projective plane, and,
in particular, the understanding of the space of global sections of some particular determinant line bundle
over the moduli spaces of semistable sheaves of rank 2. The program set up by Danila [Dan00] aimed to
prove the conjecture on P2, for Grothendieck classes u (of rank 2, c1 = 0, c2 = n) and v (of rank 0, c1 = d,
χ = 0), by interpolating the moduli space of semistable sheaves Mu with a Hilbert scheme of points P[m]2
via moduli spaces of coherent systems (a technique already used in [He98] and [LP96]). The computations
of global sections H0(Mu,Dv) is then reconducted to the understanding of a second quadrant spectral
sequence whose terms Ep,q1 involve the cohomology groups
Hq(P[m]2 , S
ld+pL[m] ⊗D⊗dO(1))
of symmetric powers of the tautological bundle L[m] associated to the line bundle L = OP2(2l − 3) over
P2, twisted by a natural line bundle D⊗dOP2 (1) over the Hilbert scheme. Here l is an auxiliary integer such
that m = n + l2 and that l(l − 1) ≤ n < (l + 1)(l + 2). To finally understand the original space of
global sections H0(Mu,Dv) two problems remain: the first, the vanishing of the higher cohomology of the
twisted symmetric powers Sld+pL[m]⊗D⊗dOP2 (1); the second, the computation of the dimension of the spaces
of global sections H0(P[m]2 , Sld+pL[m] ⊗ D⊗dOP2 (1)). The first problem is solved by a general formula for the
cohomology of tautological bundles [Dan01] and by an ad-hoc vanishing of the H1 of the double symmetric
powers [Dan00]; the second, via representation theory of SL(3). Global sections for the dual moduli space
H0(Mv,Du) have been computed with different techniques [Dan02], not involving tautological bundles.
Eventually, Danila proves the conjecture for d = 1, n ≤ 19, d = 2, 3, n ≤ 5 [Dan99, Dan00, Dan02].
However, in the case considered by Danila, that is, X = P2 and Grothendieck classes u and v as above, the
Strange Duality conjecture has been recently settled first by Abe [Abe10], for d = 1, 2, using deformations
of quasi-bundles, and later by Yao [Yua12b, Yua12a], for d ≤ 4, using results by Go¨ttsche about Hilbert
series of determinant line bundles over moduli spaces Mu over the projective plane. This last approach
uses heavily techniques of Nekrasov istanton counting like the ones appeared in [GNY09]. Both approaches
extend to rational surfaces.
The work of Danila dealt with cohomology of tautological bundles [Dan00, Dan01], vanishing of
H1(P[n]2 , S2L[2] ⊗ DA) for twisted symmetric powers for L and A positive, sections of S3L[n] over P[n]2
[Dan00, Dan02], symmetric powers SkL[n] for k ≤ 2 and n ≤ 3 [Dan04], and then with sections of general
tensor powers [Dan07]. In our previous work [Sca05, Sca06, Sca09b, Sca09a], among other things, we gave
formulas for the cohomology of general double symmetric powers S2L[n] and for general exterior powers
ΛkL[n]. Recently, Krug [Kru14] studied general tensor products of tautological bundles giving, among
others, results for triple tensor products E
[n]
1 ⊗ E[n]2 ⊗ E[n]3 for general n.
Here we address the case of general symmetric powers SkL[n]: we first obtain a general characterization
of their Bridgeland-King-Reid transform as kernels of some explicit operators over Xn; then, for n ≤ 2 or for
k ≤ 4 we prove a general structure theorem for their direct images µ∗SkL[n] for the Hilbert-Chow morphism
over the symmetric variety SnX. This structure result yields a series of cohomological consequences, among
which, when X is projective, an effective vanishing theorem for twisted symmetric powers SkL[n] ⊗ DA,
in presence of adequate positivity hypothesis for L and A and universal formulas for their Euler-Poincare´
characteristic.
The starting point of our work is the description, given in [Sca05, Sca09a], of the Bridgeland-King-
Reid transform of a k-fold tensor power L[n] ⊗ · · · ⊗ L[n] of the tautological bundle L[n]. Recall that the
Bridgeland-King-Reid transform [BKR01, Hai01, Sca05, Sca07]
Φ : Db(X [n]) - DbSn(X
n)
is the equivalence of categories between the derived category of the Hilbert scheme of n points over X and
the Sn-equivariant derived category of the product variety X
n built (in this case) as the Fourier-Mukai
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transform through Haiman isospectral Hilbert scheme Bn ⊂ X [n]×Xn. The image Φ(L[n]) of a tautological
bundle is resolved in [Sca05, Sca06, Sca09a] by a complex
C•L : 0 - ⊕ni=1 Li
∂0L- ⊕|I|=2 LI ∂
1
L- ⊕|J|=3 LI ∂
2
L- · · · ∂
n−2
L- L1,...,n - 0
where, if I ⊆ {1, . . . , n} is a nonempty subset, pI : Xn - XI is the projection onto the factors indexed
by I, iI : X - XI is the diagonal immersion, the sheaf LI is defined as LI = p∗I iI∗L and the differentials
∂iL are Cˇech-like maps (see subsection 1.1). The image of the k-fold tensor power Φ(L
[n] ⊗ · · · ⊗ L[n]) is
not the (derived) tensor power of the images. In [Sca09a] we proved that the image Φ(L[n] ⊗ · · · ⊗ L[n]) is
concentrated in degree 0 and that the sheaf p∗q∗(L[n] ⊗ · · · ⊗ L[n]) can be realized as the E0,0∞ term of the
hyperderived spectral sequence
Ep,q1 =
⊕
i1+···+ik=p
Tor−q(Ci1L , . . . , CikL )
associated to the derived tensor product C•L ⊗L · · · ⊗L C•L and abutting to Tor−p−q(C•L, · · · , C•L). Here the
symmetric group Sn acts geometrically on X
n while a second symmetric group Sk acts permutating the
factors in the tensor products L[n] ⊗ · · · ⊗ L[n]. Hence, taking Sk-invariants, we get a characterization of
the image Φ(SkL[n]) of the symmetric power of tautological bundles as the term (E0,0∞ )
Sk of the spectral
sequence ofSk-invariants (E
p,q
1 )
Sk . On the other hand, the bi-invariants (E0,0∞ )
Sn×Sk are quasi-isomorphic
to the derived direct image Rµ∗SkL[n] 'qis µ∗SkL[n] of symmetric powers SkL[n] by the Hilbert-Chow
morphism µ : X [n] - SnX. Both spectral sequences (Ep,q1 )
Sk and (Ep,q1 )
Sn×Sk are still combinatorially
difficult to treat. However, the sheaves p∗q∗SkL[n] and µ∗SkL[n] satisfy the following important extension
property. Let W be the closed subscheme of points in Xn lying in the intersection of two or more distinct
pairwise diagonals ∆ij ; let moreover pi : X
n - SnX be the quotient projection. The sheaves p∗q∗SkL[n]
and µ∗SkL[n] satisfy
j∗j∗p∗q∗SkL[n] ' p∗q∗SkL[n] (0.1)
j∗j∗µ∗SkL[n] ' µ∗SkL[n] (0.2)
where j denotes the open immersion Xn \W ⊂ - Xn (in the first isomorphism) and the open immersion
SnX \ pi(W ) - SnX (in the second). Isomorphisms (0.1) and (0.2) suggest that one can extract all
information about the sheaves p∗q∗SkL[n] and µ∗SkL[n] from their restrictions to the open sets Xn∗∗ :=
Xn \W and SnX∗∗ = SnX \W , respectively.
We consequently look at the restrictions j∗(Ep,q1 )
Sk and j∗(Ep,q1 )
Sn×Sk of the spectral sequences of
Sk-invariants and of bi-invariants to the open sets X
n
∗∗ and S
nX∗∗ respectively. In the analogous case of
exterior powers, studied in [Sca09a], the spectral sequence governing the problem was the spectral sequence
of Sn-invariants and Sk-anti-invariants (E
p,q
1 ⊗ εk)Sn×Sk — εk being here the alternating representation
of the symmetric group Sk — and its restriction to S
nX∗∗ degenerated at level E2. In the present case of
symmetric powers, the spectral sequences j∗(Ep,q)Sn×Sk1 does not degenerate at level E2, but only at level
Ek; the spectral sequence j
∗(Ep,q1 )
Sk degenerates surprisingly at level Ek in the same way. Despite the
degeneration occurs only later, the degeneration pattern is clear: the only surviving terms at level E1 are
j∗(E0,01 )
Sk and j∗(Ei,1−i1 )
Sk for 0 ≤ i ≤ k − 1: therefore the kernels of the (restricted) higher differentials
dr : j∗(E0,0r )
Sk - j∗(Er,1−rr )
Sk ' j∗(Er,1−r1 )Sk (0.3)
define a filtration
ker dk−1 ⊆ ker dk−2 ⊆ · · · ⊆ ker d1 ⊆ j∗SkC0L
of the vector bundle j∗SkC0L over the open set Xn∗∗ with graded sheaves j∗(Ei,1−i1 )Sk . The filtration (0.3)
is nothing but the restriction to the open set Xn∗∗ of the natural filtration
(E0,0k )
Sk ⊆ (E0,0k−1)Sk ⊆ · · · ⊆ (E0,01 )Sk = SkC0L . (0.4)
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The sheaves (E0,0r )
Sk satisfy an extension property similar to (0.1); however, the functor j∗ is not right
exact: consequently there is no way we can get information on the graded sheaves of the filtration (0.4)
from the graded sheaves j∗(Ei,1−i1 )
Sk of filtration (0.3).
In front of this difficulty, we performed a detailed analysis of the higher differentials dl of the restricted
spectral sequence j∗(Ep,q1 )
Sk . As a result of this study, we found recursively defined operators
D0L : S
kC0L - (j∗j∗E1,01 )Sk =: K0(L)
DlL : kerD
l−1
L
- (j∗j∗E
l+1,−l
1 )
Sk =: Kl(L)
over the whole variety Xn such that their restrictions to the open set Xn∗∗ are the higher differentials d
l:
j∗DlL = d
l .
The operators DlL are built globally over X
n by glueing local operators DlL defined via partial jet-
projections: we provide explicit local formulas for them, inspired by finite difference calculus. Thanks
to the operators DlL we can state the first result of this work. Denote with E
l(n, k) the subsheaf of SkC0L
defined by the kernel of Dl−1L over X
n. Then we have
Theorem 3.34. The Bridgeland-King-Reid transform Φ(SkL[n]) of the k-symmetric power SkL[n] of the
tautological bundle L[n] associated to the line bundle L over the surface X is quasi-isomorphic to the term
Ek−1(n, k) of the filtration E•(n, k) on the vector bundle SkC0L:
Φ(SkL[n]) ' Ek−1(n, k) ' kerDk−2L .
In particular, for X = C2 or an affine surface, we get a characterization of the image Φ(O[n]X ) as the
subsheaf of sections of the (trivial) sheaf SkC0OX = ⊕λ∈cn(k)OXn (where cn(k) is the set of compositions
of k supported in {1, . . . , n}) satisfying an explicit system of higher order restrictions, that is, restrictions
of higher derivatives (see corollary 3.37) to pairwise diagonals. Similarly, we have a characterization of
µ∗SkL[n] in terms of kernels of invariant operators DlL := (DlL)Sn . We obtain, moreover, explicit local
formulas for the invariant operators DlL over SnX: these formulas will be useful later, when proving the
main structure theorem. The appearence of higher order restrictions of the kind of DlL is natural when in
presence of nontransverse intersections: in our context the occurrence of the operators DlL witness the fact
that the irreducible components of Haiman polygraph D(n, k) ⊂ Xn×Xk are not transverse. The operators
DlL are essentially the Sk-invariant version of the operators ϕl in Krug’s work [Kru14] and theorem 3.34
can be compared to [Kru14, theorem 4.10]. However, the way these operators are found1 is completely
different (see remark 3.38).
Since the filtration E•(n, k) and its Sn-invariant version E•(n, k) := E•(n, k)Sn can’t be directly
used to get informations about the sheaves p∗q∗SkL[n] and µ∗SkL[n], respectively, due to the difficulty
in understanding their graded sheaves, we are lead to introduce a second filtration W• on the invariants
(SkC0L)Sn as follows. The vector bundle SkC0L is isomorphic to the direct sum
SkC0L = ⊕λ∈cn(k)Lλ
— over compositions λ of k supported in {1, . . . , n} — of line bundles Lλ := ⊗ni=1p∗iL⊗λi ; consequently,
the Sn-invariants (S
kC0L)Sn of the vector bundle SkC0L split as a direct sum
(SkC0L)Sn = ⊕λ∈pn(k)Lλ
— over partitions λ of k of length at most n — of sheaves Lλ := pi∗(Lλ)StabSn (λ) of StabSn(λ)-invariants
of the sheaves pi∗Lλ over SnX. Hence, to each total order  on the set of partitions pn(k), we can associate
a natural filtration V• on (SkC0L)Sn defined as
Vµ = ⊕λ∈pn(k)
λµ
Lλ .
1The operators DlL, their local formulas and theorem 3.34 are known to us since late 2009; some of their consequences —
for example theorem 4.35 — since soon later (mid-2010) [Sca10].
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Consider for the moment the reverse lexicographic order ≤rlex on the set of partitions pn(k) and let V• the
associated filtration. Then we can define the filtration W• on µ∗SkL[n] as
W• := V• ∩ Ek−1(n, k) .
The filtration W• has the great advantage that we can try to guess what are the graded sheaves grWµ , at
least for k ≤ 4. It turns out that (at least for small k) the graded sheaves are subsheaves of the sheaves
Lµ whose sections vanish with a prescribed order along some prescribed partial diagonals. More precisely,
define the sheaf Lµ(−l∆) as the sheaf
Lµ(−l∆) = pi∗(Lµ ⊗ ∩1≤i<j≤l(µ)I l∆ij )StabSn (µ)
where here l(µ) is the length of the partition µ and I∆ij is the ideal sheaf of the pairwise diagonal ∆ij in
Xn. The main result of this work is the following structure theorem
Theorem 4.30-4.35-4.43. Let n ∈ N∗, k ∈ N, such that n ≤ 2 or k ≤ 4. Then the graded sheaves of
the filtration W• on the sheaf µ∗SkL[n], indexed by partitions pn(k), equipped with the reverse lexicographic
order, are given by
grWµ µ∗S
kL[n] ' Lµ(−2mµ∆) ,
where mµ := 0 if l(µ) = 1, otherwise mµ := min2≤i≤l(µ) µi.
The proof of theorems 4.30-4.35-4.43 consists in the construction of natural left exact sequences
0 - Wµ′ - Wµ - Lµ(−2mµ∆)
which are proven to actually be right exact by an ad-hoc verification. Here µ′ is the partition following µ
in the reverse lexicographic order.
Even if theorem 4.30-4.35-4.43 has been proven by ad-hoc methods, it seems that its content might be
carried on to the general case, possibly modifying the definitions of some of the objects involved. First,
the reverse lexicographic order has to be replaced by another total order on the set of partitions pn(k):
the new order  has to take into account the length of a partition in the first place and coincides with the
reverse lexicographic order between partitions of the same length. Secondly, it might be that we have to
consider subsheaves of the sheaves Lµ whose sections vanish with different prescribed order along different
prescribed pairwise diagonals. Our first guess are the sheaves Lµ(−2µ∆), defined as
Lµ(−2µ∆) := pi∗(Lµ ⊗ ∩1≤i<j≤l(µ)I2µj∆ij )StabSn (λ) .
Several cases worked out for k ≥ 5 confirm these facts. It is likely that a structure theorem of the kind
of 4.30-4.35-4.43 hold for general tensor powers or even general tensor products of tautological bundles.
Indeed, the analogue of filtration E•(n, k) can be defined for general tensor products of tautological bundles,
as kernels of operators ϕl in Krug’s work [Kru14]. As for the filtration V•, there should be a natural way
of extending it in the case of tensor product of tautological bundles, and maybe even in the case of general
tensor products. We will discuss more in detail a possible extension to the general case in subsection 4.4.
Everything we said extends to the case in which symmetric powers SkL[n] are twisted by the natural
line bundle DA = µ∗(A · · · A/Sn), defined as the pull back over X [n] of the descent over SnX of the
line bundle A · · · A (n-factors) on Xn. For brevity’s sake we will denote the descent A · · · A/Sn
also with DA.
Theorem 4.30-4.35-4.43 implies a chain of cohomological consequences. First, we can compute — for
n ≤ 2 or for k ≤ 4 — the cohomology of twisted symmetric powers SkL[n] ⊗DA via the spectral sequence
of a filtered sheaf
Ep,q1 = H
p+q(SnX,Lµ(p)(−2mµ(p)∆)⊗DA) =⇒ Hp+q(X [n], SkL[n] ⊗DA)
where µ(p) is the (p+1)-th partition in pn(k) according to reverse lexicographic order. Secondly, when X is
projective, we can work out an effective vanishing theorem for the higher cohomologyHp(X [n], SkL[n]⊗DA),
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in presence of adequate positivity hypothesis on L and A. The key notion here is that of an l-very ample
line bundle and the fact that if L is n-very ample on X, then the determinant detL[n] of the associated
tautological bundle L[n] is very ample on X [n] [BS91, CG90]. This fact is sufficient to make the higher
cohomology of most graded sheaves grWµ vanish via Kodaira theorem; still for one of them, the sheaf
L2,1,1(−2∆) ⊗ DA, we need to work over the isospectral Hilbert scheme B3 of three points over X and
use that B3 has canonical singularities [Sca15b] before concluding with Kodaira vanishing. The effective
vanishing result reads precisely
Theorem 5.15. Let X be a smooth complex projective surface. Let L, A be line bundles on X such that
L is nef and A⊗ ω−1X is big and nef. Let n ∈ N∗ and k ∈ N, with n ≤ 2 or k ≤ 4. Then
Hi(X [n], SkL[n] ⊗DA) = 0 for all i > 0
if L⊗ A⊗ ω−1X = ⊗k+1j=1Bj when n = 2, if L⊗ A⊗ ω−1X = ⊗5j=1Bj when k = 3, if L⊗ A⊗ ω−1X = ⊗7j=1Bj
when k = 4, where Bj are very ample line bundles on X.
A variant of this result for n = 2 (theorem 5.16) just requires that L and A ⊗ ω−1X are both tensor
product of two very ample line bundles. Finally, for X projective and for n = 2 or for k ≤ 4 we give general
universal formulas for the Euler-Poincare´ characteristic χ(X [n], SkL[n]⊗DA) of twisted symmetric powers
in terms of Euler-Poincare´ characteristics of L,A, SlΩ1X , ωX and some tensor product of these over X.
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1 The geometric setup
Let X be a smooth quasi-projective surface. We will indicate with Xn the cartesian product of n copies
of X; let G be the symmetric group G := Sn; it acts on X
n with quotient the symmetric variety SnX:
let pi : Xn - SnX be the quotient projection. Let X [n] be the Hilbert scheme of n points on X: the
Hilbert-Chow morphism µ : X [n] - SnX, defined as µ(ξ) =
∑
x∈X(lengthOξ,x)x, realizes X [n] as a
semismall crepant resolution of the singularities of SnX. Haiman [Hai01] introduced the isospectral Hilbert
scheme Bn, that is, the reduced fibered product (X [n] ×SnX Xn)red: let p and q its projections onto Xn
and X [n], respectively. In the diagram
Bn
p - Xn
X [n]
q
?
µ- SnX
pi
?
p and µ are birational, q and pi are finite, q is flat. The Bridgeland-King-Reid transform [BKR01, Hai01,
Sca07, Sca09a]
Φ := ΦOBn
X[n]→Xn := Rp∗ ◦ q∗ : Db(X [n]) - DbG(Xn)
is an equivalence of derived categories from the bounded derived category of coherent sheaves on X [n] to
the bounded derived category of Sn-equivariant coherent sheaves over X
n.
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1.1 Tautological bundles and their images under the Bridgeland-King-Reid
transform
Consider now the universal subscheme Ξ ⊆ X [n] ×X of the Hilbert scheme X [n]. If L is a vector bundle
on X, the tautological bundle L[n] over X [n] is defined as:
L[n] := pX[n]∗(OΞ ⊗OX L) ,
where pX[n] is the projection over the Hilbert scheme X
[n]. Since the subscheme Ξ is flat and finite over
X [n] of degree n, it turns out that L[n] is a vector bundle of rank n rkL on X [n].
Notation 1.1. Let I ⊆ {1, . . . , n}, I 6= ∅. Denote with pI : Xn - XI the projection onto the factors
in I, let ıI : X - XI the diagonal immersion of X into XI . If F is a coherent sheaf on X, we indicate
with FI the sheaf on X
n defined as FI := p
∗
I(iI)∗L. If |I| ≥ 2, we indicate with ∆I the inverse image by
pI of the total (small) diagonal in X
I . Note that in this case FI is supported on ∆I . If n = 2 we will also
denote the diagonal in X2 and S2X just with ∆.
For a vector bundle L on X, define now the complex (C•L, ∂•L) on Xn in the following way:
CpL :=
⊕
|I|=p+1
LI , ∂
p
L(x)J =
∑
i∈J
εi,JxJ\{i}
∣∣
∆J
,
where εi,J = (−1)]{j∈J | j<i}.
Remark 1.2. The complex C•L is naturally G-equivariant, in the following way. If σ ∈ G, denote with σ∗
the automorphism σ∗ ∈ Aut(Xn) defined as: σ∗(x1, . . . , xn) := (xσ−1(1), . . . , xσ−1(n)). We have σ∗(LI) =
Lσ(I) for all ∅ 6= I ⊆ {1, . . . , n}. The G-linearization on CpL := ⊕|I|=p+1LI can then be defined setting
(σ.x)J := εσ,Jσ∗xσ−1(J), where (xI)I is a local section of CpL and where εσ,J is the signature of the only
permutation τ such that σ−1τ is strictly increasing.
The main result about the Bridgeland-King-Reid transform of a tautological bundle is the following.
Theorem 1.3 ([Sca09a]). Let X be a smooth quasi-projective algebraic surface and L be a vector bundle
on X. Let L[n] be the tautological bundle on the Hilbert scheme X [n] associated to L. Then the image of
the tautological bundle L[n] for the Bridgeland-King-Reid equivalence Φ is isomorphic in DbG(X
n) to the
complex (C•L, ∂•L):
Φ(L[n]) ' C•L .
This result holds as well for tautological sheaves [Sca09b]. As for the Bridgeland-King-Reid transform
of a tensor product of tautological bundles Φ(L
[n]
1 ⊗ · · · ⊗ L[n]k ), for vector bundles L1, . . . , Lk on X, of
course one can’t hope that it would be quasi-isomorphic to the (derived) tensor product C•L1 ⊗L · · · ⊗L C•Lk
of the images. However, a precise comparison can be established in terms of a natural morphism
α : C•L1 ⊗L · · · ⊗L C•Lk - Φ(L
[n]
1 ⊗ · · · ⊗ L[n]k )
in DbG(X
n). It turns out that the mapping cone of α is acyclic in positive degree: this is equivalent to
saying that the complex Φ(L
[n]
1 ⊗· · ·⊗L[n]k ) is cohomologically concentrated in degree 0, or, in other words,
that the higher direct images Rip∗q∗(L
[n]
1 ⊗ · · · ⊗ L[n]k ) vanish for i > 0. Moreover, in degree zero, the
natural morphism α provides an epimorphism p∗q∗L
[n]
1 ⊗ · · · ⊗ p∗q∗L[n]k -- p∗q∗(L[n]1 ⊗ · · · ⊗L[n]k ) whose
kernel is the torsion subsheaf. As a consequence of these facts one can extract the information of the sheaf
p∗q∗(L
[n]
1 ⊗ · · · ⊗ L[n]k ) ' H0(Φ(L[n]1 ⊗ · · · ⊗ L[n]k )) as the E0,0∞ term of the G-equivariant spectral sequence
Ep,q1 =
⊕
i1+···+ik=p
Tor−q(Ci1L1 , . . . , CikLk)
abutting to Hp+q(C•L1 ⊗L · · · ⊗L C•Lk). If Li = L for all i = 1, . . . , k, the k-fold tensor products L⊗ . . .⊗ L
and C•L ⊗L · · · ⊗L C•L both acquire an action of the symmetric group Sk – which operates permutating the
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factors – in such a way that the morphism α becomes Sk-equivariant. From now on we will denote with H
the symmetric group Sk. The corresponding spectral sequence E
p,q
1 is in this case naturally H-equivariant,
and hence G × H-equivariant. Details on how to equip the derived tensor product C•L ⊗L · · · ⊗L C•L and
his associated spectral sequence Ep,q1 with a H-action appeared in [Sca09a], section 4.1, and will be briefly
recalled later. As a consequence of the G × H-equivariance discussed here, we have [Sca09a, Corollary
4.1.3]:
Corollary 1.4. The Bridgeland-King-Reid transform Φ(SkL[n]) of the symmetric power SkL[n] of a tau-
tological bundle is quasi-isomorphic to the term (E0,0∞ )
H of the spectral sequence (Ep,q1 )
H . Moreover, the
direct image µ∗SkL[n] of the symmetric power SkL[n] for the Hilbert-Chow morphism can be identified with
the term (E0,0∞ )
G×H of the spectral sequence (Ep,q1 )
G×H .
Convention 1.5. Let A a C-algebra and M an A-module. For n ∈ N \ {0}, consider the symmetric power
SnM of the module M . We consider SnM as the space of Sn-invariants of M
⊗n for the action of Sn
permutating the factors in the tensor product. Throughout this article, we will use the following convention
for the symmetric product u1. · · · .un of elements ui ∈M :
u1. · · · .un :=
∑
σ∈Sn
uσ(1) ⊗ · · · ⊗ uσ(n) ,
where the right hand side is seen in M⊗n. In this way the explicit formulas for invariant operators
D lL = (D
l
L)
Sn , in subsection 3.6 and following, will be simpler and will not depend on n. We use an
analogous convention for the exterior product: u1 ∧ · · · ∧ un :=
∑
σ∈Sn(−1)σuσ(1) ⊗ · · · ⊗ uσ(n), where
(−1)σ is the signature of the of permutation σ and where we see ΛnM as the space of anti-invariants for
the action of Sn over M
⊗n.
1.2 Reduction to a big open set
Consider the closed subscheme
W :=
⋃
|I|=|I′|=2
I 6=I′
∆I ∩∆I′
of Xn: its irreducible components are smooth of codimension 4. Define now the open sets Xn∗∗, S
nX∗∗,
X
[n]
∗∗ , Bn∗∗ of X
n, SnX, X [n], Bn, respectively, as:
Xn∗∗ := X
n \W , SnX∗∗ = SnX \ pi(W ) , X [n]∗∗ = µ−1(Sn∗∗X) , Bn∗∗ = p−1(Xn∗∗) (1.1)
We will indicate just with j the open immersion of each of these open sets into Xn, SnX, X [n], Bn,
respectively. The open sets Xn∗∗ and S
nX∗∗ are complementary of closed subschemes of codimension 4,
while X
[n]
∗∗ and Bn∗∗ are complementary of closed subschemes of codimension 2. Like any vector bundle on
X [n], the symmetric power SkL[n] satisfies the property [Sca09a, Lemma 3.1.4]: µ∗SkL[n] = j∗j∗µ∗SkL[n]
and, with a similar proof, because of the vanishing Rip∗q∗SkL[n] = 0 if i > 0, it satisfies:
Φ(SkL[n]) 'qis j∗j∗p∗q∗SkL[n] (1.2)
as well. Consequently we can try to extract all the information about Φ(SkL[n]) and µ∗SkL[n] work-
ing over the big open sets (1.1). More precisely, we have Φ(SkL[n]) 'qis (j∗j∗E0.0∞ )H and µ∗SkL[n] '
(j∗j∗E0,0∞ )
G×H . In other words, the image p∗q∗SkL[n] can be seen as a recursive kernel of operators:
Dl−1 := (j∗dl)H : ker(j∗dl−1)H - (j∗j∗E
l,1−l
l )
H ,
where dl : (j∗E0,0l )
H - (j∗El,1−ll )
H are differentials of the spectral sequence (j∗Ep,q1 )
H , at level l. In
the next sections we are going to prove that the spectral sequence (j∗Ep,q1 )
H degenerates at level k and we
will explicitely compute the operators Dl. As a consequence we will get:
Φ(SkL[n]) 'qis j∗j∗p∗q∗SkL[n] ' kerDk−2
and a similar formula for µ∗SkL[n]. To end this section, we rewrite the terms j∗j∗E
p,q
1 in a simpler way.
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Notation 1.6. Let P := {I | ∅ 6= I ⊆ {1, . . . , n}}. For each a ∈ P{1,...,k} we will indicate with A(a) the
multi-index A(a) := ∪i | |a(i)|≥2 a(i), k(a) := max{0, 2(|A(a)| − 1)}, l(a) = (
∑k
i=1 |a(i)|) − k and J(a) =
∪i | |a(i)|=1 a(i). We finally set S0(a) := a−1(A(a)) and λ(a) : J(a) - N the function defined by :
λj(a) = |a−1({j})| for all j ∈ J(a). If there is no confusion, we will just write A, J , S0, λ.
With these notations Ep,q1 can be rewritten as
Ep,q1 =
⊕
a∈P{1,...,k}
l(a)=p
Tor−q(La(1), . . . , La(k)) .
Define now Ip as Ip = {a ∈ P{1,...,k}, l(a) = p , k(a) ≤ 2}, and (Ep,q1 )0 as the G×H-equivariant subsheaf
of Ep,q1 given by (see also [Sca09a, Remark 3.1.8]):
(Ep,q1 )0 :=
⊕
a∈Ip
Tor−q(La(1), . . . , La(k)) . (1.3)
It turns out that (Ep,q1 )0 vanishes if q < 2(1 − p) and if p > k. Moreover, since it is a vector bundle
or a direct sum of restrictions of vector bundes over pairwise diagonals, and hence pure Cohen-Macauley
coherent sheaf of codimension ≤ 2, we have [Sca09a, Remark 3.1.8, Lemma 3.1.10]:
j∗j∗E
p,q
1 ' (Ep,q1 )0 .
Remark 1.7. As a consequence of what just said, in order to prove that the spectral sequence (j∗Ep,q1 )
H
degenerates at level k, it is sufficient to prove that (Ep,q1 )
H
0 6= 0 if and only if (p, q) = (0, 0) or if q = 1− p
and 2− k ≤ q ≤ 0.
2 Degeneration of the spectral sequence
In this section we will prove the degeneration of the spectral sequences (j∗Ep,q1 )
H and (j∗Ep,q1 )
G×H by
proving the vanishing of terms (Ep,q1 )
H
0 and (E
p,q
1 )
G×H
0 as explained in remark 1.7. In the following two
subsections we study the set Ip, parametrizing the terms in the direct sum (1.3), as G×H-set.
2.1 Multi-indexes
Notation 2.1. Let h ∈ N, h ≤ n. We indicate with cn(h) := {λ : {1, . . . , n} - {0, . . . , h} |
∑
i λi = h}
the set of compositions of h of range n. If λ ∈ cn(h), we denote with suppλ its support as a function,
that is suppλ := {i ∈ {1, . . . , n} | λi 6= 0}. If λ is a composition of some h of range n we also say that
h =
∑n
i=1 λi is its weight, and we denote it with |λ|.
If λ ∈ cn(l), for brevity’s sake, we will sometimes write λ multiplicatively as λ =
∏n
i=1 i
λi ; we will refer
to this notation as the multiplicative notation2 for compositions. If λ, µ are two compositions, the function
λ+ µ, as a composition, is written as the product λµ in the multiplicative notation.
Notation 2.2. Let m ∈ N. We denote with p(m) the set of partitions of m. Set p(0) = {0}. We will write
the length of a partition λ as l(λ). Denote with pt(m) the set of partitions λ of m of lenght l(λ) ≤ t. Any
partition pn(m) can be seen naturally in cn(m) as a composition of m of range n, by setting λi = 0 for
l(λ) < i ≤ n. The weight of a partition is the weight of the corresponding composition.
Remark 2.3. The G ×H-action on the set of indexes P{1,...,k} is given by (σ, τ).a := σaτ−1 and yields
naturally a G×H-action on the sets Il.
Remark 2.4. The group G acts naturally on compositions cn(h) setting σ.λ := λ ◦ σ−1. Therefore, in the
orbit of a composition µ in cn(h) there is a unique partition ν(µ) ∈ pn(h) of length | suppµ|. We denote
this partition with ν(µ): it is an invariant of the G-orbit of µ.
2This has nothing to do with the exponential notation of partitions. The exponential notation will be recalled in notation
3.55 and used in subsection 3.6.4.
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Denote now, for r ∈ N, r ≤ n, with Pn(r) =
∐
0≤m≤r pn(m), that is, the set of partitions of natural
numbers lower or equal than r and of length lower or equal to n. Moreover, denote with Q = {I ⊆
{1, . . . , n} | |I| ≤ 2}. There is a natural G-action on the set Q, induced by the G-action on {1, . . . , n}.
Notation 2.5. If λ ∈ cn(h) and A ⊆ {1, . . . , n}, we indicate with λA the restriction λ|A :
A - {0, . . . , h}. Sometimes (it will be clear from the context) λA will also denote the extension of
λ|A to the whole {1, . . . , n} with zero.
Remark 2.6. Define the map ψl : Il - cn(k − l) × Q as ψl(a) = (λ(a), A(a)) where λ(a) is thought
as a function: {1, . . . , n} - {0, . . . , k − l} by extending it with zero outside J(a). Moreover define the
map ηl : cn(k− l)×Q - Pn(k− l)×Pn(k− l) as ηl(µ,B) = (ν(µ|B), ν(µ|B¯)), where ν(µ|B) and ν(µ|B¯)
are the partitions in the G-orbits of the compositions µ|B and µ|B¯ , respectively. Let, finally, ϕl be the
composition ϕl := ηl ◦ ψl. We have the commutative diagram:
Il ψl - cn(k − l)×Q
Pn(k − l)×Pn(k − l)
ηl
?
ϕ
l
-
The following facts are easy to establish and hence the proof is left to the reader.
• ψl is H-invariant and G-equivariant, ηl is G-invariant and hence ϕl is G×H-invariant, where cn(k−
l)×Q is naturally seen as G-sets, since products of G-sets;
• The image B(k, l) := imψl is characterized by elements (λ,A) such that |A| = min{2, 2l}; the quotient
map: ψˆl : Il/H - B(k, l) is a bijection;
• The image A(k, l) := im ϕl is characterized by elements (λ, µ) such that
1. |λ|+ |µ| = k − l;
2. l(λ) ≤ min{2, 2l}.
Moreover the induced quotient map: ϕˆl : Il/G×H - A(k, l) is a bijection.
Notation 2.7. If a ∈ Il, it will be useful to set t(a) := |A(a)∩ J(a)|; we will just write t when there is no
risk of confusion. It is an invariant of the G ×H-orbit of a. Moreover, denote as νA(a) and νA¯(a) — or
with νA, νA¯ when there is no risk of confusion — the partitions ν(λ(a)
∣∣
A(a)
) and ν(λ(a)
∣∣
A(a)
), respectively,
defined by ϕl(a).
2.2 Stabilizers
Remark 2.8. Let A and B be two non empty finite sets, and let f : A - B be a map. We will indicate
with ∼f the equivalence relation defined by x ∼f y ⇐⇒ f(x) = f(y) and with {Si(f)}i the associated
partition. It defines a partition ν(f) of |A| of length |f(A)|.
Notation 2.9. If A ⊆ {1, . . . , n} (resp. A ⊆ {1, . . . , k}) we will indicate with G(A) (resp. H(A)) the
subgroup of G (resp. of H) consisting of permutations fixing the complementary of A in {1, . . . , n} (resp.
in {1, . . . , k}). The groups G(A) (resp. H(A)) will also be identified with the symmetric group of A.
Notation 2.10. Let a ∈ Il, l ≤ k, let A(a) and J(a) its associated multi-indexes and let λ(a) its associated
composition. Let now R ⊆ J(a). As explained in the notation above, λR(a) as the restriction of λ(a) to R.
Let Si(λR(a)), i = 1, . . . , s be the associated partition of R, defined by the equivalence relation ∼λR , defined
in remark 2.8. Define now the subgroup MR(a) of Aut(J(a)) as being MR(a) :=
∏s
i=1 Aut(Si(λR(a))).
Define, moreover, the subgroup HR(a) of H as: HR(a) :=
∏
r∈RH(a
−1({r})).
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Notation 2.11. We naturally identify the group Aut(J(a)) with the subgroup G(J(a)) of G. Let now
σ ∈MJ(a)(a): this means that, for all j ∈ J(a), |a−1({j})| = |a−1({σ(j)})|. There is now a unique way of
lifting σ to a permutation σ˜ ∈ Aut{1, . . . , k} by imposing that σ˜ sends a−1({j}) to a−1({σ(j)}) in such a
way that σ˜
∣∣
a−1({j}) : a
−1({j}) - a−1({σ(j)}) is strictly increasing. In this way we get a monomorphism
of groups MJ(a)(a) ⊂ - Aut{1, . . . , k} = H sending σ to σ˜. If, moreover, R ⊆ J(a), we can lift σ ∈MR(a)
to a σ˜ ∈ H via the composition MR(a) ⊂ - MJ(a)(a) ⊂ - H. Consider now the monomorphism:
MR(a) ⊂ - G×H
σ - (σ, σ˜)
(2.1)
where σ˜ is the lifting of σ to H. The image of (2.1) is denoted with ∆R(a).
Lemma 2.12. Consider the groups HR(a) and ∆R(a). Then, if τˆ = (τ, τ˜) ∈ ∆R(a) and σ = ∏r∈R σr ∈
HR(a), we have in G×H:
τˆ · σ =
∏
r∈R
(τ˜σr τ˜
−1) · τˆ ∈ HR(a) · τˆ (2.2)
As a consequence, HR(a) is normal in 〈∆R(a), HR(a)〉 and hence 〈∆R(a), HR(a)〉 ' ∆R(a)nHR(a).
Proof. We have, just formally: τˆσ = (τ, τ˜)σ = (τ, τ˜σ) = (τ, τ˜στ˜−1τ˜) = (1, τ˜στ˜−1)(τ, τ˜) = τ˜στ˜−1τˆ .
Moreover:
τ˜στ˜−1 = τ˜σ1 · · ·σr τ˜−1 = τ˜σ1τ˜−1τ˜ · · · τ˜−1τ˜σr τ˜−1 =
∏
r∈R
(τ˜σr τ˜
−1) .
Now, for each r ∈ R, τ˜σr τ˜−1 is in H(a−1(τ(r))) ⊂ HR(a), by definition of τ˜ and HR(a).
Remark 2.13. Let a ∈ Il and let R ⊆ J(a). We will indicate with Da(R) the semidirect product
Da(R) := ∆R(a) n HR(a). Remark that if λi(a) 6= λj(a) for all i 6= j ∈ R, then Da(R) ' HR(a), since
any Si(λR(a)) consists of just one element and therefore M
R(a) ' {1}.
In what follows we write for brevity’s sake S0, A and J , instead of S0(a), A(a) and J(a).
Proposition 2.14. Let a ∈ Il. The stabilizers of a in G×H and in H are
StabG×H(a) ' G(A ∪ J)×G(A \ J)×H(S0)×Da(A ∩ J)×Da(J \A) ,
StabH(a) ' H(S0)×HJ(a) ' H(S0)×HA∩J(a)×HJ\A(a) ,
respectively. If l = 0 formulas make sense setting S0 = ∅ and S(∅) = {1}.
Proof. An element (σ, τ) is in StabG×H(a) if and only if σa = aτ . Since the sets A, J and, consequently,
A ∩ J , A \ J , J \A, A ∪ J are fixed by σ, it follows that
σ = σ1σ2σ3σ4 ∈ G(A \ J)×G(A ∩ J)×G(J \A)×G(A ∪ J)
Since σ1, σ4 are already in StabG×H(a), then we have: σ′a = aτ , where σ′ = σ2σ3 ∈ G(A∩J)×G(J \A) ⊂
Aut(J). Suppose that σ(i) = j, with i, j ∈ J such that {i, j} ⊆ A ∩ J or {i, j} ⊂ J \ A. Then one has to
have τ(a−1(i)) = a−1(j) which implies λi(a) = λj(a). Since we can argue like this for all i, j moved by τ ,
we can always write τ as: τ = σ˜2τ2σ˜3τ3τ
′ where (τ ′, τ2, τ3) ∈ H(S0) × HA\J(a) × HJ\A(a). This proves
the first statement. The second follows immediately from StabH(a) = StabG×H(a) ∩ {1} ×H.
2.3 Invariants
In this subsection we will compute invariants (Ep,q1 )
H
0 and (E
p,q
1 )
G×H
0 . As a consequence of remark 1.7, this
will prove that the spectral sequence (j∗Ep,q1 )
H – and hence (j∗Ep,q1 )
G×H – degenerates at level k. From
now on L will always denote a line bundle over the surface X. To understand the comprehensive G ×H
action on the terms
(Ep,q1 )0 :=
⊕
a∈Ip
Tor−q(La(1), . . . , La(k)) ,
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induced by the G×H-action on the spectral sequence Ep,q1 , we have to be careful to take into account that
the sheaves La(i) are direct summands of the terms C|a(i)|−1L of the complex C•L: now, not only the complex
C•L is G-equivariant, but there is a H-action on the derived tensor product C•L ⊗L · · · ⊗L C•L. These facts
induce additional signs which have been thouroughly studied in [Sca09a, sections 4.1, 4.2, Appendix B]
and which we will explicit in the sequel.
Remark 2.15. Let A ⊆ {1, . . . , n}, |A| = 2. In what follows we will frequently make the identification
Xn ' XA×XA¯. More precisely, let σA be the unique permutation of {1, . . . , n} carrying A onto {1, 2} and
such that its restrictions to A and A¯ preserve the order. The identification Xn ' XA ×XA¯ is nothing but
the automorphism (σA)∗ : Xn - Xn induced by the permutation σA. In the sequel the phrase “in the
identification Xn ' XA ×XA¯” will mean “modulo the automorphism (σA)∗ ” . Moreover, when using the
identification, functions defined over A and A¯ will, in the identification, be thought as functions defined
over {1, 2} and {3, . . . , n}, respectively; permutations in S(A) and S(A¯) wil be thought as permutations
in S2, S({3, . . . , n}), respectively.
Denote first of all with FLq (a) the multitor Tor−q(La(1), . . . , La(k)). Let now (λ,A) - a(λ,A) and
(ν, µ) - a(µ, ν) fixed sections of the quotient surjections Il - B(k, l) and Il - A(k, l), respectively.
Danila’s lemma [Dan01, Lemma 2.2] for the H- and G×H-actions, respectively, on (Ep,q1 )0 can be rephrased
by saying:
(Ep,q1 )
H
0 '
⊕
(λ,A)∈B(k,l)
FLq (a(λ,A))
StabH(a(λ,A)) (2.3)
(Ep,q1 )
G×H
0 '
⊕
(µ,ν)∈A(k,l)
(
pi∗FLq (a(µ, ν))
)StabG×H(a(µ,ν))
(2.4)
It will be then sufficient to understand the action of the stabilizers StabH(a) and StabG×H(a) on the terms
FLq (a) and pi∗F
L
q (a), respectively. More explicitely
FLq (a) := Tor−q(LA, · · · , LA)⊗
⊗
j∈A∩J
L
λj(a)
j ⊗
⊗
j∈J\A
L
λj(a)
j
Denote now with FL1,q(a) and F
L
2,q(a) the sheaves on X
A, XA¯, respectively by
FL1,q(a) := Tor−q(LA, · · · , LA)⊗
⊗
j∈A∩J
L
λj(a)
j ' Λ−q(N∗A ⊗ Cp−1)⊗ Lp+|νA|A
FL2,q(a) :=
⊗
j∈J\A
L
λj(a)
j ,
where we used [Sca09a, Lemma B.3] and where we indicate with N∗A the conormal bundle of the diagonal
in XA, where the LA’s are naturally seen as sheaves over X
A and the Lj ’s are seen as sheaves on X
A or
XA¯ depending if j ∈ A or j ∈ A¯. Of course we have, in the identification Xn ' XA ×XA¯:
FLq (a) := F
L
1,q(a) FL2,q(a) .
Write now StabG×H(a) as StabG×H(a) = G1(a)×G2(a) where
G1(a) = H(S0)×G(A \ J)×Da(A ∩ J) , G2(a) = Da(J \A)×G(A ∪ J) .
Analoguosly, setting Hi(a) = Gi(a) ∩ ({1} ×H), that is:
H1(a) = H(S0)×HA∩J(a) , H2(a) = HJ\A(a) ,
we have that StabH(a) ' H1(a)×H2(a). Denote with v the projection
v : S|A|X × S|A¯|X × - SnX .
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For any ∅ 6= B ⊆ {1, . . . , n} denote with piB the quotient projection: piB : XB - S|B|X. We have:
FLq (a)
StabH(a) ' FL1,q(a)H1(a)  FL2,q(a)H2(a) (2.5)
(pi∗FLq (a))
StabG×H(a) ' v∗
(
piA∗F
L
1,q(a)
G1(a)  piA¯∗FL2,q(a)G2(a)
)
. (2.6)
Hence, to understand precisely the G×H-action on (Ep,q1 )0 we just need to understand the action of each
group Gi(a) on the sheaf F
L
i,q(a).
Remark 2.16. The G2(a)-action on F
L
2,q(a) reduces easily to the ∆
J\A(a)-action, which is clear. As for
the G1(a)-linearization on F
L
1,q(a) we remark the following. Recall that t = t(a) = |A(a) ∩ J(a)|.
• The group G(A\J) ' S2−t acts on FL1,q(a), fiberwise on ∆ ⊆ XA, with the representation Λ−q(idC2⊗
ε2−t ⊗ Cp−1). We have still to take into account that the sheaves LA are direct summands of the
term C1L of the complex C•L: hence there is an additional sign induced by the G-linearization on C•L.
Since G(A \ J) acts with a sign on each LA, this accounts for an additional representation ε⊗p2−t.
Comprehensively, G(A \ J) acts fiberwise on FL1,q(a) with the representation
Λ−q(idC2 ⊗ Cp−1)⊗ ε⊗p−q2−t .
• The factors in HA∩J(a) act trivially on FL1,q(a), hence the Da(A ∩ J)-action reduces to the action of
∆A∩J(a). The group ∆A∩J(a) is trivial if t(a) = 0 or if |A∩ J | = t(a) = 1. The action of ∆A∩J(a) is
trivial on the factor ⊗j∈J\ALλj(a)j . On the other hand, nontrivial factors in ∆A∩J(a) ⊆ Da(A∩J) act
nontrivially on N∗A and hence on Tor−q(LA, . . . , LA). This can happen if and only if t(a) = |A∩J | = 2,
that is, if A ⊆ J and λi(a) = λj(a) if A = {i, j}, with i 6= j, that is, if νA(a) is a partition of the form
(h, h). In any case the subgroup ∆A∩J(a) acts naturally on the fibers of FL1,q(a) over the diagonal
with the representations Λ−q(idC2⊗Cp−1⊗εt). Taking into account the G-linearization of C•L, ∆A∩J(a)
acts with a sign on each LA and hence there is an additional representation ε
⊗p
t to consider. The
comprehensive fiberwise Da(A ∩ J)-action on FL1,q(a) is then reduced to the ∆A∩J(a) ' St-action,
given by:
Λ−q(idC2⊗Cp−1)⊗ ε⊗p−qt .
• As a H(S0) ' Sp-sheaf, FL1,q(a) is naturally isomorphic to Λ−q(N∗A ⊗ ρp)⊗ Lp+|νA|A , where ρp is the
standard representation of Sp. However, since the LA’s in the multitors Tor−q(LA, . . . , LA) are not
just sheaves, but direct summands of the term C1L of the complex C•L, the sheaf FL1,q(a) inherits an
additional sign εp, induced by the H-action on the spectral sequence E
p,q
1 (see [Sca09a, sections 4.1,
4.2, Appendix B]). Hence, the comprehensive H(S0)-action on F
L
1,q(a) is given by the representation
Λ−q(N∗A ⊗ ρp)⊗ Lp+|νA|A ⊗ εp
Putting all the pieces together, the G1(a)-linearization on the sheaf F
L
1,q(a) reduces to the S2−t×St×Sp-
linearization given by the representation:
Λ−q(N∗A ⊗ ρp)⊗ εp−qt ⊗ εp−q2−t ⊗ εp . (2.7)
Notation 2.17. Let λ ∈ cm(l) a composition of l of range m. Denote with Lλ the line bundle on Xm
defined by:
Lλ :=
m⊗
i=1
Lλii .
Denote with Lλm, or simply with Lλ when there is no risk of confusion, the sheaf over SmX defined by:
Lλm := pi∗(Lλ)StabSm (λ) ,
where pi : Xm - SmX is the quotient projection.
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Remark 2.18. It is clear that if λ and µ are compositions of range m in the same Sm-orbit, that is
λ = µ ◦σ, for σ ∈ Sm, then, Lλ and Lµ are isomorphic. Indeed, denoting with σ the automorphism of Xm
such that σ(x1, . . . , xm) = (xσ−1(1), . . . , xσ−1(m)), we have that σ∗Lλ ' Lµ and that
Lµ = pi∗(Lµ)StabSm (µ) = pi∗(σ∗Lλ)StabSm (µ) ' pi∗(Lλ)StabSm (λ) = Lλ
where the middle isomorphism is induced by pi∗(σ∗). Hence the isomorphism class of Lλ does not depend
on the composition λ but only on its associated partition ν(λ).
Notation 2.19. If F is a coherent sheaf on X, for brevity’s sake, we will indicate with F∆ the sheaf on X
2
(resp. S2X) defined by i∆∗F , where i∆ : X ⊂ - X2 (resp. i∆ : X ⊂ - S2X) is the diagonal immersion.
Proposition 2.20. Let a ∈ Ip, p > 0. The invariants FLq (a)StabH(a) are zero if and only if q 6= 1 − p or
p > k, otherwise:
FL1−p(a)
StabH(a) = Sp−1N∗A ⊗ Lp+|λA(a)|A ⊗ LλA¯(a) .
The invariants pi∗FLq (a)
StabG×H(a), over the symmetric variety SnX, are zero if q 6= 1 − p or p > k,
otherwise they are given by:
pi∗FL1−p(a)
StabG×H(a) =
{
0 if νA = (h, h), for h ∈ N
v∗
(
(Sp−1Ω1X ⊗ Lp+|νA(a)|)∆  LνA¯(a)
)
if νA 6= (h, h) .
Proof. As for the StabH(a)-invariants, remark that in (2.5) the group H2(a) acts trivially on F
L
2,q(a) = L
λA¯ .
Moreover the H1(a) action reduces to the H(S0) ' Sp-action. Since FL1,q(a) ' Λ−q(N∗∆ ⊗ ρp)⊗ Lp+|λA(a)|A
as a Sp-sheaf, the first statement follows from corollary B.4.
Let’s consider now the StabG×H(a)-invariants. After remark 2.16, lemma B.3 and corollary B.4, the
G1(a)-invariants piA∗FL1,q(a)
G1(a) are zero if q 6= 1 − p and coincide with the St × S2−t-invariants of the
sheaf:
piA∗(S
p−1N∗∆ ⊗ Lp+|νA(a)|)⊗ ε2p−1t ⊗ ε2p−12−t
if q = 1− p and νA(a) = (h, h) for a certain h ∈ N and with the St ×S2−t-invariants of the sheaf:
piA∗(S
p−1N∗∆ ⊗ Lp+|νA(a)|)⊗ ε2p−12−t
if q = 1 − p and νA(a) is not of the form (h, h). For the latter, we necessarily have t ≥ 1 and the
invariants are piA∗(Sq−1N∗∆ ⊗ Lp+|νA(a)|). For the former, that is, when the partition νA(a) is of the form
(h, h), necessarily t = 2 or t = 0 and the St ×S2−t representation above reduces in any case to the S2-
representation piA∗(Sp−1N∗∆⊗Lp+|νA(a)|)⊗ε2, which has no invariants. Hence there are nonzero invariants
only if q = 1− p and in this case
piA∗F
L
1,1−p(a)
G1(a) '
{
piA∗(Sp−1N∗∆ ⊗ Lp+|νA(a)|) if νA 6= (h, h)
0 if νA = (h, h), for h ∈ N .
Let’s now consider piA¯∗F
L
2,q(a)
G2(a). We have:
piA¯∗F
L
2,q(a)
G2(a) = piA¯∗(L
λA¯)G2(a) .
It is now sufficient to remark that G2(a) ' StabG(A¯)(λA¯): as a consequence:
piA¯∗F
L
2,q(a)
G2(a) = piA¯∗(L
λA¯)StabG(A¯)(λA¯) ' LνA¯(a)
over S|A¯|X. Note that, over S|A|X, we can rewrite piA∗(Sp−1N∗∆ ⊗ Lp+|νA(a)|) ' (Sp−1Ω1X ⊗ Lp+|νA(a)|)∆.
We now conclude by (2.6).
Notation 2.21. Denote with A0(k, l) the set of all couples (λ, µ) ∈ A(k, l) such that λ 6= 0, λ not of the
form (h, h).
14
As an immediate consequence of (2.3), (2.4), of the previous proposition and of remark 1.7 we have
Corollary 2.22. The term (Ep,q1 )
H
0 is nonzero if and only if p = q = 0 or q = 1 − p, 1 ≤ p ≤ k − 1. In
these cases the term (Ep,q1 )
H
0 is
(E0,01 )
H
0 '
⊕
λ∈cn(k)
Lλ
(Ep,1−p1 )
H
0 '
⊕
(λ,A)∈B(k,p)
Sp−1N∗A ⊗ Lp+|λA|A ⊗ LλA¯
The term (Ep,q1 )
G×H
0 is nonzero if and only if p = q = 0 or q = 1 − p, 1 ≤ p ≤ k − 1. In these cases the
term (Ep,q1 )
H
0 is
(E0,01 )
G×H
0 '
⊕
λ∈pn(k)
Lλ
(Ep,1−p1 )
G×H
0 '
⊕
(µ,ν)∈A0(k,p)
v∗
(
(Sp−1Ω1X ⊗ Lp+|µ|)∆  Lν
)
As a consequence the spectral sequences j∗(Ep,q)H and j∗(Ep,q1 )
G×H degenerate at level k.
Remark 2.23. As a consequence of corollary 2.22 and since the derived tensor power C•L ⊗L · · · ⊗L C•L is
acyclic in degree > 0, the higher differentials dr : j∗(E0,0r )
H - j∗(Er,1−rr )
H are surjective; analogously,
the G-invariant higher differentials (dr)G : j∗(E0,0r )
G×H - j∗(Er,1−rr )
G×H are surjective. In particular,
for n = 2, the differentials dr and (dr)G are surjective over the whole X2 and S2X, respectively.
3 Higher differentials and operators DlL.
In this section we study higher differentials dl and (dl)G of the spectral sequences j∗(Ep,q1 )
H and
j∗(Ep,q1 )
G×H , respectively. We will prove that the higher differentials dl are, up to signs, restrictions
of globally defined operators DlL, built recursively as higher order restrictions of sections to pairwise di-
agonals. As a consequence, we get a description of the Bridgeland-King-Reid transform Φ(SkL[n]) of
symmetric powers of tautological bundles, as well as their direct image µ∗(SkL[n]), in terms of kernels of
operators DlL and their G-invariants, respectively.
In order to explicitly compute higher differentials in the G-equivariant spectral sequence (j∗Ep,q1 )
H , we
will locally solve the complex j∗C•L ⊗L · · · ⊗L j∗C•L with a bicomplex of locally free sheaves. In order to
do so, we need to solve term by term the complex C•L. First of all we introduce some auxiliary open sets
covering Xn that will be used throughout this section.
3.1 Auxiliary open covers
Lemma 3.1. Let X be a smooth quasi-projective surface and L be a line bundle on X. Let n ∈ N, n ≥ 1.
Then Xn and SnX are covered by affine open subsets of the form Un and SnU , respectively, with U an
affine open subset of X such that L is trivial over U .
Proof. We just need to prove that, if x1, . . . , xn are n points over X (not necessarily distinct), there is
an affine open subset U of X containing all the xi, i = 1, . . . , n and such that L is trivial over U . A
proof of the first property was reported in [Sca05, Lemma 1.27]. Therefore, consider an affine open set
U of X containing xi, i = 1, . . . , n. We just have to show that we can shrink U sufficiently to achieve
the triviality of L. Over U consider the epimorphism L -- L ⊗ OZ , where Z is the scheme theoretic
union Z = ∪ni=1{xi} (and hence reduced). Taking global sections, since U is affine, we get an epimorphism
Γ(U,L) -- Γ(U,LZ) = ⊕jLxij , where {xi1 , . . . , xil} = {x1, . . . , xn} and xij are all distinct. Hence there
exists a section s ∈ Γ(U,L) such that s(xi) 6= 0 for all i = 1, . . . , n. The open set U \ Z(s) is the affine
open subset we want.
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Remark 3.2. Let U a smooth affine open set of X over which L is trivial, found in lemma 3.1. Consider
a partial diagonal ∆I ⊆ Un, |I| ≥ 2: since smooth, it is locally complete intersection inside Un. On the
other hand, even shrinking U , we can’t guarantee that ∆I is complete intersection inside U
n. However, it
easy, possibly shrinking U , to build a smooth complete intersection of dimension 2 inside Un having ∆I
as an irreducible component. Hence, by shrinking U and further removing a closed subset of Un, we can
succeed building an affine open subset V˜ ⊆ Un containing ∆I and such that ∆I is a complete intersection
inside V˜ .
Analogously, if p ∈ Un it is possible to find an affine open subset VUn,p ⊆ Un, containing p and such
that any partial diagonal ∆J , J ⊆ {1, . . . , n}, |J | ≥ 2 is a complete intersection inside VUn,p, or empty.
The open sets VUn,p, with U affine open of X as in lemma 3.1 and p ∈ Un cover Xn. In what follows we
will drop the point p and we will just denote the affine open sets VUn,p with VUn .
We will also denote with Un∗∗ the intersection U
n ∩Xn∗∗ and VUn,∗∗ the intersection VUn ∩Xn∗∗.
3.2 A term-by-term Koszul resolution of C•L ⊗L · · · ⊗L C•L.
Consider now an affine open set of the form Un, built in lemma 3.1. Since on the affine open set U the line
bundle L is trivial, over Un the complex C•L can be written as:
CpL =
⊕
|J|=p+1
LJ =
⊕
|J|=p+1
OJ .
Now, the sheaves OJ , for |J | ≥ 2, are nothing but the structural sheaves of partial diagonals ∆J : hence
they can be solved, restricting to smaller open sets VUn if necessary, by a Koszul complex K
•(FJ , sJ),
where sJ is a section of the trivial vector bundle FJ of rank rkFJ = codim ∆J = 2p, transverse to the
zero section. Set Fi = Oi and Kp(Fi, si) = Fi if p = 0 and Kp(Fi, si) = 0 if p 6= 0. As a consequence the
bicomplex R•,•, defined, for p ≥ 0 and q ≤ 0, as:
Rp,q :=
⊕
|J|=p+1
Kq(FJ , sJ)
with natural differentials, provides a term-by-term locally free resolution R•,• - C•L of the complex C•L
over the open set VUn .
Remark 3.3. In the direct sum here above, and whenever we write Koszul complexes through subsection
3.5, it is implicit that we just take multi-indexes J such that ∆J ∩ VUn 6= ∅.
The vertical differential δ of the bicomplex R•,• is induced by differentials of the Koszul complexes, of
which Rp,• is direct sum. The horizontal differential ∂ : Rp,q - Rp+1,q is given by
(∂p(x))J =
∑
i∈J
εi,J i
−q
i,J(xJ\{i})
where i−qi,J is the injection i
−q
i,J : Λ
−q(FJ\{i}) - Λ−q(FJ) and where the sign εi,J has been explained in
the definition of the complex C•L (subsection 1.1).
The derived k-fold tensor product C•L ⊗L · · · ⊗L C•L is then solved, on VUn , by the bicomplex
R•,• := R•,• ⊗ . . .⊗R•,•
(for the sum of the first indexes and the sum of the second indexes). We can rewrite the bicomplex R•,•
as:
Rp,q =
⊕
p1+···+pk=p
q1+···+qk=q
Rp1,q1 ⊗ . . .⊗Rpk,qk =
⊕
|J1|+···+|Jk|=p+k
Λ−q(FJ1 ⊕ · · · ⊕ FJk) .
With our notations (see notation 1.6), this can be also written:
Rp,q :=
⊕
a∈Pk, l(a)=p
Λ−q(Fa(1) ⊕ · · · ⊕ Fa(k)) .
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Remark 3.4 (Differentials). Since R•,• is a tensor product of bicomplexes, the vertical differential δ :
Rp,q - Rp,q+1 is given, on the component Rp1,q1 ⊗ . . . ⊗ Rpi,qi ⊗ · · · ⊗ Rpk,qk - Rp1,q1 ⊗ . . . ⊗
Rpi,qi+1 ⊗ · · · ⊗Rpk,qk by
δ = (−1)q1+···+qi−1δi ,
where δi is the vertical differential of the i-th factor R
•,•, and hence coincides with the direct sum of
differentials of the Koszul complexes
R•J1,...,Jk := K
•(FJ1 ⊕ · · · ⊕ FJk , sJ1 ⊕ · · · ⊕ sJk) .
The horizontal differential ∂ : Rp,q - Rp+1,q, on the component Rp1,q1 ⊗ . . . ⊗ Rpi,qi ⊗
· · · ⊗ Rpk,qk - Rp1,q1 ⊗ . . . ⊗ Rpi+1,qi ⊗ · · · ⊗Rpk,qk is given by
∂ = (−1)p1+···+pi−1∂i (3.1)
where ∂i is the horizontal differential of the i-th bicomplex R
•,•.
Remark 3.5. The horizontal differential ∂ depends just on p and not on the q involved; consequently it
just depends on the multi-indexes Ji involved. Therefore writing Rp,q as a direct sum of Koszul complexes
Rp,• =
⊕
|J1|+···+|Jk|=p+k
Λ−•(FJ1 ⊕ · · · ⊕ FJk) '
⊕
|J1|+···+|Jk|=p+k
R•J1,...,Jk
the horizontal differential on Λ−q(FJ1 ⊕ · · · ⊕FJi\{h} ⊕ · · · ⊕FJk) - Λ−q(FJ1 ⊕ · · · ⊕FJi ⊕ · · · ⊕FJk) is
given by
(−1)|J1|+···+|Ji−1|+i−1εh,Jii−qh,Ji (3.2)
where we still indicate with i−qh,Ji : Λ
−q(FJ1 ⊕ · · · ⊕FJi\{h} · · · ⊕FJk) - Λ−q(FJ1 ⊕ · · · ⊕FJi ⊕ · · · ⊕FJk)
the injection induced by FJi\{h} ⊂ - FJi .
We now introduce another bicomplex K•,•, easier to deal with, also related to the spectral sequence
j∗Ep,q1 .
Remark 3.6. Consider, on the open set VUn , the bicomplex K•,• defined as
Kp,q :=
⊕
a∈Ip
Rqa(1),...,a(k) =
⊕
a∈Ip
Λ−q(Fa(1) ⊕ · · · ⊕ Fa(k)) ,
with differentials defined exactly as in the previous remarks and where the direct sum is taken over the
a ∈ Ip such that ∆a(i) ∩VUn 6= ∅ for all i. It is a quotient bicomplex of R•,•. Consider the open immersion
jU : VUn,∗∗ - VUn . Since the Koszul complexes j∗UR
•
a(1),...,a(k) are exact if a ∈ Pp \ Ip, the complexes
j∗UR•,• and j∗UK•,• are quasi-isomorphic:
j∗UR•,• 'qis j∗UK•,• .
Consider now the spectral sequence Kp,q1 := H
q
δ (Kp,•) associated to the bicomplex K•,• over the open
set VUn . As a consequence of what we said,
Proposition 3.7. The restriction of the spectral sequence j∗Ep,q1 to the open set VUn,∗∗ is isomorphic to
the spectral sequence j∗UK
p,q
1 := H
q
δ (j
∗
UKp,•); analogously, the H-invariant spectral sequence (j∗E
p,q
1 )
H is
isomorphic, over VUn,∗∗, to the spectral sequence (j∗UK
p,q
1 )
H .
Remark 3.8. For a ∈ Ip, denote more briefly with Rqa the sheaf Rqa(1),...a(k). Consider the horizontal
differentials
⊕a,b∂ba : Kp,q =
⊕
a∈Ip
Rqa -
⊕
b∈Ip+1
Rqb = K
p+1,q .
The map ∂ba : R
q
a
- Rqb is nonzero if and only if A(a) = A(b), S0(a) ⊂ S0(b) and ah ⊆ A(b) if
{h} = S0(b) \ S0(a). This means that, for a fixed b ∈ Ip+1 all possible nonzero maps to Rqb are of the form
∂ba : R
q
a
- Rqb , where a is of the form aj = bj for all j ∈ {1, . . . , k} \ {l}, for some l ∈ S0(b). For this l,
al ⊆ A(b), and can hence take only 2 possible values. Hence there are exactly 2p+ 2 nonzero maps to Rqb .
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3.3 The H-invariant bicomplex (K•,•)H
Homogeneous components. Denote, as in subsection 2.3, with (λ,A) - a(λ,A) a fixed section of
the quotient surjection ψl : Il - B(k, l). For any (λ,A) ∈ B(k, l) denote with W •λ,A the homogeneous
component of K•,• indexed by (λ,A), defined as:
W qλ,A :=
⊕
a∈ψ−1l (λ,A)
Rqa .
Danila’s lemma for the action of H on the complex K•,• can be rephrased writing:
(Kp,•)H '
⊕
(λ,A)∈B(k,p)
(W •λ,A)
H '
⊕
(λ,A)∈B(k,p)
(R•a(λ,A))
StabH(a(λ,A)) .
Since, over the open set U the line bundle L is trivial, there is no harm in tensorizing each Rqa(λ,A) with
the (trivial) line bundle Lλ: in this way we can keep track of the label λ. As a result we can write:
(Kp,•)H '
⊕
(λ,A)∈B(k,p)
(W •λ,A)
H '
⊕
(λ,A)∈B(k,p)
(R•a(λ,A) ⊗ Lλ)StabH(a(λ,A)) (3.3)
Vertical and horizontal differentials. In what follows we will use notations and facts from appendix
B. Let (λ,A) ∈ B(k, p). Note that the StabH(a(λ,A))-action on the complex R•a(λ,A) reduces to the
H(S0(a)) ' Sp action. The complex R•a(λ,A) is isomorphic to the tensor product of p Koszul complexes
K•(FA, sA) ⊗ · · · ⊗K•(FA, sA). However, the H(S0(a))-action on R•a(λ,A) has to be compatible with the
H(S0(a))-action on C•L⊗L · · · ⊗L C•L, which introduces a sign when permutating two consecutive C1L factors
(see [Sca09a, section 4.1]): hence, we have to take into account a further εp-representation. Consequently,
in the identification H(S0(a)) ' Sp, the H(S0(a))-equivariant complex R•a(λ,A) is isomorphic to the Sp-
equivariant complex given by tensor product of p Koszul complexes twisted by εp:
R•a(λ,A) ' K•(FA, sA)⊗ · · · ⊗K•(FA, sA)⊗ εp ' K•(FA ⊗Rp, sA ⊗ σp)⊗ εp . (3.4)
or with the Koszul complex K•(FA⊗Rp, sA⊗σp), twisted by εp (see remark B.5), where Rp is the natural
representation of the symmetric group Sp and σp is the invariant element in Rp. Now, from (3.3) and from
corollary B.6, we deduce
Lemma 3.9 (Vertical differentials). Let p ≥ 1. Then the vertical complexes (Kp,•)H are isomorphic to the
direct sum of twisted and shifted Koszul complexes:
(Kp,•)H '
⊕
(λ,A)∈B(k,p)
K•(FA, sA)⊗ Sp−1F ∗A ⊗ Lλ[p− 1]
where K•(FA, sA) is the Koszul complex resolving the partial diagonal ∆A. Hence the complexes (Kp,•)H
are quasi-isomorphic to the sheaves
⊕
(λ,A)∈B(k,p) S
p−1N∗A ⊗ Lλ, placed in degree 1− p.
Corollary 3.10. Consider the spectral sequence (Kp,q1 )
H , associated to the H-invariant bicomplex (K•,•)H .
At level (K1)
H , the only nonzero terms are (K0,01 )
H and (Kl,1−l1 )
H , for 1 ≤ l ≤ k − 1. Moreover, for
1 ≤ l ≤ k − 1 we have (Kl,1−l1 )H ' (Kl,1−ll )H . Consequently, (Kp,q1 )H degenerates at level k.
Notation 3.11. Let λ ∈ cn(l1), µ ∈ cn(l2). We write that λ ≤ µ if λi ≤ µi for all i ∈ {1, . . . , n}.
Lemma 3.12 (Relevant horizontal differentials). Let (λ,A) ∈ B(k, p− 1), (λ′, A′) ∈ B(k, p). If p ≥ 2, the
horizontal differential between two homogeneous components
∂λ
′,A′
λ,A : (W
1−p
λ,A )
H - (W 1−pλ′,A′)
H
is nonzero if and only if a) A = A′; b) λ′ ≤ λ , λ′
A¯
= λA¯. In this case, the map
∂λ
′,A
λ,A : (W
1−p
λ,A )
H ' Sp−2F ∗A ⊗ F ∗A ⊗ Lλ - Sp−1F ∗A ⊗ Lλ
′ ' (W 1−pλ′,A)H
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can be identified3 with (p−1) sym – where sym is the symmetrization map4 sym : Sp−2F ∗A⊗F ∗A - Sp−1F ∗A
– twisted by the sign (−1)p−2εr,A, where r is the unique element of A such that λr = λ′r + 1.
Proof. Consider b0 ∈ ψ−1p (λ′, A′); hence for any fixed a0 ∈ Ip−1, such that λ(a0) = λ and A(a0) = A, by
the lemma [Sca09a, Lemma A.1], the map between homogeneous components (W 1−pλ,A )
H - (W 1−pλ′,A)
H
identifies to the map: (
R1−pa0
)StabH(a0) - (R1−pb0 )StabH(b0) (3.5)
given by: x -
∑
[g]∈H/StabH(a0) fga0,b0(gx). Now when [g] ∈ H/StabH(a0), ga0 spans all possible a in
the orbit ψ−1p−1(λ,A) inside Ip−1. By remark 3.8, fa,b0 6= 0 if and only if a is of the form ai = (b0)i for all
i ∈ {1, . . . , k} \ {l}, S0(a) = S0(b0) \ {l} and al ⊆ A(b0). All other a such that fa,b0 6= 0 are of the form
a = ga0 for g ∈ H(S0(b0)) ' Sp.
The necessity of the listed conditions now follows immediately. To prove sufficiency, take (λ,A) and
(λ′, A) satisfying the conditions a), b) in the statement. We necessarily have that λA ≤ λ′A, with |λ′A| =
|λA| − 1. Therefore there exists a unique h ∈ A such that λ′h = λh − 1; for any other j, λ′j = λj . Take
b0 ∈ ψ−1p (λ′, A), pick l ∈ S(b0) and define now a0 as: (a0)l = {h} and (a0)i = (b0)i for any other i. Now
StabH(a0) and StabH(b0) satisfy the hypothesis of lemma [Sca09a, Lemma A.2], hence, recalling (3.4) or
remark B.5, the map (3.5) identifies, up to signs, to the map of Sp-invariants:[
p⊕
i=1
Λp−1(F ∗A ⊗Rp−1(i))⊗ εp−1(i)
]Sp
⊗ Lλ - [Λp−1(F ∗A ⊗Rp)⊗ εp]Sp ⊗ Lλ
′
.
By lemma B.14, this map identifies to the map
(p− 1) sym⊗id : Sp−2F ∗A ⊗ F ∗A ⊗ Lλ - Sp−1F ∗A ⊗ Lλ
′
where sym : Sp−2F ∗A⊗F ∗A - Sp−1F ∗A is the symmetrization map. As for the sign, from (3.1) and (3.2) we
deduce immediately that we have to twist (p−1) sym⊗id by (−1)p−1εs,A, if A = {r, s} and the differential
is induced by ip−1s,A . But εs,A = −εr,A and r is the unique element in A such that λr = λ′r + 1.
Remark 3.13. After the previous lemma and after remark 3.8, for (λ′, A′) ∈ B(k, p), there are exactly two
different (λ,A) ∈ B(k, p−1) such that ∂λ′,A′λ,A is non zero. They are exactly the (λ,A) such that A = A′, and
that for all h ∈ {1, . . . , n}, λh = λ′h, apart for one h0 ∈ A, for which λh0 = λ′h0 + 1. It is clear that the two
choices depend just on the two choices of h0 ∈ A. Using the multiplicative notation of compositions (see
notation 2.1), if A = {a0, a1}, the two elements we are considering are (λ0, A) and (λ1, A) where λ0 = a0λ′,
λ1 = a1λ
′; hence suppλ0 = suppλ′ ∪ {a0}, suppλ1 = suppλ′ ∪ {a1}.
The analogous of lemma 3.12 for p = 1 is the
Proposition 3.14. The horizontal differential ∂ : (K0,0)H - (K1,0)H = ⊕(µ,A)∈B(k,1)OX is given by
(∂(xλ)λ)µ,A = xa1µ − xa0µ .
Proof. The horizontal differential for p = 0, q = 0:
∂ : (K0,0)H '
⊕
λ∈cn(k)
OXn -
⊕
(µ,A)∈B(k,1)
OXn ' (K1,0)H
is defined by (3.2). In this case the maps i0h,Ji coincide with the identity map. We have that [∂(xλ)λ]µ,A = 0
unless λA 6= 0 and λA¯ = µA¯. The only possibility is, again, that, in multiplicative notation, if A = {a0, a1},
with a0 < a1, λ = a0µ or λ = a1µ. Taking into account the sign, the (µ,A)-component of the differential
∂ is given by [∂(xλ)λ]µ,A is given by −εa0,Axa0µ − εa1,Axa1µ = xa1µ − xa0µ.
3the identification is not canonical and, with different choices, it could differ by a positive constant, as explained in remark
B.8
4The symmetrization map, as well as the alternating map, will be recalled in remark B.1
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Corollary 3.15. The induced map d1K : (K
0,0
1 )
H = H0δ (K0,•)H - H0δ (K1,0)H = K
1,0
1 is given by
[d1K(xλ)λ]µ,A = xa1µ
∣∣
∆A
− xa0µ
∣∣
∆A
(3.6)
Remark 3.16. The map (3.6) is the local expression on an open set of the form VUn for the global map:
SkC0L '
⊕
λ∈cn(k)
Lλ -
⊕
(µ,A)∈B(k,1)
LA ⊗ Lµ ' C1L ⊗ Sk−1C0L (3.7)
given by the the differential d0 of the complex SkC•L = (C•L ⊗ · · · ⊗ C•L)H . Moreover the expression in
(3.6) holds globally. Consequently the differential d1 : (j∗E0,01 )
H - (j∗E1,01 )
H of the spectral sequence
(j∗Ep,q1 )
H is given globally by the restriction of the map (3.7) to Xn∗∗.
3.4 Higher order restrictions
The aim of this subsection is to build explicitely on the whole variety Xn recursively defined G-equivariant
operators
DlL : kerD
l−1
L
- Kl(L)
where the sheaves Kl(L) coincide with the sheaves (j∗j∗E
l+1,−l
1 )
H , and where D0L coincides with the
map (3.7). In the next subsection we will prove that over the open set Xn∗∗ the operators D
l
L coincide up
to signs with the higher differentials dl+1 of the spectral sequence (j∗Ep,q1 )
H . The operators DlL and their
G-invariants (DlL)
G will be extremely useful to deduce global results about the sheaves p∗q∗(SkL[n]) and
µ∗SkL[n] over Xn and SnX, respectively.
For brevity’s sake, denote with VL the vector bundle on X
n defined as L  · · ·  L := ⊕ni=1Li. The
bundle SkVL on X
n splits as a direct sum SkVL '
⊕
λ∈cn(k) L
λ.
3.4.1 Definition of higher order restrictions DlL when L is trivial
Suppose for the moment that L is trivial. Then SkVOX can be written as the direct sum S
kVOX '
⊕λ∈cn(k)OλX ; since OλX ' OXn , to avoid confusion, we will write OλXn instead of OλX , using λ just as a
mere label. A section of SkVOX is then given by a collection of sections (xλ)λ of OλXn for all λ ∈ cn(k).
Inspired by finite difference calculus, and using the multiplicative notation for compositions (see notation
2.1), we give the following
Definition 3.17 (Higher differences). Let l ∈ N, 0 ≤ l ≤ k, let µ ∈ cn(k − l) and let A be a subset of
{1, . . . , n} of order |A| = 2. Define the morphism of OXn-modules
∆lµ,A : S
kVOX - OXn
as
∆lµ,A(xλ)λ :=
∑
β∈cn(l)
βA¯=0
(−1)β
(
l
β
)
xβµ
where A = {a0, a1}, with a0 < a1, where (−1)β := (−1)β(a0), and where
(
l
β
)
:=
(
l
β(a0)
)
=
(
l
β(a1)
)
.
Note that in the limit case l = 0, ∆0µ,A(xλ)λ = xµ.
Lemma 3.18. Let l ∈ N, 1 ≤ l ≤ k. We have the identity:
∆lµ,A = −∆l−1a0µ,A + ∆l−1a1µ,A .
Proof. Take local sections xλ of OλXn . The identity to prove is the following:∑
γ∈cn(l)
γA¯=0
(−1)γ
(
l
γ
)
xγµ = −
∑
β∈cn(l−1)
βA¯=0
(−1)β
(
l − 1
β
)
xβa0µ +
∑
β∈cn(l−1)
βA¯=0
(−1)β
(
l − 1
β
)
xβa1µ (3.8)
and can be straightforwardly proved, writing multiplicatively a general composition β in (3.8) as al−j−10 a
j
1,
for 0 ≤ j ≤ l − 1.
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Notation 3.19. Denote now with IA the ideal sheaf of the partial diagonal ∆A in OXn . Consider the
quotient sheaf OXn/I l+1A . The class in OXn/I l+1A of a local section f ∈ OXn is denoted with [f ]Il+1A .
Definition 3.20 (Higher order restrictions). Let l be an integer, 0 ≤ l ≤ k − 1. Let (µ,A) ∈ B(k, l + 1),
that is, µ ∈ cn(k − l − 1), A ⊆ {1, . . . , n}, |A| = 2. Define the operator:
Dlµ,A : S
kVOX - OXn/I l+1A
as
Dlµ,A((xλ)λ) := [∆
l+1
µ,A((xλ)λ)]Il+1A
.
As a consequence of the definition of the operators Dlµ,A and of lemma 3.18 we get immediately:
Lemma 3.21. Let A = {a0, a1}, with a0 < a1 and l ∈ N∗. The composition
SkVOX
Dlµ,A- OXn/I l+1A
pl−1-- OXn/I lA
is given by
pl−1 ◦Dlµ,A = −Dl−1a0µ,A +Dl−1a1µ,A .
Notation 3.22. Let M be a line bundle on X, l ∈ N, l ≤ k − 1 let (µ,A) ∈ B(k, l + 1). Denote with
P lµ,A(M) and with K
l
µ,A(M), respectively, the following sheaves, supported on the partial diagonal ∆A:
P lµ,A(M) := OXn/I l+1A ⊗M l+1A ⊗Mµ
Klµ,A(M) := I
l
A/I
l+1
A ⊗M l+1A ⊗Mµ ' (SlΩ1X ⊗M l+1)A ⊗Mµ .
Finally, denote:
P l(M) :=
⊕
(µ,A)∈B(k,l+1)
P lµ,A(M)
Kl(M) :=
⊕
(µ,A)∈B(k,l+1)
Klµ,A(M) .
If M is trivial, we will denote P l(M) simply with P l, P lµ,A(M) simply with P
l
µ,A, K
l(M) with Kl and
Klµ,A(M) with K
l
µ,A; in this case P
l
µ,A ' OXn/I l+1A and Klµ,A ' I lA/I l+1A ' (SlΩ1X)A. As we see, if M is
trivial, µ plays no role for the moment and should be considered as a mere label.
Remark 3.23. Let (µ,A) ∈ B(k, l+1). Note that, since P lµ,A(M) ' OXn/I l+1A ⊗M l+1+|µA|A ⊗MµA¯ , for any
composition µ′ ∈ cn(k− l), such that µA¯ ' µ′A¯, there is a canonical epimorphism P lµ,A(M) -- P l−1µ′,A(M),
whose kernel is isomorphic to Klµ,A(M).
Definition 3.24. Let l ∈ N, l ≤ k − 1. Let (µ,A) ∈ B(k, l + 1). Define the operator Dl : SkVOX - P l
as:
Dl((xλ)λ)µ,A := D
l
µ,A(xλ)λ .
Remark 3.25. It follows immediately from lemma 3.21 that the operator Dlµ,A, restricted to kerD
l−1,
takes values in Klµ,A. Hence the operator D
l, restricted to kerDl−1, takes values in Kl:
Dl : kerDl−1 - Kl .
3.4.2 Definition of higher order restrictions DlL for general L
Let’s consider now the case in which L is non trivial. In this case we will not be able to build operators
DlL : S
kVL - P l(L), but we do can recursively build operators DlL : kerD
l−1
L
- Kl(L). Indeed, let
l be an integer, 0 ≤ l ≤ k − 1, µ ∈ cn(k − l − 1), A ⊆ {1, . . . , n}, with |A| = 2. Consider an affine open
subset of the form Un, with L trivial over U . Let s ∈ Γ(U,L) be a nowhere zero section of L over the open
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set U , trivializing L. Consider now sections sj , j = 1, . . . , n, of Lj over U
n defined as sj = p
∗
j (s). Then
sλ := ⊗nj=1sλjj trivializes Lλ over Un. We can now write an element of SkVL on Un as (xλsλ)λ. Define
Dlµ,A : S
kVL - P lµ,A(L)
over Un as
Dlµ,A((xλs
λ)λ) = (D
l
µ,A(xλ)λ)s
l+1 ⊗ sµ . (3.9)
Here (Dlµ,A(xλ)λ) is the image of the section (xλ)λ of S
kVOX for the operator D
l
µ,A : S
kVOX - P
l
µ,A,
introduced in definition 3.24. Hence (Dlµ,A(xλ)λ) is a local section of OXn/I l+1A and sl+1 ⊗ sµ is a local
section of Ll+1A ⊗ Lµ. Hence the product in (3.9) defines correctly a local section of P lµ,A(L). Over Un we
define furthermore operators
DlL : S
kVL - P l(L)
as
DlL :=
⊕
(µ,A)∈B(k,l+1)
Dlµ,A ,
and where each Dlµ,A : S
kVL - P lµ,A(L) is defined as in (3.9)
Remark 3.26. Note that, if (uλ)λ is a local section of S
kVL over an open set U
n and if A = {a0, a1},
with a0 < a1, then D
0
µ,A(u
λ)λ = ua1µ
∣∣
∆A
− ua0µ
∣∣
∆A
∈ LA ⊗ Lµ. Hence D0µ,A and D0L are globally defined
operators on SkVL. Moreover the operator D
0
L coincides with the map (3.7).
Proposition 3.27. The operators Dlµ,A and D
l
L are recursively well defined globally on X
n as operators
Dlµ,A : kerD
l−1
L
- Klµ,A(L) ,
DlL : kerD
l−1
L
- Kl(L) .
Proof. We prove the goodness of the definition by induction on l. For l = 0 this fact follows from remark
3.26. Suppose now that, for any composition ν ∈ cn(k − l − 1) and any B ⊆ {1, . . . , n}, |B| = 2, the
operators Dlν,B : kerD
l−1
L
- Klν,B(L) are globally well defined. Take now a = (xλs
λ)λ a local section of
SkVL over an open set U
n, where U is an affine open set of X such that L trivializes on U via the nowhere
zero section s. Suppose that a ∈ kerDlL: this means that for any composition ν and for any subset B
as above, we have Dlν,B(xλs
λ)λ = 0, that is, D
l
ν,B(xλ)λ = 0 in (S
lΩ1X)B ' I lB/I l+1B ⊆ OXn/I l+1B . By
definition of Dlν,B , this means that the functions
∆l+1ν,B(xλ)λ ∈ I l+1B for all (ν,B) ∈ B(k, l + 1) .
Let now (µ,A) ∈ B(k, l + 2). To prove that Dl+1µ,A is well defined, write a in term of a nowhere zero local
section t of L, over another affine open set V over which L trivializes, and such that U ∩ V 6= ∅. On U ∩ V
we have s = γt, for γ ∈ O∗U∩V ; hence a = (xλsλ)λ = (xλγλtλ)λ. We have to prove that
Dl+1µ,A(xλs
λ)λ = D
l+1
µ,A(xλγ
λtλ)λ .
Now
Dl+1µ,A(xλs
λ)λ −Dl+1µ,A(xλγλtλ)λ =Dl+1µ,A(xλ)λsl+2 ⊗ sµ −Dl+1µ,A(xλγλ)λtl+2 ⊗ tµ
=Dl+1µ,A(xλ)λ(γ
l+2tl+2 ⊗ γµtµ)−Dl+1µ,A(xλγλ)λtl+2 ⊗ tµ
=Dl+1µ,A(xλ)λγ
l+2
a0 γ
µ(tl+2 ⊗ tµ)−Dl+1µ,A(xλγλ)λ(tl+2 ⊗ tµ)
=
[
∆l+2µ,A(xλ)λγ
l+2
a0 γ
µ −∆l+2µ,A(xλγλ)λ
]
Il+2A
(tl+2 ⊗ tµ) .
Hence it is sufficient to prove that the function on (U ∩ V )n
∆l+2µ,A(xλ)λγ
l+2
a0 γ
µ −∆l+2µ,A(xλγλ)λ = γµ
∑
|β|=l+2,βA¯=0
(−1)β
(
l + 2
β
)
xβµ(γ
l+2
a0 − γβ)
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is in the ideal I l+2A . Now, writing β = a
l+2−j
0 a
j
1, for 0 ≤ j ≤ l + 2. we have:∑
|β|=l+2,βA¯=0
(−1)β
(
l
β
)
xβµ(γ
l+2
a0 − γβ) =(−1)l
l+2∑
j=0
(−1)j
(
l + 2
j
)
xal+2−j0 a
j
1µ
(γl+2a0 − γl+2−ja0 γja1)
=(−1)l
l+2∑
j=1
(−1)j
(
l + 2
j
)
xal+2−j0 a
j
1µ
(γl+2a0 − γl+2−ja0 γja1)
=(−1)l
l+2∑
j=1
(−1)j
(
l + 2
j
)
xal+2−j0 a
j
1µ
γl+2−ja0 (γ
j
a0 − γja1)
where, in the second equality we used that, for j = 0, γl+2a0 − γl+2−ja0 γja1 = 0. Now (γja0 − γja1) =
−
j∑
i=1
(
j
i
)
γj−ia0 (γa1 − γa0)i, hence:
∑
|β|=l+2
βA¯=0
(−1)β
(
l
β
)
xβµ(γ
l+2
a0 − γβ) =− (−1)l
l+2∑
j=1
j∑
i=1
(−1)j
(
l + 2
j
)(
j
i
)
x
a
l+2−j
0 a
j
1µ
γl+2−ia0 (γa1 − γa0)i
=− (−1)l
l+2∑
i=1
l+2∑
j=i
(−1)j
(
l + 2
j
)(
j
i
)
x
a
l+2−j
0 a
j
1µ
γl+2−ia0 (γa1 − γa0)i
=− (−1)l
l+2∑
i=1
l+2−i∑
r=0
(−1)r+i
(
l + 2
r + i
)(
r + i
i
)
x
al+2−r−i0 a
r+i
1 µ
γl+2−ia0 (γa1 − γa0)i
=(−1)l
l+2∑
i=1
(−1)i+1γl+2−ia0 (γa1 − γa0)i
(
l+2−i∑
r=0
(−1)r
(
l + 2
r + i
)(
r + i
i
)
x
al+2−i−r0 a
r+i
1 µ
)
=
l+2∑
i=1
(−1)i+1
(
l + 2
i
)
γl+2−ia0 (γa1 − γa0)i
(
l+2−i∑
r=0
(−1)l+2−r
(
l + 2− i
r
)
x
al+2−i−r0 a
r
1a
i
1µ
)
=
l+2∑
i=1
(−1)i+1
(
l + 2
i
)
γl+2−ia0 (γa1 − γa0)i
 ∑
|β|=l+2−i
βA¯=0
(−1)β
(
l + 2− i
β
)
xβai1µ

since
(
l + 2
r + i
)(
r + i
i
)
=
(
l + 2
i
)(
l + 2− i
r
)
. As a consequence
∆l+2µ,A(xλ)λγ
l+2
a0 γ
µ −∆l+2µ,A(xλγλ)λ = γµ
l+2∑
i=1
(−1)i+1
(
l + 2
i
)
γl+2−ia0 (γa1 − γa0)i∆l+2−iai1µ,A(xλ)λ . (3.10)
Note that, since (xλ)λ ∈ kerDlL, one has that, for 1 ≤ i ≤ l + 1, Dl+1−iai1µ,A(xλ)λ = 0 in OXn/I
l+2−i
A , and
hence, for all i = 1, . . . , l+ 2 the function ∆l+2−i
ai1µ,A
(xλ)λ ∈ I l+2−iA . Since (γa1 − γa0)i ∈ IiA, we conclude that
the difference in (3.10) is in I l+2A , which is what we wanted to prove.
3.5 Higher differentials
Let’s go back to the higher differential of the spectral sequence (j∗Ep,ql )
H on Xn∗∗. Note that with the
definitions of last sections, for l integer 0 ≤ l ≤ k − 2, we have (E0,01 )H ' SkVL and
Kl(L) ' (El+1,−l1 )H0 ,
where the latter has been defined in subsection 1.2, and hence
j∗Kl(L) ' (j∗El+1,−l1 )H .
Hence it is natural to compare the restrictions j∗DlL of the operators D
l
L, found in the last subsection,
with the higher differentials dl+1 : (j∗E0,0l )
H - (j∗El+1,−ll )
H . We will compare the morphisms by
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induction on l. Since the morphisms j∗DlL and d
l+1 are globally well defined on Xn∗∗ it will be sufficient
to compare them locally on an open set of the form VUn,∗∗. Since the restriction of (j∗E
p,q
1 )
H to such an
open set VUn,∗∗ coincides with the restriction to VUn,∗∗ of the spectral sequence (K
p,q
1 )
H , associated to the
H-invariant bicomplex (K•,•)H by proposition 3.7, it will be sufficient to compare the operators DlL and
the higher differentials dl+1K of the spectral sequence (K
p,q
1 )
H over the open sets VUn .
Remark 3.28. To be precise, consider an affine open set of the form VUn of X
n, as defined in remark
3.2. We recall that L is trivial on every open set U of X and that that all pairwise diagonals ∆A with
A ⊆ {1, . . . , n}, |A| ≥ 2, are complete intersection inside VUn , or empty. For A ⊆ {1, . . . , n}, |A| = 2,
such that ∆A ∩ VUn 6= ∅, let fA,i, i = 1, 2 be the generators of IA. Let FA be the trivial vector bundle
⊕2i=1OVUn eA,i of rank 2, where eA,i, i = 1, 2 is the standard basis of C2, seen as a local frame for FA. Let
e∗A,i the dual basis. The zeros of the section sA : OXn
∣∣
VUn
- FA, given by sA =
∑2
i=1 fA,ieA,i, define
scheme-theoretically the pairwise diagonal ∆A. The Koszul complex K
•
A(FA, sA) resolves the structural
sheaf OA of ∆A. We identify SlN∗A with I lA/I l+1A . Remember that, after lemma 3.9, we have:
(Kl,•)H '
⊕
(µ,A)∈B(k,l)
(W •µ,A)
H
where
(W •µ,A)
H ' Sl−1F ∗A ⊗K•(FA, sA)[l − 1]⊗ Lµ ,
and its 1− l-cohomology is isomorphic to
H1−l((W •µ,A)
H) ' Sl−1N∗A ⊗ Lµ ' I l−1A /I lA ⊗ Lµ ⊆ (Kl,1−l1 )H ' (Kl,1−ll )H .
Lemma 3.29. Let (xλ)λ ∈ (K0,0l )H , and suppose that, for (ν,B) ∈ B(k, l), we have
dlK [(xλ)λ]ν,B = [hν,B ] ∈ I l−1B /I lB ⊗ Lν ⊆ (Kl,1−ll )H ,
where hν,B are elements of I
l−1
B . Suppose moreover that d
l
K [(xλ)λ]ν,B = 0 for all (ν,B) ∈ B(k, l). Let
(µ,A) ∈ B(k, l + 1), A = {a0, a1}, a0 < a1. Then (xλ)λ ∈ E0,0l+1 and
dl+1K [(xλ)λ]µ,A = (−1)l−1l[−ha0µ,A + ha1µ,A]
Proof. For brevity’s sake, and since it is trivial, let’s neglect the term Lλ. An element [a] in the 1 − l
-cohomology of (W •ν,B)
H , [a] = [
∑
|α|=l−1,l(α)=2 aαf
α
B ] ∈ I l−1B /I lB is represented by an element
1
(l − 1)!
[ ∑
|α|=l−1,l(α)=2
aα(e
∗
B)
α
]
in Sl−1F ∗B/IBS
l−1F ∗B ' I l−1B /I lB . The element is zero if and only if it comes, in the complex (W •ν,B)H ,
from some element in (W−lν,B)
H ' Sl−1F ∗B ⊗ F ∗B , that is if
∑
|α|=l−1,l(α)=2
aα(e
∗
B)
α = δ
 2∑
i=1
∑
|α|=l−1,l(α)=2
bα,i(e
∗
B)
α ⊗ e∗B,i
 = 2∑
i=1
∑
|α|=l−1,l(α)=2
bα,ifB,i(e
∗
B)
α
that is, if aα =
∑2
i=1 bα,ifB,i, or, equivalently, if aα ∈ IB , which means that the original function a is in I lB .
Take now (µ,A) ∈ B(k, l + 1). The only two elements (ν,B) ∈ B(k, l) such that the horizontal differential
∂µ,Aν,B : (W
−l
ν,B)
H - (W−lµ,A)
H is nonzero are (a0µ,A) and (a1µ,A). For the first we have, by lemma 3.12,
taking into account that l sym((e∗A)
α ⊗ e∗A,i) = bα,i(e∗A)αe∗A,i,
∂µ,Aa0µ,A
1
(l − 1)!
( 2∑
i=1
∑
|α|=l−1,l(α)=2
bα,i(e
∗
A)
α ⊗ e∗A,i
)
=
(−1)l−1
(l − 1)! εa0,A
2∑
i=1
∑
|α|=l−1,l(α)=2
bα,i(e
∗
A)
αe∗A,i ∈ SlF ∗A
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whose class, in the −l-cohomology of (W •µ,A)H , identified with I lA/I l+1A , is[
(−1)l−1lεa0,A
2∑
i=1
∑
|α|=l,l(α)=2
bα,i(fA)
αfA,i
]
=
[
(−1)l−1lεa0,A
∑
|α|=l,l(α)=2
aαf
α
A
]
= (−1)l−1lεa0,A[a] ∈ I l+1A /I l+2A .
We have an analogous expression for a1µ. We conclude by lemma A.3 and corollary A.4.
Definition 3.30. The sheaves El(n, k) := SkVL∩kerD0L∩· · ·∩kerDl−1L define a finite decreasing filtration
Ek−1(n, k) ⊆ Ek−2(n, k) ⊆ · · · ⊆ E1(n, k) ⊆ E0(n, k) = SkVL
of SkVL.
Proposition 3.31. Let 0 ≤ l ≤ k − 1. Over an open set VUn , the two decreasing filtrations E•(n, k) and
(K0,0•+1)
H of SkVL coincide. Moreover, the differential d
l+1
K : (K
0,0
l+1)
H - (Kl+1,−ll+1 )
H coincides with the
the operator (−1) l(l−1)2 l!DlL : El(n, k) - Kl(L).
Proof. By induction on l. For l = 0, it follows directly from the fact that SkVL = E
0(n, k) = (K0,01 )
H
and from remarks 3.26 and 3.16. Suppose by induction that for a certain l ≥ 1 we have, over VUn , that
El−1(n, k) = (K0,0l )
H and that
dlK = (−1)
(l−1)(l−2)
2 (l − 1)!Dl−1L ,
as operators from El−1(n, k) = (K0,0l )
H - (Kl,1−ll )
H . Hence (K0,0l+1)
H = El(n, k). To prove the formula
for l + 1 over VUn , we dispose of the explicit definition of operators D
l
L over such open sets and of lemma
3.29. Take (xλ)λ ∈ El(n, k). Then, by definition, Dl−1L (xλ)λ = 0. Hence, for any (ν,B) ∈ B(k, l), we have
that Dl−1ν,B(xλ)λ = [∆
l
ν,B(xλ)λ] = 0 ∈ Sl−1N∗B ' I l−1B /I lB . Hence
[dlK(xλ)λ]ν,B = (−1)
(l−1)(l−2)
2 (l − 1)![∆lν,B(xλ)λ] = 0
in Sl−1N∗B ' I l−1B /I lB . By lemma 3.29 we have that, for (µ,A) ∈ B(k, l + 1)
[dl+1K (xλ)λ](µ,A) =(−1)l−1+
(l−2)(l−1)
2 l(l − 1)![−∆la0µ,A(xλ)λ + ∆la1µ,A(xλ)λ]Il+1A
=(−1) l(l−1)2 l![∆l+1µ,A]Il+1A = (−1)
l(l−1)
2 l!Dlµ,A(xλ)λ
=(−1) l(l−1)2 l! (DlL(xλ)λ)(µ,A) .
As an immediate consequence of what just proved and of proposition 3.7 we have:
Corollary 3.32. Consider the differential dl : (j∗E0,0l )
H - (j∗El,1−ll )
H of the spectral sequence
(j∗Ep,q1 )
H . We have (j∗E0,0l )
H ' j∗El−1(n, k) for all 1 ≤ l ≤ k and
dl = (−1) l(l−1)2 l!j∗Dl−1L .
Remark 3.33. The previous corollary implies that, for n = 2, the operators DlL coincide, up to constants,
with the higher differentials dl+1 of the spectral sequence (Ep,q1 )
H over the whole X2; consequently, after
remark 2.23 they are surjective.
We have finally come to the main theorem of this section: the characterization of the image Φ(SkL[n])
of symmetric powers of tautological bundles in terms of kernels of operators Dk−2L .
Theorem 3.34. On the whole variety Xn the Bridgeland-King-Reid transform Φ(SkL[n]) of the k-
symmetric power of a tautological vector bundle L[n], associated to a line bundle L over the surface X,
is quasi-isomorphic to the term Ek−1(n, k) of the filtration E•(n, k) on the vector bundle SkVL:
Φ(SkL[n]) 'qis Ek−1(n, k) ' kerDk−2L .
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Proof. Recall that the big open set Xn∗∗ is defined as X
n \W , where the closed subscheme W has been
defined in subsection 1.2 and has codimension 4 in Xn. Let Ep,q1 be the spectral sequence introduced in
subsection 1.1. By the vanishing Rip∗q∗SkL[n] = 0 for i > 0 and after corollary 1.4 we have: Φ(SkL[n]) '
p∗q∗SkL[n] ' (E0,0∞ )H and hence j∗p∗q∗SkL[n] ' j∗(E0,0∞ )H ' j∗(E0,0k )H since (j∗Ep,q1 )H degenerates at
level k, after corollary 2.22. We also know by (1.2) that p∗q∗SkL[n] ' j∗j∗p∗q∗SkL[n] ' j∗j∗(E0,0∞ )H and
hence, by the previous corollary
Φ(SkL[n]) 'qis (j∗j∗E0,0k )H ' j∗j∗Ek−1(n, k) . (3.11)
But the sheaves El(n, k), for 0 ≤ l ≤ k − 2 fit in the diagrams
0 - El+1(n, k) - El(n, k)
DlL - Kl(L)
0 - j∗j∗El+1(n, k)
?
- j∗j∗El(n, k)
?
j∗j∗DlL- j∗j∗Kl(L)
?
But now the vertical map Kl(L) - j∗j∗Kl(L) is an isomorphism after [Sca09a, Lemma 3.1.9], since
Kl(L) is a direct sum of restrictions of vector bundles to pairwise diagonals ∆A of codimension 2 and
every irreducible component of the closed subscheme W has codimension 4. Since j∗j∗E0(n, k) ' E0(n, k)
because E0(n, k) ' SkVL is a vector bundle, we conclude by induction on l that
j∗j∗El(n, k) ' El(n, k)
and that j∗j∗DlL = D
l
L for all 0 ≤ l ≤ k − 1. Together with (3.11), this gives the result.
Remark 3.35. In the sequel we will never use the spectral sequence Ep,q1 , or its invariants (E
p,q
1 )
H or
(Ep,q1 )
G×H any more; we will just need the operators DlL explained above. Therefore, we will no more use
the notation dl for the higher differential of a spectral sequence; on the other hand we will use this notation
for another differential, as the following remark explains.
Remark 3.36. Suppose that X is a smooth affine surface, X = Spec(R), with R a finitely generated
C-algebra. Consider the sheaves J lOX of l-jets over X (see, for example [Gro67, 16.3.2]). The sequences
0 - SlΩ1X - J
lOX - J l−1OX - 0 (3.12)
split because X is affine: let τ : J lOX - SlΩ1X the morphism of OX -modules defining the splitting. As
a consequence one can define a higher differential dl : OX - SlΩ1X as the composition
dl : OX jl- J lOX τ- SlΩ1X
where the first morphism jl is the jet projection. Equivalently, we can define d
l via the formula dlf =
jlf − jl−1f , where J l−1OX is seen inside J lOX via the splitting. On the other hand we can define another
differential dl∆ in the following way. Note first that the sheaves OX2/I l+1∆ and (J lOX)∆ are isomorphic;
however, they are just isomorphic as sheaves, and not as OX2-modules. In any case the splitting of (3.12),
together with the isomorphism of sheaves OX2/I l+1∆ ' (J lOX)∆ induce a morphism of sheaves
OX2/I l+1∆ - (SlΩ1X)∆ (3.13)
The differential dl∆ is then defined as the composition:
dl∆ : OX2 - OX2/I l+1∆ - (SlΩ1X)∆
of the jet projection jl∆ : OX2 - OX2/I l+1∆ followed by the morphism (3.13).
Analogously, for any A ⊆ {1, . . . , n}, |A| = 2, we can define a higher differential dlA :
OXn - (SlΩ1X)A. Again, dlA is just defined as a morphism of sheaves and not of OXn-modules. We will
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denote with jlA : OXn - OXn/I l+1A the partial l-jet projection. If A = {a0, a1}, a0 < a1 we have that,
on a global section f1 ⊗ · · · ⊗ fn ∈ R⊗n of OXn , where fi ∈ R, the partial differential dlA acts as
dlA(f1 ⊗ · · · ⊗ fn) = dl∆(fA) fA¯ = (fa0dlfa1) fA¯ ∈ SlΩ1R ⊗R⊗n−2
where for a multiindex B ⊆ {1, . . . , n}, we indicated with fB the element fB := ⊗i∈Bfi, and where we
identified (SlΩ1X)A with (S
lΩ1X)∆ OXA¯ via the automorphism (σA)∗.
With these notations the operators Dlµ,A : E
l(n, k) - Kl can be written as:
Dlµ,A(xλ)λ =
∑
β∈cn(l+1)
βA¯=0
(−1)β
(
l + 1
β
)
dlA(xβµ) ,
and can hence be extended to operators Dlµ,A : S
kVOX - K
l.
As a consequence of theorem 3.34 we have the following explicit characterization for the image of the
Bridgeland-King-Reid transform p∗q∗SkO[n]X as a subsheaf of SkVOX . The proof follows immediately form
remark 3.36.
Corollary 3.37. Let X be a smooth affine surface. The sheaf p∗q∗SkO[n]X over Xn is the subsheaf of
SkVOX whose sections x = (xλ)λ ∈ SkVOX = ⊕λ∈cn(k)OX satisfy the system of higher order restrictions
D0x = 0 = D1x = · · · = Dk−2x, or, equivalently∑
β∈cn(l+1)
βA¯=0
(−1)β
(
l + 1
β
)
dlA(xβµ) = 0 ∀(µ,A) ∈ B(k, l + 1), 0 ≤ l ≤ k − 2
Remark 3.38. The operators DlL are essentially the Sk-invariant version of the operators ϕl in Krug’s
work [Kru14]. However, the way these operators are found is completely different: Krug analyzes closely
the natural morphism p∗q∗L[n] ⊗ · · · p∗q∗L[n] - p∗q∗(L[n] ⊗ · · · ⊗ L[n]) ⊆ C0L ⊗ · · · ⊗ C0L, while we work
out explicitely the higher differential in the spectral sequence (j∗Ep,q1 )
Sk .
Remark 3.39. As mentioned in the introduction, higher order restrictions of the kind of DlL appear
naturally in presence of nontransverse intersections. The easiest nontrivial example is that of three distinct
lines `1, `2, `3 in the plane C2, intersecting in a point P . Let Z be the scheme-theoretic union of the three
lines. Consider its structural sheaf OZ . The natural sequence
0 - OZ - ⊕i O`i
d0- ⊕i<j O`i∩`j - 0
is not exact at the center (nor at the right). Indeed, to determine the sheaf OZ it is not sufficient to
consider triples (f1, f2, f3) of regular functions fi over lines `i pairwise coinciding at the intersection point
P (that is, such that d0(f1, f2, f3) = 0). We have to impose a second condition that the derivatives of fi in
P have to be dependent. The condition on derivatives may be given in terms of a higher order restriction
d1 : ker d0 - OP (see [Sca05, Remark 2.1]). Hence, setting F i := ker di−1, the sheaf OZ can be see as
the last term of a decreasing filtration OZ = F 2 ⊂ F 1 ⊂ F 0 = ⊕iO`i of ⊕iO`i .
In our situation, to be non-transverse are the irreducible components Zi of the Haiman polygraph
D(n, k) ⊆ Xn ×Xk or better of its Sk-quotient Z = D(n, k)/Sk ⊆ Xn × SkX. Using the hyperderived
spectral sequence associated to the derived tensor product KZ1 ⊗L · · · ⊗L KZr of the complexes
KZj : 0
- OXn×SnX - OZj - 0
in the spirit of [Sca09b, section 3.2], one could characterize the structural sheaf of the polygraph in terms of
higher order restrictions D˜l. Pushing everything forward to Xn, we would get the higher order restrictions
DlL for trivial L. For nontrivial L, one has just to straightforwardly tensorize the complexes KZj with
adequate pull backs of the line bundles L as in [Sca09b].
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We finish this subsection proving a useful formula for the higher order restrictions Dlµ,A in terms of
analogous operators for the case of two points.
Notation 3.40. If n = 2, then the indication of the subset A = {1, 2} will be omitted and we will just
denote with Dlθ the operator D
l
θ,{1,2}, with θ a composition of k − l − 1 supported in {1, 2}.
Notation 3.41. Let A ⊆ {1, . . . , n}, |A| = 2, and let µ be a composition supported in A¯. Denote with qˆµA
the projection
qˆµA : S
kVL '
⊕
λ∈cn(k)
Lλ -
⊕
β∈cn(k−|µ|)
βA¯=0
Lβµ ,
Under the automorphism (σA)∗, defined in remark 2.15, the term on the right corresponds to Sk−|µ|(La0 ⊕
La1) Lµ. Denote with qµA the composition of morphisms
qµA := (σA)∗ ◦ qˆµA : SkVL - Sk−|µ|(La0 ⊕ La1) Lµ .
Remark 3.42. Let (µ,A) ∈ B(k, l + 1). Consider an affine open subset of the form Un, such that U is
an affine open subset of X over which L is trivial. In the identification Xn ' XA × XA¯, we have, over
Un ' UA × U A¯:
Dlµ,A = (D
l
µA  id) ◦ q
µA¯
A .
Proof. Remark first of all that, necessarily, l + 1 ≤ k − |µA¯|. In the identification Xn ' XA × XA¯ the
sheaf OXn/I l+1A corresponds to OX2/I l+1∆ OXA¯ . Now the automorphism (σA)∗ : OXn - OXA OXA¯ ,
introduced in remark 2.15 satisfies the commutation relation (jl  id) ◦ (σA)∗ = (σA)∗ ◦ jlA. Hence, in the
identification Un ' UA × U A¯,
Dlµ,A((xλ)λ) =
∑
β∈cn(l+1)
βA¯=0
(−1)β
(
l + 1
β
)
(σA)∗jlA(xβµ)
=
∑
β∈cn(l+1)
βA¯=0
(−1)β
(
l + 1
β
)
(jl  id)(σA)∗(xβµ)
=
∑
β∈cn(l+1)
βA¯=0
(−1)β
(
l + 1
β
)
(jl  id)(σA)∗(xβµAµA¯)
= (DlµA  id) ◦ q
µA¯
A ((xλ)λ)
Proposition 3.43. Let r be an integer, 0 ≤ r ≤ k − 1. If x ∈ Er(n, k) ⊆ SkVL, then, for all composition
ν supported in A¯, with |ν| ≤ k − r − 1, we have qνA(x) ∈ Er(2, k − |ν|)  Lν . Moreover, if x ∈ Er(n, k),
r ≤ k − 2, for all 0 ≤ l ≤ r and for all (µ,A) ∈ B(k, l + 1), then |µA¯| ≤ k − l − 1 and
Dlµ,Ax = (D
l
µA  id) ◦ q
µA¯
A (x) . (3.14)
Proof. By complete induction on r. For r = 0 we just have E0(n, k) = SkVL and E
0(2, k − |ν|) =
Sk−|ν|(La0 ⊕ La1): hence the first statement is trivially verified. For (µ,A) ∈ B(k, 1), we just have to
compare D0µ,A with (D
0
µA  id) ◦ q
µA¯
A under the identification given by σA: this follows trivially from the
definitions, since the operators in question are just difference of restrictions. Suppose the proposition holds
for r. Let x ∈ Er+1(n, k) and ν a composition supported in A¯, |ν| ≤ k−r−2. Hence |ν| ≤ k−r−1, and by
inductive hypothesis, qνA(x) ∈ Er(n, k− |ν|)Lν . We need to prove that qνA(x) ∈ Er+1(n, k− |ν|)Lν ; to
do this, we just need to prove that for all θ ∈ c2(k−|ν|−r−1) (Drθ id)◦qνA(x) = 0. Via the identification
σA we can think of θ as a composition θ ∈ cn(k−|ν|−r−1) supported in A, and hence θν as a composition
of k − r − 1. By the inductive hypothesis we have
Drθνx = (D
r
θ  id) ◦ qνA(x) = 0
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since x ∈ Er+1(n, k). Hence qνA(x) ∈ Er+1(n, k − |ν|) Lν .
In order to prove the second statement we just have to prove the case l = r + 1. Therefore, suppose
that (µ,A) ∈ B(k, r+ 2). Then k− r−2 = |µ| = |µA|+ |µA¯| which proves that |µA¯| ≤ k− r−2 = k− l−1.
Then, by what we just proved, q
µA¯
A (x) ∈ Er+1(2, k − |µA¯|)  LµA¯ . But then we can apply the operator
Dr+1µA  id to q
µA¯
A (x) and hence compare, via the identification provided by (σA)∗, the operators D
r+1
µ,A and
(Dr+1µA  id) ◦ q
µA¯
A . This can be done locally on an affine open set, and hence follows from remark 3.42.
3.6 Invariant operators
In this last subsection we apply theorem 3.34 to obtain a description of the direct image µ∗SkL[n] over the
symmetric variety SnX in terms of kernels of invariant operstors (DlL)
G. We will also give explicit local
formulas for the operators (DlL)
G.
3.6.1 G-invariant operators
We start by defining G-invariants of the sheaves appeared in the previous sections. Remember that the
map ηl : B(k, l) - A(k, l) sending a couple (θ,A) ∈ B(k, l) to (ν(θA), ν(θA¯)) — where ν(θA) and ν(θA¯)
are the partitions associated to the compositions θA and θA¯, respectively — is the quotient map for the
group G acting on B(k, l).
Notation 3.44. Let l an integer, 0 ≤ l ≤ k − 2. Write Kl(L) := Kl(L)G. For (µ, ν) ∈ A(k, l + 1), denote
with Klµ,ν the sheaf:
Klµ,ν :=
( ⊕
(θ,A)∈B(k,l+1)
ηl(θ,A)=(µ,ν)
pi∗Klθ,A(L)
)G
.
Remark that the sheaf Klµ,ν is isomorphic, by Danila’s lemma, to (pi∗Kl(θ0,A0))StabG(θ0,A0), where (θ0, A0)
is a chosen point in η−1l (µ, ν).
Remark 3.45. It is evident, after what we said in the beginning of subsection 3.5 and even more after
corollary 3.32 and theorem 3.34, that the G-sheaves Kl(L) are isomorphic to the terms (El+1,−l1 )
H
0 of
subsection 2.3. In particular, if ηl(θ,A) = (µ, ν) with µ of the form (h, h), StabG(θ,A) contains the
subgroup G(A) ' S2, which acts on pi∗Kl(θ,A)(L) via the alternanting representation ε2 and makes the
invariants (pi∗Kl(θ,A)(L))
StabG(θ,A) vanish.
By remarks 3.45 and 2.6 we have, over SnX:
(SkVL)
G '
⊕
λ∈pn(k)
Lλ, (Kl(L))G '
⊕
(µ,ν)∈A(k,l+1)
Klµ,ν =
⊕
(µ,ν)∈A0(k,l+1)
Klµ,ν .
Notation 3.46. Denote with E l(n, k) the sheaf of invariants E l(n, k) := El(n, k)G over the symmetric
variety SnX and with D lL the G-invariant operators
D lL := (D
l
L)
G : E l(n, k) - Kl(L) .
For (µ, ν) ∈ A(k, l + 1), denote moreover with D lµ,ν the (µ, ν) component of D lL. Note that, if (µ, ν) 6∈
A0(k, l + 1) the component D lµ,ν is identically zero.
Since in our context taking G-invariants is an exact functor, we have kerD lL = E l+1(n, k). As an
immediate consequence of theorem 3.34 we have the following
Theorem 3.47. Over the symmetric variety SnX the sheaves E l(n, k) define a finite decreasing filtration
of (SkVL)
G such that
Rµ∗SkL[n] 'qis µ∗SkL[n] ' Ek−1(n, k) = kerDk−2L .
We now proceed to find explicit local formulas for the operators D lL: these formulas will be essential in
section 4. Before we begin, we give the following notation.
Notation 3.48. Let r a nonnegative integer. For λ ∈ cn(r1), µ ∈ cn(r2), with λ ≥ µ (according to notation
3.11), set as β = λ/µ the composition defined by βi = λi − µi.
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3.6.2 The case n = 2.
For n = 2 we have that B(k, l) identifies to the set c2(k− l) of compositions of k− l of range 2 and A(k, l)
identifies to the set p2(k − l) of partitions of k − l of lenght ≤ 2. Hence we will simply write Klµ(L),
with µ ∈ c2(k − l − 1) for the components of Kl(L) and Dlµ for the components of DlL; analogously if
µ ∈ p2(k − l − 1) we will just write Klµ for the components of Kl(L) and D lµ for the components of D lL. If
µ ∈ p2(k − l − 1), the component D lµ of the differential D lL is given by the composition
D lµ : E l(2, k) = pi∗(El(2, k))G ⊂ - pi∗(El(2, k))
pi∗Dlµ- pi∗Klµ(L) .
Since E l(2, k) ⊆ (SkVL)G '
⊕
λ∈p2(k) Lλ, we write a local section x ∈ E l(2, k) as (xλ)λ.
Recall that if I is a finite set equipped with a transitive action of a finite group G and M = ⊕i∈IMi
is a G-module, where the G action on M is compatible with the G action on I (see [Sca09a, section 2.4]),
the isomorphism of Danila’s lemma M
StabG(i0)
i0
'MG, with i0 ∈ I, is given by u -
∑
[g]∈G/StabG(i0) gu.
Here G/StabG(i0) has to be seen just as a collection of cosets. Hence the map⊕
λ∈p2(k)
Lλ ' pi∗(SkVL)G ⊂ - pi∗SkVL =
⊕
λ′∈c2(k)
pi∗Lλ
′
is given by (xλ)λ - (xλ′)λ′ where λ′ runs among compositions of the form λ′ = σλ with σ ∈ G and
λ ∈ p2(k) and where xσλ = σ∗xλ. Now take (xλ)λ a local section of E l(2, k) over an affine open set of the
form S2U , U being an affine open set of X such that L is trivial over U . By what we said, if µ ∈ p2(k−l−1),
D lµ(xλ)λ = (pi∗D
l
µ)(xλ′)λ′ =
∑
β∈c2(l+1)
(−1)β
(
l + 1
β
)
[xβµ]Il+1∆
=
[ ∑
λ′∈c2(k), λ′≥µ
λ′=σλ, σ∈G,λ∈p2(k)
(−1)λ′/µ
(
l + 1
λ′/µ
)
σ∗xλ
]
Il+1∆
where the last term is seen as a local section of Klµ = pi∗(SlΩ1X ⊗ Lk)∆, since the sum inside the square
bracket belongs to I l∆ ⊗ Lk.
Example 3.49. Take k = 3. Then (S3VL)
G ' ⊕λ∈p2(3) Lλ = L3 ⊕ L2,1. A local section x of (S3VL)G
over an affine open set S2U , where U is an affine open set of X such that L is trivial over U , can be written
as (x3,0, x2,1). Suppose that x ∈ E1(2, 3). Then
D1(1,0)x =
[
(−1)(3,0)/(1,0)
(
2
(3, 0)/(1, 0)
)
x(3,0) + (−1)(2,1)/(1,0)
(
2
(2, 1)/(1, 0)
)
x(2,1)+
+ (−1)(1,2)/(1,0)
(
2
(1, 2)/(1, 0)
)
σ∗x2,1
]
I2∆
=
[
(−1)2
(
2
2
)
x(3,0) + (−1)1
(
2
1
)
x(2,1) + (−1)0
(
2
0
)
σ∗x2,1
]
I2∆
= [x3,0 − 2x2,1 + σ∗x2,1]I2∆ .
If x3,0 = f ⊗ a ∈ H0(X,L3) ⊗H0(X,OX), x2,1 = g1 ⊗ g2 ∈ H0(X,L2) ⊗H0(X,L) are global sections of
L3 and L2,1, respectively, we can write, if x ∈ E1(2, 3)(S2X),
D1(1,0)(f ⊗ a, g1 ⊗ g2) = fda− [g1, g2] ∈ H0(X,Ω1X ⊗ L3)
where [·, ·] is the braket H0(X,L2)⊗H0(X,L) - H0(X,Ω1X ⊗L3) defined locally by [g1, g2] := 2g1dg2−
g2dg1. This bracket appears, for example, in [Gre94].
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3.6.3 The general case.
Let’s discuss now the case with general n. We will use the following diagram:
Xn
S2X × Sn−2X
pˆi
?
v
- SnX
pi
-
where pˆi is the S2 ×Sn−2 quotient map and v is the induced map from the partial to the total quotient.
Take (θ, ν) ∈ A0(k, l + 1). The component D lθ,ν of the G-invariant differential D lL is, by definition, the
composition:
D lθ,ν : E l(n, k) = (pi∗El(n, k))G ⊂ - pi∗El(n, k)
pi∗Dlθν,{12}- pi∗Klθν,{1,2}(L) .
Note that starting with an element in E l(n, k) = (pi∗El(n, k))G, that is, invariant by G, we will correctly
finish with an element D lθ,νx ∈ pi∗(Klθν,{1,2}(L))StabSn−2 (ν) ' Klθ,ν ' v∗((SlΩ1X ⊗ Ll+1+|θ|)∆  Lν). We
want to find a simpler way to write it, along with an explicit local expression.
Notation 3.50. Let µ, ν two partitions of i and m − i, respectively, for i, m nonnegative integers with
i ≤ m. We denote with µ∐ ν the unique partition of lenght l(µ) + l(ν) associated to the composition of
m = |µ|+ |ν| with value µj if 1 ≤ j ≤ l(µ) and νj−l(µ) if j > l(µ).
With this notation, it is easy to see that over S2X × Sn−2X,
(SkVL)
S2×Sn−2 '
⊕
µ,ν
l(µ)≤2,l(ν)≤n−2
µ
∐
ν∈pn(k)
Lµ  Lν . (3.15)
Notation 3.51. For a partition ν0 of l, 0 ≤ l ≤ k, l(ν0) ≤ n− 2, denote with qν0 the composition of maps
qν0 : (pi∗S
kVL)
G ⊂ - (pi∗SkVL)S2×Sn−2 '
⊕
µ,ν
l(µ)≤2,l(ν)≤n−2
µ
∐
ν∈pn(k)
v∗(Lµ  Lν) -
⊕
µ∈p2(k−|ν0|)
v∗(Lµ  Lν0) .
where the isomorphism in the middle is induced by 3.15.
Lemma 3.52. The diagram
(pi∗SkVL)G
qν0 -
⊕
µ∈c2(k−|ν0|)
pi∗(Lµ  Lν0)S2×StabSn−2 (ν0) '
⊕
µ∈p2(k−|ν0|)
v∗(Lµ  Lν0)
pi∗SkVL
ıG
? pi∗(qν0{1,2}) -
⊕
µ∈c2(k−|ν0|)
pi∗(Lµ  Lν0)
ıS2×StabSn−2 (ν0)
?
where the vertical maps are natural injections, is commutative. In the second line of the diagram
ν0 is thought as a composition of supported in {3, . . . , n} via the unique order-preserving bijection
{1, . . . , n− 2} ' {3, . . . , n}.
Proof. It is sufficient to check the commutativity locally on an affine open set, where we can identify sheaves
with the modules of sections. Let M be the module of sections of
⊕
λ∈cn(k) pi∗(L
λ), G = Sn, I = cn(k),
J = c2(k − |ν0|)× {ν0}, H = S2 × StabSn−2(ν0). Then the commutativity of the diagram follows directly
from the following lemma, whose proof is straightforward, noting that qν0 = p
H
J ◦ iG,H .
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Lemma 3.53. Let R a commutative C-algebra. Let G a finite group and H ⊆ G a subgroup. Suppose that
G acts on a finite set I and let M = ⊕i∈IMi be a R[G]-module such that the G-action on M is compatible
with the G-action on I. Let moreover J ⊆ I be a subset of I such that J is H-invariant. Set MJ = ⊕j∈JMj
and let pJ the projection M - MJ on the summands in J . Then the following diagram is commutative:
MG ⊂
iG,H- MH
pHJ-- MHJ
M
iG
?
∩
pJ--
ff
iH
⊃
MJ
ff
i J,
H
⊃
where iG, iG,H , iJ,H and iH are natural injections.
We now come to the G-invariant version of formula 3.14, expressing an operator D lθ,ν in terms of the
operator D lθ over S
2X.
Proposition 3.54. Let r be a nonnegative integer, r ≤ k − 1, let x be a local section of Er(n, k) and let
ν0 be a partition of weight |ν0| ≤ k− r− 1 of length l(ν0) ≤ n− 2. Then qν0(x) ∈ v∗(Er(2, k− |ν0|)Lν0).
Moreover for all integers l, 0 ≤ l ≤ r, and for all θ ∈ p2(k − |ν0| − l − 1), θ 6= (h, h), we have
D lθ,ν0(x) = v∗(D
l
θ  id) ◦ qν0(x) . (3.16)
Proof. If x ∈ Er(n, k) then x ∈ pi∗Er(n, k)G. Now by proposition 3.43 the image of Er(n, k) for qν0{1,2} is in
Er(2, k − |ν0|) Lν0 . Hence by lemma 3.52 we have
qν0(x) = pi∗(q
ν0
{1,2})(x) ∈ pi∗(Er(2, k − |ν0|) Lν0)S2×StabSn−2 (ν0) ' v∗(Er(2, k − |ν0|) Lν0) .
This proves the first statement.
As for the second, the invariant operator D lθ,ν0 is computed by Danila’s lemma as D
l
θ,ν0
= pi∗(Dlθν0,{1,2})◦
iG. Hence, by lemma 3.52 and by proposition 3.43
D lθ,ν0(x) = pi∗(D
l
θν0,{1,2}) ◦ ıG(x) = pi∗[(Dlθ  id)qν0{1,2}]ıG(x)
= pi∗(Dlθ  id)pi∗(qν0{1,2})ıG(x) = pi∗(D
l
θ  id)ıS2×StabSn−2 (ν0)qν0(x)
= pi∗(Dlθ  id)v∗(ıS2  ıStabSn−2 (ν0))qν0(x) .
Write now pˆi : Xn - S2X×Sn−2X as pˆi1×pˆi2, where pˆi1 and pˆi2 are the two projections fromXn - S2X
and Xn−2 - Sn−2X, respectively. Then:
D lθ,ν0(x) =v∗pˆi∗(D
l
θ  id)v∗(ıS2  ıStabSn−2 (ν0))qν0(x)
=v∗
[
((pi1∗D
l
θ) ◦ ıS2) ıStabSn−2 (ν0)
]
qν0(x)
=v∗(D lθ  ıStabSn−2 (ν0))qν0(x) = v∗(D
l
θ  id)qν0(x) .
The last equality follows from the fact that the term v∗(D lθıStabSn−2 (ν0))qν0(x) is naturally StabSn−2(ν0)-
invariant and hence seen in pi∗(Klθ,ν0(L))
S2×StabSn−2 (ν0) and not just in pi∗(Klθ,ν0(L))
S2 .
3.6.4 Action on global sections.
We finish the section by expliciting how the invariant operators D lθ,ν act on global sections of the sheaves
E l(n, k).
Notation 3.55. Let λ a partition of k, λ = (λ1, . . . , λr). The exponential notation for the partition λ is
the writing (1α1(λ), 2α2(λ), . . . ,m
αmλ (λ)
λ ), where αλi(λ) is the number of times the integer λi appears in the
list (λ1, . . . , λr) and where λ1 = mλ. We will also write λ =
∏mλ
i=1 i
αi(λ).
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Thanks to the exponential notation of partitions we can express the global sections of sheaves (SkVL)
G
and Klθ,ν . For brevity’s sake we just write Hi(F ) for the i-th cohomology of a coherent sheaf F over
the surface X; if λ ∈ pm(k), recalling notation 2.17, we will also write Hi(Lλm) instead of the longer
Hi(SmX,Lλm). First of all, if µ is a partition of h of length l(µ) ≤ m, we have:
H0(SmX,Lµ) '
mµ⊗
i=1
Sαi(µ)H0(Li)⊗ Sm−l(µ)H0(OX) .
Then:
H0(SnX, (SkVL)
G) '
⊕
λ∈pn(k)
H0(SnX,Lλ) '
⊕
λ∈pn(k)
mλ⊗
i=1
Sαi(λ)H0(Li)⊗ Sn−l(λ)H0(OX)
H0(SnX,Klθ,ν) =H0(SlΩ1X ⊗ L|θ|+l+1)⊗H0(Sn−2X,Lν)
=H0(SlΩ1X ⊗ L|θ|+l+1)⊗
mν⊗
i=1
Sαi(ν)H0(Li)⊗ Sn−l(ν)−2H0(OX)
Now, by proposition 3.54, in order to explicit the action of the operator D lθ,ν on global sections, it is just
sufficient to understand how the morphism qν0 acts at the level of global sections. Let λ be a partition of
k and let λ = µ
∐
ν: in the exponential notation we can write λ =
∏n
i=1 i
αi , µ =
∏n
i=1 i
βi , ν =
∏n
i=1 i
γi ,
with αi = βi + γi. We define the operators
ıλµ,ν : H
0(Lλn) - H0(Lµ2 )⊗H0(Lνn−2)
as follows:
• if l(µ) = 2, then ıλµ,ν is defined as the natural map
ıλµ,ν : H
0(Lλn) '
⊗
i
SαiH0(Li)
⊗
Sn−l(λ)H0(OX) ⊂ -
⊗
i
SβiH0(Li)⊗SγiH0(Li)
⊗
Sn−l(λ)H0(OX)
induced by the inclusions SαiH0(Li) ⊂ - SβiH0(Li)⊗ SγiH0(Li);
• If l(µ) = 1, then µ, in exponential notation is µ = i10 for some i0: for this i0 we have αi0 = 1 + γi0 .
Hence the map ıλµ,ν is then the compositon
ıλµ,ν : H
0(Lλn) '
⊗
i
SαiH0(Li)
⊗
Sn−l(λ)H0(OX) ⊂ - H0(Li0)⊗
⊗
i
SγiH0(Li)⊗Sn−l(λ)H0(OX)
⊂ - H0(Li0)⊗H0(OX)⊗ SγiH0(Li)⊗ Sn−l(λ)−1H0(OX) ' H0(Lµ2 )⊗H0(Lνn−2)
where the first map is induced by the natural injection Sαi0H0(Li0) ⊂ - H0(Li0) ⊗ Sγi0H0(Li0)
and the second by the injection Sn−l(λ)H0(OX) ⊂ - H0(OX)⊗ Sn−l(λ)−1H0(OX).
For a partition ν0 with l(ν0) ≤ n− 2, the morphism qν0 , at the level of global sections is the composition:
Qν0 :
⊕
λ∈pn(k)
H0(Lλn) -
⊕
µ,ν∈pn(k)
l(µ)≤2,l(ν)≤n−1
µ
∐
ν∈pn(k)
H0(Lµ2 )⊗H0(Lνn−2) -
⊕
µ∈pn(k)
l(µ)≤2
µ
∐
ν0∈pn(k)
H0(Lµ2 )⊗H0(Lν0n−2)
where the first map is induced by the morphisms iλµ,ν , while the second one is the projection onto some
summands. Then, at the level of global sections we have:
Corollary 3.56. Let r be a nonnegative integer, r ≤ k−1 and ν0 a partition of weight |ν0| ≤ k−r−1 and of
length l(ν0) ≤ n−2. If x ∈ H0(SnX, Er(n, k)), then Qν0(x) ∈ H0(S2X, Er(2, k−|ν0|))⊗H0(Sn−2X,Lν0n−2).
Then, for all integers l, 0 ≤ l ≤ r, and for all θ ∈ p2(k − |ν0| − l − 1), θ 6= (h, h), we have
D lθ,ν0 = (D
l
θ ⊗ id) ◦Qν0
where D lθ is the operator for the n = 2 case, acting on the factor H
0(S2X, Er(2, k − |ν0|)).
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As an application of this corollary we could now give another proof of the following theorem by Danila
[Dan07]. We will indicate more briefly with H0(Er(m, k)) the global sections H0(SmX, Er(m, k)).
Theorem 3.57. Let X a smooth algebraic surface with H0(OX) ' C (for example a smooth projective
surface) and let L be a line bundle on X. Let k, n ∈ N, with n 6= 0 and k ≤ n. We have
H0(X [n], SkL[n]) ' SkH0(X,L) .
Sketch of the proof. Just to give a sketch of the idea, H0(X [n], SkL[n]) can be identified as the kernel of
the recursively defined operator Dk−2L : H
0(Ek−2(n, k)) - H0(Kk−2(L)). Now, if H0(OX) ' C it is not
difficult to see that kerD0L ' H0(E1(n, k)) is already isomorphic to SkH0(X,L). Indeed, there is a natural
map H0(E1(n, k)) - SkH0(L), given by the composition
H0(E1(n, k)) ⊂ - H0((SkVL)G) ' ⊕λ∈pn(k)H0(Lλn) - H0(L1
k
n ) ' SkH0(L) . (3.17)
Analyzing more in detail the map D0L : H
0((SkVL)
G) - H0(K0(L)) one could prove that the natural
map above is injective. We won’t give more details here.
On the other hand since H0(OX) ' C, for any λ ∈ pn(k), written as λ =
∏mλ
i=1 i
αi in exponential
notation, there is a natural contraction cλ : S
kH0(L) - H0(Lλn) '
⊗mλ
i=1 S
αiH0(Li). It is not difficult
to see that, if x ∈ SkH0(L), the element (cλx)λ∈pn(k) is in H0(E1(n, k)); this proves that the natural map
(3.17) is an isomorphism.
Moreover, one can see with a little more work, thanks to the characterization of H0(E1(n, k)) given by
the above isomorphism, that all higher operators D lL are zero restricted to H
0(E1(n, k)); hence SkH0(X,L)
can be identified to kerDk−2L ' H0(Ek−2(n, k)) ' H0(X [n], SkL[n]).
We now make a couple of examples of computations of operators D lθ,νwhich will be useful in the sequel.
Example 3.58. (Affine case for k = 3). Let X = Spec(R) a smooth affine surface, where R is a finitely
generated C-algebra, and let L be the trivial line bundle over X. We will identify coherent sheaves over
X with their modules of global sections. Hence a global section x of L3 ⊕ L2,1 ⊕ L1,1,1 can be seen as
an element of (R ⊗ Sn−1R) ⊕ (R ⊗ R ⊗ Sn−2R) ⊕ (S3R ⊗ Sn−3R). Then x is a sum of elements of
the form y = (f ⊗ a, g1 ⊗ g2 ⊗ b, h1h2h3 ⊗ c). where f, g1, g2, h1, h2, h3 ∈ R, a = a1 . . . an−1 ∈ Sn−1R,
b = b1 . . . bn−2 ∈ Sn−2R, c ∈ Sn−3R. . Suppose that x belongs to E1(n, 3). The operator D1(1)(0) acts on
each of the summand of x of the form y as:
D1(1)(0)(y) =
∑
i
fdai ⊗ âi − [2g1dg2 − g2dg1]⊗ b ∈ Ω1R ⊗ Sn−2R = K1(1)(0) ,
where we indicate with aˆi = a1 · · · ai−1ai+1 · · · an−1 ∈ Sn−2R.
Example 3.59. (Affine case for k = 4). With the same hypothesis of the previous example, a global
section x of L4 ⊕ L3,1 ⊕ L2,2 ⊕ L2,1,1 ⊕ L1,1,1,1 can be seen as an element in (R ⊗ Sn−1R) ⊕ (R ⊗ R ⊗
Sn−2R)⊕ (S2R⊗Sn−2R)⊕ (R⊗S2R⊗Sn−3R)⊕ (S4R⊗Sn−4R). Then x is a sum of elements of the form
y = (f ⊗ a, g1 ⊗ g2 ⊗ b, h1h2 ⊗ c, k ⊗ k2k3 ⊗ d,m1 . . .m4 ⊗ e), where f, gi, hj , kl,ms ∈ R, a = a1 . . . an−1 ∈
Sn−1R, b = b1 . . . bn−2, c = c1 . . . cn−2 ∈ Sn−2R, d ∈ Sn−3R, e ∈ Sn−4R. Suppose that x is in E1(n, 4).
Then the operator D1 acts on each of the summand of x of the form y as:
D1(2)(0)(y) =
∑
i
fdai ⊗ âi − 2g1dg2 ⊗ b+ [h1dh2 + h2dh1]⊗ c ∈ Ω1R ⊗ Sn−2R = K1(2)(0)
D1(1)(1)(y) =
∑
i
g1dbi ⊗ g2 ⊗ b̂i − 2k[dk2 ⊗ k3 + dk3 ⊗ k2]⊗ d+
+ [k2dk ⊗ k3 + k3dk ⊗ k2]⊗ d ∈ Ω1R ⊗R⊗ Sn−3R = K1(1)(1)
Suppose now x ∈ E2(n, 4). Then the operator D2 acts on each summand of x of the form y as:
D2(1)(0)(y) = (−fd2ai ⊗ âi + 3g1d2g2 ⊗ b−3[h1d2h2 + h2d2h1]⊗ c
+ g2d
2g1 ⊗ b ∈ S2Ω1R ⊗ Sn−2R = K2(1)(0)
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4 The filtration W• on the direct image µ∗SkL[n].
The filtration E•(n, k) of (SkVL)G found in the previous section, together with theorems 3.34 and 3.47,
cannot yet be used to get precise information on the sheaf µ∗SkL[n] for general n, since, in the case n > 2,
the operators D lL : E l(n, k) - Kl(L) are not surjective, as it will be clear in the sequel; at the same
time, it seems difficult to understand directly the graded sheaves grEl of the filtration E• := E•(n, k). In
this section we will introduce another filtration V• of (SkVL)G. The two filtrations V• and E• will induce a
bifiltration V•∩E• of (SkVL)G and hence a filtration W• := V•∩Ek−1(n, k) of Ek−1(n, k) ' µ∗SkL[n]. For
the filtrationW• things behave in an a better way, so that it is easier to guess the graded sheaves grWl ; as a
consequence we will be able to deduce results on the cohomology of SkL[n] for n = 2 and general k and for
general n and low k. We think, however, that similar results may be obtained in complete generality (see
subsection 4.4). We begin the section defining the filtrations V• and W• and with some general notations
and preliminary lemmas.
Definition 4.1. Let n ∈ N, n ≥ 1. Denote with ≤rlex the reverse lexicographic order on the set of
partitions. For µ ∈ pn(k) set:
Vµ :=
⊕
λ∈pn(k)
λ≥rlexµ
Lλ . (4.1)
The sheaves Vµ define a finite decreasing filtration V• on (SkVL)G. Denote with W• the finite decreasing
filtration of Ek−1(n, k) ' µ∗SkL[n], indexed on pn(k), induced by V•, that is
W• := V• ∩ Ek−1(n, k) .
Remark 4.2. For any total order 4 on the set of partitions pn(k), the analogue of definition 4.1, that is
Vµ := ⊕λ∈pn(k), λ<µ Lλ, defines a decreasing filtration on (SkVL)G and hence induces a decreasing filtration
W• = V• ∩Ek−1(n, k) on Ek−1(n, k) ' µ∗SkL[n]. In this section we will use the reverse lexicographic order
as total order on pn(k); on the other hand in subsection 4.4 we will explain how, if we hope to express
a nice general result on the graded sheaves grWl , it’s better to use another total order 4, introduced in
definition 4.44. The two orders concide on partitions pn(k) with k ≤ 5.
Notation 4.3. Let m,n ∈ N, 2 ≤ m ≤ n. Denote with ∆m the subscheme of Xn whose ideal sheaf I∆m
is the intersection of ideal sheaves I∆I of pairwise partial diagonals ∆I , I ⊆ {1, . . . ,m}, |I| = 2. It is the
inverse image of the so-called big diagonal in Xm via the projection pm : X
n - Xm onto the first m
factors.
Remark 4.4. An important fact about powers of the ideal sheaf of the scheme ∆m in X
n is the following
equality. Over Xn, for all s ∈ N one has:
⋂
I⊆{1,...,m}
|I|=2
Is∆I =
( ⋂
I⊆{1,...,m}
|I|=2
I∆I
)s
= Is∆m (4.2)
This fact has been proven by Haiman in [Hai01, Corollary 3.8.3] for n = m and follows trivially for m ≤ n
by taking the pull back p∗m of (4.2) via the projection pm : X
n - Xm. We will use this fact in what
follows.
Notation 4.5. Let µ ∈ cn(k), l ∈ N, m ∈ N, with 2 ≤ m ≤ n. We denote with Lµ(−l∆m) the sheaf over
Xn defined by:
Lµ(−l∆m) := Lµ ⊗
⋂
I⊆{1,...,m}
|I|=2
I l∆I .
Note that, by equality (4.2), the sheaf Lµ(−l∆m) can also be defined by Lµ(−l∆m) := Lµ ⊗ I l∆m , which
justifies the notation. Now, if µ ∈ pn(k) is a partition of k of lenght l(µ) denote with Lµ(−l∆) the sheaf
over SnX defined by
Lµ(−l∆) := pi∗
(
Lµ(−l∆l(µ))
)StabG(µ)
.
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In case we need to emphasize that the sheaf Lµ(−l∆) lives on SnX we will write Lµn(−l∆) instead of just
Lµ(−l∆).
Remark 4.6. Let I ⊆ {1, . . . , n}, |I| = 2. The restriction jlI : I l∆I - I l∆I/I l+1∆I ' (SlΩ1X)I of the partial
jet projection jlI (see remark 3.36) to the ideal I
l
∆I
⊆ OXn induces a global map, that will be indicated
again with dlI :
dlI : L
µ ⊗ I l∆I - Lµ ⊗ I l∆I/I l+1∆I ' (SlΩ1X ⊗ L|µI |)I ⊗ LµI¯ .
Notation dlI has first been introduced in remark 3.36 if L = OX ; the notation we are giving here is
compatible with the previous one. With the help of the differentials dlI we can define a differential
dl∆m : L
µ(−l∆m) -
⊕
I⊆{1,...,m}
|I|=2
Lµ⊗I l∆I
⊕IdlI-
⊕
I⊆{1,...,m}
|I|=2
Lµ⊗I l∆I/I l+1∆I '
⊕
I⊆{1,...,m}
|I|=2
(SlΩ1X⊗L|µI |)I⊗LµI¯ .
whose kernel is easily seen, after (4.2), to be Lµ(−(l + 1)∆m). Remark that if suppµ = {1, . . . ,m} the
differential dl∆m is StabG(µ)-equivariant. Therefore, if µ ∈ pn(k) and m = l(µ), applying the functor
pi
StabG(µ)∗ , the previous map descends to a differential, noted with dl∆
dl∆ : Lµ(−l∆) -
[ ⊕
I⊆{1,...,l(µ)}
|I|=2
pi∗
(
(SlΩ1X ⊗ L|µI |)I ⊗ LµI¯
)]StabG(µ)
. (4.3)
Its kernel is ker dl∆ = Lµ(−(l + 1)∆).
Example 4.7. For any µ ∈ c2(k), the differential dl∆2 is a map dl∆2 : Lµ(−l∆2) - (SlΩ1X ⊗ Lk)∆2 and
its kernel is Lµ(−(l + 1)∆2). For any µ ∈ p2(k) of lenght exactly 2, dl∆ is a map
dl∆ : Lµ(−l∆) - [v∗((SlΩ1X ⊗ Lk)∆ OSn−2X)]StabS2 (µ)
of kernel Lµ(−(l + 1)∆). Again, if µ 6= (h, h), the stabilizer is trivial.
Example 4.8. Let µ = 1k in exponential notation. Then dl∆ is defined over S
kX as:
dl∆ : L1
k
(−l∆) -
[
v∗((SlΩ1X ⊗ L2)∆  L1
k−2
)
]S2
,
where S2 is naturally acting on the factor (S
lΩ1X⊗L2)∆ with the sign (−1)l. Hence, if l is odd, L1
k
(−l∆) '
L1k(−(l + 1)∆).
Remark 4.9. The restriction of the operator D0L to L1
k
:
D0L
∣∣
L1k : L1
k - K0(1)(1k−2) ' v∗(L2∆  L1
k−2
)
coincides with d0∆. Indeed it follows by definitions that the component D
0
(1)(1k−2) is defined over L1
k
as:
L1k q(1k−2)- v∗(L(1,1)  L1k−2)
v∗(D0(1)id)- v∗(L2∆  L1
k−2
) ,
and D0(1) identifies to the restriction to ∆, as seen with the definition. On the other d
0
∆ is defined as:
pi∗(L1
k
)StabG(µ) -
⊕
I⊆{1,...,k}
|I|=2
pi∗(L1
k ⊗OXn/I∆I )StabG(1
k) ' pi∗(L1k ⊗OXn/I∆12)S2×Sn−2
where the last identification is due to Danila’s lemma. It’s clear that d0∆ factors via
pi∗(L1
k
)StabG(µ) ⊂ - pi∗(L1
k
)S2×Sn−2 - pi∗(L1
k ⊗OXn/I∆12)S2×Sn−2 .
Now pi∗(L1
k
)S2×Sn−2 ' v∗(L(1,1)L(1k−2)), pi∗(L1k⊗OXn/I∆12)S2×Sn−2 ' v∗(L2∆L1
k−2
): the first map
here above identifies to q(1k−2), and the second one to the restriction to ∆ on the first factor, and hence to
v∗(D0(1)  id). Hence we have d0∆ = D0(1)(1k−2).
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The natural line bundle DA. Before proving the main result in the next subsections, in order to state
it in the most general form, we introduce the natural line bundle on the Hilbert scheme of points X [n],
associated to a line bundle on X. More precisely, if A is a line bundle on X, the line bundle A  · · ·  A
(n-factors) on Xn descends to a line bundle DA on SnX, in the sense that pi∗DA = A  · · ·  A [DN89,
Thm 2.3]. As a consequence, the line bundle DA on SnX coincides with the sheaf of G-invariants, on SnX,
of the line bundle A · · · A. Pulling-back the line bundle DA on SnX via the Hilbert-Chow morphism
µ : X [n] - SnX we get a line bundle µ∗DA on the Hilbert scheme, called the natural line bundle on
X [n] associated to the line bundle A on X. For brevity’s sake, we will denote it again with DA.
Remark 4.10. We have natural filtrations V•⊗DA and E•(n, k)⊗DA of (SkVL)G⊗DA over the symmetric
variety SnX, and hence a natural filtration W•⊗DA = (V• ∩Ek−1(n, k))⊗DA; but, because of projection
formula µ∗(SkL[n] ⊗ DA) := µ∗(SkL[n] ⊗ µ∗DA) ' µ∗SkL[n] ⊗ DA, the last filtration yields naturally a
filtration of µ∗(SkL[n] ⊗DA).
Since the line bundle DA on the symmetric variety SnX is the descent of the line bundle A  · · ·  A
on Xn, using projection formula and taking G-invariants we have the following
Lemma 4.11. Let F be a G-equivariant coherent sheaf over Xn. Then, over SnX we have
(piG∗ F )⊗DA ' piG∗ (F ⊗An) .
Remark 4.12. For k = 2 and any n ≥ 2 it is immediate to prove the exact sequence:
0 - L1,1(−2∆)⊗DA - µ∗S2L[n] ⊗DA - L2 ⊗DA - 0 .
Indeed, it is sufficient to prove it for A–and hence DA – trivial. The sequence above is obtained taking
kernels in the diagram
0 - L1,1 - V0 - L2 - 0
0 - K0(L)
D0L
∣∣
L1,1
? '- K0(L)
D0L
?
- 0
0
?
- 0
Note that K0(L) ' v∗(L2∆  OSn−2X) and that the restriction D0L
∣∣
L1,1 coincides with
d0∆ : L1,1 - v∗(L2∆  OSn−2X), that is, with the restriction of sections of L1,1 to the big diago-
nal. The exactness on the right of the sequence of kernels comes from the fact that the operator D0L
∣∣
L1,1
is surjective.
4.1 The case n = 2
4.1.1 Toeplitz Matrices
Definition 4.13. A m× n (m rows and n columns) complex matrix A = (aij) ∈ Mm×n(C) is Toeplitz if
there exist numbers t−m+1, . . . , t0, . . . , tn−1 such that aij = tj−i, that is, if the diagonals of A are constant.
Remark 4.14. To a squared Toeplitz m×m matrix A we can associate a function fA : R - C, by the
formula
fA(y) =
m−1∑
k=1−m
tke
iky .
It is clear that fA = ftA¯ and that fAh = RefA, where A
h = (1/2)(A + tA¯) is the hermitian part of A.
Hence the function fA is real if and only if A is hermitian and if A is real, then fA is real if and only if A
is symmetric. Given the function fA, we can reconstruct the matrix A via the anti-Fourier transform:
tl(A) =
1
2pi
∫ 2pi
0
fA(y)e
−ilydy .
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If A is a complex m×m Toeplitz matrix, then for any x = (x1, . . . , xm) ∈ Cm we have [Gra06, page 42]:
tx¯Ax =
1
2pi
∫ 2pi
0
∣∣∣ m∑
l=1
xle
−ily
∣∣∣2fA(y)dy . (4.4)
Corollary 4.15. Let A be an hermitian Toeplitz matrix such that fA(y), the function associated to A, is
positive (negative), apart from at most a countable number of points. Then A is positive (negative) definite
and hence nondegenerate.
Proof. If fA(y) is positive (outside a countable number of points) the integral in (4.4) above is strictly
positive, and the matrix A is positive definite.
We will now introduce a few Toeplitz matrices which will be useful in the sequel.
Notation 4.16. Given a vector a = (a0, . . . , an−1) ∈ Cn, we will denote with Tm×n(a) the m×n Toeplitz
matrix with ti = ai if i ≥ 0 and ti = 0 if i < 0.
Notation 4.17. Let m,n ∈ N. Denote with T2n,m and T2n+1,m the m×m Toeplitz matrices defined by:
tk =(T2n,m)i+k,i = (−1)k
(
2n
n+ k
)
if −n ≤ k ≤ n tk = 0 otherwise
sk =(T2n+1,m)i+k,i = (−1)k
(
2n+ 1
n+ k + 1
)
if −n− 1 ≤ k ≤ n sk = 0 otherwise.
Lemma 4.18. For all m,n ∈ N, m 6= 0, the matrices T2n,m, T2n+1,m are nondegenerate.
Proof. It suffices to prove that T2n,m is nondegenerate, since T2n+2,m = Tm×m(e1 − e2)T2n+1,m and
Tm×m(e1 − e2) is trivially nondegenerate, where we indicated with ei the vectors of the canonical basis of
Cn.
We prove first that T2n,m is nondegenerate for m ≥ 2n. In this case T2n,m is a real symmetric matrix
whose associated function is fT2n,m(y) = (−1)n(eiy/2 − e−iy/2)2n = (2 sin y/2)2n which is positive apart
from the countable set of zeros of sin y/2. Hence, by corollary 4.15 it is positive definite, and hence
nondegenerate, since symmetric.
For m < 2n, take l ≥ 2n. Then, for all k ≤ 2n, detT2n,k is a leading principal minor of T2n,l,
which is positive definite. Hence, by Jacobi criterion, detT2n,k is positive for all k ≤ 2n. Hence T2n,m is
nondegenerate (and positive definite).
Notation 4.19. For l, k, j ∈ N, l ≤ k, 2j ≤ k, denote with Rl,k(j) the (k− l+1)× (k−2j+1) the Toeplitz
matrix such that
ti = (−1)i
(
l
j + i
)
for −j ≤ i ≤ l − j, ti = 0 otherwise .
Remark 4.20. If l ≤ 2j < k + 1 then Rl,k(j) is the matrix of an injective morphism and R2j,k(j) =
T2j,k+1−2j is the matrix of an isomorphism. Indeed, if l ≤ 2j < k + 1, deleting the first j − [(l + 1)/2] and
the last j − [l/2] rows of Rl,k(j), we get the matrix Tl,k+1−2j , which is nondegenerate by lemma 4.18.
4.1.2 The filtration.
Recall that we denoted the diagonal in X2 and S2X just with ∆. Denote for brevity’s sake the filtration
El(2, k) just with El. Since differentials DlL : E
l - Kl(L) are surjective for n = 2 by remark 3.33, the
graded sheaves are exactly grEl = K
l(L) =
⊕
µ∈c2(k−l−1)K
l
µ(L), where, recalling notation 2.19, K
l
µ(L) =
(SlΩX ⊗ Lk)∆ and we can see µ just as a label.
Definition 4.21. For j = 0, . . . , k, denote with V j =
⊕k−j
i=j L
(k−i,i) ⊆ E0 = SkVL.
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Remark 4.22. The subsheaves V j of SkVL define a G-equivariant decreasing filtration of S
kVL:
0 = V [k/2]+1 ( V [k/2] ⊆ · · · ⊆ V 1 ( V 0 = SkVL .
Taking G-invariants, we get exactly the filtration V• of (SkVL)G, introduced in definition 4.1.
Set now Sj,l := ⊕k−ji=j L(k−i,i)(−l∆). Note that, if l ≤ 2j − 1, Sj,l ⊆ V j ∩ El: indeed, Sj,l consists of
elements (xi)i j ≤ i ≤ k − j, with xi ∈ Lk−i,i ⊗ I l∆ and hence all operators DhL, for h < l, vanish on them.
Hence we can apply the operator DlL to elements in Sj,l.
Lemma 4.23. For 0 ≤ l ≤ 2j− 1 the G-equivariant restriction DlL
∣∣
Sj,l
: Sj,l - grEl of the operator D
l
L
to Sj,l factorizes as:
Sj,l = ⊕k−ji=j L(k−i,i)(−l∆)
⊕k−ji=j dl∆- ⊕k−ji=j (SlΩ1X ⊗ Lk)∆
A- grEl ' ⊕k−l−1r=0 (SlΩ1X ⊗ Lk)∆
where dl∆ : L
k−s,s(−l∆) - (SlΩX ⊗ Lk)∆ is the differential introduced in remark 4.6 and where A is
a G-equivariant injective morphism of vector bundles over ∆ having as matrix the (k − l) × (k + 1 − 2j)
Toeplitz matrix Rl+1,k(j).
Proof. Let x = (xi)i ∈ Sj,l, j ≤ i ≤ k − j. The component Dl(r,k−l−1−r) of the operator DlL can be
explicitely written as
Dl(r,k−l−1−r)x =
l+1∑
s=0
(−1)s
(
l + 1
s
)
jl∆(x(s,l+1−s)(r,k−l−1−r))
=
l+1∑
s=0
(−1)s
(
l + 1
s
)
jl∆(x(r+s,k−r−s)) ,
where jl∆ denotes the l-jet projection. It is immediate that D
l
L is a composition of ⊕k−ji=j dl∆ : Sj,l - ⊕k−ji=j
(SlΩ1X ⊗ Lk)∆ and a linear map A :
⊕k−j
i=j (S
lΩ1X ⊗ Lk)∆ - Kl(L) whose (k − l)× (k − 2j + 1) matrix
has entries (−1)s(l+1s ). Ordering the terms, that is, setting i = j+ a, 0 ≤ a ≤ k− 2j, we have r+ s = j+ a
and s = j + a− r; we then find that the matrix of the map A is given by
Ar,a = (−1)j+a−r
(
l + 1
j + a− r
)
which is Toeplitz and coincides easily with Rl+1,k(j). Hence A is injective if l ≤ 2j−1 and an isomorphism
if l = 2j − 1 by remark 4.20.
Remark 4.24. Note that the term ⊕k−ji=j (SlΩ1X ⊗ Lk)∆ in the preceding lemma is isomorphic to
k−j⊕
i=j
(SlΩ1X ⊗ Lk)∆ ' ⊕k−ji=j Lk−i,i(I l∆/I l+1∆ )
and hence naturally G-equivariant. The G actions exchanges terms Li,k−i(I l∆/I
l+1
∆ ) and L
k−i,i(I l∆/I
l+1
∆ )
i 6= k/2, that is, it exchanges factors (SlΩ1X ⊗ Lk)∆ indexed by i 6= k/2, and, if k is even, it acts on the
term Lk/2,k/2(I l∆/I
l+1
∆ ), that is, on the term (S
lΩ1X ⊗ Lk)∆ indexed by k/2, with the sign (−1)l.
Let’s now descend on S2X. For l ≤ 2j − 1 we naturally have that SGj,l ⊆ Vj ∩ E l: in particular SGj,l is
in the domain of definition of D lL. We indicate with ⊕hi≥k/2 a direct sum indexed by natural numbers i
such that k/2 ≤ i ≤ h; analogously for ⊕hik/2 or ⊕hi>k/2. Taking G-invariants in lemma 4.23, we get the
following.
Proposition 4.25. Suppose that 0 ≤ l ≤ 2j − 1. Then the restriction D lL
∣∣
SGj,l
: SGj,l
- grEl of the
operator D lL to S
G
j,l factorizes as:
SGj,l =
k−j⊕
i≥k/2
Li,k−i(−l∆) ⊕
k−j
i≥k/2d
l
∆-
[
⊕k−ji≥j (SlΩ1X ⊗ Lk)∆
]G AG- grEl
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where AG is an isomorphism if l = 2j− 1, 2j− 2 and injective if l ≤ 2j− 3. Hence, if l ≤ 2j− 1, the kernel
of the restriction is
kerD lL
∣∣
SGj,l
'
k−j⊕
i≥k/2
Li,k−i(−(l + 1)∆) ' SGj,l+1 .
Proof. Let’s prove first the statement about AG. It follows from lemma 4.23 that AG is injective if l ≤ 2j−1.
The graded sheaf grEl is given by
grEl '
⊕
µ∈p2(k−l−1)
µ6=(h,h)
Klµ
and hence consists of
[k − l
2
]
terms, all isomorphic to (SlΩ1X ⊗ Lk)∆. On the other hand, the sheaf[⊕k−ji≥j (SlΩ1X ⊗ Lk)∆]G changes if k is odd or even. Let’s see the two cases.
• k is odd. Then [
⊕k−ji≥j (SlΩ1X ⊗ Lk)∆
]G
' ⊕k−jik/2(SlΩ1X ⊗ Lk)∆
and hence it consists of a direct sum of
k + 1
2
− j terms. If l = 2j − 1 or l = 2j − 2, we have, since k
is odd, that
k + 1
2
− j = k − 2j + 1
2
=
[k − l
2
]
.
Hence in the two cases l = 2j − 1, 2j − 2 the two sides are direct sums with the same number of
copies of (SlΩ1X ⊗Lk)∆. Since AG is a constant injective endomorphism of a vector bundle (over the
diagonal ∆), it is an isomorphism in these cases.
• k is even. The sheaf of invariants
[
⊕k−ji≥j (SlΩ1X ⊗ Lk)∆
]G
is given by
[
⊕k−ji≥j (SlΩ1X ⊗ Lk)∆
]G
'

⊕k−ji>k/2(SlΩ1X ⊗ Lk)∆ if l odd
⊕k−ji≥k/2(SlΩ1X ⊗ Lk)∆ if l even
since, for the G-action, the term (SlΩX ⊗ Lk)∆, indexed by i = k/2, is pure of parity (−1)l. Hence
the sheaf of invariants is a direct sum of k/2− j copies of (SlΩ1X ⊗Lk)∆ if l is odd and of k/2− j+ 1
copies if l is even. We have the following cases.
1. l = 2j − 1, hence odd. We have: [k − l
2
]
=
k
2
− j;
2. l = 2j − 2, even. We have [k − l
2
]
=
[k − 2j + 2
2
]
=
k
2
− j + 1.
Hence for l = 2j − 1, 2j − 2 AG is an isomorphism and injective if l < 2j − 2.
In order to compute the kernel of the restriction, for l ≤ 2j − 1, we just have to compute the kernel of the
map
SGj,l =
k−j⊕
i≥k/2
Lk−i,i(−l∆) ⊕
k−j
i≥k/2d
l
∆-
[ k−j⊕
i≥j
(SlΩ1X ⊗ Lk)∆
]G
.
In the case k is odd, it is the kernel of the map:
k−j⊕
i>k/2
Lk−i,i(−l∆) ⊕
k−j
i≥k/2d
l
∆-
k−j⊕
i>k/2
(SlΩ1X ⊗ Lk)∆
and hence SGj,l+1. In the case k is even,
[ k−j⊕
i≥j
(SlΩ1X ⊗ Lk)∆
]G
'

k−j⊕
i>k/2
(SlΩ1X ⊗ Lk)∆ if l is odd
k−j⊕
i≥k/2
(SlΩ1X ⊗ Lk)∆ if l is even
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In the case l even, the kernel is easily ⊕k−ji≥k/2 ker dl∆ ' SGj,l+1. Now in the case l odd, Lk/2,k/2(−l∆) is
isomorphic to Lk/2,k/2(−(l + 1)∆), which is in the kernel of [⊕k−ji≥j dl∆]G = ⊕k−ji≥k/2dl∆ and hence the kernel
is again ⊕k−ji>k/2 ker dl∆ ⊕ Lk/2,k/2(−(l + 1)∆) ' ⊕k−ji≥k/2Lk−i,i(−(l + 1)∆) ' SGj,l+1.
As an immediate consequence of proposition 4.25 we have
Corollary 4.26. The natural map Vj ∩ E l - grEl is surjective for l ≥ 2j − 2.
Proof. We just have to notice that, if l = 2j − 2 or l = 2j − 1 the map ⊕k−ji≥k/2dl∆ is surjective and AG is
an isomorphism. The case l ≥ 2j − 2 follows because Vj is a decreasing filtration.
Lemma 4.27. Let F be a coherent sheaf over an algebraic variety Y . Let Mh ⊆Mh−1 ⊆ · · · · · · ⊆M1 ⊆
M0 = F and Nk ⊆ Nk−1 ⊆ · · · ⊆ N1 ⊆ N0 = F , h, k ∈ N, two finite decreasing filtrations of F . The
filtration N• induces a finite decreasing filtration N• ∩ M l on each coherent sheaf M l, for 0 ≤ l ≤ h.
Suppose that, for a certain j and l, the natural map
N j+1 ∩M l - M l/M l+1 ' grMl F
is surjective; then, for all i ≤ j,
grNi M
l+1 ' grNi M l .
Proof. It is sufficient to prove the lemma for i = j, since it is evident that, if N j+1 ∩M l - grMl F is
surjective, then for all i ≤ j, then also N i+1 ∩M l - grMl F is surjective. For i = j, the lemma is a
consequence of the following commutative diagram, whose rows and columns are all exact.
0 0 0
0 - N j+1 ∩M l+1
?
- N j ∩M l+1
?
- grNj M
l+1
?
- 0
0 - N j+1 ∩M l
?
- N j ∩M l
?
- grNj M
l
?
- 0
0 - grMl F
?
- grMl F
?
- 0
?
- 0
0
?
0
?
0
?
Lemma 4.28. Consider the bifiltration Vj ∩ E l on (SkVL)G. For all l ≥ 2i we have
grVi E l ' grVi E2i .
Proof. By corollary 4.26 the map Vj ∩ E l - grEl is surjective for j ≤ [l/2] + 1. Hence, by lemma 4.27,
for all i ≤ [l/2] we have that grVi E l+1 ' grVi E l. But this means that, for all l ≥ 2i, grVi E l+1 ' grVi E l,
which implies the statement.
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Proposition 4.29. Let h, l ∈ N such that h ≥ [ l + 1
2
]
. Then
Vh ∩ E l '
k−h⊕
i≥k/2
L(i,k−i)(−l∆) ' SGh,l .
Proof. It is sufficient to prove that, if l = 2j − 1 or l = 2j and if h ≥ j, we have
Vh ∩ E l '
k−h⊕
i≥k/2
L(i,k−i)(−l∆) . (4.5)
It’s evident that it is sufficient to prove (4.5) for h = j, since for higher h it follows immediately from the
definition of Vh. We prove it by induction on j. For j = 0 there is nothing to prove, since l = 0 and (4.5)
is the definition of V0. Suppose the result is true for j ≥ 0. Then we have, in the notations of proposition
4.25
Vj ∩ E2j−1 '
k−j⊕
i≥k/2
L(i,k−i)(−(2j − 1)∆) = SGj,2j−1
Vj ∩ E2j '
k−j⊕
i≥k/2
L(i,k−i)(−2j∆) = SGj,2j .
Then, by definition of Vj+1 we have that Vj+1 ∩ E2j−1 '⊕k−j−1i≥k/2 L(i,k−i)(−(2j − 1)∆) = SGj+1,2j−1, and
Vj+1 ∩ E2j '⊕k−j−1i≥k/2 L(i,k−i)(−2j∆) = SGj+1,2j . Consider now the sequence
0 - Vj+1 ∩ E2j+1 - Vj+1 ∩ E2j D
l
L- grE2j(S
kVL)
G - 0 .
It is left exact by definition, but, since 2j = 2(j + 1) − 2, by corollary 4.26, it is exact also on the right.
Hence, by proposition 4.25
Vj+1 ∩ E2j+1 ' SGj+1,2j+1 '
k−j−1⊕
i≥k/2
L(i,k−i)(−(2j + 1)∆) .
Now, for l = 2j + 2, by corollary 4.26 the sequence
0 - Vj+1 ∩ E2j+2 - Vj+1 ∩ E2j+1 - grE2j+1(SkVL)G - 0
is exact, since 2j + 1 = 2(j + 1)− 1. Hence, by proposition 4.25,
Vj+1 ∩ E2j+2 = kerD lL
∣∣
SGj+1,2j+1
= SGj+1,2j+2 '
k−j−1⊕
i≥k/2
L(i,k−i)(−(2j + 2)∆) .
Theorem 4.30. The finite decreasing filtration W [ k2 ] ⊗DA ⊆ · · ·W1 ⊗DA ⊆ W0 ⊗DA ' µ∗SkL[2] ⊗DA
of length [k/2] on the on the sheaf µ∗(SkL[2] ⊗DA) over the symmetric variety S2X has graded sheaves
grW⊗DAj (µ∗S
kL[2] ⊗DA) ' L(k−j,j)(−2j∆)⊗DA j = 0, . . . ,
[k
2
]
.
Proof. It is sufficient to prove it for A and DA trivial. By proposition 4.29 and by lemma 4.28 we immedi-
ately have that for l ≥ 2j,
grVj E l ' grVj E2j ' L(k−j,j)(−2j∆) .
Since Ek−1 ' µ∗SkL[2], this implies the statement of the theorem for j < [k/2]. For j = [k/2] proposition
4.29 implies directly that
grV[k/2] Ek−1 ' L(k−[k/2],[k/2])(−2[k/2]∆) .
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4.2 The case k = 3.
Fix k = 3. Over SnX we have:
V3 = L3 ⊕ L2,1 ⊕ L1,1,1 (4.6)
K0(L) = K0(2) ⊕K0(1)(1) ' v∗(L3∆ OSn−2X)⊕ v∗(L2∆  L) (4.7)
K1(L) = K1(1) ' v∗((Ω1X ⊗ L3)∆ OSn−2X)
The operator D0L : V3 - K0(L), according to the direct sum decompositions (4.6) and (4.7) above, can
be written as:
D0L =
(
D3(2) D
2,1
(2) 0
0 D2,1(1),(1) D
(1,1,1)
(1),(1)
)
. (4.8)
Remark that for µ = (2, 1) and n ≥ 2 the differential d1∆ in (4.3) is a map d1∆ : L2,1(−∆) - K1(1).
Lemma 4.31. The restriction of the operator D1(1) to V2,1 ∩ E1 factors through:
V2,1 ∩ E1 - L2,1(−∆) −3d
1
∆- K1(1) ,
where the first map is induced by the projection V2,1 - L2,1 onto a summand of the direct sum.
Proof. First of all, if (x, y) ∈ L2,1 ⊕ L1,1,1 = V2,1 is in E1 this means that D0L(x, y) = 0 and this implies,
by the form of the matrix (4.8) that D2,1(2)x = 0 and hence, by definition of D
2,1
(2) , that d
0
∆x = 0: therefore
x ∈ L2,1(−∆). As a consequence, it is sufficient to compare the two morphism in the statement locally; by
lemma 3.1 it is sufficient to compare them on an affine open set of the form SnU , with U = Spec(R) an
affine open set of X over which L is trivial.
Over SnU = Spec(SnR), identifying sheaves with their module of sections, we have V2,1 ' (R ⊗ R ⊗
Sn−2R) ⊕ (S3R ⊗ Sn−3R). Let (x, y) ∈ V2,1 ∩ E1. It is clear that D1L(x, y) just depends on x and not on
y. Let then x be of the form
∑
i ai ⊗ bi, with bi ∈ Sn−2R, and with ai =
∑
ij uij ⊗ vij ∈ I∆ ⊆ R ⊗ R;
we have:
∑
j uijvij = 0 for all i. Hence
∑
j(vijduij + uijdvij) = 0 in Ω
1
R. Then, by the local formula in
example 3.58,
D1L(x, y) =
∑
i
[
− 2
∑
j
uijdvij +
∑
j
vijduij
]
⊗ bi
= − 3
∑
ij
uijdvij ⊗ bi = −3d1∆x .
This proves the lemma.
Proposition 4.32. We have the following short left exact sequences over SnX:
0 - W2,1 - W3 - L3 (4.9)
0 - W1,1,1 - W2,1 - L2,1(−2∆) . (4.10)
Moreover the term W1,1,1 is isomorphic to W1,1,1 ' L1,1,1(−∆) ' L1,1,1(−2∆).
Proof. We start with the split short exact sequence: 0 - V2,1 - V3 - L3 - 0 and we fit it
into the diagram:
0 - V2,1 - V3 - L3 - 0
0 - K0(L)
D0L
? ∼- K0(L)
D0L
?
- 0
?
- 0
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Taking kernels yields the left exact sequence 0 - V2,1 ∩E1 - V3 ∩E1 - L3. We fit the latter into
the diagram:
0 - V2,1 ∩ E1 - V3 ∩ E1 - L3
0 - K1(L)
D1L
? ∼- K1(L)
D1L
?
- 0
0
?
and the kernels of the vertical maps give the left exact sequence 0 - V2,1 ∩ E2 - V3 ∩ E2 - L3,
which is precisely the first the statement.
To get the second, consider the term V2,1. By definition we have the splitting short exact sequence;
0 - L1,1,1 - V2,1 - L2,1 - 0. Moreover, the term K0(L) splits as K0(L) ' K0(2) ⊕ K0(1)(1).
Since the matrix of the restriction of D0L to V2,1 is lower triangular — see (4.8)— with respect to the direct
sum decompositions (4.6), (4.7), the following diagram is commutative:
0 - L1,1,1 - V2,1 - L2,1 - 0
0 - K0(1)(1)
D0(1)(1)
?
- K0(L)
D0L
?
- K0(2)
D0(2)
?
- 0 .
Now, by remark 4.9, the operator D0(1)(1) coincides with d
0
∆; moreover, the operator D
0
(2) coincides as
well with d0∆, as seen directly with the definitions. Hence taking kernels for vertical maps in the above
diagrams and recalling example 4.8 and remark 4.9, we get the sequence 0 - L1,1,1(−2∆) - V2,1 ∩
E1 - L2,1(−∆). Now by lemma 4.31 the operator D1L, restricted to V2,1 ∩ E1 factors through the
differential −3d1∆ : L2,1(−∆) - K1(1). Moreover the restriction of D1L to L1,1,1(−2∆) is zero. Hence we
get the commutative diagram:
0 - L1,1,1(−2∆) - V2,1 ∩ E1 - L2,1(−∆)
0 - 0
0
?
- K1(L)
D1L
? '- K1(L)
−3d1∆
?
- 0
from which, taking kernels of vertical maps, by remark 4.6, we get exactly the second left exact sequence
in the statement.
Notation 4.33. Let R a commutative C-algebra. Consider elements a1, . . . , am of R. For all I ⊆
{1, . . . ,m}, I 6= ∅, we denote with âI the element of Sm−|I|R given by the symmetric product of ai,
with i 6∈ I.
Notation 4.34. Let n, k ∈ N, n ≥ 1. Consider µ ∈ pn(k), that is, a partition of k of length l(µ) ≤ n.
Define the integer mµ as 0 if l(µ) = 1 and
mµ := min
2≤i≤l(µ)
µi
if l(µ) ≥ 2. In other words mµ = µl(µ) if l(µ) ≥ 2 and mµ = 0 if l(µ) = 1.
Theorem 4.35. Let n ∈ N, n ≥ 1. The graded sheaves for the filtration Wµ ⊗ DA on µ∗(S3L[n] ⊗ DA),
indexed by partitions µ ∈ pn(3), equipped with the reverse lexicographic order, are given by
grW⊗DAµ ' Lµ(−2mµ∆)⊗DA .
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Proof. Step 0. We will prove the theorem for n ≥ 3, since for 1 ≤ n ≤ 2 the proof is analogous and
easier; the result for n = 2 is actually already provided by theorem 4.30. It is sufficient to prove the
theorem for A, and hence DA, trivial. Moreover, it is sufficient to prove that the that the sequences in the
statement proposition 4.32 are right exact, that is, that the maps W3 - L3 and W2,1 - L2,1(−2∆)
are surjective. Analogously to what done in the proof of lemma 4.31, it is sufficient to prove the surjectivity
of the same maps over an affine open set of the form SnU , with U = Spec(R) an affine open set of X over
which L is trivial.
Step 1. Over SnU = Spec(SnR) we can identify coherent sheaves with the modules of their sections;
hence, as in example 3.58, L3 will be identified with R ⊗ Sn−1R, L2,1 with R ⊗ R ⊗ Sn−2R, and L1,1,1
with S3R⊗ Sn−3R. Moreover L2,1(−2∆) will be identified with I2∆ ⊗ Sn−2R, where I∆ is the ideal of the
diagonal in R⊗R. To prove that the mapW2,1 - L2,1(−2∆) is surjective, it is sufficient to show that we
can lift any element of the form y = fg⊗ a to W2,1, where f, g ∈ I∆ and a = a1 · · · an−2 ∈ Sn−2R, ai ∈ R.
Write f =
∑
i si ⊗ ti and g =
∑
j ui ⊗ vi, si, ti, uj , vj ∈ R, such that
∑
i siti = 0 ∈ R,
∑
j ujvj = 0 ∈ R.
Then fg =
∑
ij siuj ⊗ tivj . The element
x =
(
2
∑
ij
siuj ⊗ tivj ⊗ a,
∑
ijh
si.tivj .ujah ⊗ âh
)
obviously projects to 2y via the map V2,1 - L2,1. Let’s prove that it is in W2,1. Indeed
D0(2)x = 0
because fg
∣∣
∆
= 0. Moreover,
D0(1)(1)x = 2
∑
ijh
siujah ⊗ tivj ⊗ âh − 2
∑
ijh
siujah ⊗ tivj ⊗ âh
since any other contraction of
∑
ijh si.tivj .ujah is zero. Finally
D1(1)x = −3d1∆y = −3d1∆(fg)⊗ a = 0
since fg ∈ I2∆.
Step 2. Let’s now prove that the map W3 - L3 is surjective. It is sufficient to prove that we can
lift any element of the form y ⊗ a ∈ R⊗ Sn−1R, where y ∈ R, a ∈ Sn−1R, to W3. Consider the element
x =
(
3y ⊗ a, 2
∑
i
y ⊗ ai ⊗ âi +
∑
i
ai ⊗ y ⊗ âi,
∑
ij
[y ⊗ ai ⊗ aj + ai ⊗ y ⊗ aj + ai ⊗ aj ⊗ y]⊗ âij
)
.
The element x projects to the element 3y ⊗ a via the map V3 - L3. We just need to show that
x ∈ V3 ∩ E2. We have:
D0(2)x = [
∑
i
−3yai + 2yai + yai]⊗ âi = 0 .
D0(1)(1)x = −2
∑
ij
yaj ⊗ ai ⊗ âij −
∑
ij
aiaj ⊗ y ⊗ âij + 2
∑
ij
yaj ⊗ ai ⊗ âij +
∑
ij
aiaj ⊗ y ⊗ âij = 0 .
Finally
D1(1)x = 3
∑
i
ydai ⊗ âi − 2
∑
i
[2ydai + aidy]⊗ âi +
∑
i
[2aidy + ydai]⊗ âi = 0 .
4.3 The case k = 4.
Fix now k = 4. Over SnX we have
V4 = L4 ⊕ L3,1 ⊕ L2,2 ⊕ L2,1,1 ⊕ L1,1,1,1 (4.11)
K0(L) = K0(3) ⊕K0(2,1) ⊕K0(2)(1) ⊕K0(1)(2) ⊕K0(1)(11) (4.12)
K1(L) = K1(2) ⊕K1(1)(1)
K2(L) = K2(1) .
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The operator D0L, according the direct sum decompositions (4.11) and (4.12) can be written as:
D4(3) D
3,1
(3) 0 0 0
0 D3,1(2,1) D
2,2
(2,1) 0 0
0 D3,1(2)(1) 0 D
2,1,1
(2)(1) 0
0 0 D2,2(1)(2) D
2,1,1
(1)(2) 0
0 0 0 D2,1,1(1)(11) D
1,1,1,1
(1)(11)
 (4.13)
We begin by some technical lemmas about the restriction of operators D lL to terms of the bifiltration of
the kind Vµ ∩ E l.
Lemma 4.36. The restriction of the operator D1(2) to V3,1 ∩ E1 factors through
V3,1 ∩ E1 r- L3,1(−∆) −2d
1
∆- K1(2) ,
where the map r is induced by the projection V3,1 - L3,1 onto a summand of the direct sum. Moreover,
the restriction of the same operator to V2,2 ∩ E1 is zero.
Proof. The proof is very similar to the proof of lemma 4.31, so we will just sketch it. Write V3,1 = L3,1 ⊕
L2,2⊕V2,1,1. Take an element (x, y, z) ∈ (L3,1⊕L2,2⊕V2,1,1)∩E1. Hence we have that D0L(x, y, z) = 0 which
implies, because of the form of the matrix 4.13, D3,1(3)x = 0, which, as seen by definitions, implies in turn
d0∆x = 0 and hence that x ∈ L3,1(−∆). Notice that K0(3) ' K0(2,1). Moreover we have D3,1(2,1)x+D2,2(2,1)y = 0,
which becomes −d0∆x+ d0∆y = 0, and hence implies d0∆y = 0. Therefore y ∈ L2,2(−∆) = L2,2(−2∆). Now
we just have to check that D1(2)
∣∣
V3,1∩E1 coincide locally with −2d1∆x ◦ r; by lemma 3.1 it is sufficient to do
this over an open set of the form SnU , with U an affine open set of X over which L trivial. In this case,
the local formula in example 3.59 gives
D1(2)(x, y, z) = −2d1∆x+ d1∆y = −2d1∆x .
The statement for V2,2 ∩ E1 now follows taking x = 0.
Lemma 4.37. The restriction of the operator D0(2)(1) ⊕D0(1)(2) to L2,1,1:
D0(2)(1) ⊕D0(1)(2) : L2,1,1 - K0(2)(1) ⊕K0(1)(2)
coincides with d0∆. Hence its kernel is L2,1,1(−∆) ' pi∗(L2,1,1 ⊗ I∆12 ∩ I∆13 ∩ I2∆23)StabG(2,1,1).
Proof. The differential d0∆ is defined as
d0∆ : pi∗(L
2,1,1)StabG(2,1,1) - pi∗(L2,1,1⊗OXn/I∆12)S({4,...,n})⊕pi∗(L2,1,1⊗OXn/I∆23)S({2,3})×S({4,...,n}) .
The component pi∗(L2,1,1)StabG(2,1,1) - pi∗(L2,1,1 ⊗ OXn/I∆12)S({4,...,n}) is given by the composition
pi∗(L2,1,1)StabG(2,1,1) - pi∗(L2,1,1) - pi∗(L2,1,1 ⊗ OXn/I∆12). The second map is pi∗(d0∆2  id) =
pi∗(D0(2)  id): hence the composition coincides with D0(2)(1). Analogously, the component
pi∗(L
2,1,1)StabG(2,1,1) - pi∗(L2,1,1 ⊗OXn/I∆23)S({2,3})×S({4,...,n}) ' pi∗(L1,1,2 ⊗OXn/I∆12)S({1,2})×S({4,...,n})
coincides with D0(1)(2).
Lemma 4.38. The restriction of the operator D1L to V2,1,1 ∩ E1 factors through
V2,1,1 ∩ E1 - L2,1,1(−∆) - K1(1)(1)
where the first map is induced by the projection V2,1,1 - L2,1,1 onto a summand of the direct sum and
where the second map is the only nonzero component 5 of −3d1∆.
5the other component L2,1,1(−∆) - pi∗(L2,1,1⊗I∆23/I2∆23 )S({2,3})×S({4,...,n}) is zero since S({2, 3}) acts with a sign
on I∆23/I
2
∆23
.
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Proof. By lemma 3.1, it is sufficient to prove the statement over an open set of the form SnU , where
U = Spec(R) is an affine open set of X over which L is trivial. Identifying coherent sheaves with the
modules of their sections, we have that, if x = a ⊗ b1b2 ⊗ c ∈ R ⊗ S2R ⊗ Sn−3R is a global section of
L2,1,1(−∆), we have, by the local formula in example 3.59:
D1(1)(1)x = − 2[adb1 ⊗ b2 + adb2 ⊗ b1]⊗ c+ [b1da⊗ b2 + b2da⊗ b1]⊗ c
= [−2adb1 ⊗ b2 − 2ab2 ⊗ b1]⊗ c+ [b1da⊗ b2 + b2da⊗ b1]⊗ c
= − 3adb1 ⊗ b2 ⊗ c− 3adb2 ⊗ b1 ⊗ c (4.14)
since ab1 ⊗ b2 + ab2 ⊗ b1 = 0 and hence
0 = d(ab1)⊗ b2 + d(ab2)⊗ b1 = (adb1 ⊗ b2 + adb2 ⊗ b1) + (b1da⊗ b2 + b2da⊗ b1) .
Now it is immediate to see that (4.14) is the expression of the only nonzero component of −3d1∆.
Lemma 4.39. The restriction of the operator D2L to V2,2 ∩ E2 factors through
V2,2 ∩ E2 - L2,2(−2∆) −3d
2
∆- K2(1) ,
where the first map is induced by the projection V2,2 - L2,2 onto a summand of the direct sum.
Proof. By lemma 4.36 it is clear that if u = (x, y, z) is a local section of L2,2 ⊕L2,1,1 ⊕L1,1,1,1 = V2,2 and
u is in V2,2 ∩ E2, then u ∈ V2,2 ∩ E1 and D0(2,1)x = 0 which implies that x is in L2,2(−2∆). Then we can
compare the two morphisms of the statement; the comparison is done via the local formula for D2L for X a
complex affine surface and L trivial — see example 3.59 — and analogously to the proofs of lemmas 4.31,
4.36 and 4.38.
Proposition 4.40. We have the following short left exact sequences on SnX:
0 - W3,1 - W4 - L4 (4.15)
0 - W2,2 - W3,1 - L3,1(−2∆) (4.16)
0 - W2,1,1 - W2,2 - L2,2(−4∆) (4.17)
0 - W1,1,1,1 - W2,1,1 - L2,1,1(−2∆) . (4.18)
Moreover the term W1,1,1,1 is isomorphic to L1,1,1,1(−2∆).
Proof. To get the first left exact sequence, one proceeds analogously as in the case k = 3, that is, taking
recursively kernels of vertical maps in the diagrams
0 - V3,1 ∩ E l - V4 ∩ E l - L4
0 - Kl(L)
D lL
∣∣
V3,1∩El
? '- Kl(L)
D lL
?
- 0
0
?
for l = 0, 1, 2.
As for the second, consider the term V3,1: for convenience, we split the term K0(L) as K0≤(2,1) ⊕ K0(3),
where K0≤(2,1) = K0(2,1) ⊕ K0(2)(1) ⊕ K0(1)(2) ⊕ K0(1)(11). The matrix of D0L with respect to the direct sum
decompositions V3,1 = L3,1⊕V2,2 and K0(L) = K0(3)⊕K0≤(2,1) is lower triangular, as seen in (4.13). Hence
we can form the commutative diagram
0 - V2,2 - V3,1 - L3,1 - 0
0 - K0≤(2,1)
D0L
∣∣
V2,2
?
- K0(L)
D0L
?
- K0(3)
D3,1(3)
?
- 0
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which yields, taking kernels of vertical maps and noting that D3,1(3) coincides with d
0
∆, the left exact sequence
0 - V2,2 ∩ E1 - V3,1 ∩ E1 - L3,1(−∆). Lemma 4.36 immediately gives the diagram
0 - V2,2 ∩ E1 - V3,1 ∩ E1 - L3,1(−∆)
0 - K1(1)(1)
D1(1)(1)
?
- K1(L)
D1L
?
- K1(2)
−2d1∆
?
- 0
from which, taking kernels of vertical maps, we get the left exact sequence 0 - V2,2 ∩ E2 - V3,1 ∩
E2 - L3,1(−2∆). Finally, the commutative diagram
0 - V2,2 ∩ E2 - V3,1 ∩ E2 - L3,1(−2∆)
0 - K2(L)
D2L
? '- K2(L)
D2L
?
- 0
0
?
yields, taking kernels of vertical maps, the second left exact sequence of the statement.
Let’s now work at the third sequence. We split the term K0≤(2,1) as K0(2,1) ⊕K0≤(2)(1) where K0≤(2)(1) =
K0(2)(1)⊕K0(1)(2)⊕K0(1)(11). Since the matrix of the restriction of D0L to V2,2, with respect to the direct sum
decompositions V2,2 = L2,2 ⊕ V2,1,1 and K0≤(2,1) = K0(2,1) ⊕K0≤(2)(1) is lower triangular — see (4.13) — we
can consider the commutative diagram
0 - V2,1,1 - V2,2 - L2,2 - 0
0 - K0≤(2)(1)
D0L
∣∣
V2,1,1
?
- K0≤(2,1)
D0L
?
- K0(2,1)
D0(2,1)
?
- 0 .
Taking kernels of vertical maps and noting that the restriction of D0(2,1) to L2,2 coincides with d0∆, we get
the left exact sequence 0 - V2,1,1∩E1 - V2,2∩E1 - L2,2(−∆). Note that L2,2(−∆) ' L2,2(−2∆).
Lemma 4.36 allows to build the commutative diagram
0 - V2,1,1 ∩ E1 - V2,2 ∩ E1 - L2,2(−2∆)
0 - K1(1)(1)
D1L
∣∣
V2,1,1∩E1
? ' - K1(1)(1)
D1L
∣∣
V2,2∩E1
?
- 0
0
?
from which we get, taking kernels, the exact sequence 0 - V2,1,1 ∩ E2 - V2,2 ∩ E2 - L2,2(−2∆).
Finally, since the restriction of D2L to V2,1,1∩E2 is zero, and thanks to lemma 4.39, we get the commutative
diagram
0 - V2,1,1 ∩ E2 - V2,2 ∩ E2 - L2,2(−2∆)
0 - 0
0
?
- K2(L)
D2L
∣∣
V2,2∩E2
? '- K2(L)
−3d2∆
?
- 0 .
Taking kernels of vertical maps we get the third left exact sequence in the statement.
For the fourth sequence in the statement, we can consider the commutative diagram
0 - L1,1,1,1 - V2,1,1 - L2,1,1 - 0
0 - K0(1)(11)
D1,1,1,1(1)(11)
?
- K0≤(2)(1)
D0L
∣∣
V2,1,1
?
- K0(2)(1) ⊕K0(1)(2)
D2,1,1(2)(1) ⊕D2,1,1(1)(2)
?
- 0
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since the matrix of the restriction of D0L to V2,1,1, with respect to the direct sum decompositions
V2,1,1 = L2,1,1 ⊕ L1,1,1,1 and K0≤(2)(1) = (K0(2)(1) ⊕ K0(1)(2)) ⊕ K0(1)(11) is lower triangular — see (4.13).
Taking kernels of vertical maps, we get, using lemma 4.37 and remark 4.9, the left exact sequence
0 - L1,1,1,1(−∆) - V2,1,1∩E1 - L2,1,1(−∆). Note now that the restriction of D1L to L1,1,1,1(−∆)
is zero. Hence, by lemma 4.38 we can form the commutative diagram
0 - L1,1,1,1(−∆) - V2,1,1 ∩ E1 - L2,1,1(−∆)
0 - 0
0
?
- K1(1)(1)
D1L
∣∣
V2,1,1∩E1
? '- K1(1)(1)
−3d1∆
?
- 0 .
Taking kernels of vertical maps in the last diagram yields the fourth left exact sequence in the statement,
since the restriction of D2L to V2,1,1 ∩ E2 is zero.
The following fact will be needed in the proof of the main theorem 4.43.
Lemma 4.41. Let R be a commutative C-algebra. Let I∆ the ideal of the diagonal in R⊗R. Then in S2R
we have:
(I4∆)
S2 = (I2∆)
S2(I2∆)
S2 ,
where the group S2 operates on R⊗R exchanging the factors.
Proof. An element in I4∆ can be written as a sum of products xyzw, were x, y, z, w ∈ I∆. Let x =
∑
i ai⊗αi,
y =
∑
j bj ⊗ βj , z =
∑
h ch ⊗ γh, w =
∑
l dl ⊗ δl. Then xyzw =
∑
ijhl aibjchdl ⊗ αiβjγhδl. We have that
xyzw =
∑
ijhl
(aibjchdl ⊗ 1)(1⊗ αi − αi ⊗ 1)(1⊗ βj − βj ⊗ 1)(1⊗ γh − γh ⊗ 1)(1⊗ δl − δl ⊗ 1) .
If xyzw ∈ (I4∆)S2 then xyzw is equal to its invariant part, and hence
xyzw =
1
2
∑
ijhl
(aibjchdl.1)(1⊗ αi − αi ⊗ 1)(1⊗ βj − βj ⊗ 1)(1⊗ γh − γh ⊗ 1)(1⊗ δl − δl ⊗ 1)
since any term of the form 1⊗ f − f ⊗ 1 is anti-invariant and the term (aibjchdl.1) is invariant.
Remark 4.42. Similarly, one can easily prove that the anti-invariant part (I2∆)
− of I2∆, that is, (I
2
∆)
− :=
{f ∈ I2∆ | σ(f) = −f} — where σ is the transposition (12) — is contained in I3∆.
Recalling notation 4.34, we can now prove the following
Theorem 4.43. Let n ∈ N, n ≥ 1. The graded sheaves for the filtration Wµ ⊗ DA on µ∗(S4L[n] ⊗ DA),
indexed by partitions µ ∈ pn(4), equipped with the reverse lexicographic order, are given by
grW⊗DAµ ' Lµ(−2mµ∆)⊗DA .
Proof. Step 0. We will prove the theorem for n ≥ 4, since for 1 ≤ n ≤ 3 the proof is analogous and easier.
It is sufficient to consider the case in which A is trivial. Then, exactly as we did in step 0 of the proof of
theorem 4.35, by lemma 3.1, we reduce the proof to showing the surjectivity of the maps on the right in
(4.15), (4.16), (4.17), (4.18) over an open set of the form SnU = Spec(SnR), where U = Spec(R) is an
affine open set of X over which L is trivial. Over SnU we can identify coherent sheaves with the modules
of their sections; hence as in example 3.59, L4 will be identified with R⊗Sn−1R, L3,1 with R⊗R⊗Sn−2R,
L2,2 with S2R ⊗ Sn−2R, L2,1,1 with R ⊗ S2R ⊗ Sn−3R and finally L1,1,1,1 with S4R ⊗ Sn−4R. Denoting
with I∆ the ideal of the diagonal in R ⊗ R, the sheaf L3,1(−2∆) will be identified with I2∆ ⊗ Sn−2R and
L2,2(−4∆) with (I4∆)S2 ⊗ Sn−2R.
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Step 1: surjectivity of the map W4 - L4. It is sufficient to prove that we can lift any element of the
form y ⊗ a ∈ R⊗ Sn−1R to W4, where y ∈ R and a = a1 · · · an−1 ∈ Sn−1R, ai ∈ R. Consider the element
x =
(
4y ⊗ a,
∑
i
3y ⊗ ai ⊗ âi + ai ⊗ y ⊗ âi,
∑
i
2y ⊗ ai ⊗ âi + 2ai ⊗ y ⊗ âi,∑
ij
2y ⊗ ai ⊗ aj ⊗ âij + ai ⊗ y ⊗ aj ⊗ âij + ai ⊗ aj ⊗ y ⊗ âij ,∑
ijk
y ⊗ ai ⊗ aj ⊗ ak ⊗ âijk + ai ⊗ y ⊗ aj ⊗ ak ⊗ âijk + ai ⊗ aj ⊗ y ⊗ ak ⊗ âijk + ai ⊗ aj ⊗ ak ⊗ y ⊗ âijk
)
Let’s prove that this element is in W4 = V4 ∩ E3. It is in E1 since
D0(3)x =
∑
i
(−4yai + 3yai + yai)⊗ âi = 0 .
D0(2,1)x =
∑
i
(−3yai − aiy + 2yai + 2yai)⊗ âi = 0
D0(2)(1)x =
∑
ij
(− 3yaj ⊗ ai − aiaj ⊗ y + 2yaj ⊗ ai + aiaj ⊗ y + aiy ⊗ aj)⊗ âij = 0
D0(1)(2)x =
∑
ij
(−2yaj ⊗ ai − 2aiaj ⊗ y + 2aiaj ⊗ y + yaj ⊗ ai + yaj ⊗ ai)⊗ âij = 0
D0(1)(11)x =
∑
ijk
(− 2yak ⊗ ai ⊗ aj − aiak ⊗ y ⊗ aj − aiak ⊗ aj ⊗ y
+ 2yai ⊗ aj ⊗ ak + aiaj ⊗ y ⊗ ak + aiaj ⊗ ak ⊗ y
)⊗ âijk = 0
To show that x ∈ E2, we compute:
D1(2)x =
∑
i
[
4ydai − 2(3ydai + aidy) + 2ydai + 2aidy
]
⊗ âi = 0
D1(1)(1)x =
∑
ij
[
3ydaj ⊗ ai + aidaj ⊗ y − 2(2ydai ⊗ aj + aidy ⊗ aj + aidaj ⊗ y)+
2aidy ⊗ aj + ydai ⊗ aj + ajdai ⊗ y
]
⊗ âij = 0
Finally in K2(1) we have:
D2(1)x =
∑
i
[
− 4yd2ai + 3(3yd2ai + aid2y)− 3(2yd2ai + 2aid2y) + 3aid2y + yd2ai
]
⊗ âi = 0 .
Step 2: surjectivity of the map W3,1 - L3,1(−2∆). Over the open set SnU = Spec(SnR) the sheaf
L3,1(−2∆) can be identified with the module (I2∆)⊗Sn−2R. It is then sufficient to show that it is possible
to lift to W3,1 elements of the form y ⊗ a, where y ∈ I2∆ ⊆ R ⊗ R and a = a1 . . . an−2 ∈ Sn−2R. We can
split y in its invariant and anti-invariant part, for the action of S2 exchanging the two factors in R ⊗ R:
y = y+ + y−, where y+ = (1/2)(y + σ(y)), y− = (1/2)(y − σ(y)), and where σ is the transposition (12).
Hence it is sufficient to show that it is possible to lift to W3,1 each of the summands y+ ⊗ a, y− ⊗ a.
Let’s begin with y+ ⊗ a. The element y+ belongs to (I2∆)S2 and hence can be written as the invariant
part of an element 2
∑
i si ⊗ ti ∈ I2∆. Hence y+ =
∑
i si.tj , with
∑
i siti = 0 and∑
i
sidti =
∑
i
tidsi = 0 (4.19)
and hence d1∆y
+ =
∑
i sidti + tidsi = 0, since
∑
i si ⊗ ti ∈ I2∆. Then the element
x = (6y+ ⊗ a, 8y+ ⊗ a, S, T ) ∈ V3,1
where
S = 4
∑
ij
si ⊗ ti.aj ⊗ âj + 4
∑
ij
ti ⊗ si.aj ⊗ âj + 2
∑
ij
aj ⊗ si.ti ⊗ âj ∈ R⊗ S2R⊗ Sn−3R
T =
∑
ijl
si.ti.aj .al ⊗ âjl ∈ S4R⊗ Sn−4R
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is in W3,1 and lifts the element 6y+ ⊗ a. Indeed D0(3)x = 0 = D0(2,1)x = 0 since y+ ∈ I2∆. We have to check
D0(2)(1)x = − 6
∑
ij
(siaj ⊗ ti + tiaj ⊗ si)⊗ âj
+
∑
ij
(4siaj ⊗ ti + 4tiaj ⊗ sj + 2siaj ⊗ tj + 2tiaj ⊗ si)⊗ âj = 0 ,
and
D0(1)(2)x =− 8
∑
ij
(siaj ⊗ ti + tiaj ⊗ si)⊗ âj + 8
∑
ij
(tiaj ⊗ si + siaj ⊗ ti)⊗ âj = 0 .
As for the operator D1(2), we have immediately D
1
(2)x = 0, since x ∈ V3,1 ∩ E1 and since, by lemma 4.36,
D1(2)x = −2d1∆(6y+ ⊗ a) = 0 ,
since y+ ⊗ a ∈ L3,1(−2∆). We still have to check that:
D1(1)(1)x = 6
∑
ij
(sidaj ⊗ ti + tidaj ⊗ si)⊗ âj
− 2
∑
ij
(4sidti ⊗ aj + 4sidaj ⊗ ti + 4tidsi ⊗ aj
+ 4tidaj ⊗ si + 2ajdsi ⊗ ti + 2ajdti ⊗ si)⊗ âj
+
∑
ij
(4tidsi ⊗ aj + 4ajdsi ⊗ ti + 4sidti ⊗ aj
+4ajdti ⊗ si + 2sidaj ⊗ ti + 2tidaj ⊗ si)⊗ âj = 0 ,
because of (4.19). Finally the operator D2(1) vanishes on x, since
D2(1)x = 3 · 6
∑
ij
(sid
2ti + tid
2si)⊗ a− 3 · 8
∑
ij
(sid
2ti + tid
2si)⊗ a+ 6
∑
ij
(sid
2ti + tid
2si)⊗ a = 0 .
Let’s now lift the element y− ⊗ a. By remark 4.42, we can write y− as a product αβγ, α, β, γ ∈ I∆.
Writing α =
∑
i si ⊗ ti, β =
∑
j uj ⊗ vj , γ =
∑
h zh ⊗ wh, we have y− =
∑
ijh siujzh ⊗ tivjwh. Consider
the element
x = (6y− ⊗ a, 0, S, T ) ∈ V3,1
where
S = 2
∑
ijhl
(
siuj ⊗ tivjwh.zhal + sizh ⊗ tivjwh.ujal + ujzhal ⊗ tivjwh.si
)⊗ âl ∈ R⊗ S2R⊗ Sn−2R
T =
∑
ijhlm
si.tivjwh.ujal.zham ⊗ âlm ∈ S4R⊗ Sn−4R .
Then x ∈ W3,1 and x lifts the element 6y− ⊗ a. Indeed we have that D0(3)x = 0 = D0(2,1)x since y− ∈ I3∆.
Moreover
D0(2)(1)x = − 6
∑
ijhl
siujzhal ⊗ tivjwh ⊗ âl + 2
∑
ijhl
siujzhal ⊗ tivjwh ⊗ âl
+ 2
∑
ijhl
siujzhal ⊗ tivjwh ⊗ âl + 2
∑
ijhl
siujzhal ⊗ tivjwh ⊗ âl = 0 .
D0(1)(2)x = 4
∑
ijl
∑
h
(zhwh)tivjal ⊗ siuj
+ 4
∑
ihl
∑
j
(ujvj)tiwhal ⊗ sizh + 4
∑
jlh
∑
i
(siti)vjwh ⊗ ujzhal ⊗ âl = 0
D0(1)(11)x = − 2
∑
ijhlm
(
siujam ⊗ tivjwh.zhal + sizham ⊗ tivjwh.ujal + ujzhalam ⊗ tivjwh.si
)
⊗ âlm
+ 2
∑
ijlhm
(
siujal ⊗ tivjwh.zham + sizham ⊗ tivjwh.ujal + ujzhalam ⊗ tivjwh.si
)
⊗ âlm
= 0 .
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As for the operator D1L, the component D
1
(2)x is immediately zero by lemma 4.36. For the component
D1(1)(1)x we have:
D1(1)(1)x = 6
∑
ijhl
siujzhdal ⊗ tivjwh ⊗ âl − 4
∑
ijhl
(
siujd(tivjwh)⊗ zhal + siujd(zhal)⊗ tivjwh
)⊗ âl+
− 4
∑
ijhl
(
sizhd(tivjwh)⊗ ujal + sizhd(ujal)⊗ tivjwh
)⊗ âl
− 4
∑
ijhl
(
ujzhald(tivjwh)⊗ si + ujzhaldsi ⊗ tivjwh
)⊗ âl
+ 2
∑
ijhl
(
tivjwhd(siuj)⊗ zhal + zhald(siuj)⊗ tivjwh ⊗ âl
+ 2
∑
ijhl
(
tivjwhd(sizh)⊗ ujal + ujald(sizh)⊗ tivjwh)⊗ âl
+ 2
∑
ijhl
(
tivjwhd(ujzhal)⊗ si + sid(ujzhal)⊗ tivjwh
)⊗ âl
=
∑
ijhl
(
6siujzhdal − 4siujd(zhal)− 4sizhd(ujal)− 4ujzhaldsi
+ 2zhald(siuj) + 2ujald(sizh) + 2sid(ujzhal)
)
⊗ tivjwh ⊗ âl = 0 .
As for the operator D2(1), we have immediately that D
2
(1)x = 0 since
D2(2)x = 3 · 6
∑
ijh
siujzhd
2(tivjwh)⊗ a = 18d2∆(y− ⊗ a) = 0
since y− was chosen in I3∆.
Step 3: surjectivity of the map W2,2 - L2,2(−4∆). Over the open set SnU = Spec(SnR) the sheaf
L2,2(−4∆) can be identified with the module (I4∆)S2 ⊗ Sn−2R; by lemma 4.41 (I4∆)S2 = (I2∆)S2(I2∆)S2 .
It is hence sufficient to lift any element of the form y1y2 ⊗ a, with yi ∈ (I2∆)S2 , a = a1 . . . an−2 ∈ Sn−2R,
ai ∈ R. Since they are S2-invariants, we can write y1 =
∑
i si.ti, y2 =
∑
j uj .vj . The product y1y2 will
then be y1y2 =
∑
ij(siuj .tivj + sivj .tiuj). Consider the element
x = (4y1y2 ⊗ a, S, T ) ,
where
S = 2
∑
ijl
[siuj ⊗ (alti).vj + tiuj ⊗ (alsi).vj + sivj ⊗ (alti).uj + tivj ⊗ (alsi).uj ]⊗ âl ∈ R⊗ S2R⊗ Sn−3R
T =
∑
ijlh
(ahsi).(alti).uj .vj ⊗ âhl ∈ S4R⊗ Sn−4R .
Note that S is in [I2∆12 ∩I2∆13 ]S({2,3})⊗Sn−3R, since the starting elements yi have been chosen in I2∆. Then
x is in W2,2 and it lifts 4y1y2 ⊗ a. Indeed D0(3)x = 0 because x ∈ V2,2 and D0(2,1)x = −4d0∆(y1y2 ⊗ a) =
0 since y1y2 ∈ I4∆ ⊂ I2∆. Moreover D0(2)(1)x = 0 because it just depends on S and S is evidently in
(I∆12 ∩ I∆13)S({2,3}) ⊗ Sn−3R. Then
D0(1)(2)x = −4
∑
ijl
[siujal ⊗ tivj + tivjal ⊗ siuj + sivjal ⊗ tiuj + tiujal ⊗ sivj ]⊗ âl
+ 4
∑
ijl
[altivj ⊗ siuj + alsivj ⊗ tiuj + altiuj ⊗ sivj + alsiuj ⊗ tivj ]⊗ âl = 0
and
D0(1)(11)x =− 2
∑
ijlh
[
siujah ⊗ (alti).vj + tiujah ⊗ (alsi).vj + sivjah ⊗ (alti).uj + tivjah ⊗ (alsi).uj
]
⊗ âhl
+ 2
∑
ijlh
[
siujah ⊗ (alti).vj + sivjah ⊗ (alti).uj + tiujal ⊗ (ahsi).vj + tivjal ⊗ (ahsi).uj
]
⊗ âhl
= 0 .
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We have D1(2)x = 0 by lemma 4.36. Moreover
D1(1)(1)x = −3d1∆S = 0
by the same argument in the proof of lemma 4.38, since S is in [I2∆12 ∩ I2∆13 ]S({2,3}) ⊗ Sn−3R. Finally
D2(1)x = −12d2∆(y1y2 ⊗ a) = 0 ,
by lemma 4.39, since y1y2 ∈ I4∆.
Step 4: surjectivity of the map W2,1,1 - L2,1,1(−2∆). Denote first of all with chl, for 1 ≤ h <
l ≤ 3 the contractions chl : R ⊗ R ⊗ R - R ⊗ R defined as chl(b1 ⊗ b2 ⊗ b3) = (bhbl) ⊗ b̂hl. The
sheaf L2,1,1(−2∆) can be identified with the module (I2∆12 ∩ I2∆13 ∩ I2∆23)S({2,3}) ⊗ Sn−3R. The ideal
(I2∆12 ∩ I2∆13 ∩ I2∆23)S({2,3}) is naturally seen in R⊗ S2R = (R⊗R⊗R)S({2,3}). To prove the surjectivity
of the map W2,1,1 - L2,1,1(−2∆) it is sufficient to show that it possible to lift to W2,1,1 elements of the
form y⊗a, y ∈ (I2∆12 ∩I2∆13 ∩I2∆23)S({2,3}), a ∈ Sn−3R. By remark 4.4 and equation (4.2), for s = 2, m = 3,
we can write y as the invariant sum fg + σ(fg), of a product fg, where f, g ∈ I∆3 = I∆12 ∩ I∆13 ∩ I∆23 ,
and where σ is the permutation exchanging the second and third factor. Hence, writing f =
∑
i ri⊗si⊗ ti,
g =
∑
j ui ⊗ vi ⊗ zj , with
chlf = chlg = 0 (4.20)
for all 1 ≤ h < l ≤ 3, the element y can be finally written as y = ∑ij riuj ⊗ sivj .tizj . We claim that the
element
x = (2y ⊗ a,
∑
ijk
uj .sivj .tizj .riak ⊗ âk)
is in W2,1,1 and lifts the element 2y ⊗ a. Indeed the operators D0(3), D0(2,1) are trivially zero on V2,1,1; the
operators D0(2)(1), D
0
(1)(2) and D
1
(1)(1) just involve 2y ⊗ a and hence are zero by definition of L2,1,1(−2∆).
We just have to verify the vanishing of D0(1)(11)x:
D0(1)(11)x = −2
∑
ijk
riujak ⊗ sivj .tizj ⊗ âk + 2
∑
ijk
riujak ⊗ sivj .tizj ⊗ âk = 0
which holds, since all the other contractions of
∑
ijk uj .sivj .tizj .riak are zero, because of (4.20). For
example the contraction
2
∑
ijk
ujsivj ⊗ tizj .riak = 2
∑
i
(si ⊗ ti ⊗ ri)
∑
k
(1⊗ 1⊗ ak)
∑
j
(ujvj ⊗ zj ⊗ 1)
+ 2
∑
i
(si ⊗ ri ⊗ ti)
∑
k
(1⊗ ak ⊗ 1)
∑
j
(ujvj ⊗ 1⊗ zj) = 0
which vanishes because of the vanishing of c12g =
∑
j ujvj ⊗ zj in (4.20). The other terms are analougous.
4.4 Toward the general case.
The aim of this subsection is to explain what we expect about a possible filtration Wµµ∗SkL[n] of the
direct image µ∗SkL[n], for general n and k, and its graded sheaves grWµ . We start with the direct sum
decomposition
(SkVL)
G '
⊕
λ∈pn(k)
Lλ .
In the previous subsections we used the reverse lexicographic order ≤rlex to define a filtration Vµ on the
sheaf (SkVL)
G and, consequently, a filtration Wµ on Ek−2(n, k) ' µ∗SkL[n].
The first remark is that, to hope to have a nice description in the general case, the reverse lexicographic
order has to be replaced by another total order  on pn(k), which can be defined as follows.
Definition 4.44. For two partitions µ1, µ2 in pn(k) we write µ1  µ2 if l(µ1) ≤ l(µ2) and, in case of
equality, µ1 ≤rlex µ2.
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Remark 4.45. For k ≤ 5 the total order  on pn(k) coincides with the reverse lexicographic order; as
soon as k ≥ 6, the two order are different. Indeed, we have
(6) ≺ (5, 1) ≺ (4, 2) ≺ (3, 3) ≺ (4, 1, 1) ≺ (3, 2, 1) ≺ (2, 2, 2) ≺ (2, 2, 1, 1) ≺ (2, 1, 1, 1, 1) ≺ (16)
which is not an increasing sequence in the reverse lexicographic order, since (3, 3) 6≤rlex (4, 1, 1).
Thanks to the total order  just defined, consider now a filtration Vµ on (SkVL)G by setting
Vµ :=
⊕
λ∈pn(k)
λ<µ
Lλ .
As a consequence we have an induced finite decreasing filtration on any sheaf E l(n, k) and hence an induced
finite decreasing filtration
Wµ := Vµ ∩ Ek−1(n, k)
of µ∗SkL[n].
Secondly, in order to hope to give a general description of the graded sheaves for the filtration
W•µ∗SkL[n] for any n and k, we propose the following definition.
Definition 4.46. Let µ ∈ pn(k). For any m ∈ N define the sheaf Lµ(−mµ∆) over the symmetric variety
SnX as
Lµ(−mµ∆) := pi∗
(
Lµ ⊗
⋂
1≤i<j≤l(µ)
I
mµj
∆ij
)StabG(µ)
.
With this definition we can write down our hope for a general structure result about µ∗SkL[n]:
Expectation. For any n, k ∈ N, n ≥ 1, the graded sheaves of the finite decreasing filtrationW• of µ∗SkL[n]
are given by:
grWµ ' Lµ(−2µ∆) .
Remark 4.47. Note that the graded sheaves grWµ of the filtration W•, considered in theorems 4.30, 4.35,
4.43 are all of the form Lµ(−2µ∆): hence the above expectation is true for k ≤ 4 or for n ≤ 2.
Remark 4.48. We worked out by hand several cases for k ≥ 5 and we proved, in the studied examples,
that over SnX there are left exact sequences
0 - Wµ′ - Wµ - Lµ(−2µ∆) (4.21)
whose restriction to SnX∗∗ is exact. Here µ ≺ µ′ are consecutive partitions in pn(k), according to the total
order . The existence of such left exact sequences should be true for general n and k: we plan to prove
it in a forthcoming paper. In a future work we also plan to provide evidence that the sequences (4.21) are
indeed exact.
Remark 4.49. As mentioned in the introduction, it is likely that the previous expectation holds for general
tensor powers of tautological bundles or even in the case of general tensor products. Indeed, the filtration
E•(n, k) can be defined in an analogous way for general tensor products of tautological bundles via kernels
of operators ϕl in Krug’s work [Kru14]; the operators ϕl might be considered the Sk-equivariant version of
operators DlL. As for the filtration V•, there should be a natural way of extending it in the case of tensor
product of tautological bundles, and maybe even in the case of general tensor products.
5 Cohomological consequences.
5.1 A spectral sequence for the cohomology.
Thanks to the main theorems 4.30, 4.35, 4.43 of the previous subsections, we can express the cohomology
H∗(X [n], SkL[n]⊗DA) of the symmetric powers of tautological bundles SkL[n]⊗DA, twisted by the deter-
minant line bundle DA, via the spectral sequence of the cohomology of a graded sheaf. Using definitions
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and notations from subsection 4.4, we can formulate the results as follows. Let, first of all, l - µ(l) be
the only order preserving bijection between the totally ordered sets ({0, . . . , |pn(k)|−1},≤) and (pn(k),).
Then we have
Corollary 5.1. Let n ∈ N∗ and k ∈ N, such that n ≤ 2 or k ≤ 4. Then the cohomology
H∗(X [n], SkL[n] ⊗ DA) is the abutment of the spectral sequence
Ep,q1 := H
p+q(SnX,Lµ(p)(−2µ(p)∆)⊗DA) .
Remark 5.2. Note that, defining the sheaf Lµ(−mµ∆) over Xn as
Lµ(−mµ∆) := Lµ ⊗
⋂
1≤i<j≤l(µ)
I
mµj
∆ij
for µ a partition of k of length less or equal than n and m ∈ N, the previous spectral sequence can be
rewritten as
Ep,q1 ' Hp+q(Xn, Lµ(p)(−2µ(p)∆)⊗An)StabG(µ(p)) .
The cohomology groups in question are the StabG(µ)-invariant parts of cohomology groups of the sheaves
Lµ(−2µ∆)⊗An, which are essentially (up to tensorization by line bundles) ideal sheaves over the smooth
variety Xn. In other words the difficulty of understanding the cohomology of symmetric powers of tau-
tological bundles has been reduced (at least for k ≤ 4 or n ≤ 2) to the difficulty of understanding ideal
sheaves of the form
OXn(−2µ∆) :=
⋂
1≤i<j≤l(µ)
I
2µj
∆ij
over the smooth variety Xn. After what we explained in subsection 4.4, we believe that this might be done
in general.
5.2 Vanishing.
As an application of theorems 4.30, 4.35 and 4.43 and of corollary 5.1 we give here, when X is projective,
some effective vanishing results about the cohomology of twisted symmetric powers of tautological bundles.
Since
Hp(X [n], SkL[n] ⊗DA) ' Hp(SnX,µ∗(SkL[n])⊗DA)
by Leray spectral sequence, it is indeed clear that, for A sufficiently ample (or for L and A sufficiently
ample), the higher cohomology Hp(X [n], SkL[n] ⊗DA) has to vanish, since the sheaf An is ample on Xn
and hence DA is ample on SnX; this fact is even more evident in corollary 5.1 and remark 5.2. Here, for
k ≤ 4 or n ≤ 2, we will give an explicit bound for the positivity of L and A in order to achieve the vanishing.
We will need the notion of a m-very ample line bundle [BS91].
We start by recalling that we denoted with ∆n the big diagonal in X
n, that is, the closed subscheme
of Xn defined by the ideal ∩1≤i<j≤nI∆ij (see notation 4.3).
Remark 5.3. Indicate now with E the exceptional divisor (or the boundary) of X [n]: it is the exceptional
divisor for the Hilbert-Chow morphism and the branching divisor for the map q : Bn - X [n]. It is well
known [Leh99, Lemma 3.7] that
OX[n](−E) ' (detO[n]X )⊗2 .
As a consequence there exists a divisor e on the Hilbert scheme X [n] such that E = 2e, and such that
OX[n](−e) ' detO[n]X . It is also well known that detL[n] ' DL⊗detO[n]X , which can be rewritten, with the
notations just explained, as
detL[n] ' DL(−e) . (5.1)
Denote now with EB the exceptional divisor over the isospectral Hilbert scheme, that is, the exceptional
divisor for the map p : Bn - Xn. We have OBn(−EB) ' q∗OX[n](−e), and, as G-equivariant sheaves:
Rp∗OBn(−lEB) = I l∆n ⊗ εlG , (5.2)
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where εG is the alternating representation of G ' Sn. Taking G-invariants we immediately get
Rµ∗OX[n](−le) = piG∗ (I l∆n ⊗ εlG) . (5.3)
The proof of (5.2) appeared in [Sca15a, Theorem 1.7].
We now study the positivity of the line bundle detL[n] on X [n] in terms of the positivity of L. The
following example (communicated to us by Eyal Markman) proves that the fact that L is ample (or even
very ample) is not sufficient for detL[n] to be big and nef.
Example 5.4. Let X be a complex projective K3 surface and let L be a line bundle on X. Note that, in
our notations, we have, at the cohomology level, the isomorphism of lattices [Bea83]
H2(X [n],Z) ' H2(X,Z)⊕⊥ Ze , (5.4)
when we equip the left hand side with the Beauville-Bogomolov form qn and the right hand side with the
form (q, 2 − 2n), where q is the intersection form. The isomorphism (5.1) implies precisely that the class
c1(detL
[n]) corresponds to the couple (c1(L),−e) under (5.4). Therefore
qn(c1(detL
[n])) =
∫
X
c1(L)
2 + 2− 2n .
The Beauville-Bogomolov form qn(c1(detL
[n])) is now linked to the self-intersection number of detL[n] by
the formula [Bea83, Fuj87] ∫
X[n]
c1(detL
[n])2n =
2n
n!2n
qn(c1(detL
[n]))n .
Consequently, even if L is ample or very ample, but n is a sufficiently big odd natural number, the integral
at the left is negative; therefore detL[n] can’t be big and nef in this case.
On the other hand the notion of m-very ample line bundle [BS91, CG90] will be fundamental to prove
the effective vanishing results.
Definition 5.5. Let L be a line bundle on a smooth complex projective algebraic surface X. Then L is
called m-very ample if for all ξ ∈ X [m+1] the restriction map Γ(L) - Γ(Lξ) is surjective.
The concept of a m-very ampleness generalizes the notion of very ampless. Indeed, with the terminology
just introduced, very ampleness is precisely 1-very ampleness. In the case the map Γ(L) - Γ(Lξ) is
surjective, let’s indicate with Nξ its kernel. It is a subspace of Γ(L) of dimension h
0(L)−m− 1.
Remark 5.6. If L is m− 1-very ample, the assignment ξ - Nξ defines a morphism
ϕm : X
[m] - Grass(h0(L)−m,Γ(L)) .
Consider now the Plu¨cker embedding P : Grass(h0(L) −m,Γ(L)) - P(Λh0(L)−mΓ(L)) =: PM , sending
a subspace W to Λh
0(L)−mW and where M =
(
h0(L)
m
) − 1. Denote with N the universal bundle on
Grass(h0(L)−m,Γ(L)) and Q the universal quotient, that is, the sheaf Q fitting in the exact sequence
0 - N - Γ(L)⊗OGrass(h0(L)−m,Γ(L)) - Q - 0 .
By construction, under the Plu¨cker embedding P , we have P ∗O(−1) ' detN , and hence P ∗O(1) ' detQ.
Lemma 5.7. If L is m− 1-very ample, we have that ϕ∗mQ ' L[m].
Proof. Indeed, consider the two projections pX[m] and pX of the universal subscheme Ξ ⊆ X [m] ×X over
X [m] and X, respectively. Tensorizing the exact sequence 0 - IΞ - OX[m]×X - OΞ - 0 by
p∗XL and pushing everything forward on X
[m] via pX[m] we get the exact sequence
0 - pX[m]∗(IΞ ⊗ p∗XL) - Γ(L)⊗C OX[m] - L[m] - 0 . (5.5)
The surjectivity on the right follows from the fact that L is m − 1-very ample and by Nakayama lemma.
The sequence (5.5) provides a family of subspaces of Γ(L) of the right dimension which corresponds to the
embedding ϕm. Therefore ϕ
∗
mN ' pX[m]∗(IΞ ⊗ p∗XL) and hence ϕ∗mQ ' L[m].
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Corollary 5.8. If L is m− 1-very ample, then detL[m] is nef. If L is m-very ample, then detL[m] is very
ample.
Proof. If L is m− 1-very ample then the map ϕm is everywhere defined. Under the hypothesis,
detL[m] ' ϕ∗m detQ = (P ◦ ϕm)∗O(1) . (5.6)
Hence detL[n] is the pull back of an ample line bundle by the morphism P ◦ϕm, and consequently nef. If,
additionaly, L is m-very ample, in particular it is m − 1-very ample [BS91]: hence (5.6) holds. But if L
is m-very ample, the morphism ϕm is one to one [BS91], and actually a closed embedding [CG90]: hence
(5.6) implies that detL[m] is very ample.
Notation 5.9. If A is a line bundle on X, by abuse of notation we will still indicate the line bundle
q∗DA = p∗An on the isospectral Hilbert scheme Bn with DA.
Proposition 5.10. If L =
⊗l
i=1Bi, with B1 m-very ample and Bi, i = 2, . . . , l, (m− 1)-very ample line
bundles on X, then DL(−le) is ample on X [m]. If all the Bi’s are m-very ample then DL(−le) is l-very
ample on X [m].
Proof. Under the hypothesis, DL(−le) =
⊗l
i=1DBi(−e); after corollary 5.8, the line bundle DB1(−e) '
detB
[m]
1 is very ample on X
[m], while each of the DBi(−e) ' detB[m]i , i = 2, . . . , l is nef. Hence DL(−le)
is ample on X [m], since it is the tensor product of an ample with a number of nef line bundles. If all the
Bi’s are m-very ample, then all the detB
[m]
i are very ample and hence DL(−le) is l-very ample since it is
the tensor product of l 1-very ample line bundles [BS91].
Corollary 5.11. If L =
⊗l
i=1Bi, with B1 m-very ample and Bi, i = 2, . . . , l, (m − 1)-very ample line
bundles on X, then DL(−lEB) is ample on the isospectral Hilbert scheme Bm.
Proof. Since DL(−lEB) = q∗DL(−le), and since q is finite, we have that DL(−lEB) is ample if DL(−le)
is. Under the hypothesis, proposition 5.10 assures that this is the case.
Proposition 5.12. Let X be a smooth projective surface. If L⊗ ω−1X =
⊗l
i=1Bi, with B1 m-very ample
and Bi, i = 2, . . . , l, (m− 1)-very ample line bundles on X, then Hi(X [m],DL(−le)) = 0 for all i > 0.
Proof. Since the canonical line bundle ωX[m] of the Hilbert scheme of points X
[m] is isomorphic to the line
bundle DωX , we have Hi(X [m],DL(−le)) = Hi(X [m],DL⊗ω−1X (−le) ⊗ ωX[m]) = 0 for all i > 0 by Kodaira
vanishing theorem, since DL⊗ω−1X (−le) is ample, in our hypothesis, by proposition 5.10.
Proposition 5.13. Let X be a smooth projective surface. Let µ be a partition of k of length l(µ) = m and
let l ∈ N. Let A and L be line bundles on X such that
i) L is nef
ii) there exists an integer r, such that 1 ≤ r ≤ µm and that Lr ⊗ A ⊗ ω−1X =
⊗l+1
i=1Bi, where B1 is
m-very ample and Bi, i = 2, . . . , l + 1, are m− 1-very ample line bundles on X.
Suppose moreover that the isospectral Hilbert scheme Bm has log-canonical singularities. Then
1. Hi(Xm, Lµ(−l∆)⊗Am) = 0 for all i > 0;
2. Hi(SmX,Lµ(−l∆)⊗DA) = 0 for all i > 0.
Proof. Let’s prove the first statement. Let µ′ the partition of k − mr defined by µ′i = µi − r for all
i = 1, . . . ,m. Then
Lµ(−l∆)⊗Am = (Lr ⊗A)m(−l∆)⊗ Lµ′ ,
where we simply wrote (Lr⊗A)m(−l∆) instead of (Lr⊗A)1m(−l∆). By projection formula and by (5.2)
we have, forgetting the G-action:
Rp∗(DLr⊗A(−lEB)⊗ p∗Lµ′) = Lµ(−l∆)⊗Am .
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Hence we have:
Hi(Xm, Lµ(−l∆)⊗Am) 'Hi(Bm,DLr⊗A(−lEB)⊗ p∗Lµ′)
'Hi(Bm,DLr⊗A⊗ω−1X (−lEB)⊗ p
∗Lµ
′ ⊗DωX )
'Hi(Bm,DLr⊗A⊗ω−1X (−(l + 1)EB)⊗ p
∗Lµ
′ ⊗ ωBn)
since ωBn = DωX (EB). Now the line bundle DLr⊗A⊗ω−1X (−(l + 1)EB) is ample, under the hypothesis and
after corollary 5.11; moreover the line bundle p∗Lµ
′
is nef, since pull-back of a nef. Their tensor product
is then ample and we conclude by Kodaira vanishing on a variety with log-canonical singularities [Fuj09,
Theorem 4.4].
As for the second statement, it follows from lemma 4.11 and from what we said above, noting that:
Hi(SmX,Lµ(−l∆)⊗DA) ' Hi(SmX,pi∗(Lµ(−l∆)⊗Am))StabG(µ) ' Hi(Xm, Lµ(−l∆)⊗Am)StabG(µ),
because pi is a finite morphism.
Remark 5.14. The isospectral Hilbert scheme Bn is obviously smooth for n = 1, 2. We proved in [Sca15b]
that Bn has canonical singularities for n ≤ 5. However, it is not difficult to see that Bn can’t have canonical
singularities for high n. Already for n ≥ 9 its singularities are not even log-canonical.
Theorem 5.15. Let X be a smooth projective surface. Let L, A be line bundles on X such that L is nef
and A⊗ ω−1X is big and nef. Then
• Hi(X [2], SkL[2] ⊗DA) = 0 for all i > 0 if L⊗A⊗ ω−1X =
⊗k+1
j=1 Bj;
• Hi(X [n], S3L[n] ⊗DA) = 0 for all i > 0 if L⊗A⊗ ω−1X =
⊗5
j=1Bj;
• Hi(X [n], S4L[n] ⊗DA) = 0 for all i > 0 if L⊗A⊗ ω−1X =
⊗7
j=1Bj ,
where Bj are very ample line bundles on X.
Proof. By theorems 4.30, 4.35, 4.43 and by the spectral sequence for the cohomology of a filtered sheaf,
that is, corollary 5.1, to prove the vanishing of the higher cohomology of SkL[n]⊗DA for k and n as in the
hypothesis, we just need to prove that
Hi(SnX, grW⊗DAµ ) = 0
for i > 0 and for any µ ∈ pn(k). In notation 4.5, we can write grW⊗DAµ ' Lµ(−2mµ∆), where m is the
length of the partition µ. Then, by Ku¨nneth formula, we have
H∗(SnX, grW⊗DAµ ) ' H∗(SmX,Lµm(−2mµ∆)⊗DA)⊗H∗(Sm−nX,DA) .
where we have emphasized that Lµm(−2mµ∆) is now a sheaf on SmX. The hypothesis that A⊗ω−1X is big
and nef guarantees that the higher cohomology of DA over Sn−mX vanishes by Kawamata-Viehweg. On
the other hand, for the vanishing
Hi(SmX,Lµm(−2mµ∆)⊗DA) = 0 ∀i > 0
it is sufficient, if µ 6= (h, . . . , h), by proposition 5.13, the condition that L is nef and that
(∗) ∃r ∈ N, 1 ≤ r ≤ µm such that Lr⊗A⊗ω−1X =
⊗2mµ+1
i=1 Bi with B1 m-very ample and Bi (m−1)-very
ample for i = 2, . . . , 2mµ + 1;
If µ = (h, . . . , h), we can use that
H∗(SmX,Lµm(−2mµ∆)⊗DA) ' H∗(X [m],DLh⊗A⊗ω−1X (−2he)⊗ ωX[m]) ,
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by projection formula and by (5.3), the fact that L is nef and the fact that, after proposition 5.12,
condition (∗) can be replaced by condition
(∗∗) ∃h′ ∈ N, 1 ≤ h′ ≤ h, such that Lh′⊗A⊗ω−1X =
⊗2h
i=1Bi with B1 m-very ample and Bi (m−1)-very
ample for i = 2, . . . , 2h.
It is now easy to see that, if n = 2 or if k ≤ 4, the hypothesis on L ⊗ A ⊗ ω−1X in the statement implies
both conditions (∗) and (∗∗) for any µ ∈ pn(k), for n ≤ 2 or k ≤ 4.
For n = 2, we can prove a variant of theorem 5.15 above in which we achieve the vanishing with a
positivity bound on L and A independent on k.
Theorem 5.16. Let X be a smooth projective surface and L, A be line bundles on X. Then
Hi(X [2], SkL[2] ⊗DA) = 0 for all i > 0
if both L and A⊗ ω−1X are tensor product of two very ample line bundles.
Proof. After conditions (∗) and (∗∗) in the proof of theorem 5.15, for the vanishing of the graded sheaves
grW⊗DAµ , with µ = (k−i, i) with 1 < i < k/2, it is sufficient that Li⊗A⊗ω−1X is a product of (2i+2) 1-very
ample line bundles; analogously, if k = 2h, for the vanishing of the graded sheaf Lh,h(−2h∆) ⊗ DA it is
sufficient that Lh⊗A⊗ω−1X is a tensor product of (2h+1) 1-very ample line bundles. These conditions are
implied by the hypothesis that both L and A⊗ω−1X are tensor products of two very ample line bundles.
Remark 5.17. The same proof of theorem 5.15, together with remark 4.12, yields the vanishing
Hi(X [n], S2L[n] ⊗ DA) = 0 for i > 0, provided that L is nef, that A ⊗ ω−1X is big and nef and that
L ⊗ A ⊗ ω−1X is a tensor product of three 1-very ample line bundles. However, using [Sca09a, Theorem
5.1.6], other hypothesis on L and A might be used to achieve the vanishing.
The preceding results can be rephrased in an easier way if the Picard number of the surface is one. For
example theorem 5.15 becomes:
Corollary 5.18. Let X be a smooth projective surface with Picard group Pic(X) ' ZB, where B is the
ample generator. Let r be the minimum positive power of B such that Br is very ample. Suppose, moreover,
that ωX ' Bw, for some integer w. Let l and a be integers such that l > 0 and a > w. Then, for n = 2 or
k ≤ 4
Hi(X [n], Sk(Bl)[n] ⊗DBa) = 0 for i > 0 if l + a ≥ c,
where the constant c is: c = r(k + 1) + w if n = 2; c = 5r + w if k = 3, c = 7r + w if k = 4.
Remark 5.19. Of course over X = P2 we can state more simply that if l > 0, a > −3, then we have the
vanishing Hi(P[n]2 , SkOP2(l)[n] ⊗DOP2 (a)) = 0 for i > 0 if l + a ≥ c, where c = k − 2, c = 2, c = 4, if n = 2,
k = 3, k = 4, respectively.
5.3 The Euler-Poincare´ characteristic.
For the sake of completeness, we give here formulas for the Euler-Poincare´ characteristic of twisted sym-
metric powers SkL[n] ⊗ DA of tautological bundles for n = 2 and general k, or for k = 3, 4, and general
n.
Notation 5.20. For l ∈ N, denote with K1(1)(1)(−l∆) the sheaf over SnX defined as:
K1(1)(1)(−l∆) = pi∗
(
K1((101),{1,2}) ⊗ I l∆23
)
= pi∗
[
((Ω1X ⊗ L3)∆12  L1)⊗ I l∆23
]
.
where we remember that L1, according to notation 2.17, is the sheaf LOXn−3 on Xn−2.
Notation 5.21. Let l ∈ N, 0 ≤ l ≤ n. Denote with vl the map from the partial quotient to the total
quotient vl : SlX × Sn−lX - SnX.
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The proof of the following lemma can be found in [Sca15a, Prop. 4.17].
Lemma 5.22. We have the exact sequence over SnX:
0 - L2,1,1(−2∆) - L2,1,1(−∆) - K1(1)(1)(−2∆) -
- v3∗((S
3Ω1X ⊗ L4){123} OSn−3X) - 0 , (5.7)
where the middle map is the differential d1∆ and the fourth one is the composition:
K1(1)(1)(−2∆) = pi∗
[
((Ω1X ⊗ L3)∆12  L1)⊗ I2∆23
]S({3,...,n})- pi∗[((Ω1X ⊗ L3)∆12  L1)⊗ I2∆23/I3∆23]S({3,...,n}) '
' v3∗
[
(Ω1X ⊗ S2Ω1X ⊗ L4){123} OSn−3X
]
- v3∗
[
(S3Ω1X ⊗ L4){123} OSn−3X
]
.
Notation 5.23. Let M a line bundle on X. Denote with A4(M) the sheaf on S4X defined by:
A4(M) := [pi∗(M12 M34)⊗ ResStabS4 ({{1,2},{3,4}}) εΣ]StabS4 ({{1,2},{3,4}}) .
where Σ is the symmetric groupS({1, 2}, {3, 4}) ' S2 and where εΣ is its associated alternating representa-
tion. Here the restricted representation ResStabS4 ({{1,2},{3,4}}) εΣ is induced by the natural homomorphism
StabS4({{1, 2}, {3, 4}}) - Σ. The local sections of A4(M) over an open set of the form S4U , where U
is an open set of X, are H0(S4U,A4(M)) = Λ2H0(U,M).
Lemma 5.24. In the K-theory K(SnX) of the symmetric variety SnX we have:
[L1,1,1(−∆)] = [L1,1,1]− [K0(1)(1)] + [v3∗((Ω1X ⊗ L3){1,2,3} OSn−3X)]
[L2,1,1(−∆)] = [L2,1,1]− [K0(2)(1)]− [K0(1)(2)] + [v3∗((L4){1,2,3} OSn−3X)] + [v3∗((Ω1X ⊗ L4){1,2,3} OSn−3X)]
[L1,1,1,1(−∆)] = [L1,1,1,1]− [K0(1)(11)] + [v4∗(A4(L2)OSn−4X)] + [v4∗((Ω1X ⊗ L3){1,2,3}  L)]
− [v4∗((Ω1X ⊗ L4){1,2,3,4} OSn−4X)]− [v4∗((KX ⊗ L4){1,2,3,4} OSn−4X)]
− [v4∗((S3Ω1X ⊗ L4){1,2,3,4} OSn−4X)]
The previous lemma is an immediate application of results appeared in [Sca15a, Cor. 3.24, Cor. 4.16].
It is a consequence of the detailed analysis of the hyperderived spectral sequence associated to the Sn-
invariant derived tensor product
(⊗L
|I|=2 II
)Sn
of ideals of pairwise diagonals in Xn, for n = 3, 4: it is
quite easy for n = 3, but it becomes longer and more technical for n = 4.
In the following theorem, if F is a coherent sheaf on a projective variety Y , we will just denote with
χ(F ) the Euler-Poincare´ characteristic of F over Y .
Theorem 5.25. Let n ∈ N, n ≥ 1. Let X be a smooth projective surface. Let L and A be line bundles on
X. Define δk as 1 if k is even, as 0 if k is odd. Then we have:
χ(X [2], SkL[2] ⊗DA) = δk
(
χ(L[k/2] ⊗A) + 1
2
)
+
[(k−1)/2]∑
i=0
χ(Lk−i ⊗A)χ(Li ⊗A)
−
k−2∑
j=0
[k − j
2
]
χ(SjΩ1X ⊗ Lk ⊗A2)
χ(X [n], S3L[n] ⊗DA) =
(
χ(A) + n− 2
n− 1
)
χ(L3 ⊗A)
+
(
χ(A) + n− 3
n− 2
)[
χ(L2 ⊗A)χ(L⊗A)− χ(L3 ⊗A2)− χ(Ω1X ⊗ L3 ⊗A2)
]
+
(
χ(A) + n− 4
n− 3
)[(
χ(L⊗A) + 2
3
)
− χ(L2 ⊗A2)χ(L⊗A) + χ(Ω1X ⊗ L3 ⊗A3)
]
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χ(X [n], S4L[n] ⊗DA) =
(
χ(A) + n− 2
n− 1
)
χ(L4 ⊗A)
+
(
χ(A) + n− 3
n− 2
)[
χ(L3 ⊗A)χ(L⊗A)− 2χ(L4 ⊗A2)− χ(Ω1X ⊗ L4 ⊗A2)+(
χ(L2 ⊗A) + 1
2
)
− χ(S2Ω1X ⊗ L4 ⊗A2)
]
+
(
χ(A) + n− 4
n− 3
)[
χ(L2 ⊗A)
(
χ(L⊗A) + 1
2
)
− χ(L3 ⊗A2)χ(L⊗A)
− χ(L2 ⊗A2)χ(L2 ⊗A) + χ(L4 ⊗A3)− χ(Ω1X ⊗ L3 ⊗A2)χ(L⊗A)
+ 2χ(Ω1X ⊗ L4 ⊗A3) + χ(Ω1X ⊗ Ω1X ⊗ L4 ⊗A3) + χ(S3Ω1X ⊗ L4 ⊗A3)
]
+
(
χ(A) + n− 5
n− 4
)[(
χ(L⊗A) + 3
4
)
− χ(L2 ⊗A2)
(
χ(L⊗A) + 1
2
)
+
(
χ(L2 ⊗A2)
2
)
+ χ(Ω1X ⊗ L3 ⊗A3)χ(L⊗A)− χ(Ω1X ⊗ L4 ⊗A4)
− χ(KX ⊗ L4 ⊗A4)− χ(S3Ω1X ⊗ L4 ⊗A4)
]
where we intend that a binomial coefficient
(
l
h
)
is zero if h < 0.
Proof. We will just prove the formula for k = 4 and n ≥ 4. The proof for the other cases is similar and
easier. First of all we have, by Leray spectral sequence and by theorem 4.43:
χ(X [n], S4L[n] ⊗DA) =
∑
µ∈pn(4)
χ(SnX, grW⊗DAµ ) =
∑
µ∈pn(4)
χ(SnX,Lµ(−2mµ∆)⊗DA)
= χ(L1,1,1,1(−2∆)⊗DA) + χ(L2,1,1(−2∆)⊗DA)
+ χ(L2,2(−4∆)⊗DA) + χ(L3,1(−2∆)⊗DA) + χ(L4 ⊗DA) .
In the computation of the Euler-Poincare´ characteristic χ(grW⊗DAµ ) of the graded pieces we will use re-
peatedly lemma 4.11 and the fact that the Euler-Poincare´ characteristic of the direct image of a sheaf via
a finite morphism is equal to the Euler-Poincare´ characteristic of the original sheaf. We have:
χ(L4 ⊗DA) = χ(L4 ⊗A)χ(Sn−1X,DA) = χ(L4 ⊗A)
(
χ(A) + n− 2
n− 1
)
.
Moreover, from the exact sequence
0 - L3,1(−2∆) - L3,1(−∆) - v2∗[(Ω1X ⊗ L4){1,2} OSn−2X ] - 0
we get
χ(L3,1(−2∆)⊗DA) = χ(L3,1(−∆)⊗DA)− χ(Ω1X ⊗ L4 ⊗A2)χ(Sn−2X,DA)
= χ(L3,1 ⊗DA)− χ(L4 ⊗A2)χ(Sn−2X,DA)− χ(Ω1X ⊗ L4 ⊗A2)χ(Sn−2X,DA)
=
[
χ(L3 ⊗A)χ(L⊗A)− χ(L4 ⊗A2)− χ(Ω1X ⊗ L4 ⊗A2)
]
χ(Sn−2X,DA)
As for χ(L2,2(−4∆)⊗DA) we use the exact sequences:
0 - L2,2(−4∆) - L2,2(−2∆) - v2∗[(S2Ω1X ⊗ L4){1,2} OSn−2X ] - 0
0 - L2,2(−2∆) - L2,2 - v2∗[L4{1,2} OSn−2X ] - 0
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to compute:
χ(L2,2(−4∆)⊗DA) = χ(L2,2 ⊗DA)− χ(L4 ⊗A2)χ(Sn−2X,DA)− χ(S2Ω1X ⊗ L4 ⊗A2)χ(Sn−2X,DA)
=
[(χ(L2 ⊗A) + 1
2
)
− χ(L4 ⊗A2)− χ(S2Ω1X ⊗ L4 ⊗A2)
]
χ(Sn−2X,DA) .
For χ(L2,1,1(−2∆)), we use lemma 5.22 and lemma 5.24 to get:
χ(L2,1,1(−2∆)⊗DA) = χ(L2,1,1(−∆)⊗DA)− χ(K1(1)(1)(−2∆)⊗DA) + χ(S3Ω1X ⊗ L4 ⊗A3)χ(Sn−3X,DA)
= χ(L2,1,1 ⊗DA)− χ(K0(2)(1) ⊗DA)− χ(K0(1)(2) ⊗DA) + χ(L4 ⊗A3)χ(Sn−3X,DA)
+ χ(Ω1X ⊗ L4 ⊗A3)χ(Sn−3X,DA)− χ(K1(1)(1)(−2∆)⊗DA)
+ χ(S3Ω1X ⊗ L4 ⊗A3)χ(Sn−3X,DA) .
Since
χ(L2,1,1 ⊗DA) = χ(L2 ⊗A)
(
χ(L⊗A) + 1
2
)
χ(Sn−3X,DA)
χ(K0(2)(1) ⊗DA) = χ(L3 ⊗A2)χ(L⊗A)χ(Sn−3X,DA)
χ(K0(1)(2) ⊗DA) = χ(L2 ⊗A2)χ(L2 ⊗A)χ(Sn−3X,DA)
and since
χ(K1(1)(1)(−2∆)⊗DA) = χ(K1(1)(1)(−∆)⊗DA)− χ(Ω1X ⊗ Ω1X ⊗ L4 ⊗A3)χ(Sn−3X,DA)
=
[
χ(Ω1X ⊗ L3 ⊗A2)χ(L⊗A)− χ(Ω1X ⊗ L4 ⊗A3)
− χ(Ω1X ⊗ Ω1X ⊗ L4 ⊗A3)
]
χ(Sn−3X,DA)
we finally get:
χ(L2,1,1(−2∆)⊗DA) =
[
χ(L2 ⊗A)
(
χ(L⊗A) + 1
2
)
− χ(L3 ⊗A2)χ(L⊗A)− χ(L2 ⊗A2)χ(L2 ⊗A)
+ χ(L4 ⊗A3) + 2χ(Ω1X ⊗ L4 ⊗A3)− χ(Ω1X ⊗ L3 ⊗A2)χ(L⊗A)
+ χ(Ω1X ⊗ Ω1X ⊗ L4 ⊗A3) + χ(S3Ω1X ⊗ L4 ⊗A3)
]
χ(Sn−3X,DA) .
As for χ(L1,1,1,1(−2∆)⊗DA), using lemma 5.24 we compute first:
χ(K0(1)(11) ⊗DA) = χ(L2 ⊗A2)
(
χ(L⊗A) + 1
2
)
χ(Sn−4X,DA)
χ(v4∗(A4(L2)OSn−4X)⊗DA) =χ(S4X,A4(L2 ⊗A2))χ(Sn−4X,DA)
=
(
χ(L2 ⊗A2)
2
)
χ(Sn−4X,DA) .
Hence
χ(L1,1,1,1(−2∆)⊗DA) =
[(χ(L⊗A) + 3
4
)
− χ(L2 ⊗A2)
(
χ(L⊗A) + 1
2
)
+
(
χ(L2 ⊗A2)
2
)
+ χ(Ω1X ⊗ L3 ⊗A3)χ(L⊗A)− χ(Ω1X ⊗ L4 ⊗A4)− χ(KX ⊗ L4 ⊗A4)
− χ(S3Ω1X ⊗ L4 ⊗A4)
]
χ(Sn−4X,DA) .
Putting all terms together we get the formula in the statement.
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A Higher differentials in the spectral sequence of a bicomplex
We present here a brief review of how higher differentials in a spectral sequence are defined and a couple
of technical lemmas needed in the main text. Let (T •, d) a complex (in an abelian category) equipped
with a (decreasing) filtration F •T , preserved by the differential d, in the sense that dF pTn ⊆ F pTn+1.
We indicate the associated graded object with grpF T
n := F pTn/F p+1Tn. The level zero of the spectral
sequence associated to (T •, d) and the filtration F • is defined as Ep,q0 := gr
p
F T
p+q. The groups Zp,qr and
Bp,qr are defined as
Zp,qr := {x ∈ F pT p+q | dx ∈ F p+rT p+q+1} , Bp,qr := Zp+1,q−1r−1 + dZp−r+1,q+r−2r−1 .
By definition one has Bp,qr ⊆ Zp,qr , since the two summands Zp+1,q−1r−1 and dZp−r+1,q+r−2r−1 are in Zp,qr . Note
moreover that d defines a differential d : Zp,qr - Z
p+r,q−r+1
r by definitions of the terms Z
p,q
r . Now
dBp,qr ⊆ Bp+r,q−r+1r by definition of Bp,qr , and hence one can define the higher differential
dr := Ep,qr := Z
p,q
r /B
p,q
r
- Zp+r,q−r+1r /B
p+r,q−r+1
r := E
p+r,q−r+1
r .
Let us now apply these facts in the case of a bicomplex. Let (K•,•, δ, ∂) be a double complex with δ the
vertical differential and ∂ the horizontal one. It is intended here that the differentials δ and ∂ commute. Let
moreover Tn = ⊕p+q=nKp,q be the associated total complex, with differential d, defined on the component
Kp,q as δ + (−1)p∂, equipped with the natural filtrations
F pTn =
⊕
r+s=n
r≥p
Kr,s , W qTn =
⊕
r+s=n
s≥q
Kr,s
The total differential d respects the filtrations. We have grpF T
p+q = F pT p+q/F p+1T p+q ' Kp,q, and,
analogously, grqW T
p+q ' Kp,q. In the sequel, spectral sequences will always be associated to the filtration
F •. In this case
Zp,qr =
{
x ∈
⊕
u+v=p+q
u≥p
Ku,v
∣∣∣ dx ∈ ⊕
u+v=p+q+1
u≥p+r
Ku,v
}
. (A.1)
Notation A.1. Let (T •, d) the total complex of the bicomplex (K•,•, δ, ∂). If x ∈ Tn we will indicate with
xs its component in K
s,n−s and with x≥r the sum of the components in ⊕l≥rKl,n−l. Analogously for x≤r,
x>r, etc.
Lemma A.2. Let (T •, d) the total complex of the bicomplex (K•,•, δ, ∂), equipped with the filtration F •
described above. Suppose r ≥ 1. If [x] ∈ Ep,qr , x ∈ Zp,qr , then dp,qr [x] = [∂xp+r−1] in Ep+r,q−r+1r .
Proof. By (A.1) we have that Zp,qr is the set of x ∈ F pT p+q such that (dx)≤p+r−1 = 0. If x ∈ Zp,qr
then dp,qr [x] is the class of dx in E
p+r,q−r+1
r = Z
p+r,q−r+1
r /B
p+r,q−r+1
r , that is the class of dx =
(dx)≥p+r = ∂xp+r−1 + dxp+r + dx≥p+r+1 in Zp+r,q−r+1r /B
p+r,q−r+1
r . We have that B
p+r,q−r+1
r =
dZp+1,q−1r−1 +Z
p+r+1,q−r
r−1 . Now it is immediate to prove that dx≥p+r+1 ∈ Zp+r+1,q−rr−1 , since d(dx≥p+r+1) = 0;
moreover dxp+r is in dZ
p+1,q−1
r−1 , since xp+r ∈ Zp+1,q−1r−1 . Hence dp,qr x = ∂xp+r−1 modulo Bp+r,q−r+1r .
Lemma A.3. Let (T •, d) the total complex of the bicomplex (K•,•, δ, ∂), equipped with the filtration F •
described above. Suppose that [x] ∈ Ep,qr with dp,qr [x] = 0. Suppose that r ≥ 1. Suppose moreover that there
exists wp+r ∈ Kp+r,q−r such that ∂xp+r−1 = δwp+r. Then dp,qr+1[x] = [∂wp+r] in Ep+r+1,q−rr+1 .
Proof. If dp,qr [x] = 0, then dx = γ+dθ ∈ Bp+r,q−r+1r = Zp+r+1,q−rr−1 +dZp+1,q−1r−1 , with θ ∈ Zp+1,q−1r−1 ⊆ Bp,qr .
Hence, setting α := x − θ, we have that [α] = [x] ∈ Ep,qr and α ∈ Zp,qr+1, since γ ∈ F p+r+1T p+q+1. Set
now w = wp+r and consider β = x≤p+r−1 + w. It is clear from the hypothesis that β ∈ Zp,qr+1 and hence
α − β ∈ Zp,qr+1. From the preceding lemma we have dp,qr+1[α] = [∂xp+r], dp,qr+1[β] = [∂wp+r]. Therefore it
is sufficient to prove that [α] = [β] in Ep,qr+1, that is, α − β ∈ Bp,qr+1. But d(α − β) ∈ F p+r+1T p+q+1 since
α − β ∈ Zp,qr+1. But, trivially, α − β ∈ F p+1T p+q, hence α − β ∈ Zp+1,q−1r , by definition of Zp+1,q−1r . But
Zp+1,q−1r ⊆ Bp,qr+1.
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Corollary A.4. Let (T •, d) the total complex of the bicomplex (K•,•, δ, ∂), equipped with the filtration
F • described above. Suppose that r ≥ 1 and that [x] ∈ Ep,qr with dp,qr [x] = 0. Suppose moreover that
Ep+r,q−r−1r = E
p+r,q−r−1
1 . Then, via the differential δ, we can lift the element ∂xp+r−1 to an element
wp+r ∈ Kp+r,q−r, with δwp+r = ∂xp+r−1. Hence one has dp,qr+1[x] = [∂wp+r].
B Koszul complexes, multitors and invariants.
Remark B.1. Let V be a finite dimensional vector space over C. Let n ∈ N, n ≥ 1. The symetrization
map sym is the canonical projection sym : V ⊗q - SqV sending v1 ⊗ · · · ⊗ vq - (1/q!)
∑
σ∈Sq vσ(1) ⊗
· · · ⊗ vσ(q), where the right hand side is an invariant element of V ⊗q (for the action of Sq permutating the
factors) and hence seen in SqV . Analogously, the antisymmetrization alt : V ⊗q - ΛqV is defined as
alt : v1⊗· · ·⊗vq - (1/q!)
∑
σ∈Sq (−1)σvσ(1)⊗· · ·⊗vσ(q), where (−1)σ is the signature of the permutation
σ. Then, following convention 1.5 for the definition of symmetric and wedge products for elements of V ,
we have the formulas:
sym(a1. · · · .ak ⊗ b1. · · · .bq−k) = k!(q − k)!
q!
a1. · · · .ak.b1 · · · .bq−k
alt(a1 ∧ · · · ∧ ak ⊗ b1 ∧ · · · ∧ bq−k) = k!(q − k)!
q!
a1 ∧ · · · ∧ ak ∧ b1 · · · ∧ bq−k
Notation B.2. In what follows Rk ' Ck will always denote the natural representation ofSk, ρk will denote
the standard and εk the alternating one. The representation Rk splits as Rk ' ρk⊕1k, where 1k is the trivial
representation. Let now ei, i = 1, . . . , k be the standard basis of Ck. The vector σk :=
∑k
i=1 ei ∈ Rk is
invariant for the natural action of Sk on Rk and generates the trivial representation 1k. The representation
Λk−1ρk is 1-dimensional, coincides with the alternating representation ofSk and is generated by the element
ωk−1 =
∑k
i=1(−1)k−iêi where êi = e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ ek.
Lemma B.3. Let V be a complex vector space of dimension 2 and consider the GL(V )×Sk– representation
Λq(V ⊗ρk). It has Sk-anti-invariants if and only if q = k−1: in this case they are isomorphic, as GL(V )-
representation, to Sk−1V .
Proof. The dimension of the space of anti-invariants [Λq(V ⊗ ρk) ⊗ εk]Sk is given by the scalar product
〈χΛq(V⊗ρk)⊗εk , χ1〉 between the character of the representation Λq(V ⊗ ρk) ⊗ εk and the character of the
trivial one. With a proof analogous to [Sca09a, Lemma B.5], it is easily computed to be
dim[Λq(V ⊗ ρk)⊗ εk]Sk = 〈χΛq(V⊗ρk)⊗εk , χ1〉 =
{
k if q = k − 1
0 if q 6= k − 1.
Recall now the isomorphism of GL(V )×Sk-representations (see [FH91], ex. 6.11):
Λq(V ⊗ ρk) '
⊕
λ
SλV ⊗ Sλ′ρk
where λ′ denotes the conjugate partition to λ and where the sum is on the partitions of q having at most
dimV rows and dim ρk columns. The anti-invariants are:
[Λq(V ⊗ ρk)⊗ εk]Sk '
⊕
λ
SλV ⊗ [Sλ′ρk ⊗ εk]Sk .
We know that the anti-invariants are zero if q 6= k−1. If q = k−1, the anti-invariants contain the summand
indexed by the partition λ = (k − 1) of k − 1:
Sk−1V ⊗ [Λk−1ρk ⊗ εk]Sk ' Sk−1V ⊗ [ε2k]Sk ' Sk−1V .
But this summand has dimension k, therefore there are no more invariants.
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Let now Y be a smooth subvariety of a smooth variety X and let i : Y ⊂ - X be the closed immersion.
Denote with NY/X the normal bundle of Y in X. Consider a line bundle L on X and let LY be the
restriction of L to the subvariety Y . The symmetric group Sl acts on the l-multitor Torq(LY , . . . , LY ) by
permutation of the factors; it turns out that, as a Sl-sheaf [Sca09a, Lemma B.3]
Torq(LY , . . . , LY︸ ︷︷ ︸
l−times
) ' Λq(N∗Y/X ⊗ ρl)⊗ L⊗lY .
Corollary B.4. If codimY = 2 the l-multitor Torq(LY , . . . , LY ) has nontrivial Sl-anti-invariants if and
only if q = l − 1. In this case the anti-invariants are given by (Sl−1N∗Y/X)⊗ L⊗lY .
Remark B.5. Let now F be a rank 2-vector bundle on the smooth variety X and let s a section of
F transverse to the zero section. Consider the Koszul complex K• := K•(F, s). The symmetric group
Sk acts on the k-fold tensor product K
•(F, s) ⊗ . . . ⊗K•(F, s) by permutation of the factors. Note that
K•(F, s) ⊗ . . . ⊗ K•(F, s) is naturally isomorphic, as a Sk-equivariant complex, to the Koszul complex
K•(F ⊗Rk, s⊗ σk). The latter is isomorphic to the tensor product K•(F, s)⊗K•(F ⊗ ρk, 0).
By lemma B.3 we can then deduce:
Corollary B.6. The Sk-anti-invariants of the k-fold tensor product K
•(F, s) ⊗ . . . ⊗K•(F, s) are given
by the complex:
[K•(F, s)⊗ . . .⊗K•(F, s)⊗ εk]Sk ' [K•(F ⊗Rk, s⊗ σk)⊗ εk]Sk ' K•(F, s)⊗ Sk−1F [k − 1] .
Corollary B.7. Let V be a complex vector space of dimension 2. Then the Sk-representation Λ
q(V ⊗Rk)
has anti-invariants if and only if k − 1 ≤ q ≤ k + 1. In these cases the anti-invariants are:
[Λq(V ⊗Rk)⊗ εk]Sk =

Sk−1V if q = k − 1
Sk−1V ⊗ V if q = k
Sk−1V ⊗ Λ2V if q = k + 1
Remark B.8. Note that, as in the proof of B.3, for k − 1 ≤ q ≤ k + 1, one has a natural inclusion
Sk−1V ⊗ Λq−k+1V ⊂ - Λq(V ⊗Rk)⊗ εk
which induces an isomorphism at the level of Sk-invariants (here Sk acts trivially on the left hand side).
More precisely, the inclusion is the composition:
Sk−1V ⊗ Λq−k+1V '- [Sk−1V ⊗ Λk−1ρk ⊗ εk]⊗ [Λq−k+1V ⊗ 1k] -
- Λk−1(V ⊗ ρk)⊗ εk ⊗ Λq−k+1(V ⊗ 1k) - Λq(V ⊗Rk)⊗ εk .
The first isomorphism is non canonical and depends on the choice of a basis of Λk−1ρk ⊗ εk and 1k. To
simplify constants, it turns out that it is better to choose ω̂k−1 = ωk−1/(k−1)! and σk as basis of Λk−1ρk⊗εk
and 1k, respectively. The first arrow is then given by: u1. · · · .uk−1⊗v1∧· · ·∧vq−k+1 - (u1. · · · .uk−1⊗
ω̂k−1)⊗ (v1 ∧ · · · ∧ vq−k+1⊗σk), the last one is given by the alterating map, considered in remark B.1. For
the second one we have the lemma below.
Lemma B.9. Let k a positive integer and let V , W be finite dimensional vector spaces, with k ≤ dimW .
The natural inclusion SkV ⊗ ΛkW ⊂ - Λk(V ⊗W ) is given by:
u1 · · ·uk ⊗ v1 ∧ · · · ∧ vk -
∑
τ∈Sk
(uτ(1) ⊗ v1) ∧ · · · ∧ (uτ(k) ⊗ vk)
Proof. Indeed
u1 · · ·uk ⊗ v1 ∧ · · · ∧ vk =
∑
σ∈Sk
∑
τ ′∈Sk
(−1)σuτ ′(1) ⊗ · · · ⊗ uτ ′(k) ⊗ vσ(1) ⊗ · · · ⊗ vσ(k)
=
∑
σ∈Sk
∑
τ∈Sk
(−1)σuτσ(1) ⊗ · · · ⊗ uτσ(k) ⊗ vσ(1) ⊗ · · · ⊗ vσ(k)
=
∑
τ∈Sk
(uτ(1) ⊗ v1) ∧ · · · ∧ (uτ(k) ⊗ vk)
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Remark B.10. The last expression can be also rewritten as:∑
τ∈Sk
(uτ(1) ⊗ v1) ∧ · · · ∧ (uτ(k) ⊗ vk) =
∑
τ∈Sk
(−1)τ (u1 ⊗ vτ(1)) ∧ · · · ∧ (uk ⊗ vτ(k)) .
Lemma B.11. The element ωk−1 identifies to the element∑
τ∈Sk
(−1)ττ∗(e1 ⊗ · · · ⊗ ek−1) =
∑
τ∈Sk
(−1)τeτ(1) ⊗ · · · ⊗ eτ(k−1) .
Proof. The group Sk is generated by Sk−1 and the transpositions (ik), i ∈ {1, k−1}. Therefore the cosets
Sk/Sk−1 are in bijection with {(ik), i ∈ {1, . . . , k}}. In other words Sk =
∐k
i=1(ik)Sk−1. Therefore
∑
τ∈Sk
(−1)ττ∗(e1 ⊗ · · · ⊗ ek−1) =
k∑
i=1
∑
σ∈Sk−1
(−1)(ik)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−1)
= −
k∑
i=1
e(ik)(1) ∧ · · · ∧ e(ik)(k−1)
= −
k∑
i=1
e1 ∧ · · · ei−1 ∧ ek ∧ ei+1 ∧ · · · ∧ ek−1
= −
k∑
i=1
(−1)k−i−1êi = ωk−1 .
Lemma B.12. The element ∑
[τ ]∈Sk/Sk−1
(−1)ττ∗[ωk−2 ⊗ σk−1]
is well defined and coincides with ωk−1
Proof. If we replace the representatives τ of the classes [τ ] ∈ Sk/Sk−1 with representatives τσ, where
σ ∈ Sk−1, the sum doesn’t change, due to the fact that ωk−2 is Sk−1-anti-invariant and σk is Sk−1-
invariant. Hence we can take as a set of representatives of Sk/Sk−1 the set {(ik), i ∈ {1, . . . , k}}. The
sum in the statement can be written as:
−
k∑
i=1
(ik)∗[ωk−2 ⊗ σk−1] =−
k∑
i=1
k−1∑
j=1
(ik)∗[ωk−2 ⊗ ej ]
=−
k∑
i=1
k−1∑
j=1
(ik)∗
∑
σ∈Sk−1
(−1)σeσ(1) ⊗ · · · ⊗ eσ(k−2) ⊗ ej
=−
k∑
i=1
k−1∑
j=1
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)j
=−
k∑
i=1
∑
1≤j≤k−1
j∈{σ(1),...,σ(k−2)}
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)j
−
k∑
i=1
∑
1≤j≤k−1
j 6∈{σ(1),...,σ(k−2)}
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)j .
The sum ∑
1≤j≤k−1
j∈{σ(1),...,σ(k−2)}
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)j
can be rewritten, for some l ∈ {1, . . . , k − 2}, as
k−2∑
l=1
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)σ(l) =
k−2∑
l=1
e(ik)1 ∧ · · · ∧ e(ik)(k−2) ∧ e(ik)l = 0 ,
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and hence is zero. Consider the second sum. If j 6= σ(i), for i ∈ {1, . . . , k−2}, then, necessarily, j = σ(k−1).
The second sum becomes:
−
k∑
i=1
∑
σ∈Sk−1
(−1)σe(ik)σ(1) ⊗ · · · ⊗ e(ik)σ(k−2) ⊗ e(ik)σ(k−1) =−
k∑
i=1
e(ik)(1) ∧ · · · ∧ e(ik)(k−2) ∧ e(ik)(k−1)
=−
k∑
i=1
e1 ∧ · · · ∧ ei−1 ∧ ek ∧ ei+1 ∧ ek−1
= −
k∑
i=1
(−1)k−i−1e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ ek−1 ∧ ek
=
k∑
i=1
(−1)k−iêi = ωk−1
Notation B.13. Recall that Rk ' Ck is the natural representation of Sk. We will indicate with Rk−1(i),
for i ∈ {1, . . . , k}, the vector space: Rk−1(i) := Rk/〈ei〉. It is isomorphic to the natural representation
of Sk−1(i) := S({1, . . . , k} \ {i}) ' Sk−1. We will indicate with ρk−1(i) the standard representation
of Sk−1(i), embedded in Rk−1(i), and with σk−1(i) the invariant element σk−1(i) :=
∑
1≤i≤k,i 6=j ei. It
generates the trivial representation 1k−1(i) of Sk−1(i), seen embedded in Rk−1(i). We indicate moreover
with εk−1(i) the alternating representation of Sk−1(i), that is, εk−1(i) = Λk−2ρk−1(i).
Lemma B.14. Let V a vector space of dimension 2. Consider the map of Sk-representations
k⊕
i=1
fi :
k⊕
i=1
Λk−1(V ⊗Rk−1(i))⊗ εk−1(i) - Λk−1(V ⊗Rk)⊗ εk .
The induced map of Sk-invariants can be identified
6 with the map (k − 1) sym where sym : Sk−2V ⊗
V - Sk−1V is the symmetrization map. We have: (k − 1) sym(u1 · · ·uk−2 ⊗ v) = u1 · · ·uk−2v.
Proof. By the preceding lemmas, the map of invariants can be identified with a map Sk−2V ⊗
V - Sk−1V . Let us now determine this map precisely. By remark B.8 the map of Sk invariants
(⊕ki=1fi)Sk can be identified with the map of Sk-invariants of the map
k⊕
i=1
gi : [(S
k−2V ⊗ Λk−2ρk−1(i))⊗ εk−1(i)]⊗ [V ⊗ 1k−1(i)] - Λk−1(V ⊗Rk)⊗ εk ,
where gi is the Sk−1-equivariant composition:
gi : [(S
k−2V⊗Λk−2ρk−1(i))⊗εk−1(i)]⊗[V⊗1k−1(i)] - Λk−1(V⊗Rk−1(i))⊗εk−1(i) fi- Λk−1(V⊗Rk)⊗εk
of fi with the natural inclusion
[(Sk−2V ⊗ Λk−2ρk−1(i))⊗ εk−1(i)]⊗ [V ⊗ 1k−1(i)] - Λk−1(V ⊗Rk−1(i))⊗ εk . (B.1)
Now the inclusion (B.1) factorizes through:
[(Sk−2V ⊗ Λk−2ρk−1(i))⊗ εk−1(i)]⊗ [V ⊗ 1k−1(i)] - Λk−1(V ⊗Rk−1(i))⊗ εk−1(i)
Λk−2(V ⊗Rk−1(i))⊗ εk−1(i)⊗ [V ⊗ 1k−1(i)]
ii ⊗ idV⊗1k−1
?
θi
-
where ii is the natural inclusion:
ii : S
k−2V ⊗ Λk−2ρk−1(i) ⊂ - Sk−2V ⊗ Λk−2Rk−1(i) ⊂ - Λk−2(V ⊗Rk−1(i)) .
6with the choices made in remark B.8
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On the other hand, the map θi is just the anti-symetrization. Hence the map gi is the composition
gi = fi ◦ θi ◦ (ii⊗ idV⊗1k−1) = ηi ◦ (ii⊗ idV⊗1k−1), where the map ηi is defined as ηi := fi ◦ θi. By Danila’s
lemma for morphisms, in the identification Sk−2V ⊗ V ' [⊕ki=1Λk−1(V ⊗Rk−1(i))⊗ εk−1(i)]Sk explained
in remark B.8, the map of invariants [⊕ki=1gi]Sk is given by
[⊕ki=1gi]Sk(u1 · · ·uk−2 ⊗ v) =
∑
[ν]∈Sk/Sk−1
(−1)νν∗gk(u1 · · ·uk−2 ⊗ ω̂k−2(k)⊗ v ⊗ σk−1(k))
=
∑
[ν]∈Sk/Sk−1
(−1)νν∗ηk[ik(u1 · · ·uk−2 ⊗ ω̂k−2(k))⊗ v ⊗ σk−1(k)]
Consider now, as set of representatives of Sk−1/Sk−2 the cycles {γi, i = 1, . . . , k − 1}, where γi = (i, i +
1, . . . , k − 2, k − 1). The element ω̂k−2(k) is nothing but the sum
ω̂k−2(k) =
1
(k − 2)!
k−1∑
i=1
(−1)γieγi(1) ∧ · · · ∧ eγi(k−2) .
Hence by lemma B.9 and by remark B.10
ik(u1 · · ·uk−2 ⊗ ω̂k−2(k)) = 1
(k − 2)!
k−1∑
i=1
(−1)γiik(u1 · · ·uk−2 ⊗ eγi(1) ∧ · · · ∧ eγi(k−2))
=
1
(k − 2)!
k−1∑
i=1
(−1)γi
∑
θ∈Sk−2
(−1)θ(u1 ⊗ eγiθ(1)) ∧ · · · ∧ (uk−2 ⊗ eγiθ(k−2))
=
1
(k − 2)!
∑
τ∈Sk−1
(−1)τ (u1 ⊗ eτ(1)) ∧ · · · ∧ (uk−2 ⊗ eτ(k−2))
Hence the term ηk[ik(u1 · · ·uk−2 ⊗ ω̂k−2(k))⊗ (v ⊗ σk−1(k))] can be rewritten as
1
(k − 1)!
∑
τ∈Sk−1
(−1)τ (u1 ⊗ eτ(1)) ∧ · · · ∧ (uk−2 ⊗ eτ(k−2)) ∧ (v ⊗ σk−1(k))
=
1
(k − 1)!
∑
τ∈Sk−1
(−1)τ
∑
σ∈Sk−1
(−1)σσ∗[(u1 ⊗ eτ(1))⊗ · · · ⊗ (uk−2 ⊗ eτ(k−2))⊗ (v ⊗ σk−1(k))]
=
1
(k − 1)!
∑
τ∈Sk−1
(−1)τ
∑
σ∈Sk−1
(−1)σσ∗(u1 ⊗ · · · ⊗ uk−2 ⊗ v)⊗ σ∗(eτ(1) ⊗ · · · ⊗ eτ(k−2) ⊗ σk−1(k))
=
1
(k − 1)!
∑
σ∈Sk−1
(−1)σσ∗(u1 ⊗ · · · ⊗ uk−2 ⊗ v)⊗ σ∗
 ∑
τ∈Sk−1
(−1)τeτ(1) ⊗ · · · ⊗ eτ(k−2) ⊗ σk−1(k)

=
1
(k − 1)!
∑
σ∈Sk−1
(−1)σσ∗(u1 ⊗ · · · ⊗ uk−2 ⊗ v)⊗ σ∗ (ωk−2(k)⊗ σk−1(k))
=
1
(k − 1)
∑
σ∈Sk−1
(−1)σσ∗(u1 ⊗ · · · ⊗ uk−2 ⊗ v)⊗ σ∗
(
ω̂k−2(k)⊗ σk−1(k)
)
=
1
(k − 1)
∑
σ∈Sk−1
σ∗(u1 ⊗ · · · ⊗ uk−2 ⊗ v)⊗
(
ω̂k−2(k)⊗ σk−1(k)
)
=
1
(k − 1)u1 · · ·uk−2v ⊗ (ω̂k−2(k)⊗ σk−1(k))
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Finally, [⊕ki=1gi]Sk(u1 · · ·uk−2 ⊗ v) can computed as:
[⊕ki=1gi]Sk(u1 · · ·uk−2 ⊗ v) =
1
k − 1
∑
[ν]∈Sk/Sk−1
(−1)νν∗[u1 · · ·uk−2v ⊗
(
ω̂k−2(k)⊗ σk−1(k)
)
]
1
(k − 1)!
∑
[ν]∈Sk/Sk−1
(−1)νν∗[u1 · · ·uk−2v ⊗ (ωk−2(k)⊗ σk−1(k))]
=
1
(k − 1)!u1 · · ·uk−2v ⊗
∑
[ν]∈Sk/Sk−1
(−1)νν∗ (ωk−2(k)⊗ σk−1(k))]
=
1
(k − 1)!u1 · · ·uk−2v ⊗ ωk−1 = u1 · · ·uk−2v ⊗ ω̂k−1
which is u1 · · ·uk−2v in the identification [Λk−1(V ⊗ Rk) ⊗ εk]Sk ' Sk−1V ⊗ [Λk−1ρk ⊗ εk]Sk ' Sk−1V
determined by choosing as a basis of Λk−1ρk the vector ω̂k−1.
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