Abstract. We prove that, under some mild transverse regularity assumptions, dominated distributions on three-dimensional manifolds are integrable. We also give conditions for unique integrability and as an immediate corollary we get that every partially hyperbolic C 2 diffeomorphism on a three-dimensional manifold whose tangent bundle decomposition satisfies a weak regularity condition is dynamically coherent.
Introduction and Statement of Results
Let M be a Riemannian manifold of dimension m ≥ 2. A d-dimensional foliation F of M is a partition of M into d-dimensional C 1 complete immersed submanifolds W (x) depending continuously on x ∈ M . The submanifolds W (x) are called leaves or integral manifolds of the foliation. A foliation induces a continuous distribution E ⊂ T M of d-dimensional subspaces E x := T x W ⊆ T x M tangent to the leaves of the foliations. It is well known however that not all distributions are tangent to a foliation. Given a distribution of hyperplanes E ⊂ T M we say that E is (uniquely) integrable if there exists a (unique) foliation such that E x := T x W for every x ∈ M .
The integrability, and unique integrability, of a given distribution is a classical and difficult problem, and we will give below some references and remarks concerning various approaches to the problem. We just mention here that for one-dimensional distributions this problem is equivalent to the problem of existence and uniqueness of solutions for ODE's, in particular integrability always holds for continuous distributions and unique integrability for Lipschitz distributions. For higher dimensional distributions, however, integrability cannot be guaranteed even for very regular, e.g. C ∞ or analytic, distributions and therefore some additional information or assumption is required. In this paper we provide some sufficient conditions for the unique integrability of distributions which are implicitly defined by some diffeomorphism and satisfy some dynamical conditions. 1.1. Dominated and Transversally Lipschitz Distributions. To state our main result we introduce the following definitions and notation. A distribution E is dynamically defined if there exists a C 2 diffeomorphism ϕ : M → M such that Dϕ(E) = E ; in this case we also say that E is invariant under Dϕ. A dynamically defined distribution is dynamically Date: August 29, 2014. This paper has benefited from discussions and email exchanges with several people to whom we are very grateful. We mention in particular Christian Bonatti, Andy Hammerlindl, Jana Rodriguez-Hertz, Rafael Potrie, Raul Ures, Marcelo Viana, Amy Wilkinson. for all x ∈ M . We say that a (not necessarily dynamically defined) continuous distribution E is Lipschitz along a C 1 one-dimensional line bundle Z if there exists K > 0 such that for every x, y ∈ M close enough and belonging to the same integral curve of Z we have ∡(E x , E y ) ≤ Kd(x, y).
A sequence of distributions {E (k) } is equi-Lipschitz along Z if the Lipschitz constant K does not depend on k. Finally, a dynamically defined distribution E is sequentially transversally Lipschitz if there exists a C 1 line bundle Z transverse to E and a C 1 distribution E (0) such that the sequence of C 1 distributions E (k) given by
is equi-Lipschitz along Z. With these notions we formulate our main result.
Suppose E is a two-dimensional, continuous, dynamically defined, dynamically dominated, volume dominated, sequentially transversally Lipschitz, distribution. Then E is integrable.
Suppose moreover that E contains a (not necessarily dynamically defined) one-dimensional distribution which is uniquely integrable. Then E is uniquely integrable.
As far as we know there are no existing results in the literature for the integrability of continuous dominated splittings as above without assuming any additional "sub-decomposition" of the bundle E, though some integrability results do exist for partially hyperbolic decompositions which we consider below. Our methods are quite different from existing approaches and we believe that they should generalize to the case of codimension-1 distributions on arbitrary dimensional manifolds.
1.2. Partially Hyperbolic Diffeomorphisms. One important motivation for Theorem 1 is a straightforward application to the more standard setting of partially hyperbolic diffeomorphisms. In fact we shall require here only a very weak version of partial hyperbolicity as follows. Let M be a 3-dimensional compact Riemannian manifold and ϕ : M → M a C 2 diffeomorphism. Suppose there exists a continuous Dϕ-invariant splitting
into "stable", "centre" and "unstable" sub-bundles. We shall say here that ϕ is partially hyperbolic if the stable and unstable sub-bundles are uniformly contracting and uniformly expanding respectively, i.e. for every x ∈ M we have
We remark that the our definition of dynamically dominated is somewhat weaker than the usual definition where it is required that the ratio Dϕ
where m(Dϕ| E u ) denotes the conorm of Dϕ| E u , and the centre bundle admits the following weak domination condition
which says that the central bundle E c is not contracting as much as the stable bundle neither expanding as much as the unstable one. The class of partially hyperbolic diffeomorphisms satisfying our assumptions generalises somewhat the class of partially hyperbolic diffeomorphisms introduced in the 1970's [4, 5, 12] where it is generally assumed that the ratios in (1.2) decay exponentially fast. A standard problem in the theory of partially hyperbolic diffeomorphisms is that of dynamical coherence. We will use here the strongest definition of dynamical coherence and say that a partially hyperbolic diffeomorphism ϕ is dynamically coherent if the subbundles E c , E sc = E s ⊕ E c and E cu = E c ⊕ E u are uniquely integrable, see [3, 6, 2] . Our main result is the following.
Theorem 2. Let ϕ : M → M be a C 2 partially hyperbolic diffeomorphism of a three-dimensional compact Riemannian manifold. Suppose the bundles E sc = E s ⊕ E c and E cu = E c ⊕ E u are sequentially transversally Lipschitz (for ϕ and ϕ −1 respectively). Then ϕ is dynamically coherent.
We emphasize that, while we do not know whether our regularity assumption that the sub-bundles are sequentially transversally Lipschitz is necessary, it cannot be fully relaxed. Indeed, there exist partially hyperbolic diffeomorphisms which are not dynamically coherent even in dimension 3 as illustrated by F.R. Hertz, J.R. Hertz and R. Ures, in [18] where they give an example of non-dynamically coherent partially hyperbolic analytic diffeomorphism on the three torus T 3 . Notice that assuming higher regularity of the splitting, e.g. C 1 , implies that each one-dimensional sub-bundle E s , E c , E u is uniquely integrable, moreover it is shown that E sc and E cu are integrable (see [10] or [15] ).
Previous results on integrability of partially hyperbolic diffeomorphisms include a result by Brin [3] in 2003 who proved dynamical coherence in arbitrary dimension under the assumptions that the stable and unstable foliations have quasi-isometric leaves in the universal cover. This latter condition is fairly restrictive in terms of the topology of the underlying manifold but was verified by Brin, Burago, Ivanov [6] on T 3 for diffeomorphisms which are absolutely partially hyperbolic, a particularly strong form of partial hyperbolicity where condition (1.2) is replaced by the stronger condition
Other results also exist, all for partially hyperbolic diffeomorphisms on 3-dimensional manifolds, but all require quite strong conditions on the geometry/topology of the system. More specifically dynamical coherence is proved in [2] in 2005 under the assumption that there exists an embedded circle γ such that f (γ) = γ and there exists δ > 0 such that W s δ (γ) ∩ W u δ (γ) \ γ contains a connected component that is a circle; in [17] in 2008 assuming denseness of periodic orbits, transitivity, orientability of E c and the fact that ϕ preserves the orientability of E c ; in a recent preprint [11] on manifolds with virtually solvable fundamantal group and under the assumption that there is no periodic torus tangent to E cs or E cu .
1.3. General philosophy and strategy. Theorem 2 is a direct application of Theorem 1. Indeed, if ϕ satisfies the assumptions of Theorem 2 then it satisfies the assumptions of Theorem 1 with E sc = E s ⊕ E c and ϕ −1 satisfies the assumptions of Theorem 1 with E uc = E u ⊕ E c in place of E sc . Thus an application of Theorem 1 first to ϕ and then to ϕ −1 gives the unique integrability of both E sc and E cu and thus the unique integrability of E c and so implies dynamical coherence of ϕ. Therefore it is sufficient to prove Theorem 1 which we view as a general statement about integrability of two-dimensional distributions. There are two main classical approaches to integrability of distributions and we describe these briefly before discussing our general approach.
If a distribution E is C 1 then Frobenius' theorem states that E is uniquely integrable if and only if it is involutive, i.e. for every local frame (system of C 1 linearly independent vector fields X 1 , ..,
where [X i , X j ] denotes the Lie bracket of X i and X j . The involutivity of a distribution is generally non-trivial to verify, especially if the distribution is given implicitly, as in our setting. Nevertheless, it is sometimes possible to show that involutivity follows from some dynamical conditions, see [15] for some recent results and additional references.
If the distribution E is only C 0 then the involutivity approach breaks down because there is no such characterisation of integrability and indeed it is not even possible to speak of Lie brackets and involutivity. One standard approach in this case is the so-called graph transform method, which consists of "pulling back" a sequence of manifolds and show that the corresponding sequence of pull-backs converges to a geometric object which can be shown to be a unique integral manifold of the distribution. This method goes back to Hadamard and has been used in many different settings but, generally, cannot be applied in the partially hyperbolic setting where the dynamics in the central bundle is allowed to have a wide range of dynamical behaviour, in particular the dynamics in the central bundle may be expanding and this makes it impossible to apply any graph transform arguments to E sc under our assumptions. This is perhaps one of the main reasons why this setting has proved so difficult to deal with.
The strategy we use here can be seen as a combination of the Frobenius involutivity approach and the Hadamard graph transform method. Rather than approximating the desired integral manifold by a sequence of manifolds we approximate the continuous distribution E = E sc by a sequence {E (k) } of C 1 distributions obtained dynamically by "pulling back" a suitably chosen initial distribution. Since these approximate distributions are C 1 , the Lie brackets of C 1 vector fields in E (k) can be defined. If the E (k) are involutive, then each one admits an integral manifold E (k) and it is fairly easy to see that these converge to an integral manifold of the original distribution E, but still does not necessarily give foliation. However this is generally not the case and we need a more sophisticated argument to show that the distributions E (k) are "asymptotically involutive" in a particular sense which will be defined formally below. For each k we will construct an "approximate" local center-stable manifold W (k) which is not an integral manifold of E (k) (because the E (k) are not necessarily involutive) but is "close" to being integral manifolds. Further estimates, using also the asymptotic involutivity of the distributions E (k) , then allow us to show that these manifolds converge to an integral manifold of the original distribution E. Finally, with our method of constructing integral manifold of E, we are able to show that it is enough to get a line bundle in E which is uniquely integrable in order to get unique integrability of E.
Reduction of the proof to two technical results
We now give a more detailed outline of this strategy, introduce some notation, and reduce the proof of Theorem 1 to a couple of key technical results which will be proved in the rest of the paper. Let E (0) be a C 1 two dimensional distribution transverse to F whose pullbacks E (k) defined by (1.1) satisfy the equi-Lipschitz conditions assumed in the theorem. In Section 3 we will prove the intuitively obvious result that E (k) converges pointwise to the distribution E in the sense that E
Note that by this observation one can actually fix the starting distribution E (0) as close to E as required, by pulling it back some finite number of steps. Moreover since ϕ is C 2 , the derivative map Dϕ is C 1 and the initial distribution
We now fix some arbitrary point x 0 ∈ M and a local chart (U , x 1 , x 2 , x 3 ) centered at x 0 . It is sufficient to show unique integrability in U . We can assume (up to change of coordinates) that ∂/∂x 3 is the direction along which the sequence of distributions E (k) is equi-Lipschitz and also that, letting E ′ ⊂ E denote the the one-dimensional uniquely integrable distribution in E, does not lie either in the plane span{∂/∂x 1 , ∂/∂x 3 } or in the plane span{∂/∂x 2 , ∂/∂x 3 }, i.e.
In particular the convergence of E (k) to E implies that there exists some k 0 such that for k ≥ k 0 also the distributions E (k) are transverse to the coordinate axis ∂/∂x 3 . Then, letting P ij be the planes spanned by ∂/∂x i and ∂/∂x j , for k ≥ k 0 , we define linearly independent unit vector fieldsX (k) andỸ (k) in the directions of E (k) ∩ P 13 and E (k) ∩ P 23 respectively, which have the form
for some C 1 functions a k i , b k i . Since E (k) → E, these vector fields converge to unit vector fields in the directions of E ∩ P 13 and E ∩ P 23 respectively, which have the form
∂ ∂x 3 where a i , b i are continuous functions (since E is only continuous). Moreover, |a 1 |, |b 1 | > 0 everywhere otherwise these limits would lie in E ∩ ∂/∂x 3 contradicting the transversality conditions. Moreover, for k ≥ k 0 , a k 1 , b k 1 are uniformly bounded away from zero and we can scaleX (k) ,Ỹ (k) respectively by 1/a k 1 and 1/b k 1 to get two vector fields X (k) , Y (k) of the form
are not unit vector fields, but their norms are bounded above and below and they converge to linearly independent continuous vector fields X, Y which span E and have the form
The reason for choosing a local frame of vectors in this form is that it follows by straightforward calculation that the Lie bracket of X (k) and Y (k) at every point of U lies exactly in the ∂/∂x 3 direction, more specifically there exists a continuous function c (k) defined in U such that the Lie bracket between X (k) and Y (k) has the form
. This will play a crucial role in our argument below.
Observe also that by the tranversally Lipschitz condition and the fact that the axis ∂/∂x 3 is choosen to be the direction where the sequence {E (k) } k>1 is equi-Lipschitz then we have ∂X (k) /∂x 3 and ∂Y (k) /∂x 3 are uniformly bounded which implies that
for a uniform constant C > 0 (since a k i and b k i satisfy a uniform bound). We will now use the local frames {X (k) , Y (k) } to define a family of local manifolds which we will then show converge to the required integral manifold of E. We will use the relatively standard notation e tX (k) to denote the flow at time t ∈ R of the vector field X (k) . Then we let
This corresponds to the endpoint of the path obtained by starting from x 0 and applying the flow corresponding to the vector field Y (k) for time s and then applying the flow corresponding to the vector field X (k) for time t. This function is well defined for all sufficiently small s, t so that the composition of the corresponding flows remains in the local chart U in which the vector fields X (k) , Y (k) are defined. Since the vector fields X (k) , Y (k) are uniformly bounded in norm, choosing ǫ sufficiently small the functions W (k)
The core part of our technical estimates is then to show that the family {W (k)
x 0 (U ǫ )} is a family of submanifolds through x 0 which are equi-Lipschitz and to show that any limiting geometric object of this family is indeed the required (unique) integral manifold of E sc .
To show that W (k)
x 0 (U ǫ ) is a submanifold it is sufficient to show that the differential of the map W
and ∂W
Thus we need to show that the vectors X (k) and (e tX (k) ) * Y (k) are linearly independent. Since X (k) and Y (k) are linearly independent by construction (and the angles between the vectors of X (k) and Y (k) are uniformly bounded away from zero) it is sufficient to show that (
, at least for sufficiently large k. This is the main technical estimate in the proof.
This has the immediate consequence that for all t ∈ (−ǫ, ǫ) we have
Thus the maps W (k)
x 0 are embeddings and define submanifolds through x 0 (we emphasize that in general they are not integral manifolds of E (k) ). Moreover, since X (k) , Y (k) have uniformly bounded norms, it follows by Proposition 2.1 that DW (k)
x 0 has bounded norm uniformly in k and therefore the family {W (k)
x 0 } is a compact family in the C 1 topology. By the Arzela-Ascoli Theorem this family has a subsequence converging to some limit (2.3)
We claim that W x 0 (U ǫ ) is an integral manifold of E. Indeed, as k → ∞, X k → X, Y k → Y and {X, Y } is a local frame of continuous vector fields for E, in particular X, Y are linearly independent and span the distribution E. Moreover, by Proposition 2.1, the partial derivatives ∂W (k)
x 0 /∂t and ∂W (k)
x 0 /∂s are converging uniformly to X and Y and therefore ∂W x 0 ∂t = X and
This shows that W x 0 (U ǫ ) is a C 1 submanifold and its tangent space coincides with E and thus W x 0 (U ǫ ) is an integral manifold of E, thus proving integrability of E. To get uniqueness we will use the fact that E contains a uniquely integrable one-dimensional distribution and prove the following result. This implies the unique integrability of E by contradiction. Indeed, if there are two integral manifolds of E through x 0 then at least one of the vector fields X and Y cannot satisfy uniqueness of solution through some point x ∈ U , contradicting the statement in Proposition 2.2.
Dominated Splitting estimates
This section is devoted to the proof the following proposition.
Proposition 3.1. Let M be a three-dimensional manifold and let E be a two-dimensional, continuous, dynamically defined, dynamically dominated, volume dominated, distribution. Let E (0) be a C 1 distribution transverse to F and let {E (k) } k≥1 be a sequence of C 1 distributions satisfying (1.1). Then
x → E x as k → ∞ for every x ∈ M . Moreover, there exist a constant C > 0 and k 0 > 0 such that for all k > k 0 and x ∈ M we have
Both statements in the Proposition follow by fairly elementary arguments from the condition of dynamical domination. The first statement about the pointwise convergence in (3.1) is quite standard, we just sketch the argument here after recalling some basic notions and properties of partially hyperbolic systems (see [16] for details) First of all we introduce a metric, sometimes called an adapted metric, which orthonormalizes the splitting E ⊕ F that will simplify the calculations. For v = v E + v F , w = w E + w F ∈ E ⊕ F we define the Lyapunov metric by
Let | · | be the norm associated to the Lyapunov inner metric which satisfies
One can show that | · | is equivalent to the Euclidean norm · , i.e. θ v ≤ |v| ≤ v for every v ∈ T M where θ depends on the minimum angle between E and F (which is uniformly bounded below). Given a point x ∈ M , and α > 0, we define the cone at x around E x of angle α by
and then it is easy to see that due to invariance of the splitting and the dynamical domination condition, the family of cones are invariant and satisfy
, which immediately implies (3.1).
To prove the second statement (3.2) in the Proposition, we will use the volume domination condition. Observe first of all that for x ∈ M and k > 1, Dϕ k x maps the unit circle of E
into an ellipse and the quantity |det(Dϕ k | E (k) )| is given by the product of the length of the two axes of that ellipse. Moreover if v, w ∈ E (k) x are the unit vectors that are mapped to axes of the ellipse from the minor to the major respectively then, letting (Dϕ k x ) * denote the conjugate operator with respect to the adapted metric,
be the two orthonormal vectors which realize the maximum and minimum of Dϕ k
and the same for w. By the invariance of the splitting one has that v
w k E and the same for the unstable parts.
Proof. Note that E (k) = Dϕ −k E (0) and therefore E (k) lies in a center-stable cone of angle α. Then all the statements routinely follow.
Lemma 3.3. There exists a constant K > 0 such that
Using the same for w k one obtains the lemma. 
But by lemma 3.2 |v
Again by Lemma 3.2 we have |v k,k |/|v k,k E | ≃ 1 and therefore cos(θ k ) ≃ 1. The same arguement also applies for w k,k and w
Since by Lemma 3.4 the angles between all these vectors are uniformly bounded below with respect to k, one has that |v
Combining Lemma 3.5 and 3.3 gives the statement in Proposition 3.1.
Lie bracket estimates
From now on and for the rest of the paper we assume the setting of Theorem 1 and the notation introduced in Section 2. In this section we will prove that the sequence of approximating C 1 distributions E (k) is "asymptotically involutive" in the following sense.
Proposition 4.1. There exists C > 0 such that for every x ∈ U and k ≥ 1,
Recall from the definition of the vector fields X (k) and Y (k) that they span the distribution E (k) and that their bracket [X (k) , Y (k) ] always lies in the direction of the coordinate axes ∂/∂x 3 which is transverse to E (k) . Therefore involutivity of
Notice that the volume domination condition states precisely that the right hand side decays to 0 as k → ∞ and therefore implies that the norm of the bracket also decays.
As a first step in the proof we reduce the problem to that of estimating the norm of a certain projection of the bracket of an orthonormal frame. More specifically, for k ≥ 0, let F (k) denote the orthogonal to E (k) with respect to the Lyapunov metric. and let π k denote the orthogonal projection (with respect to the Lyapunov metric) onto F (k) . Lemma 4.2. There exist a constant C > 0 and k 0 > 0 such that for every k ≥ k 0 and any
Proof. Notice that since F and
and
2 We note that we have assumed in the statement of the Lemma that the frames {Z (k) , W (k) } are orthonormal only for simplicity. The same statement holds as long as the angle between Z (k) , W (k) are uniformly bounded away from 0 (in which case the constant C would also depend on the bound for these angles). In our application of this Lemma below, it is sufficient to have the statement for orthonormal vector fields.
By bilinearity of the Lie bracket and the fact that
By orthonormality of {Z (k) , W (k) }, we have |α
i | ≤ Y (k) and since these are uniformly bounded, the same is true for |α
1 | and so we get the result. By Lemma 4.2 it is sufficient to obtain an upper bound for the quantity π k [Z (k) , W (k) ] for some C 1 orthonormal frame. In particular we can (and do) choose C 1 orthonormal frames {Z (k) , W (k) } of E (k) such that for every x ∈ U and every k ≥ 1 we have
For these frames we prove the following.
Lemma 4.3. There exists C > 0 such that for every k ≥ k 0 we have
For the proof of Lemma 4.3 we will need the following estimate. 
)| Note that ker(π 0 ) = E (0) (which is transversal to E u ) and since Dϕ k F (k) → F , for k large enough the angle between Dϕ k F (k) and E (0) is uniformly bounded away from 0. Therefore the linear map π 0 |Dϕ k F (k) : Dϕ k F (k) → F 0 is bijective so it has non-zero conorm that is there exists C > 0 such that C −1 w ≤ π 0 w ≤ C w . Now observe that for every y ∈ M there exist 2 orthonormal vector fields A y , B y that span E (0) in a neighborhood of y and by compactness we can suppose that we have finitely many pairs, say (A 1 , B 1 ) , ..., (A ℓ , B ℓ ) of such vector fields which together cover the whole manifold. We denote by U i the domain where the vector fields A i , B i are defined and let Proof of lemma 4.3. Let
. Therefore, since
and in particular π 0 (Z (k) ) = π 0 (W (k) ) = 0. Therefore we get
. Then using Lemma 4.4 we have
Combining (4.2) and (4.3) we get
Putting this into equation (4.1) and using the fact that π 0 [Z (k) ,W (k) ] is uniformly bounded by lemma 4.5 one gets
| and by continuity of the norm the fact that F (k) → F and that F dominates E one also has that ||Dϕ k | F (k) || > C||Dϕ k | F || (the fact that C does not depend on k follows again from standard cone arguments), so one gets
This concludes the proof of Lemma 4.3.
Combining Lemma 4.3 and Lemma 4.2 we get the desired bound in Proposition 4.1.
Integrability
We are now ready to complete the proof of Proposition 2.1. The two statements in the Proposition are completely symmetric and so we will just carry out the calculations for the first one, the calculations for the second one proceed in exactly the same way. We recall first of all the following property of the action of a flow on vector fields that can be found in [1] : for any C 1 vector fields V, W on M and any t ∈ R we have
By the mean value theorem this gives
Using Proposition 5.1 and the fact that lim k→∞ a (k) = a we get
Finally, using Proposition 2.2 we get
The same calculations give the other limit.
Lemma 6.2. If X and Y are curves through x ∈ U tangent to X and Y respectively then there exists η > 0 such that for k > 1 the maps
defined for |t|, |s| < η, are parametrizations of 2-dimensional manifolds. Moreover the sequences
) have convergent subsequences and any limit is tangent to E.
Proof. The argument is essentially identical to that given in Section 2 to show that Proposition 2.1 implies the existence of integral submanifold of E. In this case using the chain rule we have
and therefore we just use Lemma 6.1 in place of Proposition 2.1 to obtain the same conclusion.
Proof of proposition 2.2. Once again, we just prove the statement for the vector field X, the proof for Y is analogous. This is the first (and only) moment in which we will use the existence of a unique integrable sub-bundle E ′ ⊂ E as in the assumptions of Theorem 1. We assume by contradiction that there are two curves X 1 and X 2 through x ∈ U and tangent to X. Let η > 0 be small enough such that X 1 (t) = X 2 (s) for all s, t ∈ (0, η) and X 1 (0) = X 2 (0) = x. For i = 1, 2 and every k ≥ 1 we define the maps To simplify the notation we shall write W (k) i to denote the geometric object defined by the image of the map on its domain, i.e. W X i ∩ (W 1 ∩ W 2 ) = {x} i.e. each manifold W i contains the corresponding curve X i over which it is "constructed" in (6.1), but cannot intersect the other curve X j , j = i except in the point x which is by assumption the only point of intersection of the two curves. It is therefore sufficient to show that W 1 ∩ W 2 contains a twodimensional neighbourhood of x since this implies that each W i coincides with W 1 ∩ W 2 in a neighbourhood of x and therefore some neighbourhood of x in each X i belongs to W 1 ∩ W 2 , contradicting (6.2) and therefore our assumptions.
To show that W 1 ∩ W 2 contains a two-dimensional neighbourhood of x we will show that there exists a curve Y ⊂ W 1 ∩ W 2 through x which is everywhere transverse to the uniquely integrable sub-bundle E ′ . Each integral curve of E ′ through a point y ∈ Y then must belong both to W 1 (by considering E ′ restricted to the tangent spaces of W 1 ) and to W 2 (by considering E ′ restricted to the tangent spaces of W 2 ) and therefore belongs to the intersection W 1 ∩ W 2 . Therefore, taking the integral curves of E ′ through points of Y we get a two-dimensional surface containing Y and contained in W 1 ∩ W 2 .
It thus just remains to prove the existence of the curve Y as in the previous paragraph. For simplicity we re-index the subsequence {k lm } above and simply use the index k. For k > 1 we define Y (k) : (−η, η) → U by
Then we have Y (k) (t) = W The fact that Y is transversal to E ′ follows from the fact that by construction Y belongs to the ∂ ∂x 2 ⊕ ∂ ∂x 3 plane and therefore must be transverse to E ′ by (2.1). This completes the proof.
