Abstract. As a non-invasive imaging modality, optical coherence tomography (OCT) can provide micrometer-resolution 3D images of retinal structures. Therefore it is commonly used in the diagnosis of retinal diseases associated with edema in and under the retinal layers. In this paper, a new framework is proposed for the task of fluid segmentation and detection in retinal OCT images. Based on the raw images and layers segmented by a graph-cut algorithm, a fully convolutional neural network was trained to recognize and label the fluid pixels. Random forest classification was performed on the segmented fluid regions to detect and reject the falsely labeled fluid regions. The leave-one-out cross validation experiments on the RETOUCH database show that our method performs well in both segmentation (mean Dice: 0.7317) and detection (mean AUC: 0.985) tasks.
Introduction
Optical coherence tomography is an established imaging modality in ophthalmology that provides micrometer resolution 3D images of sub-surface biological tissue. It can be used to monitor disease progression, such as in diabetic retinopathy or age-related macular degeneration (AMD). High quality visualizations of the retinal structures provided by OCT images can improve the understanding of the onset and development of these retinal diseases, which are increasing in prevalence and are major causes of visual morbidity [6] . As such, tools to evaluate the health of the retina non-invasively and quantitatively are urgently needed. Previously, our group used machine learning to segment the retinal vasculature in OCT angiograms [12] with promising results. Accurate segmentations of regions of cystic macular edema (denoted as "fluid") are also of interest to ophthalmic clinicians. Although 3D OCT images can visualize these regions of fluid, quantitative measurements of size in response to treatment require automated computational algorithms.
Fully convolutional neural networks (FCN) have demonstrated excellent performance for image segmentation tasks [9] . An advanced version, the U-net [13] , has proven to out-perform other methods in the application of segmenting small data sets of medical images, such as neural structures [13] , the kidney [5] and liver tumors [4] . In this paper, we present a novel FCN-based framework for the segmentation and detection of retinal fluid in OCT images. The network used for segmentation followed the U-net structure detailed in Section 2.2, but took additional spatial information as input. Segmentation results were further improved by random forest classifiers trained on the candidate fluid regions.
Methods
Our framework for the segmentation and classification of retinal fluid consisted of three steps: 1) Layer segmentation -pre-process the image and segment the internal limiting membrane(ILM) and the retinal pigment epithelium (RPE); 2) Fluid detection -detect potential fluid regions using fully convolutional neural network(FCN); 3) Classification -extract features from potential fluid regions and train a classifier to reject false fluid regions.
Materials
The images used in this study are provided by the MICCAI RETOUCH Group 
Layer Segmentation
Axial motion between scans was corrected using cross-correlation. Bounded variation (BV) 3D smoothing was applied to the motion-corrected intensity B-scans in order to reduce the effect of speckle while preserving and enhancing the boundaries between retinal layers. Next, the ILM and RPE were automatically segmented using a 3D graph-cut based algorithm [8] .
Fully Convolutional Neural Network
The network architecture is illustrated in Fig 2. It shared a similar structure as the standard U-net [13] except the input image contained a second channel in addition to the raw image. Relative distance maps were concatenated to the raw image as the second channel based on the assumption that the location of the fluid within the retina was an important property to determine the type of fluid. Since a network that classifies each pixel solely by the intensities of its neighbours cannot capture this information, additional inputs were necessary to better classify the different fluid types. For a pixel (x, y) in the relative distance map, its intensity in the relative distance map is defined as:
where Y 1 (x) and Y 2 (x) represent the y-coordinate of ILM and RPE, respectively. There were two paths in the network architecture: the contracting path (left side) and the expansive path (right side). Each path consisted of 4 blocks. In each block there were two convolutional layers with kernel size 3 × 3 and a rectified linear unit (ReLU) after each convolution operation. A 2×2 max pooling layer with stride 2 was then added to the contracting path and a 2 × 2 upconvolution layer was added to the expansive path. Shortcut connections were added to the layers with the same resolution from the contracting path to the expansive path to provide high-resolution features. After the expansive path, a 1 × 1 convolutional layer was used to map the features to a 4 channel probability map corresponding to background, IRF, SRF and PED. For each pixel, the channel with the highest probability was chosen as the segmentation result.
The network was trained end-to-end with a pixel-wise softmax function p j (z) = e zj / 4 k=1 e z k combined with a cross entropy loss function:
where z j denotes the probability in channel j, N is the number of input samples, j represents the class of samples, x i , y i are the feature vector and label of the i th sample and h represents the network function.
To avoid overfitting, a dropout layer [14] was inserted before the 1 × 1 convolutional layer. During the training stage, only half of the units were randomly retained to feed features to the next layer, while in the testing stage, all the units were kept to generate the segmentation. Without training all units on every sample, it reduced overfitting by preventing co-adaption on the training data. Because there were far more background pixels than fluid pixels, the training set was highly imbalanced. Training with equation 2 would result in a network tending to predict most pixels as background. Therefore, the network was trained only with true positive and false positive pixels with a learning rate of 10 −4 .
One important advantage of FCN is that without any fully connected layer, the network can be applied to images of arbitrary size. In this study, although the sizes of images from 3 devices were not the same, the network trained on one data set was used to initialize the networks for the other two data sets to accelerate the training process.Due to the limited number of training samples, data augmentation is essential to prevent overfitting and increase the robustness and invariance properties of the network. Three processes -flip, rotation and zooming -were applied to the training samples. The rotation degree was from −25
• to 25
• and the maximum zooming ratio was 0.5. 
Random Forest Classification
Because the network tended to over-segment, random forest classifiers [3] were trained to rule out false positive regions and determine the presence of fluid for each volume [10] . In every B-scan of the given volume, potential fluid pixels with 8-connectivity were defined as a candidate region, and regions with less than 3 pixels were removed. For each candidate region, a bounding rectangle whose edge was 1.2 times the tight bounding box was extracted from which a 16 dimension feature vector was then further extracted. The features included the major and minor axis lengths, ratio of major and minor axis lengths, perimeter, area, ratio of perimeter and area, eccentricity, orientation, variance of the cyst height at each column, average intensity inside the cyst, average intensity outside the cyst, intensity difference of inside and outside, intensity variance inside, intensity kurtosis inside, intensity skewness inside, and the relative distance of the center pixel as defined in equation 1. The label of candidate region was defined by r = area(S1∩S2) min(area(S1),area(S2)) , where S 1 is the segmented region and S 2 is the manual segmentation. The candidate region was labeled as truth when r > 0.7, or vice versa.
Three random forest classifiers were trained for each type of fluid separately. To avoid the effect of imbalanced training samples, the weight of positive samples and negative samples were set as N (negative)/(N (negative) + N (positive)) and N (positive)/(N (negative)+N (positive)) respectively, where N (·) represents the number of samples. The output probability of the random forest classifier was compared with a threshold to determine the label of each sample. A threshold of 0 to 1 with an interval of 0.01 was tested by a 5-fold cross validation on the training set and the one which resulted in the maximum F measure = 2×precision×recall precision+recall was selected.
To detect the presence of fluid in volume k, first the probability of each B-scan containing fluid was defined as the highest probability of all candidate regions within the scan. As fluid usually existed within multiple B-scans, the mean of the 10 highest probabilities over all B-scans in the volume were calculated to determine the presence of fluid.
Experiments and Results
The deep neural network was built with an open source deep learning toolbox, Tensorflow [2] . To evaluate the performance of our proposed approach, leaveone-out experiments were performed on each data set. At every iteration, a single volume was used for testing and the rest were used to train the neural network and 3 random forest classifiers corresponding to each type of fluid. The segmentation performance was evaluated by Dice index and absolute volume difference(AVD):
Both Dice and AVD were computed per volume. For each type of fluid, the segmentation was measured separately, and volumes which doesn't contain this type of fluid were ignored for its measurement. The mean and standard deviation of AVD is presented in Table 1 and the Dice index was displayed in Fig 3. The red + indicates outliers that were caused by two reasons: 1) the volume only contained a very small area of fluid and the proposed method failed to detect it, such as left panel in Fig 4; 2) the retina was warped too much, such as right panel in Fig 4 due to extremely severe disease and the proposed method could not recognize all of the fluid pixels, as there was no similar volume with which to train the network in the leave-one-out experiment. For the detection of fluid present in each volume, the Receiver Operating Characteristic (ROC) curve was created by comparing the probabilities to the manual label and the area under the curve (AUC) was calculated. The probability of each volume was defined as the mean probability of 10 B-scans that mostly likely contained that type of fluid. The result is displayed in Fig 5 . 
Conclusion
In this paper, we described a novel framework to automatically segment the fluid regions in 3D retina OCT images, and detect different fluids types. Based on ILM and RPE layer segmentations using a graph-cut technique, a relative distance map was generated and concatenated with the raw image as an input to train a fully convolutional deep neural network. Pixels classified as potential fluid by the network were then grouped into different regions based on their 8-connectivity. For each type of fluid, a random forest classifier was trained on those candidate regions to rule out false positive samples and determine the fluid presence in each volume. The proposed new method showed good performance in the leave-one-out experiments with 3 different training sets. Due to the limited number of training samples in the given data sets, the segmentation algorithm performed poorly on some volumes. As more data is accumulated in the future, we expect better accuracy in both fluid segmentation and detection.
