SUMMARY String-topology multi-hop network is often selected as an analysis object because it is one of the fundamental network topologies. The purpose of this paper is to establish expression for end-to-end delay for IEEE 802.11 string-topology multi-hop networks. For obtaining the analytical expression, the effects of frame collisions and carrier-sensing effect from other nodes under the non-saturated condition are obtained for each node in the network. For expressing the properties in non-saturated condition, a new parameter, which is frame-existence probability, is defined. The end-to-end delay of a string-topology multi-hop network can be derived as the sum of the transmission delays in the network flow. The analytical predictions agree with simulation results well, which show validity of the obtained analytical expressions.
Introduction
Mathematical models are effective for comprehending the essence of network dynamics. This is because effects of system parameters to network dynamics and performances can be obtained explicitly from the mathematical model. Even though the quantitative accuracy is lost due to some idealizations and approximations, it is important to obtain the qualitative evaluations of the network performances as functions of system parameters. A network-simulator usage is the major method for the performance evaluations. When network simulators are used for evaluations, it is possible to obtain more accurate results than analytical results. The network simulators, however, provide network dynamics at a fixed parameter set. Therefore, it takes much computation cost when statistical data, such as throughput and collision probability and/or the system evaluations in wide-parameter region are needed for evaluations. It is possible to derive the statistical performance easily with low computation cost by using analytical expressions. In this sense, the analytical expressions of network performance are applicable to system designs. Especially, the analytical expressions are powerful tool of the system optimization [1] - [6] , [22] , [23] .
Recently, the analytical derivations of maximum throughputs for multi-hop networks have been paid attention by many researchers [1] - [13] . The string-topology network is often selected as an analysis object because it is one of the fundamental and simple multi-hop network topologies. Actually, many multi-hop-network analysis techniques were developed from the string-topology multi-hop network analyses.
For evaluating network performances, the saturated end-to-end throughput is one of the important factors. For obtaining the end-to-end throughputs in string-topology multi-hop networks, it was proposed that the Medium Access Control (MAC)-layer operations with respect to each node are expressed by using the 'airtime' expressions. The airtime is defined as time shares of three states, which are transmission, carrier-sensing and channel-idle states at each node. The analytical procedure using airtime expressions is effective for consideration of the complex interferences among network nodes. Additionally, by associating the MAC-layer properties of network nodes with a network flow, the maximum end-to-end throughput can be obtained analytically [1] - [8] .
On the other hand, the end-to-end delay is also an important evaluation factor [15] - [24] . When frames are dropped on the way of multi-hop flow, the end-to-end delay is regarded as infinity. Therefore, the end-to-end delay should be discussed in non-saturated condition. The end-to-end delay analyses until now have been conducted for evaluating MAC protocols. Therefore, it is assumed that the collision probabilities of all the nodes are identical. However, the collision probabilities of network nodes are different one another in a string-topology network. For obtaining the end-to-end delay of string-topology networks, it is necessary to express the MAC-layer operations such as collision-and frame-transmission probabilities with respect to each node in non-saturated condition. Additionally, network flow should be considered by associating the expressions with respect to each node.
The purpose of this paper is to establish expression for end-to-end delay for IEEE 802.11 string-topology multi-hop networks. For obtaining the analytical expressions, the effects of frame collisions and carrier sensing effect from other nodes under the non-saturated condition are obtained for each node in the network. For expressing the properties in non-saturated condition, a new parameter, which is frame-existence probability, is defined. The end-to-end delay of a string-topology multi-hop network can be derived as the sum of all the transmission delays in the network flow. The analytical predictions agree with simulation results well, which show validity of the obtained analytical expressions.
Motivation and Background

String-Topology Multi-Hop Network
The string-topology networks are important and often considered in Vehicular Ad-hoc NETworks (VANETs) [9] - [12] . The VANETs require the data frames to be relayed via multiple hops between vehicles on the spot [12] . IEEE 802.11p specifies the physical-and MAC-layer features such that IEEE 802.11 could work in a vehicular environment. Because multi-hop vehicles are in line on the road, the vehicle-to-vehicle communications are often modeled by communications on string-topology multi-hop networks [9] . Though the string-topology network is a simple network topology, it is not easy to comprehend a network behavior. In this sense, it can be stated that analytical expressions of string-topology multi-hop network performances are useful and valuable.
Throughput Analysis for IEEE 802.11 Multi-Hop
Network: From Saturated Throughput to Non-Saturated One
The first interest to multi-hop network analysis is the derivation of saturated or maximum network throughput [1] . Compared with the Wireless Local Area Network (WLAN) analysis [13] , the considerations of hidden node problems let the multi-hop network throughput analysis be difficult. Therefore, the description of hidden node collisions is a important and key technique for wireless multi-hop network analysis. One of the effective approaches for the multi-hop network analysis is use of the 'airtime' expressions, which are time shares of the network-node states [1] - [8] . Because the channel-access situation can be expressed by using network-node airtimes, frame-collision probabilities induced by hidden nodes can be expressed with simple form.
The individual network-node operations are associated by "flow constraint" conditions, which express the Network-layer property. For obtaining the maximum throughput of multi-hop networks, it is assumed in [1] - [8] that all the nodes have at least one frame in the transmission buffer. Therefore, 'airtime' expressions in [1] - [8] cannot express the operation in non-saturated condition.
Delay Analysis: From WLAN to Multi-Hop Network
Delay analyses of WLANs have been carried out actively to evaluate MAC access delay and queueing delay [13] , [14] . WLANs have single-hop communications between access point and stations. Therefore, delay analyses in [13] , [14] focus on the MAC-layer property under the assumption that MAC-layer operations of all the nodes are homogeneous.
Delay analyses of wireless multi-hop networks also have been carried out actively [15] - [24] . As the first-step of delay analysis in multi-hop networks, the end-to-end delay was given under the assumption that there is no frame collision induced by hidden nodes [18] - [24] . As stated before, in wireless multi-hop networks, however, effects of hidden node collisions cannot be ignored. Therefore, the end-to-end delay analysis taking into account the hidden node collisions has been carried out [24] . In the analysis of [24] , however, it is assumed that collision probabilities of all the nodes are identical. Namely, the heterogeneous network-node operations along a network flow have never been considered in multi-hop networks. Actually, network nodes have different collision probabilities in the string-topology network. Therefore, the conventional delay analysis is not suitable to derive the end-to-end delay of string-topology network. For obtaining the end-to-end delay of multi-hop network with high accuracy, it is necessary to consider individual states of network links, which are frame-transmission, carrier-sensing and channel-idle durations. It is considered that the individual node behavior can be expressed by using the individual states of network links.
End-to-End Delay Analysis
The purpose of this paper is to obtain end-to-end delay for the IEEE 802.11 string-topology multi-hop networks. The most important contribution of the proposed analysis is that the non-saturated network dynamics model is constructed by using airtimes. In the proposed analytical expressions, all the MAC-layer properties such as frame-collision probability and frame-existence probability are expressed as functions of transmission airtime and offered load. By using the MAC-layer model, the problem of end-to-end delay derivation is narrowed to the transmission-airtime determinations with respect to each node. For obtaining the transmission airtime, the MAC-layer properties of individual nodes are associated to network flow, which is regarded as Network-layer characteristics. By using the associations, the transmission airtimes of network nodes are fixed uniquely and the end-to-end delay of the string-topology network can be obtained. From the analysis in this paper, we can obtain transmission delays, throughputs, collision probabilities, and frame-existence probabilities as functions of offered load with respect to each node, which provide the end-to-end delay and the end-to-end throughput. Figure 1 shows a H-hop string-topology multi-hop network, which is the analysis subject in this paper. The analysis in this paper is based on the following assumptions, which follow the assumptions in [1] - [24] .
1. Each node is equipped with a single radio transceiver and all the network nodes use the same radio channel. 2. Only the source node (Node 0) generates fixed sized UDP data frames following Poisson distribution. The destination of the frames is Node H. 3. Channel conditions of all the links are ideal.
Namely, transmission failures occur only due to frame collisions. 4. Frame collisions between DATA and ACK frames and those among the ACK-frames transmissions can be ignored because ACK-frame length is shorter than DATA-frame length. 5. Node i can transmit DATA and ACK frame only to Nodes i ± 1. Additionally, Nodes i ± 1 and i ± 2 can sense Node-i transmissions. Namely, Nodes i and i + 3 are in the hidden node relationships [26] . 6. Each node has an infinite buffer for storing frames.
MAC-Layer Operations of Individual Node
Generally, a network node must be in one of three states, which are frame-transmission, carrier-sensing, and channel-idle states [3] - [6] .
Airtime
In this analysis, we use the airtime expressions, which are time shares of the node states with respect to each node. The transmission airtime is the time share of frame transmissions, which includes both the successful-and the failure-transmission times. The transmission airtime of Node i is expressed by
where s i is the sum of the durations of the DATA frame (DATA) transmission, ACKnowledgement frame (ACK) transmission, Distributed InterFrame Space (DIFS) and Short InterFrame Space (SIFS) in T ime. s i includes both the successful-and the failure-transmission durations. Therefore, X i includes both the successful-and the failure-transmission times. By using the transmission airtime, MAC-layer properties can be considered in average time field. The carrier-sensing airtime consists of frame-reception durations from the previous node and carrier-sensing durations from other nodes in the carrier-sensing range. Therefore, the carrier-sensing airtime is regarded as the sum of frame-transmission durations in all the nodes in the carrie-sensing range. For expressing the carrier-sensing airtime, simultaneous frame-transmissions among carrier-sensing range nodes should be considered. There is a possibility that the Nodes i and i + 3 can transmit frames simultaneously because these two nodes are in the hidden node relationship. Both Nodes i and i + 3 never transmit frames when common carrier-sensing range nodes of Nodes i and i + 3 transmit a frame. Because the common carrier-sensing range nodes of Nodes i and i + 3 are Nodes i + 1 and i + 2, the carrier-sensing airtime of Node i is
where ν(i) is the set of carrier-sensing node numbers of Node i. When a node is in neither transmission state nor carrier-sensing states, the channel related with the node is idle. Namely, the channel-idle airtime is expressed as
It is possible for a node to decrease Backoff Timer (BT) when the channel of the node is in the channel-idle state.
In spite of channel-idle state, the node does not work when the node has empty buffer. This is a difference between the saturated and non-saturated conditions.
Collision Probability
In string-topology networks, two types of frame collisions with hidden nodes and carrier-sensing range nodes occur. Because these two collisions are disjoint events, the frame-collision probability of Node i is expressed as
where γ H i is hidden node collision probability of Node i and γ C i is carrier-sensing nodes collision probability of Node i. A hidden node collision occurs when Node i starts to transmit a frame during the Node i + 3 transmitting a DATA-frame. The collision probability of this type hidden node collision is expressed as
where a = DAT A/(DIFS +DAT A+S IFS +ACK), in which DAT A is the transmission time of the DATA frame, DIFS is the duration of the DIFS, S IFS is the duration of the SIFS, ACK is the transmission time of the ACK frame. Additionally, a hidden node collision also occurs when the Node i + 3 starts to transmit a frame during the Node-i transmitting a DATA frame. In this paper, it is assumed that "the probability that a frame transmitted by Node i is collided with a frame from Node i + 3 due to the Node i + 3 transmission start" is the approximately equal to "the probability that Node i transmits a DATA frame when the BT of Node i + 3 is zero" [1] - [8] . This assumption means that the amount of transmission attempts for Node i is the same as that for Node i + 3. When multi-hop network is in the saturated state, the largest difference of the transmission attempts between Node i and Node i + 3 appear. Because analytical results in [1] - [8] show the good agreements with simulation results in saturated state, it is thought that this assumption is valid for the analysis in this paper. From this assumption, the collision probability that Node i + 3 starts to transmit a frame during the Node i transmits a DATA frame is expressed as
Because the two types of hidden node collisions are disjoint events, the hidden node-collision probability of Node i is
The carrier-sensing range node collisions occur only when the BTs of multiple nodes in the carrier-sensing range are zero simultaneously. In single-hop network such as WLAN, all the nodes decrease the BT simultaneously because they can sense the transmission of the other nodes. In multi-hop networks, however, each node does not decrease the BT simultaneously because of the hidden nodes [3] . For obtaining the expression of γ C i , therefore, it is necessary to consider that node decreases the BT with respect to carrier-sensing range node of Node i. In the string-topology network as shown in Fig. 1 , additionally, frame transmissions of Node i does not collide with frames transmitted by Node i − 2 although Node i − 2 is in carrier-sensing range of Node i. This is because Node i − 2 is the outside of the carrier-sensing range of Node i + 1, which is the receiver of the frames transmitted by Node i. Each node decreases own BT independently. Additionally, each node has different carrier-sense property. Therefore, it is supposed that the frame transmissions of all the nodes are independent events [3] , [21] - [24] . From above, the carrier-sensing range node collision probability is obtained as
where τ i is frame-transmission probability of Node i, which is expressed as the probability that BT of Node i is zero.
Frame-Transmission Probability and Frame-Existence Probability
In [25] , the simple expression of the Node-i transmission probability in channel-idle state was obtained as
where R i is the average number of transmission attempts for Node i, U i is the average slot number of BT-decrement for one-frame transmission success for Node i and w k is the expected value of initial BT value for k-th frame retransmission. w k is expressed as
where CW min and CW max are the minimum and maximum values of the contention window, respectively, L is the retransmission limit number and L = log 2
CW max +1
CW min +1 . G i is defined based on the assumption that the network is in saturated condition [25] . The frame-existence probability is considered for expressing the non-saturated condition in this analysis. The frame-existence probability q i is defined as the probability that Node i has at least one frame when it is in the channel-idle state. The BT decrement is carried out only when a node, which is in the channel-idle state, has frames. Therefore, an airtime that Node i decreases the BT in whole time can be expressed as
Because U i is the average slot number of BT-decrement for one-frame transmission success, the average spending time of BT decrement for one frame transmission success is expressed as U i σ, where σ is system slot time. Therefore, an airtime that Node i decreases the BT in whole time is also expressed as
where λ i is frame-reception rate of Node i. The expression of λ i is described the last of this sub-subsection. By equating right-hand side of (11) and (12), frame-existence probability is obtained as
. (13) By using frame-existence probability, transmission probability of Node i in both non-saturated and saturated conditions is
The throughput of Node i is
where T = DIFS + DAT A + S IFS + ACK and P is the payload size of DATA frame. In the string-topology network as shown in Fig. 1 , it is regarded that the frame-reception rate of Node i is the same as throughput of Node i − 1. The reception rate for Node 0 is network offered load O, namely (15), the frame-reception rate of Node i is expressed as
Flow Constraint in Multi-Hop Networks
The transmission airtimes of network nodes are fixed by taking into account Network-layer properties. Because each airtime depends on the states of neighbor nodes, transmission airtimes of network nodes are associated with Network-layer properties. When the retransmission counter reaches the retransmission limit L, the frame is dropped following the DCF policy. Therefore, the throughput of each node should satisfy
The relationship in (17) , which is called as the flow-constraint condition, expresses the network-layer property.
By eliminating E i and P from (15), (16), and (17), we have
From (4), (7), (8), (14) , and (18), frame-collision probability can be expressed as a function of transmission airtime, namely
From (16), (18) , and (19), 3H algebraic equations are obtained. These equations contain 3H unknown parameters, which are X i , γ i , and λ i , for i = 0, 1, 2, · · · , H − 1. It is possible to fix the 3H unknown parameters when the system parameters and the offered load are given. In this paper, Newton's method is applied for obtaining the 3H unknown parameters. The end-to-end throughput of the network for given O is E H−1 .
Comparison with Maximum Throughput Analysis in [6]
The frame-existence probabilities increase as the network offered load increases. The increase in the frame-existence probability depends on the network node. This is because the effects of carrier sensing and frame-retransmission number depend on the neighbor node environments. Therefore, a buffer of a certain node becomes full firstly as the offered load increases. The node is called "bottleneck node" in this paper. The offered load for which the frame-existence probability of the bottleneck node becomes one is the boundary offered load between the non-saturated and saturated conditions. Generally, the maximum throughput can be obtained for the boundary offered load.
When Node B is the bottleneck node of the flow, q B should be one. From (18), we have
which is the same as (7) in [6] . This result means that the analytical expressions presented in this paper includes all the results of maximum throughput analyses in [6] completely, which is one of the evidence of the validity of the proposed expressions.
End-to-End Delay
In the string-topology multi-hop networks as shown in Fig. 1 , the end-to-end delay is defined as the duration from the instant when a frame is generated at the source node to the one when the frame is received at the destination node, which is the sum of the single-hop transmission delay from Node 0 to Node H. Each single-hop transmission delay consists of two parts, which are the MAC access delay and the queueing delay. The MAC access delay is defined as the time interval between the instant when a frame reaches the top of the transmission-node buffer and the one when the frame is transmitted successfully to the next node. Namely, it contains the transmission, BT-freezing, and BT-decrement durations for one-frame transmission success. Note that the frame-existence probability q i is defined in the channel idle state. It is assumed that the frame existence probability in the carrier-sensing state is the same as that in whole time. The frame-existence probability in whole time with respect to Node i is expressed as
From (21), we obtain
Because the ratio of the sum of the BT-freezing and BT-decrement durations to transmission duration is
, the MAC access delay of Node i is expressed as
The queueing delay is the durations from the instant when a frame arrive at Node i to the one when the frame reaches to the top of the buffer. For obtaining the queueing delay, we use M/M/1 buffer-queueing model as shown in Fig. 2 . From the memoryless property of Poisson distribution, buffer queueing is modeled by the birth-and-death process [27] . In Fig. 2 , μ i is frame-service rate, which is expressed as 
From (18) and (24), the utilization rate of Node i is expressed as
From the buffer-queueing model in Fig. 2 , the steady-state probability that the Node i has l frame is expressed as
The sum of all the buffer-state probability should be one, we have
From (26) and (27) , therefore, we have
By using the buffer-state probability, queueing delay of Node i is expressed as
In (29),
2 expresses the average time for transmitting the frame in top of the buffer of Node i, and (l−1)D M i expresses the time from when a frame arrives at Node i, which has l frames in the buffer, to when the frame reaches to top of the buffer. Each single-hop transmission delay consists of D M i and D Q i , therefore, transmission delay of Node i is obtained as
Because the end-to-end delay is the sum of the single-hop transmission delay from Node 0 to Node H, the end-to-end delay of string-topology network is
It is seen from (9), (13), (19) , and (22) that the end-to-end delay is a function of transmission airtime. Therefore, we can obtain the end-to-end throughput and end-to-end delay by deriving the fixed airtime from (18).
Simulation Verification
In this section, the validities of the obtained analytical expressions are discussed by comparing with simulation results. Table 1 gives the system parameters for evaluations. These parameters are based on the IEEE 802.11a standard [28] . The network topologies used for the simulations are the string-topology H-hop networks as shown in Fig. 1 . An original simulator, which was implemented by authors, was used in this paper because it is necessary to obtain the detailed data from simulations. The credibility of the simulator is confirmed by quantitative agreements of throughputs compared with the results from ns-3 simulator [29] . Figure 3 shows maximum end-to-end throughputs as a function of hop number. In Fig. 3 , analytical results from [6] are also plotted. It is seen from Fig. 3 that the maximum throughputs obtained from the analytical expressions in this paper agree with those from [6] . It can be stated from this result that the proposed analytical expressions include the maximum analytical expressions in [6] completely, which is one of the validities of our analytical expressions. Namely, the installation of the frame-existence probability does not affect the maximum throughput derivations and the proposed analytical expressions provide all the results obtained from [6] . In [6] , it is necessary to find a bottleneck node by brute-force computations. In the proposed analytical expressions, a bottleneck node can be comprehended by checking the frame-existence probability of each node. Figure 4 shows frame-existence probabilities in nine-hop network as a function of the offered load at fixed node number. It is seen from Fig. 3 and Fig. 4 that the maximum throughput of nine-hop network is obtained when the frame-existence probability of Node 2 reaches one at O = 0.65 Mbps. It is seen from Fig. 4 that Node 2 is the bottleneck node of nine-hop. The bottleneck node of the network can be detected because the frame-existence probabilities with respect to each node are expressed individually. Figure 5 shows the collision probabilities of nine-hop network as a function of offered load for fixed node number. It is seen from Fig. 5 that the collision probabilities from analytical expressions agree with those from simulation results qualitatively. However, there are some differences of the collision probabilities at light offered loads. This analysis assumes that only Node 0 generates data frames, which are relayed along the network flow. When Nodes i and i + 3 transmit frames simultaneously, only the frame transmission from Node i to Node i + 1 is in failure due to the hidden-node collision. For example, we consider how to appear the situation that Nodes 3 and 6 have frames simultaneously when the offered load is light. It can be considered naturally that this situation appears via the situations that Nodes 0 and 3, Nodes 1 and 4, and Nodes 2 and 5 have frames simultaneously. However, when the frame collisions occur in above three situations, there is low possibility that Nodes 3 and 6 have frames simultaneously. Namely, the situation appearance probability that Node i and i + 3 have a frame simultaneously are decreases as i increases in actual network dynamics in low offered load, in particular. Therefore, the frame-collision probability also decreases as the increase in the node number. In the analytical model, however, it is assumed that arrival interval of the frame at each node follows Poisson distribution independently and the amount of frame arrivals depends on the throughput of the previous node, which means that the situation-appearance probabilities are uniform at light offered loads. Therefore, the collision probabilities at nodes, which have a hidden node, are identical in the analytical model at light offered loads.
On the other hand, it can be confirmed from Fig. 5 that the analytical results agree with the simulation results in the saturated condition. Nodes i + 1 or i + 2 has a frame when Nodes i and i + 3 have frame in saturated condition. Namely the network dynamics satisfies our assumptions in the saturated condition. Therefore, the difference between analytical expressions and simulation results disappear. Additionally, this result shows the validity of the assumption "the probability that a frame transmitted by Node i is collided with a frame from Node i+3 due to the Node i + 3 transmission start" is the approximately equal to "the probability that Node i transmits a DATA frame when the BT of Node i + 3 is zero" [1] - [8] . It is seen from Fig. 5 that collision probabilities of Nodes 0 and 3 are much higher than those of Node 6 as shown in Fig. 5 . This is because Nodes 0 and 3 have a hidden node. It is confirmed from Fig. 5 that the hidden node and carrier-sensing range node collisions, can be expressed. The presented analytical expressions are valid for cases when there are not only nodes with hidden node but also nodes without hidden node in the network flow. Figure 6 shows transmission delays in nine-hop network as a function of offered load for fixed node number. It is confirmed from Fig. 5 and Fig. 6 that the analytical expressions reflect high correlated relationship between the frame-collision probability and transmission delay. It can be obviously understood that the transmission delay increases as the frame-collision probability increases. The frame-existence probability in (22) contains the effect of frame-transmission collisions as shown in (13) . By expressing the transmission delay as a function of the frame-existence probability as given in (30), the effect of frame-collision probability can be reflected on the transmission delay can be expressed. It is confirmed from Fig. 6 that the transmission delay with respect to each node can be predicted with high accuracy at any offered load. Figure 7 shows end-to-end delays as a function of offered load for fixed hop numbers. It is seen from Fig. 7 that end-to-end delays obtained from analytical expressions show the quantitative agreements with those obtained from simulations regardless of the hop number and offered load.
In the analytical model, the queueing delay of each node is derived by M/M/1 queueing model. The distribution of MAC access delay in the one-hop network with one transmitter and one receiver follows uniform distribution because no collision occurs. Therefore, it can be considered naturally that the variance of MAC access delay in one-hop network based on M/M/1 queueing model is higher than that in simulations. This is the reason why end-to-end delay from the analytical expressions for one-hop network is larger than that from simulation at one-hop network. Figure 8 shows end-to-end delays as a function of offered load for one-hop network. One-hop network topology is identical to one-station WLAN topology. Therefore, the end-to-end delay for one station case from the WLAN analysis in [13] are also plotted in Fig. 8 . It is seen from Fig. 8 that analytical results from the proposed model agree with those from [13] well. Additionally, analytical results from the proposed model show good agreements with simulation ones, which is one of the evidences of the validities of the network-delay expressions in (30). Figure 9 shows end-to-end delays of the nine-hop network as a function of offered load. In Fig. 9 , analytical results from the proposed analytical expressions and from the model in [24] are plotted. It is seen from Fig. 9 that analytical results in [24] have differences from simulation results. This is because the MAC layer properties of network nodes are considered in average. Namely it is assumed that all the properties are identical for all the network nodes in the conventional analysis approach. Therefore, the asymmetric properties with respect to each network node cannot be expressed in [24] . It is seen from Fig. 9 that analytical results from the proposed expressions agree with simulation result well. This is because the MAC-layer properties with respect to each node can be expressed individually in the presented analysis. This paper presents an approach in which analytical expressions of individual node are associated as network flow by using the flow constraint. It is confirmed from Fig. 9 that the proposed analysis approach is effective for expressing the analysis of multi-hop network property.
Conclusion
The purpose of this paper is to establish expression for end-to-end delay for IEEE 802.11 string-topology multi-hop networks. For obtaining the analytical expressions, the effects of frame collisions and carrier-sensing effect from other nodes under the non-saturated condition are obtained with respect to each node in the network. For expressing the properties in non-saturated condition, a new parameter, which is frame-existence probability, is defined. The end-to-end delay of a string-topology multi-hop network can be derived as the sum of all the transmission delays in the network flow. The analytical predictions agree with simulation results well, which show validity of the obtained analytical expressions.
