 Lack of incentives, in particular, funding and data management schemes: When and open access to data. Scholars from the community have issued a call for greater 5 data transparency in IE research (Hertwich et al. 2018) . Still, it is too easy to conduct 6 and publish research that contributes to the knowledge base but not to the cumulative 7 database of the field. prescribe any particular data model or format and have therefore not noticeably 13 alleviated the data integration and exchange problem. (Here, we think of a data model 14 as a scheme that organizes elements of data and specifies how they relate to one 15 another and to real world entities, cf. ecospoldv2 for an example from our community 16 (Meinshausen et al. 2016 ).) 17  A perceived lack of appreciation for sharing data, and the fear of losing 18 competitiveness: Restrictive data sharing policies turn scientific data, a common good, 19 into a local asset. They create local advantages for research groups in a competitive 20 environment. The problem of scientific data turned into local assets is exacerbated by 21 prevalence of consulting-style research in our field. The longer-term benefits of data 22 exchange between individual researchers and the research community may not be 23 appreciated enough. 24 The different IE research branches have found ways to deal with these barriers, and a number 1 of data integration schemes is available. should take toward sharing their data with minimal effort. But they haven't alleviated the 19 underlying problem, as these platforms recommend but do not require any structuring of the 20 data, which are often hidden in pdfs or images instead. Nor do these services apply an IE-21 specific data model needed to provide sufficient metadata and systems context to facilitate 22 transfer of data into other projects.
23
While the barriers listed above hinder the free exchange of data, there are many datasets The goal of this article is to outline a technical solution to two major barriers to data exchange 10 listed above: the lack of a generic data model for IE data and the lack of a bespoke platform to 11 exchange IE datasets. The general data model for socioeconomic metabolism presented below 12 can be used to structure a wide spectrum of data types describing objects (substances, 13 materials, goods, products, or commodities) and processes (industrial transformation, storage, 14 distribution, or consumption) in the industrial system, including process descriptions, product 15 descriptions, stocks, flows, and coefficients of all kind. We describe a relational database built 16 on the general data model and a user interface to it, both of which can be implemented by 17 individual researchers, groups, institutions, or the entire community. In the latter case, one 18 could speak of an industrial ecology data commons (IEDC), and we unveil a prototype for the 19 IEDC that contains a diverse set of published datasets from the literature. The goal of the 20 IEDC is not to encapsulate all IE data and thus replace existing databases, but to offer a data 2) System location. The information needed to locate the data in the systems context, i.e.,
12
the link between data and the system dimensions (process, time, region, material, …) Value and metadata are universal concepts that can be structured using custom or generic 16 methods such as the stats_array system to describe uncertainty information (https://stats-17 arrays.readthedocs.io/en/latest/) and the Dublin Core Initiative to describe metadata
18
(http://dublincore.org/). The second component, the location of data in the system, is specific 19 to systems science, and needs to be specified in greater detail. <heading level 2> System dimensions and data aspects 1 Each system definition of socioeconomic metabolism or a subsystem thereof prescribes a 2 number of dimensions along which the system content is described: the time dimension is 3 used to order events by the time of their occurrence, the location dimension is used to order 4 objects by their location, the process dimension is used to identify balance volumes to balance 5 or group events, the object (substances, materials, goods, products, or commodities) 6 dimension is used to identify different goods or substances, and the layer dimension is used to 7 indicate the unit in which the data are measured (Table 1) .
8
To locate data in a system definition, one has to specify the aspects of the data that describe 9 how the numerical values relate to the time, region, process, etc. dimensions of the system.
10
The data aspects describe how the data relate to the system dimensions. For example, a flow 11 has a starting node and a terminating node. Here, the system dimension 'process' is used to 12 describe two aspects of a flow, namely the starting and terminating process node. A stock is 13 always associated with a node where it is located, and therefore, 'residence process' is an 14 aspect of the 'process' dimension needed to locate a stock. etc.) has a set of core aspects that must be specified to locate the data type in the system and 3 optional aspects that add further specification. For example, to describe the lifetime of a 4 product at least the product and the residence process aspects must be given, and optional system dimensions (in brackets). One system dimension, e.g., time, can link to different aspects, e.g., 10
historic time, scenario time, or age-cohort, in the description of the different data types. The system 11 definition shows two processes, p1 and p2, in two different regions ra and rb, each containing a stock.
12
The asterisk (*) indicates the optional aspects of the different data types. A list of all identified aspects 13 is supplied in Figure S1 . The location of each data point (number quantifying a fact in a system) in the system can be 2 written as tuple: represented as a value assigned to a tuple of data aspects in a discrete multidimensional space.
9
The dimensions of that space represent the different system dimensions (time, region, product,
10
....), which again are connected to the aspects of the data via the aspect-dimension link (Table   11 1). The following propositions form the basis of the data model:
12
(P1) Each data point (numerical value quantifying a fact in a system) requires a certain 13 number of aspects that locate it in the system dimensions.
14 Only when located in the system's dimensions, the data point has a clear meaning. 
20
We then define the dataset, which comprises a set of data points of a specific data type that 21 are organised together in a certain context, e.g., a figure, 
23
Classifications refer to a specific system dimension, so that different aspects for that 1 dimension can use the same classification.
2
Finally, we define the data group, which allows us to bundle datasets, e.g., the different stocks <heading level 2> Taxonomy of data types for describing socioeconomic metabolism 9 The basic system structure for socioeconomic metabolism consists of processes with stocks are objects such as goods, products, materials or substances, and their storage, distribution, 12 and transformation in processes. The objects are described using properties, which can be 13 intrinsic, that is independent of system location, e.g., the chemical formula of carbon dioxide, 14 or extrinsic, that means depending on system location, e.g., the magnitude of a trade flow 15 depends on the countries it links. In order to locate an object within the system context, only 16 extrinsic properties must be specified. Further, properties can be intensive (independent of the 17 amount of objects in the system), and extensive (additive for different objects) (Cohen et al. (Table 2) , of which one (extensive object properties) can be divided further into stocks and 21 flows, the two basic appearance modes of objects in a system (Pauliuk et al. 2016 ). A number of design choices needs to be made when developing a database for socioeconomic 9 metabolism; they fall into the following categories: 10  Data structure: Extent to which a specific data model is prescribed. and the data types link to the data categories 1-7. The data importer has the following functional specification: (i) parse data template and read 7 all metadata and data and make sure that all are formatted correctly; (ii) check whether all 8 metadata (user, data type, data category) exist in the database so that the new data can be 9 linked to them; (iii) check whether classification items for already registered classifications 10 exist so that the new data can be linked to them; (iv) create custom classifications from 11 classification items gathered from data template so that the new data can be linked to them;
22

12
(v) link new data to classifications and lookup tables and insert them into database.
13
For quality control purposes, data are first uploaded to the review database, which has the 14 same structure as the main database. Only once the data provider has confirmed that data were 15 uploaded correctly, the dataset is moved to the main database. Figure 3 shows the data flow 16 for uploading, reviewing, and retrieving data. While the web interface can be used to search The data model and data commons prototype presented here offer an immediate benefit to the 3 community by providing a platform for direct download of available datasets and by offering 4 a method for structuring datasets that currently hibernate in pdfs, spreadsheets, and other 5 documents. Below, we present our initial thoughts on the wider implications of the data 6 model. Once the data have been recast into a general structure, they can be linked to each other to 8 speed up the extraction and analysis of datasets describing entire systems, for example, to 9 quickly find all data related to 'steel production' in 'China' in '2015', no matter which 10 database, method, or subfield they come from. In a first step, datasets can be linked by 11 supplying common keywords. Exact (and machine-operable) links, however, can only be 12 established by using common classifications for the different data aspects across datasets.
To improve the usefulness of the data outside industrial ecology and link them to other 'footprint' or 'criticality' aspect and recording the corresponding data for different regional, 10 temporal, and system scopes.
11
MEFA is often used to describe processes in the environment (e.g., nutrient balances in the 12 soil, in lakes, or forests) and the data model presented here can be applied to non-industrial 13 systems as well, as long as suitable system dimensions and data aspects are chosen.
14
The data model and the IEDC were created from the necessity to describe the system in 15 discrete regions, processes, and commodity groups. For geographic data, such as those store 16 in shapefiles and other data that describe a continuum, such as high resolution time series or 17 satellite images, the data model still applies as long as these data can be placed in a system 18 definition of the type described by Pauliuk et al. (2016) . The database structure presented here 19 cannot efficiently accommodate very large datasets, such as high-resolution data, however.
20
The data model allows for recording of basic metadata at the data item and dataset level.
21
Metadata specification varies substantially across fields, (e.g., compare available ecospold 22 metadata with available MRIO metadata) and future work needs to identify how these rich but 1 differently formatted metadata can be brought into a general structure. Next to a common underlying data structure, the main barriers to higher levels of data The IEDC prototype stores data that are published elsewhere, so that these data have already The data model for socioeconomic metabolism provides a general structure for many common 2 data types, including stocks, flows, concentrations, lifetimes, and process coefficients. It 3 clarifies the relationship between data, the underlying data types and categories, the data 4 aspects, and the link between data aspects and system dimensions. Well-structured, well-5 described, and accessible data are key to storing data for later use, both within and across 6 research groups. The data model presented here helps structure and consolidate quantitative 7 systems information and thus make data easier to archive and re-use without loss of meaning. 
