In the paper, we address the important problem of tensor decomposition which can be seen as a generalisation of Singular Value Decomposition for matrices. We consider general multilinear and multihomogeneous tensors. We show how to reduce the problem to a truncated moment matrix problem and we give a new criterion for flat extension of Quasi-Hankel matrices. We connect this criterion to the commutation characterisation of border bases. A new algorithm is described: it applies for general multihomogeneous tensors, extending the approach of J.J. Sylvester on binary forms. An example illustrates the algebraic operations involved in this approach and how the decomposition can be recovered from eigenvector computation.
INTRODUCTION
Tensors are objects which appear in many context and applications. The most famous type of tensors corresponds to matrices which are tensors of order two. However in many problems, higher order tensors are naturally used to collect informations which depend on more than two variables. Typically, these data could be observations of some experimentation or of a physical phenomena that depends on several parameters. These observations are stored in a structure called a tensor, according to the dimensional parameters (or modes) of the problem.
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The tensor decomposition problem consists to decompose the tensor (e.g. the set of observations) into a minimal sum of indecomposable tensors (i.e. tensors of rank 1). Such a decomposition, which is independent of the coordinate system, allows to extract geometric or invariant properties associated to the observations. For this reason, the tensor decomposition problem has a large impact in many applications. The first well known case for matrices is related to Singular Value Decomposition with applications e.g. to Principal Component Analysis. Its extension to higher order tensors appears in Electrical Engineering [46] , in Signal processing [17] , [12] , in Antenna Array Processing [21] [11] or Telecommunications [48] , [10] , [43] , [24] , [20] , in Chemometrics [6] or Psychometrics [30] , in Data Analysis [14] , [9] , [22] , [29] , [44] , but also in more theoretical domains such as Arithmetic complexity [31] [4] , [45] , [32] . Further numerous applications of tensor decompositions may be found in [12] , [44] .
From a mathematical point of view, the tensors that we will consider are elements of T := S δ 1 (E1) ⊗ · · · ⊗ S δ k (E k ) where δi ∈ N, Ei are vector spaces of dimension ni +1 over a field K (which is of characteristic 0 and algebraically closed), and S δ i (Ei) is the δ th i symmetric power of Ei. The set of tensors of rank 1 form a projective variety which is called the Veronese variety when k = 1 or the Segre variety when δi = 1, i = 1, . . . , k. We will call it hereafter the SegreVeronese variety of P(T ) and denote it Ξ(T ). The set of tensors which are the linear combinations of r elements of the Segre-Veronese variety are those which admits a decomposition with at most r terms of rank 1 (ie. in Ξ(T )). The closure of this set is called the r-secant variety and denoted Ξr(T ). More precise definitions of these varieties will be given in Sec. 2.3.
The first method to compute such a decomposition besides the case of matrices or quadratic forms which may go back to the Babylonians, is due to Sylvester for binary forms [47] . Using apolarity, kernels of catalecticant matrices are computed degree by degree until a polynomial with simple roots is found. See also [13] , [28] . An extension of this approach for symmetric tensors has been analyzed in [28] , and yields a decomposition method in some cases (see [28] [p. 187]). Some decomposition methods are also available for specific degrees and dimensions, e.g. using invariant theory [16] . In [3] , there is a simplified version of the Sylvester algorithm that uses the mathematical interpretation of the problem in terms of secant varieties of rational normal curves. The same approach is used in [3] to give algorithms for the de-compositions of symmetric tensors belonging to Ξ2(S d (E)) and to Ξ3(S d (E)). In [1] a complete rank stratification of Ξ4(S d (E)) is given. In [5] , Sylvester's approach is revisited from an affine point of view and a general decomposition method based on a flat extension criteria is described. In the current paper, we extend this method to more general tensor spaces including classical multilinear tensors and multihomogeneous tensors. We give a new and more flexible criterion for the existence of a decomposition of a given rank, which extend the result in [37] and the characterisation used in [5] . This criterion is a rank condition of an associated Hankel operator. It is used in an algorithm which checks degree by degree if the roots deduced from the kernel of the Hankel operator are simple.
In Sec. 2, we recall the notations, the geometric point related to secants of Segre and Veronese varieties, and the algebraic point of view based on moment matrices. In Sec. 3, we describe the algorithm and the criterion used to solve the truncated moment problem. In Sec. 4, an example of tensor decompositions from Antenna processing illustrates the approach.
DUALITY, MOMENT MATRICES AND TENSOR DECOMPOSITION

Notation and preliminaries
Let K be an algebraically closed field (e.g. K = C the field of complex numbers). We assume that K is of characteristic 0. For a vector space E, its associated projective space is denoted P(E). For v ∈ E − {0} its class in P(E) is denoted v. Let P n be the projective space of E := K n+1 . For a subset F = {f1, . . . , fm} of a vector-space (resp. ring) R, we denote by F (resp. (F )) the vector space (resp. ideal) generated by F in R.
We consider hereafter the symmetric δ-th power S δ (E) where E is a vector space of basis x0, . . . , xn. An element of S δ (E) is a homogeneous polynomial of degree δ ∈ N in the variables x = (x0, . . . , xn). For x1 = (x0,1, . . . , xn 1 ,1) , . . . ,
is the vector space of multihomogeneous polynomials of degree δi in the variables xi.
Hereafter, we will consider the dehomogeneization of ele-
. We define the apolar inner product on R δ 1 ,...,δ k
The dual space of a K-vector space E is denoted E * = Hom K (E, K). It is the set of K-linear forms from E to K. A basis of the dual space R * δ , is given by the set of linear forms that compute the coefficients of a polynomial in the monomial basis (
Typical elements of R * are the linear forms that correspond to the evaluation at a point ζ = (ζ1, . . . ,
The decomposition of 1 ζ in the basis {d
We recall that the dual space R * has a natural structure of R-module [23] which is defined as follows: for all p ∈ R, and for all Λ ∈ R * consider the linear operator
In particular, we have xi,j d
if αi,j > 0 and 0 otherwise.
Tensor decomposition
In this section, we present different formulations of the tensor decomposition problem, that we consider in this paper.
We will consider hereafter a partially symmetric tensor T which is an element of
. It can be represented by a partially symmetric array of coefficients
For αi ∈ N n i with |αi| ≤ δi, we denote αi = (δi−|αi|, α1,i, . . ., αn i ,i) and, with an abuse of notation, we identify
Such a tensor is naturally associated to a (multihomogeneous) polynomial in the variables x1 = (x0,1, . . . , xn 1 
can also be associated naturally to T :
The problem of decomposition of the tensor T can be stated as follows:
a decomposition of T (x) as a sum of products of powers of linear forms in xj:
where γi = 0, lj,i(xj) = l0,j,ix0,j +l1,j,ix1,j +· · ·+ln j ,j,ixj,n j and r is the smallest possible integer for such a decomposition.
Definition 2.1. The minimal number of terms r in a decomposition of the form (2) is called the rank of T .
We say that T (x) has an affine decomposition if there exists a minimal decomposition of T (x) of the form (2) where r is the rank of T and such that l0,j,i = 0 for i = 1, . . . , r. Notice that by a generic change of coordinates in Ei, we may assume that all l0,j,i = 0 and thus that T has an affine decomposition. Suppose that T (x) has an affine decomposition. Then by scaling lj,i(xj) and multiplying γi by the inverse of the δ th j power of this scaling factor, we may assume that l0,j,i = 1. Thus, the polynomial 
Indecomposable tensors
In this section, we analyze the set of indecomposable tensor (or tensors of rank 1). They naturally form projective varieties, which we are going to describe using the language of projective geometry.
We begin by defining two auxiliary but very classical varieties, namely Segre variety and Veronese variety.
Definition 2.2. The image of the following map
From Definition 2.1 of the rank of a tensor and from the Interpolation Problem point of view (3) we see that a Segre variety parametrizes projective classes of rank 1 tensors
Let EJ 1 ⊗EJ 2 be any flattening of E1 ⊗· · ·⊗E k as in Definition 2.3 and let fJ 1 It is a classical result due to R. Grone (see [26] ) that a set of equations for a Segre variety is given by all the 2-minors of a generic array. In [27] 
it is proved that, if [A] is a generic array in R of size (n1 + 1) × · · · × (n k + 1) and I d ([A]) is the ideal generated by the d-minors of [A], then I2([A]
) is a prime ideal, therefore:
We introduce now the Veronese variety. Classically it is defined to be the d-tuple embedding of P n into P ( 
is the so called Veronese variety. We indicate it with Ξ(S d (E)).
With this definition it is easy to see that the Veronese variety parametrizes symmetric rank 1 tensors.
Observe that if we take the vector space E to be a vector space of linear forms x0, . . . , xn then the image of the map ν d above parametrizes homogeneous polynomials that can be written as d-th powers of linear forms.
The Veronese variety Ξ(
..,d be a generic symmetric array. It is a known result that:
See [49] for the set theoretical point of view. In [41] the author proved that I(Ξ(S d (E))) is generated by the 2-minors of a particular catalecticant matrix (for a definition of "Catalecticant matrices" see e.g. either [41] or [25] ). A. Parolin, in his PhD thesis ( [40] ), proved that the ideal generated by the 2-minors of that catalecticant matrix is actually I2([A] ).
We are now ready to describe the geometric object that parametrizes partially symmetric tensors 
, given by sections of the sheaf O(δ1, . . . , δ k ).
I.e. Ξ(S
is the image of the composition of the following two maps:
and P ( 
If k = 1 then the corresponding Segre-Veronese variety is nothing else than the classical Veronese variety of P(S δ 1 (E1)).
can be viewed as the intersection with the Segre variety Ξ(E
) that parametrizes rank one tensors and the projective subspace
In [2] it is proved that if [A] is a generic array of indeterminates associated to the multihomogeneous polynomial ring
it is a generic partially symmetric array), the ideal of the Segre-Veronese variety
with δi > 0 for i = 1, . . . , k. Now if we consider the vector spaces Ei that are vector spaces of linear forms Ei S 1 (Ei) for i = 1, . . . , k, we get that the Segre-Veronese variety Ξ(S
k where li are linear forms in S 1 (Ei) for i = 1, . . . , k. From this observation we understand that the Tensor decomposition problem of finding a minimal decomposition of type (2) for an element T ∈ S δ 1 (E1)⊗· · ·⊗S δ k (E k ) is equivalent to finding the minimum number of elements belonging to the Segre-Veronese variety Ξ(S
. The natural geometric objects that are associated to this kind of problems are the higher Secant varieties of the SegreVeronese varieties that we are going to define. Observe that the generic element of Xs is a point P ∈ P N that can be written as a linear combination of s points of X, in fact a generic element of Xs is an element of X 0 s . Therefore if X is the Segre-Veronese variety, then the generic element of Ξs(S
is the projective class of a partially symmetric tensor T ∈ S δ 1 (E1) ⊗ · · · ⊗ S δ k (E k ) that can be written as a linear combination of s linearly independent partially symmetric tensors of rank 1.
Unfortunately not all the elements of Ξs(S
) then the rank of T is strictly bigger than s.
In order to find the border rank of a tensor
The knowledge of the generators of the ideals of secant varieties of homogeneous varieties is a very deep problem that is solved only for very particular cases (see eg. [39] , [36] , [33] , [34] , [7] , [35] ).
From a computational point of view, there is a very direct and well known way of getting the equations for the secant variety, which consists of introducing parameters or unknowns for the coefficients of li,j and γi in (2), to expand the polynomial and identify its coefficients with the coefficients of T . Eliminating the coefficients of li,j and γi yields the equations of the secant variety.
Unfortunately this procedure is far from being computationally practical, because we have to deal with high degree polynomials in many variables, with a lot of symmetries. This is why we need to introduce moment matrices and to use a different kind of elimination.
Moment matrices
In this section, we recall the algebraic tools and the properties we need to describe and analyze our algorithm. We refer e.g. to [5] , [23] , [38] .
Let n := P i ni, we have R K[x1, ..., xn]. For any Λ ∈ R * , we define the bilinear form QΛ, such that ∀a, b ∈ R, Q(a, b) = Λ(ab). The matrix of QΛ in the monomial basis, of R is QΛ = (Λ(x α+β )) α,β , where α, β ∈ N n . Similarly, for any Λ ∈ R * , we define the Hankel operator HΛ from R to R * as
The matrix of the linear operator HΛ in the monomial basis, and in the dual basis, {d α }, is HΛ = (Λ(x α+β )) α,β , where α, β ∈ N n . The following relates the Hankel operators with the bilinear forms. For all a, b ∈ R, thanks to the R-module structure, it holds
QΛ(a, b) = Λ(ab) = a Λ(b) = HΛ(a)(b).
In what follows, we will identify HΛ and QΛ. Let AΛ = R/IΛ be the quotient algebra of polynomials modulo the ideal IΛ, which, as Proposition 2.9 states is the kernel of HΛ. The rank of HΛ is the dimension of AΛ as a K-vector space. 
Moreover the multiplicity of ζi is the dimension of the vector space spanned the inverse system generated by
In characteristic 0, the inverse system of 1 ζ i •pi(∂) is isomorphic to the vector space generated by pi and its derivatives of any order with respect to the variables ∂i. In general characteristic, we replace the derivatives by the product by the "inverse" of the variables [38] , [23] . This definition extends the definition introduced in [28] for binary forms. The length of T * is the rank of the corresponding Hankel operator HΛ.
Theorem 2.14 ([5]). For any Λ ∈ R
* , we have Λ = P r i=1 γi 1 ζ i with γi = 0 and ζi distinct points of K n iff rank HΛ = r and IΛ is a radical ideal.
In the binary case this rank also corresponds to the border rank of T * , therefore the r-th minors of the Hankel operator give equations for the r-th secant variety to the rational normal curves [28] .
In order to compute the zeroes of an ideal IΛ when we know a basis of AΛ, we exploit the properties of the operators of multiplication in AΛ: Ma : AΛ → AΛ, such that ∀b ∈ AΛ, Ma(b) = a b and its transposed operator M 15 ([38, 5] ). For any linear form Λ ∈ R * such that rank HΛ < ∞ and any a ∈ AΛ, we have
We have the following well-known theorem: (ζ1), . . . , a(ζr) }.
• the common eigenvectors of the operators (M
Using the previous proposition, one can recover the points ζi ∈ K n by eigenvector computation as follows. Assume that B ⊂ R with |B| = rank(HΛ), then equation (6) and its transposition yield
where Ma is the matrix of multiplication by a in the basis B of AΛ. By Theorem 2.16, the common solutions of the generalized eigenvalue problem
for all a ∈ R, yield the common eigenvectors H 
. , r).
Notice that it is sufficient to compute the common eigenvectors of (Hx i Λ, HΛ)
, then the roots are simple, and one eigenvector computation is enough: for any a ∈ R, Ma is diagonalizable and the generalized eigenvectors H B Λ v are, up to a scalar, the evaluation 1 ζ i at the roots.
Coming back to our problem of partially symmetric tensor decomposition, T * ∈ R * δ 1 ,...,δ k admits an affine decomposition of rank r iff T * coincide on R δ 1 ,...,δ k with
for some distinct ζ1, . . . , ζr ∈ K n 1 × · · · × K n k and some γi ∈ K − {0}. Then, by theorem 2.14, HΛ is of rank r and IΛ is radical.
Conversely, given HΛ of rank r with IΛ radical which coincides on R δ 1 ,...,δ k with T * , by proposition 2.12, Λ = P r i=1 γi 1 ζ i and extends T * , which thus admits an affine decomposition.
Therefore we can say that if the border rank of T is r then also rank(HΛ) = r. Conversely if rank(HΛ) = r, we can only claim that the border rank of T is at least r.
The problem of decomposition of T * can thus be reformulated as follows:
Truncated moment problem. Given T * ∈ R * δ 1 ,...,δ k , find the smallest r such that there exists Λ ∈ R * which extends T * with HΛ of rank r and IΛ a radical ideal. In the next section, we will describe an algorithm to solve the truncated moment problem.
ALGORITHM
In this section, we first describe the algorithm from a geometric point of view and the algebraic computation it induces. Then, we characterize under which the conditions T * can be extended to Λ ∈ R * with HΛ of rank r. The idea of the algorithm is the following: [5] which applies only for symmetric tensors. The approach used in [3] for the rank of tensors in Ξ2(S d (E)) and in Ξ3(S d (E)) allows to avoid to loop again at step 4: if one doesn't get simple roots, then it is possible to use other techniques to compute the rank. Unfortunately the mathematical knowledge on the stratification by rank of secant varieties is nowadays not complete, hence these techniques cannot be used now to improve algorithms for higher border ranks.
We are going to characterize now under which conditions T * can be extended to Λ ∈ R * with HΛ of rank r (step 3). We need the following technical property on the bases of AΛ, that we will consider: 
Moreover, such aΛ is unique.
We are going to give an equivalent characterization of the extension property, based on rank conditions: 
EXAMPLES AND APPLICATIONS
There exist numerous fields in which decomposing a tensor into a sum of rank-one terms is useful. These fields range from arithmetic complexity [8] to chemistry [44] . One nice application is worth to be emphasized, namely wireless transmissions [42] : one or several signals are wished to be extracted form noisy measurements, received on an array of sensors and disturbed by interferences. The approach is deterministic, which makes the difference compared to approaches based on data statistics [15] . The array of sensors is composed of J subarrays, each containing I sensors. Subarrays do not need to be disjoint, but must be deduced from each other by a translation in space. If the transmission is narrow band and in the far field, then the measurements at time sample t recorded on sensor i of subarray j take the form:
T (i, j, t) = P r p=1 AipBjpCtp if r waves impinge on the array. Matrices A and B characterize the geometry of the array (subarray and translations), whereas matrix C contains the signals received on the array. An example with (I, J) = (4, 4) is given in Figure 1 . Computing the decomposition of tensor T allows to extract signals of interest as well as interferences, all included in matrix C. Radiating sources can also be localized with the help of matrix A if the exact location of sensors of a subarray are known. Note that this framework applies in radar, sonar or telecommunications. 
