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Die Vernetzung von Verkehrsmitteln ist einer der zentralen Grundlagen zukünftiger Transport-
systeme. So verspicht die Erfassung, Verarbeitung und der Austausch von Daten auch im Auto-
mobil ein Mehr an Sicherheit, Effizienz und Komfort. Obwohl Nutzende diesen Mehrwert wahr-
nehmen und schätzen, hegen sie gleichzeitig Privatheitsbedenken, die durch die vorhandenen 
Datenschutzpraktiken nicht ausreichend bedient werden. Vielmehr wünschen sich Nutzende 
ein Mehr an Transparenz und Kontrolle bezüglich der Datenpreisgabe. Während die Privatheit 
im vernetzten Automobil bisher vor allem aus technischer Perspektive betrachtet wurde, liegen 
bisher aus Nutzendensicht lediglich Befragungsstudien vor.  
Daher ist ein Ziel dieser Arbeit modelltheoretisch zu klären, ob die Datenpreisgabe die Akzep-
tanz von vernetzten Diensten im Automobil beeinflusst und wie sich die Akzeptanz von ver-
netzten Diensten verändert, wenn eine selbstbestimmte Datenpreisgabe ermöglicht wird. Ent-
sprechend wird in dieser Arbeit ein Akzeptanzmodell für vernetzte Dienste im Automobil unter 
Berücksichtigung privatheitsrelevanter Faktoren entwickelt und über drei Studien hinweg an je 
einem komfortbezogenen, effizienzbezogenen und sicherheitsbezogenen Dienst validiert. Für 
jede Studie wird in Anlehnung an bestehende Konzepte ein vernetzter Mehrwertdienst als Click-
Dummy oder als animiertes Video visualisiert und zugänglich gemacht. Gleichzeitig wird in 
Studie 1 der Einfluss der tatsächlichen Informationskontrolle auf die Akzeptanz von vernetzten 
Diensten im Automobil beleuchtet.  
Die Ergebnisse zeigen, dass privatheitsrelevante Faktoren über alle betrachteten Funktionsklas-
sen hinweg einen signifikanten Einfluss zur Vorhersage der Nutzungsintention von vernetzten 
Mehrwertdiensten haben. Im Einklang mit der Kontextabhängigkeit des Konzepts der Privatheit 
variiert jedoch je nach Anwendungskontext die Rolle einzelner Faktoren wie das wahrgenom-
mene Privatheitsrisiko oder das Vertrauen in den Anbieter eines vernetzten Dienstes. Weiterhin 
kann gezeigt werden, dass die Möglichkeit zu einer tatsächlichen Informationskontrolle zu einer 
signifikanten Senkung des wahrgenommenen Privatheitsrisikos sowie einer Verbesserung der 
Einstellung gegenüber der Nutzung eines vernetzten Dienstes führt. Eine signifikante Verände-
rung der Nutzungsintention von vernetzten Diensten im Automobil kann durch die Möglichkeit 
zu einer tatsächlichen Informationskontrolle jedoch nicht nachgewiesen werden.  
Auf der Basis eines Vergleichs der unterschiedlichen Untersuchungskontexte der drei Studien 
wird ein Erklärungsansatz für die variierenden Rollen der betrachteten privatheitsrelevanten 
Faktoren entwickelt. Neben Implikationen für die Praxis werden abschließend detaillierte Un-
tersuchungskonzepte für weitere Untersuchungen zur Rolle der informationellen Privatheit bei 






The connectivity of means of transport is among the major prerequisites of future transport 
systems. Accordingly, the introduction of data recording, data processing and data sharing 
promises an increase in safety, efficiency and comfort also in the automobile. Though users 
acknowledge this added value, they are concerned about their privacy which is not mitigated 
by existing privacy practices. Rather, users prefer practices of data disclosure which are more 
transparent and better controllable than the status quo. However, privacy in the connected 
vehicle has mainly been a topic from a technical point of view, whereas the user’s view has only 
been covered by user surveys so far. 
Therefore, the goal of this thesis to use a model-driven approach to clarify if aspects of data 
disclosure influence acceptance of connected services in the automobile. Moreover, it is eluci-
dated if acceptance changes if a self-determined data disclosure is available. To do so, an ac-
ceptance model for connected services in the automobile which acknowledges privacy-relevant 
factors, is developed. Over three studies, the model is tested and validated against comfort-
related, efficiency-related and safety-related connected services. Based on existing concepts of 
connected services, each services is visualized by either a custom-made animated video or an 
interactive click dummy. As the first study is carried out in a driving simulator, it is used to 
elucidate the influence of actual information control on the acceptance of connected services in 
the automobile.  
The results reveal that privacy-relevant factors have a significant influence on the intention to 
use connected services in the automobile, irrespective of the functional category of the service. 
Congruent with the context dependency of the concept of privacy, however, the specific role of 
privacy-related factors varies with the context of use. If a self-determined privacy control is 
available, the perceived privacy risk decreases and the attitude towards using a connected ser-
vice increases significantly. However, the availability of a self-determined privacy control does 
not affect the intention to use connected services significantly.  
Comparing the different experimental settings across the three studies carried out in this thesis, 
an explanatory approach for the varying influences of specific privacy-related factors is de-
duced. Next to practical implications, suggestions for further experimental designs are made, 
which promote our understanding of the role that informational privacy plays in the acceptance 







ACC Adaptive Cruise Control 
ATT Einstellung gegenüber der Nutzung eines Systems (engl.: Attitude towards 
using a system) 
AVE Durchschnittlich erfasste Varianzen (engl.: average variance extracted) 
BI Nutzungsintention (engl.: Behavioral intention to use a system) 
DSGVO Datenschutzgrundverordnung 
ECU Elektronische Kontrolleinheit (engl.: Electronic control unit) 
FAS Fahrerassistenzsysteme 
IC Wahrgenommene Informationskontrolle (engl.: perceived information con-
trol) 
IoT Internet der Dinge (engl.: Internet of Things) 
IT Informationstechnologie 
ITS intelligente Transportsysteme 
LBS Standortbezogene Dienste (engl.: location-based services) 
MICOM Invarianz der Messmodelle (engl.: Measurement invariance of composite mod-
els) 
NFC Near Field Communication 
PC Privatheitsbedenken (engl.: privacy concerns) 
PET Privatheit steigernde Technologie (engl.: Privacy-enhancing technology) 
PEOU Wahrgenommene Einfachheit der Nutzung (engl.: perceived ease of use) 
PLS Partial least square – statistisches Verfahren für Regressionsmodelle 
PR Wahrgenommenes Privatheitsrisiko (engl.: perceived privacy risk) 
PU Wahrgenommene Nützlichkeit (engl.: perceived usefulness) 
RALC Theorie des beschränkten Zugriffs/der begrenzten Kontrolle 
RSI Relativer Geschwindigkeitsindex (engl.: relative speed index) 
SN Soziale Norm (engl.: social norm) 




TR Vertrauen in den Anbieter (engl.: Trust in the provider) 
UTAUT Unified Theory of Acceptance and Use of Technology 
V2I Von einem Fahrzeug zur Infrastruktur (engl.: Vehicle-to-infrastructure) 
V2V Zwischen Fahrzeugen (engl.: Inter-vehicle) 
V2X Von einem Fahrzeug zu einer beliebigen Entität (engl.: Vehicle-to-X) 
VANET vehicular ad hoc Netzwerk 
VDA Verband der Automobilindustrie 
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Das Automobil ist immer noch das bevorzugte Fortbewegungsmittel der Deutschen (Bier et al., 
2019). Dabei ist es vielmehr als nur ein Transportmittel um von A nach B zu kommen. Neben 
der Erfüllung von pragmatischen Funktionen weisen wir dem privaten Automobil auch eine 
affektive und symbolische Bedeutung zu (Steg, 2005). Die Fahrt mit dem privaten Automobil 
verbinden wir mit Stolz, Freiheit und Vergnügen. Personen bauen eine Beziehung zu ihren Au-
tomobilen auf, sodass eine emotionale Verbindung mit ihrem Automobil entsteht (Sheller, 
2004). Diese Verbindung stützt und repräsentiert das Streben nach Sicherheit, Spaß und Un-
abhängigkeit, aber auch den Wunsch nach einem privaten Rückzugsort (Gardner & Abraham, 
2007). Fragt man Pendler nach den Gründen ihrer Verkehrsmittelwahl, stößt man schnell auf 
die Vorzüge der Privatsphäre des Automobils (Ellaway et al., 2003). Aktuelle Automobile schei-
nen diesen Rückzugsort zu einer noch sichereren und komfortableren Umgebung zu machen. 
Durch den Einzug neuer digitaler Systeme, die in der Lage sind Informationen mit der Umge-
bung des Automobils auszutauschen, wird das Sicherheitsniveau im Automobil ebenso wie der 
gebotene Komfort deutlich erhöht. Darüber hinaus werden Tätigkeiten und Dienstleistungen, 
wie z. Bsp. der Zugriff auf das Internet und Streamingdienste im Automobil verfügbar, die man 
bisher nur über mobile Endgeräte erreichen konnte. Diese sogenannte Vernetzung hat einen 
hohen Stellenwert für die Automobilindustrie. Die Digitalisierung aktueller Automobile wird 
als alternativloser Schlüsseltrend betrachtet (Winkelhake, 2017). Trotz dieser Vorzüge und 
Fortschritte scheint der Einzug der Digitalisierung im Automobil in Konflikt mit dem Streben 
nach Privatheit zu stehen. Denn die digitale Transformation kommt nicht kostenlos, sondern 
basiert auf (nutzendenbezogenen) Daten. Um ihr Umfeld ebenso wie die Fahrerkabine überwa-
chen zu können, sind Automobile mit einer Vielzahl von Sensoren ausgestattet (Huang et al., 
2016). Angesichts dieser allgegenwärtigen Vernetzung gewinnt neben der physischen auch die 
informationelle Privatheit an Relevanz. War es bisher offensichtlich, ob man im Automobil phy-
sisch alleine und somit privat war, gilt diese Regel im vernetzten Automobil nicht mehr. Infor-
mationelle Privatheit scheint an einem Ort, der mit einer Vielzahl von Sensoren ausgestattet ist, 
die unter anderem auch das eigene Verhalten oder die eigenen Vitalfunktionen überprüfen, nur 
bedingt gegeben zu sein. Längst haben sowohl die Industrie (dpa, 2014) als auch die Forschung 
den Bedarf an privatheitswahrenden Lösungsansätzen erkannt und eine Vielzahl von techni-
schen Möglichkeiten zur sicheren Datenverarbeitung aufgezeigt (z. Bsp. Hussain & Koushanfar, 
2018). Gleichzeitig gewinnen digitale, datengetriebene Geschäftsmodelle einen immer höheren 
Stellenwert in der Automobilbranche. Die Umsatzprognosen für digitale Services im Automobil 
steigen stetig (Weber et al., 2019), während Automobilhersteller hohe Summen in die Vernet-




Um mögliche Hürden neuer Produkte auf dem Markt vorherzusagen, werden Akzeptanzmodelle 
genutzt (Marangunić & Granić, 2015). Unterhalb dieses Sammelbegriffs für Theorien und Mo-
delle zur Erklärung der Nutzungsintention einzelner Systeme verbergen sich Erklärungsversu-
che, welche Faktoren dazu beitragen, dass ein Produkt oder Service von der nutzenden Person 
angenommen oder abgelehnt wird. Auch für das Automobil existieren eine Vielzahl solcher Ak-
zeptanzmodelle, die von spezifischen Assistenzsystemen (Park et al., 2015) über das automati-
sierte bis hin zum elektrischen Fahren reichen (Moons & Pelsmacker, 2012). Allerdings findet 
die Rolle der Privatheit im Zuge der Vernetzung des Automobils bisher in keinem dieser Modelle 
Berücksichtigung. Dabei zeigt der Blick in verwandte Kontexte, dass Nutzende eine mögliche 
Beschränkung ihrer Privatheit durch die Preisgabe von Daten sehr wohl für Nutzungsentschei-
dungen zu Rate ziehen (z. Bsp. Zhou, 2012). Nutzende hegen dabei ein Bedürfnis, Kontrolle 
über die preiszugebenden Daten ausüben zu können (Brell, Biermann et al., 2019), welches 
durch die existierende, unübersichtliche Datenschutzerklärung im Zuge der Unterschrift des 
Kaufvertrags nicht annähernd bedient wird (Akalu, 2018; Oltramari et al., 2018). 
1.1. Ziele der Thesis 
Um die bestehende Lücke an Akzeptanzmodellen, die den Aspekt der digitalen Vernetzung in 
Automobilen berücksichtigen, zu füllen, wird in dieser Arbeit ein Modell entwickelt, das die 
Wahrnehmung der Datenpreisgabe im vernetzten Automobil in klassische Akzeptanzmodelle 
integriert. Dabei wird das Modell am Beispiel von drei vernetzten Mehrwertdiensten im Auto-
mobil evaluiert und validiert. Da die Technologieakzeptanz stark mit dem jeweiligen Nutzungs-
kontext variiert (Chesney, 2006), werden die drei Mehrwertdienste gezielt aus drei verschiede-
nen Kategorien von automobilen Mehrwertdiensten gewählt, sodass die bestehende Bandbreite 
an vernetzten Mehrwertdiensten im Automobil repräsentiert ist.   
Untersuchungen zur Bereitschaft zur Datenpreisgabe aus anderen vernetzten Kontexten wie die 
Nutzung von sogenannten standortbezogene Dienste (LBS; Dienste, die zur Funktionsdarbie-
tung positionsabhängige Daten nutzen) haben aufgezeigt, dass die Möglichkeit, Kontrolle über 
die Datenpreisgabe auszuüben, ein relevanter Faktor für die Nutzungsintention vernetzter 
Dienste sein kann (Hajli & Lin, 2016; Xu et al., 2013). Allerdings ist es bisher unklar, welche 
Auswirkung die Erfahrung einer tatsächlichen Kontrollmöglichkeit auf die Akzeptanz eines ver-
netzten Mehrwertdienstes im Auto hat. Daher wird in dieser Arbeit untersucht, ob und wie sich 
die Akzeptanz eines vernetzten Systems verändert, je nachdem, ob eine Möglichkeit zur selbst-
bestimmten Kontrolle der Datenpreisgabe gegeben ist.  
Nicht im Fokus dieser Thesis steht der Wert, den Nutzende einzelnen Datentypen zuweisen. 




subjektiven Bewertung von Datentypen (Acquisti et al., 2013; Danezis et al., 2005). Auch wenn 
der Kontext des vernetzten Automobils aufgespannt wird und einfache technische Architektu-
ren eingeführt werden, liegt der Fokus dieser Thesis nicht auf technischen Lösungen weder zur 
Realisierung der Vernetzung im Fahrzeug, noch zur Sicherstellung einer privatheitswahrenden 
Kommunikation des Fahrzeugs mit anderen Entitäten. Ebenso wird in dieser Thesis keine juris-
tische Expertise bezüglich der Wirksamkeit und der Geltungsspanne des Datenschutzrechts im 
vernetzten Automobil vorgenommen. Wiederum werden nur Grundzüge des Datenschutzrechts 
zur Verortung der Thesis im Themenkomplex herangezogen.  
Zusammengefasst wird in dieser Arbeit untersucht, wie die Nutzungsintention von vernetzten 
Mehrwertdiensten im Automobil im Rahmen eines Akzeptanzmodells erklärt werden kann und 
ob dieses Modell für verschiedene Kategorien an Mehrwertdiensten Gültigkeit hat. Ein beson-
derer Fokus wird dabei auf die Beachtung der informationellen Privatheit durch die Nutzenden 
im vernetzten Auto gelegt. Darüber hinaus wird der Einfluss einer tatsächlichen, selbstbestimm-
ten Kontrollmöglichkeit über die Datenpreisgabe auf die Akzeptanz von vernetzten Mehrwert-
diensten im Automobil beleuchtet. 
1.2. Aufbau der Thesis 
In Kapitel 1 dieser Thesis wird das Thema eingeführt und motiviert. Die Ziele der Thesis werden 
abgegrenzt und die Struktur der Arbeit vorgestellt. Kapitel 2 bietet einen Überblick über den 
Stand der Forschung zu vernetzten Fahrzeugen, Datenschutz im Fahrzeug sowie der Akzep-
tanzforschung mit einem besonderen Fokus auf den automobilen Kontext sowie die Datenpreis-
gabe. Im Zuge dessen werden die notwendigen Kernbegriffe eingeführt und definiert. Kapitel 2 
schließt mit der Ableitung der Forschungsfragen für diese Thesis. Kapitel 3 führt ein Akzeptanz-
modell für vernetzte Dienste im Automobil ein und leitet die Hypothesen aus dem präsentierten 
Literaturüberblick ab. In Kapitel 4 werden drei Studien zur Evaluation und Validierung des 
Akzeptanzmodells präsentiert. Während Studie 1 im Fahrsimulator durchgeführt wurde, sind 
die Studien 2 und 3 online-basierte Replikationsstudien. In Kapitel 5 werden die Ergebnisse der 
einzelnen Studien zusammengefasst, verglichen und gegen den Hintergrund der bestehenden 
Literatur diskutiert. Abschließend bietet Kapitel 6 einen Ausblick mit Implikationen für Wissen-





2. Stand der Forschung 
Auch wenn der Anteil von vernetzten Automobilen auf deutschen Straßen noch überschaubar 
ist (KBA, 2020; Statista, 2018), ist das vernetzte Automobil schon längst keine wissenschaftliche 
Neuentdeckung mehr. Unter Rückgriff auf bestehende Arbeiten wird in diesem Kapitel das 
Grundkonzept des vernetzten Automobils vorgestellt und eine Systematisierung für vernetzte 
Dienste im Fahrzeug eingeführt. Nachdem der Begriff der Privatheit im Allgemeinen beleuchtet 
wurde, wird die Rolle der Privatheit im vernetzten Automobil behandelt. Dabei steht der Stand 
der Forschung zur Nutzendenperspektive auf die Datenpreisgabe im vernetzten Automobil im 
Fokus. Darüber hinaus wird der Begriff der Akzeptanz sowie verwandter Konzepte eingeführt 
und die wichtigsten Akzeptanzmodelle kurz vorgestellt. Bestehende Akzeptanzmodelle für das 
Automobil einerseits sowie für vernetzte Anwendungen andererseits werden präsentiert. Ab-
schließend werden die bisherigen Erkenntnisse zusammengefasst und die Forschungsfragen für 
diese Arbeit abgeleitet. 
2.1. Das vernetzte Automobil 
Obwohl bereits in den 1990er Jahren die ersten vernetzten Funktionen im Automobil Einzug 
hielten (Johanning & Mildner, 2015), hat sich bisher noch keine allgemein anerkannte Defini-
tion für ein vernetztes Automobil herausgebildet. In dieser Thesis wird auf die Definition von 
Coppola und Morisio (2016) zurückgegriffen, da sie sowohl die technische Infrastruktur als 
auch die funktionalen Merkmale vernetzter Automobile knapp beschreibt: 
Ein vernetztes Automobil ist ein Fahrzeug, das durch festverbaute oder mitgebrachte Nutzergeräte 
fähig ist jederzeit auf das Internet zuzugreifen; 
das mit modernen Anwendungen und dynamischen, kontextabhängigen Funktionen ausgestattet 
ist, sodass der fahrenden Person sowie den Passagieren fortgeschrittene Infotainmentfunktionen 
angeboten werden; 
das in der Lage ist mit anderen intelligenten Geräten auf der Straße oder in Werkstätten zu inter-
agieren, sodass es zum Ausbau einer Auto-zu-Infrastruktur-Kommunikationstechnologie beiträgt; 
das fähig ist mit anderen Fahrzeugen zu interagieren, sodass es zur Etablierung von Fahrzeug-zu-
Fahrzeug-Kommunikationstechnologien beiträgt. (Coppola & Morisio, 2016, S. 4) 
Vernetzte Automobile sind mit einer Vielzahl kleiner Computer, sogenannter Electronic Control 
Units (ECUs), ausgestattet, die untereinander sowie mit weiteren Geräten innerhalb und au-
ßerhalb des Fahrzeugs verbunden sein können (Coppola & Morisio, 2016; Krauß & Waidner, 
2015). Die dafür notwendige Systemarchitektur kann im vernetzten Automobil auf drei ver-




embedded system verfügt das Steuersystem des Automobils über eine festverbaute Sim-Karte, 
sodass das vernetzte Automobil selbst als geschlossenes System eine dauerhafte Internetverbin-
dung gewährleistet. Dem gegenüber steht das integrated system, bei dem die notwendigen Netz-
werkkomponenten für den Zugriff auf das Internet durch integrierte, von dem Nutzenden mit-
gebrachte Geräte gestellt werden. Beispiele für integrated systems auf der Basis mobiler Endge-
räte stellen Android Auto oder Apple CarPlay dar. Die dritte mögliche Systemarchitektur für 
vernetzte Automobile bewegt sich zwischen diesen beiden Polen. Das tethered bzw. hybrid sys-
tem kann sowohl über festverbaute Elemente (wie z. Bsp. ein als Modem agierendes Steuerge-
rät) als auch über integrierte Elemente verfügen (z. Bsp. Verbindung eines externen Geräts via 
Bluetooth). Um mit der Außenwelt drahtlos zu kommunizieren und einen Datenaustausch zu 
ermöglichen greifen vernetzte Automobile auf verschiedene Kommunikationstechnologien zu-
rück. Diese umfassen dedicated short range communication, eine drahtlose Kommunikations-
technologie für kurze Entfernungen, die für den Einsatz im Automobil entworfen wurde; klas-
sische Mobilfunkstandards wie 4G und das aktuellere 5G; lokale drahtlose Netzwerke wie WiFi, 
das auf den IEEE 802.11 Standards basiert; sowie innerhalb des Fahrzeugs Bluetooth-Netz-
werke, die auf schwachen Radiowellen basieren und eine lokale Kommunikation ermöglichen 
und der Einsatz der Near Field Communication (NFC) Technologie, die einen Datenaustausch 
über eine Distanz von 4-10 cm ermöglicht (Dakroub et al., 2016). Durch den Einsatz dieser 
drahtlosen Kommunikationstechnologien wird der Austausch der Daten innerhalb des vernetz-
ten Fahrzeugs (intra-vehicle Kommunikation) ebenso wie die Vernetzung des Automobils mit 
einer Vielzahl von externen Entitäten ermöglicht (Vehicle-to-X Kommunikation, V2X). Letztere 
lässt sich in drei verschiedene Anwendungsfälle unterscheiden (Berdigh & Yassini, 2017; Cop-
pola & Morisio, 2016; Siegel et al., 2018). Der direkte Datenaustausch zwischen vernetzten 
Fahrzeugen wird als inter-vehicle Konnektivität (V2V) bezeichnet und ermöglicht eine schnelle 
Kommunikation und Orchestrierung mehrerer Fahrzeuge untereinander. Zusammen ergeben 
die kommunizierenden Fahrzeuge ein vehicular ad hoc Netzwerk (VANET). Der zweite Anwen-
dungsfall ist die Kommunikation des vernetzten Automobils mit der umgebenden Infrastruktur. 
Bei dieser vehicle to road infrastructure Kommunikation (V2I) tauscht das vernetzte Automobil 
Daten mit intelligenten Elementen der Straßeninfrastruktur wie zum Beispiel vernetzten Am-
pelanlagen aus. Die Datenverbindung des vernetzten Automobils mit dem Internet (Vehicle to 
Internet Kommunikation) ermöglicht den Zugriff auf verschiedene Dienste aus dem vernetzten 
Automobil heraus und stellt eine Grundlage für die Auslagerung der notwendigen Rechenkapa-
zitäten aus dem Automobil auf externe Server (im Kontext der Vernetzung auch als Verlagerung 
in die Cloud bezeichnet) dar. Basierend auf diesen Anwendungsfällen ermöglicht V2X in einer 




intelligente Transportsysteme (ITS). Diese umfassen nicht nur die Gesamtheit der vernetzten 
Fahrzeuge, sondern auch die intelligente Infrastruktur und sollen durch den Rückgriff auf mo-
derne Kommunikationstechnologien die Gesamtheit des Transportsystems verbessern (Zhu et 
al., 2019). 
2.1.1. Vernetzte Dienste im Automobil 
Durch die oben beschriebene technische Infrastruktur entstehen im vernetzten Fahrzeug eine 
Vielzahl von Möglichkeiten für neue Anwendungen im Automobil, die weit über die Funktionen 
klassischer Fahrerassistenzsysteme (FAS) hinausgehen. Während FAS nach Winner et al. 
(2015) Informations- und Komfortsysteme umfassen, die den Fahrer bei Teilen der Fahrzeug-
führung unterstützen oder bei der Übernahme von Teilaufgaben entlasten, gehen sogenannte 
vernetzte Mehrwertdienste im Fahrzeug explizit über die Aufgaben der Fahrzeugführung hin-
aus. In Anlehnung an Reichwald et al. (2002) können vernetzte Mehrwertdienste im Automobil 
als Dienstleistungen definiert werden, deren Angebot und Funktion über den bereits bekannten 
Leistungsumfang von FAS hinausgehen und dabei mittels Internetzugriff und Telematik im 
Sinne der Vernetzung einen Mehrwert für den Nutzenden schaffen. Im Gegensatz zu FAS grei-
fen vernetzte Mehrwertdienste auf die im vorangegangen Unterkapitel aufgezeigte vernetzte 
Infrastruktur zurück und tauschen Daten mit anderen Entitäten außerhalb der Systemgrenzen 
des eigenen Automobils aus. Martínez-Torres et al. (2013) haben am Beispiel von ITS 72 ver-
netzte Mehrwertdienste im Fahrzeug identifiziert und aufgezeigt, dass der Mehrwert der ver-
netzten Dienste für die nutzende Person in den Kategorien Sicherheit, Informationssysteme und 
ITS Management liegen kann. Darüber hinaus ergab eine Marktrecherche anhand der zehn um-
satzstärksten Automobilhersteller 2018 41 verschiedene Mehrwertdienste im Automobil, die 
bereits auf dem Markt angeboten werden. Diese konnten in sieben Kategorien Kommunikation, 
Information, Navigation, Sicherheit & Wartung, Infrastruktur und Organisation eingeteilt wer-
den (Walter et al., 2020). Ein Abgleich mit bestehenden Systematisierungsansätzen für ver-
netzte Mehrwertdienste (u. a. Bauer et al. (2006); Martínez-Torres et al. (2013)) mit solchen 
für FAS (u. a. Golias et al. (2002); Naab (2004); für einen vollständigen Überblick der betrach-
teten Systematisierungen siehe Walter et al. (2020)) ergab, dass keiner der betrachteten Kate-
gorisierungsansätze in der Lage ist, die durch den Einzug von vernetzten Mehrwertdiensten 
erweiterte Servicevielfalt im vernetzten Automobil umfassend abzubilden. Daher wurde eigens 
für diese Arbeit ein neues Klassifikationssystem auf Basis der bestehenden vernetzten Mehr-
wertdienste am Markt als auch der existierenden Klassifikationsansätze für FAS und vernetzte 
Mehrwertdienste im Automobil abgeleitet. Unter Beteiligung mehrerer Experten für das auto-
matisierte und vernetzte Fahren wurden über zwei Workshops hinweg die bestehenden Klassi-




im Automobil bewertet und ein neues Klassifikationssystem entwickelt. Tabelle 1 stellt das re-
sultierende Klassifikationssystem dar. Die Ableitung kann in Walter et al. (2020) im Detail nach-
vollzogen werden. FAS und vernetzte Mehrwertdienste im Automobil werden in dem Klassifi-
kationsansatz entsprechend der Ziele der Vernetzung des Automobils (Coppola & Morisio, 
2016) in komfort-, sicherheits- und effizienzbezogene Dienste eingeteilt. Darüber hinaus wer-
den die Dienste auf einer zweiten Ebene entsprechend des Objekts ihrer Einwirkung unterschie-
den (Fahrzeug vs. Fahrer). Damit erlaubt das Klassifikationssystem die Abbildung sowohl von 
FAS als auch vernetzter Mehrwertdienste im Automobil, ohne jedoch auf eine detaillierte Be-
rücksichtigung der menschlichen Informationsverarbeitung oder den Fahraufgaben wie in Win-
ner et al. (2015) oder Gründl (2005) zurückzugreifen. 
Tabelle 1. Integrativer Klassifikationsansatz für Fahrerassistenzsysteme und vernetzte Mehrwertdienste im Automo-
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2.1.2. Daten im vernetzten Automobil 
Daten stellen die Grundlage der Vernetzung dar. Daher werden Daten auch als das neue Öl des 
Automobils bezeichnet (Becker, 2017). Doch um welche Daten handelt es sich dabei? Der ge-
naue Umfang und die Art der anfallenden Daten unterscheidet sich zwischen den Herstellern 
und je nach Ausstattung des jeweiligen vernetzten Automobils. Allerdings lassen sich Klassen 
typischerweise im vernetzten Automobil anfallender Daten identifizieren. 
Hansen (2015) unterscheidet zwischen Daten über das Fahrzeug, Daten über Personen im Fahr-
zeug und Daten über die Umgebung des Fahrzeugs. Zu den Daten über das Fahrzeug zählen 
Identifikatoren der einzelnen Geräte wie ECUs oder des vernetzten Automobils selbst, Telema-
tikdaten wie Standortdaten und Geschwindigkeit, Daten über den Betriebszustand des Fahr-
zeugs und seiner einzelnen Komponenten sowie, falls vorhanden, Daten des Unfallspeichers. 
Zu den Daten über Personen im Fahrzeug zählen Registrierungsdaten im Zuge der Erstellung 
eines Nutzendenprofils, Nutzungsdaten wie personalisierte Einstellungspräferenzen für die 
Sitze oder die Auswahl von Musik in Streamingdiensten, physiologische Daten zur Erfassung 
des Fahrendenzustands sowie Daten der Sprach- und Datenkommunikation, zu denen Text-
nachrichten, Kalendereinträge und Steuerungsbefehle zählen. Unter den Daten über die Umge-
bung des Fahrzeugs fasst Hansen sowohl alle auf das Fahrzeugumfeld gerichtete Sensordaten 
des Fahrzeugs, die mit anderen Fahrzeugen geteilt werden können, sowie Daten eines mögli-
chen WLAN-Hotspots zusammen.  
Krauß und Waidner (2015) nehmen eine ähnliche Klassifikation vor, indem sie zwischen Be-
triebsdaten, Daten für Komfortfunktionen, Fehler- und Wartungsdaten, Unfalldaten sowie von 
den Insassen eingebrachte Daten unterscheiden. Betriebsdaten umfassen dabei unter anderem 
die Motortemperatur, den Kraftstoffstand oder die aktuelle Geschwindigkeit. Zu Daten für Kom-
fortfunktionen zählen Krauß und Waidner die Außentemperatur, Daten der Rückfahrkamera 
oder Daten des fahrendenspezifischen Nutzungsverhaltens wie das Lenk- und Schaltverhalten. 
Fehler- und Wartungsdaten umfassen Fehlercodes und Warnungen, die bei unsachgemäßer 
Nutzung oder defekten Teilen ausgegeben werden. Unfalldaten umfassen einen Zeitstempel des 
Unfallgeschehens sowie Daten des Fahrzeugzustands wie zum Beispiel die aktuelle Querbe-
schleunigung des Automobils. Abschließend ordnen die Autoren der Klasse der von den Insas-
sen eingebrachten Daten Infotainment-Daten wie Nutzungspräferenzen sowie Daten zu Einstel-
lung und Personalisierung des Automobils und der vorhandenen Dienste zu. 
Neben diesen von der wissenschaftlichen Literatur eingebrachten Datenklassifikationen hat 




eine Klassifikation von Daten im vernetzten Automobil veröffentlicht  (Verband der Automobil-
industrie, 2014). Dabei unterscheidet der VDA zwischen Daten, bei denen die Zweckbindung 
durch ein Gesetzt geregelt wird (z. Bsp. Daten, die von dem e-Call System erfasst werden), 
Daten moderner Dienste (z. Bsp. prädiktive Diagnosedaten oder Bewegungsprofile), kundenei-
gene beziehungsweise vom Kunden eingebrachte Daten (z. Bsp. Infotainment- und Komfortein-
stellungen), im Fahrzeug erzeugte, dem Fahrenden angezeigte Kraftfahrzeug-Betriebswerte (z. 
Bsp. Füllstände oder der aktuelle Verbrauch), im Fahrzeug erzeugte aggregierte Fahrzeugdaten 
(z. Bsp. Durchschnittsverbrauch oder die Durchschnittsgeschwindigkeit) sowie im Fahrzeug er-
zeugte technische Daten (z. Bsp. Sensor- und Aktuatordaten). Die Datenklassifikation des VDA 
ist weniger an funktionalen Kriterien wie die obigen Klassifikationen ausgerichtet, sondern ori-
entiert sich bei der Klassifikationsbildung stärker an rechtlichen Vorgaben.  
Am Beispiel des Automobilherstellers BMW soll hier exemplarisch dargestellt werden, welche 
Daten konkret für Drittanbieter in einem vernetzten Automobil zugänglich sein können. Die 
folgende Datenauflistung ist dabei jedoch nicht gleichzusetzen mit der Gesamtheit aller in ei-
nem vernetzten BMW anfallenden Daten, da die folgende Auflistung nur solche Daten enthält, 
die BMW über seine firmeneigene Plattform CarData an Dritte preisgibt. Über sogenannte OBD-
Dongles, die physisch im Auto angebracht werden müssen, können Dritte möglicherweise ohne 
den Umweg über die CarData- Plattform auf weitere Daten zugreifen. BMW unterscheidet grob 
zwischen folgenden Datenklassen: standortbezogene Navigationsdaten, Servicedaten, Nut-
zungsdaten, Daten spezifisch für ein elektrisches Fahrzeug, der statistische Fahrzeugstatus so-
wie eine Sammelkategorie, die umweltbezogene und regionsbezogene Daten ebenso wie Ein-
stellungen beinhaltet. Abbildung 1 listet alle von BMW über CarData für berechtigte Unterneh-
men zugänglich gemachten Daten auf. 
Wie die vorangegangenen Unterkapitel deutlich gemacht haben, spielt die Erfassung, Verarbei-
tung und Kommunikation einer Vielzahl von Daten eine zentrale Rolle im vernetzten Automobil 
im Allgemeinen sowie bei vernetzten Mehrwertdiensten im Speziellen. Damit gewinnt die Pri-
vatheit im Automobil eine neue, noch bedeutendere Rolle. Die folgenden Unterkapitel führen 
daher das Konzept der Privatheit ein (Kapitel 2.2) und zeigen die (neue) Rolle im vernetzten 







Abbildung 1. Übersicht über Daten, die durch Dritte über die Plattform BMW CarData abgerufen werden können. 





Das Konzept der Privatheit erlebt im digitalen Zeitalter eine neue Hochphase, obwohl es weit 
über die digitalen Sphären hinausgeht. Bereits Ende des 19. Jahrhunderts definierten Warren 
und Brandeis (1890) Privatheit als das Recht alleine gelassen zu werden. Wie die folgenden 
weiteren Definitionsversuche zeigen werden, besteht trotz der langen Historie der interdiszip-
linären, wissenschaftlichen und gesellschaftlichen Diskussion um den Privatheitsbegriff keine 
allgemein anerkannte einheitliche Begriffsauffassung (Margulis, 2011). Vielmehr existieren ver-
schiedene Definitionsversuche, die sich grob in Wert-basierte und auf artverwandte Begriffe 
beruhende Definitionen gliedern lassen (Smith et al., 2011). Darüber hinaus unterscheiden an-
dere Definitionsversuche zwischen verschiedenen, spezifischen Arten der Privatheit (Tavani, 
2008), aus denen sich auch der im Kontext dieser Arbeit besonders relevante Aspekt der infor-
mationellen Privatheit ableitet. 
Wert-basierte Definitionen betrachten Privatheit als ein normatives, grundlegendes Recht oder 
beschreiben es, geprägt aus einer ökonomischen Perspektive, als Gut, mit dessen Preisgabe das 
Individuum angestrebte Vorteile erreichen kann (Smith et al., 2011). Letztere Perspektive ist 
auf den ökonomischen Prinzipien einer Kosten-Nutzen-Analyse gefußt und hat im Privatheits-
kontext mit dem privacy calculus Modell Einzug gehalten (Culnan & Armstrong, 1999; Dinev 
& Hart, 2006; Laufer & Wolfe, 1977). Das privacy calculus Modell beschreibt die Datenpreis-
gabe als das Resultat einer Abwägung zwischen erwarteten Vorteilen und antizipierten Pri-
vatheitsrisiken durch die Datenpreisgabe im Zuge der Nutzung eines Systems. Überwiegen die 
erwarteten Vorteile, so kommt es zur Datenpreisgabe (Dinev & Hart, 2006; Smith et al., 2011). 
Artverwandte Definitionen (im Englischen cognate-based definitions) hingegen nehmen eine 
stärker kognitiv geprägte Perspektive ein und betrachten Privatheit als einen Zustand, der er-
wünscht oder unerwünscht sein kann und durch mehrere verschiedene Determinanten beein-
flusst wird (Smith et al., 2011). Wichtig dabei ist der Einfluss der zeitlichen Dimension, die 
durch die Betrachtung der Privatheit als Zustand im Gegensatz zur normativen Auffassung der 
Privatheit als Grundrecht Berücksichtigung findet. Zurückliegende Erfahrungen, bestehende Er-
wartungshaltungen und veränderliche Umwelteinflüsse können demnach das angestrebte Aus-
maß von Privatheit beeinflussen (Laufer & Wolfe, 1977; Smith et al., 2011; Westin, 2003). 
Westin (1967) definiert Privatheit „als Anspruch von Individuen, Gruppen oder Institutionen 
selbst zu entscheiden, wann, wie und in welchem Umfang Informationen über sie selbst ande-
ren kommuniziert werden.“ (Westin, 1967, S. 7). Privatheit ist demnach ein dynamischer, zeit-
abhängiger Prozess und kann in verschiedenen Ausprägungen (zu hoch, angemessen, zu nied-
rig) vorliegen. Ebenso verstehen Laufer und Wolfe (1977) Privatheit als ein Konzept, das an 




drei Dimensionen: Selbst-Ego, umweltbezogen und interpersonell. Altman (1975) hingegen 
hebt den Aspekt der Kontrolle im Privatheitskonzept hervor, indem er Privatheit als „selektive 
Kontrolle des Zugriffs auf das Selbst definiert“ (Altman, 1975, S. 24). Die Kontrolle über die 
Privatheit ist für Altmann ein Prozess, der die Interaktion mit anderen reguliert und sowohl von 
internalen Zuständen des Regulierenden als auch von externen Umwelteinflüssen abhängt. 
Auch Margulis (1977) räumt der Kontrolle einen zentralen Aspekt im Konzept der Privatheit 
ein, in dem er Privatheit als „die Kontrolle über Transaktionen zwischen Personen und anderen“ 
definiert, „dessen ultimatives Ziel [es ist,] die Autonomie zu erhöhen und/oder die Verwund-
barkeit zu reduzieren“ (Margulis, 1977, S. 10). Die Betrachtung der Kontrolle als zentrales Be-
standteil des Privatheitskonzepts hat in der Folge Kritik erfahren (Margulis, 2003, 2011; Smith 
et al., 2011). Vielmehr wird die Kontrolle zwar als ein entscheidender, jedoch externer Faktor 
angesehen, der die Privatheit beeinflusst. Diese Sichtweise wird auch in dieser Arbeit einge-
nommen.  
Das Verständnis des Konzepts der Privatheit hat sich in den letzten 100 Jahren stark mit dem 
Wandel von sozialen und politischen Strukturen, aber auch mit dem Fortschreiten der Technik 
verändert (Floridi, 2005; Smith et al., 2011; Westin, 2003). Während es initial vor allem als 
(physischer) Eingriff verstanden wurde, wurden Privatheitsbedenken später auch um Bedenken 
bezüglich der Interferenz mit der freien Entscheidungsfindung erweitert. Angesichts der fort-
schreitenden Vernetzung unseres alltäglichen Umfelds (Mai, 2016) dominiert heute die Sorge 
bezüglich des Zugriffs anderer auf die eigenen persönlichen Informationen (Shoemaker, 2010). 
Entsprechend unterscheidet Tavani (2008) zwischen vier verschiedenen Arten der Privatheit. 
Die physische Privatheit meint die Abwesenheit eines ungewollten physischen Eindringens, das 
durch den physischen Zugriff auf eine Person oder ihren Besitz gekennzeichnet ist. Die entschei-
dungsbezogene Privatheit hingegen bezieht sich auf die Freiheit von Interferenzen bei den eige-
nen persönlichen Entscheidungen und Plänen. Entscheidungsbezogene Privatheit liegt dann 
vor, wenn man Entscheidungen ohne die ungewollte Beeinflussung durch andere treffen kann. 
Als dritte Form liegt psychologische Privatheit vor, wenn man seine intimen Gedanken beschüt-
zen oder andere von dem Zugriff und der Manipulation seines Geistes abhalten kann. Als letzte 
Form der Privatheit liegt nach Tavani (2008) die informationelle Privatheit vor, wenn der Zugriff 
auf eigene persönliche Informationen kontrolliert und/oder eingeschränkt werden kann. Die 
betroffenen persönlichen Informationen können dabei ebenso bereits externalisiert in elektro-
nischen oder digitalen Datenbanken vorliegen oder in persönlicher Kommunikation direkt aus-
getauscht werden. Während frühere Theorien der informationellen Privatheit den beschränkten 




(Allen, 1988; Bok, 1983) beziehungsweise die Fähigkeit der Kontrolle über die eigenen persön-
lichen Informationen (Kontrolltheorie) (Altman, 1975; Margulis, 1977) hervorheben, unter-
nimmt die Theorie des beschränkten Zugriffs/der begrenzten Kontrolle (RALC) den Versuch beide 
Ansätze zusammenzuführen. Dabei unterscheidet die RALC (Tavani & Moor, 2001) zwischen 
dem Konzept der Privatheit und dem Management der Privatheit. So betont sie ebenso wie die 
Theorie des beschränkten Zugriffs die Relevanz der Fähigkeit eines Individuums den Zugriff 
anderer auf die eigenen persönlichen Informationen zu begrenzen. Gleichzeitig hebt sie die 
Signifikanz der Kontrolle für die Privatheit hervor, ohne jedoch die Kontrolle als Bestandteil des 
Privatheitskonzepts zu betrachten. Entsprechend hat man gemäß der RALC informationelle Pri-
vatheit in Situationen, in denen man vor dem Eindringen, der Interferenz oder dem Zugriff auf 
Informationen durch andere geschützt ist. Dieser Schutz kann durch die Beschränkung des Zu-
griffs anderer auf die persönlichen Informationen gewährleistet werden und wird durch die 
Fähigkeit zur begrenzten Kontrolle über den Informationsfluss ermöglicht. Der Wertschätzung 
dieser Konzeptualisierung unter anderem von Spinello (2015) folgend wird in dieser Arbeit die 
Definition von informationeller Privatheit nach Tavani und Moor (2001) übernommen. 
2.3. Privatheit im vernetzten Automobil 
Mit der Vernetzung hat auch die informationelle Privatheit endgültig Einzug in das Automobil 
gehalten. Waren bisher vor allem Aspekte der physischen Privatheit ausschlaggebend für die 
Wahl des Automobils als bevorzugtes Verkehrsmittel (Ellaway et al., 2003; Gardner & Abraham, 
2007), rückt nun im Zuge der Vernetzung und der damit einhergehenden Datenerfassung, -
übertragung, -sammlung und -auswertung auch die informationelle Privatheit in den Fokus 
(Lim & Taeihagh, 2018; Wachter, 2018). Neben einer Vielzahl neuer Geschäftsmodelle und 
neuer Umsatzpotentiale hat die Einbindung vernetzter Automobile in ITS entsprechend zu ei-
nem neuen Datenschutzbewusstsein in der Fahrzeugindustrie geführt. Dies spiegelt sich unter 
anderem in der Datenschutzvereinbarung des VDA wider, in der sich die deutsche Automobil-
industrie zu den Grundsätzen der Transparenz, Selbstbestimmung und Datensicherheit bekennt 
(Verband der Automobilindustrie, 2014). Diese sind an die Datenschutzgrundverordnung 
(DSGVO) angelehnt, die seit dem 25. Mai 2018 in Kraft ist und die Verarbeitung personenbe-
zogener Daten innerhalb der europäischen Union regelt. Ein zentraler Bestandteil der DSGVO 
ist die Formulierung von verpflichtenden Schutzzielen, die auch im vernetzten Automobil An-





In ihrer Gesamtheit verfolgen die Schutzziele den Zweck, das Grundrecht auf informationelle 
Selbstbestimmung umzusetzen. Die DSGVO und somit auch ihre Schutzziele kommen auch im 
vernetzten Automobil dann zu tragen, sobald Daten erfasst und/oder verarbeitet werden, die 
Tabelle 2. Erläuterung der Schutzziele nach DSGVO (basierend auf Konferenz der unabhängigen Datenschutzbe-
hörden des Bundes und der Länder (2019) und Bock und Meissner (2012)) 
Schutzziel nach DSGVO Erläuterung 
Datenminimierung Es dürfen nicht mehr personenbezogene Daten erhoben, 
verarbeitet und genutzt werden, als das Erreichen des Ver-
arbeitungszwecks erforderlich ist. 
Verfügbarkeit Die verarbeiteten Daten müssen für die berechtigten Perso-
nen zugreifbar sein. Es ist zu gewährleisten, dass personen-
bezogene Daten auffindbar und gegen zufällige Zerstörung 
oder Verlust geschützt sind 
Integrität Es muss sichergestellt werden, dass ein System genau so 
funktioniert, wie es funktionieren soll und personenbezo-
gene Daten vollständig, aktuell und inhaltlich richtig sind. 
Vertraulichkeit Die unbefugte Kenntnisnahme von personenbezogenen Da-
ten muss verhindert werden. 
Nicht-Verkettbarkeit Personenbezogene Daten, die zu unterschiedlichen Zwe-
cken erhoben wurden, dürfen nicht verkettet werden. 
Transparenz Die betroffene Person muss Kenntnis von den Datenverar-
beitungsvorgängen haben. Die Verarbeitung von personen-
bezogenen Daten muss mit zumutbaren Aufwand nachvoll-
zogen, überprüft und bewertet werden können. 
Intervenierbarkeit Die betroffenen Personen müssen jederzeit in der Lage sein, 
in die Datenverarbeitungsprozesse (korrigierend) eingrei-
fen zu können. Dies schließt die Betroffenenrechte auf Wi-
derspruch, Sperrung und Berichtigung ebenso wie Aufklä-
rungs-, Auskunfts- und Löschungspflichten seitens der ver-





personenbeziehbar sind. Diese Personenbeziehbarkeit kann durch einen eindeutigen Identifika-
tor (zum Beispiel der Klarname der Nutzenden oder die Identifikationsnummer eines Automo-
bils (vehicle identification number; VIN)) oder durch die Kombination von mehreren Daten, die 
in Isolation nicht personenbeziehbar sind, vorliegen (Akalu, 2018; Hansen, 2015; Wachter, 
2018; Walter et al., 2018).  
Besonders die Schutzziele der Transparenz und Intervenierbarkeit stellen die Angemessenheit 
der bisher gängigen Praxis unter anderem im Automobilsektor des Einholens einer einmaligen 
nutzerseitigen Einverständniserklärung mit Bezug auf die Datenschutzerklärung bereits beim 
Erwerb des Automobils in Frage (Akalu, 2018; Walter et al., 2018). Oltramari et al. (2018) 
fanden bei der Analyse von datenschutzbezogenen Einverständniserklärungen, dass 92 Prozent 
aller betrachteten Einverständniserklärungen zwar die Wahlfreiheit der Nutzenden beinhalten. 
Bei knapp der Hälfte der Einverständniserklärungen beschränkte sich diese Wahlfreiheit jedoch 
nur auf eine Alles-oder-Nichts-Wahl, die bei Widerspruch gegen die beschriebenen Daten-
schutzpraktiken die Nutzung des angebotenen Dienstes ausschließt. Entsprechend wurden die 
etablierten Datenschutzroutinen kritisiert und auf Basis der DSGVO Richtlinien und Verfahrens-
regeln formuliert, die die DSGVO-Schutzziele unter Rückgriff vor allem auf organisatorische 
Maßnahmen konkretisieren und erweitern. Wachter (2018) schlägt auf der Grundlage von ethi-
schen und juristischen Bewertungen elf Designrichtlinien für vernetzte Geräte (wie zum Beispiel 
vernetzte Automobile) vor, die die transparente Kommunikation von Informationen über mög-
liche Datenschutzrisiken, transparente Verfahren zur Reduzierung der Gefahr der Profilbildung 
sowie transparente Vorgehensweisen im Falle eines Systemversagens mit Auswirkungen auf 
den Datenschutz der betroffenen Datensubjekte umfassen. Akalu (2018) fordert die Einführung 
von klaren Verfahrensregeln im Umgang von Daten, die im vernetzten Automobil erhoben und 
verarbeitet werden können, um den Schutz der informationellen Privatsphäre der Nutzenden 
gewährleisten zu können. So soll die nutzende Person in die Lage versetzt werden ihre Kontroll- 
und Entscheidungsrechte auch im Kontext des vernetzten Automobils umsetzen zu können. 
Erste Ansätze in diese Richtung sieht Akalu in Datenschutzvereinbarungen der Automobilher-
steller wie die des Verband der Automobilindustrie (2014). Der Vorschlag für neue Verfahrens-
regeln zeigt beispielhaft, dass die Gewährleistung der Schutzziele technische und organisatori-
sche Maßnahmen der datenerfassenden und –verarbeitenden Parteien erfordert. Während die 
von Akalu geforderten Verfahrensregeln vor allem organisatorische Aspekte aufgreifen, haben 
aus technischer Perspektive bereits umfangreiche Forschungsbemühungen stattgefunden, die 
eine privatheitswahrende und sichere Datenübertragung und –verarbeitung sicherstellen sollen. 




netzten Automobilen entwickelt, der auf Pseudo- und Anonymisierungen der versendeten Da-
ten basiert (Vogt et al., 2015). Das PRECIOSA Projekt stellte eine privatheitswahrende Archi-
tektur für kooperierende Systeme am Beispiel von vernetzten Automobilen vor und definierte 
im Zuge dessen technische Richtlinien für eine sichere und privatheitsbewusste Kooperation 
(Kung et al., 2011). Groll et al. (2009) stellten im Zuge des OVERSEE Projekts eine sichere 
Informationstechnologie-Plattform (IT-Plattform) für vernetzte Automobile vor, die zwischen 
vertrauenswürdigen und nicht vertrauenswürdigen Applikationen unterscheidet und den Zu-
griff auf die im Automobil anfallenden Daten kontrolliert. Seit 2014 existiert auch mit ISO 
20078 eine Normreihe, die einen Standard für den Zugriff auf die im Automobil anfallenden 
Daten definiert und dabei Sicherheitsmechanismen für die Datenübertragung beinhaltet (ISO, 
2019). Darüber hinaus wurden weitere technische Lösungsansätze vorgeschlagen, die unter 
anderem die privatheitswahrende Lokalisation von vernetzten Automobilen ohne den Rückgriff 
auf ein GPS-Signal ermöglichen (Hussain & Koushanfar, 2018), die Integration eines vernetz-
ten, elektrischen Automobils in die Ladeinfrastruktur privat und sicher gestalten (Zhang et al., 
2018) oder durch den Rückgriff auf weitere sogenannte privacy-enhancing technologies (PETs) 
die informationelle Privatheit im vernetzten Automobil allgemein schützen sollen (El-Rewini et 
al., 2020; Joy & Gerla, 2017; Karnouskos & Kerschbaum, 2018). 
Während alle diese Ansätze eine sichere und privatheitswahrende Infrastruktur für das ver-
netzte Automobil zum Ziel haben, mangelt es ihnen jedoch an der Integration einer zentralen 
Sichtweise für den Datenschutz: die Nutzendenperspektive. Die nutzende Person des vernetzten 
Fahrzeugs als Datensubjekt im rechtlichen Sinne nimmt eine zentrale Rolle beim Schutz der 
Privatsphäre im vernetzten Automobil ein, da es um den Schutz der informationellen Privatheit 
eben dieser nutzenden Person geht. Ohne den Einbezug der Nutzendenperspektive auf ver-
netzte Automobile im Allgemeinen sowie einen möglichen Konflikt mit der informationellen 
Privatsphäre im Speziellen scheint eine angemessene Betrachtung der Problemstellung nicht 
möglich zu sein. Daher widmet sich das folgende Unterkapitel bisherigen Studien, die die Nut-
zendenperspektive auf das vernetzte Automobil beleuchtet haben. 
2.3.1. Nutzendenperspektive auf vernetzte Automobile 
Während die Vernetzung des Automobils eine Vielzahl neuer Funktionen wie zum Beispiel die 
oben eingeführten vernetzten Mehrwertdienste im Fahrzeug ermöglichen, erhöht sie gleichzei-
tig auch das Risiko einer Verletzung der informationellen Privatheit der nutzenden Personen. 
Wie wiegen Nutzende die Vorteile wie den Zugriff auf neue Funktionen gegen mögliche Nach-
teile wie einen Eingriff in die informationelle Privatheit ab? Welche Rolle spielt eine intakte 




werden von ihnen dabei als relevant betrachtet? Mit einem Blick auf bestehende Forschungs-
beiträge zur Nutzendenperspektive auf vernetzte Automobile sollen im Folgenden diese Fragen 
erörtert werden. 
Die Existenz vernetzter Automobile ist einem beträchtlichen Anteil der Nutzenden vor einer 
Teilnahme an einer entsprechenden Befragung inklusive Aufklärung nicht bewusst. Schoettle 
und Sivak (2014) sowie eine Studie der Unternehmensberatung Deloitte (2015) berichten eine 
geringe Kenntnis bezüglich vernetzter Automobile bei den Teilnehmenden der jeweiligen Um-
fragen. Aktuellere Studien zeichnen ein gemischtes Bild bezüglich des Bekanntheitsgrads ver-
netzter Automobile. In einem kleinem Interviewsample (N = 7) von Brell, Philipsen et al. 
(2019) war das Wissen über vernetzte Automobile durchweg verbreitet. Aufgrund der geringen 
Stichprobengröße kann diese jedoch auch durch die angewandte Rekrutierungsstrategie beein-
flusst worden sein (z. Bsp. durch eine verstärkte Rekrutierung im Umfeld der Forschungs-
gruppe). In der gleichen Studie hatten jedoch Teilnehmer einer Onlinebefragung (N = 443) 
nur geringe Kenntnis von und Erfahrungen mit fortgeschrittenen Assistenzsystemen wie einem 
Notfallbremsassistenten, die von den Autoren als Stellvertretung für automatisierte und ver-
netzte Funktionen im Automobil genommen wurden. Liegt bei den Befragten nicht nur die 
Kenntnis, sondern bereits explizite Nutzungserfahrung durch den Besitz eines vernetzten Auto-
mobils vor, so hat dies direkten Einfluss auf die Art, wie das vernetzte Automobil wahrgenom-
men wird. In einer Studie von Svangren et al. (2017) beschrieben Nutzende von vernetzten 
Automobilen explizit als digitales Gerät anstatt als herkömmliches privates Fortbewegungsmit-
tel. Die Digitalisierung und Vernetzung des Fahrzeugs prägt bei entsprechender Nutzungserfah-
rung dementsprechend das mentale Modell, dass die Nutzenden von ihrem Automobil auf-
bauen. 
Nutzende erkennen die Vorteile, die mit der Vernetzung Einzug in das Automobil halten, an 
und schätzen die neue Funktionen. Dabei wird sicherheitsbezogenen Funktionen der höchste 
Stellenwert zugewiesen, gefolgt von effizienz- und komfortbezogenen Diensten (Brell, Bier-
mann et al., 2019; Endo et al., 2016; Schmidt et al., 2016; Schoettle & Sivak, 2014; Shin et al., 
2015). Walter und Abendroth (2018) konfrontierten in einer Online-Umfrage 101 potentielle 
Nutzende von vernetzten Automobilen mit verschiedenen Szenarien, in denen die Befragten 
entweder für sicherheits-, effizienz- oder komfortbezogenen Diensten Daten preisgeben muss-
ten. Ähnlich wie Schmidt et al. (2016) fanden die Autoren, dass die Bereitschaft zur Daten-
preisgabe und somit die Wertschätzung der angebotenen Funktion in den jeweiligen Szenarien 
für sicherheitsbezogene Dienste am höchsten war, gefolgt von komfort- und effizienzbezogenen 
Diensten. Dabei wird der wahrgenommene Nutzen von dem jeweiligen Nutzungskontext ge-




Versicherungstarifen für das vernetzte Automobil, dass besonders risikoaverse Personen eine 
hohe Präferenz für sicherheitsrelevante Dienste haben. Befinden sich Personen alleine im Auto 
und haben somit keinen Mitfahrenden als Gesprächsteilnehmenden oder Assistenz, ist die Be-
reitschaft zur Datenpreisgabe für Infotainmentdienste im vernetzten Automobil höher als bei 
Personen mit Begleitpersonen (Endo et al., 2016). Darüber fand Eyssartier (2015) eine höhere 
Akzeptanz gegenüber des Einsatzes von Eventdatarekordern im Automobil bei einem professi-
onellen Einsatz im Vergleich zum Einsatz im rein privat genutzten Fahrzeug. Vernetzte und 
automatisierte Technologien im Automobil werden von jungen potentiellen Nutzenden bereit-
williger akzeptiert als von älteren Personen (Bansal et al., 2016; Bansal & Kockelman, 2018; 
Owens et al., 2015), was aufgrund der höheren Liquidität älterer Personen die Frage nach der 
realistischen Erschwinglichkeit solcher Technologien für die interessierte Altersgruppe aufwirft.  
Gleichzeitig sehen Nutzende in den Risiken für ihre informationelle Privatsphäre sowie der Si-
cherheit der technischen Infrastruktur vernetzter Automobile die größten Adoptionsbarrieren 
(Brell, Biermann et al., 2019; Schmidt et al., 2016; Schoettle & Sivak, 2014; Zmud et al., 2016). 
In einer Szenario basierten Online-Umfrage am Beispiel von vernetzten Infotainment- und Ver-
kehrseffizienzdiensten mit 274 Teilnehmenden von Schmidt et al. (2017) bewerteten potenti-
elle Nutzende vernetzter Automobile nur die Sicherheit des Fahrzeugs wichtiger als die Privat-
heit. Mögliche Vorteile der Vernetzung wie eine Erhöhung des Komforts, der Verkehrseffizienz 
oder monetäre Einsparungen wurden eine geringere Relevanz beigemessen als dem Schutz der 
eigenen informationellen Privatsphäre. 
Im Zuge der Gestaltung der eigenen informationellen Privatsphäre variiert die Bereitschaft zur 
Datenpreisgabe mit dem Umfang und der Art der preiszugebenden Daten. Eriksson und Bjørns-
kau (2012) befragten 1319 Personen zu Privatheitsbedenken bei der Nutzung intelligenter Sys-
teme zur Verkehrsüberwachung und –regulierung. Die Akzeptanz der Systeme sank mit zuneh-
mendem Umfang der jeweils erfassten Daten.  
Nicht nur der Umfang, sondern besonders auch die Art der preiszugebenden Daten beeinflusst 
die Bereitschaft zur Nutzung eines vernetzten Dienstes im Automobil. Je offensichtlicher die 
Personenbeziehbarkeit eines Datums, desto geringer die Bereitschaft der Nutzenden dieses 
preiszugeben (Brell, Biermann et al., 2019; Eyssartier, 2015; Schmidt et al., 2016; Walter & 
Abendroth, 2018). So fanden zum Beispiel Derikx et al. (2016) in einer Conjoint-Analyse zu 
pay-as-you-drive Tarifen für Kraftfahrzeugversicherungen, dass Verhaltensdaten bezüglich des 
eigenen Fahrverhaltens als kritischer und somit weniger teilbar wahrgenommen wurden als 
Positionsdaten des Automobils. Auch Schmidt et al. (2017) berichten eine geringe Bereitschaft 




psychophysiologischen und weiteren, direkt personenbeziehbaren Daten nicht bereit diese im 
Zuge der Nutzung eines vernetzten Automobils mit verschiedenen Entitäten zu teilen. 
Neben dem Umfang und der Identität der preiszugebenden Daten beeinflussen auch die Iden-
tität sowie die Anzahl der empfangenden Entitäten die Bereitschaft zur Nutzung eines vernetz-
ten Automobils. Während Nutzende die Preisgabe von Daten an öffentliche Autoritäten wie die 
Polizei, Rettungsdienste oder Institutionen des Verkehrsmanagements befürworten, wird die 
Weitergabe von Daten an private Akteure auf dem freien Markt abgelehnt (Brell, Philipsen et 
al., 2019; Schmidt et al., 2016; Schmidt et al., 2017; Walter & Abendroth, 2018). Doch auch 
innerhalb der privaten Datenempfänger unterscheidet sich die Bereitschaft der Nutzenden zur 
Datenpreisgabe. Im Kontext einer Fokusgruppenstudie zum Einsatz von Eventdatarecordern in 
privaten und professionellen Automobilen fand Eyssartier (2015), dass Nutzende zur Preisgabe 
von fahrzeug- und fahrverhaltensbezogenen Daten an den Fahrzeughersteller bereit sind, wenn 
dadurch potentiell die Fahrzeugsicherheit erhöht werden kann. Versicherungen als Datenemp-
fänger wurden hingegen abgelehnt. Eine ähnliche Unterscheidung fanden auch Walter und 
Abendroth (2018), die zwar ebenfalls insgesamt eine geringe Bereitschaft zur Datenpreisgabe 
an private Marktteilnehmer berichteten, dabei jedoch eine höhere Bereitschaft zur Datenpreis-
gabe an Werkstätten und Automobilhersteller als an private Anbieter von fahrzeugbasierten 
Applikationen fanden. Derikx et al. (2016) hingegen berichten eine nutzendenseitige Bereit-
schaft zur Weitergabe der Daten an Versicherungen, wenn diese die primäre datenempfangende 
Partei darstellen. Die Datenweitergabe an Dritte (zum Beispiel für Marketingzwecke) wurde 
jedoch von den Teilnehmenden kategorisch abgelehnt. 
Angesichts der vorhandenen Privatheitsbedenken und eines Bedürfnisses nach informationeller 
Privatheit im vernetzten Automobil fordern Nutzende eine erhöhte Transparenz bei der Erfas-
sung, Kommunikation und Verarbeitung von Daten im vernetzten Automobil (Eriksson & 
Bjørnskau, 2012; Schmidt et al., 2016). In einer Studie zu automatisierten, vernetzten Fahr-
zeugflotten am Beispiel der Uber-Fahrzeugflotte fanden Bloom et al. (2017), dass die Datener-
hebung im vernetzten Automobil akzeptiert wird, wenn deren Anlass und Rahmenbedingungen 
transparent gestaltet sind und die Nutzenden die Notwendigkeit der Datenerfassung nachvoll-
ziehen können. Ist der Grund für die Datenerfassung jedoch nicht ersichtlich, so sinkt die Ak-
zeptanz der jeweiligen Technologie beziehungsweise des jeweiligen vernetzten Dienstes. Im 
Einklang mit der in Kapitel 2.3 aufgeführten Kritik an bestehenden Praktiken zum Einholen des 
Einverständnisses mit den geltenden Datenschutzerklärungen, sehen sich Nutzende nicht im 
Bilde, welche Daten im vernetzten Automobil zu welchem Zweck erhoben werden (Svangren 
et al., 2017). Vielmehr fordern sie mehr Informationen über die Datenerfassung ein, so zum 




2019). Eine transparente Kommunikation der Rahmenbedingungen der Datenerfassung erhöht 
die Wahrscheinlichkeit, dass ein vernetzter Dienst genutzt und Daten im Zuge dessen preisge-
geben werden (Endo et al., 2016). Die Effektivität von Transparenz kann in dieser Hinsicht 
sogar finanzielle Anreize übertreffen (Walter & Abendroth, 2018). 
Im Einklang mit der Forderung nach einer transparenteren Datenerfassung fordern Nutzende 
mehr Kontrollmöglichkeiten über die Datenpreisgabe im vernetzten Automobil ein (Brell, Bier-
mann et al., 2019). In einer Befragungsstudie von Bloom et al. (2017) zeigten sich mehr als die 
Hälfte der Befragten bereit mehr als fünf Minuten aufzubringen, um die Erfassung von perso-
nenbeziehbaren Daten kontrollieren oder beenden zu können. Allerdings zeigt sich hier eine 
Kluft zwischen bekundeten Verhaltensintentionen und tatsächlichem Verhalten. Svangren et al. 
(2017) berichten in einer Interviewstudie mit frühen Nutzenden vernetzter Automobile, dass 
zwar ausgeprägte Privatheitsbedenken in Bezug auf die Preisgabe von personenbeziehbaren 
Daten im Zuge der Nutzung des elektrischen Automobils existieren. Keine der Interviewten 
hatte jedoch bereits versucht, Kontrolle über die Datenpreisgabe zu erlangen beziehungsweise 
die Datenpreisgabe zu unterbinden. 
Während die Möglichkeiten der Vernetzung von Nutzenden somit wertgeschätzt werden, ist ihr 
Blick auf die Privatheit im vernetzten Automobil von Bedenken vor allem mit Bezug auf die 
Transparenz und Kontrolle über die Nutzung der preisgegebenen Daten geprägt. Das folgende 
Unterkapitel beleuchtet integrative Ansätze, die dem nutzendenseitigen Bedürfnis nach Kon-
trolle und Transparenz unter anderem im vernetzten Automobil gerecht zu werden versuchen. 
2.3.2. Integrative Ansätze zur Wahrung der Privatheit im vernetzten Automobil 
Die nutzendenseitige Forderung nach mehr Kontrolle und Transparenz bei der Erfassung und 
Verarbeitung von Daten steht im Einklang mit den Auflagen, die die DSGVO an die Erhebung 
personenbeziehbarer Daten stellt (siehe Tabelle 2). Daher existieren technische Lösungen, die 
die Schutzziele der DSGVO sowie den Privacy-by-Design Ansatz als Teil ihres Anforderungska-
talogs betrachten, ohne dabei jedoch explizit auf die Nutzendensicht einzugehen (siehe zum 
Beispiel Dietzel et al. (2012)). Ohne eine umfassende Nutzendenevaluation bleibt es bei diesen 
Ansätzen jedoch unklar, ob sie den Anforderungen der Nutzenden tatsächlich genügen, obwohl 
sie deren privatheitsbezogenen Bedenken im vernetzten Automobil adressieren. Andere Ansätze 
aus dem Kontext vernetzter Geräte im sogenannten Internet of Things (IoT), zu dem auch das 
vernetzte Automobil gezählt werden kann, beziehen bestehende Nutzendenstudien bei der An-
forderungsanalyse und Systemauslegung mit ein, mangeln jedoch ebenfalls an Nutzendeneva-




al., 2017; Wang et al., 2017). Diese Ansätze haben gemein, dass sie mittels technischer Lösun-
gen die Privatheit der Nutzenden schützen und den Nutzenden im Zuge dessen Kontrolle über 
die Datenpreisgabe gewähren. Dabei bleibt jedoch unklar, wie diese nutzendenseitige Kontrolle 
genau ausgeübt werden kann und ob dies den Nutzenden auch gelingt. Im Folgenden sollen 
daher solche Ansätze im Fokus stehen, die explizit die Nutzendensicht bei der Entwicklung und 
Evaluation eines Systems zur Wahrung der Privatheit miteinbeziehen. Darüber hinaus wird mit 
CarData eine bereits existierende Datenplattform eines Automobilherstellers vorgestellt, die 
ebenfalls den Anspruch erhebt, Nutzende mit der Kontrolle über die Datenpreisgabe auszustat-
ten. 
2017 führte die BMW Group die Datenplattform CarData ein, die von allen Nutzenden von 
vernetzten Fahrzeugen der BMW Group genutzt werden kann (BMW Group, 2017). CarData 
dient dabei in der unternehmenseigenen Plattform für vernetzte Mehrwertdienste BMW 
ConnectedDrive als Zugangs- und Kontrollplattform. Während Nutzende die anfallenden Daten 
einsehen und für Drittanbieter im Zuge der Nutzung eines neuen Mehrwertdienstes freigeben 
können, ermöglicht CarData Dritten den Zugriff auf die anfallenden Daten, sofern eine nutzen-
denseitige Preisgabe vorliegt. Während CarData somit die Transparenz über die preiszugeben-
den Daten erhöht, ermöglicht die Plattform nur eine eingeschränkte Datenkontrolle. Zwar kön-
nen Nutzende über die Datenpreisgabe an Dritte entscheiden, werden dabei jedoch weiterhin 
mit einer Alles-oder-Nichts-Entscheidung konfrontiert, die keine Entscheidung über die Preis-
gabe einzelner Datentypen erlaubt. Darüber hinaus beschränkt sich die Datenpreisgabe nur auf 
die Datenpreisgabe an Dritte. Bezüglich der Einschränkung der Datenübermittlung an die BMW 
Group schreibt diese in den FAQ auf ihrer Homepage: „Derzeit ist es aus technischen Gründen 
nicht möglich, die Übertragung einzelner Telematikdaten selektiv zu aktivieren oder zu deaktivie-
ren.“ (BMW Group, 2020). Plappert et al. (2017) kritisieren darüber hinaus, dass nicht zwischen 
datensparsamen und nicht datensparsamen Diensten unterschieden wird sowie dass die Infor-
mationsverarbeitung und -übertragung nicht durch PETs gesichert wird. 
Einen Ansatz mit globaleren Wirkungsanspruch stellt das Databox Projekt dar, dass mit der 
Databox als physischen Gerät Nutzenden die Kontrolle über die Preisgabe von persönlichen 
Daten in einer IoT-Umgebung erleichtern soll (Crabtree et al., 2017). Dabei werden die Daten, 
die im Zuge der Nutzung von verschiedenen vernetzten Geräten und Services anfallen, lokal in 
der Databox aggregiert. Fragt ein Hersteller oder Serviceanbieter Daten zur Verarbeitung im 
Zuge der Nutzung seines Geräts oder Services an, erhält er Zugang zu den benötigten Daten in 





Anstatt die Daten an Dritte zu senden, kontrolliert und managt die Databox den Zugriff auf 
Nutzendendaten, sodass nur die Verarbeitungsergebnisse auf Basis des beschränkten Datenzu-
griffs die Datenbox in Richtung des anfragenden Herstellers oder Serviceanbieter verlassen 
(McAuley et al., 2011). Neben der technischen Infrastruktur, die die lokale und sichere Daten-
verarbeitung in der Databox ermöglicht, wurde im Zuge des Forschungsprojekts eine nutzer-
freundliche Schnittstelle zur Einsicht, Kontrolle und dem Management von persönlichen Daten 
angestrebt. Wie Abbildung 2 zeigt, können Nutzende über eine graphische Oberfläche auf die 
vorhandenen vernetzten Geräte zugreifen, um die angefallenen und genutzten Daten einzuse-
hen oder Zugriffserlaubnisse zu erteilen. Über diese Schnittstelle können Nutzende auch auf 
sogenannte Manifeste zugreifen, die in einer einfach verständlichen Form Nutzenden vermitteln 
sollen, wer über welches Gerät Zugriff auf welche Daten erhalten möchte. Dem Nutzenden wird 
über die graphische Schnittstelle ermöglicht Vorteile und Risiken der Datenpreisgabe im Zuge 
der Nutzung eines Service oder Geräts abzuwägen sowie mittels granularer Wahlmöglichkeiten 
 




die Preisgabe einzelner Datentypen zu kontrollieren. Damit gehen die im Databox Projekt erar-
beiteten Kontrollmöglichkeiten über diejenigen der BMW CarData Plattform hinaus, laufen je-
doch Gefahr, aufgrund ihrer Granularität die Bereitschaft und Fähigkeit der Nutzenden zur 
Wahrnehmung der gebotenen Kontrollmöglichkeiten zu überstrapazieren (Lin et al., 2014). 
Während sich die im Projekt primär verfolgten Anwendungsbeispiele im Smart Home Bereich 
befinden, ist das Databox-Konzept mit seinem globalen IoT-Anspruch auch auf das vernetzte 
Automobil anwendbar. Dabei steht die lokale Verarbeitung von Daten im Einklang mit Nutzen-
denpräferenzen, die das Verbleiben der Daten im eigenen Automobil bevorzugen (Brell, Bier-
mann et al., 2019). 
Das Datenmanagement für komplette IoT-Umgebungen unter Einbezug der nutzendenseitigen 
Kontrolle über die Datenpreisgabe hat auch das Projekt AVARE mit dem Kontrollsystem PRI-
VACY-AVARE zum Ziel (Alpers et al., 2017). PRIVACY-AVARE bietet dabei den Nutzenden die 
Möglichkeit über ein vernetztes Gerät ihrer Wahl Datenschutzeinstellungen vorzunehmen und 
in einem Datenschutzprofil zu speichern, das dann an alle verbundenen Geräte übertragen wer-
den kann. Die Nutzenden können einerseits auf der Ebene einzelner Dienste die Datenpreisgabe 
regeln. Darüber hinaus kategorisiert PRIVACY-AVARE bestehende Dienste in funktionale Kate-
gorien (z. Bsp. Navigation), für die vordefinierte Datenschutzeinstellungen vorgeschlagen und 
als Default gesetzt werden. Die Nutzenden können diese Datenschutzeinstellungen jederzeit 
ändern und werden dabei von PRIVACY-AVARE durch Datenschutzempfehlungen unterstützt. 
Dieser Ansatz ähnelt der Ableitung von Datenschutzprofilen für unterschiedliche Nutzendenty-
pen, wie es bereits für Smartphone-Anwendungen demonstriert wurde (Liu et al., 2014). Der 
Einsatz vordefinierter Datenschutzeinstellungen ermöglicht den Nutzenden einen einfacheren 
und schnellen Zugang zur Datenschutzkontrolle, hält jedoch auch die Option von detaillierteren 
Datenschutzeinstellungen offen.  
2.3.3. Die Datenschutzanwendung PRICON 
Im Projekt SeDaFa (Selbstdatenschutz im vernetzten Fahrzeug) wurde mit der Datenschutzan-
wendung PRICON eine Datenschutzkontrollanwendung dezidiert für das vernetzte Automobil 
entwickelt (Walter et al., 2017). Unter Rückgriff auf PETs sowie im Einklang mit der DSGVO 
wurde dabei ein ähnlicher Mehrebenenansatz der nutzendenzentrierten Datenschutzkontrolle 
wie in dem AVARE-Projekt verfolgt (Plappert et al., 2017). Während eine technische Infrastruk-
tur im Hintergrund mittels PETs die Datenschutzpräferenzen umsetzt, können Nutzende über 
ein Datenschutzdashboard Datenschutzeinstellungen global als auch auf der Ebene einzelner 






Abbildung 3. Screenshot der Datenschutzapplikation PRICON: Übersicht der vordefinierten Datenschutzprofile. Das 
vordefinierte Profil Medium ist ausgewählt. 
 





Unter der Berücksichtigung verschiedener Ausprägungen der Expertise der Nutzenden können 
Nutzende zwischen verschiedenen, vordefinierten Datenschutzprofilen (Presets) wählen oder 
eigene Datenschutzprofile erstellen, die jeweils global auf alle im vernetzten Automobil instal-
lierten Dienste angewendet werden. Als vordefinierte Presets stehen Maximal, Hoch, Mittel so-
wie Niedrig zur Verfügung, wobei Maximal nur die gesetzlich oder vertraglich vorgeschriebene 
Datenpreisgabe erlaubt, während Niedrig eine liberale Datenpreisgabe umsetzt. Wie die Abbil-
dungen 3 und 4 zeigen, werden in der Übersicht der Datenschutzprofile die wichtigsten Eigen-
schaften mit einer Kombination aus Farbcodierung, Text und Icons transportiert (Abbildung 3), 
während interessierte Nutzende über eine Detailansicht weitere Informationen zu den Risiken 
und Konsequenzen der jeweiligen Datenschutzprofile einholen können (Abbildung 4).  
Darüber hinaus besteht mit einer Personalisierungsfunktion auch die Möglichkeit ein Daten-
schutzprofil selbst zu definieren sowie im Zuge dessen Datenschutzeinstellungen für einzelne 
Dienste vorzunehmen (siehe Abbildung 5). Alle Datenschutzeinstellungen können in einem per-
sönlichen Nutzendenprofil gespeichert werden, sodass die Datenschutzeinstellungen in allen 
Fahrzeugen, in denen PRICON verfügbar ist, aufgerufen werden können. Das Design von 
PRICON folgt explizit den Erkenntnissen aus Studien zur Nutzendensicht auf die Datenpreis-
gabe im vernetzten Automobil (siehe Kapitel 2.3.1).  
 





Die in den Detailansichten zur Verfügung gestellten Informationen entsprechen einerseits den 
juristischen und technischen Anforderungen, bieten dabei jedoch diejenigen Informationen zu 
solchen Kategorien dar, die von Nutzenden als besonders relevant erachtet wurden (z. Bsp. 
Nutzen eines vernetzten Dienstes oder preiszugebende Daten).  
Das Layout der Einstellungen auf der Ebene einzelner Dienste (siehe Abbildung 5) orientiert 
sich an dem Privacy Calculus Modell (Dinev & Hart, 2006), in dem die Vorteile (Funktionen) 
und Kosten (preiszugebende Daten) in einer tabellarischen Ansicht direkt gegenübergestellt 
werden. Basierend auf der Annahme einer Kosten-Nutzen-Abwägung bei der Adoptionsent-
scheidung eines Dienstes unter der Preisgabe personenbeziehbarer Daten sollen die Nutzenden 
durch die Auswahl der dargebotenen Informationen sowie durch die graphische Aufbereitung 
bei einer informierten Datenschutzentscheidung unterstützt werden (Walter et al., 2017).  
Die steigende Relevanz der informationellen Privatheit im vernetzten Automobil wurde, wie 
dieses Kapitel 2.3 zeigt, in juristischen und technischen Fachkreisen anerkannt. Gleichzeitig 
erkennen auch Nutzende die Bedeutung der informationellen Privatheit, fühlen sich jedoch 
durch die derzeit angebotenen gängigen Datenschutzpraktiken nicht ausreichend mit Kontrolle 
über die Datenpreisgabe ausgestattet. Erste integrative Ansätze, wie in diesem Subkapitel vor-
gestellt, schlagen neue Konzepte zur Unterstützung von selbstbestimmter Datenschutzkontrolle 
unter anderem im vernetzten Automobil vor, mangeln jedoch noch, mit der Ausnahme von 
BMW CarData, an dem Transfer von der Wissenschaft in die Praxis. Während die bisherigen 
Kapitel das vernetzte Automobil sowie die Rolle der Privatheit aus verschiedenen Perspektiven 
beleuchtet haben, steht eine modell-theoretische Betrachtung noch aus. Der Charme der mo-
dell-theoretischen Betrachtung liegt in dem Potential, Nutzendenverhalten nicht nur (retro-
spektiv) zu beschreiben, sondern darüber hinaus das beobachtbare Verhalten zu erklären und 
vorherzusagen. In dem folgenden Kapitel sollen daher zuerst theoretische Modelle für die Nut-
zung neuer Produkte im Allgemeinen und später für vernetzte Automobile im Speziellen be-
trachtet werden.  
2.4. Modelle zur Beschreibung der Technologieakzeptanz und Technologieakzeptier-
barkeit 
Während die frühen, noch heute einflussreichen theoretischen Modelle allgemeines Verhalten 
beschreiben wollten, zielten mit dem Aufkommen erster persönlicher Rechner (PCs) ab den 
(späten) 1980er Jahren spätere Modelle gezielt auf den Einsatz und die Nutzung von zumeist 
technischen System oder Services ab. Allen Modellen gemein ist jedoch die grundlegende An-




eine Aggregation mehrerer Faktoren, die sich in einer bestimmten Weise gegenseitig beeinflus-
sen, zu beschreiben ist. In der Folge sollen die wichtigsten dieser Modelle in chronologischer 
Reihenfolge kurz vorgestellt werden. Zuerst werden jedoch die dafür zentralen Begriffe der 
Technologieakzeptanz, Technologieakzeptierbarkeit und Technologieadoption definiert und abge-
grenzt. 
2.4.1. Technologieakzeptanz, Technologieakzeptierbarkeit und Technologieadoption 
Modelle zur Erklärung der Nutzung neuer Produkte oder Dienste beanspruchen für sich die 
Akzeptanz der im Fokus stehenden Technologien zu erklären. Bevor es hier zu einer Betrach-
tung der Modelle der Akzeptanzmodellierung kommt, scheint eine Betrachtung, Definition und 
Abtrennung der Begriffe Technologieakzeptanz, Technologieakzeptierbarkeit und Technologie-
adoption von Nöten zu sein. Obwohl dezidierte Modelle zur Erklärung der Nutzung neuer Pro-
dukte oder Dienste als Technologieakzeptanzmodelle bezeichnet werden, werden die Begriffe 
der Akzeptanz und Adoption oft austauschbar und ohne klare Definition verwendet (Nadal et 
al., 2019). Dies mag einerseits in dem Mangel eines einheitlichen Konsenses in der wissen-
schaftlichen Gemeinschaft bezüglich der Definition und Abgrenzung dieser Konstrukte begrün-
det sein. Andererseits beanspruchen klassische Modelle zur Erklärung des Nutzungsverhaltens, 
wie sie in dem folgenden Kapitel vorgestellt werden, die Technologieakzeptanz und/oder –
adoption zu erklären, ohne diese jedoch klar zu definieren (zum Beispiel Davis (1986)). 
Renaud und van Blijon (2008) verstehen Technologieadoption als einen Prozess, der mit dem 
Aufmerksam werden des Nutzenden auf ein Produkt oder Service beginnt und mit der vollstän-
digen Nutzung des Produkts oder Services durch den Nutzenden endet, sodass das Produkt oder 
der Service am Ende des Prozesses in den Alltag des Nutzenden integriert ist. Technologieakzep-
tanz verstehen die Autoren hingegen als wichtigen Schritt auf dem Weg zur vollständigen Tech-
nologieadoption, der als eine Einstellung des Nutzenden gegenüber der Technologie verstanden 
werden kann. Dieses Verständnis von Technologieakzeptanz als Einstellung gegenüber einer 
Technologie kann im Zuge einiger existierender Akzeptanzmodelle zu Problemen bei der Ab-
grenzung gegenüber relevanter Einflussfaktoren führen, da die Einstellung gegenüber der Nut-
zung eines Produkts bereits als wichtiger Einflussfaktor auf die Technologieakzeptanz bezie-
hungsweise ihrer Operationalisierungen betrachtet wird. Abweichend von dem Verständnis 
Renaud und van Blijon (2008) von Technologieakzeptanz, aber integrierbar in deren Verständnis 
von Technologieadoption, unterscheiden Distler et al. (2018) sowie Martin et al. (2015) zwi-
schen der Wahrnehmung eines Produkts oder Services vor der Nutzung (Akzeptierbarkeit) und 




Technologieakzeptierbarkeit und -akzeptanz beschreiben somit die Produkt- oder Servicewahr-
nehmung eines Nutzenden zu verschiedenen Zeitpunkten innerhalb des Prozesses der Techno-
logieadoption, deren Endstufe von keinen der beiden Konstrukte beschrieben wird. In einer Ana-
lyse der wissenschaftlichen Beiträge zu Technologieakzeptierbarkeit, -akzeptanz oder –adop-
tion innerhalb des Gesundheitssektors fanden Nadal et al. (2019) jedoch, dass ein Großteil der 
betrachteten Studien entweder die zu untersuchenden Konstrukte wie Technologieakzeptanz 
nicht oder unzureichend definieren oder mit verwandten Konstrukten wie Technologieakzep-
tierbarkeit oder Technologieadoption verwechseln.  
Diese definitorische Unklarheit resultiert womöglich auch aus dem Problem, dass keines der 
oben genannten Konstrukte direkt erfasst werden kann. Stattdessen werden beobachtbares Ver-
halten oder Verhaltensintentionen als Stellvertreter für die jeweiligen Konstrukte verwendet 
(Ando et al., 2016; Chen & Chen, 2009; Davis et al., 1989; Venkatesh et al., 2003). Folgt man 
den oben genannten Definitionen, so beschreibt das beobachtete Verhalten bei der (Nicht-) 
Nutzung eines Produkts oder Services die Technologieakzeptanz, während die Erfassung von 
Verhaltensintentionen sowohl die Technologieakzeptanz als auch die Technologieakzeptierbarkeit 
beschreiben kann. Der Zeitpunkt der Erfassung der Verhaltensintention relativ zum Zeitpunkt 
der Produktnutzung ist für die Abgrenzung der beiden Konstrukte entscheidend. Die Verhalten-
sintention beschreibt die Technologieakzeptanz, wenn sie nach einer tatsächlichen Interaktion 
der Nutzenden mit dem untersuchten Produkt oder Service erhoben werden. Hat eine solche 
Interaktion noch nicht stattgefunden (zum Beispiel im Falle von einer szenariobasierten Be-
schreibung des Produkts oder Services ohne reale Interaktionsanteile), zielt die Erfassung von 
Verhaltensintentionen auf die Technologieakzeptierbarkeit ab. Wie im weiteren Verlauf dieser 
Arbeit ersichtlich wird, werden in allen durchgeführten Studien die Verhaltensintentionen er-
fasst, dabei jedoch über die Studien hinweg sowohl die Technologieakzeptierbarkeit als auch die 
Technologieakzeptanz beschrieben 
Trotz des Mangels einer einheitlichen, allgemein bekannten Abgrenzung der Konstrukte Akzep-
tierbarkeit, Akzeptanz und Adoption ist das allgemein als Technologieakzeptanz beschriebene 
Forschungsfeld innerhalb des kompletten IT-Sektors seit seiner Entstehung in den 1970er und 
1980er Jahren sehr aktiv. Das nächste Kapitel gibt einen Überblick über diejenigen klassischen 




2.4.2. Theory of Reasoned Action (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975) 
Mit dem Anspruch menschliches Verhalten im Allgemeinen zu beschreiben formulierten Ajzen 
und Fishbein (1980) die Theory of Reasoned Action. Wie der Titel der Theorie bereits verrät, 
gehen die Autoren von einem rationalen Entscheidungs- und Abwägungsprozess aus, der dem 
menschlichen Verhalten zugrunde liegt. Dabei beschreiben sie diesen Prozess als eine Sequenz 
von Überzeugungen, Einstellungen, sozialen Normen und Verhaltensintentionen. Wie Abbil-
dung 6 zeigt, stehen am Anfang von Ajzen und Fishbeins Theorie verhaltensbezogene und nor-
mative Überzeugungen. Die Überzeugung einer Person über die Konsequenzen der Ausführung 
eines bestimmten Verhaltens (Behavioral Beliefs) bilden gemeinsam mit der Bewertung dieser 
in Betracht gezogenen Konsequenzen (Outcomes Evaluation) die verhaltensbezogene Kompo-
nente. Die Überzeugung einer Person, wie andere Personen in ihrem Umfeld auf ein spezifisches 
Verhalten reagieren würden (Normative Beliefs), ergibt gemeinsam mit der Motivation einer 
Person, diesen wahrgenommenen normativen Erwartungen zu folgen (Motivation to Comply), 
die normative Komponente. Die verhaltensbezogenen Überzeugungen beeinflussen die Einstellung 
einer Person gegenüber der Ausführung des Verhaltens (Attitude toward Behavior), die als po-
sitive oder negative Bewertung des Verhaltens definiert ist. Die normativen Überzeugungen hin-
gegen beeinflussen die soziale Norm (Social Norm), die als die Wahrnehmung einer Person wie 
Personen im sozialen Umfeld die Handlungsausführung bewerten würden definiert ist. Einstel-
lung und soziale Norm beeinflussen wiederum die Verhaltensintention (Behavioral Intention), 
die als einziger direkter Prädiktor des betrachteten Verhaltens (Behavior) angesehen wird. Die 
 




Autoren gehen davon aus, dass die relative Gewichtung des Einflusses von Einstellung und so-
zialer Norm auf die Verhaltensintention von dem spezifischen Verhalten, der Situation und in-
terindividuellen Unterschieden beeinflusst wird (Ajzen & Fishbein, 1980). 
Entsprechend ihres globalen Anspruches wurde die Theory of Reasoned Action in einem breiten 
Themenspektrum angewandt. Dazu gehören unter anderem das Essverhalten in Fastfood-Res-
taurants (Bagozzi et al., 2000), Managementstrategien (Myktytyn & Harrison, 1993) und mor-
alisches Verhalten (Vallerand et al., 1992). Die Theory of Reasoned Action fand jedoch auch im 
Kontext von Informationssystemen (Mishra et al., 2014), Internetbanking (Nor et al., 2008), 
sozialen Netzwerken (Peslak et al., 2012) und IoT (Mital et al., 2018) Anwendung. Trotz ihrer 
breiten Anwendung erfuhr Ajzen und Fishbein’s Theorie Kritik, unter anderem da die Ausfüh-
rung eines bestimmten Verhaltens unter bestimmten Bedingungen trotz ausreichender Verhal-
tensintention nicht möglich erscheint (Ajzen, 1991; Sarver, 1983). Entsprechend formulierte 
Ajzen die Theory of Planned Behavior.  
2.4.3. Theory of Planned Behavior (Ajzen, 1985) 
Als eine Erweiterung der Theory of Reasoned Action unterscheidet sich die Theory of Planned 
Behavior nur von der vorangegangenen Theorie durch die Einführung des Konstrukts wahrge-
nommene Verhaltenskontrolle (engl. Perceived behavioral control). Die wahrgenommene Verhal-
tenskontrolle kann als die wahrgenommene Kontrolle einer Person über interne und externe 
Faktoren, die relevant für die Ausführung eines spezifischen Verhaltens sind, betrachtet wer-
den. Interne Faktoren sind zum Beispiel die Einschätzung eigener Fähigkeiten und Fertigkeiten 
sowie die Willensstärke. Externe Faktoren sind zum Beispiel die Möglichkeit zur Handlungsaus-
führung, ausreichend Zeit, die Verfügbarkeit notwendiger Informationen sowie notwendige 
Ressourcen wie zum Beispiel Geld. Die wahrgenommene Verhaltenskontrolle ist dabei nicht 
gleichzusetzen mit der tatsächlichen Verhaltenskontrolle.  
Während erstere, wie oben beschrieben, eine Wahrnehmung eigener Kontrollfähigkeiten auf 
Basis von interner und externer Faktoren beschreibt, umfasst letztere die bei der Handlungs-
ausführung tatsächlich vorliegende Kontrolle einer Person über eine eigene geplante Handlung. 
Wie Abbildung 7 zeigt, sagt in der Theory of Planned Behavior die Verhaltensintention nicht 
mehr ein konkretes Verhalten, sondern den Versuch einer Verhaltensausführung vorher. Nur 
wenn eine ausreichende willentliche Kontrolle über das Verhalten vorliegt, kann das geplante 





Ebenfalls wie die Theory of Reasoned Action wurde auch die Theory of Planned Behavior für 
die Beschreibung eines breiten Spektrums von Verhalten angewendet (Ajzen & Driver, 1992; 
Askew et al., 2014; Beck & Ajzen, 1991; Gao et al., 2017; Godin & Kok, 1996; Oreg & Katz-
Gerro, 2006; Pavlou & Fygenson, 2006; Yang et al., 2017). Entsprechend beansprucht auch die 
Theory of Planned Behavior menschliches Verhalten allgemein zu beschreiben. Diese Flexibilität 
kann als Vorteil, aber auch als Nachteil im Sinne von einer mangelnden Spezifizierung für be-
stimmte Kontexte ausgelegt werden. Daher wurden mit dem Aufkommen und der Verbreitung 
von PCs in der Arbeitswelt Modelle entwickelt, die den Anspruch haben Verhaltensintentionen 
und spezifische Verhalten im Kontext von IT-Systemen zu erklären. 
2.4.4. Technology Acceptance Model (Davis, 1986) 
Mit dem Einzug der IT in organisationale Strukturen nahm der Bedarf nach theoretischen Mo-
dellen, die die Nutzung oder Verweigerung von IT-Systemen erklären, zu (Lee, Y. et al., 2003). 
Im Zuge dessen entwickelte sich das Technology Acceptance Model (TAM; Davis, 1986) zu dem 
einflussreichsten Modell im IT-Sektor. Dabei ist der Anspruch des TAM die theoretisch validierte 
und sparsame Erklärung des Nutzungsverhalten von Computertechnologien (Davis, 1989; Da-
vis et al., 1989). Um dies zu erreichen, nimmt das TAM Anleihen an der Theory of Reasoned 
Action (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975), in dem die Konstrukte Einstellung 
gegenüber der Nutzung eines Systems (engl. Attitude towards using a system, ATT) und Nutzungs-
intention (engl. Intention to use a system, IU) übernommen werden (siehe Abbildung 8). Die 
zentralen erklärenden Variablen im TAM sind jedoch zwei pragmatische Faktoren, die entweder 
die Nutzungsintention direkt oder vermittelt über die Einstellung gegenüber der Nutzung eines 
Systems beeinflussen.  
 




Die wahrgenommene Nützlichkeit (engl. Perceived Usefulness, PU) beschreibt das Ausmaß, in dem 
eine Person glaubt, dass ein bestimmtes System seine oder ihre Aufgabenerledigung unterstüt-
zen würde. Die wahrgenommene Einfachheit der Nutzung (engl. Perceived Ease of Use, PEOU) 
hingegen beschreibt das Ausmaß, in dem eine Person glaubt, dass ein bestimmtes System ohne 
mentalen oder physischen Aufwand zu nutzen ist.  
In den letzten 34 Jahren wurden eine Vielzahl von Studien auf der Basis des TAM durchgeführt. 
Entsprechend des ursprünglichen Anwendungskontexts des TAM bewegen sich die meisten die-
ser Studien im IT-Sektor (Legris et al., 2003; Marangunić & Granić, 2015; Rokhiim et al., 2018). 
Während Davis ursprünglich für die Erfassung der Nutzung beziehungsweise Nutzungsinten-
tion von IT-Technologien im professionellen Kontext entwickelte, umfassen die bis 2020 vorlie-
gende Studien auf der Basis des TAM ein deutlich breiteres Anwendungsspektrum, das häufig 
außerhalb des organisationalen Kontexts liegt. Hsiao und Yang (2011) identifizierten drei breite 
Anwendungskategorien des TAM: aufgabenbezogene Systeme, Onlinehandel und hedonische 
Systeme. Darüber hinaus fand das TAM auch intensiv Anwendung unter anderem in den Berei-
chen Erziehung und Lehre (Scherer et al., 2019), Pflege (Rahimi et al., 2018), soziale Medien 
(Wirtz & Göttel, 2016) und (mobiles) Online-Banking (Ahmad, 2018). Mit dem Aufkommen 
von ubiquitären und intelligenten Systemen hat sich auch der Einsatz des TAM in dem Kontext 
smarter Systeme vermehrt (Al-Momani et al., 2019; Bernsdorf et al., 2016; Boer et al., 2019; 
Müller-Seitz et al., 2009; Park, 2020). 
Neben einer breitflächigen Anwendung in verschiedenen Kontexten erfuhr das TAM verschie-
dene Modellerweiterungen, von denen das TAM 2 (Venkatesh & Davis, 2000), das TAM 3 (Ven-
katesh & Bala, 2008) sowie die Unified Theory of Acceptance and Use of Technology (UTAUT, 
Venkatesh et al., 2003) die drei bekanntesten sind. Während das UTAUT im folgenden Ab-
schnitt vorgestellt wird, werden das TAM 2 und TAM 3 hier kurz beschrieben. Das Modeller-
weiterung TAM 2 wurde mit der Motivation unternommen, die Determinanten von PU und IU 
 





zu identifizieren. Dabei erweitert das TAM 2 das ursprüngliche TAM um folgende Variablen: 
Freiwilligkeit, Erfahrung, Subjektive Norm, Image, Berufsrelevanz, Qualität des Ergebnisses und 
Demonstrierbarkeit des Ergebnisses. Venkatesh und Bala (2008) fassten im TAM 3 die existieren-
den Forschungsergebnisse basierend auf dem TAM zusammen und ergänzten das TAM 2 um 
Determinanten, die auch die wahrgenommene Einfachheit der Nutzung erklären. Dabei wurde 
das TAM 2 um die folgenden Faktoren erweitert: Selbstüberzeugung im Umgang mit Computern, 
Wahrnehmung externer Kontrolle, Angst gegenüber Computern, Verspieltheit im Umgang mit Com-
putern, wahrgenommener Genuss und objektive Gebrauchstauglichkeit.  
2.4.5. Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 2003) 
Die Unified Theory of Acceptance and Use of Technology (UTAUT) stellt eine weitere Model-
lerweiterung des TAM dar. Im Gegensatz zum TAM 2 und 3 basiert die UTAUT dabei jedoch 
auf einer Analyse und Integration von acht verschiedenen Modellen zur Beschreibung der Nut-
zung eines (technischen) Systems, zu denen neben dem TAM auch die Theory of Reasoned 
Action und Theory of Planned Behavior gehören. Somit stellt das UTAUT den Versuch eines 
integrativen Ansatzes dar, der die einflussreichsten Modelle zum Zeitpunkt der Modellerstel-
lung 2003 umfasst. Das UTAUT umfasst die Modellfaktoren Leistungserwartung (engl. Perfor-
mance expectancy), Aufwandserwartung (engl. Effort expectancy), sozialer Einfluss (Social in-
fluence) und erleichternde Bedingungen (engl. Facilitating conditions), die die Nutzungsintention 
(engl. Behavioral intention) oder im Fall der je nach Kontext neu zu spezifizierenden erleich-
ternden Bedingungen das Nutzungsverhalten (engl. Use behavior) beeinflussen (s. Abbildung 9).  





Zusätzlich umfasst die UTAUT die Moderatorvariablen Geschlecht (engl. Gender), Alter (engl. 
Age), Erfahrung (engl. Experience) und Freiwilligkeit der Nutzung (engl. Volutariness of use). Ähn-
lich wie das TAM wurde die UTAUT im organisationalen Kontext von den Autoren validiert, 
erfuhr seit seiner Veröffentlichung jedoch einen breiten Einsatz in verschiedenen Kontexten.  
In einer Review identifizierten Williams et al. (2015) die Einsatzbereiche Kommunikationssys-
teme (z. Bsp. mobiles Banking, Instant Messaging, mobile Werbung), Systeme mit einem glo-
balen Einsatzzweck (z. Bsp. Internet, Tablet-PCs, smarte Produkte, mobile Dienste), Bürosys-
teme (z. Bsp. Grafikprogramme, Referenzdatenbanken, Computer-basierte Assistenzsysteme) 
und spezialisierte Geschäftssysteme (z. Bsp. elektronische Personalmanagementsysteme, 
Weblog Technologien, biometrische Identifizierungssysteme). Dabei fand das UTAUT auch Ein-
satz im Kontext von IoT-Technologien (Al-Momani et al., 2019; Lee & Shin, 2019; Nysveen & 
Pedersen, 2016; Sung & Jo, 2018; Zhou, 2012). 
2.5. Modelle für Technologieakzeptierbarkeit und Technologieakzeptanz im                
Automobil 
Basierend auf den in Kapitel 2.5 eingeführten Modellen zur Beschreibung von Technologieak-
zeptierbarkeit und -akzeptanz wurden bereits mehrere Technologieakzeptierbarkeits- und Ak-
zeptanzmodelle im Automobilkontext beschrieben.  
Die Mehrheit der Veröffentlichungen griff dabei auf das TAM als Ausgangsmodell zurück (Berg, 
2012; Buckley et al., 2018; Chen & Chen, 2009; Fazel, 2014; Ghazizadeh, Peng et al., 2012; 
Hegner et al., 2019; Keuntje & Poormohammadroohafza, 2014; Moták et al., 2017; Park et al., 
2015; Payre et al., 2014; Simon et al., 2013; Sonneberg et al., 2019; Wu et al., 2019; Yoon & 
Cho, 2016), gefolgt von der Theory of Planned Behavior (Bamberg & Schmidt, 2003; Kelkel, 
2015; Larue et al., 2015; Moons & Pelsmacker, 2012, 2015; Walsh et al., 2008) und der UTAUT 
(Madigan et al., 2016; Madigan et al., 2017; Osswald et al., 2012; Park et al., 2013). Lediglich 
eine Publikation griff primär auf die Theory of Reasoned Action zurück (Petschnig et al., 2014). 
Inhaltlich fokussierte sich die Mehrheit der Studien auf das automatisierte Fahren (N = 7), 
gefolgt von der Elektromobilität (N = 5) und dem vernetzten Fahren (N = 4). Den Fahrzeug-
assistenz- und Informationssystemen widmeten sich drei Studien. Zwei Studien entwickelten 
ein Modell zur Erklärung der Nutzungsintention für das Car Sharing, während je eine Studie 
die Nutzung des Automobils im Vergleich zu anderen Verkehrsmitteln und die Nutzung eines 
Mobiltelefons am Steuer untersuchte. Tabelle 3 fasst die inhaltliche Zuordnung der Arbeiten 
mit Entwicklung eines Modells zur Erklärung der Nutzungsintention oder Nutzung von Tech-




Von den bestehenden Modellen zur Erfassung der Nutzungsintention oder Nutzung von ver-
netzten Technologien im automobilen Kontext untersuchten Larue et al. (2015) am Beispiel 
von intelligenten Bahnübergängen die Akzeptanz von ITS-Technologien, während Park et al. 
(2013) die Akzeptierbarkeit der Integration des Smartphones in das vernetzte Auto untersuch-
ten. Die Autoren stellten eine stark abgewandelte Form des UTAUT auf, bei dem lediglich zwei 
Faktoren (erleichternde Bedingungen und Technographie / Offenheit für neue Technologien) 
signifikant zur Erklärung der Nutzungsintention beitrugen.   
Yoon und Cho (2016) erweiterten das TAM um die Faktoren Kompatibilität, visuelle Attraktivi-
tät, wahrgenommener Genuss und Aufgaben-Technologie-Passung, um die Akzeptanz von vernetz-
ten Diensten im Automobil zu erfassen. Dabei beschrieben die Autoren mehrere verschiedene 
vernetzte Dienste als Referenzstimuli, präsentierten jedoch gleichzeitig ein visuelles Interface 
eines nicht näher definierten vernetzten Dienstes. Aufgrund der Vorgabe mehrerer verschiede-
ner Referenzstimuli scheint es möglich, dass unterschiedliche Teilnehmende sich auf unter-
schiedliche Dienste primär bezogen haben und somit unterschiedliche Bewertungsgrundlagen 
für das aufgestellte Modell herzangezogen haben. Dennoch ist die Stärke des Modells die stär-
kere Einbindung von affektiven Faktoren in das TAM, das für einen zu starken Fokus auf eine 
kognitive beziehungsweise instrumentale Bewertung von Systemen kritisiert wurde (Mahlke, 
2005; van der Heijden, 2003). 
Osswald et al. (2012) entwickelten das Car Acceptance Model (CTAM) als theoretisches Modell 
zur Erfassung der Akzeptierbarkeit und Akzeptanz von Informationssystemen im Automobil. 
Die Autoren erweiterten die UTAUT um die Faktoren Angst (im Fahrzeugkontext), Selbsteffizi-
enz, Einstellung gegenüber der Nutzung der Technologie und wahrgenommene Sicherheit. Aller-
dings wurde das CTAM nicht selbst evaluiert, sondern nur dem CTAM zugrundeliegende Fra-
gebogen mit 21 Teilnehmenden an einem Texteingabeinterface im Automobil validiert. 
Chen und Chen (2009) untersuchten die Akzeptierbarkeit von Telematik im Automobil anhand 
einer Erweiterung des TAM um die Faktoren Soziale Norm und Wahrgenommene Verhaltenskon-
trolle aus der Theory of Planned Behavior. Interessanterweise erklärte die Theory of Planned 
Behavior einen größeren Teil der Varianz der Nutzungsintention für den nicht näher spezifi-
zierten Telematikdienst im Automobil als das von Chen und Chen entwickelte Modell, in dem 





Tabelle 3. Kategorisierung bisheriger Studien mit Modellen zur Erklärung der Nutzungsintention oder Nutzung 
von Technologien im Automobilkontext nach thematischen Kontext und primären Basismodell*. 
Thema TAM TPB TRA UTAUT 
Automatisierung Buckley et al. 
(2018); Hegner 
et al. (2019); Mo-
ták et al. (2017); 
Payre et al. 
(2014) 
Kelkel (2015)  Madigan et al. 
(2017); Madi-
gan et al. 
(2016) 
Elektromobilität Fazel (2014); Wu 













Ghazizadeh et al. 
(2012); Park et 
al. (2015) 




Chen und Chen 
(2009); Yoon 
und Cho (2016) 
Larue et al. 
(2015) 
 Park et al. 
(2013) 
Car Sharing Simon et al. 
(2013); Sonne-
berg et al. (2019) 
   
Nutzung des Au-
tomobils 







 Walsh et al. 
(2008) 
  
* Einige Studien basieren auf mehreren Basismodellen. Um eine klare Kategorisierung zu ermöglichen wurden 




Trotz aller verschiedenen modelltheoretischen Ansätzen und Anwendungsszenarien der bisher 
bestehenden Modelle zur Erklärung der Akzeptierbarkeit und Akzeptanz von vernetzten Syste-
men im automobilen Kontext teilen alle gemeinsam eine Eigenschaft: Obwohl alle den An-
spruch erheben vernetzte Dienste im Automobil oder in dessen Umfeld zu erfassen, geht keines 
der Modelle auf den Aspekt der Datenpreisgabe und die damit verbundenen Privatheitsbeden-
ken der Nutzenden (siehe Kapitel 2.3.1) ein. Da es im automobilen Kontext noch an modellthe-
oretischen Ansätzen unter Einbezug privatheitsrelevanter Faktoren mangelt, wirft das folgende 
Kapitel einen Blick auf bestehende Modelle zur Erklärung der Datenpreisgabe in datenintensi-
ven Kontexten außerhalb klassischer Internetanwendungen. 
2.6. Modelltheoretische Ansätze zur Erklärung der Datenpreisgabe in datenintensi-
ven Kontexten 
Die Vernetzung des Automobils geht einher mit einem geringen nutzendenseitigen Bewusstsein 
für die Integration des Fahrzeugs in das Internet (Deloitte, 2015; Schoettle & Sivak, 2014). 
Diesen Umstand teilt das vernetzte Automobil mit weiteren (Alltags-)Geräten im IoT, die durch 
die Integration von Computern internetfähig werden, ohne dass sie als Computer wahrgenom-
men werden (Tene & Polonetsky, 2013). Karaboga et al. (2015) sprechen daher im IoT-Kontext 
(zudem auch das vernetzte Automobil gezählt wird) von einem “versteckten Internet”. Auf-
grund dieser Ähnlichkeit von vernetzten Automobilen und anderen vernetzten Geräten im IoT 
mit Bezug auf das mangelnde nutzendenseitige Bewusstsein für die Konnektivität wird in die-
sem Kapitel ein Blick auf ausgewählte modelltheoretische Ansätze zur Erklärung der Daten-
preisgabe bei datenintensiven Anwendungen geworfen.  
Zhou (2012) untersuchte die Nutzungsintention von ortsbasierten Diensten unter Einbezug von 
privatheitsrelevanten Faktoren. Ortsbasierte Dienste stellen eine Klasse von Diensten dar, die 
personalisierte, ortsbezogene Inhalte und Empfehlungen auf der Basis von der Position und den 
Präferenzen der Nutzenden anbieten. Auf der Basis der UTAUT konzipierte Zhou ein Modell, 
dass mit den klassischen UTAUT-Faktoren die begünstigenden Einflussfaktoren den hemmen-
den privatheitsbezogenen Faktoren für die Nutzungsintention von ortsbasierten Diensten ge-
genüberstellt (siehe Abbildung 10). Letztere umfassen Privatheitsbedenken (engl. Privacy con-
cerns), das Vertrauen in den Anbieter (engl. Trust in the provider) und das wahrgenommene Risiko 
(engl. Perceived risk). Die Privatheitsbedenken beschreiben die Bedenken der Nutzenden bezüg-
lich ihrer informationellen Privatheit (Xu et al., 2013), können jedoch als mehrdimensionales 
Konstrukt mit den Facetten Datenerfassung, Kontrolle und Bewusstsein aufgefasst werden (Mal-





Das Vertrauen in den Anbieter hingegen kann als Bereitschaft der vertrauenden Person verstan-
den werden, sich auf der Basis einer positiven Erwartung bezüglich des zukünftigen Verhaltens 
des Interaktionspartners in eine Position der Verletzbarkeit zu begeben (Mayer et al., 1995). In 
Abgrenzung zu den Privatheitsbedenken beschreibt das wahrgenommene Risiko eine Gewichtung 
eines potentiellen Verlusts, der durch die Nutzung eines Systems eintreten könnte, mit der sub-
jektiv wahrgenommenen Wahrscheinlichkeit des Eintretens dieses Verlusts (Cunningham, 
1967). Im Kontext der Datenpreisgabe kann das wahrgenommene Privatheitsrisiko als die wahr-
genommene Wahrscheinlichkeit des Kontrollverlusts über personenbeziehbaren Daten aufge-
fasst werden (Lee, 2009). Zhous Modell kann auch als eine Spezifizierung des privacy calculus 
Modells (Dinev & Hart, 2006; siehe Kapitel 2.2) verstanden werden, in dem auf der linken Seite 
die wahrgenommenen Vorteile und auf der rechten Seite des Modells die antizipierten Pri-
vatheitskosten aufgeführt sind. 
Xu und Gupta (2009) untersuchten ebenfalls auf der Basis der UTAUT die Akzeptierbarkeit und 
Akzeptanz von ortsbasierten Diensten unter Einbeziehung von potentiellen Nutzenden (Akzep-
tierbarkeit) und erfahrenen Nutzenden (Akzeptanz). Die Autoren fanden, dass Privatheitsbe-
denken einen Einfluss auf die Leistungs- und Aufwandserwartung zur Vorhersage der Akzep-
tanz von ortsbasierten Diensten hat, während Privatheitsbedenken zur Vorhersage der Akzep-
tierbarkeit nur die Aufwandserwartungen negativ beeinflusste.  
 
Abbildung 10. Modell zur Erklärung der Nutzungsintention von ortsbasierten Diensten nach Zhou (2012). Gestri-
chelte Linien stellen vorhergesagte, aber nicht empirisch bestätigte Beziehungen dar. „+“ kennzeichnet einen positi-




Xu et al. (2009) erweiterten das privacy calculus Modell um privatheitsbezogene Mechanismen 
wie monetäre Kompensationen für die Datenpreisgabe, industrielle Selbstregulationen sowie 
behördliche Regulationen zur Erklärung der Datenpreisgabe im Kontext von ortsbezogenen 
Diensten. Unabhängig von der anordnenden Institution hatten (Selbst-)Regulationen einen 
mindernden Effekt auf die wahrgenommenen Privatheitsrisiken. Monetäre Kompensationen er-
höhten die wahrgenommenen Vorteile durch die Datenpreisgabe im Kontext von ortsbasierten 
Diensten nur dann, wenn die Dienste automatisch personalisierte Vorschläge und Informatio-
nen lieferten. Wurden diese von den Nutzern aktiv angefragt, hatten monetäre Kompensationen 
keinen Effekt auf die wahrgenommenen Vorteile. 
Hsu und Lin (2016) adoptierten ebenfalls das privacy calculus Modell um die Nutzung von IoT-
Diensten vorherzusagen. Die Autoren erweiterten das privacy calculus Modell um die Einstel-
lung gegenüber der Nutzung von IoT-Services, ersetzten das wahrgenommene Privatheitsrisiko 
durch Privatheitsbedenken und modellierten die Privatheitsbedenken als ein mehrdimensiona-
les Konstrukt, das sich in die Subfaktoren Datensammlung, unerlaubte Zweitverwendung von 
Daten, unangemessener Datenzugriff und fehlerhafte personenbeziehbare Daten aufgliedern 
lässt.  
Auch Kowatsch und Maass (2012) testeten die Bereitschaft zur Datenpreisgabe im Kontext von 
IoT-Diensten mit Hilfe eines Modells, das die Autoren primär vom privacy calculus Modell ab-
leiteten. Auf Basis der Evaluation von 31 IoT-Experten fanden die Autoren für den Anwen-
dungsfall eines intelligenten Navigationsdienstes, dass die wahrgenommenen Privatheitsrisiken 
einen direkten Einfluss auf die Nutzungsintention des Navigationsdienstes haben. Weder Pri-
vatheitsbedenken noch das Vertrauen in den Anbieter des Navigationsdienstes mediierten die-
sen Einfluss. Im Gegensatz zu den vorherigen Studien basiert die Modellevaluation von Ko-
watsch und Maass auf einer sehr kleinen Stichprobe von Experten, deren Sichtweise und Be-
wertungsgrundlagen sich womöglich von denen durchschnittlicher Nutzenden unterscheidet.  
Zusammengefasst zeigen diese Studien, dass Faktoren der Privatheit im IoT-Kontext eine be-
deutende Rolle für die Bereitschaft, ein vernetztes System oder Dienst zu nutzen, spielen. Auf-
grund der strukturellen Ähnlichkeiten zum IoT scheint eine Übertragbarkeit der Erkenntnisse 
auf das vernetzte Automobil möglich, steht jedoch noch aus. Obwohl mehrere Nutzendenbefra-
gungen die Relevanz von Transparenz und Kontrolle über die Datenpreisgabe sowohl im ver-
netzten Automobil (siehe Kapitel 2.3.1) und im IoT-Kontext im Allgemeinen (Buck et al., 2017; 
Emami-Naeini et al., 2006) aufzeigen, hat die Informationskontrolle als potentiell relevanter 
Faktor für die Nutzungsintention eines vernetzten Systems noch keine Berücksichtigung in den 




sozialen Medien nachweisen, dass die Kontrolle über die Datenpreisgabe nicht nur von Nutzen-
den in dezidierten Umfragen gefordert wird, sondern auch ein entscheidender Faktor für die 
Vorhersage zur Bereitschaft zur Datenpreisgabe im Zuge der Nutzung von datenintensiven An-
wendungen sein kann.  
2.7. Zusammenfassung und Ableitung der Forschungsfragen 
Die Vernetzung des Automobils ermöglicht eine Vielzahl von neuen Funktionen im Fahrzeug, 
die die Sicherheit, die Effizienz als auch den Komfort des Automobils erhöhen. Wie Kapitel 2.3.1 
zeigt, nehmen Nutzende diesen Mehrwert wahr, haben jedoch gleichzeitig Privatheitsbedenken, 
die durch die derzeitigen Datenschutzpraktiken nicht ausreichend bedient werden. Vielmehr 
fordern Nutzende ein Mehr an Transparenz und Kontrolle, wer wann wie die von ihnen preis-
gegebenen Daten verarbeitet. Gestützt werden sie dabei durch die juristischen Vorgaben der 
DSGVO, die mit ihren Schutzzielen unter anderem eine erhöhte Transparenz der Datenverar-
beitung vorgibt. Während erste integrative Ansätze zur Ermöglichung einer selbstbestimmten 
Datenschutzkontrolle im vernetzten Automobil oder in verwandten IoT-Kontexten in der For-
schungsgemeinde vorgeschlagen wurden, mangelt es noch an der theoretischen Abbildung der 
Relevanz von Privatheitsbedenken im Kontext des vernetzten Automobils. Wie die Kapitel 2.4 
und 2.5 zeigen, werden verschiedene klassische Theorien zur Erklärung der Nutzung von tech-
nischen Systemen herangezogen, um auch die Akzeptierbarkeit und Akzeptanz von automobi-
len Anwendungen zu erklären. Entgegen der zahlreichen Befunden zur Relevanz der Privatheit 
in vernetzten Automobilen aus Nutzenden-, aber auch aus der juristischen und IT-Perspektive 
(siehe Kapitel 2.3), enthalten diese Modelle bislang keinen Privatheitsaspekt, der der wahrge-
nommenen Relevanz von Privatheit im vernetzten Automobil aus Nutzendensicht gerecht wer-
den würde. Gleichzeitig zeigen aber Modellierungen aus anderen datenintensiven Nutzungs-
kontexten, dass Privatheitsfaktoren eine bedeutende Rolle bei der Nutzungsentscheidung von 
Anwendungen spielen können (siehe Kapitel 2.6). Daher ist ein Ziel dieser Arbeit zu klären, ob 
die Wichtigkeit der informationellen Privatheit nicht nur in Befragungen von Nutzenden be-
kundet wird, sondern auch die Akzeptierbarkeit und Akzeptanz von vernetzten Diensten im 
Automobil entscheidend mitbeeinflusst: 
Forschungsfrage 1:  
Beeinflusst die Datenpreisgabe die Akzeptierbarkeit und Akzeptanz von vernetzten Diensten im 
Automobil? 
Ebenso wie die DSGVO fordern auch Nutzende eine höhere Transparenz der Datenerfassung 




neben der erhöhten Transparenz eine bessere Kontrolle über die preisgegebenen Daten einfor-
dern. Eine Studie von Xu et al. (2013) im Kontext von sozialen Medien zeigt, dass die wahrge-
nommene Kontrollmöglichkeit über die preiszugebenen Daten die Absicht zur Preisgabe in der 
Tat beeinflusst. Dabei ist jedoch zwischen der wahrgenommen Informationskontrolle und der 
tatsächlichen Informationskontrolle zu unterscheiden, wie bereits in Kapitel 2.4.3 im Zuge der 
Einführung der Theory of Planned Behavior hingewiesen wurde. Gemäß den Konzepten der 
Theory of Planned Behavior umfasst die wahrgenommene Informationskontrolle auch Aspekte 
früherer Kontrollerfahrungen, ist aber nicht mit der tatsächlichen Kontrollerfahrung per se in 
der aktuellen Nutzungssituation gleichzusetzen. Vielmehr kann die wahrgenommene Kontrolle 
als Stellvertretung der tatsächlichen Kontrolle dienen (Ajzen, 1991). Die in Kapitel 2.3.2 vor-
gestellten integrativen Ansätze zur Wahrung der Privatheit im vernetzten Automobil bieten den 
Nutzenden die von ihnen eingeforderten Kontrolle über die Datenpreisgabe. Während die The-
ory of Planned Behavior eine Grundlage darstellt, um die Folgen einer tatsächlichen Kontrol-
lerfahrung auf die Nutzungsintention zu antizipieren, existiert noch keine Untersuchung hierzu 
im Anwendungskontext des vernetzten Automobils. Daher lautet die zweite Forschungsfrage: 
Forschungsfrage 2: 
Verändert sich die Akzeptanz von vernetzten Diensten durch die Möglichkeit zur selbstbestimm-
ten Datenpreisgabe im Vergleich zur Dienstnutzung ohne Kontrolle über die preiszugebenden 
Daten? 
Um diese Forschungsfragen anzugehen, wird eine Simulatorstudie durchgeführt, mittels derer 
ein Modell zur Erklärung der Nutzungsintention von vernetzten Diensten im Automobil unter 
Berücksichtigung der Datenpreisgabe etabliert werden soll (Forschungsfrage 1). Die gleiche 
Studie umfasst einen Vergleich der Nutzungsintention eines vernetzten Dienstes vor und nach 
der Möglichkeit zur selbstbestimmten Datenschutzkontrolle (Forschungsfrage 2). Um die Aus-
sagekraft des etablierten Modells zu erweitern, wird das Modell in zwei Replikationsstudien auf 
Basis der in Kapitel 2.1.1 vorgestellten Systematisierung von vernetzten Diensten im Automobil 
anhand von zwei weiteren Diensten getestet. Im folgenden Kapitel wird ein Modell zur Erklä-
rung der Nutzungsintention von vernetzten Diensten im Automobil unter Berücksichtigung der 






3. Hypothesen und Untersuchungsmodell 
Vernetzte Dienste im Automobil bieten eine Vielzahl verschiedener Vorteile, die jedoch mit der 
Preisgabe von (potentiell) personenbeziehbaren Daten einhergehen. Während zahlreiche Um-
fragen bereits aufgezeigt haben, dass Nutzende diesen Zwiespalt zwischen vermehrter Funkti-
onalität und einem Eingriff in die informationelle Privatheit wahrnehmen, fehlt eine entspre-
chende Abbildung in der theoretischen Modellierung der Akzeptierbarkeit und Akzeptanz. 
Wie Kapitel 2.5 zeigt stellen das TAM sowie die Theory of Planned Behavior auch im Automobil 
die dominanten klassischen Theorien dar. Daher basiert auch das hier vorgestellte Modell auf 
dem TAM, das unter anderem um Konstrukte der Theory of Planned Behavior ergänzt wird. 
Studien von Chen und Chen (2009) sowie Yoon und Cho (2016) zeigen, dass die wahrgenom-
mene Nützlichkeit und die Einfachheit der Nutzung wichtige Determinanten für die Nutzungs-
intention von Systemen im Automobil sind. In Anlehnung an Davis (1989) wird die wahrge-
nommene Nützlichkeit hier als das Ausmaß definiert, in dem eine Person glaubt, dass die Nut-
zung eines vernetzten Dienstes im Automobil ihre Fahrt bereichert. Wie bereits Unterkapitel 
2.4.3 zeigte, stellt die wahrgenommene Nützlichkeit eine der Determinanten der Einstellung 
gegenüber der Nutzung eines Systems sowie der Nutzungsintention dar (Chung et al., 2010; 
Müller-Seitz et al., 2009). Daher wird die wahrgenommene Nützlichkeit auch im Kontext von 
vernetzten Diensten im Automobil als wichtiger Faktor betrachtet, für den die folgenden Hypo-
thesen formuliert werden können: 
Hypothese 1.1: Die wahrgenommene Nützlichkeit hat einen signifikanten positiven Einfluss auf 
die Einstellung gegenüber der Nutzung von vernetzten Diensten im Automobil. 
Hypothese 1.2: Die wahrgenommene Nützlichkeit hat einen signifikanten positiven Einfluss auf 
die Nutzungsintention von vernetzten Diensten im Automobil. 
Ein weiterer grundlegender Faktor des TAM ist die Einfachheit der Nutzung eines Systems. In 
dem Kontext von vernetzten Automobilen kann die Einfachheit der Nutzung als das Ausmaß 
definiert werden, in dem Nutzende glauben, dass die Nutzung von vernetzten Diensten im Au-
tomobil aufwandsarm ist. Über mehrere Kontexte hinweg konnte gezeigt werden, dass eine 
einfache, aufwandsarme Nutzung sowohl die wahrgenommene Nützlichkeit erhöht als auch die 
Einstellung gegenüber der Nutzung des Systems positiv beeinflusst (Boer et al., 2019; Chen & 
Chen, 2009; Davis et al., 1989). Daher werden für die Nutzung vernetzter Dienste im Automobil 
folgende Hypothesen aufgestellt: 





Hypothese 1.4: Die wahrgenommene Einfachheit der Nutzung beeinflusst die Einstellung ge-
genüber der Nutzung des Systems positiv. 
Die Einstellung gegenüber der Nutzung eines Systems ist sowohl im TAM als auch in der Theory 
of Reasoned Action ein zentraler Prädiktor der Nutzungsintention. In Anlehnung an Davis 
(1986) kann sie hier als die affektive Bewertung der Nutzung eines vernetzten Dienstes im 
Automobil definiert werden. Da die zentrale Rolle der Einstellung gegenüber der Nutzung als 
direkte Antezedens der Nutzungsintention auch im Automobilkontext bereits mehrfach nach-
gewiesen werden konnte (Chen et al., 2007; Chen & Chen, 2009; Park et al., 2015), wird hier 
folgende Hypothese für die Nutzung vernetzter Dienste im Automobil aufgestellt: 
Hypothese 1.5: Die Einstellung gegenüber der Nutzung des Systems hat einen positiven Effekt 
auf die Intention zur Nutzung von vernetzten Diensten im Automobil. 
Die soziale Norm entstammt der Theory of Planned Behavior und kann im Kontext von vernetz-
ten Diensten im Automobil als die normativen Überzeugungen einer Person, welche Erwartun-
gen bedeutende Personen im nahen sozialen Umfeld mit Bezug auf die Nutzung solcher Dienste 
haben, verstanden werden. Sowohl für IT-Systeme im Allgemeinen (Gao & Bai, 2014; Lee, 
2009; Leung & Chen, 2017) als auch im Automobil (Osswald et al., 2012) konnte der Einfluss 
des wahrgenommenen sozialen Drucks auf die Nutzungsintention nachgewiesen werden. Per-
sonen, die glauben durch die Nutzung von vernetzten Diensten im Automobil den Erwartungen 
ihres sozialen Umfelds zu entsprechen, sollten den vernetzten Dienst wahrscheinlicher nutzen, 
als solche, die diese normativen Überzeugungen nicht teilen. Daher wird hier postuliert: 
Hypothese 1.6: Die soziale Norm hat einen positiven Einfluss auf die Intention zur Nutzung von 
vernetzten Diensten im Automobil.  
Neben nutzen- und nutzungsbezogenen Einflussfaktoren auf die Nutzungsintention muss für 
vernetzte Dienste im Automobil auch der Umstand der Datenpreisgabe und somit der potenti-
elle Eingriff in die informationelle Privatheit der Nutzenden abgebildet werden. Studien zu an-
deren datenintensiven Anwendungen wie IoT oder LBS können dabei als Referenz dienen, wel-
che Privatheitsfaktoren bisher zur Abbildung der Privatheitsrelevanz Berücksichtigung fanden. 
Ebenso wie die in Kapitel 2.3.1 präsentierte Nutzendensicht auf das vernetzte Automobil heben 
auch diese Modelle die Privatheitsbedenken als einen entscheidenden Faktor zur Abbildung der 
Relevanz der Privatheit im vernetzten Automobil hervor. In Anlehnung an die oben genannte 
Definition von Xu et al. (2013) werden Privatheitsbedenken hier als die Bedenken eines Nut-
zenden über die Preisgabe von personenbeziehbaren Daten während der Interaktion mit einem 




Privatheitsbedenken dazu geeignet sind, um privatheitsbezogenen Verhaltensweisen vorherzu-
sagen (Dinev & Hart, 2006; Li et al., 2019; Lowry et al., 2011; Malhotra et al., 2004a). Falls die 
informationelle Privatheit in der Tat an Relevanz im vernetzten Automobil gewinnt, sollten 
Privatheitsbedenken ein signifikanter Prädiktor der Nutzungsintention von vernetzten Diensten 
im Automobil sein. Nutzende von vernetzten Diensten könnten Bedenken bezüglich des Um-
gangs des Dienstanbieters mit den preisgegebenen Daten in Bezug auf die Datenerhebung, -
speicherung und -nutzung hegen. Da Zhou (2012) für LBS zeigte, dass Privatheitsbedenken das 
wahrgenommene Privatheitsrisiko signifikant erhöhten, wird hier für vernetzte Dienste im Au-
tomobil angenommen: 
Hypothese 1.7: Privatheitsbedenken haben einen positiven Einfluss auf das Privatheitsrisiko.  
Darüber hinaus misstrauen Nutzende mit ausgeprägten Privatheitsbedenken besonders beim 
Umgang mit ihren Daten der Integrität von Dienstanbietern (Malhotra et al., 2004a; Zhou, 
2012). Wie im Fall von anderen Kontexten wird erwartet, dass das Vertrauen in den Anbieter 
abnimmt, je höher die Privatheitsbedenken sind. Daher wird folgende Hypothese aufgestellt: 
Hypothese 1.8: Privatheitsbedenken beeinflussen das Vertrauen in den Anbieter negativ. 
Umfragen deuten wiederholt darauf hin, dass das Vertrauen in den Anbieter für Nutzende eine 
relevante Einflussgröße für die Nutzung von datenintensiven Diensten wie im vernetzten Auto-
mobil darstellt (siehe 2.3.1). Entsprechend hat das Vertrauen in den Anbieter auch eine promi-
nente Rolle für die Vorhersage von Nutzungs- und Preisgabeverhalten in digitalen Kontexten, 
die von sozialen, informationellen oder materiellen Austausch geprägt sind, eingenommen 
(Dwyer et al., 2007; Gefen, Karahanna et al., 2003; Gefen, Rao et al., 2003; Wang & Lin, 2016). 
Dabei steigerte das Vertrauen in den Anbieter die Nutzungsintention, da es die Erwartung eines 
positiven zukünftigen Ergebnisses nährt (Zhou, 2012). Da auch die Datenpreisgabe im Kontext 
von vernetzten Diensten im Automobil als eine Form des Austausches betrachtet werden kann, 
wird hier angenommen: 
Hypothese 1.9: Das Vertrauen in den Anbieter hat einen positiven Einfluss auf die Nutzungsin-
tention von vernetzten Diensten im Automobil. 
Unsicherheit ist eine Voraussetzung für die Notwendigkeit von Vertrauen. In Situationen, die 
als risikofrei beziehungsweise perfekt vorhersagbar wahrgenommen werden, gibt es keinen 
Grund sich auf das Vertrauen in eine Person oder Institution zu verlassen (Blau, 1964; Molm et 
al., 2000). Entsprechend konnten bisherige Studien eine enge Verbindung zwischen dem Ver-
trauen in einen Anbieter und dem wahrgenommenen Risiko in digitalen Umgebungen aufzei-




wahrgenommene Risiko reduziert (Gefen, Rao et al., 2003; Pavlou, 2003; Wang & Lin, 2016). 
Daher wird auch für den Kontext von vernetzten Diensten im Automobil angenommen: 
Hypothese 1.10: Das Vertrauen in den Anbieter hat einen negativen Einfluss auf das wahrge-
nommene Privatheitsrisiko. 
Wie bereits in Kapitel 2.6 eingeführt, kann das Privatheitsrisiko als die wahrgenommene (Un-) 
Sicherheit des Kontrollverlustes über personenbeziehbare Daten verstanden werden, das den 
potentiellen Missbrauch durch die datenerhaltende Partei mit einschließt (Lee, 2009). Im Kon-
text von vernetzten Diensten im Automobil sollte das wahrgenommene Privatheitsrisiko mit der 
Preisgabe von besonders kritischen Daten (wie zum Beispiel Gesundheitsdaten) oder der sub-
jektiv hohen Wahrscheinlichkeit eines Datenmissbrauchs durch die datenempfangende Institu-
tion zunehmen. Verschiedene Studien haben bereits nachgewiesen, dass das wahrgenommene 
Privatheitsrisiko die Nutzungsintentionen direkt beeinflusst (Wang & Lin, 2016; Xu & Gupta, 
2009). Sollten Nutzenden einen möglichen Kontrollverlust über die preiszugebenden Daten als 
wahrscheinlich bewerten, sind sie eher zurückhaltend gegenüber der Nutzung eines entspre-
chenden Produkts (Featherman et al., 2010). Darüber hinaus zeigt unter anderem Lee (2009), 
dass das wahrgenommene Privatheitsrisiko die affektive Bewertung der Nutzung eines Systems 
negativ beeinflusst. Daher werden folgende Hypothesen für vernetzte Dienste im Automobil 
aufgestellt: 
Hypothese 1.11: Das wahrgenommene Privatheitsrisiko beeinflusst die Nutzungsintention von 
vernetzten Diensten im Automobil negativ. 
Hypothese 1.12: Das wahrgenommene Privatheitsrisiko beeinflusst die Einstellung gegenüber 
der Nutzung von vernetzten Diensten im Automobil negativ. 
In den vorangegangenen Kapiteln, die die Definition, Regelung und Wahrnehmung von Privat-
heit zum Inhalt hatten, spielte Kontrolle eine zentrale Rolle. Sowohl im Auge der Nutzenden 
(siehe Kapitel 2.3.1), in zentralen Definitionsansätzen von Privatheit (zum Beispiel Westin 
(1967); siehe auch Kapitel 2.2) und in regulatorischen Vorgaben (siehe Kapitel 2.3) konnte die 
Kontrolle über die preiszugebenden Daten als ein zentraler Faktor im Kontext von vernetzten 
Diensten im Automobil identifiziert werden. Die wahrgenommene Kontrolle spielt dabei auch 
in modell-theoretischen Ansätzen wie der Theory of Planned Behavior (Ajzen, 1985) eine ent-
scheidende Rolle. Auch im Kontext von digitalen Systemen beschrieben Studien die Informati-
onskontrolle als einen zentralen Prädiktor von Datenpreisgabe und Nutzungsintention. Dabei 
kann die Informationskontrolle als die wahrgenommenen internen und externen Möglichkei-




(Xu et al., 2013). Wurde die Informationskontrolle als hoch wahrgenommen, sanken die Pri-
vatheitsbedenken als auch das wahrgenommene Privatheitsrisiko (Hajli & Lin, 2016; Xu et al., 
2011; Xu et al., 2013). Daher wird für vernetzte Dienste im Automobil angenommen: 
Hypothese 1.13: Die wahrgenommene Informationskontrolle beeinflusst das wahrgenommene 
Privatheitsrisiko negativ. 
Hypothese 1.14: Das wahrgenommene Informationskontrolle beeinflusst die Privatheitsbeden-
ken negativ.  
Die aufgestellten Hypothesen ergeben das in Abbildung 10 zusammengefasste Akzeptanzmo-
dell für vernetzte Dienste im Automobil, das in dieser Arbeit postuliert wird.  
Während das obige Modell die wahrgenommene Kontrolle abbildet, wünschen sich Nutzende 
eine tatsächliche Kontrolle über die Datenpreisgabe (siehe Kapitel 2.3.1). Erste integrative An-
sätze schlagen zwar bereits unterschiedliche Lösungen zur Ermöglichung einer nutzerzentrier-
ten Kontrolle über die Datenpreisgabe vor (siehe Kapitel 2.3.2). Gleichzeitig existieren jedoch 
nur wenige Studien, die den Einfluss der tatsächlichen Informationskontrolle auf weitere pri-
vatheitsrelevante Faktoren durch experimentelle Variationen untersuchten (Gómez-Barroso, 
2018). In Anlehnung an die Theory of Planned Behavior (Ajzen, 1985) zeigten Wilson et al. 
 
Abbildung 10. Hypothetisiertes Modell zur Erklärung der Akzeptierbarkeit und Akzeptanz von vernetzten Diensten 




(2015), dass tatsächliche Kontrollmöglichkeiten über die Datenpreisgabe nicht nur die wahrge-
nommene Informationskontrolle, sondern auch die Privatheitsbedenken beeinflussen. Arcand 
et al. (2007) untersuchten darüber hinaus die unterschiedlichen Einflüsse von Informationen 
über die Datenpreisgabe im Gegensatz zu tatsächlicher Informationskontrolle. Die Autoren 
konnten zeigen, dass die bloße Präsenz von Datenschutzerklärungen einen Einfluss auf die 
wahrgenommene Privatheitskontrolle hat, ohne dass sie eine tatsächliche Kontrolle bieten 
würde. Setzen sich Nutzende jedoch mit den Datenschutzerklärungen näher auseinander, ha-
ben nur solche Erklärungen einen positiven Effekt auf die wahrgenommene Privatheitskontrolle 
und das Vertrauen in den Anbieter, die als Default keine Datenpreisgabe erlauben (opt-in) und 
somit eine explizite Zustimmung zur Datenpreisgabe erfordern (Arcand et al., 2007).  
Zwar gibt es im vernetzten Automobil noch keine systemübergreifenden Standards, wie Einwil-
ligungen zur Datenpreisgabe kommuniziert und eingeholt werden. Allerdings besteht mit And-
roid Auto ein integrated system Ansatz (siehe Kapitel 2.1), der auf der Spiegelung der Smart-
phoneinhalte auf die visuelle Schnittstelle des vernetzten Automobils basiert. Android bietet 
den Nutzenden beim Download einer neuen Applikation eine kompakte Übersicht über die 
preiszugebenden Daten, die jedoch einen rein informativen Charakter haben. Die Ergebnisse 
von Arcand et al. (2007) legen nahe, dass im vernetzten Automobil ein solcher Informations-
bildschirm zwar bereits ein gehobenes Niveau der wahrgenommenen Informationskontrolle er-
zeugt. Haben Nutzende jedoch einen Zugriff auf Privatheitseinstellungen, die ihnen tatsächliche 
Kontrollmöglichkeiten im Sinne einer selbstbestimmten informationellen Privatheit aufzeigen, 
sollten unter letzterer Bedingung die wahrgenommene Informationskontrolle als auch das Ver-
trauen in den Anbieter höher sein als unter rein informierenden Anzeigen der preiszugebenden 
Daten. Daher wird für vernetzte Dienste im Automobil angenommen: 
Hypothese 2.1: Die Erfahrung einer tatsächlichen Kontrolle über die Preisgabe von Daten wäh-
rend der Nutzung von vernetzten Diensten im Automobil führt zu einer höheren wahrgenom-
menen Informationskontrolle als unter der Präsenz eines privatheitsbezogenen Informations-
bildschirms. 
Hypothese 2.2: Die Erfahrung einer tatsächlichen Kontrolle über die Preisgabe von Daten wäh-
rend der Nutzung von vernetzten Diensten im Automobil führt zu einem höheren Vertrauen in 
den Anbieter als unter der Präsenz eines privatheitsbezogenen Informationsbildschirms. 
Die Ergebnisse von Wilson et al. (2015) legen nahe, dass auch im vernetzten Automobil das 
Vorliegen einer tatsächlichen Kontrolle über die Datenpreisgabe nicht nur zur Erhöhung der 
wahrgenommenen Privatheitskontrolle, sondern auch zu einer Reduzierung der Privatheitsbe-




Hypothese 2.3: Die Erfahrung einer tatsächlichen Kontrolle über die Preisgabe von Daten wäh-
rend der Nutzung von vernetzten Diensten im Automobil führt zu geringeren Privatheitsbeden-
ken als unter der Präsenz eines privatheitsbezogenen Informationsbildschirms. 
Führt die Erfahrung einer tatsächlichen Kontrolle über die Datenpreisgabe zu einer Erhöhung 
der wahrgenommenen Informationskontrolle, so sagen die Studienergebnisse von Hajli und Lin 
(2016) voraus, dass sich solche Effekte indirekt auch auf das wahrgenommene Privatheitsrisiko 
auswirken. Daher wird für vernetzte Dienste im Automobil angenommen: 
Hypothese 2.4: Die Erfahrung einer tatsächlichen Kontrolle über die Preisgabe von Daten wäh-
rend der Nutzung von vernetzten Diensten im Automobil führt zu einem geringeren wahrge-
nommenen Privatheitsrisiko als unter der Präsenz eines privatheitsbezogenen Informationsbild-
schirms. 
In dem in Abbildung 10 präsentierten Modell zur Erklärung der Akzeptierbarkeit und Akzeptanz 
von vernetzten Diensten im Automobil wird die Einstellung gegenüber der Nutzung eines sol-
chen Dienstes sowohl von privatheitsbezogenen als auch von nutzungsbezogenen Faktoren be-
einflusst. Wilson et al. (2015) konnten jedoch zeigen, dass die Möglichkeit zur Kontrolle über 
die Datenpreisgabe auch die Einstellung positiv beeinflusst. Daher wird auch für den Kontext 
des vernetzten Automobils folgende Hypothese aufgestellt: 
Hypothese 2.5: Die Einstellung gegenüber der Nutzung von vernetzten Diensten im Automobil 
ist unter dem Vorhandensein einer tatsächlichen Kontrollmöglichkeit über die Preisgabe von 
Daten positiver als unter der Präsenz eines privatheitsbezogenen Informationsbildschirms.  
In Akzeptanzmodellen dient die Nutzungsintention klassischerweise als Stellvertretung für die 
Akzeptierbarkeit oder Akzeptanz. Eine besondere Bedeutung würde dem Vorliegen einer tat-
sächlichen Kontrollmöglichkeit zukommen, wenn diese nicht nur einzelne privatheitsbezogene 
Bewertungen, Überzeugungen und Einstellungen beeinflusst, sondern darüber hinaus auch 
handlungsleitend ist. In der Tat legen bisherige Studien nahe, dass die Möglichkeit zu einer 
tatsächlichen Kontrolle über die Datenpreisgabe zu einer höheren Nutzungsintention führt. 
Gideon et al. (2006) und Tsai et al. (2011) manipulierten jeweils die Verfügbarkeit und Zu-
gänglichkeit von Datenschutzerklärungen beim Online-Shopping und fanden heraus, dass das 
Einkaufsverhalten sowie die Bereitschaft zur Datenpreisgabe währenddessen durch die experi-
mentellen Manipulationen positiv beeinflusst wurden. Tucker (2014) variierte die Kontrolle 
über die preiszugebenden Informationen im Kontext der Nutzung von personalisierter Wer-
bung. Ein Mehr an Informationskontrolle verleitete Nutzende dazu, personalisierter Werbung 




Auch Lee et al. (2011) zeigten, dass explizite Kontrollmechanismen das Bewusstsein für den 
Schutz der informationellen Privatheit erhöhen, sodass die Intention zur Datenpreisgabe erhöht 
wird. Daher wird auch für den Kontext von vernetzten Diensten im Automobil angenommen: 
Hypothese 2.6: Die Nutzungsintention von vernetzten Diensten im Automobil ist unter dem 
Vorhandensein einer tatsächlichen Kontrollmöglichkeit über die Preisgabe von Daten höher als 
unter der Präsenz eines privatheitsbezogenen Informationsbildschirms.  








Abbildung 11. Darstellung des erwarteten Einflusses der tatsächlichen Informationskontrolle auf die betrachteten 
privatheitsbezogenen Faktoren. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; PC 







4. Empirische Untersuchung 
Zur Untersuchung der beiden Forschungsfragen werden drei Studien durchgeführt. Während 
alle drei Studien zur Beantwortung der Forschungsfrage 1 beitragen, wird im Zuge der ersten 
Studie im Fahrsimulator die dafür notwendige Methodik etabliert. Gleichzeitig dient Studie 1 
zur Beantwortung der Forschungsfrage 2. Daher stellt Studie 1 die Hauptuntersuchung dar, 
während die Studien 2 und 3 Replikationsstudien sind, die auf der Basis von Online-Befragun-
gen zur Untersuchung der Tragweite des in Studie 1 etablierten Modells dienen.  
 
Abbildung 12. Zusammenfassung des Vorgehens zur Beantwortung der Forschungsfragen (FF) 1 und 2. Während FF 1 
durch die Studien 1-3 behandelt wird, wird FF 2 im Zuge von Studie 1 untersucht. Studie 1 stellt die Hauptstudie dar 
und findet im Fahrsimulator statt, während die Studien 2 und 3 Replikationsstudien darstellen, die mittels eines Online-
Fragebogens durchgeführt werden. In Studie 1 kommt ein komfortbezogener vernetzter Mehrwertdienst zum Einsatz, 
während die Replikationsstudien jeweils einen effizienzbezogenen (Studie 2) beziehungsweise einen sicherheitsbezo-




Nach Walter et al. (2020) können vernetzte Mehrwertdienste im Automobil in die funktionalen 
Kategorien Komfort, Effizienz und Sicherheit gegliedert werden. Daher kommen in den Studien 
1 bis 3 ein komfortbezogener (Studie 1), ein effizienzbezogener (Studie 2) und ein sicherheits-
bezogener vernetzter Mehrwertdienst (Studie 3) zum Einsatz. Abbildung 12 fasst das Vorgehen 
zusammen. 
4.1. Studie 1: Etablierung des Modells und Untersuchung des Einflusses einer tatsäch-
lichen Kontrolle über die Datenpreisgabe 
Einer der Hauptgründe für die Verkehrsmittelwahl zu Gunsten des privaten Automobils ist die 
Privatheit, die das Automobil unter anderem beim Pendeln verspricht (Gardner & Abraham, 
2007). Durch die Vernetzung des Automobils wird ein Datenfluss in und aus dem Automobil 
heraus etabliert, der eine potentielle Einschränkung der informationellen Privatheit der Nut-
zenden darstellen kann (Hansen, 2015). Daher gewinnt die informationelle Privatheit mit Ein-
führung von vernetzten Diensten im Automobil an Relevanz, die zwar von Nutzenden, der Re-
gulatorik und IT-Sicherheitsexperten artikuliert wird (siehe Kapitel 2.3), jedoch noch keinen 
Einzug in die Akzeptanzmodellierung im Kontext des Fahrzeugs gehalten hat. Die erste Studie 
zielt entsprechend auf die Etablierung eines Modells zur Erklärung der Nutzungsintention von 
vernetzten Diensten im Automobil unter Berücksichtigung der Datenpreisgabe ab (Forschungs-
frage 1; Hypothesen H 1.1 bis H 1.14) und untersucht darüber hinaus den Einfluss der Mög-
lichkeit zur tatsächlichen Informationskontrolle auf die Akzeptanz von vernetzten Diensten im 
Automobil (Forschungsfrage 2; Hypothesen H 2.1 bis H 2.6). Die Studie wurde im Fahrsimula-
tor des Instituts für Arbeitswissenschaft der Technischen Universität Darmstadt mit der Unter-
stützung bei der Datenerhebung von Charlotte Ebeling, Marie Bode, Johanna Vetter, Eugen 
Sommer, Robin Schmitt und Marco Klumpp im Zuge von studentischen Arbeiten durchgeführt 
(Bode, 2018; Ebeling, 2018; Klumpp & Schmitt, 2018; Sommer, 2018; Vetter, 2018). 
4.1.1. Methodik 
Teilnehmende. 116 Teilnehmende wurden in Studie 1 eingeschlossen (50 Frauen, 66 Männer; 
MAlter = 30,47 Jahre, SDAlter= 12,43 Jahre). Alle Teilnehmenden berichteten eine normale oder 
korrigierte Sehfähigkeit zu haben, waren im Besitz eines gültigen Führerscheins (mindestens) 
der Klasse B und besaßen ein Smartphone, welches sie mit zur Studiendurchführung bringen 
mussten. Neben dem Alter und dem Geschlecht wurden auch die durchschnittliche Smartpho-
nenutzung sowie der Kenntnisstand bezüglich vernetzter Automobile vor der Teilnahme an der 
Studie abgefragt. Nur 2 von 116 Teilnehmenden (1,72 %) berichteten ihr Smartphone nicht 
täglich zu benutzen. 83 von 116 Teilnehmenden (71,55 %) gaben an bereits vor der Studienteil-




Die Informationen zu den Teilnehmenden der Studie sind in Tabelle 4 zusammengefasst. Die 
Teilnehmenden wurden im Umfeld der Technischen Universität Darmstadt sowie im privaten 
Umfeld des Autors rekrutiert und erhielten eine Aufwandsentschädigung über 20 Euro für ihre 
Teilnahme. Das experimentelle Vorgehen orientierte sich strikt an den ethischen Richtlinien 
und Empfehlungen des Ethikkomitees der Technischen Universität Darmstadt. Entsprechend 
wurde von allen Teilnehmenden eine schriftliche Einverständniserklärung bezüglich der Teil-
nahme an der Studie eingeholt. 
Fragebogenentwicklung. Zur Testung des aufgestellten Akzeptierbarkeits- und Akzeptanzmo-
dells für vernetzte Dienste im Automobil wurde ein Online-Fragebogen gestaltet. Die darin ent-
haltenen Skalen wurden aus der existierenden Literatur abgeleitet und an den Kontext des ver-
netzten Automobils angepasst. Dabei wurden besonders solche Studien berücksichtigt, die ent-
weder selbst im Kontext des Automobils beheimatet sind oder anderen datenintensiven Kontex-
ten entstammen. Die Skalen für die wahrgenommene Nützlichkeit, die wahrgenommene Ein-
fachheit der Nutzung, die Einstellung gegenüber der Nutzung eines Systems sowie die Intention 
zur Nutzung eines Systems wurden aus bestehenden Studien entnommen, die ebenfalls auf das 
TAM aufbauen (Chen & Chen, 2009; Davis, 1989; Ussat, 2012). Die Skalen für Privatheitsbe-
denken, das wahrgenommene Privatheitsrisiko und das Vertrauen in den Anbieter sind an Zhou 
(2012) angelehnt, während die Skala für die wahrgenommene Informationskontrolle Xu et al. 
(2013) entstammt. Die Items für die soziale Norm wurden Osswald et al. (2012) entnommen. 
Jede Skala verfügte über mindestens drei Items. Alle Items über alle Skalen hinweg wurden auf 
einer fünfstufigen Likert-Skala mit verbalen Ankern von trifft absolut nicht zu bis trifft absolut 
zu bewertet. Während dies für fast alle Skalen nur eine Übersetzung aus dem Englischen in das 
Deutsche bedeutete, wurde für die Skala zur wahrgenommenen Informationskontrolle zudem 
die Antwortskala von sieben Stufen auf fünf Stufen reduziert. Aufgrund der notwendigen An-
passungen durchlief der gesamte Fragebogen entsprechend den Empfehlungen von Hair et al. 
(2016) einen zweistufigen Pretest um die Validität und Reliabilität des Fragebogens zu gewähr-
leisten. Zuerst wurden alle Skalen durch wissenschaftliche Mitarbeiter des Instituts für Arbeits-
Tabelle 4. Zusammenfassung der Informationen über die Stichprobe. 
Alter Geschlecht Kenntnis vor Studie Smartphonenutzung 
M 30,47 J. M 66 Ja 83 Täglich 114 






wissenschaft in Hinblick auf die Inhaltsvalidität überprüft. Hierzu wurden Definitionen der Kon-
strukte bereitgestellt, sodass die inhaltliche Eignung der Items überprüft werden konnte. An-
schließend wurde ein Pretest (N = 33) mit Teilnehmenden aus dem Bekanntenkreis des Autors 
durchgeführt. Das zweistufige Verfahren führte zu einer Umformulierung von Items der Skalen 
zur wahrgenommenen Nützlichkeit, dem wahrgenommenen Privatheitsrisiko sowie der Einstel-
lung gegenüber der Nutzung des Systems. Tabelle A1 im Anhang bietet einen Überblick über 
die interne Konsistenz (Cronbach’s α) der einzelnen Skalen im Pretest. Tabelle A2 stellt die 
finalen, in Studie 1 verwendeten Skalen dar. Für alle Skalen, die aufgrund der Ergebnisse des 
Pretests eine Änderung bedurften, wurden zusätzliche Items mitaufgenommen. Für die wahr-
genommene Nützlichkeit lagen nach der Reformulierung und Generierung neuer Items sechs 
Items vor, von denen vier Items in Studie 1 in die Skalenberechnung einflossen. Für das wahr-
genommene Privatheitsrisiko lagen vier Items vor, von denen drei in Studie 1 in die Skalenbe-
rechnung einflossen. Die Einstellung gegenüber der Nutzung des vernetzten Dienstes konnte 
mit vier Items abgebildet werden, von denen drei für die entsprechende Skala in Studie 1 ver-
wendet wurden. Die Itemauswahl für die jeweiligen Skalen für Studie 1 wurde so getroffen, 
dass jeweils mindestens drei Items enthalten waren sowie die bestmöglichen Skaleneigenschaf-
ten mit Bezug auf die Gütekriterien erzielt werden konnten. Neben diesen Skalen wurden de-
mographische Variablen (Alter, Geschlecht, Führerscheinbesitz, Häufigkeit der Nutzung eines 
Automobils sowie eines Smartphones), der Kenntnisstand bezüglich vernetzter Fahrzeuge vor 
der Versuchsteilnahme, das Vertrauen in verschiedene datenempfangende Parteien (Fahrzeug-
hersteller, ConnCar AG, Polizei, Rettungsdienst, Versicherer, App-Anbieter und Verkehrsleit-
zentrale) sowie die wahrgenommene Sensibilität der preiszugebenden Daten (siehe Tabelle 5, 
erste Spalte) erhoben. Die Fragen zur wahrgenommenen Sensitivität der im Video preisgege-
benen Daten wurden auf einer fünfstufigen Skala mit den Endpunkten nicht persönlich und 
persönlich beantwortet, während Items zum Vertrauen in unterschiedliche Entitäten eine fünf-
stufige Skala mit den Endpunkten stimme gar nicht zu und stimme voll zu bezogen auf die Aus-
sage „Ich vertraue [...] im Umgang mit meinen Daten.“ benutzten.  
Materialien und Apparaturen. Die Studie wurde in dem statischen Fahrsimulator des Instituts 
für Arbeitswissenschaft der Technischen Universität Darmstadt durchgeführt. Der Fahrsimula-
tor ist mit einem Sichtfeld von 180° ausgestattet, das mit Hilfe von drei hochauflösenden Pro-
jektoren (Auflösung: 1920 x 1200 Pixel; Helligkeit: 6000 Lumen) erreicht wird. Der Fahrsimu-
lator besteht aus einer Karosserie eines Chevrolet Aveo. Ein zehn Zoll großes Tablet (Auflösung: 
1920 x 1200 Pixel) ist an der Mittelkonsole des Aveos als zentrales Touch-Display angebracht. 




Für die Studie wurde ein virtuelles Abbild eines Teils von Mannheim in SILAB erstellt (Dao, 
2017). Das konkrete Streckenvorbild für die experimentelle Bedingung war die Route von L5 1 
zum Café Vienna in S1. Das Egofahrzeug begegnete dabei mäßigem Verkehr, ohne dass es zu 
Beeinträchtigungen oder Blockaden der intendierten Fahrtrichtung kam. Jede Kreuzung und 
Abbiegung war mittels Ampeln geregelt, die bei der Annäherung des Egofahrzeugs auf Rot ge-
schaltet wurden. Dies ermöglichte eine Wizard-of-Oz-Simulation, auf die im weiteren Verlauf 
dieses Unterkapitels näher eingegangen wird. Die Simulationsumgebung ging über die oben 
beschriebene Route hinaus, wobei solche Teile der Simulationsumgebung, die sich nicht auf 
dieser Route befanden, zur Trainingsfahrt im Sinne einer Eingewöhnung an die Simulation-
sumgebung genutzt wurde.  
Der vernetzte Mehrwertdienst. Der komfort-bezogene vernetzte Mehrwertdienst für diese 
Studie stellt einen vernetzten Parkdienst dar und ist dem Konzept von He et al. (2014) nach-
empfunden. Der Parkdienst Parking-App verfügt über eine Navigationsfunktion, die um eine 
intelligente Parkplatzsuche und -reservierung erweitert ist. Jedes vernetzte Automobil agiert 
dabei unter Rückgriff auf die fahrzeugeigenen Umgebungssensoren als ein fahrender Sensor, 
der freie Parkplätze sowie deren zwischenzeitliche Belegung detektiert und der Allgemeinheit 
zur Verfügung stellt.  
 
Abbildung 13. Versuchsaufbaus inklusive des statischen Fahrsimulators. Links: Schematische Darstellung. 1: Arbeits-
platz des Versuchsleitenden. 2: Computer zur Durchführung des Online-Fragebogens. Rechts oben: Blick auf Fahrsi-




Ein interaktiver Click-Dummy des Parkdienstes wurde mit Hilfe des Wireframing-Programms 
AXURE RP 8 in Anlehnung an den menschzentrierten Produktentwicklungsprozess (ISO, 2011) 
erstellt (Wardak, 2017) und wurde anschließend durch den Autor weiter für das hiesige Stu-
diendesign optimiert. Der Parkdienst liegt in vier verschiedenen Ausführungen vor (V1 bis V4), 
um das experimentelle Vorgehen dieser Studie zu ermöglichen (siehe dazu Versuchsdurchfüh-
rung im weitere Verlauf dieses Unterkapitels). Die Ausführungen unterscheiden sich im Umfang 
der Datenpreisgabe sowie der verfügbaren Funktionen (siehe Tabelle 5). Die Default-Version 
des Parkdienstes bietet den vollen Funktionsumfang, erfordert jedoch die Preisgabe der Identi-
tät, der Kalendereinträge, des Fahrverhaltens, Daten von Umgebungssensoren des Automobils, 
des Standorts sowie der Zeit.  
Tabelle 5. Varianten des vernetzten Parkdienstes mit Auflistung der jeweils preisgegebenen Daten sowie der verfüg-
baren Funktionen. 
Variante V1 (Default) V2 V3 V4 
PRICON Level Niedrig Mittel Hoch Maximal 
Daten     
Standort     
Fahrverhalten     
Uhrzeit     
Identität     
Kalendereinträge     
Funktionen     
Navigation     
Parkplatzortung     
Manuelle Reser-
vierung 
    
Terminbasierte 
Reservierung 





Durch die Verbindung mit dem Smartphone des Nutzenden umfasst der volle Funktionsumfang 
des Parkdienstes eine terminbasierte Ortung und Reservierung eines Parkplatzes an dem im 
Kalendertermin eingetragenen Zielort sowie eine Navigation des Nutzenden zu dem reservier-
ten Parkplatz. Der Parkdienst erhält durch die Kopplung mit dem Smartphone Zugriff auf die 
Kalendereinträge des Nutzenden, sodass die terminbasierte Parkplatzortung und –reservierung 
automatisch erfolgen kann (siehe Abbildung 14). Wie Tabelle 5 aufzeigt verhält sich der Funk-
tionsumfang kongruent zur Datenpreisgabe: Je weniger Daten preisgegeben werden, desto we-
niger Funktionen stehen zur Verfügung. Die Navigationsfunktion wird durch eine Integration 
durch Screenshots von Mannheim in Google Maps (klassische Kartenansicht) sowie einer mit 
der erlaubten Geschwindigkeit auf der Route von Route von L5 1 zum Café Vienna in S1 abge-
stimmten Animation realisiert.  
Das Interface zur Informationskontrolle. Das Datenschutzinterface PRICON des Projektes Se-
DaFa (Plappert et al., 2017; Walter et al., 2018) wurde in dieser Studie als Kontrollmöglichkeit 
über die Datenpreisgabe im Kontext der Nutzung von vernetzten Diensten im Automobil einge-
setzt.  
 
Abbildung 14. Übersicht über einzelne Bildschirme der ParkingApp. Oben links: Bestätigung der etablierten Bluetooth-
Verbindung mit dem Smartphone. Oben rechts: Übersicht über die Datenpreisgabe in der Default-Version. Unten 





Wie in Kapitel 2.3.2 bereits aufgeführt stellt PRICON ein nutzendenzentriertes Kontrollmodul 
für eine selbstbestimmte Datenpreisgabe im vernetzten Automobil dar. Über die Auswahl von 
vordefinierten Datenschutzprofile oder das Erstellen eigener Datenschutzprofile können Nut-
zende das Ausmaß ihre informationelle Privatheit im Automobil selbst bestimmen. Für den 
Zweck dieser Studie wurde PRICON mit der ParkingApp verlinkt, sodass die Teilnehmenden 
nach der Einstellung einer von ihnen bevorzugten Datenpreisgabe mittels PRICON direkt zur 
entsprechenden Version (V1 bis V4) der ParkingApp weitergeleitet wurden. Abbildung 15 führt 
vier zentrale Seiten von PRICON auf.  
Versuchsdurchführung. Der komplette Versuch dauerte ca. 90 Minuten und basierte auf einem 
within-subject Design mit dem zweistufigen Faktor tatsächliche Informationskontrolle (liegt 
nicht vor versus liegt vor). Abbildung 16 fasst den Versuchsablauf schematisch zusammen. 
Nachdem die Teilnehmenden ihre schriftliche Zustimmung zu der Teilnahme an der Studie 
gegeben hatten bekamen sie die Möglichkeit sich im Zuge einer kurzen Eingewöhnungsphase 
an das Fahrverhalten des Egofahrzeugs sowie die Simulatorumgebung zu gewöhnen. Hierzu 
wurde eine Fahrt von einer ländlichen in eine urbane Umgebung gewählt, die nach fünf Minu-
ten durch den Versuchsleitenden beendet wurde.  
 
Abbildung 15. Übersicht über einzelne Seiten von PRICON. Oben links: Übersicht über die vordefinierten Datenschutz-
profile. Oben rechts: Option zur Erstellung eines personalisierten Datenschutzprofils ist ausgewählt. Unten links: Zu-
griff auf die ParkingApp über PRICON. Unten rechts: Datenschutzeinstellungen für die ParkingApp mit einer Gegen-




Anschließend wurde die Parking-App auf dem Tablet im Fahrsimulator durch den Versuchslei-
tenden mittels Wizard-of-Oz-Technik freigeschaltet. Auf den ersten Bildschirmen der Parking-
App wurden die Teilnehmenden in eine Coverstory eingeführt, die einen Produkttest eines 
neuen Parkdienstes in einem frühen Entwicklungsstatus ankündigte.  
Der Test wurde in Kooperation mit der ConnCar AG durchgeführt, die auch gleichzeitig als 
datenempfangende Partei vorgestellt wurde. Die ConnCar AG wurde als Tochterunternehmen 
eines deutschen Automobilherstellers eingeführt, da eigene Benutzerbefragungen ergaben, dass 
das Vertrauen in Automobilhersteller durchschnittlich ausgeprägt ist, jedoch eine hohe Varianz 
aufzeigt (Walter & Abendroth, 2018). Anschließend wurden die Teilnehmenden gebeten sich 
vorzustellen, dass sie sich mit einer befreundeten Person in einem Café in Mannheim treffen 
würden. Dabei wurde Mannheim als Zielort ausgewählt, da es nah genug an Darmstadt liegt 
(ca. 50 km entfernt), um ein Treffen realistisch zu halten, jedoch gleichzeitig weit genug ent-
fernt ist, sodass sich die Teilnehmenden wahrscheinlich in der Café- und Barszene Mannheims 
nur bedingt auskennen. Um einen kostenlosen Parkplatz einfach und komfortabel in der direk-
ten Umgebung des Cafés zu finden, wurde den Teilnehmenden vorgeschlagen die neue Parkin-
gApp zu benutzen. Hierzu konnten die Teilnehmenden über einen Start-Bildschirm des fahr-
zeugeigenen Betriebssystems innerhalb einer Übersicht über die verfügbaren Dienste auf die 
ParkingApp zugreifen. Als erstes mussten sich die Teilnehmenden in der ParkingApp registrie-
ren. Im Zuge dessen wurden sie gebeten, die Bluetooth-Funktion ihres Smartphones zu aktivie-
ren, damit sich der vernetzte Dienst mit dem Smartphone verbinden und auf die notwendigen 
Daten zugreifen könne. Auf einen Tastendruck des Versuchsleitenden hin erschien ein Bild-
schirm, der eine erfolgreiche Bluetooth-Verbindung vermeldete (Abbildung 14, oben links).  
 
Abbildung 16. Schematischer Versuchsablauf. Einwilligung an Teilnahme (1) und Trainingsfahrt (2); Interaktion mit 
vernetzten Parkdienst ohne tatsächliche Kontrollmöglichkeit (3) und Ausfüllen des Online-Fragebogens (4); Aus-
übung einer tatsächlichen Informationskontrolle mittels PRICON (5); Interaktion mit vernetzten Parkdienst mit tat-




Um die ParkingApp zu nutzen, mussten die Teilnehmenden der Datenpreisgabe von insgesamt 
sechs Datenkategorien zustimmen (siehe Tabelle 5, erste Spalte). Das Einverständnis wurde 
mittels eines Bildschirms eingeholt, der an dem Design von Datenschutzmeldungen im Zuge 
der Installation von Applikationen in Android angelehnt war (siehe Abbildung 14, oben rechts). 
Wie bei der Nutzung von Smartphone-Applikationen wurden die Teilnehmenden mit einer Al-
les-oder-Nichts-Entscheidung konfrontiert: Die Preisgabe der angeforderten Daten ermöglichte 
die Nutzung der ParkingApp, während eine Ablehnung die Zugriffsverwehrung auf die Parkin-
gApp zur Folge zu haben schien. Nachdem die Entscheidung der Datenpreisgabe gefällt wurde, 
wurden die Teilnehmenden (unabhängig von ihrer Entscheidung bezüglich der Datenpreis-
gabe) auf dem nächsten Bildschirm gebeten die Nutzung der ParkingApp fortzusetzen, um die 
Funktionen des vernetzten Dienstes im Zuge des Produkttests testen zu können. Unabhängig 
von ihren Entscheidungen bezüglich der Datenpreisgabe interagierten somit alle Teilnehmen-
den mit der gleichen Version der ParkingApp. Sobald die Entscheidung bezüglich der Daten-
preisgabe gefällt wurde, simulierte eine Animation den Abruf von Kalendereinträgen von dem 
Smartphone der Teilnehmenden, sodass die Zieladresse des Cafés in Mannheim automatisch in 
die ParkingApp eingelesen werden konnte (Abbildung 14, unten links). Nun bekamen die Teil-
nehmenden mehrere Parkplätze in der direkten Umgebung des Zielortes vorgeschlagen, von 
denen sie einen auswählen und reservieren konnten (siehe Abbildung 14, unten rechts). Sobald 
die Teilnehmenden einen Parkplatz ausgewählt hatten, wurden sie von der ParkingApp auf 
einer Strecke von ungefähr fünf Minuten Fahrzeit zu diesem Parkplatz navigiert. Hierzu griff 
der Versuchsleitende wieder auf die Wizard-of-Oz-Technik zurück und starte mittels eines Tas-
tendrucks die dynamische Nachverfolgung der Egoposition in der Navigationsanzeige der Par-
kingApp. Da sowohl die Streckenlänge als auch die vorgegebene Geschwindigkeit für die Teils-
trecken bis zum Zielort bekannt waren, konnte die Geschwindigkeit der Egoposition in der Na-
vigationsansicht vorab abgeschätzt und angepasst werden. Die Ampelschaltungen an jeder 
Kreuzung erforderten mehrere Haltevorgänge an roten Ampeln, sodass die gefahrene Route in 
mehrere kürzere Teilsegmente untereilt werden konnte, in denen leichte Abweichungen von 
der tatsächlichen Geschwindigkeit der Teilnehmenden nicht auffielen. Nachdem die Teilneh-
menden am Zielparkplatz eingetroffen waren, wurden sie gebeten den Fahrsimulator zu verlas-
sen und den Online-Fragebogen an einem Arbeitsplatz im Versuchsraum auszufüllen (siehe Ab-
bildung 13). Der Online-Fragebogen umfasste die in Anhang A2 dargestellte Skalen. 
Nachdem die Teilnehmenden wieder in den Fahrsimulator zurückgekehrt waren, hatten sie die 
Möglichkeit die Preisgabe von Daten im Zuge der Nutzung der ParkingApp zu kontrollieren. 
Hierzu wurde ihnen Zugriff auf PRICON gewährt. Im Zuge der Erstellung eines personalisierten 




der ParkingApp zugreifen und diese im Rahmen von vier vorgegebenen Stufen an ihre Präfe-
renzen anpassen (siehe Abbildung 15). Je weniger Daten preisgegeben wurden, desto weniger 
Funktionen waren verfügbar. Tabelle 5 enthält eine Übersicht über die jeweils verfügbaren 
Funktionen und preiszugebenden Daten. Variante V1 entsprach dabei der Variante der Parking-
App, die zu Beginn des Experiments zum Einsatz kam.  
Sobald die Teilnehmenden ihr bevorzugtes Datenschutzniveau für die ParkingApp gewählt hat-
ten, konnten sie die ParkingApp nochmals auf der gleichen Strecke wie zu Beginn nutzen. Dabei 
war der verfügbare Funktionsumfang der ParkingApp von den mittels PRICON gewählten Da-
tenschutzeinstellungen abhängig. Teilnehmende, die sich zur Preisgabe nur des Standortes ent-
schieden (Tabelle 5, PRICON Level Maximal, ParkingApp Variante V4) hatte nur ein normales 
Navigationssystem zur Verfügung, während Teilnehmende, die zusätzlich noch das Fahrverhal-
ten sowie die Uhrzeit preisgaben, freie Parkplätze angezeigt bekamen, ohne jedoch die Mög-
lichkeit zu haben, diese zu reservieren (Tabelle 5, PRICON Level Hoch, ParkingApp Variante 
V3). Gaben Teilnehmende darüber hinaus auch ihre Identität preis, so konnten sie Parkplätze 
reservieren, verfügten jedoch über keinen automatischen Abruf von Zieladressen aus dem Ka-
lender, sondern mussten diese manuell eingeben (Tabelle 5, PRICON Level Mittel, ParkingApp 
Variante V2). Diese Funktion war nur verfügbar, wenn alle Daten (inklusive der Kalenderein-
träge) preisgegeben wurden (Tabelle 5, PRICON Level Niedrig, ParkingApp Variante V1 
(Default)).  
Nach der Ankunft am Zielparkplatz der zweiten Fahrt füllten die Teilnehmenden wiederum den 
Online-Fragebogen aus. Dabei umfasste der zweite Fragebogen die gleichen Skalen wie der 
erste Fragebogen, enthielt darüber hinaus jedoch auch noch die demographischen Variablen. 
Zum Abschluss der Versuchsteilnahme wurden die Teilnehmenden über die Cover-Story sowie 
die Manipulationen (Wizard-of-Oz-Technik) aufgeklärt und erhielten die Aufwandsentschädi-
gung. Keiner der Teilnehmenden gab an, eine der Manipulationen bemerkt zu haben.  
Datenanalyse. Die erhobenen Daten aller Teilnehmenden wurden für die Datenanalyse über-
prüft und aufbereitet. Alle 116 Teilnehmenden erfüllten die Teilnahmekriterien ((korrigierte) 
Sehfähigkeit, Smartphone zur Hand, im Besitz eines gültigen Führerscheins mindestens 
Klasse B). Der komplette Datensatz wurde auf unvollständige Antworten überprüft, enthielt je-
doch keine fehlenden Angaben. Negativ formulierte Items wurden invertiert, sodass alle Items 
einer Skala die gleiche Skalierungsrichtung besaßen. Somit konnte die komplette Stichprobe 




Zur Beantwortung der Forschungsfrage 1 umfasste diese die Schätzung des postulierten Mo-
dells auf der Basis der partial least squares (PLS) Strukturgleichungsmodellierung mit der Soft-
ware SmartPLS 3.0 (Ringle et al., 2015). Die PLS Strukturgleichungsmodellierung wurde hier 
gewählt, da sie frei von Verteilungsannahmen und für komplexe Modelle besonders geeignet 
ist (Hair et al., 2011). Die Hypothesen der Forschungsfrage 2 wurden mittels nicht-parametri-
schen Paarvergleichen für verbundene Stichproben auf Basis des Wilcoxon-Rangsummen-Test 
überprüft. Hierzu wurden für alle Teilnehmenden und für jede Skala die Skalenmittelwerte für 
die Fragebogenerhebung vor (pre) und nach (post) PRICON mittels IBM SPSS Statistics 24 ge-
bildet. 
4.1.2. Ergebnisse 
Die Teilnehmenden nahmen die Identität (M = 4,40; SD = 0,99) sowie Kalendereinträge 
(M = 4,48; SD = 0,84) als persönliche Daten wahr. Informationen über den Standort wurden 
tendenziell als eher persönlich bewertet (M = 3,90; SD = 1,04), während das Fahrverhalten 
weder als persönlich noch als unpersönlich betrachtet wurde (M = 3,09; SD = 1,14). Als ver-
gleichsweise wenig persönlich wurden die Zeit (M = 2,66; SD = 1,29) sowie Daten der Um-
feldsensorik aufgefasst (M = 2,75; SD = 1,21). Da nicht einzelne Daten, sondern das gesamte 
Datenpaket zur Nutzung des vernetzten Parkdienstes preisgegeben werden musste, wurde für 
jeden Teilnehmer ein Datensensibilitätsscore gebildet. Dieser entsprach der Summe aller Sen-
sibilitätsbewertungen bezüglich der preiszugebenden Daten. Der Score konnte zwischen 6 und 
30 Punkten variieren, mit einem Skalenmittel von 18 Punkten. Da der Median des Datensensi-
bilitätsscores in dieser Stichprobe bei 21 Punkten lag, nahmen die Teilnehmenden das preiszu-
gebende Datenpaket als sensibel wahr (Wilcoxon-Test gegen das Skalenmittel von 18 Punkten: 
Z = 7,26, p < .001). Entsprechend der intendierten Manipulation durch die Vorstellung der 
ConnCar AG als Tochterunternehmen eines deutschen Automobilherstellers vertrauten die Teil-
nehmenden der ConnCar AG (M = 2,56; SD = 0,85) geringfügig mehr als einem privaten An-
bieter einer Applikation (M = 2,14; SD = 0,87), jedoch etwas weniger als einem Automobil-
hersteller (M = 2,81; SD = 0,94).  
Im Folgenden werden die Ergebnisse der Modellevaluation im Zuge der Beantwortung von For-
schungsfrage 1 sowie die nicht-parametrischen Paarvergleiche zur Überprüfung der For-
schungsfrage 2 getrennt voneinander berichtet. 
Forschungsfrage 1: Etablierung des Akzeptanzmodells für vernetzte Dienste. Zur Beant-
wortung der Forschungsfrage 1 wurden die Fragebogendaten nach der ersten Nutzung der Par-




Die Information über preiszugebende Daten, ohne dabei eine tatsächliche Informationskon-
trolle zu haben, entspricht den Erfahrungen der Nutzenden im Kontext von Smartphone-basier-
ten Applikationen (Beresford et al., 2011; Hang et al., 2012). Bevor das Strukturgleichungsmo-
dell als solches geprüft wurde, wurde die Angemessenheit des Messmodells (operationalisiert 
durch den Fragebogen) mittels eines PLS faktoriellen Validitätstests überprüft. Der PLS Validi-
tätstest ergab, dass alle standardisierten Faktorladungen signifikant höher waren als der 
Schwellwert von 0,70. Darüber hinaus überschritten alle durchschnittlich erfassten Varianzen 
(AVEs) den Grenzwert von 0,5, während die internen Konsistenzen aller latenten Konstrukte 
(d. h. die Modellfaktoren), erfasst mittels der kompositen Reliabilität ρ und Cronbach‘s α, grö-
ßer als 0,7 waren (siehe Tabelle A2 im Anhang). Die diskriminante Validität des Messmodells 
wurde anhand des Fornell-Larcker-Kriteriums erfasst (Fornell & Larcker, 1981). Das Fornell-
Larcker-Kriterium besagt, dass die quadrierte Wurzel eines jeden AVE eines latenten Konstrukts 
größer sein sollte als die Korrelation dieses Konstrukts mit anderen latenten Konstrukten. Wie 
Tabelle 6 zeigt, konnte für alle Konstrukte eine größere AVE als die Cross-Ladung auf andere 
latente Konstrukte gefunden werden, sodass das Fornell-Larcker-Kriterium erfüllt wurde.  
Tabelle 6. Cross-Ladungen und durchschnittlich erfasste Varianzen (AVEs) 
 ATT BI PU PEOU IC PC PR TR SN 
ATT 0,829         
BI 0,802 0,896        
PU 0,635 0,543 0,817       
PEOU 0,327 0,258 0,532 0,815      
IC 0,258 0,349 0,194 0,033 0,900     
PC -0,344 -0,377 -0,338 -0,194 -0,313 0,933    
PR -0,326 -0,340 -0,286 -0,265 -0,330 0,838 0,918   
TR 0,514 0,416 0,413 0,157 0,301 -0,339 -0,355 0,810  
SN 0,739 0,763 0,536 0,225 0,295 -0,323 -0,304 0,475 0,849 
Hinweis: Die AVEs sind auf der Diagonalen abgetragen. IC = Wahrgenommene Privatheitskontrolle; TR = Ver-
trauen in den Anbieter; PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; 
PU = Wahrgenommene Nützlichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung ge-






Somit sprechen die Schätzungen der Modellparameter für eine hohe Validität und Reliabilität 
des Messmodells inklusive aller seiner Konstrukte.  
Nachdem die Angemessenheit des Messmodells nachgewiesen wurde, kann das hypothetisierte 
Strukturgleichungsmodell getestet werden. Das aufgestellte Modell konnte RAdjusted = 69,9 Pro-
zent der Varianz der Verhaltensintention, 70,4 Prozent der Varianz des wahrgenommenen Pri-
vatheitsrisikos sowie 41,1 Prozent der Varianz der Einstellung gegenüber der Nutzung erklären. 
Um die prädiktive Validität dieser drei latenten Variablen sicherzustellen, wurde der Stone-
Geisser Q2 Test angewandt. Alle Q2-Werte waren signifikant größer als 0 (0,54, 0,57 und 0,27 
für die Nutzungsintention, die wahrgenommenen Privatheitsbedenken sowie die Einstellung 
gegenüber der Nutzung), sodass eine geeignete prädiktive Validität für diese Zielvariablen an-
genommen werden kann.  
Um die in den Hypothesen H1.1 bis H1.14 formulierten Pfadbeziehungen zwischen den einzel-
nen Konstrukten zu testen, wurde eine Bootstrap Analyse auf der Basis von 5000 Stichproben 
durchgeführt (Hair et al., 2011). Acht von 14 angenommenen Pfadbeziehungen konnten als 
signifikant nachgewiesen werden. H 1.1, die einen positiven Einfluss der wahrgenommenen 
Nützlichkeit auf die Einstellung gegenüber der Nutzung vorhersagte, wurde bestätigt (β = 0,61, 
t = 6,44, p < .001). Im Gegensatz dazu konnte kein signifikanter Effekt der wahrgenommenen 
Nützlichkeit auf die Nutzungsintention nachgewiesen werden (H 1.2; β = 0,02, t = 0,22, p > 
.05). Die wahrgenommene Einfachheit der Nutzung hatte einen signifikanten positiven Einfluss 
auf die wahrgenommene Nützlichkeit (H 1.3; β = 0,52, t = 4,62, p < .001), jedoch nicht auf 
die Einstellung gegenüber der Nutzung (H 1.4; β = -0,02, t = 0,30, p > .05). Im Einklang mit 
H 1.5 und H 1.6 konnte je ein signifikanter positiver Einfluss der Einstellung gegenüber der 
Nutzung (H 1.5; β = 0,52, t = 6,10, p < .001) sowie der sozialen Norm (H 1.6; β = 0,38, t = 
5,11, p < .001) auf die Nutzungsintention nachgewiesen werden. Wie von H 1.7 und H 1.8 
vorhergesagt, hatten die Privatheitsbedenken einen signifikanten positiven Einfluss auf das 
wahrgenommene Privatheitsrisiko (H 1.7; β = 0,80, t = 19,90, p < .001) sowie einen signifi-
kanten negativen Einfluss auf das Vertrauen in den Anbieter (H 1.8; β = - 0,35, t = 4,24, p < 
.001). Im Gegensatz zu den Hypothesen H 1.9 und H 1.10 hatte das Vertrauen in den Anbieter 
jedoch weder einen signifikanten positiven Einfluss auf die Nutzungsintention (H 1.9; β = -
0,07, t = 0,97, p > .05), noch einen signifikanten negativen Einfluss auf das wahrgenommenen 
Privatheitsrisiko (H 1.10; β = -0,07, t = 1,43, p > .05). Ebenso war der Einfluss des wahrge-
nommenen Privatheitsrisikos auf die Nutzungsintention nicht signifikant (H 1.11; β = -0,08, t 




Der Einfluss auf die Einstellung gegenüber der Nutzung war hingegen signifikant negativ (H 
1.12; β = -0,16, t = 2,29, p < .05). Darüber hinaus konnte die angenommene Rolle der wahr-
genommenen Informationskontrolle nur teilweise bestätigt werden. Während ein signifikanter 
negativer Einfluss der wahrgenommenen Informationskontrolle auf das wahrgenommene Pri-
vatheitsrisiko nicht nachgewiesen werden konnte (H 1.13; β = -0,06, t = 1,05, p > .05), war 
der negative Einfluss der wahrgenommenen Informationskontrolle auf die Privatheitsbedenken 
wie erwartet signifikant (H 1.14; β = -0,32, t = 3,78, p < .001). Tabelle 7 sowie Abbildung 17 
fassen die Ergebnisse der PLS Strukturgleichungsmodellierung zusammen. 
Tabelle 7. Ergebnisse der Prüfung der Hypothesen zu Forschungsfrage 1 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,612 6,44 <.001 H0 abgelehnt 
H 1.2 PU  BI 0,02 0,22 >.05 H0 nicht abgelehnt 
H 1.3 PEOU  PU 0,52 4,62 <.001 H0 abgelehnt 
H 1.4 PEOU  ATT -0,02 0,30 >.05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,52 6,10 <.001 H0 abgelehnt 
H 1.6 SN  BI 0,38 5,11 <.001 H0 abgelehnt 
H 1.7 PC  PR 0,80 19,90 <.001 H0 abgelehnt 
H 1.8 PC  TR -0,35 4,24 <.001 H0 abgelehnt 
H 1.9 TR  BI -0,07 0,97 >.05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,07 1,43 >.05 H0 nicht abgelehnt 
H 1.11 PR  BI -0,08 1,22 >.05 H0 nicht abgelehnt 
H 1.12 PR  ATT -0,16 2,29 <.05 H0 abgelehnt 
H 1.13 IC  PR -0,06 1,05 >.05 H0 nicht abgelehnt 
H 1.14 IC  PC -0,31 3,78 <.001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene 







In der bisherigen Analyse wurden alle Teilnehmenden unabhängig von ihrer Entscheidung be-
züglich der initialen Preisgabe der angeforderten Daten für die Nutzung der ParkingApp be-
rücksichtigt. Um zu überprüfen, ob sich solche Teilnehmende, die der Datenpreisgabe zuge-
stimmt hatten (N = 103), von dem kompletten Sample unterscheiden, wurde das Strukturglei-
chungsmodell für dieses Subsample nochmals berechnet.  
Wie in Tabelle A3 und Abbildung A1 zu sehen ist, konnte das Strukturgleichungsmodell der 
kompletten Stichprobe mit Ausnahme der Pfadbeziehung des wahrgenommenen Privatheitsri-
sikos zur Einstellung gegenüber der Nutzung sowie zur Nutzungsintention auch für die Teil-
nehmenden, die der Datenpreisgabe zugestimmt hatten, repliziert werden.  
Forschungsfrage 2: Einfluss der Möglichkeit zur tatsächlichen Informationskontrolle auf 
die Akzeptanz von vernetzten Diensten im Automobil. Die Beantwortung der Hypothesen H 
2.1 bis H 2.6 setzt einen Vergleich von Situationen ohne versus mit Informationskontrolle vo-
raus. Entsprechend wurde Studie 1 auf der Basis eines within-subject Designs ausgelegt, sodass 
alle Teilnehmenden eine Situation ohne tatsächliche Informationskontrolle sowie eine Situation 
mit tatsächlicher Informationskontrolle durchliefen. Referenzpunkt und zugleich Operationali-
sierung der tatsächlichen Informationskontrolle war die Verfügbarkeit des Datenschutzinter-
faces PRICON, mittels dessen die Teilnehmenden im zweiten Teil der Studie die ParkingApp 
 
Abbildung 17. Ergebnisse der PLS Strukturgleichungsmodellierung zu den Hypothesen der Forschungsfrage 1. Dar-




unter den von ihnen präferierten Datenpreisgabe nutzen konnten. Nach jeder Nutzung der Par-
kingApp wurden die Skalen zur Erfassung der im hypothetisierten Modell berücksichtigten Fak-
toren von den Teilnehmenden ausgefüllt, sodass jede Skala vor sowie nach der Möglichkeit zur 
tatsächlichen Informationskontrolle vorlag. Dieser pre-post-Vergleich ergab für die wahrgenom-
mene Informationskontrolle eine höhere Ausprägung unter der Bedingung einer tatsächlichen 
Informationskontrolle (H 2.1; Medianpre = 2, Medianpost = 3,33; Z = -7,66, p < .001). Das Vor-
liegen einer tatsächlichen Informationskontrolle hatte hingegen keinen signifikanten Einfluss 
auf das Vertrauen in den Anbieter (H 2.2; Medianpre = 3,67, Medianpost = 3,67; Z = -1,93, 
p = .054). Die Privatheitsbedenken waren unter der Bedingung einer tatsächlichen Informati-
onskontrolle geringer (Medianpost = 3,33) als ohne eine solche tatsächliche Informationskon-
trolle (Medianpre = 4,00; H 2.3; Z = -4,81; p < .001). Entsprechend der Hypothese 2.4 war auch 
das wahrgenommene Privatheitsrisiko unter der Bedingung einer tatsächlichen Informations-
kontrolle geringer (Medianpost = 3,33) als ohne eine solche tatsächliche Informationskontrolle 
(Medianpre = 3,67; Z = -4,21; p < .001). Die tatsächliche Informationskontrolle hatte auch auf 
die Einstellung gegenüber der Nutzung des vernetzten Parkdienstes einen signifikanten positi-
ven Einfluss (H 2.5; Z = -2,34; p < .05). Dabei unterschieden sich die Mediane der Einstellung 
gegenüber der Nutzung des vernetzten Parkdienstes ohne (Medianpre = 4,00) versus mit einer 
tatsächlichen Informationskontrolle (Medianpost = 4,00) nicht voneinander. Die Einstellung ge-
genüber der Nutzung unterschied sich jedoch dennoch über die Messzeitpunkte hinweg signi-
fikant, da der Wilcoxon-Rangsummentest die beiden Messzeitpunkte auf Basis ihrer Ränge ver-
gleicht. Dabei waren für N = 47 Teilnehmende bei einem post minus pre Vergleich die Ränge 
positiv (d.h. Einstellungpost > Einstellungpre; Rangsummepositiv = 1677), während nur N = 24 
Teilnehmende negative Ränge aufwiesen (d.h. Einstellungpost < Einstellungpre; Rangsummenegativ 
= 879).  
Tabelle 8. Ergebnisse der non-parametrischen Hypothesentests zur Beantwortung von Forschungsfrage 2. 
 IC TR PC PR ATT BI 
Medianpre 2,00 3,67 4,00 3,67 4,00 3,67 
Medianpost 3,33 3,67 3,33 3,33 4,00 3,67 
Z -7,66 -1,93 -4,81 -4,21 -2,34 -1,75 
p < .001 .054 < .001 < .001 < .05 .08 
Hinweis: Signifikanzniveau ist α = .05. . IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 






Bindungen lagen für 45 Teilnehmende vor (d.h. Einstellungpost = Einstellungpre). Die Nutzungs-
intention bezüglich des vernetzten Parkdienstes unterschied sich hingegen nicht signifikant zwi-
schen den Bedingungen ohne (Medianpre =3,67) versus mit (Medianpost = 3,67) tatsächlicher 
Informationskontrolle (H 2.6; Z = -1,75, p = .08). Entsprechend unterschieden sich die Rang-
summen für negative und positive Ränge kaum (Rangsummenegativ = 1129,5; Rangsummenegativ 
= 1796,5). Tabelle 8 fasst die Ergebnisse der non-parametrischen Hypothesentests zusammen.  
In einer zusätzlichen explorativen Analyse wurde getestet, ob sich nicht nur die Ausprägungen 
der Modellfaktoren, sondern auch deren Pfadbeziehungen untereinander zwischen den Bedin-
gungen ohne versus mit tatsächlicher Informationskontrolle unterscheiden. Hierzu wurde zu-
erst analog zu dem im Ergebnisteil zur Forschungsfrage 1 berichteten Vorgehen auch für die 
Nutzung des vernetzten Parkdienstes nach dem Einsatz von PRICON das postuliere Struk-
turgleichungsmodell mittels PLS berechnet. Die Ergebnisse hierzu sind im Anhang in Abbildung 
A2 zusammengefasst. Auf Basis der beiden Strukturgleichungsmodelle vor und nach dem Ein-
satz von PRICON wurde eine Multigruppenanalyse durchgeführt, um mögliche signifikante Un-
terschiede zwischen den Pfadkoeffizienten der jeweiligen Strukturgleichungsmodelle zu identi-
fizieren (Hair et al., 2016). Die Multigruppenanalyse erfordert jedoch die Etablierung der Inva-
rianz der Messmodelle (MICOM), die miteinander verglichen werden (Henseler et al., 2016). 
Dies umfasst daher die Sicherstellung, dass für die zu vergleichenden Modelle die gleichen In-
dikatoren (Items) sowie die gleiche Datenverarbeitung verwendet werden (Schritt 1; Invarianz 
der Konfiguration). In einem zweiten Schritt muss sichergestellt werden, dass die einzelnen In-
dikatoren über die zu vergleichenden Modelle hinweg einen vergleichbaren Einfluss auf die 
jeweiligen Konstrukte haben (kompositionelle Invarianz). Während die Invarianz der Konfigu-
ration durch die Auswahl der Items und Konstanz der Datenverarbeitung qualitativ sicherge-
stellt werden muss, werden zur Sicherstellung der kompositionellen Invarianz die Indikatorko-
effizienten zwischen den beiden Modellen verglichen. Hierzu wird auf der Basis eines Permu-
tationstests (hier: N = 5000) getestet, ob die Indikatorkoeffizienten signifikant von einer per-
fekten Korrelation (r = 1) abweichen. Besteht kein signifikanter Unterschied in den Indikator-
koeffizienten für ein bestimmtes Konstrukt zwischen den zu vergleichenden Modellen, d.h. sind 
die Korrelationen nicht signifikant geringer als r =1, kann von einer kompositionellen Invarianz 
ausgegangen werden. Bis auf die Nutzungsintention erfüllten alle Konstrukte die kompositio-
nelle Invarianz (siehe Tabelle A4 im Anhang). Somit können alle Pfadbeziehungen, die die 
Nutzungsintention nicht miteinbeziehen, über die Bedingungen mit versus ohne tatsächliche 
Informationskontrolle miteinander verglichen werden. Wie Tabelle A5 im Anhang zeigt hatte 






Studie 1 zielte sowohl auf die Etablierung eines Modells zur Erklärung der Nutzungsintention 
von vernetzten Diensten im Automobil unter Berücksichtigung der Datenpreisgabe (For-
schungsfrage 1), als auch auf die Untersuchung des Einflusses einer tatsächlichen Informations-
kontrolle auf die Akzeptanz von vernetzten Diensten im Automobil (Forschungsfrage 2) ab.  
Dabei konnte im Hinblick auf Forschungsfrage 1 die grundlegende angenommene Modellstruk-
tur bestätigt werden. In Anlehnung an den privacy calculus (Dinev & Hart, 2006) kann das 
aufgestellte Modell als eine Detaillierung einer Kosten-Nutzen-Abwägung betrachtet werden. 
Während der obere, auf dem TAM (Davis, 1986) basierende Modellast den wahrgenommenen 
Nutzen repräsentiert, kann der untere privatheitsbezogene Ast als Abbildung der wahrgenom-
menen Kosten gesehen werden. Initial wurde in dieser Arbeit angenommen, dass sich diese 
Kosten-Nutzen-Abwägung direkt auf die Verhaltensintention auswirkt. Die Ergebnisse von Stu-
die 1 zeigen jedoch, dass dieser Kosten-Nutzen-Abgleich bei Betrachtung der gesamten Stich-
probe in der Einstellung gegenüber der Nutzung des vernetzten Dienstes resultiert. Ebenso wie 
in Lee (2009) werden daher bei der Entscheidung über die Nutzung eines vernetzten Dienstes 
im Automobil die privatheitsbezogenen Faktoren in eine affektive Bewertung der Nutzung eines 
solchen Dienstes integriert. Werden allerdings nur solche Personen betrachtet, die der Preisgabe 
der Daten zur Nutzung der vernetzten ParkingApp zustimmten, findet der Kosten-Nutzen-Ab-
gleich wie erwartet auf Basis der Nutzungsintention statt. Wie bereits in Featherman et al. 
(2010) konnte auch hier gezeigt werden, dass datenpreisgebende Personen weniger gewillt 
sind ein Produkt oder Dienst zu nutzen, wenn ihre Bewertung der Wahrscheinlichkeit eines 
Kontrollverlusts über die preisgegebenen Daten hoch ist. Die Ergebnisse aus Studie 1 zeigen, 
dass neben den klassischen nutzenbezogenen Faktoren aus der Familie des TAM auch die Be-
trachtung der informationellen Privatheit bei der Nutzung von vernetzten Diensten im Automo-
bil eine entscheidende Rolle spielt.  
Während diese Makroperspektive eine Bestätigung des aufgestellten Modells vermuten lässt, 
zeigt die genauere Betrachtung, dass nicht alle angenommenen Pfadbeziehungen unterstützt 
wurden. Während die wahrgenommenen Vorteile, die mit der Nutzung des vernetzten Park-
dienstes assoziiert sind, eine positive Einstellung gegenüber der Nutzung des vernetzten Park-
dienstes förderten, hatten sie keinen direkten Einfluss auf die Intention diesen Dienst zu nutzen. 
Obwohl dies nicht den Vorhersagen des TAM entspricht, repliziert dieser Befund die Studie von 
Chen und Chen (2009) im Automobil. In vergleichbarer Weise konnte der Einfluss der Einfach-




lung gegenüber der Nutzung des vernetzten Parkdienstes nicht direkt durch die wahrgenom-
mene Einfachheit der Nutzung beeinflusst wurde. Die Ergebnisse aus Studie 1 legen damit nahe, 
dass im Kontext von vernetzten Diensten im Automobil die Funktion, aber nicht der Aufwand, 
der zu deren Nutzung nötig ist, einer affektiven Bewertung unterliegt. Ergänzt werden diese 
Befunde durch den positiven Einfluss der sozialen Norm auf die Nutzungsintention. Darüber 
hinaus zogen die Teilnehmenden in Studie 1 bei der Bildung einer Nutzungsintention die Mei-
nung der ihnen nahestehenden Personen bezüglich vernetzten Diensten im Automobil heran. 
Damit stehen die hiesigen Befunde im Einklang mit anderen Studien im automobilen Kontext 
(zum Beispiel Moons & Pelsmacker, 2012), die ebenfalls einen positiven Einfluss der sozialen 
Norm auf die Nutzungsintention beschrieben. Auch im privatheitsbezogenen Modellzweig 
konnte zwar die erwartete Grundstruktur, jedoch nicht jede Pfadbeziehung bestätigt werden. 
Motiviert durch die Befunde von Zhou (2012) wurde erwartet, dass die Privatheitsbedenken 
sowohl das wahrgenommene Privatheitsrisiko als auch das Vertrauen in den Anbieter beein-
flussen. Das Vertrauen in den Anbieter sollte hingegen das wahrgenommene Privatheitsrisiko 
als auch die Intention zur Nutzung des vernetzten Parkdienstes direkt beeinflussen. Zwar konn-
ten sowohl der positive Einfluss der Privatheitsbedenken auf das wahrgenommene Privatheits-
risiko ebenso wie der negative Einfluss der Privatheitsbedenken auf das Vertrauen in den An-
bieter bestätigt werden. Wie bereits in mehreren Kontexten gezeigt werden konnte (Bansal et 
al., 2010; Zhou, 2012), sind auch Nutzenden von vernetzten Diensten im Automobil bezüglich 
des Umgangs mit den von ihnen preisgegebenen Daten besorgt. Nehmen diese Bedenken zu, 
kann das Vertrauen in den Anbieter darunter leiden, während das wahrgenommen Risiko für 
die eigene informationelle Privatheit im Zuge der Nutzung des vernetzten Dienstes zunimmt. 
Das Vertrauen in den Anbieter hatte hingegen weder einen Einfluss auf das wahrgenommene 
Privatheitsrisiko, noch auf die Nutzungsintention. Dies ist überraschend, da dieses Ergebnis im 
Widerspruch zu vorherigen Studien steht (Evjemo et al., 2018; Zhou, 2012). Eine mögliche 
Erklärung für diese Diskrepanz könnte in unterschiedlichen experimentellen Designs zwischen 
bisherigen Studien und Studie 1 dieser Arbeit liegen. Wie Gefen, Karahanna et al. (2003) zeig-
ten reduziert die Erfahrung mit einem System oder einer Entität den Einfluss des Vertrauens. 
Falls Erfahrung mit einem System gesammelt wurden, nahm die Vorhersagekraft des Vertrau-
ens für die Nutzung dieses Systems ab (Gefen, Karahanna et al., 2003). Während bisherige 
Studien vor allem auf der Präsentation von Text- oder Bildstimuli im Zuge von Online-Umfragen 
basierten, konnten die Teilnehmenden in dieser Studie tatsächliche Interaktionserfahrung mit 
dem vernetzten Parkdienst in der Simulationsumgebung erwerben. Daher könnte der Einfluss 
des Vertrauens in den Anbieter in dieser Studie durch den Einsatz des Fahrsimulators reduziert 
worden sein, da den Teilnehmenden somit tatsächliche Interaktionserfahrung vermittelt wer-




(z. Bsp. Westin, 1967) sowie in Nutzendenbefragungen (Brell, Biermann et al., 2019) wurde 
die wahrgenommene Informationskontrolle in das Akzeptanzmodell für vernetzte Dienste im 
Automobil mit aufgenommen. Im Gegensatz zu Ando et al. (2016), die mögliche Einflussfakto-
ren auf die Nutzungsintention von Systemen im IoT-Kontext beleuchteten, konnte hier kein 
direkter Effekt der wahrgenommenen Informationskontrolle auf das wahrgenommene Pri-
vatheitsrisiko gefunden werden. Stattdessen wurde der Einfluss der wahrgenommenen Infor-
mationskontrolle auf das wahrgenommenen Privatheitsrisiko durch die Privatheitsbedenken 
vermittelt. Dieser Befund entspricht den Befunden vorheriger Studien, dass eine höhere wahr-
genommenen Informationskontrolle zu einer Reduktion der Privatheitsbedenken führt (Culnan 
& Armstrong, 1999; Xu et al., 2011; Xu et al., 2013). Die Ergebnisse aus Studie 1 zeigen, dass 
die Wahrnehmung einer Informationskontrolle zwar keinen direkten, jedoch einen indirekten 
Einfluss auf das wahrgenommene Privatheitsrisiko hat. Die wahrgenommene Informationskon-
trolle führt zu einer Senkung der Privatheitsbedenken, was wiederum zu einem niedrigeren 
wahrgenommenen Privatheitsrisiko führt.  
Obwohl nicht alle vermuteten Pfadbeziehungen bestätigt werden konnten, entsprechen die Er-
gebnisse aus Studie 1 der Grundarchitektur des aufgestellten Akzeptanzmodells für vernetzte 
Dienste im Automobil. Somit sollte die Reduzierung des wahrgenommenen Privatheitsrisikos 
ein Kernanliegen von Anbietern vernetzter Dienste im Automobil sein, sofern sie eine hohe 
Nutzungsintention bezüglich ihres Dienstes anstreben. Die hier bestätigten Modellstrukturen 
legen nahe, dass dabei direkt vertrauensstiftende Maßnahmen weniger Aussicht auf Erfolg ver-
sprechen als solche Maßnahmen, die die (wahrgenommene) Kontrolle über die Datenpreisgabe 
erhöhen. 
Das sequenzielle Design von Studie 1 ermöglichte auch die Überprüfung von Forschungsfrage 
2. Die Teilnehmenden interagierten zuerst mit der ParkingApp ohne eine Möglichkeit der In-
formationskontrolle (pre), um anschließend die Datenpreisgabe im Zuge der Nutzung der Par-
kingApp auf ihre Bedürfnisse anzupassen und nochmals mit der ParkingApp zu interagieren 
(post). Ein pre-post-Vergleich zeigte, dass die Möglichkeit zur tatsächlichen Informationskon-
trolle die wahrgenommene Informationskontrolle bei der Nutzung vernetzter Dienste im Auto-
mobil erhöht. Dabei steht dieser Befund im Einklang mit den Vorhersagen der Theory of Plan-
ned Behavior (Ajzen, 1985) und repliziert Studien im organisationalen Kontext (Wilson et al., 
2015) sowie zur Ausgestaltung von Datenschutzerklärungen (Arcand et al., 2007). Die Ergeb-
nisse von Arcand und Kollegen führten auch zu der Hypothese 2.2, die einen Anstieg des Ver-
trauens in den Anbieter durch die Bereitstellung der Möglichkeit einer tatsächlichen Informati-




den Anbieter war unter Vorliegen einer tatsächlichen Informationskontrolle trotz entsprechen-
der Tendenzen nicht signifikant höher als ohne eine solche Kontrollmöglichkeit. Im Gegensatz 
zu Arcand et al. (2007) wurde in Studie 1 mit PRICON ein Kontrollmodul verwendet, dass nicht 
explizit mit dem Anbieter des vernetzten Dienstes in Zusammenhang stand. Die Teilnehmenden 
könnten daher die tatsächliche Kontrollmöglichkeit über die Datenpreisgabe nicht in dem Maße 
auf den Anbieter attribuiert haben, wie es in dem experimentell abweichenden Setting von Ar-
cand und Kollegen der Fall war. Im Einklang mit der auf Wilson et al. (2015) basierenden 
Hypothese 2.3 waren die Privatheitsbedenken unter der Bedingung einer tatsächlichen Infor-
mationskontrolle geringer als ohne eine solche Kontrollmöglichkeit. Dies entspricht auch den 
Wirkmechanismen, die das in Forschungsfrage 1 aufgestellte Modell vorhersagt. Durch die er-
höhte wahrgenommene Informationskontrolle, die durch die Möglichkeit der tatsächlichen 
Kontrolle über die Datenpreisgabe erzeugt wird, sinken die Privatheitsbedenken. Entsprechende 
Vorhersagen lassen sich auch aus der Studie von Xu et al. (2013) im Kontext von sozialen 
Netzwerken ableiten. Hajli und Lin (2016) sagten voraus, dass die Erhöhung der wahrgenom-
menen Informationskontrolle zu einer Absenkung des wahrgenommenen Privatheitsrisiko füh-
ren sollte (Hypothese 2.4). Obwohl in der Modellevaluation diese Beziehung für vernetzte 
Dienste hier nicht als signifikant nachgewiesen werden konnte (siehe Diskussion zu Forschungs-
frage 1), war das wahrgenommene Privatheitsrisiko in der Tat geringer, wenn die Teilnehmen-
den die Möglichkeit einer tatsächlichen Informationskontrolle zur Verfügung hatten. In anderen 
Kontexten konnte bereits gezeigt werden, dass eine wahrgenommene Kontrolle risikobehaftete 
Verhaltensweisen begünstigt (Horswill & McKenna, 1999; Strickland et al., 1966) sowie die 
Risikobewertung beeinflusst (Du et al., 2006). Die hiesigen Ergebnisse legen nahe, dass die 
Erfahrung einer tatsächlichen Kontrolle über die Informationspreisgabe auch im Kontext von 
vernetzten Diensten die Bewertung des Risikos eines Daten(-kontroll-)verlusts senkt. In klassi-
schen Modellen zur Prädiktion von Handlungen und Systemnutzungen wird die Einstellung als 
affektive und elaborierte Bewertung der Ausführung eines Verhaltens (zum Beispiel die Nut-
zung eines Systems) definiert (Fishbein & Ajzen, 1975). Im Kontext der Datenpreisgabe an eine 
Organisation konnte gezeigt werden, dass die wahrgenommene Kontrolle die Einstellung zu 
der Organisation positiv beeinflusst (Wilson et al., 2015). Ein entsprechender Effekt wurde auch 
für den Kontext vernetzter Dienste im Automobil erwartet (Hypothese H 2.5), der in Studie 1 
bestätigt werden konnte. Ähnlich wie für Organisationen, die dem Schutz der Privatheit ihrer 
Kunden ein höheres Gewicht verleihen (Tsai et al., 2011), scheinen Nutzende von vernetzten 
Diensten im Automobil ebenfalls eine positivere Einstellung gegenüber der Interaktion mit dem 
Dienst zu haben, wenn dieser Dienst mit der Möglichkeit zur tatsächlichen Informationskon-
trolle verbunden wird. Dabei scheint es auszureichen, wenn diese Möglichkeit gegeben wird, 




die Einstellung gegenüber der Nutzung eines vernetzten Dienstes im Automobil durch das Vor-
liegen einer tatsächlichen Informationskontrolle positiv beeinflusst wurde, war dies für die Nut-
zungsintention nicht der Fall (Hypothese H 2.6). Wie bereits das oben diskutierte Modell für 
vernetzte Dienste zeigt, scheinen privatheitsrelevante Faktoren eher einen Einfluss auf die af-
fektive und elaborierte Bewertung der Nutzung eines Dienstes zu haben anstatt die Nutzungs-
intention direkt zu beeinflussen. Dies spiegelt sich auch in dem Vergleich von Situationen mit 
versus ohne eine tatsächliche Informationskontrolle wieder. Die explorative Analyse der Pfad-
beziehungen der Modelle für die Bedingungen mit versus ohne tatsächliche Informationskon-
trolle zeigte zudem, dass das Vorliegen der tatsächlichen Informationskontrolle zwar die Aus-
prägungen der betrachteten privatheitsrelevanten Faktoren beeinflusst, die Modellstruktur je-
doch nicht verändert. Unabhängig von der Ausprägung der Möglichkeit zur Informationskon-
trolle hat das unter Forschungsfrage 1 aufgestellte Modell somit Gültigkeit für komfortbezogene 
vernetzte Dienste wie die hier eingesetzte ParkingApp.  
Der Anspruch dieser Arbeit ist es jedoch, die Gültigkeit des Modells für vernetzte Dienste über 
verschiedene Kategorien der vernetzten Mehrwertdienste hinweg zu bewerten. Die Systemati-
sierung nach Walter et al. (2020) schlägt hier die Kategorisierung von vernetzten Diensten im 
Automobil in komfortbezogene, effizienzbezogene und sicherheitsbezogene Dienste vor. Daher 
wurden noch zwei weitere Studien durchgeführt, die jeweils das Modell an einem effizienzbe-
zogenen (Studie 2) und einem sicherheitsbezogenen Dienst (Studie 3) testeten.  
4.2. Studie 2: Validierung des Modells am Beispiel eines effizienzbezogenen vernetz-
ten Dienstes im Automobil 
Befragungen von (potentiellen) Nutzenden vernetzter Mehrwertdienste im Automobil zeigen, 
dass neben Privatheitsbedenken vor allem der wahrgenommene Nutzen eine zentrale Rolle bei 
der Wahrnehmung eines solchen Dienstes spielt (Brell, Biermann et al., 2019; Schmidt et al., 
2016; Schoettle & Sivak, 2014). Dabei wird effizienzbezogenen Diensten eine höhere Relevanz 
beigemessen als dass dies bei komfortbezogenen Diensten der Fall ist (Walter & Abendroth, 
2018). Das hier postulierte Modell zur Erklärung der Nutzungsintention von vernetzten Diens-
ten im Automobil sagt eine Abwägung zwischen den wahrgenommenen Vorteilen (der Nutzen 
eines vernetzten Dienstes) sowie den wahrgenommenen Kosten (die mit der Nutzung verbun-
dene Datenpreisgabe) voraus. Während in Studie 1 ein solcher Abgleich auch strukturell nach-
gewiesen werden konnte, bleibt es offen, ob dies auch für effizienzbezogene Dienste gilt. Da 
diese eine höhere funktionale Wertschätzung seitens der Nutzenden erfahren, könnte sich die 
relative Relevanz zwischen wahrgenommenen Nutzen und wahrgenommenen Kosten zuguns-
ten des Nutzens verschieben. Privatheitsrelevante Faktoren sollten dann entsprechend an Vor-




dieser Thesis in Bezug auf die Beantwortung von Forschungsfrage 1 über komfortbezogene 
Dienste hinaus zu erweitern, wurde mit Studie 2 eine online-basierte Studie durchgeführt, bei 
der ein effizienzbezogener Dienst im Fokus stand. 
4.2.1. Methodik 
Teilnehmende. 148 Personen füllten den Online-Fragebogen vollständig aus. Aufgrund von 
Qualitätskriterien wurden 42 Teilnehmende ausgeschlossen. Diese Kriterien waren der Besitz 
eines Führerscheins, das aufmerksame Betrachten eines Videos zur Vorstellung des vernetzten 
Dienstes (Details siehe weiterer Verlauf dieses Unterkapitels) sowie eine Bearbeitungsgeschwin-
digkeit, die auf eine sorgsame Bearbeitung schließen lässt. Das aufmerksame Betrachten des 
Videos wurde mit einer Kontrollfrage überprüft, die direkt nach dem Betrachten des Videos 
gestellt wurde. Die Teilnehmenden mussten in einer Mehrfachwahlaufgabe aus fünf vorgege-
benen Datentypen die zwei Datentypen angegeben, die im Video vom vernetzten Automobil an 
die Infrastruktur gesendet wurde. Nur solche Teilnehmende, die ausschließlich die korrekten 
Datentypen benennen konnten, wurden in die weitere Analyse eingeschlossen. Die Bearbei-
tungsgeschwindigkeit wurde mit dem relativen Geschwindigkeitsindex (englisch: relative speed 
index; RSI; Leiner, 2019) erfasst. Der RSI setzt die individuelle Bearbeitungsgeschwindigkeit in 
Relation zu dem Median der Bearbeitungsgeschwindigkeit der Stichprobe. Hier wurden solche 
Teilnehmenden eingeschlossen, die einen RSI kleiner 2,2 aufwiesen. Insgesamt umfasste die für 
die Analyse verwendete Stichprobe somit 106 Teilnehmende (49 Frauen; MAlter = 33,59 Jahre, 
SDAlter= 13,54 Jahre). Neben dem Alter und dem Geschlecht wurden auch die durchschnittliche 
Häufigkeit der Smartphonenutzung sowie der Kenntnisstand bezüglich vernetzter Automobile 
vor der Teilnahme an der Studie abgefragt.  
Nur 2 von 106 Teilnehmenden (1,89 %) berichteten kein Smartphone zu besitzen. 4 von 106 
Teilnehmenden (3,77 %) benutzten ihr Smartphone nicht täglich. 71 von 106 Teilnehmenden 
(66,98 %) gaben an bereits vor der Studienteilnahme von vernetzten Automobilen gehört zu 
haben. Die teilnehmenden-bezogenen Informationen sind in Tabelle 9 zusammengefasst.  
Tabelle 9. Zusammenfassung der Informationen über die Stichprobe in Studie 2. 
Alter Geschlecht Kenntnis vor Studie Smartphonenutzung 
M 33,59 J. M 57 Ja 71 Täglich 100 






Die Teilnehmenden wurden im Umfeld der Technischen Universität Darmstadt, im privaten 
Umfeld des Autors, in Foren mit Automobilbezug sowie über die Plattform surveycircle.com 
rekrutiert. Die Studie wurde vom Ethikkomitee der Technischen Universität Darmstadt geneh-
migt. Entsprechend wurde von allen Teilnehmenden eine Einverständniserklärung bezüglich 
der Teilnahme an der Studie sowie der forschungsbezogenen Datenverarbeitung zu Beginn des 
Fragebogens eingeholt. 
Materialien und Apparaturen. Der Online-Fragebogen wurde mittels soscisurvey.de program-
miert und zur Verfügung gestellt. Der in Studie 2 eingesetzte Fragebogen basierte auf dem in 
Studie 1 verwendeten und validierten Fragebogen. Es wurden lediglich solche Items umformu-
liert, die einen direkten Bezug zu der in Studie 1 verwendeten Parkplatzapplikation aufwiesen. 
So wurde zum Beispiel das Item „Die Nutzung der Parkplatzapplikation vereinfacht die Park-
platzsuche.“ so umformuliert, dass ein Bezug zu vernetzten Diensten allgemein hergestellt 
wurde: „Die Nutzung des vernetzten Dienstes vereinfacht meine Autofahrt.“ Der angepasste Fra-
gebogen kann in Tabelle A6 im Anhang nachvollzogen werden. 
Der vernetzte Dienst. Da Studie 2 in Form einer Online-Befragung durchgeführt wurde, war 
es nicht möglich, in einer angemessen kurzen Bearbeitungszeit eine für den Versuchsleitenden 
nachvollziehbare beziehungsweise kontrollierbare Interkation mit dem vernetzten Dienst zu er-
möglichen. Daher wurde ein animiertes Video erstellt, dass die Funktionen des vernetzten 
Dienstes Green efficiency in einer einfach verständlichen Art und Weise darstellt. Das 2,22 Mi-
nuten lange Video wurde mittels der Animationssoftware Animiz Animated Video Maker (Ani-
miz Software Co. Ltd.) erstellt. Green efficiency wird in dem Video als vernetzter Mehrwertdienst 
vorgestellt, der den Fahrenden bei einer effizienten und klimafreundlichen Fahrweise unter-
stützt. Die ConnCar AG, ein Tochterunternehmen eines deutschen Automobilherstellers, wird 
wie in Studie 1 als Anbieter und somit datenempfangende Partie vorgestellt. Um den Zweck des 
vernetzten Dienstes aufzuzeigen, wird zuerst der Status Quo mit Staus und Stop-und-Go-Ver-
kehr dargestellt, um anschließend die Wirkweise des effizienzbezogenen Dienstes darzustellen. 
Eine intelligente Vernetzung zwischen Verkehrsteilnehmern und der Infrastruktur wird aufge-
zeigt, wie mittels eines beidseitigen Datentransfers eine effiziente Fahrweise ermöglicht werden 
kann. In Abstimmung mit den sich auf der Route befindenden Ampelphasen können die nötigen 
Brems- und Beschleunigungsvorgänge so minimiert werden. In dem Video wird der Datentrans-
fer zwischen einem Automobil und einer Ampelanlage animiert. Das Automobil sendet Infor-
mationen über den aktuellen Standort, das Fahrverhalten, die Geschwindigkeit sowie Brems- 
und Beschleunigungsvorgängen an die Ampelanlage und erhält im Gegenzug Informationen 




So kann der vernetzte Dienst individuelle Empfehlungen für das Fahrverhalten geben, sodass 
Wartezeiten reduziert und der Verkehrsfluss erhöht werden können. Abschließend werden die 
verfügbaren Funktionen mit den benötigten Daten auf einem Bildschirm gegenübergestellt. Die 
Tonspur für dieses Video wurde von Pia Niesen eingesprochen. Abbildung 18 stellt vier Aus-
schnitte des Videos dar. Zur Überprüfung der Verständlichkeit des animierten Videos wurde 
selbiges sowohl wissenschaftlichen Mitarbeitern des Instituts für Arbeitswissenschaft im Rah-
men eines institutsinternen Vortrags sowie Personen, die dem Forschungskontext fremd sind, 
zur Bewertung der Eingängigkeit in einem kurzen Interview vorgelegt. Alle beteiligten Personen 
gaben an, die Inhalte des Videos zu verstehen. In der Vortragsrunde am Institut für Arbeitswis-
senschaft wurde der Vorschlag geäußert, eine animierte Person, die durch das Video führt und 
einzelne Subsequenzen des Videos trennt (zum Beispiel die Erläuterung des Status Quo von der 
Vorstellung der Funktionsweise des vernetzten Dienstes; Abbildung 18 unten links), zu entfer-
nen, da während der Anzeige der animierten Person kein Inhalt auf der Tonspur präsentiert 
wurde. Die forschungsfremden Personen hingegen begrüßten die inhaltliche Abtrennung. Da-
her wurde an dem Einsatz der animierten Person im Zuge des Videos festgehalten. Entspre-
chend der Stimme war auch die animierte Person weiblich. 
Versuchsdurchführung. Die Teilnehmenden konnten über einen Link auf die Online-Umfrage 
zugreifen. Die Online-Umfrage war so ausgelegt, dass sie sowohl für die Bearbeitung an einem 
 
Abbildung 18. Screenshots des Videos zur Erklärung des vernetzten effizienzbezogenen Dienstes. Oben links: Aus-
zug aus der Darstellung des Status-Quo. Oben rechts: Auszug aus der Funktionsweise des vernetzen Dienstes. Unten 
links: Darstellung der animierten Person, die durch das Video führt. Unten rechts: Gegenüberstellung der verfügba-




Desktop-Rechner als auch einem mobilen Endgerät geeignet war. Auf der ersten Seite wurde 
der Zweck, die erwartete Bearbeitungsdauer des Fragebogens (10 min) sowie die durchfüh-
rende Institution kurz beschrieben sowie die Einwilligung zur Datenerhebung unter den von 
der Ethikkommission empfohlenen und bewilligten Richtlinien eingeholt. Danach betrachteten 
die Teilnehmenden das oben beschriebene Video. Da der Inhalt des Videos für die Beantwor-
tung der folgenden Fragen relevant war, wurde das aufmerksame Betrachten des Videos mittels 
einer inhaltlichen Kontrollfrage (siehe Teilnehmende zu Beginn dieses Unterkapitels) überprüft. 
Auf den folgenden Seiten wurden die Fragen des Akzeptierbarkeitsfragebogens angezeigt, wo-
bei maximal zehn Fragen pro Seite angezeigt wurden. Der Online-Fragebogen schloss mit de-
mographischen Fragen, Fragen zur wahrgenommenen Sensitivität der im Video preisgegebenen 
Daten (fünfstufige Skala mit den Endpunkten nicht persönlich und persönlich) und Fragen zum 
Vertrauen in unterschiedliche Entitäten wie die ConnCar AG ab (fünfstufige Skala mit den End-
punkten stimme gar nicht zu und stimme voll zu bezogen auf die Aussage „Ich vertraue [...] im 
Umgang mit meinen Daten.“). Die durchschnittliche Bearbeitungsdauer der gültigen Fragebö-
gen lag bei M = 8:35 min (SD = 3:47 min). 
Datenanalyse. Die erhobenen Daten aller Teilnehmenden wurden wie in Kapitel 4.1.1 beschrie-
ben für die Datenanalyse überprüft und aufbereitet. Für alle 106 Teilnehmenden wurden die 
negativ formulierten Items invertiert, sodass alle Items einer Skala die gleiche Skalierungsrich-
tung besaßen. Ebenso wie bereits in Studie 1 basierte die Schätzung des postulierten Modells 
auf der Basis der partial least squares (PLS) Strukturgleichungsmodellierung mit der Software 
SmartPLS 3.0 (Ringle et al., 2015). Deskriptive Analysen wurden mit IBM SPSS Statistics 24 
durchgeführt. 
4.2.2. Ergebnisse 
Ebenso wie in Studie 1 werden zuerst die wahrgenommene Sensitivität der preiszugebenden 
Daten sowie das Vertrauen in verschiedene datenempfangende Entitäten deskriptiv beschrie-
ben. Anschließend wird die Modellvalidierung im Zuge der Beantwortung von Forschungsfrage 
1 berichtet. 
Die Teilnehmenden nahmen Informationen über den aktuellen Standort (M = 4,37; SD = 0,83) 
ebenso als persönlich wahr wie Routeninformationen (M = 4,02; SD = 1,00). Informationen 
zum Fahrverhalten wurden tendenziell persönlich wahrgenommen (M = 3,57; SD = 1,10). Da 
ebenso wie in Studie 1 nicht einzelne Daten, sondern das gesamte Datenpaket zur Nutzung des 
vernetzten Dienstes zur Steigerung der Verkehrseffizienz preisgegeben werden musste, wurde 
für jeden Teilnehmer ein Datensensibilitätsscore gebildet. Dieser entsprach der Summe aller 




und 15 Punkten variieren, mit einem Skalenmittel von 9 Punkten. Da der Median des Daten-
sensibilitätsscores in dieser Stichprobe bei 12 Punkten lag, nahmen die Teilnehmenden das 
preiszugebende Datenpaket als sensibel wahr (Wilcoxon-Test gegen das Skalenmittel von 9 
Punkten: Z = 8,00, p < .001). Entsprechend der intendierten Manipulation durch die Vorstel-
lung der ConnCar AG als Tochterunternehmen eines deutschen Automobilherstellers vertrauten 
die Teilnehmenden der ConnCar AG (M = 2,53; SD = 1,01) stärker als einem privaten Anbieter 
einer Applikation (M = 1,73; SD = 0,67), jedoch etwas weniger als einem Automobilhersteller 
(M = 2,71; SD = 2,02).  
Bevor das Strukturgleichungsmodell zur Validierung der Befunde aus Studie 1 als solches ge-
prüft wurde, wurde die Angemessenheit des Messmodells (operationalisiert durch den Frage-
bogen) mittels eines faktoriellen PLS Validitätstests überprüft. Der PLS Validitätstest ergab, dass 
alle standardisierten Faktorladungen signifikant höher waren als der Schwellwert von 0,70. 
Darüber hinaus überschritten alle durchschnittlich erfassten Varianzen (AVEs) den Grenzwert 
von 0,5, während die interne Konsistenz aller latenten Konstrukte (d. h. die Modellfaktoren), 
erfasst mittels der kompositen Reliabilität ρ und Cronbach‘s α, größer als 0,7 war (siehe Tabelle 
A6 im Anhang).  
Tabelle 10. Cross-Ladungen und durchschnittlich erfasste Varianzen (AVEs) für Studie 2 
 ATT BI PU PEOU IC PC PR TR SN 
ATT 0,860         
BI 0,853 0,961        
PU 0,784 0,755 0,828       
PEOU 0,393 0,522 0,333 0,820      
IC 0,330 0,425 0,391 0,246 0,891     
PC -0,274 -0,388 -0,376 -0,223 -0,665 0,948    
PR -0,351 -0,486 -0,478 -0,250 -0,725 0,905 0,935   
TR 0,463 0,627 0,537 0,462 0,627 -0,650 -0,725 0,840  
SN 0,757 0,816 0,637 0,450 0,413 -0,394 -0,499 0,515 0,880 
Hinweis: Die AVEs sind auf der Diagonalen abgetragen. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen 
in den Anbieter; PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahr-
genommene Nützlichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung gegenüber der Nut-






Die diskriminante Validität des Messmodells wurde anhand des Fornell-Larcker-Kriteriums er-
fasst (Fornell & Larcker, 1981). Das Fornell-Larcker-Kriterium besagt, dass die quadrierte Wur-
zel eines jeden AVE eines latenten Konstrukts größer sein sollte als die Korrelation dieses Kon-
strukts mit anderen latenten Konstrukten. Wie Tabelle 10 zeigt, konnte für alle Konstrukte eine 
größere AVE als die Cross-Ladung auf andere latente Konstrukte gefunden werden, sodass das 
Fornell-Larcker-Kriterium erfüllt wurde. Somit sprechen die Schätzungen der Modellparameter 
für eine hohe Validität und Reliabilität des Messmodells inklusive aller seiner Konstrukte.  
Nachdem die Angemessenheit des Messmodells nachgewiesen wurde, kann das hypothetisierte 
Strukturgleichungsmodell getestet werden. Das aufgestellte Modell konnte RAdjusted = 83,8 Pro-
zent der Varianz der Verhaltensintention, 86,4 Prozent der Varianz des wahrgenommenen Pri-
vatheitsrisikos sowie 63,6 Prozent der Varianz der Einstellung gegenüber der Nutzung erklären. 
Um die prädiktive Validität dieser drei latenten Variablen sicherzustellen wurde der Stone-Geis-
ser Q2 Test angewandt. Alle Q2-Werte waren signifikant größer als null (0,73, 0,71 und 0,43 
für die Nutzungsintention, die wahrgenommenen Privatheitsbedenken sowie die Einstellung 
gegenüber der Nutzung), sodass eine geeignete prädiktive Validität für diese Zielvariablen an-
genommen werden kann.  
Um die Befunde zu Forschungsfrage 1 aus Studie 1 an einem effizienzbezogenen vernetzten 
Mehrwertdienst im Automobil zu validieren, wurde wie in Studie 1 eine Bootstrap Analyse auf 
der Basis von 5000 Stichproben durchgeführt (Hair et al., 2011). Elf von 14 angenommenen 
Pfadbeziehungen konnten als signifikant nachgewiesen werden. H 1.1, die einen positiven Ein-
fluss der wahrgenommenen Nützlichkeit auf die Einstellung gegenüber der Nutzung vorher-
sagte, wurde bestätigt (β = 0,77, t = 13,60, p < .001). Ebenso konnte ein signifikanter Effekt 
der wahrgenommenen Nützlichkeit auf die Nutzungsintention nachgewiesen werden (H 1.2; 
β = 0,21, t = 3,21, p < .01). Die wahrgenommene Einfachheit der Nutzung hatte einen signi-
fikanten positiven Einfluss auf die wahrgenommene Nützlichkeit (H 1.3; β = 0,40, t = 4,27, 
p < .001), jedoch nicht auf die Einstellung gegenüber der Nutzung (H 1.4; β = 0,10, t = 1,35, 
p > .05). Im Einklang mit H 1.5 und H 1.6 konnte je ein signifikanter positiver Einfluss der 
Einstellung gegenüber der Nutzung (H 1.5; β = 0,36, t = 3,72, p < .001) sowie der sozialen 
Norm (H 1.6; β = 0,32, t = 4,74, p < .001) auf die Nutzungsintention nachgewiesen werden. 
Wie von H 1.7 und H 1.8 vorhergesagt, hatten die Privatheitsbedenken einen signifikanten po-
sitiven Einfluss auf das wahrgenommene Privatheitsrisiko (H 1.7; β = 0,68, t = 12,18, 
p < .001) sowie einen signifikanten negativen Einfluss auf das Vertrauen in den Anbieter 





Im Einklang mit den Hypothesen H 1.9 und H 1.10 hatte das Vertrauen in den Anbieter einen 
signifikanten positiven Einfluss auf die Nutzungsintention (H 1.9; β = 0,21, t = 2,74, p < .01) 
sowie einen signifikanten negativen Einfluss auf das wahrgenommenen Privatheitsrisiko 
(H 1.10; β = -0,19, t = 3,29, p < .01). Im Gegensatz dazu war weder der Einfluss des wahrge-
nommenen Privatheitsrisikos auf die Nutzungsintention (H 1.11; β = 0,04, t = 0,73, p > .05) 
noch der Einfluss auf die Einstellung gegenüber der Nutzung signifikant (H 1.12; β = -0,01, 
t = 0,02, p > .05). 
Tabelle 11. Ergebnisse der Prüfung der Hypothesen zu Forschungsfrage 1 am Beispiel eines effizienzbezogenen 
Dienstes. 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,77 13,60 <.001 H0 abgelehnt 
H 1.2 PU  BI 0,21 3,21 <.01 H0 abgelehnt 
H 1.3 PEOU  PU 0,40 4,27 <.001 H0 abgelehnt 
H 1.4 PEOU  ATT 0,10 1,35 >.05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,36 3,72 <.001 H0 abgelehnt 
H 1.6 SN  BI 0,32 4,74 <.001 H0 abgelehnt 
H 1.7 PC  PR 0,68 12,18 <.001 H0 abgelehnt 
H 1.8 PC  TR -0,65 13,94 <.001 H0 abgelehnt 
H 1.9 TR  BI 0,21 2,74 <.01 H0 abgelehnt 
H 1.10 TR  PR -0,19 3,29 <.01 H0 abgelehnt 
H 1.11 PR  BI -0,04 0,73 >.05 H0 nicht abgelehnt 
H 1.12 PR  ATT -0,01 0,02 >05 H0 nicht abgelehnt 
H 1.13 IC  PR -0,16 3,43 <.01 H0 abgelehnt 
H 1.14 IC  PC -0,67 12,13 <.001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene 







Die vermutete Rolle der wahrgenommenen Informationskontrolle konnte hingegen bestätigt 
werden. Entsprechend den Hypothesen H 1.13 und H 1.14 hatte die wahrgenommenen Infor-
mationskontrolle einen signifikanten negativen Einfluss sowohl auf das wahrgenommene Pri-
vatheitsrisiko (β = -0,16, t = 3,43, p < .01) als auch auf die Privatheitsbedenken (β = -0,67, 
t = 12,13,  p < .001). Tabelle 11 sowie Abbildung 19 fassen die Ergebnisse der PLS Struk-
turgleichungsmodellierung für vernetzte effizienzbezogene Dienste zusammen. 
4.2.3. Diskussion 
Studie 2 hatte zum Ziel das in Studie 1 etablierte Modell zu validieren und durch die Testung 
an einem effizienzbezogenen vernetzten Mehrwertdienst im Automobil einen Beitrag zur Er-
weiterung dessen Gültigkeitsanspruchs zu leisten. Um die Vergleichbarkeit der Szenarien si-
cherzustellen wurde wie am Beispiel eines komfortbezogenen vernetzten Mehrwertdienstes für 
das Automobil (Studie 1) auch hier die wahrgenommene Sensibilität der preiszugebenden Da-
ten sowie das Vertrauen in die ConnCar AG als Unternehmen hinter dem vernetzten Dienst 
erfasst. Ebenso wie in Studie 1 nahmen die Teilnehmenden das preiszugebende Datenpaket als 
sensibel war. Das Vertrauen in die ConnCar AG war wie in der vorherigen Studie höher als das 
Vertrauen in einen App-Anbieter im Allgemeinen, jedoch niedriger als in einen Automobilher-
steller.  
 
Abbildung 19. Ergebnisse der PLS Strukturgleichungsmodellierung zu den Hypothesen der Forschungsfrage 1. Dar-




Da Studie 2 als Replikation von Studie 1 in Bezug auf die Beantwortung der Forschungsfrage 1 
gedacht ist, fokussiert sich die hiesige Diskussion auf Abweichungen von den Befunden in Stu-
die 1. Die durch Studie 2 wiederholt bestätigten Pfadbeziehungen wurden bereits in Studie 1 
diskutiert. Grundlegend konnte auch am Beispiel eines effizienzbezogenen vernetzten Mehr-
wertdienstes im Automobil eine Modellstruktur bestätigt werden, die als ein Kosten-Nutzen-
Abgleich beschrieben werden kann. Allerdings unterscheidet sich das hiesige Modell im Sinne 
des Ortes dieses Abgleichs sowie des zentralen privatheitsbezogenen Faktors von dem Modell 
aus Studie 1. Während in Studie 1 das wahrgenommene Privatheitsrisiko den zentralen, pri-
vatheitsbezogenen Faktor darstellt, übernimmt in Studie 2 das Vertrauen in den Anbieter diese 
Rolle. Zwar hat auch das Modell in Studie 2 eine ausgesprochen hohe Varianzaufklärung für 
das wahrgenommene Privatheitsrisiko (Radjusted = 86,4 Prozent). Die hohe Varianzaufklärung 
für das wahrgenommene Privatheitsrisiko ist auch in dem direkten Einfluss der wahrgenomme-
nen Informationskontrolle auf das wahrgenommene Privatheitsrisikos begründet, während der 
indirekte Einfluss, vermittelt über die Privatheitsbedenken, bestehen bleibt. Damit können in 
Studie 2 die Befunde von Ando et al. (2016) und Culnan und Armstrong (1999) in Bezug auf 
den Einfluss der wahrgenommenen Informationskontrolle repliziert werden. Trotz der hohen 
Varianzaufklärung hat das wahrgenommene Privatheitsrisiko jedoch selbst keine Vorhersage-
kraft mehr weder für die Einstellung gegenüber der Nutzung des effizienzbezogenen Dienstes 
noch für die Intention, diesen Dienst zu nutzen. Das wahrgenommene Privatheitsrisiko hat da-
her in Studie 2 eine deutlich geringere Relevanz in der Vorhersage der Nutzungsintention als 
noch in der ersten Studie.  
Nutzendenbefragungen legen nahe, dass effizienzbezogene Funktionalitäten im vernetzten Au-
tomobil eine höhere Wertschätzung erfahren als komfortbezogene Funktionen (Brell, Biermann 
et al., 2019; Walter & Abendroth, 2018). In Folge dessen sollten funktionsbezogene Variablen 
in dem hiesigen Modell ein stärkeres Gewicht erfahren, während das wahrgenommene Pri-
vatheitsrisiko einen geringeren Einfluss hat. In der Tat ist dies hier zu beobachten. Im Gegensatz 
zu komfortbezogenen Diensten hat die wahrgenommene Nützlichkeit bei effizienzbezogenen 
Diensten einen direkten Einfluss auf die Nutzungsintention, während das wahrgenommene Pri-
vatheitsrisiko weder einen Einfluss auf die Einstellung gegenüber der Nutzung des Dienstes 
noch auf die Nutzungsintention hat. Anstelle des wahrgenommenen Privatheitsrisikos nimmt 
das Vertrauen in den Anbieter die zentrale Rolle unter den privatheitsbezogenen Modellfakto-
ren ein. Die hypothetisierten Pfadbeziehungen von dem Vertrauen in den Anbieter zu dem 
wahrgenommenen Privatheitsrisiko als auch zu der Nutzungsintention konnten in Studie 2 be-
stätigt werden, während beide in Studie 1 nicht bestätigt werden konnten. Ein Erklärungsansatz 




Vertrauen sein. Sollte die Funktion nicht verlässlich angeboten werden können ist der (wahr-
genommene) Ausfall oder Schaden höher, wenn der entsprechenden Funktion eine höhere Re-
levanz beigemessen wurde. Dabei steht jedoch das Vertrauen in das System im Fokus (Ghaziz-
adeh, Lee et al., 2012), während hier das Vertrauen in den Anbieter in Bezug im Umgang mit 
den erhobenen Daten intendiert ist. Obwohl jeweils ein Vertrauen in eine Entität erfasst wird, 
sind dies zwei zu unterscheidende Konstrukte, sodass Erklärungen mit Bezug auf das Vertrauen 
in das System nicht ohne Weiteres auf das Vertrauen in den Anbieter übertragen werden kön-
nen. Auch wenn diese Studie diese Option nicht ausschließt, liegen bisher keine Forschungser-
gebnisse vor, die eine solche Übertragung rechtfertigen würden. Einen alternativen Erklärungs-
ansatz liefern Gefen, Karahanna et al. (2003), die einen Einfluss der Nutzungserfahrung mit 
einem System auf die Vorhersagekraft des Vertrauens auf die Nutzungsintention beschreiben. 
Konnten Nutzende Erfahrungen mit einem System sammeln (wie zum Beispiel in Studie 1 der 
Fall), hat das Vertrauen eine geringere Vorhersagekraft, als dies der Fall für Bedingungen ohne 
Nutzungserfahrung ist. Die hier verwendete videobasierte Beschreibung des Szenarios gewährt 
den Teilnehmenden keine tatsächliche Nutzungserfahrung, sodass laut Gefen und Kollegen das 
Vertrauen an Relevanz gewinnen sollte. Im Vergleich zu Studie 1 ist dies hier in der Tat zu 
beobachten (siehe Abbildung 19 im Vergleich zu Abbildung 17). Zieht man die in Kapitel 2.4.1 
eingeführte Unterscheidung zwischen Akzeptierbarkeit (Nutzungserfahrung liegt nicht vor) 
und Akzeptanz (Nutzungserfahrung liegt vor) hinzu, können die Unterschiede zwischen Studie 
1 und Studie 2 auch aus der Perspektive der konzeptionellen Unterscheidung zwischen diesen 
beiden Konstrukten betrachtet werden. Unterschiede im experimentellen Design beider Studien 
führen dazu, dass in Studie 1 die Akzeptanz erfasst wurde, während in Studie 2 die Akzeptier-
barkeit beschrieben wird. Die Abhängigkeit des Vertrauens von der Nutzungserfahrung nach 
Gefen, Karahanna et al. (2003) kann unter ebendieser Differenzierung von Akzeptierbarkeit 
und Akzeptanz betrachtet werden. Das Vertrauen in den Anbieter hat einen (größeren) Einfluss 
auf die Nutzungsintention, wenn die Akzeptierbarkeit eines Systems erfasst wird, während das 
Vertrauen in den Anbieter bei der Erfassung der Akzeptanz eine untergeordnete Rolle spielt.  
Die Implikationen dieser Interpretation werden auch in der nächsten Studie aufgegriffen, in der 
die Anwendbarkeit des Modells für vernetzte Mehrwertdienste im Automobil am Beispiel eines 
sicherheitsbezogenen Dienstes geprüft wird. Da auch Studie 3 eine Online-Umfrage darstellt, 
die den Teilnehmenden keine tatsächliche Nutzungserfahrung bietet, wird ebenfalls die Akzep-
tierbarkeit erfasst. Sollte die oben aufgeführte Interpretation zutreffen, sollte auch in Studie 3 




4.3. Studie 3: Validierung des Modells am Beispiel eines sicherheitsbezogenen ver-
netzten Dienstes im Automobil 
Ein Teilziel dieses Promotionsvorhabens ist die Entwicklung eines Akzeptanzmodells für ver-
netzte Dienste im Automobil, das den Aspekt der Privatheit berücksichtigt. Während die Studien 
1 und 2 bereits jeweils einen repräsentativen Dienst für die Funktionsklassen Komfort und Ef-
fizienz entsprechend der Klassifikation nach Walter et al. (2020) betrachtet haben, steht die 
Anwendung des Modells auf einen sicherheitsbezogenen Dienst noch aus. Sicherheit ist dabei 
die Funktionsklasse, die seitens der Nutzenden die höchste Wertschätzung erfährt (Brell, Bier-
mann et al., 2019; Walter & Abendroth, 2018). Basierend auf den Ergebnissen der Studien 1 
und 2 sowie unter Berücksichtigung der funktionsbezogenen Präferenzhierarchie sollte sich die 
Relevanz der Sicherheit in einer prominenten Rolle des wahrgenommenen Nutzens wiederspie-
geln. In Anbetracht des in Studie 2 diskutierten Einflusses der Nutzungserfahrung auf die Rolle 
des Vertrauens (Gefen, Karahanna et al., 2003) sollte auch in Studie 3 das Vertrauen in den 
Anbieter eine Vorhersagekraft auf die Nutzungsintention des sicherheitsbezogenen Dienstes ha-
ben. Wie Studie 2 wird auch Studie 3 als Online-Umfrage durchgeführt, die eine tatsächliche 
Anwendungsmöglichkeit entbehrt. Während Gefen und Kollegen die Nutzungserfahrung als 
entscheidend für den Einfluss des Vertrauens in den Anbieter betrachten, kann die Nutzungs-
erfahrung auch als eine spezielle Form der Information über das zu nutzende System und des-
sen Anbieter betrachtet werden. Entsprechend könnte nicht nur die Nutzungserfahrung, son-
dern das Vorliegen von Informationen über den Anbieter und das System an sich bereits die 
Rolle des Vertrauens beeinflussen. Daher wird in Studie 3 die Verfügbarkeit der Identität des 
Dienstanbieters über die Teilnehmenden hinweg manipuliert. Sollte nicht nur das Vorliegen der 
Nutzungserfahrung, sondern bereits das Vorliegen von Informationen bezüglich des Dienstan-
bieters für die prädiktive Rolle des Vertrauens in den Anbieter entscheidend sein, so sollte das 
Vertrauen in den Anbieter im Sinne des weitergedachten Ansatzes von Gefen, Karahanna et al. 
(2003) für diejenigen Teilnehmenden, die keine Informationen über die Identität des Dienstan-
bieters zur Verfügung haben, eine größere prädiktive Rolle spielen 
4.3.1. Methodik 
Teilnehmende. Die Datenerhebung für Studie 3 wurde in Kooperation mit einem Panelanbieter 
durchgeführt. 202 Personen füllten den Online-Fragebogen vollständig aus. Insgesamt riefen 
413 Personen den Fragebogen auf. 21 Personen lehnten die durch ein Votum des Ethikrats der 
TU Darmstadt genehmigten Datenschutzbestimmungen ab, 23 Personen waren nicht im Besitz 
eines Führerscheins der Klasse B oder höher. Da wie in Studie 2 der vernetzte Mehrwertdienst 
in Form eines Videos vorgestellt wurde, wurde auch in Studie 3 das aufmerksame Betrachten 




Video kommunizierten Datenpreisgabe. 152 Personen konnten die preisgegebenen Daten nicht 
korrekt benennen, sodass für sie die Umfrage direkt beendet wurde (Screen-Out). Eine Person 
brach die Bearbeitung in der Mitte des Fragebogens ab. Die übrigen 202 Personen waren im 
Besitz eines Führerscheins der Klasse B oder höher, hatten das Video zur Einführung des ver-
netzten Dienstes aufmerksam verfolgt und waren mit der Datenerhebung einverstanden.  
Im Nachhinein wurden drei weitere Personen aufgrund einer im Vergleich zum Median der 
Stichprobe verdächtig schnellen Bearbeitungszeit (erfasst über den RSI < 2; Leiner, 2019) aus-
geschlossen, sodass 199 Personen (99 Frauen; MAlter = 46,20 Jahre, SDAlter= 14,86 Jahre) in die 
Datenauswertung einflossen. Neben dem Alter und dem Geschlecht wurden auch die durch-
schnittliche Smartphonenutzung sowie der Kenntnisstand bezüglich vernetzter Automobile vor 
der Teilnahme an der Studie abgefragt. 13 von 199 Teilnehmenden (6,5 %) berichteten kein 
Smartphone zu besitzen. 6 von 199 Teilnehmenden (3,0 %) benutzten ihr Smartphone nicht 
täglich. 131 von 199 Teilnehmenden (65,8 %) gaben an bereits vor der Studienteilnahme von 
vernetzten Automobilen gehört zu haben. Die teilnehmenden-bezogenen Informationen sind in 
Tabelle 12 zusammengefasst. Die Studie wurde vom Ethikkomitee der Technischen Universität 
Darmstadt genehmigt. Alle Teilnehmenden wurden über den Panelanbieter für die Teilnahme 
an der Studie entlohnt. 
Materialien und Apparaturen. Der Online-Fragebogen wurde mittels soscisurvey.de program-
miert und zur Verfügung gestellt. Der in Studie 3 eingesetzte Fragebogen basierte auf dem in 
Studie 2 verwendeten und in Studie 1 validierten Fragebogen. Ähnlich wie bereits für Studie 2 
wurden lediglich solche Items umformuliert, die einen direkten Bezug zu dem in Studie 2 ver-
wendeten effizienzbezogenen Mehrwertdienst aufwiesen. Darüber hinaus wurden ergänzend 
zu den bestehenden Items für die wahrgenommene Nützlichkeit zwei weitere Items aufgenom-
men. Der angepasste Fragebogen kann in Tabelle A8 im Anhang nachvollzogen werden. 
Der vernetzte Dienst. Wie in Studie 2 wurde auch für diese Online-Befragung ein animiertes 
Video erstellt, das die Funktionen eines vernetzten sicherheitsbezogenen Dienstes in einer ein-
fach verständlichen Art und Weise darstellt. Das 2,13 Minuten lange Video wurde mittels der 
Tabelle 12. Zusammenfassung der Informationen über die Stichprobe in Studie 3. 
Alter Geschlecht Kenntnis vor Studie Smartphonenutzung 
M 46,20 J. M 100 Ja 131 Täglich 180 






Animationssoftware Adobe Animate (Adobe Inc.) erstellt und mehrfach an kleinen Stichproben 
(jeweils N = 5) evaluiert (Welling, 2019). Zu Beginn des Videos wird das nicht vernetzte Au-
tomobil mit einem vernetzten Automobil verglichen, sodass ein allgemeines Verständnis bezüg-
lich des vernetzten Automobils sichergestellt wird. Anschließend werden die sicherheitsbezo-
genen Funktionen des vernetzten Dienstes in drei Schritten vorgestellt. Zuerst wird die Fern-
wartung zur Sicherstellung eines sicheren Fahrzeugzustands vorgestellt.  
In einem zweiten Schritt wird ein automatisches Notrufsystem hinzugefügt, das an dem in der 
Europäischen Union vorgeschriebenen eCall-System (Verordnung (EU) 2015/758, 
2015/Deutsch) angelehnt ist. In dem dritten Schritt wird der Funktionsumfang durch die Ein-
führung der gesundheitsbezogenen Fahrerüberwachung vervollständigt. Falls der Fahrer wäh-
rend der Fahrt gesundheitliche Probleme bekommt, benachrichtigt der sicherheitsbezogene 
Dienst von selbst einen Notdienst. Wie der Funktionsumfang baut sich auch das Datenpaket, 
das im Zuge der Nutzung dieses Dienstes preisgegeben werden muss, über die drei Schritte auf. 
Mit der Einführung der dritten Funktionsstufe ist das Datenpaket komplett und umfasst die 
Preisgabe der Fahrzeugidentifikationsnummer, den Fahrzeugzustand, die Zeit, die Position so-
wie Augenbewegungen und die Herzschlagfrequenz. 
 
Abbildung 20. Ausschnitte aus dem Video zur Vorstellung des sicherheitsbezogenen Dienstes in Studie 3. Oben links: 
Das vernetzte Automobil wir im Allgemeinen vorgestellt. Oben rechts: Im ersten Schritt wird die Fernwartung ein-
geführt. Unten links: Im zweiten Schritt wird der automatische Notruf im Falle eines Unfalls vorgestellt. Unten rechts: 
Im dritten Schritt wird die gesundheitsbezogene Fahrerüberwachung präsentiert. Die Datenpreisgabe ist im oberen 




Die Tonspur wurde von Alexander Welling eingesprochen. Abbildung 20 zeigt vier Ausschnitte 
aus dem animierten Video. 
Versuchsdurchführung. Die Teilnehmenden konnten über einen Link auf die Online-Umfrage 
zugreifen. Die Online-Umfrage war so ausgelegt, dass sie sowohl für die Bearbeitung an einem 
Desktop-Rechner als auch einem mobilen Endgerät geeignet war. Auf der ersten Seit wurde der 
Zweck, die erwartete Bearbeitungsdauer des Fragebogens (10 min) sowie die durchführende 
Institution kurz beschrieben sowie die Einwilligung zur Datenerhebung unter den von der Ethik-
kommission empfohlenen und bewilligten Richtlinien eingeholt. Personen, die nicht ihre Ein-
willigung gaben, wurden über einen Screen-Out-Link direkt zum Panelanbieter zurückgeleitet. 
Danach folgte eine weitere Filterfrage, die den Besitz eines Führerscheins sicherstellte. Nur sol-
che Personen, die die Frage nach dem Führerscheinbesitz bejahten, konnten die Umfrage fort-
führen. Anschließend betrachteten die verbliebenen Teilnehmenden das oben beschriebene Vi-
deo. Da der Inhalt des Videos für die Beantwortung der folgenden Fragen relevant war, wurde 
das aufmerksame Betrachten des Videos mittels einer inhaltlichen Kontrollfrage überprüft. Der 
Hälfte der Teilnehmenden wurde im Nachgang des Videos die ConnCar AG als datenempfan-
gende Entität in einem Satz hervorgehoben. Die andere Hälfte sah diesen Hinweis nicht. Die 
Zuweisung der Teilnehmenden zu den jeweiligen Gruppen war randomisiert. Um sicherzustel-
len, dass sich die beiden Gruppen nicht voneinander unterscheiden und die Datenauswertung 
auf Basis der kompletten Stichprobe durchgeführt werden kann, wird die Zulässigkeit der Ver-
mischung beider Bedingungen in Kapitel 4.3.2 überprüft. Nur solche Teilnehmenden füllten 
den sich anschließenden Fragebogen aus, die diejenigen Daten auswählen konnten, die aus-
schließlich für Schritt drei des Videos benötigt wurden (richtig: Augenbewegungen und Herz-
schlagrate). Auf den folgenden Seiten wurden die Fragen des Akzeptierbarkeitsfragebogens 
präsentiert, wobei maximal zehn Fragen pro Seite angezeigt wurden. Der Online-Fragebogen 
schloss mit demographischen Fragen, Fragen zur wahrgenommenen Sensitivität der im Video 
preisgegebenen Daten (fünfstufige Skala mit den Endpunkten nicht persönlich und persönlich) 
und Fragen zum Vertrauen in unterschiedliche Entitäten wie ein Automobilhersteller ab (fünf-
stufige Skala mit den Endpunkten stimme gar nicht zu und stimme voll zu, bezogen auf die 
Aussage „Ich vertraue [...] im Umgang mit meinen Daten.“). Die durchschnittliche Bearbei-
tungsdauer der gültigen Fragebögen lag bei M = 7:57 min (SD = 1:52 min). 
Datenanalyse. Die erhobenen Daten aller Teilnehmenden wurden wie in den vorangegangenen 
Studien für die Datenanalyse überprüft und aufbereitet. Für alle 199 Teilnehmenden wurden 
die negativ formulierte Items invertiert, sodass alle Items einer Skala die gleiche Skalierungs-




lyse die Schätzung des postulierten Modells auf der Basis der partial least squares (PLS) Struk-
turgleichungsmodellierung mit der Software SmartPLS 3.0 (Ringle et al., 2015). Deskriptive 
Analysen wurden mit IBM SPSS Statistics 24 durchgeführt. 
4.3.2. Ergebnisse 
Aufgrund der experimentellen Manipulation im Zuge des Fragebogens für Studie 3 wurde es 
notwendig zu überprüfen, ob die beiden Gruppen (expliziter Hinweis auf Datenempfänger vor-
handen vs. nicht vorhanden) zu einer Gesamtstichprobe zusammengefügt werden können. 
Hierzu wurde das in Studie 1 bereits beschriebene Verfahren zur Etablierung der Invarianz der 
Messmodelle (MICOM) herangezogen. Während in Studie 1 lediglich das Ziel war, die Zuläs-
sigkeit eines Vergleiches von Gruppen auf der Basis des gleichen Strukturgleichungsmodells 
sicherzustellen, muss hier die Zulässigkeit der Zusammenführung (Pooling) von Gruppen zu 
einer Gesamtstichprobe getestet werden. In Kapitel 4.1.2 wurden hierzu bereits die ersten bei-
den Stufen Invarianz der Konfiguration sowie kompositionelle Invarianz beschrieben. Für den 
Zweck des Poolings muss jedoch die komplette Invarianz des Messmodells nachgewiesen werden, 
was neben den ersten beiden Stufen auch die Etablierung gleicher Mittelwerte und Varianzen 
umfasst (Henseler et al., 2016). Während die Invarianz der Konfiguration durch die Beibehal-
tung des identischen Messmodells sowie der gleichen Parameter für die Datenauswertung si-
chergestellt wird, können die Stufen 2 und 3 der MICOM empirisch getestet werden. Wie zur 
Erfassung der kompositionellen Invarianz (siehe Kapitel 4.1.2) wird auch zur Etablierung glei-
cher Mittelwerte und Varianzen auf einen Permutationstest zurückgegriffen. In N = 5000 
Durchläufen werden durch randomisierte Gruppenzuweisung jeweils die Mittelwerte und Vari-
anzen für die Konstruktwerte berechnet und die Differenzen zwischen den beiden Gruppen 
gebildet. Der Permutationstest erfasst, ob sich die Mittelwerte und Varianzen der Konstrukt-
werte über die 5000 Stichproben hinweg signifikant voneinander unterscheiden (d.h. ob die 
Differenzen der Mittelwerte beziehungsweise der Varianzen signifikant von 0 abweichen). Nur 
wenn dies sowohl für die Mittelwerte als auch für die Varianzen nicht der Fall ist, sind gleiche 
Mittelwerte und Varianzen etabliert. Wie Tabelle A8 im Anhang zeigt, konnte die komplette 
Invarianz des Messmodells nachgewiesen werden, sodass die Verwendung der kompletten 
Stichprobe (N = 199) zur Schätzung des Akzeptanzmodells zulässig ist. Daher werden die fol-
genden deskriptiven Analysen und die Schätzung des Strukturgleichungsmodells anhand der 
kompletten Stichprobe durchgeführt. Eine Ausnahme stellt die Bewertung des Ausmaßes des 
Vertrauens in verschiedene Entitäten dar, da das Vertrauen in die ConnCar AG nur von der 
Gruppe von Teilnehmenden bewertet wurde, die einen expliziten Hinweis auf den Anbieter 




Wie in den vorangegangenen Studien werden zuerst die wahrgenommene Sensibilität der Da-
ten sowie das Vertrauen in den Anbieter deskriptiv analysiert. Die Teilnehmenden nahmen die 
Fahrzeugidentifikationsnummer (M = 4,51; SD = 1,22), die Herzschlagfrequenz (M = 4,38; 
SD = 1,36), die Augenbewegungen (M = 4,51; SD = 4,23) sowie Informationen über den ak-
tuellen Standort (M = 4,02; SD = 0,99) als persönlich wahr. Informationen zum aktuellen Zeit-
punkt wurden tendenziell persönlich wahrgenommen (M = 3,43; SD = 1,22), während Infor-
mationen über den Fahrzeugzustand tendenziell als nicht persönlich betrachtet wurden 
(M = 2,84; SD = 1,23). Da ebenso wie in den vorangegangenen Studien nicht einzelne Daten, 
sondern das gesamte Datenpaket zur Nutzung des vernetzten Dienstes zur Steigerung der Si-
cherheit preisgegeben werden musste, wurde für jeden Teilnehmer ein Datensensibilitätsscore 
gebildet. Dieser entsprach der Summe aller Sensibilitätsbewertungen bezüglich der preiszuge-
benden Daten. Der Score konnte zwischen 6 und 30 Punkten variieren. Das Skalenmittel lag 
bei 18 Punkten. Da der Median des Datensensibilitätsscores in dieser Stichprobe bei 24 Punkten 
lag, nahmen die Teilnehmenden das preiszugebende Datenpaket als sensibel wahr (Wilcoxon-
Test gegen das Skalenmittel von 18 Punkten: Z = 10,62, p < .001). Entsprechend der inten-
dierten Manipulation durch die Vorstellung der ConnCar AG als Tochterunternehmen eines 
deutschen Automobilherstellers, vertrauten die Teilnehmenden (N = 90) der ConnCar AG 
(M = 2,34; SD = 0,93) tendenziell stärker als einem privaten Anbieter einer Applikation 
(M = 2,02; SD = 0,89), jedoch etwas weniger als einem Automobilhersteller (M = 2,69; 
SD = 2,69).  
Auch in Studie 3 wurde die Angemessenheit des Messmodells (operationalisiert durch den Fra-
gebogen) mittels eines faktoriellen PLS Validitätstests überprüft, bevor das Strukturgleichungs-
modell zur Validierung der Befunde aus Studie 1 als solches geprüft wurde. Die diskriminante 
Validität des Messmodells wurde anhand des Fornell-Larcker-Kriteriums erfasst (Fornell & 
Larcker, 1981). Wie Tabelle A9 im Anhang zeigt, konnte nicht für alle Konstrukte eine größere 
AVE als die Cross-Ladung auf andere latente Konstrukte gefunden werden, sodass das Fornell-
Larcker-Kriterium für das in den vorherigen Studien verwendete Messmodell nicht erfüllt 
wurde. Die AVE der Einstellung gegenüber der Nutzung war geringer als die Cross-Ladung auf 
die wahrgenommene Nützlichkeit. Ein alternatives Prüfungsverfahren der diskriminanten Vali-
dität ist die Inspizierung der Cross-Ladungen. Für alle Items sollte die Ladung für das inten-
dierte Konstrukt höher sein als für alle anderen Konstrukte (Hair et al., 2016). Dieses schwä-
chere Kriterium wurde für das etablierte Messmodell erfüllt (siehe Tabelle A10 im Anhang). 




Da in Studie 3, wie auch in den vorangegangenen Studien, für die wahrgenommene Nützlich-
keit insgesamt sechs Items abgefragt wurden, bisher jedoch nur vier Items Berücksichtigung 
fanden, wurde die Skala für die wahrgenommene Nützlichkeit neu bestimmt (siehe Tabelle A7 
im Anhang), sodass mit der neuen Skala für die wahrgenommene Nützlichkeit das Fornell-
Larcker-Kriterium für alle Konstrukte erfüllt werden konnte (siehe Tabelle 13).  
Der PLS Validitätstest für das angepasste Messmodell ergab, dass alle standardisierten Faktor-
ladungen signifikant höher waren als der Schwellwert von 0,70. Darüber hinaus überschritten 
alle durchschnittlich erfassten Varianzen (AVEs) den Grenzwert von 0,5, während die internen 
Konsistenz aller latenten Konstrukte (d. h. die Modellfaktoren), erfasst mittels der kompositen 
Reliabilität ρ und Cronbach‘s α, größer als 0,7 waren (siehe Tabelle A7 im Anhang). Somit 
sprechen die Schätzungen der Modellparameter für eine hohe Validität und Reliabilität des an-
gepassten Messmodells inklusive aller seiner Konstrukte. Auch das ursprüngliche, bereits in den 
vorangegangenen Studien verwendete Messmodell erfüllt die Kriterien für eine angemessene 
Validität und Reliabilität, wenn für die diskriminante Validität ein schwächeres Kriterium her-
angezogen wird. Für die weitere Modellberechnung wird jedoch das angepasste Messmodell 
Tabelle 13. Cross-Ladungen und durchschnittlich erfasste Varianzen (AVEs) für Studie 3 (angepasstes Messmodell) 
 ATT BI PU PEOU IC PC PR TR SN 
ATT 0,837         
BI 0,811 0,947        
PU 0,826 0,806 0,869       
PEOU 0,473 0,417 0,506 0,852      
IC 0,567 0,644 0,507 0,342 0,940     
PC -0,509 -0,638 -0,501 -0,190 -0,631 0,941    
PR -0,577 -0,643 -0,542 -0,228 -0,639 0,864 0,906   
TR 0,739 0,670 0,634 0,363 0,626 -0,543 -0,589 0,834  
SN 0,704 0,751 0,626 0,237 0,589 -0,597 -0,573 0,663 0,871 
Hinweis: Die AVEs sind auf der Diagonalen abgetragen. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen 
in den Anbieter; PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahr-
genommene Nützlichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung gegenüber der Nut-






verwendet. Auf das ursprüngliche Messmodell in Studie 3 kann dennoch beim Vergleich der 
Ergebnisse über alle Studien hinweg zurückgegriffen werden. 
Nachdem die Angemessenheit des angepassten Messmodells nachgewiesen wurde, kann das 
hypothetisierte Strukturgleichungsmodell getestet werden. Das aufgestellte Modell konnte RAd-
justed = 77,8 Prozent der Varianz der Verhaltensintention, 76,8 Prozent der Varianz des wahrge-
nommenen Privatheitsrisikos sowie 70,7 Prozent der Varianz der Einstellung gegenüber der 
Nutzung erklären. Um die prädiktive Validität dieser drei latenten Variablen sicherzustellen 
wurde der Stone-Geisser Q2 Test angewandt. Alle Q2-Werte waren signifikant größer als 0 (0,70, 
0,60 und 0,51 für die Nutzungsintention, die wahrgenommenen Privatheitsbedenken sowie die 
Einstellung gegenüber der Nutzung), sodass eine geeignete prädiktive Validität für diese Ziel-
variablen angenommen werden kann.  
Um die Hypothesen zu Forschungsfrage 1 an einem sicherheitsbezogenen vernetzten Mehrwert-
dienst im Automobil zu validieren, wurde wie in den vorangegangenen Studien eine Bootstrap 
Analyse auf der Basis von 5000 Stichproben durchgeführt (Hair et al., 2011). Elf von 14 ange-
nommenen Pfadbeziehungen konnten als signifikant nachgewiesen werden. H 1.1, die einen 
positiven Einfluss der wahrgenommenen Nützlichkeit auf die Einstellung gegenüber der Nut-
zung vorhersagte, wurde bestätigt (β = 0,68, t = 12,94, p < .001). Ebenso konnte ein signifi-
kanter Effekt der wahrgenommenen Nützlichkeit auf die Nutzungsintention nachgewiesen wer-
den (H 1.2; β = 0,36, t = 5,78, p < .01). Die wahrgenommene Einfachheit der Nutzung hatte 
einen signifikanten positiven Einfluss auf die wahrgenommene Nützlichkeit (H 1.3; β = 0,51, 
t = 8,11, p < .001), jedoch nicht auf die Einstellung gegenüber der Nutzung  (H 1.4; β = 0,09, 
t = 1,50, p > .05). Im Einklang mit H 1.5 und H 1.6 konnte je ein signifikanter positiver Einfluss 
der Einstellung gegenüber der Nutzung (H 1.5; β = 0,24, t = 2,89, p < .001) sowie der sozialen 
Norm (H 1.6; β = 0,28, t = 4,41, p < .001) auf die Nutzungsintention nachgewiesen werden. 
Wie von H 1.7 und H 1.8 vorhergesagt, hatten die Privatheitsbedenken einen signifikanten po-
sitiven Einfluss auf das wahrgenommene Privatheitsrisiko (H 1.7; β = 0,74, t = 15,47, p < .001) 
sowie einen signifikanten negativen Einfluss auf das Vertrauen in den Anbieter (H 1.8;           
β = -0,55, t = 11,11, p < .001). Im Widerspruch zu Hypothese H 1.9 hatte das Vertrauen in 
den Anbieter keinen signifikanten positiven Einfluss auf die Nutzungsintention (β = -0,01, 
t = 0,14, p > .05). Da jedoch das Vertrauen in den Anbieter einen signifikanten negativen Ein-
fluss auf das wahrgenommenen Privatheitsrisiko hatte, wurde Hypothese H 1.10 bestätigt 





Der Einfluss des wahrgenommenen Privatheitsrisikos auf die Nutzungsintention (H 1.11;     
β = -0,16, t = 3,76, p < .001) war ebenso signifikant wie der Einfluss auf die Einstellung ge-
genüber der Nutzung (H 1.12; β = -0,19, t = 4,37, p < .001).  Die vermutete Rolle der wahr-
genommenen Informationskontrolle konnte hingegen nur teilweise bestätigt werden. Entgegen 
der Hypothese H 1.13 hatte die wahrgenommenen Informationskontrolle keinen signifikanten 
negativen Einfluss auf das wahrgenommene Privatheitsrisiko (β = -0,10, t = 1,70, p > .05).  
Tabelle 14. Ergebnisse der Prüfung der Hypothesen zu Forschungsfrage 1 am Beispiel eines sicherheitsbezogenen 
Dienstes. 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,68 12,94 <.001 H0 abgelehnt 
H 1.2 PU  BI 0,36 5,78 <.001 H0 abgelehnt 
H 1.3 PEOU  PU 0,51 8,11 <.001 H0 abgelehnt 
H 1.4 PEOU  ATT 0,09 1,50 >.05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,24 2,89 <.01 H0 abgelehnt 
H 1.6 SN  BI 0,28 4,41 <.001 H0 abgelehnt 
H 1.7 PC  PR 0,74 15,47 <.001 H0 abgelehnt 
H 1.8 PC  TR -0,55 11,11 <.001 H0 abgelehnt 
H 1.9 TR  BI -0,01 0,14 >.05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,13 2,69 <.01 H0 abgelehnt 
H 1.11 PR  BI -0,16 3,76 <.001 H0 abgelehnt 
H 1.12 PR  ATT -0,19 4,37 <.001 H0 abgelehnt 
H 1.13 IC  PR -0,10 1,70 >.05 H0 nicht abgelehnt 
H 1.14 IC  PC -0,63 11,90 <.001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene 







In Einklang mit H 1.14 war jedoch der Einfluss der wahrgenommenen Informationskontrolle 
auf die Privatheitsbedenken signifikant negativ (β = -0, 63, t = 11,90, p < .001). Tabelle 14 
sowie Abbildung 21 fassen die Ergebnisse der PLS Strukturgleichungsmodellierung für ver-
netzte sicherheitsbezogene Mehrwertdienste zusammen. Die gleiche Analyse wurde nochmals 
auf Basis der ursprünglichen Skala für die wahrgenommene Nützlichkeit durchgeführt. Die Er-
gebnisse bestätigen das hier berichtete Strukturgleichungsmodell (siehe Tabelle A11 sowie Ab-
bildung A3 im Anhang). 
4.3.3. Diskussion 
Sicherheit kann als ein höheres Gut als Komfort und Effizienz betrachtet werden. Im Kontext 
von vernetzten Diensten im Automobil ziehen Nutzende entsprechend sicherheitsbezogene 
Dienste komfort- und effizienzbezogenen Diensten vor (Brell, Biermann et al., 2019). In Anleh-
nung an die Kategorisierung von vernetzten Mehrwertdiensten im Automobil von Walter et al. 
(2020) ergänzt Studie 3 die vorangegangenen beiden Studien in dem Sinne, dass das in dieser 
Thesis aufgestellte Akzeptanzmodell an allen funktionalen Kategorien von vernetzten Mehr-
wertdiensten angewendet wurde. Wie in den vorangegangenen Studien konnte auch am Bei-
spiel sicherheitsbezogener vernetzter Mehrwertdienste im Automobil die grundlegende Modell-
struktur im Sinne eines Kosten-Nutzen-Abgleichs repliziert werden. Einerseits beeinflusst die 
 
Abbildung 21. Ergebnisse der PLS Strukturgleichungsmodellierung zu den Hypothesen der Forschungsfrage 1 am 
Beispiel sicherheitsbezogener vernetzter Mehrwertdienste. Dargestellt werden die Pfadkoeffizienten β. Gestrichelte 




wahrgenommene Nützlichkeit sowohl die Einstellung gegenüber der Nutzung des sicherheits-
bezogenen Dienstes als auch die Intention, diesen zu nutzen. Je einfacher dabei die wahrge-
nommene Handhabung des Dienstes, desto besser kann der wahrgenommene Nutzen auch er-
reicht werden. Dem gegenüber stehen privatheitsbezogene Faktoren, die die Bedingungen der 
Datenpreisgabe und somit die Kosten repräsentieren. Wie bereits in Studie 1, jedoch nicht in 
Studie 2, stellt das wahrgenommene Privatheitsrisiko den zentralen, privatheitsbezogenen Fak-
tor in dem Akzeptanzmodell am Beispiel sicherheitsbezogener vernetzter Mehrwertdienste im 
Automobil dar. Das wahrgenommene Privatheitsrisiko wird von den Privatheitsbedenken sowie 
dem Vertrauen in den Anbieter direkt beeinflusst, während die wahrgenommene Informations-
kontrolle einen indirekten, von den Privatheitsbedenken vermittelten Einfluss auf das wahrge-
nommene Privatheitsrisiko hat. Halten Nutzende eines sicherheitsbezogenen vernetzten Mehr-
wertdienstes im Automobil den Kontrollverlust über die preisgegebenen Daten für wahrschein-
lich, haben sie wie auch in andere Kontexten (Featherman et al., 2010; Lee, 2009) eine negati-
vere Einstellung gegenüber der Nutzung des vernetzten Dienstes sowie eine geringere Intention 
diesen zu nutzen. Im Gegensatz zu komfortbezogenen vernetzten Mehrwertdiensten (Studie 1) 
findet der Kosten-Nutzen-Abgleich nicht nur in der Einstellung gegenüber der Nutzung des 
Dienstes, sondern auch in der Nutzungsintention statt. Während die Einstellung gegenüber der 
Nutzung eine affektive Bewertungskomponente enthält, steht die Nutzungsintention in dem 
Modell für eine stärker elaborierte Entscheidung für oder gegen die Absicht, den vernetzten 
Dienst zu nutzen. Vergleicht man die Funktionen von Komfort und Sicherheit, so beinhaltet 
Komfort eine deutlich stärkere hedonische Komponente. Zieht man die Ergebnisse von Kaz-
akevičiūtė und Banytė (2013) hinzu, die auf Basis einer Literaturanalyse zeigten, dass der wahr-
genommene hedonische Wert eines Produkts, neben sozialen und epistemischen, auch durch 
affektive Bewertungen beeinflusst wird, so scheint es plausible, dass im Fall von komfortbezo-
genen vernetzten Diensten die Kosten-Nutzen-Abwägung in der affektiv geprägten Einstellung 
gegenüber der Nutzung des Dienstes mündet. Bei der Wahrnehmung von sicherheitsbezogenen 
Funktionen bleibt der affektive Aspekt im Kosten-Nutzen-Abgleich vorhanden, verliert jedoch 
an relativer Relevanz, da der Kosten-Nutzen-Abgleich nun auch die Nutzungsintention direkt 
miteinbezieht. Dies spiegelt einerseits die erhöhte Relevanz des Nutzens von sicherheitsbezo-
genen Diensten und andererseits eine höhere Wahrscheinlichkeit von negativen Konsequenzen 
für die Nutzungsabsicht von sicherheitsbezogenen Diensten wieder, sollte die Wahrscheinlich-
keit eines Kontrollverlustes über die preisgegebenen Daten als hoch eingeschätzt werden.  
Im Kontext von effizienzbezogenen vernetzten Mehrwertdiensten im Automobil (Studie 2) 
nahm das Vertrauen in den Anbieter noch eine zentrale Rolle in der Modellstruktur ein, die hier 




Nutzungserfahrung als eine besondere Form der Information über den Dienst und seinen An-
bieter betrachtet werden. Sollte die prädiktive Rolle des Vertrauens in den Anbieter nicht nur 
von der Interaktionserfahrung, sondern von Informationen über den Dienstanbieter an sich ab-
hängen, so sollte das Vertrauen in den Anbieter für Teilnehmende, für die die Identität des 
Dienstanbieters nicht bekannt ist, eine größere prädiktive Rolle spielen. Um diese Nebenhypo-
these zu testen wurde das Modell nochmals für beide experimentellen Gruppen berechnet. Wie 
die Tabellen A12 und A13 im Anhang zeigen, unterschieden sich die strukturellen Ergebnisse 
zwischen beiden experimentellen Gruppen in der Tat lediglich in dem Einfluss des Vertrauens 
in den Anbieter auf das wahrgenommene Privatheitsrisiko, der nur in der experimentellen 
Gruppe ohne expliziten Hinweis auf den Datenempfänger signifikant wurde. In Anlehnung an 
Gefen, Karahanna et al. (2003) wurde in Studie 2 geschlussfolgert, dass der Mangel an tatsäch-
licher Nutzungserfahrung auch in vernetzten Diensten im Automobil die Rolle des Vertrauens 
fördert. Studie 3 erweitert diese Sichtweise. Die hiesigen Ergebnisse sprechen dafür, dass nicht 
die Nutzungserfahrung an sich, sondern das Vorliegen von Informationen über den Anbieter 
des Dienstes die prädiktive Rolle des Vertrauens in den Anbieter prägt. Allerdings bleibt es un-
klar, warum in Studie 2 das Vertrauen in den Anbieter einen direkten Einfluss auf die Nutzungs-
intention hatte, jedoch weder in einer der experimentellen Bedingungen in Studie 3, noch in 
der Gesamtstichprobe. Diese konnte auf Basis der Ergebnisse der MICOM, die die Vergleichbar-
keit und Vereinbarkeit beider Teilstichproben bestätigte, zur Berechnung des Modells herange-
zogen werden.  
Im Gegensatz zu den vorangegangenen Studien wurde hier in Studie 3 eine angepasste Skala 
für die wahrgenommene Nützlichkeit verwendet, da die ursprüngliche Skala nicht den Ansprü-
chen des Fornell-Larcker-Kriteriums für die diskriminante Validität gerecht wurde. Zwar erfüllte 
die ursprüngliche Skala für die wahrgenommene Nützlichkeit den Anspruch, dass jedes bein-
haltete Item eine höhere Ladung auf die wahrgenommene Nützlichkeit als auf andere Kon-
strukte hatte. Da dies jedoch ein schwächeres Kriterium für die diskriminante Validität darstellt 
und diese in den vorherigen Studien an dem Fornell-Larcker-Kriterium gemessen wurde, wurde 
hier eine Anpassung der ursprünglichen Skala vorgezogen. Um die Vergleichbarkeit mit den 
vorherigen Studien dennoch rechtfertigen zu können, wurde die Modellstruktur auch nochmals 
für das Messmodell mit der ursprünglichen Skala für die wahrgenommene Nützlichkeit berech-
net. Unabhängig von der Skalierung der wahrgenommenen Nützlichkeit wurde die identische 





5. Allgemeine Diskussion 
Die Vernetzung des Automobils ist nicht nur ein Eckpfeiler der Transformation der Automobil-
branche (Bosler et al., 2019), sondern gleichzeitig die Grundlage für eine Vielzahl neuer Funk-
tionen, die im Automobil wahrgenommen werden können (Coppola & Morisio, 2016). Mit der 
Vernetzung hält jedoch auch die Gefahr der Verletzung der informationellen Privatsphäre Ein-
zug in das Automobil (Wachter, 2018). Während Implikationen und Lösungsvorschläge für die 
informationelle Privatsphäre im Automobil bereits aus juristischer (Roßnagel, 2015), techni-
scher (Makhdoom et al., 2020) und interdisziplinärer Perspektive (Plappert et al., 2017) her-
vorgebracht wurden, findet die informationelle Privatheit in der Akzeptanzmodellierung im au-
tomobilen Kontext trotz existierender Nutzendenbefragungen (z. Bsp. Bloom et al., 2017; Brell, 
Philipsen et al., 2019; Rohunen & Markkula, 2018) bisher keine Berücksichtigung. Da der As-
pekt der Kontrolle über die Datenpreisgabe sowohl in gesetzlichen Vorgaben (GDPR, 2016), 
Definitionen der Privatheit (Tavani & Moor, 2001; Westin, 1967), interdisziplinären Lösungs-
ansätzen (Plappert et al., 2017) als auch in der Nutzendenperspektive (Brell, Biermann et al., 
2019; Svangren et al., 2017) eine zentrale Rolle einnimmt, verfolgte diese Arbeit das Ziel, den 
Einfluss der Privatheit auf die Akzeptanz und Akzeptierbarkeit von vernetzten Diensten im Au-
tomobil modelltheoretisch zu untersuchen (Forschungsfrage 1) und dabei im Besonderen die 
Rolle der Erfahrung einer tatsächlichen Privatheitskontrolle zu beleuchten (Forschungsfrage 2). 
Basierend auf der Klassifizierung von vernetzten Mehrwertdiensten im Automobil in komfort-, 
effizienz- und sicherheitsbezogene Dienste wurden drei Studien durchgeführt, die hier zusam-
menfassend inhaltlich und methodisch diskutiert werden. Abschließend werden theoretische 
und praktische Implikationen dieser Arbeit erörtert. 
5.1. Diskussion zu Forschungsfrage 1 
Die Handlungs- und Akzeptanzmodellierung ist als interdisziplinäres Forschungsfeld schon seit 
über 50 Jahren etabliert. Besonders mit dem Aufkommen von PCs erfuhr die Akzeptanzfor-
schung einen Aufschwung. Neben vielen anderen Anwendungsfällen und Kontexten ist auch 
die Mobilität und im Besonderen das Automobil innerhalb der letzten Dekade in den Fokus 
gerückt. Trotz der oben aufgeführten steigenden Relevanz der Privatheit und deren Kontrolle 
in vernetzten Automobilen blieben privatheitsbezogene Faktoren in Akzeptanzmodellen im Au-
tomobilkontext unberücksichtigt. Gleichzeitig wurde die informationelle Privatheit in verwand-
ten Kontexten wie dem Einsatz ortsbezogener Daten in mobilen Endgeräten intensiv untersucht, 
sodass der Einfluss privatheitsbezogener Faktoren auf die Nutzung oder Nutzungsintention von 
datenverarbeitenden Systemen bereits beschrieben ist (Cottrill & Thakuriah, 2015; Wang & Lin, 




Beantwortung von Forschungsfrage 1 ein privatheitssensitives Akzeptanzmodell für vernetzte 
Dienste im Automobil entwickelt, das aufgrund der Modellstruktur als eine Detaillierung des 
privacy calculus Modells (Dinev & Hart, 2006) verstanden werden kann. Basierend auf dem 
TAM (Davis, 1986) und der Theory of Planned Behavior (Ajzen, 1985) sagt das Modell einen 
Abgleich von nutzen- und privatheitsbezogenen Faktoren in der Einstellung gegenüber der Nut-
zung des Systems sowie der Nutzungsintention des selbigen vorher (siehe Abbildung 10; Kapitel 
3). Die das Modell charakterisierende Pfadbeziehungen zwischen den einzelnen Modellfaktoren 
sind in den Hypothesen 1.1 bis 1.14 beschrieben. In den drei durchgeführten Studien wurde 
das privatheitssensitive Akzeptanzmodell an je einem komfort-, effizienz- und sicherheitsbezo-
genen Dienst getestet.  
Während die jeweiligen Ergebnisse der Modellevaluationen dem Kapitel 4 entnommen werden 
können, wird hier zur Beantwortung der Forschungsfrage 1 eine vergleichende Perspektive ein-
genommen, die alle drei Studien zur Grundlage hat.  
 
Abbildung 22. Übersicht über alle drei Modellevaluationen hinweg. Schwarze Linien kennzeichnen Pfadbeziehungen, 




Wie Abbildung 22 zeigt, konnten sieben hypothetisierte Pfadbeziehungen in allen Studien be-
stätigt werden, während der Einfluss der wahrgenommenen Einfachheit der Nutzung auf die 
Einstellung gegenüber der Nutzung des Systems in keiner der Studien signifikant wurde. Ob-
wohl unter den sieben, über alle Studien bestätigten Pfadbeziehungen keine Pfadbeziehung 
zwischen einem privatheitsrelevanten Faktor und der Einstellung gegenüber der Nutzung des 
Systems oder der Nutzungsintention enthalten ist, hatte in jeder der drei durchgeführten Stu-
dien mindestens einer der betrachteten privatheitsrelevanten Faktoren einen Einfluss auf die 
genannten Zielvariablen. Während dies in den Studien 1 und 3 das wahrgenommene Pri-
vatheitsrisiko war, nahm das Vertrauen in den Anbieter in Studie 2 die Rolle des zentralen 
privatheitsbezogenen Faktors ein. Somit kann die in Forschungsfrage 1 formulierte Frage nach 
dem Einfluss privatheitsrelevanter Faktoren auf die Nutzung oder Nutzungsintention bejaht 
werden. Allerdings zeigt Abbildung 22 auch, dass dieser Einfluss nicht über alle Studien hinweg 
in gleicher Art und Weise erfolgt. Die über alle Studien hinweg bestätigten Einflüsse sowie die 
Ursachen der teilweise unterschiedlichen Studienergebnisse werden im Folgenden diskutiert. 
Über alle Funktionsklassen von vernetzten Diensten im Automobil hinweg konnte bestätigt wer-
den, dass der Einfluss der wahrgenommenen Nützlichkeit auf die Nutzungsintention eines ver-
netzten Dienstes im Automobil durch die Einstellung gegenüber diesem Dienst moderiert wird. 
Darüber hinaus beeinflusst die wahrgenommene Einfachheit der Nutzung zwar die wahrge-
nommene Nützlichkeit des vernetzten Dienstes, hat jedoch keinen direkten Einfluss auf die Ein-
stellung gegenüber dem vernetzten Dienst. Somit gilt für vernetzte Dienste im Automobil, dass 
die angebotene Funktion, aber nicht der Aufwand, der zu deren Nutzung nötig ist, einer affek-
tiven Bewertung unterliegt, welche die Intention, den vernetzten Dienst zu nutzen, mitbeein-
flusst. Darüber hinaus hängt die Bildung der Nutzungsintention von der wahrgenommenen 
Meinung der nahestehenden Personen bezüglich des Einsatzes des vernetzten Dienstes im Au-
tomobil ab. Glaubt eine Person, dass ihr soziales Umfeld den Einsatz eines vernetzten Dienstes 
unterstützen würde, ist es wahrscheinlicher, dass sie auch die Nutzung dieses Dienstes inten-
diert. Auch wenn der privatheitsbezogene Modellast keinen über alle Funktionsklassen hinweg 
konstanten Einfluss auf die Zielvariablen Einstellung zu Nutzung des vernetzten Dienstes oder 
der Nutzungsintention desselbigen hatte, konnten für vernetzte Dienste im Allgemeinen gültige 
Einflüsse privatheitsbezogener Faktoren identifiziert werden. Wie bereits in mehreren Kontex-
ten gezeigt werden konnte (Bansal et al., 2010; Zhou, 2012), sind auch Nutzende von vernetz-
ten Diensten im Automobil bezüglich des Umgangs mit den von ihnen preisgegebenen Daten 
besorgt. Nehmen diese Privatheitsbedenken zu, kann das Vertrauen in den Anbieter darunter 
leiden, während das wahrgenommene Risiko für die eigene informationelle Privatheit im Zuge 




Möglichkeiten zur Kontrolle der preiszugebenden Daten wie in anderen Anwendungsfällen (Xu 
et al., 2011; Xu et al., 2013) auch bei vernetzten Diensten im Automobil zu den Privatheitsbe-
denken bei. 
5.1.1. Der direkte Einfluss der wahrgenommenen Nützlichkeit auf die Nutzungsinten-
tion 
Warum besteht jedoch über die unterschiedlichen Funktionskategorien hinweg kein direkter 
Einfluss der wahrgenommenen Nützlichkeit auf die Intention, den vernetzten Dienst zu nutzen? 
Während in Studie 1 dieser Einfluss nicht nachgewiesen werden konnte, gelang dies in Studien 
2 und 3 hingegen sehr wohl. Betrachtet man sowohl Unterschiede im Studiendesign als auch 
der verschiedenen dargebotenen Funktionsklassen über die drei Studien hinweg, leiten sich 
zwei Erklärungsansätze ab. Einerseits unterscheidet sich Studie 1 von den folgenden Studien 
im Studiendesign und daraus folgend im Ausmaß der Interaktionserfahrung mit dem vernetzten 
Dienst im Automobil, die die Teilnehmenden erwerben konnten. Während Studie 1 im Fahrsi-
mulator durchgeführt wurde und den Teilnehmenden eine Interaktionserfahrung ermöglichte, 
war dies im Zuge der Online-Umfragen der Studien 2 und 3 nicht der Fall. Somit wurde in 
Studie 1 die Akzeptanz gegenüber einem vernetzten Dienst im Automobil erfasst, während die 
Studien 2 und 3 die Akzeptierbarkeit mangels Interaktionserfahrung erfassten. Um zu klären 
ob der direkte Einfluss der wahrgenommenen Nützlichkeit auf die Nutzungsintention im Kon-
text von vernetzten Diensten im Automobil von dem Vorliegen einer Interaktionserfahrung ab-
hängt, wurden die in Kapitel 2.5 angeführten Studien zur Erfassung der Akzeptanz oder Akzep-
tierbarkeit von Systemen im automobilen Kontext unter Verwendung des TAM (Davis, 1986) 
im Hinblick auf das Maß an gebotener Interaktionserfahrung sowie dem direkten Einfluss der 
wahrgenommenen Nützlichkeit auf die Nutzungsintention betrachtet. Wie Tabelle 15 zeigt, va-
riiert die Signifikanz des Einflusses der wahrgenommenen Nützlichkeit auf die Nutzungsinten-
tion nicht in Abhängigkeit von dem Vorhandensein einer Interaktionserfahrung. Sowohl Buck-
ley et al. (2018) als auch Moták et al. (2017) boten ihren Teilnehmenden die Möglichkeit In-
teraktionserfahrung mit dem jeweiligen System zu erwerben, beobachteten dennoch einen sig-
nifikanten Einfluss der wahrgenommenen Nützlichkeit auf die Nutzungsintention. Umgekehrt 
mangelte es den Teilnehmenden von Chen und Chen (2009) und Sonneberg et al. (2019) an 
Interaktionserfahrung. Dennoch konnte kein signifikanter Zusammenhang zwischen der wahr-




Daher scheint das Vorliegen einer Interaktionserfahrung als erklärender Faktor für Variationen 
in der Signifikanz des direkten Einflusses der wahrgenommenen Nützlichkeit auf die Nutzungs-
intention im Kontext vernetzter Dienste im Automobil ungeeignet zu sein. Hingegen unterstützt 
der Blick auf die bestehenden Studien im automobilen Kontext unter Verwendung des TAM 
(siehe Tabelle 15) den alternativen Erklärungsansatz, der den Einfluss der dargebotenen Funk-
tion zur Grundlage hat.  
Vergleicht man die Studien im Hinblick des Vorliegens eines signifikanten direkten Einflusses 
der wahrgenommenen Nützlichkeit auf die Nutzungsintention mit den jeweiligen inhaltlichen 
Studienkontexten, zeigt sich, dass unabhängig von der Interaktionserfahrung alle Studien in 
den Kontexten Automatisierung, Elektromobilität und FAS einen signifikanten Einfluss berich-
teten, während Variationen in der Signifikanz dieses Einflusses nur im Kontext des vernetzten 
Tabelle 15. Vergleichende Übersicht über bestehende Akzeptanzstudien im automobilen Kontext auf der Basis des 
Technology Acceptance Models nach Davis (1986). 
Kontext Studie Studiendesign Interaktion PU  BI 
Automatisierung 
Buckley et al. (2018) Simulator ja signifikant 
Hegner et al. (2019) Online-Fragebogen nein signifikant 




Payre et al. (2014) Online-Fragebogen nein signifikant 
Elektromobilität 
Fazel (2014) Online-Fragebogen nein signifikant 
Wu et al. (2019) Online-Fragebogen nein signifikant 
FAS 
Ghazizadeh, Peng et al. 
(2012) 
Online-Fragebogen nein signifikant 
Park et al. (2015) Online-Fragebogen nein signifikant 
Vernetztes Fahren 
Chen und Chen (2009) Online-Fragebogen nein nicht signifikant 
Yoon und Cho (2016) Online-Fragebogen nein signifikant 
Car Sharing 
Simon et al. (2013) Online-Fragebogen nein signifikant 





Fahrens sowie des Car Sharings berichtet wurden. Daher legt dieser Vergleich nahe, dass nicht 
die Interaktionserfahrung, sondern der dargebotene Kontext die Relevanz der wahrgenomme-
nen Nützlichkeit auf die Nutzungsintention beeinflusst. Über die verschiedenen Kontexte vari-
ieren auch die Funktionen, die die unterschiedlichen Systeme den Nutzenden anbieten. Funk-
tionale Kontexte, in denen primär sicherheitsrelevante (Automatisierung, FAS) oder effizienz-
bezogene Funktionen (Elektromobilität) dargeboten werden, sind mit einem direkten Einfluss 
der wahrgenommenen Nützlichkeit auf die Nutzungsintention assoziiert. Car Sharing und ver-
netztes Fahren hingegen bedienen neben sicherheits- oder effizienzbezogenen verstärkt auch 
komfortbezogene Funktionen als die oben genannten Kontexte (vergleiche Walter et al. (2020) 
für vernetzte Dienste im Automobil). Darüber hinaus beschrieben die beiden in Tabelle 15 auf-
geführten Studien im Kontext des vernetzten Fahrens vernetzte Dienste sehr allgemein, indem 
sie die Vorteile vernetzter Dienste von komfortbezogenen bis hin zu sicherheitsbezogenen Funk-
tionen beschreiben (Yoon & Cho, 2016), oder telematische Dienste untersuchten ohne jedoch 
in der Veröffentlichung zu konkretisieren, wie diese den Teilnehmenden erklärt und dargeboten 
wurden (Chen & Chen, 2009). Daher kann der Mangel an einem Bezug zu einem konkreten, 
greifbaren vernetzten Dienst zu der unklaren Befundlage im Kontext vernetzter Dienste geführt 
haben (je ein Befund zu einem signifikanten vs. nicht signifikanten Einfluss der wahrgenomme-
nen Nützlichkeit auf die Nutzungsintention; siehe Tabelle 15). Somit legt diese vergleichende 
Betrachtung zwar nicht nahe, dass ein signifikanter Einfluss der wahrgenommenen Nützlichkeit 
auf die Nutzungsintention ausschließlich in primär sicherheits- und komfortbezogenen Funkti-
onskontexten möglich ist, während ein stärkerer Komfortbezug einen nicht signifikanten Ein-
fluss bedingt. Jedoch lässt sich schlussfolgern, dass ein direkter Einfluss der wahrgenommenen 
Nützlichkeit auf die Nutzungsintention bei Systemen, die einen hohen Sicherheits- oder Effizi-
enzbezug haben, wahrscheinlicher ist, als dies der Fall für komfortbezogene Systeme ist. Dies 
kann auch auf diese Arbeit übertragen werden, sodass die Unterschiede zwischen den Studien 
im Hinblick auf den direkten Einfluss der wahrgenommenen Nützlichkeit auf die Nutzungsin-
tention nicht durch das Studiendesign, sondern durch die dargebotenen Funktionen erklärt 
werden kann.  
5.1.2. Die Rollen des Vertrauens in den Anbieter sowie des wahrgenommenen Pri-
vatheitsrisikos 
Ein weiterer, zentraler Unterschied zwischen den Ergebnissen über die drei Studien hinweg ist 
der Einfluss der privatheitsbezogenen Faktoren auf die Einstellung gegenüber der Nutzung so-
wie der Nutzungsintention von vernetzten Mehrwertdiensten im Automobil. Während in Studie 
1 das wahrgenommene Privatheitsrisiko nur einen Einfluss auf die Einstellung gegenüber der 




privatheitsbezogene Faktor mit Einfluss sowohl auf die Einstellung gegenüber der Nutzung als 
auch der Nutzungsintention von vernetzten Mehrwertdiensten im Automobil. Gleichfalls vari-
ierte auch die Rolle des Vertrauens in den Anbieter über die Studien hinweg. Während das 
Vertrauen in den Anbieter in Studie 1 keine prädiktive Rolle spielte, war es in Studie 2 der 
zentrale privatheitsbezogene Faktor und beeinflusste in Studie 3 das wahrgenommene Pri-
vatheitsrisiko. Um den variierenden Einfluss unterschiedlicher privatheitsbezogener Faktoren 
zu erklären wird hier ein mehrschichtiger Erklärungsansatz bemüht, der auf dem Einfluss der 
Nutzungserfahrung auf das Vertrauen nach Gefen, Karahanna et al. (2003) aufbaut sowie die 
Sensibilität der preiszugebenden Daten berücksichtigt.  
Gefen und Kollegen (2003) sagen voraus, dass die Relevanz des Vertrauens in den Anbieter bei 
Vorliegen einer vorherigen Nutzungserfahrung abnimmt. Entsprechend hatte das Vertrauen in 
den Anbieter in Studie 1 keinen signifikanten Einfluss auf die Intention den vernetzten Mehr-
wertdienst zu nutzen, während das Vertrauen in den Anbieter in den folgenden Studien 2 und 
3 jeweils mindestens das wahrgenommene Privatheitsrisiko vorhersagte. Doch ist es tatsächlich 
die Nutzungserfahrung per se, die den Einfluss des Vertrauens in den Anbieter moduliert? Stu-
die 3 legt mit der Manipulation der Verfügbarkeit von Informationen über den datenempfan-
genden Dienstanbieter nahe, dass nicht die Nutzungserfahrung an sich entscheidend sein 
könnte, sondern vielmehr die Güte der Informationen über den Anbieter. Im Sinne dieser Be-
trachtungsweise stellt die Nutzungserfahrung dabei nur eine besonders vertrauensvolle, da 
selbst angeeignete Art einer Information dar, während beim Mangel an Informationen über den 
Anbieter die Güte der Informationen niedrig ist, da schlicht keine Informationen vorliegen. Die 
in den Studien 1 bis 3 beobachtete Abnahme des Einflusses des Vertrauens in den Anbieter von 
Situationen, in denen der datenempfangende Anbieter ungekannt ist (Manipulation Studie 3) 
bis zu Situationen, in denen Nutzungserfahrung erworben werden konnte (Studie 1), kann da-
her mit dem Ausmaß der Güte der Informationen über Anbieter erklärt werden. Liegen (schrift-
liche) Informationen über den Anbieter vor, die jedoch nicht der Verlässlichkeit einer eigenen 
Nutzungserfahrung entsprechen, sollte der Einfluss des Vertrauens in den Anbieter zwischen 
diesen Polen liegen. Die variierenden Ergebnisse der Studien 2 und 3 legen nahe, dass das 
Vertrauen in den Anbieter unter diesen Bedingungen in der Tat einen Einfluss haben kann (Stu-
die 2), dieser jedoch situationsabhängig zu sein scheint beziehungsweise noch durch weitere 
Faktoren beeinflusst wird (Studie 3). Abbildung 23 stellt die entsprechend vorhergesagten und 






Neben dem Vertrauen in den Anbieter scheint auch die Sensibilität der preiszugebenden Daten 
die Rolle der privatheitsbezogenen Faktoren zu beeinflussen. Frye und Dornisch (2010) fanden 
bei einem Vergleich der Datenpreisgabe unterschiedlich sensibler Inhalte mittels unterschiedli-
cher Kommunikationsmedien, dass die Sensibilität des preiszugebenden Inhalts den wahrge-
nommenen Komfort bei der Datenpreisgabe beeinflusst. Je sensibler ein Inhalt war, desto un-
wohler fühlten sich die Teilnehmenden bei der Vorstellung, diese Informationen preiszugeben. 
In dem hiesigen Modell wird zwar das wahrgenommene Komfortempfinden angesichts der Da-
tenpreisgabe nicht direkt erfasst und fungiert ebenfalls nicht wie in Frye und Dornisch (2010) 
als abhängige Variable. Eine Vielzahl von Studien legt jedoch nahe, dass die wahrgenommene 
Datensensibilität einen direkten positiven Einfluss auf die Privatheitsbedenken hat (Bansal et 
al., 2010; Gu et al., 2017; Malhotra et al., 2004b; Milne et al., 2017; Yang & Wang, 2009). Im 
Einklang mit der bisherigen Literatur verstärkten die Privatheitsbedenken wiederum über alle 
Studien in der hiesigen Arbeit hinweg das wahrgenommene Privatheitsrisiko. Wird im Zuge der 
Nutzung eines vernetzten Dienstes im Automobil die Preisgabe von sensiblen Daten erfordert, 
sollte demnach die prädiktive Rolle des wahrgenommenen Privatheitsrisikos zunehmen (siehe 
Abbildung 24). Vergleicht man die preiszugebenden Daten über die drei Studien mit der jewei-
ligen Rolle des wahrgenommenen Privatheitsrisikos (siehe Tabelle 16), so fällt in der Tat ein 
 
Abbildung 23. Variation des Einflusses des Vertrauens in den Anbieter mit der Güte der Informationen über den 
Anbieter. Je geringer die Güte der Informationen über den Anbieter, desto höher ist der Einfluss des Vertrauens in 
den Anbieter. TR = Vertrauen in den Anbieter; PR = Wahrgenommenes Privatheitsrisiko; ATT = Einstellung gegen-





Zusammenhang zwischen der Sensibilität des preiszugebenden Datenpakets mit der prädiktiven 
Rolle des wahrgenommenen Privatheitsrisikos auf.  
Dieser lässt sich für den Einfluss des wahrgenommenen Privatheitsrisikos auf die Einstellung 
gegenüber der Nutzung stabil nachweisen (Studie 1 und 3), während die Auswirkungen auf 
den direkten Einfluss des wahrgenommenen Privatheitsrisikos auf die Nutzungsintention weni-
ger klar erscheint (signifikanter Einfluss in Studie 3, aber nicht in Studie 1). 
Die Datensensibilität wurde in einem digitalen Expertenworkshop mit zwei aktuellen Mitarbei-
tenden und einer ehemaligen Mitarbeiterin des Instituts für Arbeitswissenschaft durchgeführt, 
die alle im Zuge ihrer Projekttätigkeiten mit der Bereitschaft zur Datenpreisgabe in dateninten-
siven Kontexten konfrontiert waren. Hierzu wurde der Prototyp des Parkdienstes (Studie 1) 
beziehungsweise die animierten Videos (Studien 2 und 3) vorgestellt und die preiszugebenden 
Datenpakete im Kontext des jeweiligen vernetzten Dienstes im Automobil bezüglich ihrer Sen-
sibilität individuell bewertet und in eine Rangordnung gebracht. Das Datenpaket zur Nutzung 
des sicherheitsbezogenen Dienstes wurde von zwei Teilnehmenden als am sensibelsten einge-
schätzt, gefolgt von dem komfortbezogenen Dienst. Das Datenpaket des effizienzbezogenen 
Dienstes wurde als am wenigsten sensibel betrachtet. Eine Teilnehmende bewertete das preis-
zugebende Datenpaket des komfortbezogenen Dienstes als am sensibelsten, gefolgt vom sicher-
heitsbezogenen und dem effizienzbezogenen Dienst.  
 
Abbildung 24. Einfluss der Sensibilität der preiszugebenden Daten auf die Rolle des Vertrauens in den Anbieter 
sowie des wahrgenommenen Privatheitsrisikos. TR = Vertrauen in den Anbieter; PC = Privatheitsbedenken; PR = 





Abschließend wurden die Teilnehmenden gebeten in einer Diskussion eine gemeinsame Rei-
henfolge zu erarbeiten. Die Teilnehmenden verständigten sich auf den sicherheitsbezogenen 
Dienst als den Dienst mit dem sensibelsten Datenpaket, während der effizienzbezogene Dienst 
die Preisgabe des am wenigsten sensiblen Datenpakets erforderte (siehe Tabelle 16).  
Damit kann aus dem Vorliegen einer vorherigen Interaktionserfahrung sowie der durch Exper-
ten gestützte Sensibilität des preiszugebenden Datenpakets der folgende Erklärungsansatz für 
die hiesigen Befunde bezüglich der unterschiedlichen Rollen des Vertrauens in den Anbieter 
sowie des wahrgenommenen Privatheitsrisikos verwendet werden:  
Tabelle 16. Gegenüberstellung der preiszugebenden Daten für alle drei Studien inklusive des Rankings der jeweiligen 
Datenpakete bezüglich der Sensibilität mit der jeweiligen prädiktiven Rolle des wahrgenommenen Privatheitsrisikos 
(PR) sowie den jeweiligen Signifikanzen der Pfadbeziehungen ausgehend von PR. 
Daten Studie 1: Komfort Studie 2: Effizienz Studie 3: Sicherheit 
Augenbewegungen    
Fahrverhalten    
VIN    
Fahrzeugzustand    
Herzschlagfrequenz    
Identität    
Kalendereinträge    
Routeninformationen    
Standort    
Uhrzeit    
Sensibilitäts-Ranking 
(Experten-Workshop) 
2 3 1 
PR  ATT signifikant nicht signifikant signifikant 
PR  BI nicht signifikant nicht signifikant signifikant 
Hinweis: PR = Wahrgenommenes Privatheitsrisiko; ATT = Einstellung gegenüber der Nutzung; BI = Nutzungsinten-





Während die Rolle der wahrgenommenen Privatheitsrisikos mit der Sensibilität der preiszuge-
benden Daten variiert, moduliert die Güte der Informationen über den datenempfangenden 
Anbieter die prädiktive Rolle des Vertrauens in den Anbieter. Liegt eine vorherige Interaktions-
erfahrung als besonders hohe Ausprägung der Güte der Informationen über den Anbieter vor, 
so wird die prädiktive Rolle des Vertrauens in den Anbieter reduziert (Gefen, Karahanna et al., 
2003). Darüber hinaus beeinflusst die Sensibilität der preiszugebenden Datenpakete, mediiert 
über die Privatheitsbedenken (Gu et al., 2017), die Rolle des wahrgenommenen Privatheitsri-
sikos. Je sensibler das preiszugebende Datenpaket ist, desto mehr Einfluss hat das wahrgenom-
mene Privatheitsrisiko auf die Vorhersage der Nutzungsintention sowie der Einstellung gegen-
über der Nutzung vernetzter Dienste im Automobil. Betrachtet man die Güte der Informationen 
über den Anbieter mit den drei Ausprägungen niedrig, mittel und hoch sowie die Sensibilität der 
preiszugebenden Daten mit den zwei Stufen niedrig und hoch, so ergeben sich sechs Szenarien. 
Die aus dem obigen Erklärungsansatz abgeleiteten Vorhersagen für die jeweiligen Szenarien 
sind in Abbildung 25 dargestellt. Mit zunehmender Güte der Information über den Anbieter 
nimmt die prädiktive Rolle des Vertrauens in den Anbieter (von Spalte 1 bis 3) ab, während die 
Vorhersagekraft des wahrgenommenen Privatheitsrisikos mit der Sensibilität der preiszugeben-
den Daten abnimmt (von Zeile 1 zu 2).  
 
Abbildung 25. Vorhersage der Rolle der privatheitsbezogenen Faktoren in Abhängigkeit von der Güte der Informa-
tionen über den datenempfangenden Anbieter sowie der Sensibilität der preiszugebenden Daten. Szenarien, die in 
den Studien 1-3 abgedeckt wurden, sind entsprechend markiert. TR = Vertrauen in den Anbieter; PC = Privatheitsbe-





In den hier durchgeführten Studien konnten vier von sechs Szenarien abgebildet werden. Dabei 
scheinen die Ergebnisse von Studie 3, die dem Szenario mit einer niedrigen Güte der Informa-
tion über den Anbieter sowie einer hohen Sensibilität der preiszugebenden Daten entsprechen 
(Abbildung 25 oben links), den Vorhersagen zu widersprechen. Was auf den ersten Blick ein 
Widerspruch zu sein scheint, lässt sich jedoch unter Einbezug der Betrachtung der Datensensi-
bilität erklären. Da unter der Bedingung einer hohen Sensibilität der preiszugebenden Daten 
das wahrgenommene Privatheitsrisiko eine hohe Vorhersagekraft hat, wird der postulierte di-
rekte Einfluss des Vertrauens in den Anbieter auf die Nutzungsintention vollständig über das 
wahrgenommene Privatheitsrisiko mediiert. Entsprechend ist auch das in Studie 3 beschriebene 
Szenario das einzige, in dem das wahrgenommene Privatheitsrisiko einen signifikanten direkten 
Einfluss auf die Nutzungsintention hat. Somit hat das Vertrauen in den Anbieter auch unter den 
Bedingungen einer hohen Datensensibilität und dem Mangel an Informationen über den daten-
empfangenden Anbieter einen ausgeprägten Einfluss auf die Nutzungsintention. Dieser wird 
jedoch durch das wahrgenommene Privatheitsrisiko mediiert. 
Die Szenarien mit einer niedrigen Datensensibilität und einer niedrigen (Abbildung 25 unten 
links) oder hohen Güte der Informationen über den datenempfangenden Anbieter (Abbildung 
25 unten rechts) wurden in dieser Arbeit nicht abgedeckt. Der hier bemühte Erklärungsansatz 
erlaubt es jedoch für zukünftige Studien konkrete Vorhersagen abzuleiten. So sollten zum Bei-
spiel unter der Bedingung einer niedrigen Datensensibilität sowie dem Vorliegen von Nutzungs-
erfahrung mit dem vernetzten Dienst die privatheitsrelevanten Faktoren keinen signifikanten 
Einfluss auf die Intention, einen solchen Dienst zu nutzen, haben.  
5.1.3. Die Beziehung zwischen der wahrgenommenen Informationskontrolle und 
dem wahrgenommenen Privatheitsrisiko 
Die wahrgenommene Informationskontrolle beeinflusste in allen Studien das wahrgenommene 
Privatheitsrisiko indirekt über die Privatheitsbedenken. Lediglich in Studie 2 bestand ein zu-
sätzlicher direkter Einfluss der wahrgenommenen Informationskontrolle auf das wahrgenom-
mene Privatheitsrisiko. Betrachtet man sich die vorherigen Studien, die einen direkten Einfluss 
der wahrgenommenen Informationskontrolle auf das wahrgenommene Privatheitsrisiko fanden 
(Hajli & Lin, 2016; Krasnova et al., 2010), so teilen diese Studien die Eigenschaften, dass sie 
die Privatheitsbedenken zwar in der Hypothesenbildung betrachten (Hajli & Lin, 2016), jedoch 
nicht in ihr Modell integrieren. Dabei zeigten bereits Malhotra et al. (2004a) den engen Bezug 
zwischen Kontrolle und Privatheitsbedenken auf. Auch die Ergebnisse aller drei Studien hier 




ken, die wiederum das wahrgenommene Privatheitsrisiko verstärken. Während das methodi-
sche Vorgehen insbesondere zwischen den Studien 2 und 3 nahezu identisch ist, unterscheiden 
sich beide Studien sowohl in den angebotenen Funktionen als auch in den preiszugebenden 
Daten. Wie bereits im Zuge der Diskussion der unterschiedlichen Rolle des wahrgenommenen 
Privatheitsrisikos über alle drei Studien hinweg, könnte die Datensensibilität auch hier eine 
mögliche Erklärung liefern. Mit den Studien 1 und 3 wird das wahrgenommene Privatheitsri-
siko ausschließlich über einen durch die Privatheitsbedenken mediierten Einfluss von der wahr-
genommenen Informationskontrolle beeinflusst, während in Studie 2 zusätzlich ein direkter 
Effekt gefunden wurde. Dieses Bild passt exakt zu den in dem obigen Expertenworkshop zur 
Bewertung der objektiven Datensensibilität gefundenen Sensibilitätsunterschieden zwischen 
den einzelnen Studien. Wird die Preisgabe sensibler Datenpakte erforderlich, wird der Einfluss 
der Informationskontrolle komplett durch die Privatheitsbedenken mediiert, während bei einer 
geringeren Sensibilität der Datenpakete lediglich eine teilweise Mediation zu beobachten ist. 
Da sich letztere dadurch auszeichnet, das neben dem Mediationseffekt auch der direkte Effekt 
zwischen der unabhängigen (hier: wahrgenommene Informationskontrolle) und der abhängi-
gen Variable (hier: wahrgenommenes Privatheitsrisiko) bestehen bleibt (MacKinnon et al., 
2007), scheint die Sensibilität des preiszugebenden Datenpakets das Ausmaß der Mediation 
über die Privatheitsbedenken zu beeinflussen.  
5.2. Diskussion zu Forschungsfrage 2 
Die Forderung nach tatsächlicher Kontrolle über die preisgegebenen Daten ist ein wiederkeh-
rendes Thema sowohl in Nutzendenbefragungen (Brell, Biermann et al., 2019; Walter & Abend-
roth, 2018) sowie in juristischen Beiträgen (Akalu, 2018; Wachter, 2018). Die Auswirkung der 
Bereitstellung einer solchen Kontrollmöglichkeit auf die Akzeptierbarkeit und Akzeptanz wur-
den kontextübergreifend selten und im automobilen Kontext entsprechend des Kenntnisstands 
des Autors noch gar nicht untersucht. Daher wurde in Studie 1 durch den Vergleich der Nutzung 
eines vernetzten Parkdienstes ohne versus mit Kontrollmöglichkeit über die Datenpreisgabe un-
tersucht, welchen Einfluss eine tatsächliche Informationskontrolle auf die Akzeptanz des ver-
netzten Dienstes im Automobil hat. Wie bereits in Kapitel 4.1.3 diskutiert, führte die tatsächli-
che Informationskontrolle im Einklang mit der Theory of Planned Behavior (Ajzen, 1985) zu 
einer erhöhten wahrgenommenen Informationskontrolle. Ebenso wurden die Privatheitsbeden-
ken sowie das wahrgenommenen Privatheitsrisiko gesenkt, während die Einstellung gegenüber 
der Nutzung des vernetzten Dienstes positiver wurde. Allerdings konnte neben dem Vertrauen 
in den Anbieter auch bei der Nutzungsintention keine signifikante Erhöhung durch das Vorlie-
gen einer tatsächlichen Informationskontrolle beobachtet werden. Da die Nutzungsintention 




Forschungsfrage 2 verneint werden. Dennoch zeigen die Ergebnisse aus Studie 1, dass Forde-
rungen nach einer tatsächlichen Informationskontrolle nicht nur Lippenbekenntnisse sind. Mit 
der Ausnahme des Vertrauens in den Anbieter konnten privatheitsbezogene Bedenken und 
wahrgenommene Risiken gesenkt werden, sodass die Einstellung gegenüber der Nutzung des 
vernetzten Dienstes signifikant positiver ausfiel als ohne eine solche Kontrollmöglichkeit. Auch 
wenn nicht signifikant, zeigte sich eine deutliche Tendenz zu einer auch statistisch bedeutsa-
men Erhöhung der Nutzungsintention durch die Einführung der tatsächlichen Informationskon-
trolle. 
5.2.1. Datensensibilität als möglicher Moderator des Einflusses der tatsächlichen In-
formationskontrolle 
Die Nicht-Signifikanz des Effekts der tatsächlichen Informationskontrolle auf die Nutzungsin-
tention kann durch den spezifischen Untersuchungskontext in Studie 1 bedingt sein. Der bereits 
im Zuge der Diskussion von Forschungsfrage 1 betrachtete Einfluss der Datensensibilität führte 
vermutlich dazu, dass das wahrgenommene Privatheitsrisiko keinen direkten Einfluss auf die 
Nutzungsintention hatte. Wie die obige Diskussion zeigte, scheint ein direkter Einfluss des 
wahrgenommenen Privatheitsrisikos auf die Nutzungsintention nur gegeben zu sein, wenn be-
sonders sensible Datenpakte zur Diskussion stehen. Entsprechend lässt sich aus diesem Erklä-
rungsansatz die Hypothese ableiten, dass bei Vorliegen von sensibleren Datenpaketen die tat-
sächliche Informationskontrolle einen signifikanten Einfluss auch auf die Nutzungsintention 
haben sollte. Während die Sensibilität des Datenpakets des vernetzten Parkdienstes nicht hoch 
genug war, könnte eine Replikation der Studie 1 am Beispiel des vernetzten sicherheitsbezoge-
nen Dienstes aus Studie 3 auch einen signifikanten Effekt der tatsächlichen Informationskon-
trolle auf die Nutzungsintention ergeben. Gestärkt wird diese Vermutung durch das Ergebnis 
der MGA, die keine strukturellen Unterschiede in den Modellen ohne versus mit einer tatsäch-
lichen Informationskontrolle fand. Daher scheint die Übertragbarkeit von Interpretationen auf 
Basis des Modells ohne tatsächliche Informationskontrolle auf das Modell mit der selbigen ge-
geben zu sein.  
5.2.2. Risiken vermeintlicher Möglichkeiten zur Informationskontrolle 
Die Bereitstellung einer Möglichkeit zur Informationskontrolle muss der Wahrung der informa-
tionellen Privatsphäre jedoch nicht immer zuträglich sein. Während die hier eingesetzte Daten-
schutzapplikation PRICON unter Einbezug von informationstechnischen, juristischen und nut-
zendenseitigen Perspektiven entwickelt (Plappert et al., 2017) und bezüglich seiner Wirksam-




Einsatzes nicht ausreichend wirksamer (Brandimarte et al., 2013) oder zu komplexer Kontroll-
möglichkeiten auf (Keith et al., 2014). Brandimarte und Kollegen zeigten, dass solche Ansätze, 
die lediglich die wahrgenommene Informationskontrolle steigern ohne eine tatsächliche Erhö-
hung der Kontrolle zu bewirken, nicht zwingend zu einem privatheitswahrenden Verhalten füh-
ren. Im Einklang mit den Vorhersagen des hier etablierten Akzeptanzmodells für vernetzte Au-
tomobile kann die wahrgenommene, aber nicht tatsächlich vorliegende Informationskontrolle 
zu einer unangemessenen Absenkung der Privatheitsbedenken führen, die den tatsächlichen 
Privatheitsrisiken nicht gerecht werden (Brandimarte et al., 2013). Unter dem Eindruck der 
Kontrollmöglichkeit wägen sich Nutzende in der sicheren Position der Kontrollierenden und 
sind eher bereit Daten preiszugeben. Ein Beispiel hierfür liefern auch Arcand et al. (2007), die 
zeigten, dass die schiere Präsenz einer Datenschutzerklärung die wahrgenommene Informati-
onskontrolle erhöht. Selbst wenn eine tatsächliche Kontrollmöglichkeit technisch wirksam ist, 
folgt daraus nicht zwingend, dass die Kontrollmöglichkeit auch zu einer angemesseneren Da-
tenpreisgabe führt. Keith et al. (2014) führten den Begriff der Privatheitsmüdigkeit (englisch: 
privacy fatigue) ein und beschreiben damit den Befund, dass zu komplexe Kontrollmöglichkei-
ten zu einer erhöhten Datenpreisgabe führen. Werden Nutzende mit (sehr) liberalen Standard-
datenschutzeinstellungen auf der einen Seite und einer komplexen Möglichkeit zur Informati-
onskontrolle auf der anderen Seite konfrontiert, sind die Nutzenden eher geneigt mehr Daten 
preiszugeben, selbst wenn die Datenpreisgabe als zu weitreichend wahrgenommen wird. Die 
Komplexität der Informationskontrolle hält sie nach Keith und Kollegen jedoch von einer da-
tensparsameren Nutzung ab.  
5.3. Allgemeine theoretische Diskussion 
Diese Arbeit ist geprägt von dem modell-theoretischen Ansatz der Akzeptanzmodellierung. 
Während die Forschung innerhalb der letzten Jahrzehnte verschiedene Modellierungsansätze 
für die Erklärung der Nutzung von Technologien oder Handlungen im Allgemeinen hervorge-
bracht hat, basiert das hier aufgestellte Modell zur Erklärung der Akzeptanz und Akzeptierbar-
keit von vernetzten Diensten im Automobil primär auf dem TAM (Davis, 1986) und wird durch 
Elemente der Theory of Planned Behavior (Ajzen, 1985) ergänzt. Damit werden zwar einerseits 
die dominanten Modelle innerhalb der Akzeptanzmodellierung herangezogen. Andererseits 
wird jedoch besonders das TAM für seinen starken kognitiven Fokus und dem Mangel an der 
ausreichenden Berücksichtigung von affektiven Entscheidungskomponenten kritisiert (Baron et 
al., 2006; Kulviwat et al., 2007; Read et al., 2011). Fazio (1990) präsentiert mit dem Motivation 
and Opportunity as Determinants (MODE) model einen Ansatz, der berücksichtigt, dass die 




tan erfolgen kann. Damit bietet Fazio (1990) ebenso wie Kulviwat et al. (2007) eine Modell-
grundlage, die nicht nur die Rolle des Affekts in der Nutzungsentscheidung berücksichtigt, son-
dern auch die begrenzte Rationalität, die nach Pelteret und Ophoff (2016) auch auf privatheits-
bezogene Entscheidungen zutrifft, abbilden kann. Auch wenn in dieser Arbeit über alle Studien 
hinweg ein ausgesprochen hoher Anteil der Varianz in der Nutzungsintention erklärt werden 
konnte, scheint Fazios (1990) MODE Model eine lohnenswerte Basis für zukünftige Studien zu 
sein, um die Rolle des Affekts sowie den Fakt der begrenzten menschlichen Informationsverar-
beitungsressourcen auch im vernetzten Automobil zu berücksichtigen. 
Mangels bestehender privatheitsbewusster Akzeptanzmodelle im automobilen Kontext wurden 
die betrachteten privatheitsbezogenen Faktoren und ihre Beziehungen untereinander aus Stu-
dien besonders des Kontexts mobiler Endgeräte abgeleitet. Zwar wurde der Bildschirm zur Ein-
willigung zur Datenpreisgabe in Studie 1 an das Layout von Android Smartphones angelehnt. 
Doch trotz dieser graphischen Ähnlichkeiten hat der Nutzungskontext einen substantiellen Ein-
fluss auf die Nutzungsintention von Systemen (Proust, 2012) und, falls gegeben, auch die Da-
tenpreisgabe. Während die Vernetzung bei der Nutzung von mobilen Endgeräten wie dem 
Smartphone offensichtlicher ist, nehmen Nutzende das Automobil, trotz aller affektiven Bezie-
hungen, primär als Transportmittel wahr (Steg, 2005). Die Vernetzung im Automobil hingegen 
ist weniger offensichtlich (Federation internationale de l'automobile, 2016; Karaboga et al., 
2015). Der Einfluss des Kontexts und im Speziellen der Unterschiede in der Salienz der Vernet-
zung wird in Dienlin’s (2014) privacy process model aufgegriffen. Das privacy process model 
postuliert, dass privatheitsbezogenes Verhalten nicht direkt von der objektiven Privatheitssitu-
ation abhängt, sondern vielmehr von der subjektiven Wahrnehmung der selbigen. Falls also die 
Privatheitsrelevanz im vernetzten Automobil für die Nutzenden weniger offensichtlicher ist, 
sollten sich Entscheidungen bezüglich der Datenpreisgabe von denen im Kontext des Smartpho-
nes unterscheiden. Die hiesigen Ergebnisse sprechen jedoch dafür, dass die Faktorbeziehungen 
aus dem Smartphonekontext auch auf das vernetzte Automobil übertragbar sind. Allerdings 
wurde in dieser Arbeit kein direkter Vergleich der Kontexte des vernetzten Automobils und des 
Smartphones vorgenommen, sodass es eine Aufgabe für zukünftige Studien bleibt den von 
Dienlin (2014) postulierten potentiellen Einfluss von unterschiedlich salienten Privatheitsrele-
vanzen in unterschiedlichen Kontexten zu beleuchten. Die Analyse und der Vergleich von men-
talen Modellen der jeweils betrachteten Szenarien könnte ein vielversprechender Ansatz sein.  
In der Mehrheit der Studien im Kontext der Prädiktion der Nutzung von Systemen werden die 
Konzepte der Akzeptierbarkeit, Akzeptanz und Adoption nicht unterschieden, obwohl diese 




renzierung ist es jedoch bisher unklar, welche Folgen diese Unterscheidung für die Modellie-
rung hat. Gibt es Faktorbeziehungen, die nur bei der Vorhersage der Akzeptierbarkeit, aber 
nicht der Akzeptanz bestehen? Hier leistet die hiesige Arbeit einen ersten Beitrag, um diese 
Forschungslücke zu schließen. Im Kontext vernetzter Dienste im Automobil spielt das Vertrauen 
in den Anbieter nur bei der Prädiktion der Akzeptierbarkeit eine Rolle. Entscheidend ist für den 
Einbezug des Vertrauens in den Anbieter in die Entscheidungsfindung bezüglich der Nutzungs-
intention eines vernetzten Systems das Ausmaß an vorhandenen Informationen über den ver-
netzten Dienst. Wie der Vergleich über die drei Studien in dieser Arbeit zeigt, spielt das Ver-
trauen in den Anbieter nur eine Rolle, wenn es an Nutzungserfahrung mangelt und somit per 
Definition die Akzeptierbarkeit eines vernetzten Dienstes im Automobil erfasst wird. Dabei ist 
die Nutzungserfahrung jedoch nur als ein spezieller Fall an Information zu sehen. Wie die Ma-
nipulation der Bekanntheit des Dienstanbieters in Studie 3 zeigt, nimmt die prädiktive Rolle 
des Vertrauens in den Anbieter zu, je weniger Informationen über die datenempfangende Partei 
verfügbar sind. Auch wenn weitere Studien diesen Befund erst noch replizieren müssen, legen 
die hiesigen Ergebnisse im Einklang mit der Prädiktion von Gefen, Karahanna et al. (2003) 
nahe, dass bei der Erfassung der Akzeptierbarkeit das Vertrauen in den Anbieter eine prädiktive 
Rolle spielt. Diese nimmt weiter zu, je weniger Informationen über die Nutzung des Systems 
oder dessen Anbieter vorhanden sind. 
5.4. Methodische Diskussion 
Das experimentelle Design einer Studie sowie die Auswahl geeigneter Analysemethoden sind 
die Basis jeder Forschung. Daher sollen hier die angewandten Designs und Methoden reflektiert 
und kritisch bewertet werden. Ausgehend von einer Makroperspektive werden zuerst die As-
pekte diskutiert, die alle drei Studien betreffen, um sich abschließend dem Vorgehen der ersten 
Studien nochmals gesondert zu widmen. 
5.4.1. Allgemeine Methodik 
Entsprechend der Tradition der Akzeptanzforschung wurden zur Beantwortung der zentralen 
Forschungsfragen ein fragebogenbasiertes Vorgehen gewählt. Hierzu wurden zur Bildung des 
Messmodells Items und Skalen der betrachteten Konstrukte aus der bestehenden Literatur ab-
geleitet und in einem Fragebogen zusammengeführt. Dabei wurde darauf geachtet, dass jedes 
Konstrukt durch mindestens drei Items erfasst wird, um eine ausreichende Validität des Mess-
modells zu gewährleisten (Rigdon et al., 2017). Trotz des hohen Literaturbezugs mussten die 
ausgewählten Items einer jeden Skala mindestens übersetzt und meist auch an den Kontext des 
vernetzten Automobils angepasst werden. Entsprechend war eine Überprüfung der Angemes-




erfolgte in der Vorbereitung von Studie 1 im Zuge eines Pretests, der in der Tat auch einige 
Verbesserungen und Anpassungen nahelegte. Wie die Gütekriterien in Studie 1 zeigen, konnte 
ein valides und zuverlässiges Messmodell entwickelt werden. Über die unterschiedlichen ver-
netzten Dienste in den drei Studien hinweg wurde das Messmodell nur marginal angepasst, 
sodass auf erneute Pretests verzichtet wurde. Während dieses Vorgehen in Studie 2 durch die 
Gütekriterien bestätigt wurde, konnte das ursprüngliche Messmodell in Studie 3 das Forner-
Larcker-Kriterium für die diskriminante Validität nicht erfüllen. Zwar konnte diese für ein eben-
falls anerkanntes, jedoch schwächeres Kriterium in Form der Analyse der Cross-Ladungen (Hair 
et al., 2016) etabliert werden. Da jedoch in den vorangegangenen Studien das Messmodell an 
dem Forner-Larcker-Kriterium gemessen wurde, wurde die Skala für die wahrgenommene 
Nützlichkeit angepasst, sodass ein angepasstes Messmodell die bereits vorher verwendeten Gü-
tekriterien vollständig erfüllte. Durch die minimale Anpassung des Messmodells wurde die Aus-
sage der Skala für die wahrgenommene Nützlichkeit nicht verändert (vergleiche hierzu die bei-
den Skalen der wahrgenommenen Nützlichkeit in Tabelle A7 im Anhang), aber die Qualität des 
Messmodells gesteigert. 
In allen drei Studien wurden relativ kleine Stichproben für klassische SEM Studien verwendet. 
In der aktuellen wissenschaftlichen Literatur finden sich Beiträge, die PLS SEM auch für kleine 
Stichproben geeignet halten (Hair et al., 2011; Wong, 2013), während andere diese Eignung 
bezweifeln (Goodhue et al., 2012). Um dieser andauernden Debatte zu entgehen wurde hier 
die kritische minimale Stichprobengröße auf Basis der statistischen power entsprechend den 
Empfehlungen von Cohen (1992) berechnet. Entsprechend gängiger Annahmen (Wong, 2013) 
wurde für eine statistische Power von 80 Prozent, einem Signifikanzniveau von fünf Prozent, 
einer erwarteten aufgeklärten Varianz von mindestens R2 = 0,25 und einer maximalen Anzahl 
an Pfadbeziehungen, die auf ein Konstrukt zeigen, von fünf eine Mindeststichprobengröße von 
Nmin = 45 abgeleitet. Mit den hiesigen Stichprobengrößen von N > 106 liegen alle Studien 
deutlich über dieser geforderten Stichprobengröße. Trotz der nachgewiesenen Eignung der 
Stichprobengröße erhöhen die dennoch relativ kleinen Stichprobengrößen die Relevanz der 
adäquaten Abbildung relevanter demographischer Variablen in den jeweiligen Stichproben. Die 
Erfahrung mit mobilen datenintensiven Kontexten könnte besonders in Studie 1 die wahrge-
nommene Einfachheit der Nutzung und damit letztendlich auch die Nutzungsintention des ver-
netzten Dienstes beeinflussen. Um einen Eindruck der Erfahrung mit mobilen datenintensiven 
Kontexten zu erlangen wurde in allen drei Studien die Smartphonenutzung erfasst. In allen drei 
Studien lag die Smartphonenutzung auf einem ähnlichen Niveau wie in der deutschen Refe-
renzpopulation (95 %; Statista, 2019a). Darüber hinaus wurde die Kenntnis von vernetzten 




Existenz von vernetzten Automobilen war höher als Angaben vorangegangener Studien für eine 
deutsche Referenzpopulation (Federation internationale de l'automobile, 2016). Das höhere 
Bewusstsein könnte die fortschreitende Bekanntheit von vernetzen Automobilen in der breiten 
Gesellschaft wiederspiegeln, die durch zunehmende Marktverbreitung (Statista, 2019b) sowie 
eine erhöhte Medienpräsenz (Becker, 2017; dpa, 2018; Spaar, 2016) vorangetrieben wird. Ta-
belle 17 stellt die demographischen Variablen in den jeweiligen Studien 1-3 dieser Arbeit mit 
den Referenzwerten gegenüber. Die reine Kenntnis von vernetzten Automobilen ersetzt jedoch 
nicht die tatsächliche Erfahrung mit selbigen. Daher ist die Einbindung von Teilnehmenden 
ohne Erfahrung mit vernetzten Automobilen als Limitation dieser Arbeit zu verstehen, stellt 
jedoch gleichzeitig auch den Aufruf an kommende Studien dar, den Einfluss langfristiger Erfah-
rung mit vernetzten Diensten im Automobil zu beleuchten. Neben der mangelnden Langzeiter-
fahrung mit vernetzten Diensten im Automobil existieren mit der Privatheitskompetenz noch 
weitere möglicherweise konfundierende, personenbezogene Faktoren. Das Konstrukt der Pri-
vatheitskompetenz beschreibt das Wissen über die Rahmenbedingungen der Privatheit als auch 
das Wissen über Strategien im Umgang mit informationeller Privatheit (Trepte et al., 2015). 
Masur et al. (2017) schlagen mit der Online-Privatheitskompetenzskala ein fragebogenbasiertes 
Messinstrument zur Erfassung der Privatheitskompetenz im Online-Kontext vor. Auch wenn 
diese angesichts der oft geringen Bearbeitungsausdauer von Teilnehmenden in Online-Studien 
mit 20 Items recht umfangreich ausfällt, steht kommenden Studien mit dieser Skala ein vali-
diertes und normiertes Instrument zur Erfassung und Kontrolle der Privatheitskompetenz zur 
Verfügung. Alternativ stellt das experimentelle Vorgehen von Keith et al. (2013), bei dem kri-
tische konfundierende Variablen systematisch variiert wurden, eine gute Kontrollmöglichkeit 
für konfundierende Variablen dar. 
Das bloße Stellen von privatheitsbezogenen Fragen kann bereits das Antwortverhalten der Teil-
nehmenden beeinflussen, da der Privatheitskontext dadurch salienter wird. Zwar ist dies eine 
Problematik, die der Privatheitsforschung inhärent zu sein scheint, da sie nahezu alle Studien 
betrifft. Dabei spielt auch diese Arbeit keine Ausnahme. Bloom et al. (2017) wendeten jedoch 
einen Ansatz an, der Primingeffekte durch das bloße Stellen von privatheitsbezogenen Fragen 
kontrollieren sollte. Bloom und Kollegen präsentierten nur der Hälfte der Teilnehmenden spe-
zifische privatheitsbezogene Fragen, während alle Teilnehmende jedoch neben einer Fülle wei-
terer Fragen allgemeine privatheitsbezogene Fragen im Kontext von selbstfahrenden Automo-
bilen beantworteten. Während somit etwaige Primingeffekte für die allgemeinen privatheitsbe-
zogenen Fragen kontrolliert werden können, gilt dies jedoch nicht für die detaillierteren pri-




geeignet, um die Privatheit in verschiedenen Kontexten ohne etwaige Primingeffekte detailliert 
zu untersuchen. 
Ursprünglich war es das Ziel die Modellschätzungen der drei Studien dieser Arbeit mittels einer 
Multigruppenanalyse direkt miteinander zu vergleichen. Wie zur Beantwortung von For-
schungsfrage 2 in Studie 1 bereits angewandt, hat die Multigruppenanalyse im Rahmen der 
PLS-Modellierung den Vorteil einer inferenzstatistischen Aussagekraft. Allerdings erfüllten die 
drei Datensätze die für die Multigruppenanalyse notwendigen Bedingungen der Vergleichbar-
keit nicht. Daher wurde auf eine deskriptive, vergleichende Analyse zurückgegriffen, wie sie in 
den ersten beiden Unterkapiteln der hiesigen Diskussion nachvollzogen werden kann. 
In Kapitel 5.1.2 wurde die Sensitivität der preiszugebenden Daten mittels eines Experten-
workshops bestimmt, um auf dieser Basis die Rolle der Datensensibilität auf den Einfluss der 
privatheitsbezogenen Faktoren im Kontext von vernetzten Diensten im Automobil zu diskutie-
ren. Betrachtet man allerdings neben der durch Experten gestützten Sensibilität der jeweiligen 
Datenpakte die Sensibilitätsscores auf Basis der subjektiven Bewertungen der einzelnen preis-
zugebenden Daten der Teilnehmenden, weichen letztere von diesem Erklärungsansatz ab. 
Hierzu wurden die individuellen Sensibilitätsbewertungen für alle Teilnehmenden in allen Stu-
dien von einem absoluten Wert in einen relativen Wert in Bezug zum Maximum des jeweiligen 
Sensibilitätsscores umgerechnet (d. h. in Prozent zum Maximum), sodass die Sensibilitätsscores 
trotz unterschiedlicher Maxima verglichen werden konnten. Um diese Beobachtung einordnen 
und interpretieren zu können, lohnt sich ein Blick auf das Fragebogendesign und den daraus 
folgenden Ablauf der jeweiligen Datenerhebung. Während die Bewertung der Modellfaktoren 
inklusive der Privatheitsbedenken sowie des Privatheitsrisikos auf Basis des kompletten preis-
zugebenden Datenpakets sowie im Kontext des jeweiligen vernetzten Dienstes im Automobil 
stattfand, basiert der Sensibilitätsscore auf der kontextbefreiten Bewertung einzelner Daten aus 
dem Datenpaket.  
Bereits Westin (1967), aber ebenso Tavani und Moor (2001) betonten in ihren Konzeptualisie-
rungen der Privatheit die Kontextabhängigkeit der selbigen. Die gleiche Handlung (zum Bei-
spiel die Aufforderung zur Preisgabe bestimmter Informationen) kann in einem Kontext als pri-
vatheitskonform bewertet werden, während sie in einem anderen Kontext als eine Intrusion 
wahrgenommen wird. Entsprechend liegt der Bewertung einzelner Daten außerhalb eines jeg-
lichen Kontextes mit einer hohen Wahrscheinlichkeit eine andere Bewertungsgrundlage zu-
grunde als der Betrachtung des preiszugebenden Datenpakets im Kontext des jeweiligen ver-




Das Problem der kontextfremden Sensibilitätsbewertung wird ergänzt durch eine mögliche Nut-
zung der Bewertungsskala zur Differenzierung zwischen den abgefragten Datenpunkten. Ver-
gleicht man die Sensibilitätsbewertungen des Standorts, der über alle drei Studien hinweg in 
den jeweiligen preiszugebenden Datenpaketen beinhaltet war, unterscheiden sich die Sensibi-
litätsbewertungen zwischen den Studien signifikant (Kruskal-Wallis-Test: χ2 (2) = 14,47; p < 
.05). Mann-Whitney-U post-hoc Tests zeigten, dass die Sensibilitätsbewertung des Standorts in 
Studie 2 (Median = 5,00) signifikant höher war als in den Studien 1 (Median = 4,00; p < .05) 
und 3 (Median = 4,00; p < .05). Obwohl das gleiche Datum bewertet wurde, fällt die Bewer-
tung des Standorts in Studie 2 somit deutlich sensibler aus als in den anderen beiden Studien. 
Zieht man das jeweilige Datenpaket hinzu, dessen einzelne Daten im Anschluss an den Akzep-
tanzfragebogen bewertet wurden, kann dieser Unterschied durch die oben aufgeführte Diffe-
renzierung innerhalb der Datenpakte erklärt werden. Zwar wurden die einzelnen Daten ver-
mutlich weiterhin außerhalb des Kontextes des vernetzten Dienstes bewertet. Die Teilnehmen-
den könnten jedoch, anders als intendiert, eine vergleichende Bewertung vorgenommen haben. 
Aus dem vergleichsweise wenig sensiblen Datenpaket des effizienzbezogenen Dienstes in Studie 
 




2 sticht der Standort hervor und wird daher, im Vergleich zu den anderen preiszugebenden 
Daten, als besonders sensibel bewertet. Daher stellen sich die post-hoc Bewertungen der ein-
zelnen preiszugebenden Daten als ungeeignet heraus, um durch die Berechnung eines Sensibi-
litätsscores auf die wahrgenommene Sensibilität des preiszugebenden Datenpakets zu schlie-
ßen. Nur eine kontextbewusste Bewertung kann die wahrgenommene Sensibilität des preiszu-
gebenden Datenpakets adäquat erfassen. Entsprechend können die Befunde bezüglich der prä-
diktiven Rolle des wahrgenommenen Privatheitsrisikos mit den kontextbewussten Expertenbe-
wertungen der Sensibilität der jeweiligen preiszugebenden Datenpakete erklärt werden, wäh-
rend kein Zusammenhang mit den jeweiligen Sensibilitätsscores besteht.  
5.4.2. Methodik Studie 1 
Studie 1 ist die Hauptstudie dieser Thesis, der auch gleichzeitig das aufwändigste experimen-
telle Design zugrunde liegt. Aufgrund von organisatorischen Beschränkungen mussten beim 
Design der Studie jedoch Abwägungen getroffen werden, die hier erörtert werden.  
Im Gegensatz zu den folgenden Studien 2 und 3 stellt Studie 1 eine Simulationsstudie dar, bei 
der Teilnehmende im Rahmen des Fahrsimulators des Instituts für Arbeitswissenschaft eine im-
mersive Interaktionserfahrung mit einem vernetzten Dienst im Automobil sammeln konnten. 
Trotz der unternommenen Anstrengungen, um ein möglichst realistisches Szenario zu entwer-
fen, bleibt Studie 1 eine Simulationsstudie. Die Teilnehmenden könnten sich daher dem Simu-
lationskontext bewusst gewesen sein. Die immersive Qualität der Simulationsstudie wurde mit-
tels post-hoc Interviews überprüft. Die Interviews ergaben, dass keiner teilnehmenden Person 
in Studie 1 die Wizard-of-Oz Manipulationen im Zuge der Interaktion mit dem vernetzten Park-
dienst auffiel. Alle Teilnehmenden waren der Überzeugung mit einem vollfunktionstüchtigen 
vernetzten Dienst zu interagieren. Darüber hinaus legen vorausgegangene Studien eine hohe 
Übertragbarkeit von Ergebnissen von Fahrsimulatorstudien auf das tatsächliche Verhalten im 
Straßenverkehr nahe (Bédard et al., 2010; Lee, 2003; Lee, H. C. et al., 2003).  
Neben der Etablierung eines Akzeptanzmodells zur Erklärung der Nutzungsintention vernetzter 
Dienste im Automobil (Forschungsfrage 1) verfolgte Studie 2 auch das Ziel, den Einfluss einer 
tatsächlichen Interaktionserfahrung auf die Nutzungsintention eines vernetzten Dienstes im Au-
tomobil zu erfassen (Forschungsfrage 2). Während für die Etablierung des Akzeptanzmodells 
wichtig ist, dass alle Teilnehmenden vergleichbare Bedingungen für die Interaktion mit dem 
vernetzten Dienst vorfinden, sollten in einem within-subject Design wie im Fall von Studie 1 
die experimentellen Bedingungen in ihrer Sequenz randomisiert werden, um Reihenfolgeef-
fekte ausschließen zu können. Damit widersprechen sich jedoch die Anforderungen der Etab-




der experimentellen Bedingungen ohne versus mit tatsächlicher Informationskontrolle den An-
forderungen des within-subject Designs entsprochen hätte, hätte sie verhindert, dass alle Teil-
nehmenden mit in die Schätzung des Akzeptanzmodells mitaufgenommen werden können. 
Mögliche Lösungen scheinen zum einen die Verdopplung der Stichprobengröße im within-sub-
ject Designs inklusive der Randomisierung der experimentellen Bedingungen oder die Anwen-
dung eines between-subject Design zu sein, sodass zum Beispiel Nbetween = 232 Teilnehmende 
an der Simulatorstudie teilgenommen hätten. Jeweils 116 Teilnehmende hätten die Parkplatz-
applikation ohne (Gruppe 1) versus mit einer tatsächlichen Informationskontrolle (Gruppe 2) 
nutzen können. Die Rekrutierung von doppelt so vielen Teilnehmenden hätten einen immens 
höheren Ressourcenaufwand bedeutet. Vergleicht man die Stichprobengröße von Studie 1 mit 
anderen Simulatorstudien selbst im Kontext der Akzeptanzforschung (z. Bsp. Buckley et al., 
2018; Hartwich et al., 2018) sticht diese bereits jetzt als große Stichprobe heraus. Daher wurde 
ein within-subject Design bevorzugt und damit einer höheren verwendbaren Stichprobengröße 
für die Etablierung des Akzeptanzmodells Vorrang gegeben. 
Trotz dieser Einschränkungen ist Studie 1 eine der wenigen Studien, die sich mit experimentel-
len Manipulationen und der Möglichkeit zur tatsächlichen Interaktionserfahrung von der Mehr-
heit der Studien im Kontext der Akzeptanzforschung im Allgemeinen und unter Anwendung 







6. Implikationen  
Wie in vielen anderen Lebensbereichen hält die Digitalisierung und Vernetzung auch im Mobi-
litätskontext bereits seit einigen Jahren Einzug in das Automobil. Dabei bieten vernetzte Dienste 
im Automobil eine Vielzahl an positiven Neuerungen für individuelle Nutzende, Verkehrsteil-
nehmende im Allgemeinen sowie die beteiligten Unternehmen (Lee et al., 2016). Gleichzeitig 
hat die Vernetzung des Automobils über mehrere Disziplinen hinweg neue Forschungsfragen 
aufgeworfen, die derzeit noch Teil der aktuellen wissenschaftlichen Debatte sind. Diese Arbeit 
reiht sich ein in eine Vielzahl von anderen wissenschaftlichen Bemühungen, die Vernetzung 
sicherer und effizienter zu gestalten oder, wie in diesem Fall, die Gründe für eine hohe oder 
geringe Nutzungsintention angesichts der notwendigen Datenpreisgabe erklären zu können. 
Die Befunde dieser Arbeit haben sowohl für die Wissenschaft als auch für Praktiker wie Auto-
mobilhersteller oder –zulieferer sowie Anbieter von vernetzten Diensten im Automobil Implika-
tionen, die in den beiden folgenden Kapiteln separat benannt werden. 
Die Vernetzung im Allgemeinen und vernetzte Dienste im Speziellen stellen einen schnell wach-
senden Kernabsatzmarkt im automobilen Kontext dar (Statista, 2019b). Entsprechend investie-
ren Automobilhersteller hohe Summen, um die Vernetzung voranzutreiben und von ihr profi-
tieren zu können (dpa, 2018). Die Ergebnisse dieser Arbeit können dabei helfen, dass die Re-
sultate dieser Investitionen nicht an den Kunden vorbei zielen.  
Einerseits bestätigt diese Arbeit das bereits bekannte Präferenzgefälle von sicherheits- über ef-
fizienz- bis hin zu komfortbezogenen Diensten. Darüber hinaus zeigen die hiesigen Ergebnisse 
jedoch auch, dass der Nutzen nicht unabhängig von den Kosten betrachtet werden kann. Die 
Nutzung eines bestimmten vernetzten Komfortfeatures mag unter der Bedingung einer niedrig 
sensiblen Datenpreisgabe angestrebt werden. Werden für das selbe Feature jedoch hoch sen-
sible Daten eingefordert, kann dies zur Ablehnung des Features und somit zum Misserfolg eines 
vernetzten Dienstes führen. Daher wird hier die Relevanz eines privatheitsbewussten Designs 
von vernetzten Diensten im Automobil unterstrichen. Auf der Basis bekannter Nutzendenpräfe-
renzen inklusive der Anerkennung der Relevanz des Schutzes ihrer Privatheit können Praktiker 
erfolgsversprechende vernetzte Dienste im Automobil entwerfen. Diese Arbeit zeigt im Speziel-
len die Relevanz der Informationskontrolle auf, sodass Dienstanbieter Maßnahmen ergreifen 
sollten, um eben diese in ihren Diensten gewährleisten zu können. Falls ausgeprägt führt die 
(wahrgenommene) Informationskontrolle letztendlich zu einer Erhöhung der Einstellung ge-
genüber der Nutzung des vernetzten Systems und / oder der Nutzungsintention, sodass durch 
sie auch die Interessen des Dienstanbieters unterstützt werden. Um sowohl den einflussreichen 




sich Entwicklern mit privacy-by-design und privacy-by-policy zwei Möglichkeiten um pri-
vatheitswahrende Dienste zu schaffen (Lederman et al., 2016). Durch die Implementierung 
mindestens einer dieser Ansätze in die Entwicklung vernetzter Dienste können Entscheidungs-
träger als auch Entwickler technische und organisatorische Maßnahmen nutzen um eine Da-
tenverarbeitung sicherzustellen, die den Bedürfnissen der Nutzenden entgegenkommt. Moti-
viert werden solche Maßnahmen darüber hinaus auch durch aktuelle regulatorische Entwick-
lungen, wie sie in der Datenschutzgrundverordnung festgehalten werden. Die Vorgaben für die 
Etablierung eines privacy-by-design Prinzips gelten dabei auch für vernetzte Automobile (Plap-
pert et al., 2017; Wachter, 2018). Sowohl die Bedürfnisse der Nutzenden als auch die Daten-
schutzgrundverordnung heben zwar die Relevanz eines privatheitsbewussten Vorgehens her-
vor, stellen sich der Entwicklung von vernetzten Diensten jedoch nicht in den Weg. Vielmehr 
stellen sie Leitplanken dar, die eine rechtskonforme und von den Nutzenden bevorzugte Gestal-
tungslösung ermöglichen. Dabei spielt die dargebotene Funktion trotz möglicher Datenschutz-
bedenken und –risiken noch immer eine prominente Rolle. Wie die obige Anwendung der Vor-
hersagen der hier etablierten Modelle am Beispiel des komfortbezogenen Dienstes zeigt, obliegt 
die Entscheidung bezüglich der Nutzung eines Dienstes einem Kosten-Nutzen-Trade-Off. Dies 
bedeutet jedoch neben allen Implikationen für die Relevanz der Privatheit bei der Nutzung von 
vernetzten Diensten im Automobil auch, dass nur attraktive Funktionen, die möglichst über ein 
einfach verständliches User Interface wahrgenommen werden können, die Nutzendengunst er-
obern können.  
Im aktuellen Verkaufstrend von Automobilen nimmt der direkte Online-Verkauf von Neuwagen 
eine immer größere Rolle ein (Wittler, 2020). Während der klassische Erwerb eines Neuwagens 
über ein Autohaus die vorherige Interaktion mit dem Automobil im Allgemeinen, aber auch mit 
seinen (vernetzten) Diensten ermöglicht, fehlt diese Möglichkeit beim Online-Kauf. Anstelle 
von eigenen Interaktionserfahrungen werden videobasierte Informationen bereitgestellt. Ein 
Ansatz, der der Methodik der Studien 2 und 3 dieser Arbeit entspricht. Für beide Varianten 
lassen sich aus dieser Arbeit Empfehlungen für Automobilhersteller und Verkaufende ableiten. 
Besonders beim wachsenden Online-Verkauf sollten Automobilhersteller demnach ein beson-
deres Augenmerk auf das Vertrauensmanagement legen, während die Abschwächung von ge-
gebenenfalls vorhandenen wahrgenommenen Privatheitsrisiken im Zentrum der Aufmerksam-
keit von Verkaufenden im interaktionsbasierten Offline-Marketing liegen sollte. Die Ergebnisse 
dieser Arbeit legen nahe, dass die Integration einer einfachen Informationskontrolle eine viel-
versprechende Möglichkeit darstellt, Privatheitsbedenken und –risiken zu senken und eine 




Unabhängig von dem angestrebten Vertriebsweg bietet darüber hinaus die Integration potenti-
eller Nutzender bereits in frühen Phasen der Produktentwicklung die Möglichkeit, das Ver-
trauen in die Technologie zu stärken und die Verlässlichkeit von öffentlich-verfügbaren Infor-
mationen zu erhöhen (Zaunbrecher et al., 2016). Die Kombination einer transparenten, einfach 
zu erfassenden Kommunikation der Datenerfassung und –verarbeitung mit der Möglichkeit zu 
Hands-on Erfahrungen an Demonstratoren oder eben durch die Beteiligung an der Produktent-
wicklung schafft Vertrauen und schwächt Privatheitsbedenken ab, während eine zentrale Plat-
zierung der Vorteile die Vorzüge des vernetzten Dienstes im Automobil hervorhebt. Beides sollte 
die öffentliche Kommunikationsstrategie von Automobilherstellern und Dienstanbietern prägen 






Während in anderen datenintensiven Kontexten die Privatheitsrelevanz schon längst Einzug in 
die Akzeptanzmodellierung gehalten hat (Kim et al., 2017; Shevchuk et al., 2019; Yang et al., 
2017), mangelte es bisher an einer entsprechenden Integration der zahlreichen Meinungs- und 
Präferenzumfragen zur Privatheit in vernetzten Automobilen. Diese Arbeit bietet mit dem hier 
aufgestellten und an verschiedenen vernetzten Diensten getesteten Akzeptanzmodell eine so-
lide Grundlage für weitere Studien, die den Einfluss privatheitsrelevanter Faktoren im vernetz-
ten Automobil untersuchen möchten. Dabei berücksichtigt das aufgestellte Akzeptanzmodell 
die bestehenden Befunde zu Privatheitsbedenken und wahrgenommenen Vorzügen von ver-
netzten Diensten im Automobil, bietet für diese jedoch auch gleichzeitig eine solide theoretische 
Struktur, um Bedenken, Überzeugungen und Einstellungen bezüglich vernetzter Dienste im Au-
tomobil in Verbindung zu setzen und genauer zu beleuchten. Ein besonderer Vorteil dieser Stu-
die stellt die Fähigkeit des hier entwickelten Modells dar, Nutzungsintentionen erklären und 
vorhersagen zu können und somit die meist deskriptive Ebene bisheriger Erkenntnisse zu ver-
lassen. Dabei lassen sich, wie in der obigen Diskussion bereits aufgezeigt, aus den hiesigen 
Befunden erste konkrete Aufgaben für weitere Forschung ableiten. Die Validierung des Modells 
an verschiedenen vernetzten Diensten über drei unterschiedliche Funktionsklassen hinweg 
ergab modelltheoretische Unterschiede, die durch Variationen in der Erfassung vorherigen In-
teraktionserfahrung, unterschiedlichen wahrgenommenen Nützlichkeiten sowie variierenden 
Datensensibilitäten erklärt werden konnten. Um die hiesigen Ergebnisinterpretationen weiter 
zu untermauern und das Zusammenspiel aus Datensensibilität, Nutzungserfahrung und unter-
schiedlich gewichteten Nutzen besser zu verstehen, können zukünftige Studien konkrete Stu-
diendesigns aus dieser Arbeit ableiten. Ein mögliches Studienkonzept könnte zum Beispiel auf 
Basis des in Kapitel 5.1.2 aufgestellten Erklärungsansatzes auf einem 3x3x2-Studiendesign ba-
sieren, mit den abhängigen Variablen Funktionsklasse (komfortbezogen, effizienzbezogen, si-
cherheitsbezogen), Güte der Informationen über den Anbieter (Interaktionserfahrung; bloße In-
formationen über den Anbieter; keine Informationen) und Datensensibilität des preiszugebenden 
Datenpakets (niedrig versus hoch). In einem vollfaktorisierten Versuchsdesign könnten die hier 
aufgestellten Erklärungsansätze für den unterschiedlichen Einfluss von dem Vertrauen in den 
Anbieter, dem wahrgenommenen Privatheitsrisiko sowie die wahrgenommene Nützlichkeit 
weiterverfolgt und systematisch getestet werden.  
Darüber hinaus liefert diese Arbeit Einblicke in die Auswirkungen der Erfassung von Akzeptanz 
versus Akzeptierbarkeit, die bisher konzeptionell unterschieden wurden (Nadal et al., 2019), 




untersucht und verglichen wurden. Das oben vorgeschlagene Studienkonzept bietet dabei auch 
die Möglichkeit die unterschiedlichen Auswirkungen der Erfassung von Akzeptanz und Akzep-
tierbarkeit weiter systematisch zu beleuchten. 
Während der Großteil der Forschung im Kontext des vernetzten Automobils technisch motiviert 
ist, liefert diese Arbeit eine modellbasierte, nutzendenzentrierte Perspektive auf das vernetzte 
Automobil. Daher können die hiesigen Ergebnisse auch als Aufruf an kommende Forschungs-
projekte im Kontext des vernetzten Automobils verstanden werden, den in Kapitel 2.3.2 aufge-
führten ersten Ansätzen zu folgen und interdisziplinäre Vorgehensweisen unter Einbeziehung 
der Nutzendenperspektive zu etablieren. Interessant wird dabei insbesondere die Betrachtung 
des Effekts von tatsächlichen Informationskontrollen auf das Nutzungs- und Preisgabeverhalten 
der Nutzenden sein.  
Cavusoglu et al. (2016) zeigten, dass genauere, aber explizitere Kontrollmöglichkeiten einen 
differentiellen Effekt auf die Datenpreisgabe von Nutzenden haben. Personen, die bereits vorher 
über ein höheres Privatheitsbewusstsein verfügten, tendierten im Kontext von sozialen Netz-
werken dazu unter dem Vorliegen von größeren Kontrollmöglichkeiten mehr Daten preiszuge-
ben. Personen mit einem geringen a priori Privatheitsbewusstsein tendierten hingegen dazu, 
weniger Daten preiszugeben, obwohl die Kontrollmöglichkeiten nun besser waren. Durch die 
Privatheitskontrolle wurde die Privatheitsrelevanz für die weniger Privatheitsbewussten erst sa-
lient, sodass weniger Daten preisgegeben wurden. Aufgrund der vergleichsweise geringen Of-
fensichtlichkeit der Vernetzung im Automobil ist eine Übertragbarkeit dieser Befunde auch auf 
den hiesigen Kontext vorstellbar. Zukünftige Studien können zum Beispiel unter Einsatz der 
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Anhang 1: Interne Konsistenz der Skalen im Pretest 
Tabelle A1. Übersicht über die interne Konsistenz der einzelnen Skalen nach dem Pretest (N = 33). Kursiv gedruckte 
Skalen erfüllen nicht das geforderte Mindestmaß an interner Konsistenz (α ≥ 0.7). 
Skala NItems Cronbach’s α (≥ .7) 
Wahrgenommene Nützlichkeit 3 0,69 
Wahrgenommene Einfachheit der Nutzung 3 0,87 
Einstellung gegenüber der Nutzung des Systems 3 0,68 
Wahrgenommene Informationskontrolle 3 0,90 
Privatheitsbedenken 3 0,86 
Vertrauen in den Anbieter 3 0,88 
Wahrgenommenes Privatheitsrisiko 3 0,69 
Soziale Norm 3 0,86 






Anhang 2: Finaler Fragebogen für Studie 1 
Tabelle A2. Finaler Fragebogen für Studie 1mit den Faktorladungen der einzelnen Items sowie den Qualitätskriterien 
der Skalen.  





Einstellung gegenüber der Nutzung  0.772 0.869 0.688 
Die Nutzung der Parkplatzapplikation wäh-
rend der Fahrt macht Spaß. 
0.837    
Ich mag die Vorstellung, dass ich die Park-
platzapplikation nutze, nicht. 
0.790    
Die Parkplatzapplikation macht die Auto-
fahrt komfortabler. 
0.860    
Nutzungsintention  0.877 0.924 0.803 
Ich will die Parkplatzapplikation während 
der Fahrt gar nicht haben. 
0.889    
Ich habe vor die Parkplatzapplikation so oft 
wie möglich während der Fahrt zu nutzen. 
0.874    
Sofern es möglich ist, möchte ich die Park-
platzapplikation während der Fahrt nutzen. 
0.924    
Wahrgenommene Nützlichkeit  0.833 0.889 0.668 
Durch die Nutzung der Applikation spare ich 
Zeit. 
0.848    
Die Nutzung der Parkplatzapplikation ver-
einfacht die Parkplatzsuche. 
0.824    
Ich finde den Einsatz der Applikation wäh-
rend der Fahrt nicht nützlich. 
0.854    
Die Vorteile der Parkplatzapplikation über-
wiegen die Nachteile. 
 
 




Wahrgenommene Einfachheit d. Nutzung  0.830 0.888 0.665 
Das Erlernen der Bedienung der Parkplatz-
applikation ist einfach. 
0.781    
Es fällt mir leicht mit der Parkplatzapplika-
tion umzugehen. 
0.808    
Die Parkplatzapplikation ist einfach zu bedie-
nen. 
0.898    
Die Interaktion mit der Parkplatzapplikation 
ist klar und verständlich. 
0.769    
Wahrgenommene Informationskontrolle  0.883 0.927 0.810 
Ich glaube, dass ich die Kontrolle darüber 
habe, wer Zugang zu meinen persönlichen 
Informationen erhält. 
0.895    
Ich glaube, dass ich die Kontrolle darüber 
habe, wie persönliche Informationen von der 
Parkplatzapplikation genutzt werden. 
0.917    
Ich denke, dass ich die Kontrolle darüber 
habe, welche persönliche Informationen von 
der Parkplatzapplikation bereit gestellt wer-
den. 
0.888    
Privatheitsbedenken  0.925 0.952 0.870 
Ich bin besorgt, dass die Informationen, die 
ich an die Parkplatzapplikation preisgebe, 
missbraucht werden könnten. 
0.940    
Ich bin darüber besorgt, was andere mit den 
persönlichen Informationen machen könn-
ten, die ich an die Parkplatzapplikation preis-
gegeben habe. 




Ich bin wegen der Datenpreisgabe an die 
Parkplatzapplikation besorgt, da meine Da-
ten anders als von mir vorhergesehen ge-
nutzt werden könnten. 
0.942    
Wahrgenommenes Privatheitsrisiko  0.907 0.942 0.843 
Die Preisgabe meiner persönlichen Daten an 
die ConCar AG kann viele unerwartete Prob-
leme bedingen. 
0.936    
Es ist riskant meine persönlichen Daten an 
die ConCar AG preiszugeben. 
0.913    
Es besteht eine große Gefahr, dass ich die 
Kontrolle über meine Daten durch die Preis-
gabe an die ConCar AG verliere. 
0.905    
Vertrauen in den Anbieter  0.739 0.851 0.656 
Der Anbieter der Parkplatzapplikation hat 
die Kundeninteressen im Blick. 
0.777    
Der Anbieter der Parkplatzapplikation hält 
seine Versprechen. 
0.758    
Der Anbieter der Parkplatzapplikation ist 
vertrauenswürdig. 
0.890    
Soziale Norm  0.806 0.886 0.721 
Ich wäre stolz die Parkplatzapplikation Per-
sonen zu zeigen, die mir Nahe stehen. 
0.847    
Personen, deren Meinung mir wichtig ist, 
würden dieses System ebenfalls mögen. 
0.825    
Meine Freunde würden mich bestärken, die 
Parkplatzapplikation zu benutzen. 





Anhang 3: Ergebnisse des Strukturgleichungsmodells ohne Informationskontrolle 
(Forschungsfrage 1) für die datenpreisgebenden Teilnehmenden 
Tabelle A3. Ergebnisse der Neuberechnung des Strukturgleichungsmodells auf Basis der Teilnehmenden, die die an-
geforderten Daten im Zuge der Nutzung der ParkingApp preisgegeben haben (N = 103). 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,618 5,83 < .001 H0 abgelehnt 
H 1.2 PU  BI 0,02 0,14 > .05 H0 nicht abgelehnt 
H 1.3 PEOU  PU 0,50 4,01 < .001 H0 abgelehnt 
H 1.4 PEOU  ATT -0,02 0,31 > .05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,50 5,82 < .001 H0 abgelehnt 
H 1.6 SN  BI 0,35 4,14 < .001 H0 abgelehnt 
H 1.7 PC  PR 0,78 18,86 < .001 H0 abgelehnt 
H 1.8 PC  TR -0,31 3,41 < .001 H0 abgelehnt 
H 1.9 TR  BI -0,03 0,47 > .05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,09 1,71 > .05 H0 nicht abgelehnt 
H 1.11 PR  BI -0,13 2,06 < .05 H0 abgelehnt 
H 1.12 PR  ATT -0,14 1,77 > .05 H0 nicht abgelehnt 
H 1.13 IC  PR -0,09 1,35 > .05 H0 nicht abgelehnt 






Anhang 4: Strukturgleichungsmodell unter der Bedingung ohne tatsächlicher Infor-
mationskontrolle (nur datenpreisgebende Teilnehmende) 
 
 
Abbildung A1. Strukturgleichungsmodell für die Nutzung des vernetzten Parkdienstes auf der Basis der Teilstichprobe 



























Abbildung A2. Strukturgleichungsmodell für die vernetzte Parkdienstnutzung unter dem Vorleigen einer tatsäch-






Anhang 6: Etablierung der Messinvarianz für Konstrukt-basierte Modelle (measure-
ment invariance of composite models (MICOM) ) 
Tabelle A4. Ergebnisse des zweiten Schritts der Etablierung von MICOM: Sicherstellung der kompositionellen Invari-
anz. Kursiv gedruckte Konstrukte erfüllen die kompositionelle Invarianz nicht. 
Konstrukte Korrelation r zwischen pre versus post PRICON p 
Einstellung 0,998 > .1 
Nutzungsintention 0,997 < .05 
Privatheitsbedenken 1,000 > .5 
Privatheitsrisiko 1,000 > .5 
Nützlichkeit 1,000 > .5 
Einfachheit der Nutzung 0,999 > .5 
Informationskontrolle 1,000 > .5 
Vertrauen in den Anbieter 0,998 > .5 
Soziale Norm 1,000 > .5 






Anhang 7: Ergebnisse der PLS Multigruppenanalyse zwischen der Bedingung mit ver-
sus ohne Informationskontrolle 
Tabelle A5. Ergebnisse des parametrischen Tests zur PLS-Multigruppenanalyse. Pfadbeziehungen, die die Nutzungs-
intention einschließen, sind nicht inkludiert, da die Nutzungsintention die Bedingung der kompositionellen Invarianz 
nicht erfüllt (siehe Tabelle A3). 
 |βpre - βpost| T p 
Privatheitsbedenken – Privatheitsrisiko 0,04 0,58 > .5 
Privatheitsbedenken – Vertrauen 0,17 1,61 > .1 
Einfachheit der Nutzung – Einstellung 0,01 0,05 > .5 
Einfachheit der Nutzung – Nützlichkeit 0,01 0,05 > .5 
Nützlichkeit – Einstellung 0,12 1,04 > .1 
Informationskontrolle – Privatheitsbedenken 0,22 1,85 .07 
Informationskontrolle - Privatheitsrisiko 0,04 0,39 > .5 
Privatheitsrisiko – Einstellung 0,02 0,15 > .5 
Vertrauen - Privatheitsrisiko 0,05 0,70 > .1 





Anhang 8: Fragebogen für Studie 2 
Tabelle A6. Fragebogen für Studie 2 mit den Faktorladungen der einzelnen Items sowie den Qualitätskriterien der 
Skalen. Der Fragebogen basiert auf dem Fragebogen zu Studie 1 (siehe Tabelle A2). 





Einstellung gegenüber der Nutzung  0,824 0,895 0,740 
Die Nutzung des vernetzten Dienstes wäh-
rend der Fahrt macht Spaß. 
0,766    
Ich mag die Vorstellung, dass ich den ver-
netzten Dienst nutze, nicht. 
0,913    
Der vernetzte Dienst macht die Autofahrt ef-
fizienter. 
0,893    
Nutzungsintention  0,959 0,973 0,924 
Ich will den vernetzten Dienst während der 
Fahrt gar nicht haben. 
0,953    
Ich habe vor den vernetzten Dienst so oft wie 
möglich während der Fahrt zu nutzen. 
0,961    
Sofern es möglich ist, möchte ich den ver-
netzten Dienst während der Fahrt nutzen. 
0,969    
Wahrgenommene Nützlichkeit  0,846 0,896 0,685 
Durch die Nutzung des vernetzten Dienstes 
spare ich Zeit. 
0,877    
Die Nutzung des vernetzten Dienstes verein-
facht meine Autofahrt. 
0,853    
Ich finde den Einsatz des vernetzten Dienstes 
während der Fahrt nicht nützlich. 
0,713    
Die Vorteile des vernetzten Dienstes über-
wiegen die Nachteile. 




Wahrgenommene Einfachheit d. Nutzung  0,761 0,860 0,672 
Das Erlernen der Bedienung des vernetzten 
Dienstes wäre einfach. 
0,764    
Der vernetzte Dienst wäre einfach zu bedie-
nen. 
0,836    
Die Interaktion mit dem vernetzten Dienst 
wäre klar und verständlich. 
0,849    
Wahrgenommene Informationskontrolle  0,870 0,920 0,794 
Ich glaube, dass ich die Kontrolle darüber 
habe, wer Zugang zu meinen persönlichen 
Informationen erhält. 
0,874    
Ich glaube, dass ich die Kontrolle darüber 
habe, wie persönliche Informationen von 
dem vernetzten Dienst genutzt werden. 
0,935    
Ich denke, dass ich die Kontrolle darüber 
habe, welche persönliche Informationen von 
dem vernetzten Dienst bereit gestellt wer-
den. 
0,862    
Privatheitsbedenken  0,944 0,964 0,900 
Ich bin besorgt, dass die Informationen, die 
ich an den vernetzten Dienst preisgebe, miss-
braucht werden könnten. 
0,945    
Ich bin darüber besorgt, was andere mit den 
persönlichen Informationen machen könn-
ten, die ich an den vernetzten Dienst preisge-
geben habe. 
0,965    
Ich bin wegen der Datenpreisgabe an den 
vernetzten Dienst besorgt, da meine Daten 
anders als von mir vorhergesehen genutzt 
werden könnten. 




Wahrgenommenes Privatheitsrisiko  0,928 0,954 0,874 
Die Preisgabe meiner persönlichen Daten an 
den Anbieter kann viele unerwartete Prob-
leme bedingen. 
0,944    
Es ist riskant meine persönlichen Daten an 
den Anbieter preiszugeben. 
0,932    
Es besteht eine große Gefahr, dass ich die 
Kontrolle über meine Daten durch die Preis-
gabe an den Anbieter verliere. 
0,929    
Vertrauen in den Anbieter  0,769 0,878 0,706 
Der Anbieter des vernetzten Dienstes hat die 
Kundeninteressen im Blick. 
0,897    
Der Anbieter des vernetzten Dienstes hält 
seine Versprechen. 
0,740    
Der Anbieter des vernetzten Dienstes ist ver-
trauenswürdig. 
0,876    
Soziale Norm  0,854 0,911 0,774 
Ich wäre stolz den vernetzten Dienst Perso-
nen zu zeigen, die mir Nahe stehen. 
0,863    
Personen, deren Meinung mir wichtig ist, 
würden dieses System ebenfalls mögen. 
0,883    
Meine Freunde würden mich bestärken, den 
vernetzten Dienst zu benutzen. 






Anhang 9: Fragebogen für Studie 3 
Tabelle A7. Fragebogen für Studie 3 mit den Faktorladungen der einzelnen Items sowie den Qualitätskriterien der 
Skalen. Der Fragebogen basiert auf den Fragebögen zu Studie 1 und 2 (siehe Tabellen A2 und A6). 





Einstellung gegenüber der Nutzung  0,785 0,875 0,701 
Die Nutzung des vernetzten Dienstes wäh-
rend der Fahrt macht Spaß. 
0,776    
Ich mag die Vorstellung nicht, dass ich den 
vernetzten Dienst nutze. 
0,903    
Der vernetzte Dienst macht die Autofahrt si-
cherer. 
0,827    
Nutzungsintention  0,942 0,963 0,896 
Ich will den vernetzten Dienst während der 
Fahrt gar nicht haben. 
0,934    
Ich habe vor den vernetzten Dienst so oft wie 
möglich während der Fahrt zu nutzen. 
0,948    
Sofern es möglich ist, möchte ich den ver-
netzten Dienst während der Fahrt nutzen. 
0,958    
Wahrgenommene Nützlichkeit  0,836 0,902 0,755 
Ich finde den vernetzten Dienst nützlich. 0,931    
Ich finde den Einsatz des vernetzten Dienstes 
während der Fahrt nicht nützlich. 
0,840    
Die Vorteile des vernetzten Dienstes über-
wiegen die Nachteile. 
0,832    
Wahrgenommene Einfachheit d. Nutzung  0,818 0,888 0,726 
Das Erlernen der Bedienung des vernetzten 
Dienstes wäre einfach. 
0,842    
Der vernetzte Dienst wäre einfach zu bedie-
nen. 




Die Interaktion mit dem vernetzten Dienst 
wäre klar und verständlich. 
0,851    
Wahrgenommene Informationskontrolle  0,934 0,958 0,883 
Ich glaube, dass ich die Kontrolle darüber 
habe, wer Zugang zu meinen persönlichen 
Informationen erhält. 
0,941    
Ich glaube, dass ich die Kontrolle darüber 
habe, wie persönliche Informationen von 
dem vernetzten Dienst genutzt werden. 
0,943    
Ich denke, dass ich die Kontrolle darüber 
habe, welche persönliche Informationen von 
dem vernetzten Dienst bereit gestellt wer-
den. 
0,934    
Privatheitsbedenken  0,935 0,959 0,885 
Ich bin besorgt, dass die Informationen, die 
ich an den vernetzten Dienst preisgebe, miss-
braucht werden könnten. 
0,939    
Ich bin darüber besorgt, was andere mit den 
persönlichen Informationen machen könn-
ten, die ich an den vernetzten Dienst preisge-
geben habe. 
0,957    
Ich bin wegen der Datenpreisgabe an den 
vernetzten Dienst besorgt, da meine Daten 
anders als von mir vorhergesehen genutzt 
werden könnten. 
0,926    
Wahrgenommenes Privatheitsrisiko  0,891 0,932 0,821 
Die Preisgabe meiner persönlichen Daten an 
den Anbieter kann viele unerwartete Prob-
leme bedingen. 
0,921    
Es ist riskant meine persönlichen Daten an 
den Anbieter preiszugeben. 




Es besteht eine große Gefahr, dass ich die 
Kontrolle über meine Daten durch die Preis-
gabe an den Anbieter verliere. 
0,885    
Vertrauen in den Anbieter  0,778 0,872 0,696 
Der Anbieter des vernetzten Dienstes hat die 
Kundeninteressen im Blick. 
0,731    
Der Anbieter des vernetzten Dienstes hält 
seine Versprechen. 
0,886    
Der Anbieter des vernetzten Dienstes ist ver-
trauenswürdig. 
0,877    
Soziale Norm  0,842 0,904 0,759 
Ich wäre stolz den vernetzten Dienst Perso-
nen zu zeigen, die mir Nahe stehen. 
0,874    
Personen, deren Meinung mir wichtig ist, 
würden dieses System ebenfalls mögen. 
0,877    
Meine Freunde würden mich bestärken, den 
vernetzten Dienst zu benutzen. 
0,863    
Wahrgenommene Nützlichkeit (unzu-
reichende diskriminante Validität)1 
 0,881 0,918 0,738 
Durch die Nutzung des vernetzten Dienstes 
wird die Fahrt sicherer. 
 0,868   
Die Nutzung des vernetzten Dienstes macht 
meine Autofahrt sicherer. 
 0,877   
Ich finde den Einsatz des vernetzten Dienstes 
während der Fahrt nicht nützlich. 
 0,896   
Die Vorteile des vernetzten Dienstes über-
wiegen die Nachteile. 
 0,792   
1 Diese Skala für die wahrgenommene Nützlichkeit wurde für die Berechnung des Modells aufgrund der unzureichen-






Anhang 10: Überprüfung der Invarianz des Messmodells (MICOM) 
Tabelle A8: Test der kompositionellen Invarianz sowie der Gleichheit der Mittelwerte und Varianzen zwischen den 
beiden experimentellen Gruppen in Studie 3. 
 Stufe 2 Stufe 3 
 RMean PR MDifferenz M PMean MDifferenz σ2 Pσ2 
ATT 
0,999 >.1 0,000 
>.5 
0,004 >.1 
BI 1,000 >.1 0,000 >.5 0,005 >.5 
IC 1,000 >.1 -0,002 >.5 0,005 >.5 
PC 1,000 >.5 -0,001 >.5 0,005 >.5 
PEOU 0,995 >.5 -0,001 >.5 0,002 >.1 
PR 1,000 >.1 0,000 >.5 0,002 >.1 
PU 0,999 >.5 -0,001 >.1 0,004 >.5 
SN 0,999 >.5 -0,002 >.5 0,005 >.1 
TR 0,998 >.1 0,002 >.1 0,001 >.5 





Anhang 11: Verletzung des Fornell-Larcker-Kriteriums 
Tabelle A9. Cross-Ladungen und durchschnittlich erfasste Varianzen (AVEs) für Studie 3 mit den in Studie 2 verwen-
deten Items für PU. Die diskriminante Validität von ATT in Bezug zu PU ist unzureichend. 
 ATT BI PU PEOU IC PC PR TR SN 
ATT 0,837         
BI 0,808 0,947        
PU 0,853 0,754 0,859       
PEOU 0,476 0,418 0,528 0,852      
IC 0,564 0,644 0,519 0,343 0,940     
PC -0,505 -0,638 -0,468 -0,192 -0,631 0,941    
PR -0,574 -0,644 -0,512 -0,230 -0,639 0,864 0,906   
TR 0,738 0,670 0,672 0,364 0,626 -0,543 -0,589 0,834  
SN 0,700 0,752 0,619 0,238 0,589 -0,597 -0,573 0,663 0,871 
Hinweis: Die AVEs sind auf der Diagonalen abgetragen. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen 
in den Anbieter; PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahr-
genommene Nützlichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung gegenüber der Nut-






Anhang 12: Cross-Ladungen für das ursprüngliche Messmodell in Studie 3 
Tabelle A10. Cross-Ladungen für alle in den Studien 1-3 verwendeten Items für PU auf Basis der Daten aus Studie 3. 
  
ATT BI IC PC PEOU PR PU SN TR 
ATT_1 0,766 0,659 0,517 -0,461 0,297 -0,484 0,575 0,625 0,552 
ATT_2 0,901 0,781 0,499 -0,485 0,456 -0,551 0,771 0,649 0,704 
ATT_4 0,838 0,579 0,406 -0,321 0,432 -0,402 0,786 0,484 0,586 
BI_1 0,730 0,934 0,565 -0,582 0,358 -0,587 0,704 0,668 0,585 
BI_2 0,780 0,948 0,631 -0,607 0,415 -0,608 0,713 0,748 0,655 
BI_3 0,783 0,958 0,632 -0,623 0,412 -0,632 0,724 0,717 0,660 
IC_1 0,495 0,563 0,941 -0,540 0,260 -0,553 0,438 0,515 0,566 
IC_2 0,533 0,598 0,943 -0,584 0,355 -0,600 0,492 0,539 0,602 
IC_3 0,558 0,647 0,934 -0,646 0,346 -0,641 0,527 0,598 0,592 
PC_1 -0,539 -0,646 -0,609 0,939 -0,219 0,836 -0,507 -0,583 -0,568 
PC_2 -0,448 -0,604 -0,586 0,957 -0,154 0,811 -0,436 -0,570 -0,487 
PC_3 -0,436 -0,548 -0,586 0,926 -0,167 0,791 -0,374 -0,530 -0,476 
PEOU_1 0,284 0,270 0,193 -0,050 0,838 -0,069 0,340 0,130 0,245 
PEOU_3 0,366 0,318 0,252 -0,128 0,862 -0,128 0,424 0,157 0,298 
PEOU_4 0,509 0,437 0,384 -0,259 0,855 -0,323 0,538 0,282 0,359 
PR_1 -0,552 -0,612 -0,611 0,795 -0,226 0,921 -0,489 -0,521 -0,546 
PR_2 -0,554 -0,618 -0,569 0,783 -0,249 0,911 -0,498 -0,531 -0,558 
PR_3 -0,448 -0,513 -0,555 0,771 -0,143 0,885 -0,399 -0,505 -0,493 
PU_1 0,718 0,543 0,425 -0,360 0,443 -0,391 0,868 0,481 0,562 
PU_2 0,752 0,571 0,418 -0,338 0,444 -0,389 0,877 0,483 0,571 




PU_6 0,648 0,684 0,474 -0,454 0,420 -0,496 0,792 0,554 0,583 
SN_1 0,668 0,721 0,541 -0,566 0,231 -0,528 0,590 0,874 0,593 
SN_2 0,579 0,626 0,493 -0,484 0,195 -0,485 0,509 0,877 0,565 
SN_3 0,574 0,607 0,501 -0,503 0,194 -0,481 0,512 0,863 0,574 
Trust_1 0,567 0,514 0,460 -0,407 0,253 -0,432 0,522 0,470 0,731 
Trust_2 0,628 0,561 0,540 -0,495 0,334 -0,535 0,582 0,591 0,886 
Trust_3 0,649 0,600 0,561 -0,455 0,319 -0,501 0,577 0,591 0,877 
Hinweis: Ladungen auf das intendierte Konstrukt sind unterstrichen. IC = Wahrgenommene Privatheitskontrolle; TR 
= Vertrauen in den Anbieter; PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; 
PU = Wahrgenommene Nützlichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung gegen-









Tabelle A11. Ergebnisse der Prüfung der Hypothesen zu Forschungsfrage 1 aus Studie 3 (Skala für wahrgenommene 
Nützlichkeit wie in Studien 1 und 2) 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,734 17,21 <.001 H0 abgelehnt 
H 1.2 PU  BI 0,20 2,69 <.01 H0 abgelehnt 
H 1.3 PEOU  PU 0,53 8,26 <.001 H0 abgelehnt 
H 1.4 PEOU  ATT 0,05 0,98 >.05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,34 3,54 <.001 H0 abgelehnt 
H 1.6 SN  BI 0,30 4,43 <.001 H0 abgelehnt 
H 1.7 PC  PR 0,73 15,55 <.001 H0 abgelehnt 
H 1.8 PC  TR -0,55 11,04 <.001 H0 abgelehnt 
H 1.9 TR  BI -0,02 0,37 >.05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,13 2,67 <.01 H0 abgelehnt 
H 1.11 PR  BI -0,19 4,09 <.001 H0 abgelehnt 
H 1.12 PR  ATT -0,19 4,68 <.001 H0 abgelehnt 
H 1.13 IC  PR -0,10 1,710 >.05 H0 nicht abgelehnt 
H 1.14 IC  PC -0,63 11,90 <.001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene 







Anhang 14: Strukturgleichungsmodell für Studie 3 (sicherheitsbezogener Dienst) mit 
der ursprünglichen Skala für wahrgenommene Nützlichkeit 
 
 
Abbildung A3: Strukturgleichungsmodell für sicherheitsbezogene vernetzte Mehrwertdienste im Automobil auf Basis 
der bereits in den Studien 1 und 2 verwendeten Skala für die wahrgenommene Nützlichkeit. Gestrichelte Linien kenn-






Anhang 15: Ergebnisse des Strukturgleichungsmodells für die Stichprobe mit explizi-
ter Anzeige der datenempfangenden Partei (N = 90) 
Tabelle A12. Ergebnisse der Berechnung des Strukturgleichungsmodells auf Basis der Teilnehmenden in Studie 3, die 
einen expliziten Hinweis auf die datenempfangende Partei angezeigt bekommen haben (N = 90). 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,68 10,42 < .001 H0 abgelehnt 
H 1.2 PU  BI 0,18 2,06 < .05 H0 abgelehnt 
H 1.3 PEOU  PU 0,56 5,85 < .001 H0 abgelehnt 
H 1.4 PEOU  ATT 0,03 0,48 > .05 H0 nicht abgelehnt 
H 1.5 ATT  BI 0,60 5,15 < .001 H0 abgelehnt 
H 1.6 SN  BI 0,12 2,09 < .05 H0 abgelehnt 
H 1.7 PC  PR 0,76 14,03 < .001 H0 abgelehnt 
H 1.8 PC  TR -0,54 7,41 < .001 H0 abgelehnt 
H 1.9 TR  BI 0,05 0,77 > .05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,10 1,60 > .05 H0 nicht abgelehnt 
H 1.11 PR  BI -0,08 1,45 > .05 H0 nicht abgelehnt 
H 1.12 PR  ATT -0,27 4,17 < .001 H0 abgelehnt 
H 1.13 IC  PR -0,12 1,47 > .05 H0 nicht abgelehnt 
H 1.14 IC  PC -0,54 5,62 < .001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene Nütz-







Anhang 16: Ergebnisse des Strukturgleichungsmodells für die Stichprobe ohne expli-
zite Anzeige der datenempfangenden Partei (N = 109) 
Tabelle A13. Ergebnisse der Berechnung des Strukturgleichungsmodells auf Basis der Teilnehmenden in Studie 3, die 
keinen expliziten Hinweis auf die datenempfangende Partei angezeigt bekommen haben (N = 109). 
Hypothese Beziehung β t p  
H 1.1 PU  ATT 0,69 11,99 < .001 H0 abgelehnt 
H 1.2 PU  BI 0,13 1,47 > .05 H0 nicht abgelehnt 
H 1.3 PEOU  PU 0,47 5,84 < .001 H0 abgelehnt 
H 1.4 PEOU  ATT 0,10 5,84 < .001 H0 abgelehnt 
H 1.5 ATT  BI 0,51 5,10 < .001 H0 abgelehnt 
H 1.6 SN  BI 0,34 3,65 < .001 H0 abgelehnt 
H 1.7 PC  PR 0,74 9,12 < .001 H0 abgelehnt 
H 1.8 PC  TR -0,57 9,03 < .001 H0 abgelehnt 
H 1.9 TR  BI -0,10 1,78 > .05 H0 nicht abgelehnt 
H 1.10 TR  PR -0,16 2,30 < .05 H0 abgelehnt 
H 1.11 PR  BI -0,11 2,15 < .05 H0 abgelehnt 
H 1.12 PR  ATT -0,21 4,19 < .001 H0 abgelehnt 
H 1.13 IC  PR -0,04 0,52 > .05 H0 nicht abgelehnt 
H 1.14 IC  PC -0,72 14,67 < .001 H0 abgelehnt 
Hinweis: Signifikanzniveau ist α = .05. IC = Wahrgenommene Privatheitskontrolle; TR = Vertrauen in den Anbieter; 
PC = Privatheitsbedenken; PR = Wahrgenommenes Privatheitsrisiko; SN = Soziale Norm; PU = Wahrgenommene Nütz-
lichkeit; PEOU = Wahrgenommene Einfachheit der Nutzung; ATT = Einstellung gegenüber der Nutzung; BI = Nut-
zungsintention. 
 
 
