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SUMMARY
In the causal adjustment setting, variable selection techniques based on one of either the out-
come or treatment allocation model can result in the omission of confounders, which leads to
bias, or the inclusion of spurious variables, which leads to variance inflation, in the propensity
score. We propose a variable selection method based on a penalized objective function which
considers the outcome and treatment assignment models simultaneously. The proposed method
facilitates confounder selection in high-dimensional settings. We show that under regularity con-
ditions our method attains the oracle property. The selected variables are used to form a doubly
robust regression estimator of the treatment effect. We show that under some conditions our
method attains the oracle property. Simulation results are presented and economic growth data
are analyzed. Specifically, we study the effect of life expectancy as a measure of population
health on the average growth rate of gross domestic product per capita.
Some key words: Causal inference, Average treatment effect, Propensity score, Variable selection, Penalized estimator,
Oracle estimator.
1. INTRODUCTION
In the analysis of observational data, when attempting to establish the magnitude of the causal
effect of treatment (or exposure) in the presence of confounding, the practitioner is faced with
certain modeling decisions that facilitate estimation. Should one take the parametric approach, at
least one of two statistical models must be proposed; (i) the conditional mean model that models
the expected outcome as a function of predictors, and (ii) the treatment allocation model that
describes the mechanism via which treatment is allocated to (or, at least, received by) individ-
uals in the study, again as a function of the predictors (Rosenbaum & Rubin, 1983; Robins &
Brumback, 2000).
Predictors that appear in both mechanisms (i) and (ii) are termed confounders, and their omis-
sion from model (ii) is typically regarded as a serious error, as it leads to inconsistent estimators
of the treatment effect. Thus practitioners usually adopt a conservative approach, and attempt to
ensure that they do not omit confounders by fitting a richly parameterized treatment allocation
model. The conservative approach, however, can lead to predictors of treatment allocation only
– and not outcome – being included in the treatment allocation model. The inclusion of such
“spurious” instrumental variables in model (ii) is usually regarded as harmless. However, the
typical forfeit for this conservatism is inflation of variance of the effect estimator (Greenland,
2008; Schisterman et al., 2009). This problem also applies to the conditional mean model, but is
in practice less problematic, as practitioners seem to be more concerned with bias removal, and
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2 A. ERTEFAIE
therefore more likely to introduce the spurious variables in model (ii). Little formal guidance as
to how the practitioner should act in this setting has been provided.
As has been conjectured and studied in simulation by Brookhart et al. (2006a), it is plausible
that judicious variable selection may lead to appreciable efficiency gains, and several approaches
with this aim have been proposed. However, confounder selection methods based on either just
the treatment assignment model or just the outcome model may fail to account for non-ignorable
confounders which barely predict the treatment or the outcome, respectively (Crainiceanu et al.,
2008; Belloni et al., 2014): in this manuscript, we use the term weak confounder for these vari-
ables. Vansteelandt et al. (2010) shows that confounder selection procedures based on AIC and
BIC can be sub-optimal and introduce a method based on the focused information criterion
(FIC) which targets the treatment effect by minimizing a prediction mean square error (see also
the cross-validation method of Brookhart & van der Laan (2006b)). Van der Laan et al. (2007)
introduces a Super Learner estimator which is computed by selecting a candidate from a set
of estimators obtained from different models using a cross-validation risk (Van der Laan et al.,
2004; Sinisi et al., 2007).
Bayesian adjustment for confounding (BAC) is a parametric variable selection approach intro-
duced by Wang et al. (2012); BAC specifies a prior distribution for a set of possible models which
includes a dependence parameter, w ∈ [1,∞], representing the odds of including a variable in
the outcome model given that the same variable is in the propensity score model. If we know a
priori that a predictor of treatment is in fact a confounder, then w can be set to∞ (Crainiceanu
et al., 2008; Zigler et al., 2013). Wilson & Reich (2014) proposes a decision-theoretic approach
to confounder selection that can handle high-dimensional cases; a Bayesian regression model is
fit and using the posterior credible region of the regression parameters, a set of candidate models
is formed. A sparse model is then found by penalizing models that do not include confounders.
This method is conservative in the sense that it may include instrumental variables that may
inflate the variance of the treatment effect. Also, tuning the penalty function can be challenging.
Asymptotically, it is known that penalizing the conditional outcome model, given treatment
and covariates, results in a valid variable selection strategy for causal effect estimation; how-
ever, for small to moderate sample sizes, it may result in the omission of weak confounders.
The objective of this manuscript is to improve the small sample performance of the outcome
penalization strategy while maintaining its asymptotic performance (Table 6). We present a co-
variate selection procedure which facilitates the estimation of the treatment effect in the high-
dimensional cases. Specifically, we propose a penalized objective function which considers both
covariate-treatment and covariate-outcome associations and has the ability to select even weak
confounders. This objective function is used to identify the set of non-ignorable confounders and
predictors of outcome; the resulting parameter estimates do not have any causal interpretation.
We derive the asymptotic properties of procedure and show that under some mild conditions the
estimators have oracle properties (specifically, are consistent and asymptotically normally dis-
tributed). We utilize the selected covariates to estimate the causal effect of interest using a doubly
robust estimator.
2. PRELIMINARIES & NOTATION
In standard notation, let Y (d) denote the (potential) outcome arising from treatment d, and
let D denote the treatment received. We consider for illustration the case of binary treatment.
The observed outcome, Y , is defined asDY (1) + (1−D)Y (0). We restrict attention here to the
situation where each predictor can be classified into one of three types, and to single time-point
studies. We consider
Variable Selection in Causal Inference 3
Fig. 1: Covariate types: Type-I: X1, Type-II: X2 and Type-III: X3.
X2 //
  
D // Y
X1
==
X3
>>
(I) treatment predictors (X1), which are related to treatment and not to outcome.
(II) confounders (X2), which are related to both outcome and treatment.
(III) outcome predictors (X3), which are related to outcome and not to treatment;
see the directed acyclic graph (DAG) in Figure 1. In addition, as is usual, we will make the
assumption of no unmeasured confounders, that is, that treatment received D and potential out-
come to treatment d, Y (d), are independent, given the measured predictors X . In any practical
situation, to facilitate causal inference, the analyst must make an assessment as to the structural
nature of the relationships between the variables encoded by the DAG in Figure 1.
2·1. The Propensity Score for binary treatments
The propensity score, pi(.), for binary treatment D is defined as pi(x) = Pr(D = 1|x), where
x is a p-dimensional vector of (all) covariates. In its random variable form, Rosenbaum & Rubin
(1983) show that pi(X) is the coarsest function of covariates that exhibits the balancing property,
that is,D ⊥ X|pi(X). As a consequence, the causal effect µ = E[Y (1)− Y (0)] can be computed
by iterated expectation
µ = EX [E{Y (1)|X} − E{Y (0)|X}] = Epi[E{Y (1)|pi} − E{Y (0)|pi}], (1)
where Epi denotes the expectation with respect to the distribution of pi(X). For more details see
Rubin (2008) and Rosenbaum (2010).
Remark 1: In the standard formulation of the propensity score, no distinction is made between
our three types of covariates. Note that, however, for consistent estimation of µ, it is not necessary
to balance on covariates that are not confounders. Covariates X1 that predict D but not Y may
be unbalanced in treated and untreated groups, but will not affect the estimation of the effect
of D on Y , as D will be conditioned upon, thereby blocking any effect of X1 (De Luna et al.,
2011). Covariates X3 are unrelated to D, so will by assumption be in balance in treated and
untreated groups in the population. Therefore, the propensity score need only be constructed
from confounding variablesX2. Then, in the presence of outcome predictorsX3 of Y , the sequel
to equation (1) takes the form
µ = E[Y (1)− Y (0)] = EX2,X3 [E{Y (1)|X2, X3} − E{Y (0)|X2, X3}]
= Epi2,X3 [E{Y (1)|pi2, X3} − E{Y (0)|pi2, X3}]. (2)
Remark 2: Inclusion of covariates that are just related to the outcome in the propensity score
model increases the covariance between the fitted pi and Y , and decreases the variance of the
estimated causal effect, in line with the simulation of Brookhart et al. (2006a).
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2·2. Penalized Estimation
In a given parametric model, if α is a r-dimensional regression coefficient, pλ(.) is a penalty
function and lm(α) is the negative log-likelihood, the maximum penalized likelihood (MPL)
estimator α̂ml is defined as
α̂ml = arg min
α
lm(α) + n r∑
j=1
pλ(|αj |)
 .
MPL estimators are shrinkage estimators, and as such, they typically have more finite sample
bias, though less variation than unpenalized analogues. Commonly used penalty functions in-
clude LASSO (Tibshirani, 1996), SCAD (Fan & Li, 2001), Elastic Net (EN) (Zou & Hastie,
2005) and HARD (Antoniadis, 1997).
The remainder of this paper is organized as follows. Section 3 presents our two step variable
selection and estimation procedure; we establish its theoretical properties. The performance of
the proposed method is studied via simulation in Section 4. We analyze a real data set in Section
5, and Section 6 contains concluding remarks. All proofs are given in the Appendix.
3. PENALIZATION AND TREATMENT EFFECT ESTIMATION
In this section, we present our proposed method for estimating the treatment effect in high-
dimensional cases. We separate the covariate selection and treatment effect estimation procedure.
First, we form a penalized objective function which is used to identify the important covariates,
and establish the theoretical properties of the resulting estimators (i.e., minimizers of the pe-
nalized objective function). Note that because of the special characteristics of this function the
estimators do not have any causal interpretation and are used just to prioritize variables. Second,
treatment effect estimation is performed using a doubly robust estimator with the selected covari-
ates. We use a simple model structure to illustrate the methodology, and assume that a random
sample of size n of observations of outcome, exposure and covariates is available.
In order to present the method, we initially assume that columns of X are orthogonal; this
simplifying assumption is relaxed in Section 3·7.
3·1. Penalized objective function
Consider the following linear outcome model under a binary exposure d
Y = θd+ xαy + ,
where x is a 1× r standardized covariate vector, and  is standard normal residual error. As-
suming a logit model for the propensity score, we have
pi(x, αd) = p(D = 1|x, αd) = exp{xαd}
1 + exp{xαd} .
LetX denote the corresponding n× r design matrix. In the formulation, αy and αd denote r × 1
vectors of parameters and θ is the treatment effect.
First, we form an objective function, M(α), in which the coefficients αy and αd are replaced
by a single common vector of coefficients α that is proportional to a weighted sum of |αy| and
|αd|, where |.| denotes the componentwise absolute value. This will guarantee that the objective
function satisfies the following condition:
Argmin Condition: An element, αˆj , of the minimizer αˆ of M(α) converges to zero as n→∞
if the corresponding covariate is not associated with either treatment or outcome.
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In standard linear regression where we regress Y on a vector of covariates X (with no treat-
ment variable) that are presumed orthogonal, an example of an objective function that estimates
|αy| is
M(α) =
1
2n
(∣∣∣∣∣
n∑
i=1
x>i yi
∣∣∣∣∣− nα
)>(∣∣∣∣∣
n∑
i=1
x>i yi
∣∣∣∣∣− nα
)
yielding the estimating equation and estimate
∂M(α)
∂α
=
∣∣∣∣∣
n∑
i=1
x>i yi
∣∣∣∣∣− nα = 0 =⇒ α̂ = 1n
∣∣∣∣∣
n∑
i=1
x>i yi
∣∣∣∣∣ .
We have used the fact n−1x>x is an identity matrix due to standardization. It is clear that as
n −→∞, α̂ p−→ |E[x>i Yi]| Similarly, in a binary exposure setting, |αd| can be estimated using
the objective function [− |∑ni=1 xidi|α+∑ni=1 log(1 + exp{xiα})]. Now, we combine these
two objective functions and show that the resulting objective function have some interesting
features. First, we obtain the least squares (or ridge) estimate θ˜ of θ by regressing Y on D and
the vector of covariates X. Because of the inclusion of spurious and instrumental variables in the
model, θ˜ is not efficient but is consistent for θ under the no unmeasured confounders assumption.
Define Y˜ = Y − θ˜D. Let
M(α) =
1
2
[∣∣∣ n∑
i=1
xiy˜i
∣∣∣− α> n∑
i=1
(x>i xi)
]( n∑
i=1
x>i xi
)−1 [∣∣∣ n∑
i=1
xiy˜i
∣∣∣− α> n∑
i=1
(x>i xi)
]>
+
1
τ
[
−
∣∣∣ n∑
i=1
xidi
∣∣∣α+ n∑
i=1
log(1 + exp{xiα})
]
, (3)
where τ is a positive constant. Under orthogonality and standardization of X, we have
M(α) =
1
2n
[∣∣∣ n∑
i=1
xiy˜i
∣∣∣− nα>][∣∣∣ n∑
i=1
xiy˜i
∣∣∣− nα>]>+
1
τ
[
−
∣∣∣ n∑
i=1
xidi
∣∣∣α+ n∑
i=1
log(1 + exp{xiα})
]
Note that for each j, the parameter αj corresponding to xj is the same in both models. Now,
we show that in this function the absolute values play a critical rule in satisfying the Argmin
condition. Let αˆ = arg minαM(α) and α˜y be the least squares estimate of the parameters in the
outcome model. By convexity of M(α), αˆ must be a solution to ∂M(α)/∂α = 0, which implies
that[
nα̂+
1
τ
n∑
i=1
x>i
exp{xiα̂}
1 + exp{xiαˆ}
]
=
∣∣∣∣∣
n∑
i=1
x>i y˜i
∣∣∣∣∣+ 1τ
∣∣∣∣∣
n∑
i=1
x>i di
∣∣∣∣∣ = n |α˜y|+ 1τ
∣∣∣∣∣
n∑
i=1
x>i di
∣∣∣∣∣ .
(4)
This equation shows that αˆ = 0 (i.e. the Argmin condition is satisfied) if cov(X,Y ) =
cov(X,D) = 0. Note that cov(X,D) = 0 implies cov(X, Y˜ ) = cov(X,Y ). Moreover, using
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Fig. 2: Performance of the modified objective function based estimator for different sample sizes
n. Red and black lines are 1/
√
n and the estimated coefficient α̂ using the modified objective
function.
the first three terms of a Taylor expansion, we have
α̂ =
2τ
2τ + 1
|α˜y|+ 1
2τ + 1
|α˜d| .
Thus, αˆ is a weighted sum of |α˜y| and |α˜d| where α˜d is the maximum likelihood estimate of the
parameters in the treatment model. The constant τ controls the contribution of components |α˜y|
and |α˜d| to the estimator. For example, for τ = 2, α̂ = 45 |α˜y|+ 15 |α˜d|; while for τ = 0.1, α̂ =
0.2
1.2 |α˜y|+ 11.2 |α˜d|. Thus, τ gives a flexibility to our objective function such that as it decreases
to zero the proposed estimate α̂ converges to |α˜d|. See Section 3·2.
Figure 2 visually presents how α̂j behaves, for a fixed τ = 0.5, when α̂jy converges to zero
as sample size increases, i.e., the jth variable becomes insignificant. Specifically, this figure
presents a case where there is just one covariate (i.e., j = 1) and the coefficient of this covariate
in outcome and treatment models are αjy = 1/
√
n and αjd = 0.3, respectively, where n is the
sample size. As expected, αˆ corresponding to this covariate does not converge to zero as sample
size increases. The same behaviour would be observed if αjd → 0 as n→∞ and αjy is a non-
zero constant.
Therefore, penalizing objective function (3) results in selecting covariates that are either related
to outcome (Type-III) or treatment (Type-I). However, this is against our goal of keeping vari-
ables that are either predictors of the outcome or non-ignorable confounders and excluding in-
strumental variables (Type-I). To deal with this problem, we present a weighted lasso penalty
function that is tailored specifically for causal inference variable selection:
λ
(α˜y)2(1 + |α˜d|)2
r∑
j=1
|αj |,
where α˜y and α˜d are the least squares (or ridge) and maximum likelihood estimates of the pa-
rameters in the outcome and treatment models, respectively, and λ is a tuning parameter. Thus,
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the proposed modified penalized objective function is given by
Mp(α) = M(α) + λ
r∑
j=1
|αj |
(α˜jy)2(1 + |α˜jd|)2 (5)
We refer to α̂ = arg minαMp(α) as penalized modified objective function estimators (PMOE).
The magnitude of the penalty on each parameter is proportional to its contribution to the outcome
and treatment model. Note that as αˆjy → 0, our penalty function puts more penalty on the jth
parameter while considering the covariate-treatment association. For example, when a covariate
barely predicts the outcome and treatment, our proposed penalty function imposes a stronger
penalty on the parameter compared to a case where a covariate barely predicts the outcome and
is strongly related to treatment. This is an important feature of the proposed penalty function
which allows selecting such weak confounders for small sample sizes. The proposed penalized
estimator asymptotically selects the same covariates as the adaptive lasso on the outcome model
(Zou, 2006). Thus, the proposed method improves the small sample performance of the outcome
model penalization strategy while maintaining the asymptotic properties of this strategy.
3·2. The role of τ in PMOE
The constant τ reflects investigators belief about the importance of including variables that are
weakly(strongly) related to outcome and strongly(weakly) related to treatment, i.e., for smaller
values of τ , variables that are weakly related to the outcome but strongly to the treatment have
more contribution to α̂ and have more chance to be selected. Also, when τ =∞, the treatment
mechanism does not have any contribution in the objective function (3). Thus, our procedure
performs similarly to the outcome model based variable selection that may exclude non-ignorable
confounders that are weakly related to the outcome. Our simulation studies shed more light on
the role of τ in our procedure.
3·3. Main Theorem
Suppose α0 = (α01, α02) is the true parameter value of the r-dimensional vector of parameters
where α02 = {αj , j = s+ 1, ..., r} ≡ 0 contains those elements of α that are in fact zero, so
that the corresponding predictors are not confounders; s denotes the true number of predictors
present in the model (exact sparsity assumption). Let α̂ = (α̂1, α̂2) be the vector of estimators
corresponding to (5). The next theorem proves the sparsity and asymptotic normality of the
proposed penalized estimators under the following two conditions:
(a) Let
n∑
i=1
iy˜ = |
n∑
i=1
xiy˜i| − nα>0 and
n∑
i=1
id = |
n∑
i=1
dixi| −
n∑
i=1
xi
exp{xiα0}
1 + exp{xiα0}
and ei = iy˜ +
1
τ id. We assume that
1√
n
∑n
i=1[iy˜ +
1
τ id] converges in distribution a multi-
variate normal Nr(0,Σ(α0)).
(b) Let
1
n
[
n1+
1
τ
n∑
i=1
exp{xiα0}
[1 + exp{xiα0}]2x
>
i xi
]
p−→ Ω(α0),
where Ω(α0) is a r × r positive definite matrix and 1 is the identity matrix.
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THEOREM 1. (Oracle properties) Suppose conditions (a) & (b) are fulfilled, further
λn/
√
n→ 0 and λn
√
n→∞. Then
(a) Pr(α̂2 = 0)→ 1 as n→∞
(b)
√
n(α̂01 − α01) d−→ N(0,Ω−111 Σ11Ω−111 ),
where α01 = α01 is the true vector of non-zero coefficients. Also, Ω11 and Σ11 are corresponding
elements of Ω and Σ, respectively.
3·4. Choosing the Tuning Parameter
We select the tuning parameter using the Generalized Cross Validation (GCV) method sug-
gested by Tibshirani (1996) and Fan & Li (2001). Let Xλ be the selected covariates correspond-
ing to a specific value of λ, we first regress Y˜ on Xλ and calculate the residual sum of square
(RSS) of this model. Then
GCV(λ) =
RSS(λ)/n
[1− d(λ)/n]2 ,
where d(λ) = trace[Xλ(X>λXλ + nΣλ(α̂))
−1)X>λ ] is the effective number of parameters and
Σλ(α) = diag[p′λ(|α1|)/|α1|, ..., p′λ(|αr|)/|αr|]. The selected tuning parameter λ̂ is defined by
λ̂ = arg minλ GCV(λ).
3·5. Estimation of the causal effect
For treatment effect estimation, we fit the following model using the set of covariates selected
in the previous step; note that a user may want to use other causal adjustment models such as
inverse probability weighting or propensity score matching, and the selection approach can be
used for these procedures also.
Our model is a slight modification of the conventional propensity score regression approach
of Robins et al. (1992), and specifies
E[Yi|Si = si,Xi = xi] = θsi + g(x; γ), (6)
where Si = Di − E[Di|xi] = Di − pi(xi), g(x; γ) is a function of covariates and pi is the
propensity score. The quantity Si is used in place of Di; if Di is used the fitted model may
result in a biased estimator for θ since g(x; γ) may be incorrectly specified. By defining Si in
this way, we restore cor(Si,Xij) = 0 for j = 1, 2, .., p where p is the number of selected vari-
ables (if pi(xi) = E[Di|xi] is correctly specified), as pi(xi) is the (fitted) expected value of Di,
and hence x>j (D − pi(x)) = 0, where x>j = (x1j , . . . , xnj). Therefore, misspecification of g(.)
will not result in an inconsistent estimator of θ.
In general, this model results in a doubly robust estimator (see Davidian et al. (2005), Schafer
& Kang (2005) and Bang & Robins (2005)); it yields a consistent estimator of θ if either the
propensity score model or conditional mean model (6) is correctly specified, and is the most
efficient estimator (Tsiatis, 2006) when both are correctly specified. For additional details on
the related asymptotic and finite sample behavior, see Kang & Schafer (2007), Neugebauer &
van der Laan (2005), van der Laan & Robins (2003) and Robins (2000).
Remark 3: The importance of the doubly robust estimator is that, provided the postulated out-
come and treatment model identify the true non-zero coefficients in each model, the proposed
estimation procedure will consistently estimate the treatment effect given that at least one of the
propensity score or outcome models are correctly specified. Assuming linear working models, a
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sufficient but not necessary condition for selecting non-ignorable confounders is the linearity of
the true models in their parameters.
The model chosen for estimation of the treatment effect is data dependent. Owing to the in-
herited uncertainty in the selected model, making statistical inference about the treatment effect
becomes “post-selection inference”. Hence, inference about the treatment effect obtained in the
estimation step needs to be done with caution. The weak consistency of the post-selection esti-
mator results from the following theorem.
THEOREM 2. Let ζ(θˆMn ,Mn) be a smooth function of θˆMn where Mn denotes a model
formed from a set of selected variables using our method. Then ζ(θˆMn ,Mn)
p−→ ζ(θM0 ,M0)
as n→∞ where M0 denotes a model formed from the set of non-zero coefficients.
3·6. The Procedure Summary
The penalized treatment effect estimation process explained in Sections 3.1 to 3·5 can be
summarized as follows:
1. Estimate the vector of parameters αˆ = arg minαMp(α) where Mp(α) is defined in (5).
2. Using the covariates with α 6= 0, estimate the propensity score pˆi(X).
3. Define a random variable Si = Di − pˆi(Xi) and fit the outcome model E[Yi|d,x] = θsi +
g(xi; γ). The vector of parameters (θ, γ) is estimated using ordinary least squares. For sim-
plicity, we assume the linear working model for g(xi; γ) = γ>xi. The design matrix X in-
cludes a subset of variables with α 6= 0.
3·7. Non-orthogonal Covariates
In this section we relax the assumption of orthogonality of the covariates. LetX denote a n× r
design matrix such that the covariance matrix var(X) has some non-zero off-diagonal entries.
LetU be the orthogonalized matrix of covariates constructed using orthogonalization techniques
such as the Gram-Schmidt algorithm. Proposition 1 states certain facts about the performance of
the proposed method when the original vector of covariates X is replaced by U in the objective
function M(.). Specifically, it states that the proposed method still has the sparsity property as
long as the penalty function is constructed based on the original X, i.e., α˜y and α˜d are the least
squares (or ridge) estimate of the parameters in the outcome and treatment models given X,
respectively. Define
Mu(α) =
1
2n
[∣∣∣ n∑
i=1
uiy˜i
∣∣∣− nα>][∣∣∣ n∑
i=1
uiy˜i
∣∣∣− nα>]>+
1
τ
[
−
∣∣∣ n∑
i=1
uidi
∣∣∣α+ n∑
i=1
log(1 + exp{uiα})
]
(7)
Similar to Section 3·3, let αu0 = αu01 be the true parameter value in the model that includes U.
Let α̂u be the solution to
arg min
(αu)
Mu(αu) + λ
r∑
j=1
|αuj |
(α˜jy)2(1 + |α˜jd|)2 .
Because of the orthogonalization there might be mismatches between the indices of coefficients
with zero value. For example, it may happen that the jth element of the vector of parameters
αuj 6= 0 while αj = 0. Therefore, if our goal is to identify the set of zero coefficients based on
the covariate vectorX, the penalty function has to impose heavier penalty on coefficients that are
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Table 1: Simulation results for scenarios 1 & 2. Bias, S.D. and MSE are for the treatment effect.
S.D: empirical standard error. Y-fit is obtained by penalizing the outcome model via the LASSO
penalty.
Method Bias S.D MSE Bias S.D MSE
Scenario 1. n = 300 n = 500
PMOEτ=0.1 0.031 0.633 0.402 0.036 0.431 0.187
PMOEτ=0.5 0.004 0.580 0.337 0.041 0.432 0.188
PMOEτ=1 0.007 0.598 0.357 0.040 0.431 0.188
PMOEτ=20 0.008 0.598 0.358 0.040 0.431 0.188
Cred. Reg. 0.004 0.780 0.608 0.024 0.585 0.342
BAC (ω=∞) 0.064 1.332 1.781 0.040 1.062 1.130
Oracle 0.005 0.593 0.351 0.030 0.430 0.186
Scenario 2. n = 300 n = 500
PMOEτ=0.1 0.027 0.556 0.310 0.008 0.419 0.175
PMOEτ=0.5 0.061 0.561 0.321 0.032 0.415 0.173
PMOEτ=1 0.123 0.587 0.360 0.065 0.424 0.184
PMOEτ=20 0.675 0.584 0.798 0.788 0.465 0.837
Cred. Reg. 0.010 0.765 0.582 0.027 0.595 0.355
Y-fit 0.710 0.598 0.862 0.818 0.453 0.875
BAC (ω=∞) 0.070 1.242 1.542 0.008 1.011 1.022
Oracle 0.026 0.560 0.315 0.025 0.419 0.176
significant in a model based on U but insignificant in the original covariate vector X. Similarly,
it may happen that the jth element of the vector of parameters αuj = 0 while αj 6= 0. In this case,
the penalty imposed on the jth covariate has to go to zero as n goes to infinity. This ensures that
the penalty is not strong enough to set αˆuj = 0 for any finite n.
PROPOSITION 1. Let λn/
√
n→ 0 and λn →∞. Then Pr(α̂uj = 0|αj = 0)→ 1 as n→∞
and, for any finite n, if αj 6= 0, α̂uj 6= 0.
The results of this proposition relies on the choice of the penalty function. Because the penalty
function is defined based on α˜y and α˜d; that are the least squares (or ridge) estimate of the
parameters given X, the strength of the imposed penalty is derived by X and not U. This helps
us, first, to estimate α̂uj = 0 when αj = 0 even if α
u
0j 6= 0, and second, estimate α̂uj 6= 0 when
αj 6= 0 even if αu0j = 0.
4. SIMULATION STUDIES
In this section, we study the performance of our proposed variable selection method using
simulated data. We compare our results with BAC method introduced by Wang et al. (2012), the
Bayesian credible region (Cred. Reg.) introduced by Wilson & Reich (2014) and outcome penal-
ized estimator (Y-fit). Our simulation includes a scenario in which there is a weak confounder
that is strongly related to the treatment but weakly to the outcome. We consider linear working
models for g() throughout this section.
We generate 500 data sets of sizes 300 and 500 from the following two models:
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1. D ∼ Bernoulli
(
exp{0.2x1 − 2x2 + x5 − x6 + x7 − x8}
1 + exp{0.2x1 − 2x2 + x5 − x6 + x7 − x8}
)
Y ∼ Normal(d+ 2x1 + 0.5x2 + 5x3 + 5x4, 4)
2. D ∼ Bernoulli
(
exp{0.2x1 − 2x2 + x5 − x6 + x7 − x8
1 + exp{0.2x1 − 2x2 + x5 − x6 + x7 − x8}
)
,
Y ∼ Normal(d+ 2x1 + 0.2x2 + 5x3 + 5x4, 4)
where Xk has a N(1, 4) for k = 1, ..., 100. Note that in the second scenario, x2 is considered
as a weak confounder. Results are summarized in Table 5; the Y-fit row refers to the estimator
obtained by penalizing the outcome model using LASSO penalty, and the Oracle row refers to
estimator obtained by including (x1, x2, x3, x4) in the propensity score and outcome model (6).
We studies the performance of PMOE for different values of constant τ = 0.1, 0.5, 1 and 20. In
the first scenario there is no weak confounder and the Y-fit is omitted since the results are similar
to the PMOEτ=20 row. The Bayesian adjustment for confounding (BAC) has been implemented
using the R package BEAU with ω =∞ and the Bayesian credible region (Cred. Reg.) has been
implemented using the R package BayesPen with flat prior.
The variance of the estimator in the BAC is too large due to the inclusion of spurious variables
that are not related to the outcome. The PMOE and Creg. Reg. estimators, however, are unbiased
and have smaller variance. In fact, PMOE has the lowest variance compared to BAC and Creg.
Reg. methods regardless of the value of τ . In the second scenario, the Y-fit estimator is bias
because of under selecting the confounder X2. Also, the bias of the proposed PMOE estimator
increases by increasing τ that is expected because as τ increases the proposed method should
perform similarly to the outcome based variable selection methods such as Y-fit.
Table 6 presents the average number of coefficients set to zero correctly and incorrectly under
the second scenario. There are four non-zero coefficients in our generative model so the number
in the correct column should be 96 and in the incorrect column should be 0. This table shows
that both Creg. Reg. and BAC are somewhat conservative and include some of the variables that
should not be included which can be the source of the observed variance inflation in Table 5.
This is mostly due to inclusion of variables that are predictor of treatment model but have no
association with the outcome. Also, increasing τ in PMOE, increases the chance of setting the
coefficient of X2 to zero. The Y-fit row shows that this method is setting a nonzero coefficient
to zero (i.e., coefficient of X2) which explains the bias in Table 5. This, in fact, highlights the
importance of our proposed method. Our simulation studies suggest that we should avoid large
values of τ if we are concern about excluding weak confounders such as X2.
Simulation studies presented in Appendix 2 study the performance of our covariate selection
and estimation procedure when the covariates are non-orthogonal. Tables 5 & 6 show that the
proposed method is still outperforming the other methods. Moreover, in Appendix 3, we study
cases that the number of covariates is larger than the sample size (r > n). We also investigate
cases where either of the working models of the propensity score or the outcome model is mis-
specified. Our results show that the proposed method performs well, and outperforms Y-fit
5. APPLICATION: THE EFFECT OF LIFE EXPECTANCY ON ECONOMIC GROWTH
In this section we examine the performance of our proposed method on the cross-country
economic growth data used by Doppelhofer et al. (2003). For illustration purposes, we focus on
12 A. ERTEFAIE
Table 2: Simulation results for scenarios 1 & 2. Number of coefficients that are correctly or
incorrectly set to zero. Y-fit is obtained by penalizing the outcome model via LASSO penalty.
Method Correct Incorrect Correct Incorrect
n = 300 n = 500
PMOEτ=0.1 95.40 0.03 95.74 0.01
PMOEτ=0.5 95.90 0.09 96.00 0.01
PMOEτ=1 96.00 0.18 96.00 0.06
PMOEτ=20 96.00 0.76 96.00 0.89
Cred. Reg. 92.39 0.00 92.61 0.00
BAC (ω=∞) 91 0.00 91 0.00
Y-fit 97 0.90 97 0.92
a subset of the data which includes 88 countries and 35 variables. Additional details are provided
in Doppelhofer & Weeks (2009). We are interested in selecting non-ignorable variables which
confound the effect of life expectancy (exposure variable) as a measure of population health on
the average growth rate of gross domestic product per capita in 1960-1996 (outcome).
The causal (or, at least, unconfounded) effect of life expectancy on economic growth is contro-
versial. Acemoglu & Johnson (2006) find no evidence of increasing life expectancy on economic
growth while Husain (2012) shows that it might have positive effect. We dichotomize the life ex-
pectancy based on the observed median, which is 50 years. Hence, the exposure variable D=1 if
life expectancy is below 50 years in that country and 0 otherwise.
We select the significant covariates for the conditional mean and the treatment models using
the penalized objective function (5). After covariate selection, we fit the model E[Y |s,x] =
θs+ g(x; γ), where θ is the treatment effect parameter (the function g() assumed to be linear).
Interaction or the higher order of the propensity score can be added to the outcome model if
needed.
In our analysis, Y-fit refers to the case where just the outcome model is penalized using LASSO
to select the significant covariates. We also implement the BAC with ω =∞ and Credible region
with flat prior methods. Table 3 presents the list of variables and their estimated coefficients
which are selected at least by one of the methods.
The proposed method selects 12 and 9 variables depending on the value of τ while Y-fit, BAC
and Cred. Reg. select 7, 6 and 11 variables, respectively. Y-fit and PMOEτ=5 are under selecting
some of non-ignorable confounders which barely predict the outcome. Specifically, Population
Density 1960, and Initial Income are such non-ignorable confounders which are known to be
significant in the economics literature. Table 4 shows that this under selection leads to a biased
treatment effect estimator. BAC and Creg. Reg. are also ignoring some of the important poten-
tial confounders. Specifically, BAC does not select Population Density 1960 and Creg. Reg. is
ignoring Initial outcome in 1960. Doppelhofer & Weeks (2011) listed the latter two variables
as potential confounders. These under selections may due the non-linear nature of the outcome
or/and treatment model. Moreover, because there are strong evidence that variables such as Oil
producing Country, Land Area Near Navigable Water, and Nominal Government Share are un-
likely to confound the effect of the life expectancy on the economic growth (Doppelhofer &
Weeks, 2009; Acemoglu & Johnson, 2006; Ley & Steel, 2007, 2009a,b; Magnus et al., 2010;
Doppelhofer & Weeks, 2011; Eicher et al., 2011), PMOEτ=0.5 seems to select more reasonable
covariates than PMOEτ=0.1.
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Table 3: The economic growth data: List of significant variables. Y-fit is obtained by penalizing
the outcome model via LASSO penalty.
Variable Y-fit BAC Cred. Reg. PMOE PMOE PMOE
ω=∞ τ = 0.1 τ = 0.5 τ = 5
Air Distance to Big Cities — — —
√ √ √
Ethnolinguistic Fractionalization
√ √ √ √ √ √
Fraction of Catholics — — —
√ √ √
Population Density 1960 — —
√ √ √
—
East Asian Dummy
√ √ √ √ √ √
Initial Income (Log GDP in 1960) —
√
—
√ √ √
Public Education Spending Share
√
—
√
— — —
Nominal Government Share — — —
√
— —
Investment Price
√ √ √
— — —
Land Area Near Navigable Water — —
√
— — —
Fraction GDP in Mining — —
√ √ √ √
Fraction Muslim — —
√
— — —
Political Rights —
√
—
√ √ √
Real Exchange Rate Distortions
√
— — — — —
Colony Dummy — —
√
— —
√
European Dummy
√
— — — — —
Latin American Dummy
√ √
—
√ √ √
Landlocked Country Dummy — —
√
— — —
Oil producing Country Dummy — — —
√
— —
Land Area Near Navigable Water — —
√ √
— —
To gain insight into the effect of parameter τ on the selection results, we plot the estimated
coefficients α for different values of τ for given tuning parameters. In Figure 3, the blue solid
(dark dashed) lines correspond to coefficients that their estimated value is (not) greater than 0.05
for the entire range of τ . Also, displays (a)–(d) correspond to tuning parameter values λ = 0.0,
0.0001, 0.001, and 0.01, respectively. Figure 3 shows that, for different values of τ , the selected
set of covariates may vary slightly. For example, in Figure 3(c) where a moderate penalty function
is imposed, the proposed method suggests to include Colony (the dashed line) to the selected set
for larger values of τ . Also, as the penalty becomes stronger, the estimated coeffiecints become
more stable across values of τ (Figure 3(d)). This is because, for larger values of λ, the penalty
function has a more dominant rule on the variable selection than τ .
Table 4 also reports the stadard errors of the estimated effect of life expectancy using different
penalization methods. The standard error of the PMOE estimator is approximated using an idea
similar to Chatterjee & Lahiri (2011). Specifically, we bootstrap the sample and in each bootstrap
force the components of the penalized estimator α̂ to zero whenever they are close to zero and
estimate the treatment effect using the selected covariates, i.e., we define α̂† = αˆ1(|αˆ| > 1/√n).
We utilize this thresholded bootstrap method to approximate the standard error of the treat-
ment effect. Although more investigation is required to validate the asymptotic properties of
this method, we only use this standard errors to shed light on the behavior of the penalized esti-
mators. For example, the estimators correspond to PMOEτ=5 and Y-fit have the lowest standard
errors that may support the possibility of under-selecting important covariates. Our results sug-
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Fig. 3: Economic growth data: The plot of the estimated parameters using the proposed method
given different values of parameter τ . The tuning parameter λ is fixed at 0.0, 0.0001, 0.001, and
0.01 in plots (a), (b), (c) and (d), respectively. The blue solid (dark dashed) lines correspond to
coefficients that their estimated value is (not) greater than 0.05 for the entire range of τ
gests that although the effect of life expectancy is positive, it is unlikely to be significant that is
consistent with Acemoglu & Johnson (2006).
6. DISCUSSION
We have established a two-step procedure for estimating an unconfounded treatment effect
in high-dimensional settings. First, we deal with the sparsity by penalizing a modified objective
function which considers both covariate-outcome and covariate-treatment associations. Then, the
selected variables are used to form a doubly robust regression estimator of the treatment effect
by incorporating the propensity score in the conditional expectation of the outcome. The selected
covariates may be used in other causal techniques as well as the proposed regression method. The
proposed method may also be used to identify valid instrumental variables. Specifically, one can
penalize the treatment model first and record the selected variables and then apply the proposed
method and identify the instrumental variables as those that are selected by the treatment model
but not the proposed method.
As described in section 3·5, any covariate selection procedure which involves the outcome
variable affects the subsequent inference of the selected coefficients (Lee et al., 2013; Taylor
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Table 4: The economic growth data. ATE: average treatment effect; Y-fit is obtained by penaliz-
ing the outcome model via LASSO penalty.
Method ATE S.D. C.I.(%95)
PMOEτ=0.1 0.617 0.372 (-0.127,1.361)
PMOEτ=0.5 0.475 0.352 (-0.229,1.179)
PMOEτ=5 0.454 0.340 (-0.226,1.134)
Cred. Reg. 0.820 0.386 (-0.203,1.341)
BAC (ω=∞) 0.524 0.381 (-0.228,1.286)
Y-fit 0.352 0.334 (-0.111,1.345)
et al., 2014; Tibshirani et al., 2014; Taylor & Tibshirani, 2015; Tian & Taylor, 2015; Lee et al.,
2015). This is because the selected model itself is stochastic and it needs to be accounted for.
Berk et al. (2012) proposes a method to produce a valid confidence interval for the coefficients
of the selected model in the post-selection context. In our setting, although we do not penalize
the treatment effect, the randomness of the selected model affects the inference about the causal
effect parameter through confounding. Moreover, note that the oracle property of the penalized
regression estimators is a pointwise asymptotic feature and does not necessarily hold for all the
points in the parameter space (Leeb & Po¨tscher, 2005, 2008). In this manuscript, we assume
that the parameter dimension (r) is fixed while the number of observation tends to infinity. One
important extension to our work is to generalize the framework to cases where the tuple (n, r)
tends to infinity (Negahban et al., 2009). Analyzing the convergence of the estimated vector of
parameters in the more general setting requires an adaptation of restricted eigenvalue condition
(Bickel et al., 2009) or restricted isometry property (Candes & Tao, 2007).
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APPENDIX
In this Appendix, we present the assumptions and proofs of the main and other auxiliary results. We
also conduct a simulation study in which either the response mean or the treatment allocation models are
misspecified.
1. PROOFS OF THEOREM 1 & 2
LEMMA 1. Suppose conditions (a) & (b) are fulfilled, further λn/
√
n→ 0 and λn
√
n→∞. Then
there exists a local minimizer of the penalized objective functionMp(.) for which ‖α0 − αˆ‖ = Op(n−1/2),
where ‖.‖ is the Euclidean norm.
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Proof. Let α = α0 + b/
√
n for real b. Define
M(b) =
1
2n
[∣∣∣ n∑
i=1
xiy˜i
∣∣∣−n(α0 + b/√n)>][∣∣∣ n∑
i=1
xiy˜i
∣∣∣− n(α0 + b/√n)>]>+
1
τ
[
−
∣∣∣ n∑
i=1
xidi
∣∣∣(α0 + b/n) + n∑
i=1
log(1 + exp{xi(α0 + b/n)})
]
+ λn
r∑
j=1
νj |α0j + b/
√
n|
where νj = 1/{(α˜y)2(1 + |α˜d|)2}. Therefore, V̂ (b) = M(b)−M(0) is given by
V̂ (b) = −
n∑
i=1
iy˜b/
√
n+ b>b/2 +
1
τ
[
−
∣∣∣ n∑
i=1
dixi
∣∣∣b/√n+ n∑
i=1
log
{
1 + exp{xi(α0 + b/
√
n)}
1 + exp{xiα0}
}]
+ λn
r∑
j=1
νj
[|α0j + b/√n| − |α0j |]
where
∑n
i=1 iy˜ = |
∑n
i=1 xiy˜i| − nα>0 . Note that the expected value of y˜ is not necessarily zero because
α0 corresponds to the modified objective function in (3). By applying the Taylor series expansion it can
be written as
V̂ (b) = −
n∑
i=1
iy˜b/
√
n+ b>b/2 +
1
τ
n∑
i=1
[
−idb/
√
n+
exp{xiα0}
[1 + exp{xiα0}]2 b
>(x>i xi)b/2
]
+ λn
r∑
j=1
νj
[|α0j + b/√n| − |α0j |]+ op(n)
where
n∑
i=1
id = |
n∑
i=1
dixi| −
n∑
i=1
xi
exp{xiα0}
1 + exp{xiα0} .
Similar to y˜ , the expected value of d is not necessarily zero. However, by (3), the expected value of
y˜ +
1
τ d is zero.
Using central limit theorem and laws of large numbers
n∑
i=1
[iy˜ +
1
τ
id]
b√
n
d−→ b>Z 1
n
[
n1 +
1
τ
n∑
i=1
exp{xiα0}
[1 + exp{xiα0}]2x
>
i xi
]
p−→ Ω(α0),
where Z ∼ N(0,Σ(α0)) and 1 is the identity matrix. The behavior of the third element depends on the
type of covariate. Let A be the set of indices of confounders and predictors of outcome. Thus A includes
indices of variables we wish to select. If j ∈ A, λn√
n
ν̂j
√
n [|α0j + bj/
√
n| − |α0j |] p−→ 0. Also, because∑n
i=1[iy˜ +
1
τ id]
b√
n
= Op(1), the order comparison of the right hand side of V̂ (b) implies that
b>b/2 +
1
τ
n∑
i=1
[
exp{xiα0}
[1 + exp{xiα0}]2 b
>(x>i xi)b/2
]
dominates the other terms. Therefore, for any given δ > 0, there exists a sufficiently large ζδ such that
lim
n→∞P
{
inf
||b||=ζδ
V̂ (b) > 0
}
≥ 1− δ,
which implies that there is a local minimizer, say αˆ, that satisfies ‖α0 − αˆ‖ = Op(n−1/2). 
Proof of Theorem 1: Part (a): Lemma 1 shows that α̂j
p−→ α0j , ∀j ∈ A which means Pr(j ∈ An)→
1. The proof is complete if we show that ∀j /∈ A, Pr(j′ /∈ An)→ 1.
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By the KKT conditions, for ∀j′ ∈ An
1√
n
[|
n∑
i=1
xij′ y˜i| −
n∑
i=1
α̂>(xij′xi)] +
1
τ
√
n
[
|
n∑
i=1
xij′di| −
n∑
i=1
xij′
exp{xiα̂}
1 + exp{xiα̂}
]
=
λn√
n
νj′ .
Using central limit theorem and laws of large numbers
n∑
i=1
[iy˜ +
1
τ
id]
b√
n
d−→ b>Z 1
n
[
n1 +
1
τ
n∑
i=1
exp{xiα0}
[1 + exp{xiα0}]2x
>
i xi
]
p−→ Ω(α0),
where Z has a normal distribution and 1 is the identity matrix. However, for a suitable choice of λn (i.e.,
λn/
√
n→ 0 and λn
√
n→∞), λn√
n
νj′ →p ∞. Thus, consistency of the estimator follows from Theorem
2 in Zou (2006).
Part (b): Following the results of Lemma 1 and by convexity of V̂ (b) and Geyer(1994),
arg min V̂ (b)
d−→ arg minV (b) where arg min V̂ (b) = √n(α̂− α0). By Slutsky’s theorem,
arg minV (bA) = Ω−111 ZA where ZA ∼ N(0,Σ11) and arg minV (bAc) = 0. This completes the
proof of Normality. 
Proof of Theorem 2: Using the triangle inequality,
|ζ(θ̂Mn ,Mn)− ζ(θ0,M0)| ≤ |ζ(θ̂Mn ,Mn)− ζ(θ̂M0 ,M0)|+ |ζ(θ̂M0 ,M0)− ζ(θ0,M0)|.
By differentiability of the ζ(., .) function in θ, we have ζ(θ̂M0 ,M0)
p−→ ζ(θ0,M0), so the second term
on the right hand side converges to zero in probability. Also, ∀t > 0, we have for each n that
Pr(|ζ(θ̂Mn ,Mn)− ζ(θ̂M0 ,M0)| > t) = Pr({Mn = M0} ∩ {|ζ(θ̂Mn ,Mn)− ζ(θ̂M0 ,M0)| > t})
+ Pr({Mn 6= M0} ∩ {|ζ(θ̂Mn ,Mn)− ζ(θ̂M0 ,M0)| > t})
≤ Pr(Mn 6= M0).
We have Pr(Mn 6= M0) −→ 0 as n −→∞ by the oracle property of our procedure (Theorem 1). See
also Theorem 4.2 in Wasserman and Roeder (2009). This completes the proof of weak consistency. 
Proof of Proposition 1: Let αu = αu0 + b/
√
n and νj = 1/{(α˜y)2(1 + |α˜d|)2}. Similar to the proof of
Theorem 1, define
V̂ u(b) = −
n∑
i=1
uiy˜b/
√
n+ b>b/2 +
1
τ
n∑
i=1
[
−uidb/
√
n+
exp{uiαu0}
[1 + exp{uiαu0}]2
b>b/2
]
+ λn
r∑
j=1
νj
[|αu0j + b/√n| − |αu0j |]+ op(n)
where
∑n
i=1 
u
id =
[
|∑ni=1 diui| −∑ni=1 ui exp{uiαu0 }1+exp{uiαu0 }] and uiy˜ = [|∑ni=1 uiy˜i| − nαu>0 ].
Let A be the set of indices of confounders and predictors of outcome based on the original covari-
ate matrix X. If j ∈ A, λn√
n
νj
√
n
[|αu0j + bj/√n| − |αu0j |] p−→ 0. In other words, because λn√n → 0, the
penalty function does not impose any penalty on αuj if j ∈ A. Thus, for any finite n, α̂uj 6= 0 ∀j ∈ A.
Now, we show that Pr(α̂uj = 0; j ∈ Ac)→ 1 as n→∞. Let `n(αu1 , αu2 ) be the negative log-likelihood
function of (αu1 , α
u
2 ) given U. Also, we assume that, for each α
u
0 , there exists function M1(u) such that
for α in the neighborhood of αu0 , ∣∣∣∣∂f(u, α)∂α
∣∣∣∣ ≤M1(u),
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such that
∫
M1(u)du <∞. By the mean value theorem,
`n(α
u
1 , α
u
2 )− `n(αu1 , 0) =
[
∂`n(α
u
1 , ξ)
∂αu2
]>
αu2 ,
for some ‖ξ‖ ≤ ‖αu2‖. Also, by mean value theorem and adding and subtracting ∂`n(α1,0)∂αu2 , we have∥∥∥∥∂`n(αu1 , ξ)∂αu2 − ∂`n(α
u
01, 0)
∂αu2
∥∥∥∥2 ≤
[
n∑
i=1
M1(xi)
]
‖ξ‖+
[
n∑
i=1
M1(xi)
]
‖α01u − αu1‖.
Let B be a set of indices for which αuj 6= 0 while αj = 0. For j ∈ B, ‖ξ‖ ≤ ‖αuj ‖ = Op(1). Thus∥∥∥∥∂`n(αu1 , ξ)∂αu2 − ∂`n(α
u
01, 0)
∂αu2
∥∥∥∥2 ≤ Op(n).
Because, for j ∈ B, ∂`n(αu01,0)∂αu2 = Op(n), we conclude that
∂`n(α
u
1 ,ξ)
∂αu2
= Op(n).
Let `pn(α
u
1 , α
u
2 ) = `n(α
u
1 , α
u
2 ) + λn
∑
j∈A∪Ac ν̂j |αuj |. By applying the assessed orders, we have
`pn(α1, α2)− `pn(α1, 0) =
∑
j∈Ac
{−|αj |Op(n) + λnν̂j |αj |}
=
∑
j∈Ac
{−|αj |Op(n) + nλnOp(1)|αj |}. (A1)
Thus,
`pn(αA, αAc)− `pn(α̂A, 0)± `pn(αA, 0) ≥ `pn(αA, αAc)− `pn(αA, 0).
By (A1), the RHS of the above inequality is positive with probability 1 when λn →∞ as n→∞. 
2. NON-ORTHOGONAL COVARIATES
In this section, we study the performance of our covariate selection and estimation procedure when the
covariates are non-orthogonal. We generate 500 data sets of sizes 300 and 500 from the following two
models:
D ∼ Bernoulli
(
exp{x1 − 2x2 + x5 − x6 + x7 − x8
1 + exp{x1 − 2x2 + x5 − x6 + x7 − x8}
)
,
Y ∼ Normal(d+ x1 + 0.2x2 − x3 + x4, 2)
where Xk ∼ N(1,
√
2) for k = 1, ..., 100. The covariate x2 is considered as a weak confounder.
Tables 5 & 6 show that the proposed method is still outperforming the other methods. Specifically,
the variance of the estimator in the Bayesian credible region (Cred. Reg.) is large due to the inclusion of
spurious variables that are not related to the outcome (Table 6). This is the cause of bias in the Cred. Reg.
estimator for small sample size n = 300.
3. PERFORMANCE UNDER MODEL MISSPECIFICATION
In this simulation study, we want to examine the performance of our proposed method when 1) either
of the outcome or treatment working models are misspecified and 2) the number of potential confounders
(r) is larger then the sample size.
1. D ∼ Bernoulli
(
exp{0.5x1 − x2 + 0.5x5 − 0.5x6 + 0.5x7}
1 + exp{0.5x1 − x2 + 0.5x5 − 0.5x6 + 0.5x7}
)
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Table 5: Simulation results for non-orthogonal covariates. Bias, S.D. and MSE are for the treat-
ment effect. S.D: empirical standard error. Y-fit is obtained by penalizing the outcome model via
LASSO penalty.
n = 300 n = 500
Method Bias S.D MSE Bias S.D MSE
PMOEτ=0.5 0.013 0.365 0.133 0.028 0.265 0.071
Cred. Reg. 0.169 0.374 0.168 0.050 0.305 0.096
Y-fit 0.265 0.375 0.211 0.190 0.359 0.169
Oracle 0.031 0.300 0.091 0.015 0.222 0.050
Table 6: Simulation results for non-orthogonal covariates. Number of coefficients that are cor-
rectly or incorrectly set to zero. Y-fit is obtained by penalizing the outcome model via LASSO
penalty.
Method Correct Incorrect Correct Incorrect
n = 300 n = 500
PMOEτ=0.5 94.24 0.12 95.08 0.08
Cred. Reg. 90.03 0.00 90.04 0.00
Y-fit 97 0.71 97 0.55
Y ∼ Normal(d+ x1 + 0.2x2 + 3x3 + 3x4, 2)
2. D ∼ Bernoulli
(
exp{0.1x1 + x2 + 0.7x10+x91+|x8| }
1 + exp{0.1x1 + x2 + 0.7x10+x91+|x8| }
)
Y ∼ Normal(d+ x1 + 0.2x2 + 3x3 + 3x4, 2)
3. D ∼ Bernoulli
(
exp{0.5x1 − x2 + 0.5x5 − 0.5x6 + 0.5x7}
1 + exp{0.5x1 − x2 + 0.5x5 − 0.5x6 + 0.5x7}
)
Y ∼ Normal
(
d+ x1 + 2
exp{0.2x3 + 0.2x4}
exp{0.2|x1|+ 0.2|x2|} , 2
)
where Xk ∼ N(0, 2) for k = 1, ..., 550.
In all the scenarios, we consider linear working models for the treatment and outcome. Thus, in scenar-
ios 2 & 3, at least one of them is misspecified. Table 7 summarized the results. Y-fit refers to the estimator
obtained by penalizing the outcome model using SCAD penalty.
In scenarios 1 & 2, x2 is a non-ignorable confounder which is weakly associated with the outcome.
Ignoring this variable by Y-fit method results in bias which does not go zero by increasing the sample size.
Our proposed method PMOE outperforms Y-fit by increasing the chance of including all the confounders
(weak or strong) in the model. Our simulation also shows that the proposed method selects important
covariates even when the true generative models are non-linear. It also highlights the importance of using
a double robust estimator in the estimation step to obtain a consistent treatment effect estimate when at
least one of the outcome or treatment models are correctly specified.
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Table 7: Performance of the proposed method when either of the outcome or treatment models
are misspecified and r > n.
Method Bias S.D. MSE Bias S.D. MSE
Scenario 1. n = 300 n = 500
PMOEτ=0.5 0.010 0.304 0.092 0.005 0.222 0.049
Y-fit 0.301 0.343 0.208 0.243 0.325 0.165
Oracle 0.006 0.285 0.081 0.003 0.203 0.041
Scenario 2. n = 300 n = 500
PMOEτ=0.5 0.026 0.336 0.114 0.004 0.260 0.068
Y-fit 0.060 0.407 0.169 0.087 0.348 0.129
Oracle 0.020 0.322 0.104 0.003 0.258 0.067
Scenario 3. n = 300 n = 500
PMOEτ=0.5 0.051 0.363 0.134 0.012 0.264 0.070
Y-fit 0.091 0.373 0.147 0.112 0.311 0.109
Oracle 0.002 0.313 0.098 0.009 0.225 0.051
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