In this study, a system to perform a parameter search of heavy-duty diesel engines is proposed. Recently, it has become essential to use design methodologies including computer simulations for diesel engines that have small amounts of NOx and SOOT while maintaining reasonable fuel economy. For this purpose, multi-objective optimization techniques should be used. Multi-objective optimization problems have several types of objectives and they should be minimized or maximized at the same time. There is often a trade-off relationship between objects and derivation of the Pareto optimum solutions that express the relationship between the objects is one of the goals in this case. The proposed system consists of a multiobjective genetic algorithm (MOGA) and phenomenological model. MOGA has strong search capability for Pareto optimum solutions. However, MOGA requires a large number of iterations. Therefore, for MOGA, a diesel combustion simulator that can express combustion precisely with small calculation cost is essential. Phenomenological models can simulate diesel engine combustions precisely with small calculation cost. Therefore, phenomenological models are suitable for MOGA. In the optimization simulations, fuel injection shape, boost pressure, EGR rate, start angle of injection, duration angle of injection, and swirl ration were chosen as design variables. The values of these design variables were optimized to reduce SFC, NOx, and SOOT. Through the optimization simulations, the following five points were made clarified. First, the proposed system can find the Pareto optimum solutions successfully. Second, MOGAs are very effective to derive the solutions. Third, phenomenological models are very suitable for MOGAs, as they can perform precise simulations with small calculation cost. Fourth, multi-pulse injection shape can affect the amounts of SFC, NOx, and SOOT. Finally, parameter optimization is essential for in diesel engine design.
INTRODUCTION
Diesel engines have considerable advantages with respect to engine power, fuel economy and durability. They are widely applied in transport and ship propulsion and in off-road applications, such as mining, construction and agriculture. To meet increasing environmental concerns and more stringent emission regulations, current research is aimed at the reduction of soot and nitric oxide (NOx) emissions, while maintaining reasonable fuel economy.
There are several techniques to design diesel engines that have small amounts of NOx and Soot while maintaining fuel efficiency, i.e., multiple injection, exhaust gas recirculation (EGR) and boost pressure. However, carrying out parameter studies through experiments to find the optimum parameters is both expensive and time-consuming. For this reason, the optimization of parameters with the aid of computer simulation is very useful for design purposes. There have been a number of attempts to solve the optimization problems related to diesel engines. To perform engine design optimization by simulation, an optimizer (which determines the next searching point) and an analyzer (which evaluates the searching points) are needed.
There is currently a great deal of emphasis on Genetic Algorithms (GAs) as optimization methods. GAs are algorithms that simulate the heredity and evolution of living creatures [1] . At the same time, GAs are probabilistic and multi-point searching methods. Therefore, GAs can be applied not only to continuous functions but also to discrete functions. In designing diesel engines, normal combustion cannot be performed in some parts of the design field. Thus, it is difficult to perform parameter searches with conventional methods, such as gradient methods. On the other hand, GAs can be applied even in this situation. Therefore, GAs are suitable for parameter searching in the design of diesel engines.
The University of Wisconsin group has researched optimization of diesel engine parameters. Montgomery and Reitz used the response surface method for optimization [2] . In references [3] and [4] , GAs are utilized. Many cases are treated as single objective problems. However, there are several points that should be optimized for the design of designing diesel engines: i. 3 ., SFC, NOx, SOOT, etc.
In this case, these several points are integrated into one object. Then, a single objective optimization method can be applied to solve the problem. However, it is very difficult to integrate these points into one. In our previous studies, we noted that it is better to treat these problems as multi-objective optimization problems [5, 6] , in which several objectives are optimized at the same time. Neighborhood Cultivation GA (NCGA) and HIDECS are useful implementations for multi-objective optimization.
The present study was performed to investigate methods of designing heavy-duty diesel engines. For these engines, the following topics are discussed. First, parameter optimization and multiple fuel injections are essential for designing diesel engines. Second, as a result of this, multi-objective optimization is more useful than single objective optimization. Third, GAs are effective for multiobjective optimization problems. Fourth, the phenomenological model is effective in optimization using GAs. Finally, the optimum results for heavy duty diesel engines are discussed.
BACKGROUND
The system proposed here consists of a simulator and optimizer.
The optimizer is a module that determines the next searching point. In this study, a multi-objective genetic algorithm (MOGA) was used as an optimizer. For the implementation of MOGA, Neighborhood Cultivation Genetic Algorithm (NCGA) [5, 22] was utilized. NCGA is a multi-objective genetic algorithm with a high capacity to find optimum solutions.
There are several types of the models of diesel combustion [7] and these can be used as an analyzers. These models can be roughly divided into three categories: thermodynamic models, phenomenological models and detailed multidimensional models. The thermodynamic model only predicts the heat release rate and the calculation cost is too high to use detailed multi-dimensional models.
Parameter searches performed by GAs require a large number of analyzer calls. Therefore, a model with small calculation cost and that can perform precise simulations is required. In this study, the phenomenological model was chosen as an analyzer. As response equations are determined by the data derived by experiment, calculation costs are very small and it can be used to simulate combustion precisely.
This section briefly explains the phenomenological model, HIDECS, multi-optimization problems, genetic algorithms for MOPs, and NCGA.
PHENOMENOLOGICAL MODEL AND HIDECS In the past 30 year, the most sophisticated phenomenological spray-combustion model, HIDECS has shown great potential as a predictive tool for both performance and emissions in a wide range of direct injection diesel engines. It was originally developed at the University of Hiroshima and was recently named 'HIDECS'. A detailed discussion of this model, and the examples of its successful applications are given in the appendix and references [8, 9, 10, 11, 12, 13, 14] . Only a brief description of the model is provided in this article. In HIDECS, the spray injected into the combustion chamber from the injection nozzle is divided into many small packages of equal fuel mass as shown in Figure 1 . No intermixing among the packages is assumed. The spray characteristics are defined by the empirical equations of spray penetration. For example, the shaded regions shown in Figure 1 are the fuel packages injected at the start of injection that constitute the spray tip during penetration. Air entrainment into a package is controlled by the conservation of momentum, that is, the amount of entrained air is proportional to the decrease in package velocity. The fuel, which is mixed with the air, begins to evaporate as drops, and ignition occurs after an ignition-delay period. The air-fuel mixing processes within each package are illustrated in Figure 2 . Immediately after injection, each package involves many fine drops and a small amount of air. As it moves away from the nozzle, air entrains into the package and the fuel drops evaporate. Thus, the package consists of liquid drops, vaporized fuel, and air. A short period of time after the start of injection, ignition occurs in the gaseous mixture, resulting in the rapid expansion of the package. Therefore, more fuel drops evaporate, and more fresh air entrains into the package. The vaporized fuel mixes with fresh air and combustion products as the spray continues to burn. Figure 3 shows two possible combustion processes inside each package. Case (A) is called evaporationrate-controlled combustion, while Case (B) is called entrainment-rate-controlled combustion. When ignition occurs, the combustion mixture that is prepared before ignition burns in a small increment of time. The fuel-burning rate in each package is calculated by assuming stoichiometric combustion. When there is enough air in the package to burn all of the vaporized fuel, there are combustion products, i.e., liquid fuel and fresh air remain in the package after combustion. This process is shown in Figure  3 as Case (A). In the next small increment of time, more fuel drops evaporate and fresh air entrains into the package. At this point, if the amount of air in the package is sufficient to burn all the vaporized fuel under stoichiometric conditions, the same combustion process (Case A) is repeated. If the amount of air is not sufficient to burn all the vaporized fuel, however, the fuel-burning rate is dictated by the amount of air present. This process is shown in Figure 3 as Case (B). Therefore, the combustion processes in each package always proceed under one of the conditions shown in Figure 3 .
The heat release rate in the combustion chamber is calculated by summing the heat releases of each package. The cylinder pressure and bulk-gas temperature in the cylinder are then calculated. As the time histories of temperature, vaporized fuel, air, and combustion products in each package are known, the equilibrium concentrations of gas composition in each package can be calculated. The concentration of NOx is calculated using the extended Zeldovich mechanism. The formation of soot is calculated by assuming first-order reaction of fuel vapor. The oxidation of carbon is calculated by assuming second-order reaction between carbon and oxygen. During the past 30 years, the HIDECS code has been validated against a wide range of engine rig experiments. 
MULTI
Objective functions and constraints consist of design variables as follows:
When the objective functions are in the trade-off relationship, it is difficult to minimize or maximize all objective functions at the same time. Therefore, in this case the concept of dominant and Pareto optimum solution should be introduced.
When
When x 1 dominates x 2 , x 1 is the better solution than x 2 . Therefore, it is a good way to select non-dominant solutions.
Definition (Pareto optimum solutions):
Usually, there is not only one Pareto optimum solution but multiple solutions in multi-objective optimization problems. In Figure 4 , the concept of the Pareto optimum solutions is illustrated in the case of two objectives. These objectives are minimized.
Both f 1 and f 2 of A are better than those of C. In this case, it is said that C is dominant to A. Therefore, it can be said that A is better than C. On the other hand, the value of f 1 of A is better than that of B. However, f 1 of B is better than that of A. Therefore, it is difficult to conclude that which is 
GENETIC ALGORITHMS FOR MOPS AND NCGA The
Genetic Algorithms are algorithms that simulate heredity and evolution of living organisms [1] . As GAs are multipoint search methods, an optimum solution can be determined even when the landscape of the objective function is multi modal. Moreover, the GAs can be applied to problems whose search space is discrete. Therefore, the GA are one of very powerful optimization tools and are very easy to use. Originally, GAs were developed for single-objective problems. However, since GAs are multipoint search methods and a Pareto optimum set consist of many solutions, these algorithms are very suitable for finding a Pareto optimum set. Thus, many researchers are working on the multi-objective GAs and there are many such algorithms have been reported to date [17, 18] . These multi-objective GAs can be roughly divided into two categories; i.e., algorithms that treat the Pareto optimum solution implicitly or explicitly. Most of the newest methods treat the Pareto optimum solution explicitly. Typical algorithms are SPEA2 [19] and NSGA-II [20] .
In multi-objective GAs, the most remarkable feature compared to conventional GAs is the setting of a fitness function. In multi-objective GAs, the Pareto ranking is often used for determining the fitness value [21] . The Pareto ranking is determined according to the following procedure. For each solution, the number of the solutions that are dominant to the focused solution are counted. The Pareto ranking is this number + 1. When the solution is non-dominant, the Pareto ranking becomes 1. The concept of the Pareto ranking is shown in Figure 5 NCGA is an extension of GAs for MOPs. NCGA has a neighborhood crossover mechanism in addition to the mechanisms common to other typical MOGAs have such as SPEA2 [19] and NSGA-II [20] . In GAs, exploration and exploitation are very important for the search. By exploration, an optimum solution can be found around the elite solution. By exploitation, an optimum solution can be found in a global area. In NCGA, the exploitation factor of the crossover is reinforced. In the crossover operation of NCGA, a pair of individuals for crossover is not chosen randomly, but individuals that are close to each other are chosen. As a result of this operation, child individuals that are generated after the crossover may be close to the parent individuals. This mechanism is expected to result in a precise exploitation is expected.
The following steps demonstrate the overall flow of NCGA where P t : search population at generation A t : archive at generation .
Step 1: Initialization: Generate an initial population P 0 . Population size is N . Set t = 0. Calculate fitness values of the initial individuals in P 0 . Copy P 0 into A 0 . Archive size is also N .
Step 2: Start new generation: set t = t + 1.
Step 3: Generate new search population: P t = A t−1 .
Step 4: Sorting: Individuals of P t are sorted according to the values of the focused objective. The focused objective is changed at every generation. For example, when there are three objectives, the first objective is the focus in the first generation and the third objective is the focus in the third generation. The first objective is again the focus in the fourth generation.
Step 5: Grouping: P t is divided into groups consisting of two individuals. These two individuals are chosen from the top to the bottom of the sorted individuals.
Step 6: Crossover and Mutation: In a group, crossover and mutation operations are performed. From two parent individuals, two child individuals are generated. Here, parent individuals are eliminated. Step 7: Evaluation: All of the objectives of individuals are derived.
Step 8: Assembling: All the individuals are assembled into one group and this becomes the new P t .
Step 9: Renewing archives: Assemble P t and A t−1 together. The N individuals are chosen from 2N individuals. To reduce the number of individuals, the same operation of SPEA2 (Environment Selection) is performed. In NCGA, this environment selection is applied as a selection operation.
Step 10: Termination: Check the terminal condition. If it is satisfied, the simulation is terminated. If not, the simulation returns to Step 2.
In NCGA, most of the genetic operations are performed in a group consisting of two individuals.
The following features of NCGA are the differences between SPEA2 and NSGA-II.
1 ] NCGA has a neighborhood crossover mechanism. 2 ] NCGA has only environment selection and does not have mating selection.
PROPOSED SYSTEM
An overview of the system is illustrated in Figure 6 . In Figure 6 , the NCGA is used as an optimizer and the HIDECS is used as an analyzer. Text files are exchanged between the optimizer and analyzer. Therefore, several types of the GAs and analyzers can be used in this system.
The NCGA is a multi-point search method. Therefore, several searching points are evaluated at the same time.
For this reason, this system is very suitable for parallel processing. The system is implemented as a masterslave model and performed on PC cluster system.
TARGET ENGINES
In this study, our HIDECS-NCGA system was applied to the design of a heavy-duty diesel engine. As mentioned in the Introduction, Reitz et al. carried out GA optimization of diesel engine parameters as described in reference [2] . It would be very interesting to use the same engine as in their study, but with application of a different GA methodology. Therefore, our investigation on treating the diesel engine design as a multi-objective problem is based on the same engine as theirs.
CATERPILLAR 3400 SERIES The target engine is a single-cylinder version of the Caterpillar 3400 series truck engine. The baseline engine operation condition used was the same as that described in reference [2] . The specification of this engine is summarized in Table 1 . 
In this study, design began from the baseline, the specification of which is summarized in Table 2 . HIDECS was applied to simulate this engine. The calculated and the measured in-cylinder pressure traces are compared in Figure 7 and show good agreements.
Crank angle Cylinder pressure 
OPTIMIZATION SIMULATIONS
In this study, three optimization simulations were performed.
The design condition of the first simulation was similar to that described in reference [2] and the second was similar to that in [3] . In references [2] and [3] , the optimizations were performed through the several steps but in this study optimization was performed in only one step. The ranges of design variables in these previous studies were different in each step. The range of design variables of the simulations in this study included the ranges described in these references. Therefore, the results of our method can be compared those in these references. In these simulations, the target engine was the caterpillar engine. Two-pulse injection was applied in these simulations. In the third simulation, the caterpillar engine was also targeted. However, a three-pulse injection was applied in this case.
OPTIMIZATION SIMULATION 1
Simulation Setup and Design Condition This simulation was performed with regard to a Caterpillar 3400 series Engine as described above. The baseline condition is shown in Table 2 . For this engine, fuel injection shape, boost pressure, and EGR were chosen as design variables. The objective functions were the amounts of SFC, NOx, and SOOT. We attempted to minimize these values at the same time. In this simulation, two-pulse injection was performed. To express fuel injection shape, duration angle, dwell between injections, and percentage of fuel in the first pulse were used. This is shown in Figure 9 . In this simulation, dwell between injections and percentage of fuel in the first pulse were used as design variables. This design setting was the same as in reference [2] . Therefore, there were four types of design variables.
In HIDECS, the simulation was performed in every 0.5 crank angle. As injection duration was 20.5 in Simulation 1, there were 41 steps. Each step had an injection rate r i and the total injection rate was 100%.
The minimum and maximum values of each design variable are described in Table 3 . In GA, the value of each design variable is converted to a bit string. For each design variable, the number of bits shown in this table was used for discretization between minimum and maximum values. For NCGA, 24 bits were used for to express the total design variables. The GA parameters used are summarized in Table 4 . These are the basic parameters for GAs. Population size is equivalent to the number of search points. The simulation was terminated after the generation reached 100. In GA, a generation indicates a step of the optimization search. Results Figure 8 shows the derived Pareto optimum solutions. In this figure, the solutions are illustrated in threeobject space. At the same time, solutions are projected on the surface of two objectives.
In these figures, point B indicates the baseline design. Point A is the optimum solution that was derived in reference [2] . In this previous study, the optimum solution was derived by the surface method.
From these figures, it is obvious that there are trade-off relationships between SFC and NOx or Soot and SFC. On the other hand, there is a linear relationship between SFC and SOOT. The base line design is far from the Pareto optimum solution. At the same time, point A is one of the Pareto optimum solutions. Therefore, the value of NOx of A is very small. However, the values of SFC and Soot are not so good. As the solutions that have good values of NOx are weak Pareto optimum solutions in this case, the values of SFC are almost the same. In reference [2] , this solution was derived from the objective function that was integrated from three objective functions using weight parameters. The results described in this paper indicate that determination of these weight parameters is very difficult. In reference [2] , the optimum solution was derived thorough several steps. On the other hand, the Pareto optimum solutions are derived at once in this simulation. GAs have strong search capability to find Pareto optimum solutions. However, GAs require many iterations. The phenomenological model is a simulator that does not need a the results shown in Figure 10 indicate that most of the fuel should be injected at the first part to derive the minimum SFC. This is the same for the case where SOOT is minimized. To derive the minimum NOx, a uniform rate of fuel should be injected during the injection duration.
In this way, several types of solutions can be derived at the same time by solving multi-objective optimization problems. This information is very useful for diesel engine designers. Simulation Setup and Design Condition In this simulation, the design conditions were the same as in Simulation 1, but the start angle and duration angle of injections were chosen as design variables. In this simulation, amounts of SFC, NOx, and SOOT are also objective functions.
The fuel injection shape was also double-pulse injection.
The range of design variables is summarized in Table 6 . This table shows the number of bits for GA to express each design variable is shown. This design condition and the range of the design field includes those of reference [3] . Results The derived Pareto solutions are described in Figure 13 .
The results showed the same tendency as in Simulation 1. There is trade-off relationship between SFC and NOx. The fuel injection shapes that give the minimum values of SFC, NOX, and SOOT are shown in Figures 14, 15 , 16.
The results also showed the same tendency as in Simulation 1. Most of the fuel should be injected at the first part to derive the minimum SFC. To derive the minimum NOx, fuel injection rate should be uniform throughout the duration of injection. Figure 15 shows the injection shape that gives minimum amount of NOx. gCh in the NOx-SFC field of Figure 13 denotes this solution. However, the SFC of this solution is so high (367.494 (g/kW*h)) that designers would have no interested in it. In this case, the designers can choose other solutions from the Pareto solutions. If the designers are interested in the solution whose SFC is around 200.0 (g/kW*h), they can choose the design alternative immediately. For example, solution "D" is one of the design alternatives in this case. Figure 17 shows the injection shape of this solution is illustrated. In this way, as there are many design alternatives in the Pareto optimum solutions, multi-objective optimization is very useful for designing diesel engines. To express this shape, seven parameters are needed. Not only fuel injection shape but also boost pressure, EGR rate, start angle, duration angle, and swirl ratio are chosen as design variables. When the number of design variables is increased, the search space becomes larger. This means that users have a huge space to design but it is difficult to search for optimum solutions. The ranges of design variables are summarized in Table 7 . 
CONCLUSIONS
In this study, the multi-objective genetic algorithm (MOGA) and phenomenological model were applied for parameter searching of diesel engine combustion problems.
The proposed system was applied to heavy-duty diesel engine design. Through the simulations, the following points were made clarified.
-NCGA , which is one of the MOGAs derived the Pareto optimum solutions successfully. Users can derive the in- formation of the relationship between the objective functions from the derived Pareto optimum solutions. This information is very useful for diesel engine designers. For example, there is a trade-off relationship between SFC and NOx. On the other hand, the relation between SFC and SOOT is linear. As the sensitivities with respect to each objective are derived, even when designers know that a trade-off relationship exists between the objectives, it is possible to choose an appropriate design candidate from the Pareto optimum solutions.
-Derivation of the Pareto optimum solutions by GAs requires a large number of calculation iterations. Therefore, diesel engine combustion simulators must describe combustion phenomena with small calculation cost. HIDECS, which is an implementation of the phenomenological model, can simulate diesel engine combustion precisely. At the same time, the calculation cost of HIDECS is very small compared to the other methods. This feature is suitable for parameter searching by GAs.
-Two-and three-pulse injection shapes were applied in the simulations. Boost pressure, start and duration angle of injection, EGR, and swirl ratio were also chosen as design variables. With increases in the number of design variables, the search space becomes larger. This indicates that users can obtain a large design space with a higher number of design variables. On the other hand, it incurs a high calculation cost. NCGA with HIDECS can be used to treat these design variables in the simulations.
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APPENDIX A: PHENOMENOLOGICAL MODEL: HIDECS
In the past 30 years, the most sophisticated phenomenological spray-combustion model, HIDECS has shown great potential as a useful tool for both performance and emissions prediction in a wide range of direct injection diesel engines. It was originally developed at the University of Hiroshima and was named eHIDECSf recently. HIDECS is based on phenomenological model that is explained in the section of background. In this appendix, some examples of its successful applications are given in this APPENDEX.
The code, HIDECS has been validated against wide ranges of engine rig simulations. Both the in-cylinder pressure, the emissions formation and the detailed information of the diesel spray were obtained. Some of them are discussed below. EXAMPLE 1 YANMAR NFD 170 The in-cylinder processes of a four-stroke diesel engine, whose details are shown in Table 8 , were calculated. The in-cylinder pressure was measured under the operation condition in Table 9. As shown in Figure 23 , the calculated in-cylinder pressure via time trace matches well with the measured results. EXAMPLE 2 BORE OF 0.135M The in-cylinder processes of a four-stroke diesel engine, whose details are shown in Table 10 , were calculated. The in-cylinder pressure was measured under the operation condition in Table 10 . As shown in Figure 24 , the calculated in-cylinder pressure via time trace matches well with the measured results. Figure 25 shows that the NOx and soot emissions are also well predicted. (The original data was reported in the SAE paper 930612, "Approach to low NOx and smoke emission engines by using phenomenological simulation", by Takuo Yoshizaki, Keiya Nishida and Hiroyuki Hiroyasu.) Table 12 . The in-cylinder pressure was measured under the operation condition in Table 13 . Both the baseline case and the optimization case of this paper are calculated by HIDECS. The calculated and the measured in-cylinder pressure trace are compared in Figure 26 and show good agreements. EXAMPLE 4 BORE OF 0.133M The in-cylinder processes of a four-stroke diesel engine, whose details are shown in Table 14 , were calculated. The in-cylinder pressure was measured under the operation condition in Table 15. As shown in Figure 27 , the calculated in-cylinder pressure via time trace matches well with the measured results. Note: The operation condition is at full load for commercial use and it is used as baseline case for genetic algorithm optimization application.
EXAMPLE 5 BORE OF 0.260 M A four stroke, 6-cylinder line type engine is calculated by HIDECS. The engine dimensions are shown in Table 16 . The operation conditions of the baseline case are shown in Table 17 . The calculated engine power output, the specific fuel consumption (S. F. C.), thermal efficiency and emissions were compared with the measured values respectively shown in Table 17 .
The calculation result agrees with the experiment mea- 
