Introduction: Given the growing availability of afordable scale-up servers, our goal is to bring the performance beneits of in-memory processing on scale-up servers to an increasingly common class of data analytics applications that process small to medium size datasets (up to a few 100GBs) that can easily it in the memory of a typical scale-up server To achieve this goal, we leverage Spark, an existing memorycentric data analytics framework with wide-spread adoption among data scientists. Bringing Spark's data analytic capabilities to a scale-up system requires rethinking the original design assumptions, which, although efective for a scale-out system, are a poor match to a scale-up system resulting in unnecessary communication and memory ineiciencies.
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To address the ineiciencies and scalability issues, we have designed and implemented Sparkle, an enhanced Spark that leverages the large shared memory in scale-up systems to optimize Spark's performance for communication and memory intensive workloads. We have released Sparkle to the public 1 . We have also released a generalized version of the belief propagation algorithm 2 as an example that beneits from our optimized Spark engine. The full version of this paper is available at arXiv 3 .
Sparkle Architecture: Figure 1 (a) shows how Sparkle exploits global shared memory to transform Spark from a * Work done while at Hewlett Packard Labs 1 https://github.com/HewlettPackard/sparkle 2 https://github.com/HewlettPackard/sandpiper 3 http://arxiv.org/abs/1708.05746 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for proit or commercial advantage and that copies bear this notice and the full citation on the irst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speciic permission and/or a fee. 
