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* (1) Cochran-Bl iss は，判別変量に共変量を補助的に取り込んだ判別変量W を提案したが，乙の
論文では，共変量 y を判別変量 x と同じ水準で扱い，変量 (X ， y) に対する判別問題として考察した。
最初に， 2 母集団の場合に，最尤方式lとより 3 つの判別統計量 Z: R: W* を導き，次に，乙れらを
多母集団に一般化した。
先ず，未知母数l乙，直接推定量を代入する Wald の方法を用いてW* を導き，乙れが， Cochran-
Bl i ss のW本に一致する乙とを示した。次に，仮説検定の立場からの Anderson の方法で z* を導き，
乙れを少し限定した場合として Rホを導いた。さらに， F isher の線形判別関数による判別方法も， W* 
を導く乙とを示した。
判別統計量の分布関数の漸近展開に関する Okamoto の方法を用いて， zfR* 及び， S tudent 化
された zjRjw* の分布の漸近展開式を求めた。これらを利用して，判別方法， Zヒ法， R七法， Wホ
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一法における誤判別の確率の近似式を与えた。
そして， 2 つの基準を設けて， 3 つの判別方法を比較した。その結果， z*_法が，若干良いことが示
された。
(l) k 個の母集団の場合を扱った。最尤方式によって 3 つの距離関数一観測値 x と第 i 母集団との
距離， dl (x , i) , dB2 (X , i) , dJ (x , i) を導いた。
Wald の方法によって演縛された dJ (x ， i) は，共分散行列が等しい場合のMahalanobis の距離の，
共分散行列が異なる場合への自然、な拡張であることが示された。 Anderson の方法によって di(X ， i)
を，また， Bayes 的な考え方により dB2 (X , i) を演縛した。
これらの統計量の分布に関して，極限分布を求めた。
そして，乙れらの距離関数による判別方法， z 一法， B 一法， W一法を比較するために，計算機によ
るシミュレーション実験を行ない 各方法によって正しく判別される確率を推定する乙とを試みた。そ





の判別統計量Wと尤度比法による Anderson の判別統計量 Z の有用性が知られている。共変量判別解析
を扱った第 2 章において，著者はまずこの 2 つの統計量に対応して新しくず， f を提案し，さらに後





離を使って，著者はまず 3 種類の考え方から 3 つの距離関数を導出した。次にこれらの漸近分布を求め，
さらにシミュレーション実験によって 3 つの方法の成績を比較した。
本論文は判別解析の方法論に興味ある知見を加えたものであって，博士論文として価値あるものと認
める。
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