One method for communicating with multiple antennas is to encode the transmitted data differentially using unitary matrices at the transmitter, and to decode differentially without knowing the channel coefficients at the receiver. Since channel knowledge is not required at the receiver, differential schemes are ideal for use on wireless links where channel tracking is undesirable or infeasible, either because of rapid changes in the channel characteristics or because of limited system resources. Although this basic principle is well understood, it is not known how to generate good-performing constellations of unitary matrices, for any number of transmit and receive antennas and for any rate. This is especially true at high rates where the constellations must be rapidly encoded and decoded.
Introduction and Model
Although reliable mobile wireless transmission of video, data, and speech at high rates to many users will be an important part of future telecommunications systems, there is considerable uncertainty as to what technologies will achieve this goal. One way to get high rates on a scattering-rich wireless channel is to use multiple transmit and/or receive antennas [1, 2] . Many of the practical schemes that achieve these high rates, such as BLAST (Bell Labs Layered Space-Time) [1] , require the propagation environment or channel to be known to the receiver. A variety of design techniques for space-time transmission schemes when the receiver knows the channel have been developed (see, e.g., [3] , [4] , [5] , [6] and the references therein).
In practice, knowledge of the channel is often obtained via training: known signals are periodically transmitted for the receiver to learn the channel, and the channel parameters are tracked (using decisionfeedback or automatic-gain-control (AGC)) in between the transmission of the training signals. However, it is not always feasible or advantageous to use training-based schemes, especially when many antennas are used or either end of the link is moving so fast that the channel is changing very rapidly. As the number of transmit antennas grows, the training interval for learning the channel must grow proportionately [7] , [8] , and the number of pilot signals used to track the channel must also grow. Given a restriction on total pilot or training power, we must allocate less power per antenna with every added antenna. Moreover, schemes such as decision-feedback and AGC can become increasingly complex and prone to error when the number of transmit/receive antennas is large since there are many more channel parameters to adjust.
Finally, instability in local oscillators and phase-lock devices and inaccurate knowledge of Doppler shifts, which may be different for each antenna, may also limit channel tracking ability at the receiver.
Hence, there is much interest in space-time transmission schemes that do not require either the transmitter or receiver to know the channel. Some information-theoretic calculations with a channel that changes in a block-fading manner appear in [9] , [10] , [11] , and [12] that suggest that high capacities with multiple antennas are achievable with no channel information if the channel does not change too rapidly. How rapidly the channel may change is not completely clear. For the purposes of this paper it suffices to assume that the channel has a coherence interval (defined to be the number of samples at the sampling rate during which the channel is approximately constant) that is at least twice the number of transmit antennas.
Coding and design criteria for the unknown multi-antenna channel were originally developed in [10] , and many design techniques have since been developed that offer reasonable data rates [13] , [14] , [15] , [16] , [17] . The technique of [13] , while useful for arbitrary numbers of transmit and receive antennas, suffers from complexity difficulties as the number of transmit antennas or data rate grows.
A standard method used to combat fading in single-antenna wireless channels is differential phase-shift keying (DPSK) [18] . In DPSK, the transmitted signals are unit-modulus (typically chosen from a m-PSK constellation), information is encoded differentially on the phase of the transmitted signal, and as long as the phase of the channel remains approximately constant over two consecutive channel uses, the receiver can decode the data without having to know the channel coefficient. Differential techniques for multi-antenna communications have been proposed in [14] , [15] and [16] , where, as long as the channel is approximately constant in consecutive uses, the receiver can decode the data without having to know the channel. The general differential techniques proposed in [14] and [15] are shown to have good performance when the constellation of matrices used for transmission forms a group under matrix multiplication [19] , which also leads to simple decoding rules [20] . However, the number of groups available is rather limited, and the groups do not lend themselves to very high rates (such as tens of bits/sec/Hz) with many antennas. The technique of [16] is based on orthogonal designs, and therefore has simple encoding/decoding and works well when there are two transmit and one receive antenna, but suffers otherwise from performance penalties [6] at very high rates.
We seek a signaling scheme that fits within the framework of [14] but can handle any combination of transmit and receive antennas and any rate. The general design problem for differential transmission, for rate R (in bits/channel use) with M transmit antennas, is to find a constellation of unitary matrices V = fV 0 ; : : : ; V L?1 g, with L = 2 RM , such that j det(V`? V`0)j is as large as possible for all`0 6 =`. In its full generality, this is an intractable problem since the objective criterion and search spaces are both highly non-convex and the size of the problem is exponentially large in the rate and number of antennas. In [14] and [15] it is shown that there are various simplifications and practical advantages if the set V forms a group: 1) matrices never have to be explicitly multiplied before transmission; 2) the transmitted matrix is always a member of the constellation. Groups that satisfy the design criterion, i.e., that have nonzero j det(V`? V`0)j for all`0 6 =`, are referred to as fixed-point-free (fpf) groups.
In [19] all finite fpf groups are classified (see also [21] for L an integer power of two) and many of these are shown to have excellent performance. Nevertheless, the number of finite fpf groups is limited, and good performance is hard to achieve for very high rates and for large numbers of transmit antennas. The infinite fpf Lie groups are classified in [22] , where it is shown that there are only two possibilities: U(1) and SU(2)-the unit-modulus scalars of single-antenna differential modulation, and the two transmit-antenna orthogonal designs of Alamouti [4] . Therefore, [19] also considers the design of matrices for differential transmission that do not form a group; however, the nongroup techniques in [19] do not necessarily lend themselves to simple decoding, and constellation design at very high rates is difficult.
The two mentioned advantages of groups over nongroups are not essential for successful differential transmission and reception. In fact, these advantages are outweighed by our desire for a technique that works for any number of antennas and at any rate; we are therefore forced to consider nongroups. At high rates, where the size of the constellation is very large, the performance of the constellation is determined only in part by the "minimum distance" [14] = 1 2 miǹ 6 =`0 j det(V`? V`0)j 1 M : (1) Perhaps more important is the general statistical structure of the constellation. At high rates, the structure should statistically emulate the capacity-achieving input distribution.
Part of the difficulty of designing large constellations of unitary matrices is the lack of simple parametrizations of these matrices. To keep the transmitter and receiver complexity low in multiple antenna systems, linear processing is often preferred [23] , whereas unitary matrices are often highly nonlinear in their parameters. Part of the success of V-BLAST (vertical-BLAST) for the known channel [24, 25] is its ability to encode and decode rates of tens of bits/sec/Hz by breaking the original data stream into substreams that are transmitted on the individual antennas. The receiver decodes the substreams using a sequence of nulling and cancelling steps. However, the V-BLAST approach does not guarantee unitary matrices and is unsuitable for the differential method.
The Cayley codes we propose also break the data stream into substreams, but instead of transmitting these substreams directly as in V-BLAST, these substreams are used to parameterize the unitary matrices that are transmitted. The codes work with any number of transmit and receive antennas and at any rate. The Cayley codes:
1. Are very simple to encode 2. Can be used for any number of transmit and receive antennas 3. Can be decoded in a variety of ways including simple polynomial-time linear-algebraic techniques such as:
(a) Successive nulling and cancelling (V-BLAST [24] , square-root V-BLAST [26] ) (b) Sphere decoding [27, 28] 4. Are designed with the numbers of both the transmit and receive antennas in mind 5. Satisfy a probabilistic criterion: they maximize an expected distance between matrix pairs
Very brief summary of Cayley Codes
We briefly summarize the general structure of the Cayley codes. To generate a unitary matrix V parameterized by the transmitted data, we break the data stream into Q substreams (we specify Q later) and use these substreams to choose 1 ; : : : ; Q each from a set A with r real values (we also have more to say about this set later). We call a rate R = (Q=M) log 2 r Cayley code one for which V obeys V = (I + iA) ?1 (I ? iA) (2) where
Aand A 1 ; : : : ; A Q are pre-selected M M complex Hermitian matrices. The matrix V , as given by (2) , is referred to as the Cayley transform of iA and, as shown in Section 2, is unitary by construction. The code is completely specified by A 1 ; : : : ; A Q . Each individual codeword is determined by the scalars 1 ; : : : ; Q .
The performance of a Cayley code depends on the choices of the number of substreams Q, the Hermitian basis matrices fA q g, and the set A from which each q is chosen. Roughly speaking, we choose Q so as to maximize the number of independent degrees of freedom observed at the output of the channel. To choose the fA q g we optimize a coding criterion specified in Section 2.5, (equation (37) ) that resembles the j det(V`? V`0)j criterion given in [14] , [15] , but is more suitable for the high rates we consider and is amenable to analysis. The optimization is done only once, during code design, and simulations show that it is amenable to gradient-based methods. Finally, for reasons that are specified later, the set A is chosen as a discrete approximation of a scalar Cauchy random variable.
The Cayley transform (2) is powerful because it generates the unitary matrix V from the Hermitian matrix A, and A is linear in the data 1 ; : : : ; Q . In Section 2.4, we show how this leads to simple decoding. Section 3 has several examples of CD codes and some performance comparisons with existing schemes and Section 4 concludes the paper. Several mathematical tools and related results used in the paper are developed in the appendices.
We now present a brief summary of the multiple-antenna model and the differential unitary space-time signaling scheme.
Differential Unitary Space-Time Modulation
In a narrow-band, flat-fading, multi-antenna communication system with M transmit and N receive antennas, the transmitted and received signals are related by x = p sH + v; (3) where x 2 C 1 N denotes the vector of complex received signals during any given channel use, s 2 C 1 M denotes the vector of complex transmitted signals, H 2 C M N denotes the channel matrix, and the additive noise v 2 C 1 N is assumed to have independent CN(0; 1) (zero-mean, unit-variance, complex-Gaussian) entries that are temporally white. The channel matrix H is also assumed to have independent CN(0; 1) entries, implying that E tr HH = MN:
Assuming further that E ss = 1, and since the random quantities H, s, and v are independent, is the SNR at each receive antenna, independently of M.
The channel is used in blocks of M channel uses. We can then aggregate the transmit row vectors s over these M channel uses into an M M matrix S , where = 0; 1; : : : represents the block channel use. In this setting, the mth column of S denotes what is transmitted on antenna m as a function of time, and the mth row denotes what is transmitted on the M antennas at time m. If we assume that the channel is constant over the M channel uses, the input and output row vectors are related through a common channel so that we may write X = p S H + W ; (4) where W and H are M N matrices of independent CN(0; 1) random variables and X is the M N received complex signal matrix.
In differential unitary space-time modulation [14] , [15] is statistically independent of V z . Since the additive noise term W 0 has independent complex Gaussian entries, the maximum-likelihood (ML) decoder of z iŝ z = arg max =0;:::;L?1 kX ? V`X ?1 k:
In [14, 15] it is shown that, at high SNR, the pairwise block probability of error (of transmitting V`and erroneously decoding V`0) has upper bound 
Therefore, most design schemes [14, 15, 19, 22] The large number of signals also rules out the possibility of decoding via an exhaustive search. For high rates, it is possible to construct a random constellation with some structure [30] . But, again, we have no efficient decoding method.
To design constellations that are huge, effective, and yet still simple, so that they can be decoded in real-time, we briefly examine some parametrizations of unitary matrices and then show how the Cayley transform can be used.
Cayley Differential Codes
We first review some properties of the space of all unitary matrices. 
The Stiefel manifold
where each G m is a Givens matrix. Since each Givens rotation is determined by a single real parameter (the angle of rotation), the total number of free variables is M 2 , which matches the degrees of freedom in the Stiefel manifold.
It is conceivable that one can use this parametrization to encode data onto the angles of rotation and onto the diagonal phases of D. However, we do not pursue this approach because the parametrization is not one-to-one (one can reorder the Givens rotations, for example), it is highly nonlinear and, most importantly, because we do not know how to decode them in any systematic way.
Parametrization with Householder reflections
A unitary matrix can be written as the product of Householder matrices It is not hard to show that this parametrization has M 2 degrees of freedom. However, we also abandon this parametrization since we do not know how encode or decode the data onto the Householder matrices in an efficient manner.
Parametrization with matrix exponential
The matrix exponential is
where A is a Hermitian matrix. This method appears propitious because it generates unitary matrices from Hermitian matrices, and it is the matrix generalization of v = e i (used in standard DPSK), where is real.
The matrix exponential has connections with Lie group theory (if V forms a Lie group, then A forms a real Lie algebra-see, for example, [32] ). An M M Hermitian matrix can be parameterized by M 2 free real variables, so the matrix exponential contains the right number of degrees of freedom.
However, the exponential map has the difficulty that it is not one-to-one. This is seen in the scalar case where adding 2 to produces the same v. While the scalar difficulty is easily overcome by considering only a 2 0; 2 ), the equivalent matrix constraint is 0 A < 2 I;
meaning that both A and 2 I ?A are nonnegative definite. Although this constraint is convex, it is nonlinear and we do not know how to sample the space of A's to obtain a constellation of V 's. Moreover, unlike the scalar case, the exponential map does not appear to be easily inverted at the receiver when M > 1. We therefore do not pursue this approach.
Parametrization with Cayley transform
The Cayley transform of a complex M M matrix Y is defined to be [31, 33] ( We have shown the following result.
Lemma 1 (Cayley Transform and Unitary Matrices). A matrix with no eigenvalues at ?1 is unitary if and only if its Cayley transform is skew-Hermitian.
Compared with the other parametrizations of unitary matrices, the parametrization with the Cayley transform is not "too nonlinear" (we show why in Section 2.4) and it is one-to-one and easily invertible.
The Cayley transform also maps the complicated Stiefel manifold of unitary matrices to the space of skewHermitian matrices. Skew-Hermitian matrices are easy to characterize since they form a linear vector space over the reals (the real linear combination of any number of skew-Hermitian matrices is skew-Hermitian).
Section 2.4 uses this handy feature for easy encoding and decoding.
Some properties
The Cayley transform (11) is the matrix generalization of the scalar transform
that maps the real line to the unit circle. This map is also called a bilinear map and is often used in complex analysis. The Cayley transform (10) maps matrices with eigenvalues inside the unit circle to matrices with eigenvalues in the right-half-plane. It is therefore often used in systems and control theory to map continuous-time systems to discrete-time systems (since stability is preserved), to map bounded real functions to positive real functions, and contractive systems to passive systems. In the recent references [34, 35] , the Cayley transform is used in the numerical solution of differential equations over Lie groups.
The following two results are needed later. 
Lemma 2 (Eigenvalues/vectors
Proof: Omitted. 
Lemma 3 (Full Diversity
Proof: We need only prove (14) . We have
Thus, to design a fully-diverse set of unitary matrices we can design a fully-diverse set of skewHermitian matrices and then employ the Cayley transform.
Cayley differential codes
Because the Cayley transform maps the nonlinear Stiefel manifold to the linear space of skew-Hermitian matrices (and vice-versa) it is convenient to encode data onto a skew-Hermitian matrix and then apply the Cayley transform to get a unitary matrix. It is most straightforward to encode the data linearly.
We 
In Section 2.4, as a consequence of our decoding algorithm, we shall impose a more stringent constraint on Q.
We defer discussion of how to choose Q and design the A q 's and the set A until Section 2.5. We concentrate now instead on how to decode 1 ; : : : ; Q at the receiver.
Decoding the CD codes
An important property of the CD codes is the ease with which the receiver may form a system of linear equations in the variables f q g. To see this, it is useful to write the fundamental receiver equation (6) 
which is linear in A. Since the data f q g is also linear in A, equation (17) is linear in f q g.
We look first at maximum-likelihood estimation of the f q g. Using (17) and noting that the additive noise (I +iA)W ?(I ?iA)W ?1 has variance 2(I +iA)(I ?iA) = 2(I +A 2 ) shows that the ML decoder is^ ml = arg min 
This decoder is not quadratic in f q g and so may be difficult to solve. However, if we ignore the covariance of the additive noise in (17) and assume that the noise is simply spatially white, then we obtain the linearized ML decoder lin = arg min
We call the decoder "linearized" because the system of equations obtained in solving (19) for unconstrained f q g is linear.
Because (19) is quadratic in f q g, a simple approximate solution for f q g chosen from a fixed constellation can use nulling and cancelling (as in BLAST-see [24, 25, 26] ). An exact solution without an exhaustive search can use sphere decoding [27, 28] . To facilitate the presentation of these decoding meth-ods, we introduce some matrix notation.
An equivalent-channel model
Define C = X ? X ?1 and B = ?i(X + X ?1 ), and rewrite (17) as
where W A = (I + iA)W ? (I ? iA)W ?1 is additive Gaussian noise where each column is independent and has mean zero and covariance 2(I + A 2 ). Equation (20) Denoting the columns of C R , C I , B R , B I , W R;A , and W I;A by c R;n , c I;n , b R;n , b I;n , w R;n;A , and w I;n;A , where n = 1; : : : ; N, we gather the two above equations to form the single real system of equations 2 6 6 6 6 6 6 6 6 6 4 
We have a linear relation between the input and output vectors and c c = B + w;
where appears to pass through an equivalent channel B that is known to the receiver because B is a function of A 1 ; : : : ; A Q , X , and X ?1 . (The receiver simply uses (22) to find the equivalent channel.) If we ignore the dependence of the noise covariance on the signal A, which is equivalent to considering the linearized maximum-likelihood criterion (19), we have a simple linear system of equations that may be decoded using known techniques such as successive nulling and cancelling [24] , its efficient squareroot implementation [26] , or sphere decoding [27, 28] . Efficient implementations of nulling and cancelling generally require O(Q 3 ) computations. Sphere decoding can be regarded as a generalization of nulling and cancelling where at each step, rather than making a hard decision on the corresponding q , one considers all q that lie within a sphere of a certain radius. Sphere decoding has the important advantage over nulling and cancelling that it computes the exact solution to (19) . It can be computationally more intense-its worstcase behavior is exponential in M-but its average behavior is comparable to nulling/cancelling. This is especially true at high SNR [28, 36] ; our simulations in Section 3 that use sphere decoding show that the SNR generally need only be moderate. Our simulations also give some comparisons with nulling/cancelling.
We have found that, on average, sphere decoding solves (19) in time that is polynomial in Q (or M).
When the number of transmit antennas is small (say M 4) ML decoding is possible if the data rates are not too high. However, exact ML decoding, as given by (18), generally requires a search over all
The number of independent equations
Nulling and cancelling explicitly requires that the number of equations be at least as large as the number of unknowns. Sphere decoding does not have this hard constraint, but it benefits from more equations because the computational complexity grows exponentially in the difference between the number of unknowns and equations. 1 From equation (23), the matrix B has size 2MN Q and we therefore have 2MN equations and Q unknowns. Hence, we may impose the constraint
This argument assumes that the matrix B has full column rank. There is, at first glance, no reason to assume otherwise but it turns out to be false. which is the desired result.
Assume now that M < N. We know that the N N matrix C B is Hermitian, but it no longer has full rank-it has rank M < N. 
Inequalities (27) and (28) can be combined into the single inequality
Design of the CD Codes
Although we have introduced the CD structure
we have not yet specified Q, nor have we explained how to design the Hermitian basis matrices A 1 ; : : : ; A Q or choose the discrete set A from which the q are drawn. We now address these issues.
Choice of Q
To make the constellation as rich as possible we should make the number of degrees of freedom Q as large as possible. Therefore, as a general practice, we find it useful to take Q at its upper limit in (29),
If sphere decoding is used we sometimes exceed this limit (yielding more unknowns than equations; see examples in Section 3), but we always obey Q M 2 .
We are left with how to design A 1 ; : : : ; A Q and how to choose the discrete set A. If the rates being considered are reasonably small (for example, R < 4) then the criterion given in [14] of maximizing j det(V`?V`0)j for all`0 6 =`is tractable. Recall that any constellation V 1 ; : : : ; V L for which this determinant is nonzero for all`0 6 =`is said to be fully diverse. Lemma 3 shows that a constellation of unitary matrices is fully diverse if and only if the corresponding Cayley-transformed constellation of skew-Hermitian matrices is fully-diverse. Since
A q ( 0 q ? q );
by considering and 0 that differ in only one coordinate, we see that it is necessary (but not sufficient) for A 1 ; : : : ; A Q to be nonsingular. We show some examples of full diversity for small rates and small number of antennas in Section 3.
At high rates, however, we do not pursue the full-diversity criterion. The reasons are two-fold: first, the criterion becomes intractable because of the number of matrices involved; second, the performance of the constellation may not be governed so much by its worst-case pairwise j det(V`? V`0)j, but rather how well the matrices are distributed throughout the space of unitary matrices. One reason why group constellations do not perform very well at high rates is because they lack the required statistical structure of a good high rate constellation [19] .
The mutual-information-maximizing distribution
In [6] , code design for the known channel requires the design of so-called dispersion matrices, which play a role similar to A 1 ; : : : ; A Q in our problem. To ensure that the resulting constellation has the correct statistical structure, the dispersion matrices are chosen to maximize the mutual information between the input and output signals. It is shown that maximizing mutual information also has a beneficial effect on the average probability of error [6] at high rates. We seek a similar quality criterion here.
Unfortunately, we cannot adopt this strategy directly to design A 1 ; : : : ; A Q because, unlike the known channel case, we do not know how to compute the mutual information between the input 1 ; : : : ; Q and output pair (X ?1 ; X ) for the differential scheme. We can, however, approximate this strategy by choosing A 1 ; : : : ; A Q such that the distribution on V is close to the distribution that maximizes the mutual information between it and the pair (X ?1 ; X ). We give the maximizing distribution for V in the following theorem. Remark: An isotropically-distributed (i.d.) unitary matrix V is one whose probability density function is invariant to pre-and post-multiplication by an arbitrary unitary matrix. That is,
Theorem 2 (Optimal distribution on V ). The mutual information between the unitary input
for all unitary (see, e.g., [9, 12] ). The probability density function of an isotropically-distributed unitary matrix is often referred to as the Haar measure or the uniform measure on the unitary group.
Hence, good constellations of unitary matrices have the appearance of being taken independently from an isotropic distribution.
Cauchy random matrices
Since our data modulates the A matrix, we would like to know the optimal distribution on A. Equivalently, we need to find the distribution on A that yields a V = (I + iA) ?1 (I ? iA) that is isotropically distributed. 
A scalar isotropic v can be written as v = e i , where is uniform over 0; 2 ). In this case, a = ?i 1?e i 1+e i = ? tan( =2) is Cauchy. The scalar Cauchy random variable is often regarded as the ratio of two independent Gaussian random variables. It is (in)famous because it has infinite variance, and the mean of n independent Cauchy random variables has the same Cauchy distribution-the law of large numbers does not apply. We refer to any random Hermitian matrix whose probability density function is (32) as a Cauchy random matrix.
Choice of A
Theorem 3 implies that, at high rates, our CD code constellation A = P Q q=1 Ashould resemble samples from a Cauchy random matrix distribution. We look first at the implications when there is one transmit antenna M = 1. In this case the optimal strategy is standard DPSK. Theorem 3 when M = 1 gives us the scalar Cauchy density (33) . By (29) we are limited to Q = 1, and there is no loss of generality in setting 
To get rate R = (Q=M) log 2 r with M = Q = 1 we need A to have r = 2 R points. Standard DPSK puts these points uniformly around the unit circle at angular intervals of 2 =r with the first point at angle =r.
(The location of the first point does not affect the constellation performance in any way, but it helps us avoid a formal singularity in the inversion formula (34) We denote A r to be the image of the function (35) applied to the set 2 f =r; 3 =r; 5 =r; : : : ; (2r ? 1) =rg. In the limit as r ! 1, the fraction of points in A r less than some x is given by the cumulative Cauchy distribution evaluated at x. The set A r can thus be regarded as an r-point discretization of a scalar Cauchy random variable.
While this argument tells us how to choose the set A as a function of r when Q = M = 1, it does not directly show us how to choose A when M > 1. Nevertheless, when M > 1 we also set A = A r . Thus, the f q g are chosen as discretized scalar Cauchy random variables for any Q and M. To complete the code construction, it is crucial that fA 1 ; : : : ; A Q g be chosen appropriately, and we present a criterion in the next section.
Choice of fA q g
We shift our attention away from the final distribution on A and express our design criterion in terms of V .
For a given A 1 ; : : : ; A Q and A r , we define a distance criterion for the resulting constellation of matrices V to be
where V 0 = (I+iA 0 ) ?1 (I?iA 0 ), A 0 = P Q q=1 A q 0 q , and the expectation is over 1 ; : : : ; Q and 0 1 ; : : : ; 0 Q chosen uniformly from A r such that 6 = 0 . Although (V) is often negative, it is a measure of the expected "distance" between the random matrices V and V 0 and clearly is similar to the j det(V ? V 0 )j criterion in (1). If we interchange the expectation and the log( ), the criterion directly measures the expected pairwise probability of error (9) . Thus, maximizing (V) is connected with lowering average pairwise error probability. To choose the A q 's, we therefore propose the optimization problem arg max Aq=A q ;q=1;:::;Q (V):
Our choices of A q and A r affect the distance criterion through the distribution p V ( ) that they impose on the V matrices. To connect the optimization of this criterion with the information-theoretic considerations of Section 2.5.2, we prove the next theorem, which shows that this criterion is maximized when V and V 0 are independently chosen isotropic matrices. (38) with equality when p V ( ) is the isotropic distribution.
Theorem 4 (Isotropic distribution maximizes criterion
Proof: See Appendix D.
We interpret (36) as a measure of the average distance between matrices in the constellation. Theorem (4) says that if the set A r and A 1 ; : : : ; A Q are chosen such that V is approximately isotropically distributed when A r is sampled uniformly, then the average distance should be large.
We use (14) , and the fact that matrices commute inside the determinant function, to write the optimiza- It is occasionally useful, especially when r is large, to replace the discrete set from which q and 0 q are chosen (A r ) with independent scalar Cauchy distributions. In this case, since the sum of two independent Cauchy random variables is scaled-Cauchy, our criterion simplifies to arg max 
where A = P Q q=1 Aand the expectation is over 1 ; : : : ; Q chosen independently from a Cauchy distribution.
Design Method Summary
We now summarize the design method for a CD code with M transmit and N receive antennas, and target rate R.
(i) Choose Q min(N; M) max(2M?N; M). This inequality is a hard limit for decoding by nulling/cancelling, and Q is typically chosen to make it an equality. But the inequality is a soft limit for sphere decoding and we may choose Q as large as M 2 even if N < M.
(ii) Since R = Q M log 2 r, set r = 2 MR=Q . Let A r be the r-point discretization of the scalar Cauchy distribution obtained as the image of the function (35) applied to the set 2 f r ; 3 r ; : : : ; (2r?1) r g.
(iii) Choose a set fA q g that solves the optimization problem (39) .
We now make some remarks:
1. The solution to (39) is highly nonunique: simply reordering the fA q g gives another solution, as does changing the signs of the fA q g, since the sets A r are symmetric about the origin.
2. It does not appear that (39) has a simple closed-form solution for general Q, M, and N, but in Section 3 we give a special case where a closed-form solution appears. 4. The entries of fA q g in (39) are unconstrained other than that the final matrix must be Hermitian.
Appealing to symmetry arguments, however, we have found it beneficial to constrain the Frobenius norm of all the matrices in fA q g to be the same. In fact, in our experience it is very important both for the criterion function (39) 
We generally choose r to be a power of two.
6. The design criterion (39) depends explicitly on the number of receive antennas N through the choice of Q. Hence, the optimal codes, for a given M, are different for different N.
7. The variable Q is essentially also a design variable. In our experience, the CD code performance is generally best when Q is chosen as large as possible. For example, a code with a given Q and r is likely to perform better than another code of the same rate that is obtained by halving Q and squaring r. Nevertheless, it is sometimes advantageous to choose a small Q to design a code of a specific rate.
8. If r is chosen a power of two, a standard gray-code assignment of bits to the symbols of the set A r may be used.
9. The dispersion matrices fA q g are Hermitian and, in general, complex.
Examples of CD Codes and Performance
In this section, we simulate the performance of CD codes for various numbers of antennas and rates. The channel is modeled as quasi-static, where the fading matrix between the transmitter and receiver is constant Compare, for example, the constellation based on orthogonal designs for M = 2 and R = 1 used in [16] given by which upon simplification yields det(V ? V 0 ) = 4(j 1 ? 0 1 j 2 + j 2 ? 0 2 j 2 + j 3 ? 0 3 j 2 ) (1 + j 1 j 2 + j 2 j 2 + j 3 j 2 )(1 + j 0 1 j 2 + j 0 2 j 2 + j 0 3 j 2 ) :
For example, by choosing q 2 A 2 , we get a code with rate R = 1:5. The appropriate scaling (see Remark 4 in Section 2.5.6) is = 1=3. The resulting constellation of eight matrices (which we omit) has = 1= p 3.
We note that the code (46) also appears to be a closed-form solution to (39) for M = 2 and Q = 3
because it is a local maximum to the criterion.
CD Code vs. OD: M = N = 2
For a higher-rate example, we examine another code for M = 2, but we choose N = 2 and R = 6. There are not many performance curves easily available for existing codes for M = R = 4 over an unknown channel, but [19] has a nongroup code for N = 1 that appears in Table 4 and Figure 9 of that paper. Figure 2 compares it to a CD code with the same parameters. The CD code has Q = 16, and achieves R = 4 by choosing r = 2. The 4 4 matrices A 1 ; : : : ; A 16 are not given here, but they are available from the authors on demand; (V) = ?1:45. The nongroup code, which has its origin in a group code, performs better but the difference is very small. Observe that Q = M 2 > 2MN ? N 2 = 7 and therefore the inequality (29) is not satisfied, but it does not matter in this case because the decoding for both codes is true maximum compared with nongroup code presented in [19] (Figure 9 , Table 4 ). The decoding in both cases is true maximum likelihood through exhaustive search.
likelihood (rather than sphere decoding or nulling/cancelling). This example is not very practical because maximum likelihood decoding involves a search over 2 RM = 2 16 Some of the original V-BLAST experiments [24, 25] use eight transmit and twelve receive antennas to transmit more than 20 bits/second/Hz. Figure 5 shows that high rates with reasonable decoding complexity are also within reach of the CD codes. Plotted are the block and bit error rates for R = 16; here Q = 64 and r = 4 and the CD matrices are again omitted (they are available from the authors, and have (V) = ?1:48).
We note that because M = 8, the effective constellation size of unitary matrices is L = 2 RM = 2 128 3:4 10 38 , yet we may still easily sphere decode the linearized likelihood.
Conclusion
The Cayley differential codes we have introduced do not require channel knowledge at the receiver, are simple to encode and decode, apply to any combination of transmit and receive antennas, and have excellent performance at very high rates. They are designed with a probabilistic criterion: they maximize the expected log-determinant of the difference between matrix pairs. The codes make use of the Cayley transform that maps the nonlinear Stiefel manifold of unitary matrices to the linear space of skew-Hermitian matrices. The transmitted data is broken into substreams 1 ; : : : ; Q and then linearly encoded in the Cayley transform domain. We showed that 1 ; : : : ; Q appear linearly at the receiver and can be decoded by nulling/cancelling or sphere decoding by ignoring the data dependence of the additive noise. Additional channel coding across 1 ; : : : ; Q or from block to block can be combined with a CD code to lower the error probability even further.
We have given some specific examples of the CD codes to indicate their performance, and presented a recipe for generating more codes for any combination of transmit and receive antennas. Our simulations indicate that codes generated with this recipe compare favorably with existing space-time schemes in their good performance and low decoding complexity.
In our simulations, we decoded the CD codes by maximum likelihood, sphere decoding of the lin- Our criterion function (37) was chosen for its ease of manipulation, and its connections to both minimizing error probability and achieving a constellation that is isotropically distributed. Nevertheless, although we generally found that high values of (37) led to good constellation performance, the criterion is not perfectthere were occasions where a larger value for (37) did not mean better performance. We may therefore ask if there are better criteria.
It would be interesting to see if the CD codes that satisfy the optimization (37) possess any general algebraic structure (Section 3 shows one case where there is structure). This would lead to better theoretical understanding of the codes, as well as to possibly even faster and better decoding. There are potentially many ways to optimize (39) , and the gradient method we chose is only one of them. More sophisticated optimization techniques may also be useful.
Our model assumed that the fading between the transmitter and receiver did not change between successive channel uses. In a more realistic model with a mobile transmitter or receiver, the channel would vary continuously from one use to the next. More analyses or simulations are needed to see how the performance would be affected by a varying channel-preliminary results suggest that the primary effect would be an "error floor" at very high SNR [37] .
Finally, we chose the q 's from a set A r that is designed to help make the final A matrix behave, on average, like a Cauchy random matrix. We have not tried to optimize this set for code performance and think that this is another possible area for future work.
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A Optimal input distribution
Let and be arbitrary fixed unitary matrices and write V = V 0 for some V 0 . We rewrite equation (31) The joint distribution of H, W 0 ?1 and W 0 has not changed, and thus p(X ?1 ; X jV ) = p( X ?1 ; X jV 0 ) = p( X ?1 ; X j V ):
Assume that the mutual information I(X ?1 ; X ; V ) is maximized by some input distribution p (V ). where in the fourth step we use (A.1), and in the last step the change of variables V 0 = V (which has Jacobian determinant one). Hence, the input distribution p ( V ) also maximizes the mutual information. The mutual information is concave as a function of the input distribution p V ( ). We conclude that the distribution p (V ) = K R d d p ( V ), where the integral is over the space of unitary matrices and (i.e. over Haar measure, where K is the appropriate normalizing constant), also maximizes the mutual information. But p (V ) is clearly invariant to pre-and post-multiplication by fixed unitary matrices. Therefore, p (V ) is the isotropic distribution on the unitary matrix V .
B The Cauchy random matrix
We note from Lemma 2 that the Hermitian matrix A and the unitary matrix V = (I + iA) ?1 (I ? iA) commute, and are therefore simultaneously diagonalized by a common set of orthonormal eigenvectors. We therefore first derive the distribution of the eigenvalues of A. We now can obtain the distribution on A, by using results in [38, 39] 
C Gradient of criterion (39)
In all the simulations presented in this paper the maximization of the design criterion function in (39), needed to design the CD codes, is performed using a simple constrained-gradient-ascent method. In this section, we compute the gradient of (39) that this method requires. More sophisticated optimization techniques that we do not consider, such as Newton-Raphson, scoring, and interior-point methods, can also use this gradient. where e j is the M-dimensional unit column vector with a one in the jth entry and zeros elsewhere.
To apply (C.2) to the second term in (C.1), we compute log det(I + (A + (e j e T k + e k e T j ) q ) 2 ) = log det(I + A 2 + A(e j e T k + e k e T j ) + (e j e T k + e k e T j )A] q + O( 2 )) = log det (I + A 2 )(I + (I + A 2 ) ?1 A(e j e T k + e k e T j ) + (e j e T k + e k e T j )A] q + O( 2 )) = log det(I + A 2 ) + tr log(I + (I + A 2 ) ?1 A(e j e T k + e k e T j ) + (e j e T k + e k e T j )A] q + O( 2 )) = log det(I + A 2 ) + tr (I + A 2 ) ?1 A(e j e T k + e k e T j ) + (e j e T k + e k e T j )A] q + O( 2 ) = log det(I + The last equality follows because (I +A 2 ) ?1 and A commute and A is Hermitian. We may now apply (C.2) to obtain @E log det(I + A 2 ) @Re A q j;k = 4E Re (I + A 2 ) ?1 A j;k q ; j 6 = k:
The gradient with respect to the imaginary components of A q is handled in a similar way to obtain log det(I + (A + (e j e T k ? e k e T j ) q i ) 2 The gradient with respect to the diagonal elements is @E log det(I + A 2 ) @A q k;k = 2E (I + A 2 ) ?1 A j;j q :
The third term in (C.1) has the same derivative as the second term.
For the fourth term, note that A 0 ? A = P Q q=1 Awhere q = 0 q ? q . Therefore, log det(A + (e j e T k + e k e T j ) q ) 2 = log det(A(I + A ?1 (e j e T k + e k e T j ) q )) 2 = log det(A(I + A ?1 (e j e T k + e k e T j ) q )A(I + A ?1 (e j e T k + e k e T j ) q )) = log det A 2 + 2tr log(I + A ?1 (e j e T k + e k e T j ) q ) + O( 2 ) = log det A 2 + 2tr A ?1 (e j e T k + e k e T j ) q + O ( (38) . Moreover, it is straightforward to use (D.3) to show that the value of (38) itself is also equal to and is therefore also zero at every stationary point. Because (38) is trivially bounded above by log 4 and has no lower bound, any stationary point must be a maximum. We therefore conclude that 1 M E log det(V ? V 0 )(V ? V 0 ) 0:
Equality is achieved when p V ( ) is the isotropic distribution.
