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Abstract
Stereo matching is one of the most active research areas in the field of 
computer vision. Stereo matching aims to obtain 3D information by extracting 
correct correspondence between two images captured from different point of 
views. There are two research parts in stereo matching: similarity measure 
between correspondence points and optimization technique for dence disparity 
estimation.
The crux of stereo matching problem in similarity measure perspective is 
how to deal with the inferent points ambiguity that results from the 
ambiguous local appearances of image points. Similarity measures in stereo 
matching are classified as feature-based, intensity-based or non-parametric 
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measure. And most similarity measures in the literatures are based on pixel 
intensity comparison. When images are taken at different illumination 
conditions or different sensors used, it is very unlikely that the corresponding 
pixels would have the same intensity creating false correspondences if it is 
only based on intensity matching functions alone. Especially illumination 
variations between input images can cause serious degrade in the 
performance of stereo matching algorithms. In this situation, mutual 
information-based method is powerful. However, it is still ambiguous or 
erroneous in considering local illumination variations between images. 
Therefore, similarity measure to these radiometric variations are demanded 
and become inevitable for stereo matching.
Optimization method in stereo matching can be classified into two 
categories: local and global optimization methods, and most state-of-the-art 
algorithms fall into global optimization method. Global optimization methods 
can greatly suppress the matching ambiguities caused by various factors such 
as occluded and textureless regions. However, They are usually 
computationally expensive due to the slow-converging optimization process.
In this paper, it was proposed that a stereo matching similarity measure 
based on entropy and census transform and an optimization technique using 
dynamic programming to estimate disparity efficiently based on 
multi-resolution method. Proposed similarity measure is composed of entropy, 
Haar wavelet feature vector, and modified Census transform. In general, 
mutual information similarity measure based on entropy about stereo images 
and disparity map is a popular and powerful similarity measure which is 
robust to complex intensity transformation. However, it is still ambiguous or 
erroneous with local radiometric variations, since it only accounts for global 
variation between images, and does not contain spatial information. Haar 
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wavelet response can express frequency properties of image regions and is 
robust to various intensity changes and bias. Therefore, entropy was utilized 
with Haar wavelet feature vector as geometric measure. Modified Census 
transform was used as another spatial similarity measure. Census transform is 
a well-known non-parametric measure. And it is powerful to textureless and 
disparity discontinuity region and robust to noisy environment. A combination 
of entropy with Haar wavelet feature vector and modified Census transform 
as similarity measure was proposed to find correspondence. It is invariant to 
local radiometric variations and global illumination changes, so it can be 
applied to find correspondence for images which undergo local as well as 
global radiometric variations.
Proposed optimization method is a new disparity estimation technique based 
on dynamic programming. A method using dynamic programming with 
8-direction energy aggregation to estimate accurate disparity map was applied. 
Using 8-direction energy aggregation, accurate disparities can be found at 
disparity discontinuous region and suppress a streaking phenomenon in 
disparity map.
Finally, the multi-resolution scheme was proposed to increase efficiency 
while processing and disparity estimation method. A Gaussian pyramid which 
prevent the ailasing at low-resolution image pyramid levels was used. And the 
multi-resolution scheme was proposed to perform matching at every levels to 
find accurate disparity. This method can perform matching efficiently and 
make accurate disparity map. 
And proposed method was validated with experimental results on stereo 
images.
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제 1 장   서   론
1.1 연구 목적 및 배경
  최근 컴퓨터 산업과 로봇 산업이 발달함에 따라 카메라와 컴퓨터를 이용하여 
인간의 시각 기능을 구현하는 기술에 대한 관심이 크다. 컴퓨터나 로봇의 시각 
기능을 구현하는 분야를 컴퓨터 시각(computer vision)이라 한다. 컴퓨터 시각은 
영상을 분석하여 특정한 물체를 인식(recognition)하고 장면을 이해
(understanding)하는 기술로 관련된 연구 분야로는 영상 내 물체 분류 및 추적, 
형상 인식, 로봇의 자율 주행, 3차원 모델링 및 거리 인식 등이 있다[1-4]. 여기
서 3차원 영상 응용 분야는 스테레오 시각(stereo vision)이라는 별도의 영역에
서 다룬다. 스테레오 시각은 인간이 두 눈과 뇌로 장면의 공간을 인식하는 것
처럼 컴퓨터가 두 장 이상의 2차원 평면 영상을 처리하여 3차원 정보를 추출하
는 기술이다[5-7]. 
  스테레오 시각으로 얻은 3차원 정보는 물체 인식 및 거리 인식, 로봇의 자율 
주행을 위한 시각 기능 구현, 장면이나 물체의 3차원 재구성 등에 응용되고 있
다. 이와 같은 3차원 기술의 구현을 위하여 시차가 다른 두 영상에서 같은 물
체의 지점, 즉 대응점(corresponding point)을 찾는 과정을 스테레오 정합(stereo 
matching)이라 한다. 스테레오 정합은 스테레오 시각에서 가장 중요하고 어려운 
과정이다. 정확한 정합을 어렵게 하는 대표적인 요인들은 두 영상의 시차로 인
해 발생하는 가려지는 폐색 영역(occluding region), 질감(texture)이 약한 영역, 
물체의 경계선(edge), 두 영상의 밝기 차이 및 잡음 등이 있다. 그래서 대부분
의 스테레오 시각에 대한 연구는 이러한 요인들로 인해 발생하는 오정합을 줄
이고 정합점을 정확히 찾는데 초점이 맞춰져있다[8-10].
  스테레오 정합은 정합 요소에 따라 특징기반(feature-based) 정합과 영역기반
(area-based) 정합으로 분류된다[5]. 정합 요소는 두 영상의 대응점을 정량적으
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로 표현하고 유사도를 계산하는데 쓰인다. 그리고 유사도는 변위(disparity)를 
추정하는데 쓰이는 에너지 함수(energy function) 또는 비용 함수(cost function)
의 중요한 요소이다. 특징기반 정합은 중간단계(mid-level) 영상처리를 거쳐 얻
을 수 있는 경계선이나 분할 영역(segmentation region) 등 검출된 기하학적 특
징에 대해 변위를 얻기 때문에 처리속도가 빠르고 정교한 변위를 계산할 수 있
으나 특징으로 검출되지 않은 화소의 변위는 정합이 아닌 보간(interpolation)으
로 얻어야 한다[11-13]. 영역기반 정합은 화소의 명암도나 컬러 정보를 그대로 
이용하기 때문에 적용하기 쉽고 모든 화소를 정합하기 때문에 전체적으로 조밀
한 변위도를 얻을 수 있지만 영상의 공간 정보(spatial information)를 표현하기 
어렵기 때문에 질감이 약하거나 폐색이 발생하는 물체의 경계선 근처에서 오정
합을 많이 발생시킨다. 이와 같이 공간 정보의 부족으로 인해 발생하는 영역기
반 정합의 단점을 보완하기 위해 폐색 영역이나 경계선 영역을 검출하여 처리
할 수 있는 변위 추정 최적화 방법들에 대한 연구들이 활발히 진행중이다
[14-21]. 
  스테레오 정합의 변위 추정 최적화 방법은 지역적 최적화 방법(local 
optimization method)[8,15]과 전역적 최적화 방법(global optimization 
method)[12,13,16-23]으로 분류할 수 있다. 지역적 최적화 방법은 극상선
(epipolar line) 상의 점들 중에서 현재의 기준이 되는 점과 가장 일치하는 점을 
주어진 변위 탐색 범위 내에서 찾는 방법이다. 대표적인 방법은 일정한 크기의 
윈도우 영역에 대한 유사도를 비교하는 지역적 WTA(Winner-Take-All) 방식이
다. 지역적 최적화 방법은 유사도 척도와 에너지 함수의 형태가 단순하여 적용
하기 쉽고 질감이 풍부한 영역에서 정확한 변위를 얻을 수 있다. 그러나 질감
이 없는 영역이나 경계선 영역에서 정확한 변위를 추정하기 어렵다.
  전역적 최적화 방법은 스테레오 정합의 유일성(uniqueness), 연속성
(smoothness) 등 다양한 제약조건들(constraints)을 이용하여 에너지 모델을 정의
하고 영상 전체의 에너지 함수를 최소화시키며 정합문제를 해결하는 방법이다. 
여러 연구들의 결과를 통해 전역적 최적화 방법으로 얻은 변위도가 지역적 최
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적화 방법으로 얻은 변위도보다 더 정확하다는 사실을 알 수 있다[14-23]. 전역
적 최적화 방법의 성능은 수학적 최적화 도구와 밀접한 관련이 있다. 이와 관
련하여 마르코프 랜덤 필드(MRF: Markov Random Field)[7], 신뢰확산법(BP: 
Belief Propagation)[17,18], 그래프 컷(GC: Graph-Cut)[19], 신경회로망(Neural 
Network)[23,24], 동적 계획법(DP : Dynamic Programming)[25,26] 및 유전 알고
리즘(GA: Genetic Algorithm)[20,27-29]을 이용하여 변위를 탐색하는 방법들이 
연구되고 있다. 전역적 최적화 방법은 스테레오 영상과 변위도에 대한 에너지 
함수를 정의하여 이를 최소화 시키는 해, 즉 전체 변위도를 반복 계산을 통해 
얻기 때문에 계산이 복잡하다. 그래서 계산이 복잡하지 않으면서 정확한 변위
를 추정할 수 있는 최적화 방법에 대한 연구가 필요하다. 
  한편 대부분의 스테레오 정합 방법들은 스테레오 영상 획득시 조명 조건과 
카메라의 노출 정도가 일정하다는 가정을 토대로 적용된다. 이러한 전제조건에
서 기존의 유사도 척도들은 그 각각의 특성에 따라 결과의 차이를 보일 수 있
으나 대체적으로 성능이 양호하다. 그러나 두 영상의 광학적인 조건이 일치한
다는 전제조건은 엄격한 실험 환경이 아닌 이상 실현하기 어렵고, 실제로 조명
의 방향, 조명 색의 변화, 카메라 노출 정도의 차이 및 잡음의 분포가 두 영상
에서 일치하게 않는 경우 기존의 스테레오 정합 기법의 성능은 크게 떨어진다
[30-35]. 그래서 이러한 환경의 영향에 강인한 유사도 척도와 최적화 방법에 관
련된 연구는 스테레오 정합에서 매우 중요하다. 
1.2 관련 연구
    
  환경 변화의 영향에도 성능이 좋은 스테레오 정합에 대한 연구는 기존의 유
사도 척도를 개선하는 방법과 스테레오 영상에서 서로 다른 환경 요인을 제거
하는 방법으로 나뉜다. 스테레오 정합에서 발생할 수 있는 대표적인 환경 요인
은 잡음, 전역적인 밝기 변화, 지역적인 밝기 변화 등이 있다. 여기서 잡음은  
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전처리 과정으로 충분히 해결할 수 있으므로 관련 연구 대부분은 밝기 변화에 
초점을 맞추고 진행되고 있다[32,35-47].
  영상의 특징 정보를 정합요소로 사용하는 특징 기반 유사도 척도는 지역적인 
공간 정보를 다양하게 반영할 수 있는 장점이 있다. 이는 영상의 기하학적 특
징을 계산하여 얻기 때문에 밝기 변화에 민감하지 않고 좋은 성능을 보인다.  
대표적인 특징 기반 유사도 척도는 SIFT(Scale-Invariant Feature Transform) 
[41,42], SURF(Speed-Up Robust Feature)[43], DAISY[44] 등이 있다. 이들은 보정
(calibration) 과정을 거치지 않은 스테레오 영상에 대해서도 우수한 성능을 보
이지만 한 화소를 표현하는 특징 벡터의 차원수가 100개 이상이기 때문에 계산
량이 많고 검출된 특징점에 대해서만 정합을 수행하므로 전체적으로 조밀한 변
위도를 얻기 힘들다. 
  명암도 기반 유사도 척도는 절대 차의 합(SAD : Sum of Absolute 
Differences)[2], NCC(Normalized Cross-Correlation)[16,17,19,25], BT (Birchfield 
and Tomasi)[45,46], AWSM(Adaptive Weight Stereo Matching)[34] 및 상호정보
(MI : Mutual Information)[35-38] 등이 있다. SAD와 NCC는 환경적 제약이 엄격
할 경우 성능이 비슷하지만 전역적인 밝기 변화에 대해 NCC가 SAD보다 강인
한 성능을 보인다. NCC는 가장 일반적인 비용 척도로써 대비가 변한 영상에 
대해서는 성능이 우수하지만 지역적인 조명의 변화에 강인하지 못하다. BT는 
대응점과 주변 화소와의 선형관계를 이용한 유사도 척도이다. 그리고 영상의 
아웃라이어에 대한 영향을 줄이기 위해 LoG(Laplacian of Gaussian) 필터를 적
용한 BT[45], 평균값 필터를 적용한 BT, Rank 변환을 이용한 BT[46] 등의 방법
들이 소개되었다. 이들은 전역적인 밝기 변화에서 좋은 성능을 보이지만 지역
적인 밝기 변화에서는 두 영상의 선형 관계가 변하기 때문에 성능이 좋지 않
다. MI는 두 영상의 명암도 조합에 대한 확률분포를 이용하는 방법이다. MI는 
명암도가 반전되는 등 복잡한 전역적인 변화가 발생한 영상에 대해 NCC나 BT 
등 다른 기법들보다 더 좋은 성능을 보이지만 지역적인 변화가 발생한 영상은 
다루기 어렵다. AWSM은 임의의 한 화소를 중심으로 형성된 정합 윈도우
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(support window)내에서 중심 화소와 주변 화소의 명암도차와 거리를 이용한 
가중치를 NCC와 결합하여 지역적인 밝기 변화에 대해 다른 유사도 척도들보다 
좋은 성능을 보이지만 경계선 영역의 오정합 문제를 해결하지 못했고 창의 크
기가 기존의 NCC보다 커야 성능이 보장되기 때문에 계산 복잡도가 높다. 
  지역적인 밝기 변화에 의한 오정합을 줄이기 위해 비모수(non-parametric) 특
성을 가지는 Rank 변환과 Census 변환을 이용한 유사도 척도들이 소개되었다
[20,47-51]. 이들은 대응점과 그 주변 화소와의 관계를 순위 또는 대소 관계로 
표현하여 지역적 구조가 비슷한 영역에 대한 모호함을 줄일 수 있다. 이러한 
특성은 조명 조건이 서로 다른 스테레오 영상에서 공간 정보를 반영하는데 이
점잘 반영할 수 있게 하지만, 상세한 명암도 정보를 사용하지 않기 때문에 지
역적으로 구조가 비슷한 영역에서 오정합이 많이 발생한다. 특히 Census 변환
의 경우 경계선 영역에서 좋은 성능을 보이지만 질감이 반복적으로 나타나는 
영역에서 오정합이 많고 해밍 거리(hamming distance)를 계산하는 과정에서 많
은 계산량과 메모리를 요구한다. 
  스테레오 영상에서 환경 변화의 요인을 찾아 그 영향을 최소화하는 방법들도 
연구되고 있다. LTC(Light Transport Constancy)는 지역적인 밝기 변화를 유발
한 요인을 극복하는 방법이다[30]. 그러나 각각 다른 환경에서 얻은 스테레오 
영상을 두 세트 이상 필요로 한다. 다중 주파수 채널 기법은 채널별 주파수 변
환을 이용하여 대비(contrast)의 변화에 강인하지만 지역적인 밝기 변화에서 좋
은 성능을 보이지 못한다[39]. 그리고 RGB 컬러 영상에서 두 채널에 대한 로그 
크로메티시티(log chromaticity) 변환을 이용하는 방법[40]과 RGB 각 채널에 대
해 로그 크로매티시티를 수행하는 방법[32]이 소개되었다. 로그 크로메티시티를 
이용한 방법은 영상에서 조명의 영향을 제거하는 방법으로, 지역적인 조명의 
영향을 받은 영상에서 기존의 방법들보다 좋은 성능을 보이지만 저대비 영상이
나 전역적인 변화가 발생한 영상에서는 정합 성능이 떨어지고, 흑백 영상에는 
적용할 수 없는 문제가 있다. 
  이렇듯 유사도 척도를 개선하는 방법들은 전역적인 밝기 변화에 강인하지만 
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지역적인 밝기 변화에 대해 좋은 성능을 보이지 못하고, 스테레오 영상에서 환
경 변화 요인을 제거하는 방법은 환경 변화가 없는 영상에 대해 적용하기 어렵
거나 성능이 떨어지는 문제를 가지고 있다.
1.3 연구 내용
  본 논문에서는 스테레오 정합을 위해 엔트로피와 Census 기반의 유사도 척도
와 다해상도 변위 추정 방법을 제안하였다. 제안한 유사도 척도는 전역적인 밝
기 변화에 강인한 엔트로피에 공간적인 정보를 반영하기 위해 밝기 변화에도 
특성이 변하지 않는 Haar 웨이블렛 특징 벡터와 Census 변환을 스테레오 정합
에 맞게 변형하여 결합하였다. 그리고 변위를 정확히 추정하고 계산 시간의 단
축을 위해 8방향 동적 계획법을 이용한 다해상도 변위 추정 기법 제안하였다. 
  제안한 유사도 척도는 환경 변화에도 대응점의 유사도를 정확히 반영하도록 
대응점과 그 주변의 공간적 특성을 반영하는 특징 벡터를 엔트로피와 결합한 
형태이다. 특징 벡터는 Haar 웨이블렛 필터 응답을 구하고 주변 화소와의 관계
에 대한 대표성을 부여하여 다차원 특징 벡터의 형태로 얻었다. 또한 질감이 
없는 영역이나 물체의 경계선 영역 등 특징 벡터를 결합한 엔트로피로 정확히 
표현하기 어려운 질감이 없는 영역에서의 정합 성능을 높이기 위해 변형된 
Census 변환을 이용하였다. 제안한 Census 변환은 변환 영역을 블럭 단위로 나
누고 각 블럭의 분산과 평균값을 이용하여 만들었다. 
  다해상도 기반의 스테레오 정합 기법은 변위도를 반복적으로 개선하는 과정
에서 계산의 효율성을 높이기 위해 사용하였다. 다운샘플링 과정에서 정보의 
손실을 줄이기 위해 가우시안 영상 피라미드를 이용한 다해상도 기법을 적용하
였고 조밀한 변위도를 얻기 위해 상위 계층에서 얻은 변위도의 정보를 이용하
여 각 계층에서 변위 추정 최적화 방법을 적용하였다. 변위 추정 최적화 방법
은 8개의 탐색 방향에 대한 누적 에너지를 통합(aggregation)하여 동적 계획법
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을 적용하였다. 
  제안한 유사도 척도는 변위가 급격히 변하는 경계선 영역과 질감이 없는 평
탄한 영역에서 정합 성능이 우수하였고 광학적인 조건이 다른 스테레오 영상에 
대해서도 대응점간의 유사도를 정확히 반영하였다. 제안한 최적화 방법은 에너
지 함수 최적화 과정에서 8방향의 누적 에너지를 통합함으로써 동적 계획법 탐
색 방향과 어긋나는 경계선 영역의 변위와 점진적으로 변하는 변위를 잘 추정
하였고 기존의 동적 계획법에서 발생하는 스트리킹(streaking) 현상을 개선하였
다. 또한 영상 피라미드의 모든 계층에 대해 정합을 수행하여 최상위 계층에서
만 정합을 수행하는 기존의 다해상도 스테레오 정합 기법보다 조밀한 변위도를 
얻을 수 있었다.
1.4 논문의 구성
  본 논문의 구성은 다음과 같다. 제 2 장에서는 스테레오 시각과 스테레오 정
합에 대한 이론과 기존의 스테레오 정합 기법을 설명하고, 환경 변화에 강인한 
스테레오 정합 연구 사례에 대해 기술한다. 제 3 장에서는 Haar 웨이블렛 지역 
특징 결합 엔트로피와 변형된 Census 변환을 이용한 유사도 척도에 대해 설명
한다. 제 4 장에서는 기존의 동적 계획법과 제안한 8방향 동적계획법에 대해 
설명하고 제 5 장에서 제안한 다해상도 기법을 설명하고, 3장과 4장의 내용을 
포함한 제안한 다해상도 스테레오 정합 기법을 설명한다. 제 6 장에서 제안한 
방법의 결과를 기존의 방법들의 결과와 정량적, 정성적으로 비교하고 성능을 
분석하여 고찰하고, 제 7 장에서 전체 내용에 대해 결론을 내린다. 
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제 2 장 스테레오 시각과 스테레오 정합
2.1 스테레오 시각
  스테레오 시각은 시차가 다른 두 장의 영상에서 대응점 관계에 있는 화소들
의 상대 거리를 계산하여 영상의 3차원 정보를 추출하는 과정이다. 카메라를 
이용하여 2차원의 영상 평면에 장면을 투영시키면 공간상의 여러 점들이 영상
의 한 점에 대응되기 때문에 3차원 깊이(depth) 정보를 잃어버리게 된다. 2차원 
영상은 3차원 정보를 표현할 수 없기 때문에 3차원 정보를 복원하기 위해서 같
은 장면을 다른 시점에서 얻은 영상이 추가적으로 필요하다. 스테레오 시각은 
인간이 두 눈에서 발생하는 시차를 이용해서 원근감을 느끼는 원리를 이용하여 
인간의 눈 역할을 하는 두 대의 카메라와 컴퓨터를 이용해 3차원 깊이 인지 능
력을 구현하는 기술이다. 
  스테레오 시각을 이용해 3차원 정보를 얻는 과정은 그림 2.1과 같다. 획득된 
스테레오 영상은 카메라 보정과정을 거쳐 저장된다. 보정이 완료된 좌영상(left 
image)과 우영상(right image)에서 정합 요소를 추출하여 대응점 여부를 판별하
고 대응점 간의 변위(disparity)를 추정한다. 변위는 유사도 척도 계산 및 변위 
추정 최적화 방법을 이용하여 추정하고, 추정된 변위와 삼각측량법을 이용하여  
3차원 깊이 정보를 얻는다. 여기서 대응점 여부 판별과 변위 추정 과정을 스테
레오 정합이라 한다.
  3차원 공간상의 한 점이 두 영상에 투영되면 두 영상에 존재하는 두 정합점
간의 거리를 변위라고 한다. 변위는 영상 평면에서 물체의 표면까지의 거리인 
깊이를 알아내는데 중요한 단서이다. 사람의 두 눈으로 본 시각의 차이를 시차
라고 하며, 두 눈에 맺히는 상의 위치 차이인 변위로 해석된다. 사람은 변위로 
깊이 정보를 인식할 수 있는데 좌,우 시각 간의 변위가 큰 지점은 가까운 거리
















그림 2.1. 3차원 깊이 정보 계산을 위한 스테레오 시각의 순서도
Fig. 2.1. A flowgraph of stereo vision for 3D depth information
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스테레오 영상에서 대응점의 변위와 실제 거리와의 관계는 그림 2.2와 같다. 두 
개의 카메라로부터 두 영상이 얻어질 때 3차원 공간상의 한 점 ′′′가 좌
우 영상에 , 로 맺히고 그 두 점 간의 변위가 이다. 이 때 변위 와 3차
원 깊이 ′는 서로 반비례 관계이다.
   에서 를 잇는 선을 기준선(base-line)이라고 하고 그 길이를 라고 했을 
때, 점 의 깊이 ′는 각 영상의 수평좌표 과 의 차이인 변위 를 이용하





          (2.1)
여기서 는 카메라 초점 거리이며, 초점거리와 기준선의 길이를 알고 있다면 
변위를 계산함으로써 물체의 깊이 정보인 좌표를 구할 수 있다.
  식 (2.1)이 성립하기 위해서는 영상을 획득하는 두 렌즈의 광학적, 기하학적 
특성이 동일하여 스테레오 영상 간의 기하학적 왜곡이 없고, 극상선(epipolar 




  스테레오 영상에서 각 화소들에 대한 대응성 여부를 판별하기 위해서 각 화
소를 대표하는 정량화된 정합 요소와 이들의 유사성을 측정하기 위한 척도를 
선택하는 것이 중요하다. 정합 요소로 사용할 수 있는 것은 화소의 명암도나 
컬러값, 영상에서 계산한 경계나 분할영역 등이다. 두 영상의 화소를 표현하는 


















그림 2.2. 스테레오 시각의 카메라 기하학
Fig. 2.2. Camera geometry of stereo vision 
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(similarity measure)라고 한다. 
  스테레오 정합을 위해 유사도를 계산하여 깊이 정보를 얻는 과정은 그림 2.3
과 같다. 좌영상의 임의의 화소 에 대한 대응점을 우영상에서 찾기 위해 좌영
상의 화소 를 중심으로 하는 윈도우 영역과 크기가 같은 우영상의 여러 후보 
영역간의 유사도를 계산하여 오차가 가장 적은 영역의 변위 를 구한다. 이와 
같은 방법으로 모든 화소에 대해 변위를 구하여 변위도를 생성한다. 
  스테레오 정합은 정합 요소에 따라 특징기반 정합과 영역기반 정합으로 나눌 
수 있다. 특징기반 정합은 추출한 영상의 특징이 분포된 공간에서 특징들의 정
합이 정확히 이뤄지기 때문에 정확한 변위를 구할 수 있고 조명의 영향이나 잡
음에 강인하다. 특징기반 정합은 영상에서 추출된 특징에 대해서만 정합을 수
행하므로 정합 속도가 빠른 장점이 있지만 전체적으로 조밀한 변위도를 얻기 
어렵다. 이러한 단점은 특징 집합간의 인접관계를 사용하여 보완할 수 있지만 
경계나 영역분할 결과의 영향을 많이 받을 뿐만 아니라 특징이 필요 이상으로 
많이 검출되는 복잡한 영상에 대해서는 정합이 제대로 이뤄지지 않는다. 따라
서 전체적으로 정확한 변위를 구하기 위해 각 화소의 명암도 또는 컬러 정보와 
그 주변 화소와의 관계를 반영할 수 있는 영역기반 정합이 주로 사용된다. 
  유사도 척도는 두 카메라로부터 얻은 좌우 영상의 한 점  에 대한 명
암도 와 변위도 에 대해 식 (2.2)와 같은 조건을 만족해야 한다. 
     (2.2)
여기서 와  는 화소 에 대한 좌영상과 우영상 좌표의 명암도 또는 
컬러값이다.
  유사도 척도의 가장 기본적인 형태는 제곱차(SD : Squared Difference), 절대
차(AD : Absolute Difference)와 같이 화소단위로 표현된다. 제곱차는 식 (2.3)이












그림 2.3. 스테레오 정합을 위한 유사도 계산과 깊이 정보
Fig. 2.3. Calculating similarity measure and depth map for stereo matching
- 14 -
  
  (2.3)  
                 (2.4)
  영역기반 정합은 주로 블록 또는 윈도우 단위에 적용된다. 이는 유사도 척도
가 그 이웃 화소의 정보를 포함하기 때문이다. 그러므로 제곱차와 절대차에 주
변 화소 정보를 포함한 제곱차합(SSD : Sum of Squared Difference)과 절대차합





       (2.5)
 
∈
       (2.6)
여기서 는 유사도를 구하려는 화소 를 포함한 윈도우 내의 주변 화소들이
고 는 영역 에 포함되는 화소이다. 
  정규화된 상호상관(NCC: Normalized Cross-Correlation)은 SAD와 더불어 널리 
쓰이는 유사도 척도이다. NCC를 이용하여 구한 화소 의 위치에서 변위 에 










         (2.7)
  NCC는 전역적인 밝기 변화를 보상할 수 있고 가우시안 잡음에 강인하다. 그
러나 변위 불연속 영역에서 변위가 흐려지고, 일정 범위를 벗어난 비정상적인 
화소값(outlier)이 존재하는 영역에서 큰 오차를 유발한다. 이는 NCC 뿐만 아니
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라 SAD 등 다른 윈도우 기반 기법들을 사용할 때 흔히 나타나는 문제들이다. 
이러한 문제를 해결하기 위해 영역의 평균값을 빼주는 ZSAD(Zero-mean Sum 
of Absolute Difference)와 ZNCC(Zero-mean Normalized Cross-Correlation)를 사
용한다. ZSAD와 ZNCC는 각각 식 (2.8)와 식 (2.9)와 같다.
 
∈



















                 (2.10)
여기서 는 화소 를 포함한 주변영역 의 화소수이다. ZSAD와 ZNCC는 
영역 에서 큰 오프셋(offset)이 발생했을 때 그에 대한 오차를 감소시킬 수 
있고, ZNCC는 영상에 이득(gain)차가 발생했을 때 그에 따른 차이를 보상해주
는 장점이 있다. 그러나 지역적인 밝기 변화에서 성능이 좋지 않고, 경계선 영
역이 흐려지는 문제점은 여전히 존재한다. 
2.2.2 최적화 방법
  스테레오 정합의 최적화 방법은 지역적 최적화 방법과 전역적 최적화 방법으
로 분류할 수 있다. 지역적 최적화 방법은 일정한 크기의 정합 윈도우 영역 내
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에서 유사도를 구하여 비교하는 지역적 WTA 방식이 대표적이다. 지역적 최적
화 방법은 질감이 높은 영역에서 정확한 변위를 구할 수 있으나 넓은 영역에 
걸쳐 질감이 없으면 정확한 변위를 구하기 어렵다. 이러한 점을 개선하기 위해 
적응적으로 윈도우의 크기와 형태를 결정하여 정합하는 방법이 소개되기도 하
였다. 전역적 최적화 방법은 변위도의 정확성을 높이기 위해 스테레오 정합의 
유일성, 연속성 등의 제약조건들을 포함한 에너지 모델을 정의하고, 영상 전체
의 에너지 함수를 최소화시키는 변위도를 구하는 방법이다.
  전역적 최적화 방법의 성능은 최적화 도구와 밀접한 관련이 있다. 그래서 동
적 계획법, 신경 회로망, 그래프 컷, 신뢰 확산법 및 유전 알고리즘 등을 이용
한 사례가 많이 있다. 전역적 최적화 방법에는 신뢰 확산법과 그래프 컷과 같
이 베이시안 추론을 적용하여 유도된 에너지 함수를 이용하는 방법과 유전 알
고리즘과 동적 계획법 등 정합 문제를 최소화 문제와 정규화 문제로 표현하여 
반복법으로 변위를 구하는 방법이 있다.
  전역적 최적화 방법은 지역적 최적화 방법에서 나타나는 정합 윈도우로 인한 
오정합이 발생하지 않고 비교적 정확한 변위도를 얻을 수 있다. 하지만 전역적 
최적화 방법 자체에 폐색 영역을 다루거나 추정할 수 있는 과정이 없으므로 별
도의 폐색 영역을 추정하는 알고리즘이 필요하다. 이 과정은 영상 전체에 걸쳐 
에너지를 최소화하는 과정과 더불어 변위 추정 단계에서 많은 계산량을 요구한
다. 
  전역적 최적화 방법에서 최적화하는 에너지 함수는 전체 변위도에 대한 유사
도 척도 에너지항과 변위 연속성 에너지항의 합으로 구성되며 식 (2.11)과 같
다.
 (2.11)
여기서 는 변위도이다. 와  는 각각 변위도 에 대해 계산
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되는 유사도 척도 에너지항과 변위 연속성 제약조건에 의한 에너지항이다. 전
역적 최적화 방법의 목표는 에너지 함수 를 최소로 만드는 변위도 를 
구하는 것이다. 
  신뢰 확산법은 2차원 그래프 모델에서 각 노드들이 이웃하는 노드들과 확률
적인 정보를 반복적으로 상호 교환하여 최적화된 상태를 추정하는 방법이다. 
한 화소에 할당된 변위가 그 화소의 변위가 될 확률은 그 변위가 이웃 화소들
의 변위가 될 확률들을 고려하여 결정한다. 현재 반복 횟수 에서 현재 화소 
의 변위가 일 때, 이웃 화소 와 상호 교환하는 확률 정보를 신뢰도 

 라고 하며 식 (2.12)와 같다.

 min  ∈
   (2.12)
여기서 는 변위 에 대한 유사도 척도 에너지항이고, 는 연
속성을 나타내는 에너지항이다. 이 때 주로 반복적인 확산을 이용하는데 확산
이 일어나면서 각 변위들의 확률이 다른 화소로 전달된다. 
  신뢰 확산법을 이용하는 스테레오 정합은 영상 전체의 화소를 이용하기 때문
에 폐색 영역에 대한 오정합이 낮은 편이다. 그러나 여러 단계에 걸쳐 반복적
으로 정합을 수행해야하고 모든 화소에 대해 주어진 변위 탐색 범위 내의 변위
들의 확률들을 모두 고려해야 하므로 계산 복잡도가 높고 메모리 점유율이 증
가하여 과부하(overhead)를 많이 발생시킨다. 그리고 무질감 영역에 있는 화소
들이 주변 화소에 영향을 받아 잘못된 정보를 전달하면 최종적으로 오정합이 
발생할 수 있다. 
  그래프 컷은 마르코프 렌덤 필드(MRF: Markov Random Field)와 그래프 이론
을 이용한 최적화 방법이다. 스테레오 영상의 모든 화소를 변위를 이용해 라벨
링(labeling)하여 화소들의 라벨, 즉 변위가 같은지 여부를 확률로 판별해 에너
지 함수를 최소화하는 라벨들을 연결하는 방식이다. 이 때 라벨이 다를 확률이 
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높은 화소는 끊어내어(cut) 해당 화소의 라벨은 다음 단계 처리에서 고려하지 
않는다. 그래프 컷으로 얻은 변위도의 특징은 경계 화소를 기준으로 변위가 달
라지기 때문에 일반적으로 영상 분할(segmentation) 기법과 함께 적용한다. 그
래프 컷을 이용한 방법은 경계선에서 변위의 정확도가 높으나 물체의 경계가 
아닌 단순한 에지 화소에서도 변위값을 다르게 구하기 쉽기 때문에 물체의 세
세한 부분에서 정합 성능이 좋지 않고, 경계 영역에서도 연속성 제약으로 인해 
뭉개지는 현상이 나타날 수 있다.
  동적 계획법은 최적화 문제에 많이 적용되는 방법이다. 동적 계획법은 이전
에 얻은 해를 반복적으로 참고하는 최적화 문제를 해결하는데 효율성이 입증된 
방법이다. 특히 변위의 유일성과 순서성 제약조건을 이용해 적은 계산량으로 
폐색 영역 추정을 동시에 할 수 있기 때문에 스테레오 정합에 많이 적용된다. 
그러나 동적 계획법은 탐색 방향과 어긋나는 경계선 영역에서 줄무늬 형태의 
스트리킹 현상이 발생하는 단점이 있다. 
2.3 환경 변화에 강인한 유사도 척도
2.3.1 특징 기반 유사도 척도
  특징 기반 스테레오 정합은 밝기 변화에 강인한 기하학적 특징을 정합요소로 
이용하는 방법이다[52-54]. 이러한 정합 요소는 특징점과 그 주변의 공간적 특
징을 서술하기 때문에 특징점에 대한 정확한 정합이 가능하다는 장점이 있다. 
최근에는 변위가 커지면서 각 카메라에 대해 기하학적인 왜곡이 발생한 기준선
이 긴 스테레오 시각에서 주로 특징 기반 기법을 사용한다. 특히 이와 같은 경
우 기존의 영역기반 정합으로는 유사도를 정확히 반영하기 어렵기 때문에 대응
점을 크기와 방향 성분을 가지는 벡터의 형태로 표현하는 지역 서술자(local 
descriptor)를 주로 사용한다[41-44]. 
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  지역 서술자는 영상의 크기 변화 또는 회전과 같은 기하학적인 변화에도 동
일한 영역에 대해 동일한 서술자를 생성하며, 지역적인 서술에 기반하고 있다
는 특성 때문에 시점의 변화가 발생한 영상 또는 가려짐이 발생한 영상에서도 
강인한 정합을 가능케 한다. 이런 장점을 이유로 지역 서술자는 패턴 인식
(pattern recogniton), 컴퓨터 시각, 컴퓨터 그래픽스 분야에서 폭넓게 활용되고 
있으며, 컴퓨터 시각의 세부 분야 중 물체 인식(object recognition), 영상 검색
(image retrieval) 및 스테레오 정합에 이용되고 있다. 스테레오 정합에 이용되
는 대표적인 지역 서술자는 SIFT, DAISY, SURF가 있다. 이들 중 Lowe에 의해 
제안된 SIFT가 크기, 회전 및 시점 변화와 같은 기하학적 변화에 대해서 다른 
서술자들에 비해서 성능이 상대적으로 안정된 것으로 알려져 있다. 
  SIFT는 영상에서 DoG(Difference of Gaussian) 필터를 이용하여 키포인트을 
찾아 그 점을 중심으로 ×영역에 대해 각각의 화소에 대해 기울기를 계산하
여 기울기의 방향, 즉 각도에 대한 히스토그램을 생성한다. 생성된 히스토그램
을 통해 방향 정규화 과정을 거쳐 단위 벡터를 계산한다. 기울기를 구했던 영
역을 ×크기의 부영상(sub-image) 블럭으로 분리하여 각 영역에 대해 기울기 
성분을 계산한다. 이와 같은 방법으로 ××크기의 SIFT 지역 서술자를 생성
된다. SIFT는 크기 변환에 대한 요소들을 포함하기 때문에 영상 피라미드를 만
든 후 각 계층마다 특징 벡터를 추출한다.
  지역 서술자를 이용한 방법은 영상의 회전, 크기변화 및 조명의 변화에 강인
하기 때문에 기준선이 긴 환경에서 좋은 성능을 보인다. 그러나 지역 서술자의 
차원이 100차원 이상이기 때문에 영상의 모든 화소에 대해 적용할 경우 기존의 
명암도 기반 스테레오 정합 기법에 비해 계산시간이 오래 걸리고, 검출된 특징
점에 대해서만 정합을 수행하므로 전체적으로 조밀한 변위도를 얻기 힘들다. 
2.3.2 명암도 기반 유사도 척도
 
  스테레오 영상의 밝기가 서로 다를 경우 명암도 기반의 스테레오 정합은 대
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응점의 유사도를 잘 반영하지 못한다. 이를 해결하기 위해 기존의 유사도 척도
에 공간 정보를 적용하거나 분포 확률이나 주변 화소와의 대소 비교를 통한 변
환 등 다양한 형태의 유사도 척도들이 소개되었다.
  BT(Birchfield and Tomasi)는 카메라 표본화에 강인한 유사도 척도이다. 이는 
대응점의 이웃 화소들과의 선형보간이 가장 큰 값에 대해 절대차로 표현된다. 
BT를 이용한 유사도 척도는 두 영상의 대응화소와 주변 화소와의 선형관계를 
각각 계산한 후 다른 영상의 대응 화소값에서 뺀 것 중 가장 작은 것을 택하여 
얻는다. 이는 식 (2.13)과 같다. 
min (2.13)
여기서 는 좌영상의 화소 와 대응되는 우영상의 화소의 주변 선형관계에 대
한 차이들 중 최대값을 의미하고, 는 우영상의 화소와 좌영상 화소 의 주변 
선형관계에 대한 차이들 중 최대값을 나타낸다. 이를 식으로 표현하면 각각 식 
(2.14)와 식 (2.15)와 같다.
max max min (2.14)
max max min (2.15)
와 를 얻기 위한 화소 의 극값 min와 max는 화소 의 주변 화소와
의 평균값을 이용하여 구한다. 이는 각각 식 (2.16)과 식 (2.17)과 같다. 
minmin     (2.16)
maxmax     (2.17)









  BT는 주변 화소와의 선형관계를 이용하므로 기존의 윈도우 기반의 유사도 
척도보다 계산량이 적고 잡음과 전체적인 밝기 변화에 강인한 성능을 보인다. 
그러나 정확하지 않은 이전 변위의 영향으로 변위도 전체의 정확도가 감소할 
수 있고, 밝기 변화의 폭이 크거나 지역적인 밝기 변화가 발생했을 때 성능이 
좋지 않다. 
  AWSM[34]는 기존의 NCC에 공간 정보를 적용한 유사도 척도이다. AWSM에
서 사용하는 공간 정보는 NCC를 적용하는 윈도우의 위치에 따른 가중치로 표
현된다. 현재 화소 점을 중심으로 하는 윈도우에 포함된 화소 점의 가중치는 






여기서 와 는 각각 공간적 거리와 명암도 또는 컬러값의 가중치에 대한 표













  AWSM은 화소의 명암도와 위치 정보를 혼합한 가중치를 사용하기 때문에 기
존의 상관도 기반 유사도 척도에 비해 밝기 변화에 강인한 성능을 보인다. 그
러나 윈도우의 영향으로 인한 경계선 영역에서 오정합이 발생한다.
  MI는 영상의 명암도 분포에 대한 결합확률을 이용하여 두 영상의 상호 정보
량을 계산한다. MI는 전역적인 변형이 발생한 영상에서 대응점을 찾는 문제에 
대해서 좋은 성능을 보이기 때문에 영상 정합, 스테레오 정합 등 다양한 컴퓨
터 비전 문제를 해결하기 위해 사용되었다. Viola와 Wells[35]은 자기공명영상
(MRI: Magnetic Resonance Image)과 컴퓨터 단층촬영(CT: Computed 
Tomography) 영상을 정합하는데 MI를 적용하였다. Egnal[36] 등은 지역적 정합 
윈도우를 이용하여 변위를 찾는데 MI를 적용했으나, 불연속하거나 질감이 적은 
영역에서 고정 크기의 윈도우가 갖는 문제를 해결하지 못했다. 이런 문제점을 
개선하기 위해 Kim 등[37]은 전역적 최적화 기법에 MI를 화소단위(pixel-wise)로 
근사화하는 방법을 제안하였다. 이들은 기존의 전체 영상에서 전역적으로 계산
되는 MI를 Taylor 급수전개와 Parzen 윈도우 추정(Parzen window estimation) 
기법을 이용하여 화소단위 MI의 합으로 근사화하였다. 그러나 MI는 대응점을 
찾을 때 명암도의 통계적인 특성만을 활용하고 화소들의 공간 정보는 활용하지 
않기 때문에 지역적인 밝기 변화가 발생할 경우 성능이 좋지 않다. 
2.3.3 비모수 유사도 척도
  Rank 변환과 Census 변환은 비모수(non-parametric) 특성을 가진다. Rank 변
환은 대응점과 그 주변 화소와의 관계를 순위로 변환하고 좌영상과 우영상의 
순위에 대한 차이를 유사도 계산에 사용하는 방법이다. Rank 변환은 명암도 분
포에 대해 직접 적용할 수 있으나, 주로 SAD나 NCC 등의 다른 유사도 척도에 
의한 결과에 적용하는 사례가 많다. Rank 변환은 데이터의 통계적 특성을 사용
하기 때문에 아웃라이어나 잡음으로 인해 최빈값이 발생할 경우 강인하고 전체
적인 명암도의 변화가 발생한 스테레오 영상에서 좋은 성능을 보인다. 그러나 
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대비가 급격히 축소된 영상이나 지역적인 밝기 변화에서는 성능이 좋지 않다. 
  Census 변환은 대응점과 그 주변 화소의 관계를 대소 비교를 통해 이진 비트
로 변환하고 유사도를 계산하는 방법이다. 이러한 과정을 통해 생성된 이진 비
트는 대응점 주변의 구조적 정보를 표현하는 특징이 있다. 그리고 정합 요소들
은 0또는 1의 값으로만 표현되기 때문에 화소값을 그대로 이용해서 유사도를 
계산할 때 발생하는 모호함을 방지할 수 있고 경계선 등 구조적인 특징이 있는 
영역의 유사도를 잘 반영하는 장점이 있다. 
  Rank 변환과 Census 변환은 아웃라이어나 잡음과 같은 요인에 강인하고 변
위가 급격히 변하는 영역에서 성능이 우수하다. 그러나 명암도의 상대적인 관
계만을 사용하기 때문에 정보를 낭비하게 되고, 잡음의 영향으로 중심화소가 
변하거나 지역적인 밝기 변화와 대비가 축소된 영상에 대해 성능이 좋지 않다. 
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제 3 장 엔트로피 및 Census 기반의 유사도 척도
  본 장에서는 엔트로피 및 Census 기반의 유사도 척도를 제안한다. 스테레오 
정합에서 대응점과 주변 화소의 관계를 공간적으로 표현하기 위해 Haar 웨이블
렛 특징 벡터와 Census 변환을 이용한 유사도 척도를 확률기반 유사도 척도인 
엔트로피에 결합하고자 한다. 엔트로피를 이용하는 기존의 확률 기반 유사도 
척도인 MI는 공간 정보를 활용하지 않기 때문에 경계선 영역의 유사도를 정확
히 반영하지 못하고 지역적으로 불균일한 밝기 변화가 발생했을 때 성능이 크
게 떨어진다. Haar 웨이블렛 특징 벡터는 대응점의 공간 정보를 주파수 개념으
로 표현하고, Census 변환은 대응점을 주변 화소와의 대소 관계로 표현하기 때
문에 밝기가 변한 환경에서도 공간적인 특징을 잘 표현할 수 있다. 제안한 유
사도 척도는 이러한 공간 정보들을 엔트로피 유사도 척도와 결합하여 두 영상
의 환경 조건이 달라도 대응점의 유사도를 정확히 반영할 수 있다. 
  제안한 유사도 척도는 Haar 웨이블렛 특징 벡터와 엔트로피를 결합한 유사도 
척도 및 Census 변환을 이용한 유사도 척도로 구성된다. 이 중 Haar 웨이블렛 
특징 벡터와 결합한 엔트로피 유사도는 최초 변위도에 대한 확률 분포를 이용
하여 화소 단위 엔트로피 유사도를 추정한 후 Haar 웨이블렛 필터 응답을 기반
으로 얻은 특징 벡터 유사도와 곱하여 얻는다. Census 변환은 지역적으로 불균
일한 밝기 변화에도 좋은 성능을 보이도록 변형하여 유사도를 얻고, Haar 웨이
블렛 특징 벡터와 결합한 엔트로피 유사도와 가중합한다. 제안한 유사도 척도
를 계산하는 과정은 그림 3.1과 같다. 화소 단위 엔트로피 유사도는 주어진 최
초 변위도에 대한 스테레오 영상의 명암도 분포를 기반으로 추정한다. 이 때 
최초 변위도는 무작위로 생성할 수 있다. 화소 단위 엔트로피 유사도를 계산한 
후 모든 화소에 대해 Haar 웨이블렛 특징 벡터를 추출하여 유사도를 구한다. 
그리고 변형된 Census 변환에 대한 유사도를 계산하여 다른 유사도 척도들과 
결합함으로써 제안한 유사도 척도를 얻는다. 
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Acquire stereo image pair





Compute joint probability 
corresponding to the initial disparity map
Compute similarity
about Haar wavelet feature vector
Compute similarity
about modified Census transform
Combine three similarities
as proposed similarity measure
그림 3.1. 제안한 유사도 척도의 계산 순서
Fig. 3.1. A flowgraph of computing proposed similarity measure
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3.1 엔트로피 기반의 유사도 척도
3.1.1 엔트로피
  어떤 사건 의 발생확률이 일 때 해당 사건의 정보량(information 
content)은 식 (3.1)과 같다[55].
 log (3.1)
  이산확률변수 의 각 사건에 대한 정보량을 발생확률에 따라 가중 평균한 






 정보량의 경우 두 사건 와 가 동시에 발생할 확률과 독립적으로 발생할 확




여기서 는 사건 와 에 대한 결합확률이다.
  엔트로피에 대한 상호정보량은 식 (3.3)의 정보량에 대한 상호정보량을 동시
발생 사건의 확률을 곱한 평균값으로, 평균 상호정보량이라고 한다. 평균 상호

























식 (3.5)의 우변의 항들은 식 (3.2)를 이용해 엔트로피로 나타낼 수 있다. 각 항
을 순서대로 엔트로피로 나타내면 식 (3.6)과 같다.
 (3.6)
여기서 와 는 각각 확률변수 와 에 대한 엔트로피이고, 
는 확률변수 와 에 대한 결합 엔트로피이다. 
3.1.2 엔트로피를 이용한 MI 유사도 척도
  스테레오 정합에서 평균 상호정보량(이하 MI)을 이용한 유사도 척도는 좌영
상 과 변위도 에 의해 화소들의 좌표가 변형된 의 명암도 분포에 대한 
에너지 함수로 표현된다. 이는 식 (3.7)과 같다.
 
     
(3.7)
여기서 MI의 부호가 반대인 이유는 평균 상호정보량이 최대일 때 에너지가 최
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소가 되어야하기 때문이다. 는 영상 의 엔트로피이고  는 주어진 
변위도 에 대한 전체 스테레오 영상 과 의 엔트로피이다. 명암도 범위 
max 에 대한 두 엔트로피는 각각 식(3.8)과 식(3.9)와 같다.
    

max
log          (3.8)






 log   (3.9)
는 명암도 의 주변확률(marginal probability)이다. 결합확률  은 
좌영상 화소의 명암도 과 주어진 변위도 에 대해 와핑(warping)된 우영상 
화소의 명암도 간의 결합확률을 의미한다. 
3.2 제안한 Haar 웨이블렛 특징을 결합한 엔트로피 유사도 척도
3.2.1 화소 단위 엔트로피
  MI를 이용한 유사도 척도는 좌영상과 우영상의 명암도쌍에 대한 도수를 구하
고 전체 화소수에 대한 비율을 얻은 후 엔트로피를 계산한다. 이는 계산과정에
서 많은 시간을 소요하기 때문에 제안한 방법은 화소 단위로 엔트로피를 추정
하는 방법을 사용하였다[34]. 
  두 영상의 MI는 식 (3.7)을 이용해 구할 수 있다. 식 (3.7)에서 좌영상의 주변
엔트로피 와 우영상의 주변엔트로피 는 두 영상의 시차가 크지 않다
는 전제하에 변위도 의 영향을 거의 받지 않는 일정한 상수를 갖는다고 볼 
수 있다. 따라서 좌영상과 우영상에 대한 주변 엔트로피를 제외한 유사도 척도 
 는 식 (3.10)과 같이 두 영상과 변위도에 대한 결합엔트로피로 표
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현할 수 있다.
       (3.10)
  엔트로피  는 식 (3.9)와 같이 좌영상과 우영상의 명암도 쌍에 대한 
결합확률을 구하여 얻을 수 있다. 여기서 결합확률  은 좌영상 화소의 
명암도 과 주어진 변위도에 대해 와핑된 우영상 화소의 명암도 간의 대응
하는 화소들의 수를 카운트하여 계산한다. 예를 들어 현재 좌영상의 화소 의 
명암도가 이고 이 화소의 변위 만큼 이동한 우영상의 화소 위치의 명암
도가 110일 경우, 명암도쌍  의 도수가 1만큼 증가한다. 이와 
같은 과정을 전체 영상의 모든 화소에 대해 수행하여 얻은 명암도쌍 의 
결합확률은 식(3.11)과 같다.




     (3.11)
여기서 연산자 ·는 괄호안의 조건, 즉 주어진 명암도쌍이 좌영상과 우영상
의 명암도쌍과 일치할 경우 1을, 아닐 경우 0을 갖는다. 는 스테레오 영상의 
총 대응화소수이다.
  엔트로피   는 변위도 가 변할 때마다 전체 영상에 대해 계산해야 
하므로 계산복잡도가 높다. 이는 화소단위로 엔트로피를 추정하는 방법을 통해 
해결할 수 있다. 스테레오 영상의 엔트로피는 식 (3.12)와 같이 영상의 각 화소





여기서 는 좌영상의 화소 의 변위이다. 엔트로피를 유사도 척도로 사용
한다면 화소 의 화소단위 에너지 비용 는 식(3.13)과 같이 화소 의 화
소단위 엔트로피로 표현할 수 있다.
     (3.13)
여기서  는 화소단위 엔트로피이고 이전 반복순번에서 얻은 
변위도 에 대한 확률분포를 기초로 Taylor 급수 전개와 Parzen 추정 기법을 
이용하여 추정할 수 있으며 식(3.14)와 같다.
     
  
 log      ∗    ∗    
(3.14)
여기서     는 중심을     에 둔 2차원 가우시안 함
수이고 는 이전 반복순번에서 얻은 변위도 를 이용하여 
얻은 확률분포를 토대로 계산한 현재 할당된 변위 에 대한 결합확률이다. 그
리고 ∗은 컨볼루션 연산자이다. 
  앞에서 설명한 스테레오 영상의 엔트로피는 좌영상의 명암도 범위와 우영상
의 명암도 범위를 축으로 하는 명암도 평면에서 표현할 수 있다. 조명 조건 등 
환경 조건이 동일하고 시차가 없는 영상 두 개에 대한 결합확률분포는 명암도 
평면에서 대각선 방향으로 일직선으로 나타날 수 있다. 그리고 시차가 발생한 
스테레오 영상에서 각 화소의 변위가 정확할 경우 이상적인 일직선은 아니더라
도 대각선 방향으로 분포가 집중된다. 변위도에 따라 변하는 스테레오 영상의 
결합확률분포의 예는 그림 3.2와 같다. 그림 상단의 스테레오 영상에 서로 다른 
변위도 와 에 대해 얻을 수 있는 확률분포는 각각 과










         
그림 3.2. 두 변위도 와 에 대한 스테레오 영상의 결합확률분포
(과 은 Middlebury Stereo Vision Lab에서 공개)
Fig. 3.2. Joint probability distribution of stereo image pair corresponding to 
two disparity maps,  and 
(Image courtesy of  and  Middlebury Stereo Vision Lab) 
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어진다. 에 대한 스테레오 영상의 명암도 분포 는 그림 3.2의 좌
측하단과 같이 퍼져있는 분포 특성을 갖는다. 이러한 분포에서 엔트로피는 높
게 계산된다. 에 대해 얻은 명암도 분포 는 대각선 방향으로 분포
가 집중되어 있어 낮은 엔트로피로 나타난다. 따라서 주어진 변위도의 정확도
에 따라 스테레오 영상의 명암도 분포의 형태가 달라짐을 알 수 있다. 
  제안한 방법의 화소단위 엔트로피 유사도 척도는 스테레오 영상과 변위도가 
주어졌을 때 화소 단위 결합확률과 엔트로피를 이용하여 계산되며 그림 3.3과 
같다. 좌영상과 변위도 에 의해 와핑된 우영상의 명암도쌍에 대한 분포를 구
하고 식 (3.14)와 같이 가우시안 커널의 컨볼루션 연산을 통해 결합확률을 추정
하여 엔트로피를 계산한다. 이 때 주어진 변위도 의 정확도가 떨어질수록 그
림 3.2의 와 같이 전체적으로 고르게 분포된 형태를 띈다. 
  기존의 MI는 조명 자체가 변하거나 지역적으로 밝기가 변한 환경에서 좋은 
성능을 보이지 못한다. 그 이유는 MI는 전역적 변화가 발생했다는 전제로 결합
확률밀도함수를 이용해서 대응점들을 찾기 때문이다. 카메라의 노출 시간의 변
화로 인해 발생할 수 있는 전역적인 변화의 경우, 기존의 MI 기반의 비용 함수
를 적용하면 비교적 정확한 변위도를 만들어낸다. 전역적인 변화가 발생한 경
우, 동일한 결합확률에 대해 비선형적인 변화가 두 이미지 전역에 걸쳐 존재하
기 때문이다.
  지역적인 밝기 변화가 발생했을 때, 기존의 MI 기반 방법으로는 좋은 결과를 
얻을 수 없다. 이러한 경우, 결합확률이 매우 고르게 퍼져서 분포하기 때문에 
입력 스테레오 영상들의 전역적인 관계를 정확히 찾을 수 없다. 전역적인 밝기 
변화가 발생한 Aloe 영상과 MI의 변위도는 그림 3.4와 같다. 카메라 노출 시간
을 달리하여 얻은 좌영상과 우영상에 대해 기존의 MI를 이용하여 얻은 변위도
가 그림 3.4의 (c)이다. 카메라 노출의 차이는 획득하는 영상의 전역적인 명암
도의 변화를 의미한다. 이는 전 영역에 걸쳐서 화소별로 증가 혹은 감소하는 
명암도가 거의 일정하다고 볼 수 있다. 이런 경우엔 그림 3.4의 (c)처럼 시각적












그림 3.3. 화소단위 결합확률과 엔트로피 계산 과정
(과 은 Middlebury Stereo Vision Lab에서 공개)
Fig. 3.3. Calculation process of a pixel-wise joint probability and entropy
(Image courtesy of  and  Middlebury Stereo Vision Lab) 
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(a)                       (b)                      (c)
그림 3.4. 카메라 노출 정도가 다른 Aloe 영상과 MI의 변위도
(a) 좌영상  (b) 우영상 (c) MI의 변위도
((a)와 (b)는 Middlebury Stereo Vision Lab에서 공개 )
Fig. 3.4. Image pair of Aloe with different camera exposure
and disparity map of MI
(a) left image  (b) right image  (c) disparity map of MI
(Image courtesy of (a) and (b) Middlebury Stereo Vision Lab) 
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  지역적인 밝기 변화가 발생한 Aloe 영상과 MI의 변위도는 그림3.5와 같다. 두 
영상은 밝기의 차이가 약간 발생한 듯 보이나 자세히 관찰해보면 조명의 컬러
가 다르고, 조명이 비추는 방향도 달라서 그림자가 우영상 중앙 벽에 위치해 
있다. 이러한 경우 두 영상의 컬러 채널별 대비의 폭이 다르고 그림자의 영향 
등 지역적인 명암도의 변형이 발생한 것이다. 명암도나  컬러를 기반으로 대응
점을 찾는 기존의 유사도 척도를 이용하면 그림 3.5의 (c)처럼 오정합이 많이 
발생한다.
3.2.2 Haar 웨이블렛 특징을 결합한 엔트로피
  기존의 MI 유사도 척도는 지역적인 밝기의 변화가 발생했을 때 성능이 크게 
떨어진다. 이는 결합확률분포의 형태가 지역적으로 불균일하게 밝기가 변한 경
우 두 영상의 두 영상의 명암도 분포의 관계성이 모호해진다. 그리고 MI는 화
소들의 공간 정보를 활용하지 않고 명암도쌍의 분포 특성만을 이용하기 때문에 
주어진 변위도 가 정확하지 않으면 명암도 평면에 골고루 퍼져 있는 결합확
률을 얻게 되고, 엔트로피는 큰 값으로 계산된다. 이러한 문제점들은 주어진 영
역의 공간적 특성을 반영할 수 있고 밝기 변화에 강인한 공간 정보를 이용하여 
해결할 수 있다. 
  제안한 유사도 척도는 Haar 웨이블렛 필터를 이용하여 공간 정보를 얻는다. 
대응점의 공간 정보는 대응점 중심의 윈도우 영역에 대해 Haar 웨이블렛 필터
를 통과시켜 각 화소의 특징을 표현하는 4차원의 Haar 웨이블렛 응답 벡터를 
얻고 주변 화소에 대해 대표성을 부여하여 정해진 크기의 특징 벡터를 얻을 수 
있다. Haar 웨이블렛 특징 벡터를 얻는 과정은 그림 3.6과 같다. 특징 벡터를 
얻기 위해 현재 화소 를 중심으로 ×크기의 윈도우를 형성한다. 여기에 
× 크기의 Haar 웨이블렛 필터를 통과시켜 × 윈도우의 각 화소에 대해 
4차원 Haar 웨이블렛 응답을 얻는다. × 영역에 대한 대표성을 부여한다. 
이 때 대표성을 부여하는 화소의 갯수 개에 대해 전체 벡터의 크기는 ×개
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(a)                       (b)                      (c)
그림 3.5. 조명의 변화가 발생한 Aloe 영상과 MI의 변위도
(a) 좌영상  (b) 우영상  (c) MI의 변위도
((a)와 (b)는 Middlebury Stereo Vision Lab에서 공개 )
Fig. 3.5. Image pair of Aloe with illumination change and disparity map of MI
(a) left image  (b) right image (c) disparity map of MI
(Image courtesy of (a) and (b) Middlebury Stereo Vision Lab) 
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Arbitrary pixel 
Process × size Haar wavelet filter
 and  on × size window
Start
End
Create × size window
centered at pixel 
Compute 4-dimensional Haar wavelet 
response vector
Give the representative nature for  
in × size window
Generate (×)-dimensional feature vector
그림 3.6. 임의의 화소 에서 제안한 Haar 웨이블렛 특징 벡터를 
생성하는 순서
Fig. 3.6. A progress of generating proposed Haar wavelet feature vector 
at arbitrary pixel 
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로 얻을 수 있다. 
  Haar 웨이블렛 응답 영상을 얻는데 사용하는 × 크기의 근사화된 Haar 웨
이블렛 필터의 예는 그림 3.7과 같다. 방향의 응답을 얻기 위해 를 사용하
고, 방향의 응답을 얻기 위해 를 사용한다. 를 통해 얻는 응답 는 
방향으로 변하는 명암도 변화량의 총합으로, 정해진 영역의 방향에 대한 명암
도의 증가 혹은 감소의 정도를 의미한다. 는 방향으로 명암도 변화의 
발생 여부를 표현하며 고주파 성분이 포함되면 큰 값을 갖는다. 방향에 대한 
의 응답 또한 동일한 특성을 갖는다. 이런 과정을 거쳐 식 (3.15)와 같은 4차
원의 Haar 웨이블렛 응답 벡터 를 얻는다. 
    (3.15)
  Haar 웨이블렛 응답 벡터는 식 (3.15)의 4개의 성분으로 지역의 명암도 분포
에 대한 주파수의 방향과 특성을 표현할 수 있다. 실제로 다양한 명암도 형태
에 대한 Haar 웨이블렛 응답의 변화는 그림 3.8과 같다. 질감이 없는 이상적으
로 평탄한 영역에서의 필터 응답은 그림 3.7의 (a)와 같이 특징 벡터의 성분 4
개의 크기가 작다. 동일한 패턴이 반복적으로 나타나는 그림 3.7의 (b)의 경우 
경계선 방향의 절대값 성분이 최대치를 갖고 나머지 성분은 0에 가까운 값을 
갖는다. 마지막으로 명암도가 선형으로 변하는 그림 3.7의 (c)와 같은 경우 명
암도가 변하는 방향의 성분 두개는 최대값을 갖고 나머지 값은 0이다. Haar 웨
이블렛 응답은 지역의 명암도가 어느 방향으로 어떻게 변하는지 주파수 개념으
로 서술할 수 있는 장점을 지니고 있다. 그리고 Haar 웨이블렛 응답은 실제 조
명치의 추정 오차에 불변한 성질을 갖는다. 대비의 변화에 대해 불변한 특성을 
지니고 있기 때문에 영상의 이득(gain)의 변화에 강인하다. 
  위에서 얻어진 4차원 벡터들에 대해 대표성을 부여하여 특징 벡터의 변별력
을 높일 수 있다. 화소 를 중심으로 하는 × 크기의 윈도우 영역에 대해 
- 39 -
 
(a)                             (b)
그림 3.7. 근사화된 Haar 웨이블렛 필터의 예 (× 크기)
(a)  (b) 
Fig. 3.7. An example of approximated Haar wavelet filter (× size)
(a)  (b) 
                    (a)                 (b)                (c)
그림 3.8. 3가지 명암도 패턴에 대한 Haar 웨이블렛 응답의 특성
(a) 균일 영역 (DC) 
(b) 방향으로 주파수들이 존재하는 영역 
(c) 방향으로 명암도가 점진적으로 변하는 영역
Fig. 3.8. Properties of Haar wavelet response about 3 intensity patterns
(a) homogeneous region (DC) 
(b) region in presense of frequencies in  direction 
 (c) region in increasing intensity gradually in  direction
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대표성을 부여하는 예는 그림 3.9와 같다. 특징 벡터 서술의 중심이 되는 화소 
를 기준으로 정의된 방향성을 계산하는 (a)의 형태나, (b)처럼 정해진 위치에
서 벡터들의 평균을 계산하는 방법을 선택할 수 있다.  주변 화소와의 거리에 
대한 가중치를 두기 위해 (c)와 같은 형태를 취할 수 있다. 이 때 를 중심으로  
반경 는 7이 된다. 그리고 (d)와 같이 윈도우 영역의 정해진 위치에서 가중합
을 구하여 특징 벡터를 구성할 수 있다. 이와 같은 경우 특징 벡터의 크기는 
대표성을 띄는 9개의 화소가 4차원의 응답 벡터를 가지므로 36차원이 된다. 





여기서, 와 는 각각 좌영상의 화소 위치 와 우영상의 화소 위
치 에서 얻은 Haar 웨이블렛 특징 벡터이고 는 화소 에 할당된 변
위이다. 는 의 최대치를 1로 정해주는 상수로써 스테레오 영상 정
합 과정에서 계산된 Haar 웨이블렛 특징 벡터의 최대차이다. 
  제안한 Haar 웨이블렛 특징 벡터는 기존의 지역 서술자들에 비해 빠른 특징 
추출 및 벡터 형성이 가능하다. 특징을 얻는 단계에서 Haar 웨이블렛 필터를 
사용하기 때문에 영역의 명암도 분포를 주파수 형태로 표현할 수 있다. 이는 
명암도 변화량 및 변하는 방향에 대한 표현력이 우수하고 지역적인 조명 특성
에 강인하기 때문에 엔트로피와 결합하면 오정합을 줄일 수 있다.  
  앞에서 언급한 Haar 웨이블렛 특징 벡터를 이용하여, 제안한 방법은 엔트로
피에 구조 정보를 결합한 형태의 유사도 척도를 구성한다. 화소 단위 유사도 
척도는 화소 단위 엔트로피와 Haar 웨이블렛 특징 벡터가 결합된 항과 Census 
변환을 이용하여 계산한 유사도 항의 합으로 표현된다. 현재 화소 에서 변위 
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
        

(a)                              (b)
            
         









 (c)                              (d)
그림 3.9. 4가지 Haar 웨이블렛 특징 벡터의 형태
(a) 방향성 벡터 (b) 평균 벡터 (c) 가중합 벡터 (d) 고차원 벡터
Fig. 3.9. 4 patterns of Haar wavelet feature vector
(a) direction vector (b) mean value vector
(c) weighted sum vector (d) high dimension vector
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에 대해 계산된 화소 단위 유사도 척도는 식(3.17)과 같다.
  (3.17)
여기서 는 화소 에 할당된 변위 에 의해 계산되는 엔트로피 유사
도 와 Haar 웨이블렛 특징 벡터를 이용한 유사도항 가 
결합된 형태이다. 그리고  는 다음 절에 설명할 Census 변환을 이용
한 유사도 척도이다. 화소 단위 엔트로피 은 식(3.18)과 같다.
  (3.18)
  제안한 Haar 웨이블렛 특징 벡터를 결합한 엔트로피 유사도 척도는 엔트로피 
유사도 척도와 Haar 웨이블렛 특징 벡터 유사도 척도를 곱한 형태이다. 밝기의 
변화가 전역적으로 발생한 스테레오 영상에 대한 명암도 쌍의 확률분포는 선형
적으로 나타나기 때문에 엔트로피 유사도 척도가 좋은 성능을 보이지만 지역적
인 밝기 변화가 발생한 스테레오 영상에서 엔트로피 유사도 척도는 높은 값으
로 계산되어 변위도의 정확도가 떨어진다. 이는 두 영상의 명암도 분포가 비선
형 형태로 나타나기 때문이다. 이와 같이 확률 분포만으로는 대응성을 정확히 
판별할 수 없는 환경에서 밝기 변화에 강인한 공간 정보를 식 (3.16)과 같은 형
태로 엔트로피에 곱해줌으로써 높은 엔트로피 유사도를 보정하고 엔트로피가 
보전하지 못하는 경계선 영역을 명확히 보전한다. 공간 정보를 포함한 엔트로
피 유사도 척도는 식(3.19)로 나타낼 수 있다.
         (3.19)
유사도 척도 는 Haar 웨이블렛 특징 벡터 유사도 척도인 와 
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엔트로피 유사도 척도인 를 곱하여 얻는다. 
  제안한 유사도 척도에서 Haar 웨이블렛 특징 벡터와 엔트로피의 역할은 그림 
3.10과 같다. 조명이 다른 Moebius 영상에 대해 기존의 엔트로피 유사도 척도로 
정합한 결과는 밑의 변위도와 같다. 위의 변위도는 Haar 웨이블렛 특징 벡터를 
이용하여 정합한 결과이다. Haar 웨이블렛 특징 벡터는 앞서 언급한 특성으로 
인해 조명이 다른 조건에서 엔트로피보다 좋은 성능을 보인다. 이러한 특성을 
엔트로피 유사도에 결합함으로써 오른쪽 변위도와 같은 양호한 결과를 얻을 수 
있다. 지역적인 밝기 변화로 인해 엔트로피 유사도가 커졌을 때 밝기 변화에도 
유사도를 잘 반영하는 지역 특징 벡터의 유사도를 결합하여 대응점이라 판단되
면 엔트로피 유사도를 감소시켜 정확한 정합을 유도할 수 있다. 따라서 Haar 
웨이블렛 특징 벡터를 이용한 유사도는 오정합을 많이 발생한 엔트로피의 유사
도를 보정해주는 역할을 한다. 
  Haar 웨이블렛 특징 벡터를 결합한 엔트로피 유사도 척도는 기존의 MI에 비
해 최종 변위도를 얻는데 걸리는 수렴 횟수를 감소시킨다. 이런 효과를 보이기 
위한 수렴 곡선의 예는 그림 3.11과 같다. 그래프에서 사각형을 포함한 곡선은 
기존의 MI의 오정합 화소 비율이고, 마름모를 포함한 곡선은 제안한 Haar 웨이
블렛 특징 벡터 결합 엔트로피 유사도 척도의 오정합 화소 비율이다. 변위는 
명시한 유사도 척도만을 사용하여 얻었고 반복횟수별로 오정합 화소 비율을 계
산하여 표시하였다. 사용한 영상은 Aloe와 Cloth4 영상이고 각각 그림 3.11의 
(a)와 (b)이다. 두 영상의 조명이 다른 경우 Aloe의 경우 그림 3.11의 (a)와 같이 
제안한 유사도 척도는 공간 정보를 이용하여 기존의 MI보다 오정합 화소 비율
을 낮췄고, Aloe 영상에서 제안한 유사도 척도의 수렴 횟수는 약 5회였고 기존
의 MI는 8회 반복해도 수렴하지 못했다. 이는 Cloth4 영상에서도 유사하게 나타
났으며, 제안한 유사도 척도의 수렴 횟수는 4회였다.
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그림 3.10. Moebius 영상에 대한 엔트로피와 Haar 웨이블렛 특징 벡터의 
변위도
(과 은 Middlebury Stereo Vision Lab에서 공개)
Fig. 3.10. Disparity maps of entropy and Haar wavelet feature vector
about Moebius image pair




그림 3.11. 조명이 다른 환경에서 MI와 Haar 웨이블렛 특징 벡터를 결합한 
엔트로피 유사도 척도의 오차율 수렴 속도 비교를 위한 수렴 곡선 그래프
(a) Aloe (b) Cloth4
Fig. 3.11. Convergence curve graphs for comparison of error rate 
convergence velocity of similarity measure MI and entropy combined with 
Haar wavelet feature vector
(a) Aloe (b) Cloth4
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3.3 제안한 Census 변환 기반의 유사도 척도
3.3.1 Census 변환
  Census 변환은 화소의 명암도에 대한 대소 관계를 이용하여 이진 비트로 변
환하고, 유사도는 이진 비트간의 비트 연산으로 얻는다. Census 변환의 특징은 
화소값을 그대로 사용하지 않고 특정 기준에 대한 해당 화소의 대소 관계를 이
용하여 표현하기 때문에 명암도를 그대로 사용했을 때 발생하는 모호함을 해결
해 줄 수 있고, 대응점 주변의 구조 정보를 표현할 수 있기 때문에 경계선 영
역 등에서 좋은 성능을 보인다. 
  스테레오 정합에서 Census 변환은 좌영상과 우영상에 대해 각각 적용된다. 
각 영상에서 대응점과 그 주변 화소의 대소 관계를 이진 비트로 변환하여 유사
도를 계산할 수 있다. 스테레오 정합에서 Census 변환을 이용하여 유사도를 계
산하는 과정의 예는 그림 3.12와 같다. 대응점을 중심으로 그림과 같이 ×크
기의 윈도우를 형성하여 기준 화소 자신을 제외한 대소 관계를 나타내는 8비트 
길이의 이진 비트를 좌영상과 우영상에서 각각 생성한다. 이 때 기준이 되는 
중심화소의 값보다 크면 1을 할당하고, 그렇지 않으면 0을 할당한다. 이렇게 얻
은 비트들을 순서대로 나열한 비트열이 중심 화소의 Census 변환이다. 그림 
3.12와 같이 좌우영상의 대소관계가 동일하다면 각각의 이진 비트는 11100000
이 된다. 이렇게 얻은 이진 비트에 이진 비트에 배타적 논리합(XOR) 연산을 통
해 해밍거리를 계산하여 두 대응점 간의 유사도를 얻을 수 있다.
  현재 화소 를 포함하는 주변 화소의 집합을 라 하고 가 점 에서의 
명암도일 때, 주변 화소를 이용한 화소 의 Census 변환 결과인 이진 비트는  












그림 3.12. Census 변환을 이용한 유사도 계산의 예
Fig. 3.12. An example of computing similarity using Census transform
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여기서 와 에 포함된 를 비교하여 비트열을 만들어내는 연속연산자
(concatenation operation)인 ⊗를 사용한다. 그리고 임의의 두 명암도 와 에 
대한 비교 함수 는 식(3.21)과 같다.
    ≤    (3.21)
여기서 비교 함수의 값을 결정하는 대소관계는 반대로 설정되어도 무관하다.
  위 과정을 거쳐서 얻어진 대응점의 이진 비트열 는 지역의 구조적 특징
을 나타낸다. 그러나 Census 변환시 중심화소의 역할이 절대적이기 때문에 중
심화소가 큰 잡음의 영향을 받으면 오정합이 발생하고, 중심화소와 주변화소의 
명암도가 같을 경우 명확히 변환할 수 없다는 문제점을 가지고 있다. 이러한 
문제점은 Census 변환시 중심화소와 주변화소들과의 평균값을 계산하여 중심화
소값 대신 비교할 때 사용하면 개선시킬 수 있다. 그러나 평균값을 취해도 주
변 화소값이 평균과 동일해지는 경우가 발생하므로 적당한 오프셋을 설정하여 
평균값에 더한 후 비교하는 방법을 사용한다. × 영역에 대해, 중심화소 







⊗  (3.22)   
여기서, 는 영역의 평균값이고 는 오프셋이다. 
  평균 Census 변환은 중심 화소가 잡음의 영향을 받아도 영역의 평균값을 기
준으로 주변 화소와 비교하는 연산을 수행하기 때문에 비교적 강인하다. 하지
만 지역적인 밝기 변화가 있는 영상에 적용했을 때 결과는 좋지 않다. 
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3.3.2 제안한 Census 변환을 이용한 유사도 척도
  제안한 방법은 지역적인 밝기 변화가 발생한 스테레오 영상에서도 무질감 영
역에 대해 오정합을 줄이고 물체의 경계선을 보전할 수 있도록 변형된 Census 
변환을 이용한다. 기존 Census 변환과 다른 점은 변환 대상 영역을 중심화소를 
공유하는 4개의 영역으로 나누고 각각의 영역의 변량과 평균을 구하여 변량이 
가장 작은 영역의 평균을 변환 대상 영역의 평균으로 사용하고 이진 비트 생성
시 중심화소도 포함하는 점이다. 영역별 변량과 평균을 이용함으로써 지역적으
로 명암도 변화량이 일정하지 않을 때나 잡음 등으로 인해 중심 화소값의 왜곡
이 발생했을 때 이진 비트열이 변하는 단점을 보완하고, 이진 비트열 생성시 
중심화소도 포함시킴으로써 대응점의 직접적인 정보가 배제된 기존의 방법보다 
구조 정보를 더 상세히 표현할 수 있고 평탄한 영역에서 좋은 성능을 보인다. 




여기서 는 화소 의 명암도이고, 은 분산을 구하는 영역의 총화소수이다.
  제안한 Census 변환은 명암도 분산과 평균을 각각의 영역에 대해 구하고 가
장 적은 분산을 가지는 영역의 평균을 이진 비트열 생성의 기준으로 사용한다. 
변형된 Census 변환의 예는 그림 3.13와 같다. 좌영상에서 분산이 1206으로 가
장 적은 세번째 영역의 평균인 115를 기준값으로 정하고 주어진 ×영역에 대
해 Census 변환을 수행한다. 이 때 중심 화소의 값이 어떠한 요인으로 150까지 
변했을 경우, 평균 Census 변환에 의한 결과는 001001111에서 011101111로 변
하지만 제안한 변형된 Census 변환의 이진 비트는 변하지 않는다. 우영상의 영
역은 본래 좌영상과 명암도 분포가 같은 영역이지만 표시된 부분의 화소값이 
지역적으로 변하였다. 이런 경우 명암도의 대소 관계가 변하기 때문에 기존의 
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left image
V=2606, E=145 V=2450, E=109
V=1206, E=115 V=4734, E=79
V=3542, E=139 V=2225, E=95














그림 3.13. 변형된 Census 변환을 이용한 유사도 계산의 예
Fig. 3.13. An example of computing similarity using modified Census transform
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Census 변환은 좌영상과 우영상에 대해 서로 다른 이진 비트를 생성한다. 반면 
제안한 Census 변환은 이러한 변화에도 좌영상과 동일한 이진 비트를 생성할 
수 있다. 
  좌영상과 우영상에서 각각 변환된 비트열들의 유사도를 계산하기 위한 해밍
거리는 식(3.25)와 같다. 해밍거리는 두 비트열 과 의 배타적 논
리합을 계산하여 얻는다.
    (3.25)
여기서 는 좌영상 화소 의 비트열이고, 는 변위 만큼 떨어진 
우영상 화소의 비트열이다. 배타적 논리합을 이용한 Census 변환 유사도 척도
는 식 (3.26)과 같이 강건 함수(robust function)를 이용하여 계산한다.
    (3.26)






여기서 는 를 [0,1] 범위에서 변하게 하는 상수이다.
  Census 변환을 통한 정합 성능 향상 효과의 예는 그림 3.14와 같다. Haar 웨
이블렛 특징이 결합된 엔트로피 유사도 척도는 기존의 엔트로피가 가지지 못하
는 구조 정보를 포함하고 있으나 지역적인 밝기 변화가 발생한 경우에는 결합
된 구조 정보는 엔트로피의 오정합을 보정하는 용도로 사용된다. 그래서 공간
정보를 포함하는 Census 변환을 유사도로 결함함으로써 그림 3.14와 같이 무질
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감 영역과 변위 불연속 영역에서 정확한 정합이 가능하다. 
  제안한 화소단위 유사도 척도는 Haar 웨이블렛 특징 벡터, 엔트로피, 그리고 
변형된 Census 변환 유사도 척도를 화소단위로 결합한 식 (3.28)과 같다. 
       (3.28)
disparity map of similarity 
measure combined with 




dispairty map of proposed 
similarity measure
그림 3.14. 변형된 Census 변환의 효과
Fig. 3.14. Effect of modified Census transform
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제 4 장 8방향 동적 계획법을 이용한 변위 추정
  본 장에서는 동적 계획법을 8방향으로 적용하여 변위를 추정하는 최적화 방
법을 제안한다. 제안한 최적화 방법은 8방향에 대해 최소 누적 에너지를 구하
고 이들을 통합한 에너지에 대해 최적화를 수행하여 각 경로에 분포된 변위들
을 추정한다. 이는 한 화소의 변위를 구하기 위해 여러 방향으로 최적화를 수
행하므로 스트리킹 현상의 완화 및 경계선 주변에서 일정하게 분포하는 변위를 
추정하는 성능이 우수하고, 이웃 화소와의 변위 차이 정도에 따라 에너지 함수
의 증가량을 결정하므로 점진적인 변위 변화를 반영할 수 있도록 한다.
  제안한 최적화 방법의 순서도는 그림 4.1과 같다. 모든 과정은 좌영상과 우영
상에 대해 각각 수행한다. 3장에서 설명한 제안한 유사도 척도를 계산하여 주
어진 변위 탐색 범위에 대한 3차원 DSI(Disparity Space Image)를 생성하여  정
의된 화소 단위 에너지 함수를 계산한다. 3차원 DSI를 이용해 8방향에 대해 각
각 화소 단위 누적 에너지를 구하고 이들을 통합하여 통합 에너지를 최소화하
는 변위를 얻는다. 이 과정에서 좌영상을 기준으로 하는 변위도 과 우영상을 
기준으로 얻은 변위도 을 얻는다. 이 두 변위도를 이용하여 폐색 영역을 검
출한 후 보간하는 과정을 거쳐 최종 변위도 을 얻는다.
4.1 동적 계획법
  동적계획법은 수학자 리차드 벨맨에 의해 1953년에 제시된 최적화 방법의 하
나이다. 동적 계획법은 주어진 문제를 시간적 혹은 공간적으로 여러 개의 작은 
문제 또는 하위 단계들로 나누고 각각의 최적해를 구한 후, 이들 간의 점진적
인 관계식을 통하여 해들을 통합함으로써 주어진 문제의 해를 구한다. 동적 계
획법을 이용한 스테레오 정합은 영상에서 경계선 등의 특징을 추출하여 그 특
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Acquire stereo image pair
and generate the initial disparity map
Generate two 3-D DSIs
about left-right and right-left direction
Final disparity map 
Compute two similarities
about left-right and right-left direction
Compute energy functions
Compute cumulative energy for each path
Extract and interpolate occluded pixels 
using  and  
Aggregate and optimize cumulative energy 
for all 8-path and optimize
Start
그림 4.1. 제안한 최적화 기법의 순서도
Fig. 4.1. A flowgraph of proposed optimization method
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징에 대해 대응점을 찾는데 사용했다. 이런 방법은 정합 과정에서 보간과정을 
거쳐야하기 때문에 변위도가 전체적으로 조밀하지 못하다. 그래서 최근에는 전
체영상의 명암도나 컬러값을 이용하는 동적 계획법이 많이 연구되고 있다. 
  각 라인별로 변위의 범위 내에서 좌영상과 우영상의 화소값의 차이를 이용한 
2차원 DSI를 만든다. 이때 화소값의 차이는 정합 비용 함수를 이용하여 계산하
며, 2차원 배열의 한쪽 끝에서 반대쪽 끝까지 비용 함수를 계산하고, 최소의 값
을 찾아 이동하면서 경로(path)를 만든다. 이후 만들어진 경로를 이용해서 각 
화소별 변위를 추정한다. 최대 변위가 max이고 ×크기의 영상인 경우 DSI
는 ××max 크기의 3차원으로 만들어진다.
  동적 계획법을 적용하기 위해 2차원 DSI를 만드는 예를 그림 4.2로 보였다. 
× 크기의 영상에 탐색 방향이 수평 방향일 때, 변위 탐색 범위가 0~3이고 
AD를 유사도 척도로 사용한다면 적용되는 변위만큼 우영상의 첫번째 라인의 
화소들을 이동시켜 유사도를 계산한다. 변위가 0일 경우, 이동없이 좌영상과 우
영상의 각 화소의 위치에서 유사도를 계산하여 DSI의 인 라인에 나열한
다. 변위가 1일 때 우영상 라인을 왼쪽으로 한칸씩 이동하여 얻은 유사도를 
라인에 나열한다. 이와같은 방법으로 탐색 범위의 모든 변위에 대해 유사
도를 계산하여 나열하면 라인당 ×크기, 즉 ×× 크기의 3차원 DSI를 
생성하게 된다. 3차원 DSI는 그림 4.3과 같다. 스테레오 영상의 크기에 깊이 방
향으로 변위가 한 차원을 구성하는 형태이다.
  DSI 생성 후, 정의된 에너지 함수를 계산하여 에너지 함수를 최소화시키는 
경로를 찾아 그 경로상에 있는 DSI의 변위를 선택한다. 동적 계획법에서 사용
하는 에너지 함수의 기본 형태는 식 (4.1)과 같다.
   (4.1)







DSI (Disparity Space Image)
right image
그림 4.2. 동적 계획법을 위한 2차원 DSI 생성
Fig. 4.2. Generating 2-D DSI for dynamic programming
disparity
그림 4.3. 3차원 DSI
Fig. 4.3. 3-dimensional DSI
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이용하여 계산한다. 는 변위 불연속에 대한 벌점(penalty)으로 변위 연속성이  
위배되거나 폐색 영역이라 판단되는 화소에 대해 정해진 상수만큼 에너지를 증
가시키도록 설정된다.
  동적 계획법에는 일대일 정합(one-to-one)과 일대다(one-to-many) 정합 방식
이 있다. 일대일 정합은 폐색 영역과 정합 대상 화소를 구분하면서 이들 중 정
합 비용을 최소화하는 변위을 계속적으로 탐색하는 방법이다. 한 화소의 대응
점은 반드시 하나만 존재해야 한다는 유일성 제약 조건을 만족해야한다.
  일대다 정합은 한 영상에 투영된 영역은 기울기를 갖는 표면에서 다른 영상
에 투영된 영역보다 좁거나 넓다는 전제로 이뤄진다. 기울어진 표면은 한 영상
의 극상선에 위치한 개의 화소와 다른 영상의 극상선에 위치한 ≠인 개의 
화소로 투영될 수 있다. 이 때 한 영상의 개의 화소들은 다른 영상의 개 화
소들의 부분으로 정합되어야 한다. 일대다 정합은 다중 정합이 가능하도록 유
일성 제약 조건을 무시하는 방법이다. 일대다 정합에서는 좁은 영역이 넓은 영
역에 정합되거나 반대로 넓은 영역이 좁은 영역에 정합되기 위해 하나의 화소
가 다른 영상에서 하나 이상의 화소들과 정합될 수 있다.
  일대일 정합은 일대다 정합에 비해 계산량이 적으므로 빠른 결과를 얻을 수 
있지만 거친 변위를 구할 수 있다. 반면 일대다 정합은 일대일 정합보다 상세
한 결과를 얻을 수 있지만, 속도가 느리고 잡음에 매우 민감하여 불연속 지점
을 판단하기 어렵다. 그래서 제안한 방법에서는 일대일 정합을 8방향으로 적용
하였다.
4.2 제안한 8방향 동적 계획법
  일반적으로 영상에서 명암도는 물체의 경계선 방향으로 일정하다. 그러므로 
경계선 방향에 따라 그 방향에 맞는 동적 계획법을 적용하면 변위 추정에 대한 
오차를 줄일 수 있다. 탐색 방향으로 발생하는 오류는 주로 탐색 방향과 일치
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하지 않는 경계선 영역과 폐색 영역에서 발생한다. 탐색 방향과 일치하지 않는 
경계선 영역의 변위는 다른 탐색 방향에 대한 변위도를 이용하여 해결할 수 있
고, 대응점이 존재하지 않는 폐색 영역은 양방향 변위도를 이용하여 검출할 수 
있다.
  기존의 동적 계획법의 대표적인 단점은 탐색 방향으로 발생하는 줄무늬 형태
의 스트리킹 현상이다. Cone 영상에 기존의 동적 계획법을 적용하여 얻은 스트
리킹 현상이 발생한 변위도는 그림 4.4와 같다. 수평 방향으로 정합을 수행한 
결과 스트리킹 현상이 발생하였다. 특히 이런 문제는 기존 동적 계획법의 탐색 
방향에 대해 물체의 경계선이 많이 기울거나 수직인 영역에서 두드러진다. 
  동적 계획법을 적용하는 방향과 경계선 방향이 일치했을 때 그 영역에 대해
서는 스트리킹 현상이 완화되고 경계선 주변의 변위가 정확히 구해진다. 이는 
일반적으로 경계선 영역에 존재하는 변위는 그 방향을 따라 일정한 값을 갖기 
때문이다. 이러한 특성은 동적 계획법을 다방향으로 적용할 수 있는 근거가 된
다. 
  4방향에 대해 동적계획법을 적용하여 얻은 Cone 영상의 변위도는 그림 4.5와 
같다. 이 중 좌측상단에서 우측하단 방향으로 동적 계획법을 적용하여 얻은 변
위도는 그림 4.5의 (a)와 같다. 변위도의 좌측하단 영역에서 대응점을 찾지 못
하거나 변위를 잘못 추정하였다. 이는 이 영역에 있는 물체의 경계선이 탐색 
방향과 거의 직각을 이루고 있기 때문이다. 이와 같이 탐색 방향에 대해 변위
가 급격히 변하게 되면 변위 연속성 에너지항에 의한 벌점이 높아져서 탐색 방
향의 에너지가 커지기 때문에 변위를 잘못 추정하거나 폐색 영역으로 판단할 
여지가 크다. 이 영역의 변위를 잘 추정한 변위도는 그림 4.5의 (b)이다. 이 변
위도는 동적 계획법을 좌측하단에서 우측상단 방향으로 적용하여 얻었다. 변위
도의 좌측하단에 위치한 꼬깔 모양의 물체들의 경계선이 탐색 방향과 비슷하기 
때문에 이 영역에 대한 변위가 그림 4.5의 (a)보다 정확하다.  
  Cone 영상에서 우측하단의 작은 상자와 컵의 모양은 직사각형 형태이다. 이 
영역에 대해 수직방향으로 동적 계획법을 적용하여 얻은 변위도는 그림 4.5의  
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                    (a)             (b)              (c)
그림 4.4. Cone 영상과 1방향 동적 계획법에 의한 변위도
(a) 좌영상 (b) 우영상 (c) 변위도 
((a)와 (b)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 4.4. Cone image pair and dispairty map using 1-path DP
(a) left image (b) right image (c) disparity map
(Image courtesy of (a) and (b) Middlebury Stereo Vision Lab) 
(a)                   (b)
   
(c)                   (d)
그림 4.5. 방향별 동적 계획법을 수행하여 얻은 Cone 영상의 변위도
(a) 좌상-우하 (b) 우상-좌하 (c) 상-하 (d) 좌-우
Fig. 4.5. Disparity maps of DP in each direction about Cone image pair
(a) left top-right botton (b) right top-left bottom (c) top-bottom (d) left-right
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(c)와 같으며 작은 상자와 컵의 수직방향 변위가 잘 구해졌다. 그러나 탐색 방
향과 직각을 이루는 수평방향의 경계선 영역에서 스트리킹 현상이 보인다. 이 
방향에 대한 변위도는 그림 4.5의 (d)이다. 수직 방향으로 스트리킹 현상이 발
생했지만 수평방향의 변위를 잘 추정하였다. 이와 같이 경계선 영역의 변위는 
탐색 방향과 경계선 방향이 일치할수록 정확하고 그렇지 않은 영역의 변위는 
다른 탐색 방향에 대해 계산된 변위를 참고하여 오정합을 줄인다.
  8방향으로 동적 계획법을 적용하기 위해 변위 탐색 방향에 대한 DSI을 생각
해 볼 수 있다. 상단에서 하단 방향의 DSI와 좌측상단에서 우측하단 방향의 
DSI는 각각 그림 4.6의 (a)와 (b)이다. 변위의 범위가 0~3이고 유사도 척도가 
AD일 때 좌영상의 6번째 열은 우영상의 6번째 열에서 변위만큼 좌측으로 이동
한 열과 유사도를 계산하여 DSI에 나열되고 이는 그림 4.6의 (a)와 같다. 수직 
방향의 경우 DSI의 크기는 ××이다. 대각선 방향에 대한 DSI도 수직방향
과 동일하게 우영상에서 변위만큼 이동시킨 대각선 방향의 화소라인에 대해 유
사도를 계산하여 DSI를 만든다. 이는 그림 4.6의 (b)와 같다. 이 때 DSI의 크기 
또한 수직 방향과 동일하다. 
  한편 DSI는 탐색 방향에 대해 각각 생성할 필요가 없다. 수평방향, 수직방향 
및 대각선 방향에 대해 형성된 DSI는 각 차원을 구성하는 순서만 다르다. 따라
서 하나의 3차원 DSI를 생성하여 해당 방향에 대해 동적 계획법을 적용하면 된
다. 3차원 DSI에서 제안한 동적 계획법을 각 방향에 대해 탐색하는 예는 그림 
4.7과 같다. 현재 화소 를 기준으로 8방향에 대해 누적 에너지를 구한다. 여기
서 방향 변수를 라 두고 0~7까지 방향에 대한 번호를 부여한다. 방향 변수의 
값은 기존의 동적 계획법의 적용 방향인 극상선 왼쪽에서 오른쪽으로 진행하는 
방향을 0으로 하고 시계방향으로 회전하는 순서로 증가한다. 화소 를 기준으
로 0번 방향과 4번 방향에 대한 DSI 탐색 영역은 그림 4.8의 (a)이다. 1번 방향
과 5번 방향에 대한 DSI 탐색 영역은 그림 4.8의 (b), 2번과 6번은 그림 4.8의 
(c), 그리고 3번과 7번 방향은 그림 4.8의 (d)이다. 이와 같이 제안한 방법은 3차










그림 4.6. 수직 방향과 대각선 방향에 대한 DSI 생성 
(a) 수직 방향 (b) 대각선 방향
Fig. 4.6. Generating DSI about vertical and diagonal direction 







   
        









       
(c)                             (d)
그림 4.7. 8경로에 대한 누적 에너지 통합
(a) a=0와 4 (b) a=1와 5 (c) a=2와 6 (d) a=3과 7
Fig. 4.7. Cumulative energy aggregation in 8-path
(a) a=0 and 4 (b) a=1 and 5 (c) a=2 and 6 (d) a=3 and 7
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한 변위를 추정한다.
  현재 화소 에서 탐색 방향을 따라 다음 점의 변위를 결정할 때, 누적 에너
지를 최소화하는 지점을 경로로 선택한다. 그리고 8방향에 대한 현재 화소 까
지의 누적 에너지들을 더함으로써 통합 에너지를 얻고 그 통합 에너지를 최소
화시키는 변위들을 화소 까지의 경로로 선택한다. 
  3장에서 제안한 엔트로피와 공간 정보를 결합한 새로운 에너지 함수는 기존
의 에너지 함수의 형태인 식(4.2)를 기본으로 한다.
 (4.2)
여기서 유사도 척도항 는 화소단위 유사도 척도 의 총합으로 
얻을 수 있다. 따라서 Haar 웨이블렛 특징 벡터를 결합한 엔트로피 항과 변형








 변위의 연속성을 보장하기 위한 현재 화소 의 변위 연속성 에너지항 
 은 화소 와 그 이웃화소영역 의 화소 의 변위차를 이용하여 
계산한다. 이는 식 (4.4)와 같다. 
         
∈
                         (4.4)
여기서 는 화소 의 변위이고 벌점함수(penalty function) 는 두 화
소의 변위차의 클수록 큰 벌점을 부여하는 역할을 한다. 우변의 첫번째 항은 
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작은 변위차에 대해 작은 벌점을 부여함으로써 점진적으로 변하는 변위를 반영
하도록 하고, 두번째 항은 큰 변위차에 대해 큰 벌점을 줌으로써 변위 불연속 
영역을 보전하는 역할을 한다. 이 때 추정된 변위 와 를 검증하는 의미에












       (4.5)
여기서 과 는 상수이고  의 관계를 갖는다. 벌점함수의 값이 인 
경우 변위 차이가 1, 작은 변위 차이에 대해 상대적으로 벌점을 적게 해줌으로
써 작은 변위의 차이를 허용하는 동시에 점진적인 변위의 변화를 반영할 수 있
도록 한다. 두 화소의 변위 차이가 클 때, 두 화소의 유사도의 차이가 크면 큰 
변위 차이에 대해 벌점을 완화하고, 유사도의 차이가 적을 경우 정확한 변위가 
아니라고 판단하고 벌점을 강화한다. 이는 변위 차이가 클 때 에너지 함수가 
무조건 증가하는 현상을 방지할 수 있기 때문에 전체 에너지 함수의 최적화 과
정에서 발생하는 오차를 줄이고 변위 불연속 영역에서의 정합 성능을 높일 수 
있다. 
  전체 에너지 함수인 식 (4.2)의 변위 연속성 항  는 식 (4.6)과 같이 
화소단위 변위 연속성 항의 총합으로 얻을 수 있다.
 

   (4.6)
  전체 에너지 함수는 식 (4.4)와 식 (4.5)의 합, 즉 화소단위 유사도 척도 에너




                 (4.7)
  현재 화소 의 변위를 추정하기 위해 8방향에 대해 누적 에너지를 구하여 통
합한다. 8방향은 화소 를 종점으로 하며 영상의 각 모서리에서부터 시작한다. 
이 때 를 방향 변수라 칭하고 각 방향에 대해 0부터 7까지의 정수를 할당한
다. 
  8방향의 누적 에너지는 3차원 DSI의 값을 이용하여 계산한다. 이 때 종점 화
소 까지의 누적 에너지를 최소화시키기 위해 현재 탐색 방향에서 이전 화소 
′과의 변위 차이를 고려한다. 즉 화소 단위 에너지를 계산하는데 할당된 현재 
변위 와 이전 화소에서의 변위와의 차이를 클수록 큰 벌점을 부여한다. 
  방향 변수 에 대한 누적 에너지 는 현재 방향에 대한 이전 화소 ′
에서의 누적 에너지들 중 최소 에너지를 합하여 계산한다. 이는 식 (4.8)과 같
다. 
  
min′ ′ ′  min′
   (4.8)
여기서 는 방향 변수 에 대해 현재 화소 까지 변위 를 적용하여 
구한 화소 단위 에너지 함수의 총합을 뜻한다. 와 는 각각 
변위 에 대한 현재 화소 의 화소 단위 유사도 척도 에너지 항과 변위 연속
성 에너지항이다. 방향 에 대한 이전 화소 ′까지의 누적 에너지는 다음 3개
의 누적 에너지 중에서 가장 작은 것을 선택한다. 
  ′는 변위 에 대한 이전 화소 ′까지의 누적 비용이고, 
′와 ′는 각각 이전 화소 ′에서 근소한 차이를 보이는 
변위에 대한 누적 비용이다. min′는 이전 화소 ′에서 최소 누적 비용
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을 갖게 하는 변위에 대한 누적 비용이다. 누적 에너지를 최소화하는 이웃 화
소의 변위와 현재 변위 와의 차이가 1이면 작은 벌점을 부여하고 1이상이면 
큰 벌점을 부여하여 변위 불연속 영역이라 판단한다. 
  모든 방향에 대해 누적 에너지가 구해지면 에너지를 통합하는 과정을 수행한
다. 변위 에 대한 현재 화소 의 통합 에너지 는 8방향의 누적 에너




여기서 모든 방향 에 대한 누적 비용 의 총합이 최소가 되는 를 
현재 화소 의 변위로 선택한다.  
  제안한 방법은 폐색 영역을 검출하기 위해 좌영상을 기준으로 얻은 에너지 
함수와 우영상을 기준으로 얻은 에너지 함수를 따로 통합한다. 두 방향으로 통
합하여 얻은 좌영상 기준의 변위도와 우영상 기준의 변위도를 각각 와 이
라고 한다면 좌영상의 현재 화소 에 대응되는 우영상의 화소 의 변위를 이용
하여 최종 변위를 얻는다. 현재 화소 의 변위 는 식 (4.10)과 같다.
   ≤  (4.10)
여기서 는 좌영상 기준의 변위도에서 화소 의 변위이고, 는 우영상 기
준의 변위도에서 화소 의 변위이다. 는 양방향 변위들의 차이가 클 경우,  
폐색 영역 후보가 됨을 의미한다. 폐색 영역 후보 화소는 모든 처리 과정 수행 
후 주변의 가장 작은 변위를 할당받는다. 
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제 5 장 다해상도 기반의 스테레오 정합
 
  정확한 변위도를 효율적으로 얻기 위해 다해상도 기반의 스테레오 정합 기법
을 제안한다. 스테레오 영상의 영상 피라미드를 구축하여 저해상도 레벨부터 
정합을 수행하여 계산복잡도를 줄일 수 있고 기존의 다해상도 기법보다 정확한 
변위도를 얻을 수 있다. 기존의 다해상도 기법은 최저해상도 영상에서 얻은 변
위도 자체를 원영상 크기까지 확대하기 때문에 속도는 빠르지만 조밀한 변위도
를 얻기 어렵다. 제안한 방법은 모든 영상 피라미드 계층에 대해 정합을 수행
함으로써 정확한 변위도를 얻을 수 있다.
5.1 가우시안 영상 피라미드
  영상 피라미드 기법은 여러 해상도의 영상을 표현할 수 있으며 개념적으로도 
간략한 구조를 지닌다[56,57]. 영상 피라미드는 피라미드 형상으로 감소하는 해
상도의 영상들을 정렬시킨 구조를 갖는다. 가장 아래의 레벨 0는 기저 영상
(basis image)으로 원본 영상이다. 영상 피라미드는 계층이 올라갈수록 기저 영
상의 해상도를 감소시켜 얻은 근사 영상(approximation image)이 위치한다. 이 
때 레벨 0부터 피라미드 위쪽으로 한 단계씩 올라갈수록 영상의 크기는 1/4로 
감소한다. 
  일반적인 피라미드 기법은 현재 레벨이 1단계일 경우 레벨 0단계의 근사 영
상과 1단계의 예측차 영상(prediction image)을 이용하여 0단계의 영상을 복원할 
수 있다. 레벨 0의 입력 영상을 다운표본화(downsampling)를 하여 레벨 1단계의 
근사 영상을 획득한다. 획득된 레벨 1단계의 근사 영상을 다시 업표본화
(upsampling)를 하고 보간을 거친 후 레벨 0의 입력영상과 차를 계산하여 레벨 
0의 예측차 영상을 구한다. 레벨 0단계의 근사 영상과 레벨 1단계의 예측차 영
















그림 5.1. 영상 피라미드의 예 (3단계)
Fig. 5.1. An example of image pyramid (3 levels)
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한 보간 필터를 근사 영상에 적용시킨 후 예측차 영상과 근사 영상을 합하여 
원영상으로 복원한다. 이러한 영상 피라미드의 예는 그림 5.1과 같다. 좌측은 
기저 영상을 포함한 근사 영상 피라미드이고, 우측은 예측차 영상 피라미드이
다. 레벨 0의 기저 영상을 다운표본화하여 3단계 영상 피라미드를 구성하고 있
고, 기저 영상과 레벨 1단계의 근사 영상을 업표본화한 영상의 차를 이용하여 
레벨 0의 예측차 영상을 얻을 수 있다. 
  일반적인 영상 피라미드는 계산의 편의를 위해 단순한 다운표본화 과정을 거
쳐 근사 영상을 얻는다. 이는 피라미드 상위 계층으로 갈수록 근사 영상의 정
보 손실을 야기하기 때문에 스테레오 정합에 적용했을 때 조밀한 변위도를 얻
기 어렵다. 이러한 문제는 가우시안 피라미드를 이용하여 해결할 수 있다.
  가우시안 피라미드는 영상 피라미드 구성할 때 가우시안 필터를 이용한다
[14]. 다음 단계 근사 영상을 얻을 때, 즉 다운표본화를 수행할 때 소실되는 화
소들의 정보를 가우시안 필터를 이용하여 남아있는 화소에 가중합하여 포함시
킨다. 가우시안 피라미드에서 화소값을 계산하는 예는 그림 5.2와 같다. 에서 
까지 3단계 피라미드를 구성하는 과정에서 두번의 다운표본화 과정을 거치게 
된다. 은 을 다운표본화하여 얻을 수 있는데 의 화소 5개의 정보를 의 
한 화소에 포함시킨다. 따라서 다운표본화 과정에서 화소들이 삭제되어도 남아
있는 화소에 삭제된 화소들의 정보가 남아있게 된다. 이러한 과정은 를 생성
할 때도 그대로 적용된다. 이와 같이 구성되는 가우시안 피라미드와 일반 피라
미드의 차이는 그림 5.3과 같다. 일반 피라미드인 오른쪽 영상은 근사 영상에서 
세밀한 정보를 손실하지만, 왼쪽의 가우시안 피라미드의 경우 근상 영상으로 
축소됨에도 영상의 세밀한 정보를 포함하고 있는 것을 확인할 수 있다.
  제안한 방법은 가우시안 피라미드를 이용하여 영상을 계층화한다. 를 원영
상으로 두고 한단계씩 축소하는 과정에서 가우시안 필터를 사용하여 삭제되는 
주변 화소의 정보를 포함할 수 있다. 단계의 가우시안 피라미드 영상을 





그림 5.2. 가우시안 피라미드의 화소값 계산
Fig. 5.2. Pixel value evaluation of gaussian image pyramid
 





그림 5.3. 가우시안 피라미드와 일반 피라미드











여기서 은 ×크기의 가우시안 필터에서 위치에 대한 근사화된 
가우시안 가중치이다. 에서  를 복원하려면 예측차 영상이 필요하다. 가우
시안 피라미드의 예측차 영상들은 라플라시안 피라미드를 형성한다.  를 복
원하기 위한 예측차 영상  은 을 4배 확대한 후  와의 차를 이용해 얻
을 수 있다. 3단계 가우시안 영상 피라미드의 예는 그림 5.4와 같다. 좌측은 근
사 영상으로 구성된 3단계 가우시안 피라미드이고, 우측은 예측차 영상인 라플
라시안 영상 피라미드이다. 여기서 , 즉 기저 영상 크기의 라플라시안 영상은 
기저 영상인 과 1단계 근사 영상 을 4배 확대한 영상의 차를 통해 얻을 수 
있다.
  가우시안 피라미드는 일반적인 피라미드와 달리 가우시안 필터를 이용하므로 
상위 레벨에서 표본화에 의한 에일리어싱을 방지할 수 있고, 가우시안 필터가 
저역통과필터의 역할을 하기 때문에 아웃라이어에 의한 영향을 줄일 수 있다. 
이러한 장점은 제안한 방법의 Haar 웨이블렛 특징을 얻는데 도움이 된다. 일반
적인 피라미드의 근사영상에 대해 Haar 웨이블렛 특징을 얻으면 고주파 성분을 
많이 포함하게 되는데, 가우시안 피라미드를 적용한 근사 영상에서는 샘플링에 
의한 고주파 성분을 줄일 수 있기 때문에 Haar 웨이블렛 응답의 변별력이 좋아
진다. 그리고 이러한 장점은 지역적인 밝기 변화가 발생한 영상에 대해 영상 
피라미드 상에서 주변의 밝기 정보를 분산시키는 효과가 있다.
5.2 제안한 다해상도 기반 스테레오 정합












그림 5.4. 가우시안 영상 피라미드
Fig. 5.4. A gaussian image pyramid
- 73 -
하여 얻은 변위도를 원영상 크기까지 확대한다. 이 과정에서 정합은 최저해상
도 스테레오 영상에 대해서만 수행하고, 원영상 크기의 변위도는 상위 해상도
에서 얻은 변위도의 변위를 전파하고 보간하는 과정으로 얻는다. 기존 다해상
도 기법을 그림 5.5의 (a)에 나타내었다. 3계단 다해상도 구조를 가질 때 최상
위 계층에서 정합을 시도하여 최상위 단계 해상도의 변위도를 얻고 영상의 크
기를 점차 복원하며 변위도를 원영상 크기로 증가시킨다. 이 때 중간 단계 근
사 영상을 이용하여 경계선 정보 등 구조 정보를 이용하여 변위를 정제하기도 
한다. 그리고 이러한 특징 정보들을 적극적으로 이용하기 위해 특징 기반 기법
의 정합 요소를 주로 사용한다. 
  기존의 다해상도 기법은 해상도가 감소한 영상에 대해 정합을 수행하기 때문
에 전역적인 최적화 기법을 이용해도 변위 추정까지 걸리는 시간이 짧다는 장
점이 있어서 실시간 스테레오 정합에 주로 응용된다. 그러나 최상위 단계에서 
잘못 추정된 변위가 전파되면서 최종 변위도의 정확도에 영향을 끼치기 때문에 
조밀한 변위도를 얻기 힘들다는 단점이 있다.
  제안한 다해상도 기법은 영상 피라미드를 구성하는 각 단계별로 정합을 수행
한다. 최상위 단계에서 바로 아래 단계로 전파된 변위를 토대로 정합을 수행하
여 변위도를 개선한다. 제안한 방법의 다해상도 기법은 그림 5.5의 (b)와 같다. 
각 계층별로 앞 장에서 소개한 유사도 척도와 최적화 기법을 수행한다. 단계간 
이동시 3차 회선 보간법을 이용해 변위도를 보간하고 다음 단계 정합을 수행한
다. 이러한 방법은 기존의 다해상도 기법보다 계산량이 늘어나지만 변위도의 
정확도를 보장할 수 있는 장점이 있다. 
  기존의 다해상도 기법[56]과 제안한 다해상도 기법으로 얻은 변위도는 그림 
5.6과 같다. Tsukuba 영상에 대해 각각의 방법으로 변위를 얻었을 때 기존의 
다해상도 기법에 비해 제안한 방법의 변위도가 더 조밀함을 알 수 있다. 특히 
기존의 방법은 얇은 물체의 정보가 영상 피라미드를 구축하여 축소하는 과정에
서 거의 소실되어 스탠드 거치대에 대한 정합이 거의 이뤄지지 않은 반면, 제
















 그림 5.5. 기존의 다해상도 기법과 제안한 다해상도 기법
(a) 기존의 다해상도 기법 (b) 제안한 다해상도 기법
Fig. 5.5. Conventional multiresolution and proposed multiresolution method
(a) conventional multiresolution method (b) proposed multiresolution method
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  제안한 다해상도 기법을 기반으로 유사도 척도와 최적화 방법을 적용한 제안
한 방법의 순서도는 그림 5.7과 같다. 가우시안 영상 피라미드를 스테레오 영상
과 변위도에 대해 구축하고, 현재 레벨 의 해상도와 변위 탐색 범위에 대해 
유사도 척도를 계산하여 양방향 3차원 DSI를 생성한다. DSI를 토대로 에너지 
함수를 계산하고 8방향에 대한 누적 에너지를 최적화하여 변위를 추정하기 위
해 8방향 동적 계획법을 적용한다. 각각의 변위 공간에 대해 최적화 과정으로 
얻은 변위도 과 를 이용하여 폐색 영역을 검출한다. 마지막으로 영상 피
라미드의 레벨 로 이동하면서 을 다음번 최적화의 변위도로 사용한다. 
   
(a)                      (b)
 그림 5.6. 기존 다해상도 기법과 제안한 다해상도 기법의 변위도
(a) 기존 다해상도 기법의 변위도 
(b) 제안한 다해상도 기법의 변위도
Fig. 5.6. Disparity maps of conventional and proposed multiresolution method
(a) disparity map of conventional method
(b) disparity map of proposed method
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Construct -level image pyramid 
and process about level  (first,   -1)
Compute similarity 
using proposed similarity measure
Generate 3-D DSIs about L-R and R-L 
directions and compute energy function
Extract and interpolate occluded pixels, 
and move to level 
=0?
Final disparity map 
Acquire stereo image pair
and generate the initial disparity map
Compute entropy similarity
using disparity map of level s









 그림 5.7. 제안한 방법의 처리 단계
Fig. 5.7. Summary of processing step of the proposed method
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제 6 장  실험 및 고찰
  실험을 위해 랜덤 닷 스테레오그램(RDS : Random Dot Stereogram), 환경의 
변화 없이 획득한 표준 영상, 환경의 변화가 발생한 표준 영상 및 실험실에서 
획득한 실제 영상으로 제안한 방법과 기존의 정합 방법에 대해  정합 성능과  
계산시간을 비교하였다. 
  RDS 영상 실험은 제안한 방법의 오차율과 변위도를 기존의 방법들과 비교하
기 위해 잡음이 있는 경우와 없는 경우에 대해 수행하였다. 환경 변화가 없는  
표준 영상 실험은 조명과 카메라 노출 등 모든 환경 요인들이 동일한 스테레오 
영상을 사용하였다. 환경의 변화가 발생한 표준 영상 실험은 카메라 노출 시간
과 조명의 변화에 대한 제안한 방법의 성능을 보기 위해 수행하였다. 그리고 
실험실에서 획득한 실제 영상은 좌우 카메라의 조명 조건이 동일하고 조리개 
개방 정도를 변화시켜 여러가지 조명 환경을 조성하였다. 마지막으로 제안한 
다해상도 기법의 효율성을 보이기 위해 기존의 방법들과 계산 시간을 비교하였
다. 실험에 사용한 RDS 영상과 실제 촬영 영상은 한국해양대학교 영상처리연구
실에서 제작하고 획득했고, 그 외 영상들은 Middlebury college의 Stereo Vision 
Lab에서 공개한 영상들이다[68].
6.1 정합 성능 평가 방법
  정합 성능은 정량적인 방법과 정성적인 방법으로 나눠서 평가하였다. 정량적
인 방법은 객관적인 비교 분석을 위해 오정합 화소 비율(BPR : bad pixel rate)
와 평균제곱오차(MSE : mean square error)를 계산하여 제시하였다[5,68]. 오정
합 화소 비율은 비폐색 영역과 변위 불연속 영역에 대해 계산하였고, 비폐색 
영역과 변위 불연속 영역에 대한 검증된 기준이 없는 영상들은 변위도 전체에 
대한 오정합 화소 비율과 평균제곱오차를 계산하였다. 
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  오정합 화소는 실험으로 얻은 변위도에서 사실 변위도(ground truth)의 변위
와 정해진 문턱치 이상 차이를 발생시키는 화소이다. 오정합 화소 비율(BPR)은 









          (6.1)
여기서 오정합 화소 여부를 판별하는 함수 는 다음과 같이 정의한다.
          (6.2)
여기서 는 실험으로 얻은 변위도의 위치 의 변위이고  는 사
실 변위도의 위치 의 변위이다. 문턱치 는 모든 실험에서 1로 설정하여  
실험으로 얻은 변위가 사실 변위와 1화소 넘는 차이가 발생하면 오정합 화소로 
간주하였다. 










        (6.3)  
    
  정성적인 방법은 사실 변위도에 입각하여 제안한 방법으로 얻은 변위도와 다
른 정합 방법에 의한 변위도를 비교하였다. 그리고 실험 영상의 질감 특성이나 
특징 분포를 고려하여 적용한 방법들의 성능과 장단점을 설명하였다.
  본 장의 모든 실험에서 제안한 방법이 사용한 Haar 웨이블렛 특징 벡터는 그
림 3.8의 (d)와 같은 36차원의 형태로 생성하였다. 그 외 모든 실험에 대해서 
제안한 방법에서 사용하는 매개 변수는 표 6.1과 같다. 
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표 6.1 제안한 방법의 매개변수 설정
Table 6.1 Parameter setting about proposed method
parameter entry value
the number of image pyramid levels 3
standard deviaton  for entropy 6
window size for Census transform ×
 7,3,3,1
window size × ×
Haar wavelet filter size × ×
penalty constant  1.5, 3.8
6.2 스테레오 정합 실험
6.2.1 RDS 영상 실험
1) 실험 영상과 실험 방법
  실험에 사용한 영상은 0 또는 255의 명암도를 갖는 화소들의 비율을 각각 
50%로 설정하고 화소들의 위치를 무작위로 분포시켜 만든 50% RDS 합성 영상
이다. RDS 영상은 시차를 제외한 다른 매개변수들이 동일하므로 제안한 방법의 
성능과 특성을 명확히 확인할 수 있다. 실험은 잡음 없는 경우와 잡음이 20% 
첨가된 경우에 대해 수행하였다. 
  정성적인 성능 평가는 NCC[16]와 MI[37]를 이용한 방법으로 얻은 변위도와  
제안한 방법으로 얻은 변위도와 비교하였고, 정량적인 성능 평가를 위해 사실 
변위도에 대한 오정합 화소 비율과 평균 제곱 오차를 계산하였다. 실험에 사용
한 RDS 영상과 사실 변위도는 그림 6.1과 같다. 그림 6.1의 (a)는 잡음이 없는 
영상이고, 그림 6.1의 (b)는 우영상에 20%의 salt-and-pepper 잡음을 첨가한 스





그림 6.1. 실험에 사용한 50% RDS 영상들과 사실 변위도
(a) 잡음이 없는 좌영상과 우영상
(b) 잡음이 없는 좌영상과 20% salt-and-pepper 잡음이 섞인 우영상
(c) 사실 변위도
Fig. 6.1. 50% Random Dot Stereogram sets and ground truth
(a) left image and right image without noise
 (b) left image without noise and right image with 20% salt-and-pepper noise
(c) ground truth
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평면들이 피라미드 형태로 쌓여있고 밝을수록 변위가 큰 것을 의미한다. 제안
한 방법과 실험에 사용한 다른 방법들은 잡음이 없는 경우와 잡음이 있는 경우
에 대해 동일하게 적용되었다. NCC를 이용한 방법은 WTA로 변위를 추정하였
고 MI는 그래프 컷(GC)[58]을 이용하여 변위를 추정하였다. 그 밖에 RDS 실험
에 적용한 영상의 속성과 다른 방법들의 실험 조건은 표 6.2와 같다.
  
표 6.2 50% RDS에 대한 실험 조건
Table 6.2 Experimental condition about 50% RDS
entry value
image size ×
real range of disparity [0, 9]
search range of disparity [0, 12]
window size of NCC ×
standard deviaton  for MI 10
 
2) 50% RDS 실험에 대한 결과
  잡음이 없는 50% RDS 실험에서 NCC를 이용하여 얻은 변위도는 그림 6.2의 
(a)와 같다. NCC는 변위도의 각 평면 좌측에서 일정한 두께의 오정합을 발생시
켰다. 이는 윈도우 기반 정합에서 흔히 나타나는 현상이고 오정합 영역의 두께
는 적용한 윈도우의 크기와 밀접한 관계를 가진다. 기존의 MI를 이용하여 얻은 
변위도는 그림 6.2의 (b)이고 제안한 방법으로 얻은 변위도는 그림 6.3의 (c)와 
같다. 제안한 방법의 변위도는 MI를 이용하여 얻은 변위도와 비교했을 때 시각
적으로 큰 차이를 보이지 않았으나 평면들의 경계선을 비교적 뚜렷하게 표현하
였다. 제안한 유사도 척도는 기존의 MI에서 고려하지 않는 공간 정보를 사용하
기 때문에 RDS와 같이 복잡한 질감을 띄는 영상에서 물체의 경계선과 같은 구
조적인 특성을 잘 반영한다. 
  우영상에 20%의 salt-and-pepper 잡음을 첨가하여 수행한 실험에서 NCC로 
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 (a)                      (b)                     (c)
그림 6.2. 50% RDS 변위도
(a) NCC (b) MI (c) 제안한 방법
Fig. 6.2. Disparity maps of 50% Random Dot Stereogram 
(a) NCC (b) MI (c) proposed method
   
            
 (a)                      (b)                     (c)
그림 6.3. 20% 잡음이 첨가된 50% RDS의 변위도
(a) NCC (b) MI (c) 제안한 방법
Fig. 6.3. Disparity maps of 50% Random Dot Stereogram with 20% noise
(a) NCC (b) MI (c) proposed method
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얻은 변위도는 그림 6.3의 (a)과 같다. 우영상에 분포된 잡음으로 인해 NCC는 
오정합을 많이 발생시켰다. MI를 이용하여 얻은 변위도는 그림 6.3의 (b)와 같
다. MI는 NCC에 비해 잡음에 영향을 비교적 덜 받았지만 평면의 경계선 모양
을 정확히 표현하지 못했다. MI는 명암도 분포 특성을 이용하는 유사도 척도이
기 때문에 정합점 주변 화소의 변형에 영향을 덜 받지만 공간 정보를 반영하지 
않기 때문에 물체의 경계선과 같은 변위가 변하는 영역의 구조적인 특성을 정
확히 반영하기 어렵다. 제안한 방법으로 얻은 변위도는 그림 6.3의 (c)이다. 잡
음이 없는 경우와 큰 차이가 없었으며 기존의 MI보다 경계선을 잘 보전했다. 
이는 경계선 영역에서 정합 성능이 좋은 변형된 Census 변환의 장점이 잘 반영
되었기 때문이라 판단된다. 본 실험에서 얻은 변위도들의 오정합 화소 비율과 
평균제곱오차는 표 6.3과 같다.
표 6.3 50% RDS 실험에서 얻은 MI, NCC와 제안한 방법의 변위도의 오차율
Table 6.3 Error rates about disparity maps of MI, NCC, and proposed method 
in test using 50% RDS
50% RDS 50% RDS with 20% noise
BPR(%) MSE BPR(%) MSE
MI[37]+GC[58] 1.40 1.23 6.33 3.72
NCC[16]+WTA 6.21 3.41 11.89 10.42
proposed method 1.13 0.75 2.87 2.56
  오정합 화소 비율과 평균제곱오차를 통해 MI와 제안한 방법의 성능이 NCC보
다 우수하였다. MI는 화소단위 유사도 척도이고 제안한 방법 또한 화소단위 엔
트로피를 기반으로 하는 유사도 척도를 사용하기 때문에 대응점 주변 화소의 
변형이 발생해도 오정합의 빈도가 적다. 잡음이 발생한 경우에서도 MI와 제안
한 방법의 오정합 화소 비율은 각각 6.33%와 2.87%로 11.89%으로 계산된 NCC
보다 작았다. 특히 제안한 방법은 기존의 MI의 오정합 화소 비율을 2배 이상 
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감소시킨 사실을 통해 엔트로피 기반의 유사도 척도에 공간 정보를 포함시켰을 
때 잡음에 강인하고 정합 성능이 향상됨을 알 수 있다. 또한 제안한 방법의 평
균제곱오차는 두 실험에서 각각 0.75와 2.56으로 가장 작았다. 이는 에너지 함
수의 변위 연속성을 적용할 때 잘못 추정된 변위의 영향이 적음을 의미한다. 
6.2.2 환경 변화가 없는 표준 영상 실험
1) 실험 영상과 실험 방법
  실험에 사용된 영상은 조명과 카메라 노출 시간이 일정한 환경의 변화가 없
는 표준 영상 20개이고, 합성 영상과 실제 촬영 영상이 포함되어 있다. 이 중 
Tsukuba, Venus, Teddy, Cone 등 4개의 영상은 비폐색 영역과 변위 불연속 영
역에 대한 정보가 공개되어 있어 이 영역에 대해 오정합 화소 비율을 계산하였
고 다른 실험과 구별하기 위해 4개의 영상을 set A라 칭하였다. 그 외 16개의 
영상에 대해서는 검증된 비폐색 영역과 변위 불연속 영역의 기준이 없고 전체 
변위도만 공개되어 있는 까닭에 전체 변위도에 대한 오정합 화소 비율과 평균
제곱오차를 계산하였다. 이 16개 영상은 set B로 분류하였다. 
  실험에 사용한 표준 영상들은 그림 6.4와 그림 6.5와 같다. set A의 4개 영상
과 사실 변위도들은 그림 6.4이고 set B의 16개의 영상과 사실 변위도들은 그
림 6.5와 같다. set A를 구성하는 영상들은 물체들의 변위 분포가 고르면서 최
대 변위가 40화소 미만이라 시차에 따른 기하학적 변환이 거의 없고 합성 영상 
Venus가 포함되어 있어서 카메라 표본화 등의 영향없이 알고리즘 자체의 정합 
성능을 평가할 수 있다. set B의 영상들은 최대 변위가 70화소 이상이고 대부
분의 물체들이 비스듬히 기울어져 있기 때문에 물체 내에서 점진적으로 변하는 
변위를 추정하는 성능을 평가할 수 있다. 
  제안한 유사도 척도의 성능을 확인하기 위해 기존의 유사도 척도들과 동일한 
최적화 기법을 적용하여 결과를 비교하였다. 이를 위해 사용한 기존의 유사도 
척도는 NCC와 MI이고 제안한 유사도 척도는 HEC라 칭하였다. 최적화 방법은 
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그림 6.4. 비폐색 영역과 변위 불연속 영역의 척도가 있는 
set A의 영상들과 사실 변위도
Fig. 6.4. Stereo image pairs and ground truths of set A which has 
measurements about unoccluding regions and diparity discontinuity regions 
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그림 6.5. 전체 변위도의 오정합 화소 비율과 평균제곱오차를 계산한
set B의 영상들과 사실 변위도
Fig. 6.5. Stereo image pairs and ground truths of set B which has evaluated 
BPR and MSE about all disparity maps
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그래프 컷을 적용하였다. 제안한 최적화 방법의 성능은 제안한 유사도 척도를 
그래프 컷에 적용한 결과와 비교하여 측정하였다. 제안한 최적화 방법의 명칭
은 구분을 위해 8path DP라 표기하였다. 그리고 제안한 방법의 성능을 보이기 
위해 신뢰 동적 계획법(RDP)[25], 양방향 신뢰 확산법(DoubleBP)[18] 및 적응 신
뢰 확산법(AdaptingBP)[17] 등 기존 정합 방법들과 비교하였다.
2) 환경 변화가 없는 표준 영상에 대한 실험 결과
  합성 영상 Venus의 좌영상과 사실 변위도는 그림 6.6의 (a)와 (b)와 같다. 이 
영상은 프로그램으로 제작하였기 때문에 촬영시 발생하는 아웃라이어나 카메라 
표본화 등의 영향을 받지 않아 이상적인 스테레오 영상에 대한 알고리즘 성능
을 확인할 수 있다. Venus 영상은 좌상단의 무질감 영역을 포함하고 있고 우측
의 신문으로 인한 폐색 영역이 크다. 그리고 물체들이 깊이 방향으로 비스듬히 
눕혀져 있기 때문에 변위가 같은 물체 내에서도 다르게 나타난다. 
  오정합 화소 비율을 계산하기 위해 사용된 사실 변위도, 기존의 MI, RDP, 
DoubleBP, AdaptingBP를 이용하여 얻은 변위도는 그림 6.6의 (b)~(f)와 같다.  
MI와 AdaptingBP는 우측 신문의 변하는 변위를 반영하지 못했다. RDP는 곳곳
에서 약한 스트리킹 현상을 보이고, RDP 이외의 기법들은 우측상단 무질감 영
역의 변위를 정확히 구하지 못했다. 각 물체의 경계선을 보전하는 성능은 실험
에 사용한 모든 기법들이 크게 차이가 없으나 제안한 방법이 물체 내에서 변위
가 변하는 특성을 잘 반영했음을 제안한 방법으로 얻은 변위도인 그림 6.6의 
(i)로 확인할 수 있다.
  NCC와 제안한 유사도 척도인 HEC의 성능을 비교하기 위해 이들을 그래프 
컷에 적용하여 변위도를 얻었고 이는 각각 그림 6.6의 (g)와 그림 6.6의 (h)와 
같다. NCC는 폐색 영역이나 물체 경계 근처에서 변위가 급격히 변하면 유사도
를 정확히 반영하지 못하므로 배경과 변위의 차이가 큰 우측 신문의 경계에서 
성능이 좋지 않았다. 그림 6.6의 (g)에서 발생한 신문의 경계에서 발생한 오정
합이 그림 6.6의 (h)에서 개선되었다. 제안한 유사도 척도는 경계 영역에서 주
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(a)                      (b)                      (c)    
      
(d)                      (e)                      (f) 
      
(g)                      (h)                      (i) 
그림 6.6. Venus 영상의 좌영상, 사실 변위도와 변위도들
(a) 좌영상 (b) 사실 변위도 (c) MI (d) RDP (e) DoubleBP 
(f) AdaptingBP (g) NCC+GC (h) HEC+GC (i) 제안한 방법(HEC+8path DP)
((a)와 (b)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.6. Left image of Venus, ground truth and disparity maps
(a) left image (b) ground truth (c) MI (d) RDP
  (e) DoubleBP (f) AdaptingBP (g) NCC+GC (h) HEC+GC
 (i) proposed method(HEC+8path DP)
(Image courtesy of (a) and (b) Middlebury Stereo Vision Lab) 
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변 물체의 화소값이 변해도 그 영향을 적게 받는 화소단위 유사도 척도이고  
Haar 웨이블렛 특징 벡터와 Census 변환을 이용하여 공간 정보를 반영하기 때
문에 기존의 NCC와 MI에 비해 경계선 영역에서 정합 성능이 우수하다.
  그래프 컷을 최적화 방법으로 적용했을 때 우측상단 뒷배경의 변위를 정확히 
추정하지 못함을 그림 6.6의 (g)와 그림 6.6의 (h)를 통해 확인할 수 있다. 이는 
그래프 컷이 경계선과 경계선 사이의 변위를 동일하게 추정하는 특성에 기인한 
오정합이다. 그래프 컷은 동일한 변위를 가지는 화소 사이에 다른 변위가 존재
할 때 해당 화소들을 배제하는 과정을 거치므로 점진적으로 변위가 변하는 영
상에서 조밀한 변위를 얻기 힘들다. 제안한 방법의 변위도는 그림 6.6의 (i)와 
같다. 8path DP는가 대각선 방향으로 변위가 일정한 우측 상단 영역 등 경계선 
영역의 변위를 다른 방법들보다 비교적 잘 추정하였다. 또한 그래프 컷이 반영
하지 못한 우측 상단의 점진적으로 변하는 변위를 잘 반영하였다. 이는 제안한 
최적화 방법이 에너지 통합시 변위 차이에 대한 에너지 증가량을 변별적으로 
계산하는데 기인한다.
  실제 촬영한 표준 영상 중 Tsukuba 영상의 좌영상은 그림 6.7의 (a)와 같다. 
이 영상은 뒷배경에 다양한 패턴의 질감이 분포되어 있고, 얇은 물체들이 비슷
한 색의 배경과 겹쳐져 있다. 따라서 다양한 형태의 질감을 유사도가 잘 반영
하는지 여부와 변위 불연속 영역에 대해 변위를 추정할 수 있는 성능을 볼 수 
있다. 
  사실 변위도는 그림 6.7의 (b)와 같다. MI, RDP, DoubleBP, AdaptingBP, 그리
고 제안한 방법으로 얻은 변위도는 그림 6.7의 (c)부터 그림 6.7의 (f)의 순서로 
나열하였다. 기존의 MI 기법으로 얻은 변위도에서 스탠드 주변과 뒷배경에서 
오정합이 많이 관찰되었다. 특히 상단 중앙의 책장틀 부분에서 변위가 일정하
지 않았고 우측 상단의 질감이 없는 배경 부분에서도 오정합이 발생하였다. 
RDP로 얻은 변위도는 그림 6.7의 (d)와 같다. 동적 계획법의 단점인 스트리킹 
현상이 발생하였다. DoubleBP와 AdaptingBP에 의한 변위도는 그림 6.7의 (e)와 
그림 6.7의 (f)와 같다. 영상 중앙의 캠코더 주변과 영상의 좌측 상단의 책장틀 
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(a)                      (b)                     (c) 
       
(d)                      (e)                     (f) 
       
       
(g)                      (h)                      (i)
그림 6.7. Tsukuba 영상의 변위도
(a) 좌영상 (b) 사실 변위도 (c) MI (d) RDP (e) DoubleBP (f) AdaptingBP
(g) NCC+GC (h) HEC+GC (i) 제안한 방법(HEC+8path DP)
((a)와 (b)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.7. Disparity maps of Tsukuba
(a) left image (b) ground truth (c) MI (d) RDP 
(e) DoubleBP (f) AdaptingBP (g) NCC+GC (h) HEC+GC 
(i) proposed method(HEC+8path DP)
(Image courtesy of (a) and (b) Middlebury Stereo Vision Lab) 
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영역에서 오정합을 발생시켰다. 이는 특정 영역에 대한 정확하지 않은 정보가 
최종 변위도에 영향을 주는 BP의 특성으로 인해 발생했다.
  HEC를 그래프 컷에 적용하여 얻은 변위도는 그림 6.7의 (h)이다. 그림 6.7의 
(g)와 비교했을 때 스탠드와 캠코더의 경계선 영역에서 더 좋은 성능을 보였다. 
특히 스탠드 거치대와 뒷배경의 흰 게시판이 겹치는 질감이 약한 영역에서 MI
와 NCC는 오정합을 유발했지만 HEC는 배경과 물체를 비교적 잘 구분하였다. 
이를 통해 제안한 유사도 척도의 공간 정보가 다양한 질감 영역과 경계선 영역
의 정합 성능을 향상시킨다는 사실을 확인하였다.
  제안한 방법으로 얻은 변위도는 그림 6.7의 (i)이다. 제안한 최적화 방법인 
8path DP는 스트리킹 현상을 개선하고 변위를 정확히 추정하였다. 특히 변위 
불연속 영역에서 다른 방법들보다 성능이 우수하였다. 이 영상과 같이 물체의 
경계선들이 직선의 형태로 존재하는 영상에서 제안한 최적화 기법의 변위 추정 
성능이 좋다.
  실험에 적용한 방법들의 성능을 정량적으로 비교하기 위해 총 20개의 영상 
중 Venus, Tsukuba, Teddy, Cone 영상에 대해서는 비폐색 영역과 변위 불연속 
영역에 대한 오정합 화소 비율을 각각 구하여 그 평균을 계산하였고, 나머지 
16개 영상에 대해서는 사실 변위도와의 오정합 화소 비율과 평균제곱오차의 평
균을 계산하였다. 이를 표 6.4에 나타내었다.
표 6.4 표준 영상의 오정합 화소 비율(%)과 평균제곱오차(pixels)의 평균
Table 6.4  Average BPR(%) and MSE(pixels) of testbed images 
set A set B
unocc.(%) disc.(%) BPR(%) MSE
RDP[25] 2.14 6.72 4.75 0.47
DoubleBP[18] 1.86 6.01 4.19 0.23
AdaptingBP[17] 1.98 6.59 4.23 0.26
NCC+GC[58] 6.98 13.84 11.4 0.64
MI+GC[37] 3.04 11.33 7.50 0.62
HEC+GC 2.79 8.83 4.42 0.31
proposed method 2.05 5.96 3.63 0.14
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  set A로 분류된 영상들에 대한 실험에서 제안한 유사도 척도인 HEC의 성능
은 비폐색 영역과 변위 불연속 영역에서 NCC와 MI보다 좋았다. 그리고 변위 
불연속 영역에서 제안한 방법의 유사도 척도의 오정합 화소 비율은 NCC에 비
해 5.01% 낮았고 기존의 MI와는 2.5%의 차이를 보였다. 이는 제안한 유사도 척
도가 Haar 웨이블렛 특징 벡터와 Census 변환을 통해 계산한 공간 정보를 활
용함으로써 다양한 질감 영역 및 경계선 영역 등 구조적인 특성을 띄는 영역에
서 기존의 유사도 척도보다 우수한 성능을 보임을 알 수 있다. 
  변위 불연속 영역의 오차율은 제안한 최적화 방법을 적용했을 때 8.83%에서 
5.96%으로 감소하였다. 이는 기존의 경계선 영역의 변위를 잘 추정한다고 알려
져 있는 그래프 컷에 비해 제안한 방법의 변위 추정 성능이 더 우수함을 의미
한다. 그리고 제안한 최적화 방법으로 얻은 변위 불연속 영역의 오차는 실험에 
적용한 모든 방법들 중 가장 낮다. 제안한 최적화 방법이 경계선 방향의 일정
한 변위를 잘 추정하고 변위 불연속 영역을 잘 보존한다는 사실을 수치를 통해 
확인하였다. 
  set B에 대한 실험에서 제안한 유사도 척도의 오정합 화소 비율은 전체 변위
도에 대해 NCC보다 약 7% 낮았고 MI보다 3%정도 낮았다. 그리고 제안한 최적
화 방법을 적용했을 때 4.42%에서 3.63%로 더 감소하였다. set B에 대해 제안
한 방법의 전체 오정합 화소 비율과 평균제곱오차가 가장 작았다. 실험 결과 
제안한 방법은 환경 변화가 없는 영상에 대해 우수한 성능을 보였다. 
6.2.3 환경 변화가 발생한 표준 영상 실험
1) 실험 영상과 실험 방법
  실험에서 가정한 환경 변화는 조명의 변화, 카메라 노출 시간의 변화이다. 조
명과 카메라 노출 시간은 각각 세가지 경우를 색인으로 구분하였다. 카메라 노
출 시간에 대한 색인과 구체적인 노출 시간은 표 6.5와 같다.
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표 6.5 카메라 노출 색인에 대한 시간 조건(msec)
Table 6.5 Exposed time condition about camera exposure index (msec)
e_1 e_2 e_3
Aloe 200 800 3200
Art 250 1000 4000
Dolls 250 1000 4000
Cloth4 200 800 3200
Moebius 200 800 3200
Laundry 200 800 3200
Rock1 250 1000 4000
Reindeer 250 1000 4000
  조명은 I_1, I_2, I_3으로 표시된다. I_1은 표준광을 이용하여 정면에 비치도록 
했고 I_2는 조명의 색을 달리했다. I_3은 I_1과 동일한 조명이지만 방향이 다르
기 때문에 그림자의 위치로 인한 지역적인 밝기 변화를 발생시킨다. 실험에서 
각각의 환경 변화에 따른 성능을 따로 확인하기 위해 조명 변화에 대한 실험은 
카메라 노출 시간을 색인 e_2에 고정하여 조명 색인에 대한 좌영상과 우영상 
조합을 구성하였고, 카메라 노출 시간에 대한 실험에서는 조명 색인을 I_1에 고
정하고 카메라 노출 색인에 대한 실험 영상 조합을 구성하였다. 단 Aloe 영상
에 대해서는 카메라 노출 시간을 e_1에 고정하였다. 조명 색인과 카메라 노출 
색인에 대한 영상의 예는 그림 6.8과 같다. 한 장의 영상은 조명과 카메라 노출 
색인의 조합을 이용해 9종류를 만들어낼 수 있다.
  실험에 사용한 영상은 Aloe, Art, Dolls, Cloth4 등 8세트이고 그림 6.9와 같다. 
실험에 사용한 영상들의 최대 변위는 가장 적은 영상이 40이고 가장 큰 영상은 
94이다. 성능 평가는 실험으로 얻은 변위도의 비폐색영역에 대한 오정합 화소 
비율을 계산하였고, 시각적인 비교를 위해 변위도를 제시하였다. 제안한 방법의 
유사도 척도인 HEC의 성능을 다른 유사도 척도들과 비교하기 위해 HEC를 포
함한 모든 유사도 척도를 그래프 컷에 적용한 결과를 제시하였고, 최종적으로  
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           (a)                      (b)                      (c)
      
           (d)                      (e)                      (f)
      
           (g)                      (h)                      (i)
그림 6.8 조명과 카메라 노출 색인에 대한 영상의 예
(a) I_1 & e_0 (b) I_1 & e_1 (c) I_1 & e_2
(d) I_2 & e_0 (e) I_2 & e_1 (f) I_2 & e_2
(g) I_3 & e_0 (h) I_3 & e_1 (i) I_3 & e_2
(Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.8. An example of test image pair about illumination index and camera 
exposure index
(a) I_1 & e_0 (b) I_1 & e_1 (c) I_1 & e_2
(d) I_2 & e_0 (e) I_2 & e_1 (f) I_2 & e_2
(g) I_3 & e_0 (h) I_3 & e_1 (i) I_3 & e_2






그림 6.9. 실험 영상과 사실 변위도
(a) Aloe  (b) Art (c) Dolls (d) Cloth4
(e) Moebius (f) Laundry (g)Rock1 (h) Reindeer
(Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.9. Test image pairs and ground truths
(a) Aloe  (b) Art (c) Dolls (d) Cloth4
(e) Moebius (f) Laundry (g)Rock1 (h) Reindeer







그림 6.9. (계 속)
Fig. 6.9. (continued)
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제안한 방법의 결과와 비교하였다. 비교를 위해 사용된 기존의 유사도 척도는 
NCC[58], MI[37], LoG/BT[45], Rank/BT[46]과 AWSM[34]이다. 
2) 카메라 노출 시간의 차이가 발생한 영상 실험 결과
  카메라 노출 시간의 차이로 발생한 영상의 변형은 전역적으로 나타난다. 노
출 시간을 극단적으로 다르면 밝거나 어두운 저대비 영상을 얻는다. 실험에 사
용한 카메라 노출 시간은 표 6.5에 제시한 3단계로 설정하였다. 예를 들어 좌영
상의 색인이 e_1이고 우영상의 색인이 e_2일 경우 e_1/e_2로 표기하였다.
  실험에 사용한 Aloe 영상은 그림 6.10의 (a)와 (b)이다. 이 영상은 뒷배경의 
질감이 반복되는 형태를 띄고 화분 왼쪽의 뒷배경이 앞으로 돌출이 되어있어 
다른 영역과 변위의 차이가 미세하게 발생한다. 화분은 무질감 영역이고 알로
에 줄기들이 시차에 따라 폐색 영역으로 존재한다. 그리고 왼쪽 영상의 카메라 
노출 시간이 짧아서 전체적으로 어둡다.
  기존의 MI를 이용하여 얻은 변위도가 그림 6.10의 (d)이다. 전체적으로 정합
이 잘 이뤄졌지만 곳곳에 아주 밝거나 어두운 부분에서 오정합이 발생하였다.  
Rank/BT와 LoG/BT는 밝기 차이가 극단적인 영상에서 오정합이 많이 발생했다. 
LoG/BT는 아주 밝거나 어두운 영역에서 명암도의 2차 미분치를 정확히 계산하
지 못하고, Rank/BT는 Rank 변환을 이용하기 때문에 카메라 노출 시간의 변화
로 대비의 폭이 좁아진 영상에서는 기존의 명확한 차이를 보이던 중간 순위 명
암도의 순위가 같아지는 현상 등이 발생하므로 유사도를 정확히 반영하지 못한
다. 특히 Rank/BT의 경우 알로에 잎의 경계선 부근에서 오정합이 많다.  
  제안한 방법으로 얻은 변위도는 그림 6.10의 (i)이다. 기존의 MI를 이용한 방
법과 큰 차이가 없지만 경계선 부근에서 오정합이 감소하였다. 특히 화분의 윗
부분 알로에 줄기가 시작되는 영역에서 다른 방법들에 비해 비교적 정확한 변
위를 얻었다. 이 영역에서는 밝기 차이뿐만 아니라 대비의 차이도 발생하였다. 
공간 정보와 컬러 정보를 이용한 적응적 가중치를 이용하는 AWSM은 이러한 
문제를 개선했으나 시차로 인해 변한 배경 영역의 질감을 정확히 반영하지 못
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(a)                      (b)                     (c)
      
(d)                      (e)                     (f)
      
(g)                      (h)                     (i)
그림 6.10. Aloe 영상 및 변위도
(a) 좌영상 (b) 우영상 (c) 사실 변위도 (d) MI (e) LoG/BT 
(f)Rand/BT (g) NCC (h) AWSM (i) 제안한 방법(HEC+8path DP)
((a), (b), (c)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.10. Image pair of Aloe and Disparity maps
(a) left image (b) right image (c) ground truth (d) MI (e) LoG/BT 
(f) Rank/BT (g) NCC (h) AWSM (i) proposed method(HEC+8path DP)
(Image courtesy of (a),(b) and (c) Middlebury Stereo Vision Lab) 
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해 배경과 겹쳐지는 부분에서 오정합을 발생시켰다. 8개의 영상에 대한 비폐색 
영역의 오정합 화소 비율을 구하여 제안한 방법의 성능이 모든 조합에 대해 우
수한 영상들에 대한 오차율은 표 6.7과 같다.
표 6.7 제안한 방법이 우수한 성능을 보인 영상들의 카메라 노출 색인 조합별 
비폐색 영역의 오정합 화소 비율(%)
Table 6.7 BPR(%) of unoccluded region about each camera exposure index 
combinations of outstanding images
e_0/e_0 e_1/e_0 e_2/e_0 e_2/e_1 e_2/e_2
Aloe
NCC[58] 11.63 6.73 7.42 6.55 6.83
LoG/BT[45] 27.31 38.14 41.92 14.37 11.55
Rank/BT[46] 7.71 13.92 17.36 13.85 4.52
AWSM[34] 4.17 4.03 6.01 3.94 4.21
MI[37] 5.95 4.37 5.97 4.42 3.35
HEC+GC 4.13 4.03 5.51 5.43 5.27
proposed method 4.12 4.02 3.72 3.56 3.14
Art
NCC 20.43 17.67 21.25 15.13 15.37
LoG/BT 38.42 61.27 72.38 33.18 12.05
Rank/BT 15.24 14.21 16.87 15.24 11.27
AWSM 9.73 9.00 13.82 11.69 10.93
MI 17.05 18.07 20.83 18.21 17.74
HEC+GC 9.13 9.27 12.17 12.27 10.62
proposed method 7.27 6.37 10.62 9.41 9.81
Dolls
NCC 13.27 12.73 15.71 12.45 11.24
LoG/BT 23.54 36.18 57.18 19.33 14.58
Rank/BT 9.52 7.58 12.00 7.14 5.52
AWSM 6.14 5.84 8.88 6.85 4.30
MI 15.14 13.71 20.24 11.58 17.73
HEC+GC 9.48 7.15 10.42 8.34 6.63
proposed method 4.24 4.21 6.24 5.47 4.02
Moebius
NCC 14.62 12.72 15.92 14.17 13.24
LoG/BT 23.17 24.37 32.51 16.72 16.96
Rank/BT 12.76 13.00 15.27 10.24 10.13
AWSM 7.29 10.31 10.72 10.25 8.15
MI 10.81 11.96 17.27 14.47 11.74
HEC+GC 7.91 8.51 10.43 10.67 9.24
proposed method 7.14 7.27 7.91 7.84 7.38
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  전반적으로 모든 방법들의 오차율이 e_2/e_0 색인 조합, 가장 밝고 가장 어
두운 영상을 정합하는 경우 가장 크다. 이 색인 조합에 대한 오차율과 노출 시
간이 동일한 조합의 오차율의 편차를 살펴보면 제안한 유사도 척도인 HEC가 
동일한 최적화 기법을 적용했을 때 다른 유사도 척도들에 비해 가장 적었다. 
오차율의 편차는 Dolls 영상에서 2.7%로 가장 컸다. 같은 영상에서 MI는 9% 이
상, AWSM은 3% 정도의 편차를 보였다. 제안한 방법은 공간 정보를 활용하여 
유사도에 계산하기 때문에 밝기 변화에 대해 기존의 유사도 척도들보다 영향을 
적게 받았다.
  제안한 유사도 척도는 기존의 MI의 오차율을 감소시켰고, 그 차이는 Art 영
상과 Dolls 영상에서 확실히 나타났다. e_2/e_0조합에서 MI와 제안한 유사도 척
도의 오차율 차이는 두 영상에서 각각 8.16%와 9.82%였다. 이 영상들은 작은 
물체들이 영상에 조밀하게 위치되어 있다. 이들 영상은 다른 영상에 비해 변위 
불연속 영역이 많기 때문에 공간 정보를 포함한 제안한 유사도 척도의 성능이 
더 좋았다. 
  다른 방법들과의 성능차이는 Art 영상과 Moebius 영상에서 두드러진다. Art 
영상은 얇은 물체가 많고, Moebius 영상은 변위가 같은 물체 내에서 경계선이 
많이 검출되는 특징이 있다. 실제로 Dolls 영상에서 GC를 적용한 기법들의 오
정합율은 AWSM과 제안한 방법에 비해 높게 나타남을 알 수 있다. 제안한 방
법의 결과를 종합해보면 GC보다 제안한 최적화 기법의 성능이 우수함을 알 수 
있다. 
  각 영상의 색인조합 e_0/e_0와 e_2/e_0에 대한 제안한 방법의 오차율 편차는 
Aloe에서는 0.4%, Art는 2.35%, Dolls에서는 2%, 그리고 Moebius에서는 0.77%이
다. 제안한 방법의 오차율 편차가 가장 작기 때문에 다른 방법들에 비해 전역
적인 밝기 변화에 대해 강인하다고 할 수 있다. 
  기존 방법들과 제안한 방법의 성능이 대등하게 나타난 영상에 대한 실험 결
과를 표 6.8에 보였다. 
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표 6.8 제안한 방법의 성능이 대등하게 나타난 영상들의 카메라 노출 색인 조
합별 비폐색 영역의 오정합 화소 비율(%)
Table 6.8 BPR(%) of unoccluded region about each camera exposure index 
combinations of even images
e_0/e_0 e_1/e_0 e_2/e_0 e_2/e_1 e_2/e_2
Cloth4
NCC[58] 2.42 1.69 1.75 1.64 1.72
LoG/BT[45] 7.31 8.92 16.82 3.16 1.87
Rank/BT[46] 1.6 1.16 2.37 1.17 1.10
AWSM[34] 1.62 1.17 2.36 1.79 1.82
MI[37] 2.61 2.57 2.83 2.64 2.70
HEC+GC 1.62 1.42 2.02 1.34 2.26
proposed method 1.75 1.06 1.47 1.32 1.97
Laundry
NCC 27.15 23.37 25.15 25.91 25.47
LoG/BT 23.51 25.97 30.28 20.42 27.00
Rank/BT 20.14 21.76 22.41 21.24 20.46
AWSM 13.92 11.97 19.62 16.84 12.17
MI 21.51 20.71 22.15 22.71 23.64
HEC+GC 14.71 11.24 20.52 15.10 14.18
proposed method 14.41 12.15 18.32 14.24 11.15
Rock1
NCC 17.12 12.71 18.72 13.91 13.57
LoG/BT 14.37 16.75 27.51 24.72 26.41
Rank/BT 17.34 13.12 18.16 17.24 14.27
AWSM 14.52 15.48 16.82 14.15 13.64
MI 17.16 14.82 19.77 15.72 14.93
HEC+GC 17.24 16.72 17.21 14.10 14.20
proposed method 15.52 15.21 16.49 14.21 13.10
  제안한 유사도 척도는 e_0/e_0과 e_2/e_2 색인에서 기존 방법인 AWSM과 오
차율이 비슷하거나 다소 높았다. 이는 대비의 축소로 인해 Haar 웨이블렛 특징 
벡터의 엔트로피 보정 성능이 저하됐기 때문이라 판단된다. 한편 각 영상의 색
인 조합에 대한 오차율 변화 추이를 보면 제안한 방법의 편차가 가장 적음을 
알 수 있다. 또한 모든 영상에 대한 e_2/e_0 색인에서 제안한 방법의 오차가 
기존의 방법들보다 낮았다. 이 색인은 밝기 차이가 가장 극단적으로 발생하는 
경우인데 제안한 방법의 오차율이 Cloth4에서 1.47%와 Laundry 영상에서 
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18.32%, Rock1 영상에서 16.49%로 가장 낮았다. 몇몇 색인에 대해 제안한 방법
보다 AWSM의 오차율이 낮았지만 오차율의 차이는 0.5% 미만이었다. 
  제안한 방법의 성능이 좋지 않은 영상에 대한 오차율은 표 6.9와 같다.
표 6.9 제안한 방법의 성능이 미진한 영상의 카메라 노출 색인 조합별 비폐색 
영역의 오정합 화소 비율(%)
Table 6.9 BPR(%) of unoccluded region about each camera exposure index 
combinations of inferior image
e_0/e_0 e_1/e_0 e_2/e_0 e_2/e_1 e_2/e_2
Reindeer
NCC[58] 15.24 14.16 12.27 11.15 9.27
LoG/BT[45] 17.24 22.37 33.92 12.57 7.61
Rank/BT[46] 12.71 12.48 14.37 10.42 9.41
AWSM[34] 11.72 8.14 6.82 4.16 3.62
MI[37] 15.27 13.72 20.15 20.07 10.57
HEC+GC 14.01 10.14 12.72 10.24 13.95
proposed method 13.12 9.34 11.73 8.41 9.37
  Reindeer 영상에서 제안한 방법의 오정합율이 큰 차이를 보였다. 이 영상은 
다른 영상에 비해 최대 변위가 커서 변위가 큰 물체에 대해 약한 기하학적 왜
곡이 발생했고, 변위가 큰 물체가 두 영상에서 컬러 차이가 큰 배경에 각각 위
치해있다. 특히 가장 앞에 있는 물체의 변위가 94화소로 실험에 사용한 영상들 
중 가장 크다. 표에서 계산한 오정합 화소 비율은 구해진 변위와 사실 변위도
와서 변위 차이가 1화소 이상일 경우 오정합 화소로 구분한다. 이 경우 해당 
영상과 같은 큰 변위를 갖는 영역에 대해 약간의 소수점 차이가 발생해도 오정
합 화소로 분류되는 결과를 초래한다. 실제로 이러한 특성을 알아보기 위해 오
정합 화소의 임계치를 2로 설정하고 오차율을 계산했을 때, 모든 방법들의 오
차율이 개선되는 효과를 보였고, 제안한 방법의 오차율은 큰 폭으로 감소하였
다. 특히 e_2/e_0 색인에 대한 AWSM의 오차는 5.71%로 나타났고, 제안한 방법
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의 오차는 6.43%였다. 그리고 e_1/e_0 색인에 대해서는 AWSM이 6.22%, 제안한 
방법이 6.08%로 오히려 더 좋은 결과를 보였다. 그리고 최대 오차율의 편차는 
제안한 방법이 3.72%로 8.1%를 나타낸 AWSM보다 낮았다. 제안한 방법의 오정
합 화소 비율은 AWSM보다 높게 나타났으나 환경 변화에 대한 성능 차이는 제
안한 방법이 더 적었다.
  8개 영상에 대한 실험을 통해, 제안한 유사도 척도와 최적화 기법은 두 영상
의 밝기 차이가 극단적일 때 다른 방법들에 비해 오차율의 변화가 적었다. 그
리고 실험 영상 조합에 따른 오차율의 편차가 다른 방법들에 비해 적었다. 반
면 제안한 방법의 오차율이 아주 밝거나 어두운 영상에서 오차율이 소폭 증가
하는 것을 볼 수 있었는데,  이는 극단적으로 밝거나 어두운 영상에서 Census 
변환이 Rank 변환과 비슷한 단점을 가지고 있기 때문이다. 이런 점을 제외하면 
제안한 방법의 성능이 전반적으로 우수하게 나타났다.  
3) 조명의 차이가 발생한 영상 실험 결과
  실험에 사용한 영상과 실험으로 얻은 변위도들을 그림 6.11에 나타내었다. 좌
영상과 우영상의 조명이 다른데, 우영상의 조명 방향이 영상의 오른편에서 왼
편으로 변경되어 좌영상에 없는 그림자가 관찰된다. 실험에 사용한 조명 색인
은 I_1, I_2, I_3로 구성하였고 좌우영상의 조명 조합은 I_1/I_2와 같은 형식으로 
표기하였다. 실험에 사용한 영상은 카메라 노출 시간 변화 실험에 사용한 영상
과 동일하다.
  기존의 MI를 이용해 얻은 변위도는 그림 6.11의 (d)와 같다. 밝기 변화에 강
인하다고 알려진 MI의 성능이 좋지 않음을 확인할 수 있다. Rank/BT와 NCC를 
이용하여 얻은 변위도는 (e)와 (f)이다. 두 방법 모두 조명이 변한 환경에서 좋
은 성능을 보였지만 화분 상단과 오른편 알로에 잎 부근에서 오정합이 많이 발
생한다. 그림 6.11의 (a)에는 없는 그림자가 (b)의 중앙에 보인다. 제안한 방법
으로 얻은 변위도가 그림 6.11의 (i)이다. 물체의 경계선이 다른 방법들에 비해 
잘 보전되었음을 알 수 있다. 해당 영상 화분 윗부분에서는 앞에서 수행한 카
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(a)                      (b)                    (c)
     
(d)                      (e)                    (f)
      
(g)                      (h)                    (i)
그림 6.11. Aloe 영상 및 변위도
(a) 좌영상 (b) 우영상 (c) 사실 변위도 (d) MI (e) LoG/BT (f) Rank/BT 
(g) NCC (h) AWSM (i) 제안한 방법(HEC+8path DP)
((a),(b)와 (c)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.11. Image pair of Aloe and Disparity maps
(a) left image (b) right image (c) ground truth (d) MI (e) LoG/BT 
(f) Rank/BT (g) NCC (h) AWSM (i) proposed method(HEC+8path DP)
(Image courtesy of (a), (b) and (c) Middlebury Stereo Vision Lab) 
- 105 -
메라 노출 시간의 차이로 발생한 특징이 유사하게 나타난다. 기존의 방법들은 
이 영역에서 오정합이 많이 발생하였다. 그러나 전반적으로 제안한 방법의 변
위가 다른 방법에 비해 정확히 구해졌다. 
  Dolls 영상에 대해 실험한 결과를 그림 6.12에 보였다. 이 영상은 모든 물체
들의 경계가 곡선 형태이고 군데군데 폐색영역이 분포된 특징이 있다. 그리고 
이 영상은 물체들의 변위 차이가 크지 않고 물체의 질감이 다양하기 때문에 경
계선이 많이 검출되는 물체에 대해 변위를 일정하게 추정해야 한다. 
  제안한 유사도 척도와 GC를 적용하여 얻은 변위도는 그림 6.12의 (h)이다. 기
존의 MI를 비롯한 다른 유사도 척도들보다 오정합이 적음을 알 수 있다. 제안
한 유사도 척도는 조명의 변화에도 영상 전반적으로 유사도를 잘 반영했다고 
볼 수 있다. 기존 방법들의 오정합이 발생한 영역은 주로 조명의 변화로 인해 
물체의 명암도 차이가 발생한 곳이다. 특히 왼쪽 영상에서 가장 앞에 있는 아
기 인형의 머리나 오른쪽 뒤에 있는 인형의 머리에서 명암 차이가 발생한 것을 
볼 수 있다. GC는 이와 같은 영역을 변위 불연속 영역으로 간주하기 쉽기 때문
에 그림 6.12의 (i)를 제외한 나머지 변위도에서 오정합이 많이 발생하였다. 
  제안한 최적화 기법을 적용하여 얻은 변위도는 그림 6.12의 (i)이다. 이 영상
은 같은 물체의 경계선이 많이 분포되어 있기 때문에 GC에 비해 제안한 방법
의 경계선 보전 성능이 부각되었다. 실제로 제안한 방법은 변위가 변하는 영역
에서의 오정합을 많이 감소시켰다. 단 영상 중앙에 보이는 아기 머리 부분에서 
오정합이 발생하였다. 아기 머리 부분의 컬러 변화 형태는 좌영상에서 하이라
이트 부분까지 밝기가 점진적으로 증가하지만 우영상에서는 평탄하다. 이로 인
해 각각의 영역에서 Haar 웨이블렛 특징 벡터가 다르게 계산되어 오정합이 발
생했다고 판단된다. 
  8개의 영상과 조명 조합에 대한 제안한 방법과 다른 방법들의 오정합율을 표
로 나타내었다. 모든 조명 조합에 대해 제안한 방법의 성능이 우수한 영상들의 
오차율은 표 6.10과 같다.
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(a)                      (b)                    (c)
      
(d)                      (e)                    (f)
    
(g)                      (h)                    (i)
   그림 6.12. Dolls 영상 및 변위도
(a) 좌영상 (b) 우영상 (c) 사실 변위도 (d) MI (e) LoG/BT (f) Rank/BT 
(g) NCC (h) AWSM (i) HEC+8path DP
((a),(b)와 (c)는 Middlebury Stereo Vision Lab에서 공개) 
Fig. 6.12. Image pair of Dolls and Disparity maps
(a) left image (b) right image (c) ground truth (d) MI (e) LoG/BT 
(f) Rank/BT (g) NCC (h) AWSM (i) HEC+8path DP
(Image courtesy of (a), (b) and (c) Middlebury Stereo Vision Lab) 
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표 6.10 제안한 방법의 성능이 우수한 영상들의 조명 색인 조합별 비폐색 영역
의 오정합 화소 비율(%)
Table 6.10 BPR(%) of unoccluded region about each illumination index 
combinations of outstanding images
I_1/I_1 I_2/I_1 I_3/I_1 I_3/I_2 I_3/I_3
Aloe
NCC[58] 9.33 11.41 22.73 17.83 9.82
LoG/BT[45] 14.27 15.92 26.41 19.73 13.82
Rank/BT[46] 6.84 8.12 19.24 16.48 6.62
AWSM[34] 3.46 7.41 13.24 10.24 4.34
MI[37] 5.31 18.14 72.54 63.75 6.21
HEC+GC 4.37 6.62 11.25 8.46 5.69
proposed method 3.36 5.92 9.91 9.11 3.79
Dolls
NCC 10.12 11.42 35.27 28.51 9.40
LoG/BT 17.71 17.31 26.15 19.91 15.54
Rank/BT 6.14 9.24 33.15 24.15 6.41
AWSM 4.31 8.85 20.21 22.14 5.21
MI 17.13 32.48 63.29 42.75 14.53
HEC+GC 5.37 7.41 12.48 13.54 5.62
proposed method 4.12 7.24 12.42 13.45 4.28
Cloth4
NCC 3.74 6.71 10.92 3.89 3.69
LoG/BT 3.37 4.12 7.27 3.97 3.68
Rank/BT 3.05 4.88 7.39 3.84 3.75
AWSM 2.82 6.94 7.87 3.21 2.09
MI 3.48 37.41 43.17 8.41 2.71
HEC+GC 2.63 3.35 4.34 4.08 2.31
proposed method 2.33 3.12 3.67 2.32 1.83
Rock1
NCC 3.74 6.71 10.93 3.89 4.48
LoG/BT 3.37 4.84 7.95 4.34 3.86
Rank/BT 2.90 4.64 8.01 4.14 3.55
AWSM 1.82 6.97 11.87 3.21 2.09
MI 3.14 11.84 39.12 15.27 3.18
HEC+GC 2.15 3.24 7.68 4.27 2.38
proposed method 1.63 2.35 2.47 2.32 1.33
Laundry
NCC 22.14 34.21 42.91 30.45 24.51
LoG/BT 11.24 21.45 32.51 19.42 18.24
Rank/BT 20.24 26.91 39.72 27.15 19.56
AWSM 11.42 22.14 28.35 19.24 11.56
MI 13.57 37.85 61.47 41.75 15.61
HEC+GC 11.38 18.75 27.75 15.26 12.62
proposed method 10.72 15.32 24.93 14.21 10.63
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  조명 색인이 다르면 MI의 오정합율이 증가했다. 기존의 MI는 두 영상의 조명 
변화로 인해 불균일하게 밝기가 변했을 때 유사도를 잘 반영하지 못하기 때문
이다. 이러한 특성은 Aloe 영상에 대한 실험에서 조명 색인이 I_1/I_1로 같을 때 
5.31%였던 오차율이 조명 색인이 I_3/I_1로 달라졌을 때 72.54%로 급격히 증가
했다는 점에서 확실히 드러난다. 동일한 조건에서 제안한 유사도 척도인 HEC
의 오정합율은 4.37%에서 11.25%로 증가폭이 감소하였다. 다른 영상에 대해서
도 HEC의 오정합율은 조명 색인이 같을 경우 MI와 근소한 차이를 보였지만 다
른 경우 오정합율의 증가폭이 확연히 감소하였다. 또한 HEC는 모든 영상의 조
명 색인 I_3/I_1에서 실험에 사용한 유사도 척도들 중 가장 우수한 성능을 보였
다. 이러한 결과를 통해 지역적으로 불균일한 밝기 변화가 발생한 경우 Haar 
웨이블렛 특징 벡터로 얻은 주파수 특성의 공간 정보는 기존의 엔트로피 기반 
유사도 척도의 오정합을 보완한다는 사실을 알 수 있다.
  Aloe 영상의 색인이 I_3/I_1일 때 제안한 유사도 척도를 GC와 8path DP에 적
용하여 계산한 오차율은 각각 11.25%과 9.91%였다. 그 외 다른 영상들의 동일
한 색인에 대한 실험에서 제안한 최적화 방법의 성능이 더 좋았고, 이 중 
Rock1 영상의 동일한 색인에서 제안한 최적화 방법과 GC의 오차율 차이가 
5.21%로 가장 컸다. 이는 대부분 질감이 풍부한 암석들로 구성되어 있는 Rock1 
영상은 동일한 물체 내에서 경계선이 많이 검출되기 때문에 기존의 GC는 에지 
화소를 변위 불연속 영역으로 분류하여 오정합이 증가하기 때문이다.
  색인별 오차율의 변화는 모든 영상에서 I_3/I_1 색인에 대한 오차가 가장 크
고 I_1/I_1 색인의 오차가 가장 작았다. Dolls 영상을 제외한 4개의 영상에서  
이 색인들에 대한 오차율의 차이는 제안한 방법에서 가장 작았기 때문에 조명 
변화에 가장 강인한 방법이라고 할 수 있다. Dolls 영상에서는 제안한 방법의 
편차가 1.88% 높지만 I_3/I_1에서 제안한 방법의 오차가 가장 작았기 때문에 제
안한 방법이 환경 변화에 민감하다고 할 수는 없다. 
  기존의 방법과 제안한 방법의 성능이 대등하게 나타난 영상에 대한 오차율은 
표 6.11과 같다. 
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표 6.11 제안한 방법의 성능이 대등한 영상들의 조명 색인 조합별 비폐색 영역
의 오정합 화소 비율(%)
Table 6.11 BPR(%) of unoccluded region about each illumination index 
combinations of even images
I_1/I_1 I_2/I_1 I_3/I_1 I_3/I_2 I_3/I_3
Art
NCC[58] 19.96 21.93 42.17 38.15 19.11
LoG/BT[45] 28.12 28.38 41.32 39.67 26.86
Rank/BT[46] 16.67 17.85 38.46 31.92 13.00
AWSM[34] 11.26 13.28 23.99 20.24 11.12
MI[37] 17.14 32.42 63.29 42.72 14.53
HEC+GC 12.42 13.23 21.25 18.34 12.24
proposed method 11.33 11.75 20.92 16.41 11.36
Moebius
NCC 10.52 14.21 22.18 19.63 11.48
LoG/BT 15.52 16.25 21.38 19.85 12.42
Rank/BT 9.21 10.35 20.92 18.21 9.75
AWSM 6.27 8.75 14.62 12.51 5.15
MI 15.76 24.72 41.48 31.57 13.76
HEC+GC 8.05 9.42 16.72 13.72 9.05
proposed method 6.71 8.54 15.23 11.42 5.17
  조명 색인이 같을 때 Art 영상에 대한 실험에서 AWSM가 제안한 방법보다 
오정합 화소 비율이 근소하게 작었다. 조명 색인 I_1/I_1과 I_3/I_3에 대한 차이
가 각각 0.07% 0.24%이므로 월등히 성능이 좋다고 볼 수는 없다. 오히려 조명
이 다른 세가지 조합에서 제안한 방법의 성능이 더 좋았다. 
  Moebius 영상의 조명 색인 I_3/I_1에 대한 제안한 방법의 오정합 화소 비율은  
AWSM보다 약간 높았다. 조명 색인 I_2/I_1과 I_3/I_2에 대한 성능은 제안한 방
법이 더 우수했지만, 오정합이 가장 많이 발생하는 색인 I_3/I_1에 대해서는 
AWSM이 더 우수하였다. Moebius 영상은 조명 변화로 인해 발생한 밝기 변화
의 불균일한 정도가 크지 않기 때문에 공간 정보를 이용하는 제안한 방법의 성
능이 AWSM의 적응형 가중치보다 부각되지 못했다고 판단된다. 
 제안한 방법의 성능이 미진한 영상에 대한 오차율은 표 6.12와 같다. 
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표 6.12 제안한 방법의 성능이 미진한 영상에 대한 조명 색인 조합별 비폐색 
영역의 오정합 화소 비율(%)
Table 6.12 BPR(%) of unoccluded region about each illumination index 
combinations of inferior image
I_1/I_1 I_2/I_1 I_3/I_1 I_3/I_2 I_3/I_3
Reindeer
NCC[58] 24.31 30.14 37.28 22.27 10.48
LoG/BT[45] 11.28 21.44 32.53 19.47 18.20
Rank/BT[46] 20.14 25.38 37.59 19.61 17.34
AWSM[34] 10.42 22.16 26.8 17.07 11.52
MI[37] 11.47 34.81 62.57 77.24 13.72
HEC+GC 11.42 24.28 25.18 19.26 12.68
proposed method 11.42 24.24 24.27 19.28 12.05
  Reindeer 영상에서는 실험에 사용한 모든 방법의 오정합율이 다른 영상에 비
해 컸다. 이는 카메라 노출 관련 실험과 마찬가지로 이 영상은 두 영상의 시차
가 커서 변위가 큰 물체에 대한 기하학적 왜곡이 발생했기 때문이다. 표 (6.12)
의 오정합 화소 비율들은 사실 변위도와의 변위 차이가 1화소 이상일 때 오정
합 화소로 구분하기 때문에 해당 영상과 같은 큰 변위를 갖는 영역에 대해 약
간의 소수점 차이가 발생해도 오정합 화소로 분류된다. 그리고 MI를 제외한 다
른 방법들과 제안한 방법의 오차율의 차이가 크지 않다. 따라서 기하학적 변화
를 동반한 영상의 특성으로 인해 조명의 변화가 각 방법의 성능에 큰 영향을 
주지 않았다고 판단된다. 
6.2.4 실제 영상 실험
1) 실험 영상과 실험 방법
  제안한 방법의 성능을 검증하기 위해 실험용 표준 영상이 아닌 실제 촬영한 
영상에 대해 적용하였다. 스테레오 영상은 BASLER사의 SCA1000-30FC 2개를 
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이용해 촬영하였고 이득과 감마계수는 각각 507과 1.0으로 설정하였다. 렌즈의 
초점은 0.4m로 동일하게 맞췄고 조리개를 조절하여 환경 변화 조건을 조성했
다. 실험에 사용한 영상은 CCD, BOOK, DIP, PIG이며 그림 6.14에 나타내었다. 
모든 실험은 환경 조건이 동일한 상태에서 촬영한 영상과 한쪽의 조리개 수치
에 변화를 주고 촬영한 영상에 대해 각각 수행하였다. 이 중 CCD와 BOOK 영
상 실험은 조리개의 변화를 준 경우에 대해 기존 방법의 변위도와 비교하여 제
안한 방법의 성능을 정성적으로 평가하였다. 조리개 조절은 전역적인 밝기 변
화를 초래하므로 앞 절에서 적용한 LoG/BT, Rank/BT, NCC 그리고 AWSM을 적
용하여 비교하였다. 각 영상 획득시 카메라 간격은 PIG 영상은 7cm, CCD 영상
은 4cm, BOOK 영상과 DIP 영상은 3cm였다.
  CCD 영상은 그림 6.14의 (a)이다. 왼쪽부터 동일 조건에서 촬영한 좌영상, 우
영상, 그리고 조리개를 닫은 우영상이다. 이 영상은 뒷배경의 깊이가 작고 중앙
의 뒷배경이 앞으로 돌출되어 있어서 약간의 변위차가 발생한다. 배경 바로 앞
에 있는 물체가 뒤로 뉘어 있기 때문에 물체내에서 점진적인 변위차가 발생한
다. 동일 조건에서 촬영한 영상에 대해 제안한 방법의 변위도를 보였고, 조리개
를 닫은 우영상과의 정합 성능은 기존 방법들과의 변위도를 비교하였다.   실
험에 사용한 BOOK 영상은 그림 6.14의 (b)이다. 이 영상은 좌영상에 대해 조리
개를 닫고 촬영하여 변위도를 얻었다. 이 영상은 가장 앞에 있는 의자를 제외
하고 뒷배경으로 존재하는 책장과 책들의 작은 변위차이를 잘 반영하는지 확인
하기 위한 목적으로 사용하였다. 그리고 책장의 공백영역은 무질감의 형태를 
띄기 때문에 무질감을 표현하는 유사도 척도의 성능을 확인할 수 있는 영상이
다. DIP영상은 실험 영상 중 기준선이 가장 짧고 배경의 질감이 다양하기 때문
에 표준 영상과 구성이 비슷하다. PIG 영상은 변위가 가장 크기 때문에 폐색 








그림 6.14. 실제 영상
(a) CCD (b) BOOK (c) DIP (d)PIG
Fig. 6.14. Real image sets
(a) CCD (b) BOOK (c) DIP (d)PIG
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2) 실제 영상 실험에 대한 결과
  실험에 사용한 CCD 영상과 제안한 방법의 변위도는 그림 6.15와 같다. 두 카
메라의 조리개 개방이 동일한 경우 제안한 방법은 깊이 방향으로 눕혀진 공룡 
인형의 점진적으로 변하는 변위를 잘 추정하였고 왼쪽의 저금통의 모양을 뚜렷
하게 표현했다. 그리고 뒷배경에서 변위가 다른 부분도 잘 찾았다. 우영상의 조
리개를 조절하여 어둡게 하고 수행한 실험의 결과는 그림 6.16과 같다. 앞 절에
서 수행한 카메라 노출 시간에 대한 실험과 유사한 결과들을 보였다. LoG/BT의 
변위도는 오정합 영역이 길게 펼쳐져 있고, Rank/BT는 경계선 영역과 비폐색 
영역에서 잡음 형태의 오정합을 발생시킨 것을 그림 6.16의 (b)와 (c)를 통해 알 
수 있다. NCC는 CCD 카메라와 저금통 등 질감이 없는 평탄한 영역에서 오정
합을 발생시켰고, AWSM은 공간 정보를 이용하여 NCC의 문제점을 크게 개선
하였으나 인형과 저금통이 겹쳐지는 부분에서 오정합이 발생하였다. 제안한 방
법의 변위도는 그림 6.16의 (f)와 같다. 제안한 방법은 AWSM과 같이 공간 정보
를 포함하는 유사도 척도를 사용하기 때문에 제안한 방법의 변위도와 AWSM의 
변위도와 큰 차이가 없어 보이지만 AWSM에서 오정합이 발생한 영역에서 경계
선을 잘 보전하였다. 그리고 그림 6.15의 (c)와 그림 6.16의 (f)를 비교했을 때 
제안한 방법은 환경 변화에 따른 변위도의 시각적인 차이가 거의 없음을 확인
하였다.
  실험에 사용한 BOOK 영상과 제안한 방법의 변위도는 그림 6.17과 같다. 환
경의 변화가 없을 때 제안한 방법의 변위도는 뒷배경의 작은 변위차를 잘 표현
하였고 책장과 책들의 경계선을 잘 표현하였다. 꽂혀있는 책들의 깊이가 다른 
특성도 잘 반영하였다. BOOK의 좌영상을 어둡게하여 앞 절과 동일한 방법을 
실험하였다. 실험 영상과 각 방법으로 얻은 변위도는 그림 6.18로 나타냈다. 변
위가 같은 작은 단위의 물체들의 경계선 부근에서 LoG/BT와 Rank/BT의 오정합
이 두드러진다. 그리고 앞에 있는 담요의 체크 무늬에서도 경계선이 검출되기 
때문에 이 영역에서도 오정합이 발생했다. NCC는 경계선이 뭉개지는 문제를 
보였다. 공간 정보를 적용한 AWSM과 제안한 방법의 변위도가 다른 기법들에 
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              (a)                    (b)                   (c)
그림 6.15. CCD 영상과 제안한 방법의 변위도
(a) 좌영상 (b) 우영상 (c) 제안한 방법의 변위도
Fig. 6.14. Real stereo images and disparity maps
(a) left image (b) right image (c) disparity map of proposed method
      
              (a)                    (b)                   (c)
    
              (d)                    (e)                   (f)
그림 6.16. CCD 영상의 우영상과 변위도
(a) 우영상 (b) LoG/BT (c) Rank/BT
(d) NCC (e) AWSM (f) 제안한 방법
Fig. 6.16. Right image of real stereo images and disparity maps
(a) right image (b) LoG/BT (c) Rank/BT
(d) NCC (e) AWSM (f) proposed method
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비해 우수한 성능을 보인다. 제안한 방법은 책꽂이의 빈 부분에서 오정합이 발
생하였다. 반면 AWSM은 의자의 경계영역과 왼쪽의 빈 책장 영역에서 오정합
이 크게 발생했다. DIP 영상과 PIG 영상을 이용한 실험은 환경 변화에 대한 제
안한 방법의 강인함을 보이기 위해 수행하였다. DIP 영상과 제안한 방법의 변
위도는 그림 6.19와 같다. DIP 영상은 환경이 같을 경우와 우영상의 밝기가 변
한 경우의 변위도가 큰 차이를 보이지 않았고 제안한 방법의 장점인 경계선 보
전 성능이 잘 드러났다. PIG 영상과 변위도는 그림 6.20과 같다. PIG 영상의 중
앙에 있는 영역에서 정합이 정확히 이뤄지지 않았다. 이 영상에서 변위가 가장 
큰 물체는 100에 가깝다. 그리고 다른 영상과는 달리 배경의 변위도 크다. 이러
한 특성으로 인해 좌영상과 우영상에서 약한 기하학적 왜곡이 관찰된다. 좌영
상에 없는 책의 옆면이 우영상에서 관찰되고, 책과 저금통 사이 영역의 배경 
질감이 두 영상에서 다르다. 이로 인해 Haar 웨이블렛 특징 벡터와 Census 변
환의 오차가 커지기 때문에 최적화 기법에서는 이 영역을 일종의 폐색 영역으
로 둘 가능성이 크다. 
  실제 촬영 영상의 실험을 통해 표준 영상 실험에서 증명된 제안한 방법의 전
역적인 밝기 변화에 강인한 성능과 경계선 영역에서의 우수한 정합 성능을 확
인하였다.  
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             (a)                    (b)                   (c)
그림 6.17. BOOK 영상과 제안한 방법의 변위도
(a) 좌영상 (b) 우영상 (c) 제안한 방법의 변위도
Fig. 6.17. BOOK image pair and disparity maps
(a) left image (b) right image (c) disparity map of proposed method
    
              (a)                    (b)                   (c)
    
              (d)                    (e)                   (f)
그림 6.18. BOOK 영상의 조리개 닫힌 좌영상과 변위도들
(a) 조리개 닫힌 좌영상 (b) LoG/BT (c) Rank/BT
(d) NCC (e) AWSM (f) 제안한 방법
Fig. 6.18. A left image with closed aperture of BOOK pair and disparity maps
(a) left image with closed aperture (b) LoG/BT (c) Rank/BT
(d) NCC (e) AWSM (f) proposed method
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              (a)                    (b)                   (c)
그림 6.19. DIP 영상과 제안한 방법의 변위도
(a) 좌영상 (b) 우영상 (c) 제안한 방법의 변위도
Fig. 6.19. DIP stereo images and disparity maps
(a) left images (b) right images (c) disparity map of proposed method
    
        
              (a)                    (b)                   (c)
그림 6.20. PIG 영상과 제안한 방법의 변위도
(a) 좌영상 (b) 우영상 (c) 제안한 방법의 변위도
Fig. 6.20. PIG stereo images and disparity maps
(a) left images (b) right images (c) disparity map of proposed method
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6.3 계산 속도
  제안한 방법의 계산상의 효율성을 보이고자 계산 시간을 측정하여 제시하였
다. 동일한 영상을 처리하여 변위도를 얻는데 걸리는 시간을 기존의 방법들과 
비교하였고 제안한 방법의 유사도 척도를 얻는데 걸리는 시간과 정합을 1회 수
행하는 시간을 측정하여 제시하였다. 그리고 제안한 기법에 다해상도 기법을 
적용했을 때 소요되는 시간을 적용하지 않았을 때 걸리는 시간과 비교하였다. 
실험에 사용된 영상은 Aloe 영상이고 계산시간을 산출한 PC 환경은 Intel i5 
2.1Ghz의 CPU에 4GB 메모리였다. 
  제안한 방법의 계산시간을 다른 기법들과 비교하기 위해 각각의 계산시간을 
표 6.13에 나타내었다.
표 6.13 Aloe 영상에 대한 다른 방법들과 제안한 방법의 계산 시간 비교
Table 6.13 Computational time comparison with various methods about Aloe 
image pair










  최적화 방법으로 GC를 이용한 방법들 중 제안한 방법의 순위가 5번째였다. 
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이는 가장 빠른 BT기반의 기법에 비해 2배 이상 차이가 난다. 제안한 방법은 
엔트로피와 Haar 웨이블렛 특징 벡터, Census 변환을 결합한 유사도 척도를 사
용한다. 그리고 그 중 계산 복잡도가 특히 높은 Census 변환을 이용하므로 그
래프 컷과 같은 전역적 최적화 방법에 적용하면 계산 복잡도가 더 증가한다. 
  다른 상관도 기반 기법들 중에서 ZSAD와 ZNCC는 창의 크기에 비해 계산 시
간이 크게 증가한 것을 볼 수 있다. 이는 상관도 기반의 기법들은 유사도 척도
를 계산하면서 명암도나 컬러값을 그대로 사용하는 경향이 있고 결국 큰 정수
값을 처리하면서 CPU의 캐쉬메모리에 과부하를 많이 유발한다. 제안한 방법의 
유사도 척도들은 각각 최대치가 1이하로 계산되고 × 크기의 비교적 작은 윈
도우를 사용하기 때문에 과부하 유발이 적다. 제안한 방법을 다해상도 기법에 
적용했을 때 GC를 적용했을 때보다 25%정도 계산시간이 감소되었다. 8방향으
로 동적 계획법을 적용하고 폐색 영역을 추정하기 위해 양방향으로 정합을 수
행하지만 다해상도 기법을  통해 계산의 효율성을 증가시킬 수 있었다.
  제안한 기법이 Aloe 영상에 대해 정합을 1회 수행하면서 각 단계별로 수행시
간의 분포를 확인하기 위해 단계별 소요시간은 표 6.14와 같다.
표 6.14 Aloe 영상에 대한 제안한 방법의 단계별 계산 시간
Table 6.14 Computational time of of each similarity measures and matching 
for 1 iteration about Aloe image pair
process entry computational time(msec)
entropy 35
Haar wavelet feature vector 74
Census transform 116
proposed similarity measure 225
matching for 1 iteration 720
HEC 유사도 척도는 엔트로피, Haar 웨이블렛 특징 벡터, Census 변환으로 구
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성된다. 각각의 유사도 척도를 계산하고 결합하는데 걸리는 시간이 225msec 정
도였다. 이 중 Census 변환의 계산량이 가장 많다. 그 이유는 중심값을 이용해 
주변 화소의 대소를 비교하여 이진 비트를 생성하고 해밍거리를 계산하는 과정
을 거치기 때문이다. 유사도 척도를 계산하여 정합을 1회 반복하여 변위도를 
개선하는데까지 약 720msec의 시간이 소요된다.
  제안한 기법을 이용해 최종 변위도를 얻기까지 소요되는 시간을 다해상도 기
법의 유무에 따라 각각 산출한 결과와 기존의 다해상도 기법을 적용하여 얻은 
계산시간은 표 6.15와 같다.
표 6.15 다해상도 미적용시 3회 반복 시간, 기존의 다해상도 기법과 제안한 다
해상도 기법의 3계층 처리 시간
Table 6.15 Computational time of non-hirachical method for 3 iterations, 
conventional method and proposed hirachical method about 3 levels
entry computational time(sec)
matching without multi-resolution method 
(3 iterations)
2.16






 제안한 다해상도 기법의 영상 피라미드가 3단계이기 때문에 원영상 크기에서 
3회 반복한 시간과 비교하였다. 그 결과 약 40%의 계산시간 단축 효과를 보였
다. 기존의 다해상도 기법을 동일한 조건에서 적용했을 때 0.96초였고 이는 
1.24초 걸린 제안한 방법에 비해 빨랐다. 그러나 최종 변위도의 정확도를 고려
했을 때 제안한 방법의 효율성이 더 좋다고 할 수 있다. 
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6.4 제안한 방법의 정합 성능에 대한 고찰
1) RDS 영상 실험
  제안한 방법의 오정합율은 기존의 MI보다 0.27% 적었다. 특히 잡음이 20% 첨
가된 영상에 대한 변위도를 통해 제안한 방법이 변위 불연속 영역에서 성능이 
좋음을 확인하였다. 이는 제안한 방법의 Census 변환이 경계선 영역의 정합 성
능을 향상시킴을 의미한다. 그리고 전체 변위도에 대한 오차율이 2.87%로, 
6.39%를 기록한 MI보다 우수하였다. RDS 영상의 실험을 통해 제안한 방법의 
전체적으로 변위를 추정하는데 좋은 성능을 보임을 알 수 있었다.
2) 환경 변화가 없는 표준 영상 실험
  그래프 컷을 최적화 방법으로 적용했을 때, 제안한 유사도 척도는 기존의 
NCC와 MI보다 경계선 영역과 무질감 영역에서 성능이 우수하였다. 이는 제안
한 유사도 척도가 Haar 웨이블렛 특징 벡터와 Census 변환으로 계산한 공간 
정보를 이용해 대응점들의 유사도를 잘 표현했기 때문이라 판단된다. 제안한 
유사도 척도를 그래프 컷과 제안한 최적화 방법에 적용했을 때, Venus 영상에 
제안한 방법을 적용했을 때 점진적인 변위의 변화를 가장 잘 반영하였다. 제안
한 방법의 오정합 화소 비율은 변위 불연속 영역에서 5.96%로 가장 작았고, 16
개 영상에 대해 계산한 사실 변위도의 오정합 화소 비율 평균도 3.63%로 가장 
작았다. 
  제안한 방법은 기울어진 물체에서 나타나는 점진적으로 변하는 변위를 잘 추
정하였고 변위 불연속 영역에서 오정합 화소 비율을 감소시켰다. 경계선 주변
의 변위가 경계선 방향으로 일정하다는 특성을 이용하여 동적 계획법을 8방향
으로 적용했기 때문에 변위 불연속 영역에서 좋은 성능을 보였고, 주변 화소와
의 변위 차이에 따라 에너지 증가량을 변별적으로 적용하여 에너지 함수를 통
합하였기 때문에 점진적인 변하는 변위를 잘 추정할 수 있었다고 판단된다. 
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3) 환경 변화가 발생한 표준 영상 실험
  카메라 노출 시간이 다른 영상에 대해 제안한 유사도 척도는 MI의 성능을 
20%에서 40%까지 개선시켰다. 이는 Haar 웨이블렛 특징 벡터는 대비의 변화에 
강인하고 Census 변환 또한 비모수 특성으로 인해 대비가 변한 영상에서도 경
계선과 무질감 영역을 잘 표현하기 때문이다. 조명이 다른 영상의 실험에서 제
안한 유사도 척도는 지역적으로 밝기 변화가 발생한 경우에 적합한 유사도 척
도임을 확인하였다. 이는 Haar 웨이블렛 특징 벡터는 주파수 특성을 이용하여 
추출한 공간 정보를 이용하고 변형된 Census 변환은 지역적인 밝기 변화가 발
생한 영역에서 이진 비트를 안정적으로 발생시키기 때문이라 판단된다. 한편 
조명의 변화로 인해 동일한 영역의 명암도 변화 형태가 크게 달라졌을 때 유사
도를 정확히 반영하지 못하는 점은 향후 보완되어야 할 것이다. 
4) 실제 영상 실험
  두 카메라의 조건이 같을 때, 제안한 방법과 기존 방법들의 특징이 환경 변
화가 없는 영상 실험과 동일하게 나타났다. 조리개 개방 정도가 다른 영상에 
대한 실험에서 제안한 방법은 다른 방법들 보다 강인한 성능을 보였다. 한편 
제안한 방법은 다른 방법들과 마찬가지로 시차가 큰 영상에서 발생한 기하학적
인 왜곡을 정확히 반영하지 못하였기 때문에 이에 대한 연구가 필요하다.
5) 계산 시간
  제안한 HEC를 GC에 적용하여 최종 변위도를 얻을 때까지 걸리는 시간을 다
른 유사도 척도들과 비교했을 때 공간정보를 포함하지 않는 상관도 기반 유사
도 척도들보다 계산량이 많았다. 제안한 최적화 방법은 기존의 GC보다 25%정
도 빠르게 처리할 수 있었다. 제안한 유사도 척도 계산에 소요되는 시간은 
225ms였고 이 중 Census 변환 유사도를 계산하는데 116ms로 가장 오래 걸렸
다. Census 변환에 소요되는 계산시간은 향후 H/W를 이용한 병렬처리 연구를 
통해 해결할 수 있을 것이다.
- 123 -
  제 7 장   결    론
  본 논문에서는 환경 변화에 강인하고 효율적인 스테레오 정합을 위해 엔트로
피 및 Census 기반의 유사도 척도와 다해상도 기반의 변위 추정을 위한 방법을 
제안하였다. 제안한 방법의 유사도 척도는 Haar 웨이블렛 특징을 결합한 엔트
로피와 변형된 Census 변환으로 구성되었고 변위 추정 최적화 방법은 8방향으
로 동적 계획법을 적용하여 에너지를 통합하는 방법이다. 그리고 이 일련의 과
정을 효율적으로 수행하기 위해 가우시안 피라미드를 이용한 다해상도 스테레
오 정합 기법을 사용하였다. 
  유사도 척도는 기존의 엔트로피 기반 유사도 척도가 반영하지 못하는 공간 
정보를 Haar 웨이블렛 특징 벡터와 변형된 Census 변환을 이용하여 반영한다.  
Haar 웨이블렛 특징 벡터는 분포된 명암도의 변화 패턴에 대한 주파수 성분을 
계산하여 밝기 변화에 상관없이 영상의 공간 정보를 표현한다. 제안한 유사도 
척도는 이러한 공간 정보를 이용하여 지역적인 밝기 변화가 발생한 영상에서 
발생하는 엔트로피의 오차를 보정하였고, 최종 변위도를 얻는데 걸리는 수렴 
횟수를 줄였다. 
  Haar 웨이블렛 특징 벡터는 엔트로피 유사도를 보정하는 공간 정보이고 변형
된 Census 변환은 영상의 구조 정보를 부여하는 역할을 한다. 기존의 Census 
변환은 중심 화소의 변형이 발생했을 때 성능이 좋지 않다. 제안한 Census 변
환은 이러한 단점을 개선하기 위해 Census 변환 영역을 4개의 부영상 단위로 
나누고 분산이 가장 적은 영역의 평균을 이진 비트 생성의 기준치로 사용하였
다. 이는 중심 화소 자체가 변하거나 변환 영역의 화소들이 지역적으로 다르게 
변해도 일정한 이진 비트를 생성할 수 있기 때문에 밝기 변화가 발생한 영상에
서 경계선 영역과 무질감 영역의 유사도를 잘 반영하였다. 
  제안한 유사도 척도는 RDS 실험에서 기존의 MI보다 경계선 영역을 잘 보전
하였고, 잡음이 첨가된 영상에서 기존의 방법들보다 좋은 성능을 보였다. 환경 
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변화가 없는 영상 실험을 통해 제안한 유사도 척도는 기존의 유사도 척도에 비
해 변위 불연속 영역의 오정합이 작았다. 실제로 변위 불연속 영역 오정합율 
평균이 18.84%에서 8.83%로 감소하였다. 전역적인 밝기 변화가 발생한 영상에
서 제안한 유사도 척도는 기존의 MI의 오정합율을 최고 40% 감소시켰고, 지역
적인 밝기 변화가 발생한 영상에서 최고 54% 감소시켰다. 또한 제안한 방법은 
공간 정보를 이용하여 전체적으로 조밀한 변위도를 생성하였고, 특히 경계선 
영역의 변위를 잘 반영하였다.
  변위 추정 최적화 방법은 8방향으로 동적 계획법을 적용하는 방법을 이용하
였다. 제안한 최적화 방법은 신뢰 확산법과 그래프 컷 등 성능이 검증된 전역
적 최적화 방법의 높은 계산복잡도 문제를 해결하고 기존 동적 계획법의 단점
인 스트리킹 현상을 개선하기 위해 다른 탐색 방향의 누적 에너지를 이용하여 
변위를 추정하였다. 
  실험을 통해 제안한 최적화 방법은 스트리킹 현상을 해결함을 보였고, 동일
한 유사도 척도를 이용한 실험에서 그래프 컷보다 비폐색 영역뿐만 아니라 변
위 불연속 영역에서 좋은 성능을 보였다. 제안한 최적화 방법은 누적 에너지 
통합 과정에서 변위의 차이를 변별적으로 반영하여 점진적인 변위의 변화를 잘 
반영하였고 8방향으로 동적 계획법을 적용하여 경계선 영역에서 좋은 성능을 
보였다. 환경의 변화가 없는 영상의 실험에서 변위 불연속 영역의 정합 성능이 
기존의 그래프 컷보다 우수했고, 환경 변화가 발생한 실험에서 제안한 방법의 
경계선 보전 성능이 우수함을 확인하였다. 
  제안한 방법은 효율적으로 정합을 수행하기 위해 가우시안 피라미드를 이용
한 다해상도 기법을 적용하였다. 기존의 다해상도 기법은 최상위 계층에서 얻
은 저해상도 변위도를 원영상 크기까지 전파하고 보간하는 과정을 거치기 때문
에 계산 복잡도 측면에서 큰 이점이 있으나 최초 변위도가 정확하지 않으면 그 
영향이 하위 계층까지 미쳐 정확한 변위도를 얻기 힘들다. 제안한 방법은 각 
계층마다 정합을 수행하여 계산 시간을 줄였고 기존의 다해상도 기법보다 정확
한 변위도를 보장하였다. 제안한 방법은 3개의 유사도 척도를 이용하므로 유사
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도를 계산하는 과정에서 다른 방법들에 비해 시간이 많이 소요되지만 다해상도 
기법을 적용하여 이러한 단점을 보완할 수 있었다.
  제안한 방법은 환경 변화의 여부에 관계없이 기존의 방법들보다 좋은 성능을 
보였다. 한편 지역적으로 불균일하게 밝기 변화가 발생하여 대응점 주변의 명
암도 변화 패턴과 방향성이 크게 달라졌을 때 제안한 Haar 웨이블렛 특징 벡터
의 유사도가 다르게 반영될 수 있고, 대비가 크게 축소된 영상에서 변형된 
Census 변환이 오차를 발생시켰다. 그리고 정합 과정에서 유사도 계산에 걸리
는 시간의 비중이 다른 방법에 비해 컸다. 따라서 이와 같은 스테레오 영상의 
변형에 대해 강인한 성능을 보일 수 있는 유사도 척도에 대한 연구와 실시간 
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