A number of modifications to the Markov chain probability model are proposed for cases in which the simple model does not fit sequences of wet or dry days, The modified models are shown to fit the observed records in most cases, and can also be applied to sequences of wet or dry hours. A solution to the problem of counting sequences within a limited time period is also given.
INTRODUCTION
Several authors have found that sequences in daily rainfall occurrences could be described by a simple Markov chain model. The first explicit application of the model seems to have been made by Gabriel and Neumann [SI in a study of sequences of data at Tel Aviv. More recently, Caskey [3] and Weiss [13] have been successful in describing sequences a t a number of different locations, indicating that application of the model might be quite general.
There are, however, several sets of data which have been reported, which are not described properly by the simple Markov chain model. Among these may be mentioned several of the results given by Newnham [12] for the British Isles, sequences of wet days a t Montsouris given by Besson [2] , sequences of dry days a t San Francisco given by Jorgensen [lo] , the results cited as fitting the logarithmic distribution given by Williams [14] for Harpenden and by Cooke [5] for Moncton, and the results cited as fitting a higher order Markov chain given by Feyerherm and Bark [6] in the Midwestern States. Green [9] stated that the fit of the simple model was unsatisfactory for several of the cases cited by Weiss [13] . A comparison of the observed counts with those calculated according to the simple Markov chain model shows that there were observed more very short, fewer intermediate, and more very long sequences than would be expected.
The consistency of the manner in which the discrepancies occur is indicative that there may be a more general probability model, of which the Markov chain model is a special case, which will describe in a more suitable way the behavior of wet and dry sequences. Several such models have been developed and will be presented herein with some comments on the estimation of parameters and on the problem of counting sequences within a limited time period. 
ELEMENTARY URN MODELS
In order to clarify the discussion that follows, it may be worthwhile t o describe three elementary urn models which may be used to choose between two alternatives in a specified manner.
The Bernoulli urn model consists of a single urn containing (say) red and black baIls. A ball is drawn at random from the urn, its color is noted, and it is then replaced in the urn. In a sequence of such draws, the probability of drawing a red ball is a constant independent of whatever event occurred at any previous draw. This urn model matches the case of independence which Jorgensen [lo] tried,to use in fitting his San Francisco data.
The Polya urn model also consists of a single urn containing red and black balls. After a ball is drawn at random from the urn and its color noted, it is replaced in the urn, together with D balls of. the same color. In a sequence of such draws, the probability of drawing a red ball changes after each draw and is related to the number of red balls drawn previously in the sequence.
The simple Markov urn model consists of three urns containing red and black balls. From one urn (the "First" urn) only the first draw is made. If the ball drawn is red, the next draw is made from the "Red" urn.
If the ball drawn is black, the next draw is made from the "Black" urn. After any draw, the ball is replaced in the urn from which it was drawn. Thus, each of the three urns acts as a Bernoulli urn and the probability of drawing a red ball from any of the urns is constant. Since each urn may have a different proportion of red balls, however, the probability of drawing a red ball at any draw may depend on the outcome of the previous draw.
These three urn models illustrate three types of dependence of an event on previous events. The Bernoulli urn model, representing the case of independence, has been applied (Beer et There may also be cases in which persistence extends over several time intervals. Such was true in the data reported by Newnham [I21 where the probability of a rainy day was influenced by the number of consecutive rainy 'days preceding it. This type of contagious behavior might be expected to be matched by the Polya urn model. However, the data show a marked change when a sequence of dry days is broken by a single wet one. The probability is clearly influenced more by the previous outcome than by the entire previous history of outcomes.
MODIFIED MARKOV PROBABILITY MODELS
Four modified urn models have been developed with the desired characteristic of reducing to the simple Markov model as a special case, but in a more general manner being able to account for the contagious cases. Each of these models uses the three urns of the simple Markov model in the usual manner. The modihations arise by allowing the content of an urn to vary in a specified way during a sequence of draws of balls of the same color from the urn. When the sequence is terminated by drawing a ball of the opposite color, the content of the urn is restored to its initial state.
In order to simplify our description, we consider only the case of black runs. A black run of length m consists of one black ball drawn from either the "First" or "Red" urns, and (m-1) black balls drawn from the "Black" urn.
If the run is exactly of length m, we must further specify the drawing of one red ball from the "Black" urn following the (m-1) black balls. We are thus led naturally to the definitions pm=the conditional probability that a run of black draws w i l l last for exactly m draws,
given that a black ball has been drawn.
F(m)
=the conditional probability that a 'run of black draws w i l l last for at least m draws, given that a black ball has been drawn.
-=pm+pm+l+pm+z+ m=the mean length of black run.
Since draws from the "Black" urn must be preceded by the draw of a black ball from one of the other urns, we see for example that the conditional probabilities F(1), F(2), F(3), . . . are associated respectively with the events of drawing 0 , l , 2, . . . black balls from the "Black" urn, nothing being said about succeeding draws. The event having probability F(1) is always satisfied, so that
Since the probabilities as defined are affected only by properties of the "Black" urn, we need direct our attention only to this urn. Suppose in its initial state it contains N balls, of which R are red and S are black. The expected number of black runs of length m for any of these models is where Ts is the total number of black runs.
Analogous equations apply for red runs.
M(m) = TSpm

THE EXPECTED NUMBER O F RUNS IN A SPECIFIED NUMBER O F D R A W S
Equations derived in the previous section for the expected number of runs are valid for what may be termed a normally terminated series, i.e., the number of complete runs in the data are counted, a run never being truncated. In some cases, it may be desirable to count runs in a rigidly specified time period such as a given month. This is equivalent to specifying the number of draws from an urn model and may be termed an artificially terminated series. More short runs and fewer long runs will occur than in the normally terminated series.
Suppose that a series of exactly n draws is to be made from some urn model containing only red and black balls. A general solution has been obtained for the expected number of runs of specified length under the sole restriction that the probability of obtaining such a run is dependent only on its length and is independent of preceding runs or of its location in the series. The solution thus applies to all models previously referred to except for the Polya model.
Let the probabilities that the &st ball drawn will be black or red be yl and x1 respectively, and let M(m) be the expected number of black runs of length m. Then (n--l)=~,p~-,+xlXoF(n--l) 
M(n-
-
X*=
Xn-I-,F(m) Z * =~Z n -l -, F ( m ) .
Analysis shows that the initial probabilities y1 and x1 must satisfy certain restrictions.
The restriction on y1 is satisfied by the particular value ~1=B/n, which is the expected average probability of drawing a black ball.
The special cases of the Bernoulli and Markov urn models can be solved readily. For the Bernoulli model let y and x be the respective probabilities of drawing a black or red ball. Then 
MONTHLY WEATHER REVIEW
These results were given by Cochran [4] and Mahalanobis
For the Markov chain model let y R be the probability of drawing a black ball from the red urn, xs the probability of drawing a red ball from the black urn, and Then
M(r)=2 -X S Y R YQ-'+-X f Y R y6"(n-r-l) X S + Y R XS + Y R =O
APPLICATIONS r<n r=n r>n
The data for dry runs at San Francisco. given by Jorgensen [lo] have already been cited as one instance for which the simple Markov model did not provide a satisfactory fit. In figure 1 the data have been plotted together with expected values according to five theoretical models. The length of run is plotted against the logarithm of the number of times that the given length was equaled or exceeded. I t can easily be shown that expected values for both the Bernoulli and Markov models will plot as straight lines, for a normally terminated series. For an artificially terminated series, the plots will exhibit a slight downward curvature, but in most practical uses this is negligible and may be ignored.
The data for San Francisco illustrate the upward curvature that is characteristic of situations in which persistence extends over a prolonged period. The straight lines predicted by the Bernoulli and Markov models are clearly unsatisfactory. On the other hand, the First Modification with its assumption of unlimited persistence seems to have overcompensated. The Third Modification, with persistence limited in this case to five days, seems satisfactory. The Second Modification with decreasing persistence seems equally satisfactory.
Each of these models has a certain number of parameters which must be estimated from the data, and the more general the model, the more parameters there are to be estimated. At this time there is not sufficient information to 
.
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Vol. 93, No. determine which estimators are most efficient, and the choice is made either for other reasons or for ease of calculation. For example, the purpose for which these models was developed required that the relative number of wet events should be controlled. This can be done by estimating the average length of run from the data, so that all models are fitted with this restriction.
The total number of runs may also be estimated from the data, a restriction which is usually easy to apply. These two restrictions are sufficient to fit the parameters of the simple Markov model. For the modified models additional parameters must be estimated. The estimator of the number of runs of length one has been used in the present example, this being sufficient to fit the parameters of the First Modification. In addition, the estimator of the numer of runs of length two has been used to fit the Second Modification, and the slope of the straight line section has been used to fit the Third Modification. No use of the Fourth Modification has been made at this time because the residual disagreement between the expected and observed values for the other models is not of a type that could be reduced by appli'cation of this model.
Another example is given in figure 2 in which several models are fitted to length of runs of dry hours in April for the 35-yr. period 1929-63 at Greensboro, N.C. The data were obtained as an artificially terminated series of exactly 720 hr., a period which is sufficiently long that equations derived for a normally terminated series are sufficiently accurate. The shape of the curve of the data is rather striking, and shows a major reason for the development of the Third Modification.
In addition to the results given in the figures, several other sets of data have been fitted to some of the models, these tests generally being restricted to cases for which the Markov model had proved unsatisfactory. While these results are too voluminous to report here, the Chisquare values from goodness of fit tests are given in table 1 with associated significance levels. It may be seen that the data may be fitted in a satisfactory manner using one of the modified models. We cannot say from this that one of the models is superior t o any other. The
Second Modification has not been tested sufficiently, largely because the mean length of run is in the form of a hypergeometric function which is not readily computed. I t may also be pointed out that the major part of the data curve which seems to be fitted more satisfactorily by the Third than by the First Modification is for the longer nlns, for which there are insufficient data to test by the goodness of fit test except as a group. Therefore, although a plot of the data often showed the Third Modification to be superior, the difference did not appear in the Chi-square values. The tendency of the First Modification to overestimate the likelihood of long runs is emphasized by the fact that, for certain relevant parameter sets, the expected mean length of run is infinite.
We conclude that the Second and Third Modifications are superior to the First, the only reason for using the First being its ease of application. We cannot choose between the Second and Third-the Second seems more rational, while the Third is easier to apply. Ths Fourth Modification does not appear to offer enough improvement to be worth the extra effort.
SUMMARY
Several probability models have been developed to fit sequences of wet or dry periods of various lengths; these models were obtained as generalizations of the simple Markov chain model which has often been used for h i s purpose. Strictly speaking, any of these models can be matched by higher-order Markov chain models, and parameters could be fitted by a procedure such as that given by Feyerherm and Bark [6] . What the modified models do, in effect, is to specify relations between the parameters of the higher-order chnins, thus reducing the number of parameters that must be estimated.
Equations for the expected number of runs of any length are presented. These are available both for a normally terminated and for an artificially terminated series. Some remarks are made concerning estimation of the parameters necessary for fitting the models, and applications are demonstrated for runs of dry days at San Francisco and for runs of dry hours a t Greensboro.
The modified models are clearly superior to the simple Markov model in some cases which reflect conditions when persistence plays a more important role than that assumed by the simple Markov model. While these cases seem relatively limited for daily intervals, they are probably general for shorter time intervals such as hours. Although various of the modified models may be superior in different cases, it appears that the Second and Third Modifications may be the most satisfactory for additional applications.
