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ABSTRACT
We present several obstructions for a subset S of Rm to be the image of an
euclidean space Rn via a polynomial or a regular map f : Rn → Rm, in terms
of the “geometry” of its exterior boundary δS := ClRm(S) \ S.
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1. Introduccio´n
A principios de los an˜os 90 del siglo pasado, el segundo autor propuso en el con-
greso Reelle Algebraische Geometrie celebrado en Oberwolfach [G] el problema de
determinar que´ subconjuntos de un espacio eucl´ıdeo Rm son imagen de otro espacio
eucl´ıdeo Rn por una aplicacio´n polino´mica o regular.
Recordemos que una aplicacio´n f : Rn → Rm es regular si existen polinomios
f0, f1, . . . , fm ∈ R[x] := R[x1, . . . , xn] tales que f0(x) 6= 0 para cada x ∈ Rn y
f : Rn → Rm, x 7→ 1
f0(x)
(f1(x), . . . , fm(x)).
Si podemos elegir f0 := 1 diremos que f es polino´mica. Evidentemente S := f(Rn)
es conexo, y el Teorema de Tarski-Seidenberg, [S, T], nos asegura que S es un con-
junto semialgebraico. Recordemos que un subconjunto S de Rm es semialgebraico si
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es expresable como combinacio´n finita de operaciones booleanas (unio´n, interseccio´n
y complementario) aplicadas a conjuntos de la forma {x ∈ Rm : g(x) > 0}, donde
g ∈ R[x1, . . . , xm]. Tienen especial intere´s los conjuntos semialgebraicos ba´sicos, que
son aque´llos que se pueden escribir como
{x ∈ Rm : g1(x) ∗ 0, . . . , gr(x) ∗ 0},
donde cada gi ∈ R[x1, . . . , xm] y ∗ representa uno cualquiera de los s´ımbolos > o ≥.
Es natural preguntarse acerca de la utilidad de que un subconjunto S ⊂ Rm sea
imagen de una aplicacio´n polino´mica o regular f : Rn → Rm. Sen˜alemos algunos
ejemplos.
(1) Para abordar problemas de optimizacio´n sobre S, pues los puntos de S en los
que g alcanza sus valores ma´ximos y mı´nimos, absolutos o relativos, son las ima´genes
por f de los puntos en los que alcanza dichos valores la composicio´n g ◦ f : Rm → R.
(2) Para caracterizar las funciones polino´micas o regulares g : Rm → R cuya
restriccio´n g|S ≥ 0, ya que esta condicio´n equivale a que g ◦ f ≥ 0 lo que, por la
solucio´n de E. Artin al Problema 17 de Hilbert, equivale a que exista un polinomio
h ∈ R[x] no nulo tal que el producto h2 · (g ◦ f) sea suma de cuadrados de polinomios.
(3) Para construir trayectorias en S de cierta naturaleza, porque para trazar una
curva α : (−ε, ε) → S es suficiente trazar otra curva β : (−ε, ε) → Rn, que por
composicio´n proporciona la curva α := f ◦ β : (−ε, ε)→ S.
Para abreviar la exposicio´n introducimos ahora las nociones de dimensio´n local
y global de un conjunto semialgebraico, y algo de terminolog´ıa. Todo subconjunto
semialgebraico S ⊂ Rm se escribe, [BCR, 2.3.6], como unio´n finita de conjuntos semi-
algebraicos Si cada uno de ellos homeomorfo a un cubo abierto (0, 1)
di . Se define la
dimensio´n de S como el ma´ximo de los enteros di, y se denota dim(S). Es muy sencillo
probar que si f : Rn → Rm es una aplicacio´n polino´mica, entonces dim(f(Rn)) ≤ n;
ve´ase, por ejemplo, [BCR, 2.8.8].
Adema´s, fijado un punto p en S existe, por [BCR, 2.8.10], un subconjunto abierto
y semialgebraico U ⊂ Rm que contiene a p tal que dim(U∩S) = dim(V∩S) para cada
entorno semialgebraico V ⊂ U de p en Rm. Se denota dimp(S) := dim(U ∩ S), y se
llama dimensio´n local de S en p. Como es de esperar, la dimensio´n de S coincide con
el ma´ximo de las dimensiones locales dimp(S) cuando p ∈ S, y adema´s dim(S) ≤ m.
De lo anterior se desprende, ve´ase por ejemplo [BCR, 2.8.12], que para cada entero
0 ≤ k ≤ dim(S) el conjunto
S(k) := {p ∈ S : dimp(S) = k}
es un conjunto semialgebraico. Se dice que S tiene dimensio´n pura si S(k) es vac´ıo para
cada entero 0 ≤ k < dim(S). Para cada conjunto semialgebraico S ⊂ Rm denotaremos
p(S) : = ı´nf{n ≥ 1 : ∃ f : Rn → Rm polino´mica tal que f(Rn) = S},
r(S) : = ı´nf{n ≥ 1 : ∃ f : Rn → Rm regular tal que f(Rn) = S}.
Obviamente, la condicio´n p(S) := +∞ caracteriza la no representabilidad de S
como imagen polino´mica de ningu´n espacio eucl´ıdeo Rn, y la igualdad r(S) := +∞
tiene el significado ana´logo para aplicaciones regulares.
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Es evidente que dim(S) ≤ r(S) ≤ p(S), y ambas desigualdades pueden ser estrictas.
Por ejemplo, se demuestra en [F] que si S ( R es un intervalo abierto no acotado,
entonces 1 = dim(S) < r(S) = p(S) = 2, y que si S ( R es un intervalo de la forma
S := (a, b] con a < b, entonces 1 = r(S) < p(S) = +∞.
Las curvas semialgebraicas S ⊂ Rm tales que p(S) = 1 desempen˜an un papel
muy relevante y se denominan semil´ıneas parame´tricas, mientras que llamaremos se-
mil´ıneas regulares a aque´llas con r(S) = 1. Las primeras son subconjuntos no acotados,
ya que las funciones polino´micas no constantes en una variable son no acotadas; por
ello los conjuntos S con ma´s de un punto y p(S) < +∞ no son acotados. Por ejemplo,
p(S1) = +∞, donde S1 es la circunferencia y, sin embargo, dim(S1) = r(S1) = 1, ya
que S1 es la imagen de la aplicacio´n regular
f : R→ R2, t 7→ 1
(t2 + 1)2
(
(t2 − 1)2 − 4t2, 4t(t2 − 1)) (1)
que resulta de componer la inversa de la proyeccio´n estereogra´fica S1 → R desde (1, 0)
con la aplicacio´n
g : C ≡ R2 → C ≡ R2, z = x+√−1y ≡ (x, y) 7→ z2 ≡ (x2 − y2, 2xy).
Por otro lado, se prueba en [FG2, 6.3] que dim(S) = 2 = r(S) < p(S) = 3 para el
conjunto semialgebraico
S := {x > 0, y > 0, x− y + 4 > 0} ⊂ R2.
Puede dar una idea de lo alejados que todav´ıa nos encontramos de obtener una
solucio´n satisfactoria al problema de determinar los valores de p(S) y r(S) para un
conjunto semialgebraico cualquiera S que, hasta donde nosostros sabemos, la siguiente
cuestio´n permanece abierta:
Cuestio´n 1.1. ¿Existe algu´n conjunto S tal que dim(S) < r(S) < p(S) < +∞?
El primer resultado relevante relativo a la representacio´n de conjuntos semialge-
braicos como ima´genes polino´micas de espacios eucl´ıdeos se obtuvo en [FG1], donde
se demostro´ que dadas formas lineales independientes `1, . . . , `r sobre Rn se tiene la
igualdad p(S) = n, donde
S := {x ∈ Rn : `1(x) > 0, . . . , `r(x) > 0}.
El anterior es el germen de otros resultados acerca de la representabilidad como
imagen polino´mica o regular de espacios eucl´ıdeos de conjuntos semialgebraicos cuya
frontera es lineal a pedazos, los primeros de los cuales se obtuvieron en [U2].
Para exponerlos llamamos capa a todo subconjunto de Rn af´ınmente equivalente
al producto [0, 1]× Rn−1. Demostramos en [FGU2] que se cumplen las igualdades
r(Rn \K) = r(Rn \ IntK) = n
para cada poliedro convexo n-dimensional K ⊂ Rn que no es ni un hiperplano ni
una capa. En el aserto anterior IntK denota el interior del poliedro K como variedad
topolo´gica con borde. Obse´rvese que las ima´genes regulares de Rn son conjuntos
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conexos, por lo que el anterior es el mejor resultado posible en esta direccio´n, ya que
el complementario Rn \K de un poliedro convexo K y el complementario Rn \ IntK
de su interior son disconexos si y so´lo si K es un hiperplano o una capa.
En los casos en que o bien n = 2 o bien n = 3, o bien n es arbitrario pero K es
acotado, probamos un resultado ma´s fuerte:
p(Rn \K) = p(Rn \ IntK) = n.
Adema´s, localizamos la obstruccio´n para que la te´cnica general desarrollada arroje
las igualdades anteriores en el caso en que n ≥ 4 y K no es acotado.
Con respecto a los casos extremales tambie´n se demuestra que si T ⊂ Rn−1 es un
subconjunto semialgebraico ba´sico, el conjunto S := Rn \ (T × {0}) cumple que
dim(S) = r(S) = p(S) = n.
Merece la pena sen˜alar que tan so´lo para conjuntos semialgebraicos unidimensiona-
les S ⊂ Rm se conoce una caracterizacio´n geome´trica completa, ve´ase [F], de aque´llos
cuyos invariantes p(S) o r(S) son finitos. Se prueba que entonces p(S) ≤ r(S) ≤ 2. En
tal caso, p(S) = 1 si y so´lo si S es cerrado en Rm, mientras que r(S) = 1 si y so´lo si o
bien S es cerrado en el espacio proyectivo RPm, o bien ClRPm(S) \ S = {p} y el menor
ge´rmen anal´ıtico que contiene al ge´rmen Sp es irreducible.
A lo largo de este art´ıculo denotaremos por ClX(Y ) a la clausura, en el espacio
topolo´gico X, del subconjunto Y , por lo que en el enunciado anterior, y puesto que
S ⊂ Rm ⊂ RPm, el s´ımbolo ClRPm(S) denota el menor subconjunto cerrado de RPm
que contiene a S.
En relacio´n con los poliedros, hemos demostrado en [FGU1] que si K ⊂ Rn es un
poliedro convexo, acotado o no, entonces dim(K) = r(K) = r(IntK). Por contra, ya
hemos sen˜alado que las ima´genes polino´micas no constantes de Rn son conjuntos no
acotados, luego p(K) = p(IntK) = +∞ si el poliedro K es acotado y no se reduce a
un punto.
Hasta aqu´ı hemos expuesto algunas respuestas afirmativas a la pregunta de si
cierto conjunto semialgebraico y conexo es imagen polino´mica o regular de un espacio
eucl´ıdeo. Otro aspecto no menos interesante del problema es obtener condiciones
geome´tricas necesarias para que un subconjunto semialgebraico S cumpla que r(S) o
incluso p(S) sean finitos, y este art´ıculo se dedica a ello. Para exponer los resultados
y algunos de sus antecedentes necesitamos introducir ma´s notaciones.
Recordamos que una aplicacio´n continua f : X → Y entre espacios topolo´gicos
X e Y es propia si la preimagen f−1(K) de cada subconjunto compacto K ⊂ Y es
un subconjunto compacto de X. Se comprueba inmediatamente que si f es propia y
Z ⊂ Y , entonces la restriccio´n f |f−1(Z) : f−1(Z)→ Z es tambie´n propia.
La interseccio´n S∞ := ClRPm(S)∩H∞(R), donde H∞(R) es el hiperplano de infinito
de RPm, se llama conjunto de puntos de infinito del conjunto S ⊂ Rm ⊂ RPm. En
[FU] se demuestra que si p(S) < +∞ y S no se reduce a un punto, entonces S∞ es un
conjunto conexo y no vac´ıo. En particular, como el conjunto de puntos de infinito del
conjunto semialgebraico 2-dimensional
S := {(x, y) ∈ R2 : x ≥ 0, y ≥ 0, xy < 1}
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es S∞ = {p, q}, donde p := (0 : 1 : 0) y q := (0 : 0 : 1), que no es conexo, se deduce
que p(S) = +∞. Sin embargo r(S) = 2, ya que S es la imagen de la aplicacio´n regular
f : R2 → R2, (x, y) 7→
( x2
1 + y2
,
y2
1 + x2
)
.
Por otro lado, para cada subconjunto semialgebraico abierto U ⊂ Rm, la funcio´n
g : U→ R se dice de Nash si es anal´ıtica y su grafo es un subconjunto semialgebraico
de Rm+1. Si S ⊂ Rm es un subconjunto semialgebraico no necesariamente abierto
en Rm, se dice que una funcio´n g : S → R es de Nash si existen un subconjunto
semialgebraico abierto U de Rm que contiene a S y una funcio´n de Nash G : U → R
tales que G|S = g. El conjunto N (S) de funciones de Nash en S es una R-a´lgebra, con
las operaciones definidas punto a punto.
En [FG3] se introduce la nocio´n de conjunto semialgebraico irreducible como aque´l
que cumple que N (S) es un dominio de integridad. En la Proposicio´n 3.6 demostrare-
mos el siguiente resultado: si S ⊂ Rn no se reduce a un punto y p(S) < +∞, entonces
S es irreducible, de dimensio´n pura y su imagen por cualquier funcio´n polino´mica
g : Rm → R es, o bien un punto, o bien un conjunto no acotado.
Antes de enunciar los dos resultados a cuya prueba dedicamos este art´ıculo recor-
demos que si K denota R o C, un subconjunto Z de Km se dice algebraico si existen
polinomios h1, . . . , hr ∈ K[x1, . . . , xm] tales que
Z := {x ∈ Km : h1(x) = 0, . . . , hr(x) = 0}.
Para cada subconjunto S ⊂ Kn denotamos ClzarKm(S) ⊂ Km al menor subconjunto
algebraico de Kn que contiene a S, al que se llama clausura de Zariski de S. Al sustituir
Km por el espacio proyectivo KPm y polinomio por polinomio homoge´neo surge el
concepto de subconjunto algebraico proyectivo de KPm, y denotamos ClzarKPm(S) ⊂ KPm
al menor subconjunto algebraico proyectivo de KPm que contiene a S.
Denotaremos dimC(Z) la dimensio´n del subconjunto algebraico complejo Z, af´ın
o proyectivo, y reservamos dim(S) para la dimensio´n del conjunto semialgebraico
S ⊂ Rm.
Los dos resultados principales de este trabajo hacen referencia a la frontera exterior
de un subconjunto S ⊂ Rm, es decir, al conjunto δS := ClRm(S)\S, y son los siguientes.
Teorema 1.2. Sea f : Rn → Rm una aplicacio´n polino´mica, y denotemos S := f(Rn)
y d := dim(S). Entonces,
(i) Para todo subconjunto finito F ⊂ S existe una semil´ınea parame´trica L tal que
F ⊂ L ⊂ S.
(ii) Para todo p ∈ δS existe una semil´ınea parame´trica L tal que p ∈ L ⊂ ClRm(S).
(iii) Si d = n existe un subconjunto semialgebraico U, abierto y denso en (δS)(n−1),
tal que para todo punto p ∈ U existe una semil´ınea parame´trica L que pasa por
p y que cumple L ⊂ ClzarRPm((δS)(n−1)) ∩ ClRm(S)
Teorema 1.3. Sean f : Rn → Rm una aplicacio´n regular, S := f(Rn) y d := dim(S).
Entonces,
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(i) Dado un conjunto finito F ⊂ S existe una semil´ınea regular L tal que F ⊂ L ⊂ S.
(ii) Para cada punto p ∈ δS existe una semil´ınea regular L tal que p ∈ L ⊂ ClRm(S).
(iii) Si d = n existe un subconjunto semialgebraico U, abierto y denso en (δS)(n−1),
tal que para todo p ∈ U existe una semil´ınea regular L que contiene a p tal que
L ⊂ ClzarRPm((δS)(n−1)) ∩ ClRm(S).
En la siguiente seccio´n recordaremos algunos resultados relativos a la resolucio´n
del lugar de indeterminacio´n de la extensio´n proyectiva racional de una aplicacio´n
polino´mica, que constituyen la te´cnica fundamental empleada en las secciones tercera
y cuarta para demostrar los dos teoremas anteriores.
2. Resolucio´n de indeterminaciones
2.1. Objetos proyectivos invariantes.
Los resultados cla´sicos del caso complejo sobre resolucio´n del lugar de indetermi-
nacio´n de la extensio´n proyectiva racional de una aplicacio´n polino´mica Cn → Cm
son tambie´n va´lidos en el caso real si se tiene cuidado en elegir los datos involucrados
en cada etapa invariantes con respecto a la conjugacio´n compleja. Explicamos esto
con ma´s detalle. Denotamos z el conjugado de cada nu´mero complejo z ∈ C y
σ := σn : CPn → CPn, z := (z0 : · · · : zn) 7→ z := (z0 : · · · : zn).
Decimos que un conjunto M ⊂ CPn es invariante si σ(M) = M . Del Criterio
Jacobiano, ve´ase [BCR, 3.3.6] y [ZS], se deduce que si Z ⊂ CPn es un conjunto
algebraico proyectivo irreducible invariante no singular y dimC(Z) := d, entonces
Z ∩ RPn es un conjunto algebraico proyectivo no singular y dim(Z ∩ RPn) = d.
Decimos que una aplicacio´n racional h : CPn 99K CPm es invariante si h◦σn = σm ◦h
o, ma´s brevemente, si h ◦ σ = σ ◦ h. En particular, si las componentes de h son
polinomios homoge´neos con coeficientes reales, entonces h es invariante y la restriccio´n
h|RPn : RPn 99K RPm es una aplicacio´n racional real.
2.2. Resolucio´n del lugar de indeterminacio´n.
Sea f := (f1, . . . , fm) : R2 → Rm donde cada fi ∈ R[x1, x2] es un polinomio en dos
variables. Sea d := ma´x{deg(fi) : 1 ≤ i ≤ m}, denotemos K := R o C, indistintamente
y empleamos la notacio´n habitual
FK : KP2 99K KPm, x := (x0 : x1 : x2)→ (xd0 : F1(x) : · · · : Fm(x)),
donde cada
Fi(x0, x1, x2) := x
d
0fi(x1/x0, x2/x0) ∈ R[x] := R[x0, x1, x2],
para la extensio´n proyectiva racional FK de f . Se emplea la flecha discontinua 99K
en lugar de → porque el dominio de FK no es necesariamente el espacio proyectivo
KPn ya que, en principio, FK puede no estar definida en los puntos x ∈ KPn en
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los que se anulan todas las funciones coordenadas de FK. Denotamos YK el lugar
de indeterminacio´n de FK, que evidentemente esta´ contenido en la recta de infinito
`∞(K) := {x0 = 0} ⊂ KP2. No´tese que si x := (1 : x1, x2) ≡ (x1, x2), entonces
FK(1 : x1 : x2) = (1 : f1(x1, x2) : f2(x1, x2) ≡ f(x1, x2).
Empleando [Sh1, III.1.4] se demuestran los siguientes hechos bien conocidos, (ve´ase
por ejemplo [FU, 2.b]):
(i) El conjunto YC es finito, esta´ contenido en `∞(C) e YR = YC ∩ RP2.
(ii) Existen un entero k ≥ 2, una superficie algebraica proyectiva invariante no singular
Z ⊂ CPk y una aplicacio´n racional invariante piC : Z → CP2, que cumplen las
siguientes dos condiciones:
(ii.1) YC := {p ∈ CP2 : #pi−1C (p) > 1}.
(ii.2) La restriccio´n piC|Z\pi−1C (YC) : Z \ pi
−1
C (YC) → CP2 \ YC es un isomorfismo birre-
gular.
(iii) Existe una aplicacio´n regular proyectiva e invariante F̂C : Z → CPm tal que
F̂C|Z\pi−1C (YC) = FC ◦ piC|Z\pi−1C (YC).
Se dice que la terna invariante (Z, piC, F̂C) es una resolucio´n invariante de FC.
Adema´s, para cada punto y ∈ YC las componentes irreducibles del conjunto al-
gebraico pi−1C (y) son curvas algebraicas proyectivas irreducibles y no singulares Ki,y
birregularmente equivalentes a CP1 v´ıa a una aplicacio´n regular Φi,y : CP1 → Ki,y,
que es invariante si Ki,y es invariante, tales que
(iv.1) Si y ∈ YC \ YR, entonces σ(Ki,y) = Ki,σ(y) y Ki,y ∩ RPk = ∅.
(iv.2) Si y ∈ YR, entonces, o bien Ki,y∩RPk = ∅ y existe j 6= i tal que σ(Ki,y) = Kj,y,
o bien σ(Ki,y) = Ki,y y la restriccio´n φi,y := Φi,y|RP1 : RP1 → Ci,y := Ki,y ∩ RPk
es un isomorfismo birregular entre la recta proyectiva real RP1 y la curva algebraica
proyectiva irreducible y no singular Ci,y.
La invarianza de los objetos anteriores tiene como consecuencia un comportamien-
to satisfactorio de la resolucio´n en el caso real. Enunciamos con precisio´n lo que esto
significa.
2.3. Resolucio´n del lugar de indeterminacio´n real.
Mantenemos las notaciones anteriores y consideramos la superficie algebraica pro-
yectiva real no singular X := Z∩RPk y la aplicacio´n racional piR := piC|X : X → RP2,
cuya restriccio´n
piR|X\pi−1R (YR) : X \ pi
−1
R (YR)→ RP2 \ YR
es un isomorfismo birregular. Denotamos F̂R := F̂C|X : X → RPm, que es una aplica-
cio´n regular y cumple la igualdad
F̂R|X\pi−1R (YR) = FR ◦ piR|X\pi−1R (YR).
165 ——————————
Homenaje J. Tarre´s
J.F. Fernando/J.M. Gamboa/C. Ueno Sobre las propiedades de la frontera exterior
Como X \ pi−1R (`∞(R)) ⊂ X \ pi−1R (YR) y RP2 \ `∞(R) ≡ R2, se tiene
F̂R(x) = (FR ◦ piR)(x) = f(piR(x)) ∈ Rm ≡ RPm \ H∞(R)
para todo x ∈ X \ pi−1R (`∞(R)), de donde F̂−1R (H∞(R)) ⊂ pi−1R (`∞(R)). En virtud de
[Sh2, VI.2.2.d], la transformada estricta K∞ de `∞(C) respecto de piC, definida por
K∞ := ClZ(pi−1C (`∞(C) \ YC)),
es una curva algebraica compleja no singular y piC|K∞ : K∞ → `∞(C) ≡ CP1 es
un isomorfismo birregular invariante. En consecuencia, K∞ es una curva algebraica
compleja racional invariante y no singular. Por tanto C∞ := K∞ ∩ RPk es una curva
algebraica real racional no singular, que adema´s es la transformada estricta de `∞(R)
respecto de piR, es decir,
C∞ := ClX(pi−1R (`∞(R) \ YR).
3. Demostracio´n del Teorema 1.2.
Comenzamos demostrando el siguiente Lema auxiliar, cuya prueba se apoya esen-
cialmente en la demostracio´n de [FU, Thm. 3.3]. Diremos que {xk}k ⊂ Rn es una
sucesio´n totalmente no acotada si todas sus subsucesiones son no acotadas.
Lema 3.1. Sean f : R2 → Rm una aplicacio´n polino´mica, FC : CP2 99K CPm su
extensio´n racional proyectiva y (Z, piC, F̂C), donde Z ⊂ CPk, una resolucio´n invariante
de FC. Denotamos
S := f(R2), X := Z ∩ RPk, F̂R := F̂C|X y piR := piC|X .
Sean C∞ la transformada estricta respecto de piR de la recta de infinito `∞(R) ⊂ RP2
e YR el lugar de indeterminacio´n de la restriccio´n FR := FC|RP2 . Entonces,
pi−1R (`∞(R)) = C∞ ∪
⋃
y∈YR
pi−1R (y), (2)
y para cada punto y ∈ YR se tiene pi−1R (y) = C1,y ∪ · · · ∪ Csy,y, donde:
(i) Cada Ci,y es una curva algebraica racional real no singular.
(ii) La interseccio´n C∞ ∩ C1,y es un u´nico punto {b1,y}.
(iii) La fibra pi−1R (y) es conexa y, de hecho, Ci,y ∩
⋃i−1
j=1 Cj,y es un u´nico punto {bi,y}
para todo 2 ≤ i ≤ sy.
(iv) Si F̂R(Ci,y) 6⊂ H∞(R) y F̂R|Ci,y no es constante, entonces bi,y ∈ F̂−1R (H∞(R)).
Ma´s au´n, si φi,y : RP1 → Ci,y es una aplicacio´n birregular tal que φ−1i,y (bi,y)
es el punto de infinito de RP1, entonces hi,y := F̂R ◦ φi,y|R : R → Rm es una
aplicacio´n polino´mica cuya imagen esta´ contenida en ClRm(S).
(v) Si F̂R(Ci,y) 6⊂ H∞(R) y F̂R|Ci,y es constante, entonces bi,y 6∈ F̂−1R (H∞(R)) y
existe j 6= i para el que F̂R|Cj,y es no constante y F̂R(Ci,y) ⊂ F̂R(Cj,y).
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(vi) Sean Y ∗R := {y ∈ YR : F̂R(pi−1R (y)) 6⊂ H∞(R)} y para cada y ∈ Y ∗R denotemos
Fy := {1 ≤ i ≤ sy : F̂R(Ci,y) 6⊂ H∞(R), F̂R|Ci,y es no constante}.
Se cumple que:
δS ⊂ D :=
⋃
y∈Y ∗R
⋃
i∈Fy
hi,y(R) ⊂ ClRm(S),
(vii) La restriccio´n f |R2\f−1(D) : R2 \ f−1(D) → Rm \D es una aplicacio´n propia y
para cada z ∈ D existe una sucesio´n {xk}k ⊂ R2 totalmente no acotada, tal que
la sucesio´n {f(xk)}k converge a z.
Demostracio´n. La igualdad (2) se sigue de la inclusio´n YR ⊂ `∞(R), y para cada
y ∈ YR se satisfacen los apartados (i)-(iii), por [FU, 3.3.7 y 3.3.9].
A continuacio´n demostramos (iv). Fijemos un punto y ∈ Y ∗R , y sea Ci := Ci,y una
componente irreducible de pi−1R (y) tal que F̂R(Ci) 6⊂ H∞(R).
Sean Ki la componente irreducible invariante de pi
−1
C (y) que cumple Ki∩RPk = Ci,
y Φi : CP1 → Ki una aplicacio´n birregular e invariante. Entonces, la restriccio´n
φi := Φi|RP1 : RP1 → Ci es tambie´n birregular y la composicio´n
Hi := F̂C ◦ Φ = (Hi0 : Hi1 : · · · : Him) : CP1 → CPm
es una aplicacio´n regular invariante. Todos los polinomios Hij ∈ R[t0, t1] son ho-
moge´neos del mismo grado d, y podemos suponer que gcd(Hi0, . . . ,Him) = 1. Co-
mo F̂R|Ci , y por tanto F̂C|Ki , no es constante, el grado d es ≥ 1; en consecuencia
Ki ∩ F̂−1C (H∞(C)) = Φ({Hi0 = 0}) 6= ∅.
Puesto que Ki y F̂
−1
C (H∞(C)) son, en virtud de [FU, 3.3.6] invariantes y co-
nexos, y esta´n contenidos en el conjunto A := pi−1C (`∞(C) ∪ YC), la interseccio´n
Ki ∩ F̂−1C (H∞(C)) es invariante y no vac´ıa, y de hecho contiene, en virtud de [FU,
3.3.8] un u´nico punto pi ∈ F̂−1R (H∞(R)). As´ı, tras un cambio de coordenadas afin
e invariante, podemos suponer que Hi0 := t
d
0 y que hi := Hi|R : R → Rm es una
aplicacio´n polino´mica no constante. Se sigue de la demostracio´n de [FU, 3.3.12] que
Im(hi) ⊂ F̂R(X) \ F̂R(F̂−1R (H∞(R))) = ClRm(S). (3)
Comprobamos que bi ≡ bi,y = pi ∈ F̂−1R (H∞(R)). Si i = 1 el resultado es claro;
por tanto, suponemos i ≥ 2. Sean Kj las componentes irreducibles de pi−1C (y) que
satisfacen Kj ∩RPk = Cj para cada 1 ≤ j ≤ r− 1. Por [FU, 3.3.10] y las propiedades
(i)-(iii) ya demostradas, la curva algebraica proyectiva compleja
Ti := K∞ ∪ (pi−1C (y) ∩ F̂−1C (H∞(C))) ∪
i−1⋃
j=1
Kj ⊂ pi−1C (`∞(C)) ⊂ A
es conexa. En consecuencia, como tambie´n Ki ⊂ A es conexa, la interseccio´n Ki ∩ Ti
es, por (iii), no vac´ıa y contiene al punto {bi}. Pero Ki ∩ Ti es, por [FU, 3.3.8], un
u´nico punto, luego Ki ∩ Ti = {bi}. Se tiene entonces
{pi} = Ki ∩ F̂−1C (H∞(C)) = Ki ∩ pi−1C (y) ∩ F̂−1C (H∞(C)) ⊂ Ki ∩ Ti = {bi},
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es decir, bi = pi.
Ahora comprobamos (v). Como F̂R|Ci,y es constante y F̂R(Ci,y) 6⊂ H∞(R), la in-
terseccio´n Ci,y ∩ F̂−1R (H∞(R)) = ∅. Adema´s, por (iii) sabemos que existe un ı´ndice
1 ≤ j < i tal que la interseccio´n Cj,y ∩ Ci,y = {bi,y}. Como bi,y 6∈ F̂−1R (H∞(R)) se
tiene F̂R(Cj,y) 6⊂ H∞(R). Si F̂R|Cj,y no es constante hemos terminado, puesto que
F̂R|Ci,y ≡ F̂R(bi,y). En otro caso repetimos el procedimiento con Cj,y hasta que llega-
mos al ı´ndice que nos interesa. Este proceso debe terminar puesto que C1,y ∩C∞ 6= ∅
y F̂R(C∞) ⊂ H∞(R).
Pasamos a probar (vi). Sea Gy := {1 ≤ i ≤ sy : F̂R(Ci,y) 6⊂ H∞(R)} para cada
y ∈ Y ∗R . Como consecuencia de los siguientes hechos:
F̂R(F̂
−1
R (Rm)) = ClRm(S) y S∞ = F̂R(F̂
−1
R (H∞(R))), ve´ase [FU, 3.3.12],
C∞ ⊂ F̂−1R (H∞(R)), y por tanto F̂R(C∞) ⊂ F̂R(F̂−1R (H∞(R))),
S = F̂R(pi
−1
R (R2)),
F̂R(pi
−1
R (`∞(R))) = F̂R(C∞) ∪
⋃
y∈YR F̂R(pi
−1
R (y))),
por la igualdad (2) en el enunciado, y de los apartados anteriores, tenemos que
δS = ClRm(S) \ S = F̂R(X) \ (F̂R(F̂−1R (H∞(R))) ∪ F̂R(pi−1R (R2)))
⊂ F̂R(pi−1R (`∞(R))) \ F̂R(F̂−1R (H∞(R))) ⊂
⋃
y∈Y ∗R
⋃
i∈Gy
F̂R(Ci,y \ {bi,y})
= D =
⋃
y∈Y ∗R
⋃
i∈Fy
hi,y(R) ⊂ ClRm(S),
y por tanto (vi) queda demostrado.
Finalmente comprobamos (vii). En primer lugar, como F̂R : X → RPm es una
aplicacio´n propia tambie´n lo es su restriccio´n
F̂R|X\F̂−1R (H∞(R)∪D) : X \ F̂
−1
R (H∞(R) ∪D)→ Rm \D.
As´ı, como la aplicacio´n ρ := piR|pi−1R (R2) : pi
−1
R (R2) → R2 satisface F̂R|pi−1R (R2) = f ◦ ρ,
para demostrar que la aplicacio´n f |R2\f−1(D) : R2 \ f−1(D) → Rm \ D es propia es
suficiente ver que X \F̂−1R (H∞(R)∪D) = ρ−1(R2\f−1(D)). En efecto, de [FU, 3.3.11]
y la definicio´n del conjunto D, se deduce que
pi−1R (`∞(R)) = F̂
−1
R (H∞(R)) ∪ (F̂−1R (D) ∩ pi−1R (`∞(R)).
De esta igualdad resulta
F̂−1R (H∞(R) ∪D) = F̂−1R (H∞(R)) ∪ (F̂−1R (D) ∩ pi−1R (`∞(R)) ∪ (F̂−1R (D) ∩ pi−1R (R2))
= pi−1R (`∞(R)) ∪ (F̂−1R (D) ∩ pi−1R (R2)) = pi−1R (`∞(R)) ∪ ρ−1(f−1(D)),
y de aqu´ı
X \ F̂−1R (H∞(R) ∪D) = X \ (pi−1R (`∞(R)) ∪ ρ−1(f−1(D)))
= pi−1R (R
2) \ ρ−1(f−1(D)) = ρ−1(R2 \ f−1(D)).
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Ahora bien, para cada punto z ∈ D existen un punto y ∈ Y ∗R , un ı´ndice i ∈ Fy y
un punto u ∈ Ci,y \ {bi,y} ⊂ pi−1R (`∞(R)) tales que F̂R(u) = z. Al ser pi−1R (R2) denso
en X, existe una sucesio´n {uk}k ⊂ pi−1R (R2) que converge a u ∈ pi−1R (`∞(R)). En
consecuencia, si denotamos xk = piR(uk), la sucesio´n {xk}k es totalmente no acotada
en R2, mientras que f(xk) = f(piR(uk)) = F̂R(uk), luego la sucesio´n {f(xk)}k converge
al punto z.
El Lema anterior 3.1 proporciona una nueva demostracio´n del siguiente resultado,
(ve´ase [FG2, 3.8]).
Corolario 3.2. Sea f : R2 → Rm una aplicacio´n polino´mica cuya imagen S tiene
dimensio´n 2. Entonces existe una familia finita de semil´ıneas parame´tricas L1, . . . ,Lr
tales que δS ⊂ ⋃ri=1 Li ⊂ ClRm(S).
Observaciones 3.3. (i) Dada una aplicacio´n polino´mica f : Rn → Rm la clausura
de Zariski Z := ClzarRm(S) ⊂ Rm de S := f(Rn) es un conjunto algebraico irreducible.
En particular, la clausura de Zariski de una semil´ınea parame´trica es un conjunto
algebraico irreducible de dimensio´n 1.
En efecto, sea R[y] := R[y1, . . . , ym] y probemos que J (Z) := {g ∈ R[y] : g|Z ≡ 0}
es un ideal primo. Sean g, h ∈ R[y] tales que gh ∈ J (Z). Entonces gh|S = 0, luego los
polinomios G := g ◦ f y H := h ◦ f ∈ R[x] := R[x1, . . . , xn] cumplen que su producto
GH es ide´nticamente nulo. Como el anillo de polinomios R[x] es un dominio podemos
suponer que G = 0, luego g|Z = 0, es decir, g ∈ J (Z).
(ii) Con las notaciones del Corolario 3.2, supongamos que existe una semil´ınea pa-
rame´trica Li tal que dim(Li ∩ δS) = 1. Entonces, Li ⊂ ClzarRm(δS).
En efecto, en virtud del apartado anterior la clausura de Zariski ClzarRm(Li) es un
conjunto algebraico irreducible unidimensional, y contiene a Li ∩ δS, luego tambie´n
contiene a ClzarRm(Li ∩ δS), que por hipo´tesis tiene dimensio´n 1. En consecuencia,
Li ⊂ ClzarRm(Li) = ClzarRm(Li ∩ δS) ⊂ ClzarRm(δS).
(iii) Se deduce directamente del Corolario 3.2 que si p ∈ δS es un punto aislado,
entonces existe una semil´ınea parame´trica L ⊂ ClRm(S) que contiene a p.
Antes de probar el Teorema 1.2 recordamos el siguiente Lema de Seleccio´n de
curvas racionales, demostrado en [FU, 2.5], cuyo enunciado sigue la l´ınea introducida
en el cla´sico Lema de Seleccio´n de curvas debido a Milnor, [M, §3. 3.1].
Lema 3.4 (Lema de Seleccio´n de curvas racionales). Sean f : Rn → Rm una apli-
cacio´n regular con imagen S := f(Rn). Sean T ⊂ S un subconjunto semialgebrai-
co denso de S y p ∈ ClRPm(S) \ S. Entonces existen enteros r ≥ 1, k1, . . . , kn con
k1 := mı´n{k1, . . . , kn} < 0, y polinomios p2, . . . , pn ∈ R[t] con pi(0) 6= 0 para ca-
da 2 ≤ i ≤ n, tales que, tras reordenar las variables en caso necesario, para cada
β ∈ (tr)R[t]n se cumplen las siguientes dos condiciones:
(i) p = l´ımt→0+(f ◦ (α+ β))(t), donde α(t) := (±tk1 , tk2p2(t), . . . , tknpn(t)),
(ii) (f ◦ (α+ β))((0, ε)) ⊂ T para todo ε > 0 suficientemente pequen˜o.
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Ya estamos en condiciones de demostrar el Teorema 1.2.
Demostracio´n del Teorema 1.2. Comenzamos probando (i). Sea F := {q1, . . . , qr} ⊂ S
un conjunto finito y sea G := {p1, . . . , pr} ⊂ Rn tal que f(pi) = qi para cada ı´ndice
1 ≤ i ≤ r. Comprobemos primero que existe una involucio´n polino´mica h : Rn → Rn
que transforma cada pi en un punto de la forma (ai,0) ∈ R× Rn−1.
En efecto, tras un cambio af´ın de coordenadas podemos suponer que las primeras
coordenadas de los puntos pi son distintas dos a dos, esto es, si pi := (a1i, . . . , ani)
entonces a1i 6= a1j si i 6= j. Por tanto, existen polinomios γj ∈ R[t] con γj(a1i) = aji
para cada 2 ≤ j ≤ n, luego la aplicacio´n
h : Rn → Rn, (x1, . . . , xn) 7→ (x1, γ2(x1)− x2, . . . , γn(x1)− xn)
es una involucio´n polino´mica de Rn que satisface h(ai,0) = pi para todo 1 ≤ i ≤ r.
Sea α : R→ Rn, t→ (t, 0, . . . , 0) y la semil´ınea parame´trica L := Im(f ◦ h ◦ α), que
satisface F ⊂ L ⊂ S.
Para demostrar (ii), fijemos un punto p ∈ δS. Por el Lema 3.4, existen, tras un
cambio af´ın de coordenadas,
enteros ki con k1 = mı´n{k1, . . . , kn} < 0, y
polinomios pi ∈ R[t] con pi(0) 6= 0 para 2 ≤ i ≤ n,
tales que p = l´ımt→0+(f ◦ α)(t), donde α(t) = (tk1 , tk2p2(t), . . . , tknpn(t)). Escribi-
mos
hi(x, y) :=
{
y|ki|pi(x) si ki < 0,
xkipi(x) si ki ≥ 0,
para 1 ≤ i ≤ n. Consideramos las aplicaciones polino´micas
h := (h1, . . . , hn) : R2 → Rn y g := (g1, . . . , gm) = f ◦ h : R2 → Rm.
Como S0 := g(R2) ⊂ f(Rn) = S, el punto p 6∈ S0. Por otra parte, si β(t) := (t, 1/t)
se tiene p = l´ımt→0+(g ◦ β)(t), luego p ∈ ClRm(S0) \ S0 = δS0. As´ı, por el Corolario
3.2, existe una semil´ınea parame´trica L ⊂ ClRm(S0) ⊂ ClRm(S) que contiene a p.
Finalmente probamos (iii). Suponemos que (δS)(n−1) 6= ∅, porque en caso contra-
rio no hay nada que probar. Sean X el grafo de f y D := pi2(ClRPn×RPm(X)\X)∩Rm,
donde pi2 : RPn × RPm → RPm, (x, y) → y es la proyeccio´n sobre el segundo factor.
Como la restriccio´n
ρ := pi2|ClRPn×RPm (X) : ClRPn×RPm(X)→ RPm
es propia y ρ−1(H∞(R)) ⊂ ClRPn×RPm(X) \X, tambie´n es propia la restriccio´n
f |Rn\f−1(D) : Rn \ f−1(D)→ Rm \D.
Adema´s, para cada y ∈ D existe una sucesio´n totalmente no acotada {xk}k ⊂ Rn
tal que {f(xk)}k converge a y. En virtud de [BCR, 2.8.13] la dimensio´n del conjunto
semialgebraico D es ≤ n− 1, por lo que la dimensio´n de R := ClRm(D) ∩ S \ (D ∩ S)
es ≤ n− 2. En particular, el conjunto
T := δS \ ClRm(R) = ClRm(S) \ (S ∪ ClRm(R))
= ClRm(S) \ (ClRm(D ∩ S) ∪ S) = δS \ ClRm(D ∩ S)
(4)
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tiene dimensio´n n− 1 y δS \ T ⊂ ClRm(R) tiene dimensio´n ≤ n− 2. Por tanto
U := ((δS)(n−1) ∩ T) \ Clzar(δS \ (δS)(n−1))
= (δS)(n−1) \ (ClRm(D ∩ S) ∪ Clzar(δS \ (δS)(n−1)))
es un subconjunto semialgebraico abierto y denso de (δS)(n−1).
Tomamos p ∈ U; por el Lema 3.4 existen, tras un cambio af´ın de coordenadas,
enteros r, ki con k1 = mı´n{k1, . . . , kn} < 0, y
polinomios pi ∈ R[t] con pi(0) 6= 0 para 2 ≤ i ≤ n
tales que p = l´ımt→0+(f ◦ α)(t), donde α(t) := (tk1 + tr, tk2p2(t), . . . , tknpn(t)).
Tras la sustitucio´n t → t2 podemos suponer que k1 y r son pares. Escribimos
h1(x, y) := y
|k1| + xr y para cada 2 ≤ i ≤ n
hi(x, y) :=
{
y|ki|pi(x) si ki < 0,
xkipi(x) si ki ≥ 0.
Observamos que la aplicacio´n h : R2 → Rn es propia, puesto que si {zk}k es una
sucesio´n no acotada en R2, entonces {h1(zk)}k es una sucesio´n no acotada en R, luego
{h(zk)}k es una sucesio´n no acotada en Rn. Es ma´s, p = l´ımt→0+ h(t, 1/t) en RPn.
Ahora escribimos g := f ◦ h cuya restriccio´n g|R2\g−1(D) : R2 \ g−1(D) → Rm \D es
propia, porque tanto la restriccio´n f |Rn\f−1(D) : Rn \ f−1(D) → Rm \ D como h lo
son. Denotemos S0 := g(R2) ⊂ S.
Por el Lema 3.1 (vi-vii) sabemos que existe un nu´mero finito de semil´ıneas pa-
rame´tricas L1, . . . ,Lr tales que
δS0 ⊂ D0 :=
r⋃
i=1
Li ⊂ ClRm(S0) ⊂ ClRm(S) = S ∪ δS,
la restriccio´n g : R2 \ g−1(D0) → Rm \D0 es propia y para cada z ∈ D0 existe una
sucesio´n totalmente no acotada {xk}k ⊂ R2 tal que {g(xk)}k converge a z. Al ser h
propia, D0 ⊂ D, y por tanto, D0 ∩ S ⊂ D∩ S. Ma´s au´n, puesto que p ∈ δS0 se deduce
que existe un ı´ndice 1 ≤ i ≤ r con p ∈ L := Li. Observamos tambie´n que
L ⊂ (S ∩D0) ∪ (δS \ (δS)(n−1)) ∪ (L ∩ (δS)(n−1)).
En consecuencia, si dim(L ∩ (δS)(n−1)) = 0 se tiene
p ∈ L ⊂ ClRm(D0 ∩ S) ∪ ClRm(δS \ (δS)(n−1)) ⊂ ClRm(S ∩D) ∪ Clzar(δS \ (δS)(n−1)),
lo que contradice que p ∈ U. Por tanto, dim(L∩(δS)(n−1)) = 1 y L ⊂ Clzar((δS)(n−1)),
como quer´ıamos ver.
Definicio´n y Observacio´n 3.5. (i) Decimos que un subconjunto semialgebraico
S ⊂ Rm es conexo por semil´ıneas parame´tricas si para cada par de puntos x, y ∈ S
existe una semil´ınea parame´trica contenida en S que pasa por x e y. Ma´s au´n, si para
cada subconjunto finito F ⊂ S existe una semil´ınea parame´trica L tal que F ⊂ L ⊂ S
decimos que S es completamente conexo por semil´ıneas parame´tricas.
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(ii) El Teorema 1.2 (i) afirma que las ima´genes polino´micas de espacios eucl´ıdeos son
subconjuntos completamente conexos por semil´ıneas parame´tricas. En particular son
conexos por semil´ıneas parame´tricas, por lo que el siguiente resultado proporciona
obstrucciones a que un conjunto semialgebraico sea imagen polino´mica de un espacio
eucl´ıdeo.
Proposicio´n 3.6. Un conjunto semialgebraico S ⊂ Rm conexo por semil´ıneas pa-
rame´tricas es irreducible, de dimensio´n pura, y la imagen h(S) de S por toda funcio´n
polino´mica h : Rm → R es no acotada o se reduce a un punto.
Demostracio´n. En efecto, supongamos primero que S es reducible y sean S1, . . . , Sr
las componentes irreducibles de S, ve´ase [FG3, 4.1]. Para i = 1, 2 sea xi ∈ Si \
⋃
j 6=i Sj
y sea L una semil´ınea parame´trica tal que x1, x2 ∈ L ⊂ S. Sea α : R → Rm una
aplicacio´n polino´mica tal que α(R) := L. Por [FG3, 2.4, 4.3] existe una funcio´n de
Nash f ∈ N(S) tal que S1 := {x ∈ S : f(x) = 0}. Sea C := α−1
(⋃r
i=2 Si
) ⊂ R, que es
un subconjunto cerrado de R que no interseca a α−1(x1). Entonces f ◦ α : R→ R es
una funcio´n Nash que se anula ide´nticamente sobre el subconjunto abierto no vac´ıo
R \ C de R. Por el Principio de Identidad, f ◦ α es ide´nticamente nula, luego L ⊂ S1,
que es una contradiccio´n.
Supongamos que S no tiene dimensio´n pura y sean d := dim S y T :=
⋃
0≤k<d S(k).
El conjunto semialgebraico S(d) es cerrado en S y la clausura de Zariski Cl
zar(T) tiene
dimensio´n ≤ d − 1. Sea g ∈ R[x1, . . . , xm] tal que Clzar(T) = {x ∈ Rm : g(x) = 0}
y elijamos puntos x1 ∈ S \ Clzar(T) y x2 ∈ T. Sea L una semil´ınea parame´trica tal
que x1, x2 ∈ L ⊂ S y sea β : R → Rm una aplicacio´n polino´mica tal que β(R) := L.
Consideramos el subconjunto cerrado C′ := β−1(L ∩ S(d)) de R, que no interseca
al conjunto β−1(x2). Consecuentemente, g ◦ β : R → R es una funcio´n polino´mica
que se anula ide´nticamente sobre el subconjunto abierto no vac´ıo R \ C′ de R. Por el
Principio de Identidad, g ◦ β es ide´nticamente nula, luego L ⊂ Clzar(T), que es una
contradiccio´n.
Finalmente, supongamos que existe una aplicacio´n polino´mica h : Rm → R tal
que h(S) es acotado y no se reduce a un punto. Sean q1, q2 ∈ h(S) con q1 6= q2 y
sean p1, p2 ∈ S tales que h(pi) = qi para i = 1, 2. Sean L una semil´ınea parame´trica
tal que p1, p2 ∈ L ⊂ S y γ : R → Rm una aplicacio´n polino´mica tal que γ(R) = L.
Observamos que h ◦ γ : R → R es una aplicacio´n polino´mica con imagen acotada,
luego h ◦ γ es constante, y esto es falso porque q1, q2 ∈ (h ◦ γ)(R).
Del enunciado anterior surgen algunas cuestiones cuya respuesta desconocemos.
Cuestiones 3.7. (i) Sea S ⊂ Rm un conjunto semialgebraico 2-dimensional comple-
tamente conexo por semil´ıneas parame´tricas, cuyo conjunto S∞ de puntos de infinito
es conexo y tal que existe un nu´mero finito de semil´ıneas parame´tricas contenidas en
ClRm(S) que recubren su frontera exterior δS. ¿Se cumple que p(S) = 2?
(ii) Sea S ⊂ Rm un conjunto semialgebraico n-dimensional completamente conexo
por semil´ıneas parame´tricas cuyo conjunto de puntos de infinito S∞ es conexo y
existe un subconjunto semialgebraico U, abierto y denso en (δS)(n−1), tal que para
cada p ∈ U existe una semil´ınea parame´trica que pasa por p y esta´ contenida en
Clzar((δS)(n−1)) ∩ ClRm(S). ¿Se cumple que p(S) = n?
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Observaciones 3.8. (i) Existen conjuntos semialgebraicos S completamente conexos
por semil´ıneas parame´tricas cuyo conjunto de puntos de infinito S∞ no es conexo, y
viceversa. En efecto, si S1 := {0 ≤ x ≤ 1} ∪ {0 ≤ y ≤ x} ⊂ R2 se tiene
S1,∞ = {(0 : 0 : 1)} ∪ {(0 : 1 : t), 0 ≤ t ≤ 1},
que no es conexo. Sin embargo, mediante interpolacio´n y el Teorema de Aproxima-
cio´n de Stone-Weierstrass, se puede comprobar que S1 es completamente conexo por
semil´ıneas parame´tricas. Por otra parte, el conjunto de puntos de infinito de la ban-
da S2 := R × [0, 1] se reduce a un u´nico punto, y por tanto es conexo, pero S2 no
es completamente conexo por semil´ıneas parame´tricas porque su proyeccio´n sobre la
segunda coordenada es acotada y distinta de un punto.
(ii) El conjunto semialgebraico S := {(x, y) ∈ R2 : x2 + y2 > 1} ⊂ R2 es com-
pletamente conexo por semil´ıneas parame´tricas y su conjunto de puntos del infinito
es conexo; sin embargo su frontera exterior no puede ser recubierta con un conjunto
finito de semil´ıneas parame´tricas. Por tanto, S no es imagen polino´mica de R2, aunque
s´ı lo es de R3 (ve´ase [FG2, 4.2]).
(iii) Los resultados obtenidos en esta seccio´n acerca de la frontera exterior de una
imagen polino´mica de Rn descansan sobre la resolucio´n del lugar de indeterminacio´n
de aplicaciones racionales complejas que son extensio´n de aplicaciones polino´micas
definidas sobre R2. Tal vez se puedan obtener condiciones ma´s restrictivas sobre la
geometr´ıa de la frontera exterior de una imagen polino´mica de Rn para n ≥ 3 em-
pleando aplicaciones ma´s generales.
4. Demostracio´n del Teorema 1.3.
Nuestro u´ltimo objetivo en este trabajo es demostrar el Teorema 1.3, en cuya
prueba emplearemos te´cnicas y estrategias semejantes a las utilizadas anteriormente
en la del Teorema 1.2. Antes necesitamos algunos resultados auxiliares acerca de
los subconjuntos de Rm que son imagen de R y de R2 por una aplicacio´n regular.
Recordemos que, para K = R o C las curvas algebraicas proyectivas birracionalmente
isomorfas a la recta proyectiva KP1 se llaman racionales.
Lema 4.1. Sea I ⊂ R un intervalo que no es abierto en R. Entonces, existe una
funcio´n regular f : R→ R tal que f(R) = I.
Demostracio´n. Basta probar que los intervalos [0,+∞), [0, 1] y [0, 1) son ima´genes de
funciones regulares R→ R. Se comprueba inmediatamente que las funciones
f1 : R→ R, t 7→ t2, f2 : R→ R, t 7→ (1 + t)
2
1 + t2
y f3 : R→ R, t 7→ 1
1 + t2
,
cumplen las igualdades f1(R) = [0,+∞), f2(R) = [0, 1] y f3(R) = [0, 1).
Proposicio´n 4.2. Sea S ⊂ Rm un conjunto semialgebraico de dimensio´n pura 1 tal
que ClzarRPm(S) es una curva racional. Entonces S es unio´n de un nu´mero finito de
semil´ıneas regulares.
173 ——————————
Homenaje J. Tarre´s
J.F. Fernando/J.M. Gamboa/C. Ueno Sobre las propiedades de la frontera exterior
Demostracio´n. Sea φ : RP1 → ClzarRPm(S) la normalizacio´n real de ClzarRPm(S). Si se
cumple que S = ClzarRPm(S(1)), entonces podemos suponer que S = S1, luego por la
igualdad (1) en la Introduccio´n, S es imagen de R por una aplicacio´n regular, y hemos
concluido. Por otra parte, si S 6= ClzarRPm(S(1)) denotamos p∞ el punto de infinito de
RP1 y podemos suponer que φ(p∞) ∈ ClzarRPm(S(1)) \ S. En consecuencia, φ−1(S) es
un conjunto semialgebraico de R = RP1 \ {p∞}, esto es, φ−1(S) es una unio´n finita⋃s
i=1{pi} ∪
⋃s
j=1 Ij de puntos pi e intervalos Ij . Esto implica, al ser S de dimensio´n
pura, que S =
⋃s
j=1 φ(Ij).
Dado un ı´ndice 1 ≤ j ≤ s, si el intervalo Ij no es abierto se deduce del Lema
4.1 que φ(Ij) es una semil´ınea regular, mientras que si Ij := (aj , b) es un intervalo
abierto, donde −∞ ≤ aj < bj ≤ +∞, escribimos Ij = (aj , c] ∪ [c, bj) y, por el Lema
4.1, φj(Ij) es unio´n de dos semil´ıneas regulares, lo que termina la demostracio´n.
Lema 4.3. Sea f : R 99K Rm una aplicacio´n racional no constante cuya imagen
denotamos S. Entonces:
(i) Existe una aplicacio´n regular invariante F : CP1 → CPm tal que F |R = f y
F (CP1) = ClzarCPm(S).
(ii) El conjunto ClzarCPm(S) es una curva algebraica racional compleja y existen una
aplicacio´n sobreyectiva, regular, birracional e invariante pi : CP1 → ClzarCPm(S) y
una aplicacio´n regular, sobreyectiva e invariante F˜ : CP1 → CP1 tales que
F = pi ◦ F˜ y pi(RP1) = ClzarCPm(S(1)).
Demostracio´n. (i) Quitando denominadores y homogeneizando adecuadamente, f se
extiende a una aplicacio´n racional invariante
F := (F0 : F1 : · · · : Fm) : CP1 99K CPm,
donde cada polinomio Fi ∈ R[x0, x1] es homoge´neo y deg(Fi) = deg(Fj) para cada
par de ı´ndices 0 ≤ i < j ≤ m. Esta extensio´n es de hecho regular, por [M, 7.1], y por
el principio de identidad, es u´nica. Adema´s, F (CP1), que esta´ contenido en ClzarCPm(S),
contiene, por [Mu, 2.31], un subconjunto no vac´ıo abierto en la topolog´ıa de Zariski
de ClzarCPm(S); por tanto, como F es propia y Cl
zar
CPm(S) es irreducible concluimos, en
virtud de [Mu, 2.33], que F (CP1) = ClzarCPm(S).
(ii) Sea C ⊂ CPk la normalizacio´n de ClzarCPm(S) que es, por [Sh1, 5.3], una curva
proyectiva irreducible no singular birracionalmente equivalente a ClzarCPm(S), v´ıa una
aplicacio´n regular sobreyectiva pi : C → ClzarCPm(S). Como ClzarCPm(S) es invariante
podemos suponer que tambie´n C y pi lo son. La composicio´n pi−1◦F : CP1 99K C es una
aplicacio´n racional invariante que, de nuevo por [M, 7.1], se extiende a una aplicacio´n
regular sobreyectiva invariante F˜ : CP1 → C que cumple la igualdad F = pi ◦ F˜ . Esto
implica que C es una curva algebraica proyectiva no singular racional, es decir, de
ge´nero aritme´tico ga(C) = 0, pues, por [Mu, 7.6, 7.20], 0 = ga(CP1) ≥ ga(C) ≥ 0.
En consecuencia podemos suponer que C = CP1. Para concluir es suficiente observar
que, por la unicidad de la normalizacio´n, el par (RP1, pi|RP1) es la normalizacio´n de
ClzarRPm(S) y pi(RP1) = Cl
zar
RPm(S(1)).
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Proposicio´n 4.4. Dada una aplicacio´n regular f : R2 → Rm cuya imagen S := f(R2)
es un conjunto acotado, existe una familia finita de curvas racionales {Mi}ri=1 que
cumplen las siguientes condiciones:
(i) δS ⊂ D := ⋃ri=1Mi,(1) ⊂ ClRm(S).
(ii) La restriccio´n f |R2\f−1(D) : R2 \ f−1(D) → Rm \D es una aplicacio´n propia y
para cada z ∈ D existe una sucesio´n totalmente no acotada {xk}k ⊂ R2 tal que
{f(xk)}k converge a z.
Demostracio´n. Como f es regular existen polinomios f0, f1, . . . , fm ∈ R[x1, x2] tales
que f0 no se anula en ningu´n punto de R2 y
f : R2 → Rm, x 7→ 1
f0(x)
(f1(x), . . . , fm(x)).
Sea d := ma´xi=0,...,m{deg(fi)} y consideremos la aplicacio´n racional
FR = (F0 : F1 : · · · : Fm) : RP2 99K RPm, donde Fi(x0 : x1 : x2) = xd0fi
(x1
x0
,
x2
x0
)
.
La demostracio´n se desarrolla en varios pasos.
(4.5.1) La aplicacio´n FR se extiende de manera natural a una aplicacio´n racional
invariante FC : CP2 99K CPm, y podemos suponer que gcd(F0, F1, . . . , Fm) = 1, por
lo que el conjunto de puntos de indeterminacio´n de FK es
YK := {x ∈ KP2 : Fi(x) = 0, para todo 0 ≤ i ≤ m}.
Como f es regular, YR ⊂ `∞(R).
(4.5.2) Recordemos las notaciones y propiedades vistas en 2.2 y 2.3. Sean (Z, piC, F̂C)
una resolucio´n invariante de FC, la superficie proyectiva real no singular X := Z∩RPk
y la aplicacio´n racional invariante piR := piC|X : X → RP2 cuya restriccio´n
piR|X\pi−1R (YR) : X \ pi
−1
R (YR)→ RP2 \ YR
es un isomorfismo birregular, y F̂R := F̂C|X : X → RPm, que es una aplicacio´n regular
real que cumple la igualdad F̂R|X\pi−1R (YR) = FR ◦ piR|X\pi−1R (YR).
(4.5.3) Adema´s, la transformada estricta C∞ := ClX(pi−1R (`∞(R) \ YR) es una curva
algebraica proyectiva racional real no singular y cada fibra pi−1R (y) con y ∈ YR es
una unio´n finita de curvas algebraicas racionales proyectivas reales no singulares Ci,y,
donde i = 1, . . . , ry. En consecuencia, pi
−1
R (`∞(R)) = C∞ ∪
⋃
y∈YR
⋃ry
i=1 Ci,y.
(4.5.4) Observamos que F̂R(X) = ClRPm(S), ya que la aplicacio´n F̂R es propia y el
conjunto S es acotado; adema´s S = f(R2) = FR(R2) = F̂R(pi−1R (R2)). Por tanto,
δS ⊂ D := F̂R(pi−1R (`∞(R))) = F̂R(C∞) ∪
⋃
y∈YR
ry⋃
i=1
F̂R(Ci,y) ⊂ ClRm(S),
lo que, por el Lema 4.3 (ii), demuestra la afirmacio´n (i).
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Ahora probamos (ii). Como la aplicacio´n F̂R : X → RPm es propia, tambie´n lo es
F̂R|X\F̂−1R (D) : X\F̂
−1
R (D)→ Rm\D. As´ı, como ρ := piR|pi−1R (R2) : pi
−1
R (R2)→ R2 es un
isomorfismo birregular que satisface la igualdad F̂R|pi−1R (R2) = f◦ρ, para demostrar que
la restriccio´n f |R2\f−1(D) : R2 \ f−1(D)→ Rm \D es propia es suficiente comprobar
que X \ F̂−1R (D) = ρ−1(R2 \ f−1(D))). Ahora bien, como F̂R|pi−1R (R2) = f ◦ ρ, tenemos
F̂−1R (D) = pi
−1
R (`∞(R)) ∪ ρ−1(f−1(D)),
y por tanto, se cumple que
X \ F̂−1R (D) = X \ (pi−1R (`∞(R)) ∪ ρ−1(f−1(D))
= pi−1R (R
2) \ ρ−1(f−1(D)) = ρ−1(R2 \ f−1(D)).
Ma´s au´n, si z ∈ D existe u ∈ pi−1R (`∞(R)) tal que F̂R(u) = z. Al ser pi−1R (R2) denso
en X, existe una sucesio´n {uk}k ⊂ pi−1R (R2) que converge a u. Si xk := piR(uk) la
sucesio´n {xk}k es totalmente no acotada, mientras que f(xk) = f(piR(uk)) = F̂R(uk),
de modo que {f(xk)}k converge a z, como quer´ıamos ver.
Corolario 4.5. Sea S ⊂ Rm un conjunto semialgebraico 2-dimensional que es imagen
de una aplicacio´n regular R2 → Rm. Entonces, existen un conjunto finito D y una
familia finita de semil´ıneas regulares {Mi}ri=1 tales que
δS ⊂ D ∪
r⋃
i=1
Mi ⊂ ClRm(S) ∩ Clzar(δS).
Demostracio´n. Si S es acotado el resultado se deduce del Corolario 4.2 y la Proposicio´n
4.4; ve´ase tambie´n la Observacio´n 3.3 (2). Por tanto es suficiente probar que podemos
reducir la prueba al caso acotado. Para ello consideramos la inversio´n respecto de la
esfera de Rm+1 de centro el origen y radio 1, que es la aplicacio´n regular
h : Rm+1 \ {0} → Rm+1 \ {0}, x 7→ x/‖x‖2,
e identificamos Rm con el hiperplano H := {xm+1 = 2} ⊂ Rm+1. As´ı, si S no es
acotado tampoco lo es su identificado, al que seguimos denotando S ⊂ H ⊂ Rm+1.
Por tanto s´ı es acotada su imagen T := h(S) ⊂ {x ∈ Rm+1 : ‖x‖ < 1}, porque
S ⊂ {x ∈ Rm+1 : ‖x‖ > 1}. Como h es una involucio´n racional, preserva el ge´nero
de las curvas y, en particular su racionalidad. Adema´s δT = h(δS) ∪ {0}, luego es
suficiente demostrar el resultado para T, como pretend´ıamos probar.
Ahora, la demostracio´n del Teorema 1.3, cuyos detalles omitimos, es ana´loga a la
del Teorema 1.2, teniendo en cuenta que, mediante una inversio´n, podemos suponer
que el conjunto semialgebraico involucrado S ⊂ Rm es acotado, y usando a continua-
cio´n el Corolario 4.2, la Proposicio´n 4.4 y el Corolario 4.5 en lugar del Lema 3.1 y el
Corolario 3.2.
Terminamos esta seccio´n justificando el intere´s del Teorema 1.3. Evidentemente,
es posible formular cuestiones similares a las propuestas en 3.7 en el contexto de las
ima´genes regulares, tratando de averiguar si las afirmaciones rec´ıprocas a las estable-
cidas en el Teorema 1.3 y el Corolario 4.5 son ciertas.
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Observaciones 4.6. (i) Un conjunto semialgebraico completamente conexo por se-
mil´ıneas regulares es irreducible y de dimensio´n pura. La demostracio´n es ana´loga a
la de la Proposicio´n 3.6.
(ii) Cada subconjunto semialgebraico no vac´ıo S ⊂ Rn abierto y conexo satisface
las condiciones (i) y (ii) del Teorema 1.3. En efecto, para probar la condicio´n (i) es
suficiente observar que S es conexo por caminos y aproximar, mediante el Teorema
de Aproximacio´n de Stone-Weierstrass, un camino continuo que pasa por los puntos
de un conjunto finito F dado mediante un camino polino´mico, y utilizar adema´s que,
en virtud del Lema 4.1, para cada ε > 0 el intervalo cerrado [0, ε] es imagen regular
de R. Por otro lado, la condicio´n (ii) del Teorema 1.3 se deduce del Lema 3.4.
(iii) La situacio´n es radicalmente diferente para conjuntos semialgebraicos arbi-
trarios. En lo que sigue, diremos que un subconjunto semialgebraico T ⊂ Rm es
gene´ricamente unireglado si existe un subconjunto semialgebraico abierto y denso U
en T tal que para cada punto p ∈ U existe una semil´ınea regular que pasa por p y
esta´ contenida en U.
Se demuestra en [C, V] que si m ≥ 4 y d ≥ 2m − 2 la hipersuperficie algebraica
compleja gene´rica Z de CPm de grado d no contiene curvas algebraicas proyectivas
racionales, y lo mismo sucede si m = 2, 3 y d ≥ 2m − 1. Por tanto, si S ⊂ Rm es un
conjunto semialgebraico cuya clausura de Zariski X en RPm es una hipersuperficie
gene´rica de RPm con grado suficientemente alto, su clausura de Zariski Z en CPm
no contiene curvas algebraicas proyectivas racionales, luego S no es completamente
conexo por semil´ıneas regulares. Es ma´s, el conjunto (δS)(n−1) no es gene´ricamente
unireglado y no es cierto que para cada punto p ∈ δS existe una semil´ınea regular que
pasa por p y esta´ contenida en ClRm(S). Esto prueba, en virtud del Teorema 1.3 (iii),
que p(S) = +∞.
(iv) De modo ana´logo, si S ⊂ Rm es un conjunto semialgebraico abierto tal que la
clausura de ZariskiX de δS en RPm es una hipersuperficie gene´rica de RPm cuyo grado
es suficientemente alto, su clausura de Zariski en CPm no contiene curvas algebraicas
racionales, y por tanto, (δS)(n−1) no es gene´ricamente unireglado. Esto implica, por
el Teorema 1.3 (iii), que p(S) = +∞. A pesar de todo, como ya hemos mencionado
en el apartado (ii), si S es conexo entonces es completamente conexo por semil´ıneas
regulares y para cada punto p ∈ δS existe una semil´ınea regular que pasa por p y
esta´ contenida en ClRm(S).
Referencias
[BCR] J. Bochnak, M. Coste, M.F. Roy: Real algebraic geometry. Ergeb. Math. 36.
Springer-Verlag, Berlin: 1998.
[C] H. Clemens: Curves in generic hypersurfaces, Ann. Sci. Ecole Norm. Sup. 19 (1986),
629-636.
[F] J.F. Fernando: On the one dimensional polynomial and regular images of Rn. Pre-
print RAAG, 2012.
[FG1] J.F. Fernando, J.M. Gamboa: Polynomial images of Rn. J. Pure Appl. Algebra 179
(2003), no. 3, 241–254.
[FG2] J.F. Fernando, J.M. Gamboa: Polynomial and regular images of Rn. Israel J. Math.
153, (2006), 61–92.
177 ——————————
Homenaje J. Tarre´s
J.F. Fernando/J.M. Gamboa/C. Ueno Sobre las propiedades de la frontera exterior
[FG3] J.F. Fernando, J.M. Gamboa: On the irreducible components of a semialgebraic set.
Internat. J. Math. 23 (4), (2012).
[FGU1] J.F. Fernando, J.M. Gamboa, C. Ueno: On convex polyhedra as regular images of
Rn. Proc. London Math. Soc. (3) 103 (2011), 847-878.
[FGU2] J.F. Fernando, J.M. Gamboa, C. Ueno: On complements of convex polyhedra as
polynomial and regular images of Rn. Preprint RAAG, 2012.
[FU] J.F. Fernando, C. Ueno: On the set of infinite points of a polynomial image of Rn.
Preprint RAAG, 2012.
[G] J.M. Gamboa: Reelle Algebraische Geometrie, June, 10th−16th (1990), Oberwolfach.
[M] J. Milnor: Singular points of complex hypersurfaces, Annals of Math. Studies, 61
Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo: 1968.
[Mu] D. Mumford: Algebraic geometry. I. Complex projective varieties. Grundlehren der
Mathematischen Wissenschaften, 221. Springer-Verlag, Berlin-New York: 1976.
[S] A. Seidenberg: A new decision method for elementary algebra. Ann. of Math. 60
(1954), 365–374.
[Sh1] I.R. Shafarevich: Basic Algebraic Geometry I. Varieties in projective space. Second
edition. Translated from the 1988 Russian edition and with notes by Miles Reid.
Springer-Verlag, Berlin: 1994.
[Sh2] I.R. Shafarevich: Basic Algebraic Geometry II. Schemes and complex manifolds.
Second edition. Translated from the 1988 Russian edition by Miles Reid. Springer-
Verlag, Berlin: 1994.
[T] A. Tarski: A decision method for elementary algebra and geometry. Prepared for
publication by J.C.C. Mac Kinsey, Berkeley: 1951.
[U1] C. Ueno: A note on boundaries of open polynomial images of R2. Rev. Mat. Iberoam.
24 (2008), no. 3, 981-988.
[U2] C. Ueno: On convex polygons and their complementaries as images of regular
and polynomial maps of R2. J. Pure Appl. Algebra doi:10.1016/j.jpaa.2012.03.016.
(2012).
[V] C. Voisin: On a conjecture of Clemens on rational curves on hypersurfaces. J. Dif-
ferential Geom. 44 (1996), 200-214.
[ZS] O. Zariski, P. Samuel: Commutative Algebra. Vol. I. GTM 28. Berlin: Springer-
Verlag (1975).
——————————
Homenaje J. Tarre´s
178
