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Abstract
Water/solid interfaces are of utmost importance to a number of technological
processes. Theoretical studies, based on ab initio approaches are suitable to
unveil processes occurring at water/solid interfaces and can therefore be in-
strumental to delineate guidelines to improve the efficiency of these processes.
In this thesis we study several systems of current interest using ab initio meth-
ods based on density functional theory (DFT). By going often beyond the
use of standard DFT methods and approximations we have provided insights
into processes occurring at water/solid interfaces under ambient conditions
and in non stoichiometric conditions. Specifically, we will investigate the in-
teractions between water and ZnO, an important metal-oxide especially used
in industry to produce methanol. One of the most important results of this
study is that proton hopping is dramatically enhanced under wet conditions
compared to ideal ultra-high vacuum conditions. Also, we will compute the
friction between liquid water in contact with 2-D layered materials, and delin-
eate the guidelines on how to alter the friction coefficient in membranes used
for desalination or osmotic power harvesting. Finally, in collaboration with
Geoff Thornton’s group we have investigated the role of defects on the surface
chemistry of the rutile TiO2(110), which is the model oxide surface used in
photocatalysis applications. On the whole, in this work we have used ab ini-
tio methods to reduce the gap between the ultra-high vacuum-style studies
of adsorption on perfect defect-free surfaces and the complex behaviour of
liquid/solid interfaces under technologically relevant conditions.
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Chapter 1
Introduction
The interface between water and other substances is important to an enorm-
ous amount of phenomena in science, technology and in our every day life.
For instance, water is often considered to be the matrix of life for its active
role in biological systems (see e.g. Refs. [1, 2]). Also, water and aqueous solu-
tions in general are commonly used in electrochemistry. Applications include
hydrogen production from water splitting in photoelectrochemical cells [3],
and the energy conversion in fuel cells from H2 to produce electricity and
water as an exhaust product. Further, in the earth sciences the hydrological
cycle involves a series of complex multi-scale processes going from water pre-
cipitation to water evaporation, which are all fundamental to life on our
planet.
We could mention a never ending list of examples where the interactions
between water and other substrates or solutes are crucial, but the few ones
already tell us how broad and important the field of water/solid interfaces
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is. As scientists interested in the properties of water at interfaces, our goal
would be to understand the nature of these interactions in intimate details,
up to the molecular level; to then be able to control and tailor the properties
of their constituent materials to finally produce a desired result. Referring to
the examples above, one such result could be for instance the development
of drugs that can bind more effectively to their targets to block specific en-
zymes, and this may be achieved through the understanding of the molecular
structure and dynamics of hydrated proteins [2]. Also, through the study of
the molecular structure of water adsorbed on solid surfaces and their inter-
actions with light, we hope to find the guidelines to design more efficient
photocatalysts for the splitting of water, so as to make the production of H2
more affordable [4]. Further, by looking at the microscopic processes occur-
ring during ice formation in the atmosphere, we may design agents to prevent
or facilitate ice nucleation and thus enhance or limit the precipitation in a
specific region of the atmosphere.
In the mentioned examples the crucial steps are to reach molecular level
understanding of the interface of interest and then to control and modify
its properties. The idea to monitor and control the properties of materials
down to the atomic scale was perhaps first envisaged by Feynman in his
popular talk at the American Physical Society in 1959 “There’s Plenty of
Room at the Bottom” [5]. Since Feynman’s inspiring talk a lot of progress
has been made in the miniaturization of devices through e.g. the technique
of lithography and in the imaging of ever smaller systems, especially using
electron microscopes. However, not until the development of the scanning
tunneling microscope (STM) in 1980s did it become possible to image and
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move atoms in a controlled manner [6–8]. As a proof of the capabilities of the
STM, at the beginning researchers at IBM wrote the name of their company
moving individual Xenon atoms on a Ni(110) surface at 4 K [8]. Now they
have gone further, and they have created a movie of a boy playing with a
ball using CO molecules on a Cu substrate at around 5 K [9]. One of the
possible developments stemming from atomic-scale manipulation at this level
of complexity could be the design of atomic-scale memory for very big data
storage.
There is a large body of knowledge coming from STM surface science style
studies on the structure of water/metal and water/oxide interfaces [10, 11].
However, STM is not suitable to investigate water/solid interfaces under
ambient conditions, because experiments are performed under ultra-high va-
cuum (UHV) conditions and often at cryogenic temperatures. Even with the
atomic force microscope (AFM), that can be used to investigate liquid/solid
interfaces under ambient conditions, atomic resolution of complex interfaces
has not been achieved so far. Other techniques such as ambient pressure pho-
toelectron spectroscopy (APPS) have been used to gain insights on the struc-
ture and the reactivity of liquid/solid interfaces [12]. Nevertheless, APPS
being a spectroscopic technique, real space imaging is not possible, nor is
atomic-scale manipulation. Further, under ambient conditions important
processes occurring at the interface between liquid water and solid surfaces
are usually too fast to be temporally resolved using current techniques. An
important example is proton transfer at liquid water/solid interfaces, which
may occur on the femtosecond time scale. Monitoring spontaneous proton
transfer has not been achieved, but a way has been found to monitor proton
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transfer in solution via irradiation using infrared spectroscopy [13, 14]. Over-
all, current state of the art experiments have not so far reached spatial as
well as temporal atomic resolution and control of realistic liquid water/solid
interfaces.
On the other hand, computational techniques have reached such a state of
maturity that realistic liquid water/solid interfaces can be studied routinely
using atomistic simulations. Atomistic simulations have demonstrated to be
most useful for the explanation of experimental results [15], or to understand
processes occurring under extreme conditions of temperature and pressure,
such as in the middle “ice layers” of giant planets [16]. However, we are
slowly experiencing a shift: increasingly atomistic modelling is being used
for materials design, or to predict the phases of existing materials or even
to discover entirely new materials. For instance, atomistic simulations have
been used to identify hundreds of thousands of zeolites structures to improve
the efficiency of carbon dioxide capture and storage [17].
Electronic structure methods, especially those based on density functional
theory (DFT) simulations, are increasingly being used for the design of cata-
lysts, for e.g. the formation of methane from CO, or to prevent fuel cell
poisoning from CO oxidation (see Ref. [18] for a review). DFT simulations
are especially suitable to predict catalytic properties of materials and design
more efficient and cheaper catalysts for gas-phase reactions. However, in
many important electrochemical processes surfaces are in contact with a li-
quid phase. Reactions and processes at liquid/solid interfaces pose additional
challenges compared to gas-phase [18].
CHAPTER 1. INTRODUCTION
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Electronic structure methods based on DFT have been used to address
a number of important problems related to water on solid surfaces. These
include: i) What is the nature of the bonding and the adsorption structure
of water on a given surface under ideal UHV conditions and at 0 K? ii) How
do different conditions of temperature and pressure affect the structure and
dynamics of water on surfaces? iii) How does the presence of surface defects
alter the stability of water on surfaces? These are some of the questions
which are important to improve our current understanding of water/solid
interfaces, and are therefore key to e.g. the design of better catalysts under
wet conditions or to improve the efficiency of nano-membranes used for de-
salination or power harvesting. These are also some of the typical questions
that we answer to in this thesis using DFT.
Although in principle DFT is exact, approximations have to be made to
practically solve the electronic structure problem. The most crucial approx-
imation is that of the exchange-correlation functional, where all the complex
quantum mechanical phenomena of the many-particle problem are hidden.
The particular approximations of the exchange-correlation functional can
have a dramatic impact on the accuracy of DFT to predict the structure
and dynamics of water/solid interfaces. Two of the most important issues
of standard exchange-correlation functionals are the presence self-interaction
error, and the lack of van der Waals dispersion interactions [19]. In order to
perform state-of-the-art DFT calculations of water/solid interfaces, it is im-
portant to address both these issues and we do so throughout this thesis. The
model used to describe water/solid interfaces can be of critical importance
for the accuracy of the results. It is important to ensure that the properties
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of interest are converged with the model used to describe the interface. Again
this issue is also addressed throughout in this study.
In this thesis we investigate a range of water/solid interfaces that pose a
number of scientific and technological challenges. Specifically, we use DFT-
based methods to provide guidelines on how to solve important problems
relating to heterogeneous catalysis and power harvesting. The systems in-
vestigated include water at the interface with TiO2 and with ZnO – two of the
most important metal oxides in photocatalysis [4] and heterogeneous cata-
lysis [20] – and graphene and hexagonal boron nitride, which offer promising
alternatives to power harvesting using salinity concentration gradients (so-
called “blue energy”) [21], and to conventional desalination membranes [22].
After a brief introduction to DFT and to ab initio molecular dynamics
(AIMD) in Chapter 2, results on the structure of the clean and water covered
ZnO(101¯0) surface will be shown in Chapter 3. According to state-of-the-art
DFT calculations at different levels of theory, a fraction of water is dissociated
on the surface under ideal UHV-like conditions. This will pave the way
for the study of proton transfer on ZnO(101¯0) under aqueous conditions in
Chapter 4. By comparing the proton dynamics of water on ZnO(101¯0) under
UHV-like conditions with that under aqueous conditions it is found that
proton transfer is dramatically enhanced when ZnO(101¯0) is in contact with
liquid water. This can have important implications for ZnO-based catalytic
reactions, such as for the formation of methanol [20].
An astounding achievement of nanotechnology is the capability to manu-
facture carbon and other inorganic nano-sized membranes, which are prom-
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ising for their use in water desalination, energy conversion and as super-
capacitors [21–25]. In these applications liquid/solid friction is one of the
main sources of dissipation. In Chapter 5 the friction coefficient between
liquid water and graphene is compared with that between liquid water and
an hexagonal boron nitride sheet. AIMD simulations consistently reveal an
increased friction on boron nitride compared to graphene, although the liquid
film structure is almost indistinguishable between the two. In this study it is
demonstrated for the first time that AIMD can be used to compute transport
properties at liquid/solid interfaces, and that friction is a complex property
not directly related to the structure and wetting of the substrate. Guidelines
are also provided on how to manipulate liquid water/solid friction at the
nanoscale.
Finally, in Chapter 6 results are presented for the structure of the model
photocatalytic interface: water on rutile TiO2(110). An extensive series of
simulations using “flavours” of DFT that correct one of its most encumber-
ing problems have been performed to interpret new surface X-ray diffraction
(SXRD) results from Geoff Thornton’s group at UCL on the adsorption of
water on TiO2(110) [26]. Particularly important in this study is the role of
point defects and inner surface relaxation to water dissociation and adsorp-
tion of OH species. DFT simulations beyond the standard approximations
have provided insights into the structure obtained from SXRD. This has al-
lowed us to make sound statements on ways to alter the OH concentration
on the surface, which is of utmost importance to the photocatalytic activity
of TiO2(110).
CHAPTER 1. INTRODUCTION
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Chapter 2
Theoretical background
Summary
Quantum mechanics and statistical mechanics lay the foundations for our
understanding of the properties of matter. In this chapter we first review the
fundamental definitions of the many-body Hamiltonian of electrons and nuc-
lei in condensed matter. This leads naturally to the introduction of density
functional theory, one of the most popular methods for the solution of the
many-body problem. We will then discuss ab initio molecular dynamics as a
method stemming from electronic structure theory and statistical mechanics
to efficiently sample phase space and that we will use throughout our study
of liquid/solid interfaces.
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2.1. MANY-BODY PROBLEM OF INTERACTING
ELECTRONS AND NUCLEI
2.1 Many-body problem of interacting elec-
trons and nuclei
The Hamiltonian for a system of interacting electrons and nuclei is at the
root of the electronic structure problem. If we adopt Hartree atomic units
} = me = e = 1/4pi0 = 1, the Hamiltonian Hˆ can be written as:
Hˆ = −1
2
∑
i
∇2i −
∑
i,I
ZI
|ri −RI | +
1
2
∑
i 6=j
1
|ri − rj|
− 1
2MI
∑
I
∇2I +
1
2
∑
I 6=J
ZIZJ
|RI −RJ | (2.1)
= Tˆe + Vˆn−e + Vˆe−e + Tˆn + Vˆn−n , (2.2)
where lower case subscripts refer to the electrons, and upper case subscripts
refer to nuclei with charge Z and mass M . In eq. 2.2 the Hamiltonian has
been rewritten in a more compact way, where Tˆe is the kinetic energy the
electrons, Vˆn−e is the potential acting on the electrons due to the nuclei,
Vˆe−e is the electron-electron interaction and Vˆn−n is the interaction between
the nuclei. The significant velocity of the electrons (the Fermi velocity) is
≈ 108 cm/s, and much larger than the ionic velocity, around 105 cm/s, such
that one can assume that at any instant of time the electrons are at their
ground state for that particular ionic configuration [27]. This is the Born–
Oppenheimer approximation, which is an excellent approximation in most
cases, e.g. for the calculation of the phonon dispersion of a crystal [28]. The
Born–Oppenheimer approximation represents also a starting point for the
description of more complex phenomena where electrons and phonons are
CHAPTER 2. THEORETICAL BACKGROUND
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ELECTRONS AND NUCLEI
coupled. Typical examples are electron transport in metals and supercon-
ductivity, which can be treated for instance using perturbation theory [28, 29].
Within the Born–Oppenheimer approximation the time-independent solu-
tion of the Hamiltonian in eq. 2.1 is obtained by solving the many-body
Schro¨dinger equation, which is written as:
Hˆ |Ψ〉 = (Tˆe + Vˆn−e + Vˆe−e + Vˆn−n) |Ψ〉 = E |Ψ〉 (2.3)
where |Ψ〉 is the eigenstate of the Hamiltonian and it represents the many-
body wavefunction which depends on the 3N electronic coordinates ri, i.e.
Ψ(r1, r2, . . . , rN). Solution of eq. 2.3 gives a set of eigenfunctions and eigen-
values, E, the total energy. The lowest of the eigenvalues is the ground state
energy E0, from which all ground-state properties can be obtained. These
include the cohesive energies of solids, their equilibrium crystal structure and
the phase transition between different structures, the nuclear motion, etc..
Even excited state properties such as the optical absorption spectra or the
phonon spectra can be obtained from a perturbation of the ground state
properties [27–29].
The exact solution to eq. 2.3 is limited to a few very small systems, not-
ably, the H atom, H+2 , and perturbatively the He atom. Another important
system in solid state physics for which an exact solution exists is the ho-
mogeneous electron gas [30], which is a model of interacting electrons in a
uniform positively charged background.
The number of electrons in condensed phase systems is of the order of
1023, which makes it impractical (to say the least) to solve eq. 2.3 exactly for a
CHAPTER 2. THEORETICAL BACKGROUND
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real system. Fortunately, methods to obtain approximate solutions to eq. 2.3
have been developed (see e.g. Ref. [31] for a review). In the following section
we provide an introduction to one of the most popular electronic structure
methods: Kohn-Sham density functional theory.
2.2 Introduction to density functional theory
Kohn-Sham density functional theory (DFT) is the most widely used method
for describing the electronic structure of materials [19]. The first and second
Hohenberg-Kohn theorems lay the foundations of DFT [32]. However, not
until the formulation of Kohn and Sham did DFT become a consistent and
practical method to solve the many body problem [33].
2.2.1 The foundations of DFT
The first Hohenberg-Kohn theorem states that in a system of interacting
electrons in the presence of an external potential vext(r), the potential vext(r)
is determined uniquely by the ground state electron density n0(r), except
for a constant shift in the energy. Therefore, the ground state electron wave
function Ψ0(r1, r2, . . . , rN) can be obtained simply by knowing the ground
state density n0(r). Accordingly, any ground state property of a material
can be obtained from the density. From this follows the second Hohenberg-
Kohn theorem, which states that there exists a universal functional of the
electron density (F [n(r)]) for any given external potential vext(r) [28]. For
any external potential the ground state energy E0 can be obtained from the
CHAPTER 2. THEORETICAL BACKGROUND
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minimization of this functional at the ground state density n0(r), namely:
E0 = E[n0(r)] ≤ E[n(r)]. (2.4)
Together the first and second Hohenberg-Kohn theorems attempt to find a
solution to the complicated many-body problem in terms of n(r) alone instead
of the much more complicated many-body wave function that depends on 3N
degrees of freedom.
Unfortunately, stating that a universal functional of the electron density
exists does not mean that it is known. In fact, accurate ways to express the
kinetic energy in eq. 2.3 only in terms of the density exist only for simple
metals and alloys [34].
2.2.2 The Kohn-Sham ansatz
A more successful approach to solve the many-body problem has been in-
troduced by Kohn and Sham [33]. The main idea of Kohn and Sham was
to reformulate the electron kinetic energy and the electron-electron interac-
tion of the interacting electron system in terms of a non-interacting one. All
the complexity arising from the quantum mechanical many-body interactions
is then reintroduced into a term called the exchange-correlation functional,
Exc[n(r)].
Following the Kohn-Sham ansatz, the Hamiltonian in eq. 2.3 can be re-
written in terms of a system of non-interacting particles, using a so-called
single-particle approach. The electron density can therefore be represented
by the electron density of a system of non-interacting particles. n(r) itself
CHAPTER 2. THEORETICAL BACKGROUND
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is obtained as the sum of the squares of the non-interacting orbitals ψσi for
each spin σ:
n(r) =
∑
σ
n(r, σ) =
∑
σ
Nσ∑
i=1
|ψσi (r)|2 . (2.5)
In Kohn-Sham theory the expectation value of the kinetic energy for the
interacting system appearing 〈Tˆe〉 (see eq. 2.3) is approximated with the
single-particle kinetic energy Ts, given by:
Ts[n(r)] =
1
2
∑
σ
Nσ∑
i=1
∫
d3r |∇ψσi (r)|2 . (2.6)
Analogously, the mean electron-electron interaction 〈Ve−e〉 is approximated
with the single-particle energy for the electron-electron interaction, which is
just the Coulomb interaction energy for the self-interacting density (i.e. the
Hartree energy):
EHartree[n(r)] =
1
2
∫
d3r d3r′
n(r)n(r′)
|r− r′| , (2.7)
By approximating 〈Tˆ 〉 with Ts and 〈Ve−e〉 with EHartree, all the many-body
interactions are neglected. These are put into the exchange-correlation energy
Exc, which is at the heart of Kohn-Sham DFT and defined as
Exc[n(r)] = 〈Tˆ 〉 − Ts[n(r)] + 〈Ve−e〉 − EHartree[n(r)] . (2.8)
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The Kohn-Sham total energy functional altogether reads:
EKS[n(r)] = Ts[n(r)] +
∫
d3r vext(r)n(r) + EHartree[n(r)] + Exc[n(r)] + EII ,
(2.9)
where the integral of the external potential vext(r) refers at minimum to the
potential acting on the electrons due to the nuclei and EII is the energy due
to the interaction between the nuclei (see eq. 2.2). Using variational calculus
eq. 2.9 can be minimized, yielding the set of Kohn-Sham equations:
(
−1
2
∇2 + vσKS(r)
)
ψσi (r) = 
σ
i ψ
σ
i (r) i = 1, 2, . . . N , (2.10)
vσKS = vext(r) +
∫
d3r
n(r′)
|r− r′| +
δExc
δn(r, σ)
, (2.11)
where σi are the eigenvalues of eq. 2.10. The theory is now complete. Alto-
gether, eq. 2.5 and eq. 2.10 allow to solve the electronic structure problem.
In Kohn-Sham theory the electrons are viewed as independent particles,
moving under the effective potential vKS [19]. In this picture, however, the
dependence on ψσi=1,2,...N(r) has been introduced. This is not the many body
wavefunction Ψ(r1, r2, . . . , rN) but a set of fictitious single-particle orbitals.
The introduction of the single-particle orbitals means that N eigenvalue prob-
lems given by eqs. 2.10 have to be solved. Obviously, the dependence on 3N
degrees of freedom from a computational point of view is not as appealing as
only on 3, as in the original formulation of Hohenberg and Kohn. However,
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2.2. INTRODUCTION TO DENSITY FUNCTIONAL THEORY
this is one of the prices to pay for the simplicity of Kohn-Sham DFT.
2.2.3 Exchange-correlation functionals
Another problem is that no explicit expression is known for the exchange
correlation functional Exc. Although Kohn-Sham DFT is exact, approxima-
tions have to be made for the exchange-correlation functional. The simplest
of these is the local density approximation (LDA):
Exc−LDA[n(r)] =
∫
d3r n(r)xc−heg(n(r)) . (2.12)
Within the LDA the exchange-correlation energy density xc−heg(n(r)) is ap-
proximated with that of the homogeneous electron gas evaluated locally (i.e.
at each point in space) at a given density. The exchange energy density
is known exactly for the homogeneous electron gas from Hartree-Fock the-
ory and the correlation energy has been calculated by fitting to very accurate
quantum Monte Carlo methods [35]. The LDA works well in cases of a slowly
varying density n(r), and it is seen to be a reasonable start in the calculation
of solids, atoms and molecules [19, 36]. However, it generally overbinds at-
omization energies of atoms and molecules too much. For instance, the mean
error for atomization energies with respect to a test set containing experi-
mental data with better than 1 kcal/mol precision (the so-called “chemical
accuracy”) is about 3.5 eV/atom with the LDA [19].
The generalized gradient approximation (GGA) is more sophisticated.
Now the exchange-correlation energy density depends also on the gradient of
the electron density, i.e. xc−heg(n(r),∇n(r)). Popular functionals within the
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GGA are e.g. PW91 [37], PBE [38] and BLYP [39, 40]. Although GGAs have
shown an overall improvement over the LDA on the ground state properties
of solids, atomization energies of atoms and molecules, it is thought that some
properties are better described with the LDA. One important example is the
surface energy of solids [41–43]. More advanced formulations to express the
exchange correlation functional involve expansions to higher order derivatives
of the density, as e.g. the meta-GGA which uses the laplacian of the density.
2.2.4 Beyond standard density functionals
Even though many properties of solids, surfaces, and interfaces can be cap-
tured using standard density functionals within the LDA or the GGA, there
are some outstanding failures of standard functionals. These are notably the
lack of dispersion forces, and the inability to provide good estimates of the
band-gap of semiconductors and insulators.
Dispersion is a fully non-local interaction, part of van der Waals inter-
actions. It can be defined as the electron density response to instantaneous
density fluctuations in other regions of space. Dispersion gives rise to the well-
known attractive dipole dipole-induced interaction, which scales as −1/r6 for
large interatomic separations r. There exists a wide variety of methods to
account for dispersion within DFT (see Ref. [44] for a review). A class of very
popular methods involves the calculation of the dispersion energy from the
pairwise sum of a −C6/r6 term, where C6 is the dispersion coefficient [45–49].
Each of these schemes differs in the way the C6 coefficients for the pair of
atoms are computed and on how the divergence at low separation is treated.
Another class of dispersion corrections is based on the calculation of the
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dispersion interaction energy directly from the density and for this reason
they are usually called van der Waals density functionals [50–53]. The basic
idea of these methods is that the dispersion contribution to the total energy
functional is obtained by the non local correlation energy Enlc defined as:
Enlc =
∫
d3r1 d
3r2 n(r1)ϕ(r1, r2)n(r2) , (2.13)
where n(r1) and n(r2) are the electronic densities at coordinates r1 and r2
and ϕ(r1, r2) is an integration kernel that depends on the separation r1− r2
with the correct asymptotic behaviour −1/|r1 − r2|6 for large separations.
The different van der Waals density functionals differ in the way the Enlc is
calculated or in the way it is incorporated into the overall expression for the
total energy (see e.g. Ref. [44]). The correction of the van der Waals density
functionals is still pairwise, although they generally show an improvement in
the accuracy over the −C6/r6 empirical correction.
Corrections beyond the pairwise sums and that account for the fact that
the interactions between two electrons is screened by the presence of all the
other electrons generally require the calculations of more complicated and
more expensive expressions. One of the most popular approaches makes use
of the adiabatic connection fluctuation dissipation theorem [54, 55], within
the random phase approximation (RPA) [56, 57]. Although the RPA is at
present one of the most accurate methods for the calculation of bulk proper-
ties in condensed phase systems [58, 59], this comes also to a great computa-
tional cost. Indeed, while the cost of traditional DFT methods and pairwise
corrections scale with S3 (where S is the system size), RPA-based methods
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scale with S4.
Besides dispersion corrections, methods that predict more accurate band
structures in insulators or semiconductors have appeared already since quite
some time (see e.g. Ref. [60]). The prediction of too small a band-gap in insu-
lating materials is due to an error present in standard density functional ap-
proximations that is commonly referred to as self-interaction. Self-interaction
is caused – in non-Hartree Fock based methods – by the incomplete cancella-
tion between the Hartree energy of one electron interacting with itself and the
exchange energy of the same electron interacting with itself. The calculation
of band-gaps which are too small means that e.g. ground state properties
of insulators in the presence of point defects are generally not sufficiently
accurate. Perdew and Zunger first introduced a self-interaction correction
by adding a self-Coulomb term and a self-exchange-correlation term to the
total energy [60]. Also the DFT+U method can be used to correct for self-
interaction, where the additive Hubbard-U term penalizes an excessive delo-
calization of the orbitals and “pushes” the orbitals towards being either fully
occupied or fully unoccupied [61].
Further, the use of a certain fraction of exact exchange can correct for the
self-interaction error (see e.g. Ref. [62]). This is the approach followed when
using hybrid functionals. Popular hybrid functionals such as B3LYP [63,
64] and PBE0 [65] (and its short range version HSE06 [66]) have shown to
generally improve the band-gap in semiconductors and insulators. However,
the calculation of exact exchange scales like S4 and it comes at a greater cost
than standard functionals. RPA and other higher order methods like GW
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also improve the description of band-gaps, and we point the interested reader
to Refs. [28, 62, 67].
2.3 Solving the Kohn-Sham equations
The Kohn-Sham equations 2.5 and 2.10 form a complete set that allow to
solve the electronic structure problem. The procedure to solve the equa-
tions 2.5 and 2.10 involves the following steps:
1. Guess the initial density n(0)(r) at each point in space;
2. Solve the set of N independent (single-particle) eigenvalue problems
given by eq. 2.10;
3. Recompute density n(1)(r) using eq. 2.5 from the orbitals obtained from
eq. 2.10;
4. If |n(1)(r) − n(0)(r)| < tolerance , then stop, otherwise update density
and start back from step 2.
Eqs. 2.10 and 2.5 have to be solved together until a solution is found iterat-
ively, which means that the density and the Kohn-Sham potential have to be
consistent. From this the name self-consistent loop is given to the algorithm
just described.
2.3.1 Basis sets
To solve eq. 2.10 a set of N eigenvalue problems have to be solved for each
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orbital ψi(r), which have to be expanded in a given basis set φ(r):
ψi(r) =
P∑
p=1
ci,pφp(r) , (2.14)
where ci,p are the expansion coefficients and in principle P → ∞, for ψi(r)
to be a complete basis set. In practice, we work with a finite number of
basis functions and we stop at a number of P which is large enough to give
properties converged to the desired accuracy. There exists a large number of
basis sets which generally fall into two main groups: i) atom centered and ii)
non-atom centered basis sets.
Among the different types of atom centered basis functions, Gaussian
type orbitals are among the most popular because the calculations of several
integrals and derivatives may be performed analytically. One of their main
drawbacks, however, is that they cannot represent the proper behaviour near
the nuclei, where the orbitals should have a “cusp”, instead of being flat.
Also, the accuracy of DFT calculations with localized basis functions depends
critically on the size of the basis set. Basis-set incompleteness gives rise
to the so-called basis set superposition error, which manifests itself in e.g.
the calculation of the binding energy of dimers. In the calculation of the
binding energy, each monomer is effectively described by a larger basis in
the composite dimer than in the monomer, which gives rise to a non-physical
increase in the binding. Methods like the counterpoise correction exist to
correct for this error [31].
Among DFT codes that employ non-atom centered basis functions, those
that use plane waves are very popular because the evaluation of integrals
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makes large use of fast Fourier transforms and it is simple and efficient.
Plane waves DFT codes usually employ periodic boundary conditions because
they exploit the Bloch’s Theorem [27]. The expansion in plane waves comes
naturally from Bloch’s Theorem, which states that the eigenfunctions of a
Hamiltonian in a periodic potential are given by plane waves modulated
by functions which have the same periodicity of the lattice. Using Bloch’s
Theorem the plane wave basis set expansion reads:
ψnk(r) = unk(r) e
i(k·r) , (2.15)
where k is a reciprocal vector within the first Brillouin zone and the function
unk(r) has the periodicity of the lattice, i.e. unk(r) = unk(r + R), for any
translation vector R in the Bravais lattice. In eq. 2.15 the subscript n is
denoted as band index and refers to the number of independent eigenvalues
for each value of k. Thanks to Bloch Theorem the wave vector k can always
be translated back to the first Brillouin zone, and the eigenvalues are also
periodic functions in the reciprocal space, i.e. n,k+K = nk. This means
that it is possible to perform plane wave DFT calculations using only the
primitive unit cell, instead of a larger “supercell”. The only problem is that
we have to sample k-space, which means that we have to solve the Kohn-
Sham equations for a discrete set of k-points. The number of k-points is
usually increased until the property of interest is converged.
Although plane wave and Gaussian basis functions are among the most
popular, there is a growing demand for DFT codes that can treat efficiently
systems of several thousands of atoms. For instance, this has led to the
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development of codes that try to exploit the advantages of both methods,
using the so-called Gaussian plane wave method (GPW) [68]. Using the
GPW approach all integrals and derivatives in the Kohn-Sham equations
are computed using Gaussian basis functions, except for the integral of the
Hartree and of the exchange-correlation term, where auxiliary plane waves
are used. Using this approach sub-linear scaling has been obtained, allowing
calculations for systems containing several hundreds to thousands of atoms
to be performed routinely on large enough parallel machines [69].
2.3.2 Treating the core electrons
It is important to treat the core electrons even if they are not involved in
the bonding, otherwise the valence orbitals are not properly described due
to a poor description of electron-electron interactions. However, near the
nuclei the wavefunction has very many nodes and rapid oscillations due to
the strong Coulomb potential of the core electrons. Especially in plane waves
codes it is not efficient to describe the core electrons by simply using the basis
set expansion as in eq. 2.14, i.e. using an all-electron basis set. One needs
simply too many basis functions to treat correctly the rapid oscillations of
the core electrons near the nuclei.
A possible way to treat the core electrons is to use pseudopotentials. In
the pseudopotential method, the effects of the core electrons are replaced by
an effective potential acting on the orbitals of the valence electrons. In this
way the core electrons are effectively eliminated, thus reducing the cost of
the calculation. Also, the valence orbitals are replaced with pseudo-orbitals,
which have usually analytical forms. Within a cut-off radius rc from the
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nuclei, the pseudo-orbitals are much smoother than the reference orbitals.
Then, at a distance r ≥ rc, the pseudo-orbitals match with reference orbitals.
The pseudopotentials are usually divided in norm-conserving and ultra-soft
types. As the name suggests, the norm-conserving pseudopotentials require
the integral of the square modulus of the pseudo-orbital to be the same as that
of the reference orbital. On the other hand, with ultra-soft pseudopotentials
this constraint is relaxed and they are usually smoother and require a cut-off
radius not as small as the norm-conserving ones [70].
Another popular method to treat the core electrons is the projector aug-
mented wave (PAW) method [71]. The basic idea is to represent the all-
electron wavefunction |ψ〉 with a smooth pseudo-wavefunction |ψ˜〉, which
can be done by applying the linear operator Tˆ to |ψ˜〉, that is |ψ〉 = Tˆ |ψ˜〉.
The operator takes the form Tˆ = 1 +
∑
m(|ψm〉− |ψ˜m〉) 〈p˜m| , where the sum
over m “partial waves” runs over the core region only and the 〈p˜m| is a pro-
jector function that corrects for the difference within the region of the nuclei
between |ψ˜〉 and |ψ〉. It can be seen from the expression for the operator Tˆ
that the all-electron wavefunction |ψ〉 has to be obtained over the core region.
This can be done on radial grids using analytical Bessel functions. Although
the PAW method retains the core-electrons, they do not usually change dur-
ing the calculations, using the so called “frozen-core” approximation.
2.4 Ab initio Molecular Dynamics
The development of efficient algorithms and electronic structure codes and
of increasingly faster and bigger parallel machines has led to a revolution in
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computational materials science: the possibility to treat the thermal motion
of real systems including solids, liquids and solid/liquid interfaces using ab
initio molecular dynamics [28].
The pioneers of ab initio molecular dynamics were Car and Parrinello [72].
In the Car-Parrinello method, both the ions and the electrons are evolved
in time. Additional degrees of freedom are associated to the electronic mo-
tion to describe the fictitious electron dynamics. Using this approach the
self-consistent loop expressed by eq. 2.5 and 2.10 has to be solved only once
and then the ions and electrons can be evolved in time by integrating New-
ton’s equations of motion. The use of Car-Parrinello molecular dynamics
has opened the way for electronic structure methods to investigate an en-
tire range of problems far beyond previous capabilities. These include the
structure of liquid water and its infrared spectrum entirely from first prin-
ciples [73, 74]. Examples on perhaps even more complex systems are the
investigation of equilibrium properties of glucose in aqueous solution [75]
and of several phases of carbon at high pressures and temperatures [76].
Although Car-Parrinello molecular dynamics has represented an enorm-
ous step forward in the computation of materials, the trajectories might
deviate from the Born-Oppenheimer potential energy surface, with evident
problems in sampling effectively phase space. Also it is not straightforward
to choose an appropriate fictitious electron mass, and the time step must
be sufficiently small to account for the fast oscillations of the fictitious elec-
tron degrees of freedom (which are much greater than the frequencies of the
nuclei).
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An alternative approach is to perform ab initio molecular dynamics within
the Born-Oppenheimer approximation (here simply AIMD). The idea of
AIMD is simple: to compute the total energy and forces at each time step
by solving the self-consistent loop and integrate Newton’s equations of mo-
tion to obtain the trajectory of the ions. The development of ever more
efficient algorithms to solve the Kohn-Sham equations and to extrapolate
the ground state wavefunction at each time step (see e.g. Refs. [77, 78]) has
made the efficiency of AIMD within the Born-Oppenheimer approximation
comparable with the scheme proposed by Car and Parrinello. Within the
Born-Oppenheimer approximation and treating the nuclei as classical point-
like particles Newton’s second law reads:
MIR¨I = − ∂E
∂RI
= FI [{RJ}] . (2.16)
Within Kohn-Sham DFT it is straightforward to compute the forces on
the nuclei FI [{RJ}] thanks to the Hellmann-Feynman theorem which can
be viewed as a consequence of DFT being based on the variational prin-
ciple. From eq 2.9 for the Kohn-Sham total energy, the force equation using
Hellmann-Feynman theorem is expressed as:
− ∂E
∂RI
= −〈ψ| ∂Hˆ
∂RI
|ψ〉 − ∂EII
∂RI
= −
∫
d3n(r)
∂vext(r)
∂RI
− ∂EII
∂RI
. (2.17)
The right hand side of eq. 2.17 illustrates that it is relatively simple to obtain
the forces within DFT, and the time integration using standard schemes like
e.g. the Verlet algorithm is even less computationally demanding. From this
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it is clear that the bottleneck of any AIMD simulation is represented by the
calculation of the self-consistent loop.
2.4.1 AIMD in the canonical ensemble
Given a set of initial conditions (i.e. ionic coordinates and velocities), the
equations of motions can be integrated to perform an AIMD simulation in the
microcanonical ensemble, that is where the number of particles, the volume
and the total energy are conserved (NV E). Assuming that the simulation is
so long that all the regions of phase space at constant energy are explored, a
microcanonical distribution is generated and the time average of any quant-
ity equals its phase space average. This is the ergodic hypothesis, which is
a rather strong one especially in AIMD, where one is limited to trajector-
ies usually not longer than several tens of picosecond. Although especially
in systems with many degrees of freedom it is hard to prove (or disprove)
ergodicity, it is clear that the hypothesis will not hold in cases where there
are too high potential barriers, i.e. if there is a region of space where the
potential vext(r) > E.
Apart from the ergodicity problem, performing AIMD in the microca-
nonical ensemble poses the problem that usually experimental conditions are
not under constant energy. An ensemble that more closely resembles com-
mon experimental set-ups is the one where N , V and the temperature T
are conserved, i.e. the canonical ensemble. Although in the thermodynamic
limit (N →∞) the canonical and the microcanonical ensembles are equival-
ent, most simulations are performed far away from this limit. Away from the
thermodynamic limit energy fluctuations are not negligible and have to be
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accounted for. Energy fluctuations are generated by a system in contact with
an external bath. Methods to account for the energy fluctuations to give a
constant temperature are called for an obvious reason thermostats, and have
been around since the 80s (see e.g. Ref. [79] for a review).
Here, we introduce the Nose´-Hoover chains thermostat, which is one of
the most popular schemes [80]. As opposed to e.g. the standard Nose´-Hoover
thermostat [81, 82], the Nose´-Hoover chains thermostat has been shown to
generate a canonical distribution for the positions and momenta even for the
most pathological model systems [80]. With the Nose´-Hoover chains ther-
mostat a number of fictitious equations of motion are added to control the
temperature and rescale the ionic velocities according to the target temperat-
ure. There is a number of equations of motions Nc (chains) coupled together,
which rescale the ionic velocities according to the desired temperature, thus
mimicking the effect of the thermal bath. If we denote the actual momentum
for the ions as pI , the fictitious momentum as pη and the associated variable
η, we can rewrite the equations of motion 2.16, now in the presence of the
thermostat as:
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R˙I =
pI
MI
p˙I = FI − pη1
Q1
pI
η˙ =
pηj
Qj
j = 1, . . . , Nc
p˙η1 =
 N∑
I=1
p2I
MI
− dNkT
− pη2
Q2
pη1
p˙ηj =
[
p2ηj−1
Qj−1
− kT
]
− pηj−1
Qj+1
pηj j = 2, . . . , Nc − 1
p˙ηNc =
[
p2ηNc−1
QNc−1
− kT
]
. (2.18)
It can be seen that in Newton’s equation for p˙I a new term appears (pη1/Q1)pI ,
which in turn depends on another “chain” of Nc − 1 equations. The term Qj
is a parameter that sets the time scale over which the velocities are res-
caled. The presence of Nc chains ensures the sampling of a canonical distri-
bution [80].
We conclude this section by mentioning that equilibrium transport prop-
erties, obtained from e.g. linear response theory (such as the friction coeffi-
cient computed in Chapter 5), may not be properly described. While ensuring
the sampling of the canonical distribution, the use of a thermostat such as
Nose´-Hoover chains might yield a fictitious dynamics. Tests on the calcula-
tion of dynamical properties under the NV E ensemble are therefore needed.
In the case that equilibrium transport properties are computed in the NV E
ensemble, the underlying assumption is that the system is large enough that
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the NV T and the NV E are equivalent and the temperature fluctuations
are therefore negligible (they scale as 1/
√
Np, where Np is the number of
particles). It is possible to test the validity of this assumption by checking
the convergence of the desired transport properties using cells of increasing
system size.
Other ways of computing dynamical properties involve the use of non-
equilibrium molecular dynamics. In this case the system is effectively per-
turbed and the response to the perturbation measured, in pretty much the
same way as in experiments (see Ref. [83] for an example on the calcula-
tion of the friction coefficient). Using this approach the assumption of the
thermodynamic limit is relaxed. Nevertheless, non-equilibrium molecular
dynamics simulations are significantly more challenging, especially because
they require a much longer simulation time for the calculation of converged
dynamical properties.
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Chapter 3
Structure of clean and water
covered ZnO(101¯0)
3.1 Introduction
ZnO is a II-VI group semiconductor which has recently received a lot
of attention in nanotechnology applications for electrical energy conversion
from e.g. sunlight [84], ultrasonic waves [85] and mechanical energy [86]. ZnO
plays also a major role in heterogeneous catalysis, where Cu nanoparticles
deposited on ZnO surfaces are used for the synthesis of methanol, which is one
of the most important products of the chemical industry nowadays [20, 87]. It
is of great importance to characterize the electronic and structural properties
of clean ZnO surfaces because surface properties have an increased influence
on heterogeneous catalysis and on nano-devices, as opposed to those of the
bulk.
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Being a II-VI semiconductor, ZnO presents interesting chemical bond-
ing properties in that it exhibits a mixed covalent/ionic character. Under
ambient conditions ZnO crystallizes in the wurtzite structure consisting of
hexagonal Zn and O planes stacked in an alternate fashion, and where each
cation is tetrahedrally coordinated to four neighbouring anions and vice
versa. A tetrahedral structure is typical of group IV and III-V covalent
semiconductors, like Si, diamond and GaAs, but interestingly the degree of
ionicity is particularly pronounced in ZnO, which shows similarities with a
prototypical ionic insulator like MgO [88].
Like other wurtzite crystals, ZnO exposes four main facets: the non-polar
(101¯0) and (112¯0) orientations, and the polar (0001) and the (0001¯) ones,
which are Zn- and O-terminated, respectively. The (101¯0) orientation is the
most stable phase [87], and it has been the subject of many experimental
investigations since the Low Energy Electron Diffraction (LEED) study of
Lubinsky et al. [89–94]. Upon cleavage of the bulk crystal along the (101¯0)
plane, the surface structure looks like the one shown in Fig. 3.1. It forms an
hexagonal bilayer structure made of ZnO dimers running along [12¯10], with
each dimer separated by trenches along [0001¯].
Although there are no reports documenting major reconstructions, the
form and the degree of relaxation of the top surface atoms still remains
controversial. Specifically, several LEED works reported an inward relaxation
of the top Zn-atom of 0.45 A˚, and essentially no displacement of the top O-
atom (see e.g. Refs. [89–92]), and a resulting tilt of the top Zn–O bond with
the anion above the cation. On the other hand, a very small relaxation of the
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Figure 3.1: Illustration of the structure of ZnO(101¯0) in top (a) and side (b) views.
Red and black circles are the O and Zn ions in the top layer, respectively. The
pink and grey circles are O and Zn ions in the layers underneath. The surface unit
cell is indicated by dashed lines.
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Zn-atom toward the bulk of 0.06 ± 0.02 A˚ was found in a grazing incidence
X-ray diffraction (GIXD) experiment of Jedrecy et al., along with a larger
relaxation of the O-atom toward the bulk of 0.12± 0.02 A˚ [93]. Accordingly,
the surface would exhibit an opposite tilting to what shown in the other
LEED studies with the anion below the cation.
The theoretical results on the details of the relaxation and of the tilting of
the top Zn- and O-atoms are also scattered. The first ab initio Hartree-Fock
or DFT-LDA studies on ZnO(101¯0) obtained using Gaussian basis functions
showed very small relaxations of about 0.1 A˚ of the top Zn and O atoms
and a tilt of the Zn–O bond of about 2◦ [95, 96]. A more recent study using
the B3LYP functional found similar results, although a slow convergence of
the surface structure with the number of layers has also been reported [97].
Even though B3LYP, like other hybrid functionals, have shown improved
description of bulk ZnO properties over LDA or other GGA based studies
(see e.g. Refs. [98]), in Ref. [97] the ions have only been relaxed along the
[101¯0] direction, while they have not been relaxed within the (101¯0) plane.
This is not a sound procedure, as ZnO dimer has six degrees of freedom
and the ions can move in all three directions. Other theoretical results from
plane waves calculations and with the LDA or PBE exchange-correlation
functionals found instead a converged structure using already 3 bilayer slabs
and showed a larger tilt of ≈ 10◦ and a relaxation of the top Zn-atom between
−0.3 and −0.4 A˚ with respect to bulk ZnO [88, 99].
Since the details of the relaxation are related to the ionic or covalent
character of the surface, and this can for instance affect the activity of ZnO-
CHAPTER 3. STRUCTURE OF CLEAN AND WATER COVERED
ZNO(101¯0)
33
3.1. INTRODUCTION
based catalysts, it is important to determine the extent of such relaxation.
DFT has been extensively used to solve complex surface reconstruction and
relaxation mechanisms in solid crystals (see e.g. Ref. [36]) and we will use
it here to shed light on the details of the surface relaxation of ZnO(101¯0).
In the first part of this chapter, we will compare the performance of several
exchange-correlation functionals for the description of the surface properties
of clean ZnO(101¯0). Specifically, we will show the results obtained from
the PBE functional along with methods that partially correct for the self-
interaction error of DFT, namely using a Hubbard-U correction [61] and the
HSE06 hybrid functional [66].
In the second part of this Chapter we will focus on the adsorption of
water on ZnO(101¯0). Water is important in heterogeneous catalysis and in
electrochemistry because many such processes occur under wet conditions
and water may also participate during some steps of a reaction. In the case
of ZnO, water is expected to play a role in the performance of nanowire dye-
sensitized solar cells [84] and also in the synthesis of methanol because it
is a side-product of the reverse water-gas shift reaction [20, 100]. For this
reason there have been many experimental studies of water on well-defined
ZnO surfaces, including experiments in-house in Geoff Thornton’s group.
In any of such applications a major interest is whether or not water dis-
sociates on a surface. Although water dissociation has been reported on
many oxides (see e.g. Ref. [11]), the level of dissociation may depend on the
atomistic details of the surface and on the coverage. Insight on the level of
dissociation on oxide surfaces can be gained from surface science experiments
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performed on ideal defect-free oxide surfaces and under ultra-high vacuum
conditions. DFT calculations have often provided useful in the interpretation
of experimental data. With regards to ZnO(101¯0), DFT has been of aid to
reveal a (2× 1) water superstructure on the surface which has been imaged
using scanning tunneling microscopy [100]. In this (2×1) superstructure one
out of every two water molecules is dissociated, forming a so-called partially
dissociated overlayer.
Previous theoretical work on the adsorption of water on ZnO(101¯0) has
focused on the structure of water using standard (i.e. GGA) density func-
tionals [100–102]. Nevertheless, the water dissociation barrier resulting from
standard GGA functionals may be underestimated due to the self-interaction
error (see e.g. Ref. [19]). Also, it has been shown that the inclusion of dis-
persion interactions may alter the stability between two different adsorption
modes of benzene on Si(001) compared to standard GGA functionals that
neglect van der Waals dispersion forces [103]. Hence, in the second part
of the Chapter (see Section 3.4) we investigate the adsorption of water on
ZnO(101¯0) using methods beyond the GGA, which include a fraction of exact
exchange to give a better description of the water dissociation barrier, and
that account for dispersion interactions.
3.2 Computational details
Static DFT calculations at zero K have been performed for the determina-
tion of the structure and energetics of clean and water covered ZnO(101¯0).
Within the framework of DFT we have used two different codes: VASP [104–
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106], which uses plane waves to expand the wavefunctions of the valence
electrons and the projector augmented wave method to treat the core elec-
trons [71, 107]; and the CP2K/QUICKSTEP package [68, 69] which instead
uses a combination of Gaussian and plane wave basis functions while the
core electrons are treated using norm conserving pseudopotentials [108]. In
VASP we used six valence electrons for oxygen (2s22p4) and twelve for zinc
(3d104s2) and a cut-off of 500 eV for the plane wave expansion. Molecularly
optimized double-ζ valence polarized (m-DZVP) basis functions are used for
the Gaussian basis set [109] in CP2K and a 320 Ry cut-off for the plane wave
expansion. Using m-TZVP basis functions for oxygen and hydrogen atoms
changed the monomer adsorption energy by at most +15 meV/H2O. In the
VASP calculations we have employed a k-point mesh density of 6× 4× 1 per
primitive surface unit cell with the Monkhorst-Pack scheme [110]. Because it
is only possible to sample k-space at the Γ point in CP2K a 6×4 unit cell has
been used to reproduce the same k-point density as in the VASP calculations.
We have relaxed all the atoms in the unit cell for the study of the clean sur-
faces, while in the case of water adsorption we have adsorbed water on one
side of the slab and kept the other side fixed at its bulk-truncated position.
Further, when adsorbing water a dipole correction has been used in VASP
while the method by Martyna and Tuckerman [111] has been used in CP2K
to treat the electrostatic interactions along the direction of the vacuum.
The comparison between the CP2K and the VASP codes have been per-
formed using using the PBE functional [38]. Besides PBE we will also
show the comparison with functionals which partially correct for the self-
interaction error of DFT and that account for van der Waals dispersion
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forces. In bulk ZnO self-interaction gives rise to a significant underestim-
ation of the band-gap because of an excessive delocalization of Zn 3d-states.
For instance, PBE predicts a value of 0.7 eV, as compared to the experi-
mental gap of 3.4 eV [112]. DFT+U ameliorates this deficiency predicting
an improved gap, depending on the value of the Hubbard-U parameter used.
We apply the +U correction to PBE using with a value of U= 4.7 eV, accord-
ing to Ref. [113]. Hybrid functionals also predict better gaps. We use the
HSE06 [66] functional which predicts a gap of 2.5 eV, in much closer agree-
ment with the experimental value than PBE (see e.g. [98]). Since the too
large electron delocalization in PBE may affect the water dissociation barrier
we will compare the transition from the intact to the partially dissociated
state using the PBE and the HSE06 functional in Section 3.4. Further, van
der Waals interactions may provide important contributions to the binding
of water on solid surfaces, as shown e.g. in the case of 1D water chains on
Cu(110) or Ru(0001) [114]. For this reason we also performed calculations of
water adsorption on ZnO(101¯0) using Grimme’s D2 correction [46] and the
optPBE-vdW and optB86b-vdW functionals [50, 51].
3.3 Structure and energetics of clean ZnO(101¯0)
The structure of ZnO(101¯0) is shown in Fig. 3.2. Upon cleavage of the bulk
crystal the ions in the first layers will relax and tilt to compensate for the
missing bonds, as shown in Fig. 3.2(b). We focus here on the details and
the magnitude of such relaxations. Table 3.1 summarizes the results for
the structural and energetic properties of ZnO(101¯0) as obtained using a
CHAPTER 3. STRUCTURE OF CLEAN AND WATER COVERED
ZNO(101¯0)
37
3.3. STRUCTURE AND ENERGETICS OF CLEAN ZNO(101¯0)
3 bilayer slab. We decide to model the ZnO(101¯0) using a 3 bilayer slab
because the structure and energetics are converged with such a number of
bilayers. In agreement with LEED and angle-resolved photoemission ex-
Table 3.1: Structure and energetics of ZnO(101¯0). Relaxation of the surface zinc
(∆d⊥(Zn)) and oxygen (∆d⊥(O)) atoms with respect to their bulk position, bond
length contraction (CB,‖) and tilt angle ω1 of the first layer Zn and O atoms,
and the surface energy σ obtained for a 3 bilayer slab with the VASP and CP2K
codes and with different functionals. Also reported are other DFT (PBE) and
experimental (LEED) results, where the bracketed numbers identify quantities
derived from those mentioned in the experiment.
PBECP2K PBEVASP PBE+U HSE06 Other Theorya Expt.b
∆d⊥(Zn)(A˚) −0.28 −0.34 −0.49 −0.33 −0.36 −0.45± 0.1
∆d⊥(O)(A˚) −0.01 −0.03 −0.24 −0.05 −0.04 −0.05± 0.1
ω1 7.8◦ 9.4◦ 7.7◦ 8.3◦ 10.1◦ 12◦ ± 5◦
∆(O1−Zn1) (A˚) 0.27 0.31 0.25 0.27 0.33 0.40± 0.1
CB,‖(%) −6.5 −6.9 −6.9 −7.0 −7.2 −3
σ (meV/A˚2) 52.2 52.0 54.2 59.5 49.9 −
a Reference [88]
b Reference [90]
periments [90–92], our calculations predict an inward relaxation of the top
Zn atom compared to bulk ZnO (∆d⊥(Zn)), while the oxygen remains in its
bulk position. This results in a tilting of the Zn–O bond in the top layer,
with the cation below the anion, as seen in Fig. 3.2(b). A moderate tilting of
the surface atoms with the surface cation moving downwards has been con-
firmed by other experimental studies and it also agrees with the PBE study
from Meyer et al. [88]. The same type of surface reconstruction has been re-
ported in other II-VI zinc-blende and wurtzite semiconductors [99, 115], and
the underlying mechanism results from a competition between dehybridiza-
tion from sp3 to sp2, typical of semiconductor surfaces, and charge transfer
characteristic of ionic compounds (see e.g. Ref. [88]).
Upon formation of the surface, the top Zn and O atoms pass from being
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Figure 3.2: Illustration of the structure of ZnO(101¯0) in top (a) and side (b) views.
Red and black circles are the O and Zn ions in the first layer, which are labelled
as O1 and Zn1, respectively. The pink and grey circles are O and Zn ions in the
second layer, labelled as O2 and Zn2. Also indicated is the tilt angle in the first
two layers. The surface unit cell is indicated by dashed lines.
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fourfold to threefold coordinated. In a predominantly covalent system the
cation tends then to rehybridize from sp3 to sp2 and move towards the anions
underneath, without significantly changing the bond length with the top
anion (see e.g. Refs. [36, 88]). To compensate for the missing ions in a
dominantly ionic compound instead, the attraction between the surface ions
will be stronger compared to the bulk case, as is that towards the inner ions.
This results in an overall relaxation towards the bulk and on a contraction
of the surface bond-length, but without any tilting [36, 88]).
In ZnO we observe both a tilting of the top surface bond, (typical of
covalently bound systems), and a surface relaxation towards the bulk with a
contraction of the top Zn–O bond (typical of ionic systems). Only the GIXD
work from Jedrecy et al. [93] has indicated a very small inward relaxation of
the surface Zn atom (only −0.06± 0.02 A˚), with the surface resulting in an
almost bulk-like structure. In that study the surface oxygen is also predicted
to lie 0.06 ± 0.06 A˚ below the zinc but this would be very unusual since, so
far no wurtzite crystal in the (101¯0) orientation has been reported to have a
tilt with the cation above the anion.
From Table 3.1 it can be seen that PBE predicts a value of ∆d⊥(Zn) of
−0.28 and −0.35 A˚ from CP2K and VASP, respectively. The value obtained
from HSE06 is close to the PBE one, while PBE+U slightly overestimates the
inward relaxation. Although PBE+U shows an inward oxygen relaxation of
−0.24 A˚, it is evident that the surface Zn-atom relaxes more towards the bulk,
lying below the oxygen atom independent of the code or functional used. The
net inward relaxation of the cation determines a pronounced tilting of the top
CHAPTER 3. STRUCTURE OF CLEAN AND WATER COVERED
ZNO(101¯0)
40
3.3. STRUCTURE AND ENERGETICS OF CLEAN ZNO(101¯0)
Zn–O bond with respect to the bulk-truncated surface of approximately 10◦ is
indicated by ω1 in Table 3.1 and displayed in Fig.3.2. We have also computed
the quantity ∆(O1−Zn1) which is the difference along [101¯0] between the
position of the top oxygen and the top zinc atom, further illustrating that
the oxygen atom lies between 0.3 and 0.4 A˚ above the zinc. As the top Zn
and O atoms pass from being tetrahedrally coordinated to being three-fold
coordinated, the surface Zn–O bond contracts of about 7% compared to the
bulk, as illustrated by the bond length contraction CB,‖.
An important quantity that measures the energetic cost needed to cut a
bulk crystal into two semi-infinite ones is is the surface energy σ, defined as
σ =
1
2A
(Eslab −NlEbulk), (3.1)
where Eslab is the total energy of a slab with Nl bilayers in the case of ZnO,
Ebulk is the total energy of the bulk system per bilayer and A is the surface
area exposed. The difference in total energy between a slab with Nl + 1
bilayers and Nl bilayers converges to the bulk total energy Ebulk provided
that Nl is large enough (see e.g. Ref. [116]), so we decide to compute Ebulk as
Eslab(Nl+1)−Eslab(Nl) with Nl = 6. We obtain values of the surface energies
which are around 52 meV/A˚2 with PBE, while PBE+U and HSE06 predict
slightly larger values of 54.2 and 59.5 meV/A˚2, respectively. PBE and other
GGA functionals are thought to underestimate surface energies of materials.
In absence of experimental values of the surface energy we can compare with
the LDA functional which is believed to perform better than GGAs from
simple arguments based on jellium calculations and on experiments on simple
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metals such as Pb or on simple oxides such as MgO [41–43]. Meyer et al.
computed σ using LDA obtaining a larger value compared to PBE of 71.7
meV/A˚2 [88]. Using a fraction of exact exchange with the HSE06 functional
we obtain an improvement on the surface energy, closer to the LDA value.
It remains to be seen if the improvement of the surface energy with HSE06
is quite general and consistent with other systems, but overall more reliable
experiments on the surface energies of materials would be welcomed for the
benchmark of different functionals.
We mentioned that the surface relaxation and the surface energy are
converged using 3 bilayer slabs to model the surface. We show that it is
indeed the case by computing the quantities described in Table 3.1 as a
function of the number of bilayers. Specifically, Fig. 3.3(a) illustrates that
the distances between the atoms in the first bilayer projected along [101¯0]
are all converged using a 3 bilayer slab. This is also true for ω1 and ω2,
which are the tilting angles of the Zn–O bonds in the first and second layer,
respectively. The surface energy is also converged for a 3 bilayer slab as
displayed in Fig. 3.4, where we also show a comparison with the different
functionals used.
In order to estimate how much the surface relaxation and tilting propag-
ates into the bulk we have computed the tilting angle and the parallel bond-
length contraction CB,‖ for an 18 layer slab as illustrated in Figs. 3.5(a) and
3.5(b), respectively. We only show the results obtained from PBE bulk Zn–
O bond length and the surface ones – as the other functionals illustrate a
very similar picture. It is clear that the the tilting propagates only 3 − 4
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Figure 3.3: Structural relaxations (Fig. 3.3(a)) and tilt angles (Fig. 3.3(b)) relative
to the coordinates as displayed in Fig.3.2 plotted against slabs with the reported
total number of bilayers. The dashed lines (squares) refer to the VASP calculations
obtained with PBE, the dotted (stars) lines refer to the CP2K ones. We keep this
convention for the rest of the section.
layers towards the bulk as a consequence of the rehybridization of the top Zn
cation. It is also clear from Fig. 3.5(b) how only the surface Zn–O bond is
greatly affected by the missing ions in that a large bond-length contraction
is observed only in the first layer, whereas subsequent bonds parallel to the
(101¯0) display only minor contractions/expansions.
As a further evidence for the presence of a small inner relaxation, we
illustrate the plot of the average inter-bilayer distance computed with PBE
(Fig. 3.6) extracted as a percentage difference from the bulk value. The
average for each bilayer has been taken by computing the mean value of the
distances between each ion of the corresponding bilayer along the direction
[101¯0]. The observed distance between the surface bilayers is reduced of
1 − 2% from the bulk value, whereas the inner layers indicate very small
displacements around ±0.25%. Again, this same picture is observed also by
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Figure 3.4: Surface energy computed for slabs with the indicated total number of
bilayers and from different functionals. Convergence is achieved using 3 bilayer
slabs.
the other functionals.
Figure 3.5: Deep-layer dimer tilting and bond-length contraction for an 18 layer
slab. Figure 3.5(a) illustrates how deep in the bulk the buckling occurs and
Fig. 3.5(b) shows the same phenomena for the surface bond-length contraction.
On the whole, the calculations of the structure of clean ZnO(101¯0) using
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Figure 3.6: Inter-bilayer relaxation for an 18 layer slab, computed as the average
distance along [101¯0] between the Zn and O ions belonging to the indicated surface
bilayers.
two different DFT codes, with the standard PBE density functional and with
PBE+U and HSE06 functionals have shown the same trends. We confirm
that upon cleavage of the bulk the surface cation has an evident relaxation
down towards the bulk of ≈ 0.3 A˚, whereas the anion has a very small dis-
placement from its bulk position. Overall, this gives rise to a tilting of the
surface Zn–O bond of about 10◦. Reducing the coordination of the top sur-
face atoms from fourfold to threefold also gives gives rise to a contraction
of the bond-length of ≈ 7% from the bulk value. Further, we have demon-
strated that inner layer reconstructions are not feasible for the studied surface
and only very minor inner relaxations occur. Our study also shows that the
predicted structural relaxations and reconstructions occurring in the first sur-
face bilayer are in agreement with previous theoretical [88] and experimental
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LEED [90] studies.
3.4 Water adsorption on ZnO(101¯0)
Having discussed the properties of the clean surface, we can now move on to
the study of water adsorption on ZnO(101¯0). Specifically, we examine the
adsorption of an isolated water monomer and of water at ML coverage. The
coverage θ is the number of adsorbates per adsorption sites. The number of
adsorption sites per surface unit cell is 1 in the case of water on ZnO(101¯0).
We model the monomer adsorption by using a surface consisting of a 3 bilayer
slab and with an H2O molecule adsorbed at 1/6 ML (on a (3 × 2) surface
unit cell). It has been shown in Ref. [102] that at 1/6 ML the interaction
between neighbouring water molecules is negligible. We have also shown
in Section 3.3 that the structure and energetics of the clean ZnO(101¯0) are
converged already using 3 bilayers, and also going from a 3 to a 4 bilayer
slab gave rise to a change in the adsorption energy of the monomer of just 11
meV. We considered many possible adsorption structures and sites and we
find that the most stable one is the one shown in Fig. 3.7(a) in agreement
with Ref. [102]. Specifically, the water oxygen binds to the top-Zn atom and
a H-bond is formed with the top O-atom and the overall water structure is
in a key-lock configuration as discussed in Ref. [100]. We also compared the
relative stability of water adsorbed at ML coverage in the M and PD states,
as shown in Figs 3.7(b) and (c), respectively.
The adsorption energies of a water monomer and of water at ML coverage
obtained with the CP2K and VASP codes using several functionals are shown
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Figure 3.7: Top view of a water monomer on ZnO(101¯0) (a), of water at ML
coverage in the molecular (M) state (b) and partially dissociated (PD) state (c).
The solid boxes indicate the unit cell periodicity, specified on the top-right corner
of the boxes.
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in Table 3.2. The adsorption energy per water molecule Eads is defined as
Eads = [EH2O/surf − (Esurf + N × EH2O)]/N , where EH2O/surf is the total
energy of the composite system with N adsorbed molecules, and Esurf and
EH2O are the total energies of the clean surface and of a water monomer in
gas phase, respectively. The table shows that water becomes more stable
Table 3.2: Adsorption energy of water on ZnO(101¯0) predicted according to dif-
ferent functionals, in the case of monomer adsorption (at a coverage θ = 1/6) and
at monolayer coverage in the case of molecular (θM = 1) and partially dissociated
(θPD = 1) states. Within brackets are adsorption energies corrected for zero point
energy effects, obtained in the harmonic approximation from frequency calcula-
tions. Unless specified all reported values are obtained with VASP. All quantities
are in eV/H2O.
θ = 1/6 θM = 1 θPD = 1
PBE −0.97 −1.06(−0.99) −1.17(−1.06)
PBECP2K −1.00 −1.09 −1.20
PBE-D2 −1.18 −1.35 −1.44
optPBE-vdW −1.10 −1.19(−1.12) −1.32(−1.22)
optB86b-vdW −1.14 −1.23 −1.34
HSE06 −1.04 −1.18(−1.09) −1.30(−1.17)
Other work −0.94a −1.03 −1.13b −1.02c
a Reference [102] (DFT-PBE)
b Reference [100] (DFT-PBE)
c Reference [100] (Redhead analysis of temperature programmed desorption measurements)
upon increasing the coverage from 1/6 to 1 ML and that the PD state is
slightly more stable than the M state (as noticed in Refs. [100, 102]). This
holds regardless of the code used, or if dispersion is accounted for (with PBE-
D2 [46] or optPBE-vdW and optB86b-vdW [50, 51]) and also if a fraction
of exact exchange is used with the HSE06 functional [66]. The adsorption
energy computed with CP2K is at most 10 meV/H2O more stable than the
one obtained from VASP, indicating that the basis set superposition error
in our CP2K calculations is small. Adding a dispersion correction with any
of the schemes used or the inclusion of 1/4 exact exchange with the HSE06
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functional yields to further stabilization compared to PBE. On the whole,
the energy difference between the PD and the M state is ≈ 0.1/H2O eV with
all functionals, with PBE being closer to the experimental value in Ref. [100],
even if zero-point energy is accounted for. Indeed, Meyer et. al. performed
a Redhead analysis on He thermal desorption spectroscopy (He-TDS) data
and reported an adsorption energy of −1.02 eV for the PD structure, in close
agreement with our zero-point energy corrected PBE value of −1.06 eV/H2O.
The larger stability of the PD state can be easily understood by looking
at the O–H bond length of the H2O molecule in the different configurations.
At θ = 1/6 the O–H bond length is already stretched by 0.08 A˚ compared
to an isolated water molecule in gas phase because of a hydrogen bond with
the surface O atom. As the coverage increases so too does the stretching
of the O–H bond. Indeed, the bond-length is stretched 0.04 A˚ more at ML
coverage in the M state because of a hydrogen bond between neighbouring
molecules. This further activates the O–H bond towards dissociation. A
smaller stretching of 0.02 A˚ in the O–H bond length is observed in HSE06,
This is another consequence of self-interaction, which causes in PBE a weaker
O–H bond compared to HSE06.
To better understand the trends in the computed adsorption energies,
we decompose the adsorption energy of the water ML in the M state into
the contribution given by the binding energy of the water ML in the gas
phase (Ewat−watb ) and water-surface interactions (E
wat−surf
inter ), namely E
M
ads =
Ewat−surfinter + E
wat−wat
b . Table 3.3 reports the results of such analysis, together
with a further decomposition of the water ML binding energy into contribu-
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Table 3.3: Decomposition of the adsorption energy of the water monolayer in its
molecular state EMads, into water-water binding E
wat−wat
b and water-surface interac-
tion Ewat−surfinter . Further decomposition of E
wat−wat
b into water-water interactions
(Ewat−watinter ) and water relaxation energy (EH2Orel ). Within brackets are the contri-
butions coming from exact exchange (EHFX) for HSE06 and non local correlation
(Enlc) for optPBE-vdW and optB86b-vdW. All quantities expressed in eV/H2O.
PBE HSE06 (EHFX) optPBE-vdW (Enlc) optB86b-vdW (Enlc)
EMads −1.06 −1.18(−0.49) −1.19(−0.53) −1.23(−0.52)
Ewat−surfinter −1.19 −1.29(−0.74) −1.23(−0.47) −1.33(−0.46)
Ewat−watb +0.13 +0.05(+0.25) +0.02(−0.06) +0.10(−0.06)
Ewat−watinter −0.14 −0.15(−0.02) −0.17(−0.05) −0.15(−0.05)
EH2Orel +0.27 +0.20(+0.27) +0.19(−0.01) +0.25(−0.01)
tions coming from water-water interactions (Ewat−watinter ) and from the relaxa-
tion of a water molecule in gas phase (EH2Orel ), i.e. E
wat−wat
b = E
wat−wat
inter +
EH2Orel . All functionals predict a large attractive interaction of water to the
surface (Ewat−surfinter ) between ≈ −1.2 eV with PBE to ≈ −1.3 eV/H2O with
optB86b-vdW. They also all indicate that a water ML in the adsorption (i.e.
unrelaxed) configuration and without the substrate underneath is not stable
compared to the relaxed water monomer in gas phase (i.e. Ewat−watb is a
positive number). However, the interaction energy between the water mo-
lecules in the free standing water monolayer (Ewat−watint ) shows an attractive
contribution to the binding between −0.17 and −0.15 eV/H2O due to the
hydrogen bond between neighbouring molecules.
We may now briefly compare the values obtained from the energy decom-
position for each functional:
• PBE predicts a lower attraction of water to the surface compared to all
other functionals with a water-surface interaction energy of −1.19 eV;
• The HSE06 functional predicts a stronger binding of water because of
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a more attractive water-surface interaction, where more than half the
value of Ewat−surfinter comes from Hartree-Fock exchange;
• The water-surface interactions computed with the vdW-functionals are
also stronger than the PBE ones, because of a large contribution arising
from the non-local correlation, which amounts to about 1/3 of the over-
all Ewat−surfinter .
Finally, to elucidate whether or not dissociation of water is feasible at ML
coverage, we compute the energy profile along the dissociation reaction from
the M state to the PD state using PBE and HSE06, as shown in Fig. 3.8.
Specifically, we plot the energy profile as a function of the distance between
the water O-atom (Ow) and its active proton (H), while keeping the distance
between Od and Ow fixed to the equilibrium value in the M case. Od repres-
ents the O-atom of the water that donates a H-bond to Ow. The particular
procedure we applied for computing the dissociation barriers was to perform
AIMD simulations at 10 K in the NVT ensemble with constraints on Ow-H
and on Ow-Od. Single point total energy calculations have then been per-
formed on the structures resulting from the AIMDs. ∆E refers to the total
energy difference from the initial (molecular) state obtained from these. The
barrier obtained with PBE is only of 5 meV/H2O. This is a tiny barrier and
it can be seen that using the HSE06 functional only increases its value by
less than 2 meV/H2O. This is in contrast to the prediction of reaction barrier
in gas phase, which represents a pathological example of the self-interaction
error in DFT [62, 117]. Reaction barriers in gas phase systems are indeed
severely underestimated using standard density functionals because electrons
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Figure 3.8: Energy pathways along the Ow-H bond-length for the transition from
molecular water adsorption to partially dissociated adsorption. ∆E is the total
energy difference from the initial (molecular) state resulting from single-point cal-
culations. The distance Ow-Od is kept fixed at 3.3 A˚, which is the equilibrium
value in the case of the initial molecular state. The barrier computed with HSE
only increases of ≈ 2 meV/H2O. The snapshot indicates the structure of the initial
(molecular) state with the labels on the corresponding atoms.
are naturally more localized than in the condensed phase [118]. In condensed
phase systems on the other hand, bands are generally more dispersed and
therefore we argue that the delocalization error is not as critical for the cal-
culation of barriers as it is in gas phase.
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3.5 Conclusions
We can draw some important conclusions from the analysis performed in
this chapter. First, we have demonstrated that the structure of the clean
ZnO(101¯0) presents a tilt of the top Zn–O bond of ≈ 10◦, resulting from a
relaxation of the top cation of ≈ 0.3 A˚ towards the bulk, while the anion
essentially does not move. This is in line with previous theoretical and ex-
perimental LEED work (see Refs. [88, 90]). Secondly, we confirm that water
adsorbs strongly on ZnO(101¯0), with a value of the adsorption energy around
−1.0 eV/H2O. There are two almost degenerate states, in which water can
adsorb, one where water adsorbs intact and one where water is partially
dissociated, with a difference between the two of ≈ 0.1 eV/H2O. Whilst it
stands to reason that water-surface interactions are the most dominant con-
tribution to the adsorption energy, hydrogen bonding between neighbouring
water molecules at ML coverage is a further cause of stabilization. It is the
hydrogen bond between the neighbouring waters that favours dissociation
and the formation of a (2× 1) partially dissociated overlayer. The resulting
degeneracy of the molecular and partially dissociated states along with the
very small dissociation barrier of the order of a few meV, hint at a poten-
tially very interesting dynamics of the protons at room temperature that we
discuss in detail in Chapter 4.
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Chapter 4
Proton hopping at the
water/ZnO interface
4.1 Introduction
Proton transfer in water is a process of central importance to a number
of fields in science and technology. Consider for example proton conduc-
tion across polymeric membranes used in fuel cells [119] or through protein
channels in cells [120]. Proton transfer reactions are also key to many pro-
cesses in catalysis such as the production of hydrogen from methanol or bio-
mass [20, 121], or water formation [122]. Whilst it is notoriously difficult to
characterize proton transfer under industrial or biological conditions, consid-
erable insight and understanding has been gained by examining well-defined
model systems. One such model system is the example of the solvated proton
in pure liquid water [13, 123–125]. Another model system is water adsorbed
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on atomically flat solid surfaces. Indeed, whereas traditionally most work
on well defined water/solid interfaces has focused on structure characteriza-
tion (e.g. Ref. [10] and references therein), increasingly the focus is turning
to proton transfer and related properties such as surface acidity and water
dissociation [126–132].
Of the various water-solid interfaces that have been examined, water on
ZnO(101¯0) plays a central role in heterogeneous catalysis [20, 100, 133] and
light harvesting [84]. We mentioned in Chapter 3 that water on ZnO(101¯0)
is also a well-defined system that has been the focus of a number of studies
under UHV conditions [100, 101] which have hinted at potentially interesting
dynamical behavior. Specifically, Meyer et al. found that at ML coverage one
out of every two water molecules is dissociated, forming the partially disso-
ciated (PD) overlayer [100]. Subsequently they found that this PD overlayer
could coexist with an overlayer of molecular (M) water [101]. Moreover, they
suggested that the two states may rapidly interchange such that an average
configuration, intermediate between the two, is at times observed in their
scanning tunneling microscopy images. These findings prompted a number
of follow up studies that focussed on the structure of water on the surface or
on the level of dissociation [102, 134–137]. This previous work, along with
the observation of a very small barrier from the M to the PD state of the or-
der of a few meV (see Chapter 3), indicates that water on ZnO(101¯0) might
be a highly suitable system for investigating proton hopping in interfacial
water. However, the key issue of how proton hopping occurs in this system
and how it relates to the aqueous water environment is still not understood.
Indeed, this is true for most water/solid interfaces where major gaps in our
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understanding of the mechanisms of proton motion at interfaces remain.
This Chapter focuses on understanding proton transfer at the liquid
water-ZnO(101¯0) interface. Although techniques for characterization of well-
defined aqueous interfaces have emerged (e.g. Refs. [126, 127]), probing
the microscopic nature of proton transfer at interfaces remains a formid-
able challenge for experiment. On the other hand, AIMD as we use here,
has reached such a state of maturity that it is now possible to simulate bond
making and bond breaking events at complex solid-liquid interfaces (see e.g.
Refs. [129, 130, 138, 139]). Here, we find that upon going from a water ML
– characteristic of UHV – to a liquid film (LF) – characteristic of ambient
conditions – changes in the structure and in the proton transfer dynamics of
interfacial water are observed. Although moderate alterations in the struc-
ture of the contact layer are found, the proton transfer rate increases more
than tenfold. Analysis reveals that H-bond fluctuations induced by the liquid
are responsible for the structural change and for the substantial increase in
proton transfer. This effect is unlikely to be specific to water on ZnO, imply-
ing that proton transfer may be significantly faster under aqueous conditions
than at the low coverages typical of UHV-style studies. This fast proton
transfer may also affect the chemical activity of a surface, being particularly
relevant to heterogeneous catalysis under wet conditions [140–142].
4.2 Computational details
We have performed a series of AIMD simulations within the Born-Oppenheimer
approximation using the CP2K/QUICKSTEP package [69], with the elec-
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tronic structure computed at the DFT level. Most of the results that we
present in the next sections have been obtained with the PBE exchange-
correlation functional [38], although we will show a comparison with an
AIMD simulation of the LF obtained using the “D2” correction of Grimme
to include van der Waals dispersion interactions [46]. Molecularly optim-
ized double-ζ valence polarized (m-DZVP) basis functions are used for the
Gaussian basis set [109] in CP2K and a 320 Ry cut-off for the plane wave
expansion as described also in Section 3.2. The surface model is made of
(6× 3) primitive unit cells and a 3 bilayer slab.
There is one water molecule per primitive cell at ML coverage, whereas
the LF is comprised of 144 molecules, resulting in a ≈ 2 nm thick over-
layer. The initial structure of the AIMD of the water ML was for water in
the optimized M state, whereas the initial structure of the LF simulation
has been obtained by running a 2 ns long classical MD simulation using a
shell model for ZnO(101¯0) [143], a polarizable SPC water model [144] and by
using a Lennard-Jones potential to model the water-ZnO interactions. The
parameters for the Lennard-Jones potential have been obtained by a fitting
to our DFT-PBE data for water monomer adsorption. The trajectories have
been obtained by propagating the dynamics in the canonical ensemble at a
target temperature of 360 K. 360 K has been used to partially compensate
for the lower diffusivity of water using the PBE functional [145]. The AIMD
trajectories are 40 ps long with a 1 fs timestep, and we use deuterium masses
for the hydrogens. This enables stable AIMD simulations to be performed
with a 1 fs timestep. Specifically, the energy drift for the AIMD of liquid wa-
ter on ZnO(101¯0) is < 0.01 meV/(atom×ps). The first 5 ps of the simulation
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are used for equilibration and the remaining 35 for analysis. Equilibration in
all the AIMD simulations has been performed for the initial 3 ps using the
Bussi-Donadio-Parrinello thermostat [146], while for the remaining time the
target temperature has been maintained with the Nose´-Hoover chain ther-
mostat [80]. Overall we find that compared to other interfacial water systems
this one is rather benign and none of our main conclusions are affected by the
specific details of the DFT set-up. In particular, although the importance
of van der Waals dispersion forces between water molecules and water on
surfaces is being increasingly recognised (see e.g. Refs. [44, 114, 147, 148])
we will show that they do not have a significant impact on the dynamics of
this system.
4.3 Structure of water on ZnO(101¯0)
Let us first consider the adsorption of water on ZnO(101¯0) at ML coverage.
Fig. 4.1(a) shows the spatial probability distribution function of the O and H
atoms adsorbed on the surface at ML coverage. This illustrates the average
structure of the overlayer projected onto the surface. Only the PD structure
is observed, and it has a similar structure (bond lengths differ by < 0.05 A˚)
to the zero temperature geometry optimized structure. Figs. 4.1(c) and (d)
show snapshots of the PD state in top and side views, respectively. The OHs
and the H2Os sit in the trenches and are covalently bound to the surface-
Zn atoms. A H-bond is formed between the surface-Os and the H2Os and
also between the surface OHs and the dissociated water. In addition, the
H2Os donate a H-bond to the neighbouring OHs and lie essentially flat on
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the surface, whereas the OHs are tilted up and point away from the surface.
Figure 4.1: Spatial probability distribution function of the O and H atoms pro-
jected on ZnO(101¯0) for (a) the water monolayer and (b) the contact layer of the
liquid film. Gray, red and white spheres are Zn, O, and H atoms, respectively. The
topmost Zn and O surface atoms are shown using larger spheres. In (a) a H2O and
a OH that are connected via a H-bond are circled in red and black, respectively.
(c) top and (d) side view of the partially dissociated water dimer, which is the
basic building block of the (2× 1) overlayer structure. Snapshots of the liquid film
showing water in a new type of structure enclosed in a blue oval (e) and partially
dissociated dimer structure enclosed in a green oval (f).
A snapshot of the LF is illustrated in Fig. 4.2(a) and in Fig. 4.2(b) the
planar averaged density profile as a function of distance from the surface is
reported, which has been obtained by averaging over an interval of 0.1 A˚
along the surface normal direction. The density profile shows a pronounced
layering, as previously reported for other liquid/solid interfaces [132, 149–
154]. For convenience we discuss the density profile in terms of the regions
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observed, and label them from 0 to 3. Region 0 shows up as a small peak close
to the surface and this corresponds to the chemisorbed Hs. These are the Hs
that bond to the surface as a result of dissociation of some of the H2Os. The
large peak of ≈ 3.2 g/cm3 in region 1 at about 2.0 A˚ corresponds to a mixture
of OHs and H2Os in immediate contact with the surface. The second peak
in region 1 of about 0.7 g/cm3 also arises from a mixture of OHs and H2Os,
that however sit on top of the surface-O atom. Between regions 1 and 2 there
is a depletion of H2Os, then in region 2 the oscillations are damped until in
region 3 the density decay, characteristic of the liquid-vacuum interface, is
observed [155].
The structure of the contact layer in the LF differs from the ML in a
number of ways (c.f. Figs. 4.1(a) and (b)). First, although there are remnants
of the (2×1) structure (see green ovals in Figs. 4.1(b) and (f)), the symmetry
present at ML coverage is now broken. Second, the proton distribution is
more delocalized in the contact layer of the LF than in the ML. Third, and
most notably, the coverage in the LF has increased to 1.16±0.03, with excess
waters sitting in a new configuration on top of a surface-O (circled in red in
Fig. 4.1(e)). At this new site adsorption can happen either molecularly or
dissociatively and in either case the adsorbate accepts a H-bond from a H2O
sitting on the top-Zn site. Analysis of the overlayer reveals that H-bonding
with the liquid above stabilizes the excess H2O at the top-O site which gives
rise to the higher coverage [156]. Despite the structural change between the
ML and the contact layer of the LF, we did not observe any exchange of
water.
CHAPTER 4. PROTON HOPPING AT THE WATER/ZNO
INTERFACE
60
4.3. STRUCTURE OF WATER ON ZNO(101¯0)
Figure 4.2: (a) Snapshot of a liquid water film on ZnO(101¯0)(a). (b) Planar
averaged density profile as a function of the distance from the surface, where
different regions are identified and labelled from 0 to 3. In (b) the zero in the
distance is the average height of the top surface ZnO layer and the density reported
is the planar averaged density of adsorbed species. In (a) the top four surface layers
are shown and the water overlayer is colored according to the regions shown in the
density profile (b). Regions (going from 0 to 3) correspond to chemisorbed H
atoms, H2Os/OHs adsorbed on the surface, mainly bulk-like liquid water, and
water in the liquid vapor interface.
4.3.1 Structure of liquid film from PBE-D2
Given the importance of van der Waals interactions to the structure of
liquid water (see e.g. Ref. [148], we investigate the effect of van der Waals
dispersion forces on the structure of the LF. Specifically, we have performed
another AIMD simulation of the LF on ZnO(101¯0), using the “D2” Grimme’s
correction [46]. A typical structure of the LF on ZnO(101¯0) from PBE-D2
is shown in Fig. 4.3(a). Fig. 4.3(b) shows a comparison between the planar
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Figure 4.3: Snapshot of a liquid water film on ZnO(101¯0) taken from the AIMD
PBE-D2 simulation(a). Planar average density profiles as a function of the distance
from the surface for the PBE-D2 and PBE functionals in (b), where different
regions are divided from 0 to 3. The zero in the distance is set as the average
height of the top surface layer in (b). In (a) the top four surface layers are shown
and the water overlayer is coloured according to the regions shown in the density
profile (b). Each region corresponds (going from 0 to 3), to chemisorbed H atoms,
water/hydroxyls adsorbed on the surface, bulk liquid water, water in the liquid
vapour interface. The bin width along the surface normal in (b) is 0.1 A˚.
average of the PBE-D2 and the PBE density profiles. Because of dispersion
forces the density in the contact layer obtained from PBE-D2 has seen a
slight increase in the first two peaks in region 1 at 2.0 and 2.5 A˚. This results
in an increase in the coverage from 1.16± 0.03 to 1.29± 0.04 of a ML. The
density of PBE-D2 bulk liquid water (region 2) is 0.85± 0.14 g/cm3, slightly
larger than the PBE value of 0.75 ± 0.12 g/cm3. Further, the decay at the
liquid-vacuum interface is more rapid in the PBE-D2 density. Overall, we
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have only seen a small change in the structure of the LF upon inclusion
of dispersion. We will see in Section 4.4 if the increase in the coverage of
1.29± 0.04 affects the proton dynamics at the contact layer.
4.4 Proton dynamics at the water/ZnO in-
terface
The level of dissociation is not altered in the ML and in the LF. This can
be seen in Figs. 4.4(a) and (b) where the trajectory of the percentage of
adsorbed H atoms is reported for the two systems. At an average of 50%
dissociation in the case of the ML and 55 ± 5% for the contact layer of the
LF the difference is not significant.
Nevertheless, remarkable differences in the proton transfer dynamics are
observed. Fig. 4.4 shows that the hopping frequency of the protons has
increased by more than an order of magnitude in the LF simulation compared
to ML. This is the most important result of this work. The difference in the
proton transfer dynamics between the ML and the LF is partly shown by the
fluctuations in the percentage of adsorbed H atoms, which represent proton
transfer events to and from the surface (Figs. 4.4(a) and (b)) We consider as
adsorbed Hs those which are within 1.2 A˚ of a substrate O atom. Clearly
by comparing Figs. 4.4(a) and (b) it can be seen that the fluctuations are
much more pronounced in the LF than in the ML. However, proton transfer
to and from the surface is only part of the story as proton hopping between
the H2Os and OHs is also observed in the contact layer of the LF. Indeed
this is already clear by looking at the proton distribution within the green
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Figure 4.4: Time evolution of the percentage of H atoms adsorbed on the surface for
(a) water monolayer and (b) liquid water overlayer. (c) Proton hopping frequency
ν(τ) as a function of the residence time τ for the liquid film (black) and the
monolayer (red). The inset is a log-log plot of the total number of hops as a
function of τ , obtained as
∫ τ
0 ν(τ
′)dτ ′. The full 35 ps of analysis are shown in the
inset.
ovals in Fig. 4.1(b). In the analysis reported in Fig. 4.4(c) all events are
included and the hopping of each proton is monitored. Specifically, we plot
the hopping frequency (ν = number of hops/(time×sites)) against τ . τ is
defined as the time a proton takes to return to the O it was initially bonded
to, and therefore measures the lifetime of a proton hopping event, with larger
values of τ corresponding to longer lived events. Fig. 4.4(c) thus reveals that
proton transfer is more frequent in the LF than in the ML. Specifically, in the
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LF there are more events at all values of τ , with a maximum in the frequency
distribution of about 0.02/(ps×site) at τ ≈ 20 fs. In contrast in the ML the
ν distribution never reaches values larger than 0.005/(ps×site).
The ≈ 20 fs lifetime of the hopping events observed here is similar to the
timescale of interconversion between Zundel-like and Eigen-like complexes in
liquid water (< 100 fs) obtained from femtosecond spectroscopy [157]. It
is also in the same ballpark as other theoretical estimates of proton trans-
fer lifetimes obtained from work on proton transport in liquid water or on
other water/solid interfaces [125, 158]. The total number of hops (inset in
Fig. 4.4(c)) is ≈ 0.4/site in the ML but about 10/site in the LF. While only
proton hopping between the overlayer and the surface is observed in the ML,
in the LF ≈ 1/4 of the hops are within the contact layer with the remaining
3/4 of all hops being to and from the surface. Proton hopping events are
also longer lived in the LF than in the ML. This is demonstrated by the long
tail in the frequency distribution of the LF and more clearly by the inset in
Fig. 4.4(c), which shows that the longest hopping events are only about 0.2
ps in the ML but as long as ≈ 4 ps in the LF. Events with a lifetime on
the order of the picosecond are characteristic of Grotthus-like diffusion [13]
in liquid water or in other water/solid interfaces [130, 132, 158, 159], which
are however not observed here, although such a process may occur at longer
timescales than we can simulate [135].
4.4.1 Proton transfer from PBE-D2
In order to determine if dispersion has an effect on the proton transfer
dynamics observed in Fig. 4.4(b), we also plot the percentage of adsorbed
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Figure 4.5: Time evolution of the percentage of H atoms adsorbed on the surface
for the liquid water film simulation shown after 5 ps of equilibration. The inclusion
of dispersion does not alter the proton transfer dynamics significantly nor does it
produce a statistically relevant increase in the percentage of adsorbed Hs compared
to the PBE simulation (see Fig 4.4(b)).
Hs as a function of the simulation time for the PBE-D2 LF simulation, as
shown in Fig. 4.5. First we note that the level of dissociation does not change
significantly compared to the PBE simulation (Fig. 4.4(b)). Indeed, there is a
statistically insignificant increase in the percentage of adsorbed Hs to 56±5%
using PBE-D2, compared to 55 ± 5% with PBE. Above all, it can be seen
that the rapid fluctuations in the number of adsorbed Hs is also seen in the
PBE-D2 study, which show that the proton transfer dynamics is consistently
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observed in our AIMD simulations with different levels of theory.
4.4.2 Comparison with previous force field work
Although we observed an increase in the coverage, the level of dissociation
has not changed significantly with the presence of the LF. Accounting for
dispersion forces with the empirical PBE-D2 [46] approach also does not
alter our conclusion (see Fig. 4.5). In addition, our low coverage PBE results
agree with previous work [100, 102] and the use of other dispersion corrections
(with the optPBE-vdW and optB86b-vdW functionals [50, 51]) or of hybrid
functionals (HSE06 [66]) does not change the stability between the M and the
PD state at ML coverage (see Table 3.2 in Chapter 3). Further, the barrier
to dissociation at ML coverage with HSE06 is not increased significantly
compared to PBE (see Fig. 3.8). However, Raymand et al. [135] reported
an increase in the level of dissociation to 80% in their reactive force field
(ReaxFF) molecular dynamics simulations. The discrepancy has likely arisen
from the different methods used. It is somewhat difficult to establish how
reliable the ReaxFF method is also because details of the H and O parameters
used have not been reported [135, 160]. We note that Holtaus et al. [136] have
compared the level of dissociation of liquid water on ZnO(12¯10) predicted
by DFT-PBE, tight binding and ReaxFF and found a similar discrepancy
between DFT-PBE and ReaxFF. They attributed the discrepancy between
the two to a change in the charges in the contact layer upon increasing the
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coverage that is not accounted for in the ReaxFF.
4.4.3 Explanation of the proton transfer mechanism
To gain further insights into the mechanism driving the increase in the proton
transfer rate in the two systems we plot in Fig. 4.6 free energy (∆F ) surfaces
∆F for the various distinct proton transfer events considered here. The
free energy surfaces have been obtained in a standard manner from ∆F =
−kBT logP (O-O,δ). The probability distribution P (O-O,δ) is a function of
O-O distances and of δ, the position of the H with respect to the two Os.
With reference to Fig. 4.6 δ1-2 is defined as the difference in the distances
between H and two oxygens, O1 and O2, i.e. δ1-2 = O1-H − O2-H. Looking
at Fig. 4.6 we can see that there are some clear differences between the
free energy surfaces of the ML and the LF. First, the single minimum in
Fig. 4.6(a) shows that in the ML protons do not hop between adsorbed H2O
and OHs. In contrast in the LF two clear minima are identified revealing that
hopping between adsorbed H2Os and OHs occurs readily. The approximate
free energy barrier of this process is ≈ 100 meV. Second, proton hopping to
and from the surface happens both in the ML (Fig. 4.6(b)) and in the LF
(Fig.4.6(d)), but the free energy barrier is noticeably lower in the LF (≈ 70
meV) than it is for the ML (≈ 160 meV).
In order to understand why hopping increases so much upon going from
ML to multilayer we have examined the time dependence of the H-bonding
network at the interface. This reveals an intimate connection between the
local H-bonding environment of a molecule and its proclivity towards pro-
ton transfer. From the AIMD trajectory we see this connection between H-
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Figure 4.6: Free energy, ∆F contour plots for protons hopping between two Os
as a function of the O-O distance and of the location of the protons between the
two Os, δ. (a) and (b) show the free energies for the protons hopping in the water
monolayer (ML) simulation, while (c) and (d) illustrate free energies in the liquid
film (LF) simulation. As illustrated by the structures at the top of the figure, (a)
and (c) refer to hopping between the Os in the contact layer and (b) and (d) refer
to hopping of protons to and from the surface. The contour lines and colours are
shown on the same scales.
bonding environment and the hopping of individual protons and we demon-
strate in Fig. 4.7(a) that this holds on average for the entirety of all water-
to-surface proton hopping events. Specifically, Fig. 4.7(a) shows the mean
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Figure 4.7: Analysis of the role of H-bond fluctuations on proton transfer. (a)
Average O-O distance and average O-H distance as a function of time for all
proton transfer events to the surface. The O-O distance plotted (black line) is the
distance between the O of the molecule involved in the proton transfer event (Ow)
and the O of the nearest molecule from which it accepts a H-bond (Od). The O-H
distance (red line) is the distance between Ow and the H that is involved in proton
transfer. The black and red vertical lines indicate the approximate moment where
there is a significant change in the 〈Ow-Od〉 distances, respectively. The insets
show snapshots of specific molecules before and after dissociation. (b) Activation
energy (Ea) for water dissociation at ML coverage as a function of the Ow-Od
distance (calculated using VASP [104, 105], see Appendix A.1).
length of the O-H bonds that break in a proton transfer event (〈Ow-H〉) as
a function of time. We find that this is correlated with 〈Ow-Od〉, the mean
distance between Ow and Od, where Od is the O of the nearest molecule
donating a H-bond to Ow. At time t< 0 water is intact at a distance 〈Ow-
H〉 ≈ 1.0 A˚. Just before t = 0, the point at which the 〈Ow-H〉 bond breaks,
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there is a sharp increase in the 〈Ow-H〉 distance and then it levels off at ≈
1.4 A˚, about 200 fs after dissociation. Accompanying these changes in the
〈Ow-H〉 distance are changes in 〈Ow-Od〉 distances. Crucially about 150 fs
before proton transfer there is a net decrease in the intermolecular separa-
tion 〈Ow-Od〉 that shortens from about 3.1 to 2.9 A˚. It can be seen clearly
that this change in intermolecular separation occurs before the 〈Ow-H〉 bonds
start to break revealing that rearrangement in H-bonding is required prior to
proton transfer. Similar behavior has recently been reported for the liquid
water/InP(001) interface [132]. Further, O-H bond lengthening due to the
presence of additional water was reported for water on Al2O3 [131]. Here,
we illustrate that an increase in the O-H bond length occurs before the O-O
distance decreases. Not only are the two distances correlated but it is the
decrease in the O-O distance which produces an increase in the O-H distance.
Through a careful series of additional calculations in which an individual
proton transfer event was examined we established that the proton trans-
fer barrier depends critically on the intermolecular distance. As shown in
Fig. 4.7(b) for relatively large distances of 3.4 A˚ there is a small ≈ 10 meV
barrier. As the Ow-Od distance decreases, so too does the barrier until at
≈ 3.1 A˚ where there is no barrier and the intact water state is not stable.
Given that fluctuations in the H-bond distances are more pronounced in the
LF than in the ML and lead at times to relatively short Ow-Od separations,
it is this that causes the more frequent proton transfer. An estimate of the
H-bond distance fluctuations is obtained by computing the root mean square
displacement the O-O distances in the contact layer, which gives 0.43 A˚ in the
LF compared to the much smaller value of 0.15 A˚ in the ML. This increase
CHAPTER 4. PROTON HOPPING AT THE WATER/ZNO
INTERFACE
71
4.5. DISCUSSION AND CONCLUSIONS
is also the reason why hopping does not occur between neighbouring H2Os
and OHs in the ML while it does in the LF. H-bond distance fluctuations are
also responsible for a proportion of events having a lifetime of ≈ 1 ps or more
(see inset of Fig. 4.4(c)), although actual hydrogen bond forming and break-
ing may participate in this case. While we never observe H-bond forming or
breaking in the ML, the H-bond lifetime is of the order of the picosecond in
the LF and this correlates well with the long lived proton transfer events.
4.5 Discussion and conclusions
We have shown that there are clear differences in the properties of water
in contact with ZnO(101¯0) upon going from UHV-like to more ambient-like
conditions. Changes in the adsorption structure upon increasing the cover-
age above 1 ML have previously been predicted for a number of substrates
including ZnO(101¯0) [126, 131, 135, 161, 162]. The specific observation here
is that the liquid water film leads to a ≈ 16% increase in the water coverage
and a breaking of the (2×1) periodicity observed at ML. This arises because
of H-bonding between the molecules in the contact layer and the molecules
above it. It should be possible to verify this increased capacity for water
adsorption using a technique such as in situ surface X-ray diffraction.
We have demonstrated that there is a substantial increase in the proton
transfer rate in the contact layer of the LF and that this is caused by H-
bond fluctuations that lower the proton transfer barrier. A H-bond induced
lowering of the dissociation barrier upon increasing the water coverage has
been discussed before [100, 126, 131, 159, 163–165]. Here, however, we have
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demonstrated that the barriers to dissociation and recombination are lowered
in general because of the presence of the liquid. As in the case of liquid wa-
ter and water on other substrates we show (Fig. 4.6) that there is a strong
dependence between the proton transfer barrier and the distance between
the Os on either side of the hopping proton [13, 123, 130, 166]. However,
we have also identified a connection between the molecule involved in the
proton transfer and the molecules in its first solvation shell (Fig. 4.7). This
observation is somewhat similar to the structural diffusion of the excess pro-
ton in liquid water [13, 124]. The key difference between the two is that
concerted H-bond breaking and making is required for proton diffusion in
liquid water [125], while only fluctuations in the H-bond distance are needed
for proton transfer (but not diffusion) to occur. Because fluctuations of the
solvent provide the mechanism for the increased proton transfer rate, a sim-
ilar effect is expected also on other substrates, e.g. on reactive metal surfaces
upon which water dissociates [126, 163].
Finally, since the barrier to proton transfer is sensitive to changes in
specific H-bond distances it is likely that implicit solvent models will be
inadequate for this class of system as they do not account for H-bond fluctu-
ations. A solvent induced increase in the proton transfer rate may also affect
the chemical activity of the substrate and therefore have important con-
sequences for heterogeneous catalysis under wet conditions [140–142, 167].
Given that the O-O distance correlates with the barrier height and that H-
bond distances of adsorbed H2Os/OHs are related to the lattice constant of
the substrate, it might be possible to tailor the proton hopping rate through
e.g. strain or doping of the substrate.
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In conclusion, we have reported on a detailed AIMD study of water on
ZnO. In so doing we have tried to bridge the gap between studies of pro-
ton transfer in liquid water and low coverage UHV-style work. This has
revealed a substantial increase in the rate of proton transfer upon increasing
the coverage from a monolayer to a liquid multilayer. We have tracked down
the enhanced proton transfer rate to specific solvent induced fluctuations in
the H-bond network, which yield configurations with relatively short inter-
molecular distances wherein the barrier to proton transfer is lowered. These
findings are potentially relevant to the modelling of wet interfaces in general
and to heterogeneous catalysis.
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Chapter 5
Friction of liquid water on
graphene and hexagonal BN
from ab initio methods
5.1 Introduction
Nanofluidics is an exciting field that offers alternative and sustainable solu-
tions to problems relating to energy conversion, drug delivery, water filtration
and desalination [21, 22, 24, 25, 168–173]. Miniaturization towards nano-
fluidic devices inevitably leads to an enhanced influence of surface and in-
terface properties as opposed to those of the bulk. Friction is the most
important interface property that limits fluid transport at the nanoscale,
and its understanding is therefore crucial for the design of more efficient
membranes, nanotubes and pores that exhibit low liquid/solid friction. The
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behavior of liquid flow at scales on the order of a few tens of nanometres
departs from continuum fluid dynamics and desirable transport properties
emerge at such small scales [174]. For instance, carbon nanotubes have a
very high water permeability as compared to the prediction of macroscopic
fluid dynamics [168]. Further, a vanishing friction has been found, giving
rise to superlubric behavior of water chains inside tubes of sub-nanometre
radii [83].
Besides carbon, boron nitride (BN) nanostructures have recently been ex-
plored for the development of nanofluidic devices for fast water transport and
efficient power generation [21, 175, 176]. Recent interest has been fueled by
the demonstration that salinity concentration gradients across BN nanotube
membranes can leed to the generation of very large electric currents [21]. It
has also very recently been shown that there is a very large inter-layer friction
between in multiwalled BN nanotubes [177], as opposed to the superlubric
behavior of the (homopolar) carbon nanotubes [178]. This suggests that the
frictional properties of BN and C nanostructures might be quite different.
However, to the best of our knowledge there has been no attempt to measure
or compute the friction of water at the interface with BN sheets or nanotubes.
Given that ab initio results have shown very similar contact angles of water
droplets on graphene and BN sheets [179], it remains to be seen if transport
properties on these two systems are also similar.
The rise of the atomic force microscope and the surface force apparatus
has advanced our understanding of nanoscale liquid/solid friction substan-
tially [180]. Yet, it remains extremely hard to relate friction and dynamics
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to structure and wetting of solid surfaces from experiment. This is especially
true for the case of graphene where there is even controversy over the water
contact angle (see e.g. Refs. [181, 182]). Molecular simulations, and espe-
cially force field molecular dynamics, have proved extremely useful in invest-
igating structural and dynamical properties of confined liquids elucidating
molecular level information that is challenging for experiments to obtain. Be-
cause of the dependence of simulation results on the parametrization of force
fields, it is interesting to investigate the dynamics of interfacial water using
electronic structure methods so that two different materials such as graphene
and BN can be compared on an equal footing. Accordingly, ab initio molecu-
lar dynamics (AIMD) offers an interesting alternative that has been widely
used to study complex liquid/solid interfaces (see e.g. Refs. [150, 179, 183]).
Although transport properties in liquids have been computed before using
AIMD (see e.g. Refs. [184–186]), we show for the first time that it is possible
to compute a converged friction coefficient from AIMD.
In this work we compare the structure and dynamics of water in contact
with BN and carbon nanostructures from AIMD. Specifically, we study liquid
water in contact with graphene and hexagonal BN sheets, which is relevant
to understanding flow at membranes based on these materials and also inside
large nanotubes. The effect of nanotube curvature on the dynamics becomes
negligible for a tube radius R > 10 nm. [83, 187]. We find a striking similarity
between the structure of water in contact with the two sheets. Nevertheless,
there is a three-fold increase in the friction coefficient on BN because of a
more corrugated free energy surface on BN compared to graphene. This
work illustrates the complexity of nanoscale friction where subtle electronic
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effects, with no detectable consequences on the structure of the interface,
may however have a dramatic impact on water transport at the nanoscale.
5.2 Computational details
We performed a series of extensive AIMD simulations of a thin liquid water
film on graphene and on a single layer of hexagonal BN, using a similar ap-
proach as the one in Chapter 4. Again, we used the CP2K/QUICKSTEP [69]
package to perform AIMD simulations with the electronic structure computed
at the DFT level.
5.2.1 Electronic structure Set-up
Specifically, we used the optB88-vdW exchange-correlation functional [50,
51], which has been shown to predict accurate interlayer binding and in-
terlayer distances in graphite and bulk hexagonal BN [188], to give a good
description of the structure of bulk liquid water [148] and also to correctly
describe the relative stability of water-ice structures on metals compared
to the bulk ice lattice energy [114]. We also performed a careful compar-
ison between the results obtained with CP2K and VASP (v.2.3.2) [104, 105]
for the calculation of the adsorption of a water monomer in gas phase. In
CP2K we used short range molecularly optimized double-ζ valence polar-
ized (m-DZVP) Gaussian basis functions, which exhibit a small basis set
superposition error, comparable to traditional quadruple-ζ valence doubly
polarized (QZV2P) basis functions [109]. Also a 460 Ry cut-off was used for
the auxiliary plane wave expansion. The calculations with VASP have been
performed using a cut-off of 600 eV for the plane wave expansion and with
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six valence electrons for oxygen (2s22p4), four for carbon (2s2sp2), three for
boron (2s2sp1) and five for nitrogen (2s2sp3). The graphene and BN sheets
are modelled using orthorhombic cells with C–C and B–N bond-lengths of
1.422 and A˚, respectively, in agreement with Ref. [188]. Calculations in VASP
have been performed on 3 × 5 orthorhombic cells with a k-point density of
2×2×1 centered at the Γ point. In VASP, using a k-point density of 4×4×1
changes the adsorption energy of a water monomer on graphene of only 0.3
meV/H2O. In CP2K we reproduced the same k-point density by using 6×10
orthorhombic cells. A vacuum region of at 20 A˚ was used. A dipole cor-
rection along the direction of the vacuum has been used in VASP while in
CP2K the sheets have been decoupled from their periodic images along the
vacuum according to the method by Martyna and Tuckerman [111].
5.2.2 Ab initio and force field MD simulations set-up
The main results that we present in the next sections have been obtained per-
forming AIMD simulations of water/graphene and water/BN sheets modelled
using 6 × 10 orthorhombic cells about 25 × 25 A˚2 wide, with ≈ 20 A˚ thick
liquid water films. There is a vacuum gap between the liquid-vacuum inter-
face and the next periodic image of ≈ 15 A˚. Each film contains 400 water
molecules and in total each system consists of 1440 atoms. As an illustration,
snapshots from the AIMD simulations for the water/graphene and water/BN
interfaces are shown in Fig. 5.1(c) and (d), respectively.
Upon these systems we performed 40 ps long AIMD simulations with
the last 35 ps of each trajectory used for analysis. We use 1 fs timestep and
deuterium masses for the hydrogens in the AIMD to enable stable simulations
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to be performed with a 1 fs timestep. This results in an energy drift of at most
0.011 meV/(ps×atom). The AIMD simulations are in the canonical ensemble
with a target temperature of 330 K which is used to partially compensate for
the lower diffusivity of water with the optB88-vdW functional under ambient
conditions [148]. The first 5 ps of AIMD are used for equilibration and the
remaining time for analysis. Equilibration has been performed for the initial
4 ps using the Bussi-Donadio-Parrinello thermostat [146], after which we
switched to the Nose´-Hoover chain thermostat [80]. We also performed a
number of additional AIMD and force field molecular dynamics (FFMD)
simulations to explore the sensitivity of our results to the use of a different
ensemble and to issues such as finite size effects, different initial conditions
and time scales. We will show the results of these tests, which agree with
those presented therein.
Specifically, we performed additional AIMD simulations, both in the ca-
nonical and in the microcanonical ensemble, on 3× 5 BN and graphene cells
containing 100 water molecules. The canonical runs are 70 ps long while
the microcanonical runs are longer than 40 ps and their initial conditions
have been obtained from equilibrated position and velocities of the canonical
runs. Further, we computed the friction coefficient obtained from FFMD
trajectories which are up to 10 ns long. We also use FFMD to obtain equi-
librated configurations for the AIMD runs. FFMD have been performed
using the GROMACS 4.5 [189] package where the electrostatic interactions
have been accounted for using the particle mesh Ewald method. The ri-
gid SPC/E [190] model for water and a Lennard-Jones potential to describe
the water-surface interactions have been employed according to the works of
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Werder et al. [191] on a water droplet on graphene and Won et al. [175] for
the study of water transport in BN nanotubes. The Lennard-Jones para-
meters from Refs. [175, 191] are σOO = 3.166 A˚, εOO = 0.6502 kJ/mol,
σCC = 3.214 A˚, εCC = 0.2363 kJ/mol, σBB = 3.453 A˚, εBB = 0.3971 KJ/mol,
σNN = 3.365 A˚, εNN = 0.606 kJ/mol, where the water-surface interaction
parameters are obtained using the standard mixing rules.
5.3 Very similar liquid film structure
We begin our analysis by illustrating in Fig. 5.1(a) the planar average density
Figure 5.1: Structure of the liquid water film on graphene (GRA) and BN. Average
density profile 〈ρ〉 (a) and number of hydrogen bonds 〈H-bonds/H2O〉 (b) as a
function of the height from the sheet. In (b) the geometric criterion from Luzar
and Chandler was used to define a H-bond [192]. Snapshots of the liquid film on
GRA (c) and on BN (d). In (c) and (d) O and H atoms are coloured in red and
white, while C atoms are in light blue, and B and N atoms are in pink and purple,
respectively.
profile 〈ρ〉 as a function of the height from the sheets. The graphene and BN
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sheets exhibit oscillations in the heights of the atoms within them of up
to 1.2 A˚. To account for this, we compute the height of an atom in the
liquid water overlayer as the height difference to the closest atom in the
sheet. By computing the density profile in this way we fully account for the
layering of the liquid film, which would otherwise be partially hidden behind
the oscillations of the sheets. The two density profiles on graphene and BN
overlap for most of the film height, which is the first signature of the apparent
similarity of the structure of liquid water on the two sheets. Perturbation
from the bulk liquid induced by the surface is most significant within the
first 10 A˚ of the surface. This is consistent with previous reports on liquid
water/solid interfaces (see e.g. Refs. [150, 183, 193, 194]), which extends in
this case to about 8 A˚ from the sheets. Within this region there are two
evident peaks for each of the two density profiles. The first at a height of
about 3.0 A˚ hits a density maximum of ≈ 3.7 g/cm3. After this first peak
there is a depletion of water with a minimum at about 4.5 A˚ with a density
of 0.4 g/cm3. We define the contact layer as the region delimited by this
minimum in the density profile. At ≈ 6.0 A˚ the second peak appears with
a density of ≈ 2 g/cm3. Further away from the sheets, density oscillations
are gradually suppressed and the density of liquid water is recovered with
an average value of 1.12 ± 0.16 g/cm3. Finally, the density decays as it is
characteristic of the liquid-vapor interface [155]. The decay in the density on
BN starts off at about 17 A˚, slightly before than on graphene simply because
the BN unit cell is ≈ 3.5% larger.
As further confirmation of the striking similarity between the structure
of liquid water on graphene and BN, we compare the profile of the average
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number of H-bonds per molecule, 〈H-bonds/H2O〉 in Fig. 5.1(b). Also in this
case the two curves essentially lie on top of each other for all of the film height
apart from the liquid-vapour interface region. The steep increase in the 〈H-
bonds/H2O〉 starting at about 2 A˚ shows that already in the contact layer
water molecules engage in a large number of H-bonds of ≈ 3/H2O. Shortly
after this initial increase, there is a drop to ≈ 2.5 H-bonds/H2O correspond-
ing to the depletion region around 4.5 A˚ from the sheet. The pronounced
fluctuations in the number of water molecules in this region partly penalizes
H-bonding with neighboring waters. After the depletion region, at a height
of 5 A˚, the number the 〈H-bonds/H2O〉 rises to the bulk value of ≈ 3.5. It
remains constant until the liquid-vapour region is approached, at a height of
17 A˚, where there is a rapid decay to zero in the 〈H-bonds/H2O〉 within 3 to
4 A˚.
Finally, other structural characteristics of the two systems exhibit striking
similarities, such as the orientations of the water molecules within the films.
Specifically, we computed the probability distributions of the angles between
the water dipole moment and the vertical direction from the sheets as shown
in Fig. 5.2. Again the similarity between the two systems, as evinced from
Fig. 5.2(a) and (b) is striking. Water in the contact layer orients with its di-
pole predominantly tangential to the sheets, as previously reported for water
on hydrophobic surfaces or for water confined between graphene sheets or
for water droplets on graphene and BN [150, 179, 195]. Indeed, the majority
of molecules in the contact layer orient their dipoles around 60◦ and 100◦,
while there is a scarce probability of molecules pointing up opposite to the
sheets (ϕ = 0◦) or down, towards them (ϕ = 180◦). In the depletion region,
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Figure 5.2: Probability distribution of the angle ϕ between the water dipole and
the vertical direction as a function of the height from the sheet for (a) graphene
(GRA) and (b) BN. The colour scale goes from red (large probability) to blue
(low probability). The same criterion as in Fig. 1 in the main text is used for the
distance of a water molecule from the sheet. The snapshots in (a) illustrate three
different possible orientations of a water molecule.
at a height of about 5 A˚, there is instead a uniform distribution of the di-
poles. Affected by the pronounced reorientation of waters in the first layer,
molecules in the second layer orient with their dipoles between 30◦ and 150◦.
After the second layer the distribution of angles becomes more homogeneous.
Yet, because of the presence of the two interfaces (i.e. with the sheets and
the vacuum) within just a 2 nm thick film, a region where the distribution is
completely homogeneous and bulk-like is not observed.
5.4 Very different friction coefficient
Having compared the structure of liquid water on the two sheets we now turn
our discussion to investigate its dynamics. Specifically, we focus on the fric-
tion coefficient λ, defined as the ratio between the friction force parallel to the
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sheet Fp per unit area (A) and vslip, the velocity jump at the interface [174],
namely λ = Fp/(A vslip). In the framework of linear response theory, λ can
be obtained from the equilibrium fluctuations of the friction force, using a
Green-Kubo relation [196, 197]:
λ = lim
t→∞
λGK(t), (5.1)
with
λGK(t) =
1
AkBT
∫ t
0
〈Fp(t′)Fp(0)〉 dt′ (5.2)
where kB is the Boltzmann constant and T the temperature. We show in
Fig. 5.3 λGK(t) for the case of water on graphene and on BN, which for
sufficiently long time intervals (here approximately > 0.3 ps) plateaues to
the value of λ. The key result is that the friction coefficients on the two
sheets differ significantly, with the friction on BN being approximately 3 times
larger than on graphene. Specifically, while λ = (10.3±3.3)×104 N s m−3 for
graphene, we obtain a value on BN of λ = (27.5± 6.9)× 104 N s m−3. Whilst
liquid/solid friction is the relevant microscopic property that quantifies the
dynamics of a fluid at the nanoscale, a length scale characteristic of the
flow is often measured experimentally. This is the so called slip length b,
defined as the distance relative to the surface where the linear extrapolation
of the tangential flow velocity vanishes. We can relate the slip length b to
the friction coefficient via the shear viscosity of bulk liquid water η: b =
η/λ [174]. Using the experimental bulk water viscosity η = 10−3 Pa s, the
corresponding slip lengths for graphene and BN are 9.7±3.1 and 3.6±0.9 nm,
respectively. In the absence of experiments on graphene or BN we compare
CHAPTER 5. FRICTION OF LIQUID WATER ON GRAPHENE AND
HEXAGONAL BN FROM AB INITIO METHODS
85
5.4. VERY DIFFERENT FRICTION COEFFICIENT
Figure 5.3: Comparison between the Green-Kubo estimate of the friction coefficient
of liquid water on graphene (GRA) and on BN. The shaded areas represent the
uncertainties obtained by performing a block average. The friction coefficient λ
is given by the plateau value at long times. There is an evident increase in the
friction coefficient on BN.
our results to those obtained from atomic force microscopy measurements of
water droplets on atomically smooth highly ordered pyrolitic graphite which
have given slip lengths of between 8 and 12 nm [198, 199]. These values
are within the error bars of our estimate for the graphene slip length and in
better agreement than previous force field work reporting about 83 nm [83,
187]. Although on graphene water transport may differ from that on graphite
due to e.g. screening effects that may influence the binding on the two
systems [200], we do not expect the friction to change between graphene and
graphite by more than a few percent. Overall water slippage on graphene and
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BN is characteristic of hydrophobic surfaces with an extremely low friction
coefficient, while on hydrophilic surfaces such as mica, silicon, or graphene
oxide slippage is significantly inhibited with sub-nm slip lengths [199, 201].
5.4.1 Validation results on the friction coefficient
The increase of about three times in the friction on BN compared to graphene
Figure 5.4: Validation results on the friction coefficient λGK of liquid water on
graphene (GRA) and on BN computed using different ensembles and system sizes
(a), and over different time scales (b). In (a) GRABIG and BNBIG refer to λGK
extracted from the simulations performed on the large 6× 10 cells (as reported in
the main text), GRASMALL and BNSMALL refer to simulations performed in the
smaller 3 × 5 cells and GRANVE and BNNVE refer to simulations on the “small”
cell performed in the NVE ensemble. In (b) we show the value of λGK obtained
from FFMD simulations and computed over 50 ps of trajectory (GRA FFMD@50 ps)
and over the full 10 ns trajectory (GRAFFMD).
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is consistently observed, regardless of the type of ensemble used, time scales,
or different system sizes. As a validation of the results on the friction coef-
ficient illustrated in Fig. 5.3 we show in Fig. 5.4(a) the values of λGK(t)
obtained from different simulation set-ups and models of the two interfaces.
It can be seen that the increase in the friction coefficient on BN is consistent
even if it is computed on a system consisting of a 3 × 5 cell (in Fig. 5.4(a)
denoted as “SMALL”) instead of the “BIG” 6× 10 cell discussed so far, and
even if the AIMD simulations are performed in the microcanonical ensemble
(NVE) instead of the canonical one. Given that the AIMD simulations per-
formed in the 3×5 cells are 70 ps long, i.e. 30 ps longer than the larger 6×10
cells, we have also demonstrated that the friction coefficient is already con-
verged for trajectories which are ≈ 35 ps long. As a further demonstration
of the convergence of the friction from our AIMD simulations we have com-
pared the values of λGK(t) for graphene with FFMD in Fig. 5.4(b). Indeed,
the friction coefficient is already converged if it is computed over a traject-
ory of 50 ps as opposed to the full 10 ns. Most importantly it is clear from
Fig. 5.4(b) that FFMD cannot reproduce the 3-fold increase in the friction
coefficient on BN.
5.5 Why is the friction coefficient different?
To rationalize the difference in the two friction coefficients in terms of struc-
tural and energetic contributions, we compute the free energy profile of water
within the contact layer ∆G(x, y), defined as ∆G(x, y) = −kBT lnPO(x, y).
Here, PO(x, y) is the spatial probability distribution function of the O atom
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Figure 5.5: Free energy profile of water within the contact layer of the liquid
projected onto the graphene (a) and BN (b) primitive unit cells. Although the
free energy profiles are relatively smooth, a larger corrugation is present on BN
and some differences are also observed in the topology. Transparent C and BN
atoms are superimposed on the contour plots. Most stable (c) and less stable (d)
configuration for a single water monomer adsorbed on graphene. Most stable (e)
and less stable (f) configuration for a single water monomer adsorbed on BN. Only
a small part of the unit cells used for the calculation of the monomer adsorption
calculations is shown in figures (c) to (f).
of water within the contact layer at a point (x, y) projected onto the prim-
itive graphene and BN unit cells. A similar approach based on the 2-D
spatial probability distribution function has been used previously to under-
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stand water slippage on model MgO surfaces [202]. Fig. 5.5 illustrates the
free energy profiles resulting from this analysis. We notice the very small
energy scale within kBT at room temperature indicating a mobile contact
layer. Although, as we have seen the average liquid structures in the two
systems are very similar, the free energy profiles for the motion of water in
the contact layer exhibit some clear differences. First, the free energy min-
imum on graphene is around the hollow site with the maximum around the
top-C site, in agreement with previous work [150]. The minimum on BN is
for the oxygens to sit around the B-site, as well as on the hollow site, while
the maximum is on the N site. Second, and more importantly, the BN free
energy profile (Fig. 5.5(b)) is more corrugated than that of graphene: the
maximum corrugation of the free energy is only 13 meV on graphene, but it
is 21 meV on BN. Although we are discussing very small energies, this ≈ 0%
increase in the corrugation is observed consistently in all our various AIMD
simulations of these systems. As we now discuss, this increased corrugation
is the main reason for the observed increase in the friction coefficient on BN.
It is interesting that such small energy differences, less than 10 meV can
contribute to a three fold increase in the friction coefficient and it is worth
looking into this more in detail. It is known that the leading term in the
friction depends quadratically on the corrugation of the potential energy
surface felt by the water in the contact layer ∆V , such that λ ∼ ∆V 2 (see
e.g. [172, 203]). We can approximate the corrugation of the potential energy
∆V with the corrugation in ∆G as obtained from the maximum value in
free energy profiles in Fig. 5.5, such that λ ∼ ∆G2. To test the validity of
this scaling relation we computed the ratio between the friction of water on
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BN and on graphene, λBN/λGRA and compared it with the ratio between
the square of the free energy extracted from Fig. 5.5(a) and (b). From the
ratio between the friction coefficients we obtain λBN/λGRA = 2.7± 0.8. The
corrugation of the free energy on BN is 21 meV, while it is 13 meV on
graphene, such that the ratio (∆GBN/∆GGRA)
2 ≈ 2.6, is within the error of
the ratio between the two values of the friction.
5.5.1 Connection with the monomer potential energy
surface
The free energy corrugation depends on the atomic and electronic structure
of the surface and on the H-bonds that form at a specific interface. It will
differ but be related to the monomer potential energy surface. In an attempt
to track down the difference between the corrugation of the two free energy
profiles (and thus in the friction) to the nature of the water/surface inter-
actions, we performed a series of structure relaxations at 0 K for a single
water monomer on the two sheets. The most stable structure on graphene is
for water on the hollow site with its dipole pointing down towards the sheet
(Fig. 5.5(c)). On BN water preferentially adsorbs with the dipole moment
parallel to the sheet and with one of the O–H bonds pointing towards the N
atom (Fig. 5.5(e)).
Table 5.1 shows the adsorption energy of a water monomer on graphene
and on BN for the two most stable structures. The adsorption energy Eads
is defined as Eads = EH2O/sheet−Esheet−EH2O, where EH2O/sheet is the total
energy of the composite system and Esheet and EH2O are the total energies of
the isolated sheet and water monomer in gas phase, respectively. Compared
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Table 5.1: Adsorption energies (in meV) for a water monomer on graphene (GRA)
and on BN from VASP (EV ASPads ) and from CP2K (E
CP2K
ads ) along with the adsorp-
tion energy computed at a less favourable adsorption site with the O atom of the
water on the top C atom for graphene (GRAtop−C) and on the top N atom for BN
(BNtop−N ). Also shown is the decomposition of the adsorption energy obtained
from CP2K into contributions from van der Waals (EvdWads ), local correlation (E
lc
ads),
exchange (Exads), electrostatic interactions (E
es
ads). The larger difference between
the two adsorption energies on BN compared to graphene arises from the exchange
and electrostatic terms (≈ 40 meV for BN against ≈ 10 meV for graphene), and
not from the van der Waals and the local correlation which differ by only 3 meV
at most.
EV ASPads ECP2Kads E
vdW
ads E
lc
ads E
x
ads E
es
ads
GRA −148 −159 −253 −37 +22 +109
GRAtop−C −138 −148 −254 −38 +14 +130
BN −163 −171 −246 −41 −9 +125
BNtop−N −130 −136 −249 −39 +13 +139
to graphene, BN binds water about 10 meV more strongly, with adsorption
energies obtained with CP2K of −171 and −159 meV, for BN and graphene,
respectively. A difference of ≈ 10 meV between the adsorption energy on BN
and graphene is consistent with the results obtained from the VASP code.
Upon considering water monomer adsorption at less favourable sites (see
Figs. 5.5(d) and (f)) we find that the potential energy surface of the water
monomer on BN is more corrugated than that on graphene. As shown in
Table 5.1, the adsorption energy difference between the most stable water
structure on graphene and the less stable one is 11 meV/H2O, while in the
case of BN this difference is larger of 35 meV/H2O. This indeed indicates that
the potential energy surface of a water monomer on BN is more corrugated
than that on graphene.
To understand why this is the case we performed the following decom-
position of the adsorption energies obtained for the most stable adsorption
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configurations and for the less stable ones:
Eads = E
vdW
ads + E
lc
ads + E
x
ads + E
es
ads, (5.3)
where EvdWads , E
lc
ads, E
x
ads and E
es
ads the contributions to the adsorption energy
coming from the van der Waals dispersion, the local correlation, the exchange
and electrostatic interactions, respectively; here, Eesads is expressed as the sum
of the contribution from the Hartree energy, the ion-ion term, and of the
one-electron term coming from the core Hamiltonian (see Ref. [69]). The
results of this decomposition are shown in Table 5.1. The most important
point is that the larger difference between the two adsorption energies on BN
compared to graphene arises from the exchange and electrostatic terms, and
not from the van der Waals and the local correlation which differ by only 3
meV at most. This reveals that larger exchange and electrostatic interactions
between water and the BN sheets are the origin of the increased corrugation.
Overall, this explains the larger corrugation of the free energy on BN and
thus the three-fold increase in the friction.
5.6 Final discussion
We have seen that, although the structures of the liquid films are very sim-
ilar and the contact layer is mobile on both systems, slight changes in the
water/sheet interactions may bear important consequences for the friction
between water and the sheets. There is in general some uncertainty over the
slippage of water on graphene obtained from force field MD, with values for
the slip length between 1 and 80 nm [204]. The friction on graphene com-
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puted from AIMD is (10.3±3.3)×104 N s m−3, larger than the value obtained
from force field MD of ≈ 3 × 104 N s m−3 (see Fig. 5.4(b)). This is because
the optB88-vdW functional predicts a larger corrugation of the free energy
compared to the force field used [191]. Since optB88-vdW overestimates the
absolute adsorption energy of a water monomer on graphene when compared
to benchmark diffusion Monte Carlo and Random Phase Approximation res-
ults [205], we cannot expect optB88-vdW to capture the corrugation of the
free energy with absolute precision. However, as explained earlier, because
this functional successfully captures various other properties of water, graph-
ite, BN and water at interfaces we expect it to predict the correct relative
water/graphene and water/BN interaction strengths and hence the correct
increase in the friction on BN. Since the increase in friction is not captured
by force field molecular dynamics (see Fig. 5.4(b)), the findings here stress
the importance of accounting for electronic structure effects when investigat-
ing transport properties at complex liquid/solid interfaces. Nevertheless, it
is possible that improving the description of the force fields to include polar-
izable models and partial charges on B and N may reproduce the observed
friction increase. For instance, it has been found that including polarization
effects in force field molecular dynamics studies has an effect on the diffusion
of liquid water on charged graphene [194].
Finally, there has been increasing interest in connecting wetting proper-
ties to the friction coefficient (see e.g. Ref. [201]) and a relation between the
slip length and the contact angle has been found to hold for a wide number of
liquid/solid interfaces. Previous work has suggested that this relation does
not hold for water slippage on graphene [83]. Further, it has been found
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that the partial slip boundary condition may hold also for water on hydro-
philic surfaces [202]. Here, we have seen that the structure of liquid water on
graphene and on BN is strikingly similar and previous ab initio work reported
also contact angles of 86◦ and 87◦ on graphene and BN, respectively [179].
Yet, friction is about three times larger on BN, highlighting that a simple
dependence on the wetting properties cannot be established for these two
systems. Instead, we have demonstrated a dependence of the friction on
the free energy of the water contact layer. In systems like graphene and
BN, where the corrugation of the potential felt by the water is not directly
proportional to the water/solid interaction strength, the free energy profile
provides a closer estimate of the potential energy landscape corrugation. Pos-
sible other examples are carbon nanotubes, which like graphene, have been
shown to depart from the scaling law that relates the friction to the water
contact angle [83]; and most likely BN nanotubes and other van der Waals
layered materials [206]. With the aim of designing nanofluidic devices which
exhibit frictionless fluid transport, materials may be engineered to favour
a smooth potential energy landscape independently of the fluid/solid inter-
action strength. In this manner for instance, the friction may be tailored
whilst maintaining the same wetting properties. We have shown that be-
cause of subtle exchange and electrostatic interactions, friction is larger on
BN. Limiting the magnitude of such interactions between the liquid and the
substrate using for instance homopolar surfaces and avoiding the presence of
H-bonds is beneficial for the design of smooth interfaces. Further, compress-
ive or tensile stress can be applied to a substrate to favor a smooth contact
layer [207].
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In conclusion, we have reported on extensive ab initio molecular dynamics
studies of liquid water on graphene and BN. In so doing we have tried to
bridge the gap between the molecular structure and energetics of water on
layered materials and the complex transport of water at the nanoscale fully
from ab initio methods. A comparison between the two systems reveals that
while the structure of the liquid film is very similar, slight differences in the
water contact layer not related to the wetting properties of the interfaces give
rise to a remarkably different water slippage on the two sheets. The three-
fold friction increase on BN is induced by a larger corrugation of the energy
landscape compared to graphene, because of more pronounced electrostatic
and exchange interactions. Overall, this work paves the way for the study of
transport properties in yet more complex liquid water/solid interfaces using
ab initio methods. For example, systems where water is liable to dissociate
or where ions, defects, or external electric fields are present could all be
examined.
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Chapter 6
Structure of the TiO2(110)
photocatalytic interface
6.1 Introduction
Photocatalysis has seen a surge of research activity over the past ten years
due to interest in water splitting [3], self-cleaning and self-sterilizing surfaces,
and air and water purification [4]. Titania is the most studied photocatalyst
and understanding its interaction with water is of great importance for the
development of more efficient photocatalytic applications. Specifically, water
on rutile TiO2(110) represents a model oxide interface for surface science
studies aimed at better understanding fundamental features of photocatalytic
interfaces [208, 209].
Despite the vast body of work on the water/TiO2(110) interface, there
is still an open debate on one of the most basic questions for any water
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adsorption study: does water adsorb in a molecular or in a dissociated state
on a defect-free surface and under UHV conditions [161, 162, 210–213]? The
answer to this question is of great importance because the photocatalytic
activity of the interface depends on the concentration of OH radicals that
may result (or not) from H2O dissociation [214].
According to the most up to date photoelectron diffraction spectroscopy
experiments, a fraction of water dissociates at coverages up to 1 ML [211, 212]
(ML coverage is defined as one water per top five-fold coordinated Ti atom).
However, there is new experimental evidence (from Geoff Thornton’s group)
coming from surface X-ray diffraction and photoelectron spectroscopy on the
formation of a (2×1) overlayer made of terminal OHs (OtHs), which suggests
an overlayer of dissociated water [26]. Perhaps, more striking is the debate
on the most stable water adsorption state from DFT, which started with the
first report by Goniakowski and Gillan almost 20 years ago [215] and is not
yet solved (see e.g. Refs. [162, 213]).
Despite the apparent difficulties in understanding the structure of water
on defect-free TiO2(110) under UHV atomistic studies on more realistic and
complex interfaces have emerged. For instance, it has been shown that the
presence of a liquid water film under aqueous conditions does not alter the
level of dissociation [161, 162]. Instead, there is ample evidence for the ex-
istence of water dissociation channels associated with the presence of oxygen
vacancies and with step edges along 〈11¯1〉 [216–218]. Further, it has been
proposed that water adsorption on TiO2(110) is not affected by the presence
of Ti-interstitials (Tiint) [219]. In contrast to the case of water adsorption,
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charge transfer from the defective substrate stabilizes the adsorption of O2
by several eV/molecule [220]. So far, charge transfer has been reported as
the only mechanism for the stabilization of the adsorbates in the presence of
a surface with Tiint or other point defects [217, 220].
In this Chapter, results are first presented from static DFT calculations
using the PBE and the screened hybrid HSE06 functionals to provide insight
into why modelling adsorption of water on defect-free TiO2(110) remains
challenging for theory. Secondly, we investigate the adsorption of H2O, OH,
and O2 to understand the formation of a (2 × 1) OtH overlayer observed in
the new experiment in Ref. [26]. We suggest it arises from from a sequence of
reaction steps involving the dissociation of O2 on TiO2(110) in the presence
of defects, here represented by Tiint and bridging OH (ObH) groups. Fi-
nally, we propose a new mechanism for the stabilization of dissociated water
that involves the presence of subsurface Tiint and the competition between
polaronic and dissociation-induced lattice distortions.
6.2 Computational details
Spin polarized static DFT calculations at zero K have been performed to
investigate the adsorption of H2O, OH and O2 on stoichiometric and defective
TiO2(110) under UHV-like conditions using a similar approach as in the
previous chapters (e.g. Section 4.2). We used the VASP code, with six
valence electrons for oxygen (2s22p4) and twelve for titanium (3s23p64s23d2)
and a cut-off of 400 eV for the plane wave expansion. We have employed
a k-point mesh density of 4 × 2 × 1 per primitive surface unit cell with the
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Monkhorst-Pack scheme centered at the Gamma point [110]. We will show
the results obtained using the PBE exchange-correlation functional, with
PBE+U (U= 4.2 eV, applied to the 3d electrons of Ti) and with the hybrid
functional HSE06. Both PBE+U and HSE06 have been shown to improve
the band-gap of TiO2 and to reproduce the 3d band-gap states on reduced
as well as on hydroxylated surfaces [221, 222]. Throughout this study we
have used the PBE lattice parameters, a = 4.65 A˚ and c = 2.97 A˚, obtained
from previous work [161]. The PBE lattice constant is only 0.3% larger
than the HSE06 one (see e.g. Ref. [223]), so the effect of using the PBE
value for the calculations with HSE06 should be negligible. We modelled
adsorption on TiO2(110) using cells of varying size ranging from (2 × 1) to
(4× 2). All the species were adsorbed only on one side of the slab, which is
four tri-layers thick, while the other side was kept fixed at its bulk-truncated
position. A dipole correction along the [110] direction has been used to avoid
spurious electrostatic interactions arising from the asymmetry of the system
along the direction of the vacuum, which is of ≈ 15 A˚. This set-up has
been shown to give rise to converged results for the adsorption of water on
TiO2(110) [161, 162].
6.3 Water adsorption on stoichiometric TiO2(110)
We begin our discussion by showing the results for water adsorption on ideal
defect-free TiO2(110) at coverages (θ) in a range between 1/8 ML and 1 ML.
Water adsorbs on TiO2(110) by forming a covalent bond with the terminal
five-fold coordinated Ti atom. Fig. 6.1 shows the possible configurations
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for the adsorption of an isolated water monomer (θ = 1/8 ML) and of a
water ML. Specifically, Figs. 6.1(a) and (b) show a water monomer in the
dissociated (D) and molecular (M) states, respectively. In the D state a
proton hops to a bridging oxygen atom resulting in the formation of an ObH
and of an OtH, while in the M state the water adsorbed on the five-fold
coordinated Ti atom is hydrogen bonded to the bridging oxygen. At ML
coverage, besides the D and M states (shown in Fig. 6.1(c) and (e)), water
can adsorb in a mixed molecular-dissociated mode. Specifically, water can
adsorb in a (2× 1) arrangement where one out of every two water molecules
is dissociated to form a so-called partially dissociated (PD) overlayer (see
Fig. 6.1 (d)).
Table 6.1 shows the adsorption energies (Eads, defined in Section 3.4) of
a water monomer and of a water monolayer along with the corresponding
bond-lengths between the top-most Ti atom and the oxygen of the water
(Ti–Ow), as obtained with the PBE, PBE+U and the HSE06 functionals.
PBE predicts the water monomer to be more favourable in the M state than
in the D state, with values for the adsorption energy of −0.71 eV/H2O and
−0.62 eV/H2O respectively. On the other hand, PBE+U predicts that water
is 50 meV/H2O more favourable in the D state, with an adsorption energy
of −0.98 eV/H2O, compared to that of the M state of −0.93 eV/H2O. While
we did not compute the adsorption energy of a water monomer with HSE06,
previous work (using the same surface model) showed that at a coverage of
1/2 ML the M state (Eads = −0.74 eV/H2O) is more stable than the D state
(Eads = −0.54 eV/H2O) [161].
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Figure 6.1: Structure of water on TiO2(110) at coverages θ = 1/8 ML and at
θ = 1 ML. Water adsorption at θ = 1/8 ML in (a) dissociated (D) state and
(b) molecular (M) state. Water adsorption at θ = 1 ML in (c) dissociated state,
(d) partially dissociated (PD) state and (e) molecular state. Titanium atoms are
coloured green, oxygen in red and hydrogen in white.
At ML coverage there is at least one thing all three functionals agree
on, that is the D state is significantly less stable (0.2 to 0.3 eV/H2O) than
the M and PD states. Both PBE and HSE06 predict that the most stable
configuration is for water in the M state, with values for the adsorption energy
of −0.78 and −0.85 eV/H2O, respectively. Instead, the results obtained from
PBE+U show that the M and the PD state are almost degenerate with only
a difference of 30 meV/H2O in favour of the PD state, in agreement with a
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Table 6.1: Adsorption energy (Eads) and bond-lengths between the top-most Ti
atom and the oxygen of the water Ow (Ti–Ow) for water on TiO2(110). The
results shown have been obtained from different functionals in the case of monomer
adsorption (at a coverage θ = 1/8D) and at monolayer coverage in the case of
molecular (θM = 1), partially dissociated (θPD = 1) and fully dissociated (θD = 1)
states. The adsorption energies are expressed in eV/H2O and bond-lengths in A˚.
The values for the adsorption energy and bond-lengths for the most stable state
at θ = 1 are in bold.
θ = 1/8D θ = 1/8M θ = 1D θ = 1PD θ = 1M
Eads Ti–Ow Eads Ti–Ow Eads Ti–Ow Eads Ti–Ow Eads Ti–Ow
PBE −0.62 1.83 −0.71 2.26 −0.43 1.93 −0.70 2.26a 1.99b −0.78 2.34
PBE+U −0.98 1.86 −0.93 2.21 −0.79 1.95 −1.02 2.21a 2.02b −0.99 2.28
HSE06 - - - - −0.55 1.90 −0.77 2.22a 1.96b −0.85 2.29
a bond-length between top-Ti and oxygen of molecular water
b bond-length between top-Ti and oxygen of dissociated water
recent report [213].
It is useful to compare the Ti–Ow bond-lengths with experimental data.
Photoelectron diffraction experiments at a water partial pressure of the order
of 10−9 mbar report a Ti–Ow bond length of 2.21 ± 0.02 A˚ [210], in quite
good agreement with our calculated values for water in the M state, while
the Ti–Ow bond for the D state is about 0.4 A˚ shorter. The bond-length for
the M state predicted from PBE+U agrees very well with experiment, with
a value of 2.21 A˚. The PBE value for the M state instead is of 2.26 A˚, 0.05
A˚ larger than the experimental one and slightly off the error bar. It comes
somewhat as a surprise that PBE+U is in better agreement with experiment
than PBE, although the D state is more favourable than the M state with
PBE+U.
More recent photoelectron diffraction studies indicate that about 30%
of the water molecules are dissociated at a coverage of 1/4 ML [211]. At
ML coverage water participates in hydrogen bonding with neighbouring mo-
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lecules and the resulting Ti–Ow bond lengths are elongated compared to
lower coverages, as can be seen from Table 6.1. It is therefore better to com-
pare the experimental value obtained at 1/4 ML with our results at 1/8 ML.
The experimental Ti–Ow bond length for the fraction of dissociated water
is 1.85 ± 0.08 A˚, in good agreement both with the PBE+U and the PBE
values for the D states obtained at 1/8 ML. Overall, the results at submono-
layer coverage obtained from PBE+U seem to be in better agreement with
experiment than PBE.
In a recent study a combination of photoelectron spectroscopy measure-
ments and static DFT calculations was used to show that at ML coverage a
fraction of water between 1/4 and 1/3 of a ML is dissociated [212]. While
our PBE and HSE06 results indicate that water is more favourable in the M
state than in the PD state, the PBE+U values suggest that a fraction of 50%
of dissociated water is feasible. We thus performed additional calculations at
1 ML using PBE and PBE+U to verify whether indeed a fraction of water
corresponding to 1/4 ML does dissociate. The adsorption energy in this new
state obtained from PBE is of −0.73 eV/H2O, which is only 50 meV/H2O
less stable than the M state shown in Table 6.1. The PBE+U value for the
adsorption energy is −0.99 eV/H2O, almost degenerate with the PD and M
states. While with PBE we cannot discard for certain that at ML coverage a
fraction of water up to 25% is dissociated, the PBE+U results indicate that
a level of dissociation up to 50% is possible.
Our results already indicate that water on TiO2(110) is a challenging
system for DFT. To try and shed some light on such a complicated system,
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we compare in Fig. 6.2(a) the values of the adsorption energy in the M and
D states at coverages ranging from 1/8 to 1 ML as obtained with PBE+U.
The figure shows that the D state is favoured over the M state at coverages
Figure 6.2: Adsorption energies (a) of molecular and dissociated water on
TiO2(110) for different coverages and (b) the relaxation energy (Erel) of the surface
in the two cases. It may be seen that the surface relaxation energy is significantly
larger in the case of the dissociated water, which is why at coverages higher than
1/4 ML molecular adsorption is preferred. The results were obtained from PBE+U
(U= 4.2 eV) using a (4× 2) unit cell.
up to 1/4 ML. However, as the coverage is increased the D state becomes
progressively less stable, until at a coverage ≥ 1/2 ML the molecular ad-
sorption is favoured. In general water adsorption becomes less favourable as
the coverage is increased, except for the M state at ML coverage. At ML
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coverage the M state becomes more stable than at lower coverages because
of the formation of a hydrogen bond between molecules about 2.9 A˚ from
each other.
We now illustrate that as the coverage is increased, water dissociation
produces a much larger distortion of the TiO2(110) lattice than water in
the M state, which is why molecular water is favoured at coverages ≥ 1/2
ML. We plot in Fig. 6.2(b) the surface relaxation energy which is defined
as the difference between the energy of the relaxed TiO2(110) slab (Esurf )
and that of the unrelaxed surface without the adsorbates (Eunrelsurf ), namely
Erel = Esurf−Eunrelsurf . It can be seen that the cost to distort the lattice arising
from dissociation rises from ≈ 2.0 eV to more than 10.0 eV per unit cell at
ML coverage. The increase is much more modest in the case of molecular
adsorption, with values going from ≈ 0.3 eV to just below 2.0 eV. This clearly
explains why a fully dissociated overlayer is not feasible at coverages larger
than about 1/4 ML.
Although the scattering of our results in Table 6.1 demonstrates that this
system is very challenging for theory, we can provide some guidelines to im-
prove its description from a modelling point of view. Firstly, we have seen
that the relative stabilities between the M and D states at various coverages
depend strongly on the surface relaxation energy. In the case of water dis-
sociation, pronounced inner lattice distortions of up to 0.3 A˚ extend up to
2 tri-layers towards the bulk and provide a significant contribution to the
overall adsorption energy (see Fig. 6.2(b)). Therefore, it is crucial to use
a model for the TiO2(110) which is thick enough to encompass such large
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relaxation effects. In the case of an asymmetric slab model (as the one used
here) where water is adsorbed only on one side, it has been demonstrated
that using four tri-layers is enough to give converged results on the relative
stability of molecular versus dissociated adsorption [161]. It stands to reason
that if water is adsorbed on both sides more tri-layers are needed. We re-
gard as critical for any future study on the adsorption of water on TiO2(110)
to demonstrate that the adsorption energy is converged with respect to the
thickness of the slab.
We note that even if the stability between in the M, D or PD states differs
by only about ≈ 0.1 eV/H2O, water adsorption on other transition metal-
oxides where the M and D or PD states are almost degenerate are not as
challenging for theory. The most prominent example is perhaps ZnO(101¯0),
where e.g. at ML coverage the PD state is more stable than the M state, in-
dependent of the functional or slab thickness, although the difference between
the two states is of the same order as TiO2(110) (see e.g. Chapters 3 and
4). Also on MgO(100) a proportion of water is known to dissociate, a result
that is not apparently affected by the functional or slab model used (see e.g.
Refs. [164, 165, 224, 225]). It is not as difficult for theory to describe water
adsorption on these materials because there is a modest effect of the surface
relaxation in contrast to TiO2(110).
Secondly, whether water does dissociate or not at lower coverages also
depends on the strength of the interactions between water and the surface
as obtained from a specific exchange-correlation functional. For instance,
PBE+U predicts stronger water/surface interactions than both PBE and
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HSE06. This is why water dissociates with PBE+U, while it does not in
the other two cases. Nevertheless, it is not straightforward to establish the
reliability of the Hubbard-U method given the dependence of the results on
the specific value of U [213].
It seemed so far that experiments were reaching a consensus over the
level of dissociation on TiO2(110) [211, 212]. Nevertheless, the experimental
evidence for the formation of the (2 × 1) OtH overlayer has changed this
view [26]. We devolve our attention to try and interpret this new result in
the following section.
6.4 Hydroxyl adsorption on TiO2(110)
Very recent surface X-ray diffraction and photoelectron spectroscopy exper-
iments suggest the formation of a (2 × 1) overlayer made of OtHs instead
of 1 ML of water molecules in a M or PD state [26]. Here, we investigate
the stability of terminal OtH groups on TiO2(110) at various coverages in a
range between 1/8 and 1 ML, where the (2× 1) arrangement observed in the
experiment corresponds to 1/2 ML.
We illustrate the results of this analysis in Fig. 6.3. At each value of the
coverage we find the most stable state of the OtH species on TiO2(110) and
we compute the adsorption energy using as reference systems OH species in
gas phase and a clean TiO2(110). There can be essentially three different
scenarios for the adsorption of OtH groups on TiO2(110) depending on the
charge of the composite system, on that of the reference OtH in the gas phase
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Figure 6.3: Adsorption energies of OH species on TiO2(110) as a function of cov-
erage for different charge states of the composite or reference systems. In (a) both
the composite and the reference systems (labelled OHref and TiO2 ref ) are neut-
ral. In (b) and (c) the composite system is charged and in (b) the reference states
are a charged OH (OH−ref ) and a neutral surface (TiO2 ref ), while in (c) they are
a neutral OH (OHref ) and a charged surface (TiO2 ref charged). Snapshots of the
reference systems and their charges are shown on the right of the graphs. The elec-
tron density for the OH−ref and for the TiO2 ref charged is in blue and in the specific
case of TiO2 ref charged we show one excess electron. The surface is modelled using
a (4× 2) unit cell and PBE+U, with U= 4.2 eV.
and of the clean TiO2(110). In Fig. 6.3(a) we concentrate on the case where
the overall system is neutral using as reference states an OH radical in the gas
phase and a neutral clean TiO2(110), referred to in the figure as OHref and
TiO2 ref , respectively. The plot shows that OH radicals bind strongly at 1/8
ML with an adsorption energy of about −2.0 eV/adsorbate and that as the
coverage is increased adsorption becomes progressively less stable with a value
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of about −1.4 eV/adsorbate at 1 ML. Adsorption becomes less favourable as
the coverage increases because of pronounced lattice distortion upon forming
OtHs, as observed in Fig. 6.2(b) for the case of water dissociation.
Fig. 6.3(b) instead, illustrates the adsorption of OH species on an overall
charged system, using a charged OH and a neutral TiO2(110) as reference
states. It can be seen that it becomes less favourable to adsorb OH− on a
neutral TiO2(110) as the coverage increases, until at coverages > 1/2 ML
their adsorption even becomes unstable.
Finally, in Fig.6.3(c) we show the results for a charged system where
we model the adsorption of OH radicals on a charged surface, that is with
a neutral OH and a charged TiO2(110) slab (TiO2 ref charged) as reference
systems. OH radicals bind very strongly on a charged TiO2(110) with an
adsorption energy that stays constant around −3.8 eV/OH at coverages up
to 1/2 ML. At ML coverage there is a steep increase and the OH adsorption
becomes significantly less stable with a value of about −3.0 eV/OH.
The trend observed in Figs. 6.3(a) and (b) is similar, suggesting that
the surface relaxation effect is the reason for the progressive destabilization
over the adsorption of both OH− and OH radicals on a neutral surface as
their coverage increases. Because the OH radical is more electronegative
than the OH−, adsorption of an OH radical is overall stronger. On the other
hand, the scenario in Fig. 6.3(c) is somewhat different. In this case the very
strong binding arises from the charge transfer from the surface to the more
electronegative OH species (see e.g. Ref [220]). The increased stabilization
caused by charge transfer is contrasted by the surface relaxation effects that
CHAPTER 6. STRUCTURE OF THE TIO2(110) PHOTOCATALYTIC
INTERFACE
110
6.5. HYDROXYL FORMATION ON DEFECTIVE TIO2(110)
tend to destabilize the adsorption of OHs as the coverage increases above 1/2
ML.
Overall, the scenario presented in Fig. 6.3(c) is the most plausible one to
explain the recent experimental data. It shows that indeed an overlayer of
1/2 ML of OtHs in a (2×1) arrangement is feasible, assuming that adsorption
occurs on a charged substrate. This is a sound assumption given the large
body of work on the presence of excess 3d states in TiO2 arising from point
defects (see e.g. Ref. [214]).
6.5 Hydroxyl formation on defective TiO2(110)
We address now the question as to how the (2 × 1) overlayer of OtH can
form, given that there is no abundance of OH radicals in the environment
and that the samples are dipped in water [26]. The results in Fig. 6.3(c)
have hinted at the role of a charged surface and therefore the presence of
point defects. However, it has been demonstrated that charges arising from
defects do not play a significant role on the adsorption of water because water
has a low electronegativity [220, 226]. Instead, O2 is highly electronegative
and experimentally it is possible for adventitious O2 from the environment
to participate in reaction processes to form an overlayer of OtHs.
Through an extensive series of calculations we have found that the most
plausible mechanism for the formation of a (2×1) OtH overlayer involves O2
dissociation on TiO2(110) which has point defects, consisting of ObHs and
subsurface Tiint. Specifically, in Fig. 6.4 we show a series of potential energy
diagrams for the dissociation process of O2 on a hydroxylated TiO2(110) at
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different concentrations of Tiint using both PBE+U and HSE06.
It can be seen from Fig. 6.4(a) that without any Tiint the adsorption of O2
or of a peroxy OOH species is ≈ 1.0 eV more stable than the dissociation to
OtH. The adsorption of O2 or of the peroxy species is stabilized by the charge
transfer of excess electrons provided by the bridging hydroxyls, without which
O2 adsorption would be unfavourable (see e.g. Ref. [220]). Nevertheless,
the concentration of the excess electrons is not large enough to allow for
dissociation of O2 to OtHs.
On the other hand, at a concentration of Tiint corresponding to 1/4 ML
there are enough extra electrons that can be transferred to the adsorbates to
stabilize the formation of OtHs. This can be seen in Fig. 6.4(b), where O2
dissociation to OtHs is about 2.0 eV more stable than molecular adsorption
or that of OOH species. Further, at this concentration a minimum of the
potential energy is clearly visible corresponding to the (2 × 1) overlayer of
OtHs. Indeed, a (1× 1) and a (2× 2) overlayer of OtH are 0.4 eV and 1.0 eV
less stable than the (2× 1) overlayer, respectively.
Finally, in Fig. 6.4(c) it can be seen that the dissociation to OtHs is
about 3.0 to 4.0 eV more stable than the adsorption of molecular oxygen
or of the peroxy. Only, this time the (1 × 1) and the (2 × 1) overlayer
are almost degenerate as they differ by less than 0.1 eV. The reason why a
minimum in the potential energy appears in the case of a Tiint concentration
corresponding to 1/4 ML while it does not at the larger concentration of
1/2 ML has to do with a balance between the repulsive interactions due to
the lattice distortion and to the energy gain upon charge transfer. At a
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Figure 6.4: Potential energy diagram of O2 adsorption and dissociation to terminal
hydroxyls (OtH) on a hydroxylated TiO2(110) surface (TiO2hydr) (a) without Ti-
interstitials (Tiint) and with a concentration of interstitials corresponding to (b)
1/4ML and (c) 1/2ML. The energy zero corresponds to the initial hydroxylated
surface. Without interstitials (a) the adsorption of O2 or of a peroxy group (OOH)
is more favourable than OtH adsorption. At a concentration of Tiint corresponding
to 1/4ML (b) a (2×1) overlayer of OtH is most favourable (0.4 eV more stable than
(1×1)). At a concentration of 1/2ML (b) the OtH(1×1) and the (2×1) overlayers
are almost degenerate. Lines with squares refer to PBE+U calculations (U= 4.2
eV), while crosses were obtained using the HSE06 functional. All the reported
results were obtained using a (2× 1) unit cell, except those with the dashed lines
where a (2×2) cell was used. Snapshots corresponding to the structures indicated
by the x-axis are shown in the bottom.
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concentration corresponding to 1/4 ML of Tiint there are not just enough
excess electrons that can be transferred to the OtHs to stabilize 1 ML of
OtHs. On the other hand, in Fig. 6.4(c) there are enough excess electrons to in
principle favour a (1×1) OtH overlayer. However, at this defect concentration
and at this OtH coverage, the gain in energy coming from the charge is
compensated by the large energetic cost coming from the distortion of the
lattice (see Fig. 6.2(b) and Fig. 6.3(c)), such that overall the (1× 1) and the
(2× 1) become almost degenerate.
The scenario presented in Fig. 6.4(b) most closely reproduces the experi-
ment in Ref. [26]. We note that our concentration of Tiint and ObHs may at
first seem too high compared to experiment in which e.g. a concentration of
1/10 ML of ObHs has been reported. Nevertheless, water dissociation may
give rise to additional ObHs providing the source of extra protons to form
OtHs from O2. Further, the interplay between H2O and O2 might yield re-
action pathways similar to those found in Ref. [217], through which a (2× 1)
OtH overlayer might form. Also, the adsorption of O2 might favour the diffu-
sion of Tiint from the bulk towards the surface, providing the source of extra
electrons to favour O2 dissociation [227].
All these different factors could come into play and provide marginally
different mechanisms for the OtH formation. Here, we have identified the
main requirements: i) the presence of a hydroxylated surface; ii) a sequence
of reactions involving O2 dissociation; and iii) the presence of excess elec-
trons in the TiO2(110) lattice provided by defects (here Tiint) to stabilize
the dissociation of O2 to OtHs via charge transfer. Although we did not
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compute the activation barriers for the processes shown in Fig. 6.4, previous
work on a hydroxylated TiO2(110) has reported that the e.g. the barrier for
the dissociation from an OOH to two OtHs is small, ≈ 0.2 eV [217].
We have seen so far that the presence of defects is crucial for the stabiliz-
ation of an OtH overlayer. Also in Section 6.3 we have noticed that PBE+U
predicts a fraction of water dissociation on the stoichiometric surface, while
both the PBE and HSE06 functionals point against this possibility. The
results from HSE06 should be more reliable because with the Hubbard-U
method the relative stability of the M state over the D state can be altered
by simply changing the value of U [213]. Therefore, in the next Section
we explore the possibility of water dissociation induced by the presence of
defects.
6.6 The role of Ti-interstitials on water ad-
sorption
We investigate the role of Tiint on the adsorption of water at 1 ML. Specific-
ally, in Fig. 6.5 we compare the adsorption energy of water in the M and
PD states at different concentration of Tiint as obtained using the PBE and
HSE06 functionals.
According to PBE (see Fig. 6.5(a)) the increase in Tiint concentration
destabilizes only slightly the adsorption of water in both the M and PD
states. The M state is ≈ 0.1 eV/H2O more stable than the PD state at all
Tiint concentrations from 0 to 1/2 ML. On the other hand, Fig. 6.5(c) shows
the striking result from HSE06 that a change in Tiint concentration alters
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Figure 6.5: Adsorption energies of molecular and partially dissociated water on
TiO2(110) at monolayer coverage as a function of Tiint concentration as obtained
using the (a) PBE and (c) HSE06 functionals. Surface relaxation energies obtained
with (b) PBE and (c) HSE06. Molecular adsorption is more stable with PBE at
all Tiint concentrations. The partially dissociated state becomes more stable than
the molecular state with the HSE06 functional. Partially dissociated adsorption
reduces the surface relaxation energy in (d) compared to the molecular adsorption.
the stability of the PD and M states. Indeed, without interstitials the M
state is ≈ 0.1 eV/H2O more stable than the PD state, but at a concentration
of Tiint corresponding to 1/2 ML the PD state becomes more stable with
an adsorption energy of ≈ −0.7 eV/H2O, compared to the value of −0.57
eV/H2O for the M state.
We now rationalize the different behaviours of the two functionals in terms
of the surface relaxation energy Esurf as we used before (see Fig. 6.2(b)).
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Fig. 6.5(b) illustrates the surface relaxation energy with PBE for the two
states, where it can be seen that there is only a very small increase of about
0.1 eV/H2O across the range of Tiint concentration with the Esurf for the
M state being 0.6 eV/H2O smaller than the one for the PD state. On the
other hand, the HSE06 relaxation energy in Fig. 6.5(d) illustrates a differ-
ent behaviour: Esurf for the M state increases from ≈ 0.2 eV/H2O to 0.35
eV/H2O, while it shows a decrease of about 50 meV/H2O in the PD state.
This overall change of about 0.2 eV/H2O in favour of the PD state accounts
for the change in the stability between the M and the PD state observed in
Fig. 6.5(a).
The different behaviour observed in Figs. 6.5(b) and (d) raises the ques-
tion as to why PBE and HSE06 predict different relaxation energies. We
find that this has to do with the different way the two functionals describe
the distortions induced by the Tiint. Both functionals predict a large dis-
tortion induced by the interstitials. For instance, according to PBE at a
Tiint concentration of 1/2 ML, the most stretched Ti–O bond is about 2.74
A˚ long. This is much larger than the bulk Ti–O bond-length of about 1.96
A˚. The PBE functional however, does not predict additional lattice distor-
tions arising from the presence of excess electrons due to the interstitials.
The HSE06 functional instead correctly captures these polaronic distortions
arising from the localization of the excess electrons on Ti-3d states [228, 229].
For instance, the most stretched Ti–O bond with HSE06 is 2.84 A˚, about 0.1
A˚ larger than the PBE value (the HSE06 bulk Ti–O bond-length is 1.91 A˚).
The different way the two functionals treat the polaronic distortions gives
rise to the different behaviour observed in the surface relaxation energy plots
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in Figs.6.5(b) and (d).
From this it is clear that the surface relaxation in the PD state as obtained
from the HSE06 functional counterbalances the polaronic distortions, while
this does not occur in the M state. This is why the PD state becomes more
stable than the M state as the concentration of interstitials is increased. As
an example of the compensating surface relaxation effect of water in the PD
state, we compare in Fig. 6.6 the structure of the surface in the two cases.
While the most stretched bond length in the case of M adsorption is 2.86 A˚
(Fig. 6.6(c)), in the PD state this bond is 0.3 A˚ less stretched, around 2.58
A˚ (Fig. 6.6(d)).
We stress that the change between the stability of the M and the PD state
is due to the balance between the polaronic distortion and the distortion due
to the adsorption of water in the PD state. Charge transfer effects, important
for the stabilization of the OtHs (see Section 6.5), do not play a role here
again due to the low electronegativity of water [220, 226]. Indeed, the Bader
charges on the adsorbates in the defective system change by a negligible
amount (≈ 0.02 e) compared to the case of stoichiometric adsorption.
The increase in the level of dissociation induced by the presence of intersti-
tials may have important implications. First, the presence of OtH introduces
reaction channels important to photochemical processes [214]. Second, water
dissociation might favour diffusion of bulk Tiint towards the surface because
of surface relaxation effects which compensate for the polaronic distortion
induced by the interstitials. Also, interstitials produce 3d localized states
appearing in the TiO2 gap, and the presence of subsurface 3d electrons in
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Figure 6.6: Structure of a water monolayer in the (a) M and (b) PD state on
TiO2(110) with a sub-surface Ti-interstitial as obtained using the HSE06 func-
tional. Side view of water in the (c) M state and (d) PD state, where the intersti-
tial atom along with the localized excess electrons can be seen. The excess electron
density is shown in blue corresponding to a value of 0.2 e. A particularly stretched
Ti–O bond is highlighted in purple and its bond-length is displayed. It can be seen
that this bond is shorter in the PD state in (d), while it is longer in the M state
in (d). Adsorption in the PD state counterbalances the polaronic distortion.
the gap may be crucial for the performance of photocatalytic application of
TiO2 [214]. Finally, with a sufficient proportion of sub-surface Tiint the PD
state can become more stable than the M state, and this could help to solve
the discrepancy between theory and experiments on the level of dissociation.
We conclude this Section with a note of caution. We have seen in Sec-
tion 6.3 that there is a very strong dependence on the simulation results on
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the number of layers used to model the surface because of important surface
relaxation effects. Although our model gives converged results for the ad-
sorption of molecular versus dissociated water in a stoichiometric TiO2(110)
model [161], the same may not be true in the presence of interstitials which
produce such large lattice deformations. Careful tests against the number of
layers, on the lattice constant and on the position of the Tiint are all import-
ant to determine the validity of our results and they are currently ongoing.
Particularly interesting will be the investigation of the transition from the M
state to the PD state as a function of the concentration of the interstitials.
6.7 Conclusions
The surface science of TiO2(110) is as complicated as it is interesting. We
have demonstrated that one of the underlying difficulties from theory in mod-
elling water adsorption on the defect-free surface comes from the choice of
a slab that is thick enough to account for pronounced inner lattice distor-
tions. Another obvious difficulty is the choice of the exchange-correlation
functional. For this purpose, more accurate calculations using the Random
Phase Approximation, diffusion Monte Carlo or even Møller-Plesset perturb-
ation theory would be desired.
Despite the inherent difficulties of DFT in modelling the surface chemistry
of TiO2(110), useful insights have been provided into the recent experimental
data that supports the presence of a (2× 1) overlayer of terminal OHs [26].
We exclude that the (2× 1) overlayer can result solely from H2O adsorption
and instead demonstrate that it can originate from dissociation of O2 on to a
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hydroxylated surface with subsurface Ti interstitials. We further investigated
the role of Ti interstitials on the adsorption of water, showing that their
presence increases the level of dissociation due to the competition between
the polaronic distortion and the distortion induced by dissociating water.
Overall, while our calculations support the idea that water does not dis-
sociate on the defect-free surface, we suggest new channels for the formation
of terminal OHs, involving the presence of point defects such as bridging
hydroxyls and Ti-interstitials. It would be interesting to see how doping of
TiO2(110) with e.g. surface Hs and Ti interstitials affects the concentration
of terminal OHs and the TiO2(110) photocatalytic activity.
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Chapter 7
Conclusion
This thesis has focussed on understanding the structure and dynamics of
water at a range of interfaces of current technological interest. Specifically, we
have used static DFT and AIMD simulations to provide guidelines to help
solving important problems relating to heterogeneous catalysis and power
harvesting.
7.1 Summary
In Chapter 3 we have helped to solve a long standing debate concerning
the structure of the ZnO(101¯0) surface [88] by using exchange-correlation
functionals that partially correct for the self-interaction in DFT (with the
HSE06 functional) and that include van der Waals dispersion forces (with
optB86b-vdW and optPBE-vdW). The clean ZnO(101¯0) surface exhibits a
modest relaxation with the top Zn lying below the O ion resulting in a tilt-
ing of about 7◦. It is important to establish the microscopic details of the
122
7.1. SUMMARY
surface relaxation because on that may depend the activity of industrial
Al2O3/ZnO/Cu catalysts for the methanol synthesis [20]. We hope that in
the near future higher order methods, such as quantum Monte Carlo or the
random phase approximation, will be used to predict and design the structure
of metal oxide catalysts. Quantum Monte Carlo studies on MgO(001) look
promising [43], but oxides belonging to the transition metal series are cer-
tainly more challenging. In that chapter we also confirmed that at monolayer
coverage a fraction of water equal to 50% is dissociated on ZnO(101¯0), as ob-
tained using HSE06 and van der Waals density functionals. The calculation
of a small barrier to dissociation of the order of a few meV/H2O suggested
the existence of interesting proton dynamics under ambient conditions.
Results from AIMD simulations in Chapter 4 showed that fluctuations
induced by the liquid water film make proton hopping extremely facile at the
liquid water/ZnO(101¯0) interface. In presence of the liquid phase (i.e. close
to ambient conditions) the rate of proton transfer on ZnO(101¯0) is ≈ 10
times larger compared to a water monolayer on the surface (that is close
to ultra-high vacuum conditions). This result suggests that the activity of
catalysts may in general increase under wet conditions. Important effects
are therefore expected in electrochemical interfaces, e.g. in water splitting
and fuel cells. DFT is establishing itself as a method to screen catalysts in
gas-phase reactions [18], but screening catalysts under wet conditions poses
additional challenges. One of the main problems is to be able to sample
efficiently phase space for systems of hundreds to thousands of atoms and for
several materials. Accelerated AIMD techniques can be in principle used for
this purpose. Besides the sampling of phase space, additional problems that
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have to be taken into account are the presence of electric fields and dissolved
ions, both important in electrochemistry. These problems are increasingly
being tackled (see e.g. Refs. [230, 231]).
In Chapter 5 we investigated liquid water transport at the interface with
carbon and boron nitride nanostructures. The two most important results
have been obtained by comparing the structure and friction of liquid water
in contact with graphene and with an hexagonal boron nitride sheet: firstly,
we demonstrated for the first time that a converged liquid/solid friction coef-
ficient can be obtained from AIMD; secondly, there is a striking difference
in the friction between water on graphene and water on BN, although the
structure of the liquid is almost identical on the two sheets. The friction is
≈ 3 time larger on BN than on graphene because of the greater corrugation of
the energy landscape on BN arising from stronger exchange and electrostatic
interactions. We have suggested possible ways to modify the free energy of
the contact layer so as to tailor liquid/solid friction. We hope this work will
stimulate the study of friction at ever more complex liquid/solid interfaces
using ab initio methods, directed towards the design of nanomaterials with
desired friction properties. Osmotic gradients and electric fields are used to
generate electric currents and liquid flow in energy applications where nano-
membranes are used in aqueous solutions [21]. It will be interesting to use
AIMD to explore mass as well as charge transport in nano-membranes to
improve their efficiency for power harvesting.
Finally, in Chapter 6 we have made important advances in the under-
standing of water on rutile TiO2(110). We have first traced down the prob-
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lems of modelling water adsorption on TiO2(110) to a delicate balance between
water/surface interactions and surface relaxation effects. We have then ex-
plored the adsorption of H2O, OH and O2 on TiO2(110) to interpret the recent
in-house surface X-ray diffraction results from Geoff Thornton’s group [26].
We find that an OH (2× 1) overlayer arises from the dissociation of O2 on a
TiO2(110) surface with point defects. A competition between charge transfer
effects and surface relaxation effects is at the heart of the found mechanism.
Using the HSE06 functional, we also find that sub-surface Ti interstitials fa-
vour the stabilization of a fraction of dissociated water. This arises from a
competition between the surface relaxation due to water dissociation and the
lattice distortion due to a polaron. Tests with different interstitials concen-
trations and different number of layers will tell if the presence of point defects
effectively alters the stability of dissociative and molecular water adsorption.
In this work we have bridged the gap between experiments under realistic
conditions of the photocatalytic TiO2(110) interface and the DFT studies
on the surface chemistry of TiO2(110). The use of more accurate methods
and slab models will further narrow the gap between theory and experiments
on this system. We hope that the use of techniques beyond DFT, such as
GW and time-dependent DFT will be increasingly used to predict optical
excitations in the photocatalytic TiO2(110) interface to eventually provide
guidelines so as to widen the light absorption spectrum of photoelectrochem-
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ical cells based on TiO2(110) [67, 232–234].
7.2 Outlook
In this final section we discuss possible developments in the modelling of
liquid/solid interfaces using atomistic simulations, and in particular those
based on density functional theory. Here, we propose developments that we
believe feasible over about a ten years range. The main task is to perform
more efficient and more accurate AIMD simulations of liquid/solid inter-
faces. There are three main goals that can be attained by performing faster
and more accurate calculations: first, to improve the efficiency of processes
occurring at liquid/solid interfaces, requiring high throughput screening of
materials or the discovery of new materials; second, to explain processes that
are not currently understood at the microscopic level, which may need the
use of more accurate and/or efficient techniques; third, to explore properties
of materials emerging from the use of more accurate methods and/or larger
systems which are feasible to simulate only employing faster techniques than
those currently available. While all three goals are of utmost importance,
we discuss on the first one since the subjects covered in this thesis are most
closely directed towards its achievement. However, an important example
where the increase of speed and accuracy of computer simulations may im-
prove current understanding of processes at liquid/solid interfaces concern
for instance the problem of heterogeneous ice nucleation (see e.g. Ref. [235]).
In this thesis we focussed on three different water/solid interfaces. When
studying each system our efforts were directed towards the understanding of
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important problems at microscopic scales, to provide guidelines to improve
the performance of energy applications and in heterogeneous catalysis. Spe-
cifically, the main goal of the study of proton transfer at the water/ZnO
interface was devoted to improve the efficiency of current fuel cells and to
develop cheaper fuel cell catalysts. Further, the study on the chemistry of
TiO2(110) was directed towards the development of more efficient photoelec-
trochemical cells for water splitting. Finally, we performed the work on water
slippage at the water/graphene and water/BN interfaces with the idea of im-
proving existing membranes for water desalination and for power harvesting
from salinity concentration gradients [21].
We now wish to expand on each of these topics. We can start from
the problem of designing more efficient and cheaper fuel cells. The main
challenges for fuel cells are to find catalysts to split H2 and O2 that are more
efficient and cheaper than current ones, mostly based on Pt, and that are
resistant to poisoning by external impurities, mostly CO.
How can molecular simulations be used to improve the efficiency of fuel
cells? There have already been significant developments on the understand-
ing of the activity of transition metals and alloys for heterogeneous catalysis.
This has led to the use of high through screening of materials using DFT
calculations to design more efficient and cheaper catalysts. [18]. However,
in fuel cells and electrochemistry in general, the presence of a liquid phase
in contact with the surface, which is charged, poses additional challenges.
Further, catalysts in contact with an electrolyte are often in a corrosive en-
vironment. This means that besides looking for catalysts that present a high
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activity in the presence of an electric field and in contact with a liquid phase,
one has to search for catalysts and electrolytes that are stable when they are
in contact with each other.
Starting from the success of DFT in the design of catalysts for reactions
under UHV conditions, we can envisage a future where we may use high
throughput AIMD simulations of liquid/solid interfaces to identify efficient,
stable and cheap catalysts that can be used in fuel cells or other electro-
chemical cells. It seems that the theoretical framework to address issues
concerning the alignment of the electronic energy levels at liquid/solid inter-
faces has been laid out [236], as well as the problem of explicitly including
the presence of electric fields into condensed phase AIMD simulations [230].
In practice, the HSE06 functional or other similar hybrid functionals describe
the correct alignment of the electronic levels with respect to vacuum at model
liquid/solid interfaces such as liquid water on TiO2 or liquid water on Pt [236].
The use of hybrid functionals in AIMD simulations of liquid/solid interfaces
seems therefore promising for the application to electrochemical interfaces.
Further, modelling the explicit presence of electric fields in condensed phase
requires the use of the modern theory of polarization expressed in terms of
Berry phases (see Ref. [237] for a review). Recently this approach has been
used to describe the dissociation of liquid water under an applied electric field
with AIMD [230], opening the way to investigating more complex processes
occurring at electrochemical cells where external electric fields are present.
We can imagine that in a foreseeable future we will be able to run a very
large number of AIMD simulations of different liquid/solid interfaces to find
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catalysts used for the hydrogen-evolution reaction that are more efficient,
cheaper and more stable than those currently available. This will require to
determine descriptors that include the cost of a given material, its activity
and stability against corrosion, in a similar way as in the case of reactions
of molecules on surfaces [18]. At present, the most challenging task seems
the capability to perform high throughput AIMD simulations of liquid/solid
interfaces, especially using hybrid functionals. However, recent developments
have allowed to perform efficient hybrid functional DFT calculations for sev-
eral hundreds to thousands of atoms [238, 239], and the first AIMD simu-
lations of liquid/solid interfaces using hybrid DFT have emerged [240]. Al-
though performing high throughput screening of liquid/solid interfaces us-
ing brute-force AIMD simulations may be a possible route to follow, one
of the problems of brute-force AIMD is that important reaction steps may
not be sampled. A possible alternative solution would be to apply accel-
erated sampling techniques to explore more efficiently phase space (see e.g.
Ref. [139] to see how metadynamics has been used to understand how salt
dissolves in water).
The problem of designing better photoelectrochemical cells for water split-
ting is closely related to that of designing better fuel cells, and we discuss this
issue next. The interaction of light with matter adds an additional complexity
to the case of thermal heterogeneous catalysis. In order to be able to design
efficient photocatalysts using molecular simulations, for e.g. water-splitting,
additional factors or descriptors have to be taken into account compared to
the case of designing fuel cells, where we included a material’s cost, its activ-
ity and stability against corrosion. Specifically, we have to include how light
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absorption affects the activity of a given reaction.
In the case of TiO2, which is the model photocatalyst, there is a vast
body of work on how to modify the optical properties of TiO2 surfaces and
on the reaction mechanisms involving photoinduced electron-transfer events
(see Ref. [214]). Specifically, one of the main goal for TiO2 photocatalysis
is to tune the band-gap to favour light absorption in the visible range, so
that photoinduced electron transfer and the related reaction processes occur
also for less energetic photons than e.g. UV ones. With the aim of using
computer simulations for the design of photoelectrochemical cells one should
try to optimize the following factors: i) the electronic band structure of a
given interface to favour light absorption in the visible range; ii) the activity
of photoinduced electron tranfer reactions that often involves the transport
and/or trapping of charge carriers; iii) the stability of the interface with
respect to external poisons (i.e. its resistance to photocorrosion); iv) the
cost of the materials and the process to produce the given interface (perhaps
at a later stage).
We can imagine that in the future we will be able to use a combination
of AIMD and of excited states simulations such as GW or time-dependent
DFT to perform a high-throughput screening of materials and interfaces in
order to optimize the efficiency of photoelectrochemical cells for e.g. water
splitting or for electrical current generation, such as in dye-sensitized solar
cells. In order to optimize the points i) to iv) above we could perform AIMD
simulations of liquid/solid interfaces to sample the phase space and investig-
ate the electronic structure and stability of the interface, and on top of that
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use excited states calculations on selected structures to investigate electron
transport and electron transfer reactions.
Finally, in Chapter 5, we explored the nanofluidic properties of water on
C- and BN-nanostructures with a view to design better desalination mem-
branes or membranes for osmotic power harvesting. We focus for example
to the problem of designing more efficient and stable membranes for os-
motic power harvesting and stable using molecular simulations and specific-
ally AIMD. Recently Siria et al. have reported on large electronic currents
generated from salinity gradients through BN-nanotubes [21].
We can foresee in the future we will be able to run a very large num-
ber of AIMD simulations (possibly also using enhanced sampling techniques)
with membranes made of a nanotube separated by two reservoirs of differ-
ent salinity concentration gradients as done in the experiments [21] and to
measure directly the osmotic current. It would then be possible to optimize
the osmotic current using AIMD simulations. Factors that affect the osmotic
current are the geometry and type of tube, the concentration and type of
adsorbed species on the tube that produce the electric double layer and the
salt concentration in the liquid solution. We may perform high-throughput
AIMD simulations of nanofluidic membranes to optimize all these factors and
generate a high electrical current. Further, we have to ensure that a given
membrane with a certain concentration of surface adsorbates and at a given
pH concentration is stable. Therefore, additional work may involve perform-
ing high-throughput DFT structure optimization or AIMD simulations to
investigate the stability of the membrane will be required.
CHAPTER 7. CONCLUSION
131
7.2. OUTLOOK
On the whole, we have explored the microscopic properties of a few wa-
ter/solid interfaces. We have touched upon several areas of liquid water/solid
interfaces, with problems going from electrochemistry, to heterogeneous cata-
lysis and photocatalysis, to water transport and nanofluidics. By often going
beyond the use of standard computational techniques and density functional
approximations we provided useful insights into the structure and dynam-
ics of water on solid surfaces. We believe that we are experiencing a shift
where the predictive power of atomistic simulations will allow the design of
catalysts also in wet conditions to improve the efficiency of fuel cells and of
photoelectrochemical cells, and also of more efficient nanofluidic membranes
for power harvesting. We hope to have contributed with our work to proceed
in this direction and that in the future high-throughput AIMD simulations
will be routinely used for a computational design of liquid/solid interfaces
for heterogeneous catalysis and energy applications.
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Further details on proton
hopping at the water/ZnO
interface
Further details on the calculations of the dissociation barriers at ML
coverage.
A.1 Dissociation barrier at ML coverage
In the Chapter 4.4.3 we reported results for the water dissociation barrier as
a function of intermolecular distance. The energy profiles for each of these
dissociation reactions are shown in Fig. A.1. Specifically what we report
are energy profiles as a function of the Ow-H distance for specific values of
the Ow-Od distances (as defined in Section 4.4.3). In order to extract the
dissociation barriers we performed AIMD simulations at 10 K in the NVT
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ensemble with constraints on Ow-H and on Ow-Od. Single point total energy
calculations have then been performed on the structures resulting from the
AIMDs. ∆E refers to the total energy difference from the initial (molecular)
state obtained from these. Each line refers to a different value of the Ow-Od
distance. It may be seen that for Ow-Od . 3.2 A˚ the dissociation process is
barrierless, whereas the barrier increases from approximately 1 meV/H2O to
10 meV/H2O upon going from 3.2 to 3.4 A˚. The barriers as a function of the
Ow-Od distance (Fig. 4.7) have been extracted from Fig. A.1.
Figure A.1: Energy pathways along the Ow-H bond-length for the transition from
molecular water adsorption to partially dissociated adsorption. ∆E is the total
energy difference from the initial (molecular) state resulting from single-point cal-
culations. Each line refers to a different constraint for the Ow-Od distance. At an
Ow-Od distance below 3.2 A˚ the dissociation barrier is zero, whereas it increases
as Ow-Od & 3.2A˚. The snapshot indicates the structure of the initial (molecular)
state with the labels on the corresponding atoms.
APPENDIX A. FURTHER DETAILS ON PROTON HOPPING AT THE
WATER/ZNO INTERFACE
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