Distributed optimization in wireless networks using broadcast advantage by Cui, Tao et al.
Distributed Optimization in Wireless Networks Using Broadcast
Advantage
Tao Cui, Lijun Chen, and Tracey Ho
Abstract— In this paper, we consider cross layer optimiza-
tion in wireless networks with wireless broadcast advantage,
focusing on the problem of distributed scheduling of broad-
cast links. The wireless broadcast advantage is most useful
in multicast scenarios. For a multicast scenario, we give a
subgradient algorithm for distributed joint congestion control,
network coding and session scheduling, which however requires
centralized link scheduling. Under the primary interference
model, link scheduling problem is equivalent to a maximum
weighted hypergraph matching problem that is NP-complete.
To solve the scheduling problem distributedly, locally greedy
and randomized approximation algorithms are proposed and
shown to have bounded worst-case performance. With random
network coding, we obtain a fully distributed cross-layer design.
Numerical results show promising throughput gain using the
proposed algorithms, and surprisingly, in some cases even
with less complexity than cross-layer design without broadcast
advantage.
I. INTRODUCTION
Optimization-based cross-layer design for wireless net-
works has attracted much interest recently, see, e.g., [1]–
[4] and the references therein. Joint optimization of multiple
protocol layers can substantially increase the end-to-end
throughput, or reduce power consumption. Most existing
works on cross-layer design do not incorporate exploitation
of the wireless broadcast advantage where transmissions
from an omnidirectional antenna can be received by any
nodes that lie within its communication range. This broadcast
advantage can result in power saving and throughput im-
provement especially with multicasting [5]. In this paper we
consider distributed techniques for wireless link scheduling
that take the broadcast advantage into account. We apply
this to a distributed joint optimization of multicast network
coding, congestion control, and medium access.
We model the wireless network as a directed hypergraph,
with wireless broadcast being abstracted as a hyperarc.
Scheduling with broadcast advantage is a hard problem in
general. It forms a component of the algorithm proposed in
[6], where it is assumed to be solved by a central controller.
In this paper we focus on a simpler primary interference
model [7]. Under this interference model, we find that any
valid link schedule corresponds to a hypergraph match-
ing and the optimal schedule corresponds to a maximum
weighted hypergraph matching.
The maximum weighted hypergraph matching problem
is NP-complete [8]. We propose two classes of distributed
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approximation algorithms to solve the link scheduling prob-
lem under primary interference model. The first class of
algorithms is locally greedy algorithm, which chooses the
locally heaviest hyperedge. We show this algorithm returns
a hypergraph matching with weight at least a constant
factor of the maximum weighted hypergraph matching. The
second class of algorithms is randomized algorithm, which
always returns a maximal hypergraph matching. The rate
stability region with randomized algorithm is shown to be at
least 1/K of that with the maximum weighted hypergraph
matching, where K is the maximum number of nodes in any
hyperedge. The randomized algorithm can be readily turned
into a constant-time algorithm.
We also provide a generalization of existing results in
cross layer optimization for multicast network coding in
wireless networks. Our cross-layer design uses the frame-
work of utility maximization, see, e.g., [4]. Our objective is
to maximize the aggregate user utilities subject to the flow
conservation on the hypergraph. We then apply duality theory
to decompose the problem vertically into congestion control,
network coding and session scheduling, and link scheduling
subproblems, which interact through dual variables. Based
on this decomposition, a distributed subgradient algorithm
is proposed, whose session and link scheduling components
are similar to the back-pressure algorithm in [6] which does
not incorporate rate control.
Related Work: The primary interference model was intro-
duced in [7]. Tassiulas [9] studied randomized algorithms
that achieve the capacity region with reduced complexity by
comparing a random matching and the current matching. In
[10], a distributed implementation of the algorithm in [9]
is proposed to achieve the entire capacity region. Various
scheduling algorithms based on maximal matching are also
proposed or used in, e.g., [2], [6]. All those works do not
use the broadcast advantage. Various works have considered
optimization with network coding, see, e.g., [11]–[14].
II. PRELIMINARIES
A. Network Model
A wireless network is modeled as a directed hypergraph
H = (N ,A), where N is the set of nodes and A is the set
of hyperarcs. A hyperarc is a pair (i, J), with i ∈ N the
start node and J ⊆ N the set of end nodes, representing a
broadcast link from node i to nodes in J . We assume that
(i, J) is lossless, i.e., it does not experience packet erasures.
When J only contains a single node j, the hypergraph
reduces to the conventional graph model. A set M of
multicast sessions is transmitted through the network. Each
session m ∈M is associated with a set Sm ⊂ N of sources
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and a set Tm ⊂ N of sinks. In session m, each source
s ∈ Sm multicasts xms bits per second to all the sinks in
Tm. By the flow conservation condition,∑
{J|(i,J)∈A}
∑
j∈J
gmstiJj −
∑
j∈N
∑
{i|(j,I)∈A, i∈I}
gmstjIi = σ
ms
i , ∀i, (1)
where σmsi = xms if i = s, σmsi = −xms if i = t, σmsi = 0
otherwise, and gmstiJj is the rate from source s to sink t in
session m over (i, J) and is intended to node j ∈ J .
Let S(t) = {Si,j(t)} denote the matrix process of channel
states, where Si,j(t) represents the channel state from node
i to node j at time t. Every time slot, node i determines
transmission rates on each hyperarc (i, J) ∈ A by allocating
a power matrix P = (PiJ ) subject to a total power constraint∑
(i,J)∈A
PiJ ≤ P
tot
i , ∀i ∈ N , (2)
where P toti is the total power at node i. Hyperarc rates are
determined by a rate-power curve r(P , S) = {riJ (P , S)},
where riJ (P , S) determines the rate at which packets, in-
jected into hyperarc (i, J), are received by all the nodes in
J . By time-sharing, the capacity region is the convex hull
Co(r(P , S)) of all achievable rate vectors r(P , S).
B. Network Coding
In network coding, nodes are allowed to perform algebraic
operations on received packets. Network coding promises
efficient information transfer over networks. We assume that
coding is done only across packets of the same session. With
this setting, we define fmiJ as the physical flow of session m
on hyperarc (i, J) as opposed to the virtual flow gmstiJj in
(1). By the flow sharing property of network coding and rate
constraints, we have the following two constraints∑
s∈Sm
∑
j∈J
gmstiJj ≤ f
m
iJ , ∀(i, J) ∈ A, m ∈M, t ∈ Tm, (3)
∑
m∈M
fmiJ ≤ riJ , ∀(i, J) ∈ A, (4)
where {riJ} belongs to Co(r(P , S)). To ensure fully dis-
tributed cross-layer design, we will use distributed random
network coding, see, e.g., [15].
III. CROSS-LAYER DESIGN WITH BROADCAST
ADVANTAGE AND NETWORK CODING
In this section, we derive the cross-layer design by using
utility maximization framework, which are extensions of [6],
[14]. Each source s of session m is associated with a utility
function Ums(xms), which is assumed to be strictly concave,
non-decreasing and twice continuously differentiable. Our
objective is to choose source rates xms so as to solve the
following problem
max
x,g,f,r,P
∑
m∈M,s∈Sm
Ums(x
ms)
s.t.
∑
{J|(i,J)∈A}
∑
j∈J
gmstiJj −
∑
j∈N
∑
{i|(j,I)∈A, i∈I}
gmstjIi = σ
ms
i ,
∑
s∈Sm, j∈J
gmstiJj ≤ f
m
iJ , ∀(i, J), m, t,
∑
m∈M
fmiJ ≤ riJ , ∀(i, J),
(riJ) ∈ Co(r(P , S)),
∑
(i,J)∈A
PiJ ≤ P
tot
i , ∀i,
(5)
where σmsi is defined in (1), and the constraints come from
(1)-(4). Problem (5) is strictly convex and has a unique
solution with respect to source rates xms. The partial dual
function to (5), by relaxing only the first set of constraints,
can be decomposed into two subproblems
φ1(q) = max
x
∑
m,s
Ums(x
ms)−
∑
m,s
(∑
t
qmsts
)
xms, (6)
φ2(q) = max
g,f,r,P
∑
i,m,s,t
qmsti

 ∑
{J|(i,J)∈A}
∑
j∈J
gmstiJj
−
∑
j∈N
∑
{i|(j,I)∈A, i∈I}
gmstjIi

 ,
s.t.
∑
s, j
gmstiJj ≤ f
m
iJ ,
∑
m
fmiJ ≤ riJ ,
(riJ) ∈ Co(r(P , S)),
∑
(i,J)
PiJ ≤ P
tot
i ,
(7)
where qmsti is the Lagrange multiplier at node i for source s
and sink t in session m. The first subproblem is rate control.
The second one is the joint network coding and scheduling.
Thus, by dual decomposition, the flow optimization problem
decomposes into separate “local” optimization problems of
transport, and network/link layers, respectively. The two
subproblems interact through the dual variable q.
Rate Control: At time τ , given dual variable q(τ), each
source adjusts its sending rate according to the aggregate dual
variables
∑
t q
mst
s that is generated locally at the source
xms(τ + 1) = U ′−1ms
(∑
t
qmsts (τ)
)
. (8)
Session Scheduling and Network Coding: Note that (7) is
equivalent to the following problem
max
g,f,r,P
∑
(i,J),m,t
∑
s,j∈J
gmstiJj
(
qmsti − q
mst
j
)
,
s.t.
∑
s, j∈J
gmstiJj ≤ f
m
iJ ,
∑
m
fmiJ ≤ riJ ,
(riJ) ∈ Co(r(P , S)),
∑
(i,J)
PiJ ≤ P
tot
i ,
= max
f,r,P
∑
(i,J),m
fmiJ
∑
t
max
s,j∈J
[
qmsti − q
mst
j
]+
,
s.t.
∑
m
fmiJ ≤ riJ , (riJ) ∈ Co(r(P , S)),
∑
(i,J)
PiJ ≤ P
tot
i ,
(9)
where [·]+ denotes the projection onto R+. The last equality
in (9) comes from the fact that ∑s,j∈J gmstiJj (qmsti − qmstj ) ,
subject to ∑s, j∈J gmstiJj ≤ fmiJ is a linear programming, we
can always choose an extreme point solution, i.e.,
gmstiJj =
{
fmiJ , if s = sˆmt, j = jˆmt, and qmsti − qmstj ≥ 0,
0, otherwise,
(10)
where {sˆmt, jˆmt} = arg maxs,j∈J
(
qmsti − q
mst
j
)
.
Let mˆiJ = arg max
m
∑
t
max
s,j∈J
[
qmsti − q
mst
j
]+ be the ses-
sion with the maximum aggregate differential link prices over
hyperarc (i, J). For each hyperarc (i, J), a random linear
combination of packets from sources sˆmˆiJ t, ∀t ∈ TmˆiJ , in
session mˆiJ is broadcast to all nodes in J at the rate of riJ ,
where the packets received by node jmˆiJ t are intended for
sink t in session mˆiJ . This is equivalent to solving (7) by
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gmstiJj (q) =


riJ ,
if m = mˆiJ , s = sˆmt, j = jˆmt,
and max
s,j∈J
[
qmsti − q
mst
j
]+
> 0,
0, otherwise.
(11)
Link Scheduling and Power Control: Define wiJ =
max
m
∑
t
max
s,j∈J
[
qmsti − q
mst
j
]+
. The joint link scheduling and
power control problem becomes
max
r,P
∑
(i,J)∈A
wiJriJ, s.t. (riJ)∈Co(r(P , S)),
∑
(i,J)
PiJ ≤P
tot
i . (12)
Depending on the rate-power function r(·, ·), the joint link
scheduling and power control problem (12) is usually a
difficult global optimization problem. In some cases, this op-
timization problem does not have a polynomial-time solution.
In Section IV, we will discuss a special interference model
such that (12) can be solved distributedly in polynomial time.
Dual Variable Update: Let q(τ) denote the dual variable
q at time τ . Each node i updates its dual variable q as
qmsti (τ + 1) =

qmsti (τ)+γτ
(
xms(τ)−
∑
{J|(i,J)∈A}
∑
j∈J
gmstiJj (q(τ))
+
∑
j∈N
∑
{i|(j,I)∈A, i∈I}
gmstjIi (q(τ))
)
,
if i = s,
qmsti (τ)+γτ
( ∑
j∈N
∑
{i|(j,I)∈A, i∈I}
gmstjIi (q(τ))
−
∑
{J|(i,J)∈A}
∑
j∈J
gmstiJj (q(τ))
)
,
otherwise,
(13)
where γτ is a positive stepsize. After node i updates qmsti ,
it passes the value to all its neighbors for next time slot rate
control, scheduling and network coding. Note that (8)-(13)
only requires nodes to communicate with neighbors.
By using results on the convergence of the subgradient
method, we can show that, for constant stepsize, our al-
gorithm converges to within a small neighborhood of the
optimum as in, e.g., [1]. We omit the proof here for brevity.
IV. LINK SCHEDULING
In this section, we study the joint link scheduling and
power control problem (12) for networks with primary inter-
ference. A system is stable if the queue lengths at all nodes
remain finite. A rate vector ~x = {xms} is feasible if there
exists a scheduling policy that stabilizes the system with ~x.
We define the capacity region Λ to be the set of all feasible
rate vectors. We are interested in scheduling policies that can
stabilize the system for any rate vector within γΛ, where
γ ∈ (0, 1] is a constant that characterizes the performance of
the policy. The scheduling algorithm and nodes’ coordination
are performed at the beginning of each time slot.
A. Problem Formulation
Under the primary interference model, only those links
that do not share nodes can transmit at the same time. It
models a situation where each node is equipped with a single
1The queue length of node i at time t can be written as qmsti /γt for a
constant stepsize γt [2].
transceiver and neighboring nodes can transmit simultane-
ously using orthogonal CDMA or FDMA channels. Under
this interference model, without using broadcast advantage,
any feasible schedule corresponds to a matching. With the
broadcast advantage, (12) reduces to maximum weighted
hypergraph matching2 problem.
We assume the use of CDMA in the following. Assuming
orthogonal spreading sequences and white Gaussian noise
channels, the maximum achievable data rate on (i, J) is
riJ(P , S) =
1
G
log
(
1 + min
j∈J
SNRi,j
)
, (14)
where G is the spreading factor, SNRi,j = P toti
|hi,j |
2
σ2
j
is the
effective SNR from node i to node j, σ2j is additive white
Gaussian noise power at node j, and hi,j is the channel
fading coefficient from node i to node j. Note that at each
time slot only one hyperarc per node is active. Therefore,
any feasible schedule corresponds to a hypergraph matching
of the hypergraph H. Let Π denote the set of all hypergraph
matchings. We represent a hypergraph matching π as an |A|-
dimensional rate vector ξpi
ξpiiJ =
{
riJ(P , S), if (i, J) ∈ pi,
0, otherwise.
(15)
The achievable rate region Co(r(P , S)) is then written as
Co(r(P , S)) ,
{
r : r =
∑
pi∈Π
αpiξ
pi, αpi ≥ 0,
∑
pi∈Π
αpi = 1
}
. (16)
Note that Co(r(P , S)) is a polytope. So, we can always pick
up an extreme point maximizer for the scheduling problem
(12), which corresponds to a maximum weighted hypergraph
matching in H.
We first transform the directed hypergraph to an equivalent
undirected hypergraph H˜ = (V, Eh), where H and H˜ have
the same node set. Note that hyperarcs (i, J) and (j, I)
mutually interfere and have the same interference/contention
relations with other hyperarcs if {i} ∪ J = {j} ∪ I . Define
an undirected hyperedge e ⊆ V in Eh, which corresponds to
all hyperarcs (i, J) such that e = {i} ∪ J . The weight of
hyperedge e is
w˜e = max
{(i,J)∈A, {i}∪J=e}
wiJriJ(P , S). ∀e ∈ Eh, (17)
The problem (12) is then equivalent to the maximum
weighted hypergraph matching (or maximum weighted set
packing) problem on the weighted hypergraph H˜.
Different from the maximum weighted matching problem
on graphs which can be computed in polynomial time, the
maximum weighted hypergraph matching problem is NP-
complete [8]. Also, we would like distributed algorithms.
Both factors suggest that we should focus on approximation
algorithms.
Let G = (V, E) be an undirected graph with the same node
set as H. We assume that there exists an edge between node
i and node j only if min{SNRij ,SNRji} ≥ γ, where γ is a
predefined threshold. This means that if i can hear j, then j
can hear i. Let N(v) denote the neighbor node set of node
v in G. We call G connectivity graph in the following.
2A hypergraph matching is defined as a set of hyperarcs with no pair
incident to the same node.
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B. Local Optimal Algorithm
A linear time approximation algorithm with bounded
worst-case performance for maximum weighted graph
matching is proposed in [16], which adds a locally optimal
edge into the matching at each step. Motivated by [16],
our algorithm adds a locally heaviest hyperedge into the
hypergraph matching at each step.
Definition 1 (locally heaviest hyperedge): A hyperedge
e is a locally heaviest hyperedge if its weight is at least as
large as the weight of all adjacent hyperedges, i.e., w˜e ≥ w˜f ,
∀e ∩ f 6= ∅.
DLOHMA: (G)
for each node i ∈ V do1
Broadcast the set {SNRij |j ∈ N(i)} to all its2
neighbor nodes ;
Set Ci = ∅, Γi = N(i), and Γ(i)j = N(j),3
∀j ∈ N(i);
end4
for each node i ∈ V do5
Find a node set J∗ by J∗ = {j∗} ∪ L∗ − i where6
j∗, L∗ are obtained via
(j∗, L∗) = arg max
j∈Γi∪{i}
max{
L|L⊆Γ
(i)
j
, i∈L
} wjLrjL(P , S),
(18)
and wjL, rjL are defined in (12) ;
if J∗ 6= ∅ then Broadcast a matching e∗i = {i} ∪ J∗7
message;
end8
while ∃i, Γi 6= ∅ do9
if node i receives a message m which is has not10
received then
switch m do11
case matching e12
Ci(e) = Ci(e) + 1;13
end14
case drop e15
if i /∈ e then16
if e ∩ Γi 6= ∅ then Broadcast a drop17
e message;
Remove the nodes in e from Γi and18
all Γ(i)j , j ∈ Γi;
if e ∩ J∗ 6= ∅ then19
Find a node set J∗ by (18);20
if J∗ 6= ∅ then Broadcast a21
matching e∗i = {i} ∪ J∗
message;
end22
else if Γi 6= ∅ then Broadcast a drop e23
message, and set Γi = ∅;
end24
end25
if J∗ 6= ∅ and Ci(e∗i ) = |J∗| then26
Broadcast a drop e∗i message, and set27
Γi = ∅;
end28
end29
end30
Algorithm 1: Distributed local optimal algorithm.
The distributed local optimal hypergraph matching algo-
rithm is given in Algorithm 1. In Algorithm 1, the set Γi
maintains the set of neighbors of node i that are still not
matched, which is initialized to be all its neighbors in G.
Node i also maintains the neighbor set Γ(i)j for each neighbor
j to facilitate the computation of w˜e in (17). The vector
Ci counts the number of matching e∗i messages that have
been received, which is initialized to be a null vector (line
3). Each node i broadcasts a matching e∗i message, where
e∗i = {i} ∪ J
∗ is the maximum hyperedge in H˜ containing
i (lines 5-8). If node i receives |J∗| matching e∗i messages,
hyperedge e∗i is added to the hypergraph matching as e∗i is a
locally heaviest hyperedge. It broadcasts a drop e∗i message
to indicate that i is matched and unavailable, and at the same
time to tell all nodes in e∗i that they are matched (lines 26-
28). If node i receives a drop e message and node i is not in
e, it first checks whether some nodes of e are in Γi. If yes,
i is the direct neighbor of some nodes in e and i broadcasts
drop e message to let i’s neighbors (two-hop neighbor of the
nodes in e) know that all the nodes in e are matched. If not,
some nodes in e are two-hop neighbors of i and we do not
need to forward the drop message. Node i then removes the
nodes in e from Γi and all Γ(i)j , j ∈ Γi. Furthermore, if some
nodes in J∗ are in e, the hyperedge e∗i is dropped. Node i
then finds another candidate set J∗, and it broadcasts a new
matching e∗i message (lines 16-23). If i receives a drop e
message and node i is in e, i will broadcast a drop e message
if it did not do so before, i.e., Γi is nonempty (line 23).
Note that some nodes in the locally heaviest hyperedge
may not be able to hear each other. These nodes cannot
receive |J∗| matching e messages and conclude that e is the
locally heaviest hyperedge. But at least one node can hear
all the other nodes in the hyperedge. This is the reason why
we broadcast a drop e message in line 27.
In Algorithm 1, we assume that all hyperedges have
different weights. If they do not, we can always break the tie
by adding a small constant ǫe to we (different e has different
ǫe). For example, we can change wiJ or riJ by a small
constant. In the following, we also assume that the cardinality
of all hyperedges in Eh is bounded from above by a constant
K. Let κ = maxm∈M |Tm| + 1. Due to space limitation,
we omit all the proofs of propositions and theorems in the
following. The proofs can be found in [17].
Proposition 1: The hyperedge e∗i in line 26 is a locally
heaviest hyperedge.
Proposition 2: In Algorithm 1, each node i broadcasts at
most
∑
j∈N(i) |N(j)|+ |N(i)| messages.
Different from [16] where node i only sends a message to
node j, we make use of the broadcast property of wireless
communication, which reduces the number of messages.
Theorem 1: The complexity of Algorithm 1 is
O
(
K3|E|
min{κ,K}−1∑
k=1
(
K−1
k
))
time and the number of time-
slots required to finish Algorithm 1 is O(|V|).
Theorem 2: Algorithm 1 computes a hypergraph match-
ing HMLO with at least max{ 1K ,
1
κ
} of the weight of a
maximum weighted hypergraph matching HMMW.
In Algorithm 1, some matched nodes may not contribute
much to this locally heaviest hyperedge. But when these
nodes are matched in other hyperedges, they may con-
tribute more, which results in a hypergraph matching with
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higher weight. Instead of choosing the hyperedge according
to its weight, we use the average hyperedge weight, i.e.,
w¯e = w˜e/|e|. We modify Algorithm 1 to Algorithm 2 by
simply replacing w˜e with w¯e. Both the complexity and the
approximation ratio of Algorithm 2 are identical to those of
Algorithm 1.
Theorem 3: Both Algorithm 1 and Algorithm 2 stabi-
lize the system for any rate vector ~x such that ~x + ǫ ∈
max{ 1
K
, 1
κ
}Λ.
This theorem can be shown by following the proof in [2].
The high complexity of algorithms 1 and 2 is also due to
that we need to propagate drop e message to all two-hop
neighbors of the nodes in e. If we assume that any node
can receive drop e message from its two-hop neighbors, the
complexity in Theorem 1 can be decreased by a factor of K.
C. Randomized Algorithm
In this subsection, we consider randomized algorithms
to find a maximal hypergraph matching. We start with the
definition of the maximal hypergraph matching.
Definition 2 (maximal hypergraph matching): A hy-
pergraph matching HM is maximal if for each hyperedge
e ∈ H˜, one or more of the following conditions are satisfied:
• e∩HM 6= ∅, i.e., e has non-empty intersection with at
least one hyperedge in HM .
• w˜e = 0 or the number of packets waiting to be
transmitted over the hyperedge is zero.
DRHMA: (G′)
for each node i ∈ V do Set Γi = N(i);1
while ∃i, Γi 6= ∅ do2
for each node i ∈ V and Γi 6= ∅ do3
Let p be a random number generated according4
to the uniform distribution on [0, 1].
if p < 1|Γi| then5
For each node j ∈ Γi, with probability 126
add j into set Si;
end7
if Si 6= ∅ then8
Node i decides to transmit and it broadcasts9
matching messages to all nodes in Si;
Set Ei = ∅;10
end11
end12
for each node i ∈ V and node i does not transmit do13
if node i receives matching messages from14
several neighbors then
Node i chooses one of them uniformly at15
random, say j, and sets Γi = ∅;
Node i broadcasts a i matched j message;16
end17
end18
while ∃k, k receives a i matched j message do19
if k = j then Ek = Ek ∪ {i};20
else Γk = Γk − {i};21
end22
for each node i ∈ V , and if i decides to transmit do23
if Ei 6= ∅ then Ei is added into the hypergraph24
matching, and set Γi = ∅;
end25
end26
Algorithm 3: Distributed randomized algorithm.
The distributed randomized hypergraph matching algo-
rithm is given in Algorithm 3. The input of Algorithm 3 is
a graph G′ is after deleting all the edges {i, j} with both
max
m,s,t
[
qmsti − q
mst
j
]+
= 0 and max
m,s,t
[
qmstj − q
mst
i
]+
= 0
from G, which guarantees that all the hyperedges have
positive weights. In Algorithm 3, the set Γi maintains the
set of neighbors of node i that are still not matched, which
is initialized to be all its neighbors in G (line 1). Each
unmatched node i attempts to transmit with probability 1|Γi|(line 5). If i attempts to transmit, for each neighbor j, it
sends a matching request to j with probability 1/2 (line
6), which is because we would like to pick any hyperedge
containing i with equal probability. If i sends request to at
least one neighbor, i.e., Si 6= ∅, it decides to transmit (line
9). Ei denotes the hyperedge to be added into the matching
initialized by i (line 10). If node i does not transmit and
it receives several matching requests from its neighbors, it
chooses one of them uniformly at random, say j, sets Γi = ∅
(i is matched), and broadcasts an “i matched j” message
(lines 13-18). On receiving an “i matched j” message, node
k checks whether k = j. If k = j, this indicates that i got
the matching request from k and it would like to join in
the hyperedge initialized by k. Thus, k sets Ek = Ek ∪ {i}
(line 20). If k 6= j, this just indicates that i got matched
to j and k should delete i from Γk (line 21). For all the
nodes that decide to transmit, if finally Ei 6= ∅, Ei is
added into the hypergraph matching, and we set Γi = ∅
(i is matched). Algorithm 3 returns a maximal hypergraph
matching according to Definition 2.
Theorem 4: The expected running time of Algorithm 3 is
O (log |E|).
Compared with Algorithm 1, Algorithm 3 not only reduces
the time complexity from O (|E|) to O (log |E|) but it also
does not need to compute the weight of each hyperedge.
Theorem 5: Algorithm 3 stabilizes the system for any rate
vector from 1
K
Λ if in each session all sinks are only one hop
away from the source.
Algorithm 3 can be readily turned into a constant-time
algorithm by executing the while loop in Algorithm 3 only
M times. We call this algorithm Algorithm 4.
As in Section IV-B, we do not consider packet collision
during hypergraph matching. Algorithms 3 and 4 can be
readily adapted to this case. More algorithms such as a hybrid
algorithm and extensions of the graph matching algorithm
can be found in [17].
As maximal matching takes an important role in many
scheduling algorithms, e.g., [9], [10], we expect that our
Algorithm 3 can also serve as a basis for other scheduling
algorithms for our problem. Note that the approach in [10]
cannot be trivially adopted as the connected components
in the union of the new hypergraph matching and the old
hypergraph matching may be very large. Also, the connected
components are not simply cycles or paths as in [10].
V. SIMULATION RESULTS
The node i’s signal power is attenuated by a factor of
ρ−1i,j when the signal is received by node j, where ρi,j is
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Fig. 1. The evolution of source s1’s rate versus the number of iterations
with fixed stepsize γ = 0.01 for the wireless butterfly network, where max-
imum weighted hypergraph matching, Algorithms 1 and 2, and maximum
weighted graph matching and local greedy matching are compared.
the Euclidean distance between i and j. All nodes have unit
signal power and identical noise power 0.1. We adopt (14)
for computing riJ . We neglect the factor 1/G in (14). Two
nodes i and j are considered to be connected if and only if
link (i, j)’s capacity is at least 1.
We first consider the wireless butterfly network with two
sources s1, s2, two sinks t1, t2 and one relay node r, where
the coordinates (in meters) of s1, s2, t1, t2, r are (0, 5), (5, 5),
(0, 0), (5, 0), and (2.5, 2.5). Each source multicasts data
to both sinks. We thus only consider a single multicast
session. Fig. 1 shows the evolution of source s1’s rate
versus the number of iterations with fixed stepsize γ=0.01,
where maximum weighted hypergraph matching (HMopt),
Algorithms 1 and 2 (HMalgi, i = 1, 2), maximum weighted
graph matching (Mopt), and local greedy matching (Mlgd)
are compared. The figure for Algorithms 3 and 4 is omitted
due to lack of space. We have observed that the rates of
Algorithms 3 and 4 oscillate more severely than Algorithms
1 and 2 as the former algorithms use randomized mechanism.
HMopt with broadcast advantage has about 20% gain over
that without using broadcast advantage. Even with Algo-
rithms 1 and 2, about 14%-15% gain can still be achieved.
Algorithm 3, the randomized algorithm, can also achieve a
1.19% gain. Surprisingly, both HMalg1 and HMalg2 require
fewer coordination time-slots than Mlgd does, but the former
two have higher rates than the latter. This is due to the
use of the broadcast advantage during scheduling and that
each hyperedge contains several nodes. By changing M in
Algorithm 4, we can see a trade-off between complexity and
performance.
We next consider random networks. 10 nodes are ran-
domly and uniformly placed on a 20 meter by 20 meter
square. Both source and sinks are randomly chosen. We
consider only a single multicast session with one source
and 2, 4, and 6 sinks. 1000 feasible network realizations
are generated. We observe that HMopt can achieve rate
gains 11.86%, 14.07%, and 16.33% for 2, 4, and 6 sinks.
Gain increases as the number of sinks increases. The same
observation holds for all the other algorithms. On average,
Algorithm 2 performs better than Algorithm 1 as the former
takes into account the size of the hyperedge. Our results
suggest that it is better to use hypergraph matching when
the multicast group is large.
VI. CONCLUSION
We studied cross-layer optimization for multicasting in
wireless networks with wireless broadcast advantage. By
designing distributed approximation algorithms for broadcast
link scheduling, we gave a fully distributed algorithm for
joint congestion control, network coding and scheduling.
Numerical results have shown promising throughput gain
by using the proposed algorithm, and surprisingly, in some
cases with even lower complexity than the cross-layer design
without broadcast advantage. Larger gain is expected when
power cost is also considered. Our results suggest that
broadcast link scheduling can be a promising avenue of
further research. For complete proof of theorems and more
simulation results, please refer to technical report [17].
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