It has been demonstrated repeatedly that time to death is a much better predictor of health care expenditures than age. This is known as the 'red herring' hypothesis. In this article, we investigate whether this is also the case regarding disease-specific hospital expenditures. Longitudinal data samples from the Dutch hospital register (n 5 11 253 455) were used to estimate 94 disease-specific two-part models. Based on these models, Monte Carlo simulations were used to assess the predictive value of proximity to death and age on disease-specific expenditures. Results revealed that there was a clear effect of proximity of death on health care expenditures. This effect was present for most diseases and was strongest for most cancers. However, even for some less fatal diseases, proximity to death was found to be an important predictor of expenditures. Controlling for proximity to death, age was found to be a significant predictor of expenditures for most diseases. However, its impact is modest when compared to proximity to death. Considering the large variation in the degree to which proximity to death and age matter for each specific disease, we may speak not only of age as a 'red herring' but also of a 'carpaccio of red herrings'.
INTRODUCTION
In recent years, a lot of research has been done on the impact of ageing of the population on health care expenditures (HCE). Arguably the most influential paper in this area was published by Zweifel et al. (1999) . They analyzed the relationship between age and HCE, using longitudinal Swiss sick fund data, and found that the magnitude of HCE is explained to a greater extent by proximity to death than by age. As such, population ageing might have a more limited impact on HCE growth than generally believed. The authors, therefore, suggested that ageing of the population was a 'red herring' that diverts attention from the real causes of HCE growth, such as government regulations in the health care sector and advances in medical technology. Excluding time to death in estimates of future HCE will result in an overestimation of total HCE (in future projections based on demographic trends), as several papers have found to varying degrees (Wickstrøm et al., 2002; Stearns and Norton, 2004; Polder et al., 2006) .
The study by Zweifel et al. received a lot of attention, not only due to its strong conclusions about the relatively mild effect of ageing on HCE but also because of methodological issues. These issues include the endogeneity of closeness to death (Salas and Raftery, 2001 ) and the use of the Heckit model over a two-part model (Dow and Norton, 2003; Seshamani and Gray, 2004a) . Zweifel et al. (2004) subsequently addressed most of these methodological concerns analyzing both old and new Swiss sick fund data and found that the claim made in the seminal paper (Zweifel et al., 1999) was still valid. Other studies have also supported this claim in recent years, sometimes using different data sets and employing different methodologies. Yang et al. (2003) confirmed it for a longitudinal survey of Medicaid beneficiaries. Seshamani and Gray (2004b) performed a random effects analysis using an English data set of hospital admissions spanning a period of 29 years and found that approaching death affects HCE up to 15 years before death, and that the increase in HCE in the years before death overshadows the increase in HCE associated with age. Dormont et al. (2006) found that the rise in HCE due to ageing is small, especially when compared to the rise caused by changes in medical practices. Ha¨kkinen et al. (2008) also confirmed the limited role of ageing in HCE from Finnish data. The red herring claim has also been explored for different health care components (Werblow et al., 2007) . Proximity to death was found to be a good predictor for ambulatory care, use of drugs, hospital inpatient, and outpatient care. Werblow et al. concluded that there is a 'school of red herrings'. Long-term care might be the sole exception, where both age and proximity to death play a major role. Weaver et al. (2008) found that proximity to death is one of the main drivers of long-term care, but that changes in the availability of informal care might diminish its importance.
In this article, we make a contribution to the literature by investigating the red herring claim for disease-specific hospital HCE. Data from a nationwide hospital register were used to estimate diseasespecific two-part models for 94 disease categories (referred to as 'diseases' hereafter).
Our aim was to assess the relationship between proximity to death and hospital HCE for each disease and to examine the extent to which age influences disease-specific hospital HCE while controlling for proximity to death. The influence of proximity to death on disease-specific hospital HCE is evaluated for each disease by means of estimating the (disease-specific) ratio of hospital HCE of those who died in a particular year (the 'deceased' hereafter) to those of survivors. For determining the importance of age as a predictor compared to proximity to death, the successive ratios of current hospital HCE to hospital HCE at an age 5 years younger were estimated for each disease. We provide detailed analyses for eight diseases and summarize the results for the other disease categories.
METHODS
Previous HCE studies (Seshamani and Gray, 2004b; Werblow et al., 2007) used the so-called two-part models (Mullahy, 1998) to estimate HCE and to examine the association with age and time to death. In the case of hospital HCE, the first part of the two-part model estimates the proportion of individuals being hospitalized and the second part estimates the HCE conditional on being hospitalized. This model is preferred over the Heckit model in analyses of determinants of actual HCE in situations where sample selectivity is not a problem (Dow and Norton, 2003) . The main difference with previous studies is that we modeled the hospital HCE for a given disease, rather than estimating the total hospital HCE. Essentially this means that we ran multiple two-part models, one for each disease. The disease-specific HCE encompass all hospital expenditures belonging to those admissions that have that disease coded as their primary hospital diagnosis. In other words, we split up total hospital HCE by primary hospital diagnosis, and modeled each disease separately, while the sum of all disease-specific HCE is equal to the total HCE. Furthermore, instead of combining all data into one model with death and time to death as explanatory variables (Werblow et al., 2007) , we constructed separate models for deceased and the survivors, in order to deal with the different age patterns between both groups. This is explained further in the later sections.
In the literature dealing with the issue, there are two common ways to test the 'red herring hypothesis'. The first is to look at the statistical significance of age (Zweifel et al., 1999) . In our case, this would have been an inappropriate choice, because we modeled age using 'splines', which precludes testing for statistical significance (Section 2.3). The second way is to calculate age-specific HCE predictions, and then to examine absolute differences over age intervals, particularly if age is statistically significant (Zweifel et al., 2004; Werblow et al., 2007) . In some studies that have used this approach, these differences are tested for significance (Seshamani and Gray, 2004b) . In this study, we tested ratios for statistical significance.
1 On the basis of expenditure estimates calculated with the model, diseasespecific ratios were estimated of deceased and survivor HCE, as well as disease-specific ratios of successive ages among survivors.
Data
Data on hospital inpatient care utilization collected through the Dutch Hospital Discharge Register (LMR) were obtained from the Prismant health care services institute (Prismant, 2008) . All university and general hospitals and most specialized hospitals agreed to participate in this register for the period 1995-2004. As a result, the LMR provides a nearly complete coverage of all hospital inpatient admission in the Netherlands. It includes administrative patient data such as date of admission and discharge, and extensive diagnosis (on ICD-9 level) and treatment information (including about 10 000 medical procedures). In this article, we focus on inpatient care including all clinical procedures and day cases, comprising 60% of total hospital HCE, or about 16.1% 2 of the total HCE in the Netherlands (Slobbe et al., 2006) .
Costs per admission consisted of two parts: intervention costs and all other costs associated with hospital stay. Since all interventions were registered in the LMR, intervention costs per patient could be calculated using the detailed remuneration schemes of the Dutch hospital payment system, which provided for each intervention all relevant doctor fees and the hospital's reimbursement for associated costs of, among other things, equipment, materials, and personnel. All other costs of hospital stay such as nursing and accommodation costs were calculated on a daily basis, using average costs per day. Costs were aggregated per admission. The resulting average costs per patient were validated using health insurance data on average hospital HCE by age and gender.
The LMR data as such were not suited for longitudinal analysis as patients could not be identified over longer periods of time. To deal with this, Statistics Netherlands linked the LMR data set to the Dutch Person Register, a nationwide register of all Dutch individuals. It includes variables such as date of birth, date of death, gender, living situation, and residence, and was available for the period 1995-2005. The success rate of this linkage has been found to be satisfactory (for the LMR, 87% of the yearly admissions were linked successfully (Bruin et al., 2004) ).
A number of steps were needed to prepare the data sets for the statistical analysis. These include reformatting the data into a panel structure, where each individual had a yearly observation. A life year of a deceased individual was based on the date of death, whereas for survivors it was based on the date of birth. As the time to death effect has been found for up to 15 years before death (Seshamani and Gray, 2004b) , restricting the deceased HCE to the last year of life was deemed insufficient. Definitions were chosen for deceased and survivors in such a way that a balance was struck between having a reasonable number of yearly observations per individual (six), and having a reasonable number of last years of life for the deceased (five). Thus, the deceased were defined as those persons who died during the study period or within 5 years of the last year of the study period. Thus, as dates of death were available until 2005, only observations of individuals from the period 1995-2000 were used. The remaining individuals were considered survivors: they survived for at least 5 years after the end of the study period. Admissions were linked to a particular year based on the hospital discharge data. Information on demographics, admission(s), diagnosis, and costs were coded in such a way that all variables correspond to the period to which an observation relates. Diagnoses were limited to those that were coded as the principal diagnosis. Diagnoses were originally coded in ICD-9 format, but recoded to ISHMT format (WHO, 2006) , as ICD-9 provides a categorization of diseases that we found to be too detailed for our purposes. The ISHMT format leaves us with 130 disease categories. From these we discarded the diseases that are restricted to younger age groups (i.e. those related to pregnancy and childbirth, perinatal conditions, and congenital malformations), or are caused by external factors (injury and poisoning), or belong to the classification 'unknown' (ISHMT disease chapters 18 and 21), leaving a total of 94 diseases. Individuals who could not be linked to the Dutch Person Register throughout the period were excluded from the data set. The resulting data set contains approximately 11.25 million individuals. The data set was divided into two subsets: one set of individuals who were admitted to a hospital at some point through 1995-2000 (roughly 39%) and another set of individuals without any form of hospital inpatient care during this period (61%). Characteristics of the population are listed in Table I .
Sampling procedure
Modeling all 11.25 million individuals at once was not possible due to hardware and software restrictions, and so a sampling procedure was used. First, the subset with admitted individuals was split into 94 smaller subsets, one for each disease (category) as the principal diagnosis. This is possible because each admission has exactly one principal diagnosis. Each of these datasets contains all the individuals who were admitted at least once during 1995-2000 for that particular disease. Consequently, individuals who have been admitted for more than one principal disease are found in at least two subsets. For example, if an individual was admitted once for stroke and once for diabetes, the expenditures due to the stroke admissions were added to the stroke data set, while the expenditures due to the diabetes admissions were allocated to the diabetes data set. Each of these subsets was used to create data sets for the two-part statistical model, each with its own response variables, selection of individuals, and sampling procedure. Figure 1 gives an overview of the sampling procedure. The first part of the model estimates the proportion of individuals with hospital HCE for a specific disease and, therefore, requires data on individuals who have hospital HCE for that disease as well as individuals without hospital HCE for that disease. The latter can be (conceptually) subdivided into a group without any hospital HCE, and a group with hospital HCE for other diseases. Because the data already had a similar group structure, it was decided to keep this group structure intact to simplify the complex linkage and sampling process for each disease. The individuals with hospital HCE for a given disease are sampled from one of the 94 subsets. The probability of sampling such an individual was chosen such that the resulting sample size for individuals with hospital HCE for that disease would not exceed N 1 E80 000 (deceased and survivors together, as portrayed by box [1] in Figure 1 ). For most diseases, the original sample size fell short of this number, and so they were sampled with a probability of one. For instance, this applies to individuals with epilepsy (5610 deceased and 15 810 survivors), while those with stroke were much more numerous (56 667 and 50 621, respectively). Individuals with epilepsy therefore were sampled with probability one, whereas those with stroke were sampled with a probability such that the total number of survivors and deceased would roughly amount to 80 000. The individuals with no hospital HCE for that disease were sampled from two subgroups: First, the group of individuals who had no admissions at all (N 2 E50 000, box [2] in Figure 1 ). Second, a group consisting of the remainder of the 94 disease subsets (N 3 E50 000, box [3] in Figure 1) . As a result, the total sample size was either N 1 1100 000 or N 1 1180 000, depending on whether the population in box [1] was sampled with probability of one or not, respectively. Larger sample sizes led to negligible differences in estimates. Part two of the model uses the cost observations from all the individuals with at least one admission in a year and thus required no sampling.
Random sampling within each box was deemed inappropriate, as this resulted in very small numbers in specific groups (such as the survivors age 90 or above, or those deceased at age 50 or below). Oversampling of such groups was used to resolve this. This was done as follows. First, the population was stratified by both age and survivor status. Each individual from stratum i in box [1] was sampled with a probability p i . Similarly, individuals from strata j (box [2] ) and k (box [3] ) were sampled with a probability q j and r k , respectively. Smaller groups, like those mentioned above, were sampled at a higher rate, such that the resulting samples from each box had approximately the same amount of individuals as mentioned above (N 1 Emin(80 000;N 1 ), N 2 E50 000, and N 3 E50 000). To account for the fact that the resulting data would no longer be representative of the distribution of the population in terms of age and survivor status (Table I) , weighting was implemented by giving each individual a weight equalling the inverse of the sampling probability. The Huber-White estimator was used to give robust variance estimates (Rogers, 1993) .
Model specification
In the case of hospital HCE, each individual has multiple observations, and as a result, these observations are correlated. Using a cross-sectional model with such panel data would result in overestimated standard errors of time-varying covariates and underestimated standard errors of timeinvariant covariates (Fitzmaurice et al., 1993; Dunlop, 1994; Hu et al., 1998) . To account for these correlations, we used generalized estimating equations (GEE), as proposed by Liang and Zeger (1986) . These are an extension to the generalized linear model. GEE were chosen over random effect models, as we were more interested in population-averaged expenditures than in expenditures of the average individual. These estimates are not the same when the model uses a distribution other than the normal distribution (Molenberghs and Verbeke, 2000) . Population-averaged expenditures can be used directly to estimate total HCE, by simply multiplying by the number of individuals. This is not as straightforward with estimates of the average individual. One limitation of GEE, however, is that they are estimated not with a likelihood function, but with a quasi-likelihood function, which only specifies the first two moments (mean m and variance V(m)). This means that most likelihood-based approaches for goodness-of-fit testing cannot be used. In recent research, alternatives for GEE model selection have appeared, however. Thus, for model selection, we used the QIC value, which is a modified version of the Akaike Information Criterion for GEE (Pan, 2001 ) and has been implemented in Stata (Cui, 2007) . Part one models the proportion 3 of individuals with hospital HCE for a given disease, given a set of covariates x. It is common to use the logit or probit link in conjunction with the binomial family, and so we opted for the logit link here. Let d be the error term, i the index for the individual, and t the calendar time. If we denote P[HCE40|x], the proportion of individuals with non-zero HCE, by p, then the regression equation for part one becomes
In part two, the hospital HCE for the given disease in a particular year, conditional on the hospital HCE (for that same disease) being nonzero and a set of covariates x, is estimated. In this case, there is not an obvious candidate for the family and link function. We used the algorithm proposed by Manning and Mullahy (2001) to determine an appropriate family and link selection. Some studies have suggested that the gamma family and log link function are most suitable (Blough and Ramsey, 2000) , thus our initial choice fell on this combination. Inspection of our data showed that running the model under the gamma family and log link yielded log-scaled residuals that had a kurtosis value of less than 3. In addition, the raw-scale variance was nearly quadratic in the raw-scale prediction, and so according to Manning's algorithm the gamma model provided a good fit. This resulted in the following regression equation for part two: HCE|HCE40, x] and the mean-variance relationship is characterized by the twoparameter gamma distribution. See also McCullagh and Nelder (1989) for the generalized linear model framework.
The average HCE can then be calculated by multiplying the two components:
The variance-covariance matrix of each part is
with A i (b) being t Â t diagonal variance matrices for regression parameters b, R i (a) being the working correlation matrix that is characterized by the t Â 1 vector a and the dispersion parameter f (Molenberghs and Verbeke, 2000) . The working correlation matrix R i (a) needs to be specified by the modeller. For part one, we used the unstructured correlation matrix, because it imposes the fewest number of restrictions on the correlations. Models with the unstructured correlation matrix provided the lowest QIC value. Analysis was performed in Stata 9 using the xtgee command. The exchangeable structure was used for part two, as the unstructured matrix did not lead to convergence. In some cases, both the unstructured and exchangeable structures resulted in no convergence. We suspect this may have been the result of few cost observations in part one and short panels in part two (most individuals had only one year with hospital inpatient HCE). For these cases, we used the independent structure matrix. This structure is identical to running the GLM variant, except for the computation of robust variances with the Sandwich estimator (Williams, 2000) . In HCE studies, it is common to add polynomial terms to model the nonlinear relationship between age and the response variables. Initial models were tested using age squared and age cubed for a small selection of diseases. Model fit was assessed by overlaying the fitted curve with the empirical means (based on the 11.25 million individuals). This proved to give poor results in some cases. The first issue was that the shape of the empirical curves showed little resemblance to what might possibly be described by second or third degree age terms. The second issue was that the empirical curves differed between the deceased and survivors, which could not be modeled properly with higher order age interactions. To address these issues, the following measures were taken. First, the data set for each disease was split into two, one for deceased and one for survivors. For each group, we then used cubic B-Splines, which are special functions defined piecewise by third degree polynomials in a variable x. The shape of the curve is dependent on the position and number of the knots, which are the points that tie the piecewise functions together. If we denote the k user-defined knots by s 1 ,y,s k , then the scale-invariant B-splines in Stata (see Newson, 2000 , for the full mathematical description) are defined as
P n ðx; s j Þ where P n (x,s j ) is the so-called nth power plus function at knot s j (n 5 3 in case of cubic splines):
These knots s 1 ,y,s k are usually best chosen at points where the curve slope (as seen in the data) is particularly steep. However, given our aim of calculating HCE for as many diseases as possible, and the fact that each disease has different age HCE patterns, picking the knots manually is a rather cumbersome task. We therefore opted to pick the knots at uniformly distributed intervals for each disease. The knot positions differ for each disease, as each disease has a different age range. The knot range [s 1 ,s k ) was set at the 1st and the 99th percentiles of age, to avoid problems with the small number of cases near the minimum and maximum age values. For larger ranges, more knots were selected, resulting in interval widths of 15-20 years. The splines were then regressed alongside other variables, for deceased and survivors separately. Using smaller intervals led to overfitting near the age range borders. Based on graphical checks and the QIC criterion, the splines were favored over age squared and cubic terms.
Variable selection
Next to the age splines, time to death (in years) and time to death squared, sex, and calendar year were included in the model. Time to death squared was included because the observed HCE in the last year of life were often considerably higher than in the other years preceding death. Splines were not used for time to death, as the time to death could only assume values from 1 to 10 years, which is a much smaller interval than the one by age. Since we model deceased and survivors separately, a specific dummy for being deceased (Werblow et al., 2007) is not needed. Calendar year was included to correct for any potential cohort effects or autonomous trends in HCE. The QIC value was lowest after having included all aforementioned variables in one model.
Ratio predictions and their confidence intervals
Our next step was to use these models to calculate several ratios of HCE. This study focuses on two ratios: (1) HCE during the last year of life divided by HCE of survivors (hereafter the 'deceased/survivor ratio') and (2) 'ratios of successive ages' for survivors, defined as HCE at a certain age divided by HCE incurred at an age five years younger (controlled for calendar time). Ratio (2) can be interpreted as an age gradient, giving an indication of how much HCE grows as an individual ages. The ratios are simple measures that allow a direct comparison between diseases. Moreover, they also provide a way to compare effects due to age, and effects that are due to the proximity to death. If ratio (1) is higher than ratio (2), this implies that high hospital HCE have a stronger association with the process of dying than with age itself. The more values differ from one, the stronger the relation between disease-specific hospital HCE and time to death and age, respectively. Ratios and their confidence intervals were estimated using the software package R. Confidence intervals were estimated by performing Monte Carlo simulation for each disease separately, with 10 runs per simulation (more runs led to negligible change in confidence intervals). Within each run, the first step was to randomly draw values for the regression coefficients from a multivariate normal distribution, using the mvrnorm function in R. This distribution has means equal to the regression coefficientsb, and a variance-covariance matrix V i (b,a,f) that follows directly from the regression (Molenberghs and Verbeke, 2000) :
The assumption that underlies this analysis is that all maximum likelihood-based regressions, like GEE, share the property of having multivariate normally distributed parameter estimates under asymptotic conditions. The random drawing was done for each submodel separately (part one and two, for both deceased and survivors). The second step involved making predictions in each sub-model for all possible combinations of age and sex, using the drawn coefficients from the first step. For each prediction, the calendar year was set at 2000 4 and for deceased the time to death was set at one year. In the third step, these predictions were used to calculate hospital HCE. Finally, two gender and age-specific ratios were calculated: (1) by dividing the last year of life HCE by the predicted value for survivors and (2) by dividing HCE of survivors at the end and at the beginning of (successive) 5-year time intervals. After all runs were performed, confidence intervals for (1) and (2) were determined by taking the (a/2)th and (1-a/2)th percentiles of the ratios.
RESULTS
In Table II regression results are shown for two diseases, one considered as lethal (lung cancer) and the other one as nonlethal (gonarthrosis). Both models performed significantly better than the null model according to the Wald test (po0.0001). The proportions with HCE and conditional HCE were significantly smaller for females in the case of lung cancer, but this was not the case with gonarthrosis. No specific calendar year trend effects were found, with the exception of a decreasing trend in conditional HCE, for both diseases. The decrease in conditional HCE over time is most likely due to a decrease in the average length of stay in the hospital, which is in line with the government policy with regard to increasing the efficiency in hospital care (Statistics Netherlands, 2008) . Time to death and its square were highly significant variables for lung cancer in part one, but not in part two. Gonarthrosis shows similar results, although the statistical significance of both terms in part one is not as strong. The coefficients of the regression models, in particular those for the age splines (see also Table AI in  Appendix) , are difficult to interpret with regard to the response variables. In addition, the distinction between deceased and survivors for each response variable is not clear. Therefore, we plotted the expected values for each component, for both diseases (Figure 2) . The values were estimated for a female in the year 2000. The following things can be concluded from these graphs:
As is the case in the two-part model for total hospital HCE (Seshamani and Gray, 2004a,b,c; Zweifel et al., 2004) , the proportion of individuals with HCE determines the curve of the expected HCE. Part two, the conditional HCE seems to be less influential. The hospital HCE in the last year of life for lung cancer are clearly higher than those for gonarthrosis, for all ages. This can be explained with lung cancer being a much more common cause of death, which has a large influence on the values in part one. Expected lung cancer HCE of deceased are higher than those of survivors, whereas the HCE for gonarthrosis show a reversed image: the HCE for survivors are higher due to a higher proportion 55  60  65  70  75  80  50  55  60  65  70  75  80   50  55  60  65  70  75  80  50  55  60  65  70  75  80   50  55  60  65  70  75  80  50  55  60  65  70  75 of individuals with HCE. This proportion under survivors is very small for lung cancer (in the range between 10 À6 and 10 À4 ). The conditional HCE for gonarthrosis in the last year of life are higher than those for survivors. The age patterns not only clearly differ between part one and part two but also between diseases. For gonarthrosis the highest HCE are found in the age group 75-80, whereas the peak for lung cancer occurs somewhere between 60 and 65 years. Lung cancer is a disease that can also occur at younger ages, whereas gonarthrosis, like most forms of arthrosis, is a chronic disease that is especially prevalent amongst the elderly. Figure 3 shows estimations of the ratios obtained by Monte Carlo simulation for two diseases. 5 It is evident that proximity to death is not a good predictor of high hospital HCE for all diseases, as the results for gonarthrosis show: for most ages the deceased/survivor ratio is significantly smaller than one. On the other hand, we see a very large deceased/survivor ratio for lung cancer. By contrast, the successive age ratios are higher for gonarthrosis, while being lower for lung cancer. Note that the uncertainty in the estimates for both diseases increases as age decreases; this is a natural consequence of the smaller number of deceased among younger individuals. These regression models and Monte Carlo simulations were repeated for the remainder of the selected diseases. Figures 4 and 5 show some results for other diseases. It is clear that the deceased/ survivor and successive age ratios differ strongly between diseases. Potentially lethal diseases such as septicaemia and renal failure are associated with the highest deceased/survivor ratios, whereas less lethal diseases such as transient cerebral ischemic attacks show a much smaller ratio. This becomes more evident when looking at the other diseases (Table III  6 ). Shown are the ratios with corresponding confidence intervals for females (unless the disease is male specific) at three ages 50, 65, and 80, 7 to show 55  60  65  70  75  80  50  55  60  65  70  75  80   50  55  60  65  70  75  80  50  55  60  65  70  75  80   50  55  60  65  70  75  80  50  55  60  65  70  75 Figure 4. Deceased/survivor and successive age ratios, and corresponding 95% confidence intervals, for a few other diseases. Abbreviations: TIA, transient cerebral ischemic attacks the spread in ratios during life time. One can see at first glance that most ratios are significantly greater than one, for most age points. This is not only true for those diseases considered as very lethal, such as the cancers, but also for seemingly nonlethal diseases such as asthma and cholelithiasis. Thus, lethality does not seem to be a necessary condition for the ratio to be greater than one. However, lethality does seem to go hand in hand with the statistical significance and magnitude of the ratio. Common lethal diseases show a ratio greater than one, and the ones that are considered particularly lethal, such as cancers, septicaemia and renal failure, have the highest ratios. Cancers that particularly stand out are lung cancer and ovary cancer. Diseases of the circulatory system can be considered as potentially lethal, yet, after survival of the acute event, they may manifest as chronic diseases. This might explain why the ratios, although much larger than one, but much smaller than the values for cancer. Among the diseases of the circulatory system heart failure has the highest ratios, which is to be expected, since heart failure is one of the deadliest amongst heart diseases. In the Netherlands about 30% of all patients die within one year after their first admission for heart failure (Statistics Netherlands, 2008). 
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Of the 93 diseases investigated, 17 diseases showed ratios that were not significantly greater than one for at least two age points. All of these diseases are not associated with high mortality rates. These diseases can be characterised as nonlife threatening or curable illnesses, requiring treatment (such as intervertebral disc disorders, cataract, internal derangement of knee, and benign neoplasms), or as diseases with a chronic nature (gonarthrosis and coxarthrosis), and so it is plausible that the HCE for deceased are not (significantly) higher than those for survivors, or in some cases, even significantly less. Most diseases have the highest ratios at age 50. Exceptions to this rule are diseases found only among the elderly, such as dementia and Alzheimer. Generally speaking, this coincides with the two-part models for total HCE. At high age, hospital HCE for deceased are relatively low, which results in a relatively smaller ratio. The lower HCE at advanced age might be due to the tendency to treat the elderly less intensively than would be done at lower ages in similar conditions (Long and Marshall, 2000) . Alternatively, it could be due to a substitution of hospital care by long term care (McGrail et al., 2000; Spillman and Lubitz, 2000; Hogan et al., 2001) , or to the simple fact that the elderly are more frail and succumb quicker to a serious disease.
Having controlled for proximity to death, we can examine the 'pure' influence of age (Table IV  8 ). Successive age ratios for surviving females are presented here. They are evaluated by comparing HCE at ages 70,75,80 and dividing them by HCE at ages 65,70,75, respectively. We present the results for more advanced ages, as these are most informative in this context (i.e. to study the role of ageing). In contrast to the findings of studies that have focused on total hospital HCE (Seshamani and Gray, 2004a,b,c) , we find that for many separate diseases the HCE increase significantly with age in itself. Thus, the successive age ratios are often greater than one. For successive age ratios evaluated at ages 70 and 75 years, this was the case for more than 60 out of 93 diseases, while for age 80 there were 40 out of 83 diseases with a ratio higher than one. It should be noted that while many of these diseases show considerable increases in HCE over age, the increases are relative to the survivor HCE at 5 years before that age, and for most diseases, these absolute HCE are rather modest. On the other hand, 6, 8, and 11 diseases, respectively, have successive age ratios significantly smaller than one. Seven diseases have a successive age ratio significantly smaller than one for at least two ages (neoplasms of ovary and of prostate, mood disorders, multiple sclerosis, varicose veins of lower extremities, other disease of upper respiratory tract, and disorders of teeth and supporting structures). When comparing these ratios to the deceased/survivors ratios, we can conclude that the proximity to death ratios are much higher, and that proximity to death, therefore, is a much better predictor, on aggregate level, of high HCE.
DISCUSSION
This article builds on the red herring debate. The main novelty of this paper is that it investigates the red herring claim for disease-specific hospital HCE. The first major conclusion is that proximity to death is an important predictor of high HCE for most, but not all diseases. The majority of the diseases do have a ratio of deceased/survivor HCE significantly greater than one, of which many are, perhaps surprisingly, not immediately associated with high mortality risk. Strong lethality is thus not a prerequisite for a positive influence of proximity to death on hospital HCE, but it is associated with a higher ratio. The greatest ratios were found for the most lethal diseases such as lung cancer, septicaemia, heart, and renal failure. The diseases where proximity to death was not a good predictor of high HCE had, when adequately treated, a nonlife threatening nature, and were often either chronic or only required planned nonurgent inpatient treatment. Secondly, in contrast to common views about total hospital inpatient HCE, for most diseases age did significantly influence HCE of survivors. However, in terms of the consequences of ageing, each of these diseases has a limited impact because they are associated with a modest level of average HCE. The influence of age also seems to be modest in comparison to proximity to death.
This study allows us to interpret time to death analyses in a different manner. Although time to death is a much better predictor of HCE than age, it must be realized that just like age, time to death approximates underlying processes (Gray, 2005) . These processes, of course, are mainly due to the presence of disease, particularly in the case of hospital HCE. The simple mechanism of the presence of diseases lowering chances of one's survival plays a role. It can be argued that time to death is a rather crude approximation of this decline in health. This perception sheds a different light on the traditional two-part red herring model. Part one can be interpreted as the proportion of individuals having one or more disease(s), and also utilizing health care for the disease(s). This proportion is higher in the last years of life for most diseases, as we see in this paper. Moreover, conditional on having a disease and utilizing care for it, as the severity of diseases is greater toward the end of life, treatment is in most cases more intensive in the last years of life. The severity is described by part two of the two-part model. The results of this article may also have implications outside the red herring context. While time to death is a better predictor than age, a lot of variation is found in HCE between diseases . Disease-specific HCE estimates may be used to investigate the consequences of changes in epidemiology, such as the shift from heart diseases to cancer as the major cause of death. Dormont et al. (2006) estimated HCE for a small selection of diseases and found that changes in morbidity led to savings in HCE which offset the increase in spending due to ageing. The results may also be used to investigate the HCE of healthy ageing (Lubitz et al., 2003) . A hypothesis would be that as people age healthier, the onset of diseases is postponed, thus skewing lifetime HCE even more towards the last years of life (compression of morbidity). Our results indicate this proposition might hold true for most diseases. Health economists might also be interested in disease-specific HCE for cost effectiveness analyses or for analyses concerning HCE in life years gained as a result of preventive measures (Gandjour and Lauterbach, 2005; van Baal et al., 2007) . Finally, this study shows that a hospital register provides insights different from what insurance data might contribute, as it provides extensive diagnosis information and also has the luxury of having a large sample size.
This study does not come without limitations. First of all, the data deals only with hospital inpatient care. Other health care sectors, such as long-term care and general practitioner care, may show different patterns for some diseases. The diseases in this study clearly have a more acute nature. Because this study only addresses a small proportion of all HCE, results may not be generalized to total HCE including all health care sectors. Secondly, confounding variables such as frailty, disability, and comorbidity (Schwartz et al., 1996; Fried et al., 2004) were not included in this study. Frailty and disability data were not readily available for the whole population, and while extensive diagnostic information was available, modeling comorbidity is an extensive and complicated task that falls outside the scope of this article. In addition, the results are heavily dependent on the diagnosis coding used. We used the ISHMT format, which is used by Eurostat, to improve comparability between European states. Clinicians might prefer the ICD-10 format, however, which generally features smaller groupings, and as a result, the proportion of individuals having such a disease and utilizing care for it is smaller. This means the average HCE will differ for a lot of diseases when calculated on ICD-10 level. Finally, there is the issue of endogeneity of proximity to death (Salas and Raftery, 2001; Terza et al., 2008) . To our knowledge, the severity of this issue has of now yet been unresolved in HCE analyses.
CONCLUSION
Proximity to death is a significant predictor of high hospital HCE for most, but not all, diseases. Age, while significantly influencing disease-specific hospital HCE, has a much more limited impact in most cases. Exceptions are diseases which are commonly viewed as nonlethal and prevalent among elderly, such as arthrosis of hip and knee. Considering the large variation in the degree to which proximity to death and age matter, we support the notion that time to death and age are crude estimators of high HCE, as they approximate processes that really matter, namely health status and particularly in the case of hospital HCE, the presence of diseases. We therefore dub this the 'carpaccio of red herrings'. 
