The rural population in Bosnia and Herzegovina (BH), which constitutes more than half of the total population, experienced serious incidences of extreme weather events in the past two decades. This part of the population is vulnerable to climate change due to significant dependence on agriculture as a climate-sensitive livelihood option. However, the source of their vulnerability is due not only to the extent and magnitude of these extreme climate events, but also to the internal status within the vulnerable systems before the occurrence of such events. In order to explore the different dimensions of vulnerability, we used a set of 20 indicators to quantitatively assess the vulnerability of the rural population to climate change at the local level in BH. Two summarizing and two weighting methods were applied to assess vulnerability-Equal weights (EW) and principal component analysis (PCA). Based on the results obtained, we concluded that the current socio-economic conditions and the increased environmental pressure as a result of the present human-environment interactions are the main determinants of vulnerability in most vulnerable municipalities, rather than the degree to which these municipalities are exposed to significant climatic variations. Most vulnerable municipalities are located across the north, with a gradual decrease in vulnerability towards the central, north, and east of the country. Vulnerability increases again from here towards the south of the country. The number of municipalities classified as the highest and highly vulnerable increased when the second summarizing method and weighted indicators were used. However, the general geographic distribution of vulnerability did not change substantially compared to the first method. The approaches used in this study provide some valuable results at the local level, and are presented in a way that is practical for decision-making processes and may serve as a base for further research when designing effective adaptation and mitigation strategies, especially in the regions with similar climatic and socio-economic conditions.
Introduction
Bosnia and Herzegovina (BH) has experienced serious incidences of extreme weather events in the past two decades, causing severe economic losses. Based on available data and current, available climate projections, exposure to threats from climate change will continue to increase [1, 2] . BH is a predominantly rural country. It is estimated that nearly two thirds of the population live in rural areas [2] . The rural population in these regions is vulnerable to climate change due to heavy dependence on climate sensitive livelihood options (agriculture in particular) and limited adaptive capacity to cope with changes, similar to what is described in the case of the developing countries [3, 4] .
Understanding climate change, and its effects and interactions with other global challenges, is a crucial step in designing effective adaptation and mitigation measures. Therefore, vulnerability assessment is one of the key tools used to learn more about the degree of impact of climate hazards within human and ecological systems and how these systems respond and cope with this potential threat [5] . In order to provide the best possible outcome in terms of adaptation and mitigation strategies, vulnerability assessment has to be holistic, at the appropriate scale, and must integrate a wide range of relevant factors [6] .
In the last decade, there has been a gradual rise of awareness about climate change, and its importance and impact in BH and the Western Balkan region in general. This is primarily reflected in the growing number of national reports and strategic documents in which climate change is increasingly recognized as an issue of key strategic importance [7, 8] . Preliminary findings are based on the existing climate change scenarios and their impact on different sectors, as well as identification of the most vulnerable sectors and estimated potentials for mitigating climate change. Although the basic foundations for building the necessary capacities and policies towards more climate resilient development have been set on the national level, more detailed studies and scientific contribution regarding climate change impacts and vulnerability, especially at the local level, are still modest and insufficient. Local governments and communities have a critical role in adaptation to climate change by structuring responses to local impacts, mediating between individual and collective responses to vulnerability, and governing the delivery of resources to facilitate adaptation [9] . Spatial vulnerability assessment carried out at a local level can thus be a useful tool, which allows for engagement between researchers and local stakeholders through the visualization of climate vulnerability and the integration of its biophysical and socio-economic determinants [10] . Therefore, the objective of our study was to quantitatively assess the current state of vulnerability of the rural population to climate change at the local level in BH and to present it in a way that will facilitate further discussion between researchers, local governments, and stakeholders, ultimately leading to more detailed assessments and adaptation strategies.
Choice of Framework and Indicators

Choice of Framework
Many different methods and approaches have been developed and applied to quantitatively assess vulnerability on different scales [11] . While not without their constraints, these approaches are practical for decision-making processes, since they give a clear picture about the geographical location of the most vulnerable populations and allows the implementation of measures for their protection and adaptation policies [12] .
Approaches to conceptualizing vulnerability in the literature concerning climate change tend to fall into three categories. The first one, the end point approach, views vulnerability in terms of the amount of (potential) damage caused to a system by a particular climate-related event or hazard [13, 14] . This approach is based on assessments of hazards and their impact, in which the role of human systems in mediating the outcomes of hazard events is downplayed or neglected and, as such, may be referred to as a physical or biophysical vulnerability [13] . This approach is focused on indicators of outcome rather than indicators of the state of a system prior to the occurrence of a hazard event. The second one, the starting point approach, views vulnerability as a state determined by the internal properties of a system that exist within a system before the occurrence of a hazard event. Vulnerability viewed as an inherent property of a system arising from its internal social and economic characteristics is known as social vulnerability [13, 15] . Lastly, the third approach is based on the IPCC Third Assessment Report (TAR), in which vulnerability to climate change is defined as: "the degree to which a system is susceptible to, or unable to cope with, adverse effects of climate change, including climate variability and extremes. Vulnerability is a function of the character, magnitude, and rate of climate variation to which a system is exposed, its sensitivity, and its adaptive capacity" [16] (p. 21). Such an integrated approach includes an external biophysical dimension, represented through exposure to climate variations, as well as an internal social dimension of a system, which comprises its sensitivity and adaptive capacity [17] .
Acknowledging that vulnerability of a certain area or system has an exogenous, biophysical dimension, as well as an internal, socio-economic dimension, we opted to construct a vulnerability index based on the IPCC definition of vulnerability using the indicators approach to assess socio-economic and biophysical factors contributing to vulnerability. According to the IPCC definition of vulnerability, vulnerability to climate change and variability is represented by three elements: exposure, sensitivity, and adaptive capacity [16] . According to the framework proposed by Füssel and Klein [17] , exposure and sensitivity together compose the potential impact, while adaptive capacity is the potential of a system to cope with these impacts. Thus, vulnerability can be expressed with the following mathematical equation (Equation (1)):
where V is vulnerability, PI is potential impact, and AC is adaptive capacity. Therefore, vulnerability can be defined as a function of biophysical and social indicators, which constitute the three components of vulnerability.
Choice of Indicators
A commonly used quantitative approach to assess vulnerability is the construction of a vulnerability index based on specific sets or combinations of indicators, which serve as proxies [18] . Our study views population in rural municipalities as a vulnerable system and climate change and variability as a stressor. It is based on the assumption that the large number of rural households in BH are dependent on agriculture either as a main source of income or as a significant part of their livelihoods [19] . Agriculture is highly sensitive to variations in climate, which will be further increased with the ongoing climate change. Therefore, the chosen indicators should capture the biophysical aspects of climate change, the current state of the environment exposed to climate change, and the socio-economic situation which defines adaptive capacity in rural areas. In order to accomplish greater validity and cross-comparison, we picked most of our indicators based on past peer-reviewed studies, which dealt with quantitative assessment of agricultural vulnerability on a sub-national level, e.g., [12, [20] [21] [22] [23] . However, some of the indicators, most notably financial indicators in the case of adaptive capacity, were not available at the time of writing this study. In order to address the absence of such indicators, we chose some alternative, existing indicators, which were used as the same or similar proxies in previous peer-reviewed studies. Finally, the indicators were integrated into the sub-indices, in accordance with their belonging to particular components of vulnerability, together with the rationale why certain indicators were used, as shown in Table 1 . * We calculated the frequency of extreme dry and wet months of the vegetation period for every weather station in BH which has measured the required data from 1961 to 2010. The extreme months were considered as those that had the index value lower than −3 (severe and extreme drought) and higher than 3 (very and extremely wet), based on the classification according to Wells and Goddard [33] . Positive relationship with vulnerability is assumed, since the higher frequency of extreme months increases vulnerability. 1 Indicator used in [12] ; 2 Indicator used in [21] ; 3 Indicator used in [22] ; 4 Indicator used in [23] ; 5 Indicator used in [20] ; a Not identical to indicator used in the cited source; b Population in rural areas is more dependent on natural resources, has less developed infrastructure and services, as well as limited income sources compared to population in urban areas. Therefore, highly rural regions are more vulnerable [34, 35] . c Used as a proxy for population pressure on available agroecosystems in the absence of any more reliable indicator. A negative correlation with vulnerability is assumed, since higher area per capita reduces the population pressure on arable land and therefore reduces vulnerability [34] . d Proxy for human capital. It is assumed that the higher percentage of the population with higher education reduces vulnerability, therefore a negative correlation with vulnerability is assumed [36] .
Study Area
Bosnia and Herzegovina is a country in south-eastern Europe, located in the Western Balkan region, with a total surface area of 51,209.2 km 2 , composed of 51,197 km 2 of land and 12.2 km 2 of sea. According to the most recent census in 2013, the population number is 3.53 million [28] . It is estimated that 61% of the total population lives in rural areas, which makes it one of the most rural countries in Europe [37] . The land is mainly hilly to mountainous, with an average altitude of 500 m. Of the total land area, 5% is lowlands, 24% hills, 42% mountains, and 29% karst region. The topography of the country and the location of the major cities are shown in Figure 1 . Fertile flatlands comprise about 20% of agricultural land in BH, most of it in the northern lowlands and river valleys across the country. These areas are suitable for intensive agricultural production of a wide range of crops. Moderately to less fertile hilly and mountainous areas comprise 80% of the agricultural land, of which more than a half is relatively suitable for agricultural production, especially livestock production with its complementary grasslands and fodder production. The harsh Alpine environment (mountainous areas), steep slopes, or aridity in the vegetation period (especially in southern BH) usually limit agricultural production in the remaining areas. The general atmospheric circulation and air mass flow, the dynamic topography, the orientation of mountain ranges, the hydrographical network, and the vicinity of the Adriatic Sea have all created conditions for a wide spectrum of climate types in BH [38] , as shown in Supplementary Figure S2 . These include a humid continental climate, represented mostly in the northern and lowland central parts of the territory; the sub-alpine and alpine climate of the mountainous region of central, eastern and western BH; and the Mediterranean climate represented in the coastal area and the lowlands of southern BH. This means that the effects of climate change and variability will depend on geographical location, and each region is facing specific challenges. For example, the Mediterranean region, characterized by scarce and shallow soils and significant areas under karst, and northern BH, which has the same climate as most of central Europe, are faced with the negative effects of increased temperatures and unfavorable rainfall distribution [39] . At the same time, the hilly and mountainous regions of central BH might even benefit from increased temperatures due to the increased vegetation season, allowing a wider range of crops and a higher productivity of grasslands.
BH, as a country in transition, is faced with numerous political, social, economic, and other problems in the post-war period. At the same time, it has been experiencing serious incidences of extreme weather events in the past two decades, causing severe economic consequences. Six extreme drought periods and three excessive floods in BH have been registered in the past 15 years, which have affected hundreds of thousands of people and resulted in enormous economic damage in agriculture and other sectors [2] .
Methods
This study is focused on rural municipalities. Therefore, six municipalities, which are classified as urban based on the OECD criteria [40] , were excluded from this study. These urban municipalities were excluded due to insignificant agricultural production and, secondly, because demographic and socio-economic indicators in these areas are substantially higher compared to the remaining 136 municipalities of BH. Therefore, their inclusion in this study may potentially have a negative effect The general atmospheric circulation and air mass flow, the dynamic topography, the orientation of mountain ranges, the hydrographical network, and the vicinity of the Adriatic Sea have all created conditions for a wide spectrum of climate types in BH [38] , as shown in Supplementary Figure S2 . These include a humid continental climate, represented mostly in the northern and lowland central parts of the territory; the sub-alpine and alpine climate of the mountainous region of central, eastern and western BH; and the Mediterranean climate represented in the coastal area and the lowlands of southern BH. This means that the effects of climate change and variability will depend on geographical location, and each region is facing specific challenges. For example, the Mediterranean region, characterized by scarce and shallow soils and significant areas under karst, and northern BH, which has the same climate as most of central Europe, are faced with the negative effects of increased temperatures and unfavorable rainfall distribution [39] . At the same time, the hilly and mountainous regions of central BH might even benefit from increased temperatures due to the increased vegetation season, allowing a wider range of crops and a higher productivity of grasslands.
This study is focused on rural municipalities. Therefore, six municipalities, which are classified as urban based on the OECD criteria [40] , were excluded from this study. These urban municipalities were excluded due to insignificant agricultural production and, secondly, because demographic and socio-economic indicators in these areas are substantially higher compared to the remaining 136 municipalities of BH. Therefore, their inclusion in this study may potentially have a negative effect on the normalization of indicators and the derived results, as they would act as outliers. According to the same typology, some municipalities are classified as intermediate, i.e., the share of the rural population is between 15% and 50%. In such cases, one might still expect some variation in adaptive capacity and even sensitivity based on proximity to urban centers. While there exists no specific indicator which would emphasize higher possibility of diversification of income sources or non-agricultural livelihood opportunities in such regions, many of the chosen indicators (e.g., population density, percent of the rural population, and most of the indicators used for adaptive capacity) act as proxies in this case.
Normalization of Indicators and Their Functional Relationships with Vulnerability
Each indicator used is measured in different scales and units. Therefore, they need to be normalized to ensure that they are comparable. This was carried out using the methodology developed for the calculation of the Human Development Index (HDI) [41] . All indicators were normalized to values between 0 and 1. Before the values are normalized, it was important to identify the two possible types of functional relationship between the indicators and vulnerability. This way it is ensured that the index values are always in positive correlation with vulnerability and that higher value means higher vulnerability and vice versa. Functional relationships with vulnerability for indicators were determined from the previous studies or based on the theoretical assumptions from Table 1 . If vulnerability increases with an increase in the value of the indicator (positive correlation), and therefore has a positive functional relationship with vulnerability, normalization was carried out by using the following equation (Equation (2)),
where X ij is the normalized value of indicator (j) with respect to municipality (i), X i is the actual value of the indicator with respect to municipality (i), and MinX j and MaxX j are the minimum and maximum values, respectively, of indicator (j) among all the municipalities. If the functional relationship with vulnerability was negative, i.e., if vulnerability decreases with an increase in the value of the indicator (negative correlation), the following equation was used (Equation (3)):
Summarizing and Weighting Methods
The next step after normalization of indicators was to summarize indicators into composite indices and assign weights based on their degree of influence on vulnerability. For the purposes of our study, given that there are many different approaches used in the international literature, e.g., [21, [42] [43] [44] , we decided to use two different summarizing and weighting methods in order to demonstrate the differences between them.
Using equal weights (EW), normalized indicators were integrated in two calculated composite sub-indices in accordance with their belonging to particular components of vulnerability, as defined in Table 1 . Sub-index for potential impact (PI) represents the arithmetic sum of indicators for exposure and sensitivity, whose arithmetic means were calculated separately based on the chosen set of indicators, while the arithmetic mean of indicators which represent adaptive capacity makes sub-index for adaptive capacity (AC). The final value of the vulnerability index for every municipality was obtained from the arithmetic sum of these two sub-indices. The same approach was used by O'Brien et al. [21] , except that the sub-index for PI was labelled as the "index of climate sensitivity under exposure". For the descriptive purposes of our discussion, we also calculated separate indices for exposure and sensitivity using the arithmetic mean of the indices which represent exposure/sensitivity, as shown in Table 1 .
Principal components analysis (PCA) is a statistical method used to extract the linear combinations that best capture the information from a large group of variables. One of the methods is to use PCA to generate composite indices is by using the "eigenvalue-greater-than-one" rule proposed by Kaiser [45] , which states that there are as many reliable factors as there are eigenvalues greater than one. This approach is found in Cutter et al. [46] and Wiréhn et al. [23] . After retaining all the components with eigenvalues greater than one, factor analysis in SPSS was used to generate factor loadings for all indicators, which were used as weights. Finally, we used the following equation to summarize all weighted indicators into the single composite index, as explained by [12] (Equation (4))
where V is a vulnerability index, w is the weight, i is the indicator, x is the indicator value, j is a specific municipality, x is the mean indicator value, and s is the standard deviation.
Data Processing and Representation
The data used for indicators (Table 1) came in different formats, some of which had to be processed before their usage in this study. Spatial data used as biophysical indicators, such as changes in average annual temperatures, changes in average annual precipitation, and flood risk assessment for the housing sector, were retrieved in the raster format at a national level. In order to make these datasets suitable for the purposes of our study, we applied the Zonal Statistic Tool within ESRI ArcGIS's Spatial Analyst on the output rasters to calculate the mean values for each spatially-explicit biophysical indicator within every separate municipality, after which they were normalized according to methods described in Chapter 3.1.
Frequency of extreme months in the vegetation period according to the Palmer moisture anomaly index (Z index) had to be calculated based on the available weather station data. This was carried out in four steps. In the first step, the Z index values were calculated from data retrieved from every weather station in BH, which recorded the necessary weather data for the required period (1961-2010). The second step was to calculate the frequency of extreme months, as described in the notes from Table 1. In the third step, the locations of weather stations were used as points for interpolation in order to generate prediction maps for the frequency of extreme months at a national level. The chosen interpolation method was cokriging, where the results from the weather stations were integrated with digital elevation data in order to provide more accurate results. Finally, in the fourth step, we used the same method described in the previous paragraph, where ESRI ArcGIS's Spatial Analyst was used to calculate the mean values for every municipality.
In the case of socio-economical statistical data collected for the remaining indicators (Table 1 ) from census data, statistical yearbooks, and other public archives, this was a straightforward process, since the obtained data were already on the municipal level.
The resulting vulnerability scores represent current vulnerability of rural municipalities to changes in climate variability recorded so far. The value ranges for final vulnerability scores for both used weighting methods are divided into categories using equal intervals. This method sets the value ranges in each category equal in size. The entire range of data values is divided equally into five categories and each is assigned a qualitative indicator of vulnerability (from lowest to highest). The results are represented cartographically using ESRI ArcGIS in order to visualize and analyze the results in a geographic context.
Results and Discussion
The Overall Vulnerability Index
To obtain the overall index of vulnerability using EW, we summed the composite sub-indices for PI and AC. The results are shown in Figure 2 . According to this method, nine municipalities (6.6%) had the highest vulnerability index, while only four municipalities (2.9%) had the lowest vulnerability index. The largest number of municipalities had high (51) or moderate (47) vulnerability (37.5% and 34.6%, respectively). 18.4% of the total number of municipalities (25) had a low vulnerability index. Geographically, the most vulnerable municipalities are located across the north, with a gradual decrease in vulnerability towards the central, eastern, and western parts of the country. In the south, most of municipalities in the lowland region of Herzegovina are classified as highly vulnerable, while municipalities in the surrounding region are mostly classified as low or moderately vulnerable. had the highest vulnerability index, while only four municipalities (2.9%) had the lowest vulnerability index. The largest number of municipalities had high (51) or moderate (47) vulnerability (37.5% and 34.6%, respectively). 18.4% of the total number of municipalities (25) had a low vulnerability index. Geographically, the most vulnerable municipalities are located across the north, with a gradual decrease in vulnerability towards the central, eastern, and western parts of the country. In the south, most of municipalities in the lowland region of Herzegovina are classified as highly vulnerable, while municipalities in the surrounding region are mostly classified as low or moderately vulnerable. According to Filmer and Pritchett, the absolute value of the loading of the first single component is valid for assigning weights. This method was used in Gbetibouo et al. [12] to assign weights and construct an overall vulnerability index. In the case of our study, we decided to retain all components with eigenvalues greater than one, as recommended by Kaiser [45] , in order to avoid a higher degree of uncertainty in our results caused by significant dimension reduction, since the first component describes only 23% of variance. In this study, six components had an eigenvalue greater than one and together they explained 71.1% of the variance observed. Using factor analysis, we assigned weights for all variables (indicators). The value of the Kaiser-Meyer-Olkin measure of sampling adequacy was 0.719, which is acceptable for factor analysis, as well as the significance level of Bartlett's test of sphericity (p < 0.001). The sum of weighted variables for every municipality represents an overall vulnerability index as shown in Figure 3 . According to Filmer and Pritchett, the absolute value of the loading of the first single component is valid for assigning weights. This method was used in Gbetibouo et al. [12] to assign weights and construct an overall vulnerability index. In the case of our study, we decided to retain all components with eigenvalues greater than one, as recommended by Kaiser [45] , in order to avoid a higher degree of uncertainty in our results caused by significant dimension reduction, since the first component describes only 23% of variance. In this study, six components had an eigenvalue greater than one and together they explained 71.1% of the variance observed. Using factor analysis, we assigned weights for all variables (indicators). The value of the Kaiser-Meyer-Olkin measure of sampling adequacy was 0.719, which is acceptable for factor analysis, as well as the significance level of Bartlett's test of sphericity (p < 0.001). The sum of weighted variables for every municipality represents an overall vulnerability index as shown in Figure 3 . Compared to EW, nearly half of the municipalities retained the same class of vulnerability (46.3%), while 41.9% and 8.1% of the municipalities had increased or decreased vulnerability class, respectively. More substantial changes in vulnerability class occurred in the case of five municipalities, which had their class increased by two. Although the apparent increase in the number of vulnerable municipalities is evident, the general geographic distribution of vulnerability using weighted indicators did not markedly change compared to equally weighted indicators. Most vulnerable municipalities are still located in the north, and the least vulnerable ones in the east and southeast of BH. However, there was an increase in the number of highly vulnerable municipalities in central and western BH, as well as an overall increase in vulnerability in the south. Overall, most notable is the decrease in the number of municipalities with low vulnerability indices, while there was an increase in the number of municipalities with the highest and high classes of vulnerability.
The difference in results between the two selected methods results from participation of individual indicators in the formation of the composite indices. This is conditioned by (1) summarizing method and (2) contribution of individual indicators in generation of composite indices determined by weights. The final value of the vulnerability index for our first method (EW) was obtained from the arithmetic sum of two sub-indices (PI and AC), while in the second method (PCA) a single composite index was generated from the arithmetic sum of all weighted indicators. The weighting method had a significant impact on our results. When using EW, every indicator had an equal impact on the final sub-index value, depending on whether or not it belonged to one of the three groups of indicators, while the weights used for some indicators in our study were so low they did not substantially affect the vulnerability index in the case of PCA as a weighting method. Only four indicators (average yields, road length, changes in temperature, and precipitation) had weights (loadings) above 0.3 and were therefore the main determinants of vulnerability, while nine indicators had weights below 0.1 (Supplementary Table S1 ). The difference in results between two weighting methods used in this study was expected, since only six components were extracted from PCA and they account for 71.1% of variance. Similar differences between these two summarizing and weighting methods were reported by Wiréhn et al. [23] . Compared to EW, nearly half of the municipalities retained the same class of vulnerability (46.3%), while 41.9% and 8.1% of the municipalities had increased or decreased vulnerability class, respectively. More substantial changes in vulnerability class occurred in the case of five municipalities, which had their class increased by two. Although the apparent increase in the number of vulnerable municipalities is evident, the general geographic distribution of vulnerability using weighted indicators did not markedly change compared to equally weighted indicators. Most vulnerable municipalities are still located in the north, and the least vulnerable ones in the east and southeast of BH. However, there was an increase in the number of highly vulnerable municipalities in central and western BH, as well as an overall increase in vulnerability in the south. Overall, most notable is the decrease in the number of municipalities with low vulnerability indices, while there was an increase in the number of municipalities with the highest and high classes of vulnerability.
The difference in results between the two selected methods results from participation of individual indicators in the formation of the composite indices. This is conditioned by (1) summarizing method and (2) contribution of individual indicators in generation of composite indices determined by weights. The final value of the vulnerability index for our first method (EW) was obtained from the arithmetic sum of two sub-indices (PI and AC), while in the second method (PCA) a single composite index was generated from the arithmetic sum of all weighted indicators. The weighting method had a significant impact on our results. When using EW, every indicator had an equal impact on the final sub-index value, depending on whether or not it belonged to one of the three groups of indicators, while the weights used for some indicators in our study were so low they did not substantially affect the vulnerability index in the case of PCA as a weighting method. Only four indicators (average yields, road length, changes in temperature, and precipitation) had weights (loadings) above 0.3 and were therefore the main determinants of vulnerability, while nine indicators had weights below 0.1 (Supplementary Table S1 ). The difference in results between two weighting methods used in this study was expected, since only six components were extracted from PCA and they account for 71.1% of variance. Similar differences between these two summarizing and weighting methods were reported by Wiréhn et al. [23] .
While EW and PCA are some of the common weighting methods found in the relevant literature, other methods are used, such as inverse of variance and expert opinion [44] . Each of these methods has its own constraints and the scientific debate about the optimal approach is as old as the first attempts to quantitatively assess vulnerability. The arbitrary strategy of assigning equal weights to indicators might mislead the calculations, since not all indicators can have equal influence on vulnerability or may lead to difficulties in reaching a consensus among expert panel members, similar to cases where assigning weights using expert judgment is carried out arbitrarily [12] . Assigning higher weights to indicators showing lower variance may ensure that large variations among the indicators would not unduly dominate the contribution of the rest of the indicators and distort inter regional comparisons. However, a downside to this approach is the suppression of the pronouncement of relevant indicators [43] . Using PCA, it is not guaranteed that correlations necessarily represent the real, or even statistical, influence of used sub-indicators on the phenomenon the composite indicator is measuring [47] .
Representation of vulnerability with the single index might bring an insight about the degree of vulnerability on a sub-national level and identify the most vulnerable regions. However, such an approach may also be misleading and lead to simplistic policy conclusions [12, 47] . In order to fully assess the "big picture", composite indicators should be used in combination with the sub-indicators. Therefore, we used the results of our first summarizing method, which was composed of sub-indictors using EW, in order to better explain the main sources of vulnerability and the influence of different components of vulnerability in the development of the overall vulnerability index in the next section.
Influence of Different Components of Vulnerability on the Overall Vulnerability Index
According to the PI index shown in Figure 4a , it is notable that the municipalities experiencing a high degree of PI from current climate variability are located in the northern part of BH, with the exception of four municipalities located on the south-western edge of the country. However, PI is composed of exposure and sensitivity [17] and therefore we have further decomposed the PI index into these two sub-indices in order to better understand the main sources contributing to PI index, as well as the degree and interaction between the components which form PI, as shown in Figure 4b ,c. Figure 4b shows the evident difference in degree of exposure between the hilly-mountainous parts of BH, which stretch from the north-west to the south-east, and the rest of the country (Figure 1) . The main cause of high exposure in the northern part of BH is the highest difference in average yearly temperatures and the higher incidence of months with extreme weather conditions, while the south-western region has experienced the highest difference in the amount of precipitation. Two municipalities on the northern border of the country with the highest degree of PI are also highly vulnerable to flooding. These municipalities are in the plain region and located next to the river Sava, the biggest river in BH, which constitutes the northern border of BH and the tributaries in the territory of which BH forms the second largest sub-basin of the Danube river basin. The southern part of the country is the warmest, with a prevailing Mediterranean climate (unlike the rest of the country, which has different forms of the continental and alpine climates). The degree of exposure to climate change in these regions will continue to increase according to regional projections, with an expected average temperature increase of 4 • C in the coming decades, especially in the northern part of the country [8] . According to the same model, an additional unfavorable factor, which will affect the southern part of the country, is the further reduction in annual precipitation, especially during summer, while no significant changes in the amount of precipitation are expected in the rest of the country. The observed sensitivity of municipalities in this study is quite heterogeneous geographically, as shown in Figure 4c . Similarly, the main indicators found to have the largest influence on sensitivity were variable. Municipalities from the central, mountainous part, or those found in the karst areas of the south, are limited by shallow and less fertile soils. The rest of the municipalities located mostly towards the north consist of highly rural communities with limited sources of income aside from agriculture. Other main characteristics identified in these areas are a high percentage of agricultural land and increased population pressure on it, which results in a low area of agricultural land per capita. It is important to note that central and eastern BH are rich in natural resources, especially water and mineral ores; therefore, they are not highly dependent on agriculture, as a large part of the industrial production in the country is based in these regions.
The situation is diverse when it comes to the adaptive capacity of municipalities, shown in Figure 5 . However, some common characteristics are found between the municipalities with low and The observed sensitivity of municipalities in this study is quite heterogeneous geographically, as shown in Figure 4c . Similarly, the main indicators found to have the largest influence on sensitivity were variable. Municipalities from the central, mountainous part, or those found in the karst areas of the south, are limited by shallow and less fertile soils. The rest of the municipalities located mostly towards the north consist of highly rural communities with limited sources of income aside from agriculture. Other main characteristics identified in these areas are a high percentage of agricultural land and increased population pressure on it, which results in a low area of agricultural land per capita. It is important to note that central and eastern BH are rich in natural resources, especially water and mineral ores; therefore, they are not highly dependent on agriculture, as a large part of the industrial production in the country is based in these regions.
The situation is diverse when it comes to the adaptive capacity of municipalities, shown in Figure 5 . However, some common characteristics are found between the municipalities with low and high adaptive capacity. Municipalities with the highest adaptive capacity have a larger GDP and lower unemployment rates. This is mainly due to the presence of larger towns or cities located within their borders, which likely creates more business opportunities for the local population. Some municipalities have developed into industrial and entrepreneurial centers in the past two decades, with a multitude of varying business activities varying from small to large in size and in outputs/activities [48] . On the other hand, municipalities with low adaptive capacity were found to have a high dependency ratio, underdeveloped infrastructure, public and social services, and high unemployment rates. A significant percentage of the population in these municipalities are smallholder farmers engaged in extensive, often subsistence, agriculture [2] . high adaptive capacity. Municipalities with the highest adaptive capacity have a larger GDP and lower unemployment rates. This is mainly due to the presence of larger towns or cities located within their borders, which likely creates more business opportunities for the local population. Some municipalities have developed into industrial and entrepreneurial centers in the past two decades, with a multitude of varying business activities varying from small to large in size and in outputs/activities [48] . On the other hand, municipalities with low adaptive capacity were found to have a high dependency ratio, underdeveloped infrastructure, public and social services, and high unemployment rates. A significant percentage of the population in these municipalities are smallholder farmers engaged in extensive, often subsistence, agriculture [2] . The example from Table 2 is used to gain a more detailed insight into the main determinants of vulnerability in the nine most vulnerable municipalities in BH. Looking at the overall results based on the vulnerability index and two sub-indices from which the overall vulnerability index is composed, it is clear that the most vulnerable rural municipalities in BH are those with the high degree of PI, as well as low AC to cope with this impact. Furthermore, when the two components which generate PI (exposure and sensitivity) are analyzed separately, there is a difference as to which component determines the higher degree of PI. Apart from the most vulnerable municipality of Bijeljina, which is much more vulnerable to flooding than the rest of the municipalities of BH, it is evident that the sensitivity index is the main determinant of PI, rather than the exposure index. Therefore, it can be concluded that the current socio-economic conditions (social vulnerability) and the increased environmental pressure as a result of the present human-environment interactions are usually the main determinant of vulnerability in the most vulnerable municipalities, rather than the degree to which these municipalities are exposed to significant climatic variations (biophysical vulnerability). The example from Table 2 is used to gain a more detailed insight into the main determinants of vulnerability in the nine most vulnerable municipalities in BH. Looking at the overall results based on the vulnerability index and two sub-indices from which the overall vulnerability index is composed, it is clear that the most vulnerable rural municipalities in BH are those with the high degree of PI, as well as low AC to cope with this impact. Furthermore, when the two components which generate PI (exposure and sensitivity) are analyzed separately, there is a difference as to which component determines the higher degree of PI. Apart from the most vulnerable municipality of Bijeljina, which is much more vulnerable to flooding than the rest of the municipalities of BH, it is evident that the sensitivity index is the main determinant of PI, rather than the exposure index. Therefore, it can be concluded that the current socio-economic conditions (social vulnerability) and the increased environmental pressure as a result of the present human-environment interactions are usually the main determinant of vulnerability in the most vulnerable municipalities, rather than the degree to which these municipalities are exposed to significant climatic variations (biophysical vulnerability). The results indicate variability between the chosen summarizing and weighting methods, which would certainly increase even more if additional methods from recent studies were used for further comparison, as shown by Wiréhn et al. [23] . Development of the vulnerability index involves sequential stages, including the selection of indicators, their normalization, and summation to a final value. There is a significant degree of uncertainty in vulnerability assessments and data transformation in these stages, as described in more detail by Tate [49] . Also, while a number of indicators have been used and developed for assessing vulnerability, the choice of indicators should be context and region-specific, as there is no "one size fits all" blueprint that can be used regardless of the context [50] . Based on these arguments and the experiences which we obtained during the preparation of this study, as well as reviewing literature related to vulnerability assessment in the context of agriculture and climate change, we would like to emphasize the importance of the right choice of biophysical data when doing local vulnerability assessments to climate change. We believe that the indicators used to measure exposure, such as frequency of extreme weather events (such as drought and floods) and variation of temperature and rainfall, might be misleading depending on the climate zone in which the study is conducted, as they may not fully capture the magnitude and the extent of such events.
Drought is a normal, recurring feature of climate, which occurs in all climatic regimes (in contrast to aridity, which is a permanent feature of the climate and is restricted to low rainfall areas [51] ). Like vulnerability, drought has both a natural and social component, i.e., the risk associated with drought is a product of both the region's exposure to the drought, as well as the resilience of the ecosystem or adaptive capacity of that region [52] . Impacts also differ spatially and temporally, as well as depending on the type of drought. Drought has been grouped by type as follows: meteorological, hydrological, agricultural, and socioeconomic [53] . Meteorological droughts result from precipitation deficiencies, while agricultural droughts are largely the result of soil moisture deficiencies. Agriculture is usually the first economic sector to be affected by drought because soil moisture supplies are often quickly depleted, especially if the period of moisture deficiency is associated with high temperatures and windy conditions [51] .
Similar to drought, waterlogging is another phenomenon which limits agricultural productivity. Unlike floods, which are in a more conventional sense defined as an overflow of water from water bodies, waterlogging occurs when the soil becomes saturated in cases when the amount of precipitation exceeds the ability of the soil to infiltrate or evaporate the excessive moisture. Like in the case of drought, the extent and duration of waterlogging is mainly related to climatic and soil water-physical properties [54] . Waterlogging causes anaerobic conditions in the crop-root zone and leads to reduced crop growth and yields; it also delays agricultural field operations, such as tillage and harvesting, and can lead to abundant surface runoff, inducing soil erosion and the loss of nutrients [55] [56] [57] .
Based on the above definitions, we believe that agricultural drought should be the starting point when using drought as an indicator of agricultural vulnerability to climate change, and that the impact of drought should be based on soil moisture, not meteorological data. We also believe that waterlogging of heavy soils in humid, and in some cases sub-humid, areas, especially flatlands and valleys, can cause the same amount of damage as drought, and therefore we recommend it as an important indicator when assessing exposure to climate change in such conditions. For the purposes of this study, the approach developed by Wells and Goddard [33] was used to classify Palmer Z-index values and calculate the frequency of extreme months (both dry and wet) in the last 50 years, which was used as an indicator for exposure in our study. Most studies related to climate hazard analyses and monitoring systems have been conducted using either: (1) The Palmer Drought Severity Index (PDSI) or Palmer moisture anomaly index (Z Index) [24] , based on a soil water balance equation; or (2) The Standardized Precipitation Index (SPI) [58] , based on a precipitation probabilistic approach. They are called drought indices, but they have ability to measure dryness (negative values) and wetness (positive values) at the same time. The Palmer drought indices show how monthly moisture conditions differ from normal conditions for the specific area based on available soil water content, reference evapotranspiration, and precipitation, and they are sensitive to unusual dry (and wet) months even in extended dry (or wet) spells. While PDSI is used to quantify the long-term changes in soil moisture, the Z-index is usually used for detection of short-term deviations from normal moisture conditions, which are important for agriculture and were therefore included as an indicator in our study [59] .
SPI can also be calculated at different time scales to monitor droughts with respect to different usable water resources. However, it might not be suitable for climate change analysis, since it does not take temperature or evapotranspiration as input parameters [60] . A new climatic drought index similar to SPI, the Standardized Precipitation Evapotranspiration Index (SPEI), has been proposed recently by Vicente-Serrano et al. [61] . SPEI is similar to SPI, but includes temperature as a parameter of calculation, which makes it closer to PDSI. As such, it has been already used in studies concerning agriculture and climate change, e.g., [62, 63] , and with its multiscalar character is suitable to use in drought-related vulnerability assessments.
Conclusions
This study was a first assessment of vulnerability to climate change at the sub-national level in BH. Quantitative assessment of vulnerability to climate change in rural municipalities was carried out for 136 rural and semi-rural municipalities in BH. The chosen conceptual framework for this research, based on the IPCC definition of vulnerability, views vulnerability as a function of biophysical and social indicators, which constitute the three components of vulnerability: exposure, sensitivity, and adaptive capacity. 20 biophysical and socio-economic indicators were used to reflect these three components. For the purposes of our study, we decided to use two different summarizing and weighting methods (EW and PCA) to assess vulnerability to demonstrate the differences between them.
Based on the results obtained for the overall vulnerability index using the first summarizing method and EW, the most vulnerable municipalities are mostly located across the north, with the gradual decrease in vulnerability towards the central, northern and eastern parts of the country. Less vulnerable municipalities are those with larger towns and cities within their territory and the ones located in hilly-mountainous central-south, central-west and south-eastern regions. From there, towards the south of BH, most of the municipalities in the Mediterranean lowland region of southern BH are classified as highly vulnerable, while municipalities in the surrounding region are mostly classified as low or moderately vulnerable. General geographic distribution of vulnerability using the second summarizing method and weighted indicators did not change substantially compared to the first method. However, there was an overall increase in the number of highly vulnerable municipalities, most notably in the central, east, and south of BH, while the number of municipalities with low vulnerability index decreased.
We used the results of our first summarizing method using EW to better explain the main sources of vulnerability and the influence of different components of vulnerability on the development of the overall vulnerability index. Based on these results, it was concluded that the current socio-economic conditions (adaptive capacity) and increased environmental pressure as a result of present human-environment interactions (sensitivity) are the usually the main determinants of vulnerability in the most vulnerable municipalities, rather than the degree to which these municipalities are exposed to significant climatic variations.
The results of this study provided valuable knowledge about the current state of vulnerability of the rural population of BH to climate change and the main determinants of vulnerability. They also establish a baseline, which can be further updated at regular intervals, and they represent the first step towards further local assessments and improvements, as new indicators become available and are discussed by the main stakeholders and the local communities. The same or similar approaches can also be applied in regions with similar climatic and socio-economic conditions, particularly the countries of the Western Balkan region and South-eastern Europe.
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