The stochastic blockmodel (SBM) models the connectivity within and between disjoint subsets of nodes in networks. Prior work demonstrated that the rows of an SBM's adjacency spectral embedding (ASE) and Laplacian spectral embedding (LSE) both converge in law to Gaussian mixtures where the components are curved exponential families. Maximum likelihood estimation via the Expectation-Maximization (EM) algorithm for a full Gaussian mixture model (GMM) can then perform the task of clustering graph nodes, albeit without appealing to the components' curvature. Noting that EM is a special case of the Expectation-Solution (ES) algorithm, we propose two ES algorithms that allow us to take full advantage of these curved structures. After presenting the ES algorithm for the general curved-Gaussian mixture, we develop those corresponding to the ASE and LSE limiting distributions. Simulating from artificial SBMs and a brain connectome SBM reveals that clustering graph nodes via our ES algorithms improves upon that of EM for a full GMM.
Introduction
Statistical inference on graphs is a burgeoning field of study in statistics with applications in neuroscience Priebe et al., 2019) and social networks (Karrer and Newman, 2011) , among other areas of research. Given a random graph G on n vertices generated by some model F , a typical procedure is to embed its adjacency matrix A ∈ {0, 1} n×n into a lower dimensional space Ê d as a collection of n points. Commonly chosen embeddings include the adjacency spectral embedding (ASE) and Laplacian spectral embedding (LSE), obtained via the truncated eigendecomposition of A and its normalized Laplacian L(A). From here one may seek to perform the task of clustering these points and -by extension -their corresponding vertices.
The spectral graph clustering problem has been extensively studied for settings in which the graph (or graphs) on hand are posited to have been generated by a stochastic blockmodel (SBM) (Holland et al., 1983) , with many results regarding consistent recovery of the block assignments being known (Fishkind et al., 2013) . Athreya et al. (2016) and Tang and Priebe (2018) showed that the distribution of the points of the ASE and LSE both converge to curved normal mixture distributions. Moreover, they demonstrated that clustering via the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) for a Gaussian mixture model (GMM) performs better than doing so via the K-Means algorithm. However, their implementation of the EM algorithm failed to take into account the curved structure of the mixture's component distributions, and may have therefore resulted in an increased number of clustering errors. This paper seeks to improve upon their results by introducing an Expectation-Solution (ES) algorithm (Elashoff and Ryan, 2004 ) that makes full use of the ASE and LSE limiting distributions' curved-normal structure. We accomplish this by noting that the complete- To the best of our knowledge this paper represents the first time the ES algorithm has been utilized for a C-GMM, and owing to its relative simplicity we cannot help but recommend it as a novel tool for the practitioner's toolbox, one that is not only limited in its usefulness to the spectral clustering problem. We structure the rest of the paper as follows: In Section 2 we review the setting and background for random dot product graphs and SBMs. In Section 3 we present the ES algorithm for the general incompletedata setting, a generic C-GMM, and for both the ASE and LSE limiting distributions. In Sections 4 and 5 we present and discuss the results of our algorithm for simulated data from artificial SBMs and a brain connectome SBM.
Notation
Except where otherwise specified we use emboldened capital letters such as A, B, X, etc. to denote matrices, un-emboldened capital letters with one indexed subscript to denote a row of the corresponding matrix as a column vector, as in A i , B j , X k . Emboldened lowercase
Greek letters π, τ are vectors. We take ∆ K := {(π 1 , π 2 , . . . , π K ) ∈ Ê K ≥0 | K k=1 π k = 1} to be the unit simplex in Ê K , and δ(·) to be the probability distribution assigning point mass to its argument. The vector of all ones and all zeros in Ê n are given by 1 n and 0 n , respectively. We omit subscripts where the dimension is obvious.
Given a real symmetric matrix M we write its spectral decomposition as
where U M is a unitary matrix and D M = diag(λ
are the ordered eigenvalues of M . We define the normalized Lapla-
We use the shorthand
to refer to each clustering method; e.g., EM • ASE is to be read as "EM for the ASE."
Finally, in sections where we are explicitly concerned with GMMs, any reference to the EM algorithm is understood to refer to the EM algorithm for a full GMM as outlined in Fraley and Raftery (2002) .
Background and Setting
The K-block SBM encodes the probabilistic connectivity within and between disjoint subsets of graph nodes. For K ≥ 2, π ∈ ∆ K , and B ∈ (0, 1) K×K a rank-d symmetric matrix with distinct rows, we write (A, τ ) ∼ SBM(n, B, π) with sparsity factor ρ n ∈ (0, 1] provided the following:
If only A is observed, we write A ∼ SBM(n, B, π).
The sparsity factor ρ n indexes a sequence of models where the edge probabilities change with n. We mention the sparsity factor purely for the sake of completeness, but common assumptions include taking ρ n ≡ 1 for all n or ρ n → 0 such that ρ n > log 4 n/n. The former assumption is equivalent to the assumption that there exists c > 0 such that ρ n → c;
Tang and Priebe (2018) used the latter assumption to establish concentration in spectral norm of A and L(A) around ρ n P and L(P ) (where P is discussed below). As we are primarily concerned with SBM settings in which the sparsity factor is identically 1 we suppress it throughout the remainder of the paper.
The SBM is a special case of the random dot product graph (RDPG) (Sussman et al., 2012) , which encodes the probability that two nodes in a random graph share an edge as defined by the n × n symmetric edge probability matrix P such that A ij ind.
∼ Bern(P ij ) for i ≤ j (Young and Scheinerman, 2007) . It is mathematically convenient to allow for self-loops, as that allows us to rewrite P = XX ⊤ , where X ∈ Ê n×rank(P ) such that the row magnitudes are at most 1 and the dot product between any two rows falls in the unit interval. We refer to the rows of X as the latent positions of the random graph model.
Note that the latent positions are inherently unidentifiable, since for any d × d orthogonal
For a given realization of the block assignments we can expand the rank-d blockprobability matrix B up to the full P to perform the same deconstruction. In doing so we find that there exist ν 1 , ν 2 , . . . , ν K ∈ Ê d such that
where n k := |{i ≤ n|τ i = k}|. The ν k are the latent positions of the SBM, and we can reduce this to the simple statement B = xx ⊤ where
For d ≤ n, the d-dimensional adjacency spectral embedding (ASE) of A is given by the
eigenvalues on the diagonal (Lyzinski et al., 2014) . The n rows ofX can thus be thought of as a collection of points in Ê d that estimate the true latent positions up to orthogonal transformation. We can, therefore, touch upon the notion of how a random choice of an unobservable latent position X i (say, via some distribution F on Ê d ), informs the distribution of the corresponding latent position of node i. For a K-block SBM we have that the distribution F on the latent positions is a mixture of point masses, with mixture weights π k . Athreya et al. (2016) obtained the following result as a corollary to a more general theorem regarding RDPGs and SBMs with ρ n → 0 such that ρ n > log 4 n/n.
there exists a sequence of orthogonal matrices W n such that for any fixed index i
That is to say that the optimally rotated rows of the ASE for a graph generated by an SBM are approximately distributed as a mixture of curved multivariate normal distributions each centered at the latent positions of B. Owing to the method by which the ASE is computed, we note that the rows are identically distributed but not independent.
The Laplacian spectral embedding (LSE) is to the normalized Laplacian L(A) as the (d) . LikeX, the n rows ofX can be thought of as a collection of points in Ê d . The LSE is preferred in settings where the adjacency matrix is sparse or the edge probability matrix is believed to be of the form ρ n P n for some positive sequence ρ n → 0 as n → ∞ since the normalized Laplacian is the same for P as it is for ρP ; i.e.,
Tang and Priebe (2018) obtained the following result for the LSE of an SBM, analogous to the previous theorem.
Theorem 2.2. Let the setting be as in Theorem 2.1, and also let µ = [X 1 ] and
If ρ n ≡ 1 and n k = |{i ≤ n|X i = ν k }|, then there exists a sequence of orthogonal matrices W n such that for any fixed index i
The limiting distributions justify the use of full GMMs to cluster the rows of either spec- In practice, both rank(B) and K are unknown. A principled method of estimating the former is to inspect the scree-plot of the singular values of A and look for "elbows" defining the cut-off between singular values corresponding to signal dimensions and those corresponding to noise dimensions . We can estimate the latter by means of maximizing a fitness criterion penalized by model complexity, a la the Akaike Information Criterion (AIC) (Akaike, 1974) and the Bayesian Information Criterion (BIC) (Schwarz, 1978) .
For a comprehensive look at the proofs of Theorems 2.1 and 2.2, as well as fuller details of the setting we describe, we refer the reader to Athreya et al. (2018) .
The Expectation-Solution Algorithms
First introduced by Elashoff and Ryan (2004) , the Expectation-Solution (ES) algorithm arises as a generalization of the EM algorithm (Dempster et al., 1977) , where instead of updating the parameter estimates according to a collection of complete-data likelihood equations, we update the parameters as solutions to complete-data estimating equations.
We will demonstrate that implementation of ES in a curved-Gaussian mixture setting allows us to make full use of the mixture components' curved structure without sacrificing the relative simplicity of EM.
The Expectation-Solution Algorithm for the General Incomplete Data Setting
We model our treatment of the ES algorithm on that found in McLachlan and Krishnan (2008) . 
where a j (Ψ) is the jth column of A Ψ . Here S(Y) is the complete data summary statistic.
The algorithm is:
Algorithm 1: The ES Algorithm for the General Incomplete Data Setting
3. S-Step: FindΨ that solves AΨh(Ψ|Ψ * ) + bΨ(X) = 0.
4. Take Ψ * =Ψ.
5.
Repeat steps 2-4 until some convergence criterion is satisfied.
Remark. When the complete-data estimating equations for a given model coincide exactly with the complete-data likelihood equations for the same model, then the ES and EM algorithms are equivalent. Thus, any comparisons drawn between EM and ES for a particular setting are actually between two different ES algorithms, a fact which allows us to use comparable convergence criteria. See the first paragraph of section 4 for more details.
The ES Algorithm for Mixtures of Curved Gaussians
Consider the usual K-component d-variate Gaussian mixture model (GMM): Suppose instead that X 1 , X 2 , . . . , X n are identically distributed, and our model is
and each Σ k is continuous and differentiable. Here each component distribution is a curved exponential family distribution, where the component variances are functions of the means (Bickel and Doksum, 2015) ; hence we refer to such a setting as a curved-Gaussian mixture model (C-GMM). If the X i are also independent and we attempt to derive completedata likelihood equations equations to derive an EM algorithm, we may become swiftly enmired in non-linear equations which we must solve to update the means at each iteration, depending on the structure of each Σ k .
Here the ES algorithm circumvents the potential difficulty afforded by the variance functions. We begin by considering the natural unobserved data extension of X = (X 1 , ..., X n ), which should come as no surprise to those familiar with the EM algorithm:
In the complete-data setting (X, Z) we immediately note the following:
which hold regardless of the dependencies among the X i . These give rise to the natural estimating equations
If we take Ψ to consist of π 1 , . . . , π K−1 and the entries of µ 1 , . . . , µ K then the complete-data estimating equation U c ((X, Z), Ψ) = 0 is characterized by
In computing h(Ψ|Ψ * ) = Ψ * [S(X, Z)|X = x], we find that we must only obtain
.
Thus h(Ψ|Ψ * ) = S(x, Z * ) by linearity of expectation. The next iterateΨ is then obtained
Here is the algorithm written concisely:
Algorithm 2: The ES Algorithm for the Curved-Gaussian Mixture Setting
2. E-Step: For each i and k compute
3. S-Step: Compute the entries ofΨ aŝ
5.
Note that the only difference between this ES algorithm and the usual EM algorithm for GMMs is that we "update" the component variances by plugging the usual updates for the component means into the respective Σ k (·) instead of computinĝ
As a result we estimate only (d + 1)K − 1 parameters, whereas in the full GMM setting we estimate another K(d + d 2 ) parameters comprising the component covariances. Since the model complexity penalties used to compute both AIC and BIC increase in magnitude with the number of parameters, the severe reduction in the number of parameters needed to be estimated in a C-GMM can vastly decrease these penalties. I.e., if we are deciding between a GMM and C-GMM with approximately equal likelihoods for a given collection of data, then it is clear that the C-GMM will achieve the higher (and therefore more desirable) AIC or BIC.
If we are interested in clustering the observations we perform the usual GMM clustering procedure, which is to assign each observation to the cluster with the highest posterior probability.
Remark. We note here the distinction between two classes of C-GMMs. We call a C-GMM separable if each component variance is solely a function of its respective mean and possibly its mixing proportion. Likewise, if one or more of the variances take other components' means or mixing proportions as arguments, then that C-GMM is tied -as in the cases of both spectral embeddings' limiting distributions.
ES Algorithm for the ASE
Let us assume the setting of Theorem 2.1 with B = xx ⊤ , where the k th row of x is ν k , and that we have observed A and computed its d-dimensional ASEX.
The variance function thus takes every latent position and mixture weight as arguments, and our iterative scheme must reflect this. Therefore, let Σ(·|x, π) denote the covariance function instead. The normal mixture model we thus consider iŝ
where eachX i is identically distributed.
The algorithm is thus:
Algorithm 3: The ES Algorithm for the ASE 1. Initialize Ψ * = Ψ 0 .
E-Step:
Compute
4. Take Ψ * =Ψ. 5. Repeat steps 2-4 until some convergence criterion is satisfied.
Remark. We can construct a separable analogue of Algorithm 3 by updating each variance with the newest iterate of the corresponding mean and proportion while holding all other arguments as their previous iterates, only updating them every ι iterations, or holding them constant. Such schemes (particularly the last) greatly alter the model at hand, hence we would not recommend them for use; rather, we only mention them to fill in the middle ground between algorithms 2 and 3.
ES Algorithm for the LSE
Let us assume the setting of Theorem 2.2. We have
The normal mixture model we consider here iš
where eachX i is identically distributed. Owing to the presence of the unobserved n k in the component means, the fact that the ASE and LSE are defined by the 1-1 transformatioň
and the fact that the LSE covariance function takes the ASE component means as arguments, we cannot simply invoke an analogue of the above algorithm. We propose expanding the parameter vector Ψ by treating the n k as parameters that can be obtained by the K estimating equations
which would be solved byn k := n i=1 Z ik = nπ k if we observed the cluster labels of each row ofX.
Upon observing A and computing bothX andX, we propose the following algorithm:
Algorithm 4: The ES Algorithm for the LSE 1. Initialize Ψ * = Ψ 0 and take Σ k (·) =Σ(·|x, π)/n 2 .
2. E-Step: Compute
S-Step: Computeπ
Note that this algorithm makes full use of both the LSE and ASE; theX i are used in the E-Step, but theX i are used in the S-Step. Even so, clustering is to be done based on the rows ofX, as they correspond exactly to the posterior probabilities we compute while the algorithm runs its course.
Simulations
For each simulation setting we generated 100 samples of size n = 200, 300, . . . , 900 and compared the performance of our ES algorithms with their respective EM analogues. The specific EM algorithm we used was the function em from the R package Mclust (Scrucca et al., 2016) . All four procedures were initialized at the true parameter values. Since EM is a maximum likelihood procedure, the default convergence criterion is to terminate when updates to the loglikelihood are less than 1 × 10 −5 . By contrast there is no convenient objective function associated with the ES algorithm, since the iterates arise as solutions to complete-data estimating equations; moreover, it was observed anecdotally in a few of our settings that the loglikelihood may decrease after an ES iteration. With that in mind, we noted that the EM algorithm actually is an ES algorithm where the complete-data estimating equations are the complete-data likelihood equations; and we altered the code of em to reflect this. Therefore convergence of EM and ES for the ASE was assumed when the Euclidean distance between successive estimates of the parameter vector Ψ consisting of the mixing proportions and the entries of x was less than 1 × 10 −5 , and convergence of EM and ES for the LSE was assumed when the Euclidean distance between successive estimates of the parameter vectorΨ consisting of the mixing proportions and the scaled latent positions was less than 1 × 10 −6 for the LSE, or the number of iterations exceeded 10,000. The lower threshold for ES • LSE was based on the fact that in computing the LSE we effectively shrink the rows of the ASE towards the origin.
To evaluate clustering performance we computed the adjusted Rand index (ARI) (Hubert and Arabie, 1985) for the cluster assignments from each method with the true cluster labels. For each clustering method m found in (1), we let ARI m denote the ARI produced by that method.
For ℓ = A, L we performed Wilcoxon rank-sum tests (Mann and Whitney, 1947) We tabulate all results in the form of 95% confidence intervals for the median of each
To evaluate accuracy of the parameter estimates we computed the squared error of each method's terminating estimate from the true parameter vector Ψ. As will be seen in subsection 4.2 we circumvented the issue of the latent positions' non-identifiability by rotating and centering the our simulated data over the "canonical" latent postions in the first orthant by way of a Procrustes transformation. We take Ψ ASE to consist of the entries of π and x, as well as those of the covariance matrices Σ(ν k |x,π) n . As EM • LSE does not outright produce estimates for the ν k , we take Ψ LSE to consist of the entries of π, µ k := 
and p L be that corresponding to the test
In all tables we embolden entries which indicate strict improvement of our algorithms over EM.
Non-Graph Setting
We first tested ES • {ASE, LSE} on random data generated directly from the mixture distributions given in Theorems 2.1 and 2.2. We considered the following models: with π = ( 1 2 , 1 2 ) in all cases. It will be seen that these particular choices of x correspond to the four SBMs from which we simulate in the following two subsections. Each randomly generated sample was taken to compriseX and the simulated LSE was computed via the 1-1 relationship (3), taking A =XX ⊤ .
For models 1 and 2 the EM algorithms approximately match the ES algorithms' performance for large n. As n increases, the component variances of both mixtures shrink around the component means, pulling the points into tight, distinct clusters. EM tended to cluster more accurately than ES in models 3 and 4, and we credit this to the fact that in these settings the point clouds overlap significantly for small to moderate n, and it is not until around n = 700 that distinct clusters start to form. 300 (-0.0123, -4e-5) (-0.0122, -0.0001) 5e-7 1e-5 400 (-0.0091, 7e-6) (-0.0095, 6e-7) 0.0072 0.0002 500 (-0.0079, -2e-5) (-0.0079, -6e-5) 0.0014 0.0003 600 (-0.0065, 1e-6) (-0.0065, -1e-5) 0.0032 0.0008 700 (-0.0029, 8e-5) (-0.0028, 0.0028) 0.0059 0.0011 800 (-0.0050, 7e-5) (-0.0025, 5e-5) 0.0123 0.0015 900 (-0.0044, 0.0025) (-0.0044, 0.0022) 0.0796 0.0370 800 (-0.0048, -0.0023) (-0.0047, -0.0001) 1e-6 2e-6 900 (-0.0042, 3e-5) (-0.0042, 4e-5) 0.0001 0.0005
In model 1, the ES algorithms tend to more accurately estimate the component means, variances, and weights than do the EM algorithms. As n increases the accuracy of the EM algorithms begins to match that of the ES algorithms; again, we suspect that this is due to the emergence of distinct clusters. In model 2, the EM algorithms perform more accurate estimation for small n, but are overtaken by the ES algorithms as n increases.
Owing to the fact that x 2 arises as the latent positions for a sparse SBM (relative to that corresponding to x 1 ), we suspect that as n increases beyond 900 parameter estimation by either algorithm will be comparable as this model's clusters further separate. 
Balanced Affinity Network Structure
A K-block SBM is said to possess homogeneous balanced affinity structure if B ii = a for all i, B ij = b for all i = j, 0 < b < a < 1, and π k = 1 K for all k . For the purposes of our simulations we considered the 2-block homogeneous balanced affinity SBMs characterized by (a 1 , b 1 ) = (.5, .4) and (a 2 , b 2 ) = (.2, .15).
Since the latent position matrix x is only identifiable up to orthogonal transformation, we took the canonical latent position matrix to be that centered in the first quadrant of Ê 2 via the following transformation:
For each model we used the R package igraph to sample from the SBM with the class assignments fixed, computed the ASEX from its definition, then centered the rows over the canonical latent positions with the d × d orthogonal transformationŴ that solved the Procrustes problem
where X is as in (2). Following this the LSE was computed via the 1-1 relationship (3).
We then performed the procedure as described in the previous subsection and output the results in tables 6-7. Overall we observe the same results as in tables 1 and 2; however, it's clear that the degree to which ES out-clusters EM has increased, particularly in model 2. 200 (-0.0634, -0.0139) (-0.0504, -0.0201) 0.0080 8e-10 300 (-0.0237, -0.0104) (-0.0225, -0.0108) 8e-5 2e-12 400 (-0.0140, -0.0044) (-0.0094, -0.0040) 5e-9 1e-12 500 (-0.0076, -2e-5) (-0.0039, 0.0001) 7e-6 1e-7 600 (-0.0034, 4e-6) (-0.0032, 0.0001) 1e-6 3e-9 700 (-0.0028, 5e-5) (-0.0028, 8e-6) 0.0001 2e-5 800 (-0.0049, 7e-6) (-0.0049, -1e-5) 1e-5 0.0001 900 (-0.0043, 3e-5) (-0.0043, 2e-5) 9e-7 0.0005 400 (-0.0308, -0.0006) (-0.0180, -0.0060) 0.0919 7e-11 500 (-0.0227, -0.0082) (-0.0118, -0.0029) 2e-5 7e-11 600 (-0.0155, -0.0053) (-0.0078, -0.0001) 4e-5 2e-10 700 (-0.0115, -0.0026) (-0.0091, -0.0024) 4e-11 3e-11 800 (-0.0088, -0.0022) (-0.0064, -0.0001) 2e-9 8e-9 900 (-0.0061, -0.0020) (-0.0059, -0.0020) 1e-9 3e-13 4.3 Core-Periphery Network Structure and π = (π 1 , 1−π 1 ) . We considered the 2-block balanced core-periphery SBMs characterized by (a 3 , b 3 ) = (.2, .15) and (a 4 , b 4 ) = (.5, .42). We then performed the same procedure as described in the previous subsections and output the results to tables 8-9. As in the mixture setting, ES largely fails to outperform EM, except for small to moderate n in model 3. However, the CIs in tables 3-4 indicate that EM tended to strictly outperform ES; but in tables 7-8, ES L is approximately on par with EM L . As before, we repeated the model 4 simulations for n = 1000, 1100, . . . , 1700 and output the results to table 10.
Both here and in the mixture setting, it was observed that ES tended to vastly overestimate the entries of the covariance matrices, hence the algorithms' seeming inability to more accurately estimate Ψ, except for ES • LSE in model 3 when 700 ≤ n ≤ 900. To compare clustering performance for this setting we considered the model A ∼ 
.0915 0.1076 0.0057 0.0034
.1076 0.3149 0.0056 0.0649
.0057 0.0056 0.0886 0.1099
.0034 0.0649 0.1099 0.3173
For each n = 500, 600, . . . , 1200 we generated 100 graphs, computed their ASEs and LSEs, carried out the procedures as otherwise described, and output the results to table 9. We opted not to compare accuracy of parameter estimation, since we observed that our algorithms tended to vastly overestimate the covariances as described in the previous subsection. Here ES tended to more successfully cluster than EM for all values of n. 
Discussion
We have described an algorithm that estimates the parameters of a curved-normal mixture model and accounts for the components' curvature. The algorithm itself is an adaptation of the usual EM algorithm for smooth-normal mixture models, where instead of updating the component variance estimates in the usual way we simply plug the usual updates to the component means into the variance function(s). Even though we developed this algorithm purely for the purpose of spectral clustering for SBMs, we suspect that we can easily adapt it to mixtures of curved exponential families in which the component distributions are not normal. We hope to explore this, as well as sufficient conditions for consistent and asymptotically normal estimates as outlined in the appendix of Elashoff and Ryan (2004) , in a future paper.
The simulation results demonstrate that taking into account the curvature of the spectral embeddings' limiting distributions allows us to improve node clustering for SBMs, and -in some settings -by a vast margin. The dominance our algorithms display in outperforming EM for the brain connectome model lead us to highly recommend our method for that application. Moreover, there existed at least one sample size for which at least one of our proposed algorithms clustered significantly more accurately than vanilla EM in all but one of the models from which we simulated. Since we initialized all simulations at the true parameter values, we have omitted any discussion of sufficient conditions for local or global convergence of ES • {ASE, LSE}. However, it was observed anecdotally in the brain connectome setting that initializing ES far from the canonical latent positions still resulted in accurate clusters.
Though the simulations are presented through the lens of evaluating ES against EM, we also compared both methods to K-means (Appendix). When all three algorithms were compared to each other, we determined that their clustering performance was approximately equal for the homogeneous balanced affinity models, and that EM and ES performed vastly better than K-means in the other settings. This corroborates the prior work done by Athreya et al. (2016) and Tang and Priebe (2018) ; since the canonical latent positions of a 2-dimensional full-rank homogeneous balanced affinity model lie equally spaced in the first quadrant with equal covariances, the K-means assumption of spherical covariances does not particularly hinder the clustering problem. As the other settings are far more varied in the spacing of their latent positions and the shape and orientation of their covariances, the flexibility afforded by EM and ES renders them far more effective than K-means. Moreover, the fact that ES eclipsed EM for the connectome SBM but not the core-periphery models suggests that ES is more useful for a wider range of models, while EM's superiority may be limited to that particular submodel.
The major drawback of our algorithms in the SBM setting is their seeming inability to accurately estimate the component variances. We noted that ES occasionally yielded values of ∆ −1 and∆ −1 with diagonal entries far exceeding 1. A possible alteration to the algorithm that may reduce or eliminate this issue entirely would be to replace ∆, µ, and Xie, F. and Y. Xu (2019). Efficient estimation for random dot product graphs via a one-step procedure. arXiv .
Young, S. J. and E. Scheinerman (2007) . Random dot product graph models for social networks. In Proceedings of the 5th international conference on algorithms and models for the web-graph, pp. 138-149.
Appendix: Comparison of EM and ES to K-Means
In our simulations we also compared the clustering performance of EM and ES against that of K-means. As before we present the results in terms of 95% confidence intervals for the median difference in ARI, but due to the presence of multiple ties in the homogeneous balanced affinity settings we elected to use the SIGN test with a two-sided alternative. For ℓ = A, L as in section 4 and Z = M, S we define ∆ KZ ℓ := ARI KM •ℓSE − ARI EZ•ℓSE .
As in Section 4, we embolden all entries indicating strict, significant improvement of our ES algorithms over K-means. (0.0167, 0.0493) (0,0.0220) (0,0.0048) (0, 0.015) 300 (0, 0.0122) (0, 0.0119) (0, 0) (0, 0) 400 (0, 0) (0, 0) (0, 0) (0, 0) 500 (0, 0) (0, 0) (0, 0) (0, 0) 600 (0, 0) (0, 0) (0, 0) (0, 0) 700 (0, 0) (0, 0) (0, 0) (0, 0) 800 (0, 0) (0, 0) (0, 0) (0, 0) 900 (0, 0) (0, 0) (0, 0) (0, 0) 
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