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Resumen
El presente trabajo ha tenido como objetivo explorar las propiedades de modelos cuánticos bi-
dimensionales denidos sobre dos tipos de espacios de fase no-conmutativos: el primero de ellos
con parámetros de no-conmutatividad constantes en el espacio de fases, lo que rompe la invariancia
de Lorentz, mientras que en el segundo caso la no-conmutatividad es inducida por el corrimiento
de las variables canónicas mediante la suma directa de generadores de una representación unitaria
irreducible del grupo de Lorentz, preservando así esa simetría.
En primer lugar, analizamos modelos bidimensionales no relativistas con parámetros de no-
conmutatividad constantes (tanto en el espacio de coordenadas como en el de momentos), haciendo
especial énfasis en el caso de potenciales centrales. Para ello consideramos el generador de las rota-
ciones sobre los planos de coordenadas y de momentos y el álgebra de Lie generada por las formas
cuadráticas en las variables dinámicas invariantes frente a rotaciones, mostrando que el problema
de autovalores de tales Hamiltonianos siempre puede ser referido al espacio de representación de las
representaciones unitarias irreducibles de los grupos SL(2;R) o SU(2), según sea la relación entre
los parámetros de no-conmutatividad. La existencia de dos fases cuánticas para estos sistemas había
sido encontrada en [1], donde se empleó una realización lineal de las variables dinámicas en términos
de operadores de creación y destrucción. Nuestro aporte muestra que esa estructura algebraica es
independiente de la realización particular de las variables dinámicas no-conmutativas utilizada y
está determinada sólo por las relaciones de conmutación entre ellas. En ese contexto, discutimos
explícitamente interacciones cuadráticas tales como el oscilador armónico y el problema de Landau
y, utilizando el desarrollo espectral de potenciales centrales, estudiamos el pozo circular (nito e
innito) en el plano no-conmutativo con el n de introducir un borde en ese espacio difuso.
En segundo lugar, consideramos modelos de una partícula en un espacio de Minkowski de (2+1)
dimensiones dotado de una no-conmutatividad no-standard, que puede considerarse inducida por
el corrimiento de variables canónicas de coordenadas y momento mediante la suma directa de
generadores de una representación unitaria irreducible de SL(2;R), grupo de Lorentz de ese espacio.
Esta denición fue interpretada en el contexto de la descomposición de Levi del álgebra deformada
que satisfacen las variables dinámicas no-conmutativas. En ese contexto, se estudió el problema
de Landau y del oscilador armónico, tanto para partículas de Schrödinger como de Dirac, cuyos
Hamiltonianos fueron obtenidos a través del corrimiento de Bopp no abeliano antes descrito a
partir del problema usual en el plano conmutativo. Los espectros para estos modelos se estudiaron
a través de teoría de perturbaciones tanto para pequeños como para grandes parámetros de no-
conmutatividad.
Mientras que en el espacio conmutativo usual el problema de Landau se reduce al de un oscilador
armónico con un término de momento angular, en este espacio no conmutativo la extensión es no
trivial ya que L^ tiene una estructura interna dada por los generadores de SL(2;R).
Cabe señalar que en estos modelos no se encuentra una relación entre los parámetros de no-
conmutatividad entre coordenadas y entre momentos, sino que ambos juegan un rol similar. Además,
como los espacios de representación de las representaciones unitarias irreducibles de SL(2;R) pueden
ser realizados en términos de funciones de cuadrado integrable de una variable, se concluye que
estos sistemas son equivalentes a modelos cuánticos de partículas que viven en un espacio con una
dimensión compacta adicional.
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Parte I
Introducción a las teorías en espacios
no-conmutativos
En esta primera parte de la tesis, daremos una introducción general a las teorías en espacios no
conmutativos en matemática y física.
Comenzaremos explicando someramente el contexto en el cual surgen las primeras ideas de
un espacio-tiempo discretizado y el interés actual en las mismas ideas, mencionando que estas
estructuras aparecen en el marco del límite de bajas energías de la teoría de cuerdas, en el contexto
de la materia condensada, cobrando relevancia en el estudio del efecto Hall, y como una estructura
alternativa del mecanismo de Kaluza Klein (capítulo 1).
En segundo lugar haremos una breve introducción a la mecánica simpléctica viendo alguna de
las consecuencias inmediatas de trabajar con un álgebra deformada de corchetes de Poisson en
mecánica clásica. Posteriormente introduciremos el producto Moyal, lo que nos permitirá pasar a
un marco cuántico, para nalmente discutir las limitaciones inherentes de una no-conmutatividad
a parámetros constantes e introducir así el espacio de Snyder (capítulo 2).

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1. Introducción Física
En 1930 Heisenberg, con el n de controlar las divergencias que plagaban la electrodinámica
cuántica, propuso reemplazar el espacio-tiempo continuo por una estructura reticular [2]. Esta idea
de un espacio de conguración difuso, donde las distancia mínima queda acotada por esa estructura
efectiva en celdas, resulta particularmente interesante para las teorías cuánticas de campos, ya que
introduce un cut-o que permitiría evitar, o al menos atenuar, el problema de las singularidades de
corta distancia, conocidas como divergencias ultravioletas de la teoría. Esta propuesta fue discutida
por Peierls, Pauli, Oppenheimer, entre otros y desarrollada principalmente por Snyder. Sin embargo
las teorías de campos no-conmutativas no despertaron demasiado interés en sus orígenes. Por un
lado, postular una relación de incerteza entre las coordenadas conduce a teorías no-locales con las
dicultades que ellas conllevan. En segundo lugar, la introducción de una escala mínima no garan-
tizaba la remoción de las divergencias de teoría de campos, puesto que una teoría no-conmutativa
podría, en principio, tener las mismas divergencias que su contraparte conmutativa o aún peores.
Por último, en aquella época subyacía la idea generalizada de que un espacio-tiempo discretizado
implicaba aceptar el rompimiento de la invariancia de Lorentz [3, 4, 5].
Fue Snyder quien en 1947 introdujo por primera vez en un artículo titulado Quantized Space
Time [6] una estructura espacio-temporal no-conmutativa que actuaba como un cut-o efectivo en
teoría de campos preservando explícitamente la covarianza de Lorentz. En ella, las coordenadas es-
paciales son representadas mediante generadores de subgrupos compactos del grupo SO(1; 4), grupo
de simetrías de un espacio de de Sitter, presentando así un espectro discreto al tiempo que el resto
de los generadores reproducen el álgebra del grupo de Lorentz de su proyección tetradimensional.
Un año mas tarde publicó, en el mismo contexto, un segundo artículo [7] delineando otros aspectos
de la teoría. Sin embargo, este notable desarrollo no fue explorado por la comunidad cientíca ya
que coincidió con los éxitos del programa de renormalización aplicado a la electrodinámica cuántica,
el cual dio solución al control de las divergencias ultravioletas de la teoría permitiendo la predicción
numérica de observables físicos con asombrosa exactitud, por lo que Snyder abandonó estas ideas y
continuó sus investigaciones en otro tema.
Desde un punto de vista puramente matemático, Weierstrass abrió un nuevo camino en la
geometría al estudiar directamente el conjunto de funciones complejas que satisfacen un álgebra
particular y derivar el conjunto de puntos a partir de ellas. 1
Esta idea de reemplazar conjuntos de puntos por álgebras de funciones fue ampliada tiempo
mas tarde por von Neumann [8] quien introdujo el término geometría no-conmutativa para referirse
de forma general a aquella en la cual el álgebra de funciones es reemplazada por un álgebra no-
conmutativa.
Al igual que en la cuantización del espacio de fases clásico, las coordenadas son reemplazadas
por los generadores de cierta álgebra, operadores Hermíticos que satisfacen reglas de conmutación
1A modo de ejemplo supongamos que V es un conjunto de puntos con un número nito de elementos. Entonces
el conjunto de funciones complejas denidas sobre V forma un álgebra conmutativa y asociativa de dimensión nita
como un espacio vectorial. El producto de dos vectores viene dado por el producto de sus componentes y satisface
la desigualdad k fg kk f k k g k con respecto a la norma k f k= maxjf j. Sea f? el complejo conjugado de
f , que satisface k ff? k=k f k2. Un álgebra normada con una operación de involución f ! f? que satisface las
dos condiciones anteriores se la denomina una C?-álgebra. De forma inversa cualquier álgebra nito dimensional
conmutativa que sea una C?-álgebra puede ser considerada como un álgebra de funciones sobre un conjunto nito
de puntos donde el número de puntos está codicado en la dimensión del álgebra. Es esencial que el álgebra sea
conmutativa para poder interpretarla como un álgebra de funciones sobre un conjunto de puntos.
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no triviales. De ese modo, las coordenadas no pueden ser todas ellas diagonalizadas simultánea-
mente y el concepto usual de posición en el espacio deja de tener sentido. Así como la celda de
Bohr reemplaza el concepto de punto sobre el espacio de fases clásico, la noción intuitiva adecuada
para reemplazar al punto en esta geometrías no-conmutativas es la de una estructura reticular en
el espacio de coordenadas. Pero, puesto que dicha estructura no es observada a escalas macroscópi-
cas, las dimensiones lineales de la celda deben ser menores o comparables a la longitud de Planck,
`p :=
q
~G
c3
= 1;6162 10 35m, donde G es la constante de gravitación universal de Newton.
Por analogía con la Mecánica Cuántica, cuando se describe la versión difusa del espacio-tiempo,
las cuatro coordenadas son representadas mediante operadores hermíticos denidos sobre un espacio
de Hilbert que generan un álgebra no conmutativa, satisfaciendo relaciones de la forma
[x; x ] = {  J ; (1.1)
donde  es un parámetro con dimensiones de longitud al cuadrado. La presencia del factor { en el
lado derecho de la ecuación (1.1) implica que los J son también operadores hermíticos. Si estos
operadores son no nulos, cada coordenada x tendrá autovalores reales, pero no todas ellas podrán
ser simultáneamente diagonalizadas, de modo que esas relaciones de conmutación conducen a un
principio de incerteza análogo al de Heisenberg,
xx  
2
jhJij ; (1.2)
quedando así el espacio-tiempo cuantizado en celdas cuyo volumen es del orden de (2)2. De esta
manera, la introducción de una longitud característica induciría un cutt-o ultravioleta efectivo en
el espacio de momentos,
2 . 1

: (1.3)
Por otro lado, puesto que en el límite en que  ! 0 el álgebra de las coordenadas no-conmutativas
(1.1) converge al álgebra de Heisenberg usual, resulta razonable pensar que esos operadores deberían
de converger a las variables conmutativas usuales q (operadores multiplicativos), a menos de una
constante de normalización Z,
lm
!0
x = Z q (1.4)
Una consecuencia inmediata de (1.1), que se deduce de la identidad de Jacobi
x1;

x2; p1

+

x2;

p1; x
1

= {

J12; p1

; (1.5)
es que a menos que J12 conmute con p1, los conmutadores

x1; p1

y

x2; p1

no pueden pertenecer
simultáneamente al centro del álgebra A generada por las coordenadas y los momentos. Por el
contrario se tiene, 
xi; pj

= {~
 
ij + A
i
j

; (1.6)
siendo Aij un elemento del álgebra A que no pertenece al centro.
Pero la geometría es más que sólo una colección de puntos y, en consecuencia, se necesita más que
sólo el álgebra para describirla. Alain Connes en los 80 resolvió este problema [9, 10], conjuntamente
con otros matemáticos [11], introduciendo la noción de geometría diferencial no-conmutativa con
su cálculo diferencial asociado. Así como es posible denir una estructura diferencial asociada a un
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espacio topológico, también es posible asociar un estructura diferencial a una dada álgebra arbitra-
ria. Las primeras aplicaciones físicas de estos desarrollos se basaron en interpretaciones geométricas
del Modelo Standard, de sus campos y constantes de acoplamiento [10, 12]. Por otro lado, esta
generalización no-conmutativa resultó ser esencial para explorar la relación entre Mecánica Cuán-
tica y Mecánica Clásica. En efecto, así como el rol de la geometría simpléctica es actualmente un
campo de gran importancia tanto en Matemática como en Física, que permite describir y modelar
fenómenos naturales, las estructuras simplécticas no-conmutativas ofrecen un entorno promisorio
para la construcción de teorías físicas.
Siguiendo con el lineamiento de las motivaciones matemáticas, la geometría no-conmutativa
abrió la posibilidad del estudio de los llamados grupos cuánticos. Éste término denota varios tipos
de álgebras no-conmutativas con una estructura adicional. Curiosamente, no son ni grupos ni
cuánticos. El primer ejemplo fue encontrado por Kulish-Reshetikhin [13] y por Sklyanin [14]. Una
descripción sistemática fue dada por Woronowicz [15] entre otros. Tiempo después, Wess-Zumino
[16] construyen el cálculo diferencial en estos espacios cuánticos. La teoría de representación de
grupos cuánticos es un campo de investigación activo desde el trabajo pionero de Woronowicz. Otro
problema interesante es la relación entre el cálculo diferencial covariante bajo la (co-)acción de los
grupos cuánticos y aquellas construidas a partir del formalismo de Connes.
Por otro lado, las dicultades que han impedido hasta el momento formular una teoría cuántica
para la gravitación han renovado el interés en el estudio de geometrías no-conmutativas en las que la
estructura del espacio-tiempo a cortas distancias no esté apropiadamente descrita por una variedad
diferenciable. En efecto, puesto que es necesario concentrar una energía del orden de ~c=L para
alcanzar una resolución de distancias de orden L, la energía necesaria para medir la estructura del
espacio-tiempo con una precisión del orden de la escala de Planck es tal que en esa región se formaría
un agujero negro microscópico con un radio de Schwarzschild del mismo orden de magnitud. En
consecuencia, mejorar la precisión espacial más allá de la longitud de Planck requeriría una energía
mayor a ~c=`p y como los agujeros negros crecen en tamaño al aumentar su energía, la consecuencia
sería la formación de un agujero negro de tamaño mayor que la longitud de Planck, con lo que no se
lograría mejorar la precisión. Esto signica que las uctuaciones cuánticas que cambian la estructura
geométrica e incluso topológica del espacio-tiempo, tales como agujeros negros microscópicos, son tan
importantes como los gravitones y otras partículas cuando alcanzamos la escala de Planck. En otras
palabras, las uctuaciones cuánticas puramente gravitacionales adquieren la misma magnitud que las
uctuaciones cuánticas descritas por el modelo estandar, lo que sugiere que todas las interacciones
de la Naturaleza están unicadas a distancias del orden de la escala de Planck. Así pues, resulta que
la posibilidad de producir agujeros negros como uctuaciones cuánticas pone un límite operativo al
funcionamiento del microscopio de Heisenberg, ya que existirá una distancia efectiva mínima. Por
esta razón, muchos físicos cree que la construcción de una teoría cuántica de la gravitación requerirá
de un nuevo límite en la Naturaleza, en este caso en la escala de distancias.
Por otro lado la aplicación de la mecánica cuántica a un agujero negro macroscópico produce
resultados sorprendentes. Debido al carácter unidireccional del horizonte de sucesos resulta que un
par partícula-antipartícula creado espontáneamente por una uctuación cuántica puede perder uno
de los componentes detrás del horizonte. El efecto neto de este proceso es una radiación emitida por
el agujero negro que es alimentada por la energía del campo gravitacional y tiene una temperatu-
ra característica, llamada temperatura de Hawking, que es inversamente proporcional a la masa del
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Figura 1: Una energía E permite alcanzar una resolución L = ~c=E (línea intermitente). De colapsar toda esa energía en un
agujero negro, su tamaño aproximado sería L = `2pE=~c (línea de puntos). De combinar ambos efectos debería obtenerse un
comportamiento como en el de la curva de trazo continuo cuyo mínimo estaría localizado en L = `p =
p
G~=c3.
agujero negro. Aplicando argumentos generales de termodinámica, parecidos a los usados por Planck
para el caso de la radiación electromagnética, es posible deducir el número de estados microscópicos
que debería albergar el agujero negro para poder radiar con esa temperatura. El resultado es que el
agujero negro se puede describir como un sistema cuántico con una unidad de información por cada
unidad de área del horizonte (medida en unidades de la longitud de Planck). Una conclusión que de
nuevo rearma la idea de que la longitud de Planck es, de forma efectiva, una distancia mínima en
gravitación cuántica2.
Cabe mencionar que una de las primeras aplicaciones obvias de la geometría no-conmutativa es
la de una estructura alternativa para la teoría de Kaluza-Klein. En este tipo de teorías el espacio-
tiempo usual se deja inalterado modicándose sólo las dimensiones adicionales y reemplazando su
álgebra de funciones por un álgebra no-conmutativa, usualmente de dimensión nita. A consecuencia
de esta restricción, y a consecuencia de que estas dimensiones extras son puramente algebraicas, la
escala longitudinal asociada a ellas puede ser arbitraria [18].
El álgebra entonces toma la forma ,
A = C(V )
Mn ; (1.7)
donde C(V ) es el espacio de funciones continuas sobre la variedad V , usualmente tetradimensional,
y Mn es un álgebra de dimensión nita n. Una buena parte de este formalismo es idéntico al de la
teoría M de las D-branas [19, 20] . No obstante, dado que este punto de vista tiene varias debilidades,
por ejemplo la incorporación de las correcciones radiativas cuánticas, enventualmente fue abando-
nado. Sin embargo, causó un renovado interés en las ideas de Snyder acerca de la no-conmutatividad
del espacio-tiempo.
2Extracto obtenido de [17]
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Actualmente las teorías no-conmutativas tienen una utilidad y un interés maniesto en un amplio
espectro de problemas en diversas áreas tales como matemática [21, 22], física teórica [23, 24],
fenomenología [25] o materia condensada [26, 27], además de haber adquirido un interés per-se.
Por ello, resulta importante analizar las posibilidades de detectar tal estructura. Existen diversos
trabajos en los que se establecen cotas para los valores del parámetro de no-conmutatividad . En
[28] calculando las correciones radiativas debidas a la no-conmutatividad en el corrimiento de Lamb
y comparando con los datos observacionales se obtiene la cota jj  (10Tev) 2 (pjj  210 20m).
Valores similares fueron publicados en [29], donde la cota proviene del cálculo de la sección ecaz
diferencial para el problema de Aharonov-Bohm cuando el ujo magnético es cuantizado (siendo
nula la contribución para el caso conmutativo usual), y en [30] donde se estudiaron las anisotropías
debidas a la violación de la invariancia de Lorentz.
Por último, cabe mencionar que experimentos recientes llevados a cabo usando un condensado
de 52Cr [31, 32, 33], donde se puede relacionar el parámetro de no-conmutatividad  con parámetros
del experimento (ver [34]), derivaron en un valor aproximado de   10 15m2.
Paralelamente en [35], se relacionó el valor experimental del campo magnético en el Efecto Hall
Cuántico de [36] con  obteniendo un valor aproximado del mismo orden.
Pero la motivación más importante para el estudio de espacios no-conmutativos proviene de
teoría de cuerdas, puesto que constituye el mejor candidato para una teoría cuántica de la gravedad
unicada a las otras interacciones fundamentales. Tras los trabajos de Connes, Douglas y Schwarz
[19], Seiberg y Witten [23] y Douglas y Hull [37] se descubrieron diversos límites de la teoría de
cuerdas y de la teoríaM que corresponden a teorías efectivas de campos en espacios no-conmutativos.
Por su parte, en una geometría no-conmutativa una conguración monopolar tendría energía
nita ya que el punto donde estaría localizado el monopolo ha sido reemplazado por una celda
difusa, mientras que ciertos monopolos que se obtienen en teoría de cuerdas también tienen energía
nita [38]. Éste es otro aspecto importante que comparten ambas teorías.
En una geometría no-conmutativa la cuerda es reemplazada por un número nito de celdas don-
de cada una de ellas contiene un modo cuántico. A consecuencia de las relaciones de conmutación
no triviales, la línea  = q0   q que une dos puntos q0 y q está cuantizada y caracterizada
por un número de operadores de creación aj [25], cada uno de los cuales crea un desplazamiento
longitudinal. Estos desplazamientos corresponden a un modo vibracional longitudinal rígido de la
cuerda. Puesto que no se requiere energía para separar dos puntos, la tensión de la cuerda sería
cero.
En la versión más elemental de una teoría no-conmutativa,  =  J sería una matriz cons-
tante antisimétrica y, por lo tanto, no un operador covariante de Lorentz. Esta situación es hallada
en teoría de cuerdas en presencia de un campo tensorial antisimétrico de fondo [23]. Pero, puesto
que en ese caso J dene direcciones preferenciales respecto del observador inercial considerado,
se tiene una violación de la invariancia de Lorentz [3, 4, 5, 39, 40] como consecuencia indeseable.
Con el n de restaurar dicha invarianza, diferentes tipos de no-conmutatividad fueron estudiados
[41], en los que el parámetro  = J de la ecuación (1.1) es promovido a un operador que se
transforma como un tensor frente a transformaciones de Lorentz.
Estas ideas fueron puestas en práctica en una serie de papers [42], (empleando el álgebra de
Doplicher, Fredenhagen y Roberts [43]), en donde los operadores  son considerados como las
coordenadas usuales de un espacio-tiempo extendido a diez dimensiones con la hipótesis de que el
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triple conmutador de las coordenadas x se anula. Esta álgebra fue extendida más tarde por Amo-
rim [44] a través de la introducción de un momento canónico conjugado a esas nuevas coordenadas.
Las teorías no-conmutativas también aparecen en el área de materia condensada. Por ejemplo,
en el estudio de la dinámica de electrones en un campo magnético proyectado sobre el nivel de
Landau más bajo, problema de relevancia para el efecto Hall cuántico [45].
Esta tesis se circunscribe al marco de la Mecánica cuántica no-conmutatva [46], modelo simpli-
cado empleado para explorar las propiedades de estos espacios no-conmutativos con el objeto de
obtener consecuencias fenomenológicas más directas que las que resultan del estudio de teorías de
campos. En la formulación Hamiltoniana, el álgebra de Heisenberg usual debe modicarse intro-
duciendo una relación de conmutación para las coordenadas, lo cual también puede expresarse en
términos de una ecuación de Schrödinger deformada por el producto Moyal [47, 48].
Además de la no-conmuatividad ya mencionada entre operadores de coordenadas [43, 49], tam-
bién ha sido considerada la no-conmutatividad entre operadores de momento, en relación a una
deformación por cuantización de la estructura de Poisson [50] y como una cuantización magnética
[51, 52]. Téngase en cuenta que la introducción de un campo magnético de fondo en la Mecánica
Cuántica usual conduce a la no anulación del conmutador ente momentos canónicos.
Estos trabajos estimularon la construcción de nuevos modelos cuánticos [46], permitiendo ex-
plorar nuevas ideas en diversas situaciones de interés. Por ejemplo, modelos basados en un tipo de
deformación no-standard del álgebra de Heisenberg, en la cual las variables dinámicas son modica-
das mediante la suma directa de generadores de un álgebra de Lie no Abeliana, como los estudiados
en [53, 54]. Una deformación similar en los momentos puede ser interpretada como la introducción
de un campo magnético constante no-Abeliano [55, 56].
Este tipo de no-conmutatividad en el espacio de fases, donde el número de grados de libertad se
ve extendido de la manera antes descrita, ha sido empleada en la formulación de algunos modelos
cuánticos de interés [53, 54] encontrando aplicación, por ejemplo, en la descripción del grafeno,
un nuevo material recientemente obtenido experimentalmente que se comporta como un sistema
bidimensional. En efecto, en [56] fue estudiado un modelo continuo bidimensional que toma algunos
elementos del modelo de tight-binding para este material y reproduce el efecto Hall cuántico entero
anómalo característico del grafeno.
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2. Introducción Matemática
En esta sección se dará una breve descripción matemática de la mecánica simpléctica, que consti-
tuye el marco adecuado para introducir la no-conmutatividad a nivel clásico, remarcando algunas de
las consecuencias físicas inmediatas que se derivan de ella. Luego, se establecerá un marco cuántico
a través del mecanismo de cuantización por deformación, introduciendo un producto asociativo pero
no-conmutativo conocido como producto Moyal, donde se enumerarán algunas de sus propiedades.
Aquí se hará contacto con la primera parte de nuestro trabajo, ya que a través de este mecanismo se
suele introducir la Mecánica Cuántica no-conmutativa, tema objeto de nuestro estudio. Por último,
al presentar las limitaciones de una no-conmuatividad a parámetros constantes, se introduce el es-
pacio de Snyder, el cual servirá como referencia histórica y como motivación para la segunda parte
de la presente tesis.
Sistemas físicos
Como es bien sabido, una vez identicados los grados de libertad de un sistema físico, la dinámica
del mismo queda determinada por dos elementos:
El Hamiltoniano H, el cual (para sistemas no relativistas) es una función cuadrática del
momento sumada a un número nito de términos que dependen de las coordenadas; simbóli-
camente
H  p2 + V (q): (2.1)
La forma simpléctica !, que es una 2-forma cerrada y no degenerada asociada al espacio de
fases del sistema T M.3
La mecánica cuántica y el formalismo de Hamilton de la mecánica clásica están íntimamente
relacionados. Cuando hablamos de mecánica clásica de un sistema con un número nito de grados de
libertad, tenemos en mente algo así como un sistema de partículas para las que se puede especicar
la posición y el momento en cada instante de cada una de ellas. En otras palabras, el estado del
sistema está determinado como un punto de un espacio nito-dimensional, el espacio de fases del
sistema. Sin embargo, en la mecánica cuántica el principio de incerteza de Heisenberg (que es
una consecuencia de la no-conmutatividad de los observables cuánticos) impide que los estados del
sistema estén representados por puntos del espacio de fases.
En este capítulo, veremos que los sistemas clásicos y los cuánticos pueden ser estudiados dentro
del formalismo de la Mecánica Simpléctica. Si bien en los capítulos subsecuentes estableceremos un
marco cuántico para la descripción de los sistemas estudiados en esta tesis, varias consecuencias
interesantes pueden hallarse inmediatamente dentro del contexto clásico.
Mecánica clásica
Denotaremos genéricamente las coordenadas y momentos

qi; pj ; i; j = 1; 2;    ; n
	
de T M
como

zi; i = 1; 2;    ; 2n	 cuando no se necesite diferenciarlas. Apartir de !, cuya expresión en
3El espacio de fases constituye el brado cotangente del espacio de conguración del sistema (el cual no es más
que una variedad diferenciable M).
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términos de las variables dinámicas viene dada por ! := !ij(z) dzi ^ dzj (suma implícita en los
índices i; j), queda denido el corchete de Poisson4 de dos funciones f; g : T M! R por
ff; gg(z) := !(Xf ; Xg)(z) = !ij(z) @f
@zi
@g
@zj
; !ik!kj =  ij : (2.2)
Por denición, ésta es una operación bilineal y antisimétrica que satisface la identidad de Jacobi5
(lo que es una consecuencia de que ! sea cerrada). Además, no es difícil probar que respeta la regla
de Leibnitz del producto.
Varios tipos de Hamiltonianos fueron estudiados durante el último siglo, sin embargo, el rol de
la forma simpléctica ha quedado relegado, suponiéndose en general que la misma siempre viene
dada por su forma canónica !0 = dqi ^ dpi. Puesto que ! es cerrada, por el lema de Poincaré se
tiene que localmente !0 =  d0, donde 0 = pidqi es conocida como 1-forma fundamental. Resulta
útil escribirla en términos del producto interno usual de Rn, h; i,
!0 (( q1; p1); ( q2; p2)) = z
t

0 1
 1 0

z = h q1; p2i   h p1; q2i : (2.3)
Así denida, la ecuación (2.2) se reduce a
fqi; qjg = 0 ; fqi; pjg = ij ; fpi; pjg = 0 ; (2.4)
que no es más que la forma usual para los corchetes de Poisson.
En la segunda parte de esta tesis exploraremos las consecuencias de tener una 2-forma simpléc-
tica más general (pero aún constante). Esta generalización se corresponderá con una estructura de
Poisson deformada.
Consideremos una forma simpléctica ! denida sobre un espacio de fases de coordenadas gene-
ralizadas (xi; i):
! := !0   eF   eG (2.5)
donde
F :=
1
2
Fijdx
i ^ dxj ; G := 1
2
Gijdi ^ dj (2.6)
y e,e son parámetros que controlan la no-conmutatividad en el espacio de momentos y en el de
coordenadas respectivamente. Las formas F y G no son necesariamentes constantes y (x; ) son
coordenadas sobre T M.
Puesto que ! debe ser cerrada, F y G deben cumplir,
@Fjk
@xi
+
@Fki
@xj
+
@Fij
@xk
= 0 ;
@Fij
@k
= 0
@Gjk
@i
+
@Gki
@j
+
@Gij
@k
= 0 ;
@Gij
@xk
= 0
(2.7)
4En el Apéndice A se realiza una breve descripción de las deniciones de campos, formas, producto wedge y
corchetes de Poisson
5En otras palabras, el espacio de funciones reales suaves denidas sobre T M con esta operación forma un álgebra
de Lie.
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de donde se concluye primero que F sólo puede ser función de la posición, mientras que G sólo del
momento, y segundo que ambas formas F y G son cerradas.
En estas nuevas coordenadas, la ecuación (2.2) se reduce a [57]
ff; ggx; =
 
	 1
i
j

@f
@xi
@g
@j
  @f
@j
@g
@xi

+ e
 
	 1G
ij @f
@xi
@g
@xj
+ e
 
F	 1

ij
@f
@i
@g
@j
; (2.8)
siendo 	ij = 
i
j + ee
GilFlj .
De esta última expresión se deduce que la estructura de Poisson que satisfacen las coordenadas
es
fxi; jg =
 
	 1
i
j
; fxi; xjg = e  	 1Gij ; fi; jg = e  F	 1ij : (2.9)
A partir de (2.8) es fácil calcular la evolución temporal de una función f dado un Hamiltoniano
H. En efecto,
_f = ff;Hgx; : (2.10)
En particular, de aquí se encuentran las ecuaciones de Hamilton en las nuevas coordenadas,
dxi
dt
=
 
	 1
i
j

@H
@j
+ eGjk
@H
@xk

;
di
dt
=
 
	 1
j
i

  @H
@xj
+ eFjk
@H
@k

(2.11)
dejando así de forma maniesta que la dinámica de un sistema en un espacio no-conmutativo no
resulta equivalente al de uno denido en el espacio usual. Estas ecuaciones se reducen al límite
clásico usual cuando los parámetros de no-conmutatividad se anulan.
Cabe destacar que para el caso en el que la forma simpléctica esté denida sobre un espacio
de fases tetradimensional, de forma tal que F;G 2 fU 2 R22; U =  UT g es fácil probar que 	
resulta proporcional a la matriz identidad, lo que implica que [F;G] = [	; F ] = [	; G] = 0. En este
caso, tomando ! ! 	 1!, los corchetes entre las variables dinámicas quedan denidos por
fxi; jg = ij ; fxi; xjg = eGij ; fi; jg = eFij : (2.12)
mientras que las ecuaciones de movimiento se reducen a
dxi
dt
=
@H
@j
+ eGjk
@H
@xk
;
di
dt
=   @H
@xj
+ eFjk
@H
@k
(2.13)
Antes de proseguir con el análisis, resulta instructivo en este punto, mostrar algunas de las
consecuencias de la naturaleza de los parámetros e y e. Para ello veamos algún ejemplo sencillo de
los siguientes tres casos:
1. e = 0 pero e 6= 0.
2. e 6= 0 pero e = 0
3. e 6= 0 y e 6= 0
1. Para el primero de ellos se puede dar una interpretación física bien conocida: el sistema se
encuentra sujeto a un campo magnético externo B(x). Puesto que B es cerrado podemos escribir
(localmente) B = dA. Estableciendo c = 1, el acoplamiento mínimo requiere el cambio i ! pi eAi
y qi ! xi, de donde es fácil vericar que
fxi; xjg = 0 ; fi; jg = eBij ; fxi; pjg = ij ; (2.14)
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siendo Bij = Fij = ijkBk(x) y en consecuencia
! = !0   e
2
Bij dxi ^ dxj =  d

(pi   eAi)dxi

: (2.15)
Notar que un cambio de gauge A0 ! A +r(x) no altera a ! y, en consecuencia, constituye una
transformación canónica (o simplectomorsmo).
Pensemos en particular en el problema de Landau. En el mismo, se desea describir la dinámica
de una partícula con carga e que se mueve en un plano en interacción con un campo magnético B
constante (Bij = B2 ij). Ésta constituye una de las primeras apariciones de una estructura simpléctica
no canónica en física que, curiosamente, en el límite de pequeñas masas o grandes campos magnéticos
da origen a una no-conmutatividad en las coordenadas. En efecto, el Lagrangiano del sistema para
el gauge de Landau (A1;A2) = (0; Bx1), viene dado por:
L := 1
2
( _x21 + _x
2
2) + eBx1 _x2   V (x1; x2) ; (2.16)
siendo V (x1; x2) un potencial externo adicional débil. De esta última ecuación se lee que en el límite
! 0 se tiene
L0 := eBx1 _x2   V (x1; x2) : (2.17)
Puesto que p = @L0@ _q , tenemos la identicación (q; p) = (x2; eBx1). Finalmente tomando en con-
sideración que fq; pg = 1 se tiene fx1; x2g =   1eB . En resumen, la dinámica de una partícula en
dos dimensiones expuesta a un campo magnético constante en el límite de pequeñas masas, puede
ser descripta introduciendo una no-conmutatividad en el plano. Éste sistema fue estudiado (cuán-
ticamente) por primera vez en 1933 por Peierls [58] en el contexto del estudio del diamagnetismo
de Landau. Un estudio exhaustivo del problema de Landau en el espacio no-conmutativo puede
encontrarse en [59].
2. Para el segundo caso, se puede interpretar análogamente, que el sistema se encuentra sujeto
a una 2-forma cerrada la cual interactúa con una partícula de carga dual e. Sin embargo, aquí se
presentan particularidades inesperadas. Una de ellas es que, aún en el caso mas simple Gij = ij ,
se rompe la invarianza de gauge de una partícula mínimamente acoplada a un campo electromag-
mético6. Tomemos un sistema de unidades donde e y la carga del electrón sean unitarias, de forma
de regular la no-conmutatividad únicamente con el parámetro , el cual representa la intensidad de
la forma G. Luego, si H = (~p  ~A)2 de las ecuaciones (2.13) se sigue que
_xi = 2(pk  Ak)(ik   ij@jAk) ; _pi = 2(pk  Ak)@iAk : (2.18)
Es inmediato que las ecuaciones de movimiento dependen de la elección de gauge. En efecto, tomando
Ai =  B2 ijxj ,
x1 = 2B(1 + B
4
) _x2 ; x2 =  B(1 + B
4
) _x1 ; (2.19)
mientras que para el gauge de Landau,
x1 = 2
B
1 + B _x2 ; x2 =  2B(1 + B) _x1 : (2.20)
Esto es una consecuencia de la relación de conmutación entre las diferentes componentes del mo-
mento cinético i = pi   eAi
fp1  A1; p2  A2g = ij@iAj + fA1;A2g  F12 (2.21)
6Para más detalles referimos al lector interesado a [60].
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La expresión resultante para F12 involucra un término adicional (fA1;A2g), el cual es característico
de teorías de gauge no-Abelianas y, en efecto, es el responsable de la diferencia en las ecuaciones
de movimiento. Notar que en el gauge de Landau fA1;A2g = B, mientras que en el simétrico
fA1;A2g = B(1 + B4 ). Sin embargo la condición de cambio de gauge queda determinada al exigir
que todas las variables dinámicas cambien mediante una transformación unitaria de la misma forma
que lo hace F12, lo que implica que
A0i = UAiU 1 + U@iU 1 : (2.22)
Otra de las novedades que se presentan en este caso, es que las ecuaciones de movimiento no
siempre son derivables de un Lagrangiano7. El concepto de energía conservada prevalece, pero si
uno parte de un dado Hamiltoniano y realiza una transformación de Legendre usual para pasar a
la formulación Lagrangiana, se obtendrá a partir de ésta ecuaciones de movimiento erróneas. Esto
es un reejo de la complicación inherente a la transformación de Legendre cuando e 6= 0.
Una reseña interesante es que para una partícula expuesta a un potencial central cuyo Hamil-
toniano viene dado por H = 12i
i + V (xix
i) en el espacio no-conmutativo tridimensional, donde
Gij = ijkk, las ecuaciones de movimiento que se obtienen a partir de (2.11) son:
_xi =
i

+ ijkk
@V
@xj
; _i =  @V
@xi
; (2.23)
de donde se concluye,
i =  _xi + ijk
jxk ; 
j :=
j
r
@V
@r
: (2.24)
Esta ecuación puede ser interpretada como el momento de una partícula vista desde un sistema de
referencia no inercial, rotando con velocidad angular
 !

 .
Las nuevas ecuaciones de Newton vienen dadas por,
xi =  x
i
r
@V
@r
+ ijk _xj
k + 
ijkxj _
k (2.25)
donde se observan las correcciones debido a la no-conmutatividad. El segundo término en el miem-
bro derecho es la fuerza de Coriolis y el último es análogo a la fuerza producida por un sistema
en rotación no-uniforme. Es evidente de aquí que, a consecuencia de las correcciones introducidas
por la no-conmutatividad, se rompe la invariancia rotacional usual de un campo central, es decir,
l0 = 
ijkxjpk no es una cantidad conservada8. En [62] se estudia el problema de Kepler y estos
términos adicionales son interpretados como una fuerza análoga a la producida por un campo gravi-
tacional de un objeto masivo muy lejano animado de una rotación no-uniforme. En [63] se muestra
que el corrimiento del perihelio (), es muy sensible con respecto al parámetro , de forma que
pequeños cambios en  induce cambios evidentes en , estableciendo así una conección entre la
física de pequeñas y grandes escalas, además de conducir a una cota superior para .
3. Si e y e son no nulos y se tiene en cuenta que ! debe ser no-degenerada, es evidente que
debe exigirse que det	 6= 0, condición equivalente a pedir que el jacobiano del cambio de coorde-
nadas sea no-singular. Cuando esta condición no se satisface, el sistema experimenta una reducción
7Para más detalles consultar la referencia [61]
8En efecto, es fácil vericar de (2.8) que l0 no genera las rotaciones en este espacio.
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dimensional (ya que no todas las coordenadas tendrán una evolución temporal independiente). En
efecto, consideremos por simplicidad la forma simpléctica constante denida en un espacio de fases
tetradimensional
!nc :=
1
1  

!0   
2
ij dx
i ^ dxj   
2
ij di ^ dj

; (2.26)
la cual etiquetamos de manera particular puesto que aparecerá recurrentemente en este trabajo.
De (2.13) se deducen las siguientes ecuaciones de movimiento:
_xi =
@H
@i
+ ij
@H
@xj
; _i =  @H
@xi
+ ij
@H
@j
: (2.27)
Si  alcanza el valor crítico c := 1=, de (2.27) se deduce
_x1 =   _2 ; _x2 =  _1 ; (2.28)
por lo que ocurre una reducción dimensional ya que los grados de libertad del sistema se reducen a
la mitad, en otras palabras, el espacio de fases tetradimensional fx1; x2; 1; 2g colapsa a uno bidi-
mensional generado por las variables canónicamente conjugadas x1 y x2. Puesto que  es constante
se tiene:
x1 =  2 + c1 ; x2 = 1 + c2 ; (2.29)
donde la arbitrariedad de las constantes c1; c2 garantizan la libertad de imponer condiciones iniciales.
Por último, en (2+1)-dimensiones, si el Hamiltoniano H es rotacionalmente invariante H =
H
 
i
i; xix
i

, el sistema resultante para  = c no solo será integrable (como cualquier sistema
unidimensional), sino que además presenta una solución sencilla. En efecto,
H := H
 
 2xixi; xixi

; fx1; x2g =  : (2.30)
Deniendo:
a :=
1p
2
(x1 + {x2) ; a
y :=
1p
2
(x1   {x2) ; 2
 
x21 + x
2
2

= aya ; (2.31)
las ecuaciones de moviento toman la forma
_a
a
=  
_ay
ay
= {
dh
dn
; h(n) = h(a
ya)  H : (2.32)
Desde un punto de vista cuántico, la reducción dimensional es clara, dejando un Hamiltoniano que
es función del Hamiltoniano del oscilador armónico, de donde se concluye que el espectro es discreto
con niveles de energías dado por En = h ((n+ 1=2)). 9
Es interesante notar que el parámetro  cuando  6= 0 juega el rol de una especie de generalización
de un campo magnético constante B a este espacio no-conmutativo. Sin embargo, esta extensión es
no trivial, ya que un sistema con  6= 0 no es equivalente a uno con  = 0 y con el shift clásico
pi  Bijxj . En efecto de (2.13) se deduce, para un Hamiltoniano H := ii + V (x) con ! como en
(2.26), que las ecuaciones en (2.27) se reducen a
_xi = 2i + ij
@V
@xj
; _i =  @V
@xi
+ 2 ijj ; (2.33)
9En [64] se puede encontrar una lectura mucho mas detallada de esta reducción dimensional para un sistema
n-dimensional con los parámetros  y  no necesariamente constantes.
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en cambio para el mismo Hamiltoniano con i := pi   Bijxj , y una 2-forma como la anterior pero
con  = 0 se tiene
_xi = 2(1  Bij)i + ij @V
@xj
; _i =  @V
@xi
+ 2Bijj ; (2.34)
de donde se ve que ambos sistemas no son equivalentes.

Hasta aquí hemos analizado algunas de las implicancias de una estructura no conmutativa. Sin
embargo, resulta oportuno preguntarse si es posible encontrar coordenadas de forma tal que ! tome
en ellas la forma canónica usual !0. La respuesta es sí y viene dada por un enunciado conocido
como Teorema de Darboux.
Teorema de Darboux. Sea (T M; !) una variedad simpléctica10. Para cada entorno de z 2 T M,
existe un mapa local coordenado en el cual ! es constante.
Corolario. Si (T M; !) es una variedad simpléctica con dimT M = 2n, entonces en todo entorno
z 2 T M existen coordenadas locales (q1; :::; qn; p1; :::; pn) llamadas canónicas, tales que
! =
nX
i=1
dqi ^ dpi =  d0 ; (2.34)
o en su forma matricial:
[!]qp =

0 1nxn
 1nxn 0

: (2.34)
Además, los corchetes de Poisson se reducen a su forma canónica (2.4).
En resumen, este teorema garatiza que, dado un sistema físico determinado por (H(z); !z)
siempre es posible encontrar una aplicación lineal invertible z = '(q; p) tal que el sistema en esas
coordenadas queda descrito por el HamiltonianoH 0 = H'(q; p) y la forma simpléctica !'(q;p) = !0.
Naturalmente dicha transformación, por denición, resulta no-canónica.
Ejemplo 1
Considerar los corchetes de Poisson que quedan denidos a partir de la forma simpléctica ! = !nc
de la ecuación (2.26),
fx1; x2g :=  ; f1; 2g :=  ; fxi; jg := ij : (2.35)
Denamos la siguiente aplicación lineal:0BB@
q1
q2
p1
p2
1CCA = 12   
42
0BB@
 0 0 2
0    2 0
0   2  0

2 0 0 
1CCA
0BB@
x1
x2
1
2
1CCA : (2.36)
10En realidad se debe exigir que (P; !) sea una variedad simpléctica fuerte, esto signica que para cada z 2 P , la
forma bilineal ! dene un isomorsmo ![ : TzP ! T z P . Para formas simplécticas débiles, en general ![ solo será
suryectiva.
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A partir de la misma es fácil vericar que
fq1; q2g = fp1; p2g = 0 ; fqi; pjg = ij , 2 + 
42
= 1 ; (2.37)
de donde se concluye
2 =
1p1   
2
: (2.38)
Para estos valores de  se tiene que ! se reduce a !0. Sin embargo, es interesante notar que si uno
pretende que la transformación lineal sea bien comportada cuando ;  ! 0 se deberá descartar
la solución  , así como también deberá exigirse que  6= 1 para que ! sea no degenerada. Este
ejemplo se utilizará más adelante (Ver Apéndice F) para realizar el álgebra no-conmutativa en
términos de las variables canónicas en un contexto cuántico para el caso en que  < 1.

Hasta ahora hemos hecho uso del concepto de transformación canónica sin denirlo adecuada-
mente.
Simplectomorsmos y Grupo Simpléctico
Denición. Un simplectomorsmo o transformación canónica es una transformación suave del
espacio de fases que preserva la 2-forma simpléctica !.
Llamemos A a la representación matricial de tal transformación, teniendo en cuenta que ! es
una forma bilineal es fácil deducir que la condición para que A sea simpléctica viene dada por
A  ! AT = ! ; (2.39)
Tomando determinantes a ambos lados de la igualdad se muestra que detA = 1, por lo que existe
A 1.
Ejemplo 2
Sea la transformación de coordenadas
x1 = r cos  ; x2 = r sin  ; p1 = cos  pr   1
r
sin  p ; p2 = sin  pr +
1
r
p :
La matriz jacobiana A : R4 ! R3  [0; 2) cumple A  !0  AT = !0, por lo que se dice que este
cambio de coordenadas constituye una transformación canónica respecto a la forma simpléctica !0.
Sin embargo, es fácil probar que no lo es con respecto a la forma simpléctica !nc dada en (2.26).

Denición. El conjunto de todas las aplicaciones simplécticas denidas sobre un espacio Z de
dimensión nita 2n con respecto al producto usual de matrices forma un grupo de dimensión 2n2+n,
denominado grupo simpléctico Sp (2n;Z), el cual es conexo y no compacto.
El álgebra de Lie de Sp (2n;Rn), cuyos elementos son las transformaciones simplécticas inni-
tesimales, viene dada por:
sp(2n;Rn) = fA 2 L(R2n;R2n)=ATJ + JA = 0g ; (2.40)
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siendo L(R2n;R2n) el espacio de las transformaciones lineales entre esos espacios.
Supongamos que la representación matricial de la transformación canónica viene dada por
M =

A B
C D

= eA ; A =

a b
c d

(2.41)
entonces es simple ver que:
M 2 Sp (2n;Rn) si y sólo si ATC y BTD son simétricas y ATD   CTB = I.
A 2 sp (2n;Rn) si y sólo si d =  aT , c = cT y b = bT .
A continuación enunciaremos un importante resultado acerca de las transformaciones canónicas
en Mecánica Cuántica.
Proposición. Sea A : H ! H, un operador lineal sobre un espacio de Hilbert complejo H. A es
una transformación canónica, si y sólo si A es unitario.
Extendámosnos un poco más acerca de este importante resultado, del cual se desprende que las
transformaciones canónicas preservan las amplitudes de probabilidad y el espectro. Consideremos
el álgebra de Heisenberg usual
[q^i; q^j ] = 0 ; [p^i; p^j ] = 0 ; [q^i; p^j ] = {~ ij : (2.42)
y el álgebra deformada
[x^1; x^2] = { ; [^1; ^2] = { ; [x^i; ^j ] = {~ ij : (2.43)
Como hemos visto anteriormente para el caso clásico la transformación (q; p) ! (x; ) es no-
canónica puesto que no deja invariante la forma simpléctica !0. Cuánticamente esta situación es
idéntica, por tanto la transformación de coordenadas no es unitaria. Sin embargo, dado (; ) jos
con   6= 1, habrá diferentes representaciones de los operadores (x^; ^) en términos de los canónicos
(q^ = q ; p^ = {@q), todas ellas unitariamente equivalentes. Es decir, dadas dos representaciones (x^; ^)
y (x^0; ^0) del álgebra deformada (2.43), existe una transformación unitaria U tal que
x^0i = Ux^iU
 1 ; ^0i = U^iU
 1 : (2.44)
Por tanto, un Hamiltoniano polinómico H en ambas variables resulta equivalente a
H(x^0; ^0) = U H(x^; ^)U 1 ; (2.45)
lo que asegura que el espectro no depende de la representación escogida para realizar el álgebra.
A modo de ejemplo consideremos el caso particular  = 0.
[x^1; x^2] = { ; [^1; ^2] = 0 ; [x^i; ^j ] = {~ ij : (2.46)
En este contexto resulta apropiado considerar la representación en el espacio de momento para
los operadores canónicos, de modo que q^ y p^ actuan sobre funciones de onda  2 L  R2; dp1dp2 de
la siguiente forma
^i = pi ; q^i = {@pi ; x^i = q^i  Ai(p) ; con
@A1
@p2
  @A2
@p1
=  : (2.47)
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Esta ecuación provee una representación del álgebra (2.46).
NaturalmenteAi(p) cumple un rol análogo al potencial vector denido en el plano de coordenadas
y  hace las veces de campo magnético. Un cambio de gaugeA0j = Aj+
@
@pj
induce una transformación
unitaria de z^ a través del operador U = exp [{(p)]. La función de onda  (p1; p2) transforma de
acuerdo a  0 = U , de manera que
H 0
 
x^0; ^0

 0 = U H (x^; ^)U 1U = E 0 ; (2.48)
De donde se concluye que el espectro del Hamiltoniano no depende de la representación escogida
para los operadores (x^; p^).
Simetría Rotacional
La simetría rotacional jugará un rol esencial en el análisis de los problemas tratados en esta
tesis puesto que nos dedicaremos a estudiar exclusivamente potenciales centrales, por ello, haremos
una breve discusión de la forma que toma esta simetría al modicarse la estructura simpléctica,
manteniendo en mente que para nuestro caso particular ! viene dada por (2.26).
Sea una transformación lineal de coordenadas ' := xi ! x0 i = Aijxj . La misma induce un push
forward en el brado cotangente T M dado por
x0i = Aij x
j ; 0k = (A
 1)lk pl (2.49)
de manera que la forma simpléctica cambia como
! ! !0 = dx0 i ^ dp0i  
e
2
F 0ij(x
0) dx0 i ^ dxj   e

2
G0 ij(0) d0i ^ d0j
F 0ij(x
0) = Fkl (A 1)ki (A
 1)lj ; G
0 ij(x0) = GklAik A
j
l :
(2.50)
En particular, si la transformación representa una rotación nita dada por A = exp
 
1
2u
ijMij

,
con Mij un generador del grupo de rotaciones, se puede ver que A conserva la forma simpléctica
!0 (es decir constituye una transformación simpléctica) pero no !0, a menos que se exija alguna
condición extra. En tres dimensiones, por ejemplo, si ambos campos F y G son constantes y están
ubicados a lo largo del mismo eje, una rotación alrededor de ese eje es simpléctica con respecto a
!nc. Por tanto, dado un Hamiltoniano con simetría rotacional, el momento angular usual l0 será
una cantidad conservada aún con respecto a la forma simpléctica !nc. No obstante es interesante
expresar l0 en las nuevas variables, lo cual haremos en el siguiente ejemplo.
Ejemplo 3
Sean (q1; q2; p1; p2) las coordenadas asociadas a la forma simpléctica !0, en estas coordenadas l0
toma la forma usual l0 = ijqipj . Sea la transformación,0BB@
x1
x2
1
2
1CCA =
0BB@
 0 0   2
0  2 0
0 2  0
  2 0 0 
1CCA
0BB@
q1
q2
p1
p2
1CCA : (2.51)
Es fácil vericar que la misma induce un push forward de !0 ! !nc (ver ejemplo 1). Si expre-
samos l0 en estas coordenadas se obtiene:
L =
1
1   

ijxij +

2
2 +

2
x2

(2.52)
17
Para un análisis más exhaustivo de este tema referimos al lector a [57, 65].
Por otro lado es remarcable el hecho que, cuánticamente, el problema de autovalores y auto-
vectores de un dado Hamiltoniano resultará más complicado ya que la transformación lineal que
lleva de las variables no-conmutativas a las conmutativas z (q; p), en general mezclará coordenas y
momentos haciendo que el potencial dependa de p y por ello, si el potencial no es un polinomio,
dicha dependencia hará que sea no local.
Cuantización por deformación y Mecánica Cuántica
Hasta ahora hemos considerado sistemas clásicos donde los observables del sistema son funciones
reales suaves denidas sobre el espacio de fases. Las cantidades físicas medibles del sistema en un
dado instante, como la energía, son halladas evaluando el Hamiltoniano en un punto del espacio
de fases (q0; p0) que caracteriza el estado del sistema en dicho instante. Matemáticamente, esto se
resume de la siguiente forma
E =
Z
dqdpH(q; p)(2)(q   q0; p  p0) (2.53)
El objetivo de esta sección es abordar los sistemas cuánticos. La diferencia más sobresaliente es
que en cuántica, a consecuencia del principio de incerteza de Heisenberg, los estados del sistema
no pueden ser representados como puntos de un espacio de fases. Esto conlleva a que el álgebra
conmutativa clásica de observables debe ser reemplazada por un álgebra no-conmutativa cuántica.
En la forma tradicional de presentar la Mecánica Cuántica, la no-conmutatividad es implemen-
tada representando los observables como operadores lineales que actúan sobre un espacio de Hilbert,
donde los autovectores forman una base de dicho espacio y los autovalores son los posibles resulta-
dos de una medida. No obstante, la forma en que la Mecánica Cuántica se reduce a su contraparte
clásica en el límite adecuado es aún materia de debate.
La cuantización por deformación pretende resolver este problema incorporando la no-conmutati-
vidad a través de un producto de funciones sobre el espacio de fases no-conmutativo. Los observables
son descritos por las mismas funciones que en el caso clásico. El principio de incerteza es una
consecuencia de que los estados físicos son distribuciones sobre el espacio de fases que no están
localizadas, en contraste con lo que sucede en el caso clásico donde la distribución toma la forma
de una delta de Dirac. Cuando evaluamos un observable en un dado estado de acuerdo al análogo
cuántico de la ecuación (2.53), toda una región contribuye al valor obtenido, siendo así una especie
de promedio del observable en ese estado particular.
Consideremos funciones complejas suaves. El producto estrella de dos funciones f ? g es una
nueva función suave, la cual queda descripta por la serie:
f ? g =
1X
n=0
({~)nCn(f; g) = C0(fg) + ({~)C1(f; g) +O(~2) ; (2.54)
donde los coecientes Cn(f; g) son funciones de f y g y sus derivadas. Es razonable exigirle a este
producto las siguientes propiedades
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1.
P
Cj(Ck(f; g); h) =
P
Cj(f; Ck(g; h)) ; j + k = n
2. C0(f; g) = fg
3. C1(f; g)  C1(g; f) = ff; gg
para garantizar la asociatividad f ? (g ? h) = (f ? g) ? h (condición 1), asegurar que en el límite
clásico ~ ! 0 el producto se reduzca al usual, f ? g ! fg (condición 2), y proveer una conexión
entre el comportamiento clásico y cuántico (condición 3). En efecto, si se dene
[f; g]? = f ? g   g ? f ; (2.55)
la condición 3 garantiza que
lm
~!0
1
{~
[f; g]? = ff; gg (2.56)
Si nos restringimos a un espacio Euclídeo M = R2n, se conoce una expresión cerrada para dicho
producto y sus coecientes. En este caso, las componentes del corchete de Poisson !ij pueden
ser tomadas como constantes, de forma que el coeciente C1 sea antisimétrico y esté dado por la
siguiente expresión:
C1(f; g) =
1
2
!ij (@if) (@jg) =
1
2
ff; gg : (2.57)
Este producto es conocido como producto Moyal y viene dado por:
f(z) ?M g(z
0) := exp

{~
2
!ij
@
@zi
@
@z0j

f(z)g(z0)

z=z0
: (2.58)
Antes de continuar introduciremos una notación conveniente. Denotaremos a las derivadas de
forma vectorial indicando si las mismas actúan sobre las funciones a izquierda o derecha. Por ejemplo
f
 
@qig =
@ f
@qi
g ; f
!
@pig = f
@ g
@pi
; (2.59)
de forma tal que
ff; gg!0 = f
$
!0g (2.60)
donde
$
!0 :=
 
@q
!
@p  
 
@p
!
@q : (2.61)
Cuando no haya riesgo de confusión, como en esta última ecuación, daremos por sobreentendido
que hay una suma inplícita de índices sobre el total de grados de libertad del sistema.
En coordenadas canónicas (donde ! = !0) la ecuación (2.58) se reduce a
(f ?M g) (q; p) := f(q; p) exp

{~
2 (
 
@q 
!
@p  
 
@p 
!
@q)

g(q; p) =
=
1X
m;n=0

{~
2
m+n ( 1)m
m!n!
 
@mq @
n
p f
  
@nq @
m
p g

:
(2.62)
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Una forma de expresar este producto que resulta particularmente útil viene dada por
(f ?M g) (q; p) = f

q +
{~
2
@p0 ; p  {~
2
@q0

g(q0; p0)

(q;p)=(q0;p0)
: (2.63)
Es interesante aclarar que no es el único producto estrella denible sobre R2n. Sin embargo, todos
son cohomológicamente equivalentes, es decir, cualesquiera dos de ellos estarán relacionados por un
operador invertible,
f ?0 g = T 1 (T (f) ? (Tg)) : (2.64)
Esta equivalencia es de tipo matemática pero no física11.
Ejemplo 4
El producto Standard está denido como
f ?S g = f exp

{~
 
@q
!
@p

g ; (2.65)
y está relacionado con el Moyal dado en (2.58), a través del operador
T = exp

 1
2
{~
!
@q
!
@p

: (2.66)

En la primera parte del trabajo nos interesaremos en estudiar las consecuencias físicas derivadas
de una forma simpléctica no-canónica como la dada en (2.26), en el contexto de Mecánica Cuántica
en 2 dimensiones espaciales.
Denotemos,
$
!nc :=
$
!0 +

~
  
@x1
!
@x2  
 
@x2
!
@x1

+

~
  
@1
!
@2  
 
@2
!
@1

(2.67)
de forma que
ff; ggc := f $!0 g ; ff; ggnc := f $!nc g : (2.68)
El álgebra no-conmutativa asociada, puede ser representada a través del producto
f ?M g = f exp

{~
2
$
!nc

g ; (2.69)
de donde se deduce
[x1;x2]
nc
?M
= { ; [1;2]
nc
?M
= { ; [xi;j ]
nc
?M
= {~ ij : (2.70)
En éstas relaciones de conmutación (que pueden pensarse como una generalización del caso usual)
aparece incertezas asociadas a la medición simultánea de las coordenadas y de los momentos del
sistema, medidas por los parámetros  y  respectivamente. En otras palabras, a consecuencia de
los conmutadores de las variables dinámicas (ecuación (2.70)), el espacio queda cuantizado y forma
11Referimos al lector a [66] donde se muestran las diferencias físicas de la representación Moyal y Voros del producto
estrella para el caso particular del oscilador armónico. Esta breve explicación del mecanismo de cuantización por
deformación se ha tomado de esa referencia.
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un álgebra de Lie distinta del álgebra de Heisenberg usual.
El interés en estudiar sistemas con este tipo de relaciones quedará explícito más adelante, pero
previo a ello resumamos algunas de las propiedades más relevantes del producto Moyal, que en lo
sucesivo será identicado tan solo como f ? g.
Asociatividad,
(f(z) ? g(z)) ? h(z) = f(z) ? (g(z) ? h(z)) (2.71)
Diere del producto usual en una derivada total,
f(z) ? g(z) = f(z)g(z) + @
 [f; g] (2.72)
siendo
 [f; g] =
{
2
f(z)@g(z)  1
8
@f(z)@@g(z) + ::: (2.73)
Propiedad cíclica bajo el signo de integral. Por la propiedad anterior, la integral del producto
estrella de dos funciones diere del caso usual en un término de borde que, para el caso de
funciones de cuadrado integrables o funciones denidas en un espacio sin bordes, se anula,Z
f(z) ? g(z)dz =
Z
f(z)g(z)dz (2.74)
Regla de Leibniz,
@(f(z) ? g(z)) = @f(z) ? g(z) + f(z) ? @g(z) : (2.75)
La conjugación compleja es una involución antilineal,
f(z) ? g(z) = g(z) ? f(z) (2.76)

Hasta aquí se han considerado funciones de p's y q's, y el producto Moyal estaba denido como
en la ecuación (2.58). A continuación tendremos en mente que el Hamiltoniano H es función tanto
de coordenadas como de momentos H = H(q; p), mientras que la función de onda  es solo función
de las corrdenadas  =  (q).
Es destacable que la interpretación probabilística de la Mecánica Cuántica funciona de la manera
usual. Para un Hamiltoniano H = p2 + V (q), la densidad de probabilidad    ?  puede ser
determinada a través de la ecuación de Schroedinger
H ?  = {~@t ; (2.77)
y su compleja conjugada (usando la propiedad de conjugación compleja y que V es un potencial
real), llegando así a la ecuación de continuidad
@t+ divj = 0 ; con

 =  ?  
j =  {~   ?r  r  ?   ; (2.78)
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lo que implica que la probabilidad total
R
R2
d2q  ?  es una cantidad conservada.
Dadas funciones C1 (por simplicidad tomaremos el dominio de las mismas como R4), se puede
dar una prescripción para conectarlas unívocamente con operadores en un espacio de Hilbert H
expresados en el orden de Weyl o simétrico
f(z) $ O^f (z^) =
Z
d4kF (k) exp ( 2{kz^) ; (2.79)
en donde F (k) es la transformada de Fourier de la función f(z)
F (k) =
Z
d4zf(z) exp (2{kz
) : (2.80)
Los operadores z^ respetan el álgebra [z^; z^ ] = {!nc .
A continuación se enuncia un resultado central, que será explotado a lo largo de esta tesis, para
representar el producto Moyal como un producto de operadores en el espacio de Hilbert.
Proposición. Sean O^f y O^g los operadores asociados a las funciones f y g en el espacio de Hilbert
H. Entonces,
O^f? g = O^f :O^g (2.81)
Demostración: Evaluemos el producto,
O^f O^g =
Z
dk
Z
dk0F (k)G(k0) exp ( 2{kz^) exp
  2{k0z^
=
Z
dk
Z
dk0F (k)G(k0) exp
  2{(k + k0)z^ exp   22kk0! ;
(2.82)
donde se ha utilizado la fórmula de Haussdor.
Por otro lado
O^f? g =
Z
dkH(k) exp ( 2{kz^) ; (2.83)
en donde denotamos H(k) como la transformada de Fourier del producto estrella, que viene dada
por
H(k) =
Z
dzf(z) ? g(z) exp (2{kz
) =
=
Z
dk0
Z
dk00F (k0)G(k00)
Z
dz exp
  2{k0z ? exp   2{k00z exp (2{kz)
=
Z
dk0
Z
dk00F (k0)G(k00)
Z
dz exp
  22{k0k00! exp 2{(k   k0   k00)z
=
Z
dk0F (k0)G(k  k0) exp   22{kk0! ;
(2.84)
donde se calculó empleando la denición
exp
  2{k0z ? exp   2{k00z = exp   22{k0k00! exp  2{(k0 + k00)z (2.85)
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y se utilizó la representación integral de la delta (k   k0   k00). Reemplazando (2.84) en (2.83) y
haciendo una traslación k ! k + k0 se obtiene,
O^f? g =
Z
dk
Z
dkF (k0)G(k) exp
  22{kk0! exp  2{(k + k0)z^  (2.86)
Comparando esta última expresión con (2.82) se obtiene el resultado deseado.

Gracias a este resultado podremos representar las variables dinámicas de un sistema cuántico
a través del operador asociado que actúa sobre funciones de onda  2 L2(R2; dx1dx2). De esta
manera la representación Moyal del álgebra dada en (2.70) deviene en
[x^1; x^2] = { ; [^1; ^2] = { ; [x^i; ^j ] = {~ ij : (2.87)
que es de nuestro particular interés.
De forma análoga, enunciaremos la siguiente proposición (cuya demostración omitiremos).
Proposición. Integrar en todo el plano R2 una función es equivalente a tomar la traza en el espacio
de Hilbert H de su operador asociado.Z
d2xf(x1; x2) = 2 TrHO^f (2.88)
Por último, es interesante notar que para el caso particular de una no-conmutatividad solo entre
coordenadas ( = 0), surge de la propia denición del producto Moyal la siguiente igualdad,
z ? f(z) = zf(z) +
{
2
!
@f
@z
) [z; f(z)]? = {!
@f
@z
; (2.89)
por lo que tomar derivadas en el espacio de funciones de la posición se corresponde, en el espacio
de operadores, con conmutar con los operadores de posición o impulso
@
@x1
, {

[p^; ]
@
@x2
,   {

[q^; ] : (2.90)
Por tanto cualquier ecuación, incluyendo las diferenciales, puede traducirse al lenguaje de ope-
radores.
Una base particularmente útil es:
z =
1p
2
(x1 + {x2) z =
1p
2
(x1   {x2)
@
@z
,   1p

h
a^y;
i @
@z
,   1p

[a^; ]
a^ =
1p
2
(x^1 + {x^2) a^y =
1p
2
(x^1   {x^2) ;
(2.91)
donde a^ y a^y satisfacen el conmutador usual entre operadores de destrucción y creación.
23
Violación de invariancia de Lorentz y espacio de Snyder
La Mecánica Cuántica no-conmutativa es un campo de investigación activo en el cual los ope-
radores que corresponden a las diferentes coordenadas espaciales no-conmutan como consecuencia
de un espacio-tiempo cuantizado. Esta área resulta relevante ya que explora conceptos físicos fun-
damentales tales como tiempo, espacio y posición a escalas muy pequeñas, permitiendo una mayor
comprensión de los mismos.
Como habíamos anticipado, la primera parte de nuestro trabajo estará enmarcada en el estudio
de sistemas físicos cuya forma simpléctica
$
!nc da origen a un álgebra deformada como la de la
ecuación (2.70), que podemos sintetizar como [z^; z^ ] =  con  constante. Esta álgebra está
relacionada con predicciones hechas en teoría de cuerdas a bajas energías. Sin embargo, tales rela-
ciones de conmutación conllevan, en general, a un rompimiento de la invariancia de Lorentz, puesto
que  6= 0 arbitrario establece direcciones preferenciales en el espacio-tiempo. De ese modo, el
álgebra de variables dinámicas así deformada no resultaría invariante frente a transformaciones Lo-
rentz generales. Dado que no hay evidencia experimental de una ruptura de dicha invarianza, el
dominio de aplicabilidad de estos resultados sería el de muy altas energías o muy cortas distancias,
mas allá de la escala de Planck.
Cabe destacar que Hartland Snyder [6, 3] publicó en 1947 la primera formulación de un espacio-
tiempo cuantizado de manera tal que garantiza la preservación de la invariancia de Lorentz. La
motivación de su trabajo fue diferente a las que surgen hoy en día y suele ser citado por razones
históricas, no obstante la audacia de su propuesta para la época y la belleza intrínseca de sus resul-
tados. En ese artículo, Snyder considera un espacio pseudo-euclídeo pentadimensional de signatura
(1; 4), M5, en el cual la condición de intervalo constante dene un espacio de De Sitter de cuatro
dimensiones, invariante frente a las transformaciones del grupo SO(1; 4).
La identicación (a menos de un factor constante que ja una escala fundamental de longitud)
de los operadores correspondientes a las coordenadas espaciales xi; i = 1; 2; 3; con los generadores
de rotaciones en los planos hi; 4i; i = 1; 2; 3 (operadores de espectro discreto, dado que generan
subgrupos compactos) y de la coordenada temporal con el generador de boosts a lo largo de la
cuarta dimensión, lleva a que sus conmutadores resulten proporcionales a los seis generadores del
subgrupo SO(1; 3), grupo de Lorentz en el espacio de Minkowski usual, M4. En efecto,
[xi; xj ] = {~ ijk Lk ; [xi; t] =
{~
c
Mi ; i; j = 1; 2; 3: ; (2.92)
donde los Li son los generadores de las rotaciones en el espacio tridimensional y los Mi los corres-
pondientes generadores de boosts. Identicados los momentos como funciones de las coordenadas
de M5, el resto de los conmutadores entre variables dinámicas quedan expresados como
[xi; pj ] = {~ (ij + pipj) ; [t; pt] = {~
 
1  p2t

; [xi; pt] = c
2 [pi; t] = {~pipt : (2.93)
Como ambos miembros de esas igualdades corresponden a operadores que se transforman como ten-
sores covariantes frente a transformaciones de SO(1; 3), el álgebra deformada resulta en este caso
invariante de Lorentz12.
Una de las diferencias esenciales entre el espacio de Mecánica Cuántica usual y el de Snyder es
la forma en que es incorporado el tiempo, ya que en este caso toma el carácter de operador. Esta
12Los trabajos originales de Snyder pueden encontrarse en [6, 7]. Para una lectura más detallada de la no-
conmutatividad introducida por Snyder referimos al lector a [68].
24
es una consecuencia natural de incorporar la invariancia de Lorentz en la formulación, ya que las
transformaciones de Lorentz requieren que el espacio y el tiempo sean tratados en pie de igualdad.
Sin embargo, una de las complicaciones que emerge de este tipo de descripción se debe precisamente
a la introducción de un operador que depende del tiempo.
A pesar de las diferencias mencionadas, esos espacios también comparten algunas caracterís-
ticas. Por ejemplo, puesto que la denición de las distintas componentes del momento angular es
idéntica en ambos casos, el álgebra de conmutadores que cierran estos operadores es la misma. En
consecuencia, el espectro del momento angular orbital permanece inalterado.
Otro tipo de álgebra deformada, conocida como Minimal Length Uncertainty Relations (MLUR),
fue propuesta por Kempf con la nalidad de que fuera de utilidad para describir sistemas con una
longitud fundamental como, por ejemplo, la teoría de cuerdas [67]. Es remarcable el hecho que este
tipo de relaciones algebraicas fueron obtenidas de manera independiente en teoría de cuerdas. El
algebra MLUR es una generalización del álgebra de Snyder ya que ésta última puede ser recuperada
cuando uno de los parámetros de MLUR tiende a cero.
En la tercera parte de nuestro trabajo exploramos la posibilidad de denir un álgebra que
preserve la invariancia de Lorentz como extensión natural de los sistemas estudiados con una no-
conmutatividad constante. En esa sección, el conmutador de las variables dinámicas será tomado
proporcional a los generadores de una representación unitaria irreducible del grupo de Lorentz en
2+1 dimensiones, SO(1; 2)  SL(2;R), lo que otorga al espacio de Hilbert la estructura de un
producto directo con el espacio de representaciones unitarias irreducibles de ese grupo. Dado que
éstas pueden ser realizadas en términos de funciones de cuadrado sumable de una variable, esos
modelos pueden considerarse como equivalentes a sistemas con una dimensión compacta adicional.
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Parte II
Estructura algebraica de potenciales centrales
sobre el espacio de fases no-conmutativo
En esta segunda parte veremos una de las contribuciones originales de esta tesis, la cual fue
desarrollada en colaboración con H. A. Falomir y P.A.G. Pisani (de la Universidad Nacional de La
Plata) y D. Cárcamo, F Méndez (de la Universidad Santiago de Chile) y M. Loewe (de la Universidad
Católica de Chile) y publicadas en [70].
Consideramos sistemas bidimensionales denidos sobre un espacio de fases con parámetros de
no-conmutatividad constantes, tanto en los conmutadores entre coordenadas como entre momentos.
Estudiamos el generador de las rotaciones sobre el plano no conmutativo y las transformaciones
discretas que sobre él pueden denirse. El estudio del álgebra de conmutadores entre formas cua-
dráticas en las variables dinámicas permite mostrar que existen dos fases cuánticas, caracterizadas
por el álgebra de Lie sl(2;R) o su(2) de acuerdo a la relación que cumplan los parámetros de
no-conmutatividad. Desde esta perspectiva, analizamos el espectro de los Hamiltonanios de algu-
nos modelos simples con potenciales centrales, como el oscilador armónico isótropo, el problema de
Landau o el pozo de potencial circular.

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3. Introducción
El nacimiento de la geometría no-conmutativa [10] ha estimulado el interés en estudiar sistemas
cuánticos con conmutadores no-canónicos [47, 69, 71]. Dichos sistemas, resultan tener propiedades
interesantes, clarican algunas posibles consecuencias fenomenológicas y proveen nuevas técnicas
para la resolución de problemas convenccionales de mecánica cuántica.
En efecto, si en lugar de considerar el conmutador usual entre los momentos, imponemos [pi; pj ] 
ijB (con B constante) para un HamiltonianoH = 12p
2, la partícula libre se convierte en el problema
de Landau, donde B desempeña el rol de un campo magnético en la dirección ortogonal al plano
1-2. Por otro lado, si se propone una no-conmutatividad solo en el espacio de coordenadas fx1; x2g,
i.e. [xi; xj ]  ij (con  constante), el Hamiltoniano del oscilador armónico (en el límite de grandes
masas) resulta equivalente, al problema de Landau convencional [72].
Típicamente, conmutadores deformados de esa manera rompen la invarianza de Lorentz [4, 5].
En la presencia de invarianza traslacional y ausencia de interacciones, la no-conmutatividad
no tiene efectos físicos. No obstante, cuando dicha invarianza es rota a través de la introducción
de bordes o de interacciones, hay consecuencias inducidas por el efecto de la no-conmutatividad.
por ejemplo, en [73] se mostró que debido a la naturaleza del espacio no-conmutativo aún en el
límite termodinámico el estado de vacío de un gas de Fermi interactuante a través de un potencial
Coulombiano apantallado es modicado a segundo orden en teoría de perturbaciones.
Muchos problemas de mecánica cuántica no-conmutativa con diferentes tipos de interacciones
han sido estudiados pero hay pocos resultados dedicados al estudio de pozos de potencial, los que
permiten introducir contornos efectivos en esos espacios difusos [74].
El propósito de la presente parte será el estudio de modelos cuánticos en dos dimensiones es-
paciales, con no-conmutatividad tanto entre coordenadas como entre momentos, haciendo especial
énfasis en potenciales centrales. En particular, discutiremos de forma explícita algunos potenciales
cuadráticos como el oscilador armónico o el problema de Landau, y el pozo circular nito e innito.
Primero deniremos los potenciales centrales en este espacio difuso y mostraremos que estos
problemas poseen una simetría SO(2).
4. El espacio de fases no-conmutativo en 2 dimensiones
El espacio de fases no-conmutativo sobre el cual construiremos los modelos de Mecánica Cuántica
a considerar, con conmutadores no triviales entre coordenadas y entre momentos [75, 76], queda
caracterizado por las siguientes relaciones de conmutación entre los operadores hermíticos x^i; ^i; i =
1; 2 que los representan:
[x^i; x^j ] = { ij ; [x^i; ^j ] = { ij ; [^i; ^j ] = { ij ; (4.1)
donde  y  son los parámetros (reales) de no-conmutatividad. Sin pérdida de generalidad, tomamos
  0. Estas relaciones se reducen al álgebra de Heisenberg usual en el límite ; ! 0,
[qi; qj ] = 0 ; [qi; pj ] = { ij ; [pi; pj ] = 0 : (4.2)
De (4.1), se puede vericar inmediatamente que el generador de las rotaciones sobre este plano
no-conmutativo viene dado por [48]
L^ :=
1
(1  )

(x^1^2   x^2^1) + 
2
 
^21 + ^
2
2

+

2
 
x^21 + x^
2
2

; (4.3)
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para   6= 1. En efecto, las ecuaciones (4.1) implican que L^ transforma a x^ y ^ como vectores,h
L^; x^i
i
= { ij x^j ;
h
L^; ^i
i
= { ij ^j : (4.4)
Por lo tanto, h
L^; x^2
i
= 0 ;
h
L^; ^2
i
= 0 (4.5)
y, consecuentemente, una partícula viviendo sobre este plano no-conmutativo y sujeta a un potencial
central V (x^2), cuyo Hamiltoniano viene dado por
H^ =
1
2
^2 + V (x^2) (4.6)
(donde  es un parámetro de masa), conmuta con L^, por lo que presenta una simetría SO(2).
Para el valor crítico de c =  1 (donde L^ en la ecuación (4.3) no está denido), el álgebra de
conmutadores en (4.1) se reduce a
[x^i; x^j ] = { ij ; [x^i; ^j ] = { ij ; [^i; ^j ] = {
 1 ij : (4.7)
Estas relaciones pueden satisfacerse deniendo un único par de variables dinámicas, x^1 :=   ^2 ; ^1 :=
 1 x^2. Luego, para este valor de  en particular ocurre una especie de reducción dimensional [48].
Mencionemos que los generadores de las traslaciones sobre el plano de coordenadas no-conmutativo,
pueden ser denidos como
K^i :=
1
1   (^i    ij x^j) ; (4.8)
y juegan un rol similar al de los generadores de las traslaciones magnéticas en la presencia de un
campo magnético externo perpendicular al plano [77, 78]. En efecto, tenemosh
K^i; x^j
i
=  {ij ;
h
K^i; ^j
i
= 0 ;
h
K^i; K^j
i
=
 { ij
1   ;
h
L^; K^i
i
= { ijK^j :
(4.9)
Si bien no son éstas las álgebras de Lie que nos permitirán resolver el espectro de Hamiltonianos
con potencial central, señalemos que L^ puede ser considerado como uno de los generadores de un
álgebra su(2) o sl(2;R), cuyos generadores se completan con expresiones bilineales en ^i y K^i, de
acuerdo a que  sea menor o mayor que el valor crítico c. Para más detalles, vea el Apéndice E.
En la siguiente sección discutiremos las simetrías discretas de este espacio de fases no-conmutativo,
para luego considerar la estructura algebraica general de un Hamiltoniano con un potencial central
a partir del álgebra de conmutadores entre formas cuadráticas invariantes frente a rotaciones.
5. Simetrías discretas para  < c
Inversión temporal
En el plano conmutativo usual, la transformación de time-reversal es un operador antilineal
unitario que deja invariante las coordenadas y cambia el signo de los momentos. Como consecuencia,
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el momento angular L0 = q1p2   q2p1 cambia su signo. Esto es, por supuesto, consistente con el
álgebra de Heisenberg de la ecuación (4.2).
En el caso del álgebra modicada (4.1), una transformación antilineal unitaria T^ cambia el signo
de los lados derechos de las tres ecuaciones y, por lo tanto, no puede ser compensado sólo por un
cambio en el signo del operador de momento.
Sin embargo, podemos construir un conjunto consistente de variables dinámicas transforma-
das por time-reversal que satisfacen las ecuaciones (4.1) con un signo menos en el lado derecho.
Denamos T^ mediante su acción como
x^Ti := T^ x^iT^ y =
1p
1   (x^i + ij ^j) ;
^Ti := T^ ^iT^ y =
1p
1   ( ^i + ij x^j) ;
(5.1)
expresiones que se reducen a aquellas encontradas en [79] en el límite ! 0.
Es simple vericar que
x^Ti ; x^
T
j

=  { ij ;

x^Ti ; ^
T
j

=  { ij ;

^Ti ; ^
T
j

=  { ij : (5.2)
Advertir también que las ecuaciones (5.1), para ;  ! 0, se reducen de forma suave a la transfor-
mación usual de inversión temporal de las variables dinámicas de las ecuaciones (4.2).
También se puede vericar que el generador de las rotaciones es transformado por time reversal
como
T^ L^T^ y =  L^ : (5.3)
Para el cuadrado de la distancia radial sobre el plano no-conmutativo, x^2, se tiene
T^ x^2T^ y = 1
1  

x^2 + 2^2 + 2 (x^1^2   x^2^1)
	
=
= x^2 + 2 L^ ;
(5.4)
donde fue utilizada la ecuación (4.3).
Para el cuadrado del momento ^2 obtenemos
T^ ^2T^ y = 1
(1  )

^2 + 2x^2 +
2
~
(x^1^2   x^2^1)

=
= ^2 + 2 L^
(5.5)
y para el producto escalar entre x^ y ^
T^ (x^  ^ + ^  x^) T^ y =   (x^  ^ + ^  x^) : (5.6)
En consecuencia, L^ y (x^  ^ + ^  x^) tienen las propiedades de transformación usuales, pero ni
x^2 ni ^2 quedan invariantes por una transformación de inversión temporal, aunque esta simetría es
recuperada en ambos casos en el límite conmutativo.
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Paridad
En el espacio bidimensional usual, una transformación de paridad es realizada por un operador
lineal unitario que cambia (por ejemplo) el signo de q2 y p2, dejando invariante13 q1 y p1. Pero en
el espacio de fases no-conmutativo, tal transformación de las variables dinámicas no deja invariante
el primero y el tercero de los conmutadores de las ecuación (4.1).
En su lugar, denimos
x^P1 := P^x^1P^y = x^T1 ; x^P2 := P^x^2P^y =  x^T2 ;
^P1 := P^^1P^y =  ^T1 ; ^P2 := P^^2P^y = ^T2 ;
(5.7)
donde x^Ti y ^
T
i vienen dados por las ecuaciones (5.1).
También podemos analizar el comportamiento de las expresiones cuadráticas en las variables
dinámicas al ser transformadas por esta transformación de paridad. En ese caso, obtenemos,
P^L^P^y = T^ L^T^ y =  L^ ;
P^x^2P^y = T^ x^2T^ y = x^2 + 2 L^ ;
P^^2P^y = T^ ^2T^ y = ^2 + 2 L^ ;
P^ f{ (x^  ^ + ^  x^)g P^y = T^ f{ (x^  ^ + ^  x^)g T^ y = { (x^  ^ + ^  x^) :
(5.8)
Aquí nuevamente, L^ y (x^  ^ + ^  x^) tienen las propiedades usuales de transformación, pero ni
x^2 ni ^2 quedan invariantes por efecto de la transformación de paridad, a pesar que esta simetría
es recuperada en el límite conmutativo en ambos casos.
Finalmente, remarquemos que las transformaciones de inversión temporal y paridad así denidas
conmutan como se sigue de las ecuaciones (5.1) y (5.7). En efecto, tenemos 
x^P1
T
= x^1 =
 
x^T1
P
;
 
x^P2
T
=  x^2 =
 
x^T2
P
;
 
^P1
T
=  ^1 =
 
^T1
P
;
 
^P2
T
= ^2 =
 
^T2
P
:
(5.9)
Mas aún, la composición P^T^ deja invariante las primeras tres formas cuadráticas previamente
consideradas y cambia el signo de la cuarta ,
P^T^ L^T^ yP^y =  P^L^P^y = L^ ;
P^T^ x^2T^ yP^y = P^

x^2 + 2 L^

P^y = x^2 + 2 L^  2 L^ = x^2 ;
P^T^ ^2T^ yP^y = P^

^2 + 2 L^

P^y = ^2 + 2 L^  2 L^ = ^2 :
P^T^ (x^  ^ + ^  x^) T^ yP^y =  P^ (x^  ^ + ^  x^) P^y =   (x^  ^ + ^  x^) :
(5.10)
13Advertir que el cambio simultáneo de signo tanto en coordenadas como en momento es equivalente a una rotacion
de  rad sobre el plano.
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Consecuentemente, cualquier Hamiltoniano no relativista denidido sobre este espacio de fases
no-conmutativo con un término cinético proporcional a ^2 y un potencial central permanece inva-
riante frente a la transformación PT , al igual que L^.
Denición alternativa de las transformaciones discretas
Remarquemos que estas transformaciones discretas de las variables dinámicas quedan denidas
a menos de una transformación lineal canónica en Sp(4;R).
Si llamamos  := (x^1; x^2; ^1; ^2)t, las relaciones de conmutación del álgebra deformada de la
ecuación (4.1) pueden ser escritas en forma matricial [48] como ([i; j ]) = {G^, donde
G^ =

 {2 12
 12  {2

(5.11)
siendo 2 la segunda matriz de Pauli. Adviértase que el determinante
det ([i; j ]) = (1  )2 (5.12)
se anula para el valor crítico c =  1 [1, 48], donde los operadores x^i; ^i; i = 1; 2, no representan
a variables dinámicas independientes, como fue previamente discutido.
Estas relaciones de conmutación quedan invariantes frente a una transformación que preserve la
hermiticidad de las variables dinámicas y que pertenezca a (una representación equivalente de) el
grupo Sp(4;R). En efecto, para  < c podemos escribir G^ = AGAt donde
G :=

02 12
 12 02

= 12 
 {2 (5.13)
y
A =
0@ 12   2 {2

2 {2 12
1A con 2 = 1
2

1 +
p
1  

; (5.14)
como puede ser fácilmente vericado. Luego, para una transformación lineal  ! U que preserva
las relaciones de conmutación tenemos
UG^U t = G^ ) UAGAtU t = AGAt : (5.15)
Luego  
A 1UA

G
 
A 1UA
t
= G )  A 1UA 2 Sp(4;R) : (5.16)
Por tanto, como fue previamente establecido, las transformaciones discretas T y P de las ecuacio-
nes (5.1) y (5.7) quedan denidas a menos de una transformación lineal de Sp(4;R) de las variables
dinámicas.
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6. Simetrías discretas para  > c
Puesto que las variables dinámicas deben ser representadas por operadores hermíticos, vemos
que la denición de las transformaciones de inversión temporal y paridad en las ecuaciones (5.1) y
(5.7) son válidas sólo para  < c. Para la región  > c debemos adoptar otra denición compatible
con las reglas de transformación. Es claro que en esta región no existirá el límite conmutativo.
Entonces, para  > c se dene
x^T1 =
1q
1  1

x^1 +
1

^2

= x^P1 ; x^
T
2 =
1q
1  1

 x^2 + 1

^1

=  x^P2 ;
^T1 =
1q
1  1

^1   1

x^2

=  ^P1 ; ^T2 =
1q
1  1

 ^2   1

x^1

= ^P2 ;
(6.1)
las cuales satisfacen las relaciones de conmutación (4.1) (con un factor ( 1) adicional en el lado
derecho de las ecuaciones en el caso de la transformación antilineal de inversión temporal) como
puede ser fácilmente vericado.
Bajo estas transformaciones discretas, las expresiones cuadráticas previamente consideradas se
transforman de acuerdo a
T^ L^T^ y = P^L^P^y = L^ ;
T^ x^2T^ y = P^x^2P^y =   

^2   2 L^ ;
T^ ^2T^ y = P^^2P^y =  

x^2   2 L^ ;
T^ f{ (x^  ^ + ^  x^)g T^ y = ^ f{ (x^  ^ + ^  x^)g P^y =  { (x^  ^ + ^  x^) ;
(6.2)
(compárese con la ecuación (5.8)). Estas cuatro formas cuadráticas son además invarianteres frente
a la transformación PT .
Estas reglas de transformación dieren de aquellas dadas en las ecuaciones (5.3) - (5.6) y (5.8)
para  < c, a pesar que la relación entre T y P es la misma que en ecuación (5.7) y que sus
deniciones son consistentes con las del álgebra deformada dada en (4.1).
En esta región, las variables dinámicas transformadas por T y P están determinadas, al igual
que en el caso anterior, a menos de una transformación lineal canónica de Sp(4;R). En efecto, para
 > c podemos escribir G^ = BGBt donde
B =

1

 1
4
CD (6.3)
con
C =
0BBB@
1 0 0 0
0 0
q

 0
0
p

 0 0
0 0 0 1
1CCCA ; D =
0@  12   2 {2

2 {2  12
1A ; (6.4)
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y =
r

2
 
1 +
r
1  1

! 1
2
; (6.5)
como puede ser facilmente vericado.
Luego, una transformación lineal  ! U que preserve las relaciones de conmutación debe
satisfacer
UBGBtU t = BGBt )  B 1UB 2 Sp(4;R) : (6.6)
7. Estructura algebraica de Hamiltonianos con potenciales
centrales
En este punto estudiaremos la estructura algebraica de los Hamiltonianos (no relativistas) con
potenciales centrales denidos sobre el espacio de fases no conmutativo.
Mostraremos que el problema de autovalores puede ser referido a espacios de representación de
representaciones unitarias irreducibles de los grupos SL(2;R) o SU(2), de acuerdo a que  < c
o  > c respectivamente. La existencia de dos fases cuánticas para estos sistemas había sido en-
contrada en [1] empleando una realización particular de las variables dinámicas no-conmutativas en
término de operadores de creación y destrucción usuales. En lo que sigue mostraremos que esta es-
tructura algebraica es independiente de esta realización y está completamente determinada a partir
de las relaciones de conmutación dadas por la ecuación (4.1).
El caso 0 <  < c
Consideremos la región con 0 <  < c donde denimos
J0 = 1
4
p


^2

+
x^2

+ 2L^

= J y0 ;
J = 1
4
q
1
   1

  ^
2

+
x^2

 ip

(^  x^+ x^  ^)

= J y :
(7.1)
Es inmediata la vericación de que estos operadores satisfacen las relaciones de conmutación carac-
terísticas del álgebra de Lie sl(2;R),
[J0;J] = J ; [J+;J ] =  2J0 ; (7.2)
con J = J1  {J2 (Ji; i = 0; 1; 2; operadores hermíticos) y el invariante cuadrático de Casimir
J 2 = J0(J0  1)  JJ = J 20   J 21   J 22 dado por
J 2 = 
16
(
x^2

+
^2

+ 2L^
2
  1
1  

x^2

  ^
2

2
  (^  x^+ x^  ^)
2
 (1  )
)
; (7.3)
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el cual no es un operador denido positivo [80].
Las ecuaciones (4.4)-(4.5) implicanh
L^;J0
i
= 0 ;
h
L^;J
i
= 0 )
h
L^;J 2
i
= 0 : (7.4)
Luego, L^ puede ser incorporado como una extensión central del álgebra de sl(2;R).
De hecho, se puede vericar que
J 2 = 1
4

L^2   1

  1
4
; (7.5)
lo que impone una condición acerca de las representaciones irreducibles aceptables del producto
directo de los grupos SL(2;R) 
 SO(2) (donde el segundo factor (Abeliano) es generado por L^).
En particular, estas relaciones implican que sólo las clases discretas de representaciones unitarias
irreducibles de SL(2;R) [80, 81] serán de interés para nuestro propósito. La construcción de las
representaciones unitarias irreducibles de SL(2;R) es reseñada en el Apéndice B, mientras que la
relación entre J 2 y L^2 es demostrada en el Apéndice C.
Puesto que un Hamiltoniano general H^ (^; x^) que conmuta con L^ sólo puede ser función de ^2,
x^2, (^  x^+ x^  ^) y L^, y a partir de las ecuaciones (7.1) podemos escribir
x^2

=
2p

J0 +
r
1

  1 (J+ + J )  L^ ;
^2

=
2p

J0  
r
1

  1 (J+ + J )  L^ ;
(^  x^+ x^  ^)p

= 2{
r
1

  1 (J+   J ) ;
(7.6)
es claro que tales H^ pueden ser expresados en términos de J0, J y L^ únicamente. Por tanto, los
subespacios característicos simultáneos de H^ y L^ están contenidos en espacios de representación
de representaciones unitarias irreducibles del grupo no compacto SL(2;R) (o, equivalentemente,
SU(1; 1)) que satisfacen la condición de la ecuación (7.5).
Las representaciones unitarias irreducibles en la clase discreta están caracterizadas por el auto-
valor  del operador de Casimir J 2, que toma valores  = k(k   1) con k = 12 ; 1; 32 ; 2;    . Para un
k dado, el espacio de representación está generado por los autovectores simultáneos de J 2, J0 y L^,
J 2 jk;m; li = k(k   1) jk;m; li ;
J0 jk;m; li = m jk;m; li ; con m = k; k + 1;    o m =  k; (k + 1);    ;
L^ jk;m; li = l jk;m; li ; con l2 = (2k   1)2 ;
(7.7)
Advertir que estas representaciones, que pueden ser denotadas por hk; li, no son de dimensión nita
[80, 81] (Ver Apéndice B).
Vale la pena mencionar que las transformaciones discretas de inversión temporal y paridad de
las ecuaciones (5.8) dejan invariante el álgebra extendida sl(2;R) de las ecuaciones (7.2) y (7.4).
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De hecho, mientras que estas transformaciones cambian el signo de la extensión central del álgebra
L^, se puede obtener directamente para el resto de los operadores
T J0T y = PJ0Py = J0 ; T JT y = PJPy = J ;
) T J 2T y = PJ 2Py = J 2 :
(7.8)
Tenemos, por ejemplo,
L^T jk;m; li =  

T L^T y

T jk;m; li =  l T jk;m; li
) T jk;m; li  jk;m; li :
(7.9)
Luego, la transformación discreta mapea una representación irreducible hk; li de SL(2;R)
 SO(2)
que satisface la ecuación (7.5) sobre la otra con el mismo jlj, hk; li, dejando invariante la suma
directa hk; li  hk; li.
Por otro lado, de ecuación (7.2) se obtiene
hm;; lj J jm;; li = 0 : (7.10)
Por tanto, la positividad de x^2 (o ^2) implica que, para cada representación irreducible,
l  2mp

(7.11)
para todos los valores de m. En particular, esto es posible sólo para las representaciones irreducibles
de sl(2;R) de la clase discreta correspondiente a autovalores m enteros o semi-enteros acotados por
abajo, m  k [80, 81]. En particular, l  2k=p (advertir que 1=p > 1).
Podemos establecer una cota aún mas fuerte si tenemos en cuenta la ecuación (D.4) del Apéndice
D, la cual establece que, en cualquier representación unitaria de sl(2;R), tenemos
e{X2 (AX0 +BX1) e
 {X2 = A
r
1  B
2
A2
X0 (7.12)
para A;B real, con jAj > jBj y tanh = B=A. Luego, x^2 en (7.6) (o, equivalentemente, ^2) puede
ser diagonalizado por una transformación unitaria de modo que
x^2

! 2
s
1

 

1

  1

J0   L^ = 2J0   L^ : (7.13)
Por tanto, la positividad de x^2 (o, de forma equivalente, ^2) implica que
2m  l ; 8m ) 2k  l : (7.14)
Puesto que l2 = (2k   1)2, se concluye que
l = (2k   1) ; (7.15)
siendo aceptables ambos signos.
Finalmente, puesto que un Hamiltoniano con un potencial central H
 
L^;J0;J

es transformado
por T (o P) en T H L^;J0;JT y = H   L^;J0;J, estas transformaciones discretas son simetrías
del Hamiltoniano (con la degeneración correspondiente en los autovalores) si H depende sólo de jL^j.
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El caso  < 0
Consideremos ahora la región con  < 0. Podemos denir los operadores
J0 = 1
4
s
jj
1 + jj

^2
jj +
x^2


;
J = 1
4
(
(^  x^+ x^  ^)p
1 + jj  i
p
jj

  ^
2
jj +
x^2

+ 2L^
)
= J1  iJ2 ;
(7.16)
(con Ji ; i = 0; 1; 2 operadores Hermíticos) los cuales también satisfacen las relaciones de conmuta-
ción características del álgebra de Lie de sl(2;R) (ecuación (7.2)) y conmutan con L^. El invariante
cuadrático de Casimir nuevamente toma la forma (ver Apéndice C)
J 2 = jj
16
(
 

x^2

+
^2
jj + 2L^
2
+
1
1 + jj

x^2

  ^
2
jj
2
  (^  x^+ x^  ^)
2
jj (1 + jj)
)
=
=
1
4

L^2   1

:
(7.17)
Luego, solo el producto directo de representaciones irreducibles de SL(2;R) en la clase discreta
[80, 81] con aquellas de SO(2) que satisfacen la condición (7.17), subespacios del espacio de Hilbert
generado por autovectores simultáneos de J 2, J0 y L^ como en (7.7), son relevantes para describir
los estados físicos de un sistema con un potencial central.
En efecto, un Hamiltoniano general no-relativista H^(^; x^) que conmuta con L^ puede ser expre-
sado en términos de los invariantes frente a rotación
x^2

= 2
s
1 +
1
jj J0  
ip
jj (J+   J )  L^ ;
^2
jj = 2
s
1 +
1
jj J0 +
ip
jj (J+   J ) + L^ ;
(^  x^+ x^  ^) = 2
p
1 + jj (J+ + J ) ;
(7.18)
y de L^ mismo. Luego, H^ es una función de J0, J y L^ únicamente.
Por otro lado, tomando en cuenta la ecuación (D.7), es posible ver que la positividad de x^2 (o
^2) requiere que 2m   l  0, lo que implica que m = k; k + 1;    con k un entero o semientero
positivo, y l  2k. Por tanto, como en la sección anterior,
l = (2k   1) : (7.19)
En esta región las transformaciones discretas de paridad e inversión temporal de las ecuaciones
(5.8) dejan invariante el álgebra extendida de sl(2;R). En efecto, estas transformaciones cambian el
signo de la extensión central L^mientras que para los generadores de sl(2;R) obtenemos directamente
T J0T y = PJ0Py = J0 ; T JT y =  J =  PJPy ;
) T J 2T y = PJ 2Py = J 2 ;
(7.20)
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lo que deja invariante la suma directa de las representaciones irreducibles hk; li  hk; li con l =
(2k   1), como se ha discutido en la sección previa (ver (7.9)).
Por tanto, la región  < 0 es análoga a la región con 0 <  < c.
El caso  > c
Consideremos ahora la región  > c. Aquí denimos
J3 =
1
4
p


^2

+
x^2

+ 2L^

;
J =
1
4
q
1  1

  ^
2

+
x^2

 ip

(^  x^+ x^  ^)

:
(7.21)
Como puede ser inmediatamente vericado, a consecuencia de (4.1) estos operadores satisfacen las
relaciones de conmutación
[J3; J] = J ; [J+; J ] = 2J3 ; (7.22)
que corresponden a un álgebra de Lie su(2), con J = J1  {J2 (Ji; i = 1; 2; 3; operadores Hermí-
ticos). En este caso el operador cuadrático de Casimir, J2 = JJ + J3(J3  1), viene dado por la
misma expresión que en la ecuación (7.3) y que, en esta región, puede ser escrito como un operador
maniestamente positivo,
J2 =

16
(
x^2

+
^2

+ 2L^
2
+
1
  1

x^2

  ^
2

2
+
(^  x^+ x^  ^)2
 (  1)
)
: (7.23)
Acá nuevamente, el generador de las rotaciones L^ puede ser incorporado como una extensión central
del álgebra, h
L^; J3
i
= 0 ;
h
L^; J
i
= 0 )
h
L^; J2
i
= 0 ; (7.24)
y está relacionado al operador de Casimir por la igualdad (ver Apéndice C)
J2 =
1
4

L^2   1

; (7.25)
la que impone una condición sobre las representaciones unitarias irreducibles admisibles del producto
directo SU(2)
 SO(2). En particular, advertir que l = 0 queda excluido.
Las expresiones (Hermíticas) cuadráticas en las variables dinámicas pueden ser escritas como
x^2

=
2p

J3 +
r
1  1

(J+ + J )  L^ ;
^2

=
2p

J3  
r
1  1

(J+ + J )  L^ ;
(^  x^+ x^  ^)p

= 2{
r
1  1

(J+   J ) :
(7.26)
38
Consecuentemente, cualquier Hamiltoniano H^ que conmute con L^ puede ser expresado como una
función de J3, J y L^ mismo. En este caso, los autovectores simultáneos de L^ y H^ están contenidos
en espacios de representación de representaciones unitarias irreducibles del grupo compacto SU(2),
que son de dimensión nita.
Las representaciones unitarias irreducibles de SU(2) 
 SO(2) pueden ser caracterizada por los
índices hj; li donde, como es bien sabido, j puede tomar valores enteros o semi-enteros no negativos,
j = 0; 12 ; 1;
3
2 ;    , y l 2 Z. La ecuación (7.25) impone la restricción l2 = (2j + 1)2. Para un dado j,
el espacio de representación está generado por los autovectores simultáneos de J2, J3 y L^,
J2 jj;m; li = j(j + 1) jj;m; li ;
J3 jj;m; li = m jj;m; li ; con m =  j; j + 1;    ; j   1; j ;
L^ jj;m; li = l jj;m; li ; con l2 = (2j + 1)2 :
(7.27)
De acuerdo a las ecuaciones (6.2), esta álgebra su(2) queda invariante frente a las transforma-
ciones discretas de paridad y time-reversal denidas en (6.1). En efecto, se obtiene
T J3T y = PJ3Py =  J3 ; T JT y = PJPy = J
) T J1;2T y = J1;2

;
(7.28)
que preserva las ecuaciones (7.22) y J2,
T J2T y = T (JJ + J3(J3  1)) T y = JJ + J3(J3  1) = J2 : (7.29)
Más aún, puesto que en esta región las transformaciones discretas no cambian L^, concluimos que la
representación unitaria irreducible hj; li del producto directo SU(2)
SO(2), de dimensión (2j+1),
es también T y P-invariante.
Por ejemplo,
J3T jj;m; li =  

T J3T y

T jj;m; li =  mT jj;m; li
) T jj;m; li  jj; m; li ; con m =  j; j + 1;    ; j   1; j ;
(7.30)
y el vector transformado pertenece a la misma representación irreducible.
A pesar de esto, los Hamiltonianos en la clase que estamos considerando no son, en general,
T o P invariantes, sino que tienen sus subespacios característicos contenidos en representaciones
irreducibles de SU(2)
 SO(2).
Por otra parte, de las ecuaciones (7.26) se puede ver que la positividad de x^2 (o ^2) implica,
para las representaciones unitarias irreducibles hj; li, que
l   2jp

 0 : (7.31)
Pero, x^2 (o ^2) puede ser diagonalizado a través de una transformación unitaria de SU(2) como
en la ecuación (D.9). En efecto, en cualquier representación unitaria de SU(2), una combinación
lineal de generadores de la forma AJ3 +BJ1, con A;B 2 R, puede ser transformada según
e{'J2 (AJ3 +BJ1) e
 {'J2 = A
r
1 +
B2
A2
J3 ; (7.32)
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donde ' = arctan
 
B
A

(ver Apéndice D). Luego,
x^2 ! 2
s
1

+

1  1


J3   L^ = 2J3   L^ : (7.33)
Por tanto, la positividad de x^2 (o, equivalentemente, ^2) requiere que
2m  l ; 8m =  j; j + 1;    ; j   1; j ; ) l   2j  0 : (7.34)
Y como l2 = (2j + 1)2, se concluye que
l =  (2j + 1)   1 (7.35)
para la representación unitaria irreducible hj; li que satisface la condición (7.25).
En conclusión, para todo Hamiltoniano con un potencial central como el dado en (4.6) (que
también puede depender de L^) existe otra cantidad conservada que se corresponde al invariante de
Casimir cuadrático de la ecuación (7.3) para  < c o en (7.23) para  > c, cuyos autovalores
determinan la representación irreducible de SL(2;R) [80, 81] o de SU(2) respectivamente. Hay
también una restricción que relaciona este invariante de Casimir con el cuadrado del generador de
las rotaciones en el plano no-conmutativo, L^. Más aún, la positividad de x^2 (o ^2), implícita en la
Hermiticidad de las variables dinámicas, impone una restricción adicional que determina los posibles
autovalores de L^ para cada representación irreducible.
En estas condiciones, el problema de autovalores para H^ se reduce, para  > c, a un problema
nito-dimensional en la representación irreducible hj; li de SU(2)
 SO(2) con l =  (2j + 1).
Para  < c, sólo las representaciones unitarias irreducibles (innito dimensionales) hk; li de
SL(2;R) con J0 acotado inferiormente satisfacen la restricción. En este caso, l = (2k   1) y
ambos signos estan relacionados por una transformación de inversión temporal (o de paridad).
Advertir que de (7.1), ni J0 ni J1 tienen bien denido el (doble) límite para ;  ! 0. En
particular, no pueden ser denidos en el límite ! 0 ó  ! 0, a pesar de que el doble límite de J 2
en (7.3) sí existe. En efecto, si denimos L0 = x12 x21 (el límite conmutativo de L^), obtenemos
lm
;!0
J 2 = 1
16
n
2x^2^2 + 2^2x^2   (x^  ^ + ^  x^)2
o
;!0
=
1
4
 
L20   1

(7.36)
(que claramente conmuta con x^2 y ^2 en este límite).
Por tanto, la estructura algebraica descrita anteriormente es una consecuencia de la no-conmutatividad
presente a la vez tanto en coordenadas como en momentos.
En la siguiente sección aplicamos estos resultados a la resolución de ejemplos simples.
8. El oscilador armónico isótropo
Un ejemplo simple es el del oscilador isótropo en este espacio no-conmutativo, ya que en este
caso el Hamiltoniano
Hosc :=
^2
2
+
1
2
!2x^2 (8.1)
es, en sí mismo, un elemento del álgebra de Lie generada por
n
^2; x^2; (x^  ^ + ^  x^) ; L^
o
.
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El oscilador armónico isótropo para  > c
Consideremos en primer lugar este Hamiltoniano en la región  > c,
Hosc =
+ 2!2
2

2p

J3   L^

    
2!2
2
r
1  1

(J+ + J ) =
=
+ 2!2
2

2p

J3   L^

    
2!2

r
1  1

J1 ;
(8.2)
donde hemos utilizado la ecuación (7.26).
De acuerdo a la discusión de la sección 7, el Hamiltoniano en (8.2) puede ser diagonalizado a
través de una rotación generada por J2. En efecto, si
' = arctan

 

  2!2
+ 2!2
p
   1

; (8.3)
la transformación unitaria e{'J2 lleva Hosc a la forma diagonal (ver ecuación (D.9))
e{'J2Hosc e
 {'J2 =
=
1

p

n 
+ 2!2
2
+ (   1)    2!22o1=2 J3   + 2!2
2
L^ ;
(8.4)
de donde se concluye que los autovectores de Hosc en la representación irreducible hj; li (con l =
 (2j + 1)), de dimensión 2j + 1, son
j j;m;li = e {'J2 jj;m; li : (8.5)
Los correspondientes autovalores de energía vienen dados por
E(j)m =
1

p

n 
+ 2!2
2
+ (   1)    2!22o1=2m+
+
+ 2!2
2
(2j + 1) =
m

q
(  2!2)2 + 42!2 + + 
2!2
2
(2j + 1) ;
(8.6)
donde m =  j; j + 1;    ; j   1; j.
Tomando en consideración que en esta regiónq
(  2!2)2 + 42!2 =
q
(+ 2!2)2 + 42!2 (1  ) <  + 2!2 ; (8.7)
vemos que
E(j)m  E(j) j 

+ 2!2
2

 0 ; (8.8)
en acuerdo con la positividad de Hosc en ecuación (8.1).
Advertir que el espectro de Hosc queda invariante por el cambio m !  m, a pesar de que el
Hamiltoniano en (8.2) no es invariante frente a una transformación de inversión temporal o paridad
(recordar que T y P cambian el signo de J3 mientras que dejan inalterados a J1 y L^). En efecto,
para la transformación antilineal T tenemos (ver (7.30))
j j; m;li  e {'J2T jj;m; li = e {'J2T e{'J2 j j;m;li ; (8.9)
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mapeando biunívocamente E(j)m $ E(j) m.
Los autovalores en (8.6) pueden ser escritos como
E(j)m = ~
+

n+ +
1
2

+ ~
 

n  +
1
2

; (8.10)
donde hemos denido las frecuencias (positivas)

 =
1
2~
 
+ 2!2
q(  2!2)2 + 42!2~2 (8.11)
y n+; n  están unívocamente determinamos por j y m a través de las relaciones
n+ + n  + 1 = 2j + 1 ; n+   n  = 2m; )
n = j m  0 :
(8.12)
Luego, n+; n  son ambos enteros no negativos. Por otro lado, dados n, la ecuación (8.12) determina
unívocamente a los enteros o semi-enteros j  0 y m que satisface  j  m  j.
Por lo tanto, el espectro de Hosc coincide con el de dos osciladores armónicos desacoplados (en
el espacio conmutativo usual) con frecuencias 
, en completo acuerdo con los resultados de [48].
El oscilador armónico isótropo para 0 <  < c
Podemos dar una solución similar al caso 0 <  < c, donde el Hamiltoniano en la ecuación
(8.1) puede escribirse como
Hosc :=
+ 2!2
2

2p

J0   L^

    
2!2
2
r
1

  1 (J+ + J ) =
=
+ 2!2
2

2p

J0   L^

    
2!2

r
1

  1 J1 ;
(8.13)
expresión que puede ser diagonalizada a través de una transformación unitaria en SL(2;R), como
se explica en el Apéndice D.
En efecto, si tomamos
A =
+ 2!2

p

; B =    
2!2

r
1

  1 ;
y tanh =
B
A
;
(8.14)
aplicando los resultados citados en (D.4) a Hosc en la ecuación (8.13) obtenemos el operador diago-
nalizado
e{J2Hosc e {J2 =
1

p

n 
+ 2!2
2   (1  )    2!22o1=2 J0   + 2!2
2
L^ ;
(8.15)
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en cualquier representación unitaria de SL(2;R)
 SO(2).
De la ecuación (8.15) se concluye que los autovectores del Hamiltoniano vienen dados por
jk;m;li = e {J2 jk;m; li ; (8.16)
donde jk;m; li pertenece a la representación unitaria irreducible hk; li, donde k es algún entero
o semi-entero positivo, m = k; k + 1;    y l = (2k   1) o l =  (2k   1) (ver sección 7). Los
correspondientes autovalores de energía son
E(k;)m =
1

p

n 
+ 2!2
2   (1  )    2!22o1=2m 
+ 
2!2
2
(2k   1) =
=
m

q
(+ 2!2)2 + 42!2 (1  ) + 
2!2
2
(2k   1) :
(8.17)
Notar que
E(k;)m  E(k;)k 
+ 2!2
2
[2k  (2k   1)]  + 
2!2
2
; (8.18)
nuevamente en acuerdo con la positividad de Hosc.
Más aún, advertir que, a pesar que Hosc en (8.13) no es invariante frente a time-reversal (o
paridad), la restricción que relaciona L^ a J 2 y la condición de positividad de x^2 (o ^2) hacen que
el espectro de energía sea T -invariante, (en esta región, las transformaciones discretas cambian el
signo de L^ y J2 dejando invariante J1;3 - ver la ecuación (7.8)), ya que
T jk;m;li = e {J2T jk;m; li  e {J2 jk;m; li = jk;m; li ; (8.19)
con l = (2k   1), mapeando biunívocamente E(k;)m $ E(k;)m .
Los autovalores de energía pueden ser escritos como
E(k;s)m = 
+

n+ +
1
2

+
 

n  +
1
2

; (8.20)
con s = 1, donde las frecuencias (positivas) son

 =
1
2
q
(+ 2!2)2 + 42!2 (1  ) (+ 2!2)

(8.21)
y n+; n  están unívocamente determinados por m y l = s(2k   1) a través de las relaciones
n+ + n  + 1 = 2m; n+   n  =  l ;
) n = m l
2
  1
2
 (1 s)

k   1
2

 0 :
(8.22)
Por tanto, aún en este caso, n son ambos enteros no negativos.
Inversamente, dados los enteros no negativos n, la ecuación (8.22) determina unívocamente m
y l, con k = (jlj+1)=2. Entonces, también en esta región el espectro de Hosc coincide con el de dos
osciladores armónicos desacoplados de frecuencias 
 [48].
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El oscilador armónico isótropo para  < 0
Es esta región, el Hamiltoniano de la ecuación (8.1) puede escribirse como
Hosc := AJ0 +BJ2 +
 jj   2!2
2

L^ (8.23)
con
A =
jj+ 2!2

s
1 +
1
jj ; B =
2!2   jj

s
1
jj : (8.24)
Aplicando los resultados citados en (D.7) con tanh =  B=A a Hosc en ecuación (8.23) obtenemos
el operador diagonal
e{J1Hosc e {J1 =
1

n jj+ 2!22 + 42!2o1=2 J0 +  jj   2!2
2

L^ :
(8.25)
Esto muestra que los autovectores del Hamiltoniano vienen dados por
jk;m;li = e {J1 jk;m; li ; (8.26)
donde jk;m; li pertenece a la representación unitaria irreducible hk; li, con k un entero o semi-entero
positivo, m = k; k + 1;    y l = (2k   1) (ver sección 7), correspondiente a los autovalores de
energía
E(k;)m =
m

 jj   2!22 + 1 + 1
jj

4jj2!2
1=2

 jj   2!2
2

(2k   1) :
(8.27)
Aquí nuevamente
E(k;)m  E(k;)k 
jj   2!2
2
(2k   j2k   1j) =
jj   2!2
2
; (8.28)
en acuerdo con la positividad de Hosc.
Los autovalores de energía pueden además ser escritos como en la (8.20), donde las frecuencias
vienen dadas en esta región por

 =
1
2
q
(jj   2!2)2 + (1 + jj) 42!2  jj   2!2 (8.29)
y, para s = sign
 jj   2!2,
n+ + n  + 1 = 2m; n+   n  = s l ;
) n = m s l
2
  1
2


k   1
2

(1 s sign(l))  0 :
(8.30)
Luego, n son ambos enteros no-negativos relacionados unívocamente a m y l, con k = (jlj+ 1)=2.
Por tanto, también en este caso encontramos que el espectro de Hosc coincide con el de dos oscila-
dores armónicos desacoplados de frecuencias 
 [48].
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9. El problema de Landau
Consideremos ahora una extensión del Hamiltoniano de Landau en el gauge simétrico al espacio
de fases no-conmutativo,
2HL :=

^1 +
eB
2
x^2
2
+

^2   eB
2
x^1
2
= ^2 +

eB
2
2
x^2   eB

(1  ) L^  
2
^2   
2
x^2

=
=

1 +
eB
2

^2 +
eB
4
(eB + 2)x^2   eB (1  ) L^ ;
(9.1)
donde B representa a un campo magnético constante y uniforme perpendicular al plano.
Este Hamiltoniano debe ser comparado con Hosc en la ecuación (8.1). Resulta evidente que el
espectro puede ser determinado por el mismo mecanismo.
El problema de Landau para  > c
De las ecuaciones (7.26), podemos escribir al Hamiltoniano como
2HL =
 
B2e2 + 4Be+ 4

2
p

J3 +
1
2
r
1  1

 
B2e2   4 J1 
 
 
B2e2 + 4Be+ 4

4
L :
(9.2)
Tomando en consideración (7.32), se puede ver que una rotación generada por J2 en un ángulo
' = arctan
 p
  1  B2e2   4
B2e2 + 4Be+ 4
!
(9.3)
transforma el Hamiltoniano en
e {'J2 (2HL) e{'J2 =
 
4Be+B2e2 + 4

2

J3   L
2

: (9.4)
Por tanto, los autovectores de HL en una representación irreducible hj; li vienen dados por
j j;m;li = e{'J2 jj;m; li (9.5)
con l =  (2j+1), para enteros o semi-enteros j  0 y  j  m  j. El correspondiente autovalor es
E(j)m =
 
4Be+B2e2 + 4

4

m+ j +
1
2


 
4Be+B2e2 + 4

8
: (9.6)
Nótese que estos autovalores dependen sólo de los enteros no-negativos na = (j+m). Por tanto,
dado na, cada representación irreducible con j  na=2 contiene un estado con energía dada por
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 
4Be+B2e2 + 4
  
na +
1
2

=4 que, entonces, tiene degeneración innita. Los vectores en esta
secuencia pueden ser identicados por los enteros no negativos nb = j   m. Comparando con el
problema de Landau en el plano conmutativo usual, se puede ver que
 
B2e2 + 4

=4e~ aparece
como una contribución adicional al campo magnético externo. Advertir que solo los valores negativos
del entero l   1 son posibles.
Podemos ahora evaluar la densidad de estados en cada nivel de Landau, teniendo en cuenta que
cada representación irreducible que a él contribuye lo hace con único estado. Empleando la ec. (D.8)
con ' dado por la ec. (9.3) vemos que el valor medio de x^2 en cada autovector del Hamiltoniano
está dado por (ver ec. (7.26))
hj;m; lj e {'J2 x^2e{'J2 jj;m; li = m
 
4
 
B2e22 + 4Be + 4

B2e2 + 4Be+ 4
  2
!
+ (2j + 1) ; (9.7)
donde hemos tenido en cuenta que el valor medio hj;m; ljJ1jj;m; li = 0.
Entonces, con m = na   j, tenemos que el valor medio de x^2 crece linealmente con j en cada
nivel de Landau (jado na),
hx^2i = j 16j(  1)
B2e2 + 4Be+ 4
+
2na
 
B2e22 + 4Be   4+ 8
B2e2 + 4Be+ 4
+  : (9.8)
Suponiendo que el estado j j;m;li está esencialmente concentrado en un círculo de área hx^2i, dicho
círculo contendrá un estado por cada semientero 0  j0  j.
Es decir, el círculo de radio cuadrado dado en la ec. (9.8) contendrá concentrados en su interior
un número de estados dado por
P2j
r=0 = 2j+1. En consecuencia, la densidad de estados en el límite
termodinámico (j !1) puede aproximarse por
>c =
2j + 1
hx^2i =
B2e2 + 4Be+ 4
8(  1) +O(j
 1) : (9.9)
Nótese que esta densidad de estados es independiente del nivel de Landau y diverge para ! +c .
El problema de Landau para 0 <  < c
Usando las ecuaciones (7.6), escribimos el Hamiltoniano como
2HL =
 
B2e2 + 4Be+ 4

2
p

J0 + 1
2
r
1

  1  B2e2   4 J1 
 
 
B2e2 + 4Be~+ 4

4
L^ :
(9.10)
Luego, empleando (D.4) con
tanh =
 p
1    B2e2   4
B2e2 + 4Be+ 4
!
; (9.11)
el Hamiltoniano puede ser transformado en
e{J2 (2HL) e {J2 =
 
4Be+B2e2 + 4

2

J0   L
2

: (9.12)
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Por tanto, los autovectores de HL en la representación irreducible hk; li de
SL(2;R) 
 SO(2) con k entero o semi-entero positivo y l = (2k   1) (ver Sección 7), vienen
dados por
j k;m;si = e {J2 jk;m; s(2k   1)i ; (9.13)
con s = 1. Los correspondientes autovalores vienen dados por
E(k;s)m =
 
4Be~+B2e2 + 4

4

m  s

k   1
2


 
4Be~+B2e2 + 4

8
: (9.14)
Consideremos primero el caso con s = +1 (correspondientes a k  12 con l = (2k   1)  0).
Escribiendo m = k + n con n = 0; 1; 2;    , se obtiene
E(k;+1)m =
 
4Be~+B2e2 + 4

4

n+
1
2

; (9.15)
el cual es independiente de k (una degeneración innita numerable).
Por otro lado, para s =  1 (estados con k  1 y l =  (2k   1)   1), obtenemos
E(k; 1)m =
 
4Be~+B2e2 + 4

4

n+ (2k   1) + 1
2

: (9.16)
Como n0 := n + (2k   1) 2 N, para un dado n0 se tiene 2k   1 = n0   n  1, y entonces
n = 0; 1;    ; n0   1. Por tanto, estas representaciones del grupo con l negativo contribuyen a
los subespacios característicos de HL con energía E
(k; 1)
m =
(4Be+B2e2+4)
4
 
n0 + 12

con un número
nito n0 de autovectores linealmente independientes adicionales.
Luego vemos que, con todo esto, se obtiene un espectro equivalente al del modelo de Landau
sobre el plano conmutativo usual con un campo magnético efectivo Beff = B +
 
B2e2 + 4

=4e.
Consideremos ahora la densidad de estados en los niveles de Landau. Basta con tener en cuenta
los correspondientes a representaciones con l = (2k   1)  0, ya que aquellas con l   1 no
contribuyen en el límite termodinámico.
Con x^2 escrito como en la ec. (7.6), empleando la ec. (D.5) con  dado en la ec. (9.11), tenemos
que
hk;m; (2k   1)j e{J2 x^2e {J2 jk;m; (2k   1)i =
= k
16(1  )
B2e2 + 4Be+ 4
+ 2n
Be(Be + 4)  4+ 8
Be(Be + 4) + 4
+  ;
(9.17)
donde hemos escrito m = k+n y tenido en cuenta que hk;m; (2k 1)jJ1jk;m; (2k 1)i = 0. Vemos
entonces que, en un dado nivel de Landau, el valor medio hx^2i crece linealmente con k.
Suponiendo que el estado j k;m;1i está esencialmente concentrado en un círculo de área hx^2i,
y teniendo en cuenta que cada representación irreducible con l = 2k   1  0 contribuye con un
sólo estado a cada nivel de Landau, en el círculo de radio cuadrado dado por la ec. (9.17) habrá
concentrados un estado por cada semientero 12  k0  k.
Es decir, dicho círculo contendrá un número de estados dado por
P2k
r=1 1 = 2k, de modo que,
en el límite termodinámico (k !1), podemos aproximar la densidad de estados por
0<;c =
2k
hx^2i =
B2e2 + 4Be+ 4
8(1  ) +O(k
 1) ; (9.18)
resultado independiente del nivel de Landau al orden dominante en k. Nótese que esta densidad
tiende suavemente al valor correspondiente al problema de Landau en el plano conmutativo cuando
;  ! 0, eB=2, mientras que diverge para  ! 1 .
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El problema de Landau para  < 0
Empleando las ecuaciones (7.18), se obtiene
2HL =
1
2
s
1 +
1
jj
 
B2e2 + 4jj J0 +  B2e2   4Bejj   4jj
2
p
jj J2 
 
 
B2e2 + 4Be  4jj
4~
L^ :
(9.19)
Luego, empleando (D.7) con
tanh =  
 
B2e2   4Bejj   4jjp
1 + jj (B2e2 + 4jj)
!
; (9.20)
el Hamiltoniano puede ser transformado unitariamente en
e{J1 (2HL) e {J1 =
4Be+B2e2   4jj
2

J0   tL
2

; (9.21)
donde t = sign
 
B2e2 + 4Be  4jj (el signo del campo magnético efectivo).
Además en este caso k es un entero o semi-entero positivo y l = s(2k   1) con s = 1 (ver
Sección 7). Entonces, los autovectores de HL son
j k;m;si = e {J1 jk;m; s(2k   1)i ; (9.22)
correspondientes al autovalor
E(k;s)m =
4Be+B2e2   4jj
4

m  s t

k   1
2


4Be+B2e2   4jj
8
: (9.23)
En este punto, el análisis continúa de forma similar al de la sección anterior con el reemplazo de
s! s t. Entonces, se concluye que este sistema es también equivalente al modelo de Landau sobre
el plano conmutativo usual con un campo magnético efectivo Beff = B +
 
B2e2   4jj =4e.
En particular, a la densidad de estados en cada nivel de Landau sólo contribuyen en el límite
termodinámico los estados con st = 1 y, mediante un razonamiento similar al seguido en el caso
anterior, a partir de las ecs. (7.18), (D.6) y (9.20) se obtiene que esa densidad está dada por
<0 =
2k
hx^2i =
jBe(Be + 4)  4jjj
8(jj+ 1) +O(k
 1) ; (9.24)
la que, para ! 0  y  ! 0, se reduce a eB=2. Compárese con las ecuaciones (9.9) y (9.18). Notar
que pueden resumirse los tres resultados para la densidad de estados en el límite termodinámico
como
 =
B2e2 + 4Be+ 48(1  )
 ; (9.25)
el cual presenta una singularidad para  ! c de ambos lagos, en acuerdo con los resultados en-
contrados en [48].
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10. Hamiltonianos con potenciales centrales
Consideremos ahora Hamiltonianos no-relativistas con potenciales centrales como en ecuación
(4.6).
Para cualquier  6= 0, es posible diagonalizar x^2 (y, consecuentemente, V (x^2)) expresándolo en
términos de los generadores del grupo a través de una transformación unitaria, como fue discutido
en la sección previa, transformación que también debe ser aplicada al término cinético como se
describe a continuación. Luego, aplicaremos estos resultados al pozo de potencial cilíndrico.
El caso  > c
Con ' = arctan
p
   1, de las ecuaciones (7.26) y (D.8) se obtiene
ei'J2

x^2


e i'J2 = 2J3   L^ ;
ei'J2

^2


e i'J2 =  2

1  2


J3   L^  2

p
   1 (J+ + J ) ;
(10.1)
que, si tomamos en cuenta que l =  (2j + 1) (ecuación (7.35)), implica que los elementos no nulos
de la matriz Hamiltoniana son
2 hj;m; lj ei'J2H^e i'J2 j;m0; l =
=

 2

1  2


m+ (2j + 1) + 2V
 
(2m+ 2j + 1)

m;m0 
 2

p
   1
np
(j  m+ 1)(j +m) m 1;m0 +
p
(j +m+ 1)(j  m) m+1;m0
o
:
(10.2)
Advertir que el problema de autovalores del Hamiltoniano en esta región se reduce a un problema
matricial ya que las representaciones unitarias irreducibles de SU(2) son de dimensión nita.
El caso 0 <  < c
Si tomamos tanh =
p
1  , de las ecuaciones (7.6) y (D.5) se obtiene
eiJ2

x^2


e iJ2 = 2J0   L^ ;
eiJ2

^2


e iJ2 = 2

2

  1

J0   L^  2

p
1   (J+ + J ) ;
(10.3)
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que, tomando en cuenta (7.15), implica que los elementos matriciales no nulos del Hamiltoniano son
2 hk;m; lj eiJ2H^e iJ2 k;m0; l =
=

2

2

  1

m  l + 2V  (2m  l) m;m0 
 2

p
1  
8<:
s
m  1
2
2
 

k   1
2
2
m 1;m0+
+
s
m+
1
2
2
 

k   1
2
2
m+1;m0
9=; ;
(10.4)
donde k es un entero o semi-entero positivo, m = k; k + 1; k + 2;    y l = (2k   1). Advertir que
en este caso, los autovectores del Hamiltoniano están contenidos en representaciones irreducibles
innito-dimensionales y, para ambos signos de l, el argumento del potencial es [2m (2k 1)]  .
El caso  < 0
De las ecuaciones (7.18) y (D.6), tomando tanh =  
p
1 + jj
 1
, obtenemos
eiJ1

x^2


e iJ1 = 2J0   L^ ;
eiJ1

^2
jj

e iJ1 = 2

1 +
2
jj

J0 + L^+ 2ijj
p
1 + jj (J+   J ) :
(10.5)
Teniendo en cuenta (7.19), concluimos que los elementos matriciales no nulos del Hamiltoniano son
en este caso
2 hk;m; lj eiJ1H^e iJ1 k;m0; l =
=

2jj

1 +
2
jj

m+ jjl + 2V  (2m  l) m;m0+
+
2i

p
1 + jj
8<:
s
m  1
2
2
 

k   1
2
2
m 1;m0 
 
s
m+
1
2
2
 

k   1
2
2
m+1;m0
9=; ;
(10.6)
donde nuevamente k es un entero o semi-entero positivo, m = k; k + 1; k + 2;    y l = (2k   1).
50
11. El pozo de potencial circular
En esta sección aplicamos los resultados previamente expuestos al caso del pozo de potencial
circular sobre este plano no-conmutativo, para el cual
V (x^2) := V0(x^
2  A2) ; (11.1)
donde V0 es una constante con unidades de energía, A es el radio del pozo y tomamos la función
salto unitario como
(z) :=

0 ; z  0 ;
1 ; z > 0 :
(11.2)
En cada región del parámetro , el operador (x^2  A2) queda denido a través de su descom-
posición espectral, como fue explicado para un potencial general en la sección previa.
El caso  > c
En esta región, de (10.1) obtenemos
ei'J2 (x^2  A2) e i'J2 := 

2J3   L^  A
2


=
=
X
j
jX
m= j
jj;m; li

2m+ (2j + 1)  A
2


hj;m; lj
(11.3)
donde la suma se extiende sobre todas las representaciones irreducibles hj; li de SU(2)
SO(2) con
l =  (2j + 1).
Denamos el entero o semi-entero m0;j por
2m0;j =

A2


  (2j + 1)   (2j + 1) ; (11.4)
donde bxc signica el mayor entero menor o igual que x. Luego,
ei'J2 (x^2  A2) e i'J2 =
X
j
jX
m> j
jj;m; li(m m0;j) hj;m; lj ; (11.5)
que es el proyector ortogonal sobre un subespacio (nito dimensional - posiblemente trivial) de cada
representación irreducible. En efecto, la suma sobre el lado derecho excluye aquellos vectores jj;m; li
para los cuales el radio medio cuadrado es menor o igual que el radio cuadrado del pozo circular
(ver ecuación (10.1)), 2m+ 2j + 1  A2=.
Escribiendo j ji = e i'J2
Pj
m= j Cm jj;m; li, obtenemos para los autovectores de H^ en una
representación irreducible hj; li
2 hj;m; lj ei'J2

H^  E

j ji =
=

 2

1  2


m+ (2j + 1) + 2V0
 
m m0;j
  2ECm 
 2

p
   1
np
(j  m+ 1)(j +m)Cm 1 +
p
(j +m+ 1)(j  m)Cm+1
o
= 0 ;
(11.6)
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la cual es una relación de recursión lineal de tres términos para los coecientes de Fourier Cm con
 j  m  j.
Advertir que la primera ecuación de esta recursión (m =  j) se reduce a
2

1  2


j + (2j + 1) + 2V0
   j  m0;j  2EC j  
 2

p
   1
p
2j C1 j = 0 :
(11.7)
Luego, si C j = 0) C1 j = 0 y se obtiene la solución trivial. Por tanto, C j 6= 0. La linealidad del
sistema nos permite tomar C j = 1, por ejemplo, y entonces la ecuación (11.7) determina C j+1
como una función lineal de E.
Luego se aplica (11.6) (2j   1) veces para construir recursivamente los (2j   1) coecientes
de Fourier restantes como polinomios de E de grado creciente. Al hacerlo se obtiene Cj como un
polinomio de grado 2j. Finalmente, la última ecuación (m = j),
 2

1  2


j + (2j + 1) + 2V0
 
j  m0;j
  2ECj 
 2

p
   1
p
2j Cj 1 = 0 ;
(11.8)
determina los autovalores como raíces de un polinomio de grado (2j + 1).
Por ejemplo, para j = 0 se tiene una sola ecuación,
2E = + 2V0

 1
2

A2

  1

; (11.9)
la cual determina la energía del único estado en esta representación irreducible. Advertir que la
partícula en este estado siente el potencial sólo si el radio del pozo es A <
p
.
Para j = 1=2, con C 1=2 = 1, se tiene
C1=2 =


2E   3  2V0
  12  m0;1=2+ 2
2
p
  1 (11.10)
donde m0;1=2 =
1
2
j
A2
   2
k
, y la condición
 

1  2


+ 2+ 2V0

1
2
 m0;1=2

  2E

C1=2 
 2

p
   1C 1=2 = 0 ;
(11.11)
deviene en un polinomio de grado 2 cuyas raíces,
E = 

1 12
r
V0


4
 +
V0
   2
 

 
1
2  m0;1=2
    12  m0;1=2+ 1
+12V0


  12  m0;1=2+  12  m0;1=2 ;
(11.12)
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corresponden a los dos autovectores de H^ en esta representación irreducible, determinada por los
coecientes en (11.10). Tener en cuenta que, en esta representación, la partícula puede sentir el
potencial sólo si A <
p
3.
Para el análisis del caso general introduciremos la función generatriz de los coecientes y trans-
formaremos las relaciones de recursión en una ecuación diferencial. Llamemos
a = b  1
b
; con b =
p
  1 ;
z =
 [E   V0(m m0)]p
  1  
(2j + 1)
2
p
  1 ;
(11.13)
y escribamos
Cm =
p
(j  m)!p(j +m)!p
(2j)!
Km+j : (11.14)
Luego, de la ecuación (11.6) se obtiene
(a(n  j) + z)Kn + (2j   n+ 1)Kn 1 + (n+ 1)Kn+1 = 0 ; (11.15)
para n = 1; 2;    ; 2j   1 y
( aj + z)K0 +K1 = 0 ;
(aj + z)K2j +K2j 1 = 0 ;
(11.16)
para n = 0 y n = 2j respectivamente.
Denimos la función generatriz de los coecientes Kn como
f(x) :=
2jX
n=0
Knx
n (11.17)
y, para z constante, transformamos la relación de recursión de (11.15) en la ecuación diferencial
lineal
(2jx+ z   aj)f(x) +  ax  x2 + 1 f 0(x) = 0 ; (11.18)
cuya solución puede escribirse como
f(x) =

1  x
b
j+ bz
b2+1 (1 + b x)
j  bz
b2+1 : (11.19)
Los coecientes derivados de f(x) pueden ser expresados en término de los polinomios de Jacobi,
Kn =
1
n!
f (n)(0) =
( 1)n
bn
P

bz
b2+1
+j n; 2j 1

n
 
1 + 2b2

: (11.20)
Estos coecientes son polinomios en z de grado n que satisfacen (11.15) para cualquier 2j  n 
0, como puede ser fácilmente vericado a partir de su relación con las funciones hypergeométricas
14.
14En efecto, los polinomios de Jacobi están relacionados con la función hipergeométrica Gaussiana a través de
P (;)n (y) =
(+ 1)n
n!
2F1

 n; n+ +  + 1;+ 1; 1  y
2

; (11.21)
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Consideremos primero aquellas representaciones irreducibles (2j+1-dimensionales) con j  m0;j .
En este caso, 
 
m m0;j

= 0 para todo  j  m  j y la partícula no experimentará el salto de
potencial. Por tanto, los correspondientes autovalores del Hamiltoniano quedan determinados por
la segunda condición de la ecuación (11.16),
(aj + z)
( 1)2j
b2j
P

bz
b2+1
 j; 2j 1

2j
 
1 + 2b2

+
( 1)2j 1
b2j 1
P

bz
b2+1
 j+1; 2j 1

2j 1
 
1 + 2b2

=  (2j + 1)( 1)
2j+1
b2j+1
P

bz
b2+1
 j 1; 2j 1

2j+1
 
1 + 2b2

= 0 ;
(11.23)
donde la recursión de estos polinomios para n = 2j ha sido utilizada. Luego, las 2j+1 raíces de los
polinomios en z
P

bzr
b2+1
 j 1; 2j 1

2j+1
 
1 + 2b2

= 0 ; zr ; r = 1; 2;    ; 2j + 1 ; (11.24)
dan los autovalores como
Er = zr
p
  1

+
(2j + 1)
2
: (11.25)
Por otro lado, para aquellas representaciones irreducibles con j > m0;j , se debe construir un
segundo conjunto de coecientes que satisfacen la relación de recursión con el valor corrido de z
como en la segunda línea de (11.16), y luego determinar el espectro imponiendo las dos condiciones
de empalme correspondientes a la ecuación (11.15) con m = m0;j y m = m0;j + 1.
En denitva, rerámosnos al pozo de potencial circular innito. De las ecuaciones (11.13) y
(11.15) se ve que Cm  O
 
V0
 1 para cualquier m  m0;j + 1. Por tanto, en el límite V0 ! 1 se
debe tener
(am0;j + z)Km0;j+j + (j  m0;j + 1)Km0;j+j 1 = 0 ; (11.26)
que, de acuerdo con la relación de recursión (11.15), implica que los autovalores quedan determinados
por las raíces del polinomio de grado (m0;j + j + 1) en z
P

bz
b2+1
 m0;j 1; 2j 1

m0;j+j+1
 
1 + 2b2

= 0 : (11.27)
Consecuentemente, en esta representación irreducible hay (m0;j + j + 1) autovectores lineal-
mente independientes del Hamiltoniano, mientras que aquellos estados en que m  m0;j +1 no son
accesibles a la partícula.
donde ()n :=  ( + n)= () es el símbolo de Pochhammer. Luego, la relación de recursión que satisfacen estos
polinomios puede ser mapeada a la relación
2()n+1 2F1

 n  1; n+ +  + 1;; 1  y
2

 
(+ 1)n(   + 2n(y   1) + y(+  + 1)  1) 2F1

 n; n+ +  + 1;+ 1; 1  y
2

 
n(y   1)( + n)(+ 2)n 1 2F1

1  n; n+ +  + 1;+ 2; 1  y
2

= 0 ;
(11.22)
que satsface la función hipergeométrica [82, 85].
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El caso 0 <  < c
A partir de la ecuación (10.3) podemos escribir
eiJ2 (x^2  A2) e iJ2 := 

2J0   L^  A
2


=
=
X
k 1
2
X
l=(2k 1)
1X
m=k
jk;m; li

2m  l   A
2


hk;m; lj
(11.28)
para  = tanh 1
p
1   real.
Si escribimos m = k + n con n = 0; 1; 2;    y l = s(2k   1) con s = 1, vemos que la función
salto unitario en el lado derecho de (11.28) se anula para
0  n  A
2
2
  s
2
+ k(s  1) : (11.29)
Luego, denimos n(s)0;k como el máximo entero en este conjunto,
n
(s)
0;k =

A2
2
  s
2

+ k(s  1)  0 (11.30)
donde bxc signica el mayor entero menor o igual que x y escribimos
eiJ2 (x^2  A2) e iJ2 =
=
X
k 1
2
X
s=
1X
m=k
jk;m; s(2k   1)i

m  k   n(s)0;k

hk;m; s(2k   1)j :
(11.31)
Ésta es la resolución espectral del operador que, en cada representación irreducible, se reduce a un
proyector ortogonal sobre el subespacio caracterizado por la condición m > k + n()0;k . En efecto,
la suma sobre el lado derecho excluye aquellos vectores jk;m;(2k   1)i para los cuales el radio
medio cuadrado es menor o igual que el radio cuadrado del pozo circular (ver ecuación (10.1)),
2m (2k   1)  A2=.
Escribiendo j k;i = e iJ2
P1
mk Cm jk;m;(2k   1)i, obtenemos para los autovectores de H^
en la representación irreducible hk; s(2k   1)i la siguiente relación de recurrencia de tres términos,
2 hk;m; s(2k   1)j eiJ2

H^   E

j k;si =
=

2

2

  1

m  s(2k   1) + 2V0

m  k   n(s)0;k

  2E

Cm 
 2

p
1  
8<:
s
m  1
2
2
 

k   1
2
2
Cm 1+
+
s
m+
1
2
2
 

k   1
2
2
Cm+1
9=; = 0 :
(11.32)
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Remarquemos en primer lugar que, a pesar de que los generadores en la ecuación (7.1) no tienen
un límite bien denido cuando ! 0, la relación de recursión previa sí lo tiene,n
2m+ 
h
V0

m  k   n(s)0;k

  E
io
Cm 
 
np
(m  k)(m+ k   1)Cm 1 +
p
(m  k + 1)(m+ k)Cm+1
o
= 0 :
(11.33)
Esta relación tiene dos soluciones linealmente independientes que han sido encontradas en [74], donde
el espacio de Hilbert de estados del pozo de potencial no-conmutativo (con  = 0) ha sido realizado
en términos de operadores de Hilbert-Schmidt denidos sobre un espacio de Hilbert auxiliar. En
efecto, la solución general para Cm en (11.33) para m  (k + n(s)0;k + 1) o m  (k + n(s)0;k + 2), puede
ser escrita como una combinación lineal de la forma Ck+n = a n;k(z) + bn;k(z), donde
 n;k(z) =
s
n!(2k   1)!
(n+ 2k   1)! L
(2k 1)
n (z) =
s
(n+ 2k   1)!
n!(2k   1)! M( n; 2k; z) ;
n;k(z) =
s
n!(n+ 2k   1)!
(2k   1)! U(n+ 1; 2  2k; z) :
(11.34)
En estas deniciones, L()n (x) es el polinomio asociado de Laguerre, M(a; b; x) y U(a; b; x) son las
funciones hipergeométricas conuentes de Kummer y z = 
h
E   V0

n  n(s)0;k
i
es constante
para n  n(s)0;k y para n > n(s)0;k.
Consideremos primero el caso en que m  k + n(s)0;k, para el cual z en la ecuación de recursión
toma el valor z =  E > 0. El primer paso en (11.33) (con m = k) se reduce a
(2k   z)Ck  
p
2k Ck+1 = 0 : (11.35)
Es evidente que, con el n de obtener soluciones no-triviales, se debe tomar Ck 6= 0 y, por linealidad,
es posible tomar Ck = 1.
Más aún, es posible vericar que sólo  n;k(z) satisface la primera ecuación,
(2k   z) 0;k(z) 
p
2k  1;k(z) = 0 ;
(2k   z)0;k(z) 
p
2k 1;k(z) = 1 :
(11.36)
Luego, ya que  0;k(z) = 1, se tiene
Ck+n =  n;k(z) =
s
n!(2k   1)!
(n+ 2k   1)! L
(2k 1)
n

E
~2

; 0  n  n(s)0;k : (11.37)
Si se buscan los estados ligados, la condición de normalizabilidad debe ser impuesta ya que los
coecientes deben satisfacer la desigualdad de Bessel,
1X
n=0
jCk+nj2 <1 : (11.38)
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Entonces, el comportamiento de  n;k(z) y n;k(z) para grandes n debe ser tomado en cuenta cuando
se considera el caso m  (k + n(s)0;k + 1), donde z =  [E   V0].
Para los dos factores en  n;k(z) tenemos [82, 83]s
n!(2k   1)!
(n+ 2k   1)! 
p
(2k   1)! n 12 k  1 +O(n 1) ;
L(2k 1)n (z) 
ez=2nk 
3
4 z
1
4
 k
p


sin



k +
1
4

  2
p
z(k + n)

+O

n 1=2

:
(11.39)
Luego, para E < V0 (z < 0), este comportamiento conlleva a coecientes exponencialmente crecien-
tes, Ck+n  n 1=4 e2
p
n
q

~2 [V0 E], y deben ser descartados. Para estados de scattering (E > V0 )
z > 0),  n;k(z) se comporta como n 1=4 veces una función oscilatoria, dando origen a coecientes
acotados (los cuales no conllevan a soluciones normalizables).
Por otro lado, de la ecuación (9) en la página 279 de la ref. [84] tenemos que
U(a; b; x) =
(1 + {)
2
 
1
4
+x
1
4
  b
2 exp
h
  + x
2
  { + 2{px
i(
1 +O
 
1pjj
!)
;
(11.40)
para a!1, con  = b2   a, " < arg  < 3  " <, y jarg x  arg j  . Más aún, la aproximación
de Stirling conduce as
n!(n+ 2k   1)!
(2k   1)! 
p
2p
(2k   1)! e
 nnn+k
 
1 +O(n 1)

: (11.41)
Luego,
n;k(z) 
p
e z=2( z)k  34p
(2k   1)! n
 1=4e 2
p
n
p z 1 +O(n 1=2) (11.42)
el cual, para estados ligados (z < 0), tiene un comportamiento exponencialmente decreciente mien-
tras que, para estados de scattering (z > 0) se comporta como n 1=4 veces una función oscilante.
Por tanto, para construir estados (normalizables) ligados debemos escribir Ck+n = N n;k(z)
para n  (n(s)0;k + 1). La constante de proporcionalidad N y los autovalores de energía quedan
determinados por dos condiciones de empalme seguidas de la ecuación (11.33) con m = k + n(s)0;k y
m = k + n
(s)
0;k + 1, ecuaciones en las que ambos tipos de coecientes aparecen:n
2

k + n
(s)
0;k

  E
o
C
k+n
(s)
0;k
 
r
n
(s)
0;k

2k   1 + n(s)0;k

C
k+n
(s)
0;k 1
+
+
r
n
(s)
0;k + 1

2k + n
(s)
0;k

C
k+n
(s)
0;k+1

= 0 ;
n
2

k + n
(s)
0;k + 1

+  [V0   E]
o
C
k+n
(s)
0;k+1
 
r
n
(s)
0;k + 1

2k + n
(s)
0;k

C
k+n
(s)
0;k
+
+
r
n
(s)
0;k + 2

2k + n
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0;k+2

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(11.43)
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donde
C
k+n
(s)
0;k 1
=  
n
(s)
0;k 1;k
(E) ; C
k+n
(s)
0;k
=  
n
(s)
0;k;k
(E) ;
C
k+n
(s)
0;k+1
= N 
n
(s)
0;k+1;k
((E   V0)) ; Ck+n(s)0;k+2 = N n(s)0;k+2;k ((E   V0)) :
(11.44)
Para estados de scattering, con z =  [E   V0] > 0, los coecientes para n  n(s)0;k+1 deben ser
tomados como una combinación lineal de la forma Ck+n = N1  n;k(z)+N2 n;k(z), puesto que ambas
funciones se comportan de forma similar. En este caso las constantes N1;2 quedan determinadas por
las condiciones de empalme de la ecuación (11.43) como funciones de E.
Esto está en acuerdo con los resultados de [74]. En particular, para el pozo de potencial circular
innito (V0 ! 1), de (11.33) se concluye que Cm = O
 
V0
 1 para m  k + n(s)0;k + 1. Luego, la
primera condición de empalme en (11.43) requiere que
n
2

k + n
(s)
0;k

  E
o
C
k+n
(s)
0;k
 
r
n
(s)
0;k

2k   1 + n(s)0;k

C
k+n
(s)
0;k 1
 !
V0 !1
0 : (11.45)
En este límite, esto impone la siguiente condición que determina el espectro,n
2

k + n
(s)
0;k

  E
o
 
n
(s)
0;k;k
(E) 
r
n
(s)
0;k

2k   1 + n(s)0;k

 
n
(s)
0;k 1;k
(E)
=
r
n
(s)
0;k + 1

2k + n
(s)
0;k

 
n
(s)
0;k+1;k
= 0 ;
(11.46)
donde la relación de recursión que satisface  n;k(z) ha sido utilizada.
Por tanto, de (11.34) se concluye que los autovalores de energía quedan determinados por las
n
(s)
0;k + 1 raíces de los polinomios asociados de Laguerre L
(2k 1)
n
(s)
0;k+1
(z),
L
(2k 1)
n
(s)
0;k+1
(zr) = 0 ; con zr =  Er ; r = 1; 2;    ; n(s)0;k + 1 : (11.47)
Advertir que, para un k dado y s = +1 (l  0), el número de autovectores linealmente indepen-
dientes del Hamiltoniano en esta representación irreducible es
n
(+)
0;k + 1 =

A2
2
  1
2

+ 1 ; (11.48)
el cual es nito e independiente de k (y al menos 1 si suponemos que A
2
  1). Por otro lado, para
s =  1 (l < 0), el número de autovectores independientes es
n
( )
0;k + 1 =

A2
2
+
1
2

  (2k   1) (11.49)
que, para A dado, decrece linealmente con k. En particular, no hay soluciones no-triviales para
k >
1
2

A2
2
+
1
2

+
1
2
: (11.50)
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Por tanto, para cada l = 2k 1 positivo, el Hamiltoniano del pozo de potencial circular sobre el plano
no-conmutativo tiene un número nito de autovectores que es independiente de k = 12 ; 1;
3
2 ; 2;    ,
mientras que para negativo l =  (2k 1), hay solo un número nito de representaciones irreducibles
donde el Hamiltoniano tiene autovectores, y su número decrece linealmente con k. Estos resultados
están además en acuerdo con [74]. Advertir que en el límite  ! 0 se recupera un número innito
por cada l 2 Z, como corresponde a un sistema denido en el espacio conmutativo usual.
Volvamos ahora al caso 0 <  < c, en la ecuación (11.32). Una posibilidad consiste en el desa-
rrollo en potencias de  de los distintos elementos y la determinación perturbativa de la corrección
a los coecientes Cm y autovalores de energía.
Alternativamente, es posible transformar la relación de recursión en una ecuación diferencial
ordinaria cuya solución es la función generatriz de los coecientes. En efecto, escribamos la ecuación
(11.32) como
(an  w)Ck+n  
p
n(2k + n  1)Ck+n 1  
p
(n+ 1)(2k + n)Ck+n+1 = 0 ; (11.51)
donde
a = b+
1
b
> 2 ; b =
p
1   < 1 ;
w =
p
1  
h
E   V0

n  n(s)0;k
i
  2kp
1   +
 (2k(s+ 1)  s)
2
p
1   ;
(11.52)
y denimos
Ck+n =
p
(2k   1)!pn!p
(2k + n  1)! Kn : (11.53)
Luego, obtenemos para los coecientes Kn
(w   an)Kn + (2k + n  1)Kn 1 + (n+ 1)Kn+1 = 0 (11.54)
para n  1 y
wK0 +K1 = 0 (11.55)
para n = 0.
Denamos ahora
f(x) :=
1X
n=0
Knx
n : (11.56)
Multiplicando ambos lados de la ecuación (11.54) por xn, reordenando términos y tomando w como
una constante tenemos para f(x) la ecuación diferencial 
1  ax+ x2 f 0(x) + (2kx+ w)f(x) = 0 ; (11.57)
cuya solución es
f(x) = (1  bx) 

bw+2k
1 b2
 
1  x
b
 bw+2k
1 b2

 2k
: (11.58)
Los coecientes nalmente vienen dados por
Kn =
1
n!
f (n)(0) : (11.59)
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En particular, f(0) = 1, f 0(0) =  w y ecuación (11.55) se satisface. Es fácilmente vericable que
Kn así obtenido satisface la ecuación (11.54) para n  1. Entonces, es posible escribir
Cn+k = 	n;k(w) :=
p
(2k   1)!p
(2k + n  1)!pn! f
(n)(0) ; for n = 0; 1; 2;    ; n(s)0;k ; (11.60)
donde 	n;k(w) son polinomios en w de grado n, con coecientes dependientes de b, que pueden ser
expresados en término de los polinomios de Jacobi [82, 85] P (;)n (t) como
	n;k(w) :=
p
(2k   1)!pn!p
(2k + n  1)!

 1
b
n
P

bw+2k
1 b2  2k n;2k 1

n
 
1  2b2 : (11.61)
Advertir que f(x) se reduce a la función generatriz de los polinomios asociados de Laguerre L(2k 1)n (w+
2k) [82] en el límite b! 1  (! 0+):
f0(x) := lm
b!1 
f(x) =
e
 x(w + 2k)
1  x
(1  x)2k ; (11.62)
con
1
n!
f
(n)
0 (0) = L
2k 1
n (w + 2k) : (11.63)
Una segunda solución a la relación de recursión es obtenida a partir de la solución de la ecuación
diferencial inhomogénea (con w corrido por el término dependiente de V0) 
1  ax+ x2 g0(x) + (2kx+ w)g(x) = 1 ; (11.64)
dado por
g(x) =
b
bw + 2k
2F1

1; 2k; 1 +
2k + bw
1  b2 ;
1  bx
1  b2

: (11.65)
En efecto, por construcción, los coecientes
K 0n =
1
n!
g(n)(0) (11.66)
satisfacen las relaciones de la ecuación (11.54) para n  1, pero no la primera con n = 0. Es claro
de (11.64) que
K 01 + wK
0
0 = 1 : (11.67)
Estos coecientes pueden ser empleados para expresar Cn+k para n  n(s)0;k + 1 y, como antes,
la ecuación (11.51) para n = n(s)0;k; n
(s)
0;k + 1 provee las dos condiciones de empalme entre ambos
comportamientos, necesarias para determinar el espectro.
En concreto, consideremos el pozo de potencial circular innito. De las ecuaciones (11.51) y
(11.52) concluimos que Ck+n = O
 
V0
 1 para n  n(s)0;k + 1. Luego (11.51) implica que

an
(s)
0;k   w

C
k+n
(s)
0;k
 
r
n
(s)
0;k

2k + n
(s)
0;k   1

C
k+n
(s)
0;k 1
 !
V0 !1
0 : (11.68)
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En términos de los polinomios 	n;k(w), esta condición se lee como
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0;k   w

	
n
(s)
0;k;k
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r
n
(s)
0;k

2k + n
(s)
0;k   1

	
n
(s)
0;k 1;k
(w) =
=
r
n
(s)
0;k + 1

2k + n
(s)
0;k

	
n
(s)
0;k+1;k
(w) = 0 ;
(11.69)
donde la relación de recursión satisfecha por los 	n;k(w) ha sido utilizada.
Por tanto, el espectro queda determinado por las n(s)0;k + 1 raíces !r del polinomio 	n(s)0;k+1;k
(w),
	
n
(s)
0;k+1;k
(wr)  P

bwr+2k
1 b2  2k n
(s)
0;k 1;2k 1

n
(s)
0;k+1
 
1  2b2 = 0 ; r = 1; 2;    ; n(s)0;k + 1 ; (11.70)
como
Er = 
n
wr
p
1  + 2k   

k(1 + s)  s
2
o
: (11.71)
El análisis del número de autovectores linealmente independientes del Hamiltoniano en cada repre-
sentación irreducible hk; li es similar a la discutida previamente en el caso  = 0 de forma que no
será repetida. En particular, el espectro converge suavemente a aquel de la ecuación (11.47) cuando
! 0+.
El caso  < 0
De la ecuación (10.6) se obtiene el operador
eiJ1 (x^2  A2) e iJ1 := 

2J0   L^  A
2


=
=
X
k 1
2
X
s=1
1X
m=k
jk;m; s(2k   1)i

m  k   n(s)0;k

hk;m; s(2k   1)j
(11.72)
donde  =   coth 1p1 + jj y n(s)0;k dado en (11.30). La ecuación (11.72) es la resolución espectral
del proyector ortogonal sobre los subespacios caracterizados por la condición m > k+n()0;k (estados
cuyo radio cuadrado medio es mayor que el radio cuadrado del pozo circular).
Escribimos j k;i = e iJ1
P1
mk Cm jk;m;(2k   1)i y obtenemos a partir de (10.6)
2 hk;m; s(2k   1)j eiJ1

H^   E

j k;si =
=

2jj

1 +
2
jj

m+ sjj(2k   1) + 2V0

m  k   n(s)0;k

  2E

Cm+
+
2i

p
1 + jj
8<:
s
m  1
2
2
 

k   1
2
2
Cm 1 
 
s
m+
1
2
2
 

k   1
2
2
Cm+1
9=; = 0 ;
(11.73)
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igualdad que puede ser reescrita como la relación de recursión de tres términos
 i(an  w)Ck+n +
p
n(2k + n  1)Ck+n 1  
p
(n+ 1)(2k + n)Ck+n+1 = 0 ; (11.74)
donde hemos denido
a = b+
1
b
> 2 ; b =
p
1 + jj > 1 ;
w =
p
1 + jj
h
E   V0

n  n(s)0;k
i
  2kp
1 + jj  
 (2k(s+ 1)  s)
2
p
1 + jj :
(11.75)
Escribimos
Ck+n = i
n
p
(2k   1)!pn!p
(2k + n  1)! Kn : (11.76)
para obtener
(an  w)Kn + (2k + n  1)Kn 1 + (n+ 1)Kn+1 = 0 (11.77)
para n  1 y
 wK0 +K1 = 0 (11.78)
para n = 0.
Si denimos
f(x) :=
1X
n=0
Knx
n ; (11.79)
de las ecuaciones (11.77) y (11.78) (y para w constante) se obtiene 
1 + ax+ x2

f 0(x) + (2kx  w)f(x) = 0 ; (11.80)
cuya solución es
f(x) =

1 +
x
b
 2k  bw+2k
b2 1 (1 + bx)
2k+bw
b2 1 ; (11.81)
donde hemos impuesto f(0) = 1. Los coecientes están nalmente dados como en (11.59). En
particular, K0 = 1 y K1 = w satisfacen (11.78). Es posible vericar que la ecuación (11.77) es
también satisfecha para n  1.
Entonces, escribimos nalmente
Cn+k = ~	n;k(w) := i
n
p
(2k   1)!p
(2k + n  1)!pn! f
(n)(0) ; for n = 0; 1; 2;    ; (11.82)
donde ~	n;k(w) son polinomios en w de grado n, con coecientes dependientes de b, los cuales también
pueden ser expresados en término de los polinomios de Jacobi como,
~	n;k(w) := i
n
p
(2k   1)!pn!p
(2k + n  1)!

1
b
n
P

  2k+bw
b2 1  2k n;2k 1

n
 
1  2b2 : (11.83)
Aquí nuevamente f(x) se reduce a la función generatriz asociada a los polinomios asociados de
Laguerre en el límite b! 1+ (! 0 ),
f0(x) := lm
b!1+
f(x) =
e
x(w + 2k)
1 + x
(1 + x)2k
; (11.84)
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con
1
n!
f
(n)
0 (0) = ( 1)nL2k 1n (w + 2k) : (11.85)
Una segunda solución a la relación de recursión (con w corrido por el término que depende de
V0) está dada por la solución de la ecuación diferencial inhomogénea 
1 + ax+ x2

g0(x) + (2kx  w)g(x) = 1 ; (11.86)
dada por
g(x) =   b
bw + 2k
2F1

1; 2k; 1 +
2k + bw
b2   1 ; 
1 + bx
b2   1

: (11.87)
Los coecientes
K 0n =
1
n!
g(n)(0) (11.88)
satisfacen las relaciones dadas en (11.77) para n  1, pero para n = 0 tenemos
K 01   wK 00 = 1 : (11.89)
Consideremos nuevamente un pozo cilíndrico de altura innita en esta región de parámetros. Por
argumentos análogos a los utilizados en la sección anterior, pero esta vez haciendo uso de la recursión
que satisfacen los polinomios ~	n;k(w), se concluye que el espectro del sistema queda determinado
por las raíces !r de ~	n(s)0;k+1;k
(w),
	
n
(s)
0;k+1;k
(wr)  P

  2k+bwr
b2 1  2k n
(s)
0;k 1;2k 1

n
(s)
0;k+1
 
1  2b2 = 0 ; r = 1; 2;    ; n(s)0;k + 1 ; (11.90)
como
Er =
1

n
wr
p
1 + jj+ 2k + jj

k(s+ 1)  s
2
o
(11.91)
(las cuales coinciden con la expresión dada en (11.71) con c >  > 0).
De aquí en adelante, el análisis continúa de manera similar al de la sección previa: hay un número
nito (n(s)0;k+1) de autovectores linealmente independientes del Hamiltoniano en cada representación
irreducible hk; li, el mismo para todo l = 2k 1 positivo y un número decreciente para l =  (2k 1)
negativo. El espectro converge a aquel dado por la ecuación (11.47) cuando ! 0 .
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12. Conclusiones
En esta sección hemos estudiado la estructura algebraica de Hamiltonianos no relativistas con
potenciales centrales sobre un espacio de fases no-conmutativo. En este plano no-conmuatativo
hemos denido el generador de las rotaciones L^ y generadores de traslaciones Ki que juegan un
rol similar al de los generadores de traslaciones magnéticas. Hemos mencionado que con L^ y con
expresiones bilineales en Ki y i es posible generar un álgebra de Lie de su(2) o sl(2;<), según
sea  > c o  < c, respectivamente. Si bien ellas son reejo de la rica estructura algebraica de
estos sistemas, no son esas álgebras las que no ayudan a resolver el problema de autovalores del
Hamiltoniano, por lo que hemos relegado al Apéndice E su consideración. Por el contrario, son
expresiones bilineales en coordenadas y momentos no conmutativos las que nos permiten construir
generadores de álgebras de Lie su(2) o sl(2;<), según la región de parámetros, los que, junto al
generador de rotaciones, resultan útiles en el estudio de Hamiltonianos con potencial central.
En efecto, independientemente del sector de parámetros de no-conmutatividad considerado,
Hamiltonianos invariantes frente a rotaciones sobre el plano no-conmutativo sólo pueden ser función
de tres posibles combinaciones bilineales hermíticas de coordenadas y momentos, ^2; x^2 y (^  x^+ x^ 
^), además del propio generador de las rotaciones L^. Por construcción, esos operadores cuadráticos
conmutan con L^ y, como consecuencia de las reglas de conmutación que satisfacen, ecuación (4.1),
hemos visto que generan un álgebra de Lie su(2) o sl(2;<), dependiendo si  > c o  > c.
En esas condiciones, Hamiltonianos invariantes frente a rotaciones pueden expresarse en términos
de los generadores del álgebra y de L^, operador que hemos mostrado que se encuentra relacionado
con el Casimir cuadrático. En consecuencia, los subespacios característicos del Hamiltoniano pueden
ordenarse de acuerdo a las representaciones irreducibles del grupo que los contiene y el problema
de autovalores admite una solución algebraica. Cabe señalar que esta estructura sólo es posible si
ambos parámetros de no-conmutatividad son no nulos, dado que los generadores de esas álgebras
no Abeliana no tienen un límite denido para  o  tendiendo a cero.
Hemos mostrado que, para las dos fases cuánticas estudiadas, es posible denir los operadores
de inversión temporal (T ) y paridad (P). Para  < c, encontramos que L^ (el generador de las
rotaciones) y (^  x^+ x^  ^), tienen las propiedades de transformación usual bajo inversión temporal
y paridad, mientras que ^2 y x^2 dejan de ser invariantes. Estos operadores se transforman con un
término adicional proporcional a L^ y al producto de los parámetros de no-conmutatividad entre
momentos y coordenadas respectivamente. Por tanto, las reglas de transformación usuales son recu-
peradas en los límites conmutativos. Cabe señalar que todos los operadores permanecen invariantes
frente a la transformación PT .
También hemos determinado las reglas de transformación en la región  > c, sector que no está
conectado con el caso conmutativo, encontrando que las formas cuadráticas de interés son también
aquí invariantes frente a la transformación PT .
El estudio de sistemas sencillos ya considerados en la literatura, como es el caso del oscila-
dor armónico isótropo y el problema de Landau, nos permitió comparar los resultados obtenidos
en este contexto algebraico con los ya conocidos, resultado de realizaciones lineales de coordena-
das y momentos no-conmutativos en términos de variables dinámicas (u operadores de creación y
destrucción) ordinarias, encontrando un pleno acuerdo.
Para el oscilador armónico isótopo se encuentra que el espectro corresponde al de dos osciladores
armónicos (unidimensionales) de diferentes frecuencias. Cabe destacar que, si bien este Hamiltoniano
no es invariante frente la transformación de inversión temporal, su espectro sí lo es, de modo que el
mapeo a dos osciladores con diferentes frecuencias es consistente. De otra manera, se habría tenido
un sistema que no es invariante frente a inversión temporal que puede ser mapeado a dos sistemas
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que si lo son.
El problema de Landau puede ser resuelto de forma similar en este contexto, obteniendo las
mismas conclusiones que de su descripción mediante un shift de Bopp en las variables dinámicas.
En particular, se encuentran niveles con degeneración innita, pero el campo magnético adquiere
una contribución adicional que depende de los parámetros de no conmutatividad, en acuerdo con
trabajos previos sobre el tema.
Finalmente, hemos analizado el problema de un pozo de potencial en el plano no-conmutativo.
El borde en este espacio difuso debe ser implementado mediante una restricción sobre los vectores
del espacio de Hilbert en función de su radio cuadrado medio. El caso del pozo con  = 0 había
sido resuelto en [74], mediante la realización del espacio de Hilbert en términos de operadores de
la clase de Hilbert-Schmidt, y representando a las variables dinámicas como operadores sobre ese
espacio. En nuestra formulación (con  6= 0), el espacio de Hilbert se representa como suma directa
de representaciones unitarias irreducibles de los grupos mencionados y el problema de autovalores
se reduce a esos espacios de representación (de dimensión nita para SU(2), correspondiente a
 > c, y de dimensión innita para SL(2;R), en el caso en que  < c). Por esa vía hemos podido
determinar las autoenergías de pozos cilíndricos innitos (en las diferentes regiones de parámetros)
en términos de los ceros de polinomios, reproduciendo en particular los resultados de [74] en el límite
! 0. Hasta donde sabemos, los resultados así obtenidos para  6= 0 son originales [70].
En resumen, hemos mostrado que es posible tratar a los sistemas de mecánica cuántica con
potenciales centrales denidos sobre el espacio de fases no-conmutativo explotando de la forma
antes descrita las propiedades algebraicas de las formas bilineales en coordenadas y momentos, en
lugar de utilizar alguna realización particular en término de variables conmutativas usuales.
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Parte III
No-commutatividad en (2+1) y el grupo de
Lorentz
En esta última parte estudiaremos modelos de una partícula en (2+1) dimensiones espacio-
temporales con una no-conmutatividad no-standard inducida por el corrimiento de las variables
canónicas de coordenadas y momento mediante la suma de generadores de una representación uni-
taria irreducible del grupo de Lorentz en ese espacio. Esta denición, que da al espacio de estados
la estructura de un producto directo, será interpretada en el contexto de la descomposición de Levi
del álgebra deformada que satisfacen las variables no-conmutativas [86].
Consideraremos el problema de Landau y del oscilador armónico tanto para partículas de Schrö-
dinger como de Dirac, cuyos Hamiltonianos son obtenidos a través de un shift de Bopp no abeliano de
las variables dinámicas del problema usual en el plano conmutativo. El espectro para estos modelos
se estudia a través de teoría de perturbaciones, tanto para pequeños como para grandes parámetros
de no-conmutatividad.
Mientras que en el espacio conmutativo usual el problema de Landau se reduce al de un oscilador
armónico con un término de momento angular, en este espacio no conmutativo la extensión es no
trivial ya que L^ tiene una estructura interna dada por los generadores de SL(2;R).
Como las representaciones unitarias irreducibles de SL(2;R) pueden ser realizadas en términos
de funciones de una variable de cuadrado integrable, se concluye que estos modelos son equivalentes
a modelos cuánticos de una partícula que vive en un espacio con una dimensión compacta adicional.
Las contribuciones originales de esta sección fueron desarrolladas en colaboración con H. A.
Falomir (de la Universidad Nacional de La Plata) y J. Gamboa, F. Méndez (de la Universidad
Santiago de Chile) y M. Loewe (de la Universidad Católica de Chile) y publicadas en [81, 86].

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13. Introducción
Como hemos señalado anteriormente, la idea de un espacio-tiempo no-conmutativo en su versión
convencional adopta coordenadas que satisfacen el álgebra
[x; x ] = { ; (13.1)
donde  es una matriz constante antisimétrica. Esta situación es hallada, por ejemplo, en teoría
de cuerdas en presencia de un campo tensorial antisimétrico de fondo [23]. Pero, puesto que 
dene direcciones preferenciales, la ecuación (13.1) implica la violación de la invariancia de Lorentz
como consecuencia indeseable [3, 4, 5, 39, 40].
Con el n de restaurar esa simetría, diferentes tipos de no-conmutatividad han sido estudiados
[41]. Por ejemplo, en el modelo de Snyder, el parámetro  es reemplazado por un término propor-
cional a los generadores del grupo de Lorentz, con un factor de proporcionalidad que establece una
distancia mínima en la teoría (Ver página 24).
Estas ideas también fueron puestas en práctica en una serie de papers [42] empleando el álgebra
de Doplicher, Fredenhagen y Roberts [43], en donde los operadores  son considerados como las
coordenadas usuales de un espacio-tiempo extendido a diez dimensiones, con la hipótesis de que el
triple conmutador de las coordenadas x se anula. Esta álgebra fue extendida más tarde por Amorim
[44] mediante la introducción de un momento canónico conjugado a esas nuevas coordenadas.
El tipo de no-conmutatividad en el espacio de fases que aquí consideraremos, donde el número
de grados de libertad es extendido adicionando a variables dinámicas ordinarias un término pro-
porcional al generador del álgebra de Lie de un grupo no-Abeliano [53, 54], ha sido empleada en la
formulación de algunos modelos cuánticos de interés, encontrando aplicación en la descripción del
grafeno, un nuevo material recientemente obtenido experimentalmente que se comporta como un
sistema bidimensional. En [56] fue estudiado un modelo continuo bidimensional que toma algunos
elementos del modelo de tight-binding para este material y reproduce el efecto Hall cuántico entero
anómalo característico del grafeno.
En lo que sigue consideraremos modelos con este tipo de no-conmutatividad tanto en coorde-
nadas como en momentos. Esta deformación del álgebra de Heisenberg es introducida mediante la
traslación en un término proporcional a los generadores del grupo de Lorentz en 2+ 1 dimensiones,
SO(1; 2), en una representación unitaria irreducible (irrep) de este grupo no compacto [80, 88, 89].
Como se verá a continuación, bajo estas condiciones, los generadores del grupo de Lorentz pueden
ser construidos como operadores sobre el espacio de Hilbert del sistema físico de manera tal que
transforman correctamente a los distintos operadores según su naturaleza, permitiendo así construir
modelos covariantes.
Esta deformación del álgebra de Heisenberg puede ser efectivamente realizada en un espacio-
tiempo no-conmutativo tridimensional a través de un corrimiento de variables dinámicas ordinarias
(conmutativas) mediante la suma de un término proporcional a los generadores en una irrep del
grupo de Lorentz en el espacio de Minkowski en 2+1, isomorfo a SL(2;R)=Z, aprovechando el
hecho de que la dimensión de este grupo coincide con la dimensión del espacio-tiempo considerado.
Una idea similar fue recientemente desarrollada para un espacio no-conmutativo tetradimensional
a través de un corrimiento en las coordenadas proporcional al vector de Pauli-Lubanski [87].
En este capítulo será considerado el comportamiento de partículas de Schrödinger y de Dirac
en ese espacio-tiempo no-conmutativo de 2+1 dimensiones, para las cuales todas la variables del
espacio de fases se obtienen mediante el corrimiento de Bopp no abeliano antes descrito. Esto
otorga al espacio de Hilbert la estructura de un producto directo entre el espacio de las funciones de
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cuadrado sumable en el plano usual con el espacio de representación de una representación unitaria
irreducible de SL(2;R).
En efecto, si se exige que las variables del espacio de fase no-conmutativo sean operadores Her-
míticos, se estará sujeto a considerar irreps unitarias de este grupo las cuales no son de dimensión
nita. Mas aún, puesto que el espacio de representación de las irreps unitarias de SL(2;R) pueden
ser realizadas en términos de funciones denidas sobre el círculo unitario o funciones analíticas sobre
el disco abierto, tal como es discutido en el Apéndice B (ver referencia [80]), estos modelos consi-
derados resultan ser equivalentes a sistemas cuánticos con una dimensión adicional (compacta).
14. Estableciendo el problema
De acuerdo a las ideas previamente expuestas, se considera el álgebra de Heisenberg modicada
(H) para las variables dinámicas (Hermíticas) dada por:
[x^; x^ ] =  i2s^ ; [p^; p^ ] =  i2s^ ;
[x^; p^ ] = i(   s^) ; [x^; s^ ] =  is^ ;
[p^; s^ ] =  is^ ; [s^; s^ ] =  is^ ;
(14.1)
donde  := diag(1; 1; 1) es la métrica en el espacio de Minkowski de 2+1 dimensiones y
s ;  = 0; 1; 2 son los generadores de una irrep de SL(2;R) donde  y  juegan el rol de una
escala ultravioleta e infraroja respectivamente.
Se pueden denir los generadores de las transformaciones de Lorentz en el espacio no-conmutativo
en 2+1 independientemente de la realización del álgebra. En efecto, si establecemos M^ := L^+ s^,
con L^ := 12 
 [(x^   s^)(p^   s^)  (x^   s^)(p^   s^)], se puede probar que:h
M^; M^
i
=  {M^
h
M^; s^
i
=  {s^ ;h
M^; x^
i
=  {x^ ;
h
M^; p^
i
=  {p^ :
(14.2)
Este conjunto de ecuaciones muestra que es posible denir operadores sobre el espacio de Hilbert
del sistema físico que satisfacen el álgebra de Lie de SO(1; 2) y que transforma a los operadores
de coordenadas y momentos como trivectores, de modo que este tipo de no-conmutatividad en este
espacio permite construir modelos con simetría de Lorentz.
Con el n de tener un mejor entendimiento acerca de todas las simetrías del espacio no-
conmutativo en cuestión, estudiamos la descomposición de Levi del álgebra de Heinsenberg mo-
dicada H. Este método provee una forma de denir una nueva (y más conveniente) base en la cual
H se descompone en una suma semidirecta de un ideal soluble15 y una subálgebra semisimple16.
Este teorema establece [90]:
15Se dice que un álgebra G es soluble si existe k 2 N tal que G(k) = 0 y G(k 1) 6= 0, donde G(j) =
h
G(j 1);G(j 1)
i
y G(1) = G, para cualquier j 2 N.
16Un álgebra S es semisimple si no contiene ningún ideal soluble excepto 1.
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Sea un álgebra de Lie nito-dimensional H. Si H no es soluble, existe una subalgebra S de H tal que
H = S  SR(H), donde SR(H) es el radical soluble de H 17. En esta descomposición S  H=SR(H)
y se tendrá las siguientes relaciones de conmutación:
[S;S] = S ; [S;SR(H)]  SR(H) ; [SR(H);SR(H)]  SR(H) : (14.3)
Con el n de calcular SR(H) usamos la siguiente proposición:
Si estamos tratando con un álgebra de Lie de dimensión nita, luego
SR(H) = fx 2 H= Tr(adx  ady) = 0; 8y 2 [H;H]g ; (14.4)
donde adx es el mapa adjunto de x, adx := [x; ].
Algoritmo para calcular la descomposición de Levi
Primero se debe encontrar una base de la subálgebra [H;H]. Para nuestro caso en particular,
es fácil ver de las ecuaciones (14.1) que [H;H] = span f1; s^0; s^1; s^2g.
Luego, por cada elemento de la base de H := span
n
^i
o
se debe calcular el mapa adjunto de
ese elemento con respecto al resto de los elementos de la base. Claramente adx es un mapa
lineal, y en consecuencia tiene una representación matricial. En este caso dicha representación
estará contenida en R99, además ^ = (1; x^1; x^2; x^3; p^1; p^2; p^3; s^1; s^2; s^3)t e i = 0; ::; 9.
En tercer lugar, es necesario calcular el mapa de Killing de H, Kij(H) := Tr[ad^i  ad^j ],
donde ^i es un elemento de la base de H mientras que ^j es un elemento de la base de [H;H].
Naturalmente, la regla de composición para el mapa adjunto en la representación matricial se
reduce al producto usual de matrices.
Ahora, ya es posible calcular una base para SR(H). En efecto:
x =
9X
i=0
i^i 2 SR(H) ()
9X
i=0
iTr[ad^i  ad^j ] = 0 ; 8^j 2 [H;H] (14.5)
donde todo el problema se reduce a resolver un sistema de ecuaciones lineales para las cons-
tantes i.
Aplicando este método se encuentra que SR(H) es isomorfo al álgebra de Heisenberg H , y que
S es isomorfo a sl(2;R), por lo que se obtiene,
H := H sl(2;R) : (14.6)
De esta última ecuación se deduce la posibilidad de establecer como base de H los operadores del
álgebra de Heisenberg usual sumados a generadores de sl(2;R). Otra consecuencia interesante de
esta última ecuación es que la realización del álgebra no es única, por el contrario, dos realizaciones
17El radical soluble de H es, por denición, el ideal soluble maximal de H, el cual viene dado por la suma de todos
los ideales solubles del álgebra.
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de H estarán relacionadas a través de una transformación canónica (
H) del álgebra, donde 
H
puede ser escrita fácilmente en términos de las transformaciones canónicas de H (
) y de sl(2;R)
(e
):

H = 

 e
 : (14.7)
Las condiciones que determinan a 
 y e
 son

  

t =  ; e
Be
t = Be
 ;  = 0; 1; 2: (14.8)
donde establecimos (B) :=  (B) = . Es simple probar que la segunda ecuación en
(14.8) resulta equivalente a e
tB = Be
.
En lo sucesivo, realizaremos el álgebra H en términos de variables dinámicas (x; p; s con
 = 0; 1; 2) que satisfacen el álgebra de Heisenberg usual y el álgebra de sl(2;R),
[x; x ] = 0 ; [p; p ] = 0 ; [x
; p ] = {

 ;
[x; s ] = 0 ; [p; s ] = 0 ; [s; s ] =  {s ;
(14.9)
a través de una especie de shift de Bopp no-Abeliano:
x^ ! x + s ; p^ ! p + s : (14.10)
Para esta representación M^ se reduce a M := L+ s, con L := 12 
 (xp   xp), el cual
satisface:
[L; x ] =  {x ; [L; p ] =  {p ;
[L; L ] =  {L ; [L; s ] = 0 :
(14.11)
La estrategia para formular los modelos previamente mencionados en el espacio no-conmutativo
será: dado un Hamiltoniano H(p;x) en el espacio de Minkowski (conmutativo), generalizarlo toman-
do H(p^; x^) y luego analizarlo realizando las variables no-conmutativas a través del shift establecido
en la ecuación (14.10).
En particular, como fue previamente mencionado, el espacio de los vectores de estado del sistema
físico es el producto directo entre el espacio de Hilbert de las funciones de cuadrado sumable en
el plano conmutativo y el espacio de representación de la representación unitaria irreducible de
SL(2;R) considerada (también de dimensión innita). Como la representación de este último espacio
puede ser realizada en término de funciones de cuadrado integrable denidas sobre el círculo unitario
o de funciones analíticas sobre el disco abierto unitario, según sea la irrep considereda [80], estos
modelos también pueden ser interpretados como la descripción de una partícula que vive en un
espacio con una dimensión espacial compacta adicional.
Como el conmutador entre las componentes espaciales del momento en la ecuación (14.1) se
mapea en [p1 + s1; p2 + s2] =  {2s0, donde s0 es el generador de las rotaciones en el plano
espacial en la irrep considerada de SL(2;R), puede interpretarse esa relación como consecuencia
de la presencia de un campo magnético no-abeliano uniforme. Por ello, los modelos a considerar
son una especie de generalización del problema de Landau al caso no-Abeliano [55]. Este punto de
vista fue empleado en [56] para construir un modelo continuo que incorpora contribuciones a orden
dominante de las relaciones de dispersión del modelo de tight-binding para el grafeno. En el contexto
actual, también se incorpora no-conmutatividad en la componente temporal de tri-momento.
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Por otra parte, relaciones de conmutación como la de la ecuación (14.1) para operadores de
coordenadas en un espacio euclídeo tridimensional pero con los generadores de SU(2) en el miembro
de la derecha, han permitido simular interacciones dipolares y han derivado en modelos con estados
de vacío innitamente degenerados y con rompimiento espontáneo de simetría [53], habiéndose
encontrado aplicación, por ejemplo, en la descripción de la triple superconductividad [91]. Por el
contrario, en el actual contexto hemos de considerar irrep's unitarias de un grupo no compacto las
que, en consecuencia, no son de dimensión nita.
En lo que sigue aplicaremos estas ideas al problema de Landau y al oscilador armónico, tanto
en el caso de partículas de Schrödinger como de Dirac.
15. Modelo de Landau para partículas de Schrödinger
Caso conmutativo usual
Con el n de establecer la notación, consideremos primero el Hamiltoniano de Schrödinger del
problema de Landau. Describamos al campo electromagnético externo como A0 = 0 y Ai(x) =
 B2 ijxj . Para una partícula de masa M , el acoplamiento mínimo requiere que el Hamiltoniano H
tenga la forma
2MH := (pi   eAi(x))2 =

pi   eB
2
ijxj
2
; (15.1)
el cual es un operador que conmuta con el generador de las rotaciones en el plano, L0 = L12 (ver
ecuación (14.11)).
Como es sabido, a este operador se lo puede llevar a la forma del Hamiltoniano de un oscilador
armónico a través de la transformación canónica de variables
q :=
p1p
eB
+
p
eB
2
x2 ; p :=
p2p
eB
 
p
eB
2
x1 ; (15.2)
para las que se tiene
[q; p] =
"
p1p
eB
+
p
eB
2
x2;
p2p
eB
 
p
eB
2
x1
#
= { : (15.3)
y así obtener
H =

eB
M
  
p2 + q2

2
=

eB
M

aya+
1
2

(15.4)
donde
a =
q + {pp
2
; ay =
q   {pp
2
;
h
a; ay
i
= 1 : (15.5)
Además, se introduce el conjunto de variables canónicas independientes
Q :=
p2p
eB
+
p
eB
2
x1 ; P :=
p1p
eB
 
p
eB
2
x2 ; (15.6)
el cual satisface
[P;Q] =  { ; [P; p] = 0 ; [P; q] = 0 ;
[Q; p] = 0 ; [Q; q] = 0 :
(15.7)
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De manera similar se denen los operadores de creación y aniquilación
b =
Q+ {Pp
2
; by =
Q  {Pp
2
; (15.8)
los cuales satisfacen h
b; by
i
= 1 ; [b; a] = 0 ;
h
b; ay
i
= 0 : (15.9)
Los autovectores del Hamiltoniano vienen dados en consecuencia por
jn; nbi =
 
ay
n
p
n!
 
by
nb
p
nb!
j0; 0i ; (15.10)
con n; nb = 0; 1; 2;    , y los correspondientes autovalores por
En =

eB
M

n+
1
2

; (15.11)
degenerados en el índice nb. Aquí se ha identicado, j0; 0i $  0(q;Q) =   12 e 
q2+Q2
2 , y la normali-
zación adoptada implica que hn0; n0bjn; nbi = n0;nn0b;nb .
Para L0 se obtiene
L0 = x1p2   x2p1 =  1
2
 
p2 + q2

+
1
2
 
P 2 +Q2

= byb  aya ; (15.12)
y para sus autovalores resulta la diferencia l = nb   n 2 Z.
Extensión al espacio no-conmutativo
La generalización del Hamiltoniano de este sistema al espacio no-conmutativo denido por la
ecuación (14.1) es
2MH^ :=

p^i   eB
2
ij x^j
2
+ 2Ms0 =

pi + si   eB
2
ij (xj + sj)
2
+ 2Ms0 (15.13)
(donde el último término en el miembro derecho viene como consecuencia del shift aplicado a p0 en
(14.10)), el cual conmuta con M0 = L0 + s0 como se sigue de (14.2).
Si denimos ^i := p^i   eB2 ij x^j , se tiene de (14.1)
[^1; ^2] =  {eB   {
"
2 +


eB
2
2#
s0 ; (15.14)
lo que muestra que el modelo en consideración puede ser interpretado como la introducción (además
del campo magnético correspondiente al grupo U(1)) de un campo magnético constante no-Abeliano
en la dirección temporal (rotaciones espaciales) del álgebra de Lie sl(2;R).
En términos de ay y a, denidos en (15.5), y de los generadores Hermíticos s en (14.9), este
Hamiltoniano se puede escribir como
H^ = H + s0 +
p
2eB
2M

+ {
eB
2

ays+ +

  { eB
2

as 

+
"
2 +


eB
2
2#  s02   s2
2M
; (15.15)
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donde
s := s1  {s2 ; s2 := s02   s12   s22 : (15.16)
El parámetro  aparece como una escala de energía para los grados de libertad internos mientras
que eB2 (para  6= 0) es una medida de la intensidad relativa de la no-conmutatividad entre
coordenadas y entre momentos respecto al campo magnético externo aplicado.
En el Apéndice B se da una breve reseña de las representaciones unitarias irreducibles de
SL(2;R). Dada una irrep unitaria, el espacio de representación está generado por la base de auto-
vectores simultáneos de s0 y s2,
s2 j;mi =  j;mi ; s0 j;mi = m j;mi ; (15.17)
donde  y m son números reales.
El espacio de Hilbert es entonces generado por las combinaciones lineales de vectores de la forma
jn; nb;;mi := jn; nbi 
 j;mi ; (15.18)
que son autovectores comunes a H, L0, s2 y s0, normalizados de forma tal de satisfacer

n; nb;;mjn0; n0b;;m0

= n;n0nb;n0bm;m
0 : (15.19)
Recordemos que
ay jn; nbi =
p
n+ 1 jn+ 1; nbi ; a jn; nbi =
p
n jn  1; nbi ; (15.20)
y (ver ecuación (B.16))
s j;mi =
p
m(m 1)   j;m 1i : (15.21)
Además se tiene
h
H^;M0
i
= 0, donde M0 = L0 + s0 tiene autovalores j = l +m = nb   n+m,
enteros o semi-enteros de acuerdo a la irrep de SL(2;R) considerada [80]. En efecto, sea z := +{ eB2 ;
luego es simple obtenerh
2MH^;L0
i
=
p
2eB
h
zays+ + zas ; aya
i
=
p
2eB

zays+   zas 

; (15.22)
y h
2MH^; s0
i
=
p
2eB
h
zays+ + zas ; s0
i
=
p
2eB

 zays+ + zas 

: (15.23)
Más aún,
h
H^; byb
i
= 0. Entonces, dados los valores de , j y nb, es posible dar un desarrollo de
los autovectores de H^ de la forma
j E;j;nbi =
X
n m=nb j
Cn;m jn; nb;;mi : (15.24)
De (15.15), se obtiene de forma inmediata una relación de recurrencia para los coecientes
hn; nb;;mj 2M(H^   E) j E;j;nbi =
=

2eB(n+ 1=2)  2M(E   m) + zz  m2   	Cn;m+
+z
p
2eB
p
n
p
m(m  1)  Cn 1;m 1 + z
p
2eB
p
n+ 1
p
(m+ 1)m  Cn+1;m+1 = 0 ;
(15.25)
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donde m = j   nb + n.
Si se toma z = 0, se recuperan los niveles de Landau usuales,
Cn;m [eB(n+ 1=2) ME] = 0 ) E = eB
M

n+
1
2

: (15.26)
Lamentablemente, no es evidente como resolver la relación de recurrencia (15.25) de forma
general. Sin embargo se obtiene una simplicación para el caso de irreps unitarias de la serie discreta
(ver Apéndice B), con  = k(k  1) y m   k, donde k es un entero o semi-entero positivo, puesto
que para estas irreps el miembro derecho de la ecuación (15.24) se reduce a una suma nita. En
efecto,
m = j   nb + n   k ) 0  n  nb   j   k ; (15.27)
lo que implica que j   nb   k para obtener soluciones no triviales, teniéndose así
j E;j;nbi =
nb k jX
n=0
Cn;j nb+n jn; nb; k(k   1); j   nb + ni : (15.28)
De esa forma, el problema de autovalores de H^ se reduce a uno matricial, observándose por otra
parte la degeneración innita característica del problema de Landau, consecuencia directa de que
la única dependencia de j y nb se da a través de la diferencia J := j   nb.
Por otra parte, para una irrep de la serie discreta con m = j nb+n  k, se tiene n  k j+nb
y se debe determinar toda la serie.
Si, por ejemplo, se toma j   nb =  1=2 y m   k para la irrep con k = 1=2, se obtiene un
única solución no trivial con n = 0 y m =  12 , E0;nb  12 ;nbE = C0;  12
0; nb; 14 ; 12

; con E0 =
eB
M

1
2

  
2
  zz
4M
; (15.29)
con una degeneración innita en el índice nb = 0; 1; 2; : : : En este caso, la no-conmutatividad del
espacio de fases produce un corrimiento negativo en la energía del estado fundamental usual.
Para la misma irrep con j   nb =  32 , la solución pertenece al subespacio bidimensional (para
cada nb) que contiene a los autovectores independientes E1;nb  32 ;nbE =  1 + MeB +O(z2) 0; nb; 14 ; 32  n zp2eB +O  z2o 1; nb; 14 ; 12 E01;nb  32 ;nbE = n zp2eB +O  z2o 0; nb; 14 ; 32+  1 +O(z2) 1; nb; 14 ; 12
(15.30)
que corresponden a autovalores dados por una función más compleja de los parámetros de no-
conmutatividad y que a orden cuadrático en jzj se reducen a
E1 =
Be
M

1
2

  3
2
+
3zz
4M
+O
 
z3

;
E01 =
Be
M

1 +
1
2

  
2
+
3zz
4M
+O
 
z3

;
(15.31)
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nuevamente degenerados en el índice nb. Al igual que para el anterior caso, aquí encontramos un
corrimiento de O(z2) en los niveles de Landau respecto de los del plano conmutativo usual.
Similarmente, para j   nb =  52 los autovalores (degenerados en nb) hasta orden cuadrático en
jzj son
E2 =
Be
M

1
2

  5
2
+
5zz
4M
+O
 
z3

;
E02 =
Be
M

1 +
1
2

  3
2
+
9zz
4M
+O
 
z3

;
E002 =
Be
M

2 +
1
2

  
2
+
5zz
4M
+O
 
z3

:
(15.32)
Espectro obtenido por teoría de perturbaciones
Para pequeños jzj
Con el n de explicar la estructura del espectro es posible utilizar teoría de perturbaciones
para pequeños valores de los parámetros de no-conmutatividad. Por conveniencia, se tomará como
Hamiltoniano sin perturbar a H0 y como perturbación a V , operadores que vienen dados por
2MH0 = 2eB

aya+
1
2

+ 2Ms0 + zz
 
s0
2   s2 ;
2MV =
p
2eB
n
zays+ + zas 
o
:
(15.33)
Como H0 conmuta con L0, s0 y byb, los autovectores y autovalores sin perturbar vienen dados
por
	n;nb;m = jn; nbi 
 j;mi ; H0	n;nb;m = E(0)n;m	n;nb;m ;
E(0)n;m =
1
2M

2eB

n+
1
2

+ 2Mm+ zz
 
m2    ; (15.34)
que son degenerados en el índice nb.
Puesto que V conmuta con byb, la corrección a primer orden para los autovalores en teoría de
perturbaciones viene dada por
E(1)n;m = (	n;nb;m; V	n;nb;m) = 0 ; (15.35)
y son todos nulos.
La corrección a segundo orden viene dada por
E(2)n;m =
X
n0;m0
0
 	n0;m0;nb ; V	n;m;nb2
E
(0)
n;m   E(0)n0;m0
; (15.36)
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donde los términos n0 = n y m0 = m son excluidos de la serie. De (15.33) se obtiene 
	n0;nb;m0 ; 2MV	n;nb;m

=
=
p
2eBz
p
n+ 1
p
m(m+ 1)   n0;n+1m0;m+1+
+
p
2eBz
p
n
p
m(m  1)   n0;n 1m0;m 1 ;
(15.37)
de donde se sigue que
E(2)n;m =
 1
2M
jzj2(n+ 1)[m(m+ 1)  ]
1 + MeB +
jzj2
2eB (2m+ 1)
+
1
2M
jzj2n[m(m  1)  ]
1 + MeB +
jzj2
2eB (2m  1)
=
=  jzj
2
2M
f2nm+ [m(m+ 1)  ]g+O  jzj3 :
(15.38)
Por lo tanto, a segundo orden en jzj, se obtiene para los autovalores
En;m =
eB
M

n+
1
2

+ m+
jzj2
2M
 
m2     jzj2
2M
f2nm+ [m(m+ 1)  ]g+O  jzj3 =
=
eB   jzj2m
M

n+
1
2

+ m+O
 jzj3 ;
(15.39)
para toda irrep unitaria de SL(2;R). Advertir que, a este orden y para cada m, éstos son los niveles
da Landau correspondientes a un campo magnético efectivo con dependencia lineal en m, corrido
rígidamente por el término m. Además el término dominante en el parámetro  es cuadrático.
De considerar nuevamente la irrep unitaria de la serie discreta con k = 12 y m   k se obtiene
(a menos de términos de orden O
 jzj3),
E0;  1
2
=
eB+
jzj2
2
M
 
1
2
  2 ; E0;  32 = eB+ 3jzj22M  12  32 ; E0;  52 = eB+ 5jzj22M  12  52 ;   
E1;  1
2
=
eB+
jzj2
2
M
 
1 + 12
  2 ; E1;  32 = eB+ 3jzj22M  1 + 12  32 ; E1;  52 = eB+ 5jzj22M  1 + 12  52 ;   
E2;  1
2
=
eB+
jzj2
2
M
 
2 + 12
  2 ; E2;  32 = eB+ 3jzj22M  2 + 12  32 ; E2;  52 = eB+ 5jzj22M  2 + 12  52 ;   
(15.40)
lo cual está en completo acuerdo con las ecuaciones (15.31)-(15.32).
Para grandes jzj
Aquí se considerarán las correcciones a las autoenergías en el límite de grandes valores de los
parámetros de no-conmutatividad, obtenidas mediante la teoría de perturbaciones. En este caso, se
puede tomar como Hamiltoniano sin perturbar al operador
H0 := zz
2M
 
s0
2   s2 (15.41)
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y como perturbación
V := s0 +
p
2eB
2M

zays+zas 

+
eB
M

aya+
1
2

: (15.42)
De tal forma, los autovectores y autovalores de H0 son
n;nb;m := jn; nbi 
 j;mi ;
E(0)n;m =
zz
2M
 
m2    ; (15.43)
los cuales dependen solamente de m y son degenerados en n y nb.
Tanto H0 como V conmutan con byb, por lo que es posible referirse a los subespacios con nb de-
nido y considerar solamente la degeneración en n. La corrección a primer orden para los autovalores
en teoría de perturbaciones vienen dados por los elementos de matriz
 
n0;nb;m;Vn;nb;m

= n0;n

m+
eB
M

n+
1
2

; (15.44)
los cuales ya son diagonales en n.
El segundo término (O(jzj)) en el miembro de la derecha de la ecuación (15.42) contribuye a
segundo orden en teoría de perturbaciones con una correción O
 
eB
M

. Luego,
En;m = zz
2M
 
m2   + m+OeB
M

: (15.45)
En consecuencia, se ve que los parámetros de no-conmutatividad aparecen como una escala de ener-
gía típica para la separación de las series sucesivas de niveles de Landau. Para jzj=M  1, sólo los
estados con el mínimo valor de m2 se manifestarán a bajas energías.
16. Modelo de Landau para partículas de Dirac
Caso conmutativo usual
La ecuación de Dirac en 2+1 viene dada por
({@  M)	 = 0 ; (16.1)
donde se ha tomado
0 = 3 ; 
1 =  {2 ; 2 = {1 ; (16.2)
y se satisface f; g = 2 con (g) = diag (1; 1; 1). De (16.1) se obtiene el Hamiltoniano
H = ipi +M, donde 1 =  1, 2 =  2 and  = 3.
En presencia de un campo electromagnético, el acoplamiento mínimo induce el cambio p !
p   eA. Por tanto, el Hamiltoniano se escribe como
H = i (pi   eAi)  eA0 +M : (16.3)
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Nuevamente consideramos un campo magnético constante perpendicular al plano del sistema, y
al igual que en el caso de partículas de Schrödinger, tomamos A0 = 0 y Ai(x) =  B2 ijxj , obteniéndo
así
H = 1
p
eB q + 2
p
eB p+M =
=

M  p2eB ay
 p2eB a  M

;
(16.4)
en términos de los operadores denidos en (15.2) y (15.5).
Teniendo en cuenta que
[H;L0] =
h
H; byb  aya
i
=
p
2eB

0  ay
a 0

(16.5)
y
[H;3] =  
p
2eB
h
ay+ + a ; 3
i
= 2
p
2eB

0 ay
 a 0

; (16.6)
se concluye que H conmuta con J0 := L0 +
3
2 . En consecuencia, resulta conveniente escribir los
autovectores de H y J0 como
 n;nb =

C1 jn; nbi
C2 jn  1; nbi

; (16.7)
con n  1. En efecto, tenemos
J0 n;nb =

C1
 
L0 +
1
2
 jn; nbi
C2
 
L0   12
 jn  1; nbi

= j0 n;nb ; (16.8)
con autovalor j0 = nb   n+ 12 .
Por otra parte, (H   E) n;nb = 0 implica que
M   E  p2eBn
 p2eBn  (M + E)

C1
C2

=

0
0

: (16.9)
Soluciones no triviales exigen
E2  M2   2eBn = 0 ) E;n = 
p
M2 + 2eBn ; (16.10)
y
C2 =
E;n  Mp
2eBn
C1 ; (16.11)
ambos independientes de nb. Luego, los autovectores vienen dados por
 ;n;nb =
 p
2eBn jn; nbih
 M pM2 + 2eBn
i
jn  1; nbi
!
; (16.12)
con n  1, degenerados en el índice nb.
Existe otra solución para n = 0, dada por
 0;nb =
 j0; nbi
0

; (16.13)
con j0 = nb + 1=2 y E0 = M , también degenerada en nb.
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Extensión al espacio no-conmutativo
Se adopta como Hamiltoniano del sistema al operador Hermítico
H^ = i (p^i   eAi(x^)) + s0 +M =
= H 
 1+  (i 
 si + 12 
 s0)  eB
2
ij i 
 sj ;
(16.14)
en donde el término (12 
 s0) proviene del shift de p0 en la ecuación (14.10). A este operador se
lo puede reescribir como
H^ = H 
 1+ 1
 s0   z  
 s+   z+ 
 s  ; (16.15)
donde  = 1{22 , s := s1  {s2 (ver (B.12)).
Además, H^ tiene una simetría generada por
J :=

L0 +
1
2
3


 1+ 12 
 s0 : (16.16)
En efecto, (ver (B.13)), h
J; H^
i
=  z
2
[3;  ]
 s+   z
2
[3; +]
 s  
 z  
 [s0; s+]  z+ 
 [s0; s ] = 0 :
(16.17)
Más aún, puesto que
h
byb; H^
i
= 0, los autovalores serán degenerados en el índice nb.
Dada una irrep unitaria de SL(2;R), podemos escoger un sistema completo de autovectores
ortonormales en el subespacio de Hilbert caracterizado por los autovalores de nb y j (autovalores
de J) como 8>>>><>>>>:
 n;" =
 jn; nbi
0



; j   nb   12 + n

;
 n;# =

0
jn; nbi



; j   nb + 12 + n

:
(16.18)
En ambos casos el autovalor de J es
 
nb   n 12

+
 
j   nb  12 + n

= j.
Señalemos que
[(H   E)
 1+ 12 
 s0] n;" =

M   E + 

j   nb   1
2
+ n

 n;"  
p
2eBn n 1;# ; (16.19)
y
[(H   E)
 1+ 12 
 s0] n;# =

 M   E + 

j   nb + 1
2
+ n

 n;#  
p
2eB(n+ 1) n+1;" : (16.20)
Además,
  
 s+ n;" =
s
(j   nb + n)2  

+
1
4

 n;# ; (16.21)
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y+ 
 s  n;# =
s
(j   nb + n)2  

+
1
4

 n;" ; (16.22)
mientras que
+ 
 s  n;" = 0 =   
 s+ n;# : (16.23)
Si se propone el siguiente desarrollo para los autovectores del Hamiltoniano,
	 =
1X
n=0
(Cn n;" +Dn n;#) =
=
1X
n=0
0@ Cn jn; nbi 

; j   nb   12 + n
Dn jn; nbi 

; j   nb + 12 + n
1A ;
(16.24)
la condición

H^   E

	 = 0 conduce de forma directa a la relación de recurrencia8>>>>>><>>>>>>:
Cn

M   E + 

j   nb   1
2
+ n

 Dn 1
p
2eBn Dnz
s
(j   nb + n)2  

+
1
4

= 0 ;
Dn

 M   E + 

j   nb + 1
2
+ n

  Cn+1
p
2eB(n+ 1)  Cnz
s
(j   nb + n)2  

+
1
4

= 0 ;
(16.25)
para n  0, donde D 1 := 0. Notar que las soluciones dependen de j y nb sólo a través de la
diferencia j   nb.
Es simple ver que el límite ;  ! 0 reproduce los resultados de las ecuaciones (16.10), (16.12)
y (16.13).
El problema de obtener los autovectores del Hamiltoniano parece ser mas complejo que en el
caso de las partículas de Schrödinger. Pero como antes, ciertas irreps unitarias de SL(2;R) reducen
el problema de autovalores a uno matricial.
En efecto, de considerar nuevamente la serie discreta caracterizada por  = k(k  1) y m   k,
se obtiene m = j   nb + n  12   k ) 0  n  nb   j   k + 12 .
Por ejemplo, tomando k = 12 con j   nb = 0 se obtiene de manera simple
C0

 E   
2
+M

= 0 : (16.26)
Luego, E = M   2 y 	   0;".
Para j   nb =  1, los autovalores son los ceros del determinante
 32 +M   E 0  z
0  2 +M   E  
p
2Be
 z  p2Be  2  M   E

= 0 : (16.27)
Se trata de los ceros de un polinomio de grado tres en E, cuyas raíces están dadas por las expresiones
estándar que no serán reproducidas aquí.
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Espectro en teoría de perturbaciones
Para pequeños jzj
Con el n de explicar la estructura del espectro para pequeños valores del parámetro de no-
conmutatividad se utiliza nuevamente teoría de perturbaciones tomando a H0 := H 
 1+ 1
 s0
como el Hamiltoniano sin perturbar y a V :=  z  
 s+   z+ 
 s  como perturbación.
Como H0 conmuta con
 
L0 +
1
2 3

y con s0, es factible tomar como autovectores normalizados
y autovalores no perturbados a
	0;nb;m =
0@ j0; nbi
0
1A
 j;mi ; E(0)0;m = M + m ;
	;n;nb;m = C;n
0@ p2eBn jn; nbi
M pM2 + 2eBn jn  1; nbi
1A
 j;mi ; E(0);n;m = pM2 + 2eBn+ m ;
(16.28)
degenerados en nb 2 N [ f0g, con
C;n =
n
2
 
M2 + 2eBn
 2MpM2 + 2eBno  12 : (16.29)
Puesto que

byb; V

= 0, es posible referirnos al subespacio con nb dado. Luego, todas las
correcciones a primer orden en la energía en teoría de perturbaciones se cancelan automáticamente.
En efecto, vienen dadas por
(	0;nb;m; V	0;nb;m) = 0 = (	;n;nb;m; V	;n;nb;m) : (16.30)
Por otro lado, 
	s0;n0;nb;m0 ; V	0;nb;m

=  n0;1m0;m+1zCs0;n0
h
M   s0
p
M2 + 2eB
ip
m(m+ 1)   ;
E
(0)
0;m   E(0)s0;n0;m0 = M   s0
p
M2 + 2eBn0 + (m m0) ;
(16.31)
y  
	s0;n0;nb;m0 ; V	s;n;nb;m

=
=  Cs0;n0Cs;n
n
n0;n+1m0;m+1z
h
M   s0
p
M2 + 2eB(n+ 1)
ip
2eBn
p
m(m+ 1)  +
+n0;n 1m0;m 1z
p
2eB(n  1)
h
M   s
p
M2 + 2eBn
ip
m(m  1)  
o
;
E(0)s;n;m   E(0)s0;n0;m0 = s
p
M2 + 2eBn  s0
p
M2 + 2eBn0 + (m m0) ;
(16.32)
A través de (16.31) y (16.32) resulta sencillo calcular las correciones a la energía a segundo orden 
O(jzj2) en teoría de perturbaciones.
Por tanto, para toda irrep unitaria de SL(2;R) y a primer orden en jzj, los autovalores vienen
dados por la ecuación (16.28). Al igual que en el caso de partículas de Schrödinger, los autovalores
muestran un corrimiento lineal en m y no dependen de  a primer orden. Esto está en acuerdo
también con las ecuaciones (16.26) y (16.27), a menos de términos de O
 jzj2.
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Para grandes jzj
En el límite para grandes jzj, se dene como Hamiltoniano no perturbado al operador
H0 := 1
 s0   z  
 s+   z+ 
 s  (16.33)
y como perturbación
V := H 
 1 = M3 
 1 
p
2eB
h
ay+ + a 
i

 1 ; (16.34)
Como
H0; 12 3 + s0 = 0, es posible ver que los autovectores normalizados de H0 están dados
por
n;nb;j; = jn; nbi 

0@ c1(j;)
; j   12
c2(j;)
; j + 12
1A ; (16.35)
siendo j el autovalor de
 
1
2 3 + s0

y
c1(j;) =  
p
2 z

q
j2    + 14r
1 + 4

j2    + 14q1 + 4 j2    + 14 ;
c2(j;) =
2E(0)j; + (1  2j)
p
2
r
1 + 4

j2    + 14q1 + 4 j2    + 14 ;
(16.36)
con  := zz=2 y E(0)j; los correspondientes autovalores,
E(0)j; := 
 
j  1
2
s
1 + 4

j2  

+
1
4
!
; (16.37)
degenerados en los índices n y nb.
Las correcciones a las autoenergías a primer orden en teoría de perturbaciones, E(1)j;, establecen
contribuciones no nulas solamente del primer término del miembro derecho en la ecuación (16.34),
determinadas por los elementos de matriz
n0;n0b;j;;Vn;nb;j;

= Mn0;nn0b;nb
n
jc1(j;)j2   jc2(j;)j2
o
=
=
Mq
1 + 4

j2    + 14 n0;nn0b;nb ;
(16.38)
que son diagonales.
Resulta simple ver que las correcciones a segundo orden en teoría de perturbaciones contienen
una contribución O(M2=jzj) del primer término del miembro derecho de la ecuación (16.34) y
contribuciones O(eB=jzj) del segundo término en el miembro derecho de la misma ecuación.
En consecuencia, en estos modelos los parámetros de no-conmutatividad aparecen como una
escala de energía típica para la separación entre las sucesivas series de niveles de Landau, y a bajas
energías sólo los estados con el mínimo valor de j se manifestarán efectivamente.
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17. Oscilador armónico para partículas de Schrödinger
Caso conmutativo usual
Sea el Hamiltoniano de Schrödinger de un oscilador armónico isótropo:
2MH := p2i +M
2!2x2i ; (17.1)
que evidentemente conmuta con L0.
En términos de los operadores denidos en (15.5) y (15.8), H y L0 son diagonales y toman la
forma:
H := !(aya+ byb+ 1); L0 := byb  aya : (17.2)
Sus autovectores son de la forma
jna; nbi :=
 
ay
na
p
na!
 
by
nb
p
nb!
j0; 0i ; n;N = 0; 1; 2; : : :
donde a j0; 0i = 0 = b j0; 0i, y los correspondientes autovalores están dados por
H jna; nbi = ! (na + nb + 1) jna; nbi ; L0 jna; nbi = (nb   na) jna; nbi : (17.3)
Extensión al espacio no-conmutativo
Nuevamente utilizamos el shift no abeliano de la ecuación 14.10 para obtener la generalización
del Hamiltoniano al caso no-conmutativo,
2MH^ := p^2i +M
2!2x^2i = (pi + si)
2 +M2!2 (xi + si)
2 ; (17.4)
operador que conmuta con M0 = L0 + s0 como puede vericarse fácilmente.
En término de los operadores de creación y aniquilación y de los generadores s, este Hamilto-
niano se escribe como
2MH^ = 2MH +
p
M!

zays+ + zas  + zbys  + zbs+

+ zz
 
s0
2   s2 ; (17.5)
donde z := M! + {, z := M!   {. Luego, dados los valores de  y j, se desarrollan los
autovectores de H^ como
j E;ji =
X
nb na+m=j
Cna;nb;m jna; nb;;mi : (17.6)
De la ecuación (17.5) se obtiene nuevamente una relación de recurrencia para los coecientes,
hna; nb;;mj 2M(H^   E) j E;j;nbi =
=

2M!(na + nb + 1)  2M(E   m) + zz
 
m2   	Cna;nb;m+
+z
p
M!
p
na + 1
p
m(m+ 1)  Cna+1;nb;m+1 + z
p
M!
p
na
p
(m  1)m  Cna 1;nb;m 1+
+z
p
M!
p
nb + 1
p
m(m  1)  Cna;nb+1;m+1 + z
p
M!
p
nb
p
(m+ 1)m  Cna;nb 1;m 1 = 0 ;
(17.7)
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donde m = j + na   nb.
Como era esperable, para z = 0 esta recurrencia se reduce a los niveles del oscilador armónico
usuales,
Cn;m [!(na + nb + 1)  E] = 0 ) E = ! (na + nb + 1) : (17.8)
No obstante, no es evidente cómo obtener soluciones exactas para esta recurrencia en el caso
z 6= 0. Una diferencia relevante con respecto al modelo de Landau es que
h
H^; byb
i
6= 0 y, a conse-
cuencia de ello, el problema de la determinación de autovalores no se reduce a uno matricial para
las irreps unitarias de la clase discreta.
Espectro obtenido por teoría de perturbaciones
Para pequeños jzj
Nuevamente se aplica la teoría de perturbaciones para pequeños valores de los parámetros de
no-conmutatividad, tomando en este caso como Hamiltoniano sin perturbar a H0 y a V como
perturbación, ambos operadores denidos de la siguiente manera,
2MH0 = 2M!
h
aya+ byb+ 1
i
+ 2Ms0 + zz
 
s0
2   s2 ;
2MV =
p
M!

zays+ + zas  + zbys  + zbs+

:
(17.9)
Como H0 conmuta con L0 y s0, los autovectores y autovalores sin perturbar vienen dados por
	na;nb;m = jna; nbi 
 j;mi ; H0	na;nb;m = E(0)na;nb;m	na;nb;m ;
E(0)na;nb;m = ! (na + nb + 1) + m+
zz
2M
 
m2    : (17.10)
Las correcciones de primer orden a los autovalores son nulas, al igual que en el caso de Landau,
E(1)na;nb;m = (	na;nb;m; V	na;nb;m) = 0 ; (17.11)
Para las correcciones de segundo orden se deben calcular los elementos de matriz
	n0a;n0b;m0 ; 2MV	na;nb;m

=
=
p
M!z
p
na + 1
p
m(m+ 1)   n0a;na+1n0b;nbm0;m+1+
p
M!z
p
na
p
m(m  1)   n0a;na 1n0b;nbm0;m 1+
+
p
M!z
p
nb + 1
p
m(m  1)   n0a;nan0b;nb+1m0;m 1+
p
M!z
p
nb
p
m(m+ 1)   n0a;nan0b;nb 1m0;m+1 ;
(17.12)
de donde se obtiene que
E
(2)
na;l;m
=  jzj
2
2M
 
m2     jzj2
2M
ml +O
 jzj3 : (17.13)
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Entonces, a segundo orden en jzj,
Ena;nb;m = ! (na + nb + 1) + m 
jzj2
2M
ml +O
 jzj3 ; (17.14)
para toda irrep unitaria de SL(2;R). La corrección lineal en  produce, para cada m, un corri-
miento rígido de los niveles del oscilador armónico. Más aún, el término cuadrático jzj2 muestra un
acoplamiento con el momento angular, rompiendo así la degeneración usual en l del espectro del
oscilador armónico isótropo. Esta es una diferencia con el caso anterior del problema de Landau
donde las correcciones a segundo orden no rompen la degeneración usual en el momento angular
de las partículas. Además advertir que, al igual que en el anterior caso, el término dominante en el
parámetro  es cuadrático.
Para grandes jzj
Aplicando la teoría de perturbaciones en el límite de grandes parámetros de no-conmutatividad,
se toma
H0 := zz
2M
 
s0
2   s2+ s0 + ! haya+ byb+ 1i ; (17.15)
como Hamiltoniano sin perturbar y
V :=
r
!
M

zays+ + zas  + zbys  + zbs+

: (17.16)
como perturbación. Los autovalores y autovectores de H0 vienen dados por
na;nb;m := jna; nbi 
 j;mi ;
E(0)na;nb;m =
zz
2M
 
m2   + m+ !(na + nb + 1) : (17.17)
La corrección de primer orden en teoría de perturbaciones a las autoenergías se cancela,
(na;nb;m;Vna;nb;m) = 0 ; (17.18)
mientras que a segundo orden V contribuye con una corrección O   !M , por lo que podemos escribir
Ena;nb;m =
n zz
2M
 
m2   + m+ !(na + nb + 1)o1 +O  !
M

: (17.19)
De donde se concluye que, en el límite de masa grande, el parámetro de no-conmutatividad aparece
como una escala de energía típica para la separación entre sucesivas series de niveles del oscilador
armónico isótropo. Para jzj=M  1, sólo los estados con el mínimo valor de m2 se manifestarán a
bajas energías. Dicha conclusión, está en completo acuerdo con las obtenidas anteriormente para el
problema de Landau.
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18. Oscilador armónico de Dirac
La ecuación de una partícula libre de Dirac en 2+1-dimensiones es
({@  M)	 = 0 ; (18.1)
donde tomamos
0 = 3 ; 
1 =  {2 ; 2 = {1 ; (18.2)
las cuales satisfacen f; g = 2 con () = diag (1; 1; 1). De (16.1) obtenemos el Hamilto-
niano H = ipi +M, donde 1 =  1, 2 =  2,  = 3 y M > 0 la masa de la partícula.
En [92] Moshinsky y Szczepaniak propusieron añadir un término lineal en las coordenadas,
interpretando el sistema como un Oscilador de Dirac ya que, en el límite no-relativista, se reduce
a un oscilador armónico con una interacción spin-órbita. En ese sentido, el operador Hamiltoniano
de interés se escribe como
H = i (pi   {!xi) +M ; (18.3)
para alguna constante ! > 0. Usando que i = {ijj es fácil ver que la última ecuación resulta
equivalente a la del problema de Landau si identicamos ! $ eB=2. En consecuencia, los resultados
obtenidos para el modelo de Landau para partículas de Dirac en este espacio no-conmutativo se
aplican directamente a esta extensión del oscilador de Dirac, por lo que no será necesario reproducir
los resultados previamente expuestos y se reere al lector a la sección correspondiente.
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19. Conclusiones
En este capítulo se han considerado modelos de partícula de Schrödinger y Dirac que viven
en un espacio-tiempo con una no-conmutatividad no-standard, tanto en coordinadas como en im-
pulsos. Esta no-conmutatividad fue inducida deformando los conmutadores canónicos por términos
proporcionales a los generadores de una representación unitaria irreducible del grupo de Lorentz en
el espacio de Minkowski de 2+1 dimensiones, el cual es isomorfo a SL(2;R)=Z2. Puesto que éste es
un grupo de Lie no-compacto, sus irreps unitarias no son de dimensión nita.
Con el n de lograr un mayor entendimiento acerca de la realización del álgebra se analizó la
descomposición de Levi de la misma, obteniéndose que puede ser representada como una suma di-
recta del operador conmutativo usual con elementos del álgebra de Lie de SL(2;R). Esta realización
no es única, sino que dos realizaciones del álgebra pueden diferir en una transformación canónica
de las variables dinámicas.
Se ha realizado esta deformación a través de un corrimiento de las coordenadas y momentos
canónicos con términos proporcionales a los generadores de la irrep unitaria considerada. En parti-
cular, este shift en el momento puede ser interpretado como la introducción de un campo magnético
no-Abeliano constante.
Consecuentemente, el número de variables dinámicas aumenta y el espacio de Hilbert toma la
estructura de un producto directo, donde un factor proviene de los vectores de estado del siste-
ma usual, el espacio de las funciones de cuadrado sumable sobre el plano conmutativo, y el otro
corresponde al espacio de representación de la irrep unitaria de SL(2;R) considerada.
Hemos visto que pueden construirse generadores completos de las transformaciones de Lorentz,
los que transforman correctamente a todos los operadores realizando de esa manera el álgebra de
Lie de sl(2;R) sobre el espacio de Hilbert del sistema cuántico. Esto permite formular modelos
covariantes en este espacio de fases no conmutativo.
En este contexto, hemos considerado Hamiltonianos modicados, obtenidos a partir de ese shift
de Boop no-Abeliano de las variables dinámicas, para el modelo de Landau y para el oscilador
armónico isótropo, tanto para partículas de Schrödinger como de Dirac. Hemos analizado éstos
modelos para irreps unitarias de sl(2;R) tanto en las clases discretas como en las continuas. En
general, el problema de autovalores deriva a una relación de recursión innita para los coecientes
del desarrollo de los autovectores en una base convenientemente escogida del espacio de Hilbert las
que, para ciertas irreps, se reducen a problemas matriciales. Los espectros de éstos modelos han sido
estudiados además mediante la teoría de perturbaciones, tanto para pequeños como para grandes
valores de los parámetros de no-conmutatividad.
En el caso del modelo de Landau para partículas de Schrödinger, la ecuación (15.39) muestra
que para pequeños valores de jzj y para toda irrep unitaria de SL(2;R) hay una serie de niveles,
uno por cada autovalor m de s0, rígidamente corrido por un término proporcional a m y con una
corrección a segundo orden en el campo magnético efectivo. Por otro lado, en el límite de grandes
valores de jzj, (15.45) y (15.44) muestran que los parámetros de no-conmutatividad aparecen como
una escala de energía típica para la separación entre series sucesivas de niveles de Landau y que,
a bajas energías, solo los niveles con el mínimo valor de m2 se maniestan. Conclusiones similares
fueron obtenidas para modelos de partículas de Dirac.
Por otra parte, el espectro para el caso del oscilador armónico isótropo extendido a este espacio
no-conmutativo, para pequeños valores de jzj, es el del oscilador bidimensional usual rígidamente
corrido por el término m para cada autovalorm de s0. Las correcciones a segundo orden, rompen la
degeneración usual en el momento angular. En particular, la corrección dominante en  es cuadrática.
En el límite de grandes jzj, los parámetros de no-conmutatividad en los parámetros aparecen como
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una escala de energía típica para la separación entre series sucesivas de niveles del oscilador armónico
isótropo.
Señalemos que, contrariamente al caso convencional no-conmutativo (basado en el producto
Moyal), no se ha encontrado relación entre los parámetros de no-conmutatividad entre coordenadas
y entre impulsos. Más bien, con un campo magnético no nulo B,  y  aparecen jugando un rol
similar (a pesar de que no hay contribuciones lineales en  a los autovalores).
Notar que la estructura del espacio de Hilbert como producto directo conduce, en el límite
jzj ! 0, a una degeneración innita adicional a la usual del problema de Landau. En este sentido,
los modelos no-conmutativos aquí mencionados no se reducen al caso conmutativo usual en ese
límite, sino que el Hamiltoniano modicado H^ toma la forma H 
 1irrep, diagonal en el espacio
de la representación del grupo. Por lo tanto, éstos modelos no constituyen una deformación suave
de los modelos en el espacio conmutativo. Por otra parte, como fue previamente mencionado, en
el límite jzj ! 1 sólo las excitaciones de energía más baja, con componente en el subespacio con
el menor valor de m2 de ese factor adicional del espacio de Hilbert, podrían ser detectadas a baja
energía, sin evidencia de la existencia de las series correspondientes a niveles superiores.
Vale la pena señalar que las representaciones unitarias irreducibles de SL(2;R) pueden ser
explícitamente realizadas en términos de las funciones de cuadrado integrable, funciones denidas
sobre el círculo unitario para las clases continuas de irreps y funciones analíticas denidas sobre el
disco unitario para clases discretas, tal como se reseña en el apéndice B. Por tanto, los ejemplos
estudiados en este capítulo pueden ser considerados como equivalentes a modelos de partículas
cuánticas viviendo en un espacio con una dimensión compacta adicional, con el parámetro  jugando
el rol de la inversa de una escala típica de longitud. De hecho, el shift de Bopp no-Abeliano de la
ecuación (14.10) conduce a una descripción de estos sistemas en términos de las variables del espacio
de fases conmutativo usual, correspondientes a un espacio de Minkowski de (2+1) dimensiones, más
los generadores de una irrep unitaria de SL(2;R), variables dinámicas adecuadas para describir el
comportamiento del sistema en esta dimensión adicional.
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Parte IV
Apéndices
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A. Geometría Simpléctica
En éste apéndice se darán de forma abreviada alguna de las deniciones básicas de la geometría
diferencial y simpléctica. Este análisis se sigue de [93, 94] de donde se puede encontrar la denición
de variedad diferencial que utilizaremos recurrentemente a continuación.
Notación: denotaremos como TzM al tangente a una variedad diferenciable M en el punto z
y TM := Sz2M TzM a su brado tangente. De igual forma denotaremos como T zM al cotangente
en el punto z y T M := Sz2M T zM a su brado cotangente.
Denición. Un campo vectorial X sobre una variedad diferenciable M es una aplicación
X :M! TM X(z) = Xz (A.1)
siendo Xz 2 TzM; 8z 2M.
Dicho campo se dice que es diferenciable si 8f 2 C1 (M), Xz[f ] 2 R donde
Xz[f ] :=
d
dt
f  (t)
????
t=0
(A.2)
para cualquier curva (t) en M, tal que (0) = z. Dicho campo, puede escribirse en término de
un conjunto de coordenadas z1; ::; zn denidas sobre M como
Xz = X
i(z)
@
@zi
: (A.3)
Notación: el conjunto de los campos diferenciales sobre M se los denotará como X(M).
Denición. Una k forma diferencial ! en M es una aplicación suave k-lineal, antisimétrica
denida sobre TM,
! : TM ::: TM! R
! (X1; :::; Xk) := ( )jj!
 
X(1); :::; X(k)
 (A.4)
donde j  j representa el signo de una permutación  del conjunto 1; :::; k.
Notación: el conjunto de las k formas diferenciales sobre M se las denotará como k(M).
Una 1-forma es una aplicación del espacio vectorial tangente en los reales,
 2 1(M) ; (X) 2 R : (A.5)
Para una 2-forma,
! 2 2(M) ; !(X1; X2) 2 R : (A.6)
Respecto de un sistema local de coordenadas de la base dual fdz1; :::; dzng
 = i(z) dz
i ; dzi(@j) = 
i
j : (A.7)
Similarmente,
!(X1; X2) = !ijX1
kX2
l dzi ^ dzj(@k; @l) =
= !ijX1
kX2
l dzi(@k) ^ dzj(@l) = !ijX1iX2j :
(A.8)
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Denición. Sea ! una k forma diferencial denida sobre M y sea X 2 TM, se dene la con-
tracción de ! con X, iX!, como la (k   1)-forma dada por
iX! (X1; :::; Xk 1) := ! (X;X1; :::; Xk 1) : (A.9)
Denición. Sea  una p forma y  una q forma, se dene el producto de wedge de  con 
a la (p+ q) forma
^ (X1; :::; Xp; Y1; :::; Yq) := 1
p!q!
X
2Pf1;:::;p+qg
( )jj  X(1); :::; X(p)  Y(1); :::; Y(q) : (A.10)
Por ejemplo, sean las 1  formas  ;  sobre M denimos la 2   forma  ^ , de forma que
8u ; v 2 TzM ; 8z 2M
 ^ (u; v) = (u)(v)  (v)(u) : (A.11)
Denición. El diferencial exterior d : p(M)! p+1(M) es la única aplicación lineal tal que,
si f 2 0(M), entonces df es el diferencial usual de las funciones f 2 C1
d2 = 0
si  2 p(M) y q(M), entonces
d ( ^ ) := d ^  + ( )p ^ d : (A.12)
Por ejemplo si consideramos una 1 forma cuya expresión en coordenadas con respecto a la base
dual fdz1; :::; dzng viene dada  = idzi, se tiene:
d =
@i
@zj
dzi ^ dzj : (A.13)
Denición. Se dice que una k forma ! es cerrada si d! = 0
Para la descripción de los sistemas mecánicos referidos en esta tesis se utilizamos en exclusividad,
1 y 2 formas, por ello a continuación solo analizaremos estos casos.
Denición. Decimos que una 2 forma ! es no-degenerada si
! (X;Y ) = 0 ; 8Y 2 TM) X = 0 : (A.14)
Dada una 2 forma, es posible denir un mapa lineal !] : TM ! T M como X ! ! (X; ).
Puesto que ! es bilineal, es claro que !] es lineal, de forma que está bien denida.
Es fácil demostrar que ! es no-degenerada si y sólo si !] es isomórca.
Denición. Una forma simpléctica ! sobreM es una 2 forma sobreM cerrada y no-degenerada.
Las variedades simplécticas de dimensión nita aparecen ligadas al espacio de fases de sistemas
mecánicos clásicos con un número nito de grados de libertad, donde la forma simpléctica es la
estructura geométrica que permite denir los campos vectoriales Hamiltonianos y el corchete de
Poisson.
Denición. Llamamos variedad simpléctica al par (M; !), donde M es una variedad diferen-
ciable y ! es una forma simpléctica sobre M.
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Sea (M; !) una variedad simpléctica. Luego, por cada punto z 2 M, !]z : TzM! T zM es un
isomorsmo por lo que hay una correspondencia entre 1 formas y campos vectoriales. En particular,
dada una función f 2 C1(M), el diferencial de f es una 1 forma dfz = @if(z)dzi. A esta 1 forma
le corresponde el campo Xz[f ] = (!
]
z) 1dfz. Equivalentemente, existe una identicación entre los
campos diferenciables y las 1-formas sobre M, dada por
i : X(M)! 1(M) ; i(X) = iX! (A.15)
Denición. Dadas (M; !) una variedad simpléctica y H :M! R una función C1, denimos el
campo vectorial XH 2 X(M) como el campo identicado con la 1 forma dH. Es decir,
iXH! =  dH (A.16)
XH es el campo vectorial Hamiltoniano de H.
De este modo, asociado a cualquier función H sobre M tenemos las llamadas ecuaciones de
Hamilton: una curva (t) 2M satisface estas ecuaciones (de primer orden sobreM) si es una curva
integral del campo Hamiltoniano XH asociado a H, es decir, si
_(t) = XH  (t) 2 T(t)M (A.17)
Denición. Un corchete de Poisson sobre una variedad M es una aplicación
f; g : C1(M) C1(M)! C1(M) (A.18)
tal que se satisface:
f; g es bilineal (con respecto a la suma de funciones y al producto por constantes).
f; g es antisimétrico.
Satisface la identidad de Jacobi.
ff; fg; hgg+ fg; fh; fgg+ fh; ff; ggg = 0 (A.19)
8f g h 2 C1(M) vale la regla de Leibnitz
ffg; hg = ffg; hg+ gff; hg (A.20)
Denición. Dada (M; !) variedad simpléctica, el corchete de Poisson asociado a ! , de f y g para
f; g 2 C1(M) es la función f; g! 2 C1(M) dada por
ff; gg! := !(Xf ; Xg) = iXf!(Xg): (A.21)
Ejemplo: Dada la variedad simpléctica
 
R2; ! = dx ^ dy y una función f : R2 ! R suave,
cuyo diferencial puede escribirse como df = @xf dx + @yf dy. Es simple de ver que !](@x) = dy y
!](@y) =  dx. Por lo tanto, el campo Hamiltoniano viene dado por:
Xf := (!
]) 1(df) = @xf (!]) 1(dx) + @yf (!]) 1(dy) = @xf @y   @y f@x (A.22)
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B. El grupo de Lorentz en 1+2-dimensiones (SL(2;R))
El grupo de Lorentz sobre el espacio de Minkowski en 1+2-dimensiones [80, 88, 89], M3, es
denido como el conjunto de las transformaciones lineales reales de x = (x0; x1; x2), x0 = Lx, que
dejan invariante el intervalo
s2 = xtx = xtLtLx (B.1)
para todo x, donde () = diag (+1; 1; 1). Esto signica que
LtL =  ) (detL)2 = 1 y LL =  : (B.2)
Luego,
detL = 1 y L00  1 o L00   1 : (B.3)
La parte conexa del grupo de Lorentz (que contiene la identidad 13), L"+, corresponde al subgrupo
de las transformaciones con detL = 1 y L00  1. Los otros cosets del grupo son obtenidos a partir de
L"+ a través de la multiplicación con el operador de paridad (P := diag (+1; 1;+1)) y/o inversión
temporal (T := diag ( 1;+1;+1)).
Es fácil ver que L"+  SL(2;R)=Z2. De hecho, uno puede establecer una correspondencia uno a
uno entre M3 y el espacio de las matrices reales simétricas de 2 2 a través de la relación
(x) := x012 + x
13 + x
21 =

x0 + x1 x2
x2 x0   x1

= (x)t ; (B.4)
donde 1 y 3 son las dos matrices de Pauli reales.
En esta representación del espacio de Minkowski, el intervalo queda expresado como det(x) = 
x0
2  x12  x22 = s2. Luego, las transformaciones de Lorentz quedan realizadas como (x)!
(x)t con matrices reales  tal que det = 1. Estas condiciones denen un grupo de Lie cuya
parte conexa que contiene la identidad 12 es SL(2;R) (isomorfo a SU(1; 1)).
Más aún, ya que los elementos del centro del grupo, f12; 12g  Z2, corresponden a la misma
transformación de Lorentz, se concluye que existe un homomorsmo  : SL(2;R)! L"+ que aplica
f+U; Ug ! L.
Los elementos en SL(2;R) pueden escribirse como
 =

a+ c b+ d
 b+ d a  c

; con a2 + b2 = 1 + c2 + d2  1 ; (B.5)
y pueden ser parametrizados como
c = sinh cos ; d = sinh sin ;
a = cosh cos  ; b = cosh sin  ;
(B.6)
con  2 R y ;  2 [0; 2). Por tanto, SL(2;R) es un grupo de Lie tridimensional no-compacto
múltiplemente conexo. En consecuencia, las representaciones unitarias irreducibles de SL(2;R) no
son de dimensión nita.
Escribiendo los elementos de SL(2;R) como  = e{A, se puede ver que los elementos de la base
del álgebra de Lie sl(2;R) pueden escogerse como un conjunto de matrices
X0 :=  1
2
2; X1 :=
{
2
1; X2 :=
{
2
3

; (B.7)
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que satisfacen las relaciones de conmutación
[X; X ] =  {X ; (B.8)
donde X = X y  son totalmente antisimétricos con 012 = 1. X0 genera las rotaciones en
el plano, mientras X1;2 corresponde a los boosts sobre el correspondiente eje espacial. El invariante
de Casimir cuadrático, viene dado por
X2 := XX = X0
2  X12  X22 ; (B.9)
el cual conmuta con los X.
irreps de dimensión nita de sl(2;R)
Como SL(2;R) es no-compacto, sus irreps de dimensión nita no son unitarias. Estas pueden
ser contruídas a partir de las irreps unitarias de SU(2) de la siguiente manera. El generador de
las rotaciones, X0, es Hermítico para toda irrep y puede ser escogido como X0 ! J3. Los otros
dos generadores son anti-Hermiticos y pueden escogerse como X1 !  {J2 y X2 ! {J1, donde
Ji ; i = 1; 2; 3 son los generadores de la irrep unitaria j-ésima de su(2).
El espacio de representación de dimensión (2j + 1) es generado por la base de vectores
fjj;mi ;m =  j; j + 1;    ; j   1; jg ; (B.10)
y el Casimir se reduce a X2 = J32   ( {J2)2   ({J1)2 = J2 = j(j + 1)1, donde j(j + 1)  0.
Pero, como fue previamente discutido, se necesita estudiar las representaciones unitarias de
SL(2;R), las cuales serán consideradas en la siguiente sección.
irreps unitarias de sl(2;R)
Las irreps unitarias de sl(2;R) son de dimensión innita [80] y son generadas por operadores
Hermíticos X = Xy que satisfacen las relaciones de conmutación de la ecuación (B.8). En este
caso, el invariante de Casimir puede tomar valores negativos.
Puesto que

X;X
2

= 0, consideremos autovectores normalizados comunes a X2 y X0,
X2 j;mi =  j;mi ; X0 j;mi = m j;mi ; (B.11)
donde  2 R y m toma valores enteros o semi-enteros.
Si se dene
X := X1  {X2 ; con Xy = X ; (B.12)
se tiene
[X0; X] = X ; [X+; X ] =  2X0 : (B.13)
Luego,
X0 (X j;mi) = X (X0  1) j;mi = (m 1) (X j;mi) ;
X2 (X j;mi) =  (X j;mi) :
(B.14)
Tomando en cuenta que
XX = X0 (X0  1) X2 ; (B.15)
se concluye que
kX j;mik2 = h;mjXX j;mi = m(m 1)    0 : (B.16)
Por tanto,
 
m 12
2  + 14 . Dos casos deben ser considerados [80]: + 14  0 y + 14 < 0, los
cuales dan origen a las llamadas clases discretas y continuas de irreps unitarias respectivamente.
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Clases discretas: + 14  0
Escribamos  = k(k  1) con18 k  12 . Luego, + 14 =
 
k   12
2  0, de modo que m  k o bien
m   k. Entonces, de la ecuación (B.16) se deduce la existencia de un vector correspondiente a un
autovalor m0 mínimo o máximo respectivamente, lo que requiere que
m0(m0  1)  k(k   1) = (m0  k) (m0  (k   1)) = 0 ) m0 = k respectivamente: (B.17)
Por tanto, en estas irreps k toma valores enteros o semi-enteros, k = 12 ; 1;
3
2 ;    (lo cual justica el
nombre de clases discretas).
La aplicación sucesiva sobre esos vectores deX+ oX  respectivamente genera una secuencia in-
nita de autovectores de X0 correspondientes a autovaloresm = k+n om =  k n respectivamente,
con n 2 N [ f0g.
Estas irreps pueden ser realizadas explícitamente sobre el espacio de funciones analíticas de
variable compleja que son regulares sobre el disco abierto unitario [80, 89]. En efecto, consideremos
el espacio de Hilbert denido por el conjunto de funciones f(z) analíticas sobre el disco abierto
M := fz 2 C : jzj < 1g con el producto escalar
(f(z); g(z))k :=
2k   1

Z
M
dz dz
2{
[1  zz]2(k 1) f(z)g(z)
=
2k   1
2
Z 2
0
d
Z 1
0
dr2

1  r22(k 1) f(re{)g(re{) ; (B.18)
con k > 12 . Esta denición puede ser extendida a k =
1
2 como en [80]
(f(z); g(z))1=2 := lm
k! 1
2
+
2k   1

Z
M
dz dz
2{
[1  zz]2(k 1) f(z)g(z) : (B.19)
Una base ortonormal y completa sobre éste espacio puede ser construida como(
hl(z) :=

 (2k + l)
 (2k) (l + 1)
 1
2
zl ; l = 0; 1; 2; : : :
)
(B.20)
y puede demostrarse que, para cualquier función de cuadrado integrable en este espacio que la serie
f(z) =
P1
l=0 clhl(z) converge puntualmente y f(z) es regular sobre el disco abierto M [80].
Puede vericarse inmediatamente que los operadores diferenciales [80]
X0 := z@z + k ; X+ :=  z2@z   2kz ; X  :=  @z (B.21)
son realizaciones de los generadores de sl(2;R) en la ecuación (B.13) y sus conjugados Hermíticos
en este espacio satisfacen X0y = X0 y Xy = X.
Más aún,
X0hl(z) = mhl(z) con m = l + k ; l = 0; 1; 2; : : : (B.22)
y
X2 = 1 ; con  = k(k   1) ; (B.23)
18El caso 0  k < 1
2
puede ser mapeado sobre el caso considerado a través del cambio k0 = 1   k > 1
2
, ya que
k0(k0   1) = k(k   1).
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lo cual corresponde a una irrep unitaria con un autovalor mínimo para X0, m0 = k, con k =
1
2 ; 1;
3
2 ; : : :
Una irrep unitaria con un autovalor máximo para el generador de las rotaciones es obtenido
tomando sobre el mismo espacio [80]
X 00 :=  X0 =  z@z   k ; X 0+ :=  X  = @z ; X 0  :=  X+ = z2@z + 2kz ; (B.24)
con  = k(k   1) y m =  k; k   1; k   2; : : :
Clases continuas: + 14 < 0
En este caso se escribe  = k(k   1) con k = 12 + { y  2 R. Luego,  + 14 =  2 < 0 y la
condición (B.16) se reduce a
 
m 12
2  0 >  2, la cual se satisface para todo valor entero o
semi-entero de m. Tomamos  > 0, lo que justica el nombre de clases continuas.
De esta forma, m no resulta acotado y toma todos los valores enteros o todos los valores semi-
enteros. Nótese que en estas irreps el invariante de Casimir toma sólo valores negativos, X2 =
   2 + 141.
Las representaciones unitarias correspondientes a estas dos clases continuas pueden ser realizadas
en términos de funciones de cuadrado integrable sobre la circunferencia unitaria, como se discute
en [80]. En efecto, consideremos el espacio de Hilbert de funciones f() denidas sobre el intervalo
cerrado [0; 2] con el producto escalar denido con la medida usual de Lebesgue
(f(); g()) :=
Z 2
0
d f()g() : (B.25)
En este espacio se dene [80]
X0 :=  {@ ; X+ := e{

{@   1
2
  {

; X  := e {

{@ +
1
2
+ {

; (B.26)
con  real. Es un ejercicio simple vericar que estos operadores satisfacen las relaciones de conmuta-
ción expresadas en (B.13) y que sus conjugados Hermíticos están dados por X0y = X0 y Xy = X
si se los dene sobre un dominio de funciones periódicas o antiperiódicas sobre el intervalo [0; 2].
Además,
X2 =  

1
4
+ 2

1 : (B.27)
Por tanto, para todo  > 0 y adoptando las condiciones de contorno periódicas, f(2) = f(0),
se puede tomar como base ortonormal completa al conjunto de autovectores de X0,
hm() :=
1p
2
e{m ;m 2 Z

(B.28)
con
X0hm() = mhm() ; m = 0;1;2; : : : (B.29)
Por otra parte, si se adoptan condiciones de borde antiperiódicas, f(2) =  f(0), se puede
tomar como base ortonormal completa a
h0m() :=
1p
2
e{m ;m 2 Z+ 1
2

(B.30)
donde
X0h
0
m() = mh
0
m() ; con m = 
1
2
;3
2
;5
2
; : : : (B.31)
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C. Relación entre J2 y L^2 y entre J 2 y L^2
Denamos los operadores
A =
x^p

+ i
^p

; Ay =
x^p

  i ^p

: (C.1)
Tenemos
[Ak; Al] = 0 ;
h
Ayk; A
y
l
i
= 0 ;
h
Ak; A
y
l
i
= 2ikl +
2p

kl ; (C.2)
lo cual implica que h
2iklA
y
kAl; A
y
iAi
i
= 0 ; (C.3)
y h
AkAk; A
y
lA
y
l
i
= 2
h
Ak; A
y
l
inh
Ak; A
y
l
i
+ 2AylAk
o
=
=  8iklAykAl +
8p

AykAk   16

1  1


:
(C.4)
En particular, tenemos que
AykAk

AylAl

= Ayk
h
Ak; A
y
l
i
Al +A
y
kA
y
lAkAl =
= 2iklA
y
kAl +
2p

AykAk +A
y
kA
y
lAkAl ;
(C.5)

iklA
y
kAl

AyiAi

= iklA
y
k
h
Al; A
y
i
i
Ai + iklA
y
kA
y
iAlAi =
= 2AykAk +
2ip

klA
y
kAl + iklA
y
kA
y
iAlAi ;
(C.6)

iklA
y
kAl

iijA
y
iAj

=  klij
n
Ayk
h
Al; A
y
i
i
Aj +A
y
kA
y
iAlAj
o
= 2iklA
y
kAl +
2p

AykAk   klijAykAyiAlAj ;
(C.7)
y
AkAkA
y
lA
y
l = A
y
lA
y
lAkAk   8iklAykAl +
8p

AykAk   16

1  1


: (C.8)
Para  > c, podemos escribir
L^ =
p

2 (1  )
n
 iklAykAl +
p
AykAk
o
;
J3 =
1
4
 
1  1
 iklAykAl   1pAykAk

+
1
2
;
J1 =
1
8
q
1  1
n
AykA
y
k +AkAk
o
;
J2 =
i
8
q
1  1
n
AykA
y
k  AkAk
o
;
(C.9)
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de donde obtenemos
4J2 = 1 +
1
4
 
1  1
2 iklAykAl   1pAykAk
2
+
+
1 
1  1
 iklAykAl   1pAykAk

+
1
8
 
1  1
 nAykAykAlAl +AlAlAykAyko :
(C.10)
Un cálculo directo que toma en cuenta las ecuaciones (C.2) - (C.8) muestra que
4J2  

L^
2
=  1 : (C.11)
Para  < c, escribimos
J0 =  1
4
 
1
   1
 iklAykAl   1pAykAk

+
1
2
;
J1 = 18p
 1
n
AykA
y
k +AkAk
o
;
J2 = i8p
 1
n
AykA
y
k  AkAk
o
;
(C.12)
y
4J 2 = 1 + 1
4
 
1
   1
2 iklAykAl   1pAykAk
2
 
  1  1
   1
 iklAykAl   1pAykAk

  1
8
 
1
   1
 nAykAykAlAl +AlAlAykAyko ;
(C.13)
de donde se obtiene el mismo resultado que en (C.11).
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D. Transformaciones unitarias en SL(2;R) y SU(2)
Recordemos que los generadores en la representación (no unitaria irreducible) fundamental de
SL(2;R) pueden ser escogido como [81]
X0 =  1
2
2 ; X1 =
{
2
1 ; X2 =
{
2
3 ; (D.1)
donde i ; i = 1; 2; 3; son las matrices de Pauli. Estos generadores satisfacen las relaciones de con-
mutación
[X; X ] =  {;;X ; (D.2)
donde X = X , con () = diag (1; 1; 1).
Es inmediato vericar que
e{X2 (AX0 +BX1) e
 {X2 = A
r
1  B
2
A2
X0 (D.3)
para A;B 2 R con jAj > jBj, si tomamos tanh = B=A.
Luego, en cualquier representación unitaria de SL(2;R) (con generadores Hermíticos Ji) también
se tiene
e{J2 (AJ0 +BJ1) e {J2 = A
r
1  B
2
A2
J0 : (D.4)
En efecto, el lado izquierdo de la ecuación (D.4) puede ser escrito como
1X
k=0
(i)k
k!

[J2; ]k (AJ0 +BJ1)

=
= (A cosh B sinh)J0 + (B cosh A sinh)J1 ;
(D.5)
donde hemos empleado las relaciones de conmutación entre generadores. El coeciente de J1 del
lado derecho de esta ecuación se anula si elegimos tanh = B=A (para jB=Aj < 1), y en tal caso se
obtiene el lado derecho de la ecuación (D.4).
De forma similar,
e{J1 (AJ0 +BJ2) e {J1 =
= (A cosh +B sinh)J0 + (A sinh +B cosh)J2 :
(D.6)
Por lo tanto, escogiendo tanh =  B=A, para A;B reales con jAj > jBj, se tiene
e{J1 (AJ0 +BJ2) e {J1 = A
r
1  B
2
A2
J0 : (D.7)
Por otro lado, para cualquier representación unitaria de SU(2), con generadores Hermíticos
Ji ; i = 1; 2; 3 y A;B 2 R, se obtiene inmediatamente
ei'J2 (AJ3 +BJ1) e
 i'J2 =
= (A cos'+B sin') J3 + ( A sin'+B cos') J1 :
(D.8)
Luego, tomando tan' = B=A con ' 2   2 ; 2  resulta
e{'J2 (AJ3 +BJ1) e
 {'J2 = A
r
1 +
B2
A2
J3 : (D.9)
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E. Más estructura algebraica
En la sección 4 hemos señalado que el generador de las rotaciones en el plano no-conmutativo
L^ puede ser incorporado como uno de los generadores de un álgebra de Lie de su(2) o sl(2;R)
(de acuerdo a que  sea menor o mayor que el valor crítico c), junto con los generadores de las
traslaciones sobre el plano espacial no-conmutativo, Ki ; i = 1; 2, denidos en la ecuación (4.8). Si
bien no son estas relaciones las que nos han permitido resolver los problemas con potencial central
de la Sección II, las desarrollaremos brevemente para ampliar nuestra visión sobre la rica estructura
algebraica de estos modelos sobre espacios de fases no-conmutativos.
En efecto, dado un operador vectorial V^, denimos V := (V^1  {V^2)=
p
2, donde V^ representa
a x^, ^ o K^.
Luego, tenemos que L^ puede ser escrito como
L^ =
1
(1  )

{ (x+    x +) + 
2
(+  +  +) +

2
(x+x  + x x+)

(E.1)
y satisface h
L^; V
i
= V : (E.2)
Introducimos ahora las expresiones cuadráticas PK. Resulta inmediato vericar queh
L^ ; K
i
= 2K ;
[+K+ ;  K ] =
2
(1  ) L^ :
(E.3)
Entonces, para  < c y  6= 0 podemos denir los operadores
J3 := L^ ; J :=
p
2
p
1  
jj K ; (E.4)
que generan un álgebra de Lie de su(2),
[J3; J] = J ; [J+; J ] = 2J3 ; (E.5)
con un operador cuadrático de Casimir dado por
J2 = JJ + J3(J3  1) = 1
2
(
^2

+ L^
2
+ L^2   1
)
; (E.6)
como puede vericarse de forma directa. Advertir que este operador conmuta con ^2 pero no con
x^2.
Por otro lado, para  > c denimos
J0 := L^ ; J :=
p
2
p
  1

K ; (E.7)
que genera un álgebra de Lie sl(2;R) (o, equivalentemente, su(1; 1)),
[J0;J] = J ; [J+;J ] =  2J0 ; (E.8)
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con operador de Casimir J 2 = J0(J0  1) JJ tomando la misma expresión que en la segunda
línea de la ecuación (E.6).
Advertir que mientras las representaciones unitarias irreducibles de su(2) son de dimensión
nita, aquellas de sl(2;R) son innito dimensionales.
Similarmente a la introducción de Ki, es posible denir los operadores de traslación sobre el
plano de momentos no-conmutativos,
M^i :=
1
  1 (x^i +  ij ^j) ; (E.9)
los que satisfacen el álgebra de conmutadoresh
M^i ; x^j
i
= 0 ;
h
M^i ; ^j
i
=  {ij ;
h
M^i; M^j
i
=
 { ij
(1  ) ;
h
L^; M^i
i
= { ijM^j :
(E.10)
Además introducimos las expresiones cuadráticas xM, las que satisfacenh
L^ ; xM
i
= 2xM ;
[x+M+ ; x M ] =
2
1   L^ :
(E.11)
Luego, para  < c podemos denir los operadores Hermíticos
N3 := L^ ; N :=
p
2
p
1  

xM ; (E.12)
que genera un álgebra de Lie de su(2),
[N3; N] = N ; [N+; N ] = 2N3 ; (E.13)
con un operador de Casimir dado por
N2 = NN +N3(N3  1) =
=
1
2
(
x^2

+ L^
2
+ L^2   1
)
;
(E.14)
que conmuta con x^2 pero no con ^2.
Por otro lado, para  > c denimos
N0 := L^ ; N :=
p
2
p
  1

K ; (E.15)
operadores que genera un álgebra de Lie de sl(2;R),
[N0;N] = N ; [N+;N ] =  2N0 ; (E.16)
con un operador de Casimir N 2 = N0(N0  1)   NN tomando la misma expresión que en la
segunda línea de la ecuación (E.14).
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F. Realización lineal del álgebra no-conmutativa
En esta sección nuestro objetivo será considerar una realización particular del álgebra deformada
de la ecuación (4.1) expresando los operadores x^i; ^i; i = 1; 2; como combinaciones lineales de un
par de variables canónicas conjugadas pi; qi; i = 1; 2, las cuales satisfacen el álgebra de Heisenberg
usual,
[qi; qj ] = 0 ; [qi; pj ] = { ij ; [pi; pj ] = 0 : (F.1)
Si llamamos  := (x^1; x^2; ^1; ^2)t,  := (q1; q2; p1; p2)t y escribimos  = A, luego
[i; j ] = AikAjl[k; l] ; (F.2)
donde
([i; j ]) =
0BB@
0 { { 0
 { 0 0 {
 { 0 0 {
0  {  { 0
1CCA =
=  2 
 12   
 
12+3
2

 2     12 32 
 2
(F.3)
y
([i; j ]) = {G ; con G :=
0BB@
0 0 1 0
0 0 0 1
 1 0 0 0
0  1 0 0
1CCA = {2 
 12 : (F.4)
Si tomamos el determinante de las matrices a ambos lados de (F.2) obtenemos
det ([i; j ]) = (1  )2 = (detA)2 ; (F.5)
lo que muestra que la transformación lineal A (denida mas allá de una transformación canónica,
dada por la multiplicación a derecha con U 2 Sp(4;R)) es singular para el valor crítico c =  1
[1, 48]. En este punto crítico, los operadores x^i; ^i; i = 1; 2, no representan de manera independiente
las variables dinámicas y el sistema debe ser cuantizado como uno sujeto a ligaduras.
De hecho, para  = c ocurre una reducción dimensional ya que el álgebra deformada puede ser
realizada en términos de un único par de variables canónicas conjugadas, q y p, donde la dimensión
adicional da origen a una degeneración innita [48]. En efecto, si escribimos x^1 = q, ^1 = p, x^2 =  p
y ^2 =  c q obtenemos el álgebra (4.1) con  = c, como puede ser fácilmente vericado.
Esto último está relacionado con que el factor multiplicativo frente a la expresión de L en la
ecuación (4.3) se vuelve singular. Por todo esto, de momento consideraremos  6= c y sin pérdida
de generalidad tomaremos  > 0.
Caso  < c
Realizamos el siguiente Ansatz simétrico para realizar las variables dinámicas no-conmutativas
x^1 :=  q1   
2
p2 ; ^1 =  p1 +

2
q2 ;
x^2 :=  q2 +

2
p1 ; ^2 =  p2   
2
q1 :
(F.6)
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Es simple vericar,
[x^i; ^j ] = { ij ) 2 + 
42
= 1 ; (F.7)
donde las otras dos relaciones de conmutación de (4.1) son automáticamente satisfechas. Por tanto,
2 =
1
2

1p1  

; (F.8)
lo que requiere  < 1 ( < c), ya que  2 R con el n de tener operadores Hermíticos en la
ecuación (F.6).
Debe remarcarse que esta limitación es una consecuencia de la representación escogida en (F.7).
En efecto, uno puede además escoger una realización no simétrica válida para todo  6= c (ver
sección F).
Nuestra realización simétrica de las variables dinámicas simplica la expresión del generador de
las rotaciones ya que, para ambos signos en la ecuación (F.8), se obtiene inmediatamente
L^ = L0 := q1p2   q2p1 : (F.9)
En lo que sigue tomaremos  = +, con el n de que ! 1 cuando  ! 0.
Puesto que es de nuestro particular interés estudiar los potenciales centrales denidos sobre
este espacio difuso, será de utilidad expresar en el marco de la realización simétrica de las varibales
dinámicas dadas en la ecuación (F.6), al operador de la distancia radial al cuadrado sobre este plano
no-conmutativo,
x^2 := x^21 + x^
2
2 =
=
2
42
 
p1
2 + p2
2

+ 2
 
q1
2 + q2
2
   (q1p2   q2p1) =
= 
(

22
"
1
2
 
p1
2 + p2
2

+
1
2

22

2  
q1
2 + q2
2
#  L0) :
(F.10)
Advertir que esta expresión (la cual se reduce al cuadrado de la distancia radial en el plano
usual cuando  ! 0), para  6= 0, puede ser realizada como una combinación lineal del momento
angular y del Hamiltoniano de un oscilador armónico isótropo en el plano conmutativo [69, 72, 28],
con masa M y frecuencia ! que satisfacen
M! =
22

: (F.11)
Por otro lado, el término cinético denido como
^2 := ^21 + ^
2
2 = 
2

p1
2 + p2
2
	
+
2
42
 
q1
2 + q2
2
  L0 ; (F.12)
expresión que, para  ! 0, se reduce al Hamiltoniano del problema de Landau usual con un campo
magnético efectivo Be = =e (siendo e la carga de la partícula).
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Caso  > c
En esta región también podemos emplear una especie de realización lineal simétrica en la cual
aparecen similitudes en la expresión de las coordenadas y momentos no-conmutativos con el mismo
índice (en lugar de entre coordenadas y momentos como en (F.6) para el caso  < c). En efecto,
se puede vericar facilmente que
x^1 :=

1

 1
4

q1   
2
p2

; ^1 =

1

 1
4
r



q2 +

2
p1

;
x^2 :=

1

 1
4
r



p1 +

2
q2

; ^2 =

1

 1
4

p2   
2
x1

;
(F.13)
con  :=
q

2

1 +
q
1  1
 1
2
satisfacen las relaciones de conmutación de las eqs. (4.1).
Advertir que, en el límite ! +c , estas expresiones se reducen a
x^1 :=
1p
2
(q1    p2) ; ^1 = 1p
2

p1 +
1

q2

;
x^2 :=
1p
2
(x2 +  p1) ; ^2 =
1p
2

p2   1

q1

;
(F.14)
la cual coincide con el límite !  c de las ecuaciones (F.6) con  = + denidas en (F.8), dando
así continuidad en la realización lineal de las variables dinámicas no-conmutativas.
Llamemos
Hi :=
1
2
pi
2 +

2
qi
2 ; i = 1; 2; (F.15)
al Hamiltoniano de dos osciladores armónicos de masa unitaria y frecuencia ! =
p

 .
De (F.13), se obtiene para el cuadrado de la distancia radial
x^2 = 
(
1
!
(H1 +H2) +
r
1  1

1
!
(H1  H2)  1p

L0
)
; (F.16)
para el cuadrado del momento
^2 = 
(
1
!
(H1 +H2) 
r
1  1

1
!
(H1  H2)  1p

L0
)
(F.17)
y para el generador de las rotaciones en este plano no-conmutativo
L^ =   1
!
(H1 +H2) ; (F.18)
de donde se lee que es un operador proporcional al Hamiltoniano del oscilador isótropo como es
considerado en el Apéndice G.
En particular, los autovectores de un Hamiltoniano con un potencial central como H^ de (4.6)
pueden ser encontrados en los subespacios característicos de dimensión nita de L^.
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Sin embargo, es posible dar una expresión más conveniente para los operadores a través de una
transformación de Bogolyubov [48],  = U()0 donde
U() =
0BBBB@
cos() 0 0
q

 sin()
0 cos()
q

 sin() 0
0  p sin() cos() 0
 p sin() 0 0 cos()
1CCCCA ; (F.19)
escogiendo de manera adecuada el parámetro .
Por ejemplo, si elegimos  =  12 arctan
p
  1 se obtiene
x^2 = 

1
!
 
H 01 +H
0
2
  L00 ; (F.20)
^2 = 

1
!
 
H 01 +H
0
2

+
2

p
  1 1
!
 
H 02  H 01

+

1  2


L00

(F.21)
y
L^ =   1
!
 
H 01 +H
0
2

; (F.22)
donde H 01;2 son los Hamiltonianos de dos osciladores armónicos de masa unitaria y frecuencia ! =p

 en las variables dinámicas primadas y L
0
0 el momento angular del sistema.
Advertir que con esta elección, x^2 y L^ pueden ser expresados en términos del Hamiltoniano del
oscilador isótropo H0 = (H 01 +H 02), y su momento angular, L00, pero ^
2 depende de la diferencia
(H 02  H 01), la cual no conmuta con L00. De cualquier forma, puesto que el generador de las rotacio-
nes L^ conmuta con el Hamiltoniano de una partícula sujeta a un potencial central sobre el plano
no-conmutativo, los autovectores simultáneos a ambos operadores están dados por combinaciones
lineales de los autovectores degenerados de este oscilador isótropo cuyos niveles de energía tienen
degeneración nita puesto que sus subespacios característicos corresponden a una representación
irreducible de SU(2) [1] (ver Apéndice G).
1. Ejemplos sencillos para la región  < c.
Oscilador isótropo
Consideremos
Hosc :=
1
2
^2 +
1
2
!2x^2 : (F.23)
Empleando la ecuación (F.6) se tiene (ver (F.10) y (F.12))
Hosc =
2
2

p1
2 + p2
2
	
+
2
82
 
q1
2 + q2
2
  
2
L0
+
1
2
!2

2
42
 
p1
2 + p2
2

+ 2
 
q1
2 + q2
2
  L0
=
p2
2M
+
1
2
M
2q2  

2!2 + 
2

L0 = 
tMosc  ;
(F.24)
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donde la masa y la frecuencia efectiva vienen dadas por
M = 
(
1 +

 
  2!2
42 + 22!2   
)
;

2 = !2 +
 
  2!22
42
:
(F.25)
Estas expresiones coinciden con los resultados expuestos en [95] (para  = 0) y se reducen a
 y !2 en el límite conmutativo respectivamente (ver [96]). Cuando
 
  2!2 = 0 también se
obtienen los valores originales de estos parámetros (siempre que 2!2 < c). Esta condición fue
impuesta en [75, 76] con el n de obtener la estadística de Bose-Einstein para los operadores de
creación y aniquilación denidos para este modelo particular (ej., dependiendo de !) en términos
de las variables dinámicas del espacio de fases no-conmutativo.
Advertir que Hosc tiene la forma de un Hamiltoniano de un oscilador armónico isótropo cargado
acoplado a un campo magnético efectivo Be proporcional a

2!2+
2

y perpendicular al plano.
Sea jn; li ; n = 0; 1; 2; : : : ; l =  n; n + 2; : : : ; n   2; n, sean los autovectores simultáneos del
momento angular L0 y del Hamiltoniano del oscilador isótropo de masa M y frecuencia 
 sobre el
plano conmutativo,
h =
1
2M
p2 +
1
2
M
2q2 : (F.26)
Tenemos
h jn; li = 
(n+ 1) jn; li ; L0 jn; li = l jn; li : (F.27)
Es evidente que Hosc es diagonal con respecto a esta base del espacio del espacio de Hilbert. Pero
el término proporcional a L0 en el lado derecho de (F.24) rompe en general, para  y/o  6= 0,
la degeneración usual del oscilador armónico isótropo (Ver Apéndice G). Esto está en acuerdo con
los resultados de [75, 95, 97]. No obstante, esta degeneración es recuperada para el valor particular
 =  2!2 (< c).
Bajo inversión temporal el Hamiltoniano se transforma en (ver ecuaciones (5.4)) y (5.5))
T^ HoscT^ y = 1
2

^2 + 2 L^

+
1
2
!2

x^2 + 2 L^

=
= Hosc +
1


+ 2!2

L^ :
(F.28)
Advertir que esta simetría es recuperada no solo en el límite conmutativo sino además cuando se
satisface la relación  + 2!2 = 0 (ver [97]), precisamente el punto donde el espectro presenta la
degeneración usual del oscilador isótropo.
Puesto que el Hamiltoniano en (F.23) depende de ^2 y x^2 solamente, se sigue de (5.7) que el
lado derecho de la ecuación (F.28) sea el resultado de P^HoscP^y. Finalmente, de (5.9) se sigue que
Hosc es PT -invariante.
Mencionemos queHosc de (F.24) puede ser además escrito como la suma de dos Hamiltonianos de
osciladores armónicos a través de una transformación canónica apropiada de las variables dinámicas
usuales  := (q1; q2; p1; p2)t en la ecuación (F.24) [48, 96]. En efecto, en términos de 0 que satisface
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 = A 1ANPU()0, donde A viene dada por la ecuación (5.14),
ANP =
p
!
0BBB@
1 0 0 0
0 0 1! 0
0 1
p
1   1! 0
 1 0 0   1!
p
1  
1CCCA ; (F.29)
con A 1ANP 2 Sp(4;R), y U() 2 Sp(4;R) la transformación de Bogolyubov discutida en [48] (ver
eqs. (13-14) de esta referencia) la cual, con nuestras convenciones, se lee como
U() =
0BBB@
cosh() 0 0 sinh()!
0 cosh() sinh()! 0
0 ! sinh() cosh() 0
! sinh() 0 0 cosh()
1CCCA (F.30)
donde
 =
1
2
tanh 1

2
p
1  
 22!2 +   2

; (F.31)
la forma cuadrática denida por Hosc se reduce a
Hosc =
p01
2
2m1
+
1
2
m1
+
2q01
2
+
p02
2
2m2
+
1
2
m2
 2q02
2
; (F.32)
donde las frecuencias vienen dadas por

2 = 
2 +
 
+ 2!2

42
 
+ 2!2
 2q(  2!2)2 + 42!2 : (F.33)
Aquí nuevamente, se ve que la degeneración del espectro del oscilador isótropo es recuperada
para  =  2!2, donde ambas frecuencias coinciden. Es simple de ver que el espectro presenta
una degeneración similar cuando el cociente de frecuencias es un número racional [96], r
 = 
,
con r co-primos. En este caso tenemos
En+;n  = 


n+ + 1=2
r+
+
n  + 1=2
r 

=
= 


(p+ + p ) +

q+ + 1=2
r+
+
q  + 1=2
r 

;
(F.34)
donde q = njmodr y p = 0; 1; 2; : : : dados q 2 f0; 1; : : : ; r   1g, uno obtiene la misma energía
que para el estado N + 1 caracterizado por la condición p+ + p  = N , para cada N = 0; 1; 2; : : :
Más aún, advertir que 
+ ! (
22!2+1)
 y 
  ! 0 cuando ! c .
Problema de Landau
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Consideremos ahora,
2HL :=

^1 +
eB
2
x^2
2
+

^2   eB
2
x^1
2
= ^2 +

eB
2
2
x^2   eB

(1  ) L^  
2
^2   
2
x^2

=
=

1 +
eB
2

^2 +
eB
4
(eB + 2)x^2   eB (1  ) L^ ;
(F.35)
siendo B el módulo del campo magnético perpendicular al plano. Esta Hamiltoniano debe ser
comparado con Hosc de la ecuación (F.23).
Empleando la realización simétrica de la ecuación (F.6), se sigue inmediatamente
HL =
p2
2ML
+
1
2
ML
L
2q2   
LL0 ; (F.36)
donde la frecuencia y la masa efectiva viene dada por

L =
Be(Be + 4) + 4
8
;
ML =
162
(Be + 42)2
=
 
Be2 + 
2
42
L
2 :
(F.37)
Advertir que HL tiene la misma forma que (y en su límite conmutativo se reduce a) el Hamilto-
niano de Landau en el plano usual. Por tanto, éste presenta una degeneración innita para cualquier
valor de los parámetros no-conmutativos  y  (restringidos a la condición  < c).
En particular, en el límite  ! 0 se tiene ML !  y 
L ! eB+2 . Advertir que en este caso =e
aparece como una contribución al campo magnético.
En el plano conmutativo usual, el Hamiltoniano del problema de Landau queda invariante frente
a una transformación de inversión temporal (con B impar), pero en el plano no-conmutativo este
Hamiltoniano se transforma en (ver las ecuaciones (5.4) y (5.5))
2HL
T = 2HL +
B2e2 + 4Be+ 4
2
L^ : (F.38)
La misma expresión da 2HLP (tener en cuenta que B es también impar bajo paridad). Ambas
simetrías son recuperades en el límite conmutativo y además para
 
B2e2 + 4Be~+ 4

= 0 [97],
pero HL es siempre PT -invariante (con B par bajo PT ).
2. Ejemplos sencillos para la región  > c.
Oscilador isótropo
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Consideremos en primer lugar la extensión al plano no-conmutativo del oscilador armónico isótropo
de la ecuación (F.23) en la región donde  > c. En este caso, de (F.20) y (F.21), una transformación
de Bogolyubov convenientemente escogida de 0 puede reducir Hosc a una suma de Hamiltonianos de
dos osciladores armónicos, tal como es discutido en [48]. En efecto, reemplazando  = BU()U()00
en Hosc, (siendo B la matriz de la realización simétrica de esta región, la cual cumple  = B), el
término proporcional a L000 en la expresión resultante puede ser eliminada escogiendo
 =
1
2
arctan
0@  22!2   2
2
p

q
1  1
1A (F.39)
y se obtiene así una suma de dos osciladores desacoplados de masas y frecuencias dadas por
M =
2
p


+ 2!2 
q
(  2!2)2 + 42!2
 ;

2 = 
2 +
 
+ 2!2

42

+ 2!2  2
q
(  2!2)2 + 42!2

;
(F.40)
con 
2 denido en (F.25). El espectro de este sistema queda determinado por las frecuencias 
,
las cuales tienen la misma expresión a aquellas obtenidas en la ecuación (F.33), pero que nunca
coinciden para  > c > 0.
Además 
+ ! 22!2+1 y 
  ! 0 cuando ! c+, en coincidencia con el límite tomado en la
otra región cuando ! c . Mejor aún, M+ ! 22!2+1 mientras que M  diverge en este límite.
Problema de Landau
De forma similar, para la extensión no-conmutativa del problema de Landau del problema en
ecuación (F.35) en la región  > c, haciendo una transformación canónica adicional U() con
 =
1
2
arctan
0@ 4p
q
1  ~2(Be + 2)
B2e22 + 4Be   4+ 82
1A (F.41)
encontramos que el Hamiltoniano se reduce a la forma de HL de la ecuación (F.36) con la misma
frecuencia 
L que en (F.37) (y, por tanto, el mismo espectro como función de los parámetros no-
conmutativos) pero masa efectiva distinta,
ML =
8
p
p
(Be(Be + 4) + 4)
: (F.42)
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G. El oscilador isótropo bidimensional
Recordemos que el Hamiltoniano de una oscilador armónico isótropo es
HHO =
!
2

P 2 +Q2

; (G.1)
donde los operadores hermíticos P y Q que satisfacen [P;Q] =  {, pueden ser escritos en términos
de los operadores de creación y aniquilación de una partícula,
ay :=
Q  {Pp
2
; a :=
Q+ {Pp
2
; (G.2)
que satisfacen

ay; a

=  1, como
HHO = !

aya+
1
2

: (G.3)
Consideremos ahora el oscilador isótropo bi-dimensional, el cual viene dado por el Hamiltoniano
H0 =
!
2
 
P1
2 +Q1
2

+
 
P2
2 +Q2
2

; (G.4)
con [P1; Q1] =  { = [P2; Q2]. O, en términos de los operadores de creación y destrucción,
H0 = !

ay1a1 + a
y
2a2 + 1

: (G.5)
La simetría axial de este sistema implica la conservación del operador momento angular, [H0; L0] =
0, con L0 dado por
L0 := (Q1P2  Q2P1) = {

ay2a1   ay1a2

: (G.6)
Se dene
a :=
a1 + {a2p
2
; b :=
a1   {a2p
2
;
ay =
ay1   {ay2p
2
; by =
ay1 + {a
y
2p
2
;
(G.7)
de donde se obtiene 
a; ay

= 1 =

b; by

;
[a; b] = 0 =

a; by

;
(G.8)
y
H0 = !

aya+ byb+ 1

; L0 =

byb  aya

; (G.9)
o, en términos de los operadores número, Na = aya, Nb = byb y N := Na +Nb,
H0 := H0
!
= Na +Nb + 1 = N + 1 ; L := L0 = Nb  Na : (G.10)
Luego, H0; ay = +ay ; H0; by = +by ;L; ay =  ay ; L; by = +by : (G.11)
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y el espacio de Hilbert de los estados de este sistema es la (clausura de) el espacio de Fock generado
por los vectores
jna; nbi :=
 
ay
na
p
na!
 
by
nb
p
nb!
j0; 0i ; na; nb = 0; 1; 2; : : : (G.12)
donde el estado de vacío satisface a j0; 0i = 0 = b j0; 0i. Tenemos
H0 jna; nbi = (n+ 1) jna; nbi ; L jna; nbi = l jna; nbi ; (G.13)
con n = na + nb and l = nb   na.
Consideremos brevemente la degeneración de los autovalores de H0. Es evidente de (G.13) que
para cualquier n 2 N [ f0g, En;l = n + 1 es (n + 1)-veces degenerado, para na = 0; 1; 2; : : : ; n y
nb = n  na.
Estos subespacios característicos de H0 son espacios de representación de la representación
irreducible de SU(2). En efecto, denamos
J3 :=  1
2
L = Na  Nb
2
; J+ := a
yb ; J  := J+y = bya : (G.14)
Luego, se tiene
[J3; J+] =
1
2

Na  Nb; ayb

= ayb = J+
) [J3; J ] =  J  ;
(G.15)
y
[J+; J ] =
h
ayb; ayb
i
= 2J3 ; (G.16)
la cual es la forma usual del álgebra de Lie de su(2).
Más aún,
[H0; J3] = 0 ;
[H0; J+] =

Na +Nb; a
yb

=  ayb+ ayb = 0 :
(G.17)
Advertir que
J3 jna; nbi = (na   nb)
2
jna; nbi (G.18)
y
J+ jna; nbi = ayb
 
ay
na
p
na!
 
by
nb
p
nb!
j0; 0i =
=
p
(na + 1)nb
 
ay
(na+1)p
(na + 1)!
 
by
(nb 1)p
(nb   1)!
j0; 0i =
=
p
(na + 1)nb jna + 1; nb   1i :
(G.19)
Por tanto, llamando
j :=
n
2
=
na + nb
2
; y m :=   l
2
=
na   nb
2
; (G.20)
lo que implica que
na = j +m; and nb = j  m; (G.21)
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e identicando
jjj;mii  jna; nbi = jj +m; j  mi ; (G.22)
con j jo y  j  m  j, de (G.18) y (G.19) se obtiene
J3 jjj;mii = m jjj;mii ;
J+ jjj;mii =
p
(j +m+ 1)(j  m) jjj;m+ 1ii ;
(G.23)
la cual es la expresión usual para la representación unitaria irreducible (de dimensión (2j + 1)) del
álgebra su(2).
Estos resultados explican la degeneración de los autovalores de H0.
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