Introduction
The purpose of this work is a construction of an approximate solution of the problem (1) U xx +Q(x,t)U=U t , (x,t)eR, (la) U(-l,t)=F 1 (t), U(l,t)=F 2 (t), t€<0,t o ), (lb) U(x,0)=H(x), xe<-l,l> in any set R q contained in R={(x,t):|x|<1,0<t<t Q >, where U(x,t)=^U^(x,t),...,U n (x,t)j is an unknown vector function, and Q(x,t)= [q ij (x,t)] nxn , F i (t) = ^(t) , . . . ,F*(t)] , i=l,2, H(x)=^H^(x),...,H n (x)j are matrices of given functions. We assume that Q is a matrix of class C 1 (R)and for every xe<-l,l> it is a matrix of analytic functions with respect to t for 1 2 te<0.t >, while F , F and H are continuous functions, o We will base upon an approximation of the solution of the heat equations system (2) w xx = w t ' w(x,t)=[w 1 (x,t),...,w n (x,t)] T and integral operators transforming solutions of (2) into solutions of (1).We will apply the results obtained in the work [1] by D. Colton for skalar case and make use of [2] , 
U(x,t)=w(x,t)+J L(s,x,t)w(s,t)ds,
where w(x,t) is a solution of (2) in R, satisfying w x (0,t)=0. The matrices K(s,x,t) = [
Proceeding as in [1] , one can prove that any regular solution of (1) in R can be represented in the form x U(x,t)=T 0 w(x f t)= w(x,t) Jlxis^tj+Lfs^tjjw^tjds, 0 where w(x,t) is a regular solution of (2) in R.
Since for y(x)=^y 1 (x),... f y n (x)J we have Proof: In the paper [2] was shown the existence of a vector function w(x,t) being a solution of (2) and U(x,t)=T Q w(x,t) regular in R and continuous in R. By Lemma 2, there exists a matrix a = t Hence by the inequalities (3) and (5), we obtain n N max _ UU(
Remark. Since h 2 _. (-s,t) -h^ (s,t), h 2 _. +1 (-s,t) = ~h 2 j +1 (s,t)
and (see [2] ) L(-s,x,t) = L(s,x,t), K(-s,x,t) = -K(s,x,t), then x x | L(s,x,t)w 1,2:j (s,t)ds = 2 J L(s,x,t)w 1 ' 2^( s,t)ds, 
