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Plasma disruptions are a catastrophic loss of confinement that ulti-
mately concludes with the release of the thermal and magnetic energy stored
in the vessel containing the plasma. The threat of disruptions therefore factor
into the development of fusion-grade tokamak reactors such as ITER. This
work discusses the deleterious effects of disruption, particularly runaway elec-
trons. Tokamaks are especially susceptible to runaway electrons because of
their highly inductive nature. The lifetime of seed runaways are calculated
and the likelihood for them to exponentiate is discussed. Strategies for alle-
viating the danger posed by disruptions are considered. The basic strategy,
assuming a disruption is imminent, is to preemptively cool the plasma. ITER
currently plans on deploying impurity pellets to safely radiate away the energy,
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Almost as soon as scientists ascertained the feasibility of the huge ener-
gies possible with fission, i.e. the splitting of heavy atoms, they were pondering
whether or not fusion of light atoms could be achieved, as well. History (Trin-
ity, First Lightning) has record of the pace at which we, as a species, were able
to harness nuclear energies for destructive purposes. The grand ambition of
producing fusion for sustained energy which would power our cities, however,
remains elusive.
Despite the challenges, there are a number of reasons why we should
continue the pursuit. Our main source of producing electricity comes from the
burning of fossil-fuels, but estimates by[1] indicate that the global supply will
be expended at a time scale on the order of one-hundred years. On the other
hand, the principal reactions for controlled nuclear fusion are
D +D → 3He+ n+ 3.2MeV (1.1)
D +D → T + p+ 4.0MeV (1.2)
D + T → 4He+ n+ 17.6MeV (1.3)
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which includes deuterium (D) that can be mined from ocean water. Moreover,
nuclear reactions produce about a million times more energy than a typical
chemical reaction which releases energies on the order of 1 eV . The most
pressing issue, however, may be the impact that the burning of fossil-fuels has
taken on the planet, i.e. climate change. In comparison with fossil-fuels, fusion
energy will have a very low carbon footprint.
1.2 Tokamak
The nuclear reactions listed above have very low cross-sections, in gen-
eral, and the gases must be heated to about 10 keV in order to produce a
notable yield. Steady-state fusion is achieved in stars by the compression of
stellar gas by intense gravitational forces; this compression both heats and
confines the gas. Fusion is done differently on earth, but we have yet to
achieve the steady-state required for commercial power. The primary effort
to achieve practical controlled-fusion terrestrially is the tokamak and is the
point-of-interest for this work. Tokamaks employ coils (see Fig. 1.1) to mag-
netically confine the plasma inside a torus and heats the plasma via external
sources (e.g. radio-frequency heating, neutral-beam injection). The guiding
principle of the tokamak confinement strategy is to wind the particle trajecto-
ries about the toroidal field using poloidal fields. This circumvents the issue of
particle drift to the vessel wall caused by gradients in the toroidal field. The
poloidal field is generated by the transformer coil in the center of the torus and
a toroidal (ring) current in the plasma. A consequence of this design is that
2
fusion-grade tokamaks, which carry currents on the order of 106A, are hugely
inductive. This makes the tokamak especially susceptible to runaway electrons.
Figure 1.1: Schematic of tokamak. Source: EFDA-JET (now EUROfusion).
The next-generation tokamak is ITER which is, at the time of writ-
ing, currently undergoing construction in the south of France. It will be a
culmination of engineering and physics developed over the last sixty years.
Even so, it is still a proof-of-concept of whether or not a net gain of energy
can be achieved from the tokamak design. ITER will burn plasma at a scale
far beyond that realized at any of our current machines. For that reason, it
is difficult to extrapolate empirical data to anticipate performance at ITER.
Moreover, as in the case of disruptions, it is dangerous to design an experiment
to probe destructive scenarios. Therefore, many predictions must be obtained
3
from theoretical and computational research.
1.3 Scope
This work contains descriptions of a fusion plasma that are relevant to
the problem of disruption, which is described in the next chapter. In particular,
we discuss runaway electrons, which are a symptom of disruption, and pellet
ablation, which is related to the treatment of disruption. Common to each of
these aspects is a time scale which is faster than the relaxation time of the
background plasma. Hence, there is a population of plasma particles which
are non-thermal, i.e. they cannot be described by a Maxwellian distribution
nor can their motion be described by (Euler) fluid equations. In the case of
runaways, the fast time scale is due to a large inductive electric field, and in the
case of pellet ablation, the collision frequency between cold bound electrons
in the ablation cloud and the hot background electrons is the fast time scale
due to the impurity density being much greater than the background density.
1.3.1 Kinetic equation
To that end, the theoretical tool-of-choice to describe non-thermal par-
ticles is the kinetic equation[2], which describes transport of particles through
six-dimensional phase space. It is a nonlinear integro-differential equation,
and the unknown function in the equation is a probability density function,
f(~x, ~p), which describes the likelihood that a particle is in a volume element








· żi f = Ĉ (1.4)
where zi = ~x for i = 1, 2, 3 and zi = ~p for i = 4, 5, 6. Thus, ~̇x is velocity
and dictates how position changes as a function of time, while ~̇p is force, i.e.
time-derivative of momentum. Eq. (1.4) has a left-hand-side (LHS) that is
conservative, i.e. it is conserves the number of particles in the entire volume
of integration. The right-hand-side (RHS) contains the collision operator, Ĉ,
which represents how collisions between particles change their position and
momentum. The collision operator can have a Fokker-Planck form – meaning
that changes in position and momentum are infinitesimal, e.g. small-angle col-
lisions – or the changes can be discrete as in the case of knock-on[3] collisions.






There are many challenges to maintaining fusion in tokamaks, but this
work limits the scope to disruption. A disruption is a catastrophic loss of
plasma confinement that ultimately concludes with the release of the thermal
and magnetic energy stored in the device. Since tokamaks are envisaged for
producing electricity, the obvious concern regarding disruptions is to the duty-
cycle of commercial power plants but even more concerning is the potential
of physical damage to the machine as a result of the energy release. Thermal
energy is directly transferred to the walls when plasma control is lost and also
through radiation of high-Z impurities which have contaminated the plasma.
Both instances contribute to the deterioration of the metal walls, but
a debilitating possibility is presented by runaway electrons since they can
burn holes in the machine. An inherent feature of the tokamak design is the
large current that runs through the center of the torus, and this feature makes
the tokamak very inductive. Under nominal conditions, the current is super-
conducting and carried by bulk electrons, but when the temperature drops
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(such as during disruption) the plasma becomes resistive, and the current dis-
sipates. There is sufficient magnetic energy stored in the device to maintain the
current during disruption, but there is a chance that the current carriers are
primarily (if not entirely) relativistic electrons. For sufficiently fast electrons,
the friction force decreases (as opposed to increases per our normal experience
with drag forces) with the momentum of the electron, and hence, the induced
electric field preferentially accelerates the fastest electrons. This can lead to
the runaway regime where electrons are accelerated indefinitely to velocities
approaching the speed of light. The number of runaway electrons can expo-
nentiate as a result of knock-on collisions in a process known as avalanche[3].
Additional concerns are vertical displacement events and mechanical
loads caused by the interaction between the magnetic field and currents (e.g.
halo, eddy) induced in the structure caused by the displacement of the plasma.
We spend very little discussion on these aspects, except on how it guides the
strategies developed for dealing with disruptions.
2.2 Thermal and Current Quench
Disruptions are composed of two phases: a fast thermal quench and
a relatively slower current quench. Causes of the rapid cooling that occurs
during thermal quench varies. A survey of over two thousand disruptions
occurring over a decade at JET is conducted in [4], and the statistics reveal
two majority causes for rapid cooling: strong radiative losses due to impurity
7
influx and global MHD events that stochasticize magnetic field lines which
can lead to enhanced heat transport. These two causes are not necessarily







also decreases with temperature, though the current dissipates at a slower
inductive time scale. That is, an electric field is produced which resists the
change in current. It is during this phase that it is possible to accelerate a
significant population of electrons to relativistic energies.
2.3 Strategy
Experiments have been performed to understand the deleterious effects
of disruption. It is difficult to extrapolate these results to a machine as large as
ITER because of the difference in scale with even the largest current-generation
tokamak, which is JET. Even so, it is clear that disruptions pose a significant
danger, especially with regards to runaway electrons since ITER’s larger cur-
rent and longer discharge times make it susceptible to runaway avalanche. A
scheme must be devised to deal with this danger, and there are two platforms
to consider: avoidance versus mitigation. Boozer [6] likens these two aspects to
proper steering versus airbags of a car. Ideally, tokamaks would be engineered
to completely avoid disruption thus alleviating the need to devise mitigation
strategies. However, accidents happen even to the most capable drivers, so
the ITER mission must plan for the worst. One challenge in the metaphor of
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[6] is that, in the case of disruption, the airbags need to be deployed preemp-
tively. To that end, the ability to reliably predict disruptions is imperative.
More recent techniques involve machine-learning[7] to predict disruptions. If
a disruption is deemed imminent, the general strategy is to preemptively cool
the plasma; that is, engineer a disruption which does not pose a significant
danger.
2.3.1 Cooling methods
Proposed methods of cooling include: cross-surface transport, magnetic
surface breakup, and radiation. The cooling must occur sufficiently quickly to
avoid the danger of halo currents, but not too quickly as to generate runaways.
The author of [8] estimates the former two methods to be too slow. On the
other hand, radiative cooling (which is achieved by injecting high-Z impurities
into healthy plasma) can, in principle, meet the temporal constraints. Two
methods have been explored for injecting impurities into the plasma: massive
gas injection, which puffs gas at high pressure; pellet injection fires cryogenic
material at high velocity. Pellets are favorable to massive gas injection due to
deeper penetration of the impurity material into the plasma and the ability
to adjust the cooling properties. This is accomplished via mixing fractions of
the impurity and shattering the pellet into multiple pieces inside the injection
tube[9]. The former strategy aims to reduce the risk of runaway production,
while the latter aims to increase the spatial distribution of the impurity and
thereby reduce radiative heat loading. At the time of this writing, shattered
9





Runaway electrons are encountered in atmosphere where they may trig-
ger breakdown leading to lightning[11], magnetic reconnection events during
solar flares[12], and in energetic electron beams. This work, however, will fo-
cus on their impact to tokamak plasmas where runaways can be ubiquitous
during the current quench phase of a disruption. The existence of highly ener-
getic particles in thunderclouds was proposed by Wilson in 1925[13]. Wilson
observed ionization tracks inside a cloud chamber (which he invented and ul-
timately received the Nobel Prize for) and noted that tracks were straighter
for electrons accelerated by large electric fields. This ultimately lead to the in-
sight that particles can enter a energy regime where collisions are less frequent.
These particles came to be known as runaways since they can be accelerated
continuously and do not seem to approach a terminal velocity.
The friction force experienced by electrons in a plasma due to colli-
sions with bulk electrons is depicted in Fig. 3.1. For electron velocities small
compared to the thermal velocity, vth =
√
2T/m where T is the temperature
of the bulk plasma and m is the electron mass, the friction increases linearly
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with velocity. Collisions, however, become less frequent as velocities exceed







×mvν(v) = γ + 1
γ
× 4πe
4 n ln Λ
mv2
(3.1)
The Lorentz factor is γ = 1/
√
1− (v/c)2, and the collision frequency between
fast electrons with velocity v and a background with electron density n is
ν(v) =
4πe4 n ln Λ
m2v3
(3.2)
The Coulomb logarithm is defined as ln Λ = ln(bmax/bmin), i.e. the logarithm
of the ratio of the maximum and minimum impact parameters characterizing
the collisional process. Examples of these logarithms are collected in Sec.IIIB
of [15] and are particularly useful because the expressions are relativistic.
Eq. 3.2 indicates that the friction force asymptotes when the electrons
become ultra-relativistic, i.e. v → c. The minimum electric field required to
accelerate ultra-relativistic electrons is called the Connor-Hastie field[17] and
is given by
EC =
4πe3 n ln Λ
mc2
(3.3)
When the field exceeds EC , there exists a critical particle velocity vcrit beyond
which particles with v ≥ vcrit runaway. Because these velocities approach the
speed of light, it is apropos to express the criticality in terms of momentum
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Figure 3.1: Collisional drag forces. The blue solid and dashed lines are ob-
tained from [16] while the blue dotted line is obtained from [14]. The Connor-
Hastie and Dreicer limits are indicated. The Dreicer limit corresponds to when
the friction force is greatest, i.e. when v = vth.
On the other hand, the minimum electric field required to accelerate the entire
population of electrons into the runaway regime is the Dreicer field[18],
ED =








For fusion-grade plasmas, EC/ED  1.
3.1 Synchrotron Radiation
So far, it would seem that runaways accelerate indefinitely, but the
speed of light is a universal limit, and no mention has been given to what ulti-
mately slows the runaways down. Charged particles that are accelerating emit
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radiation. Owing to the large magnetic fields in tokamaks (and hence, fast
gyro-motion), runaways will primarily lose energy via synchrotron radiation.
(In zero magnetic field, bremsstrahlung would otherwise be the slowing-down
force.) For early works on synchrotron radiation, see [19, 20]. Synchrotron ra-
diation (called cyclotron for non-relativistic particles) occurs when a charged
particle has some component of its momentum perpendicular to the magnetic
field. That said, the radiation is emitted predominantly in the direction of
the particle motion, i.e. typically along the magnetic field lines, and there is
a radiation-reaction force that reduces the parallel momentum. Synchrotron
radiation tends to reduce the pitch-angle, as well, but elastic scattering ensures
the pitch-angle does not remain zero for longer than one collision time. In fact,
part of the mitigation strategy for runaways involves injecting impurities in
the plasma to enhance pitch-angle scattering, and consequently, synchrotron
radiation. In addition, synchrotron radiation provides a diagnostic for the en-
ergy of the runaways[21].
The frequency of the synchrotron radiation emitted by the runaways is










where λ is the wavelength of emission, Kν(x) is the modified Bessel function of
the second kind, and λc ≡ (4π/3)c/γ2ωc. The emission spans from microwaves
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to hard x-rays, depending on the gyro-frequency; for tokamaks, the spectrum is
peaked in the near-infrared (micrometer) range, though visible light has been
observed, as well, for highly energetic runaway beams. Eq. (3.6) describes the
spectra in a straight magnetic field; for a toroidal field, see [23].
3.2 Primary/Seed Runaways in Tokamak
Runaways can be generated during the start-up phase of the tokamak
since a strong electric field is required to ionize the gas, but the current as-
sociated with them remains relatively small by time the plasma becomes su-
perconducting. The electric field associated with the superconducting current
is less than the Connor-Hastie field, and so these initial runaways eventually
slow down.
Outside of the start-up phase, the electric field typically remains small
compared to ED. That said, runaways can still be generated even at fields
E  ED due to diffusive transport in momentum-space. This production
mechanism (eventually coined Dreicer mechanism) was first estimated in [18].
Dreicer argued that electrons with p > pcrit become runaways within roughly












More refined calculations have since been developed (e.g. [17, 24–26]). Nonethe-
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less Eq. (3.7) contains important features of the diffusive growth rate, such as
the exponentially small dependence on ED/E and not EC/E. Hence, for small
fields compared to ED, runaway production is meager.
If the bulk plasma is cooled at a rate much faster than the collisional
time scale, the bulk electrons may divide into cold and hot populations. Be-
cause collisions are less frequent for the hotter population, they do not ther-
malize with the cold electrons during rapid cooling and become prone to run-
ning away. This is the so-called hot-tail mechanism described in [27]. This
situation arises, for example, when impurity material is injected into healthy
plasma in the disruption mitigation scenario[10].
3.3 Secondary runaway electrons
The production mechanisms outlined above pertain to primary or seed
runaway electrons. Primary electrons produced by Dreicer acceleration are
relatively benign in fusion-grade tokamaks such as ITER[28, 29]. The real
concern is that they serve as seed particles for runaway avalanche. Dre-
icer production is associated with diffusive transport of bulk electrons into the
runaway regime via small-angle collisions, which are associated with infinitesi-
mal changes in energy. Avalanche production involves large-angle or knock-on
collisions and discrete changes in energy. An incident relativistic electron can
transfer a significant amount of its initial kinetic energy in a knock-on collision
to boost a thermal electron to relativistic energies. If, in addition, the final en-
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ergy of the incident electron is relativistic1, then this process concludes with a
net gain of one runaway electron. Each of these runaways are accelerated and
can undergo another knock-on collision. The avalanche mechanism is so-called
because it results in an exponentiation of the seed runaways. This is reflected
in the avalanche growth rate first calculated by Rosenbluth and Putvinski[3]














3(Zeff + 5)/π[(E/EC)2 + 3]
]
(3.8)
since it is proportional to nr [and not n as in Eq. (3.7) for Dreicer production].
The avalanche growth rate has a nearly linear dependence on E, whereas
Eq. (3.7) is exponential in E. This means that avalanche is the prevalent
mechanism in weaker electric fields2, while Dreicer is prevalent in strong fields.
Knock-on collisions are expected to be the main mechanism for runaway elec-
tron production in ITER but occur at a much slower rate (by a factor of the
Coulomb logarithm) compared to small-angle collisions.
3.3.1 Avalanche rate in strong electric field











We can estimate the amount of current carried by the runaways as they mul-
tiply when the inductive field is large. The growth of the current carried by
1The incident electron must have initial momentum p ≥ pcrit.
2Although, there must be a population of seed runaways to begin with.
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where `i = O(1) is a shape factor which characterizes the inductance of the
toroidal current, and I is the toroidal current. (See also [30].) The inductive
field is related to the change in total current as









(I − Ir) (3.12)
where η is the bulk plasma resistivity and S is the plasma cross-section.
Eq. (3.10)-(3.12) comprises a close set of equations which is easily integrated
(assuming that the internal inductance remains constant). The evolution of
the total and runaway current is shown in Fig. 3.2 for multiple values of fixed
`i. The figure shows the tendency of the total current to eventually be carried
entirely by the runaways at a time scale comparable to the Ohmic decay time,
(`i/c














where I(0) and I(∞) are the initial and final values of the total current (and
likewise for Ir), and IA ≡ mc3/e is the Alfvén current.
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Figure 3.2: Runaway current. Time is normalized to units of (`i/c
2)S/η, while
current is normalized to the Alfvén current, IA.
3.4 Marginal stability
In the previous section, the fast avalanche process that occurs as a re-
sult of the large thermal-quench-induced electric field was discussed. It was
seen that a significant fraction of the current is quickly saturated by runaways.
The runaway current thereafter dissipates concurrently with the stored mag-
netic energy but the rate at which it does so is relatively slower than the
thermal quench. The dissipation follows the self-sustained marginal criticality
scenario[31] whereby the inductive electric field straddles a threshold value
that ensures a balance between avalanche multiplication and a diffusive leak
of the existing runaways into the bulk. An estimate for the current decay was
19











is large for E = 2E0, i.e. τd/τav ∼ eI/mc3 ln Λ, which means that runaways will
have ample opportunity to multiply. And in fact, experimental evidence[32]
suggests that the avalanche threshold field exceeds EC . If E < EC , the run-
away current is not sustained because small-angle collisions would cause the
runaways to slow down on a time-scale faster than the lifetime of the runaway
current.
3.5 Kinetic equation describing seed runaways
Small-angle collision rates differ by their knock-on counterpart by the
Coulomb logarithm which is ∼ 10−20 for fusion-grade plasmas. The disparity
between knock-on versus small-angle collisions (at modest values of the electric
field) precipitates a separation of timescale that enables considering the pre-
existing runaway (seed) evolution apart from that of the multiplying runaway
population. That is, we first ignore knock-on collisions and determine how
the seed runaways equilibrate in phase-space. Then we use the resulting dis-
tribution function of seed runaways to predict whether or not they ultimately
20
decay or multiply.
To that end, we solve the relativistic kinetic equation describing the
seed runaways. We consider runaways in a uniform fully ionized plasma and
uniform magnetic field in order to circumvent discussion of secondary geomet-
ric effects. Thus, the kinetic equation describing the evolution of the runaway















































which includes acceleration by the electric field E, inelastic collisions with
bulk electrons, elastic collisions with bulk electrons and ions, and synchrotron












respectively. It is convenient to assume a dimensionless form of Eq. (3.16),



















































The form of Eq. (3.20) implies that the field accelerates pre-existing runaways
and does not generate new ones via the Dreicer mechanism. The linear form
of the collision operator is a consequence of the runaways being a minority
in the plasma. The collision operator describes only small-angle collisions
between fast electrons and the thermal electrons and ions. Synchrotron ra-
diation shrinks the pitch-angle, but this is of secondary importance to the
radiation-reaction force, and therefore, we will neglect it. This is a reasonable
accommodation since τ̄ ∼ 100 for ITER. As already mentioned, the separation
in timescale allows us to omit the avalanche source. Since there is no source
of new runaways, any change in the particle number is due to a flux through
the momentum space domain.
3.5.1 Threshold field for sustainment
It is apparent that no runaways can be sustained for an electric field less
than the Connor-Hastie field, i.e. E < 1, since electrons will immediately slow
down into the thermal bulk. Conversely, even at fields E  1, synchrotron
radiation precludes ultra-relativistic electrons from completely running away.
The balance of acceleration by the electric field against the drag forces sug-
gests that the existence of stagnation points in phase-space whose locations
22
depend on E. Clearly, the existence of such points requires that E must exceed
some threshold value that counters the transport of fast electrons to the ther-
mal bulk. Aleynikov and Breizman[33] reduced Eq. (3.20) to one-dimensional
transport along p in the limit that pitch-angle shrinking caused by the electric






























and is plotted in Fig. 3.4. The flow velocity is negative throughout if E is
less than some threshold value, E0. Correspondingly, all the runaways even-
tually return to the bulk. For E > E0, fast electrons with p > pmin tend to
accumulate at pmax (corresponding to a long-lived runaway population), and
those with p < pmin return to the bulk. Thus, pmax is a stable point and pmin
is an unstable point. The situation when pmin and pmax are co-located corre-
sponds to the threshold field for sustainment of fast electrons. An approximate
expression for the threshold field is[33]











and plotted in Fig. 3.23. The threshold field increases with α corresponding
to larger Zeff and/or smaller τ̄ , both of which corresponds to faster collision
rates. Hence, the role of collisions are critical to the lifetime of runaway elec-
trons.
A meaningful examination of the seed runaways must be conducted
in the regime in which the lifetime of the seed runaways is longer than the
thermal quench time but shorter than the current quench time. The first of
constraint ensures that the seed can be amplified during thermal quench, while
the second implies that the avalanche-produced runaways balance the losses
of the pre-existing ones in a self-sustained marginal stability scenario.




































Figure 3.4: Stagnation in sustainment threshold regime.
3.5.2 Structure of seed runaways
In the one-dimensional kinetic theory of [33], particles with p < pmin
slow into the bulk, while those with p > pmin eventually accumulate at pmax.
This would correspond to a delta-distribution of seed runaways with infinite
lifetime ripe for multiplication. Peaking of the distribution is also observed in
[34]. However, as demonstrated in [35], the lifetime of the runaways is finite.
Referring back to Fig. 3.4, the main body of runaways accumulated at pmax is
actually Gaussian[35]; thus, a non-zero number of runaways in the wing of the
distribution extending towards lower momentum will have p < pmin and slow
down into the bulk. Two-dimensional kinetic analysis is emphasized in[35] in
determining the shape of the runaway attractor (see Fig. 3.5), and similarly in
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[36] – though the feature is referred to as a ”vortex” therein. The main body
of the attractor is located at relativistic values of momentum and collimated
at small pitch-angles. In the ultra-relativistic tail, the distribution function
goes as[37]
logF ∼ −2p− p2θ2 (3.25)
where F = p2 f . This expression exhibits exponential decay with pitch-angle,
but its applicability fails when p2θ2 ≥ p. At larges values of p2θ2 ≥ p, the
distribution function goes as[35]
logF ∼ −p3θ4 (3.26)
Figure 3.5: The distribution function log10(f) of seed runaways near attractor;
E = 3.1, τ̄ = 100, Zeff = 5.
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3.5.3 Lifetime of seed runaways
Although the majority of seed electrons eventually accumulate in the
vicinity of the attractor (e.g. near pmax in the one-dimensional theory), the dis-
tribution far from the attractor extending towards the thermal bulk ultimately
determines the lifetime of the seed runaways. In the two-dimensional analysis,
pmin corresponds to a separatrix in momentum-space (plotted, for example, in
Fig. 3.6). Convective flows tends to steer runaways towards the attractor, but
elastic scattering enables diffusive transport across the separatrix. Particles
scattering across this semi-permeable barrier enter a slowing-down region and
inevitably return to the thermal bulk. Increasing the electric field minimizes
the slowing-down region while also increasing the separation between pmin and
pmax[35]. The lifetime τ` of seed runaways as a function of E for several values
of α (see Fig. 3.7) was calculated in [35] by evolving Eq. (3.20) numerically.
The results show that the lifetime increases exponentially with electric field.
This motivated re-casting Eq. (3.20) in the form of an eigenvalue relation by
letting ∂f/∂t → −f/τ`. Semi-analytic results for τ` were also found in [35]
when α 1 (see Fig. 3.8). This case corresponds to when the threshold field
barely exceeds the Connor-Hastie value.
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Figure 3.6: Convective trajectories in the slowing-down region of momentum-
space depict a separatrix (sketched as a dash-dotted line). On one side of the
separatrix, particles inevitably return to the bulk, while on the other, particles
gain momentum; E = 3.1, τ̄ = 100, Zeff = 5.
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Figure 3.7: Lifetime of the runaway seed (log scale) versus electric field for
various values of the parameter α ≡ (Zeff + 1)/
√
τ̄ . Time is normalized to
collisional time scale, τc.
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Figure 3.8: Lifetime of the runaway seed (log scale) versus electric field in the





Spitzer and Tonks[38] initially intuited that frozen pellets of deuterium
and tritium could be used to refuel fusion reactors. The thought was that
the self-shielding mechanism of the cloud created by the sublimation of the
frozen material would prolong the pellet lifetime and allow the pellet to travel
all the way to the plasma core. Since then pellets have been imagined for
other uses such as diagnostics[39], plasma control[40], and plasma shutdown
in killer pellet strategies[41]. The killer pellet strategy, however, is too drastic
for ITER because the fast shutdown makes the machine susceptible to runaway
electrons. That being said, there is optimism that pellets can be engineered
to safely terminate a fusion plasma in order to avoid damage caused by dis-
ruption. For example, mixtures of deuterium and neon are being tested[9] to
straddle the time constraints imposed by thermal and current quench. Fur-
thermore, the shattered pellet injection strategy[42] was imagined as a way to
avoid localization of the impurity material and minimize radiative heat loads
on the walls. As of this moment, shattered pellet injection is the envisaged
strategy[10] for mitigating disruptions in ITER.
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The rest of this chapter is devoted to the description of pellet heating
and ablation in fusion-grade plasma.
4.1 Physical description of pellet ablation
Almost immediately after a cryogenic pellet is immersed in plasma,
ambient electrons1 heat the pellet surface and atoms are sublimated from the
surface. The sublimated atoms form a gas shield which surrounds the pellet
and absorbs the incoming heat flux. The strength of the shielding is primarily a
function of the line-integrated density (or optical thickness),
∫
N d`, where d`
is the infinitesimal path length taken by the incident electrons. However, this
shielding diminishes as the cloud is heated2 and expands which reduces
∫
N d`
and allows electrons to penetrate to the surface once again and rejuvenate the
gas shield. Thus, pellet ablation is considered a self-regulatory process in the
sense that the shield maintains enough transparency to enable rejuvenation.
Additional shielding mechanisms exist, i.e. magnetic shielding due to expul-
sion of the field lines from the cloud interior and electostatic shielding. The
electrostatic shielding which takes the form of a sheath at the interface of the
cloud and background plasma is a result of the charge imbalance as plasma
electrons penetrate the gas shield. However, we do not consider these addi-
1Ion heating is considered secondary.
2Additionally, the heating causes the gas shield to become a plasma shield. However,
ionization primarily occurs in the periphery of the shield where
∫
N d` is smallest. The
strongest shielding occurs near the surface where the cloud is neutral, and hence we forgo
discussion of the plasma shield.
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tional shielding mechanisms. Electrostatic shielding, in the context of high-Z
impurity pellets, is considered weak as discussed further below3.
The amount of material heated by the fast electrons at the surface of the
pellet depends on the penetration depth of the electrons. This depth depends
on whether or not the pellet is of high-Z material. For low-Z pellets, the
penetration depth is roughly the stopping length associated with the slowing-
down force. The background plasma has density n∞ and temperature T∞.
Thus, incident electrons with thermal velocity vth =
√














The inelastic Coulomb logarithm, ln Λin, contains the ratio of the minimum
and maximum impact parameters for collisions between the hot plasma elec-
trons and the bound electrons of the pellet material. The minimum impact
parameter is the deBroglie wavelength, ~/mv, while the maximum impact pa-
rameter is v × ~/2I since the ionizing collision should occur on a timescale
shorter than the bound electron orbital period, ~/2I, where I is the mean
3Magnetic shielding is not significant for current-generation experiments but that may
change for ITER.
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excitation potential of the bound electrons. Consequently, ln Λin = ln(E/I).
A comprehensive discussion of the Coulomb logarithm (including relativistic
scenarios) can be found in [15].
The path traveled by electrons through high-Z material is different.
In this case, incident electrons perform a random walk through the mate-
rial due to the prevalence of elastic scattering. In this case, the penetration





(λ/Z) vthν̄−1, where D ∼ (λ/Z)vth is the diffusion coeffi-
cient, and (λ/Z) is the mean-free-path associated with 90-degree scattering.







For keV ambient electrons, the surface layer thickness of an ablating solid-state
pellet of density 1021 cm−3 is on the order of 10−1/Z3/2 cm, and so for Z  1,
the surface layer is much thinner than the radius of a typical pellet which is
Rp ∼ 0.1 − 1 cm. This layer forms a cold cloud of neutral atoms surround-
ing the pellet which throttles the heat flux reaching the surface. This cloud
heats up, expands, and it becomes semi-transparent when the layer thickness
is comparable to the pellet radius. Hot electrons can then reach the pellet sur-
face and heat the next layer, which leads to continuous ablation. At around
ten times Rp the shielding becomes negligible, and the ambient electron dis-
tribution function remains unperturbed by the impurity cloud at this distance.
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The additional shielding mechanism due to an electrostatic sheath at
the interface between the cloud and the ambient plasma maintains ambipo-
larity, but its role is of secondary importance in the high-Z limit. This is
because the net particle flux (but not the heat flux) is relatively small due to
backscatter in the high-Z case.
The description of pellet ablation in a tokamak should generally take
into account the role of the magnetic field. For a magnetic field strength of
10 kG, the magnetic pressure is typically much smaller than the gas pressure
within the narrow layer at the pellet surface. Also, the gas is essentially
neutral in this area, and therefore, its expansion should not be affected by the
magnetic field unlike at further distances where the gas is ionized. What is
affected by the magnetic field is the motion of hot electrons in the ablation
cloud, which varies between longitudinal (along the field lines) or radial with
respect to the pellet center. The direction depends on the ratio of the electron
gyro-frequency to the elastic collision frequency inside the cloud. The gyro-





where ν(v) is nearly the same as Eq. (3.2) and ln Λel is the elastic scattering
logarithm. It is equal to









where a0 is the Bohr radius and b ≈ 0.5 − 0.6 but depends on the atomic
species[44]. Taking reactor-grade parameters, as an example, the gyro-frequency
is ωc ≈ 2× 1011 s−1 for a 10 kG field. The elastic collision frequency of 2 keV
electrons is comparable to this in cloud densities of N ≈ 1019 cm−3, which
suggests that we must be cognizant of the magnetic field’s impact on pellet
heating.
4.1.1 Scaling laws
The most relevant conclusion from an analysis involving pellets is the
ablation rate. A convenient scaling law for the ablation rate is derived as
a function of plasma and pellet parameters. The ambient plasma electrons
of density n∞ have a mean-free-path of λ∞ = T 2∞/πe
4 n∞ ln Λin. For typical
plasma parameters, the mean-free-path is much longer than the scale of the
machine4, and therefore, they travel freely until they encounter the impurity
pellet which has density N  n∞. The mean-free-path of the streaming
electrons drastically reduces to Eq. (4.2) upon incidence. Plasma electrons
carry an initial energy density of n∞mv2th, but as they stream through the
cold impurities, energy is lost mostly due to collisions with bound electrons.
The power density transferred to the cold pellet material is estimated by








4E.g. in ITER, λ ≈ 20 km.
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where in what follows, the similarity symbol indicates that the relation holds
within an un-determined constant of order unity. Eventually, atoms are ab-
lated from the surface of the pellet which expands with a velocity that is
roughly sonic. When the flow velocity becomes sonic, i.e. γT∗/M = V 2∗ , the
ablation cloud has been heated to
T∗ ∼ A∗ × (R∗/V∗) =⇒ V 3∗ ∼
γR∗A∗
M









where γ is the specific heat ratio, M is the atomic mass of the ablated particles,
R∗ is the sonic radius, and A∗ = Q∗/N is the heating rate per atom at the sonic
radius. (We use starred notations to indicate sonic quantities.) We have taken
Q∗ to be equal to Eq. (4.6) to within a factor of unity. The cloud velocity at
the pellet surface, i.e. the pellet regression speed, is obtained by the relation,















The expression for the ablation rate G, which is the mass of impurity ablated
per unit time, is obtained via the steady-state continuity equation (see, for
example, [45]):














since R∗ ∼ Rp. Eq. (4.9) is consistent with [46] but also contains a factor of
Z−2/3 which generalizes the power-law for all atoms beyond hydrogen. More
rigorous calculations in [47] determine the coefficient to the scaling law of
37
Eq. (4.9) for the case of neon.
4.2 Kinetic equation describing plasma electrons stream-
ing through ablation cloud
The scaling law derived in the previous section assumed that electrons
could be described by a single thermal velocity. Some of the earliest work,
e.g. [48], made the assumption of a mono-energetic population of incident
electrons. However, it soon became clear that this would underestimate the
ablation rate since electrons in the high-energy tail of the Maxwellian experi-
ence fewer collisions in the ablation cloud, and therefore, are most responsible
for heating the pellet surface. Models were further improved by recognizing
that the distribution of electrons do not remain thermal within the ablation
cloud. The cloud contains electrons that are much colder and denser than the
ambient background plasma. Hot electrons (which are initially thermal) enter-
ing the cloud from the background collide with the cold electrons in the cloud.
The electron-electron collisional time scales are much shorter for the cold-cold
collisions than for the hot-cold collisions. Because of that, the cold electrons
can be viewed as thermalized, but the hot electron distribution function in the
cloud can deviate from Maxwellian significantly. Thus, the streaming electrons
requires a kinetic description as they slow down and scatter in the ablation
cloud. Pre-existing kinetic models (e.g. [46, 49, 50]) are discussed in [47], but
the key deviation from the prior works and the one discussed below is this: the
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gyro-frequency can be comparable to the elastic collision frequency for high-Z
scenarios, and thus, both dynamics are retained in the kinetic equation.
For fast electrons, i.e. those with energy greater than 100 eV, the stop-
ping power is Ps = 4πZe
4N ln Λin/mv[51]. Therefore, the energy deposited









where f is the distribution function of the hot electrons within the cloud which
is normalized such that n∞
∫
f d3v = 1. The problem of cloud heating thus
reduces to calculating the integral
∫
f dv2. Eq. (4.10) is consistent with the





The kinetic equation for the hot electron distribution function within a
neutral cloud of high-Z impurities includes the streaming term and the effects
of slowing down due to inelastic collisions with cold electrons, as well as elastic
scattering due to collisions with atomic nuclei of density N . Although the
ambient plasma cools down, the reservoir of hot electrons is much larger than
the number of electrons inside the cloud. As a result, the ambient cooling
rate is much slower than the collisional time scales within the cloud, and we
therefore, treat the distribution function within the cloud as quasi-stationary.
The kinetic equation for the hot electron distribution function is
∂
∂~r






















where θ and ψ are the polar and azimuthal angles in velocity-space, respec-
tively. The incident plasma electrons are considered much hotter than the
cloud electrons.
In what follows, we use cylindrical geometry (ρ, ϕ, z) in coordinate-
space, and θ measures from the z-axis. In the limit of large Z, the right-
hand-side (RHS) of Eq. (4.11) dominates, and hence, the distribution func-
tion is isotropic in velocity-space to lowest order. To that effect, we let
f = F (~r, v) + O(Z−1), where the correction is the anisotropic part of the





g sin θ dθ dψ represent the an-
gular average in velocity-space, and apply it to Eq. (4.11). Terms involving
angular derivatives in velocity-space are annihilated, and we are left with a
statement that the slowing-down term is balanced by the angular average of
the streaming terms, i.e.
∂
∂z














v3ν 〈f〉 = 0
(4.12)
The moments, e.g. v〈cos θ f〉, are calculated in [47]. The final equation de-




























v3ν F = 0 (4.13)
when axial symmetry is considered. The relative strength of the magnetic field
determines whether Eq. (4.13) describes diffusion longitudinally (i.e. along z)
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or radially (i.e. along r =
√
z2 + ρ2).
4.2.1 Heating rate density
An expression for the heating rate density is a matter of solving Eq. (4.13)
for the distribution function and using it to integrate Eq. (4.10). In fact, this
is what is done in [47] in the limits ωc  νs (i.e. strong magnetic field limit)
and ωc  νs (i.e. strong scattering limit).
For ωc  νs and coincidentally ωc  νs very close to the pellet surface,
the mathematical structure of the diffusion is identical. Despite these mathe-
matical similarities, the physical picture is quite different. In the strong field
limit, the hot electrons follow the field lines closely en-route to the pellet sur-
face; that is, the gyro-radius is small compared to the pellet radius. Electrons
on different field lines encounter different cloud thicknesses and hence heat
the pellet surface asymmetrically. As a result, a two-dimensional description
of the ablation cloud is required to resolve the flow. In the strong scattering
limit, a slab of impurity pellet is continuously heated due to the geometry
being approximately one-dimensional near the pellet surface. The normalized
heat density for these cases is
∫


































is the line-integrated density5 which is essentially normalized by the collisional
cross-section which goes as (e2/mv2th)
2, and fi is the distribution function at the
plasma-cloud interface6 expressed in terms of the variable τ = (1/8)(v/vth)
8.
For ωc  νs and far from the pellet surface, we use an approximate
expression for the density of a spherically-expanding cloud in order to obtain
a solution to Eq. (4.13). Ultimately, the normalized heat density in this case
is
∫















where H(2)(x) is the Hankel function of the second kind. The power density in
the one-dimensional (strong magnetic field/slab limit) and three-dimensional
(spherical) cases are plotted in Fig. 4.1 in the case that fi is Maxwellian.
4.2.2 Ablation rate for spherically-symmetric expansion
The ablation rate is calculated below in the case that the electron heat-
ing is spherically-symmetric. The steady-state fluid equations [53] describing
5For ωc  νs, the diffusion occurs radially, and hence z′ → r′ in the integration.
6This is not necessarily Maxwellian. For instance, if the plasma is rapidly cooled, the
background distribution may deviate from Maxwellian[52].
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Figure 4.1: Heating rate per atom as a function of normalized line-density
where the strong magnetic field/slab model using Eq. (4.14) is shown as a
dashed black line, and the spherical model using Eq. (4.16) is shown in solid.
Since the shape of the curves are universal, the plot is a comparison of
∫
f dv2
in the two models.
the radial profile of the ablation cloud are



















where N , V , and T are the density, velocity, and temperature, respectively.


































Apparently, W and µ suffer the same type of singularity when the Mach num-
ber is equal to unity. However, the profiles must remain continuous throughout









Note that this result is consistent with the sonic scaling of Eq. (4.7). The




































where primes denote differentiation with respect to R, and starred quantities
denote values at the sonic point. The ODEs are integrated from the sonic
point via shooting procedure in [47] and the ablation rate for neon obtained
from those numerical solutions is shown in Fig. 4.2.
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G = 1205.45 R
p
1.44 [g/s]
G = 64.4 [g/s]
G  350 R
p
4/3  [g/s]
Figure 4.2: Ablation rate (neon) versus pellet radius to the four-thirds power
calculated from steady-state fluid equations using Eq. (4.14) for the heating
rate (x’s and dashed) and Eq. (4.16) for the heating rate (o’s and solid). Inde-
pendent analysis from R. Samulyak and P.B. Parks (private communication)
yields G = 64.4 g/s for a 2mm neon pellet and is indicated by the  marker.
The ablation rate calculated from the model of [50] is shown in the solid red.
The background plasma density and temperature are n∞ = 1014 cm−3 and
T∞ = 2 keV , respectively.
4.3 Expansion of the impurity wake
The previous section considered a pellet at rest, but in reality, the pel-
let is moving7. If the pellet is traveling faster than the expansion velocity of
the ablation cloud, then the pellet will exit the cloud and leave behind a wake.
This will be the case in a tokamak since the cloud will eventually become ion-
ized and ~J × ~B forces constrain the motion of the cloud across the toroidal
7Injection speeds are on the order of 200m/s.
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field lines and the pellet velocity is more or less transverse to this field direction.
The wake expansion will be governed by the following ideal gas fluid
equations[61] for density, momentum, and energy, respectively:
∂N
∂t
+∇ ·N~V = 0 (4.26)
∂
∂t















V 2 + h
)]
= Q (4.28)
where p = NT , h = ε + p/ρ is the enthalpy (where ρ = MN is the mass
density), ε is the internal energy, and Q is the power density injected into the
gas. The enthalpy is obtained by recalling the adiabatic relation, p/ργ = const.




















γ − 1 (4.29)
The internal energy quickly follows from this result and is that ε = T/M(γ−1).
The fluid equations have been written in conservative form, but com-
bining Eq. (4.26) and Eq. (4.27) yields
∂~V
∂t





∇ log n = 0 (4.30)
Similarly, the energy equation can be combined with the former two equations
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by first expanding it like so:





















V 2∇ ·MN~V +MN~V · (~V ·∇)~V + γT/M




Two of terms above are identically expressed as the following (by adding and
subtracting like-terms):
γT/M

















γ − 1 (4.33)





γ − 1 +NT∇ ·
~V +MN(~V ·∇)T/M
γ − 1 = Q (4.34)
Gathering the equations we obtain
∂N
∂t









+NT∇ · ~V + N
γ − 1(
~V ·∇)T = Q (4.37)
When the heating rate density has the form, Q = NA, the energy equation is





+ T∇ · ~V + 1
γ − 1(
~V ·∇)T = A (4.38)
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where A is the heating rate per cloud particle which, in this scenario, is pro-
vided by the background plasma.
It is convenient to use the following normalizations:
t→ tν∗, r →
r
V∗/ν∗
, N → N
N∗










where N∗ is a characteristic wake density, T∗ is the characteristic tempera-
ture, V∗ =
√
γT/M is the associated sound speed, ν∗ ≡ 4πe4N∗ ln Λ/m2v3th is
the characteristic collision frequency with incident electrons of thermal speed,
vth =
√
2T∞/m, where T∞ is the background temperature. Hence, the char-
acteristic heating rate is A∗ = ν∗T∞. The fluid equations then become
∂N
∂t
+∇ ·N~V = 0 (4.40)
∂~V
∂t





+ T (∇ · ~V ) + 1
γ − 1(
~V ·∇)T = T∞
T∗
A (4.42)
4.3.1 Self-similar solution of ideal gas equations
We consider one-dimensional expansion; in this case, the expansion is
along the field lines and motion across the field is constrained by magnetic
pressure. Furthermore, the temperature of the wake is constant, i.e. ∇T = 0,
due to the background plasma acting as an infinite reservoir and the assump-
tion of high thermal conductivity.
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The solution of the gas equations have the following form:




, V (r, t) = ω(t)r, T (r, t) = T (t) (4.43)
where k(t), ω(t), and T (t) are un-determined functions of time, and δ = 1, 2, 3












and ∇ · ~v = δ ω. The fluid equations then reduces to the following ODEs
δk̇ − 2kk̇r2 − 4k2ωr2 + 2δkω = (k̇ + 2kω)(δ − 2kr2) = 0 =⇒ k̇ + 2k ω = 0
(4.46)
ω̇ + ω2 − 2k T = 0 (4.47)
1




where k̇ = dk / dt, for example. In Eq. (4.46), the right parentheses cannot
be equal to zero (except for the case that the argument of the exponent in
the density profile is constant in time), which means that the left parentheses
must vanish.
The function ω was so-named because it has units of frequency, i.e.
ω ∼ 1/t. Let the power source A = constant. Dimensional inspection of
Eq. (4.48) reveals that the other variables must be k ∼ t−3 and T ∼ t. The
constants of proportionality are determined by plugging these scalings into the
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(γ − 1)(T∞/T∗)A t
1 + (3/2)δ(γ − 1) (4.51)
This simple model was implemented in [60] as a density perturbation to study
the impact of pellet injection on global Alfvén eigenmodes (see Fig. 4.3).
(a) (b)
(c) (d)
Figure 4.3: Toroidal expansion of pellet wake: (a) t = 0.66ms, (b) t = 5.30ms,
(c) t = 14.58ms, and (d) t = 25.85ms. Color shows log10(N/n∞), where N is
the wake density and n∞ = 1013 cm−3 is the background equilibrium density;
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Lifetime and universal distribution of seed runaway electrons
Adrian K. Fontanillaa) and Boris N. Breizmanb)
Institute for Fusion Studies, University of Texas at Austin, Austin, Texas 78712, USA
(Received 28 August 2017; accepted 18 October 2017; published online 21 November 2017)
The lifetime of pre-existing runaway electrons determines how likely the runaways will undergo
avalanche multiplication. We estimate the lifetime of runaway electrons via kinetic analysis. We




(where srad is the synchrotron timescale normalized to the collisional timescale and Z is the ion
charge) compared to the electric field. We identify two cases where the decay rate is slow enough
to enable a quasi-steady shape of the runaway distribution function. This distribution and its life-
time represent the eigenfunction and the lowest eigenvalue of the kinetic equation. In one case,
a 1: the field required to sustain the pre-existing runaways is barely larger than the Connor-
Hastie critical value. In the same manner as by Aleynikov and Breizman [Phys. Rev. Lett. 114,
155001 (2015)], we solve the kinetic equation perturbatively but extend the work to demonstrate
that the lifetime grows exponentially with the field at a rate that depends on a. In the second case,
a 1: the sustainment field is much greater than the Connor-Hastie value, and the largeness of the
field in this case enables us to universalize the kinetic equation via the re-scaling procedure.
Published by AIP Publishing. https://doi.org/10.1063/1.5001931
I. INTRODUCTION
In a plasma, runaway occurs when the electric field is
strong enough to allow electrons to overcome collisional drag.
Electrons that are cooler than the plasma temperature, Te,
experience a drag that increases with momentum, and an elec-
tric field exceeding the Dreicer2 level, ED  4p20nee3 K=Te
(where ne is the electron density, e is the fundamental charge,
and K is the Coulomb logarithm), is needed to allow all
electrons to run away. But when electrons are suprathermal,
collisionality with the background plasma decreases (and
eventually asymptotes) with particle momentum so that it
becomes easier and easier to accelerate electrons. Sufficiently
fast electrons—those with energies on the order of their rest
mass energy, m0c
2—experience a nearly constant drag and
can be accelerated continuously in an electric field exceeding
the Connor-Hastie3 critical value, EC  nee3 K=4p20m0c2.
Runaway electrons can become destructive to a toka-
mak, where energies of a few tens of MeV can be realized,
and thereafter be deposited onto the walls of the device. The
runaways generated during plasma disruptions4 pose a
serious-enough threat to tokamaks. Of particular concern is
an avalanche-type5 multiplication of the runaway population
via knock-on collisions.6 Machines as large as ITER are
especially susceptible to avalanche due to the large currents
and long discharge times. Knock-on collisions are expected
to be the main mechanism for runaway electron production
in ITER but occur at a much slower rate (by a factor of the
Coulomb logarithm) compared to small-angle collisions.
This disparity between knock-on versus small-angle colli-
sions precipitates a separation of the timescale, which raises
the question of how pre-existing runaways equilibrate in
phase-space. This sets the stage for the follow-up question of
how equilibrated runaways multiply via the avalanche mech-
anism although we do not address that question in the present
paper.
The disruption events typically involve a fast thermal
quench and a relatively slow current quench. The latter is
likely to be governed by a marginal stability scenario7 in
which the inductive field remains close to the runaway ava-
lanche threshold. This electric field provides a balance
between the multiplication of the runaways via knock-on col-
lisions and the diffusive leak of the existing runaway popula-
tion into the cold core. We explore the regime in which the
lifetime of the seed electrons is longer than the thermal
quench time but shorter than the current quench time. The first
of these two constraints ensures that the seed can be amplified
significantly during the thermal quench. The second constraint
implies that the avalanche-produced runaways balance the
losses of the existing ones in a self-sustained marginal stabil-
ity scenario of the runaway current decay. For the case of
ITER, the timescales for thermal and current quench are
envisaged to be on the order of 1 ms and 100 ms, respectively.
A complete theory should determine the threshold field
as a function of plasma parameters, thereby determining the
rate of magnetic energy dissipation during current quench.
Our paper, however, has a more limited goal: to find the life-
time and the spectrum of the existing runaways as a function
of the inductive field. This lifetime, or equivalently the decay
rate, should then be compared against the runaway multipli-
cation rate in a subsequent work, as demonstrated schemati-
cally in Fig. 1. As seen in the figure, the decay rate falls off
with the electric field, while the multiplication rate increases
with the field. The electric fields considered in our paper
should correspond to seed lifetimes which are exponentially
long to allow knock-on collisions to be competitive. The
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The relativistic electrons cannot gain momentum indefi-
nitely in this field. Owing to the large magnetic field present
in tokamaks, synchrotron drag limits the momentum gain.
Martın-Solıs et al.8 studied runaways governed by an accel-
erating electric field, collisional friction, and synchrotron
radiative losses using single-particle trajectories and showed
that a set of trajectories converged to a stable focus in
momentum space. A subsequent kinetic analysis by
Aleynikov and Breizman1 also demonstrated a trend for fast
electrons to peak in momentum space. Guo et al.9 empha-
sized a 2-d treatment and described a vortex structure in
momentum space. The cited findings are thematically consis-
tent: their results collectively suggest that there is an accu-
mulation point, or shall we say attractor, to which the
runaways gather. The location of the attractor in momentum
space is determined by the balance of the electric field with
collisional and radiative drag. Meanwhile, the angular spread
of the attractor is determined by the electric field’s ability to
collimate the runaways against scattering via collisions of
the fast electrons with slow ions and slow electrons.
Although a majority of electrons are concentrated in the
vicinity of the attractor (which comprises the main body of
the distribution), some electrons populate the wings of the
distribution. A description of the wing—particularly the
wing that extends towards the thermal bulk—is crucial for
determining the lifetime since the electrons in the wing are
able to diffuse into a slowing down region of momentum
space dominated by collisional friction. The leakage of fast
electrons into the slowing down region is promoted by elas-
tic scattering. We will show how the resulting lifetime of the
attractor depends on parameters characterizing the elastic
scattering, drag, and the electric field strength.
In what follows, re-scaling will be employed to simplify
the kinetic equation and identify the dominant dynamical
terms. For instance, when the kinetic equation is re-scaled to
energies relevant to the attractor, the slowing down effects
that lead to runaway decay are de-emphasized. This suggests
that fast electrons in the vicinity of the attractor are long-
lived. An inspection of the kinetic equation reveals that
exponentially long lifetimes can be achieved even at field
strengths very close to the Connor-Hastie critical value. In
this special case, a one-dimensional description a la1 enables
us to calculate the lifetime as a function of the attractor posi-
tion and width. When we examine the case of large electric
fields compared to EC, the attractor attains a universal quality
in the sense that the re-scaled kinetic equation contains no
physical parameters. A strong convective flow around the
attractor tends to keep runaways away from the slowing
down region in the large field case. Yet, a small number of
runaways will invariably bleed into the slowing down region,
and thus, the attractor lifetime will be finite.
The rest of this paper is organized as follows: in Sec. II,
we introduce the kinetic equation that includes a relativistic
collision operator, and in Sec. III, we solve the kinetic equa-
tion close to the thermal boundary of momentum space to
show why no attractor can be eternal. Next, we survey life-
times for various parameters using a numerical approach in
Sec. IV. The numerical results are supported by analytical
findings in Secs. V A and V B that use perturbative methods
to calculate the lifetime, and Sec. V C that uses a WKB
approximation to calculate the wings of the runaway distri-
bution function.
II. KINETIC EQUATION FOR RUNAWAY ELECTRONS
Our starting point is the kinetic equation for relativistic
electrons in a straight and homogeneous magnetic field; the












































This paper utilizes the same notations as Ref. 1. Then, the
distribution function is normalized according toÐ
F sin h dpdh ¼ 1, where p is the relativistic momentum
(normalized to units of m0c) and h is the pitch angle relative
to the magnetic field axis. The time, s, is normalized to units
of the collisional timescale, s  ðnee4 K=4p20m20c3Þ
1
, and
srad  ss=s is the ratio of the synchrotron timescale,
ss  ðe4B2=6p0m30c3Þ
1
, to the collisional timescale.
Typically, srad  100 for ITER-like parameters. Because of
this, we henceforward ignore the shrinking of the pitch angle
caused by synchrotron radiation, i.e., the second term on the
third line of Eq. (1). The electric field, E, is normalized to
units of EC. The ion charge is Z. The form of Eq. (1) implies
that the field accelerates pre-existing runaways and does not
generate new ones via the Dreicer mechanism. The linear
form of the collision operator is a consequence of the run-
aways being a minority in the plasma. The collision operator
describes only small-angle collisions between fast electrons
FIG. 1. Schematic plot of the seed runaway decay rate C (solid) and the
knock-on multiplication rate Cþ (dash-dotted) versus electric field (normal-
ized to EC). The intersection of the two curves represents the runaway ava-
lanche threshold.
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and cold electrons and ions. The disparity between knock-on
collisions and small-angle collisions (which is roughly in the
amount of Coulomb logarithm) allows us to omit the ava-
lanche source from Eq. (1). Since there is no source term,
any change in the particle number is due to a flux through
the boundaries of the momentum space domain.
We will hereafter re-cast Eq. (1) in the form of an eigen-
value equation, that is, letting @F=@s! C‘ F. This is
appropriate when we examine the long-term evolution of
runaway electrons. The long-term profile of F is the eigen-
function, and the corresponding eigenvalue is the runaway
electron decay rate (or inverse lifetime). Under certain con-
ditions—and we will show this—C‘ can be very nearly zero,
which enables F to be approximated by a stationary solution.
III. ARGUMENT FOR THE FINITE LIFETIME
In this section, we demonstrate that the rate of runaway
decay, C‘, must be nonzero. Particle trajectories (in the
absence of diffusion) are obtained from Eq. (1) and plotted
in Fig. 2. Depicted in the figure is an apparent separatrix and
is consistent with the findings of Ref. 9. In this section, we
focus on the low-momentum side of the separatrix where
particles lose momentum and eventually thermalize due to
the dominance of collisional drag and scattering there. The
distribution function is, to lowest-order, isotropic in this
region, i.e., @Fð0Þ=@h ¼ 0. Because synchrotron radiation is
ignorable at low momentum, the electric field is the only
force that depends on the pitch angle and therefore accounts
for any distortion in isotropy. By balancing the electric field
term against the scattering term in Eq. (1), the anisotropic
correction to the distribution function at low momentum is
found to be
Fð1Þ ¼  E





We essentially reproduce calculations used in Ref. 5 but for
the case of a straight magnetic field. We integrate in the pitch















The first term in the equation describes the slowing down
due to friction, while the second term describes momentum
spreading due to heating by the electric field. We determine
if a dynamical balance of these two effects prevents the elec-
trons from thermalizing. To do so, we solve for the zero-flux
condition of Eq. (3). The zero-flux solution






requires a divergent number of runaways to be gathered near
p¼ 0, which would prevent them from accumulating at large
momentum. We must therefore reject the zero-flux boundary
condition in favor of an open boundary. From this, we con-
clude that the number of fast electrons is decreasing.
Moreover, there is a mechanism that allows the fast electrons
to cross the separatrix into the slowing down region. In what
follows, we seek to determine the rate of decay while also
characterizing the path of those slowing electrons through
momentum space.
IV. NUMERICAL STUDIES
Given that fast electrons are afforded a finite lifetime,
we now survey the conditions that would allow the runaway
population to survive long enough to be amenable to ava-
lanche multiplication. We solve Eq. (1) for various combina-
tions of the parameters E, srad, and Z assuming an initial
population of runaways via finite volume methods. The
momentum p extends from a very small value near zero to a
sufficiently large value; very small means we have accounted
for the slowing down region, while sufficiently large means
that no electrons pass through the boundary that extends
towards infinity. However, particles are allowed to pass
through the boundary near p¼ 0; in this way, the change in
the particle number truly corresponds to the decay rate owed
to re-thermalization of fast electrons. The distribution func-
tion is seen to relax to a universal shape whose amplitude
decreases with time. This observation enables us to later treat
Eq. (1) as an eigenvalue problem when we solve it
analytically.
The results of the survey are shown in Fig. 3; they indi-
cate that the lifetime, s‘, grows exponentially with the elec-
tric field. The rate of exponential increase in the lifetime is
shown to depend on Z and srad in the following combination:
a  Z þ 1ffiffiffiffiffiffiffi
srad
p : (5)
Particles last longer for smaller values of a, e.g., the lifetime
(measured in units of s) is Oð106Þ for E¼ 2 and a ¼ 0:3,
while it is more than three orders of magnitude smaller for
the same electric field but a ¼ 0:8. An example of the long-
FIG. 2. Convective trajectories in the slowing down region of momentum
space depict a separatrix (sketched as a dash-dotted line); on one side of the
separatrix, particles inevitably return to the bulk, while on the other, par-
ticles gain momentum. For the trajectories shown, E¼ 3.1, srad ¼ 100, and
Z¼ 5.
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term distribution function is shown in Fig. 3(b); the main
body of the distribution is indicated by the yellow contours,
while the low-momentum wing is mostly blue. In accordance
with Sec. III, isotropy is enhanced further into the wing.
V. DESCRIPTION OF THE ATTRACTOR
The attractor is a structure in phase-space formed as a
result of the dynamical balance between the electric and drag
forces and also between pitch angle shrinking and pitch
angle scattering. To characterize the attractor, we re-scale
Eq. (1) by















For the remainder of this paper, we use capitalized notations
to represent scaled quantities. Since we are generally con-
cerned with large values of srad, the scaling of p reflects the
fact that the dynamical balance is only achievable at ultra-
relativistic energies. This allows us to neglect terms Oðp2Þ
compared to unity in Eq. (1). As a result of this simplifica-

































































The equation is herein reduced to a form that depends only
on the parameters E and a. Our goal is to explore how the
relation between these parameters affects the attractor life-
time. We will thereby extend the analysis presented in Ref.
1. We recall that Ref. 1 specifies the so-called threshold field






 1=6 : (8)
This is the minimum field (which exceeds the Connor-Hastie
critical value) that must be applied to ensure a long-lived
population of fast electrons. This demonstrates the conten-
tion between a and E with regard to the longevity of the run-
aways observed in Sec. IV. In the limiting cases of very
small and very large scattering parameters, the threshold
field approximates to
E0  1þ 2
1=2 a; a 1
a2=3; a 1 :

(9)
We constrain the scope of this paper to these two cases. In
the case of a 1, an electric field very close to the Connor-
Hastie value, i.e., E 1 ¼ OðaÞ, is sufficient to sustain the
fast electrons; in the case of a 1; E 1 is necessary for
sustainment. Thus, the case of the small scattering parameter
implies that the pitch angle of long-lived runaways scales as
h2  a, while the large scattering parameter case implies that
h2  a2=E3, and in both cases, the runaways in the vicinity
of the attractor occupy a narrow region in momentum space.

























The term associated with the deceleration of large pitch
angle runaways, i.e., the quadratic term in the cosine
expansion, E cos h ¼ E½1 ð1=2Þh2 þ 	 	 	
, is small near the
attractor as evidenced by the appearance of the combination
(a)
(b)
FIG. 3. (a) Lifetime of the runaway seed (log scale) versus electric field, as
inferred from numerical solutions of Eq. (1) for various values of the param-
eter a  ðZ þ 1Þ= ffiffiffiffiffiffiffisradp . Time units are normalized to the Coulomb scatter-
ing time, s. (b) The distribution function, log10½ð1=p2ÞF
, for E¼ 3.1,
srad ¼ 100, and Z¼ 5.
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of parameters, a2=ðE 1Þ2E2. Although the deceleration
term is small, we keep it because it (along with the pitch
angle scattering term) is essential for deducing the lifetime
of the attractor when E 1 ¼ OðaÞ. But when E 1, we
neglect this term and treat the attractor as infinitely long-
lived.
We examine the cases of a 1 and a 1 in their own
respective sections below. The former of these cases benefits
from being a continuation in some ways of the kinetic theory
developed in Ref. 1; the latter benefits from the feature of
the kinetic equation being entirely parameter-less.
A. Quasi-stationary distribution for a 1
In the limit a 1, we can restrict our considerations to
E 1 ¼ OðaÞ which allows us to treat the LHS of Eq. (10)
perturbatively. This is the strategy employed in Ref. 1 to
describe the attractor, but we expand upon it so that we may
properly calculate the lifetime. Using the variable g  PH2,





























We have written the deceleration by the electric field in
terms of the threshold field by means of E  ðE0  1Þ=
ðE 1Þ. The smallness of the deceleration term in the vicin-
ity of the attractor is duly noted when we consider fields
E  E0. The LHS, which we designate as Q, is small as long
as E 1 ¼ OðaÞ and the decay rate is slow. Therefore, the
pitch angle distribution equilibrates on a much faster time-
scale than the momentum distribution. Neglecting the LHS,
the distribution function to the lowest order is
Fð0Þ ¼ UðP; SÞeg; (12)
where U is an arbitrary function of P and S when Q is for-
mally zero but is fully determined when Q is finite. We thus
make Q finite by including it as an inhomogeneous term in
Eq. (11). Next, we integrate twice in g to find












The second term in the square brackets represents a small
correction to Eq. (12), and thus, the pitch angle dependence
of F is mostly isolated to the exponential term. The equation
that determines U is found by integrating Eq. (11) over the



































F dg, appearing above. This is
because the coefficient in front of that moment is small in
the vicinity of the attractor. The balance of the electric field
and drag forces implies that 1 E2=4Pþ P  0. Thus, we
approximate the zeroth-order moment by
Ð1
0
F dg  U in the
first line of Eq. (14) since the correction is doubly small.
Identical terms are added and subtracted to cause the first-
order moment
Ð
ðg 1ÞF dg to appear in the second line of
Eq. (14). In this case, the correction in Eq. (13) is necessary
to evaluate the moment since
Ð1
0
ðg 1Þeg dg ¼ 0. Using
Eq. (13) to evaluate the first-order moment by repeated use
of integration-by-parts yieldsð1
0




















The first-order moment Eq. (15) consists of terms propor-
tional to U and terms proportional to @U=@p. The former are
ignored since they represent a small correction to the first
line of Eq. (14), but the latter are retained since they prevent
the distribution from the shrinking to infinitesimal width.
This term extends the work presented in Ref. 1 and makes it
possible to calculate the width and the lifetime of the attrac-
tor. When we insert the diffusive contribution of the first-



































Recalling that, in the vicinity of the attractor,
E2=4Pþ P  1, the diffusion coefficient in Eq. (16) remains
positive and OðaÞ throughout the domain of the momentum
space as long as the electric field is not too far above thresh-
old. We elaborate on what is meant by “too far” later in Sec.
V B. The second term on the first line of Eq. (16) describes
the convective flow into the attractor. The zeroes of the con-









These notations are analogous to those used in Ref. 1.
Hence, the pair of zeroes corresponds to equilibrium points
in momentum space with Pmax being stable and Pmin unsta-
ble. Fast electrons with initial momentum P > Pmin tend to
accumulate at Pmax; conversely, electrons with initial
momentum P < Pmin inevitably return to the thermal bulk.
We thus identify Pmax as the attractor in this description,
while Pmin marks the transition into the slowing down region
of momentum space. Consequently, the appropriate bound-
ary condition for Eq. (16) is UðP ¼ Pmin; SÞ ¼ 0. The separa-
tion between the equilibrium points is
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A population of fast electrons described by Eq. (16) is long-
lived if the separation Ps is large compared to the width of
the main body of the distribution. In order to find the width
of the main body centered at Pmax, we solve Eq. (16) in the
vicinity of Pmax with the new variable dP  P Pmax thus




















describes a distribution function that relaxes to a gaussian












The superscript on Uð0Þ denotes that the gaussian description
corresponds to the eigenvalue C‘ ¼ 0. The gaussian has a
small but finite number of particles at Pmin because it is a
zero-flux solution. In Sec. V B, we append the gaussian
description in order to enforce the vanishing boundary
condition at Pmin, which will yield a small nonzero value of
C‘.
B. Attractor lifetime for a 1
Treating the temporal term in Eq. (19) as a perturbation,
we let @U=@S! C‘ Uð0Þ with C‘ 6¼ 0. When the upper
limit of integration is chosen to be at infinity (where the flux














which is the nonzero-flux correction. The decay rate, C‘, is
determined by applying a vanishing boundary condition at
P ¼ Pmin











Note that the order of integration is switched in Eq. (23).
Upon permuting the order, the integrand of the inner integral
is dominated by the regions where Uð0Þ nearly vanishes, i.e.,
near the boundaries. For this reason, we regard the inner inte-
gral independent of the variable P00 and treat the nested inte-
grals in Eq. (23) as products of integrals. That being said, we
must be careful in our choice of the limit P00. It must be cho-
sen to lie in the region where ðUð0ÞÞ1 is relatively flat, i.e.,
both far from the boundary and the main body of the
attractor, in order to ensure that the inner integral is approxi-
mately constant.



















which can make the lifetime exponentially long depending
on the ratio of the separation, Ps, to the width of the distribu-
tion, D. This ratio reflects the competition between the flow
of the runaways into the attractor and their diffusion into the
slowing down region. What we find from that competition is
shown in Fig. 4. The plot shows an initial trend for the life-
time to increase exponentially with the electric field (even at
field values very close to the Connor-Hastie value) where the
rate of exponential increase depends on a. This is consistent
with our numerical simulations (Fig. 3). Physical intuition
suggests that the lifetime will increase with the electric field
indefinitely, and therefore, the rollover in Fig. 4 is merely an
indication of where the presented perturbation technique
breaks down. In particular, there appear to be lower and
upper bounds to the electric field.
Given Eq. (9), the electric field must at least be as large
as the threshold field, E0 – larger, in fact, when we consider
that the separation between Pmin and Pmax is given by Eq.
(18). When E ¼ E0 () E ¼ 0, the separation between the
equilibrium points is zero and no accumulation of fast elec-
trons is possible. Furthermore, the main body of the distribu-
tion should be located sufficiently far from Pmin to ensure
that the accumulation of fast electrons at Pmax is more likely
to occur than their depletion at Pmin. We state this criterion
succinctly as D2=P2s  1. We approximate D and Ps by their















FIG. 4. Lifetime of the runaway seed (log scale) versus electric field, as
determined by Eq. (24) for various values of a. The rollover on each curve
indicates that the electric field is approaching the applicability limit of Eq.
(24). The units of time are normalized to s.
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and insert them into the aforementioned criterion. When we
use Eq. (9) to approximate the difference E0  1, the crite-
rion yields the following lower bound on the electric field:
E E0  25=6a5=3: (26)
The upper bound is determined by validating one key
assumption of the procedure: the LHS of Eq. (11) is pertur-
batively small throughout the entire domain of momentum
space, i.e., Q  F 8P. In order to determine where our
assumption fails, we evaluate Q at its largest. The gaussian
approximation Eq. (20) suggests that this term will be largest
in the wings of the distribution where the P-derivative of F
is steepest. Where Q is largest, we estimate it as











An estimate for the term P @F=@P comes from balancing the
























We see that for large enough fields, i.e., E E0




a, the denominator of Q will contain zeroes




 1=2, making the perturbative
term singular. Thus, the electric field cannot be too far above
threshold. The window of applicability for the analysis in the
case of a 1 is in the close vicinity of the threshold field
(and by extension, the Connor-Hastie field), viz.,
25=6a5=3  E E0 < 21=2a: (29)
C. Wing of the attractor for a 1
In the limit a 1, a large electric field (much greater
than unity) must be applied to confine the fast electrons to
the attractor described by Eq. (10). In this limiting case, all
















and all quantities are generally Oð1Þ, including the decay
rate. For an Oð1Þ decay rate, the scaling for the time variable
Eq. (6) yields a lifetime that grows linearly with the electric
field. In contrast to this initial thought, the lowest eigenvalue
of Eq. (30) is, in fact, zero, and as a result, the lifetime rather
increases exponentially with the electric field. Consequently,
we pursue a time-independent solution of Eq. (30), which
explains how the longevity of the attractor goes hand-in-
hand with a steep decay in the particle number at small val-
ues of P in momentum space.
There is an intermediate region of momentum space
between the slowing down region and the attractor where the
pitch angle diffusion is small. Particles in this region will not
stray far from the convective trajectories, and so, we render
those trajectories in Fig. 5. Using the change-of-variables P





















From the characteristic equations, we find that the trajecto-
ries are determined by the constant-of-motion
Q log Q log P2 ¼ constant: (32)
The runaways described by Eq. (30) do not sufficiently slow
down to thermalize, and instead, each trajectory experiences
a turning point along the contour 1 P2H2 ¼ 0, i.e., Q¼ 1.
This contour marks where the electric field balances the
drag. The trajectories shown in Fig. 5 do not close at
P!1, which would cause any population of particles to
accumulate at infinite energies and infinitesimally small
pitch angles. However, pitch angle scattering of the fast elec-
trons will ultimately limit the momentum gain since particles
that have diffused onto orbits above the turning point in H
slow down due to the synchrotron radiation there. We thus
have the following picture for the circulation of fast particles
about the attractor: an accelerating current of particles is
maintained by the electric field, and a decelerating current is
maintained by synchrotron drag. Pitch angle scattering ena-
bles particles to travel from the accelerating current to the
decelerating one at P 1, while pitch angle shrinking by
the electric field enables the opposite transition at smaller P.
In this way, the particle orbits are effectively closed and
enable a stationary solution of Eq. (30).
Runaways that arrive at the near-thermal region of
momentum space originate, remarkably, from the ultra-
relativistic region of momentum space (see Fig. 5). An
FIG. 5. Convective trajectories (solid) are characterized by values of
Q log Q log P2 and experience a turning point (dashed) along Q¼ 1.
Orbits above the turning point are populated by faster particles (i.e.
P> 1) that have diffused in the pitch angle (e.g. dashed blue). Particles
arrive at the low momentum region via trajectories with a sufficiently
large pitch angle. The schematic position of the attractor in phase-space
is indicated in red. The blue block arrows sketch a band outside the
attractor where diffusion is weak compared to convection.
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asymptotic expression for the distribution function in the
ultra-relativistic tail10 is given by
F ¼ exp 2P P2H2ð Þ: (33)
This expression exhibits the expected exponential decay in
the pitch angle, but its applicability fails when P2H2  P.
The way to relax this constraint is to estimate the likelihood
to populate the counter-streaming trajectories by comparing














The equation is reduced to an ordinary differential equa-
tion (ODE) by means of the similarity variable P4H4=P












shows that the asymptotic behavior of the distribution func-
tion far from the turning point decays as
lim
P2H2!1




Thus, trajectories at large values of H are much less
likely to be populated than that one would expect from
Eq. (33).
The constant (32) motivates the change-of-variables, P




















where v  2Q3ðQ 1Þ=Q ¼ 2ð1 P2H2Þ=P6H6. Referring
to Fig. 6, the transformation from Q to R is not one-to-one
across the entire domain. To account for this, the domain is
divided at the turning point Q¼ 1, and Eq. (37) is solved sep-
arately in the domain Q  1 and R  0, which we refer to as
the downstream current, and the domain Q> 1 and R  0,
which is the upstream current. The two solutions should
coincide at the turning point.
Our goal is to obtain the P 1 wing of the distribution
function. The smallness of the highest derivative term in a
convective band in momentum space (see Fig. 5) enables us
to posit the WKB approximation. We insert a function of the
form F ¼ exp ðq=PÞ, where q < 0. This form ensures that
the distribution function decays as P! 0. We insert the
eikonal form into Eq. (37). In the periphery of the attractor
where the WKB method is applicable, the equation (in the
spirit of WKB) is reduced to a non-linear ODE, viz.,
0 ¼ qþ 2q0  vðRÞðq0Þ2; (38)
where the primes denote differentiation with respect to R.
The diffusion coefficient v, which is shown in Fig. 6, van-
ishes at R¼ 0. On the downstream current, v is non-
monotonic and approaches zero far from the turning point,
while on the upstream current, it monotonically increases to
infinity. Using coefficients from Eq. (38), the quadratic for-






As stated earlier, Eq. (39) is integrated along the upstream
and downstream trajectories separately. In order to obtain a
solution that is non-singular at the turning point, we use the
form of Eq. (39) with the plus sign in the denominator. Each
solution is initialized at R¼ 0 with qðR ¼ 0Þ  qi. The value
of qi is a constant of integration to be determined. Because
the square root term in Eq. (39) vanishes at R¼ 0, the deriva-
tives match at the turning point and analytical continuity is
achieved as we transition from the downstream to upstream
current.
As we travel against the downstream current far from the
turning point towards large H, we encounter the region of
momentum space where we expect the distribution function to
match Eq. (36). Instead, we find that the asymptotic solution
lim
R!1
q  PH using the plus sign in Eq: ð39Þ
;½ (40)
is incompatible with Eq. (36). If, on the other hand, we con-




q  P4H4 using the minus sign in Eq: ð39Þ
;½ (41)
we achieve consistency with Eq. (36). Hence, in order to
obtain a global solution, the asymptotic solution of Eq. (39)
(with the minus sign) must be matched to the downstream
solution of Eq. (39) extending from the turning point (with
the plus sign). The matching point R (indicated in Fig. 6)
should satisfy the following conditions:
FIG. 6. Plot of the diffusion coefficient, v (green curve), and the new vari-
able R. The non-monotonicity of R as a function of Q divides the domain
into downstream (blue) and upstream (red) sub-domains separated by the
turning point (black dashed). The dashed blue region indicates where we use
the minus sign in Eq. (39) to describe q.
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The first condition ensures matching of q0, and the second
condition (in conjunction with the first) ensures that q
remains analytic throughout the downstream domain. These
two conditions determine the value of qi and R.
The resulting solution of Eq. (39) is depicted in Fig. 7.
The upstream function is depicted in red, while the down-
stream function is depicted in blue.
D. Behavior of the distribution function at small P
With the global description of q in hand, we calculate
the distribution function, F ¼ exp ðq=PÞ [see Fig. 8(a)]. In
order to validate the WKB approximation, we solve Eq. (30)
numerically [see Fig. 8(b)] using a finite-difference solver.
Finally, we use the solutions of Eq. (1) from Sec. IV [see
Fig. 8(c)] to compare with solutions of Eq. (30). To be clear,
Figs. 8(b) and 8(c) depict the long-term behavior of the dis-
tribution functions. The turning point is depicted as a black
dashed line in each figure, but in the case of Fig. 8(c), the






Although the frames of Fig. 8 do not extend far enough
to show it, the electrons are limited to finite values of
momentum. The distribution function in (a) reflects the tra-
jectories depicted in Fig. 5. By the choice of normalization,
F ¼ Oð1Þ. Evident in Figs. 8(a)–8(c) is the peaking of the
distribution function near the turning point. As we travel up
or down in the pitch angle from the turning point in Fig.
8(a) while keeping P constant, q increases in absolute
value, and as a result, the particle number decreases. On the
other hand, if we travel along the turning point (thereby
keeping q constant), then the particle number decreases in
the direction of decreasing P. To be precise, the population
decreases as








along the turning point in dimensional units. The WKB
approximation only extends as far as p ¼ Oð1Þ and therefore
FIG. 7. Numerical solution of the ODEs Eq. (39); the shooting method
yields qi ¼ 3:163; R ¼ 0:1; and q ¼ 3:429. The upstream solution is
shown in red. The downstream solution is divided into two regions: the
solid blue line from 0 < R  0:1 is described by Eq. (39) with the plus
sign, while the dashed blue line R> 0.1 is described by Eq. (39) with the
minus sign. The large R behavior of the downstream function is consistent
with Eq. (36).
FIG. 8. Contours of the (logarithm of the) quasi-steady distribution function:
(a) from solving Eq. (39); (b) numerical solution of Eq. (30); (c) numerical
solution of Eq. (1) with E¼ 3.1, srad ¼ 100, Z¼ 5.
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falls short of the slowing down region. Even so, we can say
that the lifetime for a 1 will depend exponentially on the
electric field due to the scarcity of electrons in the low-
momentum tail indicated by Eq. (43). This conclusion draws
from a similar line of reasoning that leads to the expression
of the lifetime for a 1, Eq. (24).
VI. SUMMARY
The lifetime of seed runaways increases exponentially
with the electric field, and this has been demonstrated by
numerical and analytical treatments of the kinetic equation.
The rate of exponential increase is shown to depend on the





demonstrated (at least schematically) how the lifetime of the
seeds can be used to infer the threshold field. We characterize
the lifetime in the limiting cases of small and large values a.
In the case of a 1, an electric field very close to the
Connor-Hastie critical value is sufficient to enable long-lived
electrons. In the case of a 1, an electric field much larger
than the Connor-Hastie critical value is necessary. When the
electric field is very large, the kinetic equation attains a uni-
versal characteristic via re-scaling and formally has a time-
independent solution. Subsequently, we apply the WKB
method to probe the peripheral structure of the attractor and
show that the longevity of the runaways is owed to a steep
decay in the population of electrons in the low-momentum
region of phase-space.
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APPENDIX: APPLICABILITY OF WKB
APPROXIMATION






















The first and second terms on the first line along with the final
term on the second line are retained in the WKB approxima-





p 2 ; (A2)
and hence, Eq. (A1) can be written strictly in terms of the
function q. Far from the turning point, Q is much less than
unity, and hence, q, which scales asymptotically as 1=Q2, is
much larger than unity there. As can be checked by compar-
ing terms, the omission of the neglected terms is justified
when Q 1 or when P 1. This window of applicability
is represented schematically by the convective band periph-
eral to the attractor shown in Fig. 5.
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Appendix B
Included Paper B: Heating and Ablation of
High-Z Pellets in High Temperature Plasmas
Note: At the time of this writing, Paper B is in the revision process
with Nuclear Fusion.
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Abstract
A kinetic model is developed to determine the power deposition from energetic electrons into
the neutral gas shield of an ablating high-Z pellet. For high-Z, the velocity distribution of the hot
electrons is nearly isotropic, and we use this feature to develop solutions to the kinetic equation. In
contrast to pre-existing models, we consider the effect of gyro-motion as well as elastic scattering
of the hot electrons. Two limits are considered: when the gyro-frequency is much greater than the
elastic collision frequency, the hot electrons diffuse longitudinally along the field lines as they slow
down; but if the gyro-frequency is much less than the elastic collision frequency, the hot electrons
diffuse radially. In both limits, it is possible to express the kinetic equation describing the hot
electrons independently of the gas density profile, and therefore, the power deposition model is
universal in this respect. The emphasis on elastic scattering yields an ablation rate which scales
as Z−7/6 which is different than Z−2/3 shown in Ref. [1]. It is also shown that the sheath potential
required to maintain ambipolarity in the cloud scales as Z−1/3. Fluid simulations yield ablation





At the time of this writing, pellets of high-Z material are being investigated as a means of
disruption mitigation for ITER. Pellets are seen as favorable to massive gas injection due
to deeper penetration of the impurity material into the plasma and the ability to adjust the
cooling properties via mixing fractions (Ref. [3]). These two factors, in particular, help to
meet the time constraints required for safe thermal and current quench. Thermal quenches
that are too fast (as it happens with killer pellet strategies) are susceptible to runaway
electron production. On the other hand, current quenches that occur too slowly leave the
machine susceptible to halo currents.
One of the guidelines of the mitigation strategy is to dissipate a significant fraction of the
plasma thermal energy, while at the same time avoiding hot spots at the walls. A thorough
consideration of the pellet strategy requires following the energy transfer from the plasma
electrons to the impurity material and finally to the walls via radiation. This paper aims
to address the power deposition from the plasma electrons to the pellet when the pellet
material is of a high-Z atomic species. The calculated power deposition is then used to
determine the pellet ablation rate and describe the out-going flow.
The cloud of ablated material surrounding the pellet contains electrons that are much colder
and denser than the ambient background plasma. Hot electrons entering the cloud from the
background collide with the cold electrons in the cloud. The electron-electron collisional
time scales are much shorter for the cold-cold collisions than for the hot-cold collisions.
Because of that, the cold electrons can be viewed as thermalized, whereas the hot electron
distribution function in the cloud can deviate from Maxwellian significantly due to collisions
with the cold population. This situation requires a kinetic description of the hot electron
distribution function as they slow down and scatter in the ablation cloud. Existing kinetic
models generally employ a Bethe-Bloch (Ref. [4]) approximation for the slowing-down force,
but the handling of elastic scattering varies. Elastic scattering reduces the incident particle
flux through the cloud interface via backscatter, and for those electrons that do penetrate,
their penetration depth diminishes. In one of the earlier works for carbon pellets, the au-
thors of Ref. [6] uses a loss function to describe inelastic forces but neglect elastic scattering
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in the kinetic equation, although they argue that elastic scattering reduces the ablation
rate by approximately 10 percent. Ref. [1] is similar in their kinetic approach but carries
out gas-dynamic simulations systematically to determine ablation rates for a wide range of
parameters, including pellet material. The authors then perform a statistical fitting in order
to obtain a generalized power-law scaling for the ablation rate. As a result, this scaling
law differs from the one of Ref. [5]. Ref. [7] suggests an expression for the heat flux that is
obtained by representing the angular distribution with a delta function. Ref. [5] solves the
kinetic equation with elastic scattering included but only for the case of hydrogen. In com-
parison to the prior work, we herein consider the electron distribution function within high-Z
material, in which case elastic scattering is a significant factor in the kinetic equation. We
further distinguish our work from the existing neutral gas shielding models by recognizing
that the elastic scattering and gyro-motion timescales may be comparable. The ratio of the
elastic collision frequency to the gyro-frequency determines how the fast electrons travel with
respect to the magnetic field lines. The kinetic equation presented in this paper provides a
general description of the hot electrons in high-Z material, but we will consider each limit
when the gyro-frequency is much larger and much smaller than the elastic collision frequency.
The dynamics of the hot electron dynamics and gas flow are detailed in Sec. II which also
includes back-of-the-envelope calculations of the power deposition and ablation rate. In
Sec. III, we formulate the kinetic equation for the hot electron distribution function in
a homogeneous magnetic field and solve it for the case that the distribution function is
nearly isotropic in velocity-space. The distribution function is then used for a more rigorous
calculation of the power deposition. In Sec. IV, this power deposition is input to fluid
simulations, and we calculate ablation rates as a function of the pellet radius. Although
the power deposition model is general to any pellet consisting of high-Z, the ablation model
that we use is from Ref. [2] and is limited to cryogenic pellets (i.e. those with very low
sublimation energies). In addition, the ablation model does not account for radiative losses
(Ref. [8, 9]). The final section discusses the results and summarizes our conclusions. In the




Our work models the ablation cloud as a neutral gas. Almost immediately after a pellet is
immersed in the plasma, ambient electrons heat the pellet surface and cause ablation. The
amount of material heated by the fast electrons at the surface of the pellet depends on the
penetration depth of the electrons. This depth depends on whether or not the pellet is of
high-Z material. For low-Z pellets, the penetration depth is roughly the stopping length
associated with the slowing-down force. Electrons with thermal velocity vth =
√
2T∞/m













The inelastic Coulomb logarithm, ln Λin, contains the ratio of the minimum and maximum
impact parameters for collisions between the hot plasma electrons and the bound electrons
of the pellet material. The minimum impact parameter is the deBroglie wavelength, ~/mv,
while the maximum impact parameter is v × ~/2I since the ionizing collision should occur
on a timescale shorter than the bound electron orbital period, ~/2I, where I is the mean ex-
citation potential of the bound electrons. Consequently, ln Λin = ln(E/I) (see also Ref. [4]).
For high-Z pellets (which is the focus of the present work), incident electrons perform a
random walk through the material due to the prevalence of elastic scattering. In this case,
the penetration depth δp is the net displacement achieved during the slowing-down time,




(λ/Z) vthν−1, where D ∼ (λ/Z)vth is the diffusion coefficient,
and (λ/Z) is the mean-free-path associated with 90-degree scattering. Consequently, the






. For keV ambient
electrons, the surface layer thickness of an ablating solid-state pellet of density 1021 cm−3 is
on the order of 10−1/Z3/2 cm, and so for Z  1, the surface layer is much thinner than the
radius of a typical pellet which is Rp ∼ 0.1 − 1 cm. This layer forms a cold cloud of neu-
tral atoms surrounding the pellet which throttles the heat flux reaching the pellet surface.
This cloud heats up, expands, and it becomes semi-transparent when the layer thickness is
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comparable to the pellet radius. Hot electrons can then reach the pellet surface and heat
the next layer, which leads to continuous ablation. At around ten times Rp the shielding
becomes negligible, and the ambient electron distribution function remains unperturbed by
the impurity cloud at this distance.
There is an additional shielding mechanism due to an electrostatic sheath at the interface
between the cloud and the ambient plasma. This sheath maintains ambipolarity, but its
role is of secondary importance in the high-Z limit. This is because the net particle flux
is relatively small due to backscatter in the high-Z case. The diffusion equation, Eq. (14),
indicates that the incident electron flux scales as n∞vth/Z1/2, which is a factor Z1/2 lower
as compared to the case when there is no scattering. This particle flux is used to calculate
the sheath potential in the Appendix, and we show that the sheath potential required to
maintain ambipolarity scales as Z−1/3.
The description of pellet ablation in a tokamak should generally take into account the role of
the magnetic field. For a magnetic field strength of 10 kG, the magnetic pressure is typically
much smaller than the gas pressure within the narrow layer at the pellet surface. Also, the
gas is essentially neutral in this area, and therefore, its expansion should not be affected by
the magnetic field unlike at further distances where the gas is ionized. What is affected by
the magnetic field is the motion of hot electrons in the ablation cloud, which varies between
longitudinal (along the field lines) or radial with respect to the pellet center. The direction
depends on the ratio of the electron gyro-frequency to the elastic collision frequency inside
the cloud. The gyro-frequency is ωc = eB/mc. The elastic collision frequency (see Ref. [11])
is νs = Zν ln Λel/ ln Λin, where ln Λel is the elastic scattering logarithm. It is equal to








where a0 is the Bohr radius and b ≈ 0.5−0.6 but depends on the atomic species (see Ref. [12]).
Taking reactor-grade parameters, as an example, the gyro-frequency is ωc ≈ 2 × 1011 s−1
for a 10 kG field. The elastic collision frequency of 2 keV electrons is comparable to this
in cloud densities of N ≈ 1019 cm−3, which suggests that we must be cognizant of the
magnetic field’s impact on pellet heating. Thus, the kinetic theory developed in Sec. III
treats collisions and the Lorentz force on equal footing, but before we proceed, we present a
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rudimentary discussion of the ablation process.
A. Simplified Ablation Model
Ultimately, the most relevant conclusion from an analysis involving pellets is the abla-
tion rate. The ambient plasma electrons of density n∞ have a mean-free-path of λ∞ =
T 2∞/2πn∞e
4 ln Λin. For typical plasma parameters, the mean-free-path is much longer than
the scale of the machine, and therefore, they travel freely until they encounter the impurity
pellet which has density N  n∞. The mean-free-path of the streaming electrons drastically
reduces to Eq. (2) upon incidence. As plasma electrons stream through the cold impuri-
ties, they lose energy mostly due to collisions with bound electrons. The power density
transferred to the pellet material is estimated by








where in what follows, the similarity symbol indicates that the relation holds within an un-
determined constant of order unity. Eventually, atoms are ablated from the surface of the
pellet which expands with a velocity that is roughly sonic. When the flow velocity becomes
sonic, i.e. γT∗/M = V 2∗ , the ablation cloud has been heated to
T∗ ∼ A∗ × (R∗/V∗) =⇒ V 3∗ ∼
γR∗A∗
M









where γ is the specific heat ratio, M is the atomic mass of the ablated particles, R∗ is the
sonic radius, and A∗ = Q∗/N is the heating rate per atom at the sonic radius. (We use
starred notations to indicate sonic quantities.) We have taken Q∗ to be equal to Eq. (4) to
within a factor of unity. The ablated particle flux is constant, and hence, R2pNpṘp = R
2
∗N∗V∗,
where Rp is the pellet radius and Ṙp is the pellet regression speed. Roughly half of the heat
flux is absorbed in the gas shield, which has optical thickness N∗R∗, while the other half is
absorbed in the pellet, which has optical thickness Npδp, where δp ∼ Z−1/2 is the penetration
depth in the pellet material. Thus, N∗R∗ ∼ Npδp which we plug into the ablated particle
















We then obtain the following scaling law for the ablation rate:














since R∗ ∼ Rp. Eq. (7) contains a −7/6 power of Z as opposed to the −2/3 that appears in
Ref. [1]. This difference results from the emphasis on scattering; i.e. using the penetration
depth of hot electrons δp in the estimate for the optical thickness of the pellet versus using
their mean-free-path. More rigorous calculations in Sec. IV determine the coefficient to the
scaling law of Eq. (7).
III. KINETIC THEORY
Although the previous section introduces some convenient scalings, the rest of this paper will
treat the problem of pellet ablation more rigorously, and we begin with the power deposited
by the hot electrons to the cloud. In actuality, the power varies as the hot electrons slow
down. For fast electrons, i.e. those with energy greater than 100 eV, the stopping power is
Ps = 8πZNe
4 ln Λin/mv (see Ref. [4]). Therefore, the energy deposited per unit volume per









where f is the distribution function of the hot electrons within the cloud which is normal-
ized such that n∞
∫
f d3v = 1. The problem of cloud heating thus reduces to calculating
the integral
∫





The kinetic equation for the hot electron distribution function within a neutral cloud of high-
Z impurities includes the streaming term and the effects of slowing down due to inelastic
collisions with cold electrons, as well as elastic scattering due to collisions with atomic nuclei
of density N . Although the ambient plasma cools down, the reservoir of hot electrons is
much larger than the number of electrons inside the cloud. As a result, the ambient cooling
rate is much slower than the collisional time scales within the cloud, and we therefore, treat
the distribution function within the cloud as quasi-stationary. The kinetic equation for the
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hot electron distribution function is
∂
∂~r





















where θ and ψ are the polar and azimuthal angles in velocity-space, respectively. The
incident plasma electrons are considered much hotter than the cloud electrons, and so the
electron-electron collision frequency, ν, is given by Eq. (1) with vth → v.
In what follows, we use cylindrical geometry (ρ, ϕ, z) in coordinate-space, and θ measures
from the z-axis. In the limit of large Z, the right-hand-side (RHS) of Eq. (9) dominates,
and hence, the distribution function is isotropic in velocity-space to lowest order. To that
effect, we let f = F (~r, v) + O(Z−1), where the correction is the anisotropic part of the





g sin θ dθ dψ represent the angular average in
velocity-space, and apply it to Eq. (9). Terms involving angular derivatives in velocity-space
are annihilated, and we are left with a statement that the slowing-down term is balanced
by the angular average of the streaming terms, i.e.
∂
∂z














v3ν 〈f〉 = 0 (10)
A cursory calculation of the moments is performed in the Appendix. The results are obtained
by convolving Eq. (9) with cos θ, sin θ cosψ, and sin θ sinψ assuming f is the first term in a
Chapman-Enskog expansion (see Ref. [13]), i.e. f → F in terms proportional to ωc and νs.
The results are reproduced below:
























































































v3ν F = 0 (14)
The relative strength of the magnetic field determines whether or not Eq. (14) describes
diffusion longitudinally (i.e. along z) or radially (i.e. along r =
√
z2 + ρ2). To wit, when
71














v3ν F = 0 (15)
















v3ν F = 0 (16)
In this last equation, r is the radial coordinate in spherical geometry that measures from




× (3Z ln Λin ln Λel)1/2
∫ ∞
z







where z → r in the spherical case. The former variable is space-like; it is the line-integrated
density which is essentially normalized by the scattering cross-section since the cross-section
goes as (e2/mv2th)
2. The latter variable is time-like and has a power-law relation that is a
consequence of using the Bethe-Bloch approximation for the slowing-down force. Applying
these change-of-variables yields a universal description of the distribution function irrespec-


















= 0 (ω2c  ν2s ) (19)
While the space-like variable affords us universality, the time-like variable makes the kinetic
equation amenable to Fourier decomposition. The diffusive nature of Eq. (18) and Eq. (19)
distinguishes these equations from the models in which elastic scattering is neglected.
We note that the structure of Eq. (19) is identical to Eq. (18) in a thin layer close to
the pellet surface where r can be considered nearly constant. Despite these mathematical
similarities, the physical picture is quite different. In the former case, the hot electrons
follow the field lines closely en-route to the pellet surface; that is, the gyro-radius is small
compared to the pellet radius. Electrons on different field lines encounter different cloud
thicknesses and hence heat the pellet surface asymmetrically. As a result, a two-dimensional
description of the ablation cloud is required to resolve the flow. In the latter case, the
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electron heating is spherically-symmetric and a one-dimensional fluid model is sufficient to
describe the ablation flow. We first look at the one-dimensional (i.e. slab) reduction of
Eq. (19) which is identical in structure to Eq. (18), and then we discuss how to generalize
to spherical geometry.
A. Strong Magnetic Field/Thin Layer at the Pellet Surface
As previously noted, r can be treated as a constant within a thin layer near the pellet
surface, which simplifies Eq. (19) to Eq. (18) and allows us to consider the two cases si-
multaneously. The simplification r = constant implies that the layer thickness is much
smaller than the pellet size. This is valid in the earliest stages of ablation when a surface
layer is continuously heated, and the line-integrated density is thus conserved. However,
the line-integrated density is no longer conserved when the ablated material propagates
from the surface, in which case the geometry becomes spherical. At this stage, the ablation
cloud becomes less opaque, but as a result allows fast electrons to heat the next surface layer.
In-line with τ being a time-like variable, we solve Eq. (18) by performing a Fourier transform
from τ -space to the frequency-like ω-space. The Fourier image of the distribution function
within the layer is








iωτ is the Fourier image
of the distribution function incident on the cloud. The choice of the square root branch in
the exponential argument in Eq. (20) must ensure that the solution of Eq. (18) vanishes at
large values of the line-integrated density ξ.
To obtain the power density Q for the strong magnetic field/slab model, we insert the inverse
Fourier transform of Eq. (20) into the integral of Eq. (8)
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where y ≡ (ω/8)1/4v2 = (ω/τ)1/4. Here and in what follows, f is normalized by (√πvth)−3





dy = e−πi/8Γ(5/4). Continuing
with the evaluation of the integrals, we have
∫

























































































where we use the analytic continuation of the Bessel function, Kν(e
mπix) = emνπiKν(x) to
express Kν with positive argument. The final result is expressed as
∫
























B. Radially-Extended Spherical Cloud
We seek a semi-analytic solution to Eq. (19) by approximating the line-integrated density
profile in the following way. Crude estimates (as well as more detailed calculations contained
in Ref. [14]) give a simple radial profile of the cloud density in the case when the heating
rate per cloud particle is constant. In fact, it is nearly so in the outer regions of the cloud
where the cloud is not very dense. The cloud temperature increases linearly with time t in
this situation. The cloud velocity is V ≈ ṙ, and moreover, V ∼
√
t when the flow is sonic.
Integrating ṙ ∼
√
t yields the self-similarity r ∼ t3/2, and from this, we obtain the velocity
profile V ∼ r1/3. A power-law for the density is obtained by plugging in V ∝ r1/3 into the
ablation rate, G ∼ r2NV = constant, and the result is N ∼ r−7/3. It follows from the
integration of N that the line-integrated density is
∫ ∞
r
N dr′ ∝ r−4/3 =⇒ r2 ∝ ξ−3/2 (28)





















The solution to this ODE is composed of Bessel functions which satisfy the following bound-
ary conditions: F (0, τ) = fi(τ) and F (ξ → ∞, τ) = 0. The proper combination of Bessel
functions are Hankel functions of the first and second kind, H
(1,2)
5/4 , and the exact solution to
Eq. (29) is













ω)f̃ ∗i (ω), ω ≥ 0
−(ξ√ω)5/4H(1)5/4(e7πi/4ξ
√
ω)f̃i(−ω), ω < 0
(31)








ω)]−1 at ξ = 0, and it ensures that the boundary
condition at ξ = 0 is satisfied. We note that for small arguments of the Hankel functions,
H
(1,2)









Integrations in ω-space are ultimately reduced by half because the distribution function is
real. Thus, we only consider ω ≥ 0 and avoid branch cuts in ω-space. One can confirm that
F ∗(ξ, ω) = F (ξ,−ω) by using the identity H(1)ν (x∗) = [H(2)ν (x)]∗ in Eq. (31).
In the spherical case, where f is given by the inverse Fourier transform of Eq. (31),
∫















The power density in the one-dimensional (strong magnetic field/slab) and three-dimensional
(spherical) cases are plotted in Fig. 1 in the case that fi is Maxwellian.
C. Perturbative method
In general, the spatial description of the distribution function within the cloud requires a
coupling of the kinetic equation to a fluid model describing the impurity cloud since Eq. (19)
contains the impurity density profile, N(r), implicitly through the variable r. The solutions
given by Eq.(20) and Eq. (31) circumvent this difficulty. In the former case, N does not
appear in the kinetic equation when the line-integrated density is used as a variable and the
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geometry is one-dimensional. In the latter, there is a fortuitous power-law for the density
that allowed the substitution of r2 with a term proportional to ξ−3/2.
A complete kinetic description should, however, include the cloud density dependence.
The following strategy does so, while preserving the qualitative features of Sec. III A and
Sec. III B. In order to blend the qualities of our previous findings, we subtract the term























The line-integrated density increases exponentially as it approaches very close to the pellet
surface, and hence, ∂ξ/∂r is very large. In this limit, Eq. (34) reduces to Eq. (18). Far away
from the surface, (2/r)∂r/∂ξ → −(3/2ξ), and we regain Eq. (29). In the intermediate region
of the cloud, the RHS of Eq. (34) can be included via Green’s function techniques. Although
we do not carry out the exercise here, the proposed strategy produces a distribution function
that retains the features of F from the previous sub-sections at asymptotic limits of the
line-integrated density.






FIG. 1. Normalized heat rate density as a function of normalized line-density where the strong
magnetic field/slab model using Eq. (27) is shown as a dashed black line, and the spherical model
using Eq. (33) is shown in solid. Since the shape of the curves are universal, the plot is a comparison
of
∫
f dv2 in the two models.
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IV. ABLATION RATE
The ablation rate is calculated below in the case that the electron heating is spherically-
symmetric, but we comment on the case of axisymmetric heating after. The steady-state
fluid equations (see also Ref. [2]) describing the radial profile of the ablation cloud are



















where N , V , and T are the density, velocity, and temperature, respectively. The flow is
adiabatic, i.e. no radiation, and the boundary conditions that we use at the pellet surface
imply that the pellet is cryogenic. We make the change of variables to W = V 2 and Mach
































Apparently, W and µ suffer the same type of singularity when the Mach number is equal
to unity. However, the profiles must remain continuous throughout the sonic transition. To












































where primes denote differentiation with respect to R, and starred quantities denote values
at the sonic point. The ODEs are integrated from the sonic point. For a fixed value of R∗,
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the profiles are uniquely determined by two parameters: G, A∗. Profiles are sought out for
which the following boundary conditions are satisfied:
ξ(R→∞) = 0, (44)
W (Rp) = µ(Rp) = 0 (45)
The point at which W and µ simultaneously vanish is the pellet surface, and thus, Rp is the
pellet radius.
The kinetic heating models of Sec. III were plugged into Eq. (38)-(40) and solved via the
shooting method outlined above. As a result, we obtain the function G(Rp). These results
are plotted in Fig. 2 then fitted to a function of the form G ∝ R4/3p , where G has units of
g/s and Rp has units of cm. The ablation rate therein is in good agreement with the scaling
law Eq. (7). For the numerical results presented, the pellet material is neon (Z = 10),
and hence, the cloud particles are monatomic (γ = 5/3); the background plasma has den-
sity n∞ = 1014 cm−3 and temperature T∞ = 2 keV . When A is given by the slab model,
G = 358.1R
4/3
p , while the spherical model yields G = 339.6R
4/3
p which amounts to about
5 percent difference in the coefficient; either result is consistent with Eq. (7) to within a
factor of order unity. The comparison between the results using the slab and spherical heat
models suggests that the perturbative procedure discussed in Sec. III C may be unnecessary
for calculating the ablation rate.
Scaling laws of the form Eq. (7) are commonly used in fluid models because their “univer-
sality” allows investigation of pellets of varying composition and sizes without expensive
kinetic calculations. For impurity pellets, the power-law scaling of Ref. [1] [see Eq. (20) of
the reference but also reproduced below with cgs units],






is commonly employed. This power-law scaling (which also features a relatively small de-
pendence on the heat of evaporation, ε in eV ) minimizes the deviation of the ablation rate
obtained by the scaling versus those obtained by gas-dynamic simulations performed by the
authors of Ref. [1]. The powers appearing in Eq. (20) of Ref. [1], in addition to the coeffi-
cient, are determined by this fitting procedure. For neon in a plasma with n∞ = 1014 cm−3
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and T∞ = 2 keV , their model yields an ablation rate G = 1205.5R1.44p which is significantly
higher than ours. Although the gas-dynamic model of Ref. [1] (see also Ref. [15]) accounts
for electrostatic shielding and non-uniformity in the ablation flow, which are missing in
this paper’s model, these mechanisms actually reduce the ablation rate. This suggests that
impurity pellets may penetrate deeper into the tokamak than implied by the ablation rate
model of Ref. [1]. Independent analysis from Ref. [16] (shown in Fig. 2) is in general agree-
ment with our results. The analysis of Ref. [16] differs from our own in that the investigators
use the kinetic heating model of Ref. [7] which excludes elastic scattering of hot electrons.
The most obvious reason for the disagreement with Eq. (20) of Ref. [1] is the reduction in
the ablation rate caused by the diffusive nature of the electron heating. The authors of
Ref. [1] include ion heating of the pellet, but this effect is small. Another possible reason for
the disagreement is that among the pellet materials used for their statistical fittings, neon
was not among them. A reason for this exclusion may be because ablation data for neon
did not exist at the time. In fact, at the time of this writing, experimental measurements
of neon ablation is still lacking.
V. SUMMARY
A kinetic approach has been developed to describe the electron heating of high-Z impurity
material in a magnetic field. We include the effect of elastic scattering, and as a result, hot
electrons diffuse through the ablation cloud. When we account for the fact that hot electrons
penetrate a distance δp ∼ λ/
√
Z (where λ is the mean-free-path of the hot electrons), then
we obtain the scaling law Eq. (7) which has G ∼ Z−7/6 as opposed to Z−2/3 which appears
in Ref. [1]. When the gyro-frequency is much larger than the elastic scattering frequency,
the hot electrons diffuse along the field lines, but in the opposite regime, the diffusion occurs
radially with respect to the pellet center. In the latter case, the ablation is uniform across
the pellet surface, and we have calculated the ablation rate and have shown that they are in
good agreement with the R
4/3
p scaling of Eq. (7). We have also compared against Eq. (20) of
Ref. [1] but have found that their model predicts a much higher ablation rate. The authors
of Ref. [1] include electrostatic shielding and non-uniform heating of the pellet surface, but
these mechanisms reduce the ablation rate. This suggests that the random-walk nature of the
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G = 1205.45 R
p
1.44 [g/s]
G = 64.4 [g/s]
G  350 R
p
4/3  [g/s]
FIG. 2. Neon ablation rate versus pellet radius to the four-thirds power. The ablation model of
Ref. [2] is implemented with heat deposition described by Eq. (27) [shown in x’s and dashed] and
Eq. (33) [shown in o’s and solid]. These results are in good agreement with the pellet radius scaling
of Eq. (7) and the slope indicates the undetermined constant of proportionality in the scaling law.
Independent analysis from Ref. [16] using the heat deposition of Ref. [7] yields G = 64.4 g/s for
a 2mm Neon pellet and is indicated by the blue  marker. The ablation rate calculated from
the model of Ref. [1] is shown in red. The background plasma density and temperature are
n∞ = 1014 cm−3 and T∞ = 2 keV , respectively.
hot electrons imposed by elastic scattering may play a significant role in reducing the heating
afforded to the pellet surface, and consequently, the ablation rate. This is also reflected in
larger power of Z that appears in Eq. (7). It is important to note that our fluid model
assumes the sublimation energy of the impurity material is low and ignores radiative losses.
The kinetic heat deposition model is general to all impurity materials of high-Z, but the
ablation model that we use only pertains to cryogenic pellets. A future work which combines
the heating model of this paper with a more robust gas-dynamic model (à la Ref. [8, 9])
should be carried out to address the impact of the missing physics. In addition, comparisons
should be made to experiment as measurements of more cryogenic pellets become available
to test the Z−7/6 scaling.
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VII. APPENDIX
A. Calculation of moments of distribution function
In this section we perform a cursory calculation of the moments, 〈cos θ f〉, 〈sin θ cosψ f〉,






g sin θ dθ dψ. The first moment involving cos θ is obtained by multiplying
Eq. (9) by cos θ and taking the angular average, viz.
∂
∂z
































For high-Z, the RHS dominates and therefore, f is nearly isotropic. This allows us to
approximate f by its isotropic part, F , on the LHS. The LHS is evaluated by taking F outside
the brackets and taking advantage of the even-ness (with respect to θ) of the integrands;
only the first term on the LHS is even. The RHS is simplified using integration-by-parts.
The final result is
∂
∂z




































= +ωc〈sin θ cosψ f〉 − νs〈sin θ sinψ f〉 (50)
We add/subtract these two last results to/from each other to obtain























































B. Estimate of electrostatic sheath potential
We consider the scenario where a surface of pellet material is in contact with a hot back-
ground plasma. Although the background plasma consists of both electrons and ions, it is
primarily the electrons that heat the pellet surface. The electron particle flux to the pellet
surface precipitates the formation of an electrostatic potential that tries to re-establish
ambipolarity, i.e. zero net current, and quasi-neutrality, i.e. zero net charge. In contrast to
the sheath model of Ref. [17] which balances the electron current with an ion current, we
consider a return current of cold electrons pulled from the surface of the pellet by the elec-
trostatic potential, which implies that the surface is emissive. Another distinction (which
is due to our emphasis on high-Z) is a backscattered component of the backwards flux in
addition to the component reflected back by the electrostatic barrier. The backscattered
component ultimately lowers the electrostatic barrier, as we will see.














where n0 is the background density, T0 is the background temperature, Φs < 0 is the poten-
tial at the pellet surface, j is the back-current of cold electrons, and the “ + ” superscript
denotes the density of hot electrons incident on the surface, while “− ” denotes the density
of hot electrons which are turned away (due to either reflection by the electrostatic potential
barrier or backscattering). The primes denote differentiation with respect to position. In
the absence of backscattering, the back-current must balance nearly the entirety of the
forward-going incident electron flux; thus, |j| ∼ nevth and |e|Φ ∼ T0 in the scatter-less
case. Conversely, in the strong-scattering regime (i.e. high-Z), the particle flux indicated
in Eq. (14) would require a reduced back-current of |j| ∼ nevth/
√
Z, and the corresponding
potential is |e|Φ T0.










(1 + Ψ)− |α|√
Ψ−Ψs
]




which consists of the non-dimensional quantities,
Ψ ≡ |e|Φ
T0
, |α| ≡ |j|/n0√
2T0/m
(55)
and units of length normalized by the Debye length, (4πe2n0/T0)
−1/2. The approximation in
Eq. (54) comes about since ε ≡ 1− (n+0 +n−0 )/2n0  1. The quantity ε represents the small
imbalance between the forward and backward incident particle fluxes and is determined by
the condition that Ψ′′ = 0 when Ψ = 0; hence, ε = |α|/
√
|Ψs|.
We integrate Eq. (54) with the condition that the electric field is zero far away, i.e. Ψ′ = 0




















|Ψs| =⇒ Ψs ∝ α2/3 (57)
Recall that that the cold electron current scales as |j| ∼ n0evth/
√
Z in the high-Z case,
which tells us that the sheath potential scales as
Ψs ∼ Z−1/3 (58)
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