Introduction {#Sec1}
============

The activities of scientists and innovators often span several areas, with choices of research endeavours driven by a variety of factors. The "essential tension" between exploration and exploitation described by Kuhn certainly characterizes research careers^[@CR1]^, but scientists can evolve ways to handle this trade-off. On the one hand, advances in science and technology create a "burden of knowledge"^[@CR2]^; the sheer amount of information required to move forward has grown, and larger educational costs may force scientists and innovators towards a narrower specialization. On the other hand, contemporary science is dominated by teams that bring together different expertise---albeit at a cost in terms of coordination and credit sharing^[@CR3]^. This article focuses on the analysis of scientists' research portfolio, investigating the roles of knowledge relatedness (among research topics) and social relatedness (among authors), as well as their interaction, as drivers of diversification.

Recent efforts to better characterize patterns in research and innovation activities produced valuable insights. For instance, based on a knowledge network created using MEDLINE articles annotated with chemical entities, Foster et al.^[@CR4]^ quantitatively analyzed the dichotomy between exploration and exploitation. According to their taxonomy, each new article can expand or consolidate the knowledge space by generating a new chemical relationship (i.e., a new combination) or contribute to an existing one. Results show that research strategies (i.e., the types of articles produced) are stable over time and exploitation is preferred over exploration, despite a growing number of opportunities. Exploration is riskier, with rewards (i.e., citations) that are higher but insufficient to compensate the risk. In the domain of physics, Pan et al.^[@CR5]^ focused on the temporal evolution of interdisciplinary research. The authors constructed and analyzed yearly snapshots of the connections among physics sub-fields uniquely identified through PACS codes. Results show that connectivity, and thus interdisciplinarity within physics, increased---but in a non-random way that reflects the hierarchical structure of sub-fields. In particular, *condensed matter* and *general physics* acted as hubs for the increasing number of connections. Recently, Sun et al.^[@CR6]^ proposed a novel framework, based on time-varying networks, to track knowledge flows within and across physics sub-fields. Such a method is able to highlight the increasing general trend towards interdisciplinary research as well as identify interesting patterns of influence among sub-fields over time. More directly related to our purposes, recent works^[@CR7]--[@CR9]^ collected compelling empirical evidence on physicists' research endeavours. Battiston et al.^[@CR7]^ provided a comprehensive census of academic physicists active in recent decades. The authors charted a thorough picture of the evolution of various fields in terms of number of scientists, productivity (including impact and recognitions such as Nobel prizes), team size and role of chaperones---highlighting a rich heterogeneity among specializations. Moreover, Battiston et al.^[@CR7]^ mapped "migration" flows by comparing the field in which a given scientist published her first paper with the one characterizing her later research interests.

Also Aleta et al.^[@CR8]^ mapped flows among physics sub-fields, with the aim of investigating the "essential tension" in the evolution of scholars' research interests. The authors defined a measure of exploration comparing early- and late-career ranges of actives, and tracked flows using origin-destination matrices among fields. Results suggest a preference for exploration over exploitation, but concentrated within the same broad area of research, and non-random transitions among different areas. Jia et al.^[@CR9]^ observed that the frequency of scientists decays exponentially as one considers increasing degrees of change in interests. In order to reconstruct the macroscopic patterns that drive such evolution, the authors proposed a random walk model over a stylized knowledge space, which reproduces empirical observations thanks to the inclusion of key features such as heterogeneity, subject proximity and recency. Finally, Zeng et al.^[@CR10]^ analysed the dynamics of "topic switching" by exploring co-citation networks. Results suggest a growing propensity to switch among topics but also that such a strategy might hamper productivity, especially for early-career researchers.

Despite the growing body of evidence and stylized facts provided by this literature, much remains to be done to disentangle and quantify the roles of different contributing factors. To make progress in this direction, we investigate scientists' research portfolio diversification by quantifying potential drivers of exploration, or, to put it differently, the hurdles faced by scientists when they move out of their immediate specialization. We use a network approach to compute a measure of similarity among research sub-fields, define a measure of social relatedness and track of scientists' diversification patterns. We build our empirical strategy upon the intuition of Breschi et al.^[@CR11]^, who used patent data to explore the nature and degree of coherence in firms' technological diversification.

Our analysis proceeds as follows. First, we test and reject the hypothesis that research portfolio diversification is random. Second, we use regression techniques to characterize how subject and social proximity affect diversification, controlling for possible confounding factors. Third, we quantify the relative importance of our relatedness measures. We provide robust empirical evidence that knowledge and social relatedness are both significant statistical predictors of diversification, as is their interaction -- which corroborates the notion that collaborations modulate knowledge acquisition, especially when scientists move far from their own specialization. Like many of the articles mentioned above, we analyze data concerning physicists. This focus is due in part to the central role of physics among the *hard* sciences, and in part to the reliability of data collected labeling articles through the PACS codes. Nevertheless, our approach is fully general and could be used in different domains.

Results {#Sec2}
=======

Data description {#Sec3}
----------------

We use the American Physical Society (APS) dataset to reconstruct the activities of 197,682 physicists who published at least one paper in one of the APS outlets in the period ranging from 1977 to 2009 (see the "[Data](#Sec11){ref-type="sec"}" section for details). All articles in APS journals are classified according to hierarchical codes that map into physics fields and sub-fields (i.e., PACS codes). For our analyses (see the "[Modeling and assessment of predictors' contributions](#Sec15){ref-type="sec"}" section), we filter out authors and sub-fields that appear only sporadically in the data. Specifically, we focus on 105,558 authors who published at least two articles, covering a minimum of two sub-fields over a restricted set of 68 PACS which appear in at least four articles.

Figure [1](#Fig1){ref-type="fig"} provides a general description of the data and some insights. Figure [1](#Fig1){ref-type="fig"}**a** shows the popularity, in terms of number of articles, of fields and sub-fields (one- and two-digit level PACS codes, respectively). As expected, PACS popularity is highly heterogeneous and reflects the prominence of *condensed matter* research in the last decades. Figure [1](#Fig1){ref-type="fig"}**b** shows scientists' degree of diversification and their relative specialization, as defined in the "[Scientists' specializations](#Sec13){ref-type="sec"}" section. The research portfolio of most scholars in our dataset is fairly limited in scope, with a large majority of scientists diversifying in no more than 5 sub-fields. The choice of subjects, however, is not random---as we demonstrate in the next section.Figure 1Popularity of fields and scientists' degree of diversification/specialization. (**a**) Circular bar-chart showing the number of articles assigned to each sub-field in the one-digit PACS codes, taking into account their hierarchical structure. The chart highlights the popularity of *Condensed Matter* research in both size and scope. (**b**) Distribution of scientists' degree of diversification (the number of sub-field they explored; orange bars) and of their relative specialization (the number of sub-fields in which they have a scientific advantage; red dots). Scientists explore several sub-fields, but specialize in only a few---despite the existence of some individuals with a truly interdisciplinary path, by and large research portfolios are fairly limited in scope. Inset: pictorial description of a scientist who explored three sub-fields (orange) but has only one specialization (PACS 05: red).

Diversification is not random {#Sec4}
-----------------------------

Do scientists, much like firms^[@CR11],[@CR12]^, shape their research portfolios based on specific strategies and constraints? To address this question quantitatively, we draw a parallel with ecology: as species may co-occur in distinct sites, sub-fields may overlap in research portfolios. Measuring the relatedness of species based on their geographical co-occurrence is analogous to measuring the relatedness of sub-fields based on their overlap in scientists' ranges of activity. Thus, the PACS-Authors binary bipartite network resembles a presence-absence matrix^[@CR13]^. The monopartite projection of this bipartite network (see the "[Monopartite projections of bipartite networks](#Sec12){ref-type="sec"}" section) on the PACS layer carries a critical piece of information: for each pair of PACS, it tells us how many scientists are active in both sub-fields irrespective of the number of articles, drawing a diversification network.

We can assess this network contrasting it against an appropriate null model. Which sub-fields overlaps are over- or under-represented relative to what we would expect under the assumption that scientists picked research topics at random, but taking into account the popularity of sub-fields? Under a random model, the probability that *x* scientists are active both in sub-field *a* and in sub-field *b*, given that $\documentclass[12pt]{minimal}
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Figure [2](#Fig2){ref-type="fig"} describes the steps of our procedure. Starting from the bipartite network (panel **a**), we derive its monopartite projection (panel **b**) and test whether the resulting structure is non-random, summarizing statistically validated diversification patterns (panel **c**). Out of 2,278 pairs of PACS, 72% are classified as non-random with a Bonferroni-corrected *p*-value $\documentclass[12pt]{minimal}
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                \begin{document}$$<0.05$$\end{document}$. Of these, 1,151 pairs show a positive association and 486 a negative one. Given the severity of the Bonferroni correction (i.e., power decreases significantly as the number of tests increases) and possible issues related to dependency, we also employ the *False Discovery Rate* (FDR) Benjamini-Hochberg and Benjamini-Yekutieli corrections (see section [S2](#MOESM1){ref-type="media"} and Table [S2](#MOESM1){ref-type="media"}). These results strongly support a coherent nature of scientists' diversification choices, but do not provide a direct quantification of the role played by specific features in shaping such coherence. Next, we investigate potential drivers of diversification considering measures of cognitive and social proximity.Figure 2Diversification patterns. (**a**) A stylized picture of the original PACS-Authors bipartite network representing scientists' diversification patterns. (**b**) The diversification network (the monopartite projection on PACS): links represents the number of scientists active in each pair of sub-fields. (**c**) Visual summary of the hypergeometric test, providing evidence of the coherent nature of scientists' diversification choices: 72% of pairs are classified as non-random ($\documentclass[12pt]{minimal}
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Knowledge and social relatedness predict diversification {#Sec5}
--------------------------------------------------------

The relationships among scientific fields, like those among technologies, can be mapped using network science tools. To chart a knowledge space we need a measure of distance between fields. Several different metrics have been proposed to quantify the relatedness of technologies or scientific domains (see Bowen et al.^[@CR15]^ for a review). When we consider the monopartite projection on the PACS layer of the bipartite PACS-Articles network, counting the co-occurrences of all pairs of PACS produces a first approximation of the relatedness of sub-fields. A similar approach was used by Lamperti et al.^[@CR16]^ for patent data. However, we need a measure of proximity that: (i) does not depend on the absolute popularity of the fields, and (ii) is symmetric. The most straightforward metric that fulfils both requirements is the cosine similarity (see Fig. [3](#Fig3){ref-type="fig"}**a**−**c**, "[Measures of knowledge and social relatedness](#Sec14){ref-type="sec"}" section). As expected, the proximity matrix has a clear hierarchical block structure, with blocks largely overlapping with fields. Interestingly, several off block elements show the proximity of sub-fields belonging to different PACS fields.

As science becomes an increasingly "social" enterprise, it is also important to capture the relatedness of scholars, which can be done by analysing co-authorships^[@CR3]^. Similar to what we did for knowledge relatedness, we construct a measure of social relatedness starting from the bipartite Authors-Articles network. The monopartite projection on the Authors layer defines the co-authorship network from which we compute our desired metric. In addition, to investigate whether diversification is associated with the exploitation of social relationships, we include information on authors' specialization as node attributes in the network and we introduce a dummy $\documentclass[12pt]{minimal}
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                \begin{document}$$SR_{ib}$$\end{document}$ equal to 1 if scientist *i* can reach sub-field *b* through direct social interactions (see Fig. [3](#Fig3){ref-type="fig"}**d**, the "[Measures of knowledge and social relatedness](#Sec14){ref-type="sec"}" section).Figure 3Knowledge and social relatedness. (**a**) A stylized example of the bipartite PACS-Articles network. (**b**) The PACS co-occurrence network (monopartite projection on PACS codes). (**c**) The cosine similarity matrix, which "maps" the physics knowledge space and identifies clusters corresponding to fields. (**d**) A table illustrating how co-authorship and specialization information are combined to produce the augmented co-authorship network shown in the figure, which includes nodes attributes (specializations). The nodes represent individual scientists (in black) and specializations (in red). Our measure of social relatedness ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$SR_{ib}$$\end{document}$) is defined as a dummy that captures whether scholar *i* can reach a certain sub-field *b* through social interactions; $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$SR_{ib} = 1$$\end{document}$ if $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$d(i,b)=2$$\end{document}$, where *d*(*i*, *b*) is the geodesic distance between scholar *i* and sub-field *b*. For instance, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$SR_{David,45}=1$$\end{document}$ since David could directly exchange knowledge with Alice (specialized in sub-field 45), while $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$SR_{David,21}=0$$\end{document}$.

Next, we evaluate the effects of knowledge and social relatedness on diversification with logistic regressions. The binary dependent variable encodes whether a scientist is active in a sub-field, the main explanatory variables are our measures of cognitive and social proximity, and a control is introduced for the core field. In practice, each scientist is assigned to a core sub-field (specialization) and can possibly diversify in one or more target sub-fields different from her own (see the "[Scientists' specializations](#Sec13){ref-type="sec"}" section). In this first set of regressions, each scientist appears 67 times, one for every possible target PACS different from her own specialization (see the "[Modeling and assessment of predictors' contributions](#Sec15){ref-type="sec"}" section for more details).

Figure [4](#Fig4){ref-type="fig"} provides evidence that both social and knowledge relatedness are associated with scientists' diversification strategies. Social relatedness matters irrespective of the field, as scientists who can acquire new knowledge through social relationships are more likely to be active in a sub-field different form their own specialization (panel **a**). Also knowledge relatedness increases the probability of a scientist being active out of her own specialization, and again this is true for all fields (panel **b**). These results strongly suggest that cognitive and social proximity do contribute to shaping diversification strategies.Figure 4Probabilities of scientists diversifying in a sub-field different from their own specialization. Predicted probabilities of a scientist being active in a sub-field different from her own specialization as a function of (**a**) (binary) social relatedness, and (**b**) (standardized) knowledge relatedness. Results are obtained by fitting a logistic regression with only one control variable---the scientist' core field. All coefficients are statistically significant ($\documentclass[12pt]{minimal}
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Model extensions and robustness checks {#Sec6}
--------------------------------------

To move further in our investigation of research portfolio diversification, we broaden our analysis in several ways. *First*, we expand our logistic regression model including a larger set of control variables, such as the number of co-authors or the popularity and citations of the target sub-field (see Table [S3](#MOESM1){ref-type="media"} for a complete list). All numerical variables in the expanded model are normalized, and log-transformed to reduce right-skew when necessary (see the "[Modeling and assessment of predictors' contributions](#Sec15){ref-type="sec"}" section for more details). Since the effect of knowledge relatedness on the probability of diversification may be modulated by social relatedness, we also include an interaction term in our analysis.

*Second*, we tackle two potential limitations of our original analysis; that is, defining a single specialization for each scientist (while core specializations may actually be multiple), and not separating sub-field movements within and between fields, i.e., one-digit PACS codes (which may be differently affected by various features). We run additional model fits allowing scientists to have multiple specializations (see the "[Scientists' specializations](#Sec13){ref-type="sec"}" section) and separating within and between field diversification. Specifically, we perform the following fits: (i) single specialization with full diversification, (ii) multiple-specialization with full diversification, (iii) single specialization with within field diversification, (iv) multiple specialization with within field diversification, (v) single specialization with between field diversification and (vi) multiple specialization with between field diversification.

*Third*, we account for the fact that the data employed in our fits are "clustered", with several observations associated to each scientist and a potential heteroskedasticity across clusters/scientists. We estimate clustering-robust standard errors using the clustered sandwich estimator from the **R** package *sandwich*^[@CR17]^.

Fits for specifications (i)--(iv), all including the interaction between knowledge and social relatedness and clustering corrected standard errors, are summarized in Table [1](#Tab1){ref-type="table"}, confirming the high significance of the relatedness metrics in shaping research diversification. Figure [5](#Fig5){ref-type="fig"} focuses on the full diversification case. Panels **a** (single specialization, (i)) and **c** (multiple specialization, (ii)) show the log-odds difference in the probability of diversification as a function of knowledge and social relatedness, accounting for all controls. Social relatedness positively affects the chances of diversification and the effect is moderated by knowledge relatedness in both specifications, though more markedly in (i) than in (ii). Panels **b** (for (i)) and **d** (for (ii)) further illustrate this, showing how the estimated coefficient of social relatedness decreases as knowledge relatedness increases. This result indicates that when diversifying toward "close" sub-field, the role of social relatedness becomes less crucial.Table 1Regression results.Dependent variable: prob (diversification)Full diversificationWithin field diversficationBetween field diversficationSingleMultipleSingleMultipleSingleMultiple(i)(ii)(iii)(iv)(v)(vi)Knowledge relatedness0.936\*\*\*0.688\*\*\*0.184\*\*\*0.121\*\*\*0.702\*\*\*0.511\*\*\*(0.003)(0.009)(0.005)(0.013)(0.003)(0.011)Social relatedness2.827\*\*\*4.243\*\*\*2.272\*\*\*3.968\*\*\*2.914\*\*\*4.284\*\*\*(0.006)(0.019)(0.008)(0.021)(0.008)(0.021)Field core-atomic$\documentclass[12pt]{minimal}
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Next, we contrast scientists moving within their specialization field (between two sub-fields, i.e. two-digit PACS codes, belonging to the same field, i.e. one-digit PACS code; e.g. PACS 12 *Specific theories and interaction models; particle systematics* and PACS 13 *Specific reactions and phenomenology*, both belonging to PACS 1 *High Energy* physics) and scientists moving out of their field and towards a completely different subject (i.e. a different one-digit PACS code). These choices may be driven by different factors. Scientists moving within their field may be less dependent on external collaborations, since such a diversification strategy requires a smaller learning effort. Our estimates do highlight differences. Looking at the within field diversification case, single specialization (Table [1](#Tab1){ref-type="table"}, (iii)), we see that knowledge and social relatedness, as well as their interaction, are still significant---but the magnitude of the coefficients is smaller with respect to the full diversification case. When we consider multiple specialization (Table [1](#Tab1){ref-type="table"}, (iv)), coefficients shrink even further and the interaction is no longer significant (see also Figure [S2](#MOESM1){ref-type="media"}). On the contrary, looking at the between field diversification case, the general trends outlined for the full diversification case are confirmed---including the negative interaction term remaining sizeable and significant for both single and multiple specialization (see Table [1](#Tab1){ref-type="table"}, (v) and (vi), and Figure [S3](#MOESM1){ref-type="media"}).These results are in line with expectations: while having a co-author in a different sub-field may well be useful, knowledge is not a barrier to entry when scientists move within the same general area of inquiry. This explains why the interaction between social and knowledge relatedness becomes less prominent or non-significant in our estimates.

Quantifying the relative importance of knowledge and social relatedness {#Sec7}
-----------------------------------------------------------------------

Can we quantify the (relative) role of knowledge and social relatedness in explaining research portfolio diversification? How important are these quantities when evaluated in the presence of several control covariates, and under a range of model specifications? To answer these questions we follow two approaches.

*First*, we run a LASSO feature selection procedure to gauge the relative importance and role of different predictors by tracking how they are excluded/included in a model as one varies the regularization penalty. Since our predictors include categorical variables (i.e., groups of dummies), as well as naturally grouped variables (e.g., scientists' individual characteristics, sub-fields' popularity and competition, etc.) we run a *group* LASSO algorithm^[@CR18]^ with features grouped as shown in Table [S3](#MOESM1){ref-type="media"}. Moreover, to counteract collinearity and finite sample issues which can render the LASSO unstable^[@CR19]^, we split our data forming ten random subsamples of 1,000 scientists each, and repeat the group LASSO fit on each of the subsamples for all the considered model specifications. Figure [6](#Fig6){ref-type="fig"}**a**--**f** show the (grouped) coefficient norms as a function of the penalization parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda$$\end{document}$. Results clearly demonstrate the crucial role played by social and knowledge relatedness. They also confirm that the role of knowledge relatedness weakens markedly in the case of within-field diversification (panels **c** and **d**).

*Second*, we compute the *Relative Contributions to Deviance Explained* (RCDEs; see the "[Modeling and assessment of predictors' contributions](#Sec15){ref-type="sec"}" section for details). This index captures what percentage of the logistic regression deviance is captured by a predictor. Figure [6](#Fig6){ref-type="fig"}**g** strongly supports a prominent role for social relatedness, with RCDEs around or above 30% across all specifications. The RCDEs of knowledge relatedness are smaller, around 5--10%, and again become negligible in the case of within-field diversification. In summary, our results provide additional evidence that both social and knowledge proximity shape scientists' diversification strategies, but highlight social interactions as the dominant channel through which knowledge is exchanged and acquired.Figure 6Relative importance of predictors. (**a**--**f**) Group LASSO paths for (**a**) full diversification, single specialization; (**b**) full diversification, multiple specialization; (**c**) within-field diversification, single specialization; (**d**) within-field diversification, multiple specialization; (**e**) between-field diversification, single specialization; (**f**) between-field diversification, multiple specialization. In each panel, variables in the same group are color coded, and their average coefficient norm is plotted (as a single path) against the penalty parameter (log $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda$$\end{document}$). The multiple paths for each color correspond to separate group LASSO runs on 10 random sub-samples of 1,000 scientists. (**g**) Relative Contributions to Deviance Explained for knowledge relatedness (black) and social relatedness (red) across all fits.

Digging deeper: multidisciplinarity and time {#Sec8}
--------------------------------------------

Next, we tackle two additional potential limitations of our original analysis, which might overestimate the probability of diversification for truly multidisciplinary scientists and suffer from reverse causality issues. To investigate diversification into truly unexplored sub-fields, we fitted the model specification (i) (see the "[Model extensions and robustness checks](#Sec6){ref-type="sec"}" section) considering scientists' specialization (see the "[Scientists' specializations](#Sec13){ref-type="sec"}" section) and limiting their diversification choices to sub-fields in which they have no revealed scientific advantage (see section [S5.1](#MOESM1){ref-type="media"}). To at least partially address causality in the effects of knowledge and social relatedness on diversification, we included a temporal dimension: we split the original dataset in three time periods, re-computed our measures of relatedness in each, and used them to predict scientists' diversification introducing time lags (see section [S5.2](#MOESM1){ref-type="media"}). In both exercises, results confirmed our previous findings: social relatedness shapes scientists' diversification strategies more than knowledge relatedness.

Finally, and again related to time, our findings may be influenced by underlying trends in the temporal evolution of PACS co-occurrence networks---and thus knowledge proximity. A detailed study of the evolution of relationships among sub-fields, which is of course of interest *per se*, is beyond the scope of the present article. Nevertheless, to gather at least some approximate sense of its potential impact, we recomputed our measure of knowledge relatedness separately for each of the different decades in the original dataset. Based on results shown in section [S4](#MOESM1){ref-type="media"}, the physics knowledge space remained rather stable over the time span considered. A valuable alternative approach to take into account the temporal evolution of the physics knowledge space is provided by Chinazzi et al.^[@CR20]^

Discussion {#Sec9}
==========

Scientists try to balance the "tension" between exploitation and exploration, but the exploration phase is, to some extent, constrained by the "burden of knowledge". To tackle the rising complexity of producing new knowledge, scientists adapt their diversification strategies leveraging social interactions; that is, proximity to other scientists. Our analysis attempts to identify and quantify drivers of research portfolio diversification. Based on data concerning a very large sample of physicists we find that, while knowledge relatedness plays a role, contemporary science is a profoundly social enterprise. When scientists move out of their specialization, they do so through collaborations. And the further they move, the more these collaborations matter.

Limitations in the methodology we employed for this study point towards needed future developments. First and foremost, we are not assessing causal effects; we analyse research diversification patterns irrespective of the mechanisms which determine the similarity among sub-fields and the co-authorship network. Indeed, knowledge relatedness and collaborations may themselves be affected by scientists' diversification strategies. We believe that the observed negative interaction between knowledge and social relatedness helps us rule out, at least partially, the contingency of reverse causality for social relatedness: if diversification were causally driving the link, we would expect a positive interaction. There is no reason to believe that new collaborators are easier to find in sub-fields far from a scientist's own specialization; in fact, the opposite may be more likely---the closer the sub-fields, the higher the chances to collaborate. Moreover, since the structure of the knowledge space appears fairly stable over time, the direction of causality is more likely from subject proximity to diversification---not the other way around. Additional analyses with methods that fully exploit the temporal trajectories of scientists' activities will be instrumental to elucidating the causal interplay between individual strategies and collaborations. In the Supplement we do provide results for the checks we were able to run based on the data and methods at our disposal.

Another critical development will be expanding the investigation to scientific and/or technological domains beyond physics---shedding further light on behaviours and potential sources of heterogeneity. Our initial focus on physics was due to its central role in the natural sciences and to the availability of reliable and abundant data. Nevertheless, the approach used in this study is fully applicable to different domains. Patents and publications records would both be useful grounds to validate and extend our results---thus providing a quantitative benchmark to inform science and technology policy.

From a policy perspective, our current results already provide some insights. They support the notion that social interactions constitute the core medium to foster new scientific venues, allowing scientists to overcome knowledge barriers. Thus, social interactions should be a focus of efforts aimed at improving cross-disciplinary team formation. Institutions should strive to create environments that favor social proximity and collaboration, and funding for interdisciplinary research should reward matches among scholars specialized in very distant domains.

Methods {#Sec10}
=======

Data {#Sec11}
----

We use the American Physical Society (henceforth APS) dataset, which is maintained by the APS and publicly available for research purposes upon request (see the [APS website](https://journals.aps.org/datasets)). Each article in the dataset is labeled with up to 5 PACS codes. As an example, the PACS code *42.65.-k* refers to *nonlinear optics*; the first digit represents a broad field (Classical Physics), and the second a more specific sub-field (Optics). A brief description of the one-digit level fields is provided in Table [S1](#MOESM1){ref-type="media"}. In our analyses, we work at the level of sub-fields; our measure of knowledge relatedness is based on similarity of PACS at two-digit level. Based on our aims (analysing research diversification strategies), we created a dataset based on two requirements: (i) the ability to reconstruct the career of each individual, and (ii) a standardized classification system for each article. (i) poses several issues related to name disambiguation, which have been successfully investigated in previous studies. We rely on the disambiguated dataset made available by Sinatra et al.^[@CR21]^ (ii) concerns the classification scheme applied to physics articles. The PACS classification has been broadly employed from 1970 to 2016, but then the APS adopted a different labelling procedure (Physics Subject Headings; PhySH). We limit our analysis to a period entirely covered by the PACS system. Our final dataset includes information regarding 197,682 scholars that published at least one article in one of the 9 APS journals in the period ranging from 1977 to 2009. Figure [S1](#MOESM1){ref-type="media"} shows the number of papers (panel **a**) and the number of papers per author (panel **b**) over time.

Monopartite projections of bipartite networks {#Sec12}
---------------------------------------------

A bipartite network is a graph whose nodes can be divided into two distinct sets (layers) such that no edge connects a pair of nodes belonging to the same set. A binary undirected bipartite network is identified by a rectangular biadjacency matrix **b** of dimensions $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} m_{rr'}=\sum _{c=1}^{N_C}b_{rc}b_{r'c} \end{aligned}$$\end{document}$$For our analyses, we derive weighted monopartite projections from three binary bipartite networks; namely, Subfields-Articles, Authors-Articles and Subfields-Authors.

Scientists' specializations {#Sec13}
---------------------------

Our analyses require us to assign specializations (single or multiple) to individuals. Unfortunately, there is no standard way to approach this problem---in part because, unlike articles or patents which can often be unambiguously linked to a limited number of classes, scientists can explore the knowledge space quite extensively. For our purposes, a suitable assignment should take into account both the relative specialization of a scientist and the distribution of publications across areas. Share-based metrics can be used to construct effective assignments. An instance is the Revealed Scientific Advantage (RSA) recently used by Battiston et al.^[@CR7]^, which is akin to a metric originally used by Balassa^[@CR23]^ to analyse comparative international trade advantages among countries. We consider the normalized metric; for each author *i* and sub-field (two-digit PACS) *s* this is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$w_{i,s}$$\end{document}$ is the number of articles author *i* has published in sub-field *s*. By construction, $\documentclass[12pt]{minimal}
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                \begin{document}$$RSA_{is} \in [-1,1]$$\end{document}$, and a positive value indicates an advantage for author *i* in sub-field *s*. To assign a single specialization to *i*, we simply take $\documentclass[12pt]{minimal}
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                \begin{document}$$s(i) = argmax_s \lbrace RSA_{is} \rbrace$$\end{document}$.

To assign multiple specializations to *i*, we take $\documentclass[12pt]{minimal}
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                \begin{document}$$S(i) = \{s\ s.t.\ RSA_{is}>0\}$$\end{document}$. In this case we actually create a fictitious "copy" of *i* for each of the sub-fields in *S*(*i*)---keeping all individual characteristics but the specialization for each copy. This overcomes possible biases stemming from classification errors or marked heterogeneity in the distribution of articles across sub-fields.

Measures of knowledge and social relatedness {#Sec14}
--------------------------------------------

We define knowledge relatedness among sub-fields (two-digit PACS) from the bipartite network PACS-Articles. Specifically, we derive the monopartite projection on the PACS layer (a $\documentclass[12pt]{minimal}
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                \begin{document}$$68 \times 68$$\end{document}$ co-occurrence matrix) and then apply the cosine similarity to construct a knowledge relatedness matrix. The procedure is illustrated in Figure [3](#Fig3){ref-type="fig"}: panel **a** shows a stylized example of the bipartite network PACS-Articles, panel **b** shows the network of co-occurrences of all pairs of PACS (the monopartite projection on the PACS layer), and panel **c** shows the cosine similarity matrix describing proximity among physics sub-fields.

We define social relatedness from the initial co-authorship network *G*(*V*, *E*). Specifically, we build an augmented graph $\documentclass[12pt]{minimal}
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                \begin{document}$$V \in G$$\end{document}$, we create an *individual* node in $\documentclass[12pt]{minimal}
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                \begin{document}$$E\in G$$\end{document}$ we draw the corresponding edge in $\documentclass[12pt]{minimal}
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                \begin{document}$$G'$$\end{document}$. Then for each PACS *s*, we create an *attribute* node in $\documentclass[12pt]{minimal}
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                \begin{document}$$G'$$\end{document}$ considering the specialization(s) of each scientist and creating an edge between her individual node and her specialization(s)'s attribute node(s) (Fig. [3](#Fig3){ref-type="fig"}**d** provides a simple example). Finally, we capture social relatedness with a binary variable based on whether an author has at least one coauthor specialized in a sub-field different from her own; that is$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} SR_{is}= {\left\{ \begin{array}{ll} 1 &{} \text {if}\ d(i,s)=2\\ 0 &{} \text {otherwise} \end{array}\right. } \end{aligned}$$\end{document}$$where *d*(*i*, *s*) is the geodesic distance between scientist *i* and sub-field *s* in the augmented graph.

Modeling and assessment of predictors' contributions {#Sec15}
----------------------------------------------------

Consider an author *i* specialized in the sub-field *a*. The probability that she is also active in sub-field $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p:= f(KR_{ab},SR_{ib},\mathbf {IF}_\mathbf {i},\mathbf {SC}_\mathbf {b},\mathbf {Cit}_\mathbf {b}) \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$KR_{ab}$$\end{document}$ is the knowledge relatedness between the two sub-fields, $\documentclass[12pt]{minimal}
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                \begin{document}$$SR_{ib}$$\end{document}$ is the social relatedness between the author and the sub-field *b*, $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {IF}_{\mathbf {i}}$$\end{document}$ is a vector of author's characteristics, $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {SC}_{\mathbf {b}}$$\end{document}$ is a vector of variables capturing the sub-field popularity and competition (i.e., for each sub-field, number of papers and number of specialized scientists), and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {Cit}_{\mathbf {b}}$$\end{document}$ is a vector of variables capturing the relative attractiveness of the sub-field. A full list of the variables comprised in these vectors is provided in Table [S3](#MOESM1){ref-type="media"}. We reformulate the model as a logistic regression and consider two baseline specifications, with and without the interaction term between knowledge and social relatedness:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} ln\left(\frac{p}{1-p}\right) = \alpha + \beta KR_{ab} + \gamma SR_{ib} + \varvec{\theta } \cdot \mathbf {IF}_{\mathbf {i}} + \varvec{\eta } \cdot \mathbf {SC}_{\mathbf {b}} + \varvec{\phi } \cdot \mathbf {Cit}_{\mathbf {b}} \end{aligned}$$\end{document}$$$$\documentclass[12pt]{minimal}
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                \begin{document}$$\scriptsize{\begin{aligned} ln \left (\frac{p}{1-p} \right) = \alpha + \beta KR_{ab} + \gamma SR_{ib} + \zeta (KR_{ab} \times SR_{ib}) + \varvec{\theta} \cdot \mathbf {IF}_{\mathbf {i}} + \varvec{\eta } \cdot \mathbf {SC}_{\mathbf {b}} + \varvec{\phi} \cdot \mathbf {Cit}_{\mathbf {b}} \end{aligned}}$$\end{document}$$For both the single-and multiple-specialization settings, we fit these logistic regressions in three scenarios; namely, *full* (no constraint on sub-fields *a* and *b*), *within field* (*a* and *b* in the same field; i.e. one-digit PACS code) and *between field* (*a* and *b* in different fields) diversification.

In order to quantify the roles of knowledge and social relatedness, we compute the *Relative Contribution to Deviance Explained* (RCDE) for each of these variables^[@CR24]^. For a generic predictor *X* this is defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} RCDE_{X} = \frac{(D_{null}-D_{full}) - (D_{null}-D_{full \setminus X})}{(D_{null}-D_{full})} \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$D_{null}$$\end{document}$ is the null deviance, $\documentclass[12pt]{minimal}
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                \begin{document}$$D_{full}$$\end{document}$ is the residual deviance of the full model (including all predictors) and $\documentclass[12pt]{minimal}
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                \begin{document}$$D_{full \setminus X}$$\end{document}$ is the residual deviance of the model obtained by removing *X* (in our case *KR* or *SR*). The RCDE thus quantifies the percentage of the total logistic deviance attributable *X*.
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