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“- Et alors, cela va durer encore longtemps ? interrogea Wo-
land. Echec au roi.
- J’ai sans doute mal entendu, mon maˆıtre, lui re´pondit le
chat, il n’y a pas et il ne peut y avoir e´chec au roi.
- Je re´pe`te : e´chec au roi.
- Messire, fit le chat sur un ton faussement inquiet, vous de-
vez eˆtre surmene´ : il n’y a pas e´chec au roi !
- Le roi est sur la case D2”, dit Woland sans regarder l’e´chiquier.
“Messire, vous me faites peur !” ge´mit le chat en affectant
une mine e´pouvante´e. “Il n’y a pas de roi sur cette case !
- Que dis-tu la` ?” et Woland, interloque´, regarda l’e´chiquier
ou` l’officier qui se tenait sur la case du roi de´tournait la teˆte
et se dissimulait le visage derrie`re sa main.
“Tu es un beau gredin, dit pensivement Woland.
- Messire ! J’en re´fe`re derechef a` la logique’, dit le chat en
pressant ses pattes contre son poitrail. “Si un joueur annonce
e´chec au roi alors que le roi, depuis longtemps, n’est plus sur
l’e´chiquier, l’e´chec est de´clare´ nul.
- Tu abandonnes, oui ou non ? cria Woland d’une voix ter-
rible.
- Laissez-moi le temps de re´fle´chir”, lui re´pondit humblement
le chat ; il s’accouda sur la table, se boucha les oreilles avec
ses pattes et re´fle´chit profonde´ment. Au bout d’un long mo-
ment il finit par de´clarer : “J’abandonne.”
“Cette teˆte de mule est a` tuer, murmura Azazello.
- Oui, j’abandonne, dit le chat, mais uniquement parce que
je ne peux pas jouer dans une atmosphe`re de harce`lement,
entretenue par des envieux !” Il se leva et les pie`ces du jeu
rentre`rent d’elles-meˆmes dans leur boˆıte.
Le Maˆıtre et Marguerite, M. Boulgakov
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Introduction
Ce me´moire porte sur l’e´tude des diffusions renforce´es sur des espaces
non compacts, via la me´thode dite de “l’Equation Diffe´rentielle Ordinaire”
(E.D.O.). Cette me´thode fut introduite par Ljung [82] et, depuis, e´tudie´e
intense´ment. Elle s’ave`re eˆtre la source de bon nombre de travaux impor-
tants, comme ceux de Kushner et ses co-auteurs (voir le livre e´crit avec Clark
[76] ou celui avec Yin [77]) et plus re´cemment ceux de Benveniste, Me´tivier
et Priouret [16] ou Duflo [47]. Pourtant, la plupart de ces travaux sont
conduits sous des dynamiques forts simples. Il a fallu attendre les travaux
de Bena¨ım et Hirsch [6] pour une e´tude plus comple`te de cette me´thode.
Elle s’est ensuite beaucoup de´veloppe´e depuis les anne´es 90, afin d’e´tudier
des processus renforce´s (qui de´pendent de leur trajectoire passe´e). Pour le
moment, il n’existe pas encore de me´thode unifie´e pour traiter ce genre de
processus. Notre e´tude est base´e sur l’utilisation de la me´thode de l’E.D.O.
afin de de´crire le comportement asymptotique de certains processus, satis-
faisant de manie`re ge´ne´rale l’e´quation :
(0.1) dXt = dBt − F (t,Xt, µt)dt,
ou` B est un mouvement brownien standard de dimension d et µt est la
mesure d’occupation normalise´e du processus X. De plus, la mesure d’occu-
pation normalise´e est de´finie par
(0.2) µt =
r
r + t
µ+
1
r + t
∫ t
0
δXsds,
ou` nous supposons donne´s le poids initial r > 0 et la probabilite´ initiale µ.
En fait, cela revient a` supposer que le processus X suit la loi µ durant le
temps r et nous le conside´rons apre`s le temps r. Cet “artifice” nous permet
simplement d’e´viter les proble`mes de de´finition de µt en t = 0 (que l’on
aurait si on supposait r = 0). Remarquons e´galement que µt est une mesure
ale´atoire.
Afin d’e´tudier le comportement asymptotique d’un tel processus, nous
envisageons celui-ci (ou sa mesure d’occupation) comme e´tant un sche´ma
(continu) d’approximation stochastique d’un certain syste`me dynamique
de´terministe. C’est ce que nous appelons la “me´thode de l’E.D.O.”. En fait,
nous montrons que µt, ou Xt selon les cas, est une pseudo-trajectoire asymp-
totique du syste`me de´terministe en question. Cette notion, de´finie un peu
1
plus loin, permet de faire be´ne´ficier le processus e´tudie´ des proprie´te´s asymp-
totiques du syste`me de´terministe.
Les processus que nous traitons ici se divisent en deux cate´gories : les
processus renforce´s par la moyenne de leur mesure d’occupation normalise´e ;
et les processus renforce´s par leur mesure d’occupation normalise´e via une
fonction d’interaction dans le terme de de´rive. En re´sume´, nous allons dans
un premier temps e´tudier le processus Z solution de l’E.D.S. suivante
(0.3) dZt = dBt − g(t)∇W (Zt − µt)dt, Z0 = z.
Ici, B est un mouvement brownien standard de dimension d et W : Rd →
R est un potentiel suffisamment lisse strictement convexe en dehors d’un
compact. Nous de´finissons la moyenne (ale´atoire) de µt par
µt =
r
r + t
µ+
1
r + t
∫ t
0
Zsds.
Le processus Z est inhomoge`ne, car nous mettons un poids g(t) dans le terme
de de´rive. Cela implique que, selon la fonction g, l’impact de la trajectoire
passe´e sur le pre´sent varie avec le temps. La diffe´rence Zt − µt est tout
de meˆme un processus de Markov inhomoge`ne de dimension finie. En fait,
cette diffe´rence est relativement proche d’une diffusion ordinaire (car il est
markovien bien qu’inhomoge`ne) et donc son e´tude sera assez pousse´e.
Un e´le´ment de la deuxie`me famille pre´sente´e ici est un processus X
satisfaisant l’E.D.S.
(0.4) dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt, X0 = x,
ou` nous avons conserve´ les notations de la diffusion pre´ce´dente. Une diffe´rence
notoire entre les processus Z et X est que, pour le premier, la moyenne de
µt entre en jeu et non µt lui-meˆme. Ici, la fonction V : Rd → R est un
potentiel de confinement (strictement convexe a` l’infini) suffisamment lisse,
W : Rd × Rd → R est un potentiel d’interaction suffisamment lisse controˆle´
par V . De plus, W ∗ µt(x) est le “produit de convolution”
W ∗ µt(x) =
∫
Rd
W (x, y)µt(dy).
Cette fois, le couple (Xt, µt) est markovien, mais contrairement au cas pre´ce´dent,
il est en ge´ne´ral impossible de se ramener a` un processus de dimension finie.
Cette e´tude ge´ne´ralise comple`tement celle faite pre´ce´demment, sur un
espace compact, par Bena¨ım, Ledoux et Raimond [10, 13]. Le manque de
compacite´ engendre bon nombre de proble`mes techniques. Tout d’abord, il
faut trouver la “bonne topologie” qui tient compte de la non compacite´ de
l’espace. C’est pourquoi nous introduisons la V -norme (voir paragraphe 5).
Les plus importantes difficulte´s consistent en l’existence d’un trou spectral
uniforme et l’ultracontractivite´ (uniforme) du semi-groupe de Markov as-
socie´ a` la vraie diffusion Xµ qui satisfait l’e´quation (0.4) avec µt fixe´ a` µ
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(pour tout t) dans le terme de de´rive. Pour ce faire, le potentiel de confi-
nement V jour un roˆle primordial. Ces notions fonctionnelles sont intro-
duites dans le troisie`me paragraphe de cette introduction. Elles sont essen-
tielles pour prouver que µt est pseudo-trajectoire asymptotique d’un certain
syste`me dynamique.
Pour e´tudier ces deux familles de processus a` me´moire longue, nous
utilisons la me´thode de l’E.D.O. A la fin des anne´es 1990, M. Bena¨ım et ses
co-auteurs ont amorce´ une nouvelle approche a` l’approximation stochastique
base´e sur des techniques de syste`me dynamique. Conside´rons le processus
(a` temps discret) d’approximation stochastique (Xn, n ≥ 0) a` valeurs dans
Rd et adapte´ a` la filtration F = (Fn, n ≥ 0) donne´e. Supposons que Xn
satisfait l’e´quation
(0.5) Xn+1 −Xn = 1
n
(F (Xn) + ξn+1 + rn),
ou` F est un champ de vecteurs sur Rd, le processus (ξn) satisfait E(ξn+1|Fn) =
0 et le terme (ale´atoire) rn tend vers ze´ro.
Ce processus d’approximation (Xn) peut eˆtre conside´re´ comme une ver-
sion discre`te des processus renforce´s que nous e´tudions dans cette the`se.
C’est pourquoi nous commenc¸ons par donner quelques proprie´te´s de ces
processus, plus faciles a` appre´hender dans le cas discret, afin d’introduire
les notions cle´s de notre e´tude (en temps continu).
Dans le cas particulier ou` ξn ≡ 0 et rn ≡ 0, alors la version continue
(modulo un changement de temps exponentiel) de (0.5) est l’E.D.O.
(0.6)
d
dt
Xt = F (Xt).
Deux ide´es viennent alors a` l’esprit. La premie`re est que les trajectoires de
la suite ale´atoire (0.5) approchent celles de l’E.D.O. (0.6). En effet, la suite
ale´atoire est une sorte de sche´ma d’Euler afin de simuler (nume´riquement)
l’E.D.O. avec un pas de 1/n. Comme le pas est relativement petit, on peut
espe´rer que le bruit n’aura pas de grande influence et donc les comporte-
ments asymptotiques de l’E.D.O. et de la suite ale´atoire sont tre`s semblables.
La seconde remarque concerne le bruit. En effet, certaines trajectoires sont
e´vite´es par le processus ale´atoire, comme par exemple les orbites pe´riodiques
line´airement instables.
Des proble`mes peuvent cependant intervenir. Effectivement, les trajec-
toires de l’E.D.O. (0.6) peuvent, elles aussi, eˆtre fort complique´es a` com-
prendre. Ainsi, en dimension supe´rieure ou e´gale a` deux, il se peut que les
trajectoires soient attire´es par une orbite pe´riodique (et donc “s’enroulent
en spirale”). En dimension supe´rieure a` trois, il arrive aussi que les trajec-
toires soient chaotiques. Meˆme dans ces cas difficiles a` traiter, la me´thode
de l’E.D.O. relie de manie`re tre`s pre´cise les comportements asymptotiques
du syste`me dynamique et du processus.
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L’introduction se compose ensuite de cinq parties. Chacune d’elle pre´sente
les diffe´rents outils (dynamiques ou probabilistes) et the`mes composant cette
the`se, qui est quant a` elle constitue´e de deux parties inde´pendantes. Dans
la premie`re partie, qui comprend deux chapitres, nous nous inte´ressons
a` la premie`re famille de diffusions dont le terme de de´rive de´pend de la
moyenne de leur mesure d’occupation normalise´e. Dans ce cas, il est pos-
sible de faire une e´tude comple`te d’un tel processus. Nous donnerons des
conditions ne´cessaires et suffisantes pour la convergence (presque suˆre et
en probabilite´) de la trajectoire du processus ainsi que son comportement
ergodique. Ensuite, dans la seconde partie, qui comprend cette fois trois
chapitres, nous commenc¸ons par situer brie`vement nos travaux en de´crivant
les diffe´rents types de processus renforce´s non markoviens connus jusqu’a`
pre´sent. Nous e´tudions, dans le chapitre 4, les processus renforce´s par leur
mesure d’occupation normalise´e. En particulier, nous donnons des crite`res
de convergence de la mesure empirique. Dans le dernier chapitre, nous exhi-
bons sur un exemple la diversite´ des comportements possibles. Deux annexes
sont enfin ajoute´es a` cette e´tude. La premie`re contient une e´tude d’un cas
particulier d’un processus qui est une ge´ne´ralisation possible du mouve-
ment brownien perturbe´. La suivante exhibe la de´composition d’une fonc-
tion strictement convexe en dehors d’un compact. Remarquons que certaines
de´finitions donne´es dans cette introduction sont re´pe´te´es dans le manuscrit,
car les diffe´rents chapitres se veulent inde´pendants. Signalons e´galement qu’a`
la fin de chaque chapitre se trouve une bibliographie spe´cifique, en plus de
la bibliographie ge´ne´rale de l’ouvrage qui se trouve a` la fin de cette intro-
duction.
1. Notions provenant de la the´orie des syste`mes dynamiques
Commenc¸ons par pre´senter les techniques venant de la the´orie des syste`mes
dynamiques. Dans toute cette partie, nous conside´rons un espace me´trique
(E, d).
1.1. Attracteurs. Nous avons besoin de rappeler quelques notions ve-
nant de la the´orie des syste`mes dynamiques, qui seront manipule´es dans
la suite de ce manuscrit. De´finissons tout d’abord ce qu’est un flot sur cet
espace me´trique.
De´finition 1.1. Un flot Φ : R × E → E ; (t, x) 7→ Φ(t, x) = Φt(x) est
une fonction continue telle que Φ0 = id et Φt+s = Φt ◦Φs pour tout s, t ∈ R.
Si on remplace R par R+, alors Φ est un semi-flot.
Maintenant, nous pouvons passer aux notions topologiques relatives a`
un flot.
De´finition 1.2. a) Un sous-ensemble A de E est dit positivement in-
variant (respectivement negativement invariant, respectivement invariant)
pour le flot Φ si Φt(A) ⊂ A (respectivement A ⊂ Φt(A), respectivement
Φt(A) = A) pour t ≥ 0.
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b) Un sous-ensemble A de E est dit attractif (respectivement attracteur)
pour le flot Φ si les conditions suivantes sont ve´rifie´es :
(1) A est non vide, compact et positivement invariant (respectivement
invariant),
(2) A admet un voisinage N ⊂ E tel que d(Φt(x), A) → 0 lorsque
t→ +∞ uniforme´ment en x ∈ N .
c) Le bassin d’attraction d’un attracteur A pour le flot Φ est l’ouvert de E
positivement invariant comprenant tous les points x tels que d(Φt(x), A)→ 0
lorsque t→ +∞.
d) Un ensemble attractif global (respectivement attracteur global) est un
ensemble attractif (respectivement attracteur) dont le bassin est l’espace tout
entier E.
e) Un attracteur pour le flot Φ est dit propre s’il ne vaut ni ∅, ni E.
f) Un ensemble E est dit libre d’attracteur pour le flot Φ s’il n’admet
aucun attracteur propre.
La notion d’attracteur est fondamentale. Il s’agit d’un ensemble vers
lequel toutes les trajectoires aboutissent. Prenons l’exemple de l’oscillateur
amorti, dont l’e´quation line´arise´e est donne´e par
d2θ
dt2
+ γ
dθ
dt
+ ω2θ = 0,
ou` γ est le coefficient d’amortissement et ω2 est le carre´ de la pulsation.
Les trajectoires solution de cette e´quation sont tangentes en chaque point
au vecteur vitesse local dont les composantes pour un point de coordonne´es
(x = θ, y = θ˙) sont par de´finition{
dx
dt = θ˙ = y,
dy
dt = θ¨ = −γθ˙ − ω2θ = −γy − ω2x.
L’origine (θ = θ˙ = 0) est le seul point du plan ou` le champ de vecteurs est nul.
Il s’agit du seul point singulier pour le syste`me dynamique, correspondant
a` une solution stationnaire de l’e´quation du mouvement. Si γ > 0, alors cet
e´tat est stable et toute e´volution aboutit a` l’origine. On trouve bien que 0
est un attracteur.
1.2. Re´currence par chaˆıne. Ce paragraphe est base´ sur le cours de
Bena¨ım [8].
Pre´sentons maintenant la notion de re´currence par chaˆıne. Il s’agit d’une
notion dynamique introduite par Conley [37]. Elle ge´ne´ralise la notion ha-
bituelle de trajectoire, afin de tenir compte de la perturbation. Cette notion
est tre`s utile pour comprendre le comportement de processus d’approxima-
tion stochastique ou de pseudo-trajectoire asymptotique (dont la de´finition
est donne´e dans la sous-section suivante). La re´currence par chaˆıne est de
plus fortement lie´e a` la notion d’attracteur comme nous le verrons par la
suite.
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De´finition 1.3. Soit δ > 0, T > 0. Une (δ, T )-pseudo-orbite de a ∈ E
a` b ∈ E est une suite finie de portions de trajectoires {Φt(yi); 0 ≤ t ≤ ti}
qui relient “presque” a a` b, (pour 0 ≤ i ≤ k − 1 et ti ≥ T ) telle que :
– d(y0, a) < δ,
– d(Φti(yi), yi+1) < δ,
– yk = b.
Nous notons a→ b s’il existe une (δ, T )-pseudo-orbite de a a` b pour tout
δ > 0, T > 0.
De´finition 1.4. 1) Un point a est re´current par chaˆıne si a→ a.
2) Si, de plus, chaque point de E est re´current par chaˆıne, alors on dit
que Φ est un flot re´current par chaˆıne.
3) Si pour tous a, b ∈ E, on a a→ b, alors le flot Φ est dit transitif par
chaˆıne.
Une fac¸on image´e de voir qu’un point a est re´current par chaˆıne est
la suivante. Supposons donne´e une pseudo-trajectoire qui suit le flot, mais
qui peut “faire un e´cart” (ou sauter) pour aller suivre une autre trajectoire
ε-proche de`s qu’elle est reste´e durant le temps T sur la meˆme trajectoire.
Supposons que le flot partant de a ne revient pas en a. Alors, graˆce aux
“sauts” de la pseudo-trajectoire, cette dernie`re peut revenir en a et ce point
est ainsi re´current par chaˆıne.
Notons R(Φ) l’ensemble des points de E re´currents par chaˆıne pour le flot
Φ. On peut montrer que l’ensemble R(Φ) est ferme´, positivement invariant.
Il est de plus invariant lorsqu’il s’agit d’un compact.
De´finition 1.5. Soit A un ensemble invariant par le flot Φ. Le flot
Φ|A = (Φt|A) est le flot restreint a` A.
De´finition 1.6. Un ensemble compact invariant sur lequel Φ est re´current
(respectivement transitif) par chaˆıne est appele´ ensemble intrinse´quement
re´current par chaˆıne (respectivement ensemble intrinse´quement transitif par
chaˆıne).
Voici l’ensemble des relations entre ces diffe´rentes notions. Ce re´sultat
est duˆ a` Bowen [22].
Proposition 1.7. ([8] proposition 5.3) Soit un ensemble A ⊂ E. Les
assertions suivantes sont e´quivalentes :
(1) A est transitif par chaˆıne ;
(2) A est re´current par chaˆıne et connexe ;
(3) A est un ensemble ferme´ invariant et A est un ensemble libre d’at-
tracteur.
Conside´rons par exemple le flot sur le cercle S1. Supposons qu’il tourne
(strictement) dans le sens indirect, sauf en deux points fixes, les poˆles sud
S et nord N . Voir la figure ci-dessous. A priori, on ne restera pas bloque´ en
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l’un des points N ou S. Le flot est re´current par chaˆıne et le seul attracteur
est l’espace tout entier.
N
S
Fig. 1. Flot sur le cercle.
En revanche, si le point S est un attracteur et N est re´pulsif (voir la
deuxie`me figure ci-dessous), alors l’ensemble re´current par chaˆıne est main-
tenant re´duit a` {N,S}. Tous les points de S1 sont transitifs par chaˆıne, alors
S
N
Fig. 2. Le point N est re´pulsif.
que le segment [N,S] n’est pas intrinse´quement transitif par chaˆıne, bien
qu’il soit compose´ de points transitifs par chaˆıne.
1.3. Pseudo-trajectoire asymptotique. Passons maintenant a` la no-
tion de pseudo-trajectoire asymptotique, qui ge´ne´ralise la relation de chaˆıne
introduite par Conley. En effet, il faut ici tenir compte a` la fois des pertur-
bations et de la continuite´ temporelle. On conside`re un flot Φ sur un espace
me´trique (E, d). Nous renvoyons a` l’article [6] pour plus de de´tails.
7
De´finition 1.8. Une fonction continue ξ : R → E est une pseudo-
trajectoire asymptotique du flot Φ si pour tout temps T > 0, on a
lim
t→∞ sup0≤s≤T
d(ξt+s,Φs(ξt)) = 0.
Par exemple, conside´rons l’e´quation diffe´rentielle suivante (a` valeurs R
ou Rd) :
(1.1) ξ˙ = f(ξ) + g(t),
ou` f : R → R est lipschitzienne et g : R+ → R est une fonction continue
telle que lim
t→∞g(t) = 0. Conside´rons alors la solution de l’e´quation
(1.2) x˙ = f(x)
et montrons que ξ est pseudo-trajectoire asymptotique du flot engendre´ par
(1.2). Nous avons en effet l’e´galite´
ξt+s − Φs(ξt) =
∫ t+s
t
(f(ξu)− f(Φu(ξt))) du+
∫ t+s
t
g(u)du.
En utilisant le fait que f est lipschitzienne de constante c et le re´sultat de
Gronwall, nous obtenons facilement
sup
0≤s≤T
|ξt+s − Φs(ξt)| ≤ ecT
∫ t+T
t
|g(u)|du.
Comme g(t) converge vers 0, on obtient bien le re´sultat attendu : lim
t→∞ sup0≤s≤T
|ξt+s−
Φs(ξt)| = 0, donc ξ est une pseudo-trajectoire asymptotique pour le flot en-
gendre´ par (1.2).
Nous pouvons donner une nouvelle caracte´risation de la notion de pseudo-
trajectoire asymptotique. Soit C0(R, E) l’ensemble des fonctions continues
de R dans E muni de la topologie de la convergence uniforme sur les inter-
valles compacts. Il s’agit d’un espace me´trisable. Nous de´finissons e´galement
le flot de translation θ : C0(R, E)×R→ C0(R, E) par θt(ξ)(s) = ξ(t+ s). Le
sous-ensemble SΦ ⊂ C0(R, E) est compose´ de toutes les trajectoires Φp ou`
p ∈ E.
Nous sommes maintenant en mesure d’e´noncer un the´ore`me donnant une
autre caracte´risation des pseudo-trajectoires asymptotiques.
The´ore`me 1.9. ([8] the´ore`me 3.2) Soit ξ : R+ → E une fonction conti-
nue dont l’image a une adhe´rence compacte dans E. Les deux assertions
suivantes sont e´quivalentes :
(1) ξ est une pseudo-trajectoire asymptotique pour Φ,
(2) ξ est uniforme´ment continue et tout point limite de θt(ξ) appartient
a` SΦ.
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De plus, elles impliquent que la suite (θt(ξ); t ≥ 0) est relativement compacte
dans C0(R, E).
La notion de pseudo-trajectoire asymptotique est essentielle dans notre
e´tude, comme nous le verrons dans la partie suivante de cette introduction.
En particulier, elle fait le lien entre les processus d’approximation stochas-
tique et les ensembles transitifs par chaˆıne. Elle nous sert e´galement a` e´tablir
des re´sultats d’ergodicite´ pour la premie`re famille de processus conside´re´e
ici.
1.4. Ensemble ω-limite. Par abus de langage, nous de´finissons la
pre´compacite´ comme suit.
De´finition 1.10. Une fonction continue X : R+ → E est pre´compacte
si son image a une adhe´rence compacte dans E.
Introduisons maintenant l’objet d’e´tude de ce paragraphe : l’ensemble
ω-limite d’une trajectoire.
De´finition 1.11. Soit X : R+ → E une fonction continue. L’ensemble
ω-limite de X est
(1.3) ω(X) :=
⋂
t≥0
X([t,∞)).
Dans certains cas, nous pouvons exhiber des proprie´te´s inte´ressantes de
ω, comme le montre le re´sultat suivant, issu de l’article [6].
The´ore`me 1.12. ([8] the´ore`me 5.7)
(1) Si X est une pseudo-trajectoire asymptotique pre´compacte, alors
ω(X) est intrinse´quement transitif par chaˆıne,
(2) Soit L ⊂ E un ensemble intrinse´quement transitif par chaˆıne et
supposons que E est localement connexe. Alors il existe une pseudo-
trajectoire asymptotique pre´compacte X telle que ω(X) = L.
Dans le cas des syste`mes plans dont les points d’e´quilibre sont isole´s,
on peut aller beaucoup plus loin. En particulier, on montre que, dans ce
cas, il n’existe pas de trajectoires “spirale´es” tournant autour d’une orbite
pe´riodique.
The´ore`me 1.13. ([8] the´ore`me 6.12) Supposons que Φ est un flot de´fini
sur R2, dont les e´quilibres sont isole´s. Soit L un ensemble re´current par
chaˆıne interne. Alors, pour tout p ∈ L, nous sommes dans l’un des cas
suivants :
(1) p est un e´quilibre,
(2) p est pe´riodique,
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(3) il existe une orbite chaˆıne´e cyclique Γ ⊂ L contenant p.
Ce the´ore`me induit une ge´ne´ralisation du the´ore`me de Poincare´-Bendixson
pour les pseudo-trajectoires asymptotiques :
Corollaire 1.14. ([8] corollaire 6.14) Soit Φ un flot de´fini sur R2,
K ⊂ R2 un sous-ensemble compact ne contenant aucun e´quilibre de Φ et X
une pseudo-trajectoire asymptotique pour Φ. S’il existe une constante T > 0
telle que Xt ∈ K pour tout t ≥ T , alors ω(X) est soit une orbite pe´riodique,
soit un cylindre d’orbites pe´riodiques.
Bien entendu, si X est une trajectoire de Φ, alors par le the´ore`me de
Poncare´-Bendixson nous savons que l’ensemble ω-limite ω(X) est une orbite
pe´riodique.
Proposition 1.15. ([8] the´ore`me 6.15) Soit Φ un flot de´fini sur un
ouvert du plan et X une pseudo-trajectoire asymptotique de Φ. Supposons
que pour toute re´gion du plan A dont la superficie est strictement positive,
la superficie de Φt(A) de´croˆıt strictement pour t > 01. Alors
(1) ω(X) est un ensemble connexe d’e´quilibres, qui est nulle part dense
et qui ne se´pare pas le plan,
(2) si Φ a au plus un nombre de´nombrable de points stationnaires, alors
ω(X) est l’un de ces points stationnaires.
Remarque 1.16. Pour que les conditions de la proposition pre´ce´dente
soient remplies, il suffit que le flot Φ soit induit par un champ de vecteurs
F tel que div(F ) < 0.
2. Application aux algorithmes stochastiques
Cette partie est a` nouveau base´e sur le cours de Bena¨ım [8].
2.1. Notion probabiliste de pseudo-trajectoire asymptotique.
Pour des processus, nous adaptons naturellement la de´finition de pseudo-
trajectoire asymptotique pre´ce´dente en deux notions distinctes. D’un coˆte´,
nous donnons une version presque suˆre de la de´finition ; et de l’autre, nous
conside´rons une version plus faible, avec une convergence en probabilite´.
De´finition 2.1. a) Un processus continu ξ : R → E est une pseudo-
trajectoire asymptotique presque suˆre du flot Φ si pour tout temps T > 0, on
a
P
(
lim
t→∞ sup0≤s≤T
d(ξt+s,Φs(ξt)) = 0
)
= 1.
1Le syste`me de´fini par ce flot est un syste`me dissipatif. Pour une introduction aux
syste`mes dissipatifs de´terministes, nous renvoyons le lecteur au livre de Berge´, Pomeau et
Vidal [17]
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b) Un processus continu ξ : R → E est une pseudo-trajectoire asympto-
tique en probabilite´ du flot Φ si pour tout temps T > 0 et tout α > 0, on
a
lim
t→∞P
(
sup
0≤s≤T
d(ξt+s,Φs(ξt)) ≥ α
)
= 0.
2.1.1. Approximation stochastique et pseudo-trajectoire asymptotique. Le
premier re´sultat important est qu’un processus d’approximation stochas-
tique est une pseudo-trajectoire asymptotique pour le flot engendre´ par
l’E.D.O. (0.6). Plus pre´cise´ment, nous avons :
Proposition 2.2. ([8] proposition 4.4) Soit (Xn) un processus d’ap-
proximation stochastique. Rappelons qu’il ve´rifie l’e´quation suivante
Xn+1 −Xn = 1
n
(F (Xn) + ξn+1 + rn) .
Nous supposons de plus que ξn est borne´ pour tout n et que F est une fonction
lipschitzienne.
De´finissons Xt := Xn + (t − n)(Xn+1 − Xn) pour n ≤ t < n + 1. Alors
(Xt) est presque suˆrement une pseudo-trajectoire asymptotique pour le flot
Φ (induit par F ) dont les courbes inte´grales correspondent a` celles de F .
Remarque 2.3. Au lieu de conside´rer le processus d’approximation de
la proposition ci-dessus, nous pouvons ge´ne´raliser l’e´tude au processus
Xn+1 −Xn = γn (F (Xn) + ξn+1 + rn) ,
avec γn = o(1/ log n) et
∑
n≥1
|rn|
n < ∞ presque suˆrement. Plus ge´ne´ralement
encore, il est possible de relaxer l’hypothe`se de bornitude sur la suite ξn
en exigeant l’existence d’une constante q ≥ 2 telle que sup
n
E|ξn|q < ∞ et∑
n
γ
1+q/2
n <∞. Le meˆme re´sultat est alors encore vrai (voir [8]).
2.1.2. Exemple : le recuit simule´. Nous avons de´ja` vu qu’un proces-
sus d’approximation stochastique est une pseudo-trajectoire asymptotique
(presque suˆre). Voici un autre exemple : conside´rons le processus Y , solution
de
dYt = ε(t)dBt − Ytdt, Y0 = 0
ou` B est un mouvement brownien standard de dimension d. Remarquons que
dans ce cas pre´cis, nous connaissons la solution explicite de Y . Montrons que
Y est pseudo-trajectoire asymptotique (presque suˆre ou en probabilite´) du
flot Φ engendre´ par le syste`me dynamique
y˙ = −y.
Nous connaissons les solutions explicites de ces deux e´quations. En effet, Y
est un processus d’Ornstein-Uhlenbeck ge´ne´ral, qui s’exprime donc sous la
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forme
Yt = e−t
∫ t
0
esε(s)dBs.
Quant au flot engendre´ par la solution y de l’E.D.O. line´raire, il s’agit tout
simplement de
Φt(y) = ye−t.
Nous avons alors pour tout t, s ≥ 0
|Yt+s − Φs(Yt)| = e−s
∣∣∣∣∫ s
0
euε(t+ u)dBt+u
∣∣∣∣ .
On conclut alors trivialement que
sup
0≤s≤T
|Yt+s − Φs(Yt)| ≤ eT sup
0≤s≤T
∣∣∣∣∫ t+s
t
ε(u)dBu
∣∣∣∣ .
Par l’ine´galite´ de Burkholder-Davis-Gundy, il est alors clair que si ε ap-
partient a` L2(R+), nous avons une pseudo-trajectoire asymptotique en pro-
babilite´. Pour qu’il s’agisse d’une pseudo-trajectoire asymptotique presque
suˆre, il faut en outre supposer que pour tout c > 0, la fonction e−c/ε(t)
est inte´grable sur R+ (voir [8], proposition 4.6). Dans le cas d’une pseudo-
trajectoire asymptotique presque suˆre, le processus Y converge presque suˆrement
vers 0 (qui est l’unique minimum global de V (x) = |x|2).
Donnons maintenant un exemple de fonction ε telle que Y est une
pseudo-trajectoire asymptotique en probabilite´ mais pas presque-suˆre du flot
Φ. Supposons que ε(t) := (log(2 + t))−1/2. Supposons que Y est e´galement
une pseudo-trajectoire presque suˆre. Comme 0 est l’unique minimum de
la fonction V , cela impliquerait alors que Yt converge presque suˆrement
vers 0 (car l’ensemble des points limites de Y est un ensemble libre d’at-
tracteur, inclus dans les points critiques de V par le the´ore`me 2.7). Pour-
tant, si on applique la loi du logarithme ite´re´ a` Y , on trouve, en posant
T (t) :=< e·Y· >t=
∫ t
0
ds
log(2+s)e
2s, que e−t
√
T (t) log log T (t) est e´quivalent
a` 1 pour t grand. Ainsi, il existe une sous-suite (tn) telle que tn → ∞ et
Ytn
p.s.−−→
n→∞ 1. Donc Y ne converge pas vers 0 presque suˆrement. Cela prouve
que Y est une pseudo-trajectoire asymptotique en probabilite´, mais pas
presque suˆre.
2.1.3. Exemple : processus renforce´. Nous reprenons l’exemple traite´
dans le chapitre 4 du manuscrit. Conside´rons ici un exemple simple de diffu-
sion renforce´e sur R, appartenant a` la seconde famille de processus conside´re´s
dans cette the`se. Nous travaillons avec les potentiels suivants :
V (x) :=
1
4
x4 +
1
5
x2 + 1 et W (x, y) := cos(x)ϕ1(y) + sin(x)ϕ2(y)
ou` les fonctions ϕi sont lisses et domine´es par V (cela signifie qu’il existe
une constante C > 0 telle que |ϕi(y)| ≤ CV (y)). Soit (Xt, µt) la solution de
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l’E.D.S. {
dXt = − (V ′(Xt) +W ′ ∗ µt(Xt)) dt+ dBt
dµt = (δXt − µt) dtr+t
Comme les variables du potentiel d’interaction W sont se´pare´es, on peut
re´duire cette E.D.S. de dimension infinie en une e´quation en dimension trois,
avec les nouvelles variables Yt :=
∫
R ϕ1(y)µt(dy) et Zt :=
∫
R ϕ2(y)µt(dy),
soit : dXt = dBt − [V
′(Xt)− Yt sin(Xt) + Zt cos(Xt)] dt, X0 = x
dYt = [ϕ1(Xt)− Yt] (r + t)−1dt, Y0 = y
dZt = [ϕ2(Xt)− Zt] (r + t)−1dt, Z0 = z
Nous espe´rons que le couple de variables (Yt, Zt) converge presque suˆrement
vers une limite (disons de´terministe pour fixer les ide´es) (α, β). Ainsi, le pro-
cessus (Xt, t ≥ 0) doit avoir un comportement asymptotique proche de celui
d’une diffusion re´elle classique, avec pour mesure ergodique :
µα,β(dx) := Z0(α, β)−1 exp {−2V (x)− 2α cos(x)− 2β sin(x)}dx
ou` Z0(α, β) :=
∫
exp {−2V (x)− 2α cos(x)− 2β sin(x)}dx est la constante
de normalisation.
Le the´ore`me ergodique ponctuel classique implique alors que (Yt, Zt)
converge presque suˆrement vers (
∫
R ϕ1(y)µα,β(dy),
∫
R ϕ2(y)µα,β(dy)). Les
constantes (α, β) sont donc des points fixes de l’application
(α, β) 7→ 1
Z0(α, β)
(
Z1(α, β)
Z2(α, β)
)
avec les notations Zi(α, β) :=
∫
R ϕi(y)e
{−2V (y)−2α cos(y)−2β sin(y)}dy. Dans le
but d’e´tudier ces points fixes, conside´rons l’E.D.O. suivante :{
α˙t = −αt + Z1(αt, βt)/Z0(αt, βt)
β˙t = −βt + Z2(αt, βt)/Z0(αt, βt)(2.1)
Si nous retournons maintenant a` l’e´tude du processus renforce´ (Xt, t ≥ 0)
et oublions l’espace d’un instant l’hypothe`se (e´ventuellement fausse) que
(Yt, Zt) converge ne´cessairement vers une limite de´terministe, l’E.D.O. (2.1)
est tout de meˆme fort utile pour e´tudier le comportement asymptotique de
(Yt, Zt). Graˆce aux techniques de´veloppe´es dans le chapitre 4 (qui suivent
les ide´es introduites dans le papier [10]), on montre que (Yet , Zet) est une
pseudo-trajectoire asymptotique presque suˆre du syste`me dynamique non
line´aire (2.1), soit presque suˆrement
lim
t→+∞ sup0≤s≤T
(|Y (et+s)− αs(Y (et))|+ |Z(et+s)− βs(Z(et))|) = 0
pour T > 0.
Comme application nume´rique (voir la figure ci-dessous), nous choisis-
sons ϕ1(y) := 1.3y3 et ϕ2(y) := −1.3y. Cela revient a` conside´rer le processus
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de dimension trois suivant : dXt = dBt −
[
2Xt(1 + 2X2t )− Yt sin(Xt) + Zt cos(Xt)
]
dt, X0 = x
dYt =
[
1.3X3t − Yt
]
(r + t)−1dt, Y0 = y
dZt = − [1.3Xt + Zt] (r + t)−1dt, Z0 = z
Fig. 3. Une trajectoire de (Yet , Zet) en vert et des orbites du flot.
2.2. L’ensemble limite “ale´atoire” d’une pseudo-trajectoire asymp-
totique. Ce qui nous inte´resse ici est essentiellement de de´crire le comporte-
ment asymptotique de certains processus a` me´moire longue. Nous cherchons
en particulier a` de´crire la mesure d’occupation normalise´e µt. Lorsque nous
parlons d’objets probabilistes, nous notons L(µt) (ou L) l’ensemble ω-limite
du processus µt (et non de Φt(µ), qui correspond a` la notation ω(µ)) afin
de marquer la diffe´rence entre L qui est ale´atoire (et de´pend de toute la
trajectoire) et ω qui est de´terministe.
Nous sommes en mesure d’e´noncer un re´sultat essentiel, qui de´crit plus
pre´cise´ment l’ensemble limite d’un processus d’approximation stochastique.
Il s’agit en fait d’un corollaire de la proposition 2.2.
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The´ore`me 2.4. Soit X = (Xn;n ≥ 0) un processus d’approximation
stochastique de bruit ξn borne´ et dont la fonction F est lipschitzienne. Alors,
l’ensemble limite L(X) est presque suˆrement transitif par chaˆıne. Il est donc
invariant, connexe et n’admet pas d’attracteur propre.
The´ore`me 2.5. ([8] the´ore`me 7.3) Soit X = (Xn;n ≥ 0) un pro-
cessus d’approximation stochastique dont la fonction F est lipschitzienne.
Conside´rons un attracteur A pour le flot associe´ a` X. Alors nous sommes
dans l’une des deux situations suivantes :
(1) soit il existe un temps t pour lequel (Xt+s; s ≥ 0) e´vite presque
suˆrement tout voisinage de A ;
(2) soit P(L(X) ⊂ A) > 0.
Nous avons donc un re´sultat de convergence vers un attracteur. Obtenir
des re´sultats de non convergence est singulie`rement plus difficile. En effet,
il faut alors exiger de l’instabilite´ line´aire, c’est-a`-dire la partie re´elle d’au
moins l’une des valeurs propres de dF est strictement positive.
The´ore`me 2.6. ([8] the´ore`me 9.1) Soit X = (Xn;n ≥ 0) un processus
d’approximation stochastique sur une varie´te´ E compacte, dont le bruit ξn
est borne´ pour tout n. Soit Γ un e´quilibre line´rairement instable, ou une
orbite pe´riodique line´rairement instable, pour le flot induit par F tel qu’il
existe un voisinage N (Γ) de Γ et b > 0 tels que pour tout vecteur unite´
v ∈ Rd, on a
E[(ξn+1, v)+|Fn] ≥ b1lXn∈N (Γ).
Supposons de plus qu’il existe une constante 12 < α ≤ 1 telle que la fonction
F est de classe C1+α. Alors
P
(
lim
n→∞d(Xn,Γ) = 0
)
= 0.
Reprenons ici l’exemple du cercle S1, en supposant le poˆle S est attrac-
tif, alors que N est re´pulsif. Le flot a alors cinq ensembles connexes, ferme´s
et invariants, qui sont S1, {N}, {S} et les deux demi-cercles. Les ensembles
{N} et {S} sont les seuls ensembles intrinse´quement transitifs par chaˆıne.
Ce sont donc les deux seuls ensembles limites possibles d’un processus d’ap-
proximation stochastique. Si le point {N} est line´airement instable et s’il y
a suffisamment de bruit, alors on ne va pas converger vers ce point, comme
le prouve le the´ore`me 2.6.
2.2.1. Mesure d’occupation et pseudo-trajectoire asymptotique. Dans le
cas d’une pseudo-trajectoire asymptotique en probabilite´, nous pouvons
e´galement de´crire le comportement asymptotique de la mesure d’occupa-
tion normalise´e du processus. Ce travail a e´te´ mene´ dans l’article [11].
The´ore`me 2.7. ([8] the´ore`me 10.1) Soit X une pseudo-trajectoire asymp-
totique en probabilite´ pour le flot Φ. Alors, presque suˆrement, l’ensemble des
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points limites de la mesure d’occupation normalise´e
{
µt = 1t
∫ t
0 δXsds
}
est
un sous-ensemble des mesures invariantes par Φ.
Prenons par exemple le cas du recuit simule´, traite´ pre´ce´demment, ou`
nous conside´rons le processus Y , solution de
dYt = ε(t)dBt − Ytdt, Y0 = 0.
Nous avons vu dans ce cas simplifie´ que Y est une pseudo-trajectoire en
probabilite´ (au moins) du flot engendre´ par l’E.D.O. y˙ = −y. Dans ce cas,
le re´sultat pre´ce´dent nous dit que µt converge (au sens de la convergence
faible des mesures) vers δ0 presque suˆrement. Un cas plus inte´ressant est de
conside´rer la solution de
dYt = ε(t)dBt −∇V (Yt)dt, Y0 = 0, et y˙ = −∇V (y)
ou` V = W + χ a un nombre fini de points critiques et est telle que W est
strictement convexe et∇χ est lipschitzienne (de constante 1 pour simplifier).
Dans ce cas, si nous notons (ci)1≤i≤N les points critiques de V , alors le
the´ore`me dit que µt converge faiblement vers une combinaison convexe de
mesures de Dirac :
∑
1≤i≤N
aiδci (avec ai ≥ 0). Un exemple est e´tudie´ plus en
de´tails dans le premier chapitre de cet ouvrage.
2.2.2. Fonction de Lyapunov. Dans la the´orie des syste`mes dynamiques,
il existe une notion tre`s importante, appele´e fonction de Lyapunov. Lors-
qu’on parvient a` exhiber une telle fonction, l’e´tude se simplifie conside´rablement.
Tout d’abord, de´finissons ce qu’est cette fonction.
De´finition 2.8. Une fonction de Lyapunov pour le flot Φ par rapport a`
l’ensemble compact invariant Λ ⊂ E est une fonction continue V : E → R
qui est constante le long des trajectoires de Λ (i.e. pour tout x ∈ Λ, t ≥ 0,
V (Φt(x)) = V (x)) et strictement de´croissante ailleurs (i.e. pour tout x ∈
E\Λ, t > 0, V (Φt(x)) < V (x)).
Remarque 2.9. Lorsque le flot Φ est associe´ a` l’e´quation x˙ = −∇V (x),
alors V est une fonction de Lyapunov par rapport a` l’ensemble des points
critiques de V . Les flots de gradient sont plus faciles a` e´tudier que les flots
ge´ne´raux.
L’existence d’une fonction de Lyapunov pour le flot associe´ a` F im-
plique la convergence du processus d’approximation stochastique X vers un
ensemble sur lequel cette fonction est constante.
Proposition 2.10. ([8] proposition 6.4) Supposons que V est une fonc-
tion de Lyapunov sur un ensemble Λ tel que V (Λ) est d’inte´rieur vide. Alors
chaque ensemble L intrinse´quement transitif par chaˆıne est contenu dans Λ
et V restreinte a` L est constante.
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3. Quelques ine´galite´s fonctionnelles
La me´thode de l’E.D.O. que nous pre´sentons ici a de´ja` e´te´ utilise´e dans
l’e´tude de diffusions renforce´es par Bena¨ım, Ledoux et Raimond [10], mais
uniquement pour des processus a` valeurs dans un espace compact. Nous
ge´ne´ralisons dans les chapitres 4 et 5 toute cette e´tude a` des espaces non
compacts (Rd ou plus ge´ne´ralement une varie´te´ riemannienne lisse, comple`te,
connexe, sans bord et a` courbure de Ricci minore´e). Pour ce faire, nous avons
besoin d’utiliser certaines ine´galite´s fonctionnelles et en particulier la notion
d’ultracontractivite´.
Deux ine´galite´s fonctionnelles sont en effet essentielles dans ce travail :
l’ine´galite´ de Sobolev logarithmique et l’ultracontractivite´. L’ine´galite´ de So-
bolev logarithmique implique en particulier l’existence d’un trou spectral et
cette ine´galite´ sera essentielle dans le chapitre 2 pour prouver la convergence
de l’algorithme du recuit simule´. L’ultracontractivite´ quant a` elle signifie que,
e´tant donne´ le semi-groupe markovien (Pt, t ≥ 0) de probabilite´ invariante
µ, Pt est un ope´rateur borne´ de L2(µ) dans L∞(µ) pour tout t ≥ 0. Ici, nous
aurons besoin d’une version uniforme de cette notion.
3.1. Ine´galite´ de Sobolev logarithmique. Une premie`re notion im-
portante est la fonctionnelle d’entropie, de´finie comme suit. Soit µ une me-
sure sur un espace polonais E. Pour toute fonction f ∈ L1(µ), on pose
(3.1)
Entµ(f) := Eµ (f log(f/Eµf)) =
∫
f log fdµ−
(∫
fdµ
)
log
(∫
fdµ
)
.
Conside´rons un semi-groupe markovien (Pt, t ≥ 0), de ge´ne´rateur infinite´simal
L et de mesure invariante µ. Nous de´finissons alors la fonctionnelle d’e´nergie
pour toute fonction f ∈ L2(µ) par :
(3.2) Eµ(f) := −Eµ(fLf)
De´finition 3.1. Soit L un ge´ne´rateur infinite´simal de mesure invariante
µ. On dit que µ satisfait une ine´galite´ de Sobolev logarithmique de constante
c > 0 si pour toute fonction f ∈ L2(µ), on a
Entµ(f2) ≤ cEµ(f).
Nous avons besoin d’obtenir de telles ine´galite´s, mais uniformes. Comme
nous ne conside´rons que des diffusions sur Rd, dont le terme de de´rive s’ex-
prime essentiellement par le gradient d’une fonction W , nous avons que
Eµ(f) =
∫ |∇f |2dµ. Dans notre cas, concernant l’algorithme du recuit si-
mule´ au chapitre 2, cela signifie que nous conside´rons une mesure invariante
Πt d’un processus de Markov (inhomoge`ne) et nous cherchons les constantes
c(t) donnant une de´croissance de l’e´nergie libre associe´e a` notre processus.
Nous obtiendrons ainsi un crite`re de convergence en probabilite´ du processus
Z, correspondant a` la premie`re famille e´tudie´e dans cette the`se.
L’ine´galite´ de Sobolev logarithmique est e´galement importante car elle
implique l’exitence d’un trou spectral.
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Proposition 3.2. (Rothaus [99]) Soit un semi-groupe markovien (Pt, t ≥
0), de ge´ne´rateur infinite´simal L et de mesure invariante µ. Si µ satisfait
une ine´galite´ de Sobolev logarithmique de constante c > 0, alors elle ve´rifie
l’ine´galite´ de trou spectral suivante : pour tout f ∈ L2(µ), on a
||Ptf − Eµ(f)||L2(µ) ≤ e−ct||f − Eµ(f)||L2(µ).
Cette dernie`re ine´galite´ est e´quivalente a` l’ine´galite´ de Poincare´ :
Eµ(f2)− (Eµf)2 ≤ 1
c
Eµ(f).
Pour obtenir une ine´galite´ de Sobolev logarithmique, on peut utiliser le
crite`re de Bakry et Emery [3]. Nous conside´rons toujours un semi-groupe
markovien (Pt, t ≥ 0), de ge´ne´rateur infinite´simal L et de mesure invariante
µ. Pour f, g ∈ L2(µ), nous de´finissons l’ope´rateur carre´ du champ associe´ a`
L par :
(3.3) Γ(f, g) :=
1
2
(L(fg)− fLg − gLf) .
On appelle ope´rateur Γ2 la forme biline´aire syme´trique suivante :
(3.4) Γ2(f, g) :=
1
2
(LΓ(f, g)− Γ(Lf, g)− Γ(f, Lg)) .
De´finition 3.3. Nous disons que l’ope´rateur L ve´rifie une ine´galite´ de
courbure-dimension CD(ρ,m), avec ρ ∈ R et m ∈ [1,∞], si pour toute
fonction f ∈ L2(µ), on a
Γ2(f, f) ≥ ρΓ(f, f) + 1
m
(Lf)2.
L’ine´galite´ en dimension infinie Γ2(f, f) ≥ ρΓ(f, f) est appele´e crite`re de
courbure ou Γ2.
The´ore`me 3.4. (Bakry-Emery [3]) Supposons que le ge´ne´rateur infi-
nite´simal L satisfait le crite`re de courbure CD(ρ,∞) avec ρ > 0. Alors
la mesure µ, qui est suppose´e invariante par L, satisfait une ine´galite´ de
Sobolev logarithmique de constante 2/ρ.
Remarquons que si L = ∆−(∇V,∇), alors Γ(f, f) = |∇f |2 et Γ2(f, f) =
|∇2f |2 + (∇f,∇2V∇f), donc la condition V est strictement uniforme´ment
convexe suffit a` obtenir une ine´galite´ de Sobolev logarithmique pour la me-
sure invariante e−V .
Nous nous servirons de ce crite`re afin de prouver l’existence d’un trou
spectral (uniforme) pour le ge´ne´rateur infinite´simal correspondant a` la dif-
fusion renforce´e X. Cela est fait au chapitre 4.
3.2. Ultracontractivite´. Une deuxie`me notion fonctionnelle essentielle
est l’ultracontractivite´. La de´finition usuelle est la suivante. Un semi-groupe
markovien (Pt, t ≥ 0) est dit ultracontractif de L2(µ) dans L∞(µ) si Pt est
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un ope´rateur borne´ de L2(µ) dans L∞(µ) pour tout t. Cela signifie qu’il
existe une constante c(t) telle que
(3.5) ||Ptf ||∞ ≤ c(t)||f ||2.
Un crite`re pour obtenir de l’ultracontractivite´ est donne´ par Ro¨ckner et
Wang [97] :
Proposition 3.5. Soit (Pt, t ≥ 0) un semi-groupe de Markov, de ge´ne´rateur
infinite´simal A := 12∆−(∇U,∇), ou` ∇2U ≥ −K. Supposons qu’il existe une
fonction χ : R+ → R∗+ continue et strictement croissante telle que :
(1) lim
r→∞
χ(r)
r =∞,
(2) l’application gχ(r) := rχ(m log r) est convexe sur [1,∞) pour tout
m > 0,
(3) il existe b > 0 tel que A|x|2 ≤ b− χ(|x|2).
Alors Pt admet une unique probabilite´ invariante. Si de plus
∫∞
2
1
χ(m log r)
dr
r <
∞ pour m > 0, alors Pt est ultracontractif. Si en outre, on a χ(r) = χrδ
avec χ > 0 et δ > 1, alors il existe une constante c(b, χ) > 0 telle que pour
tout 0 < t ≤ 1, on a
||Pt||2→∞ ≤ exp {ct−δ/(δ−1)}.
Dans notre cas, nous avons une nouvelle fois besoin d’uniformite´.
De´finition 3.6. Soit ε > 0. Soit (P λt , t ≥ 0, λ ∈ Λ) une famille de
semi-groupes de Markov. Supposons que pour tout λ ∈ Λ, le semi-groupe
(P λt , t ≥ 0) admet une unique probabilite´ invariante µλ. Nous disons que la
famille (P λt , t ≥ 0, λ ∈ Λ) est uniforme´ment ultracontractive si les ope´rateurs
P λt sont uniforme´ment borne´s de L
2(µλ) dans L∞(µλ) for tout 0 < t ≤ ε :
il existe une constante c > 0, inde´pendante de λ, telle que
(3.6) ||P λt ||2→∞ ≤ c(t), ∀0 < t ≤ ε, ∀λ ∈ Λ,
avec la notation ||P λt ||2→∞ := sup
f∈L2(µλ)\{0}
||Pλt f ||∞
||f ||2 .
L’uniforme ultracontractivite´ sera utilise´e dans le chapitre 4 de la the`se,
afin de controˆler le “noyau fondamental” (il s’agit de l’inverse du ge´ne´rateur
infinite´simal) de la diffusion renforce´e X. Cela nous permettra de montrer
que la mesure d’occupation normalise´e µt, correspondant a` la seconde fa-
mille de processus, est une pseudo-trajectoire asymptotique d’un certain flot
de´terministe.
4. Diffusions renforce´es par la moyenne de la mesure
d’occupation normalise´e
Cette partie correspond a` la premie`re partie, soit les deux premiers cha-
pitres, de cette the`se. Il s’agit d’un travail effectue´ en commun avec Se´bastien
Chambeu (Universite´ d’Orsay).
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Soit un potentiel W : Rd → R, suffisamment lisse (de classe C2) et une
fonction “me´moire” g : R+ → R+ strictement positive, de primitive G. Nous
supposons que W est strictement convexe en dehors d’un compact et qu’elle
admet un nombre fini de points critiques. Notons Min = {m1,m2, · · · ,mn}
ses minima locaux et Max = {M1,M2, · · · ,Mp} l’ensemble de ses points
instables, soit ses maxima locaux et points selles. De plus pour chaque i,
pour tout ξ ∈ Rd, nous supposons (∇2W (mi)ξ, ξ) > 0 et pour tout Mi,
∇2W admet une valeur propre strictement ne´gative. Nous nous inte´ressons
au processus a` me´moire longue Z, solution de l’e´quation
(4.1)
{
dZt = dBt − g(t)∇W (Zt − µt)dt
Z0 = z
ou` B est un mouvement brownien standard et nous rappelons que µt est la
moyenne de la mesure empirique du processus Z, de´finie par
µt =
1
r + t
(
rµ¯+
∫ t
0
Zsds
)
, µ0 = µ.(4.2)
Ici, µ est une probabilite´ initiale (donne´e) sur Rd, µ¯ repre´sente la moyenne
de µ et r > 0 est un poids initial.
Nous nous inte´ressons au comportement asymptotique d’un tel proces-
sus. Le premier re´flexe naturel est de conside´rer le processus “centre´” sui-
vant :
(4.3) Yt := Zt − µt.
Il est aise´ de ve´rifier que (Yt, t ≥ 0) satisfait l’e´quation
(4.4)
{
dYt = dBt − g(t)∇W (Yt)dt− Yt dtr+t ;
Y0 = z − µ.
Nous remarquons de plus que nous pouvons exprimer µt et Xt en fonction
de Yt uniquement, car
dµt = Yt
dt
r + t
.
L’ide´e est alors d’e´tudier le processus markovien inhomoge`ne Y , car ce der-
nier est plus simple que Z qui n’est pas markovien.
4.1. Cas quadratique. Bien entendu, dans le cas quadratique W (x) =
(x, cx) (ou` c est une matrice syme´trique de´finie positive), nous avons une
solution explicite de l’e´quation et nous connaissons donc l’e´criture de Z, µt
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et Y en fonction du mouvement brownien uniquement :
Zt = z + rc(µ− z)F (t) +
∫ t
0
[
1− (r + s)cecG(s)(F (t)− F (s))
]
dBs,
µt = z + r (µ− z)
(
1
r + t
e−cG(t) + cF (t)
)
+
∫ t
0
[
1− (r + s)cecG(s)
(
F (t)− F (s) + 1
r + t
e−cG(t)
c
)]
dBs,
Yt =
1
r + t
e−cG(t)
(∫ t
0
(r + s)ecG(s)dBs + r(z − µ)
)
.
Cela nous permet d’obtenir tous les comportements de Z en fonction de la
fonction g. Ainsi, nous avons une certaine intuition sur le comportement
asymptotique de Z avec des potentiels plus complexes.
4.2. Comportement asymptotique.
4.2.1. Ergodicite´ (ponctuelle). Tout d’abord, il est possible de montrer
que le processus Y ve´rifie le the´ore`me ergodique ponctuel, ce qui s’exprime
de la fac¸on suivante. (Pour fixer les ide´es, on peut supposer pour simplifier
que les points critiques de W ne sont pas de´ge´ne´re´s.)
The´ore`me 4.1. Il existe des variables ai > 0 et bi ≥ 0 telles que
1
t
∫ t
0
δYsds →
t→∞
n∑
i=1
aiδmi +
p∑
i=1
biδMi p.s.,
au sens de la convergence faible des mesures : pour toute fonction f continue
borne´e sur Rd, on a presque suˆrement lim
t→∞
1
t
∫ t
0 f(Ys)ds =
∑
1≤i≤n
aif(mi) +∑
1≤i≤p
bif(Mi).
Pour de´montrer un tel re´sultat, la the´orie des pseudo-trajectoires asymp-
totiques est essentielle ! En effet, l’ide´e est de prouver que Y est une pseudo-
trajectoire asymptotique en probabilite´ d’un certain flot de gradient Φ. En-
suite, nous savons par [11] que la mesure d’occupation normalise´e limite est
un sous-ensemble des probabilite´s invariantes pour Φ. En fait, il s’agit de
combinaison line´aire de mesures de Dirac en les points critiques de W . De
plus, nous conjecturons que bi ≡ 0. Maintenant, nous nous demandons si
ce the´ore`me reste encore valable pour le processus (plus complexe) Z ? La
re´ponse est donne´e par les deux re´sultats suivants.
Proposition 4.2. Le processus µt converge presque suˆrement si et seule-
ment si 1t
∫ t
0 Ysds = o
(
(log t)−1
)
.
En particulier, si Yt
p.s.−−→
t→∞ 0 a` une vitesse polynomiale alors le processus µt
converge presque suˆrement.
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Corollaire 4.3. Le processus Z satisfait le the´ore`me ergodique ponctuel
si et seulement si µt converge presque suˆrement.
Remarque 4.4. Si par exemple g est polynomiale (g(t) = tβ avec β > 0)
ou exponentielle et si W a un unique minimum en 0, alors µt converge par la
proposition pre´ce´dente et ainsi Z satisfait le the´ore`me ergodique ponctuel.
En revanche, si W n’admet pas de minimum en 0, alors Y ne converge
pas p.s. vers 0, ce qui implique une divergence de µt et donc Z n’est pas
ergodique.
4.2.2. Convergence presque suˆre des trajectoires. Nous pouvons e´galement
en dire plus sur la trajectoire de Z, comme le prouve le re´sultat suivant.
The´ore`me 4.5. Supposons que g(t)−1 logG(t) = o((log t)−2). Alors la
variable limite Y∞ est un des points critiques de W . Pour Y∞ = 0, posons
Z∞ := µ0 +
∫∞
0 Ys
ds
r+s (lorsqu’elle est finie). Nous sommes alors dans l’un
des cas suivants :
(1) Si 0 est l’unique minimum de W , alors
P(Zt → Z∞) = P(µ¯t → Z∞) = 1;
(2) Si 0 est un minimum local de W et s’il existe d’autres minima
locaux, alors
P(Zt → Z∞) + P(|Zt| → ∞) = 1
et
1 > P(Zt → Z∞) > 0, 1 > P(µ¯t → Z∞) > 0;
(3) Si 0 n’est pas un minimum local de W , alors
P(|Zt| → ∞) = P(µ¯t →∞) = 1.
Remarquons de plus que sur {Y∞ 6= 0}, on a
Xt
log t
p.s.−−→ Y∞.
4.3. Convergence en loi et recuit simule´. Bien entendu, lorsque
g(t)−1 logG(t) ne converge pas vers 0, nous ne pouvons en aucun cas espe´rer
une convergence presque suˆre. En revanche, une convergence dans un sens
plus faible (en probabilite´ ou en loi) est possible. Pour ce faire, nous utili-
sons l’ine´galite´ de Sobolev logarithmique et nous inspirons des techniques
fonctionnelles de recuit simule´. Expliquons brie`vement en quoi consiste le
recuit simule´.
Le proble`me lie´ au recuit simule´ consiste en la localisation des minima
globaux d’un certain potentiel W . Ce proble`me est issu de la chimie. Notons
ε la tempe´rature et conside´rons la mesure de Gibbs suivante sur un espace
U :
(4.5) Π(dx) =
1
Z
e−
1
kε
W (x)dx,
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ou` k est la constante de Boltzmann et W est le potentiel (e´nergie) du
syste`me. Z est la constante de normalisation. Nous cherchons alors l’en-
semble U = {x ∈ U ;W (x) = inf(W (y); y ∈ U)}. Le recuit simule´, introduit
par Kirkpatrick, Gelatt et Vecchi [71] et inde´pendamment par Cerny [30],
est conc¸u pour re´soudre des proble`mes d’optimisation globale comme celui-
ci. Le recuit simule´ que nous pre´sentons ici est l’interpre´tation mathe´matique
des remarques suivantes. Lorsque la tempe´rature ε tend vers 0, alors la dis-
tribution de Gibbs (4.5) est concentre´e sur les minima globaux U de W .
Donc les e´tats de basse e´nergie du syste`me (proches de U) controˆlent le
comportement du syste`me en basse tempe´rature. Expe´rimentalement, on
atteint ces e´tats en me´langeant une substance puis en la refroidissant lente-
ment, en faisant attention aux tempe´ratures qui figent le syste`me. Certains
cristaux sont obtenus par cette me´thode. Si on refroidit le syste`me trop rapi-
dement, alors on peut le figer en un e´tat “me´tastable”, c’est-a`-dire s’arreˆter
en un minimum local (non global). Si en revanche, on refroidit le syste`me
trop lentement, alors le syste`me va se figer en un minimum global, mais tre`s
lentement. La tempe´rature optimale de refroidissement (la tempe´rature de
recuit) est obtenue par la compe´tition entre ces deux phe´nome`nes. L’ide´e
est alors “d’imiter mathe´matiquement” cette expe´rience, en supposant que
la tempe´rature ε(t) de´pend du temps et tend vers 0 a` l’infini.
Dans le cas discret, le premier probabiliste a` traiter ce proble`me, est
Hajek [57]. Il ge´ne`re une chaˆıne de Markov inhomoge`ne (sur un espace
d’e´tat fini) dont la probabilite´ invariante est la mesure de Gibbs. En temps
continu, cela revient a` e´tudier la diffusion markovienne Xε dans Rd, dont
le terme de de´rive est le gradient du potentiel W et dont le coefficient de
diffusion de´croˆıt vers 0, soit
(4.6) dXεt = ε(t)dBt −∇W (Xε)dt, Xε0 = x.
Ici, ε2 repre´sente le sche´ma de de´croissance de la tempe´rature. Sous certaines
conditions, le syste`me aura tendance a` se concentrer au voisinage des minima
globaux du potentiel. Ne´anmoins, lorsque la de´croissance de tempe´rature est
trop rapide, il pourra se geler en des minima locaux. Il faut donc trouver les
bons taux de refroidissement pour e´viter cette dernie`re situation.
Il faut voir Xε comme une perturbation de la trajectoire X0 du syste`me
dynamique dX
0
t
dt = −∇W (X0t ). Chiang, Hwang et Sheu [5] ont e´tudie´ la
vitesse de convergence de la quantite´ Px(Xεt ∈ ·) via la the´orie des grandes
de´viations pour la densite´ des fonctions de transition de Xε. Il s’ave`re qu’il
existe un nombre c > 0 tel que pour tout k > c, une de´croissance de la
tempe´rature en k(log t)−1 entraˆıne le syste`me vers les minima globaux. Cette
constante c est lie´e au comportement asymptotique du trou spectral (de la
seconde valeur propre) de certains ope´rateurs, qui ne sont autres que les
ge´ne´rateurs infinite´simaux des diffusions Xε.
Notons que Chiang, Hwang et Sheu [5] font partie des premiers pro-
babilistes a` avoir prouve´ la convergence de l’algorithme du recuit simule´
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pour ε(t)2 = k/ log t avec k > c suffisamment grand. Ensuite, Royer [100]
parvient a` trouver la constante c optimale (si k ≤ c, alors il prouve que
l’algorithme ne converge pas). Enfin, Miclo [88] utilise et ge´ne´ralise une
me´thode fonctionnelle, initie´e par Holley et Stroock [63]. Il montre par des
ine´galite´s fonctionnelles (Sobolev logarithmique) que l’e´nergie libre (c’est-
a`-dire l’entropie relative de la loi du processus au temps t par rapport a`
la probabilite´ invariante au meˆme instant t) satisfait une certaine ine´galite´
diffe´rentielle, et tend vers 0 a` l’infini (sous certaines hypothe`ses). Ceci im-
plique la convergence du processus vers les minima globaux du potentiel.
C’est de cette dernie`re e´tude qu’est inspire´ le chapitre 2.
The´ore`me 4.6. Supposons que lim
t→∞g(t)
−1 logG(t) = k, ou` k > 2osc(W )
est une constante lie´e aux oscillations de la fonction W . Alors le processus
Y converge en loi vers une variable ale´atoire Y∞, dont la loi de probabilite´
est concentre´e sur les minima globaux de W .
Remarque 4.7. Nous obtenons alors imme´diatement que si nous sup-
posons que g(t)−1 logG(t) converge vers une constante positive k > c. Alors
les assertions suivantes sont e´quivalentes :
(1) le processus Z converge en loi vers µ∞,
(2) µt converge presque suˆrement vers µ∞,
(3) 1t
∫ t
0 Ysds = o
(
(log t)−1
)
.
Cela nous implique alors le comportement suivant du processus Z, graˆce
au the´ore`me de Slutsky.
The´ore`me 4.8. Supposons que g(t)−1 logG(t) converge vers une constante
positive k > c. Alors nous avons le re´sultat suivant :
– Si W est telle que
∑
1≤i≤n
aimi +
∑
1≤i≤p
biMi = 0, alors Zt converge en
loi vers Y∞ +
∫∞
0 Ys
ds
r+s ;
– Sinon, alors Zt diverge.
Remarque 4.9. 1) Une condition suffisante pour que µt converge est que
W a un unique minimum en 0. Ainsi, lorsque g(t) = 2c log t et W admet un
unique minimum en 0, alors Z converge en loi vers 0. De plus, lorsque W
est symme´trique, alors Z converge en loi.
2) Remarquons e´galement que ce dernier re´sultat n’est absolument pas en
contradiction avec celui concernant la convergence presque suˆre. Effective-
ment, nous conjecturons que si k ≤ c, alors le processus Y converge en loi
vers une combinaison convexe de minima locaux de W . Cette e´tude n’est pas
faite ici.
5. Diffusions renforce´es par la mesure d’occupation normalise´e
Ce paragraphe correspond a` la seconde partie de la the`se (chapitres 3, 4
et 5). Le chapitre 3 ne contient aucun nouveau re´sultat. Il s’agit en fait d’une
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introduction tre`s ge´ne´rale sur les diffusions renforce´es, e´nonc¸ant bon nombre
de re´sultats sans de´monstration. Il permet de situer notre travail (c’est un
court “survey”). Les chapitres 4 et 5 quant a` eux ge´ne´ralisent les articles
de Bena¨ım, Ledoux et Raimond [10], ainsi qu’en partie Bena¨ım et Raimond
[13]. Ce sont les premiers re´sultats obtenus pour des diffusions renforce´es
par la mesure d’occupation normalise´e dans des espaces non compacts.
Dans les chapitres 4 et 5 de ce manuscrit, nous nous plac¸ons sur l’es-
pace de dimension infinie P(Rd), l’ensemble des probabilite´s sur Rd, muni
de la topologie de la convergence faible, qui est me´trisable. Ainsi, toutes
les de´finitions (topologiques) pre´ce´dentes d’ensemble limite, d’attracteur
et d’ensemble transitif par chaˆıne sont encore valables, de meˆme que le
the´ore`me annonc¸ant que les ensembles limites de pseudo-trajectoires asymp-
totiques sont transitifs par chaˆıne. Le point tre`s de´licat ici est de prouver
qu’une diffusion renforce´e est encore pseudo-trajectoire asymptotique d’un
certain syste`me de´terministe.
5.1. Etude the´orique. De´crivons tout d’abord le mode`le e´tudie´. Sup-
posons donne´s deux potentiels V : Rd → R+ et W : Rd × Rd → R+. V
est appele´ “potentiel de confinement” et W est le “potentiel d’interaction”,
suppose´s de classe C2 et positifs. Nous e´tudions ici le processus X solution
de l’E.D.S. suivante :
dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ
(5.1)
ou` (Bt) est un mouvement brownien de dimension d et (µt) est la mesure
d’occupation normalise´e du processus, avec un poids initial r > 0 et une
probabilite´ initiale µ. Rappelons qu’il s’agit donc de la suite (µt; t ≥ 0)
de´finie par
µt :=
rµ+
∫ t
0 δXsds
r + t
.(5.2)
Le proble`me est de de´crire le comportement asymptotique de µt. On se
pose en particulier la question de savoir si ce processus ve´rifie le the´ore`me
ergodique ponctuel.
Les hypothe`ses essentielles sur les potentiels V et W sont les suivantes :
(1) V est une fonction strictement convexe et il existe des constantes
c > 0 et δ > 1 telles que on a lim
|x|→∞
|x|−2δ(∇V (x), x) ≥ c ;
(2) il existe κ > 0 telle que pour tout x, y ∈ Rd, on a
W (x, y) + |∇xW (x, y)|+ |∇2xxW (x, y)| ≤ κ(V (x) + V (y));
(3) W (x, y) = W1(x, y) +W2(x, y) ou` W2 ainsi que ses deux premie`res
de´rive´es (en x) sont borne´es par rapport a` la variable x (ce qui
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signifie que W2(x, y) + |∇xW2(x, y)|+ |∇2xxW2(x, y)| ≤ κV (y)) et il
existe M > 0 telle que pour tout x, y, ξ ∈ Rd, on a
((∇2V (x) +∇2xxW1(x, y))ξ, ξ) ≥M |ξ|2.
Remarque 5.1. 1) L’hypothe`se de convexite´ de V sert a` confiner le pro-
cessus µt (afin d’obtenir de la tension), alors que la condition sur (∇V (x), x)
sert a` appliquer le re´sultat de Ro¨ckner et Wang, cite´ dans le paragraphe sur
les ine´galite´s fonctionnelles (ultracontractivite´ uniforme).
2) Nous sommes oblige´s de controˆler W par V , a` la fois pour bien de´finir
les objets conside´re´s, mais surtout pour des raisons techniques.
3) L’hypothe`se de courbure sert a` obtenir un trou spectral, indispensable
a` notre e´tude. Elle signifie de plus que V peut compenser un manque de
convexite´ de W .
Conside´rer des diffusions renforce´es est singulie`rement plus complique´
sur un espace non compact que sur un compact. En effet, le premier proble`me
de taille est d’obtenir l’existence d’un trou spectral. Dans le cas compact,
cela ne pose pas de proble`me majeur. En revanche, sur un espace non com-
pact, cette existence n’est pas e´vidente du tout ! C’est pourquoi nous avons
besoin au chapitre 4 d’introduire des ine´galite´s fonctionnelles uniformes,
inutiles dans le cas compact mais indispensables ici. L’existence du trou
de spectre ainsi que l’uniforme ultracontractivite´ sont intimement lie´es au
comportement asymptotique (stricte convexite´) du potentiel de confinement
V . Le manque de compacite´ entraˆıne e´galement d’autres difficulte´s tech-
niques. Effectivement, cela engendre des proble`mes topologiques, que nous
parvenons a` surmonter graˆce a` la norme V de´finie un peu plus loin. Cela
explique le besoin de dominer le potentiel d’interaction W par V . Enfin,
nous obtenons un syste`me dynamique qui engendre un flot local et non glo-
bal. Le dernier point est le plus de´licat : il faut montrer que le processus µt
est pseudo-trajectoire asymptotique presque suˆre du syste`me dynamique en
question.
5.1.1. Tension. La proposition suivante montre que, graˆce au potentiel
de confinement V qui est suppose´ strictement convexe, nous obtenons que
le processus µt est tendu. Nous pouvons ainsi restreindre l’espace des pro-
babilite´s sur Rd a` un ensemble compact (pour la topologie faible* de la
convergence des mesures).
Proposition 5.2. i) La famille (µt, t ≥ 0) est presque suˆrement tendue.
ii) L’ensemble limite de µt est compact pour la topologie faible*.
5.1.2. Intuition. Notre but est d’e´tudier le comportement asymptotique
de µt. Si nous conside´rons le processus de diffusionXµ, satisfaisant l’e´quation
dXµt = dBt − (∇V (Xµt ) +∇W ∗ µ(Xµt ))dt, X=x,
qui correspond a` l’e´quation (2.5), ou` µt est fixe´ a` µ dans le terme de de´rive,
alors nous savons par un re´sultat d’ergodicite´ classique que µt converge
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presque suˆrement vers la probabilite´ invariante de la diffusion Xµ. La pro-
babilite´ invariante Π : P(Rd) → P(Rd) de la nouvelle diffusion est donne´e
par :
(5.3) Π(µ)(dx) :=
1
Z(µ)
e−2(V (x)+W∗µ(x))dx.
Nous cherchons alors un e´quivalent a` ce re´sultat classique et avons l’intuition
suivante : lorsque µt converge, la mesure limite est un point fixe de Π. En
fait, similairement aux processus d’approximation stochastique dont nous
avons discute´ pre´ce´demment, nous pouvons espe´rer que les trajectoires de
µt sont approche´es par un flot de´terministe. Ceci se traduit par le fait que la
mesure empirique µt est une pseudo-trajectoire asymptotique pour le flot du
syste`me dynamique induit par Π(µt) − µt. En re´alite´, nous allons montrer
que la mesure change´e de temps µr(et−1) est pseudo-trajectoire asymptotique
du flot pre´ce´dent.
Expliquons d’ou` vient le changement de temps. Remarquons tout d’abord
que la de´rive´e temporelle de µt vaut ddtµt =
δXt−µt
r+t . Afin d’obtenir un
re´sultat homoge`ne temporellement, conside´rons le changement de temps
h(t) = r(et − 1). Nous obtenons alors ddtµh(t) = δXh(t) − µh(t). Il s’agit d’une
mesure singulie`re par rapport a` la mesure de Lebesgue. Ne´anmoins, nous
parvenons a` montrer que la diffe´rence entre cette de´rive´e et Π(µh(t))− µh(t)
tend presque suˆrement vers ze´ro lorsque t croˆıt vers l’infini. Cela signifie que
le processus µt est pseudo-trajectoire asymptotique presque suˆre du syste`me
dynamique. Nous pouvons alors utiliser les techniques introduites dans les
premiers paragraphes de cette introduction.
5.1.3. Syste`me dynamique et principaux re´sultats. Comme nous travaillons
sur un espace de mesures, nous he´ritons de diffe´rentes notions de conver-
gence. Ainsi, nous parlons de pseudo-trajectoires asymptotiques (p.s. ou en
probabilite´) faibles (respectivement fortes) lorsque la distance d choisie cor-
respond a` la topologie de la convergence faible (respectivement forte) des
mesures.
Nous sommes ici oblige´s de continuellement jongler entre la topologie
faible* et la topologie forte des mesures. Ceci est duˆ au fait que la premie`re
topologie est tout a` fait adapte´e au domaine des probabilite´s, alors que les
re´sultats lie´s au syste`me dynamique sont connus pour la topologie forte.
Soit l’espace des mesures signe´esM(Rd). Nous introduisons l’espace suivant :
M(Rd;V ) := {µ ∈M(Rd);
∫
Rd
V (y)|µ|(dy) <∞}.
Soit C0(Rd,M(Rd;V )) l’ensemble des fonctions continues de Rd dansM(Rd;V )
muni de la topologie de la convergence uniforme sur les intervalles compacts.
Cet espace est me´trisable et donc tous les re´sultats pre´ce´dents concernant
les syste`mes dynamiques et les processus d’approximation stochastique sont
encore vrais.
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Afin de tenir compte du fait que l’espace ambiant n’est pas compact,
nous introduisons la V -norme de la fac¸on suivante : pour toute fonction
continue f ,
||f ||V := sup
{ |f(x)|
V (x)
;x ∈ Rd
}
.
La convergence au sens de la topologie faible* se de´finit de la manie`re
suivante. Conside´rons une suite de mesures (µn;n ≥ 0). On dit que la
suite µn tend faiblement vers la mesure µ∞ si pour toute fonction conti-
nue f ∈ C0(Rd;V ), de V -norme finie, on a
lim
n→∞
∫
Rd
f(x)µn(dx) =
∫
Rd
f(x)µ∞(dx).
De plus, on dit que la suite (µn) tend vers µ∞ pour la topologie forte si on
a
lim
t→∞||µn − µ∞||V = 0,
ou` ||µ||V := sup
{∣∣∫
Rd f(x)µ(dx)
∣∣ ; f ∈ C0(Rd;V ), |f | majore´e par V }.
Introduisons maintenant le syste`me dynamique Φ. Soit Φ : R×M(Rd;V )→
M(Rd;V ) le flot de´fini par
Φ0(µ) = µ,
d
dt
Φt(µ) = Π(Φt(µ))− Φt(µ).(5.4)
C’est afin d’e´tudier ce flot que nous avons besoin des deux diffe´rentes topo-
logies. Le re´sultat suivant annonce le lien entre le syste`me de´terministe et
le processus ale´atoire. Pour les conditions initiales x, r, µ, nous notons Px,r,µ
la loi de la solution de (2.5).
The´ore`me 5.3. Sous la mesure Px,r,µ, la fonction t 7→ µh(t) est presque
suˆrement une pseudo-trajectoire asymptotique pour le flot Φ pour la topologie
faible.
Nous pouvons, graˆce au the´ore`me pre´ce´dent combine´ avec le the´ore`me
1.12, de´crire l’ensemble limite de la mesure d’occupation normalise´e.
The´ore`me 5.4. L’ensemble limite de (µt, t ≥ 0) est presque suˆrement
un ensemble libre d’attracteur pour le flot Φ.
5.1.4. Syme´trie de W . Dans certains cas particuliers, nous pouvons ca-
racte´riser en de´tails l’ensemble limite de la mesure empirique.
The´ore`me 5.5. Supposons que W est syme´trique. Alors, l’ensemble li-
mite de (µt, t ≥ 0) est Px,r,µ-presque suˆrement un sous-ensemble compact
connexe (pour la topologie faible*) des points fixes de Π.
Corollaire 5.6. Supposons W syme´trique. Si l’ensemble des points
fixes de Π est fini (µi, 1 ≤ i ≤ n), alors (µt; t ≥ 0) converge presque suˆrement
vers l’un de ces points fixes.
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Remarque 5.7. On ne peut pas expliciter la valeur des probabilite´s du
corollaire, car elles de´pendent du point de de´part (cela est montre´ simplement
sur un exemple au de´but du chapitre 4).
5.2. Application : exemple sur R2. La mesure empirique µt peut
avoir un comportement asymptotique fort complexe. Nous e´tudions un cas
particulier, inspire´ du cas compact ([10]), dans le chapitre 5. De´crivons ici
ce qui se passe. Nous nous plac¸ons sur R2. Soit γ la probabilite´ de´finie par
γ(dx) = 1Z e
−2V (x)dx, ou` Z est juste la constante de normalisation. Nous
supposons que le potentiel de confinement V est tel que V (x) = V (|x|)
et que le potentiel d’interaction s’e´crit sous la forme d’un produit scalaire
W (x, y) = (x,Ry) ou` R est une matrice de rotation sur R2. Dans la suite,
nous e´tudions en premier lieu le cas R = −Id (qui est de´ja` inte´ressant
malgre´ la syme´trie de W ), puis le cas ge´ne´ral. Evidemment, nous pouvons
facilement ge´ne´raliser cette e´tude au potentiel W (x, y) = a(x,Ry) ou` a est
un re´el quelconque.
Le but de cet exemple est de montrer que la dynamique asymptotique
de µt est tre`s riche. Nous allons en particulier exhiber un cas ou` la mesure
d’occupation µt converge vers une mesure ale´atoire et un autre ou` elle tourne,
ce qui signifie que son ensemble limite est un cercle de mesures.
Tout d’abord, commenc¸ons par e´tudier le comportement de la moyenne
empirique µt. En effet, nous montrons –dans le chapitre 5– qu’il est suffisant
d’e´tudier µt pour obtenir des informations sur µt. Cela est duˆ au re´sultat
suivant :
Lemme 5.8. ([10], corollaire 3.10) Soit (E, d) un espace me´trique, Φ¯ :
E × R → E un flot sur E et G : P(Rd) → E une fonction continue. Sup-
posons que G ◦ Φt = Φ¯t ◦ G. Soit L l’ensemble limite de µt. Alors presque
suˆrement, G(L) est un ensemble libre d’attracteur pour Φ¯.
Cela justifie le fait d’e´tudier µt. Il faut ensuite conside´rer l’application G
et le flot Φ¯ qui conviennent. Il est facile de montrer que la moyenne empirique
satisfait l’e´quation
d
dt
µ¯t = F¯ (µ¯t), µ¯0 = µ¯,
avec F¯ (µ) := −µ + ∫R2 xΠ¯(µ)(dx) et Π¯(µ¯)(dx) := e−2(x,Rµ¯)Z(µ¯) γ(dx). Dans
notre cas, nous choisissons G(µ) = µ et Φ¯ le flot engendre´ par l’e´quation
pre´ce´dente.
De´finissons e´galement la fonction H : R+ → R+ qui joue un roˆle pri-
mordial dans la suite de l’e´tude :
H(α) :=
∫ ∞
0
dργ(ρ)
∫ 2pi
0
dve−αρ cos v.
Remarquons que H(α) s’exprime comme inte´grale de la fonction de Bessel I0
par H(α) =
∫∞
0 dργ(ρ)I0(αρ). Tout d’abord, e´tudions l’e´quation simplifie´e
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(ou` p est le point cardinal
(
1
0
)
et F : R+ → R) :
(5.5)
d
dt
α = F (α) = −α+ 2 d
dα
log
(∫
R2
e−α(x,Rp)γ(dx)
)
.
Nous pouvons alors e´noncer le re´sultat interme´diaire suivant.
Proposition 5.9. Si
∫∞
0 ρ
2γ(ρ)dρ ≤ 1, alors 0 est l’unique e´quilibre de
l’e´quation (5.5) et 0 est stable. De plus, le bassin d’attraction de 0 est R+.
Si
∫∞
0 ρ
2γ(ρ)dρ > 1, alors 0 est un point line´airement instable et il existe
un autre point d’e´quilibre (strictement positif), note´ α1, pour l’e´quation (5.5)
qui est stable. En outre, le bassin d’attraction de α1 est R∗+.
De cette proposition, nous de´duisons le comportement asymptotique de
µt dans le cas particulier qui suit, ou` W est syme´trique.
The´ore`me 5.10. Conside´rons la diffusion renforce´e sur R2 associe´e aux
potentiels V (x) = V (|x|) et W (x, y) = −(x, y). Nous avons alors deux com-
portements possibles :
(1) Si
∫∞
0 γ(ρ)ρ
2dρ ≤ 1, alors p.s. µt (w)−−→ γ ;
(2) Si
∫∞
0 γ(ρ)ρ
2dρ > 1, alors il existe une variable ale´atoire v ∈ S1
telle que p.s. µt
(w)−−→ µv∞ avec
µv∞(dx) =
eα1(x,v)
Z1
γ(dx),
ou` Z1 est la constante de normalisation et α1 est l’unique solution
strictement positive de l’e´quation F (α) = −α+ 2H′(α)H(α) = 0.
Voici une illustration dynamique de ce re´sultat. La premie`re figure montre
que la mesure γ est stable et attire toutes les trajectoires dans le cas ou` le
moment quadratique de γ est infe´rieur a` 1.
La figure suivante repre´sente le point γ, qui devient instable lorsque
l’inte´grale est strictement supe´rieure a` 1 :
Le principal re´sultat est le the´ore`me suivant, qui ge´ne´ralise le the´ore`me
pre´ce´dent.
The´ore`me 5.11. Conside´rons la diffusion auto-interagissante sur R2
associe´e aux potentiels V (x) = V (|x|) et W (x, y) = (x,Ry), ou` R est la
matrice de rotation bi-dimensionnelle R =
(
cos θ sin θ
− sin θ cos θ
)
, avec 0 ≤ θ <
2pi. Alors le comportement asymptotique de µt est l’un des trois cas suivants :
(1) Si V est tel que
∫∞
0 γ(ρ)ρ
2dρ cos θ+ 1 > 0, alors presque suˆrement,
nous avons µt
(w)−−→ γ ;
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Fig. 4. La mesure d’occupation converge p.s. vers γ.
Fig. 5. La mesure d’occupation converge p.s. vers un point
µv∞ du cercle.
(2) Si V est tel que
∫∞
0 γ(ρ)ρ
2dρ cos θ+1 ≤ 0, alors il y a deux diffe´rents
comportements possibles :
a) si θ = pi, alors il existe une variable ale´atoire v ∈ S1 telle
que presque suˆrement µt
(w)−−→ µv∞ avec
µv∞(dx) =
eα1(x,v)
Z1
γ(dx),
ou` Z1 est la constante de normalisation et α1 est l’unique solution
strictement positive de l’e´quation −α+ 2H′(α)H(α) = 0,
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b) si θ 6= pi, alors l’ensemble limite de (µt) est {ν(δ), 0 ≤ δ <
2pi} avec probabilite´ 1, ou`
ν(δ) =
1
eTθ − 1
∫ Tθ
0
dsesµv(s tan θ+δ),θ∞ ,
avec Tθ = 2pi(tan θ)−1 et µ
v,θ∞ est l’unique solution strictement po-
sitive de −α+ 2 cos θH′(α)H(α) = 0.
Nous remarquons imme´diatement que dans le cas ou` −pi2 ≤ θ ≤ pi2 , alors
presque suˆrement, la mesure µt converge (au sens de la convergence faible
des mesures) vers la probabilite´ γ. De plus, le moment quadratique de γ
est essentiel dans cette e´tude : le comportement asymptotique de la mesure
empirique normalise´e de´pend comple´tement de V , meˆme pour des potentiels
W relativement simples. Expliquons un peu ce dernier re´sultat.
Ce the´ore`me signifie que la probabilite´ γ joue le meˆme roˆle que celui joue´
habituellement par la mesure de Lebesgue. De ce fait, si nous supposons que∫∞
0 dργ(ρ)ρ
2 cos θ > −1, alors la mesure empirique se comporte comme un
mouvement brownien (mais construit par rapport a` la mesure γ).
En revanche, si θ = pi et
∫∞
0 dργ(ρ)ρ
2 ≥ 1, alors l’attraction est suffi-
samment forte pour que µt converge (au sens de la topologie faible). Dans
ce cas, nous pouvons en fait contrer les variations duˆes au mouvement brow-
nien et la mesure d’occupation empirique converge presque suˆrement vers
une probabilite´, qui est proche d’une gaussienne.
Si on conside`re enfin que θ 6= pi et qu’il y a suffisamment d’attraction,
alors le biais induit par θ oblige la mesure µt a` tourner et l’ensemble limite de
(µt) est un cercle de mesures {ν(δ), 0 ≤ δ < 2pi}. Ce dernier comportement
est illustre´ par la figure suivante.
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Fig. 6. L’ensemble limite est un cercle de mesures.
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Premie`re partie
Diffusions renforce´es par la
moyenne de la mesure
d’occupation normalise´e

CHAPITRE 1
Comportement ergodique et convergence presque
suˆre de certaines diffusions auto-interactives
Il s’agit d’un travail en commun avec Se´bastien Chambeu. Le titre ori-
ginal de cet article, e´crit en anglais, est “Some particular self-interacting
diffusions : ergodic behavior and almost sure convergence”.
1. Introduction
Self-interacting diffusions have been first introduced by Durrett and
Rogers [10] under the name of Brownian polymers. The study of such
processes (with path-interaction) has been an intensive research area since
the seminal work of Norris, Rogers and Williams [15]. Cranston and Le
Jan [7], Raimond [17] and Herrmann and Roynette [12] have studied some
self-interacting diffusions and have obtained that the sample paths of the
solution converge a.s. or at least are a.s. bounded (see also Cranston &
Mountford [8] and Mountford & Tarre`s [14]). Self-interacting diffusions de-
pending on the normalized occupation measure have been recently studied
since the work of Bena¨ım, Ledoux and Raimond [2]. In the compact case
(the process is living on a Riemannian compact manifold), they have proved
that the asymptotic behavior of the normalized occupation measure can be
related to the analysis of some deterministic dynamical flow defined on the
space of the Borel probability measures. Bena¨ım and Raimond [3, 4] went
further in this study and in particular, they gave sufficient conditions for
the a.s. convergence of the normalized occupation measure.
Very recently, Raimond [18] has studied the asymptotic properties of
some processes X living on a Riemannian compact manifold M , solution to
the Stochastic Differential Equation (SDE)
dXt = dBt − g(t)∇V ∗ µt(Xt)dt,
with V ∗ µt(x) = 1t
∫ t
0 V (x,Xs)ds, µt =
1
t
∫ t
0 δXsds and g(t) = a log(1 + t)
(or more generally |g(t)| ≤ a log(t) and g′(t) = O(t−γ) with 0 < γ ≤ 1).
He has more particularly investigated the example M = Sn and V (x, y) =
− cos d(x, y) (where d is the geodesic distance on Sn) and proved that µt
converges a.s. towards a Dirac measure.
In this paper, we are concerned with some self-interacting processes liv-
ing on Rd. Let us consider a potential V : Rd → R+ smooth enough and a
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non decreasing application g : R+ → R+. Our goal is to study the ergodic
behavior of the self-interacting diffusion X solution to the SDE
(1.1)
{
dXt = dBt − g(t)∇V (Xt − µt)dt
X0 = x
where B is a standard Brownian motion and µt denotes the empirical mean
of the process X, defined by
µt =
1
r + t
(
rµ¯+
∫ t
0
Xsds
)
, µ0 = µ.(1.2)
Here µ is an initial (given) probability measure on Rd, µ¯ denotes the mean
of µ and r > 0 is an initial weight.
We first get interested in this kind of processes when we were trying to
extend the results of Bena¨ım, Ledoux and Raimond [2] and Raimond [18]
to non-compact spaces. We began to notice that for a quadratic interaction
potential V , the SDE satisfied by the process is exactly of the previous form
and then we managed to go further when penalizing the occupation measure.
Afterwards, it was natural to study the self-interacting diffusions discussed
here.
The first important (and natural!) thing to do is to introduce the process
Y defined by
(1.3) Yt = Xt − µt.
It appears that the process (Yt, t ≥ 0) is the solution to the SDE
(1.4)

dYt = dBt − g(t)∇V (Yt)dt− Yt dtr+t ;
Y0 = x− µ;
dµt = Yt
dt
r+t .
The study of Y is easier than the study of X and, moreover, it has an inter-
esting asymptotic behavior. Actually, we will prove that, depending on g,
the process Y converges a.s. and satisfies the pointwise ergodic theorem (the
convergence in probability or in law will be studied in a forthcoming paper).
Nevertheless, we are interested in the process X which does not satisfy the
pointwise ergodic theorem in general, because the empirical mean does not
converge. This explains the difficulty of the study of self-interacting diffu-
sions in non-compact spaces that is dXt = dBt −
∫
Rd ∇V (Xt − x)dµt(x)dt.
We manage to give here a complete description to the asymptotic be-
havior of both µt and X (for this latter, we are just looking for the almost
sure convergence). For simplicity, we suppose that the potential V does not
admit any degenerate critical point. This assumption will be weakened in
the following. First, we state the ergodic result:
Theorem 1.1. (1) The process Y satisfies the pointwise ergodic
theorem. This means that with probability 1, the normalized oc-
cupation measure of Y converges weakly to a random measure, and
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what is more, this last measure is a convex combination of Dirac
measures taken in the critical points of V .
(2) The process X satisfies the pointwise ergodic theorem if and only if
V has a unique minimum in 0 and converges almost surely.
The second and main result of this paper is the following description of
the asymptotic behavior of X:
Theorem 1.2. Suppose that g(t)−1 logG(t) = o((log t)−2), where G is a
primitive of g.
(1) Then the process Yt converges almost surely to Y∞, where Y∞ be-
longs to the set of the local minima of V . Moreover, for all local
minimum m of V , one has P(Y∞ = m) > 0.
(2) On one hand, on the set {Y∞ = 0}, we have that both Xt and µt
converge almost surely to µ∞ := µ+
∫∞
0 Ys
ds
r+s . On the other hand,
on the set {Y∞ 6= 0}, we get that lim
t→∞Xt/ log t = Y∞.
The remainder of the paper is organized in the following way. In Section
2, we introduce the notations and hypotheses, and add the proof of the
existence of a global solution to the SDE studied. Afterwards, we motivate
our study by the basic case V quadratic, for which we have an explicit
expression of X and Y . Later, we describe in details the behavior of Y
around the local extrema of V . Then, we describe in Section 5 the ergodic
behavior of Y and give conditions (on g) for the almost sure convergence of
Y . Finally, Section 6 is divided in two parts. The first one is devoted to
the main results (namely we give necessary and sufficient conditions for the
ergodic result for X), whereas in the second one we deal with conditions for
the almost sure convergence of X (depending on g).
2. Notation, hypotheses and existence
We give briefly the notations we will use in the following. We denote
by G the function G(t) =
∫ t
0 g(s)ds. In the whole following, (·, ·) denotes
the Euclidian scalar product. We denote by P(Rd) the set of probability
measure on Rd.
In the sequel, the technical assumptions on the potential V : Rd → R+
are the following:
(1) (regularity and positivity) V ∈ C2(Rd) and V ≥ 0;
(2) (convexity) V is strictly uniformly convex out of a compact set K;
(3) (growth) there exist a, b > 0 such that for all x ∈ Rd, we have
(2.1) ∆V (x) ≤ a+ bV (x).
We also assume that V has a finite number of critical points. Let Max =
{M1,M2, · · · ,Mp} be the set of saddle points and local maxima of V and
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Min = {m1,m2, · · · ,mn} be the set of the local minima of V . We assume
that ∀i, ∀ξ ∈ Rd, (∇2V (mi)ξ, ξ) > 0 and for all Mi, ∇2V admits a negative
eigenvalue. The convexity assumption implies that we can decompose V =
W +χ where W is a strictly convex function and χ is a compactly supported
function: there exists c > 0 and C˜ > such that ∇2W (x) ≥ cId > 0 and ∇χ
is Lipschitz with a constant C˜ > 0.
Remark 2.1. We can for instance suppose that V is (asymptotically) a
polynomial (V (x) = |x|4) or exponential.
We also need to have some (not restrictive) hypothesis for the application
g : R+ → R+.
(1) g ∈ C1(R+) and g > 0 is positively bounded by below at the infinity;
(2) for all T > 0, G−1(t+ T )−G−1(t) →
t→∞ 0 where G
−1 is the gener-
alized inverse of G (that is G−1(t) = inf{x|G(x) ≥ t});
(3) tg
′(t)
g(t) converges when t tends to the infinity.
Remark 2.2. Without any lost of generality, we can suppose that g ≥ 2.
For instance, g(t) = 2 + t satisfies the preceding conditions.
The main goal of this paper is to study the asymptotic behavior of µt
and show that X satisfies the pointwise ergodic theorem, that is
Definition 2.3. The process X satisfies the pointwise ergodic theorem if
there exists a measure µ∞ such that µt := 1r+t
(
rµ+
∫ t
0 δXsds
)
w−→ µ∞ a.s..
That is for all continuous bounded f , 1t
∫ t
0 f(Xs)ds
a.s.−−→ ∫ fdµ∞.
Let us begin by showing that the SDE studied admits a unique global
strong solution:
Proposition 2.4. For any x ∈ Rd, µ ∈ P(Rd) and r > 0, there exists a
unique global strong solution (Xt, t ≥ 0) of (1.1).
Proof. We want to emphasize that the local existence and uniqueness
of all the SDEs studied in this paper is standard (see for instance [20]
theorem 11.2). We will just prove here that Y , hence X (because Xt =
Yt +
∫ t
0 Ys
ds
r+s), does not explode in a finite time.
We apply the Itoˆ formula to the asymptotically increasing function x 7→
V (x):
dV (Yt) = (∇V (Yt), dBt)+
(
1
2
∆V (Yt)− g(t)|∇V (Yt)|2 − 1
r + t
(∇V (Yt), Yt)
)
dt.
Let us introduce the family of stopping times τn = inf{t ≥ 0;V (Yt) +∫ t
0 g(s)|∇V (Ys)|2ds > n}. We note that
∫ t∧τn
0 (∇V (Ys), dBs) is a true mar-
tingale. Now the growth condition (3.1) on V implies that there exists C
such that
EV (Yt∧τn) ≤ V (y) + C
∫ t
0
(1 + EV (Ys∧τn))ds.
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Applying the Gronwall lemma to α(t) = EV (Yt∧τn), we get EV (Yt∧τn) ≤
(V (y)+C+1)eCt. It just remains to prove that for all t ≥ 0, the probability
P(∀m, τm ≤ t) vanishes. The Markov inequality joint with the preceding
inequality implies the following for any n ∈ N:
P(∀m, τm ≤ t) ≤ P(τn ≤ t) = P
(
sup
0≤s≤t
{
V (Ys) +
∫ s
0
g(u)|∇V (Yu)|2du
}
> n
)
≤ P
(
sup
0≤s≤t
∫ s
0
(∇V (Yu),dBu) > n/2
)
+ P
(
V (y) + C(t+
∫ t
0
V (Yu)du) > n/2
)
≤ 2
n
C
(
t+
∫ t
0
EV (Ys)ds
)
= O(n−1).
Therefore, we conclude that there exists m such that V (Yt) ≤ m for all
t > 0 and as lim
|x|→∞
V (x) =∞, it implies that Y does not explode in a finite
time. 
3. A motivating example: the quadratic case
We consider V (x) = 12(x, cx), where c is a symmetric positive definite
matrix. In this case, the SDE studied becomes:{
dXt = dBt − g(t)∇V ∗ µt(Xt)dt
X0 = x
(3.1)
where V ∗ µt(x) :=
∫
V (x − y)µt(dy) and µt is the normalized occupation
measure of the process, namely
µt =
r
r + t
µ+
1
r + t
∫ t
0
δXsds.
Remark 3.1. For the sake of simplicity, we restrict our attention to
the case d = 1, because the method is exactly the same when d ≥ 1. The
only thing to do is to diagonalize the matrix c and to remember that for an
orthogonal matrix U , the process (U ·Bs, s ≥ 0) is also a Brownian motion.
Therefore we consider
∇V ∗ µt(x) = cx− 1
r + t
∫ t
0
cXsds− r
r + t
cµ.
3.1. Explicit expression of X. When the interaction function is qua-
dratic, we can express X in terms of Brownian martingales and a deter-
ministic part. Moreover, we can prove the convergence of the normalized
occupation measure “directly” only with the expression of Xt and µt.
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Proposition 3.2. If X is the solution to (3.1) and Yt = Xt − µ¯t then
we have
Yt =
1
r + t
e−cG(t)
(∫ t
0
(r + s)ecG(s)dBs + r(x− µ)
)
.
Proof. We introduce the process Y . This process satisfies
(3.2) dYt = dBt −
(
cg(t) +
1
r + t
)
Ytdt, Y0 = x− µ.
We want to show that Yt = 1r+te
−cG(t)
(∫ t
0 (r + s)e
cG(s)dBs + r(x− µ)
)
. Our
strategy is to consider the process U , which is a modification of Y , defined
by Ut := (r + t)ecG(t)Yt. Then the Itoˆ formula implies
dUt = (r + t)ecG(t)dBt ; U0 = r(x− µ)
and we deduce from U the expression of Y . 
Corollary 3.3. The solution to the SDE (3.1) is given by
Xt = x+ rc(µ− x)F (t) +
∫ t
0
[
1− (r + s)cecG(s)(F (t)− F (s))
]
dBs
and furthermore
µt :=
1
r + t
∫ t
0
Xsds+
r
r + t
µ = x+ r (µ− x)
(
1
r + t
e−cG(t) + cF (t)
)
+
∫ t
0
[
1− (r + s)cecG(s)
(
F (t)− F (s) + 1
r + t
e−cG(t)
c
)]
dBs
where F (t) =
∫ t
0 e
−cG(s) g(s)
r+sds.
Proof. We already know the expression of Yt := Xt − µ¯t. We also
easily get that dµt =
Yt
r+tdt, and therefore, by Fubini’s theorem for stochastic
integrals
µt =
∫ t
0
(r + u)ecG(u)(H(t)−H(u))dBu + r(x− µ¯)H(t) + µ¯
with H(t) :=
∫ t
0
e−cG(u)
(r+u)2
du. This last result implies
Xt = Yt + µt
=
∫ t
0
(r + s)ecG(s)
(
e−cG(t)
r + t
+H(t)−H(s)
)
dBs
+
(
e−cG(t)
r + t
+H(t)
)
r(x− µ) + µ
Using an integration by parts we get H(t) − H(s) = e−cG(s)r+s − e
−cG(t)
r+t −∫ t
s
cg(y)e−cG(y)
r+y dy and the result follows. 
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Remark 3.4. According to the expression of X, we find that (Xt, t ≥
0)
(d)
= (−Xt, t ≥ 0) if and only if µ = x = 0.
3.2. Ergodic result. We now begin to prove the pointwise ergodic
theorem for the following non-homogeneous (Gauss-)Markov process Y .
Lemma 3.5. Let a : R+ → R+ be a continuous function, positively
bounded by below at the infinity, such that A(t) :=
∫ t
0 a(s)ds increases to
A(∞) = ∞, and for V (t) := e−2A(t) ∫ t0 e2A(s)ds, V (∞) < ∞. Consider the
process defined by
dYt = −a(t)Ytdt+ dBt, Y0 = y.
Then, denoting by γ the centered Gaussian measure with variance V (∞)1,
we have for all continuous bounded function ϕ
1
t
∫ t
0
ϕ(Ys)ds
a.s.−−→
t→∞
∫
ϕ(y)γ(dy).
Proof. We will prove the result for the Fourier transform. We begin
to note that we can give an explicit expression of this process, that is
Yt = e−A(t)
(∫ t
0
eA(s)dBs + y
)
.
Let Fs := σ(Bu, 0 ≤ u ≤ s). It is obvious that, knowing the filtration
Fs, Yt has a Gaussian law of mean m(s, t) := e−(A(t)−A(s))Ys and variance
V (s, t) := e−2A(t)
∫ t
s e
2A(u)du. Fix t, u ∈ R and define the martingaleM t,us :=
E
(
eiuYt |Fs
)
= exp
{
iuYsm(s, t)− u22 V (s, t)
}
. We use the Itoˆ formula for
the martingale s 7→ M t,us to find that dM t,us = iue−(A(t)−A(s))M t,us dBs. As
a consequence, we find (by integrating the preceding martingale between 0
and t) that
eiuYt = EeiuYt +
∫ t
0
iue−(A(t)−A(s))M t,us dBs.
Then it is easily shown, while applying the Fubini theorem for stochastic
integrals (see [19] p.175),
(3.3)
∫ t
0
eiuYsds =
∫ t
0
EeiuYsds+
∫ t
0
dBs
∫ t
s
iue−(A(r)−A(s))M r,us dr.
But, as Y is a Gaussian process with variance V (0, t), it converges in distri-
bution to a Gaussian variable of law γ = N (0, V (∞)) and we have because
of the Cesa`ro result,
1
t
∫ t
0
E[eiuYs ]ds →
t→∞ e
−u2V (∞)2/2.
It remains to find an equivalent to the stochastic part of (3.3). On the
set {∫∞0 ∣∣∫∞s iue−(A(r)−A(s))M r,us dr∣∣2 ds < ∞}, the stochastic part of (3.3)
1we consider here, by an abuse of notations, that N (0, 0) = δ0.
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converges a.s. to a finite variable and therefore it is of the order of o(t). We
decompose the stochastic part of the equation(3.3) in
(3.4)∫ t
0
dBs
∫ +∞
s
iue−(A(r)−A(s))M r,us dr −
∫ t
0
dBs
∫ +∞
t
iue−(A(r)−A(s))M r,us dr.
On {∫∞0 ∣∣∫∞s iue−(A(r)−A(s))M r,us dr∣∣2 ds =∞}, we use the law of large num-
bers for martingales to get∫ t
0
dBs
∫ ∞
s
iue−(A(r)−A(s))M r,us dr = o
(∫ t
0
∣∣∣∣∫ ∞
s
iue−(A(r)−A(s))M r,us dr
∣∣∣∣2 ds
)
.
Actually, we find the rough upper bound by using the initial definition of
M r,us :∣∣∣∣∫ t
s
iue−(A(r)−A(s))M r,us dr
∣∣∣∣ ≤ |u|∫ t
s
e−(A(r)−A(s))dr = |u|eA(s)(K(t)−K(s))
where we have defined K(t) :=
∫ t
0 e
−A(s)ds. We now need the following
development of K: K(t) = K(∞)− e−A(t)a(t) + o
(
e−A(t)
a(t)
)
and we thus find∫ t
0
e2A(s)(K(t)−K(s))2ds ≤ 2(K(t)−K(∞))2
∫ t
0
e2A(s)ds
+ 2
∫ t
0
e2A(s)(K(∞)−K(s))2ds = O(t).
For the second part of (3.4) we have∣∣∣∣∫ t
0
dBs
∫ ∞
t
iue−(A(r)−A(s))M r,us dr
∣∣∣∣ = O(|u|(K(∞)−K(t))∫ t
0
eA(s)dBs
)
.
We finally use the law of the iterated logarithm for the Brownian motion in
order to obtain:∫ t
0
dBs
∫ ∞
t
iue−(A(r)−A(s))M r,us dr = O
(
|u|a(t)−3/2 logA(t)
)
= o(t)
and the result follows. 
Lemma 3.6. The variable µt =
1
r+t
∫ t
0 Xsds +
r
r+tµ converges almost
surely.
Proof. We recall that H(t) :=
∫ t
0
e−cG(u)
(r+u)2
du = 1r − cF (t) − e
−cG(t)
r+t . We
begin to decompose the process µt = µ1t + µ
2
t + µ
3
t with
µ1t = µ+ r(x− µ)H(t);
µ2t = (H(t)−H(∞))
∫ t
0
(r + s)ecG(s)dBs;
µ3t =
∫ t
0
(r + s)ecG(s)(H(∞)−H(s))dBu.
50
Obviously the deterministic part of µt, namely µ1t , converges because of the
convergence of H.
We need the following development of H:
H(t) = H(∞)− 1
cg(t)(r + t)2
e−cG(t) + o
(
e−cG(t)
t2g(t)
)
.(3.5)
The deterministic part of µ2t is equivalent to
1
cg(t)(r+t)2
e−cG(t). Moreover
the quadratic variation of the stochastic part of µ2t is equal to
∫ t
0 (r +
s)2e2cG(s)ds = O
(
(r+t)2e2cG(t)
G(t)
t
)
. The law of the iterated logarithm ([13]
theorem 3) implies then that µ2t
a.s.−−→
t→∞ 0.
For the last part of µt, we remark that it is a local martingale, and actually
a L2-bounded-martingale. Thus µ3t converges a.s. to µ¯
3∞.
We conclude that µt
a.s.−−→
t→∞ µ∞ with µ∞ = µ+H(∞)r(x− µ) + µ
3∞. 
Theorem 3.7. With probability 1, the normalized occupation measure
µt converges weakly to a random measure µ∞, and the previous limit µ∞ is
the mean of µ∞.
Proof. We point out that the deterministic part of Xt is convergent
(because of the formula 3.3).
We decompose the process X into three parts: Xt = µ∞ + φ(t)Ut + o(1)
where
µ∞ = x+ cr(µ− x)F (∞) +
∫ ∞
0
[
1− (r + s)cecG(s)(F (∞)− F (s))
]
dBs
Ut =
e−cG(t)
r + t
∫ t
0
(r + s)ecG(s)dBs
φ(t) = c(r + t) (F (∞)− F (t)) ecG(t)
One more time, we will prove the result for the Fourier transform of the
process. We have the following:
1
t
∫ t
0
eiuXsds =
eiu(µ∞+o(1))
t
∫ t
0
eiuφ(s)Usds.
As it was shown in the lemma 3.6, the random variable µ∞ is well-
defined. Moreover, we also know (see the lemma 3.5) that the random
variable φ(t)Ut satisfies the pointwise ergodic theorem. It then implies the
ergodic result for this process: 1t
∫ t
0 e
iuφ(s)Usds converges a.s.. As a conse-
quence, the Fourier transform of µt converges a.s. and we conclude that
µt
w−→
t→∞ µ∞ a.s. 
Corollary 3.8. Suppose that g converges. Then the limit µ∞ is a
Gaussian measure with a random mean, µ∞ = N
(
µ∞,
1
2g(∞)c
)
.
Proof. Straightforward. 
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3.3. Asymptotic behavior of X. In the preceding subsection, we
have still shown that the process X satisfies the pointwise ergodic theorem.
We prove here that, depending on g, the process X exhibits two different
asymptotic behaviors: either X converges in probability, or it converges
almost surely.
First, we give a result describing roughly the asymptotic behavior of X.
Proposition 3.9. Suppose that g converges
(
lim
t→∞g(t) = a
)
.
Then we get P
(
lim sup
t→∞
Xt = +∞
)
= P
(
lim inf
t→∞ Xt = −∞
)
= 1.
Proof. The measure µ∞ is diffusive. Let A be a subset of R. We have
that ∫ t
0
δXs(A)ds ∼
t→∞ tl
where l is a positive constant depending on A. Therefore
∫∞
0 δXs(A)ds =∞
a.s.. It implies that for all constant K > 0
∫∞
0 δXs([K,∞[)ds =∞ a.s. and
thus
P
⋂
K≥1
{∫ ∞
0
ds1{Xs≥K} =∞
} = 1.
We conclude that P(lim sup
t→∞
Xt = +∞) = 1. The proof is exactly the same
for lim
t→∞
Xt. 
Proposition 3.10. Suppose that lim
t→∞g(t) = ∞. Then Xt converges in
probability and µt converges a.s. to δX∞.
Proof. We know that Y is a Gaussian process and E(Y 2t ) = O(g(t)−1))
thus Y converges in L2 and therefore in probability to 0 (by the inequality
of Markov). Writing Xt = Yt +
∫ t
0 Ys
ds
r+s , we get that (E|Xt|2, t ≥ 0) is a
Cauchy sequence and thus converges. As consequence, X converges in L2.
We then easily get that µt converges toward δX∞ in probability. But we
still know that µt converges a.s. and then we conclude by uniqueness of the
limit. 
Proposition 3.11. Suppose that g(t)−1 logG(t) is bounded for all t ≥ 0.
Then there exists M > 0 such that
P(lim sup
t→∞
|Yt| = M) = 1.
Proof. The process Y satisfies the SDE (3.2). Therefore, we can
rewrite Y as a Brownian local martingale: Yt = 1f(t)
(
Y0 +
∫ t
0 f(s)dBs
)
where f(t) := (r + t)ecG(t). We point out the following asymptotic result∫ t
0
e2cG(s)ds = O
(
g(t)−1e2cG(t)
)
.
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The law of iterated logarithm permits us to conclude that there exists M > 0
such that with probability 1, we have lim|Yt| = M . 
Corollary 3.12. Suppose that g(t)−1 logG(t) is bounded for all t ≥ 0.
Then the process Xt is bounded a.s., converges in probability (but not a.s.!)
and a.s. µt converges weakly to δX∞.
Proof. We can express the process X in the following way: Xt =
Yt + µt. We know that Y is a.s. bounded and µt converges a.s. so that
X is also a.s. bounded. Moreover, Y is a Gaussian process and thus Y
converges (in law) to a centered Gaussian variable, which is bounded, that
is Y converges in probability to 0. But we remark that Y does not converge
a.s. because of the law of the iterated logarithm. As a consequence, the
process X converges in probability to µ∞. We conclude by the uniqueness
of the limit that µt
a.s.−−→
t→∞ δX∞ . 
Remark 3.13. We meet the condition of the preceding result for instance
with g(t) = log(1 + t).
Proposition 3.14. Suppose that lim
t→∞g(t)
−1 logG(t) = 0. Then the fol-
lowing holds:
i) The process Yt := Xt − µt converges to 0 a.s.
ii) The process Xt converges to µ∞ a.s. and µt converges a.s. to δµ∞.
Proof. We only have to prove that Yt := Xt−µt converges a.s. to 0. We
have seen that Yt = e
−cG(t)
r+t
∫ t
0 (r+ s)e
cG(s)dBs + r(x− µ) e−cG(t)r+t =: Y 1t + Y 2t .
The deterministic part of Yt, namely Y 2t , converges obviously to 0. Then,
the law of the iterated logarithm implies that Yt converges a.s. to 0. 
Remark 3.15. For instance we can choose g(t) = tβ with β > 0 or
g(t) = et.
4. Study of the process Y
We study the process Y , which is the solution to the following SDE
dYt = dBt −
(
g(t)∇V (Yt) + Yt
r + t
)
dt; Y0 = x− µ.(4.1)
We recall that V is a general potential of class C2 and strictly uniformly
convex out of a compact set. From now on, we suppose that lim
t→∞g(t) = +∞.
4.1. The process Yt gets close to the critical points of V .
Proposition 4.1. Let Y be the solution to (1.4). Then with probability
1, the process Y gets as close as we want to the set Min ∪Max, that is
∀ε > 0, let T εt := inf{s ≥ t; d(Ys,Min ∪Max) < ε}, then for all t, we get
T εt <∞ a.s.
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Proof. Let ε > 0. We apply the Itoˆ formula to the function x 7→ V (x)
and we obtain
dV (Yt) =
(
∇V (Yt), dBt − g(t)∇V (Yt)dt− Yt
r + t
dt
)
+
1
2
∆V (Yt)dt;
dV (Yt) = (∇V (Yt),dBt)−D(t, Yt)dt.(4.2)
where we have introduced
D(t, y) = g(t)|∇V (y)|2 + 1
r + t
(y,∇V (y))− 1
2
∆V (y).(4.3)
We recall that Min∪Max is the set of the local extrema of V. Then it follows
from the hypotheses on the function V that on the set {z; d(z,Min∪Max) >
ε} and for t ≥ 0, the applications y 7→ 1r+t(y,∇V (y))+ 12 |∇V (y)|2− 12∆V (y)
and y 7→ (g(t) − 12)|∇V (y)|2 are bounded from below (recall the growth
assumption ∆V ≤ a+bV , and because V is strictly convex out of a compact
set, there exists a positive constant k such that ∆V (y) ≤ k(1 + |∇V (y)|2).
Actually, for the strictly convex function W , there exists a positive constant
k such that W (y) ≤ k|∇V (y)|2). Moreover, the second one, that is y 7→
(g(t)− 12)|∇V (y)|2, is positive for t arbitrarily large. Therefore, there exists
t0 = t0(ε) such that: ∀ t > t0, ∀ y ∈ {z; d(z,Min ∪Max) > ε} we have
(4.4) g(t)|∇V (y)|2 + 1
r + t
(y,∇V (y))− 1
2
∆V (y) ≥ g(t)
2
|∇V (y)|2 > 0.
We also introduce the stopping time T εt = inf{s ≥ t; d(Ys,Min∪Max) < ε}
and we want to prove that for all t > t0, we get P(T εt < +∞) = 1. Then, it
follows from (4.2) and (4.4) that, for t > t0, we have two super-martingales:(
V (Ys∧T εt )
)
s≥t and
(
V (Ys∧T εt ) +
1
2
∫ s∧T εt
0
g(u)|∇V (Yu∧T εt )|2du
)
s≥t
.
These two super-martingales are nonnegative and therefore they converge
a.s. as s→∞. As a consequence, the process
(∫ s∧T εt
0 g(u)|∇V (Yu∧T εt )|2du
)
s≥t
also converges a.s. If we suppose that we are on the set {T εt = +∞} it then
follows that
|∇V (Ys∧T εt )|2
a.s.−−→
s→∞ 0.
Thus Ys∧T εt gets close to Min ∪Max and there is a contradiction. Finally,
P(T εt < +∞) = 1 for all t ≥ t0 and the result follows. 
Corollary 4.2. Let (Yt)t≥0 be the solution to (1.4). Then a.s. the
process Y gets close to the set Min∪Max infinitely often, i.e. ∀ε > 0, there
exists a sequence of stopping times (Tn)n≥1 such that Tn goes to the infinity
and
∀n ≥ 1, P(Tn < +∞) = 1 and d(YTn ,Min ∪Max) < ε.
Proof. We apply the proof of the preceding proposition 4.1, with T εn =
inf{s > n; d(Ys,Min ∪ Max) < ε} < ∞ a.s. We conclude the proof by
taking Tn = T εn. 
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4.2. Case of a stable critical point: local minimum. We want to
study the behavior of the process Y near a local minimum m. We will prove
that if the process Y is near a local minimum m then the hypothesis on V
and g imply that the probability such that the set {Ys; s ≥ 0} is included in
a neighborhood of m is positive. Actually, a second-order Taylor expansion
permits us to compare (y−m,∇V (y)) and |y−m|2 and we use a comparison
theorem for the associate SDE.
Let m be a local minimum. We assume that m is a local minimum of
V with ∇2V (m) > 0. Taylor’s formula implies that there exists a > 0 and
ε0 > 0 such that
∀y such that |y −m| ≤ ε0 we have (y −m,∇V (y)) ≥ a|y −m|2.
Proposition 4.3. Suppose that t = o(g(t)). Let ε0 > ε > 0 and Y
the solution to (1.4). If there exists T0 > 0 such that, for all T > T0,
|YT −m| < ε, then the event {∀s ≥ T ; |Ys−m| < ε} has a positive probability
to occur. Moreover, almost surely, on the event {∀s ≥ T ; |Ys −m| < ε}, we
have
|Yt+T −m| = O
(√
g(t+ T )−1 logG(t+ T )
)
.
Proof. We will show during the proof that the event {∀s ≥ T ; |Ys −
mi| < ε} has a positive probability to occur. Suppose for the moment that
this event has a positive probability.
Suppose that d = 1. Let us consider the process Y˜ defined by Y˜t =
Yt+T −m. Then, V ′′(m) > 0 implies that there exists a > 0 such that
(4.5) ∀y such that y ∈ [0; ε], V ′(y +m) ≥ ay.
Let us introduce the non-negative process U solution to the SDE
(4.6) dUt = dBTt − ag(t+ T )Utdt+ dLt, U0 = Y˜0,
where L corresponds to the local time of U in 0. We now proceed in several
steps.
Step 1 : we show that the equation (4.6) has a unique solution. Let Ut
be a solution of (4.6). Let Z be the process defined by Zt = eaG(t+T )Ut. By
definition of U , we easily obtain that
dZt = eaG(t+T )dBTt + e
aG(t+T )dLt.
Let α(t) be the function such that
∫ α(t)
0 e
2aG(s+T )ds = t and define the pro-
cess A by At :=
∫ t
0 e
aG(s+T )dLs. Then, if we consider the time-changed
process Zα(t) = Wt + Aα(t) (where Wt =
∫ α(t)
0 e
aG(s+T )dBTs is a Brownian
motion), we remark that At increases if and only if Lt increases and conse-
quently, Aα(t) increases if and only if Zα(t) vanishes. Aα(t) is the local time
at zero of the standard Brownian motion W . The Skorokhod lemma entails
that the process Zα(t) is uniquely defined (see [11, 19]) by Zα(t) = W
+
t
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where W+t is the reflected Brownian motion associated to W . Therefore the
SDE (4.6) has a unique (strong) solution given by
(4.7) Ut = e−aG(t+T )W+α−1(t).
We point out that the process Ut is nonnegative.
Step 2 : Now by the law of the iterated logarithm, we obtain that there
exists a positive constant C such that
Ut ≤ Ce−aG(t+T )
√
α−1(t) log(log(α−1(t))) a.s.
If we manage to prove that C < ∞, then this proves directly that Ut =
O
(
g(t+ T )−1/2
√
logG(t+ T )
)
. We know that there exists a one dimen-
sional Brownian motion β such that
(Ut, t ≥ 0) (d)= (e−aG(t+T )
(∫ t
0
e2aG(s+T )ds
)1/2
|βTt |, t ≥ 0).
As a consequence, we get that the process sup
t≥0
Ut has the same law as
sup
t≥0
(∫ t
0 e
2a(G(s+T )−G(t+T ))ds
)1/2 |βTt |. But we remark that we have the fol-
lowing upper bound:
sup
t≥0
(∫ t
0
e2a(G(s+T )−G(t+T ))ds
)1/2
|βTt | ≤ sup
t≥0
(∫ t
0
e2a(G(s+T )−G(t+T ))ds
)1/2
sup
0≤s≤t
βTs .
Moreover, by the identity of Le´vy, the process sup
0≤s≤t
βTs has the same law as
LTt , that is the local time of β in 0. As a corollary to the identity of Le´vy
(we use the scaling property for the Brownian motion) one can prove that
Lt/
√
t
(d)
= L1
(d)
= sup
0≤s≤1
βs = |Z|, where Z is a standard Gaussian variable.
Thus, Lt/
√
t converges to Z. We recall that t = o(g(t)). Therefore, for all
η > 0, we have P
(
sup
t≥0
LTt√
g(t+T )
< η
)
> 0. Moreover, we easily find (with
an integration by parts) that
∫ t
0 e
2aG(s+T )ds is asymptotically equivalent to
e2aG(t+T )/g(t+ T ). We conclude that for all η > 0, we get
P
(
sup
t≥0
(∫ t
0
e2a(G(s+T )−G(t+T ))ds
)1/2
sup
0≤s≤t
βTs < η
)
> 0.
Thus, the result follows and C is a finite non-random constant.
Step 3 : we will now prove a martingale comparison theorem who enables
us to show that Y˜t ≤ Ut a.s. Let l be a function of class C2 such that:{ ∀x > 0, l(x) > 0 and l′(x) > 0,
∀x ≤ 0, l(x) = 0
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According to the Itoˆ formula added to (4.6), we have
l(Y˜t − Ut) = −
∫ t
0
l
′
(Y˜s − Us)
(
g(s+ T )V
′
(Y˜s +m)− g(s+ T )aUs + Y˜s +m
r + s+ T
)
ds
−
∫ t
0
l
′
(Y˜s − Us)dLs.
We recall that the process U is nonnegative. On the event {Y˜s > Us}, the
process Y˜ is positive, and therefore by the lower bound (4.5), we find that
g(s+T )V
′
(Y˜s +m)− g(s+T )aUs ≥ g(s+T )(aY˜s−aUs). We then have the
almost sure bound l(Y˜t −Ut) ≤ 0 and this added to the definition of l leads
to
(4.8) Y˜t ≤ Ut a.s.
Using the same argument on [−ε, 0] we get the lower bound Vt ≤ Y˜t, where
Vt is a non-positive process.
Finally, the processes V and U satisfy, by the law of the iterated loga-
rithm
lim sup
t→∞
Ut = − lim inf
t→+∞ Vt = limt→∞
√
g(t+ T )−1 logG(t+ T ).
Suppose that d > 1. We have seen previously that, without any lost of
generality, we can reduce to the case m = 0. We introduce the process
Y˜t = Yt+T . The Itoˆ formula implies (recall that d > 1)
(4.9) d|Y˜t| = dWt − g(t+ T )
(
Y˜t
|Y˜t|
,∇V (Y˜t)
)
dt− |Y˜t|
r + t+ T
dt+
d− 1
2|Y˜t|
dt
where Wt =
∫ t
0
(
Y˜s
|Y˜s|
, dBTs
)
is a standard Brownian motion. Then, the
condition ∇2V (0) > 0 implies that there exists a > 0 such that
(4.10) ∀y ∈ [0; ε], (y,∇V (y)) ≥ a|y|2.
Let us introduce the d−1 dimensional Bessel process R. Consider the time-
changed process Ut := e−aG(t+T )R∫ t
0 e
2aG(s+T )ds, which is the nonnegative
strong solution to the SDE
(4.11) dUt = dβTt − ag(t+ T )Utdt+
d− 1
2Ut
dt,
where βt is a Brownian motion. Now, applying the comparison theorem
(we have still proved it) to the nonnegative processes Y˜t and Ut we obtain,
on the event {∀s ≥ T ; |Ys| < ε}, that Y˜t ≤ Ut. On the other hand Rt
is the radial part of a d-dimensional Brownian motion. With the same
argument of scaling as in the one dimensional case, the law of the iterated
logarithm implies that Rt = O(
√
(t+ T ) log log(t+ T )), and consequently
Ut = O
(√
g(t+ T )−1 logG(t+ T )
)
.
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It remains to prove that the event {∀s ≥ T ; |Ys−m| < ε} has a positive
probability to occur. Let τT := inf{s > T ; |Ys −m| > ε}. We know that for
t < τT , we have |Yt+T − m| ≤ Ut + Vt. Then, we find that almost surely,
lim
t→∞|Yt∧τT −m| ≤ limt→∞
√
g(t)−1 logG(t) < ε. As a consequence, we get that
τT =∞ almost surely. This concludes the proof. 
Corollary 4.4. Suppose that g(t)−1 logG(t) −→
t→∞ 0. Then, the event
{∀s ≥ T ; |Ys −m| < ε} the process Yt −m converges almost surely to 0.
Proof. We follow the previous proof and recall that |Yt−m| ≤ Ut+Vt.
We conclude by the law of the iterated logarithm. 
4.3. Case of an unstable critical point.
4.3.1. Case of a local maximum. Let Mi be a local maximum of V.
The fact that ∆V (Mi) < 0 and the hypothesis on V imply that ε1 :=
sup{ε; ∀|y| < ε, ∆V (Mi + y) < 0} exists and is finite.
Proposition 4.5. Let 0 < ε < ε1, Mi a local maximum of V and T
a positive stopping time such that, for Y the solution of (1.4), we have
|YT −Mi| < ε. Then
P (∀s ≥ T ; |Ys −Mi| < ε) = 0.
Proof. For the sake of simplicity, we restrict our attention to the case
Mi = 0, because the method is exactly the same when Mi 6= 0.
We recall the Itoˆ formula :
dV (Yt+T ) = dMt+T −D(t+ T, Yt+T )dt
where Mt is the local martingale
∫ t
0 (∇V (Ys), dBs) and D(t, y) is defined by
(4.3). On the event A := {∀s ≥ T ; |Ys| < ε} we immediately obtain the
bound
D(t+ T, Yt+T ) = g(t+ T )|∇V (Yt+T )|2 + 1
r + t+ T
(Yt+T ,∇V (Yt+T ))
− 1
2
∆V (Yt+T )
≥ C1
r + t+ T
+
C2
2
where C1 = inf{(y,∇V (y)); |y| < ε} and C2 = − sup{∆V (y); |y| < ε} > 0.
We thus find for t large enough that D(t+ T, Yt+T ) ≥ C > 0 and therefore,
with Mt1lA = o(t), we get
(4.12) E (V (Yt+T )1lA) ≤ E (V (YT )1lA)− CtP(A) + o(t).
Finally, this last inequality is impossible since V is a nonnegative function.
To conclude, we obtain P(A) = 0. 
Remark 4.6. If Mi 6= 0 we have an additional term Mi log(t + T ) and
the proof is exactly the same.
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4.3.2. Case of a saddle point. Let Mi be a saddle point of V . First
of all, we remark that, if ∆(Mi) < 0, then we can follow the proof of the
proposition 3.3 to conclude. But we prefer to give here a general proof.
Let e be an unstable direction (that is ∂2eeV (Mi) < 0) associate to the
saddle point Mi and Pe : Rd 7→ Re the projection on Re. We know by the
hypotheses on V that such a direction exists (because for all i, ∇2V admits a
negative eigenvalue in Mi). As ∂2eeV (Mi) < 0 and the hypothesis on V imply
that ε2 := sup{ε; ∀|y| < ε, ∂2eeV (Mi + y) < 0 and (∂eV (Pe(y)), ∂eV (y)) > 0}
exists and is finite.
Proposition 4.7. Let 0 < ε < ε2, Mi a saddle point of V and T
a positive stopping time such that, for Y the solution of (1.4), we have
|YT −Mi| < ε. Then
P (∀s ≥ T ; |Ys −Mi| < ε) = 0
Proof. One more time, for the sake of simplicity, we restrict our at-
tention to the case Mi = 0, because the method is exactly the same when
Mi 6= 0. The Itoˆ formula applied to the function x 7→ V (Pe(x)) implies that
dV (Pe(Yt+T )) = dMt+T − D˜(t+ T, Yt+T )dt,
where M is the local martingale
∫ t
0 (∂eV (Pe(Ys)), Pe(dBs)) and the drift
term is defined by
D˜(t, Yt) := g(t) (∂eV (Pe(Yt)), ∂eV (Yt))+
1
r + t
(∂eV (Pe(Yt)), Pe(Yt))−12∂
2
eeV (Pe(Yt)).
On the event A := {∀s ≥ T ; |Ys| < ε} we immediately obtain the bound
D˜(t+ T, Yt+T ) ≥ C3
r + t+ T
+
C4
2
,
where C3 := inf{(Pe(y), ∂eV (Pe(y))); |y| < ε} and C4 := − sup{∂2eeV (Pe(y)); |y| <
ε} > 0. We thus find for t large enough that D˜(t + T, Yt+T ) ≥ 2C > 0 and
therefore, with Mt1lA = o(t), we get
E (V (Pe(Yt+T ))1lA) ≤ E (Pe(V (YT ))1lA)− CtP(A) + o(t).
Finally, as V is a nonnegative function, this last inequality is impossible for
P(A) > 0. 
5. Asymptotic behavior of Y
5.1. Pointwise ergodic theorem. The aim of this paragraph is to
prove that Y satisfies the pointwise ergodic theorem. We begin to show
that Y is bounded in L2.
Lemma 5.1. The process Y is L2-bounded.
Proof. The Itoˆ formula implies, with V = W + χ
d|Yt|2 = 2(Yt, dBt)−2g(t)(Yt,∇W (Yt))dt−2g(t)(Yt,∇χ(Yt))dt−2|Yt|
2
r + t
dt+ddt.
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But by hypothesis W is strictly convex everywhere, with a constant of con-
vexity C, and χ a compactly supported function, therefore y 7→ (y,∇χ(y))
is bounded (by a positive constant M). For all n ∈ N, define the stopping
time τn = inf{t; |Yt| > n}. Then we get by localization (and because g is a
non decreasing function):
E|Yt∧τn |2 ≤ E|Y0|2 + dt+MG(t) <∞.
Thus, we let n goes to the infinity, we use the lemma of Fatou and for
all t ≥ 0, we get Yt ∈ L2. By application of the Itoˆ formula, we find the
following inequality
d
dt
E|Yt|2 ≤ −2
(
Cg(t) +
1
r + t
)
E|Yt|2 + d+Mg(t).
Now we solve this inequality by solving u˙ = −2(Cg(t) + 1r+t)u and then
E|Yt|2 ≤ u(t)
(
E|Y0|2 +
∫ t
0
(d+Mg(s))u(s)−1ds
)
= O(1).

Remark 5.2. The same result holds for V (Yt) by adapting the proof.
The idea (in order to obtain the ergodic result for Y ) is to introduce
a dynamical system φ for which Y is an asymptotic pseudo-trajectory in
probability, that is
Definition 5.3. The process Y is an asymptotic pseudo-trajectory in
probability for the flow φ if ∀T, α > 0, it holds
(5.1) lim
t→∞P
(
sup
0≤h≤T
|Yt+h − φh(Yt)| ≥ α|Ft
)
= 0.
We refer the reader to [1] for more details on the notion of asymptotic
pseudo-trajectory.
Let us consider the time-changed process YG−1(t). This process satisfies
in particular (for all h ≥ 0)
YG−1(t+h) − YG−1(t) = BG−1(t+h) −BG−1(t) −
∫ h
0
∇V (YG−1(t+s))ds
−
∫ h
0
YG−1(t+s)
ds
κ(t+ s)
where we have defined κ(t) := (r +G−1(t))g(G−1(t)).
Proposition 5.4. Let φ : R× Rd → Rd be the flow defined by
(5.2)
d
dt
φt(x) = −∇V (φt(x)); φ0(x) = x.
60
Then Y is an asymptotic pseudo-trajectory in probability for the flow φ, that
is we have for all T > 0 and α > 0:
lim
t→∞P
(
sup
0≤h≤T
|YG−1(t+h) − φh(YG−1(t))| ≥ α|Ft
)
= 0.
Proof. A simple computation enables us to find, with the notation
Y˜t = YG−1(t) and B˜t = BG−1(t), that
Y˜t+h − φh(Y˜t) = B˜t+h − B˜t +
∫ h
0
(
∇V (φs(Y˜t))−∇V (Y˜t+s)
)
ds
−
∫ h
0
Y˜t+s
ds
κ(t+ s)
.
If we now consider the square process |Y˜t+h − φh(Y˜t)|2, we can apply the
Itoˆ formula to the function h 7→ e−2C˜h|Y˜t+h − φh(Y˜t)|2. We recall that V is
a strictly uniformly convex function out of a compact set, that is the sum
of a uniform convex function W (with constant C > 0) and a compactly
supported function χ such that ∇χ is C˜-Lipschitz. It then implies
1
2
d(e−2C˜h|Y˜t+h − φh(Y˜t)|2) = e−2C˜h
(
Y˜t+h − φh(Y˜t),dB˜t+h
)
+ e−2C˜h
(
Y˜t+h − φh(Y˜t),∇V (φh(Y˜t))−∇V (Y˜t+h)
)
dh
+ e−2C˜h
1
κ(t+ h)
(
Y˜t+h − φh(Y˜t), Y˜t+h
)
dh
+
1
2
e−2C˜hd < Y˜t+· − φ·(Y˜t) >h
− C˜e−2C˜h|Y˜t+h − φh(Y˜t)|2dh
≤ e−2C˜h(Y˜t+h − φh(Y˜t), dB˜t+h)
− Ce−2C˜h|Y˜t+h − φh(Y˜t)|2dh+ 12g(G−1(t+ h))dh
+
e−2C˜h
κ(t+ h)
(
Y˜t+h − φh(Y˜t), Y˜t+h
)
dh.
As a consequence, we have the following upper bound for the square process:
1
2
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)|2 ≤ sup
0≤h≤T
e2C˜h
∫ h
0
e−2C˜s(Y˜t+s − φs(Y˜t), dB˜t+s)
+
e2C˜T
2
∫ T
0
1
g(G−1(t+ s))
ds
+ sup
0≤h≤T
e2C˜h
∫ h
0
e−2C˜s
(
Y˜t+s − φs(Y˜t), Y˜t+s
)
κ(t+ s)
ds.
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We can now deduce a upper bound for the mean of the preceding pro-
cess. By the inequality of Burkholder-Davis-Gundy for the local martingale∫ h
0 e
−2C˜s(Y˜t+s − φs(Y˜t), dB˜t+s) and a rough upper bound for its quadratic
variation, there exists a positive constant C2 such that:
E
(
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)|2
)
≤ C2e4C˜T (G−1(t+ T )−G−1(t))E
(
sup
0≤h≤T
|Y˜t+h − φT (Y˜t)|2
)
+ e2C˜T (G−1(t+ T )−G−1(t))
+ e2C˜TE
(
sup
0≤h≤T
∫ h
0
(
Y˜t+s − φs(Y˜t), Y˜t+s
) ds
κ(t+ s)
)
.
We now need to estimate the last mean of the previous inequality. We have:∫ h
0
(
Y˜t+s − φs(Y˜t), Y˜t+s
) ds
κ(t+ s)
≤ 1
2
∫ h
0
|Y˜t+s − φs(Y˜t)|2
κ(t+ s)
ds+
1
2
∫ h
0
|Y˜t+s|2
κ(t+ s)
ds.
The next step is to use the lemma 5.1 and the fact that the function κ is
non-decreasing in order to find the bounds:
E
(
sup
0≤h≤T
∫ h
0
|Y˜t+s|2
κ(t+ s)
ds
)
≤ MT
κ(t)
;
E
(
sup
0≤h≤T
∫ h
0
|Y˜t+s − φs(Y˜t)|2
κ(t+ s)
ds
)
≤ T
κ(t)
E
(
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)|2
)
.
But by hypothesis, we recall that (G−1(t+T )−G−1(t)) and κ(t)−1 converge
to 0 when t increases to the infinity. As a consequence we obtain for t large
enough:
E
(
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)|2
)
≤ 2e4C˜T (G−1(t+ T )−G−1(t)) + 2Me2C˜T T
κ(t)
.
To conclude, we just need to use the inequality of Markov:
P
(
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)| ≥ α|Ft
)
≤ 1
α2
E
(
sup
0≤h≤T
|Y˜t+h − φh(Y˜t)|2
)
and the result follows. 
Lemma 5.5. Let us consider (µG
−1
t , t ≥ 0) the family of the normalized
occupation measure of the time-changed process YG−1. Then (µG
−1
t , t ≥ 0)
is a tight family of measures.
Proof. We will show that a.s. ϕ(t) :=
∫ t
0 V (YG−1(s))ds = O(t) and the
result follows (indeed let A > 0 and K a compact set such that ∀x ∈ Kc we
have V (x) ≥ A then µG−1t (V ) ≥ AµG
−1
t (K
c)). From the growth assumption
(3.1) on V , we know that there exist a, b > 0 and for all ε > 0, the convexity
assumption implies that there exists a constant kε such that
∆V ≤ a+ bV and V ≤ kε + ε|∇V |2.
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It then easily implies that
(5.3) ϕ(t) ≤ kεt+ ε
∫ t
0
|∇V (YG−1(s))|2ds
and
∫ t
0 ∆V (YG−1(s))ds ≤ at + bϕ(t). If we apply the Itoˆ formula to the
process t 7→ V (YG−1(t)), we obtain that
V (YG−1(t))− V (YG−1(0)) =
∫ t
0
(∇V (YG−1(s)), dBs)−
∫ t
0
g(s)|∇V (YG−1(s))|2ds
−
∫ t
0
(YG−1(s),∇V (YG−1(s))ds
(r +G−1(s))g(G−1(s))
+
1
2
∫ t
0
∆V (YG−1(s))ds.(5.4)
We have two cases: on the set {< ∫ ·0(∇V (YG−1(s)), dBs) >∞< ∞}, this
(local) martingale is bounded in L2 and thus converges, whereas on the
other set {< ∫ ·0(∇V (YG−1(s)),dBs) >∞= ∞}, we have the a.s. equality∫ t
0 (∇V (YG−1(s)), dBs) = o
(
<
∫ ·
0(∇V (YG−1(s)), dBs) >t
)
. Therefore for t
large enough, we get∫ t
0
(∇V (YG−1(s)),dBs) ≤
1
2
∫ ·
0
|∇V (YG−1(s))|2ds
and the Itoˆ formula (5.4) implies for t large enough∫ t
0
|∇V (YG−1(s))|2ds ≤ 2
∫ t
0
g(s)|∇V (YG−1(s))|2ds
≤
∫ t
0
∆V (YG−1(s))ds− 2V (YG−1(t)) + 2V (YG−1(0))
− 2
∫ t
0
(YG−1(s),∇V (YG−1(s)))
(r +G−1(s))g(G−1(s))
ds
≤ at+ bϕ(t) + 2V (YG−1(0)) = O(t) + bϕ(t).
We use this result for the inequality (6.4) and we choose ε small enough
such that there exist C1, C2 > 0 with ϕ(t) ≤ C1t + C2V (YG−1(0)) that is
ϕ(t) = O(t). 
Theorem 5.6. The process Y satisfies the pointwise ergodic theorem.
More precisely, there exists some deterministic ai, bi ≥ 0 such that µt con-
verges (for the weak convergence of measures) toward
∑
1≤i≤n
aiδmi+
∑
1≤i≤p
biδMi.
Proof. The proof of this result is divided in several parts. We consider
the time-changed process YG−1(t). We have introduce the dynamical system
φ of the proposition 5.4 and prove that YG−1(t) is close to the flow induced
by the dynamical system.
We recall the result of the lemma 5.4: for all T > 0 and α > 0 that
lim
t→∞P
(
sup
0≤h≤T
|YG−1(t+h) − φh(YG−1(t))| ≥ α
)
= 0.
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The main result of Bena¨ım & Schreiber [5] implies that the limit points of
the normalized occupation measure of YG−1(·) are included in the set of all
the “invariant measures” for the equation ddtφt(x) = −∇V (φt(x)) with the
initial condition φ0(x) = x. But all these invariant measures are included
in V ect{δm1 , · · · , δmn , δM1 , · · · , δMp}. Therefore, if we have only a local
minimum, we are done and we have the convergence. Else, let µG
−1
t be the
normalized occupation measure of the time-changed process YG−1 defined at
the beginning of the section. The lemma 5.5 asserts that: (µG
−1
t , t ≥ 0) is a
tight family of measures.
So we now have proved that the normalized occupation measure of YG−1
converges a.s. to
∑n
i=1 aiδmi +
∑p
i=1 biδMi (where ai, bi are some constants)
and the last step is to show that the same result holds for Y .
For all continuous bounded function ψ and t > q, by an integration by parts,
we have∫ t
q
ψ(Ys)ds =
G(t)
g(t)
µG
−1
G(t)ψ −
G(q)
g(q)
µG
−1
G(q)ψ +
∫ t
q
g
′
(s)G(s)
g2(s)
µG
−1
G(s)ψds.
But we have
∫ t
q
g′(s)G(s)
g2(s)
ds = −G(t)g(t) + G(q)g(q) + t− q. It implies that∫ t
q
ψ(Ys)ds = (t− q)µG−1G(t)ψ +
G(q)
g(q)
(
µG
−1
G(t)ψ − µG
−1
G(q)ψ
)
+
∫ t
q
g
′
(s)G(s)
g2(s)
(µG
−1
G(s)ψ − µG
−1
G(t)ψ)ds.
As µG
−1
G(t)ψ converges a.s., we deduce that
µtψ = o(1) + µG
−1
G(t)ψ +
1
t
∫ t
q
g
′
(s)G(s)
g2(s)
(µG
−1
G(s)ψ − µG
−1
G(t)ψ)ds.
Using the integration by parts, we easily see that 1t
∫ t
q
g
′
(s)G(s)
g2(s)
ds is bounded
and we are done. 
Remark 5.7. We deeply believe that bi = 0 for all i.
5.2. Almost sure convergence. We will prove that the process Y
converges a.s. towards a minimum. Let 0 < ε < ε0 and T > T0 be as in the
previous part. Let m be a local minimum of V such that |YT −m| < ε.
Lemma 5.8. If lim
t→∞g(t)
−1 logG(t) = 0, then for all c > 0, we get∫∞
0 e
−cg(t)dt < +∞.
Proof. For all ε > 0, there exists t large enough, such that for all
s ≥ t, we have g(s)/ logG(s) ≥ ε−1. Moreover, we know that there exists a
positive constant a such that for t large enough g(t) ≥ a and then G(t) ≥ at.
As a consequence, we get g(t) ≥ ε−1 log(at). We now conclude the proof∫∞
1 e
−(c log(at))/εdt <∞ (for example, we choose ε = c/2). 
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Proposition 5.9. If g(t)−1 logG(t) converges to 0, then Yt converges
a.s. and for all i, we have P
(
lim
t→∞Yt = mi
)
> 0 and P
(
lim
t→∞Yt = Mi
)
= 0.
Proof. We begin to prove that Y converges a.s. by using the result
of Bena¨ım ([1] proposition 4.6). It asserts that if F (x) = −∇V (x) is a
continuous globally integrable vector field, if for all c > 0, we have that∫∞
0 e
−cg◦G−1(t)dt < +∞ and P(sup
t
|Yt| <∞) = 1, then Y is almost surely an
asymptotic pseudo-trajectory for the flow induced by F . Actually, the first
and last conditions are easily satisfied under our hypothesis. Moreover, as
G−1 is a nondecreasing function, the integral
∫∞
0 e
−cg(t)dt, which is finite, is
a upper bound for the preceding integral. As a consequence, the process Y is
an asymptotic pseudo-trajectory for the flow Φ defined by (2.8). Thus the set
of the limit points of Y is an attractor free set. Finally, Y converges almost
surely and the limit points of Y are included in the set {x;∇V (x) = 0}.
If Y converges to Y∞, then the limit-process Y∞ is not a local maximum
Mi because of the proposition 3.3. We work on the event {∀s ≥ T ; |Ys −
mi| < ε}. We recall the proposition 4.3. We have a.s. that Vt ≤ Yt+T −
mi ≤ Ut with lim sup
t→∞
Ut = −lim inf
t→+∞Vt = limt→∞
√
g(t)−1 logG(t). It then holds
lim
t→∞Ut/
√
logG(t)
g(t) = 1 a.s. and thus Ut
a.s.−−→
t→∞ 0. The same holds for Vt and the
result follows. 
Corollary 5.10. If V is a strictly uniformly convex function every-
where (with a unique minimum m), then Yt
a.s.−−→
t→∞ m.
Proof. One more time we consider the one-dimensional case and m =
0. In this case we mimic step by step the proof of the proposition 4.3 in
order to find the a.s. inequalities for all t ≥ 0
(5.5) |Yt −m| ≤ |Ut|+ |Vt|,
and we use the law of the iterated logarithm. 
Remark 5.11. On one hand, if there exists a local minimum m 6= 0,
then P(µt converges) < 1. On the other hand, if 0 is a local minimum, then
µt converges on the set {
∣∣∣∫ t0 Ys dsr+s ∣∣∣ <∞}.
6. Behavior of X in the case of a general potential
6.1. Ergodicity of X. For the moment, we have proved that Y satisfies
the pointwise ergodic theorem. The main question of this paper is to know
whether X also satisfies the pointwise ergodic theorem or not. The answer is
naturally: it depends on the function g! Nevertheless, the following results
give necessary and sufficient conditions for the ergodic theorem for X.
Remark 6.1. The process µt converges a.s. if and only if
∫ t
0 Ys
ds
r+s
converges. In particular, if Yt
a.s.−−→
t→∞ 0 polynomially fast then the process µt
converges a.s.
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A necessary condition for the almost sure convergence of Y to 0 is to
consider a potential V with a unique minimum 0 (for instance symmetric
and convex).
Proposition 6.2. The process X satisfies the pointwise ergodic theorem
if and only if µt converges a.s.
Proof. We recall that Xt = Yt + µt. We have shown in the preceding
section that Y always satisfies the pointwise ergodic theorem (as we have
proved it before). To conclude the proof, we will use the Fourier transform
of the normalized occupation of X. We have for all u ∈ Rd:
1
t
∫ t
0
ei(u,Xs)ds =
ei(u,µ∞)
t
∫ t
0
ei(u,Ys)ds
+
1
t
∫ t
0
ei(u,Ys)
(
ei(u,µs) − ei(u,µ∞)
)
ds
The first right member converges a.s. to ei(u,µ∞)
∫
ei(u,y)γ(dy). For the
second right member, we use the Cesa`ro result to prove that it converges
a.s. to 0. We can now conclude that X satisfies the pointwise ergodic
theorem. 
6.2. Almost sure convergence. In order to study the asymptotic
behavior of (Xt, t ≥ 0), we will consider the process Y defined by Yt =
Xt − µt.
Theorem 6.3. Suppose that
√
g(t)−1 logG(t) = o((log t)−1). One of the
following holds:
(1) If 0 is the unique local minimum of V then
P
(
Xt → µ+
∫ ∞
0
Ys
ds
r + s
)
= P
(
µt → µ+
∫ ∞
0
Ys
ds
r + s
)
= 1;
(2) If 0 is a local minimum of V and there exists other local minima,
then
P
(
Xt → µ+
∫ ∞
0
Ys
ds
r + s
)
+ P(|Xt| → ∞) = 1
and
1 > P
(
Xt → µ+
∫ ∞
0
Ys
ds
r + s
)
> 0, 1 > P
(
µt → µ+
∫ ∞
0
Ys
ds
r + s
)
> 0;
(3) If 0 is not a local minimum of V , then
P(|Xt| → ∞) = P(µt →∞) = 1.
Proof. We only have to recall that Yt = Xt − µt and apply the propo-
sition 4.2 added to the inequalities (5.5) to find:
• If m = 0 then both µt and Xt converge a.s.
• If m 6= 0 then µt a.s.→ sgn(m)∞ and Xt does not converge a.s.
66

Remark 6.4. The lim
t→∞g(t)
−1 logG(t) = 0, is for instance satisfied for
g(t) = tβ, with β > 0, or g(t) = et.
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CHAPITRE 2
Convergence en loi de certaines diffusions
auto-interactives : la me´thode du recuit simule´
Le titre original de cet article, e´crit en anglais, est “Convergence in
law of some particular self-interacting diffusions : the simulated annealing
method”. Il s’agit d’un comple´ment de l’e´tude mene´e au chapitre pre´ce´dent.
1. Introduction
In a preceding paper ([4]), we have obtained some necessary and suffi-
cient conditions for both the pointwise ergodicity and the almost sure con-
vergence of some self-interacting diffusions. We will go further in the study
of such processes. The aim of this paper is to obtain necessary and sufficient
conditions for the convergence in distribution of the self-interacting diffusion
X defined by
(1.1) dXt = dBt − g(t)∇V (Xt − µt)dt, X0 = x
where B is a standard Brownian motion and µt denotes the empirical mean
of the process X, defined by
µt =
1
r + t
(
rµ¯+
∫ t
0
Xsds
)
, µ0 = µ.(1.2)
Here µ is an initial (given) probability measure on Rd, µ¯ denotes the mean
of µ and r > 0 is an initial weight.
The idea is to use the well-known theory of simulated annealing, which
has been developed a lot since the 80’s. An important question for phys-
ical systems is to find the globally minimum energy states of the system.
Experimentally, the ground states are reached by a procedure, the chemi-
cal annealing. One first melts a substance and then cool it slowly, being
careful to pass slowly through the freezing temperature. If the temperature
decreases too rapidly, then the system does not end up into a ground state,
but in a local (but not global) minimum. On the other hand, if the temper-
ature decreases too slowly, then the system approaches the ground states,
but very slowly. The competition between these two effects determines the
optimal speed of cooling, that is the annealing schedule.
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The study of simulated annealing has (at least!) involved the theory
of (homogeneous and) non-homogeneous Markov chains and diffusion pro-
cesses, large deviation theory, spectral analysis of operator and singular
perturbation theory.
Pioneer work was done by Freidlin an Wentzell [7]. The initial problem
consists in finding the global minima of a certain function U . Actually, one
has to study the diffusion Markov process Xε in Rd given by the Langevin-
type Markov diffusion (we emphasize here that ε = ε(t) in the SDE)
(1.3) dXεt = εdBt −∇U(Xε)dt.
Here, Xε may be considered as a perturbation of the trajectory X0 of the
dynamical system dX
0
t
dt = −∇U(X0t ). The idea is the following. If the
temperature ε is constant for a sufficiently large amount of time, then the
process Xε and the fixed temperature process behave approximatively the
same at the end of that time interval. We denote by Min the set of all
the global minima of U . The optimal annealing schedule, that is ε, for
the convergence criterion P(Xεt ∈ Min) −→
t→∞ 1 was first determined by
Hajek [11] for a finite state space. Chiang, Hwang and Sheu [5] studied
the convergence rate of Px(Xεt ∈ ·) via the large deviations of the transition
density of Xε. It is actually strongly related to the spectral gap of the
invariant measure associated to the process Xε.
Chiang, Wang and Sheu were one of the firsts to show the convergence
of the algorithm of the simulated annealing, for ε(t)2 = k/ log t for k large
enough. Later, Royer [21] obtained the same result for k > Λ, where
Λ is a constant related to the second eigenvalue λε2 of the corresponding
(to Xε) infinitesimal generator. We remark that the result is optimal in
the sense that Xε does not converge in probability for k ≤ Λ. Moreover,
Hwang and Sheu [13] established (by probabilistic methods) the existence
of Λ := lim
ε→0
− ε2 log λε2. Finally, Holley and Stroock [14] initiated an other
method and proved, in the discrete case, the convergence of the simulated
annealing algorithm via the Sobolev inequality. They went further in their
study with Kusuoka [12]. Later, Miclo [20] proved, by using some func-
tional inequalities, that the free energy (that is the relative entropy of the
distribution of the process at time t with respect to the invariant proba-
bility at that time t) satisfies a differential inequality, which implies (under
some decreasing evolution of the temperature to zero) the convergence of
the process to the global minima of the potential.
A natural question arises: what happens if the temperature, that is
ε, decreases too fast to zero? Then, the potential can freeze in a local
minimum (the “choice” of this minimum depends on the initial condition)
and therefore the process converges to this local minimum.
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As it is now usual, we begin to study the process Yt := Xt − µ¯t, which
satisfies the following SDE
(1.4)

dYt = dBt − g(t)∇V (Yt)dt− Yt dtr+t ;
Y0 = x− µ;
dµt = Yt
dt
r+t .
We will adapt the simulated annealing method to Y . We will prove that,
depending on g, either the process Y converges in probability towards a
variable which is concentrated on the global minima of V or converges in
distribution.
The paper is organized in the following way. In Section 2, we recall the
notations and hypothesis. The most important results of the preceding paper
are reminded in the Section 3. The fourth section is devoted to the study of
the process Y . In particular, we prove the convergence of Y in probability
towards global minima thanks to the simulated annealing method and its
convergence in distribution towards local minima. Finally, we deduce in the
Section 5 some necessary and sufficient conditions for the convergence of the
self-interacting process X.
2. Notation, hypothesis and existence
We recall briefly the notation of Chambeu & Kurtzmann [4] which will
be useful in the following. We denote by G the function G(t) =
∫ t
0 g(s)ds. In
the whole following, (·, ·) denotes the Euclidian scalar product. We denote
by P(Rd) the set of probability measures on Rd.
In the sequel, the technical assumptions on the potential V : Rd → R+
are the following:
(1) (regularity and positivity) V ∈ C2(Rd) and V ≥ 0;
(2) (convexity) V is strictly uniformly convex out of a compact set K
and lim|x|→+∞ V (x) = +∞;
(3) (growth) there exist a, b > 0 such that for all x ∈ Rd, we have
(2.1) ∆V (x) ≤ a+ bV (x).
We also assume that V has a finite number of critical points. Let Max =
{M1,M2, · · · ,Mp} be the set of the saddle points and local maxima of V and
Min = {m1,m2, · · · ,mn} be the set of the local minima of V , such that for
all i, we have det∇2V (mi) 6= 0. Without any loss of generality, we suppose
that min
x∈Rd
V (x) = 0. We assume that ∀i, ∀ξ ∈ Rd, (∇2V (mi)ξ, ξ) > 0. The
convexity assumption implies that we can decompose V = W + χ where W
is a strictly convex function and χ is a compactly supported function: there
exists c > 0 and C˜ > such that ∇2W (x) ≥ cId > 0 and ∇χ is C˜-Lipschitz.
We also assume that the application g : R+ → R+ satisfies:
(1) g ∈ C1(R+) is such that lim
t→∞g(t) = +∞ and g(0) > 0;
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(2) for all T > 0, G−1(t+ T )−G−1(t) −→
t→∞ 0 where G
−1 is the gener-
alized inverse of G;
(3) tg
′(t)
g(t) converges when t tends to the infinity.
We have already shown that the SDE (1.1) studied admits a unique
global strong solution:
Proposition 2.1. ([4] proposition 2.4) For any x ∈ Rd, µ ∈ P(Rd) and
r > 0, there exists a unique global strong solution (Xt, t ≥ 0) of (1.1).
3. Former results
It has been proved in the preceding paper [4] the following results. In
the whole section, the process Y is the solution to (1.4).
Proposition 3.1. (proposition 4.1) With probability 1, the process Y
gets close to the set Min ∪ Max, that is ∀ε > 0, let T εt := inf{s ≥
t; d(Ys,Min ∪Max) < ε}. Then, for all t > 0, we have T εt < ∞ almost
surely.
Proposition 3.2. (proposition 4.3) Suppose that t = o(g(t)). Let ε0 >
ε > 0 and Y the solution to (1.4). If there exists T0 > 0 such that, for
all T > T0, |YT − m| < ε, then the event {∀s ≥ T ; |Ys − m| < ε} has a
positive probability to occur. Moreover, almost surely, on the event {∀s ≥
T ; |Ys −m| < ε}, we have
|Yt+T −m| = O
(√
g(t+ T )−1 logG(t+ T )
)
.
Proposition 3.3. (proposition 4.4) Let 0 < ε < ε1, Mi a local maximum
of V and T a positive stopping time such that we have |YT −Mi| < ε. Then
P (∀s ≥ T ; |Ys −Mi| < ε) = 0
Theorem 3.4. (theorem 5.6) The process Y satisfies the pointwise er-
godic theorem. This means that with probability 1, the normalized occupation
measure of Y converges weakly to a random measure, and what is more, this
last measure is a convex combination of Dirac measures taken in the critical
points of V . More precisely, there exist ai, bi ≥ 0 such that
1
t
∫ t
0
δYsds −→
t→∞
n∑
i=1
aiδmi +
p∑
i=1
biδMi a.s.
4. Asymptotic behavior of Y
Instead of considering Y , we are interested in the time-changed process
Zt := YG−1(t). This last process satisfies the following SDE
(4.1)
dZt =
1√
g ◦G−1(t)dWt−
(
∇V (Zt) + Zt(r +G−1(t))g ◦G−1(t)
)
dt, Z0 = z,
74
where W is a Brownian motion such that 1√
g◦G−1(t)dWt has the same law
as BG−1(t)1.
4.1. Tightness. We begin to prove that the law of the process Z is a
tight family of measures.
Lemma 4.1. (Chiang-Hwang-Sheu) There exist two constants R, c > 0
such that
E
(
V (Zt)1lV (Zt)≥R
) ≤ c
g ◦G−1(t) .
Proof. We reproduce the proof given by Duflo [6]. There exists r such
that, for V (x) ≥ r, we get |∇V (x)|2 ≥ 2cV (x) where c > 0 is a constant. Let
φ be a non-negative and non-decreasing function of class C2, φ : R → [0, 1]
such that φ(x) = 0 for x ≤ r, φ(x) = 1 for x ≥ R where r < R < ∞.
Then, the continuous function ∇(φ ◦ V ) = (φ′ ◦ V )∇V is bounded (because
its support is compact). Consider the application ψ := (φ ◦ V )V . We apply
the Itoˆ formula to the function x 7→ ψ(x) and we get
dψ(Zt) =
√
(g ◦G−1(t))−1(∇ψ(Zt), dBt) + 12g ◦G−1(t)∆ψ(Zt)dt
− (φ ◦ V (Zt) + V (Zt)φ′ ◦ V (Zt))×
×
(
|∇V (Zt)|2 + (Zt,∇V (Zt))(r +G−1(t))g ◦G−1(t)
)
dt.
Let α(t) := E[φ ◦ V (Zt)V (Zt)]. Following the lines of the preceding paper
(lemma 4.8), we obtain that EV (Zt) = O(1) and therefore everything is
well-defined. We recall that 0 ≤ φ ≤ 1 is bounded and φ′ is a compactly
supported function. Because of the growth assumption (3.1) on V , we easily
obtain that there exists a positive constant c such that ∆ψ ≤ c(φ ◦ V )V .
Therefore, the preceding formula leads to
α′(t) =
1
2g ◦G−1(t)E∆ψ(Zt)
− E [(φ ◦ V (Zt) + V (Zt)φ′(Zt) ◦ V (Zt))×
×
(
|∇V (Zt)|2 + (Zt,∇V (Zt))(r +G−1(t))g ◦G−1(t)
)]
≤ c
2g ◦G−1(t)α(t) +M((r +G
−1(t))g ◦G−1(t))−1
− E (φ ◦ V (Zt)|∇V (Zt)|2)
− E
(
φ ◦ V (Zt) (Zt,∇V (Zt))(r +G−1(t))g ◦G−1(t)
)
.
We recall that V = W + χ, where W is strictly convex, this implies that
there exists a constant a > 0 such that (x,∇W (x)) ≥ a|x|2. Moreover, ∇χ
1The Wiener processes Bt and Wt are not the same, but this does not matter because
we are only interested in the probability distributions.
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is supposed to be Lipschitz, with a constant C˜ > 0. Therefore, we get that
there exists a positive constant M such that
α′(t) ≤ c
2g ◦G−1(t)α(t) +M((r +G
−1(t))g ◦G−1(t))−1 − 2cα(t)
+ C˜E
(
φ ◦ V (Zt) |Zt|
2
(r +G−1(t))g ◦G−1(t)
)
≤ c
2g ◦G−1(t)α(t) +M((r +G
−1(t))g ◦G−1(t))−1 − 2cα(t)
+
m
(r +G−1(t))g ◦G−1(t)α(t).
Thus, for t large enough, we have α′(t) ≤ −cα(t)+ C˜2 (g◦G−1(t))−1. In order
to solve this inequality, let α(t) := β(t)e−ct. This yields to α(t) ≤ C˜
4cg◦G−1(t) .
To conclude, we just need to remark that 1{V≥R} ≤ φ ◦ V and finally the
result follows. 
Corollary 4.2. The processes Y and Z are tight.
Proof. The previous proposition implies that E(V (Zt)) = O(1). In-
deed
EV (Zt) = E(V (Zt)1lV (Zt)<R) + E(V (Zt)1lV (Zt)≥R) ≤ R+
c
g(0)
.
Then, for a positive constant A, there exists a compact set K such that
{V ≤ A} ⊂ K and then
P(Zt ∈ K) ≥ P(V (Zt) ≤ A) ≥ 1− E(V (Zt))
A
→
A→∞
1.

4.2. Convergence in distribution towards the global minima of
V . We define ε2(t) = 1
g◦G−1(t) and a(t) = (r + G
−1(t))ε−2(t). The process
Z reads
(4.2) dZt = ε(t)dBt −∇Vt(Zt)dt
where we have defined Vt(x) := V (x) +
|x|2
a(t) . Actually, we will prove that
this non-homogeneous Markov process converges in distribution to its “in-
variant” probability measure. Of course, if we suppose that a(t) ≡ a and
ε(t) ≡ ε, then the convergence in distribution is obvious. It happens that a
crucial constant λ, the spectral gap, appears naturally in our study. Heuris-
tically, when the time is of order eε
−2λ, the transition density has a nice
lower bound and the process is very close to the invariant probability
(4.3) Πt,ε(dx) :=
1
Z(t, ε)
e−2ε
−2Vt(x)dx.
It remains to compute the convergence of t to the infinity.
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Let Lt,ε be the operator defined by Lt,ε := 12ε
2∆−(∇Vt,∇). As |∇Vt|2−
∆Vt is bounded from below, the theory of Schro¨dinger operator implies that
Lt,ε is self-adjoint in L2(Πt,ε). Moreover, under our hypothesis (|∇Vt|2−∆Vt
bounded from below), the operator Lt,ε admits a spectral gap. Moreover,
when |∇Vt|2 − ∆Vt goes to the infinity as |x| → ∞ then the spectrum of
Lt,ε is discrete: 0 = λ1(t, ε) < −λ2(t, ε) < . . .. The subspace corresponding
to the first eigenvalue λ1(t, ε) is composed by the constant functions and
therefore
λ2(t, ε) = inf
{∫
|∇φ|2dΠt,ε; VarΠt,ε(φ) = 1, φ ∈ D(Rd)
}
.
Our first aim is to compute the eigenvalue λ2 and study its behavior when
t→∞ (that is ε→ 0).
Lemma 4.3. Let ε > 0 be fixed. The probability measure Πt,ε converges
weakly, as t→∞, to Π∞,ε(dx) := 1Z(ε)e−2ε
−2V (x)dx.
Proof. We just need to recall that ε2a(t) = r+G−1(t), which diverges
with t. The end of the proof is straightforward. Moreover, the convergence
in uniform in ε. We recall more explicitly that
Z(t, ε(t)) =
∫
Rd
e−2ε
−2(t)V (x)e
−2 |x|2
a(t)ε2(t) dx.
Let K be the compact set K := {x|V (x) ≤ 1}. There exists a constant
A > 0 such that K ⊂ B(0, A). Then, on one hand, we get∫
Kc
e−2ε
−2(t)V (x)e
−2 |x|2
a(t)ε2(t) dx ≤
∫
Rd
e−2ε
−2(t)e
−2 |x|2
a(t)ε2(t) dx
≤ C(a(t)ε2(t))−d/2e−2ε−2(t).
On the other hand we obtain,∫
K
e−2ε
−2(t)V (x)dx ≥
∫
K
e−2ε
−2(t)V (x)e
−2 |x|2
a(t)ε2(t) dx
≥
∫
K
e−2ε
−2(t)V (x)e
−2 A
a(t)ε2(t) dx.
But we know (see [15] or [23]), by the Laplace formula, that∫
K
e−2ε
−2(t)V (x)dx ∼
t∞
∑
i
(2piε2(t))d/2(det∇2V (xi))−1/2
where (xi)i are the whole global minima of V (we recall that it is a finite
set). As a consequence,
Z(t, ε(t)) ∼
t∞
∑
i
(2piε2(t))d/2(det∇2V (xi))−1/2.
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By the same method, if φ is a continuous function with a compact support
which contains, for example, only the global minimum x1, we have∫
Rd
φ(x)e−2ε
−2(t)V (x)e
−2 |x|2
a(t)ε2(t) dx ∼
t∞ (2piε
2(t))d/2(det∇2V (x1))−1/2φ(x1).
This gives the explicit form of Π0. 
Consider for a moment Π∞,ε. We remark that Vt converges to V when
t goes to the infinity. Then, Hwang [15] established that Π∞,ε converges
weakly when ε converges to zero. Let N the set of the global minima of V .
Then, Hwang has proved the following:
• if λ(N) > 0 (where λ is the Lebesgue measure on Rd), then Π∞,ε
converges weakly to 1λ(N)1lNdx;
• if N = {x0}, then Π∞,ε converges weakly to δx0 ;
• if N = {x1, . . . , xm} then Π∞,ε converges weakly to
1∑
1≤i≤m
(det∇2V (xi))−1/2
∑
1≤i≤m
(det∇2V (xi))−1/2δxi ;
• more generally, if N is the finite union of some smooth manifolds
(C3), and each component is a compact smooth manifold, connected
and has a dimension strictly lower than k, and the determinant of
the Hessian (normal to N in x ∈ N) det
(
d2V
dt2
(x)
)
is not identi-
cally zero. Then, there exists a probability measure M, on the
highest dimensional manifolds, such that Π∞,ε converges weakly to
1∫
(det
(
d2V
dt2
(x)
)
)−1/2M(dx)
(det
(
d2V
dt2
(x)
)
)−1/2M(dx).
We adapt to our setting the results of Hwang in the following proposition.
Proposition 4.4. The probability measure Πt,ε(t) converges weakly to Π0
as t goes to the infinity. Moreover, the probability measure Π0 concentrates
on the global minima of V .
Proof. The result of Hwang shows that the probability measure Πε(t)
converges weakly to Π0 as t goes to the infinity, and the probability measure
Π0 concentrates on the global minima of V . We combine this result with
the lemma 4.3 and the result follows. 
Let z0 ∈ Rd such that Vt(z0) = 0. Let K be the compact set correspond-
ing to the support of χ.
Definition 4.5. The maximal height of the function Vt is the non-
negative function m(t) defined by
(4.4) m(t) := sup{Ht(x, z0)− Vt(x); x ∈ K},
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where
Ht(x, z) := inf{Et(γ); γ ∈ C1([0, 1],K); γ(0) = x, γ(1) = z},
Et(γ) := sup{Vt(γ(u)); u ∈ [0, 1]}.
Remark 4.6. 1) The maximal height function m(t) does not depend on
z0 and we will choose z0 = 0 in the following.
2) The function m(t) corresponds to the maximum of all the minimal ener-
gies one needs in order to go from each point of Rd to z0.
3) The function m(t) is positive if and only if there exists several local min-
ima.
Lemma 4.7. We have that lim
t→∞m(t) = m, where m is the maximal height
function corresponding to V .
Proof. Let us M := sup
x∈K
|x|2. It is clear that for all path γ, we have
Et(γ) ≤ E(γ) + Ma(t) . Then, by definition we get
|Ht(x, 0)−H∞(x, 0)| ≤ M
a(t)
.
As a consequence, we get that there exists C > 0 such that
|m(t)−m(∞)| ≤ sup
{∣∣∣∣Ht(x, 0)−H∞(x, 0)− |x|2a(t)
∣∣∣∣ ; x ∈ K} ≤ Ca(t)
and the result follows. 
A very important theorem permits us to relate the height function to the
second eigenvalue of the infinitesimal generator of Y ε (that is the constant
involved in the spectral gap inequality).
Theorem 4.8. (Jacquot, theorem 1.1) lim
ε→0
ε2 log λ2(∞, ε) = −2m(∞).
In order to prove that the process Z converges in distribution towards
the global minima of V , we need two more technical results. Among several
possibilities, we follow the approach initiated by Holley and Stroock [14],
Holley, Kusuoka and Stroock [12] and Miclo [20]. We suppose in the follow-
ing that g◦G−1(t) is asymptotically equivalent to log(1+t)c for c small enough
(we will give explicitly the constant c in the following).
Definition 4.9. The measure µ satisfies the logarithmic Sobolev in-
equality, with the constant c, denoted LSI(c), if for all function h ∈ L2(µ),
we have ∫
h2 log h2dµ−
(∫
h2dµ
)
log
(∫
h2dµ
)
≤ c
∫
|∇h|2dµ.
Let p(s, x, t, y) denote the density of the semi-group corresponding to
the non-homogeneous Markov process Z.
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Lemma 4.10. The family of probability measures (Πt,ε(t), t ≥ 0) satis-
fies a logarithmic Sobolev inequality LSI(C(t)), where C(t) = 2e
2
ε(t)2
oscχ
/c
(where we recall that V = W + χ and c is the convexity constant of W ).
Proof. The idea is to use the celebrated Bakry-Emery Γ2 criterion [2].
We recall that, to the operator Lt,ε(t), we can associate the operator “carre´
du champ”, that is (for all function f, g ∈ C∞)
(4.5) ΓVt (f, g) :=
1
2
(
Lt,ε(t)(fg)− fLt,ε(t)g − gLt,ε(t)f
)
.
Then, we define the operator Γ2 as
(4.6) ΓV2 (t)(f) :=
1
2
(
Lt,ε(t)Γ
V
t (f, f)− 2ΓVt (f, Lt,ε(t)f)
)
.
The Γ2 criterion asserts that if there exists a positive constant C such that
ΓVt2 ≥ CΓVtt , then Πt,ε(t) satisfies a logarithmic Sobolev inequality, with the
constant 2/C (see for instance Ane´ & al [1], chap.5).
An easy calculation, for all function f of class C∞ leads to
ΓVt (f, f) =
ε(t)2
2
|∇f |2
and
ΓV2 (t)(f) =
ε(t)2
2
(∇f,∇2V∇f) + ε(t)
4
4
||∇2f ||2 + ε(t)
2
2a(t)
|∇f |2.
As V (and also Vt) is a strictly convex function out of a compact set,
we have the decomposition V = W + χ where W is strictly convex with a
constant c and χ is a compactly supported function. We apply the criterion
of Bakry and Emery to the function W and we get that ΓW2 (t)(f) ≥ cΓWt (f).
Thus, the probability measure e−2ε−2(t)(W (x)+|x|2/a(t))/Z satisfies the inequal-
ity LSI(2/c). We conclude, by the perturbation lemma due to Holley and
Stroock [13], that the measure Πt,ε(t) satisfies a Sobolev logarithmic inequal-
ity with a constant less than 2e
2
ε(t)2
oscχ
/c, where osc(χ) = supχ−inf χ. Thus
the result follows. 
Lemma 4.11. The invariant measure Πt,ε admits a spectral gap: there
exists a constant λ2(ε) > 0 such that for all s ≥ 0, all continuous f ∈
L2(Πt,ε)
||P t,εs f −Πt,εf ||L2(Πt,ε) ≤ e−λ2(t,ε)sVarΠt,ε(f).
Proof. We still know that Πt,ε(t) satisfies the inequality LSI(C(t)).
Therefore, we get the spectral inequality with λ2(t, ε(t)). 
We want to use some functional inequalities in order to prove the con-
vergence of Zt (and thus Yt) towards the global minima of V .
80
Definition 4.12. We define the free energy (up to an additive constant),
also named relative Kullback information, of a measure P with respect to a
measure Π by the following:
H(P |Π) :=
∫
dP log
dP
dΠ
.
Equivalently, if we suppose that P , respectively Π, has a density p, respec-
tively pi, with respect to the Lebesgue measure λ, then we define
(4.7) H(p|Π) :=
∫
p log
p
pi
dλ.
Proposition 4.13. For all initial t0, x0, we get
d
dt
H
(
p(t0, x0, t, ·)|Πt,ε(t)
) ≤ − 2
C(t)
ε(t)2H
(
p(t0, x0, t, ·)|Πt,ε(t)
)
− 4ε˙(t)ε(t)−3
∫
p(t0, x0, t, ·)(Vt− < Vt >Πt,ε(t))dλ
+
2
ε(t)2
∫
p(t0, x0, t, ·)(V˙t− < V˙t >Πt,ε(t))dλ.
Proof. We adapt the proof of Holley and Stroock [14] (and Miclo [20]).
In order to shorten notation, let pt := p(t0, x0, t, ·) be the distribution law
of the process Zt, knowing that Zt0 = x0. We recall that the family of
probability measures (Πt,ε(t), t ≥ 0) satisfies a Sobolev logarithmic inequality
LSI(C(t)). We have Πt,ε(t)(dx) = pit,ε(t)(x)λ(dx). Therefore, we choose the
function
ht =
√
pt
pit,ε(t)
,
where we remark that
∫
h2tdΠt,ε(t) = 1.
As a consequence, we get by the lemma 4.10 that there exists a constant
C(t) such that
(4.8) H(pt|Πt,ε(t)) =
∫
pt log
pt
pit,ε(t)
dλ ≤ C(t)
∫
|∇ht|2dΠt,ε(t).
It remains to compute the derivative of ht. We find that
∇ht =
√
pt
2pit,ε(t)
(∇pt
pt
+ 2
∇Vt
ε(t)2
)
.
We put this last estimate in the preceding inequality and thus
H(pt|Πt,ε(t)) ≤
C(t)
4
∫
pt
∣∣∣∣∇ptpt + 2 ∇Vtε(t)2
∣∣∣∣2 dλ.
We recall that we are looking for an inequality including the time-derivative
of the free energy H. We have
(4.9)
d
dt
H(pt|Πt,ε(t)) =
∫
p˙t log
pt
pit,ε(t)
dλ−
∫
pt
p˙it,ε(t)
pit,ε(t)
dλ.
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Our strategy is to find a upper bound for the both terms on the right hand
side. The Kolmogorov forward equation reads
(4.10) p˙t =
1
2
ε(t)2∆pt + (∇pt,∇Vt) = ∇ ·
(
1
2
ε(t)2∇pt + pt∇Vt
)
.
We also remark that we have the following estimates:
p˙it,ε(t)
pit,ε(t)
= 4
ε˙(t)
ε(t)3
(
Vt− < Vt >pit,ε(t)
)
− 2
ε(t)2
(V˙t− < V˙t >Πt,ε(t)),(4.11)
where we have used the usual notation < f >Πt,ε(t)=
∫
fdΠt,ε(t). Moreover,
we also find
(4.12)
∇pit,ε(t)
pit,ε(t)
= −2 ∇Vt
ε(t)2
.
We put the first estimate, given by the Kolmogorov equation, in the first
formula. We integrate by parts and we finally use the Sobolev logarithmic
inequality (4.8) to get∫
log
pt
pit,ε(t)
p˙tdλ =
∫
log
pt
pit,ε(t)
∇ ·
(
1
2
ε(t)2∇pt + pt∇Vt
)
dλ
= −
∫ (∇pt
pt
− ∇pit,ε(t)
pit,ε(t)
)(
1
2
ε(t)2∇pt + pt∇Vt
)
dλ
= −
∫ (∇pt
pt
+ 2
∇Vt
ε(t)2
,
1
2
ε(t)2∇pt + pt∇Vt
)
dλ
= −ε(t)
2
2
∫
pt
∣∣∣∣∇ptpt + 2 ∇Vtε(t)2
∣∣∣∣2 dλ
≤ − 2
C(t)
ε(t)2H(pt|Πt,ε(t)).
On the other hand, we obtain the following for the second integral:∫
pt
p˙it,ε(t)
pit,ε(t)
dλ = 4
ε˙(t)
ε(t)3
∫
pt(Vt− < Vt >Πt,ε(t))dλ
− 2
ε(t)2
∫
pt(V˙t− < V˙t >Πt,ε(t))dλ.
We put all the pieces together and this leads to the result. 
Let us prove the classical result:
Lemma 4.14. (Miclo, lemme 6) Let f : [0,∞[→ R+ be a continuous
function such that a.s.
f ′(t) ≤ αt − βtf(t),
where α and β are two continuous non-negative functions such that
∫∞
βtdt =
∞ and lim
t→∞αt/βt = 0. Then limt→∞f(t) = 0.
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Proof. The idea is to adapt the usual inequality of Gronwall. Let
g(t) = f(t) exp
(∫ t
0 βsds
)
be a continuous function. We get a.s. (with
respect to the time t)
g′(t) ≤ αt exp
(∫ t
0
βsds
)
.
We therefore obtain that
g(t) ≤ g(0) +
∫ t
0
αs exp
(∫ s
0
βudu
)
ds.
Consequently, for all initial t0 ≥ 0, we have
f(t) ≤ f(0) exp
(
−
∫ t
0
βudu
)
+ exp
(
−
∫ t
0
βudu
)∫ t0
0
dsαs exp
(∫ s
0
βudu
)
+ exp
(
−
∫ t
0
βudu
)∫ t
t0
dsαs exp
(∫ s
0
βudu
)
.
Let η > 0. We choose t0 such that for all t ≥ t0, we have αs ≤ ηβs. We
thus find a upper bound, for all t ≥ t0, for the last term of the preceding
inequality:
exp
(
−
∫ t
0
βudu
)∫ t
t0
dsηβs exp
(∫ s
0
βudu
)
≤ η exp
(
−
∫ t
0
βudu
)(
exp
(∫ t
0
βudu
)
− exp
(∫ t0
0
βudu
))
≤ η.
We also remark that the two first terms go to zero when t goes to the infinity
and thus lim sup
t→∞
f(t) ≤ η. The result follows. 
We now need a technical lemma.
Lemma 4.15. For all t ≥ 0, the quantity < |x|2 >Πt,ε(t) is bounded.
Proof. Let K be the compact set K := {x|V (x) ≤ η} where η is a
positive constant. As Πt,ε(t) converges weakly to Π0 we only need to prove
that < |x|21lKc >Πt,ε(t) is bounded. We recall that
Πt(dx) =
e−2ε−2(t)Vt(x)
Z(ε(t), t)
dx.
We have∫
Kc
|x|2e−2ε−2(t)V (x)e−2
|x|2
a(t)ε2(t) dx ≤
∫
Kc
|x|2e−2V (x)e−2V (x)(ε−2(t)−1)dx
≤
∫
Kc
|x|2e−2V (x)dxe−2η(ε−2(t)−1)
= Ce−2ηε
−2(t)
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where C is a positive constant.
But we have still proved (see the proof of the proposition 4.4) that Z(t, ε(t)) ∼
t∞∑
i(2piε
2(t))d/2(det∇2V (xi))−1/2, therefore
< |x|21lKc >Πt,ε(t)≤ C˜ε−d(t)e−2ηε
−2(t) →
t→∞ 0
and the result follows. 
Theorem 4.16. Suppose that ε2(t) = k/ log(t), where the constant k >
2osc(χ). Then, for all initial t0, x0, the free energy H
(
p(t0, x0, t, ·)|Πt,ε(t)
)
converges to 0 as t goes to the infinity.
Proof. Let t0 ≥ 0 and x0 ∈ Rd. Consider the process Zt, which is the
solution to the SDE
dZt = ε(t)dWt −
(
∇V (Zt) + Zt
a(t)
)
dt, Zt0 = x0.
We can rewrite the result of the proposition 4.13 in the following way:
d
dt
H(pt|Πt,ε(t)) ≤ −
2
C(t)
ε(t)2H(pt|Πt,ε(t)) +
2
ε(t)2
(EV˙t(Zt)− < V˙t >Πt,ε(t))
− 4ε˙(t)ε(t)−3
(
EVt(Zt)− < Vt >Πt,ε(t)
)
.
We remind the reader that V (x) ≥ c|x|2 out of a compact set and we have
proved in the lemma 6.4 that EV (Zt) = O(1). We therefore have EVt(Zt) =
O(1). Moreover, the function t 7→ a(t) is non-decreasing whereas t 7→ ε(t)
is non-increasing. Thus, as V˙t = − a˙(t)a(t)2 , the two terms E(V˙t(Zt)) and <
Vt >Πt,ε(t) do not play any role in the upper bound. Therefore, it remains
to find a upper bound for < V˙t >Πt,ε(t) . To this aim, we use the lemma 4.15.
Consequently, there exist two positive constants M1,M2 such that
d
dt
H(pt|Πt,ε(t)) ≤ −
2
C(t)
ε(t)2H(pt|Πt,ε(t)) +M1
ε˙(t)
ε(t)3
+M2
a˙(t)
ε(t)2a(t)2
.
It now just remains to use the previous lemma 4.14. We still know that,
for ε2(t) = k/ log t, and we easily compute the time-derivative of a(t):
a˙(t)
a(t)2ε4(t)
= − ε˙(t)
ε3(t)(r+G−1(t)) +
1
(g◦G−1(t))(r+G−1(t))2ε2(t) . We use the explicit ex-
pression of ε, to get C(t) a˙(t)
a(t)2ε4(t)
= C(t)
2kt(r+G−1(t)) +C(t)
log t
k(g◦G−1(t))(r+G−1(t))2
and, as G−1(t) is a non-decreasing function and because of the hypothesis
on k, the first term converges to 0 when t goes to the infinity. For the second
term, we recall that logG(t)/g(t) is supposed to be bounded and therefore,
G(t)2osc(χ)/k logG(t)/(kg(t)(r + t)2) −→
t→∞ 0, because G(t) = o(t
2). (Actu-
ally, one has: there exist two positive constants m,M such that mg(t) ≤
logG(t) ≤Mg(t). Thus mg(t) ≤ log(tg(t)) = log t+ log g(t). This naturally
implies that g(t) = O(log t) and then G(t) ≤ tg(t) = o(t2).) The lemma
asserts that if ε satisfies
• ∫∞ ε(t)2 dtC(t) =∞,
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• ε˙(t)
ε5(t)
−→
t→∞ 0,
then lim
t→∞H(pt|Πt,ε(t)) = 0. If we let ε
2(t) = k/ log t with the given condition
on the constant k, then the result follows. 
Remark 4.17. We believe that the constant k is not optimal here, be-
cause we have used the perturbation lemma of Holley and Stroock for the
estimation of the logarithmic Sobolev constant. Actually, k should be directly
related to m, as Holley, Kusuoka and Stroock [12] proved it for a(t) ≡ ∞.
Lemma 4.18. The speed of convergence of H(p(t0, x0, t, ·)|Πt,ε(t)) toward
0 is (G−1(t) log t)−1.
Proof. We recall the lemma 4.14. We thus get that the speed of conver-
gence is given by exp
(
− ∫ t0 βsds) ∫ t0 dsαse∫ s0 βudu, with βs = s2osc(χ)/k/ log s
and αs = (s(r + G−1(s)))−1 + log s(g ◦ G−1(s)(r + G−1(s))2)−1. By an in-
tegration by parts, we find that
∫ t
0 βsds is equivalent, when t goes to the
infinity, to t1+2osc(χ)/k/ log t and thus, the “speed of convergence” is of the
order of (G−1(t) log t)−1 + (g ◦G−1(t)(G−1(t))2)−1. Finally, we obtain that
the speed of convergence of the relative Kullback information to zero is
(G−1(t) log t)−1 = o((log t)−1). 
Remark 4.19. It is known since the work of Freidlin and Wentzell [7]
(see for example the chapter 5 of the book [6]), that the Gibbs measure Πt,ε(t)
satisfies a large deviation principle. Therefore, the speed of convergence of
Πt,ε(t) toward Π0 is exponential (e− log t/2k, that is t−1/2k).
Corollary 4.20. Suppose that ε2(t) = k/ log(t), where the constant
k > 2osc(χ). Then the process Z converges in distribution to a random
variable which concentrates on the global minima of V .
Proof. The Kullback information H(pt|Πt,ε(t)) measures the distance
between pt and Πt,ε(t) in the following way: ||pt−Πt,ε(t)||2TV ≤ 2H(pt|Πt,ε(t)),
where || · ||TV denotes the total variation norm (see for instance [14] or [22]).
The result follows because Πt,ε(t) converges weakly to Π0. 
Corollary 4.21. Suppose that lim
t→∞g(t)
−1 logG(t) = k > 2osc(χ).
Then the process Y converges in distribution to a random variable Y∞, which
concentrates on the global minima of V .
Proof. Straightforward. 
Remark 4.22. We emphasize that if lim
t→∞g(t)
−1 logG(t) = k, with k not
large enough, then the previous result is false and in that case, the process
Y does not converge toward the global minima of V .
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5. The process X: convergence in law
We give necessary and sufficient conditions for the convergence in prob-
ability of X. As usual, we begin to work with the process Yt = Xt − µt.
In order to link this section with the preceding one, we recall that ε(t)2 =
(g ◦ G−1(t))−1 = k/ log t. It implies that we consider the functions g such
that (at least asymptotically) logG(t) = kg(t).
We are now able to conclude the study of the asymptotic behavior of
the process X.
Theorem 5.1. Suppose that lim
t→∞g(t)
−1 logG(t) = k, where k > 2osc(χ).
Then it holds one of the following:
(1) If V is a function such that
∑
1≤i≤p
aimi +
∑
1≤i≤n
biMi = 0, then Xt
converges in law to Y∞ +
∫∞
0 Ys
ds
r+s ;
(2) Else, Xt diverges.
Proof. The main aim of this proof is to decide whether
∫ t
0 Ys
ds
r+s con-
verges a.s. or not. Actually, suppose that V is such that the preceding
integral converges. The celebrated Slutsky theorem asserts that for two
sequences (Ut), (Vt) of Rd valued random variables, with Ut
(d)−−→
t→∞ U and
|Ut − Vt| P−→
t→∞ 0, then Vt
(d)−−→
t→∞ U . To prove the result, we just need to let
Ut = µt, Vt = Xt (and thus Vt − Ut = Yt) and remark that
Xt = Yt +
∫ t
0
ds
r + s
Ys = Yt + µt.
Suppose that V is such that
∑
1≤i≤p
aimi+
∑
1≤i≤n
biMi = 0. Then, we know that
1
t
∫ t
0 Ysds
a.s.−−→ 0 and it remains to find the rate of convergence in order to
conclude the proof. But, in the work of Bena¨ım and Schreiber [3] (theorem
1), it is shown that for an asymptotic pseudo-trajectory (in probability) Y ,
the speed of convergence of the mean of the normalized occupation measure
of Y is the same as the speed of the pseudo-trajectory. This means that
the speed of convergence of the normalized occupation measure of the time-
changed process YG−1(t) is G−1(1 + t)−G−1(t). But, we are looking for the
speed of convergence for Yt itself. By an integration by parts, we obtain
that
1
t
∫ t
0
Ysds =
1
t
∫ G(t)
0
YG−1(u)
du
g ◦G−1(u)
=
1
tg(t)
∫ G(t)
0
YG−1(s)ds+
1
t
∫ G(t)
0
du
g′ ◦G−1(u)
(g ◦G−1(u))3
∫ u
0
YG−1(s)ds.
The first right-hand term converges to 0 because we know that G(t) ≤ tg(t).
It remains to prove the convergence of the second term. We recall to the
reader that, up to a multiplicative positive constant, g ◦ G−1(u) = log(2 +
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u). Moreover, we also know that 1u
∫ u
0 YG−1(s)ds is a.s. bounded. As a
consequence, we obtain that the second right-hand term is upper bounded
(up to a multiplicative constant) by
1
t
∫ G(t)
0
du
(log(2 + u))2
=
G(t)
t(logG(t))2
+o
(
G(t)
t(logG(t))2
)
≤ g(t)
logG(t)
1
(logG(t))
and the result follows.
Suppose now that V is a function such that
∑
1≤i≤p
aimi +
∑
1≤i≤n
biMi 6= 0.
We recall that we have proved that a.s. 1t
∫ t
0 δYsds→
∑
1≤i≤p
aiδmi+
∑
1≤i≤n
biδMi
in sense of the weak convergence of measures. But we emphasize that since
the work of Meyn and Tweedie [19], we know that the duality for the weak
convergence is true for the dual V -norm, that is for functions f bounded
by V . In our case, we just have proved that for all functions f such that
‖f‖2 := supx∈Rd |f(x)|‖x‖2 <∞, we have
1
t
∫ t
0
f(Ys)ds
a.s.−−→
∑
1≤i≤p
aif(mi) +
∑
1≤i≤n
bif(Mi).
Now, we can choose f = id and the result follows:
∫ t
0 Ysds does not converge
when V satisfies our hypothesis. 
Remark 5.2. 1) The condition on g in the preceding result is for instance
satisfied for g(t) = k log t.
2) In particular, if V is a symmetric function, then the preceding result
asserts that Xt converges in law.
6. Concluding remarks
We point out that we did not manage to obtain the optimal annealing
schedule (that is the constant k of the preceding sections in not optimal).
We also emphasize that the function ε was supposed to decrease slowly to
zero. That is the reason why we obtained the convergence of Y to the
global minima of V . But if ε goes too fast to zero, then the process Y can
freeze in a local minimum, depending on the initial value Y0. This question,
corresponding to the case 0 < k ≤ 2oscχ, will be addressed later.
Moreover, some questions arise naturally:
• what happens with a function g that vanishes periodically, for in-
stance g(t) = cos(pit)?
• what happens if lim
t→∞g(t) = 0? Does the process X behave like a
Brownian motion?
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Deuxie`me partie
Diffusions renforce´es par la mesure
d’occupation normalise´e

CHAPITRE 3
Panorama des processus avec renforcement
Dans ce chapitre, nous allons pre´senter trois grandes familles de diffu-
sions renforce´es (non markoviennes) qui se diffe´rencient nettement : renforce-
ment par la mesure d’occupation, renforcement par la mesure d’occupation
normalise´e et renforcement par les extrema. Leur point commun essentiel
se situe en le fait que ces trois diffusions sont a` me´moire longue, et leur
trajectoire a` l’instant pre´sent de´pend de toute la trajectoire passe´e.
1. Introduction
Le monde des processus de Markov (en particulier les diffusions) est un
univers bien cartographie´ par les probabilistes, qui explorent, depuis une
de´cennie, de nouveaux processus perturbe´s ou renforce´s. Qu’est-ce qu’un
processus renforce´ ? Nous nous inte´ressons a` des processus de´pendant de
leur trajectoire passe´e, soit par une de´rive lorsque le processus est solution
d’une e´quation diffe´rentielle stochastique, soit par un “re´fle´chissement” selon
certains parame`tres. Nous donnons plus de de´tails dans la suite du chapitre.
Parmi les processus renforce´s, on peut distinguer deux grandes familles : la
premie`re est compose´e des processus markoviens tandis que l’autre contient
des processus non markoviens. D’un point de vue probabiliste, cela fait une
diffe´rence e´norme ! On ne peut donc pas les traiter par les meˆmes techniques.
En fait, qu’ils soient markoviens ou non, il n’existe pas de me´thode globale
pour analyser les processus renforce´s. Pemantle [41] a re´cemment re´fe´rence´
les principales techniques et approches concernant les processus renforce´s
(discrets ou continus). Une partie de ce paragraphe se base sur ce travail.
Les processus renforce´s (discrets) ont des applications en biologie, en
e´conomie, en the´orie des jeux etc. Par exemple, un proble`me que se posent
les psychologues est de savoir comment le comportement humain s’apprend.
Un mode`le simplifie´ consiste a` supposer que des individus (par exemple des
eˆtres humains) ont le choix entre deux possibilite´s : A ou B. Apre`s avoir
choisi, ils rec¸oivent une re´compense (par exemple de l’argent) selon leur
choix. La question est de savoir comment la re´compense va influencer leurs
actions futures. Une autre application consiste a` envisager deux technologies
(par exemple Apple contre IBM) entrant sur le marche´ au meˆme moment.
Aucune des deux n’est meilleure techniquement. Supposons que les nouveaux
consommateurs choisissent l’une des deux proportionnellement a` ce que les
gens ont achete´ avant eux. Il s’agit du mode`le de l’urne de Po´lya, qui implique
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qu’asymptotiquement, les parts de marche´ sont ale´atoires. Dans le cas de
Apple, le mode`le de l’urne de Po´lya est discute´ par Arthur, Ermoliev et
Kaniovskii [1] et la part de marche´ (asymptotique) de cette technologie se
situe entre 10% et 15%. Pour d’autres exemples d’application des processus
renforce´s, nous renvoyons a` nouveau le lecteur au travail de Pemantle [41].
En ce qui concerne les processus renforce´s markoviens, nous pensons
essentiellement aux processus correspondant a` l’e´quation diffe´rentielle par-
tielle introduite par McKean et Vlasov. Il s’agit en fait d’une e´quation de
milieu granulaire, donne´e par
dXt = dBt −∇V ∗ νt(Xt)dt
ou` B est un mouvement brownien standard, V est une fonction strictement
convexe (sauf e´ventuellement en 0) – ou convexe selon les re´sultats obtenus
–, * est le produit de convolution et νt repre´sente la loi a` l’instant t du
processus X.
Notons Π(µ)(dx) := 1Z e
−2V ∗µ(x)dx ou` Z est la constante de normali-
sation. Remarquons que si on conside`re le “point fixe” de Π (qui est bien
unique lorsque V est strictement convexe), c’est-a`-dire la mesure de proba-
bilite´ µ telle que µ∗ = Π(µ∗), alors cette probabilite´ est invariante pour le
processus : si on part d’un point X0 de loi µ∗, alors pour chaque instant t,
Xt est de loi µ∗. On cherche a` obtenir une vitesse de convergence vers cet
e´quilibre pour la distance de Wasserstein. Divers travaux sur ce proble`me
ont e´te´ mene´s ces dernie`res anne´es, en particulier ceux de Carrillo, McCann
et Villani [14], Bolley, Guillin et Villani [10], ou encore Cattiaux, Guillin
et Malrieu [15]. Malrieu [36] utilise quant a` lui un syste`me de particules
approchant l’E.D.S. non line´aire.
Dans ce me´moire, nous nous inte´ressons aux diffusions renforce´es non
markoviennes. Nous divisons alors cette famille en trois grands sous-groupes.
Un premier groupe est constitue´ par le mouvement brownien perturbe´,
e´tudie´ initialement par Carmona, Petit et Yor [12]. Ce processus se dis-
tingue des suivants par le fait qu’il ne satisfait aucune E.D.S. De plus, il est
renforce´ par son maximum et/ou par son minimum et non pas par toute sa
trajectoire passe´e. Cela revient a` e´tudier l’e´quation
Xt = f(t) + α sup
0≤s≤t
Xs + β inf
0≤s≤t
Xs,
ou` α et β sont des re´els et f une fonction continue, nulle en 0, ale´atoire ou
de´terministe. Souvent, nous supposerons que f est un mouvement brownien
standard. Contrairement aux autres processus, pour lesquels le re´sultat est
plus “standard”, se pose ici la question de l’existence et unicite´ de la solution
en fonction de f . Cette e´tude sera mene´e dans la premie`re section.
Ensuite, Durrett et Rogers [27] conside`rent l’e´quation
dXt = dBt − f ∗ µt(Xt)dt
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ou` B est un mouvement brownien standard, f est une fonction continue et
µt repre´sente la mesure d’occupation a` l’instant t du processus. On de´finit le
produit de convolution par f ∗µt(x) =
∫
Rd f(x− y)µt(dy). On cherche alors
a` e´tudier le comportement asymptotique de X selon diffe´rentes fonctions f .
Cette e´tude fait l’objet du premier paragraphe de ce chapitre.
Enfin, une dernie`re famille se distingue. Bena¨ım, Ledoux et Raimond [7]
ont e´tudie´ une e´quation proche de la pre´ce´dente, mais ou` µt est la mesure
d’occupation normalise´e a` l’instant t du processus et f est le gradient d’une
certaine fonction V . De plus, ils ne travaillent pas sur Rd, mais sur une
varie´te´ riemanienne compacte, ce qui simplifie un certain nombre de choses.
La question naturelle est alors d’e´tudier le comportement asymptotique de
µt et non plus de X. Le troisie`me et dernier paragraphe contient les re´sultats
obtenus pour ce processus.
En annexe est e´tudie´ le “mouvement brownien perturbe´ version E.D.S.”.
Il s’agit de l’e´tude de l’e´quation
dXt = dBt + c
(
sup
0≤s≤t
Xs −Xt
)
dt.
Il n’existe pas de technique globale pour analyser les processus renforce´s.
Pour avoir une vue des techniques les plus utilise´es, nous renvoyons a` l’article
de Pemantle [5]. Ne´anmoins, ces processus ont une caracte´ristique commune.
En e´largissant l’espace d’e´tat, on peut toujours se ramener a` un processus
markovien (par exemple en conside´rant (Xt, t, µt) dans le mode`le renforce´
par la mesure d’occupation normalise´e ou encore
(
Xt, sup
s≤t
Xs, inf
s≤t
Xs
)
pour
le mouvement brownien perturbe´). Pourtant, personne n’exploite cette in-
formation, car alors l’espace d’e´tat est trop gros pour qu’on puisse en tirer
des proprie´te´s inte´ressantes.
Une grande diffe´rence entre ces processus renforce´s et les processus mar-
koviens est que la tribu asymptotique n’est pas triviale en ge´ne´ral. En effet,
dans le travail mene´ par Bena¨ım, Ledoux et Raimond, la mesure d’occu-
pation normalise´e µt, lorsqu’elle converge, converge vers diffe´rents points
fixes avec une probabilite´ de´pendant des conditions de de´part, soit (x, µ).
De plus, un processus renforce´ n’est pas toujours ergodique. En effet, si
nous conside´rons le mode`le envisage´ par Durrett et Rogers [27], on se rend
compte que, selon la fonction f , le processus X converge presque suˆrement
ou non. Dans le cas ou` il converge, alors il est clair par le re´sultat de Cesa`ro
que la mesure d’occupation normalise´e µt de X converge presque suˆrement.
En revanche, lorsque X diverge, alors µt ne converge pas toujours. Cela se
voit e´galement dans l’e´tude de Bena¨ım, Ledoux et Raimond [7]. Ils donnent
des conditions sous lesquelles µt converge presque suˆrement et d’autres pour
que µt ne converge pas.
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Ce chapitre a pour but de pre´senter une grande partie des re´sultats obte-
nus (a` notre connaissance) au cours de ces dernie`res anne´es sur les diffusions
renforce´es. Nous nous limitons uniquement aux espaces d’e´tat continus et
ne traitons en aucun cas ce qui se passe dans le cas discret. Nous ne dis-
cutons pas non plus des processus markoviens, dont l’e´tude diffe`re quelque
peu. En effet, dans ce cas, les techniques utilise´es font appel aux ine´galite´s
fonctionnelles de type Sobolev logarithmique, ou Poincare´. Elles reposent
plus largement sur les techniques du transport de masse. De plus, nous ne
donnons que les ingre´dients des de´monstrations des re´sultats annonce´s mais
ne les reproduisons pas ici dans leur inte´gralite´.
2. Processus renforce´ par ses extrema
Le mouvement brownien perturbe´ est un processus qui se comporte
comme le mouvement brownien standard entre ses extrema et qui est re´fle´chi
suivant certains parame`tres re´els lorsqu’il atteint son maximum ou mini-
mum passe´. Mathe´matiquement parlant, nous ge´ne´ralisons cette notion en
e´tudiant l’e´quation unidimensionnelle
(2.1) Xt = f(t) + α sup
0≤s≤t
Xs + β inf
0≤s≤t
Xs.
Ici, α et β sont des re´els et f une fonction continue, nulle en 0. Lorsque nous
parlons de mouvement brownien perturbe´, nous supposons que f(t) = Bt
2.1. Existence d’une solution. Il est en fait plus facile de construire
un mouvement brownien perturbe´ uniquement soit par son maximum, soit
par son minimum. Supposons par exemple que α = 0, β < 1 et f(t) = Bt
un mouvement brownien standard (en fait, pour β ≥ 1, l’e´quation e´tudie´e
n’admet pas de solution avec probabilite´ 1, ce que nous de´montrons un peu
plus tard). Un tel processus se comporte alors localement comme un mouve-
ment brownien standard, sauf lorsqu’il atteint son minimum. Remarquons
que lorsque 0 < β < 1, alors la perturbation est auto-re´pulsive, alors que
pour β < 0 elle est auto-attractive. Une remarque fort importante est la
suivante. Si on note L le temps local en 0 du mouvement brownien re´fle´chi
W+t = Bt− inf
0≤s≤t
Bs, alors on remarque que pour tout t ≥ 0 nous avons une
solution au proble`me :
Xt = W+t −
1
1− βLt.
Parmi les proprie´te´s les plus inte´ressantes concernant X, notons que ses
temps locaux pris en des temps d’arreˆts bien choisis sont des processus de
Bessel BES(2). On peut ainsi obtenir des e´quivalents des the´ore`mes de Ray-
Knight et la loi de l’arcsinus pour le processus X.
En revanche, pour α 6= 0 et β 6= 0, on ne peut plus trouver de repre´sentation
du processus en fonction du temps local (ou autre) comme cela e´tait pos-
sible pre´ce´demment. Carmona, Petit et Yor [12] sont les premiers a` obtenir
des re´sultats sur ce processus pour α et β non nuls. Ils commencent bien
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e´videmment par se poser la question de l’existence et l’unicite´ de solution
d’une telle e´quation. Commenc¸ons par le re´sultat de non-existence suivant
Proposition 2.1. (Carmona-Petit-Yor, proposition 2.1) Pour α ≥ 1 ou
β ≥ 1, l’e´quation (2.1) n’admet pas de solution.
De´monstration. Supposons pour simplifier que f(t) = Bt un mouve-
ment brownien standard. Par syme´trie, il suffit de montrer que pour α ≥ 1,
l’e´quation (2.1) n’admet pas de solution. Supposons au contraire que la solu-
tion existe. La formule de Tanaka implique que la solution, note´e X, ve´rifie
X+t =
∫ t
0
1lXs>0dXs +
1
2
Lt
ou` L est le temps local de X en 0. En se rappelant l’expression de X, on
obtient que la martingale locale suivante est (continue et) ne´gative
Nt :=
∫ t
0
1lXs>0dBs = X
+
t − αsup
s≤t
Xs − 12Lt ≤ (1− α)sups≤tXs ≤ 0.
Donc Nt
p.s.
= 0 et sa variation quadratique est e´galement nulle. Le processus
X reste donc ne´gatif, ce qui donne sup
s≤t
Xs = 0 et finalement
Xt = Bt + β inf
0≤s≤t
Xs.
Nous traitons maintenant se´pare´ment les cas β < 1 et β ≥ 1. En effet, si
β ≥ 1, alors on refait la meˆme de´marche pour prouver que Xt ≥ 0 pour tout
t et inf
0≤s≤t
Xs = 0, ce qui donne alors Xt = Bt = 0, d’ou` la contradiction.
On a donc β < 1. Par le lemme de re´flexion de Skorokhod, on a Xt =
Bt + β1−β inf0≤s≤t
Bs et donc le processus X ne peut pas rester toujours ne´gatif.
D’ou` le re´sultat. 
Carmona, Petit et Yor prouvent e´galement les the´ore`mes de Ray-Knight
pour le processus X. Une conse´quence du premier the´ore`me de Ray-Knight
est le re´sultat suivant, qui est l’e´quivalent de la loi de l’arcsinus lorsque
α = β = 0.
Proposition 2.2. (Carmona-Petit-Yor, proposition 3.7) Supposons que
f(t) = Bt et notons X la solution de l’e´quation (2.1). Alors le processus
At
t :=
1
t
∫ t
0 1lXs>0ds suit une loi Beta
(
1−α
2 ,
1−β
2
)
.
Ce re´sultat est une conse´quence du premier the´ore`me de Ray-Knight,
comme nous l’avons de´ja` mentionne´. Perman et Werner ([42] proposition
4) ont observe´ qu’il s’agit e´galement d’une conse´quence du fait que les va-
riables ale´atoires Aτ et t−Aτ , ou` τ est l’inverse du temps local en 0 de X,
sont inde´pendantes. De plus, leurs inverses suivent une loi Gamma (nous
renvoyons a` Doney [25] pour plus de pre´cisions).
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2.2. Etude de la solution : adaptabilite´ et proprie´te´ de Markov.
Si α < 1 et β < 1 sont des constantes telles que |αβ| < (1−α)(1− β), alors
Carmona, Petit et Yor ont de plus montre´ que l’e´quation (2.1) admet une
unique solution forte, qui, dans le cas f(t) = Bt, est e´galement adapte´e a`
la filtration du mouvement brownien B. Mais ce re´sultat est ame´liore´ par
Davis [23]. Dans toute la suite, nous supposons donc α < 1 et β < 1.
Proposition 2.3. (Davis, the´ore`me 1.1) Posons ρ := αβ(1−α)(1−β) . Il y a
alors deux possibilite´s :
(1) si ρ ≤ 1, alors l’e´quation (2.1) admet une unique solution,
(2) sinon, alors l’e´quation (2.1) admet au moins une solution, telle
que X0 = 0, pour chaque fonction f et il existe des fonctions pour
lesquelles il y a une infinite´ de solutions.
En outre, Davis montre que dans le cas |ρ| < 1 et f(t) = Bt, la solution de
(2.1) peut s’identifier a` la limite (en loi) d’un processus discret : la marche
ale´atoire renforce´e “simple” (on ajoute un poids de 1 a` chaque sommet
atteint). De´finissons le processus discret Yα,β = Y0, Y1, · · · par : Y0 = 0,
P(Yn+1 = Yn + 1|Yi, 1 ≤ i ≤ n) = 1− P(Yn+1 = Yn − 1|Yi, 1 ≤ i ≤ n)
=

1
2 si n = 0 ou Yn 6= inf0≤i≤nYi, sup0≤i≤nYi
1
2−α si n > 0 et Yn = sup
0≤i≤n
Yi
1− 12−β si n > 0 et Yn = inf0≤i≤nYi
Davis montre alors que le processus de Carmona, Petit et Yor est la limite
spatiale de la marche ale´atoire renforce´e simple.
The´ore`me 2.4. (Davis, the´ore`me 1.2) Si |ρ| < 1 et f(t) = Bt, alors
{Y[nt]√
n
; t ≥ 0} converge en loi vers {Xt; t ≥ 0}.
Notons que pour f(t) = Bt, il n’est a priori pas clair qu’il existe une so-
lution mesurable par rapport a` la filtration de B telle que X0 = 0. De meˆme,
on ne sait pas s’il existe une solution X telle que
(
Xt, inf
0≤s≤t
Xs, sup
0≤s≤t
Xs
)
soit markovien. Perman et Werner [42] re´pondent a` ces questions dans le
cas ρ > 1.
The´ore`me 2.5. (Perman-Werner, the´ore`me 1) Pour tout α < 1 et
β < 1, il existe un processus X˜ continu, tel que X˜0 = 0 et
– le processus
(
X˜t, inf
0≤s≤t
X˜s, sup
0≤s≤t
X˜s
)
est fortement markovien,
– le processus X˜t − β inf
0≤s≤t
X˜s − α sup
0≤s≤t
X˜s est un mouvement brownien.
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En outre, supposons que f(t) = Bt. S’il existe une solution X a` (2.1)
telle que :
– X0 = 0,
– le triplet
(
Xt, inf
0≤s≤t
Xs, sup
0≤s≤t
Xs
)
est fortement markovien,
alors X et X˜ ont meˆme loi.
The´ore`me 2.6. (Perman-Werner, the´ore`me 2) Supposons que f est un
mouvement brownien standard, et notons sa filtration F . Alors, pour tout
0 ≤ α < 1 et 0 ≤ β < 1, il existe presque suˆrement une unique solution a`
l’e´quation (2.1) telle que X0 = 0. De plus, X est F-adapte´ et a la meˆme loi
que le processus X˜.
Un peu plus tard, Chaumont et Doney [16] finalisent l’e´tude de l’exis-
tence et unicite´ des solutions par le re´sultat suivant, comple´tant l’e´tude
pre´ce´dente pour ρ < −1.
The´ore`me 2.7. (Chaumont-Doney, the´ore`me 2) Supposons que f(t) =
Bt et α < 1, β < 1. Alors il existe presque suˆrement une unique solution a`
l’e´quation (2.1). De plus, cette solution est adapte´e a` la filtration de B.
2.3. Comportement asymptotique des extrema. Le dernier tra-
vail dont nous voulons rapporter les re´sultats ici est celui de Chaumont,
Doney et Hu [18]. Ils e´tudient entre autres les comportements asympto-
tiques des extrema de la solution de (2.1), note´e X. De fac¸on intuitive,
les tre`s grandes valeurs de Xt ne doivent de´pendre que de la perturbation
aux maxima de X et donc les limites supe´rieures de Xt doivent se compor-
ter comme celles du processus Y correspondant a` la solution de (2.1) avec
β = 0. Bien entendu, dans le cas α = β = 0, tous les re´sultats suivants cor-
respondent a` ceux bien connus sur le mouvement brownien standard. Nous
donnons des e´nonce´s lorsque t tend vers l’infini, mais on peut e´galement
donner des e´nonce´s similaires correspondant au cas t→ 0.
Supposons dans toute la suite que α < 1 et β < 1.
Un premier re´sultat concerne le comportement asymptotique de sup
0≤s≤t
Xs,
qui implique la loi du logarithme ite´re´ pour le mouvement brownien per-
turbe´.
The´ore`me 2.8. (Chaumont-Doney-Hu, the´ore`me 1.1) Nous supposons
que f(t) = Bt. Soit g > 0 une fonction croissante. On a alors
P
(
sup
0≤s≤t
Xs >
√
tg(t) infiniment souvent
)
= 0
si seulement si ∫ ∞
1
dt
t
g(t) exp {−(1− α)
2
2
g(t)2} <∞.
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Similairement, la probabilite´ pre´ce´dente vaut 1 si et seulement l’inte´grale
diverge.
Corollaire 2.9. Une conse´quence est la loi du logarithme ite´re´ :
lim sup
t→∞
Xt√
2t log log t
p.s.
=
1
1− α.
Remarquons que la loi du logarithme ite´re´ pre´ce´dente, pour α ≥ 0 et β <
1, peut se de´duire de celle du mouvement brownien, avec l’appui du lemme
de re´flection de Skorokhod. En outre, le processus X est identiquement e´gal
en loi a` −X ou` on a interverti les roˆles de α et β. On de´duit donc aise´ment
des e´nonce´s similaires pour inf
0≤s≤t
Xs.
Nous pouvons e´galement obtenir des re´sultats de logarithme ite´re´ sur la
limite infe´rieure du processus sup
0≤s≤t
Xs, graˆce au re´sultat suivant.
The´ore`me 2.10. (Chaumont-Doney-Hu, the´ore`me 1.2) Nous supposons
que f(t) = Bt. Soit g > 0 une fonction croissante. On a alors
lim inf
t→∞
(
g(t)√
t
sup
0≤s≤t
Xs
)
p.s.
= 0
si et seulement si ∫ ∞
1
t−1g(t)β−1dt =∞.
De plus, l’inte´grale converge si et seulement si lim inf
t→∞
g(t)√
t
sup
0≤s≤t
Xs
p.s.
= ∞.
En prenant g(t) = (log t)ε+1/(1−β), on obtient la loi du logarithme ite´re´
pour le processus sup
0≤s≤t
Xs.
Corollaire 2.11. Sous les hypothe`ses pre´ce´dentes, on a presque suˆrement
lim inf
t→∞
(
(log t)ε+
1
1−β√
t
sup
0≤s≤t
Xs
)
=
{
0 si ε ≤ 0
∞ si ε > 0
Nous mettons en avant le fait que l’inte´grale implique´e dans le the´ore`me
ne de´pend pas de α. Cela signifie que les petites valeurs de sup
0≤s≤t
Xs im-
pliquent une perturbation en les minima de X.
Enfin, un dernier re´sultat montre en quelque sorte comment les deux
perturbations en le minimum et en le maximum peuvent soit s’annuler mu-
tuellement, soit au contraire se renforcer mutuellement.
The´ore`me 2.12. (Chaumont-Doney-Hu, the´ore`me 1.3) Nous supposons
que f(t) = Bt. Soit g > 0 une fonction croissante. On a alors
P
(
sup
0≤s≤t
|Xs| <
√
t
g(t)
infiniment souvent
)
= 0
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si et seulement si∫ ∞
1
dtg(t)2(1−β−α)t−1 exp {−pi
2
8
g(t)2} <∞.
De plus, l’inte´grale diverge si et seulement si la probabilite´ pre´ce´dente vaut
1.
Corollaire 2.13. Sous les hypothe`ses pre´ce´dentes, on obtient la loi du
logarithme ite´re´ de Chung :
lim inf
t→∞
{√
log log t
t
sup
0≤s≤t
|Xs|
}
p.s.
=
pi√
8
.
3. Diffusions renforce´es par la mesure d’occupation non
normalise´e
On e´tudie ici un processus, en fait un mouvement brownien avec de´rive,
dont la de´rive de´pend de fac¸on naturelle du passe´ via sa mesure d’occu-
pation. Durrett et Rogers [27] proposent d’e´tudier un objet mathe´matique
mode´lisant l’e´volution d’un polyme`re re´gie selon un certain processus, appele´
‘polyme`re brownien’. Ils sugge`rent alors de choisir une fonction f et e´tudient
la solution de l’e´quation diffe´rentielle stochastique (E.D.S.) suivante a` va-
leurs dans Rd
(3.1) dXt = dBt +
∫ t
0
dsf(Xt −Xs)dt
ou` B est un mouvement brownien standard. Tout d’abord, remarquons que
pour toute fonction f mesurable borne´e, il existe une unique solution faible
a` l’e´quation (3.1). Ce re´sultat provient de la formule de changement de
de´rive. Si de plus f est continue, alors il y a au plus une solution forte. Bien
entendu, si f est une fonction lipschitzienne, un re´sultat standard de Rogers
et Williams ([45] the´ore`me 11.2) montre que l’e´quation pre´ce´dente admet
une unique solution forte.
3.1. Premiers re´sultats. Durrett et Rogers sont les pionniers concer-
nant l’e´tude de tels processus. Une fac¸on de comprendre l’e´quation (3.1)
est d’imaginer par exemple une particule qui, dans le cas re´pulsif, a plutoˆt
tendance a` s’e´loigner des sites de´ja` visite´s ; et, dans le cas attractif, pre´fe`re
retouner aux endroits qu’elle a de´ja` visite´. De manie`re plus “physicienne”,
le processus Xt correspond a` l’emplacement de l’extre´mite´ d’un polyme`re a`
l’instant t. Dans leur article, Durrett et Rogers prouvent certains re´sultats,
mais surtout e´mettent plusieurs conjectures. Voici une vue d’ensemble de
son contenu.
The´ore`me 3.1. (Durrett-Rogers, the´ore`me 1) Supposons qu’il existe une
constante M telle que ||f(x)|| ≤ M et f est a` support compact. Alors, il
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existe une constante Γ <∞ telle que
lim sup
t→∞
||Xt||
t
p.s.
≤ Γ.
The´ore`me 3.2. (Durrett-Rogers, the´ore`me 2) Supposons d = 1, f est
une fonction positive ou nulle, telle que f(0) > 0. Il existe alors une constante
γ > 0 telle que
lim inf
t→∞
||Xt||
t
p.s.
≥ γ.
Cranston et Mountford [21] ont prouve´ la conjecture suivante, partiel-
lement e´mise par Durrett et Rogers.
The´ore`me 3.3. (Cranston-Mountford, the´ore`me 1) Soit d = 1. Suppo-
sons que f est une fonction continue, positive ou nulle mais non identique-
ment nulle, lipschitzienne a` support compact. Alors il existe une constante
c > 0 telle que
lim
t→∞
Xt
t
p.s.
= c.
De´monstration. Nous allons uniquement donner l’intuition menant a`
ce re´sultat. Pour ce faire, fixons T > 0 et conside´rons
Yt = Bt +
∫ t
0
ds
∫ s
(s−T )+
duf(Ys − Yu).
Il s’agit du meˆme type de mode`le que pour le processus X, mais on ne re-
garde l’interaction avec le passe´ que pendant une dure´e T . Pour t ≥ T , le
processus Zt = {Yt− Yt−s, 0 ≤ s ≤ T} est une chaˆıne de Harris exponentiel-
lement ergodique, d’espace d’e´tat C([0, T ];R) et donc par le the´ore`me limite
quotient, Yt/t converge presque suˆrement vers la moyenne du drift. Similai-
rement, il est raisonnable de penser que {Xt − Xt−s, 0 ≤ s ≤ t} converge
rapidement vers l’e´quilibre. 
Parmi les autres exemples d’applications f conside´re´es par Durrett et
Rogers, la suivante est e´tudie´e en de´tails. Supposons que f : R→ R est telle
que
(1) |f(x)| ≤M ,
(2) f est strictement de´croissante sur l’intervalle [y,∞),
(3) il existe une constante 0 < β < 1 telle que xβf(x) →
x→∞ l > 0.
Posons maintenant α := 2/(1 + β) et soit c0 la solution de l’e´quation
αcβ+10 = l
∫ 1
0
du(1− uα)−β.
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The´ore`me 3.4. (Durrett-Rogers, the´ore`me 3) Sous les hypothe`ses ci-
dessus, on a alors presque suˆrement
lim sup
t→∞
Xt
tα
≤ c0.
Si de plus, f est positive ou nulle et f(0) > 0, alors
Xt
tα
p.s.−−→
t→∞ c0.
La conjecture suivante, initialement e´mise par Durrett et Rogers, est
alors prouve´e par Mountford et Tarre`s [38].
The´ore`me 3.5. (Mountford-Tarre`s) Supposons que f(x) = x
1+|x|β+1
avec 0 < β < 1. Alors avec une probabilite´ de 1/2, on a
Xt
tα
→
t→∞ c0.
Le point essentiel de la preuve consiste a` montrer que lim sup
t→∞
|Xt| p.s.= ∞.
Apre`s tous les re´sultats de´montre´s pre´ce´demment, il reste une dernie`re
conjecture, non prouve´e jusqu’a` pre´sent :
Conjecture 3.6. (Durrett-Rogers, conjecture 2) Supposons que f est
une fonction a` support compact, impaire. Alors
Xt
t
p.s.−−→
t→∞ 0.
De plus, To´th [47] a conjecture´ plus tard (en comparant le mode`le
pre´ce´dent avec la marche ale´atoire auto-e´vitante exponentielle sur Z) que,
sous les conditions pre´ce´dentes, Xt
t2/3
converge en loi.
3.2. Ge´ne´ralisation. Ensuite, Cranston et Le Jan [20] ont conside´re´
le mode`le unidimensionnel de Durrett et Rogers pour deux applications
diffe´rentes. Lorsque f(x) = −ax avec a > 0, on a alors une force de rappel
de la localisation actuelle vers tout le passe´. Ce rappel e´tant une fonction
croissante non majore´e, il n’est pas surprenant que le processus Xt converge
presque suˆrement vers la moyenne de la limite de la mesure d’occupation,
soit
The´ore`me 3.7. (Cranston-Le Jan, the´ore`me 1) Soit a > 0 et f(x) =
−ax. Il existe une variable ale´atoire X∞ telle que Xt −→
t→∞ X∞ presque
suˆrement et dans L2.
De´monstration. La de´monstration de ce re´sultat n’est pas difficile et
repose totalement sur le fait que l’E.D.S.
dXt = dBt − a
∫ t
0
ds(Xt −Xs)dt
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admet une unique solution (forte) qui peut eˆtre connue explicitement (car
X est un processus gaussien !)
Xt =
∫ t
0
(
1− aseas2/2
∫ t
s
e−au
2/2du
)
dBs.

Cranston et Le Jan ont e´galement traite´ le cas f(x) = −asgn(x). Malgre´
la discontinuite´ de f , on peut aise´ment prouver l’existence et unicite´ de la
solution de l’E.D.S. Pour cette fonction, la de´rive repre´sente une force de
rappel vers la me´diane et non plus vers la moyenne, mais le meˆme re´sultat
reste vrai.
The´ore`me 3.8. (Cranston-Le Jan, the´ore`me 2) Soit a > 0 et f(x) =
−asgn(x). Il existe une variable ale´atoire X∞ telle que Xt −→
t→∞ X∞ presque
suˆrement et dans L2.
La preuve repose essentiellement sur l’e´tude de l’E.D.S. suivante
dYt = dBt −
(
a
∫ t
0
sgn(Yt − Ys)ds+ V (Yt)
)
dt, Y0 = 0
ou` V est une fonction mesurable, positive sur R+. Nous remarquons que le
processus couple´ (Yt,
∫ t
0 δYsds) est markovien. Les auteurs montrent alors que
sup
t≥0
Yt < ∞ presque suˆrement et que si pour tout ε > 0, il existe M(ε) > 0
tel que V (x) ≥ M(ε) sur R+, alors P
(
sup
t>0
Yt > ε
)
< ε. Cela implique que
X est borne´.
Raimond [43] a ensuite e´tendu ce dernier re´sultat a` la dimension d ≥ 2.
The´ore`me 3.9. (Raimond, the´ore`me 1) Soit a > 0 et f(x) = −a x||x|| .
Conside´rons le mouvement brownien d-dimensionnel B et soit X le processus
solution de
dXt = dBt − a
∫ t
0
ds
Xt −Xs
||Xt −Xs||dt, X0 = 0.
Alors Xt converge presque suˆrement.
La ligne directrice de la de´monstration est la suivante. On utilise la
meˆme me´thode que Cranston et Le Jan, en introduisant le processus Y
et en supposant de plus que (∇V (x), x) ≥ 0. Les choses sont cependant
bien plus complique´es ici car ces derniers utilisent un argument purement
unidimensionnel et de plus, en dimension d ≥ 2, le processus peut tourner
autour d’un point, ce qui implique alors que X ne converge pas ! Il faut donc
e´tudier en de´tail la de´rive et, pour ce faire, introduire le point Ht qui la
minimise :
∫ t
0 ds
Ht−Xs
||Ht−Xs|| = 0.
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L’ide´e est maintenant la suivante. Si Xt reste proche de Ht pendant un
temps grand, alors la portion de trajectoire proche de ce processus minimi-
sant va cre´er une importante force de rappel vers ce dernier. Ainsi, pour les
temps grands, le processus X reste proche de H et va donc converger. Les
ingre´dients de la preuve sont un re´sultat de comparaison entre X et H et le
fait que le processus joint
(
Xt,
∫ t
0 δXsds
)
est markovien. Nous ne donnons
pas les de´tails de la preuve, qui est fort technique.
Finalement, Herrmann et Roynette [29] ge´ne´ralisent dans une autre di-
rection le re´sultat de convergence de Cranston et Le Jan. Ils travaillent en
dimension d = 1 et conside`rent une fonction f impaire et borne´e. Leur
principal re´sultat est le suivant.
The´ore`me 3.10. (Herrmann-Roynette, the´ore`me 1) Supposons qu’il existe
des constantes C > 0, ρ > 0 et k ∈ N∗ telles que |f(x)| ≥ Ce−ρ|x|−k dans un
voisinage de l’origine. Alors Xt converge presque suˆrement.
La preuve de ce the´ore`me est une adaptation des de´monstrations des
re´sultats pre´ce´dents de Cranston & Le Jan et Raimond.
Herrmann et Roynette e´tudient notamment l’unique solution faible de
l’e´quation
(3.2) Xt = Bt −
∫ t
0
ds
∫ s
0
du sgn(Xs −Xu)1l{|Xs−Xu|≥2}.
The´ore`me 3.11. (Herrmann-Roynette, the´ore`me 2) Le processus X sa-
tisfaisant l’e´quation (3.2) est presque suˆrement borne´.
Remarquons qu’il suffit de montrer que le processus est minore´ et on
conclut la majoration (et donc le re´sultat) par syme´trie.
Soit le temps d’arreˆt τn := inf{t ≥ 0;Xt = n} pour n ≥ 4. Conside´rons
l’e´ve´nement Ωn := {τn < ∞} et supposons que P(Ωn) > 0 (sinon, X est
trivialement minore´). L’ide´e consiste a` montrer que, conditionnellement a`
l’e´ve´nement Ωn, la probabilite´ que le processus n’atteigne jamais le niveau
n+ 2 est strictement positive (P(τn+2 <∞|Ωn) < 1) et inde´pendante de n.
La preuve est tre`s technique et n’est pas reproduite ici.
Enfin, Herrmann et Scheutzow [30] e´tudient la vitesse de convergence de
la diffusion renforce´e convergente sous les meˆmes hypothe`ses que Herrmann
et Roynette.
The´ore`me 3.12. (Herrmann-Scheutzow, the´ore`me 1) Si f est une fonc-
tion impaire, de classe C1 et s’il existe des constantes η > 0, γ ≥ 1 et Cγ > 0
telles que pour tout |x− y| ≤ η, on a |f(x)− f(y)| ≥ Cγ |x− y|γ, alors pour
tout µ < 11+γ , on obtient presque suˆrement pour le processus X satisfaisant
l’e´quation (3.2)
lim
t→∞
(
t
log t
)µ
sup
t≤T
|XT −Xt| = 0.
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De´monstration. Elle est base´e sur un re´sultat de comparaison. Nous
donnons la preuve dans le cas simplifie´ ou` f est line´aire, f(x) = −ax avec a >
0. On sait, graˆce a` Cranston et Le Jan, que Xt converge presque suˆrement
vers X∞, dont nous connaissons l’expression explicite. Nous avons
Xt =
∫ t
0
h(t, s)dBs, X∞ =
∫ ∞
0
h(s)dBs,
avec h(t, s) = 1− aseas2/2 ∫ ts e−au2/2du et h(s) = limt→∞h(t, s). Ecrivons Xt −
X∞ = St − Vt avec Vt =
∫∞
t h(s)dBs et St =
∫∞
t e
−au2/2du
∫ t
0 ase
as2/2dBs.
Par le the´ore`me de Dubins-Schwartz, le processus S s’e´crit comme un mouve-
ment brownien change´ de temps et par la loi du logarithme ite´re´, on obtient
lim sup
t→∞
√
t
log tSt =
√
2
a . Il ne reste plus qu’a` e´tudier le processus V . L’ide´e est
d’inverser l’e´chelle de temps et de conside´rer Mt :=
∫∞
t−1 h(s)dBs, qui est une
martingale pour la filtration change´e d’e´chelle de temps. Comme < M >∞
est borne´e, on peut grossir la filtration pour que M s’e´crive comme un mou-
vement brownien change´ de temps. Ainsi, on utilise la loi du logarithme ite´re´
pour ce mouvement brownien, ce qui donne
lim sup
t→∞
√
t
log t
Vt = lim sup
t→0
1√−t log tMt = 0.
On obtient le re´sultat cherche´ en utilisant la syme´trie de X. 
4. Diffusions renforce´es par la mesure d’occupation normalise´e
Ces diffusions ont e´te´ introduites par Bena¨ım, Ledoux et Raimond [7].
Ici, la de´rive est une fonction de la mesure d’occupation normalise´e. Celles-
ci sont plus proches, dans l’ide´e, des marches ale´atoires renforce´es que le
mode`le pre´ce´dent, propose´ par Durrett et Rogers [27]. Une autre diffe´rence
importante est que Bena¨ım, Ledoux et Raimond travaillent sur une varie´te´
riemannienne de dimension d, sans bord et compacte. Nous allons dans ce
paragraphe exposer une partie des re´sultats contenus dans les articles de
Bena¨ım, Ledoux et Raimond [7] ainsi que Bena¨ım et Raimond [8].
4.1. Outils et de´finition. Nous conside´rons donc des processus a` va-
leurs dans une varie´te´ riemannienne note´e M , qui est compacte, comple`te,
connexe et sans bord. Nous notons M(M) l’ensemble des mesures borne´es
de M et P(M) l’ensemble des probabilite´s sur M . Entrons maintenant dans
le vif du sujet et de´finissons les diffusions renforce´es. Conside´rons une mesure
d’occupation µ. Lorsqu’elle est normalise´e, nous ajoutons un poids initial r
afin d’e´viter des proble`mes de convergence.
Soit W : M×M →M un potentiel d’interaction, suffisamment lisse (par
exemple de classe C2 en la premie`re variable). Conside´rons une probabilite´
µ sur M . Nous de´finissons e´galement la ‘convolution’ entre µ et W de la
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manie`re suivante :
(4.1) W ∗ µ(x) :=
∫
M
W (x, y)dµ(y).
De plus, nous introduisons l’ope´rateur Aµ, de´fini sur C∞(M) par
Aµf =
1
2
∆f − (∇W ∗ µ,∇f) = 1
2
e2W∗µdiv(e−2W∗µ∇f).
De´finition 4.1. Un ensemble de lois {Px,r,µ;x ∈ M, r > 0, µ ∈ P(M)}
de´finit une diffusion renforce´e (encore appele´e diffusion auto-interagissante
ou auto-interactive) si les deux conditions suivantes sont satisfaites :
(1) Px,r,µ(X0 = x) = 1 pour tout triplet (x, r, µ) ;
(2) pour toute fonction f ∈ C∞(M) et tout triplet (x, r, µ), le processus
Mf est une Px,r,µ-martingale ou` Mf est de´fini par
Mft := f(Xt)− f(X0)−
∫ t
0
Aµsf(Xs)ds.
La fonction conside´re´e ici dans la de´rive sera toujours W ∗µt. Ainsi, nous
e´crivons l’E.D.S. satisfaite par le processus renforce´ X comme
(4.2)
dXt =
N∑
i=1
Fi(Xt)◦dBit−
(
r
r + t
∫
M
∇xW (Xt, y)dµ(y) + 1
r + t
∫ t
0
∇xW (Xt, Xs)ds
)
dt,
ou` r est un poids donne´ (strictement positif), µ est la probabilite´ initiale
et B = (B1, · · · , BN ) est un mouvement brownien standard sur RN . Ici, le
symbole ◦ signifie que l’inte´gration est a` comprendre au sens de Stratonovich.
(Fi)1≤i≤N est la famille vectorielle apparaissant dans la de´composition de
Ho¨rmander de l’ope´rateur de Laplace-Beltrami sur M :
∆ =
N∑
i=1
F 2i .
Une premie`re e´tape consiste a` prouver l’existence du processusX partant
de n’importe quel point de M et de toute mesure d’occupation (probabilite´)
initiale.
Proposition 4.2. (Bena¨ım-Ledoux-Raimond, proposition 2.5) Pour chaque
application W , il existe une unique diffusion renforce´e.
De´monstration. Nous pouvons supposer que M est une sous-varie´te´
isome´triquement plonge´e dans RN , pourN suffisamment grand (Nash, 1956).
Le proble`me est de de´terminer des champs de vecteurs Fi donnant le re´sultat
recherche´. Commenc¸ons par introduire le mouvement brownien standard sur
la varie´te´ M . Soit e = (e1, · · · , eN ) une base de RN . Notons Fi(x) la pro-
jection orthogonale de ei sur le plan tangent a` M en x ∈ M , soit TxM .
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Prolongeons le champ de vecteurs Fi a` RN de fac¸on C∞. On construit le
mouvement brownien sur la varie´te´ M comme solution de l’E.D.S. sur RN
dYt =
N∑
i=1
Fi(Yt) ◦ dBit.
Comme les Fi sont par de´finition tangents a` la varie´te´, on peut espe´rer
qu’une telle solution partant d’un point de M reste sur cette varie´te´ (pour
le voir, on peut remarquer que la fonction g(x) := ||x −M ||2 a M comme
ligne de niveau. Nous renvoyons le lecteur au livre de Rogers et Williams
pour plus de pre´cisions).
La construction de la diffusion renforce´e est analogue a` celle du mou-
vement brownien sur M (il faudrait e´galement montrer que X reste bien
sur la varie´te´). Il faut e´tendre la fonction W a` une fonction W¯ de´finie sur
l’espace ambiant et de classe C∞. Comme pour tout x ∈ M , ∇W ∗ µ(x)
est la projection orthogonale de ∇W¯ ∗ µ(x) sur l’espace tangent TxM , on
obtient
(4.3) ∇W ∗µ(x) =
N∑
i=1
(∇W ∗µ(x), ei)Fi(x) =
N∑
i=1
(∇W¯ ∗µ(x), Fi(x))Fi(x).
Nous pouvons maintenant travailler sur RN et conside´rer l’E.D.S. suivante
(4.4) dXt =
N∑
i=1
Fi(Xt)◦dBit−
N∑
i=1
(∇W¯ ∗µt(Xt), Fi(Xt))Fi(Xt)dt, X0 = x.
Cette E.D.S. admet une solution faible (Xt, Bt) et notons Px,r,µ la loi de X
(qui est bien une probabilite´ sur (Ω,F(B))). Pour chaque x ∈M et chaque
fonction f ∈ C∞(RN ) a` support compact, la formule d’Itoˆ ge´ne´ralise´e im-
plique que f(Xt)−f(x)−
∫ t
0 Aµsf(Xs)ds est une martingale pour la filtration
du mouvement brownien. De plus, la martingale pre´ce´dente est en fait Mft
par de´finition du laplacien de Laplace-Beltrami. On a donc bien une diffusion
renforce´e, comme de´finie au de´but du paragraphe. 
Remarquons que le re´sultat pre´ce´dent prouve e´galement que la mesure
d’occupation (µt, t ≥ 0) est bien de´finie.
4.2. Syste`me dynamique. Le point suivant est de savoir ce qu’il ad-
vient au temps t+ δt lorsqu’on fixe la de´rive a` −∇W ∗µt(Xt). Une ide´e na-
turelle est alors de ge´ne´raliser l’e´tude d’une diffusion standard en de´finissant
une fonction Π, qui a` une mesure µ associe la densite´ d’une diffusion stan-
dard dont la de´rive est −∇W ∗µ. La probabilite´ invariante d’un tel processus
s’e´crit
(4.5) Π(µ)(dx) :=
e−2W∗µ(x)∫
M e
−2W∗µ(z)dz
dx.
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Nous mettons en avant le fait que le processus µt est ale´atoire ! Le the´ore`me
ergodique standard pour les vraies diffusions (appele´ the´ore`me limite quo-
tient) implique alors que µt converge presque suˆrement (lorsque t tend vers
l’infini) vers l’unique probabilite´ invariante Π(µ). Cela donne l’intuition que
µt+δt, pour δt infinite´simal, vaut approximativement µt + δtt (Π(µt) − µt).
Nous justifions ainsi l’ide´e d’approximer l’e´volution ale´atoire de µt par une
e´volution de´terministe, ou` µt e´volue a` chaque instant vers Π(µt). Introdui-
sons donc le champ de vecteurs F : M(M) → M(M), de´fini sur l’espace
des mesures par
(4.6) F (µ) := Π(µ)− µ.
Ce champ de vecteurs induit un flot Φ re´gulier, comme le montre le re´sultat
suivant.
Proposition 4.3. (Bena¨ım-Ledoux-Raimond, lemme 3.1) Soit F le champ
de vecteurs de´fini sur M(M) par F (µ) := Π(µ)− µ. Ce champ de vecteurs
est C∞ et induit un flot Φ de classe C∞ de´fini par
Φ0(µ) = µ,
d
dt
Φt(µ) = F (Φt(µ)).
De plus, ce flot laisse l’ensemble P(M) positivement invariant.
De´monstration. Le fait que F est C∞ se de´duit de l’expression de
Π(µ). De plus, la diffe´rentielle de Π en µ est donne´e par l’expression
DΠ(µ) · ν(dx) = −2
(
W ∗ ν(x)−
∫
M
W ∗ ν(y)Π(µ)(dy)
)
Π(µ)(dx).
En majorant la norme de F , on obtient que F est lipschitzienne pour la
topologie forte. Donc F de´finit un flot, qui est de plus C∞.
Montrons maintenant que Φ laisse l’ensemble convexe P(M) positive-
ment invariant. Soit µ ∈ P(M). Notons la distance de la mesure µ a` P(M)
pour la topologie forte par d(µ,P(M)) := inf{|µ−ν|; ν ∈ P(M)}. On a pour
tout ν ∈ P(M)
|Φt(µ)− ν| = |(1− t)µ+ tΠ(µ)− ν + o(t)| ≤ |(1− t)µ+ tΠ(µ)− ν|+ o(t).
Remarquons que Π(µ) ∈ P(M) et d est une fonction convexe. Cela implique
alors
d(Πt(µ),P(M)) ≤ (1− t)d(µ,P(M)) + o(t).
Par convexite´, l’application t 7→ d(Φt(µ),P(M)) est de´rivable a` droite, de
de´rive´e
d+
dt
d(Φt(µ),P(M))
∣∣
t=0
≤ −d(µ,P(M)).
Par la proprie´te´ de flot, cette ine´galite´ s’e´tend pour tout t et on obtient
finalement pour tout t ≥ 0
Φt(P(M)) ⊂ P(M).

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Nous rappelons que la topologie faible sur l’ensemble des mesures borne´es
sur M , soit M(M) est la topologie induite par la famille de semi-normes
{µ 7→ ∣∣ ∫M f(x)dµ(x)∣∣; f ∈ C(M)}. La topologie forte quant a` elle est induite
par la famille de normes
{
µ 7→ |µ| = sup{∣∣ ∫M f(x)dµ(x)∣∣; f ∈ C(M), ||f ||∞ = 1}}.
Notons e´galement que (M(M), | · |) est un espace de Banach (il s’agit de
l’espace dual de C(M)). Dans la suite de ce paragraphe, nous naviguerons
constamment entre la topologie faible et la topologie forte.
Nous avons maintenant de´fini un flot sur M pour la topologie forte. Or
l’espace P(M) est compact pour la topologie faible, donc il est inte´ressant
de travailler avec cette dernie`re. Nous conside´rons alors l’application pour
la topologie faible
Ψ : R×M(M)→M(M); Ψ(t, µ) = Φt(µ).
Bena¨ım, Ledoux et Raimond ont prouve´ le re´sultat suivant, dont nous ad-
mettrons la preuve (qui repose sur une aproximation de µ) :
Lemme 4.4. (Bena¨ım-Ledoux-Raimond, lemme 3.3) L’application Ψ est
continue pour la topologie faible.
En ce qui concerne les de´finitions relatives aux syste`mes dynamiques,
nous renvoyons le lecteur a` l’introduction de ce document. Dans la suite,
nous appellerons Φ le flot de´fini par Ψ. Le but de ce travail est de montrer
que la mesure d’occupation µt est proche (dans un sens a` de´finir) du flot Φ.
Ainsi, cela nous permettra d’e´tudier un objet de´terministe afin d’obtenir des
informations sur un processus ale´atoire. En fait, nous verrons qu’il faudra
conside´rer µet au lieu de µt, ceci s’expliquant par
d
dt
µet =
et
r + et
(
δXte − µet
)
.
4.3. Re´sultats. Passons maintenant a` la notion de pseudo-trajectoire
asymptotique. On conside`re un flot Φ sur un espace me´trique (E, d).
De´finition 4.5. Une fonction continue ξ : R → E est une pseudo-
trajectoire asymptotique du flot Φ si pour tout temps T > 0, on a
lim
t→∞ sup0≤s≤T
d(ξt+s,Φs(ξt)) = 0.
De´finissons la famille de mesures (εt,t+s; t, s ≥ 0) par
(4.7) εt,t+s :=
∫ t+s
t
(δXeu −Π(µeu)) du.
Cette famille jouera un roˆle technique important dans la suite.
Le lien entre la famille εt,t+s de´finie par (4.7) et la notion de pseudo-
trajectoire asymptotique est donne´e par le re´sultat suivant
Lemme 4.6. (Bena¨ım-Ledoux-Raimond, proposition 3.5) La fonction ξ :
R+ → P(M), t 7→ µet est une pseudo-trajectoire asymptotique pour le flot
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Φ si et seulement si pour toute fonction f ∈ C∞(M), tout T > 0, on a
lim
t→∞ sup0≤s≤T
|εt,t+sf | = 0.
Le point essentiel du travail fourni par Bena¨ım, Ledoux et Raimond est
de prouver le re´sultat suivant (dont nous ne donnons pas la preuve, qui est
tre`s technique).
Proposition 4.7. (Bena¨ım-Ledoux-Raimond, the´ore`me 3.6) Pour toute
fonction f ∈ C∞(M) et tout T > 0, il existe une constant K > 0 (de´pendant
uniquement de W et M) telle que pour tout δ > 0
Px,r,µ
(
sup
0≤s≤T
|εt,t+sf | ≥ δ|Fet
)
≤ K
δ2
||f ||∞e−t.
Corollaire 4.8. La fonction ξ : R+ → P(M), t 7→ µet est Px,r,µ-
presque suˆrement une pseudo-trajectoire asymptotique pour le flot Φ.
Par analogie avec l’ensemble ω-limite d’une trajectoire d’un flot, intro-
duisons l’ensemble limite d’une pseudo-trajectoire asymptotique.
De´finition 4.9. L’ensemble limite d’un processus µt est l’ensemble ale´atoire
L(µt) :=
{
∩
t≥0
{µs; s ≥ t}
}
.
Maintenant, le re´sultat primordial permettant de passer d’une informa-
tion sur le flot Φ de´terministe a` une connaissance sur la mesure d’occupation
normalise´e (µt) ale´atoire est le suivant. Bena¨ım et Hirsch (voir [6] ou [5])
ont prouve´ que si ξ est une pseudo-trajectoire asymptotique relativement
compacte pour le flot Φ sur un ensemble me´trique E, alors l’ensemble li-
mite L(ξ) est compact, connexe et n’a pas d’attracteur propre pour le flot
restreint a` E. Dans le cas traite´ ici, cela implique le the´ore`me :
The´ore`me 4.10. (Bena¨ım-Ledoux-Raimond, the´ore`me 3.8) Comme t 7→
µet est une pseudo-trajectoire asymptotique pour le flot Φt sur l’espace me´trique
compact P(M), alors L(µt) est un ensemble compact connexe et invariant
par Φ et (avec probabilite´ 1) n’a pas d’attracteur propre pour le flot restreint
a` P(M).
Dans certains cas, il est possible de de´crire assez pre´cise´ment L(µt),
comme le montre le re´sultat suivant.
The´ore`me 4.11. (Bena¨ım-Raimond 2005, the´ore`me 2.4) Supposons que
W est syme´trique (i.e. W (x, y) = W (y, x)). Alors l’ensemble limite L(µt)
est un sous-ensemble compact (pour la topologie faible) connexe des points
fixes de Π.
De´monstration. De´finissons l’e´nergie libre d’une fonction f ∈ L2 stric-
tement positive par
F(f) := 1
2
< W ∗ f, f > + < f, log f >
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avec les notations de´sormais usuelles W ∗ f(x) = ∫M W (x, y)f(y)dy et <
f, g >=
∫
M f(x)g(x)dx. On peut aise´ment ve´rifier que F est une fonction
de Lyapunov pour le flot Φ et que F (µ) = 0 si et seulement si µ est une
mesure absolument continue par rapport a` la mesure de Lebesgue sur M ,
de densite´ f , qui est un point critique de l’e´nergie libre : ∇F(f) = 0 (voir
[8], proposition 2.9). Cela signifie que les points critiques de F sont les
ze´ros de F . Or, nous avons vu dans le the´ore`me pre´ce´dent que µet est une
pseudo-trajectoire asymptotique pour le flot Φ. Cela implique alors entre
autres que L(µt) est un ensemble compact (pour la topologie faible) connexe.
Nous savons de plus par le re´sultat pre´ce´dent que L(µt) n’a pas d’attracteur
propre pour Φ. Comme le flot Φ admet un fonction de Lyapunov, cela suffit
a` montrer que l’ensemble limite de µt est un sous-ensemble des points fixes
de Π. 
Corollaire 4.12. Supposons que W est syme´trique. Si de plus les points
fixes de Π sont tous des points isole´s, alors µt converge presque suˆrement
vers un de ces points fixes.
Nous remarquons ici que si Π a un unique point fixe, alors µt converge
presque suˆrement vers ce point fixe. Une condition suffisante pour obtenir
ce re´sultat est que F soit strictement convexe (ce qui est le cas par exemple
si W est strictement convexe) et alors µt converge presque suˆrement vers
le minimum global de F . Pour plus de pre´cisions sur l’e´nergie libre, nous
renvoyons le lecteur a` McCann [37] ou Villani [49].
Nous pouvons meˆme en dire plus dans le cas de convergence (lorsque W
syme´trique).
The´ore`me 4.13. (Bena¨ım-Raimond 2005, the´ore`me 2.24) Soit µ∞ un
point fixe de Π. Si µ∞ est stable, alors P(µt → µ∞) > 0.
En revanche, si µ∞ est un point fixe de Π instable ou un point selle,
alors P(µt → µ∞) = 0.
4.4. Applications. Nous allons rapidement exploiter les re´sultats pre´ce´dents
sur un exemple (tire´ de [7]) lorsque W n’est pas syme´trique. Nous ne don-
nons pas de de´monstration des re´sultats. Dans ce cas, il se peut qu’il n’existe
pas de fonction de Lyapunov et que l’ensemble limite L soit une orbite non
triviale. Ici, comme µt est une pseudo-trajectoire asymptotique du flot Φ, on
a l’intuition que µt va tourner autour de l’orbite en question a` une vitesse
logarithmique (a` cause du changement de temps).
Exemple 4.14. Supposons M = S1 et de´finissons pour c ∈ R et φ ∈
[0, 2pi[ la fonction 2pi-pe´riodique
W (x, y) := 2c cos(x− y + φ) = −cd2(x+ φ, y) + 2c,
ou` d est la distance sur S1 (vu comme un sous-ensemble de C), soit d(x, y) =
|eix− eiy|. En posant Wt(α) := 1t
∫ t
0 d
2(α,Xs +φ) et W ′t(α) = ∂αWt(α), cela
revient a` e´tudier l’E.D.S.
dXt = dBt + cW ′t(Xt)dt.
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– Lorsque φ = 0 ou pi, alors Wt(α) est juste la moyenne de la dis-
tance temporelle entre α et la trajectoire passe´e (Xs, 0 ≤ s ≤ t). Si
on suppose de plus que c < 0, alors nous avons un processus auto-
attractif (si c > 0, il est alors auto-re´pulsif). On peut montrer plus.
Si c cosφ < −1/2, l’attraction est suffisamment forte pour inhiber,
ou tout du moins confiner, les effets du mouvement brownien et µt
converge presque suˆrement vers une loi gaussienne. En revanche, si
c cosφ ≥ −1/2, alors le comportement de µt est celui d’un mouvement
brownien (l’attraction ne suffit plus a` contrer les effets de ce dernier).
Dans ce cas, on montre en fait que la mesure de Lebesgue sur S1 est
l’unique ensemble invariant pour le flot Φ.
– Supposons ici que c cosφ < −1/2 et φ 6= 0 et pi. La fonction W n’est
pas syme´trique et le comportement asymptotique de µt est plus riche.
L’ensemble limite L est compose´ de la mesure de Lebesgue (qui est un
point d’e´quilibre instable) et d’une orbite pe´riodique {νθ; θ ∈ S1}. Il y
a alors suffisamment d’attraction pour que µt soit pe´riodique et que L
soit le cercle compose´ des mesures {νθ; θ ∈ S1}.
Nous pouvons e´galement ge´ne´raliser l’exemple pre´ce´dent a` des polynoˆmes
trigonome´triques quelconques :
Exemple 4.15. Conside´rons W (x) = 2
∑
1≤k≤n
(ak cos(kx) + bk sin(kx)).
Une e´tude trigonome´trique assez pousse´e permet de prouver ce qui suit.
(1) s’il existe 1 ≤ k ≤ n tel que ak < −1/2, alors presque suˆrement µt
ne converge pas vers la mesure de Lebesgue,
(2) si pour tout 1 ≤ k ≤ n, on a ak > −1/2, alors µt converge vers la
mesure de Lebesgue avec une probabilite´ positive,
(3) si l’une des deux conditions suivantes est ve´rifie´e
a) pour tout 1 ≤ k ≤ n, on a bk = 0 ou ak ≥ 0 ;
b) pour tout 1 ≤ k ≤ n, on a bk = 0, ak ≤ 0 et
∑
k
ak > −1/2.
Alors µt converge presque suˆrement vers la mesure de Lebesgue.
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CHAPITRE 4
Diffusions renforce´es sur un espace non compact
Le titre original de l’article (e´crit en anglais) dont est compose´ ce cha-
pitre est “The ODE method for some self-interacting diffusions on non-
compact spaces”.
1. Introduction
This paper addresses the long-term behavior of a class of ‘self-interacting
diffusion’ processes (Xt, t ≥ 0) on non-compact spaces. These processes are
time-continuous, non-Markov and live on Rd (or more generally on a smooth
d-dimensional, complete, connected Riemannian manifold without boundary
and with a Ricci curvature bounded from below). They are solutions to a
kind of diffusion SDEs, whose drift term depends on the whole past of the
path through the occupation measure of the process. Despite their lack of
the Markov property, they often exhibit an interesting ergodic behavior.
1.1. Previous results on self-interacting diffusions. Time-continuous
self-interacting processes, also named ‘reinforced processes’, have already
been studied in many contexts. Under the name of ‘Brownian polymers’,
Durrett & Rogers [14] first introduced them as a possible correct mathe-
matical model for the evolution of a growing polymer. They are solutions
of SDEs of the form
dXt = dBt + dt
∫ t
0
dsf(Xt −Xs)
where (Bt; t ≥ 0) is a standard Brownian motion and f a given function.
As the process (Xt; t ≥ 0) evolves in an environment changing with its past
trajectory, this SDE defines a self-interacting diffusion, which can be either
self-repelling or self-attracting, depending on the function f . In any dimen-
sion, Durrett & Rogers obtained that |Xt|/t is bounded (by a deterministic
variable) whenever f has a compact support. They also proved in the one-
dimensional case, that |Xt|/t converges a.s. to a non random limit when f
is non negative and f(0) > 0.
Afterwards, Cranston & Mountford [12] proved that Xt/t converges a.s.
if f has a compact support, is nonnegative in a neighborhood of 0 and
Lipschitz continuous. Cranston & Le Jan [11] studied the self-attracting
case, either for a linear interaction or for a constant interaction in dimension
1. It happens that a.s. the sample paths of the solutions converge or at
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least are compact. Raimond [29] generalized this second study in dimension
greater than 2. Later, Herrmann & Roynette [16] obtained the same kind
of results (in dimension 1) for an odd, bounded and decreasing f , with a
condition on f in the neighborhood of 0. Recently, Mountford & Tarre`s
[25] were interested in the self-repelling case and solved another conjecture
of Durrett & Rogers. They proved that in this case there exist positive
constants α, c such that Xt/tα → c with probability 1/2.
Parallel to the previous study, To´th & Werner [35] considered another
self-repelling random motion, by taking f(0) = 0 and maintaining
∫ 0
−∞ f(x)dx =
c. They constructed a continuous, locally self-repelling process. This process
is a.s. continuous and recurrent, it has a regular occupation time density
and the self-repellence of its trajectory is to be understood in the sense that
the process is instantaneously pushed in the direction of the decrease of its
local time. But it is neither a semimartingale, nor a solution of a SDE. For
further references on the subject, we refer the reader to the survey of To´th
[34].
Other self-interacting diffusions, with dependence on the (convoled) nor-
malized occupation measure (µt, t ≥ 0) have been considered since the work
of Bena¨ım, Ledoux & Raimond [6]. They introduced a process living in a
compact smooth connected Riemannian manifold M without boundary:
(1.1) dXt =
N∑
i=1
Fi(Xt) ◦ dBit −
∫
M
∇xW (Xt, y)µt(dy)dt,
where W is a (smooth) interaction potential and (B1, · · · , BN ) is a stan-
dard Brownian motion on RN . The symbol ◦ stands for the Stratonovich
stochastic integration as usual and (Fi)1≤i≤N is the family of smooth vector
fields on M that appears in the Ho¨rmander ‘sum of squares’ decomposition
of the Laplace-Beltrami operator of M :
∆ =
N∑
i=1
F 2i .
The normalized occupation measure of the process involved in the SDE is
defined by
(1.2) µt :=
r
r + t
µ+
1
r + t
∫ t
0
δXsds,
where µ is the initial probability measure and r is a positive weight. In the
compact-space case, they showed that the asymptotic behavior of µt can be
related to the analysis of some deterministic dynamical flow defined on the
space of the Borel probability measures. Some convergence in law proper-
ties are given by Bena¨ım & Raimond [7]. They went further in this study in
[8] and gave sufficient conditions for the a.s. convergence of the normalized
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occupation measure. It happens that with a symmetric interaction, µt con-
verges a.s. to a local minimum of a nonlinear free energy functional (each
local minimum having a positive probability to be chosen).
All these results are summarized in a recent survey of Pemantle [28].
Both the survey of Pemantle and the survey of To´th include results con-
cerning self-interacting random walks.
1.2. Statement of the problem. The present paper follows the same
lead but tries to extend the results of Bena¨ım, Ledoux & Raimond [6] in
the non-compact setting. We present all results in the Euclidean space Rd
for the sake of simplicity, but, as will be explained in the last section, they
can be extended to the case of a complete connected Riemannian manifold
without boundary with no further difficulty than the use of notations and a
bit of geometry.
Here we set the main definitions: let us consider a confinement potential
V : Rd → R+ and an interaction potential W : Rd × Rd → R+. For any
Borel bounded measure µ, we consider the ‘convoled’ function
W ∗ µ : Rd → R, W ∗ µ(x) :=
∫
Rd
W (x, y)µ(dy).
Our main object of interest is the self-interacting diffusion solution to
dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ
(1.3)
where (Bt) is a d-dimensional Brownian motion, and (µt) the normalized
occupation measure of the process defined as before (1.2), with initial weight
r > 0 and initial probability measure µ. That is the sequence (µt; t ≥ 0)
defined by
µt :=
rµ+
∫ t
0 δXsds
r + t
.(1.4)
Our goal is to study the long term behavior of the normalized occupation
measure (µt, t ≥ 0). We will in particular prove that it is closely related
to the behavior of a deterministic flow and we will give some sufficient con-
ditions on the interaction potential in order to have the pointwise ergodic
theorem for the process (Xt, t ≥ 0).
The main differences between the present paper and the paper [6] are
the following. Obviously, the non-compactness of the space arises a lot of
technical problems.
First, we need to take into account the non-compactness of Rd, that is
the reason why we introduce the V -norm in Section 3 (also named “dual
weighted norm”). Fortunately, we manage to show that µt is a tight family
of measures.
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Second, the dynamical system involved in the study induces only a local
flow and not a global one.
Last, if we suppose that the occupation measure µt appearing in the drift
term is fixed to a measure µ, then we obtain the Feller diffusion Xµ. Let us
note by Aµ the infinitesimal generator corresponding to this diffusion and
Qµ its fundamental kernel, that is AµQµ = Π(µ) − Id, where Π(µ) is the
invariant probability measure of Xµ. An essential point of our study con-
sists in finding an upper bound for the operator Qµ, and it is much more
difficult in our case. Actually, one has to use the notion of (uniform) ultra-
contractivity, which means that the family of Markov semi-groups (P λt , t, λ)
is uniformly bounded from L2(µλ) to L∞(µλ).
1.3. Outline of contents. The organization of this paper is as follows.
In the next section, we motivate the study of the self-interacting diffusions
by a simple example and present some of our results. In Section 3, we de-
scribe our exact framework and introduce again some notations. Section 4 is
devoted to the presentation of the main results. After that, we recall all the
necessary definitions about dynamical systems and analyze the determinis-
tic flow associated to a self-interacting diffusion in Section 5. In Section 6,
we study in details a certain family of Markov semi-groups for which we will
prove the existence of a uniform spectral gap and ultracontractivity. The
proofs of the main results are given in Section 7, which heavily relies on the
spectral analysis of the preceding section. It deals with the behavior of the
normalized occupation measure (µt, t ≥ 0). Finally, we explain how to gen-
eralize our study to a non-compact complete connected smooth Riemannian
manifold in Section 8.
2. Motivation
We study here a simple example of self-interacting process in one di-
mension to understand what is going on. We consider here the following
potentials:
V (x) :=
1
4
x4 +
1
5
x2 + 1 and W (x, y) := cos(x)ϕ1(y) + sin(x)ϕ2(y)
where the functions ϕi are smooth and controlled by V (that is there exists
a positive constant C such that |ϕi(y)| ≤ CV (y)). We consider again the
following SDE:{
dXt = − (V ′(Xt) +W ′ ∗ µt(Xt)) dt+ dBt
dµt = (δXt − µt) dtr+t
Since our interaction potential has separated variables, this infinite-dimensional
SDE can be reduced to a 3-dimensional SDE with the new variables Yt :=
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∫
R ϕ1(y)µt(dy) and Zt :=
∫
R ϕ2(y)µt(dy): dXt = dBt − [V
′(Xt)− Yt sin(Xt) + Zt cos(Xt)] dt, X0 = x
dYt = [ϕ1(Xt)− Yt] (r + t)−1dt, Y0 = y
dZt = [ϕ2(Xt)− Zt] (r + t)−1dt, Z0 = z
We expect the new variables (Yt, Zt) to converge a.s. to some (say deter-
ministic to fix the ideas but this is actually too demanding!) limits (α, β);
therefore the process (Xt, t ≥ 0) should behave asymptotically as a classical
real diffusion with ergodic measure:
µα,β(dx) := Z0(α, β)−1 exp {−2V (x)− 2α cos(x)− 2β sin(x)}dx
where Z0(α, β) :=
∫
exp {−2V (x)− 2α cos(x)− 2β sin(x)}dx is the normal-
ization constant.
The pointwise ergodic theorem now implies that (Yt, Zt) should a.s. con-
verge to (
∫
R ϕ1(y)µα,β(dy),
∫
R ϕ2(y)µα,β(dy)). This shows that the constants
(α, β) should be the fixed points of the map
(α, β) 7→ 1
Z0(α, β)
(
Z1(α, β)
Z2(α, β)
)
with the notations Zi(α, β) :=
∫
R ϕi(y)e
{−2V (y)−2α cos(y)−2β sin(y)}dy. To
study these fixed points, we are lead to consider the following ODE:{
α˙t = −αt + Z1(αt, βt)/Z0(αt, βt)
β˙t = −βt + Z2(αt, βt)/Z0(αt, βt)(2.1)
We represent below the orbits of the ODE (3.3). In the numerical appli-
cations we will choose ϕ1(y) := 1.3y3, and ϕ2(y) := −1.3y. In our nu-
merical example, we observe that we have three fixed points: (0, 0) and
(8.492...,−2.424...) are sinks and (0.538...,−0.527...) is a saddle (see figure
2).
Now if we turn back to our self-interacting motion (Xt, t ≥ 0) and leave
aside the (maybe false!) assumption that (Yt, Zt) will necessarily converge
to a deterministic limit, the ODE (3.3) turns nonetheless to be very useful
to study the asymptotic behavior of (Yt, Zt). Handling the technics that are
developed in this paper (and which follows the ideas first introduced in [6])
the reader is able to prove that (Yet , Zet) is an asymptotic pseudo-trajectory
of the non-linear dynamical system (3.3) that is
lim
t→+∞ sup0≤h≤T
(
|Y (et+h)− αh(Y (et))|+ |Z(et+h)− βh(Z(et))|
)
= 0
for all T > 0. For an illustration, see the figure 2.
As (Yet , Zet) is an asymptotic pseudo-trajectory for the non-linear dy-
namical system (3.3), the theory of the pseudo-trajectories implies that
the limit points of the joined-process (Y,Z) are almost surely included in
the critical points of the map corresponding to the ODE, that is the set
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Figure 1. Orbits of the dynamical system (3.3).
Fix :=
{
(α, β);α = Z1(α,β)Z0(α,β) , β =
Z2(α,β)
Z0(α,β)
}
. In addition, the preceding set
contains only isolated points and therefore, the process (Y,Z) converges a.s.
to one of these critical points. Obviously, if we have an unstable equilibrium
(α0, β0), then Px,y,z,r((Yt, Zt)→ (α0, β0)) = 0. Moreover, following the lines
of Bena¨ım & Raimond [8], the reader also manages to prove that for a sad-
dle point (α1, β1), we get the same result: Px,y,z,r((Yt, Zt) → (α1, β1)) = 0.
Actually, the process (Y,Z) converges a.s. to one of the stable fixed points
(sinks) of the ODE (3.3), that is for all sink (αi, βi) ∈ Fix, we get
Px,y,z,r((Yt, Zt)→ (αi, βi)) > 0.
Of course, if we have only one sink, then the preceding probability equals 1.
In addition, the “choice” of the sink in the convergence will depend crucially
on the initial parameters x, r, µ. Indeed, suppose that we have at least two
sinks (αi, βi), i = 1, 2 (as in the numerical example). Then we know that for
i = 1, 2, we get Px,y,z,r((Yt, Zt) → (αi, βi)) > 0. Therefore the asymptotic
σ-algebra of the quadruple-process (Xt, Yt, Zt, r + t) is non trivial and the
process is not ergodic. Nevertheless, the quadruple-process is a true diffusion
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Figure 2. A path of (Yet , Zet) in green and some orbits of
the flow.
and Markov homogeneous. Let
pα,β(x, y, z, r) := Px,y,z,r((Yt, Zt)→ (α, β)).
We emphasize that the function pα,β is (bounded) invariant for the process
(Xt, Yt, Zt, r + t). But the preceding Markov process is not ergodic. Thus,
the bounded invariant functions are not constant. As a consequence, the
probability pα,β(x, y, z, r) depends on the initial value (x, y, z, r).
3. Preliminaries and Tools
3.1. Technical assumptions on the potentials. Let (·, ·) stand for
the Euclidian scalar product.
In the sequel, the technical assumptions on the potentials V and W are
the following:
i) (regularity and positivity) V ∈ C2(Rd) and W ∈ C2(Rd × Rd) and
V ≥ 1, W ≥ 0;
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ii) (convexity) V is a strictly uniformly convex function, i.e. there
exists K > 0 such that for all x, ξ ∈ Rd: (∇2V (x)ξ, ξ) ≥ K|ξ|2;
iii) (growth) there exist R, c > 0, δ > 1 such that for all |x| ≥ R,
(∇V (x), x) ≥ c|x|2δ and there exists C > 0 such that for all x, y ∈
Rd we have
(3.1) |∇V (x)−∇V (y)| ≤ C(|x− y| ∧ 1)(V (x) + V (y));
iv) (domination) there exists κ > 0 such that for all x, y ∈ Rd,
W (x, y) + |∇xW (x, y)|+ |∇2xxW (x, y)| ≤ κ (V (x) + V (y)) ;(3.2)
v) (curvature) we suppose that we can decomposeW (x, y) = W1(x, y)+
W2(x, y), where W2 and its two first derivatives with respect to
x are three bounded functions in the variable x and there exists
M > 0 such that for all x, y, ξ ∈ Rd we have
(3.3)
(
(∇2V (x) +∇2xxW1(x, y))ξ, ξ
) ≥M |ξ|2.
Remark 3.1. 1) The most important conditions are the uniform con-
vexity of V and the fact that W is controlled by V .
2) The growth condition (3.1) on V ensures that there exist a, b > 0 such
that for all x ∈ Rd, we have
(3.4) ∆V (x) ≤ a+ bV (x).
3) The positivity and domination conditions (3.2) on the interaction poten-
tial are not so hard to be satisfied, since the self-interacting process will be
invariant by the gauge transform W (x, y) 7→ W (x, y) + φ(y) for any func-
tion φ that does not grow faster than V . In the example discussed in the
last section, we see that choosing φ(y) = 1.3(y4 + 25/16y2 + 65/64) enables
us to meet the required conditions.
4) The curvature condition (3.3) means that V can offset a lack of convexity
of W1.
3.2. Some useful measure spaces. As usual, we denote by M(Rd)
the space of signed (bounded) Borel measures on Rd and by P(Rd) its sub-
space of probability measures. We will need the following measure space:
(3.5) M(Rd;V ) := {µ ∈M(Rd);
∫
Rd
V (y)|µ|(dy) <∞},
where |µ| is the variation of µ (that is |µ| := µ+ + µ− with (µ+, µ−) the
Hahn-Jordan decomposition of µ). This space will enable us to always check
the integrability of V (and therefore of W and its derivatives thanks to the
domination condition (3.2)) with respect to the (random) measures to be
considered. We endow this space with the following dual weighted supremum
norm (or dual V -norm) defined by
(3.6) ||µ||V := sup
ϕ;|ϕ|≤V
∣∣∣∣∫ ϕdµ∣∣∣∣ , µ ∈M(Rd;V ).
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This norm naturally arises in the approach to ergodic results for time-
continuous Markov processes of Meyn & Tweedie [24]. It also makesM(Rd;V )
a Banach space.
Next, we consider P(Rd;V ) := M(Rd;V ) ∩ P(Rd). Both are not empty
since they contain the measure (possibly normalized)
γ(dx) := exp (−2V (x))dx.(3.7)
Finally for any β > 0, we introduce the subspaces
Mβ(Rd;V ) := {µ ∈M(Rd;V );
∫
Rd
V (y)|µ|(dy) ≤ β},
and likewise Pβ(Rd;V ) :=Mβ(Rd;V ) ∩ P(Rd).
3.3. The family of semi-groups (Pµt ). In all the following, (Ω,F , (Ft)t,P)
will be a filtered probability space satisfying the usual conditions. For any
bounded Borel measure µ ∈M(Rd;V ), let (Xµt , t ≥ 0) be the Feller diffusion
defined by the following SDE{
dXµt = dBt − (∇V (Xµt ) +∇W ∗ µ(Xµt )) dt,
Xµ0 = x.
(3.8)
Let also C∞0 (Rd) := {f : Rd → R; f ∈ C∞(Rd), lim|x|→∞f(x) = 0}. We
consider the differential operator Aµ defined on C∞0 (Rd) by
Aµf :=
1
2
∆f − (∇W ∗ µ,∇f)− (∇V,∇f),(3.9)
Aµf =
1
2
e2(V+W∗µ)div(e−2(V+W∗µ)∇f).
Aµ corresponds to the infinitesimal generator of the true diffusion (X
µ
t ; t ≥
0) (3.8). We also denote by (Pµt ; t ≥ 0) the Markov semi-group associated
to Aµ.
We emphasize that (Xµt ) is a positive-recurrent (reversible) diffusion.
We denote by Π(µ) its unique invariant probability measure:
(3.10) Π(µ)(dx) :=
e−2W∗µ(x)
Z(µ)
γ(dx)
where Z(µ) :=
∫
Rd e
−2W∗µ(x)γ(dx) < +∞ is just the normalization constant.
3.4. The infinite-dimensional ODE. We introduce a dynamical sys-
tem on the set of signed measures M(Rd;V ). We will assume in the next
section the existence of the flow Φ : R×M(Rd;V )→M(Rd;V ) defined by
Φ0(µ) = µ,
d
dt
Φt(µ) = Π(Φt(µ))− Φt(µ).(3.11)
Remark 3.2. (important!) For W symmetric or bounded, we will prove
the existence of the flow.
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Remark 3.3. It is readily seen that the two-dimensional differential sys-
tem introduced for the example is semi-conjugate to this infinite-dimensional
one (consider the surjection µ 7→ (∫ ϕ1dµ, ∫ ϕ2dµ)). This situation is gen-
eral when the interaction potential W has separated variables, a particular
case we will not consider any more.
In order to study the flow Φ, we will need to endow the space P(Rd;V )
with different topologies. When nothing else is stated, we will consider that
this space of measures is endowed with the strong topology defined by the
dual weighted supremum norm || · ||V . But, as the reader will notice, we will
frequently need to switch from the strong topology to the weak* topology
of convergence of measures. We adopt here a non-standard definition com-
patible with possibly unbounded functions (controlled by V ). We introduce
the weighted supremum norm (or V -norm)
(3.12) ||f ||V := sup
x∈Rd
|f(x)|
V (x)
,
and the space of continuous V -bounded functions
(3.13) C0(Rd;V ) := {f ∈ C0(Rd) : ||f ||V <∞}
Similarly let C∞(Rd;V ) := C∞(Rd) ∩ C(Rd;V ). Now for any sequence of
probability measures (µn, n ≥ 1) and any probability measure µ (all belong-
ing to P(Rd;V )), we define the weak* convergence in the following way:
µn
w−→ µ if and only if
∫
Rd
ϕdµn →
n→∞
∫
Rd
ϕdµ, ∀ϕ ∈ C0(Rd;V ).
We point out that our definition of the weak* convergence always implies
the common definition.
3.5. The self-interacting diffusion. We remind the self-interacting
diffusion considered here:
dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ
Proposition 3.4. For any x ∈ Rd, µ ∈ P(Rd;V ) and r > 0, there exists
a unique global strong solution (Xt, µt, t ≥ 0).
Proof. By a standard theorem (see [32], chap.V theorem 11.2), we
know that given r, µ, x, ∇V and ∇xW locally Lipschitz, the equation (2.5)
has a pathwise unique local strong solution, which law is denoted by Px,r,µ.
So, we need only to prove that the local solution does not explode.
First, we point out that for all t > 0 such that (Xs, s ≤ t) is defined,
µt ∈ P(Rd;V ). Indeed, we have for all initial x ∈ Rd∫
V (y)µt(dy) =
r
r + t
∫
V (y)µ(dy) +
1
r + t
∫ t
0
V (Xs)ds < +∞.
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In order to show that the solution never explodes, we introduce the
Lyapunov functional E defined on Rd × P(Rd;V ) by
Eµ(x) := V (x) +W ∗ µ(x).(3.14)
As the C2-valued process (t, x) 7→ Eµt(x) is of class C2 (in the space variable)
and is a C1-semi-martingale (in the time variable), the generalized Itoˆ for-
mula, also named Itoˆ-Ventzell formula (see [21]), applied to (t, x) 7→ Eµt(x)
implies
Eµt(Xt) = Eµ(x) +
∫ t
0
(∇Eµs(Xs), dBs)−
∫ t
0
|∇Eµs(Xs)|2 ds
+
1
2
∫ t
0
∆Eµs(Xs)ds+
∫ t
0
(W (Xs, Xs)−W ∗ µs(Xs)) ds
r + s
.
Let us introduce the sequence of stopping times
τn := inf{t ≥ 0; Eµt(Xt) +
∫ t
0
|∇Eµs(Xs)|2 ds > n}.
We note that
∫ t∧τn
0 (∇Eµs(Xs),dBs) is a true martingale. Now the growth
condition on V and the domination condition (3.2) on W imply: ∃C > 0
such that
EEµt∧τn (Xt∧τn) ≤ Eµ(x) + CE
∫ t∧τn
0
[1 + Eµs(Xs)] ds.
Now, applying the Gronwall lemma to EEµt∧τn (Xt∧τn)+1, we get EEµt∧τn (Xt∧τn) ≤
(Eµ(x) + C + 1)eCt.
The last step is to show that for any t ≥ 0, the probability Px,r,µ(∀m, τm ≤
t) vanishes. The Markov inequality joint with the preceding inequality im-
plies the following, for any n ∈ N∗
Px,r,µ(∀m, τm ≤ t) ≤ Px,r,µ(τn ≤ t) = Px,r,µ
(
sup
0≤s≤t
Eµs(Xs) +
∫ s
0
|∇Eµu(Xu)|2 du > n
)
≤ Px,r,µ
(
sup
0≤s≤t
∫ s
0
(∇Eµu(Xu), dBu) >
n
2
)
+ Px,r,µ
(
Eµ(x) + 12
∫ t
0
∆Eµu(Xu)du+
∫ t
0
W (Xu, Xu)
du
r + u
>
n
2
)
≤ 2
nC
(
t+
∫ t
0
(Eµ(x) + C + 1)eCudu
)
= O
(
1
n
)
.
Thus by the nonnegativity of W , there exists some m such that V (Xt) ≤
Eµt(Xt) ≤ m for all t ≥ 0 and lim|x|→∞V (x) = ∞. Therefore, the process
(Xt, t ≥ 0) does not explode in a finite time and the SDE (2.5) admits a
global strong solution. 
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4. Main results
4.1. General idea. We sketch here the general idea of the proof and
explain why the tools introduced in the preliminary section arise quite nat-
urally.
First consider that the occupation measure appearing in the drift is
‘frozen’ to some fixed measure µ. We obtain the Feller diffusion Xµt . For
this diffusion, it is easy to prove the existence of a spectral gap and therefore
get that the semi-group (Pµt ; t ≥ 0) is exponentially ergodic, that is
(4.1) ||Pµt f −Π(µ)f ||V ≤ K(µ)||f ||V e−c(µ)t, f ∈ C0(Rd;V ).
To get, as by-product, the almost sure convergence of the empirical
occupation measure of the process Xµt , a standard technique
1 is to consider
the operator (sometimes called the ‘fundamental kernel’ as in Kontoyiannis
& Meyn [20])
(4.2) Qµf :=
∫ ∞
0
(Pµt f −Π(µ)f) dt
for any f ∈ C∞(Rd;V ). Then it is enough to apply the Itoˆ formula to
Qµf(X
µ
t ) and divide both members by t to get the desired result. Indeed
one has
Qµf(X
µ
t ) = Qµf(x) +
∫ t
0
(∇Qµf(Xµs ), dBs) +
∫ t
0
AµQµf(Xµs )ds.
Some easy bounds on the semi-group (Pµt ) are enough to prove that almost
all terms are negligible compared to t and it remains to recognize the third
term since AµQµf = Π(µ)f − f .
Now when µt changes in time, we still can write a convenient extended
form of the Itoˆ formula (which let appear the time derivative of Qµtf(x))
but we need to improve the remainder of the argument.
First, we will prove that we can find β > 0 such that µt ∈ Pβ(Rd;V ) a.s.
for all t ≥ 0 and this last set is compact for the weak* convergence. Then,
we will study the family of semi-groups (Pµt , t ≥ 0) where µ ∈ Pβ(Rd;V ).
Obviously when using the ergodic estimates (4.1) we would like to get bounds
that are uniform in µ. Section 6 will be devoted to those uniform properties
of the family of semi-groups (Pµt ; t ≥ 0).
Second, if we compute the time derivative of µet , we obtain that it equals
et
r+et (δXet −µet) and in particular, it is singular with respect to the Lebesgue
measure. However, the distance between the time-derivative of µet and the
term Π(µet) − µet converges to zero a.s. As with stochastic approximation
processes, one expects the trajectories of the process µt to approximate the
trajectories of a deterministic flow, that is the flow of the dynamical system
1Of course, here Xµt is a Markov process and has an invariant probability and therefore
one can just use the limit-quotient theorem, which implies the limit-ratio theorem.
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induced by Π(µt) − µt is an asymptotic pseudotrajectory of the empirical
measure µt. It is this very last remark that conveyed to Bena¨ım & al [6]
the idea of comparing the asymptotic evolution of (µt; t ≥ 0) with the flow
(Φt(µ)).
4.2. Tightness of (µt). In their paper Bena¨ım & al [6] crucially rely
on the compacity of the manifold M where the self-interacting diffusion
lives. The compacity of the state space M readily implies the compacity
of the space of probability measures P(M) and therefore that the process
(µt, t ≥ 0) is tight. The tightness of the occupation measure allows to
write some technical bounds that are needed to prove the pseudo-asymptotic
property. Compacity is also a desired property when attractors are looked
for in a dynamical system. Here due to the confinement potential V (and
possibly also to the interaction potentialW ) it is not obvious that the process
(µt, t ≥ 0) remains in a (weakly) compact space of measures, but it is true!
Proposition 4.1. There exists β > 0 such that µt ∈ Pβ(Rd;V ) for
all t ≥ 0, where the space Pβ(Rd;V ) is compact for the weak* topology of
measures.
The proof of this proposition is postponed to the Section 7.
Corollary 4.2. i) The family (µt, t ≥ 0) is a.s. tight.
ii) The limit set of µt is compact for the weak* topology.
Proof. (of the corollary) Straightforward. 
4.3. The “ODE method”. The notion of asymptotic pseudo-trajectories
was first introduced in Bena¨ım & Hirsch [5], and is particularly useful for an-
alyzing the long-term behavior of stochastic processes, considered as approx-
imations to solutions of ordinary differential equation (the “ODE method”).
We refer to this article for more details and just give the essential and nec-
essary definitions.
Definition 4.3. i) For every continuous function ξ : R+ → P(Rd;V ),
the ω−limit set of ξ, denoted by ω(ξ), is the set of limits of weak* convergent
sequences ξ(tk), tk ↑ ∞, that is
ω(ξ) :=
⋂
t≥0
ξ([t,∞))
where ξ([t,∞)) stands for the closure of ξ([t,∞)) according to the weak*
topology.
ii) A continuous function ξ : R+ → Pβ(Rd;V ) is an asymptotic pseudo-
trajectory (or asymptotic pseudo-orbit) for the flow Φ (for the weak* topology
of measures) if for all T > 0, for all f ∈ C(Rd;V )
(4.3) lim
t→+∞ sup0≤s≤T
|ξ(t+ s)f − Φs(ξ(t))f | = 0.
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The purpose here is to find a weak* asymptotic pseudo-trajectory for the
flow Φ defined by (2.8). Actually, we will show here that the time-changed
process µh(t) (and not µt) is an asymptotic pseudo-trajectory for Φ, where
h is a deterministic time-change defined by
(4.4) h(t) := r(et − 1) ∀t ≥ 0.
The need for a time-change comes from the normalization of the occupation
measure µt. The factor (r + t)−1 disappears when we consider
d
dt
µh(t) = δXh(t) − µh(t).
Theorem 4.4. Under Px,r,µ, the function t 7→ µh(t) is almost surely an
asymptotic pseudo-trajectory for Φ (for the weak* topology).
The proof of this theorem is given in Section 7.
This theorem enables us to describe the limit set of (µt):
Corollary 4.5. The limit set of (µt; t ≥ 0) is invariant by the flow
Φ, compact and attractor free. Moreover, it is a (weak*-) compact subset of{∫
P(Rd;V ) Π(µ)ρ(dµ); ρ ∈ P(P(Rd;V ))
}
.
The definition of an attractor free set will be given later, in Section 5.
We will prove this result in Section 7 (the compactness is a consequence of
the corollary 4.2).
Theorem 4.6. Assume that W is symmetric. Then the ω−limit set of
(µt, t ≥ 0) is Px,r,µ-a.s. a compact connected subset –for the weak* topology–
of the fixed point of Π, that is
{
µ ∈ Pβ(Rd;V );µ = Π(µ)
}
.
The proof of this theorem is given in Section 7.
Corollary 4.7. Suppose that W is symmetric. If Π contains only
finitely many fixed points (µi, 1 ≤ i ≤ n), then (µt; t ≥ 0) converges almost
surely to one of these fixed points.
Proof. Straightforward. 
Corollary 4.8. Suppose that W is symmetric and that the mapping Π
has a unique fixed point µ∞. Then
lim
t→∞µt = µ∞ Px,r,µ − a.s.
Proof. It is a consequence of the theorem 4.6 and the corollary 4.7. 
4.4. Application: a sufficient condition for the global conver-
gence of (µt, t ≥ 0). We give here a sufficient condition for the convergence
of the empirical occupation measure. The point is to find a criterion which
ensures Π to have a unique fixed point.
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For a symmetric W , we introduce the free energy (up to a multiplicative
constant) corresponding to the ODE studied
F(µ) :=
∫
Rd
log
(
dµ
dγ
)
dµ+
∫
Rd×Rd
W (x, y)µ(dx)µ(dy).
This functional is the sum of an internal energy (the entropy term), a poten-
tial energy V and an interacting energy term W. The competition between
U , V and W can determine a unique minimizer for F .
Theorem 4.9. Suppose that for all x, y ∈ Rd, u ∈ Rd, v ∈ Rd, we have
that there exists K > 0 such that ∇2x,y(V + W )((u, v), (u, v)) ≥ K(|u|2 +
|v|2). Then there exists a unique probability measure µ∞ such that lim
t→∞µt =
µ∞ Px,r,µ − a.s..
Proof. Under our hypothesis, McCann has proved in his paper [23]
that F is strictly displacement convex. – This means that if we con-
sider ρ0, ρ1 two L1 probability measures, the theory of mass transporta-
tion (see e.g. [37]) states that there exists a convex function ϕ such that
∇ϕ]ρ0 = ρ1. We denote by ρs (0 ≤ s ≤ 1) the measure defined by
ρs := ((1− s)Id+ s∇ϕ)] ρ0. We say that the function F is displacement
convex if for all ρ0, ρ1, the application s 7→ F(ρs) is convex.– Hence F has
a unique critical point, which is a unique global minimum. It is the unique
fixed point, say µ∞, of the mapping Π. Therefore lim
t→∞µt = µ∞ Px,r,µ − a.s.
We also refer the reader to the paper [8]. 
Numerical simulation: The following figure has been obtained by numerical
integration of (Xt) over the time interval (0, T ) for T = 1000, using a step
size of 0.02. We have chosen r = 0.2, x0 = 0 and µ0 = exp{−12x2}/
√
2pi.
Suppose that we work on R, with the maps V : R→ R;V (x) := 14x4+ 15x2+1
and W : R×R→ R;W (x, y) := 0.05 cos(x− y) + 0.05. It is easily seen that,
for all y ∈ R, the function x 7→ V (x) + W (x, y) is strictly convex and thus
satisfies the hypothesis of the preceding proposition. The figure represents
the density of µT with respect to the Lebesgue measure (the caption with
dashed lines represents the unique solution of µ = Π(µ)).
5. Study of the dynamical system Φ
5.1. Existence of the flow. We first recall that M(Rd;V ) equipped
with the dual weighted supremum norm || · ||V is a Banach space. We start
with an easy result that will be used many times:
Lemma 5.1. For any µ ∈ M(Rd;V ) the function W ∗ µ belongs to
C∞(Rd;V ) and we have
||W ∗ µ||V ≤ 2κ||µ||V .
Proof. Straightforward thanks to the domination condition (3.2). 
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Figure 3. Illustration of Proposition 4.8.
Now let us consider the vector field
(5.1) F :M(Rd;V )→M(Rd;V ), µ 7→ Π(µ)− µ.
By standard results of ordinary differential equations in Banach spaces, we
can state the following result:
Proposition 5.2. F is a C∞ vector field which induces the local flow
Φ = (Φt) in M(Rd;V ), that is the solution to the initial value problem
µ˙ = F (µ), µ(0) = µ is the curve t 7→ Φt(µ) defined for t in some open
interval Iµ := (σµ, τµ), −∞ ≤ σµ < 0 < τµ ≤ +∞.
Proof. From the preceding lemma it is clear that the linear map µ 7→
W ∗ µ is continuous from M(Rd;V ) to C∞(Rd;V ), hence C∞. By composi-
tion, the map Π is C∞ for the (strong) topology induced by the dual V -norm,
and, as a result, F is a C∞ vector field. The end of the proposition readily
follows from the standard Cauchy theory of dynamical systems in Banach
spaces. 
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Lemma 5.3. For any β > 0, the application Π restricted to Pβ(Rd;V ) is
bounded and globally Lipschitz with constants depending on β only.
Proof. First we need to show that µ 7→ Z(µ) is bounded from below.
For µ ∈ Pβ(Rd;V ) we have, from the lemma above, W ∗ µ(x) ≤ 2κβV (x),
therefore we get:
Z(µ) =
∫
Rd
e−2W∗µ(x)γ(dx) ≥
∫
Rd
e−2κβV (x)γ(dx)
and thus we have the following bound for Π(µ):
(5.2) ||Π(µ)||V ≤
(∫
Rd
e−2κβV (x)γ(dx)
)−1 ∫
Rd
V (x)γ(dx) =: Cβ.
Now we know that Π is C∞ on M(Rd;V ) with the strong topology.
Its differential at the measure µ is the continuous linear operator DΠ(µ) :
M(Rd;V )→M(Rd;V ) defined by
(5.3) DΠ(µ) · ν(dx) := −2
(
W ∗ ν(x)−
∫
Rd
W ∗ ν(y)Π(µ)(dy)
)
Π(µ)(dx).
Now we fix ν ∈ M(Rd;V ). Since we have |W ∗ ν(x)| ≤ 2κ||ν||V V (x), we
find that there exists a positive constant C such that
||DΠ(µ) · ν||V ≤ 4κ(1 + Cβ)||ν||V
∫
Rd
V 2(x)Π(µ)(dx).
But for µ ∈ Pβ(Rd;V ), the same computation used for the bound of Π(µ)
enables to control the last integral, hence we get a bound on the differential
and Π is Lipschitz as stated. 
Corollary 5.4. Let β > 0. The application F restricted to Pβ(Rd;V )
is Lipschitz for the strong topology.
Proof. Straightforward because Π is Lipschitz. 
Proposition 5.5. We assume that W is either symmetric or bounded
in the second variable (that is W (x, y) ≤ κV (x)). Then it holds:
i) The semi-flow Φ (for t ≥ 0) leaves P(Rd;V ) positively invariant.
ii) The semi-flow Φt restricted to the set P(Rd;V ) does not explode (in a
finite time) and therefore τµ = +∞.
iii) For all µ ∈ P(Rd;V ) invariant under Φ, we have Iµ = R.
Proof. i) Straightforward because P(Rd;V ) is a convex set. As P(Rd;V )
is a metrizable space, let d be a metric on this set. We define, for ν ∈
P(Rd;V ), the distance d(P(Rd;V ), ν) := inf{d(µ, ν);µ ∈ P(Rd;V )}. Let
µ, ν ∈ P(Rd;V ) and t ≥ 0. A trivial computation leads to
d(Φt(µ), ν) ≤ (1− t)d(µ, ν) + td(Π(µ), ν) + o(t),
and thus d(P(Rd;V ),Φt(µ)) = 0 (we adapt the proof of the proposition 5.7).
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ii) We first suppose that W = W2 is bounded in y. We work with the
V -norm. Since W (x, y) is a bounded function in the second variable, that
is W (x, y) ≤ κV (x), we find that the normalization of Π(µ), that is Z(µ) is
bounded from below in the following way:
Z(µ) =
∫
Rd
exp{−2
∫
Rd
W (x, y)µ(dy)}γ(dx) ≥
∫
Rd
exp{−2κV (x)}γ(dx).
As a consequence, we simply have that
||Π(µ)||V ≤
∫
Rd
V (x)γ(dx)
1∫
Rd e
−2κV (x)γ(dx)
=: C.
Therefore, we obtain the upper bound
||µ˙t||V ≤ ||µt||V + C
and the result follows the classical theory of ODE on Banach space: F is
completely integrable and generates a C∞ semi-flow Φ : R+ × P(Rd;V ) →
P(Rd;V ).
Let us suppose that W is symmetric, that is W (x, y) = W (y, x). Now,
we remark that the free energy introduced in the preceding section is not a
Lyapunov function for the dynamical system because most of the times φt(µ)
is not an absolutely continuous probability measure with respect to γ and
therefore, F(Φt(µ)) = ∞. Therefore, we consider the Lyapunov function
E(µ) := F(Π(µ)). Actually, F is a C∞ function for the strong topology (the
V -norm). We compute
(5.4) DF(µ) · ν =
∫
Rd
[
log
(
dµ
dγ
(x)
)
+ 2W ∗ µ(x)
]
dν(x).
But we recall that Π is C∞ and we know DΠ given by the equation (5.3).
As a consequence, we obtain
DE(µ) · ν = DF(Π(µ)) ◦DΠ(µ) · ν
= −4
∫
Rd
(W ∗Π(µ)−W ∗ µ)
(
W ∗Π(ν)−
∫
Rd
W ∗ νdΠ(µ)
)
dΠ(µ).
Now, it remains to choose ν = Π(µ)− µ in order to obtain
d
dt
E(Φt(µ)) = −4
∫
Rd
(W ∗ ν(x))2dΠ(µ)(x) + 4
(∫
Rd
W ∗ ν(x)dΠ(µ)(x)
)2
≤ 0.
As a consequence, for all positive constant c > 0, the set {µ; E(µ) ≤ c} is
compact. Finally, we get for all t ≥ 0, E(Φt(µ)) ≤ E(µ) and we conclude by
applying the Cauchy-Lipschitz theorem.
iii) Let µ ∈ P(Rd;V ) such that for all t ∈ Iµ, we have Φt(µ) ∈ P(Rd;V ).
We know by the first point that τµ = +∞ and it remains to prove that
σµ = −∞. But we just adapt the previous proof to show that for all t ≥ 0,
we get ddtE(Φ−t(µ)) ≥ 0. We conclude in the same way. 
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5.2. An important set. Here, we introduce a crucial object for the
analysis of the dynamical system Φ:
Îm(Π) :=
{∫
P(Rd;V )
Π(µ)ρ(dµ); ρ ∈ Pw(P(Rd;V ))
}
(5.5)
where Pw(P(Rd;V )) is the topological space obtained by endowing P(P(Rd;V ))
with the topology of the weak* convergence. The set Îm(Π) is well defined,
because P(Rd;V ) is a Polish space and also Pw(P(Rd;V )). It represents
the convex hull of Im(Π). In this definition of Îm(Π),
∫
P(Rd;V ) Π(µ)ρ(dµ)
denotes a probability measure such that, for all f ∈ C0(Rd;V ),∫
P(Rd;V )
Π(µ)ρ(dµ) · f =
∫
P(Rd;V )
Π(µ)fρ(dµ).
We observe that the mapping ρ 7→ ∫P(Rd;V ) Π(µ)ρ(dµ) maps continuously
P(P(Rd;V )) to P(Rd;V ).
Now we need to refresh the reader’s memory with a (not too short!)
list of important definitions of the theory of dynamical systems. First we
recall that P(Rd;V ) is a metrizable space and we can choose the following
metric: since C0(Rd;V ) is separable, we exhibit a sequence (fk)k dense in
{f ∈ C0(Rd;V )/||f ||V ≤ 1}, and set for all µ, ν ∈ P(Rd;V ):
dist(µ, ν) :=
∞∑
k=1
2−k|µ(fk)− ν(fk)|.(5.6)
Definition 5.6. a) A subset A of P(Rd;V ) is positively invariant (resp.
negatively invariant, resp. invariant) for Φ provided Φt(A) ⊂ A (respectively
A ⊂ Φt(A), respectively Φt(A) = A) for all t ≥ 0.
b) A subset A of P(Rd;V ) is an attracting set (respectively attractor)
for Φ provided:
(1) A is nonempty, compact for the weak* topology and positively in-
variant, (respectively invariant) and
(2) A has a neighborhood N ⊂ P(Rd;V ) such that dist(Φt(µ), A) → 0
as t→ +∞ uniformly in µ ∈ N .
c) The basin of attraction of an attractor K ⊂ A for Φ|A = (Φt|A)t is
the positively invariant open set (in A) comprising all points x such that
dist(Φt(x), A)→ 0 as t→ +∞, it means that it is the set of measures in the
space P(Rd;V ) such that all initial conditions chosen in this set dynamically
evolve to A
B(K,Φ|A) = {µ ∈ A; lim
t→∞dist(Φt(µ),K) = 0}.
d) A global attracting set (respectively global attractor) is an attracting
set (respectively attractor) whose basin is the whole space P(Rd;V ).
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e) Let A be a positively invariant set for Φ. An attractor for Φ|A =
(Φt|A)t (defined by taking the restriction of (Φt) to A) is proper if it is
different from ∅ and A.
f) An attractor-free set is a nonempty compact invariant set A such that
Φ|A has no proper attractor.
Now we can state and prove the following:
Proposition 5.7. ([6]) Îm(Π) contains every subset of P(Rd;V ) nega-
tively invariant under Φ.
Proof. First, by definition, Îm(Π) is convex and contains Π(P(Rd;V )).
We let dist(µ, ν) be the metric defined by (2.4) on P(Rd;V ) and obviously
define dist(µ,X) = inf{dist(µ, ν); ν ∈ X}. For µ ∈ P(Rd;V ) and ν ∈ Îm(Π),
we have for all f ∈ C∞(Rd;V )
|Φt(µ)f−νf | = |(1−t)µf+tΠ(µ)f−νf+o(t)| ≤ |(1−t)µf+tΠ(µ)f−νf |+o(t).
By the definition of dist, it then implies
dist(Φt(µ), Îm(Π)) ≤ dist((1− t)µ+ tΠ(µ), Îm(Π)) + o(t).
But the mapping µ 7→ dist(µ, Îm(Π)) is convex. As a consequence, and
because Π(µ) ∈ Îm(Π),
dist(Φt(µ), Îm(Π)) ≤ (1− t)dist(µ, Îm(Π)) + o(t).
Since the function µ 7→ dist(µ, Îm(Π)) is convex, t 7→ dist(Φt(µ), Îm(Π))
admits a right derivative. It stems that
d+
dt
∣∣∣∣
t=0
dist(Φt(µ), Îm(Π)) ≤ −dist(µ, Îm(Π)).
The invariance by time-translation shows that the same estimate must hold
at any other time t that we derived at t = 0. Thus, we obtain for all
µ ∈ P(Rd;V ) and t ≥ 0:
dist(Φt(µ), Îm(Π)) ≤ e−tdist(µ, Îm(Π)).
This proves that Îm(Π) contains every subset of P(Rd;V ) negatively invari-
ant under Φ. 
Remark 5.8. It is easily proved that Îm(Π) is a positively invariant set
for the flow Φ.
It is already known since Conley [10] that if U is an open set with
compact closure, such that ΦT (U) ⊂ U for some T > 0, then there exists an
attractor A ⊂ U whose basin contains U .
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5.3. Fixed points of Π. In this subsection, we prove that for a sym-
metric W , the normalized occupation measure converges a.s. to a zero of a
certain functional, the free energy.
We recall the free energy corresponding the ODE studied
(5.7) F(µ) :=
∫
Rd
log
(
dµ
dγ
)
dµ+
∫
Rd×Rd
W (x, y)µ(dx)µ(dy).
We note that this functional is finite if and only if the measure µ is ab-
solutely continuous with respect to the Lebesgue measure. Therefore, for
µ ∈ Pβ(Rd;V ), we will consider F(Π(µ)) or equivalent only the probability
measures having a density with respect to the Lebesgue measure.
We will prove that there is a link between the zeros of F and the energy
F : for any probability µ on Rd, when have that F (µ) = 0 if and only if µ
has a density and µ is a critical point for the free energy ∇F(µ) = 0.
We know that if the normalized occupation measure µt converges, then the
limit will be a probability measure which has a density with respect to γ.
Thus, instead of working with the function F (µ) = −µ+ Π(µ), we will only
consider probability measures µ having a density f : µ = fγ.
Proposition 5.9. Suppose that W is symmetric. Then the zeros of F
are the critical points of F .
Proof. We easily prove that F is a strictly convex function. Actually,
denote by DF its differential function. Let µ, ν ∈ Pβ(Rd;V ) two probabil-
ity measures having a density with respect to the Lebesgue measure. We
remind that the differential function is given by the following (because W
is symmetric):
DF(µ) · ν =
∫
Rd
log
(
µ(x)
γ(x)
)
ν(x)dx+ 2
∫
Rd
∫
Rd
W (x, y)ν(x)µ(y)dxdy.
Similarly, we get for α ∈ Pβ(Rd;V ) a probability measure having a density
with respect to the Lebesgue measure
D2F(µ) · (ν, ξ) =
∫
Rd
ν(x)ξ(x)µ(x)−1γ(x)dx+
∫
Rd
∫
Rd
W (x, y)ν(x)ξ(y)dxdy
and the strict convexity follows. The convexity of F implies that for all
probability measures µ, ν ∈ Pβ(Rd;V ) absolutely continuous with respect
to the Lebesgue measure,
F(ν)−F(µ) ≥ DF(µ) · (ν − µ).
We can choose ν = Π(µ) (which is a global minimum for F !) and apply the
preceding inequality which gives
0 ≥ F(Π(µ))−F(µ) ≥ DF(µ) · (Π(µ)− µ) .
Now, by convexity of F , DF(µ) · (Π(µ)− µ) = 0 if and only if µ = Π(µ)
(i.e. F (µ) = 0). 
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Corollary 5.10. Suppose that W is symmetric. Then the fixed points
of Π are the critical points of the free energy F .
Proof. Straightforward. 
6. Study of the family of semi-groups (Pµt , t ≥ 0, µ ∈Mβ(Rd;V ))
In this section, we introduce two crucial functional inequalities, namely
the spectral gap and the ultracontractivity for the family of semi-groups Pµt .
The notion of ultracontractivity and its relation to the analysis of Markov
semi-groups were studied by Davies and Simon [13] and recently by Ro¨ckner
& Wang [31] for more general diffusions. The need of the ultracontractivity
property will impose some kind of boundedness on the convolution term
in the SDE that cannot be easily removed. We recall that Π(µ)(dx) =
e−2W∗µ(x)
Z(µ) γ(dx) and that we denote by (P
µ
t , t ≥ 0, µ ∈ Pβ(Rd;V )) the Feller
semigroup associated to the diffusion (Xµt , t ≥ 0) (3.8). (Pµt ) is a symmetric
hypoelliptic semi-group.
Let L2(Π(µ)) denote the space of Borel real-valued functions f : Rd → R
such that
∫
Rd |f(x)|2Π(µ)(dx) <∞, and
(f, g)µ :=
∫
Rd
f(x)g(x)Π(µ)(dx)
is the inner product on this space and ||.||2,µ is the associated norm.
Remark 6.1. For any probability measure µ ∈ Pβ(Rd;V ), L2(Π(µ)) =
L2(γ).
We introduce here two operators : Qµ, the “inverse” of Aµ, that is the
operator defined for any function f by
Qµf :=
∫ ∞
0
(Pµt f −Π(µ)f) dt(6.1)
and Kµ, the orthogonal projection defined by
Kµf := f −Π(µ)f.(6.2)
They are linked together by the following relations (where D2(µ) is the
domain of Aµ in L2(Π(µ)))
∀f ∈ L2(Π(µ)), Aµ ◦Qµ(f) = −Kµf,
∀f ∈ D2(µ), Qµ ◦Aµ(f) = −Kµf.
Remark 6.2. The integrability of (Pµt f − Π(µ)f) will come from the
uniform spectral gap obtained in the following subsection.
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6.1. Uniform spectral gap. We refer to Bakry [2], and we consider
the functional algebra C∞(Rd;V ). Indeed, it is contained in Lp(Π(µ)), for
all 1 < p <∞ and dense in all of them.
Lemma 6.3. The family of measures e−2W∗µ(x)γ(dx), ∀µ ∈ Pβ(Rd;V ),
satisfies a logarithmic Sobolev inequality and there exists a uniform spec-
tral gap for the family of measures e−2W∗µ(x)γ(dx), ∀µ ∈ Pβ(Rd;V ). These
two facts correspond to the following inequalities: ∃C1, C2, two positive con-
stants, independent of µ, such that ∀f ∈ C∞(Rd;V ):
i)
∫
f2 log
(
f2
||f ||2,µ
)
e−2W∗µdγ ≤ C2
∫
|∇f |2e−2W∗µdγ.
ii)
∫
f2e−2W∗µdγ −
(∫
fe−2W∗µdγ
)2
≤ C1
∫
|∇f |2e−2W∗µdγ.
Furthermore, ∀t > 0, ||Pµt (Kµf)||2,µ ≤ e−t/C1 ||Kµf ||2,µ.
Proof. i) We can decompose the function W in two parts: W = W1 +
W2, where W2 is a bounded function with respect to x and W1 satisfies the
curvature bound (3.3) given in the preliminaries: there exists α < 1/2 such
that for all µ ∈ Pβ(Rd;V ), for all x, ξ ∈ Rd(
(
1
2
∇2V (x) +∇2W1 ∗ µ(x))ξ, ξ
)
≥ −αK|ξ|2.
We will begin to prove the first part of the lemma for the measure γ1(dx),
corresponding to V +W1, thanks to the abstract Γ2 criterion due to Bakry
& Emery. Then, this measure will be “perturbed” by W2 ∗ µ and we will
prove the result for e−2W2∗µ(x)γ1(dx) = e−2W∗µ(x)γ(dx).
To the operator Aµ1 :=
1
2∆− (∇V,∇)− (∇W1 ∗ µ,∇), we can associate the
operator “carre´ du champ”
Γ(f) := |∇f |2
and the operator
Γµ2 (f) := |∇2f |2 + (∇f,∇2(V +W1 ∗ µ) ∇f),
as in Bakry & Emery [3]. The strictly uniformly (in µ) convex function
V +W1 ∗µ satisfies the Γ2 criterion, which in turn implies the Bakry-Emery
curvature criterion: ∃C > 0 such that for all µ ∈ Pβ(Rd;V )
inf
µ
Γµ2 (f) ≥ CΓ(f)
where C ≥ (12 − a)K > 0 is independent of µ.
It follows from a lemma due to Holley & Stroock [18] (see for instance [1])
that the measure e−2W2∗µ(x)γ1(dx) satisfies a logarithmic Sobolev inequality,
with a constant independent of µ smaller than 2C e
2M , because W2 is bounded
(in x) and there exists a constant M such that for all µ ∈ P(Rd;V ), we have
osc(W2 ∗ µ) := sup(W2 ∗ µ)− inf(W2 ∗ µ) ≤M(= κβ). Thus we are done.
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ii) Rothaus [33] has proved that if a measure satisfies a logarithmic
Sobolev inequality with a constant c, then it also satisfies a Poincare´ inequal-
ity with a constant 1/c. Moreover, it is known that a Poincare´ inequality is
equivalent to the existence of a spectral gap.
From ii), we find the following estimate on the semigroup (Pµt )t≥0 (see
[2]): there exists some positive constant C1, independent of µ, such that for
all t > 0, f ∈ L2(Π(µ)),
||Pµt (Kµf)||2,µ ≤ e−t/C1 ||Kµf ||2,µ.

6.2. Uniform ultracontractivity. We introduce the following defini-
tion:
Definition 6.4. Let (P λt , t ≥ 0, λ ∈ Λ) a family of Markov semi-groups.
We assume that for each parameter λ ∈ Λ the semi-group (P λt , t ≥ 0) has
a unique invariant probability measure µλ.We say that the family (P λt , t ≥
0, λ ∈ Λ) is uniformly ultracontractive if the operators P λt are uniformly
bounded from L2(µλ) to L∞(µλ) for all t ∈]0, ε] (for some ε > 0), i.e.
∃C > 0, independent of λ, such that
(6.3) ||P λt ||2→∞ ≤ C(t), ∀t ∈]0, ε],∀λ ∈ Λ,
where ||P λt ||2→∞ := sup
f∈L2(µλ)\{0}
||Pλt f ||∞
||f ||2 .
Let q : Rd → R;x 7→ q(x) = |x|22 . In order to prove that the family of
semigroups (Pµt )t≥0 is uniformly ultracontractive, we will use the following
result due to Ro¨ckner & Wang ([31] corollary 2.5):
Lemma 6.5. (Ro¨ckner & Wang) Let (Pt, t ≥ 0) be a Markovian semi-
group, with infinitesimal generator A := 12∆ − (∇U,∇), with ∇2U ≥ −K.
Assume that there exists a continuous increasing map χ : R+ 7→ R+ \ {0}
such that
(1) lim
r→∞
χ(r)
r =∞,
(2) the mapping gχ(r) := rχ(m log r) is convex on [1,∞) for any m >
0,
(3) Aq(x) ≤ b− χ(q(x)) for some b > 0.
Then Pt has a unique invariant probability measure. If
∫∞
2
dr
rχ(m log r) < ∞,
m > 0, then Pt is ultracontractive. If moreover χ(r) = χrδ, with χ > 0, δ >
1, then there exists some c = c(b, χ) > 0 such that for all t ∈ (0, 1]
||Pt||2→∞ ≤ exp{ct−δ/(δ−1)}.
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Corollary 6.6. The family of semigroups (Pµt , t ≥ 0, µ ∈ Mβ(Rd;V ))
is uniformly ultracontractive and ||Pµt ||2→∞ ≤ exp{ct−δ/(δ−1)}, where the
positive constant c is uniform.
Proof. We apply the result of Ro¨ckner & Wang for U := V +W ∗µ and
use the curvature bound (3.3). We find that each (Pµt )t≥0 is ultracontractive.
Furthermore, the curvature bound (3.3) on 1/2V +W1 ∗µ, the boundedness
of ∇xW2 and the growth condition (∇V (x), x) ≥ c|x|2δ, all together imply
that there exist a, b > 0 such that for |x| large enough and for any initial
µ ∈ Pβ(Rd;V ) and any r > 0
Aµtq(x) = d/2− (∇W ∗ µt(x), x)− (∇V (x), x)
≤ b− aq(x)δ ≤ b− aq(x).(6.4)
If we let χ(t) := tδ, with δ > 1, we find that the constant c is uniform in µ.
Thus, we have the uniform ultracontractivity. 
Now we work with the three operators: Aµ, Kµ and Qµ. We recall that
Kµf = f −Π(µ)f and Qµf =
∫∞
0 P
µ
t (Kµf)dt =
∫∞
0 P
µ
t (f −Π(µ)f) dt.
Proposition 6.7. For all ε > 0, there exists a positive constant K(ε)
such that for all µ ∈ Pβ(Rd;V ), x ∈ Rd, f ∈ C0(Rd;V ):
|Qµf(x)| ≤ (εV (x) +K(ε))||f ||V .
If f ∈ C∞(Rd;V ), then Qµf ∈ C1(Rd) and |∇Qµf(x)| ≤ C(εV (x)+K)||f ||V .
Proof. One has clearly
|Qµf(x)| ≤
∫ ∞
0
|Pµt (Kµf)(x)|dt.
Let t0 be a positive constant (we will choose it precisely later). We can
decompose the right-hand side of the preceding inequality:
∫ ∞
0
|Pµt (Kµf)(x)|dt =
∫ t0
0
|Pµt (Kµf)(x)|dt+
∫ ∞
t0
|Pµt (Kµf)(x)|dt.
We begin to work with the second term. By use of the uniform ultracon-
tractivity of the semi-group (Pµt ) and the uniform spectral gap, we have the
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following∫ ∞
t0
|Pµt (Kµf)(x)|dt =
∫ ∞
0
|Pµt0Pµt (Kµf)(x)|dt
≤ exp {ct−δ/(δ−1)0 }
∫ ∞
0
||Pµt (Kµf)||2,µdt
≤ exp {ct−δ/(δ−1)0 }||Kµf ||2,µ
∫ ∞
0
e−t/C1dt
≤ exp {ct−δ/(δ−1)0 }||f ||2,µ
∫ ∞
0
e−t/C1dt
≤ exp {ct−δ/(δ−1)0 }||f ||V
(∫
V 2dΠ(µ)
)1/2 ∫ ∞
0
e−t/C1dt.
We now have to work with the first term of the equality. We easily know
that
|Pµt f(x)| ≤ ||f ||V Pµt V (x).
But we recall that for the Lyapunov function Eµ(x) = V (x) +W ∗ µ(x), we
have
ExEµt(Xt) ≤ (Eµ(x) + 1 + C)eCt
and by definition Pµt V (x) ≤ Pµt (Eµ)(x) = ExEµ(Xt). We need a last bound
for Eµ(x):
Eµ(x) ≤ V (x) + κ
∫
(V (x) + V (y))µ(dy) ≤ (1 + κ+ κβ)V (x).
We finally find
|Pµt f(x)| ≤ (1 + κ+ κβ + 1 + C)V (x)
∫ t0
0
eCsds||f ||V .
We can choose t0 such that |Pµt f(x)| ≤ εV (x)||f ||V . We can conclude that
there exists some K(ε) which satisfies the lemma:
|Qµf(x)| ≤ (εV (x) +K(ε))||f ||V .(6.5)
Suppose that f is smooth. We remind the notations: Γ(f) := |∇f |2 and
Γµ2 (f) := |∇2f |2 + (∇f,∇2(V +W ∗µ)∇f) and there exists a real number α
such that Γµ2 (f) ≥ αΓ(f). The Γ2-criterion implies the following inequality
(see for instance Ledoux [22] or [1] p.83), ∀f ∈ C∞(Rd;V ),
(6.6) |∇Pµt (Kµf)| ≤ C
(|Pµt (Kµf)2|+ |Pµt (Kµf)|2) ∀t > 0
where C = C(α) > 0. The rest of the proof follows exactly the first part of
it. We conclude that there exists C > 0 such that ∀ε > 0, there exists K(ε)
such that
|∇Qµf(x)| ≤ C(εV (x) +K(ε))||f ||V .

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6.3. Regularity with respect to the measure µ.
Proposition 6.8. The mappings µ 7→ Aµ and µ 7→ Kµ are C∞ and
for any function f ∈ C2(Rd;V ), the application µ 7→ Qµf is C∞ for the
strong topology of measures and we have for the (first) differentials (for any
µ, ν ∈M(Rd;V )):
D(Aµf) · ν = −(∇W ∗ ν,∇f);
D(Kµf) · ν = − < DΠ(µ) · ν, f >;
D(Qµf) · ν = < DΠ(µ) · ν,Qµf > +Qµ((∇W ∗ ν),∇Qµf),
with the notation < DΠ(µ) · ν, f >:= ∫Rd f(x)DΠ(µ) · ν(dx).
Proof. Let β > 0 and fix µ ∈ Mβ(Rd;V ). We already know that
µ 7→W ∗ µ and Π are C∞; so there is nothing to prove in case of Aµ or Kµ.
To look at Qµ we need to consider the resolvent operator of P
µ
t :
Rµλf :=
∫ ∞
0
e−λtPµt f dt, λ > 0.
We recall that for all λ > 0 we have Rµλ = (λ − Aµ)−1 (see e.g. [19]). For
all λ > 0, we define
Qµ(λ) := Kµ(λ−Aµ)−1.
We now have the following equality Qµf−Qµ(λ)f =
∫∞
0 dtP
µ
t Kµ(1−e−λt)f
and we obtain by the uniform spectral gap that there exists C,C1 > 0
||Qµf −Qµ(λ)f ||V ≤ λ||f ||V
∫ ∞
0
C(β)e−tC1dt.
Besides, we have:
Qµf = lim
λ→0+
∫ ∞
0
e−λt (Pµt f −Π(µ)f) dt
Qµf = lim
λ→0+
(
Rµλf − λ−1Π(µ)f
)
(6.7)
where the convergence is readily seen to be uniform in µ. Therefore µ 7→ Qµf
is continuous.
The mappings µ 7→ Π(µ) and µ 7→ ∇W ∗ µ are C∞. This fact implies
that µ 7→ Kµ and µ 7→ Aµ are C∞. Therefore for every λ > 0 we find that
the map µ 7→ Rµλf is C∞. We have the following differential2:
DQµ(λ) · ν = (DKµ · ν)((λ−Aµ)−1) +Kµ(λ−Aµ)−1(DAµ · ν)(λ−Aµ)−1
= (DΠ(µ) · ν)((λ−Aµ)−1) +Kµ(λ−Aµ)−1(∇W ∗ ν,∇)(λ−Aµ)−1.
2Rigorously speaking, we use here the differentiability of the operator-valued function
µ 7→ Aµ. For this to hold, we need to consider Aµ as a bounded operator from the space
L2(γ) endowed with the norm
||f ||2,µ,1 := ||f ||2,µ + ||Aµf ||2,µ.
to the same space L2(γ) endowed with the standard quadratic norm. Then equipping the
space of bounded operators with the topology induced by the operator norm, the claimed
differentiability is obvious.
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We will prove that each term of the preceding equality converges uni-
formly. For the first term, we have for all f ∈ C∞(Rd;V ):
(DΠ(µ) · ν)((λ−Aµ)−1)f =< DΠ(µ) · ν,Kµ(λ−Aµ)−1f >
and therefore
(6.8) lim
λ→0+
(DΠ(µ) · ν)((λ−Aµ)−1)f =< DΠ(µ) · ν,Qµf >
where the convergence in uniform. Its remains to prove the convergence of
the second term. We find the following
Kµ(λ−Aµ)−1(∇W ∗ ν,∇)(λ−Aµ)−1 = Kµ(λ−Aµ)−1(∇W ∗ ν,∇)Kµ(λ−Aµ)−1
= Qµ(λ)(∇W ∗ ν,∇Qµ(λ)f).
If we manage to prove that ∇Qµ(λ)f converges uniformly to ∇Qµf , then
we are done. We have by definition of Qµ(λ):
∇Qµ(λ)f =
∫ ∞
0
∇(Pµt f)e−λtdt
and therefore
|∇Qµf −∇Qµ(λ)f | ≤
∫ ∞
0
|∇(Pµt f)|(1− e−λt)dt.
We use the inequality (6.6) to prove that this family of differentials converge
uniformly with respect to µ; so µ 7→ Qµf is actually C1 with the differential
given in the statement of the proposition. Looking at this differential, we
see that it is itself a C1 function of µ, so by induction it can be proved that
µ 7→ Qµf is C∞. 
Remark 6.9. We could have also proved that µ 7→ Pµt f and µ 7→ Qµ
are C∞. But this results will not be needed in the remainder.
Corollary 6.10. For every f ∈ C0(Rd;V ), we have the uniform in-
equalities
||D(Qµf) · ν||V ≤ K||f ||V ||ν||V ,
|(DQµ · ν)(f)(x)| ≤ C(ε+K(ε))2||ν||V ||f ||V .
Proof. The first inequality is straightforward. We will prove the second
one. We have the following:
|(DQµ · ν)(f)(x)| ≤ |(DΠ(µ) · ν)(Qµf)(x)|+ |Qµ(∇W ∗ ν(x),∇Qµf(x))|.
We will treat each of the two terms on the right side of the inequality sepa-
rately. If we consider the second member of the right side of the inequality,
we find
|Qµ(∇W ∗ ν(x),∇Qµf(x))| ≤ (εV (x) +K(ε))2||(∇W ∗ ν,∇Qµf)||V 2
≤ (εV (x) +K(ε))2||∇W ∗ ν||V ||∇Qµf)||V
≤ C(εV (x) +K(ε))2||ν||V ||f ||V .
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We work now with the other member of the inequality.
|(DΠ(µ) · ν)(Qµf)| ≤ 2
∫
|Qµf(x)||W ∗ ν(x)−
∫
W ∗ ν(y)Π(µ)(dy)|Π(µ)(dx)
≤ C||f ||V
∫
(εV (x) +K(ε))(V (x) + 2||ν||V + α)Π(µ)(dx)
≤ C||f ||V (ε+K(ε))||ν||V .
Putting the pieces together, we are done. 
7. Behavior of the occupation measure
7.1. Tightness of (µt, t ≥ 0). We prove by the following result that
we almost work in a compact set:
Proposition 4.1 Let x, r, µ. Then there exists β > 0 such that a.s.
µt ∈ Pβ(Rd;V ) for all t ≥ 0.
Proof. We set φ(t) :=
∫ t
0 V (Xs)ds. All we need to prove is there
exists β′ such that a.s. φ(t) ≤ β′t). We use again the Lyapunov functional
Eµ(x) = V (x) +W ∗ µ(x). We have already shown:
Eµt(Xt) = Eµ(x) +
∫ t
0
(∇Eµs(Xs), dBs)−
∫ t
0
|∇Eµs(Xs)|2 ds
+
1
2
∫ t
0
∆Eµs(Xs)ds+
∫ t
0
(W (Xs, Xs)−W ∗ µs(Xs)) ds
r + s
.
The strong law of large numbers (for martingales) implies that for t large
enough we will have
∫ t
0 (∇Eµs(Xs),dBs) ≤ 12
∫ t
0 |∇Eµs(Xs)|2 ds, and we there-
fore get the inequality:∫ t
0
|∇Eµs(Xs)|2 ds ≤ 2Eµ(x) +
∫ t
0
∆Eµs(Xs)ds+
2
r
∫ t
0
W (Xs, Xs)ds.
Now we want to find an integral inequality on φ. To this aim, we will control
separately each of the three terms of the last inequality and let φ(t) appear.
• From the growth assumption on V , for any  > 0 we can find k > 0
such that V ≤ k + |∇V |2, thus by means of an integration we get
φ(t) ≤ kt+ 
∫ t
0
|∇Eµ(Xs)|2 ds.
• From the domination condition (3.2) on W , we have ∆W ∗ µ(x) ≤
κ(V (x) + µ(V )); the growth condition (3.4) on V ensures that we
have the same kind of inequality ∆V ≤ a + bV for some a, b > 0;
therefore we get:
∆Eµs(Xs) ≤ a+ κµ(V ) + (κ+ b)V (Xs) +
κ
r + s
φ(s).
• The same domination condition (3.2) leads also to
W (Xs, Xs) ≤ 2κV (Xs).
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Putting the pieces together, we find the following inequality (denoting by
C0 and C1 two deterministic positive constants)
φ(t) ≤ kt+ 
(
C0 + (b+ κ)φ(t) + κ
∫ t
0
ds
r + s
φ(s) + C1t+
4κ
r
φ(t)
)
.
Now for  small enough, we can have 
(
b+ κ(1 + 4r )
)
< 1 thus, we have:
φ(t) ≤ C ′0 + C ′1t+
∫ t
0
C ′2ds
r + s
φ(s),
with C ′i another positive constants. If we note u(t) :=
∫ t
0
ds
r+sφ(s), solving the
preceding inequality is equivalent to solving the inequality u˙ ≤ C + C ′2 ur+t
which solution is u(t) ≤ C(r + t)C′2 . Finally, we have that there exists a
positive deterministic constant β′ such that φ(t) ≤ β′t as required (because
C ′2 < 1). 
Proposition 7.1. Pβ(Rd;V ) is a weakly compact subset of P(Rd;V ).
Proof. Consider a sequence (νn, n ≥ 1) of Pβ(Rd;V ), such that νn
converges weakly to a measure ν ∈ P(Rd;V ). We have to show that∫
V (x)ν(dx) ≤ β. We have for all x ∈ Rd, for all R > 0, that R ∧ V (x) ≤
V (x). We know, by hypothesis, that for all n,
∫
R ∧ V (x)νn(dx) ≤ β.
Moreover ∫
R ∧ V (x)νn(dx) −→
∫
R ∧ V (x)ν(dx).
But R 7→ R ∧ V is a non-decreasing function, converging to V , so that by
the monotone convergence theorem, we deduce that
∫
V (x)ν(dx) ≤ β and
ν ∈ Pβ(Rd;V ). Hence Pβ(Rd;V ) is closed. It is also easily seen that all
ν ∈ Pβ(Rd;V ) is a tight measure a.s. (see the preceding proof which implies
that µt is a.s. tight). Since the space Pβ(Rd;V ) is Polish, this space is
relatively compact as a consequence of Prokhorov theorem. It asserts that
Pβ(Rd;V ) is a compact set. 
Proposition 7.2. Let β > 0 such that µt ∈ Pβ(Rd;V ) for all t ≥ 0.
For all n ∈ N, we have that Ex,r,µ(V n(Xt)) is bounded.
Proof. We do the case n = 1 and drop the subscripts x, r, µ in the
following. We will prove that the proposition is true for the Lyapunov
function Eµ(x) instead of V .
We apply the Itoˆ formula to prove that:
dEµs(Xs) = (∇Eµs(Xs),dBs)− |∇Eµs(Xs)|2 ds+
1
2
∆Eµs(Xs)ds
+ (W (Xs, Xs)−W ∗ µs(Xs)) ds
r + s
.
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The strict convexity of V + W1 ∗ µ (which is uniform in µ because of the
curvature assumption (3.3)) and the boundedness assumptions on W2 and
its derivatives lead to:
∀α > 0, ∃Kα = K(α, β, V ); Eµt(Xt) ≤ α|∇Eµt(Xt)|2 +Kα.
From the domination condition (3.2) on W and the growth condition on V ,
we get that there exists a > 0 such that ∆Eµt(Xt) ≤ a(1 + Eµt(Xt)). These
bounds lead for all t ≥ s ≥ 0 to
EEµt(Xt) ≤ EEµs(Xs) +
1
2α
∫ t
s
(Kα − EEµu(Xu)) du+
a
2
∫ t
s
(1 + EEµu(Xu))du
+ κ
∫ t
s
EV (Xu)(r + u)−1du.
Now, we can choose α such that 1/α − a = 2a and we recall that V (Xt) =
O(t). Therefore the preceding inequality becomes (with M depending only
on V and β)
EEµt(Xt) ≤ EEµs(Xs)− a
∫ t
s
EEµu(Xu)du+M(t− s)
We divide both sides by t− s and let s→ t. Let x(t) := EEµt(Xt). Solving
the preceding inequality boil down to solve x˙ ≤ M − ax. The solution is
x(t) ≤
(
x(0) +M
∫ t
0 e
asds
)
e−at and we finally obtain the following:
EEµt(Xt) ≤
(
KV (x) +
M
a
(eat − 1)
)
e−at
and we are done. 
7.2. Back to the dynamical system: a global attractor for the
flow. We have defined in Section 5 a smooth dynamical system, with the
strong topology. But, as we want to study a probabilistic objet, actually
the asymptotic behavior of (µt, t ≥ 0), it is natural to work with the weak*
topology. That is the reason why we consider the following set: we denote
by L(µt) the ω-limit set of µt that is L(µt) =
{
∩
t≥0
{µs; s ≥ t}
}
⊂ P(Rd;V )3.
We remark that L(µt) is composed by all the accumulation points of µt. This
set is well-defined because it is invariant for the flow Φ which restriction to
L(µt) does not explode in a finite time.
Definition 7.3. The dynamical system associated to V and W is the
mapping Ψ : R × L(µt) → L(µt), (t, µ) 7→ Ψt(µ) given by Ψt(µ) = Φt(µ)
(where Φ is the flow defined in Section 5).
3We emphasize that L(µt) is the ω-limit set of (µt) and not (Φt(µ)). In particular,
L(µt) is random and depends on (Xt, t ≥ 0).
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As we will never consider the first flow Φ in the following, by an abuse
of notations (we hope it will not be confusing), we will denote the flow Ψ
by Φ.
Remark 7.4. It is easily proved that the function Π is continuous with
respect to the weak* topology (because of the domination assumption on W
and Π is just a composition with the exponential map). By use of the preced-
ing results, we can show that the new mapping Φ satisfies the flow property
and is continuous with respect to the weak* topology. For a detailed proof,
we refer the reader to [6] (lemma 3.3).
Our aim is now to find a global attracting set for Φ. A natural idea
would be to prove that Îm(Π) is suitable, but the problem that this space
is quite large and therefore not necessarily compact. As a consequence, we
decide to reduce to the non empty set Îm(Π) ∩ L(µt).
Theorem 7.5. Îm(Π) ∩ L(µt) is a.s. a global attracting set for Φ.
Proof. We begin to notice that Îm(Π) ∩ L(µt) is a.s. compact for the
weak* topology, by definition of L(µt) (it is a closed subset of Pβ(Rd)).
The next step is to prove that for all µ ∈ Pβ(Rd;V ), we have that the
distance dist(Φt(µ), Îm(Π) ∩ L(µt)) converges to 0. But we already know
that
lim
t→∞dist(Φt(µ), Îm(Π)) = 0.
Now because of the proposition 7.7, which asserts that (µh(t)) is an asymp-
totic pseudo-trajectory for the flow Φ and thus L(µt) is an attractor free set
(see corollary 7.13), we have that
lim
t→∞dist(Φt(µ), L(µt)) = 0
and finally we are done because for two setsA,B, we have that dist(Φt(µ), A∩
B) ≤ dist(Φt(µ), A) + dist(Φt(µ), B).
It is clear, by the definition of the set, that Îm(Π) ∩ L(µt) is positively
invariant. Finally, this set is a.s. a global attracting set for the flow. 
Corollary 7.6. L(µt) is a.s. a subset of Îm(Π).
Proof. Îm(Π) ∩ L(µt) is a global attracting set for Φ and is compact
for the weak* topology. But ∅ and L(µt) are the only attractors of Φ. This
due to the fact that µh(t) is an asymptotic pseudo-trajectory for the flow,
which implies that L(µt) is attractor free. Therefore, Îm(Π)∩L(µt) = L(µt).
Consequently, we find that L(µt) ⊂ Îm(Π). 
7.3. Asymptotic behavior. We define a family of measures {εt,t+s; t ≥
0, s ≥ 0} by
εt,t+s :=
∫ t+s
t
(δXh(u) −Π(µh(u)))du.(7.1)
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This family will play an important role in this section: it will be essential
for proving that t 7→ µh(t) is an asymptotic pseudo-trajectory for Φ.
Proposition 7.7. For all f ∈ C∞(Rd;V ) and every T > 0 there exists
a positive constant K (depending only on V , W and the initial point x) such
that for all δ > 0
Px,r,µ
(
sup
0≤s≤T
|εt,t+sf | > δ
)
≤ Kδ−2e−t||f ||V .
The proof will need the uniform estimates on the family of semi-groups
(Pµt ) proved in the last section.
Proof. Let f ∈ C∞(Rd;V ). We begin to rewrite
εt,t+sf =
∫ h(t+s)
h(t)
AµuQµuf
du
r + u
.
We consider the C2-valued process (t, x) 7→ Qµh(t)f(x), which is of class
C2 and a C1-semi-martingale. Indeed it is easy to see that t 7→ µh(t) is a.s.
a bounded variation process with values in M(Rd;V ). Since we already
know from the last section that µ 7→ Qµf is also C1, the claim follows by
composition.
Therefore we can apply the generalized Itoˆ formula to (t, x) 7→ h(t)−1Qµh(t)f(x)
and decompose the measure εt,t+s in four parts (and we will control each
term separately):
εt,t+sf = ε1t,t+sf + ε
2
t,t+sf + ε
3
t,t+sf + ε
4
t,t+sf
with
ε1t,t+sf = −
1
h(t+ s)
Qµh(t+s)f(Xh(t+s)) +
1
h(t)
Qµh(t)f(Xh(t))
ε2t,t+sf = −
∫ h(t+s)
h(t)
Qµuf(Xu)
du
(r + u)2
ε3t,t+sf =
∫ h(t+s)
h(t)
∂
∂u
Qµuf(Xu)
du
r + u
ε4t,t+sf = M
f
h(t+s) −Mfh(t)
where Mft is the local martingale M
f
t :=
∫ t
0 ∇Qµuf(Xu)dBur+u .
We recall the estimate proved in the last section: ∀ε > 0, x ∈ Rd
|Qµh(t)f(Xh(t))| ≤ ||f ||V (εV (Xh(t)) + C(ε)) ∀f ∈ L∞(Π(µ)).
and
|∇Qµh(t)f(Xh(t))| ≤ K||f ||V (εV (Xh(t)) + C(ε)).
We also remind that
∫ t
0 V (Xs)ds = O(t). Now, we can control each part of
εt,t+s and find for all ε > 0:
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|ε1t,t+sf | ≤ h(t)−1(|Qµh(t+s)f |+ |Qµh(t)f |)
≤ h(t)−1||f ||V (ε(V (Xh(t+s)) + V (Xh(t))) + C(ε)) a.s.−−→
t→∞ 0;
and
|ε2t,t+sf | ≤
∫ h(t+s)
h(t)
||Qµuf ||V V (Xu)
du
(r + u)2
≤ Kh(t)−2||f ||V
∫ h(t+s)
h(t)
V (Xu)du
a.s.−−→ 0.
For the third part of εt,t+s, we will use the Markov inequality and the bound
on the differential of Qµ given in the preceding section:
P
(
sup
0≤s≤T
|ε3t,t+sf | ≥ δ
)
≤ δ−2E|ε3t,t+T f |2
≤ δ−2
∫ h(t+T )
h(t)
E|(DQµu · µu)(f)(Xu)|2
du
r + u
≤ Cδ−2||f ||2V
∫ h(t+T )
h(t)
E
[
(εV (Xu) +K(ε))
2 V (Xu)
] du
(r + u)2
We now recall that we have proved that for all ε > 0, for all n ∈ N and
t > 0, we obtain E[V n(Xt)] = o(tε). We use it to find that there exists some
constant K (uniform in µ) such that
P
(
sup
0≤s≤T
|ε3t,t+sf | ≥ δ
)
≤ 1
δ2
K||f ||2V h(t)−1/2.
Since the quadratic variation of Mfh(t+s) −Mfh(t) is bounded by K||f ||2V (ε+
h(t)−1), Burkholder-Davis-Gundy inequality implies directly
Px,r,µ
(
sup
s∈[0,T ]
|ε4t,t+sf | ≥ δ
)
≤ 1
δ2
K||f ||2V (ε+ h(t)−1)(7.2)

Corollary 7.8. For all T > 0 and all f ∈ C∞(Rd;V ), the following
holds a.s.
lim
t→∞ sup0≤s≤T
|εt,t+sf | = 0.
Proof. Let T > 0 and f ∈ C∞(Rd;V ). We just need to prove that
lim
t→∞ sup0≤s≤T
|ε4t,t+sf | = 0.
We recall that the quadratic variation of Mfh(t+s) − Mfh(t) is bounded by
K||f ||2V (ε+h(t)−1). We will use the well-known Borel-Cantelli lemma. First,
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for all ε > 0, we have by the Doob inequality added to the Burkholder-Davis-
Gundy inequality that
Px,r,µ
(
sup
n≤t<n+1
sup
s∈[0,T ]
|ε4t,t+sf | ≥ δ
)
≤ 1
δ2
K sup
n≤t<n+1
||f ||2V (ε+ h(t)−1)
≤ 1
δ2
K||f ||2V (ε+ h(n)−1).
As it is true for all ε > 0, we deduce from the preceding inequality that
Px,r,µ
(
sup
n≤t<n+1
sup
0≤s≤T
|ε4t,t+sf | ≥ δ
)
≤ 1
δ2
K||f ||2V h(n)−1.
As we know that the sum
∑
n h(n)
−1 converges, an easy application of the
Borel-Cantelli lemma permits us to conclude that a.s.
lim
n→∞ supn≤t<n+1
sup
0≤s≤T
|ε4t,t+sf | = 0
and the result follows. 
Lemma 7.9. If for all T > 0, all f ∈ C∞(Rd;V ), it holds
lim
t→∞ sup0≤s≤T
|εt,t+sf | = 0 a.s.,
then the time-changed process, given by the function R+ → P(Rd;V ), t 7→
µh(t) is a.s. an asymptotic pseudo-trajectory for Φ (for the weak* topology
of measures).
Proof. We have, for all t, s ≥ 0,
µh(t+s) − Φs(µh(t)) =
∫ s
0
(
F (µh(t+u))− F (Φu(µh(t)))
)
du+ εt,t+s.
Now for t large enough, we have already obtained that µh(t) ∈ Pβ(Rd;V ).
Moreover, for all T > 0 and 0 ≤ s ≤ T , there exists β(T ) ≥ β (increasing
with T ) such that Φs(µh(t)) ∈ Pβ(T )(Rd;V ). Let f ∈ C∞(Rd;V ). As for all
µ ∈ Pβ(T )(Rd;V ), there exists a constant Cβ(T ) > 0 such that Π(µ)(dx) ≤
Cβ(T )e−2W∗µ(x)γ(dx), the nonnegativity of W implies directly
0 ≤
∫
Rd
f(x)Π(µ)(dx) ≤ Cβ(T )
∫
Rd
f(x)γ(dx).
As a consequence, there exists a positive constant C(β, T ) such that
|µh(t+s)f−Φs(µh(t))f | ≤
∫ s
0
|µh(t+u)f−Φu(µh(t))f |du+sC(β, T )+ |εt,t+sf |.
Now for any T > 0, the Gronwall lemma applied on [0, T ] then leads to:
|µh(t+s)f − Φs(µh(t))f | ≤ C(β, T )TeT sup
0≤s≤T
|εt,t+sf |.
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We take the supremum (for 0 ≤ s ≤ T ) of each side of the inequality and
we are done:
sup
0≤s≤T
|µh(t+s)f − Φs(µh(t))f | ≤ C(β, T )TeT sup
0≤s≤T
|εt,t+sf |.

Theorem 2.2 Under Px,r,µ, the function t 7→ µh(t) is almost surely an
asymptotic pseudo-trajectory for Φ (for the weak* topology).
Proof. It suffices to combine the proposition 7.7 with the previous
assertion linking the asymptotic pseudo-trajectory of the dynamical system
Φ and εt,t+s. 
Corollary 7.10. ([6]) Suppose that, for all y ∈ Rd, V and W (·, y) are
Ck(Rd), for k ≥ 2. Then Px,r,µ-almost surely, every limit point of (µt, t ≥ 0)
has a Ck(Rd) density with respect to the Lebesgue measure.
Proof. We have already proved that Îm(Π) ∩ L contains every subset
of P(Rd;V ) negatively invariant under Φ and is a compact set for the weak*
topology. The result is now just a consequence of the preceding theorem. 
Corollary 7.11. Px,r,µ( lim
t→+∞|Xt| = +∞) = 1.
Proof. Let A be a open subset of Rd such that γ(A) > 0. Since the
measure γ is diffusive, we have that for all ν ∈ Îm(Π) ∩ L(µt), there exist
m,M > 0 (independent of µ, m ≤ e−W∗µZ(µ) ≤M) such that
mγ ≤ ν ≤Mγ.
Now, if we consider a sequence (νtn , n ≥ 0) of P(P(Rd;V )), the limits of its
convergent subsequences will belong to Îm(Π)∩L(µt), because the limit set of
{µt, t ≥ 0} is a.s. an attractor free set of Φ. Thus, there exists a subsequence
(νtnk ) of (νtn) such that νtnk converges almost surely to ν ∈ Îm(Π) ∩ L(µt)
for the weak* topology. For all smooth function ϕ compactly supported, we
have that
νtn(ϕ)
w−→ ν(ϕ).
If we consider ϕ such that it equals 1 on A and 0 out of a set B containing
A, we find that ν(ϕ) ≥ ν(A) > 0. Thus
ν(B) ≥ lim sup νt(ϕ) ≥ lim inf νt(ϕ) ≥ ν(A) ≥ mγ(A).
Therefore, it implies that∫ tn
0
δXs(A)ds ∼ tnmγ(A)
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which in turn gives
∫∞
0 δXs(A)ds = ∞ a.s. It implies that for all constant
K > 0,
∫∞
0 δXs(R
d \BK)ds =∞ a.s., where BK is the closed ball of radius
K and so
Px,r,µ
(⋂
K
{∫ ∞
0
ds1l{|Xs|≥K} =∞
})
= 1.
We conclude that Px,r,µ
(
lim
t→+∞|Xt| = +∞
)
= 1. 
Theorem 7.12. ([5]) If the limit set of an asymptotic pseudo-trajectory
is relatively compact, then this limit set is an attractor-free set.
Corollary 7.13. The limit set of {µt(r, µ)}t≥0 is Px,r,µ-almost surely
an attractor free set of Φ.
Proof. This is a consequence of the two preceding theorems. 
Proposition 7.14. ([6]) Let L ⊂ Pβ(Rd;V ) be an attractor free set for
Φ and A ⊂ Pβ(Rd;V ) an attractor for Φ. If L ∩ B(A) 6= ∅, then L ⊂ A.
(Here B(A) is the basin of attraction of A.)
Proof. If L ∩B(A) 6= ∅, the invariance of L makes L ∩ A a nonempty
attractor for Φ|A. Thus L ⊂ A. 
Lemma 7.15. The set of the fixed points of Π,
{
µ ∈ Pβ(Rd);F (µ) = 0
}
,
is a nonempty compact (for the weak* topology) subset of Pβ(Rd;V ).
Proof. For the weak* topology, Π maps continuously the compact con-
vex set Pβ(Rd;V ) into a compact subset of P(Rd;V ). The Leray-Schauder
fixed point theorem then applies and shows that the set
{
µ ∈ Pβ(Rd;V );F (µ) = 0
}
is nonempty. 
Theorem 7.16. (Tromba [36]) Let B be a C∞ Banach manifold, F a
C∞ vector field on B and E : B → R a C∞ function. Assume that:
(1) DE(µ) = 0 if and only if F (µ) = 0;
(2) F−1(0) is compact;
(3) for each µ ∈ F−1(0), DE(µ) is a Fredholm operator.
Then E(F−1(0)) has an empty interior.
Proposition 7.17. ([4], proposition 6.4) Let Λ be a compact invariant
set for a flow Φ on a metric space E. Assume that there exists a continuous
function V : E → R such that:
(1) V(Φt(x)) < V(x) for x ∈ E\Λ and t > 0;
(2) V(Φt(x)) = V(x) for x ∈ Λ and t > 0.
If V has empty interior, then every attractor free set K for Φ is contained
in Λ. Furthermore, V restricted to K is constant.
Theorem 4.6 Suppose that W is symmetric. Then the limit set of
(µt, t ≥ 0) is Px,r,µ-a.s. a compact connected subset of the fixed points of Π.
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Proof. We follow the lines of [8] and work only with probability mea-
sures having a density with respect to the measure γ. The proof of this
result relies on the preceding results. We want to use the preceding propo-
sition with the Lyapunov function E (that is the free energy composed with
Π), which satisfies the required condition. The preceding lemma shows that{
µ ∈ Pβ(Rd;V ); Π(µ) = µ
}
is a non empty compact subset of Pβ(Rd;V ).
We still know that F−1(0) is compact for the weak* topology. Therefore,
the only thing we have to show, thanks to the Tromba theorem, is that
E(F−1(0)) has an empty interior. Let µ ∈ F−1(0) and prove that DF (µ)
is a Fredholm operator. Let us show that the operator W : M(Rd;V ) →
C0(Rd;V ), µ 7→W ∗µ(x) is compact. We recall the lemma 5.1 which asserts
that
||W ∗ µ||V ≤ 2κ||µ||V .
Moreover, we get for all u, v ∈ Rd:
|W ∗ µ(u)−W ∗ µ(v)| ≤ ||W (u, ·)−W (v, ·)||V ||µ||V .
As a consequence, the set {W ∗µ; ||µ||V ≤ 1} is bounded and equicontinuous.
By the theorem of Ascoli, we conclude that the preceding set is relatively
compact in C0(Rd;V ) and thus the operator W is compact. By definition,
its restriction to L2(γ) is also compact. As DΠ is a compact operator,
the same holds for DF (µ). Moreover, this operator is self-adjoint (see [?],
proposition 2.9). As a consequence, it follows from the spectral theory of
compact self-adjoint operators that DF has at most countably many real
eigenvalues ; the set of nonzero eigenvalues is either finite or can be ordered
as |λ1| > |λ2| > . . . > 0 with lim
n→∞λn = 0. Therefore, we apply the result of
Tromba which asserts that E(F−1(0)) has an empty interior. The conclusion
is just an application of the proposition 7.17. 
Corollary 4.7 Assume that W is symmetric. If the fixed point set of Π
contains only finitely many isolated points, then µt converges almost surely.
Proof. Straightforward. 
8. Some ideas for diffusions in a Riemannian manifold
For the sake of simplicity, we have supposed the Brownian motion to live
in Rd, but we can also work in a Riemannian manifold. We just need to be
more precise with our assumptions, by taking care of the Ricci curvature,
and explain where and how we have to adapt the proofs.
Let M be a d-dimensional, connected complete smooth Riemannian
manifold, with boundary ∂M empty. Denote by dx the Riemannian vol-
ume element and by Ric the Ricci curvature of the manifold. Let q be the
squared Riemannian distance function from a given fixed point o ∈M .
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We will remind the reader some well-known notions of Riemannian ge-
ometry (see e.g. [15]). Let Uo = {v ∈ TM ; q(v) > 1}.
Definition 8.1. The cut locus of o ∈ M , denoted by cut(o), is the clo-
sure of the set containing all points p ∈M such that p has at least two short-
est (straight line) segments to o. It means that we have cut(o) = expo(∂Uo).
Proposition 8.2. cut(o) has zero measure and there exists a set U such
that M = cut(o) ∪ U where U = expo(Uo) and cut(o) are disjoint.
Remark 8.3. If we consider the function x 7→ q(x), then ∇q(x) is well
defined for all x ∈M \ {cut(o)}.
8.1. Assumptions. We need here to replace all the assumptions given
in the second paragraph by the following:
(1) (regularity and positivity) V ∈ C2(M) and W ∈ C2(M ×M), V ≥ 1
and W ≥ 0;
(2) (convexity) V is a strictly uniformly convex function (the constant
of convexity is denoted by C);
(3) (growth) ∃c > 0, δ > 1 such that ∀x ∈M we have
(8.1) (∇V (x),∇q(x)) ≥ cq(x)δ,
and there exists C > 0 such that for all x, y ∈M we have
|∇V (x)−∇V (y)| ≤ C(|∇q(x)−∇q(y)| ∧ 1)(V (x) + V (y))
(4) (domination) there exists κ > 0 such that for all x, y ∈M , W (x, y) ≤
κV (x) and
(8.2) |∇xW (x, y)|+ |∇2xxW (x, y)| ≤ κ(V (x) + V (y));
(5) (curvature) we suppose that we can decompose W = W1 + W2,
where W2, ∇xW2 and ∇2xxW2 are three bounded functions in the
variable x, and that there exists K such that K +C/2 > 0 and for
all y ∈M ,
Ric(Y, Y ) + (∇Y∇(12V +W1(·, y)), Y ) ≥ K(Y, Y );(8.3)
Of course, (·, ·), ∇ and ∆ stand respectively for the Riemannian inner prod-
uct, the associated gradient and Laplace-Beltrami operator on M .
Remark 8.4. We emphasize that in a Riemannian manifold, we need
one more condition including the Ricci curvature.
Remark 8.5. The construction of a standard Brownian motion on a
Riemannian manifold is classical and uses the Stratonovich differential, see
e.g. [7] V34.
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8.2. The diffusion. In a Riemannian manifold, the self-attracting dif-
fusion has to be written under the following form:
dXt =
N∑
k=0
Fk(Xt) ◦ dBkt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
where the integral is Stratonovich and
∑N
k=0 Fk(Fkf) = ∆f
The only result we need to improve is that the corollary of Ro¨ckner &
Wang is still valid. But we know that we just have to find a function α such
that
Aµq(x) ≤ c− α(q(x))
for some c > 0 and all x ∈ M \ {cut(o)}. The function α defined in the
preceding section satisfies also this equation in the Riemannian case. This
shows that we can easily extend all our result to a Riemannian manifold.
We also remind Myers theorem (see e.g. [15] p.162):
Theorem 8.6. (Myers) If (M, g) is a complete Riemannian manifold
such that Ric ≥ (n− 1)r−2g where r > 0, then diam(M, g) ≤ diam(Sn(r)).
In particular, M is compact.
Thus if M is a Riemannian manifold whose Ricci curvature is bounded
from below by a positive constant, then M is compact. We then refer to [6]
for examples.
9. Conclusion
We have obtained that the asymptotic behavior of (µt, t ≥ 0) can be
related to the dynamical system Φt(µ). In a preceding section, we saw on
an example that µt converges to a fixed point of Φt (a fixed point of Π).
This raises two natural questions: in a compact space, Bena¨ım & al. showed
that Π can have a continuum of fixed points and, more important, that µt
can circle around; what happens in non compact spaces? does µt avoid
traps? We manage to answer to the first question. In our setting, we deeply
believe that Π can have only finitely many isolated fixed points. We also
want to emphasize that when W is not symmetric, then it can happen that
there exists no Lyapunov function and that the limit set of (µt) may be a non
trivial orbit. Suppose for instance that (in dimension two) W (x, y) = (x,Ry)
where R is a rotation matrix and V is a polynomial. Then, depending on R
(and V ), one expects
• either the unique invariant set for the flow is γ and thus µt con-
verges a.s. to γ;
• or µt converges a.s. to a random measure, related to the critical
points of the free energy;
• or the limit set of µt is a periodic orbit related to the measure γ.
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This example will be studied in details in a forthcoming paper.
Furthermore, we believe that our assumptions on the potentials are not
optimal and may be weakened:
• we point out that we can not work without the confinement po-
tential V (it is essential for proving the ultracontractivity of the
semi-group Pµt ). But we should lead the same study with a func-
tion W ∗ µ strictly convex (uniformly in µ)...
• we should find the same kind of results without controlling from
above W by V .
We also believe that it should be possible to prove that we have an as-
ymptotic pseudo-trajectory for the strong topology of measures and not
only for the weak topology. But to this aim, we need to compute the
Burkholder-Davies-Gundy inequality for local martingales in the Banach
space (M(Rd;V ), || · ||V ).
Nevertheless, it should be possible to prove the convergence result of the
last section under little different assumptions (for instance, supposing that
V and W are two convex functions, one of them being uniformly convex and
W is symmetric), together with obtaining the rate of convergence in some
cases.
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CHAPITRE 5
Exemple de diffusion renforce´e sur R2
Dans ce court chapitre, nous illustrons l’e´tude ge´ne´rale des diffusions
renforce´es pre´ce´dente par un exemple. En effet, nous conside´rons un poten-
tiel d’interaction W (x, y) = (x,Ry) ou` R est une matrice de rotation sur
R2. A travers l’e´tude comple`te de cet exemple, nous exhibons les diffe´rents
comportements asymptotiques de la mesure d’occupation normalise´e µt. En
particulier, nous verrons que l’attraction peut eˆtre suffisamment forte pour
forcer µt a` tourner et alors son ensemble limite est un cercle de mesures.
1. Introduction
In this short paper, we will illustrate the previous study of self-interacting
diffusions living in Rd (Kurtzmann [4]) with some examples in the two-
dimensional case. The preceding paper contains abstract results, and there-
fore we describe here a simple example and illustrate some of our previous
results. For the moment, let us recall in few words the problem we are deal-
ing with. Consider a confinement potential V : R2 → R+ and an interaction
potential W : R2×R2 → R+. For any Borel bounded measure µ, we consider
the ‘convoled’ function
W ∗ µ : R2 → R, W ∗ µ(x) :=
∫
R2
W (x, y)µ(dy).
Our main object of interest is the self-interacting diffusion solution to
dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ
(1.1)
where (Bt) is a two-dimensional Brownian motion, and (µt) the normalized
occupation measure of the process X, with initial weight r > 0 and initial
probability measure µ. That is the sequence (µt; t ≥ 0) defined by
µt :=
rµ+
∫ t
0 δXsds
r + t
.(1.2)
We will analyze a simple class of self-interacting diffusions: the Euclid-
ian scalar product W (x, y) = (x,Ry) where R is a rotation matrix in R2,
of angle θ, and V (x) = V (|x|) is a polynomial. For these particular po-
tentials, we manage to describe precisely the asymptotic behavior of the
normalized occupation measure of X. In the applications, we will suppose
for simplicity that V (x) = a|x|2 + b|x|4. We will see that the asymptotic
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behavior of µt depends crucially on V , and more precisely on the sign of
1 + cosθ
∫∞
0 ρ
2γ(ρ)dρ, where γ corresponds to the Gibbs probability mea-
sure γ(dx) := 1Z e
−2V (x)dx (and Z is the normalization constant). We also
introduce the function H : R+ → R+ defined by
H(α) :=
∫ ∞
0
dργ(ρ)
∫ 2pi
0
dve−αρ cos v.
Of course, we deal with a probabilistic object and therefore the question is
whether it converges for the weak convergence of measures (denoted by (w))
or not. Our main result is the following:
Theorem 1.1. Consider the self-interacting diffusion on R2 associated
to V and W (x, y) = (x,Ry), where R is the rotation matrix R =
(
cos θ sin θ
− sin θ cos θ
)
,
with 0 ≤ θ < 2pi. Then one of the following holds:
(1) If V is such that 1 +
∫∞
0 γ(ρ)ρ
2dρ cos θ > 0, then with probability
one µt
(w)−−→ γ;
(2) If V is such that 1 +
∫∞
0 γ(ρ)ρ
2dρ cos θ ≤ 0, then we have two
different cases:
a) if θ = pi then there exists a random variable v ∈ S1 such that
a.s. µt
(w)−−→ µv∞ with
µv∞(dx) =
eα1(x,v)
Z1
γ(dx),
where Z1 is the normalization constant and α1 is the unique posi-
tive solution to −α+ 2H′(α)H(α) = 0,
b) else θ 6= pi, and then the limit set of (µt) equals {ν(δ), 0 ≤ δ <
2pi} with probability one, where ν(δ) = 1
eTθ−1
∫ Tθ
0 dse
sµ
v(s tan θ+δ),θ
∞
with Tθ = 2pi(tan θ)−1 and µ
v,θ∞ is the unique positive solution to
−α+ 2 cos θH′(α)H(α) = 0.
This theorem means that the probability measure γ has the same role
as the Lebesgue measure usually plays. Therefore, if we suppose that∫∞
0 dργ(ρ)ρ
2 cos(θ) > −1, then the empirical measure behaves like the
“Brownian motion” (constructed with respect to the measure γ).
On the contrary, if θ = pi and
∫∞
0 dργ(ρ)ρ
2 ≥ 1, then there is enough
attraction for the convergence of µt (for the topology of weak convergence).
Actually, we manage to counter the effect of the Brownian motion and the
empirical occupation measure converges almost surely to a probability mea-
sure, which is approximatively a Gaussian distribution.
If we now suppose that θ 6= pi and that there is enough attraction, then
the term induced by θ forces µt to circle around and the limit set of (µt) is
a circle of measures {ν(δ), 0 ≤ δ < 2pi}.
164
The paper is organized in the following way. We begin to recall the
notation and former results concerning self-interacting diffusions in non-
compact spaces. Section 3 is devoted to the study of the particular example
W (x, y) = (x,Ry) and is divided in two parts. First, we study in details the
rich case R = −Id and after, we go further with the general case, where R is
a rotation matrix. This study is illustrated with some numerical simulations.
2. Notation and background
Let (·, ·) and | · | denote the Euclidian scalar product and respectively
the Euclidian norm in R2.
2.1. Assumptions on the potentials. We recall the technical as-
sumptions on the potentials V and W :
i) (regularity) V ∈ C2(Rd) and W ∈ C2(Rd × Rd);
ii) (convexity) V is a strictly uniformly convex function, i.e. there
exists K > 0 such that for all x, ξ ∈ Rd: (∇2V (x)ξ, ξ) ≥ K|ξ|2;
iii) (growth) there exist R, c > 0, δ > 1 such that for all |x| ≥ R,
(∇V (x), x) ≥ c|x|2δ and there exists C > 0 such that for all x, y ∈
Rd we have
|∇V (x)−∇V (y)| ≤ C(|x− y| ∧ 1)(V (x) + V (y));
iv) (domination) there exists κ > 0 such that for all x, y ∈ Rd,
W (x, y) + |∇xW (x, y)|+ |∇2xxW (x, y)| ≤ κ (V (x) + V (y)) ;
v) (curvature) we suppose that we can decomposeW (x, y) = W1(x, y)+
W2(x, y), where W2 and its two first derivatives with respect to
x are three bounded functions in the variable x and there exists
M > 0 such that for all x, y, ξ ∈ Rd we have(
(∇2V (x) +∇2xxW1(x, y))ξ, ξ
) ≥M |ξ|2.
2.2. Measure space. As usual, we denote by M(Rd) the space of
signed (bounded) Borel measures on Rd and by P(Rd) its subspace of prob-
ability measures. We will need the following measure space:
(2.1) M(Rd;V ) := {µ ∈M(Rd);
∫
Rd
V (y)|µ|(dy) <∞},
where |µ| is the variation of µ (that is |µ| := µ+ + µ− with (µ+, µ−) the
Hahn-Jordan decomposition of µ). This space will enable us to always check
the integrability of V (and therefore of W and its derivatives thanks to the
domination condition with respect to the (random) measures to be consid-
ered. We endow this space with the following dual weighted supremum norm
(or dual V -norm) defined by
(2.2) ||µ||V := sup
ϕ;|ϕ|≤V
∣∣∣∣∫ ϕdµ∣∣∣∣ , µ ∈M(Rd;V ).
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For β > 0, we similarly define the spaces
(2.3) Mβ(Rd;V ) := {µ ∈M(Rd);
∫
Rd
V (y)|µ|(dy) ≤ β},
and Pβ(Rd;V ) :=Mβ(Rd;V ) ∩ P(Rd;V ).
2.3. Some definitions. Now we need to refresh the reader’s memory
with a list of important definitions of the classical theory of dynamical sys-
tems. First we recall that P(Rd;V ) is a metrizable space and we can choose
the following metric: since C0(Rd;V ) is separable, we exhibit a sequence
(fk)k dense in {f ∈ C0(Rd;V )/||f ||V ≤ 1}, and set for all µ, ν ∈ P(Rd;V ):
dist(µ, ν) :=
∞∑
k=1
2−k|µ(fk)− ν(fk)|.(2.4)
Suppose we are given a deterministic flow Φ (we will define it precisely later).
Definition 2.1. a) A subset A of P(Rd;V ) is positively invariant (resp.
negatively invariant, resp. invariant) for Φ provided Φt(A) ⊂ A (respectively
A ⊂ Φt(A), respectively Φt(A) = A) for all t ≥ 0.
b) A subset A of P(Rd;V ) is an attracting set (respectively attractor)
for Φ provided:
(1) A is nonempty, compact for the weak* topology and positively in-
variant, (respectively invariant) and
(2) A has a neighborhood N ⊂ P(Rd;V ) such that dist(Φt(µ), A) → 0
as t→ +∞ uniformly in µ ∈ N .
c) The basin of attraction of an attractor K ⊂ A for Φ|A = (Φt|A)t is
the positively invariant open set (in A) comprising all points x such that
dist(Φt(x), A)→ 0 as t→ +∞, it means that it is the set of measures in the
space P(Rd;V ) such that all initial conditions chosen in this set dynamically
evolve to A
B(K,Φ|A) = {µ ∈ A; lim
t→∞ dist(Φt(µ),K) = 0}.
d) A global attracting set (respectively global attractor) is an attracting
set (respectively attractor) whose basin is the whole space P(Rd;V ).
e) Let A be a positively invariant set for Φ. An attractor for Φ|A =
(Φt|A)t (defined by taking the restriction of (Φt) to A) is proper if it is
different from ∅ and A.
f) An attractor-free set is a nonempty compact invariant set A such that
Φ|A has no proper attractor.
2.4. Former results. In this section, we recall all the former results
we have still obtained.
Let us consider a confinement potential V : Rd → R+ and an interaction
potential W : Rd×Rd → R+. For any Borel bounded measure µ, we consider
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the ‘convoled’ function
W ∗ µ : Rd → R, W ∗ µ(x) :=
∫
Rd
W (x, y)µ(dy).
Our main object of interest is the self-interacting diffusion solution to
dXt = dBt − (∇V (Xt) +∇W ∗ µt(Xt)) dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ
(2.5)
where (Bt) is a d-dimensional Brownian motion, and (µt) the normalized
occupation measure of the process with initial weight r > 0 and initial
probability measure µ. Its means that the sequence (µt; t ≥ 0) is defined by
µt :=
rµ+
∫ t
0 δXsds
r + t
.(2.6)
We note by γ the probability measure defined by
γ(dx) := e−2V (x)dx,
and for a probability measure µ, we define the new probability measure
(2.7) Π(µ)(dx) :=
1
Z
e−2W∗µ(x)γ(dx)
where Z is the normalization constant.
The question is the asymptotic study of the empirical law of the process
X. To this aim, we introduce a deterministic dynamical system Φ : R ×
M(Rd;V )→M(Rd;V ), which flow is defined by
Φ0(µ) = µ,
d
dt
Φt(µ) = Π(Φt(µ))− Φt(µ).(2.8)
Let us define the deterministic time-change h(t) := r(et − 1). The key idea
is to prove that the time-changed process (µh(t)) is an asymptotic pseudo-
trajectory of the dynamical system (2.8) that is for all T > 0
lim
t→+∞ sup0≤s≤T
|µh(t+s) − Φs(µh(t)| = 0.
Proposition 2.1. There exists β > 0 such that for all t ≥ 0, we have
µt ∈ Pβ(Rd;V ).
Theorem 2.2. Under Px,r,µ, the function t 7→ µh(t) is almost surely an
asymptotic pseudo-trajectory for Φ (for the weak* topology).
Theorem 2.3. The limit set of (µt; t ≥ 0) is Px,r,µ-almost surely an
attractor free set of Φ.
The next proposition comes from Bena¨ım & al [2] Proposition 3.9:
Proposition 2.2. Let L ⊂ Pβ(R2;V ) be an attractor free set for Φ and
A ⊂ Pβ(R2;V ) an attractor for Φ. If L ∩B(A) 6= ∅, then L ⊂ A.
167
3. Example
We suppose in the following that the dimension d = 2. We consider
the function W (x, y) := (x,Ry), where R is a matrix in R2, and V (x) =
V (|x|) := a|x|4 + b|x|2 + 1. W and V obviously satisfy the conditions of the
previous section. We denote by (1, 0)T the transpose vector of
(
1
0
)
.
Lemma 3.1. We define p = (1, 0)T . For all continuous ϕ : R → R, for
all y ∈ S1 we have∫
R2
(ϕ((x, y))− ϕ((x, p))) γ(dx) = 0,∫
R2
ϕ((x, y))(x− (x, y)y)γ(dx) = 0.
Proof. We adapt the proof of [2]. We denote by O(2) the orthogonal
group of R2. For all y ∈ S1, there exists g ∈ O(2) such that y = gp. We
recall that V (x) = V (|x|) and we therefore find by changing the variable
that ∫
R2
ϕ((x, y))γ(dx) =
∫
R2
ϕ((g−1x, p))γ(dx) =
∫
R2
ϕ((x, p))γ(dx).
We have proved the first equality. For the second one, let us define φ(y) :=∫
R2 ϕ((x, y))(x − (x, y)y)γ(dx). We clearly have that (φ(y), y) = 0 and for
all g ∈ O(2), we obtain by the invariance of γ under g that φ(gp) = gφ(p).
For each h ∈ {h ∈ O(2);hp = p}, we have φ(p) = hφ(p). As a consequence,
φ(p) = 0 and thus φ(y) = 0. 
For all probability measure µ ∈ P(R2;V ), let µ¯ denote the mean of µ
that is µ¯ :=
∫
R2 xµ(dx). If we define the probability measure
(3.1) Π¯(µ¯)(dx) :=
e−2(x,Rµ¯)
Z(µ¯)
γ(dx),
then Π¯(µ¯) = Π(µ). Let F¯ (µ) := −µ + ∫R2 xΠ¯(µ)(dx). It is readily shown
that Φ¯t(µ) satisfies the ODE
(3.2)
d
dt
µ¯ = F¯ (µ¯), µ¯0 = µ¯.
Lemma 3.2. Let m = ρv with ρ ≥ 0 and v ∈ S1. Then we get∫
R2
xΠ¯(m)(dx) = −1
2
d
dρ
log
(∫
R2
e−2ρ(x,v)γ(dx)
)
Rv.
Proof. We have m = ρv with ρ = |m| ∈ [0,+∞[ and v = m|m| ∈ S1. We
wonder if a separation of variables is possible, that is finding two functions
f, g such that
∫
R2 xΠ¯(m)(dx) = f(ρ)g(v).
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Let v = gp with g ∈ O(2), p = (1, 0)T and α = 2ρ. Because V (x) =
V (|x|), a pedestrian computation gives∫
R2
xΠ¯(m)(dx) =
1∫
R2 e
−2(x,ρRv)γ(dx)
∫
R2
xe−2(x,ρRv)γ(dx)
=
1∫
R2 e
−α(x,v)γ(dx)
∫
R2
Rxe−α(x,v)γ(dx)
=
1∫
R2 e
−α(x,v)γ(dx)
∫
R2
(x, v)e−α(x,v)γ(dx)Rv.
Using the second equality of the lemma 3.1, we obtain∫
R2
xΠ¯(m)(dx) = − d
dα
log
(∫
R2
e−α(x,v)γ(dx)
)
Rv

Let m = ρv be the solution to the ODE m˙ = F¯ (m). We decompose
m = ρv with ρ = |m| and v ∈ S1. Then we have by the preceding lemma:
d
dt
v = 0.
Moreover, if we let α = 2ρ, then the preceding result implies that α satisfies
the one-dimensional ODE
(3.3)
d
dt
α = F (α) = −α+ 2 d
dα
log
(∫
R2
e−α(x,Rp)γ(dx)
)
.
Let us define some useful functions expressed in the polar coordinates:
(3.4) H(α) :=
∫ ∞
0
dργ(ρ)
∫ 2pi
0
dve−αρ cos v
and
(3.5) H˜ ′(α) :=
∫ ∞
0
dργ(ρ)ρ2
∫ 2pi
0
dv sin2 ve−αρ cos v.
3.1. The case R = −Id. Suppose that R = −Id. In fact, it means that
W is a symmetric function. We express the problem in polar coordinates
and we get F (α) = −α
(
1− 2 H˜′(α)H(α)
)
.
Proposition 3.1. If
∫∞
0 ρ
2γ(ρ)dρ ≤ 1, then 0 is the unique equilibrium
of (3.3) and 0 is stable. The basin of attraction of 0 is R+.
If
∫∞
0 ρ
2γ(ρ)dρ > 1, then 0 is linearly unstable and there is another
equilibrium α1 for the equation (3.3) which is stable. Moreover, the basin of
attraction of α1 is R∗+.
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Proof. We remark that the function F is C∞. More precisely, a com-
putation yields to
F ′(α) = −1 + 2H
′′(α)
H(α)
− 2
(
H ′(α)
H(α)
)2
;
F ′′(α) = 2
H(3)(α)
H(α)
− 6H
′′(α)
H(α)
H ′(α)
H(α)
+ 4
(
H ′(α)
H(α)
)3
;
F (3)(α) = 2
H(4)(α)
H(α)
− 8H
(3)(α)
H(α)
H ′(α)
H(α)
+ 24
H ′′(α)
H(α)
(
H ′(α)
H(α)
)2
− 12
(
H ′(α)
H(α)
)4
.
We let the reader write the explicit expression of F (and its derivative) in
terms of γ and cos v. We wonder for the sign of F (3). We remark that
F (3) corresponds to (twice) the kurtosis of the projection on the axis x of
a random variable X (expressed in polar coordinates) such that X has the
law γ. We need here to be careful! Actually, one can believe that, for a
density function such that the graph of its asymptotic distribution is below
the graph of the standard Gaussian, the kurtosis is negative. But this is
false in general! For the assertion to be true, one need to ask for an other
condition: the graph of the symmetric part of the density function has to
cut exactly twice the graph of the Gaussian variable having the same mean
and variance (see [3], p.95). But this is our case because of the assumption
on V . Therefore, we get that the kurtosis of our variable is negative, that
is F (3)(α) < 0 for all α > 0 and F (3)(0) = 0. This means that the function
F ′′(α) is non-increasing: for all α ≥ 0, F ′′(α) ≤ F ′′(0) = 0. Similarly, we
get
F ′(α) ≤ F ′(0) = −1 +
∫ ∞
0
dργ(ρ)ρ2.
Therefore, if F ′(0) ≤ 0, then F is non-increasing function and as F (0) = 0,
the first part of the result is proved.
Else we have F ′(0) > 0. But we remember that F ′ is a non-increasing
function and lim
α→∞F
′(α) = −1. Thus (the continuity of F ′ implies that) there
exists α0 > 0 such that F ′(α0) = 0. Moreover, we have that lim
α→∞F (α) =
−∞. As a consequence, there exists a positive solution to F (α) = 0. Finally,
we can conclude that there exists a positive solution to F (α) = 0 if and only
if
∫∞
0 dργ(ρ)ρ
2 > 1. In that specific case, the point 0 is unstable and there
exists an other equilibrium, which is stable. 
Remark 3.3. 1) The positivity of
∫∞
0 dργ(ρ)ρ
2 − 1 relies completely on
the coefficients of V . Actually, for V (x) = 10−3|x|2 + 10−4|x|4, we obtain
that the preceding expression is positive, whereas it is negative for V (x) =
|x|2 + |x|4.
2) We recognize that the function t 7→ ∫ 2pi0 e−t cos vdv is the Bessel function
I0(t).
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Lemma 3.4. ([2] corollary 3.10) Let (E, d) be a metric space, Φ¯ : E×R→
E a flow on E and G : Pβ(Rd;V )→ E a continuous function. Assume that
G ◦ Φt = Φ¯t ◦ G. Let L denote the limit set of {µt}. Then for almost all
ω ∈ Ω, G(L) is an attractor free set of Φ¯.
Proof. Let µh(t) be an asymptotic pseudo-trajectory for the flow gener-
ated by Φ. The compactness of Pβ(Rd;V ) and the continuity of G imply that
G(µh(t)) is almost-surely an asymptotic pseudo-trajectory for Φ¯. Therefore,
its limit set is an attractor free set for Φ¯ by the theorem 2.3. By compactness
of Pβ(Rd;V ) and continuity of G, this limit set is the image under G of the
limit set of µh(t). 
We need the following simplified version of the corollary 8.10 of [1].
Lemma 3.5. Let Φ¯ denote a smooth flow on R2. Let A ⊂ R2 be a compact
submanifold invariant by Φ¯. Let DΦ¯
∣∣
A
(x) denote the derivative at x of Φ¯
∣∣
A
.
Let ξ¯ : R+ → R2 be a continuous function. Assume that
(1) there exists λ < 0 such that for all T ≥ 0
lim sup
t→∞
1
t
log
(
sup
0≤s≤T
|ξ¯t+s − Φ¯s(ξ¯t)|
)
≤ λ;
(2) the limit set of ξ¯ is included in A;
(3) there is a neighborhood U of A which is attracted exponentially fast
by A, that is there exists σ < 0 such that (for d(x,A) = inf{|x −
a|; a ∈ A}),
lim sup
t→∞
1
t
log
(
sup
x∈U
d(Φ¯t, A)
d(x,A)
)
≤ σ;
(4) for E(Φ¯|A) := lim
t→∞
1
t log
(
inf
x∈A
|DΦ¯|A(x)−1|−1
)
, we have
sup(σ, λ) < min(0, E(Φ¯|A)).
Then there exist r ≥ 0 and x ∈ A such that
lim sup
t→∞
1
t
log |ξ¯t − Φ¯t+r(x)| ≤ σ.
Remark 3.6. The quantity E(Φ¯|A) is called the expansion rate of Φ¯|A.
Theorem 3.7. Consider the self-interacting diffusion on R2 associated
to V and W with R = −Id. Then we have two different cases:
(1) If
∫∞
0 dργ(ρ)ρ
2 ≤ 1, then a.s. µt (w)−−→ γ;
(2) If
∫∞
0 dργ(ρ)ρ
2 > 1, then there exists a random variable v ∈ S1
such that a.s. µt
(w)−−→ µv∞ with
µv∞(dx) =
eα1(x,v)
Z1
γ(dx),
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where Z1 is the normalization constant and α1 is the unique positive
solution to the equation F (α) = −α+ 2H′(α)H(α) = 0.
Proof. Let G : Pβ(R2;V )→ R2 be the mapping defined by G(µ) = µ¯.
By the lemma 3.4, the limit set of µ¯t is a.s. an attractor free set of Φ¯. When∫∞
0 dργ(ρ)ρ
2 ≤ 1, then 0 is a global attractor for the dynamical system
generated by Φ¯. Therefore, each attractor free set of Φ¯ reduces to 0. As a
consequence, µ¯t
(w)−−→ 0 almost surely and L ⊂ G−1(0). The definitions of
Π¯(µ¯) and F imply that G−1(0) is an invariant set under the action of Φ and
Φ
∣∣
G−1(0)(µ) = e
−t(µ− γ) + γ.
This last formula comes from the fact that Π(Φt
∣∣
G−1(0)(µ)) = γ. Therefore,
γ is a global attractor for Φ
∣∣
G−1(0). The proposition 2.2 then implies that
each attractor free set reduces to γ. Consequently, the theorem 3.4 enables
us to conclude that L = γ. We are done for the first part of the theorem.
Suppose now that 0 is unstable for F¯ , where we recall that F¯ (m) =
−m+ ∫R2 xΠ¯(m)(dx). It holds for all f ∈ C∞(R2;V )
d
dt
µh(t)f = −µh(t)f + Π(µh(t))f +
d
ds
εt,t+s
∣∣
s=0
f.
If we consider the projection map f(x) = Pi(x) = xi, then we get ddt µ¯h(t) =
F¯ (µ¯h(t)) + ηt where ηt is a random vector in R2 and more precisely ηt =
d
dsεt,t+s
∣∣
s=0
(P1, P2)T . As 0 is an unstable linear equilibrium for F¯ , we apply
the result of Tarre`s ([9], part 3) to prove that
P
(
lim
t→∞ µ¯h(t) = 0
)
= 0.
We recall that F is a Lipschitz function (for the strong topology of measure),
thus F¯ is also Lipschitz (and continuous). We have for all t, s ≥ 0
µ¯h(t+s) − Φ¯s(µ¯h(t)) =
∫ s
0
(F¯ (µ¯h(t+u))− F¯ (Φ¯u(µ¯h(t)))du+ ηt+s.
But for t large enough, we have already obtained that µh(t) ∈ Pβ(R2;V ).
Moreover, for all T > 0 and 0 ≤ s ≤ T , there exists β(T ) ≥ β (increas-
ing with T ) such that Φs(µh(t)) ∈ Pβ(R2;V ). As the restriction of F to
Pβ(T )(R2;V ) is Lipschitz, there exists K(T ) such that
|µ¯h(t+s) − Φ¯s(µ¯h(t))| ≤ K(T )
∫ s
0
|µ¯h(t+u) − Φ¯u(µ¯h(t))|du+ |ηt+s|.
Thus for any T > 0, the Gronwall lemma applied on [0, T ] then leads to
|µ¯h(t+s) − Φ¯s(µ¯h(t))| ≤ eK(T )s sup
0≤s≤T
max(|εt,t+sP1|, |εt,t+sP2|).
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We take the supremum (for 0 ≤ s ≤ T ) of each side of the inequality and
we obtain
sup
0≤s≤T
|µ¯h(t+s) − Φ¯s(µ¯h(t))| ≤ eK(T )T sup
0≤s≤T
max(|εt,t+sP1|, |εt,t+sP2|).
Therefore, we find that
lim sup
t→∞
1
t
log
(
sup
0≤s≤T
|µ¯h(t+s) − Φ¯s(µ¯h(t))| ≤ −
1
2
)
.
We remind that
(3.6) ∂tρ = −ρ− H
′(α)
H(α)
and we denote by α1(γ) the unique positive solution to −α + 2H
′(α)
H(α) = 0.
We introduce the invariant set (for the flow Φ¯)
A := {m = ρv; ρ = α1(γ), v ∈ S1}.
It just remains to use the lemma 3.5 for the flow Φ¯ induced by F¯ .
• The first assertion is satisfied for λ = −1/2.
• The limit set of µ¯h(t) being an attractor free set by the theorem 2.2,
the ODE (3.6) satisfied by ρ implies that this limit set either reduces
to {0}, or is included in A. But we know that P
(
lim
t→∞µ¯h(t) = 0
)
= 0
and thus the limit set of µ¯h(t) is a subset of A with probability one.
The second assertion follows.
• Moreover, α1 is stable for the equation (3.6), thus F ′(α1) < 0 and
the set A attracts a neighborhood of itself at any exponential rate
F ′(α1) < σ < 0. We are done for the third assertion.
• It remains to prove the last point of the lemma 3.5. We recall
that ∂tv = 0. As a consequence, it is clear that Φ¯t
∣∣
A
= Id
∣∣
A
and
E(Φ¯t
∣∣
A
) = 0.
Finally, the lemma 3.5 implies that there exists v ∈ S1 such that
lim sup
t→∞
1
t
log
(|µ¯h(t) − α1v|) ≤ max(F ′(α1),−1/2).
To conclude, we have on one side that the limit set of (µt) is an attractor
free set of Φ
∣∣
G−1(α1v)
and on the other side, the flow Φ
∣∣
G−1(α1v)
admits µv∞
as a global attractor. This leads to the announced result: L(µt) = µv∞. 
The case R = Id. We suppose here thatW (x, y) = (x, y). In particular,
we note that W is a symmetric function. In that special case, we use the
polar coordinates and we get F (α) = −α
(
1 + 2 H˜
′(α)
H(α)
)
. It is obvious that
F (α) ≤ 0 for all α ≥ 0 and F (α) = 0 if and only if α = 0. Therefore, 0 is the
unique equilibrium of (3.3) and 0 is stable. The basin of attraction of 0 is
173
R+. As consequence, we easily get that with probability 1, µt
(w)−−→
t→∞ γ. That
is why this case is not very interesting in comparison with the previous one.
Here is an illustration of the phenomenon: we have chosen the initial
point x0 = (1,−2), the initial weight r = 0.4 and the initial probability
measure µ0(dx) = (2pi)−1/2e−
(x−1)2
2 dx. Now, let us show with a simulation
what happens for W (x, y) = 2(x, y) and V (x) = |x|4 + |x|2 + 1. (T = 510)
Figure 1. The convergence of µt toward γ.
3.2. The case “R is a rotation”. We assume here that R is a rota-
tion, that is R ∈ O(2) and R = R(θ) is defined as R =
(
cos θ sin θ
− sin θ cos θ
)
,
with 0 ≤ θ < 2pi. We emphasize that (else if θ = 0, pi) W is not a symmetric
function.
Theorem 3.8. Consider the self-interacting diffusion on R2 associated
to V and W (x, y) = (x,Ry). Then one of the following holds:
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(1) If V is such that
∫∞
0 dργ(ρ)ρ
2 cos(θ) > −1, then with probability
one µt
(w)−−→ γ;
(2) If V is such that
∫∞
0 dργ(ρ)ρ
2 cos(θ) ≤ −1, then we get two differ-
ent cases:
a) if θ = pi then there exists a random variable v ∈ S1 such that
a.s. µt
(w)−−→ µv∞ with
µv∞(dx) =
eα1(x,v)
Z1
γ(dx),
where Z1 is the normalization constant and α1 is the unique posi-
tive solution to −α+ 2H′(α)H(α) = 0,
b) if θ 6= pi, then the ω-limit set of (µt) equals {ν(δ), 0 ≤ δ < 2pi}
with probability one, where
ν(δ) =
1
eTθ − 1
∫ Tθ
0
dsesµv,θ∞ ,
with Tθ = 2pi(tan θ)−1 and µ
v,θ∞ is the unique positive solution to
−α+ 2 cos θH′(α)H(α) = 0.
Proof. We recall the second equality of the lemma 3.1: for all v ∈ S1,
v = gp (g ∈ O(2)) it holds by the invariance of γ by Rg∫
R2 xe
−α(x,Rv)γ(dx)∫
R2 e
−α(x,Rv)γ(dx)
=
∫
R2(x,Rv)Rve
−α(x,Rv)γ(dx)∫
R2 e
−α(x,Rv)γ(dx)
= −H
′(α)
H(α)
Rv.
Let v = gp with g ∈ O(2) and m = ρv = αv/2. We remind the equations
dm
dt
= F¯ (m) = −m+ Π¯(m) = ρ∂tv + v∂tρ;
dα
dt
= −α− 2H
′(α)
H(α)
(Rv, v);
dv
dt
= − 2
α
H ′(α)
H(α)
((Rv, v)v −Rv) .
But by definition of R and v = (v1, v2)T = (cosσ, sinσ)T , we have Rv =
(v1 cos θ + v2 sin θ,−v1 sin θ + v2 cos θ)T and therefore we obtain (Rv, v) =
cos θ. A simple computation yields to the vector
(Rv, v)v −Rv =
( − sin θ sinσ
sin θ cosσ
)
.
We finally get after some easy calculations{
dα
dt = −α− 2H
′(α)
H(α) cos θ;
dσ
dt =
2H′(α)
αH(α) sin θ.
(3.7)
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We recall (see the proof of the theorem 3.7) that H
′(α)
H(α) > 0 for α > 0. It just
remains to use the proposition 3.1. We know that we have a bifurcation at
cos θ
∫∞
0 γ(dρ)ρ
2 = 1. More precisely:
• If cos θ ∫∞0 γ(dρ)ρ2 ≥ 1, we find a global attracting set for (3.7),
that is the set {(σ, α);α = 0} and therefore, adapting the proof of
the previous theorem 3.7, we obtain a.s. µt
(w)−−→ γ;
• If cos θ ∫∞0 γ(dρ)ρ2 < 1, then the set {(σ, α);α = α1(cos θ)} is a
global attracting set for (3.7). On this set, the dynamics is given
by
dσ
dt
=
2H ′(α1(cos θ))
α1(cos θ)H(α1(cos θ))
sin θ = tan θ.
We mimic the proof of the theorem 3.7, by using the lemma 3.5, and show
that there exists a constant λ < 0 and a random variable σ0 such that with
probability 1
lim sup
t→∞
1
t
log
(∣∣∣∣µ¯h(t) − α1(cos θ)2 v(t tan θ + σ0)
∣∣∣∣) < λ.
For the moment, we know the dynamics on the set A˜ := {(σ, α);α =
α1(cos θ)}. Unfortunately, we need to more than that in order to finish
the study of our dynamical system. That is the reason why we study the
coupled system defined on M(R2;V )× R2 by
(3.8)
{
dm
dt = F¯ (m) = −m+ Π¯(m);
dν
dt = −ν + Π¯(m).
The set L(µt)× A˜ (where L(µt) denotes the limit set of µt) is an attractor
free set, by the theorem 2.2, for the flow induced by the dynamical system
3.8 restricted to P(R2;V )× R2. The dynamics on L(µt)× A˜ is given by
(3.9)
{ dσ
dt = tan θ;
dν
dt = −ν + f(σ) = −ν + µv,cos θ∞ .
We remark that f is a 2pi-periodic function. We can compute the explicit
solution to (3.9), which is given by
(3.10)
{
νt = e−t
(
ν0 +
∫ t
0 e
sf(s tan θ + σ0)ds
)
;
σt = σ0 + t tan θ.
For the rest of the proof, it remains to adapt the last part of the proof of
[2] (theorem 4.11). Let us define fσ(s) := f(s + σ) and Tθ := 2pi(tan θ)−1.
We get
νt+Tθ = e
−(t+Tθ)
(
ν0 +
∫ t+Tθ
0
esfσ0(s tan θ)ds
)
= e−Tθ
(
νt +
∫ Tθ
0
esfσ0(s tan θ)ds
)
.
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Let νθ(σ0) = 1eTθ−1
∫ Tθ
0 e
sfσ0(s tan θ)ds. We get for all t ∈ R:
νt+Tθ − νθ(σ0) = e−Tθ(νt − νθ(σ0))
and thus for all n ∈ N we obtain ν−nTθ − νθ(σ0) = e−nTθ(ν0 − νθ(σ0)).
Suppose now that (ν0, 12α1(cos θ)v(tanσ0)) belongs to the set L(µt) × A˜.
As the set L(µt) × A˜ is compact (for the weak* topology) and invariant in
P(R2;V )×R2, then νt is a probability measure for all t ∈ R. Thus we have
ν0 = νθ(σ0) and νt is Tθ-periodic. For all 0 ≤ t ≤ Tθ, we get after some easy
calculations
νt = e−t
(
ν(σ0) +
∫ t
0
esfσ0(s tan θ)ds
)
= ν(t tan θ + σ0).
To conclude, we have with probability one
L(µt) = {ν(σ); 0 ≤ σ < 2pi}.
As a consequence, there exists some continuous function χ : R+ → R such
that lim
t→∞dist(µt, ν(χt)) = 0. As the application G : P(R
2;V ) → R2 is
uniformly continuous, we get
lim
t→∞
∣∣µ¯t − α1(cos θ)2 v(χt)∣∣ = 0.
But we recall that there exists λ < 0 such that
lim sup
t→∞
log
∣∣µ¯h(t) − α1(cos θ)2 v(t tan θ + σ0)∣∣ < λ.
As a consequence, we have the wanted result:
lim
t→∞ |v(χt)− v(h
−1(t) tan θ + σ0)| = 0.

Here is an illustration of the preceding theorem. We will see the three
asymptotic behaviors of µt. For all the figures, we have chosen the initial
point x0 = (1,−2), the initial weight r = 0.4 and the initial probability
measure µ0 = (2pi)−1/2e−
(x−1)2
2 . The following illustration corresponds to
the case W (x, y) = 8(x,Ry), with θ = 3pi/4 and V (x) = 0.002x4 +0.001x2 +
1. (T = 542)
The last figure corresponds to the case W (x, y) = 15(x,Ry), with θ = pi
and V (x) = 0.02|x|4 + 0.2|x|2 + 1. (T = 417)
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Figure 2. Oscillations: µt circles around.
Figure 3. Convergence of µt toward the positive fixed point
of F .
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ANNEXE A
Diffusions attire´es par leur maximum
Le titre initial de cette note est “A note on some diffusions attracted by
their maximum”. Elle est e´crite en anglais.
We study the diffusion given by the stochastic differential equation
(0.1)
 dXt = dBt + V ′
(
sup
s≤t
Xs −Xt
)
dt
X0 = 0
where (Bt, t ≥ 0) is a standard Brownian motion and V a symmetric function
of class C2(R), such that ∫∞0 e−2V (x)dx <∞.
We begin to notice that the existence and uniqueness of the solution to
the equation is straightforward if V ′ is a Lipschitz function (see e.g. Rogers
& Williams, theorem 11.2).
Proposition 0.1. There exists a unique global solution to the equation
(0.1).
De´monstration. As V ′ is a locally Lipschitz function, there exists a
unique local solution to (0.1). It remains to prove that the process X does
not explode in a finite time. Let Zt := sup
s≤t
Xs−Xt and use the usual notation
Mt := sup
s≤t
Xs. We get
dZt = −dBt − V ′(Zt)dt+ dMt.
We emphasize that the process Z is a continuous non-negative semi-martingale.
The Tanaka formula then implies that Zt − Z0 =
∫ t
0 sgn(Zs)dZs + L
0
t =∫ t
0 (1− 21l{Zs=0})dZs +L0t where L0t is the local time of Z in 0. We therefore
get
L0t = 2
∫ t
0
1l{Zs=0}dZs
= −2
∫ t
0
1l{Zs=0}dBs − 2
∫ t
0
1l{Zs=0}V
′(Zs)ds+ 2
∫ t
0
1l{Zs=0}dMs.
But the bracket of the local martingale
∫ t
0 1l{Zs=0}dBs vanishes (4
∫ t
0 1l{Zs=0}ds =
0) and as a consequence, this martingale vanishes a.s. Moreover, the func-
tion V is symmetric, thus V ′(0) = 0. Finally, we have (by definition) that
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L0t = 2
∫ t
0 1l{Zs=0}dMs = 2Mt, that is
(L0t , t ≥ 0)
(d)
= (2Mt, t ≥ 0).
But we know that the local time L0t does not explode in a finite time. The-
refore, the process M does not explode in a finite time and we conclude
because Xt ≤Mt for all t ≥ 0. 
Proposition 0.2. We have the following identity
(Xt; t ≥ 0) (d)= (Lt − |Yt|; t ≥ 0)
where Y satisfies dYt = dBt − V ′(Yt)dt and L is its local time in 0.
De´monstration. Let T be a positive constant and F a non negative
functional on the space C0([0, T ],R). By use of the Girsanov theorem, we
find :
E[F (Xt; t ≤ T )] = E[F (Bt; t ≤ T )E(
∫ .
0
V ′(Ms −Bs)dBs)T ]
where Ms = sup
u≤s
Bu and E is the usual Dole´ans-Dade martingale.
We apply now the identity of Le´vy
(Mt −Bt,Mt; t ≥ 0) (d)= (|Bt|, Lt; t ≥ 0)
and with the help of Tanaka’s formula for the local time, we remark that
Bt
(d)
= Lt − |Bt| and Mt −Bt (d)= |Bt|. Thus, noticing that V ′(0) = 0, we can
rewrite the preceding equality as
E[F (Xt; t ≤ T )] = E[F (Lt − |Bt|; t ≤ T )E
(
−
∫ .
0
V ′(|Bs|)d(Ls − |Bs|)
)
T
]
= E[F (Lt − |Bt|; t ≤ T )E(−
∫ .
0
V ′(Bs)dBs)T ].
This last result implies the announced result for t ≤ T . We just have to
let T increase to the infinity. The result follows by applying the Girsanov
theorem :
E[F (Lt − |Bt|; t ≤ T )E(−
∫ .
0
V ′(Bs)dBs)T ] = E[F (LYt − |Yt|; t ≤ T )],
where Y is the announced process. 
Remark 0.3. 1) If V (x) = c|x|2, where c > 0, then Y is an Ornstein-
Uhlenbeck process.
2) If X0 = x ∈ R, we just have to adapt the proof and replace the local time
in 0 of the process Y by its local time in −x.
Corollary 0.4. Suppose that V (x) ≥ 0. Then if we define the probabi-
lity measure γ(dx) = 1Z e
−2V (x)dx, we get
Xt
t
a.s.−−→
t→∞
∫
R
|V ′(x)|γ(dx).
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In particular, if V (x) = cx2, where c is a positive constant, then
Xt
t
a.s.−−→
t→∞
√
c
pi
.
De´monstration. By the preceding proposition, it is sufficient to prove
the corollary for (Lt − |Yt|; t ≥ 0). By the formula of Tanaka, we have
Lt − |Yt|
t
= −1
t
∫ t
0
sgn(Ys)dYs = −1
t
∫ t
0
sgn(Ys)dWs +
1
t
∫ t
0
|V ′(Ys)|ds.
The strong law of large numbers implies then that the local martingale
−1t
∫ t
0 sgn(Ys)dWs converges to 0 when t increases to the infinity. Moreover,
the ergodic lemma (see e.g. Kallenberg, p.464) implies, because the invariant
measure of the process Y is the probability measure γ(dx) = 1Z e
−2V (x)dx
(where Z is the normalization constant), that
1
t
∫ t
0
|V ′(Ys)|ds a.s.−−→
∫
R
|V ′(x)|γ(dx).
It then implies that Xtt
a.s.−−→ ∫R |V ′(x)|γ(dx). 
Remark 0.5. If V (x) = cx2, where the constant c is negative, then
the Ornstein-Uhlenbeck process considered is transient (see e.g. Borodin &
Salminen).
The question is now the asymptotic study of the process
dXt = dBt + c
(
sup
s≤t
Xs + inf
s≤t
Xs − 2Xt
)
dt,
or more generally (say for a convex and symmetric function V )
dXt = dBt + V ′
(
sup
s≤t
Xs + inf
s≤t
Xs − 2Xt
)
dt.
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ANNEXE B
De´composition d’une fonction strictement convexe
a` l’infini
We will prove here the following lemma:
Lemma 0.1. Any function f , strictly uniformly convex out of a com-
pact subset of Rd, can be written as a bounded function added to a strictly
uniformly convex function.
Proof. We will build the bounded function. Let ψ : R+ → R be a
bounded function C∞, which characteristics will be described later.
Let U(x) := f(x) + ψ(|x|2). For all vector h of Rd, we have:
(h∇2U(x), h) = (h∇2f(x), h) + 4|x · h|2ψ′′(|x|2) + 2|h|2ψ′(|x|2).
But we know, by definition of f , that there exist two positive constants C, ε
and a “border” R such that{
(h∇2f(x), h) ≥ C|h|2 for |x| ≥ R
(h∇2f(x), h) ≥ −ε|h|2 otherwise
We now have to choose ψ.
For |x| < R, we want ψ to be such that ψ′′ > 0 and ψ′ > ε > 0. Then we
find
(h∇2U(x), h) ≥ −ε|h|2 + 2ε|h|2 = ε|h|2.
If on the contrary, |x| ≥ R, we enforce on ψ that ψ′ ≥ 0, ψ′′ is bounded and
xψ(x) ≥ −m, where m is a positive constant such that C − 4m > 0. We
have then the following inequality:
(h∇2U(x), h) ≥ C|h|2 + 4|x|2|h|2ψ′′(|x|2) = (C − 4m)|h|2.
We conclude that U is strictly uniformly convex, i.e. for all x, h ∈ Rd,
(h∇2U(x), h) ≥ min (ε, C − 4m)|h|2
and by construction, ψ is bounded everywhere. 
Remark 0.2. • For instance, we can choose ψ(x) = −(R+ε)2e− 12( x+εR+ε)
2
.
• We can also notice that the converse is false (for example if U(x) =
x2 and ψ(x) = 3 sinx, the function f(x) = U(x) + ψ(x) is not
strictly uniformly convex out of a compact set.)
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• With a convolution and a gluing, we can prove in addition that
the support of the bounded function is compact (but we think that
the proof given is much more readable). For a proof including the
compactness of the support of ψ, we refer the reader to Ghomi
(2002).
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Re´sume´
Keywords: self-interacting diffusion, random reinforced process, asymp-
totic pseudo-trajectories, stochastic approximation, dynamical system.
Summary : First part. The first chapter is concerned with some self-
interacting diffusions (Xt, t ≥ 0) living on Rd. These diffusions are solutions
to stochastic differential equations:
dXt = dBt − g(t)∇V (Xt − µt)dt,
where µt is the empirical mean of the process X, V is an asymptotically
strictly convex potential and g is a given function. We study the ergodic
behavior of X and prove that it is strongly related to g. Actually, X and µt
have the same asymptotic behavior and we will give necessary and sufficient
conditions (on g and V ) for the almost sure convergence of X. In chapter
2, we finish the previous study. We have still studied the ergodic behavior
of X and proved that it is strongly related to g. We go further and give
necessary and sufficient conditions (for small g’s) in order that X converges
in law to X∞ (which is related to the global minima of V ).
Second part. We begin to situate our study in Chapter 3. Self-
interacting diffusions are solutions to SDEs with a drift term depending
on the process and its normalized occupation measure µt (via an interaction
potential V and a confinement potential W ):
dXt = dBt −
(
∇V (Xt) + 1t
∫ t
0 ∇xW (Xt, Xs)ds
)
dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ.
We establish a relation between the asymptotic behavior of µt and the as-
ymptotic behavior of a deterministic dynamical flow (defined on the space
of the Borel probability measures). We extend previous results on Rd or
more generally a smooth complete connected Riemannian manifold without
boundary. We will also give some sufficient conditions for the convergence
of µt. We then illustrate, in Chapter 5, the previous study of self-interacting
diffusions living in Rd with some examples in the two-dimensional case. The
preceding paper contains abstract results, and therefore we describe here a
simple example and illustrate some of our previous results. We will show in
particular that, depending on W , either the empirical measure behaves like
the “Brownian motion” (constructed with respect to the measure eV (x)dx);
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or the empirical occupation measure converges almost surely to a proba-
bility measure, which is approximatively a Gaussian distribution ; or there
is enough attraction, and then the term induced by W forces µt to circle
around and the limit set of (µt) is a circle of measures {ν(δ), 0 ≤ δ < 2pi}.
Mots-cle´s : diffusion, processus renforce´, auto-interaction, pseudo-trajectoire
asymptotique, approximation stochastique, syste`me dynamique.
Re´sume´. Le but de cette the`se est d’e´tudier le comportement asymp-
totique de diffusions auto-interactives sur Rd. Nous e´tudions deux familles
de processus renforce´s. La premie`re est re´gie par l’e´quation diffe´rentielle
stochastique
dXt = dBt − g(t)∇V (Xt − µt)dt,
ou` µt est la moyenne de la mesure empirique du processus X, V est poten-
tiel strictement uniforme´ment convexe en dehors d’un compact et g est une
fonction donne´e. Nous e´tudions alors le comportement asymptotique de X,
en fonction de g. Selon la forme de g, on peut montrer que X converge
presque-suˆrement (chapitre 1) ou alors converge en loi (chapitre 2). Dans
une seconde partie, nous nous inte´ressons a` une famille plus complexe, cor-
respondant aux diffusions renforce´es par la mesure d’occupation. Il s’agit
de processus satisfaisant l’e´quation
dXt = dBt −
(
∇V (Xt) + 1t
∫ t
0 ∇xW (Xt, Xs)ds
)
dt
dµt = (δXt − µt) dtr+t
X0 = x, µ0 = µ.
Nous e´tablissons une relation entre le comportement asymptotique de µt et
le comportement asymptotique dun syste`me dynamique de´terministe (de´fini
sur l’espace des probabilite´s). Nous e´tendons alors de pre´ce´dents re´sultats a`
Rd. Nous donnons e´galement des conditions suffisantes pour la convergence
de µt. Enfin, nous illustrons, au chaptre 5, l’e´tude pre´ce´dente de diffusions
auto-interactives par quelques exemples en dimension deux.
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