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Abstract
Multicollinearity due to strongly correlated predictor variables is a long-standing prob-
lem in regression analysis. It leads to difficulties in parameter estimation, inference, variable
selection and prediction for the least squares regression. To deal with these difficulties, we
propose a group-based approach to the least squares regression centered on the collective
impact of the strongly correlated variables. We discuss group effects of such variables that
represent their collective impact, and present the group-based approach through real and
simulated data examples. We also give a condition more precise than what is available in
the literature under which predictions by the least squares estimated model are accurate.
This approach is a natural way of working with multicollinearity which resolves the difficul-
ties without altering the least squares method. It has several advantages over alternative
methods such as ridge regression and principal component regression.
KAYWORDS: Least squares regression; Linear models; Multicollinearity; Estimable
group effects; Strongly correlated predictor variables.
1 Introduction
Consider the classical multiple linear regression model
y = Xβ + ε, (1)
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where y is an n×1 vector of observations, X = [1,x1, . . . ,xp−1] a known n×p design
matrix with 2 < p < n, β = (β0, β1, . . . , βp−1)T an unknown p×1 vector of regression
parameters, and ε an n × 1 vector of random errors with mean zero and variance
σ2I. The (ordinary) least squares estimator for β is
βˆ = (XTX)−1XTy. (2)
Let cT βˆ be a linear combination of the βˆi where c = (c0, c1, . . . , cp−1)T . Then,
V ar(cT βˆ) = σ2cT (XTX)−1c. (3)
Suppose the first q variables x1,x2, . . . ,xq are strongly correlated (2 ≤ q < p).
Then, there is multicollinearity in model (1) and matrix XTX in (2) and (3) is ill-
conditioned. A direct consequence of multicollinearity is that variances for the least
squares estimators βˆ1, βˆ2, . . . , βˆq are large, rendering these estimators unreliable.
It also leads to difficulties in inference on model parameters, variable selection and
predication. Because of these, multicollinearity is widely viewed as a problem. There
exists a huge body of literature on this topic. See, for example, Draper and Smith
(1998), Belsley, Kuh and Welsch (2004), and Montgomery, Peck and Vining (2012)
and references therein. Nevertheless, while there are simple tools such as the variance
inflation factor for detecting multicollinearity, there is a lack of simple and effective
methods for dealing with multicollinearity and the associated difficulties.
Existing methods for overcoming multicollinearity include ridge regression (Hoerl
and Kennard, 1970), principal component regression, latent root regression (Webster,
Gunst and Mason, 1974), and model respecification by eliminating some predictor
variables. There are a number of studies that evaluate the first three methods such as
Hoerl, Kennard and Boldwin (1975), Gunst, Webster and Mason (1976), Dampster,
Schatzoff and Wermuth (1977), Gunst and Mason (1977) and Lawless (1978). One of
the main criteria used for evaluation is the mean squared error of an estimator β˜ for
β, E[(β˜−β)T (β˜−β)]. Estimators given by these methods are biased, but they are
capable of achieving smaller mean squared error than the least squares estimator (2).
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However, apart from this advantage in estimating model parameters, these methods
have limited use in resolving difficulties in inference, variable selection and prediction
as the sampling properties of their estimators are in general not available. Unlike
that of the least squares estimator, the distributions of these estimators depend on
the data in complicated ways. In ridge regression, for example, the distribution
depends on a penalty parameter λ whose value is usually determined by the data
through cross-validation or an information criteron. In principal component regres-
sion, it depends on principal components of the predictor variables and the number
of components used. It is also difficult to choose among these methods as extensive
comparisons have found no single best overall method; see Montgomery, Peck and
Vining (2012) for more discussion. Further, some authors such as Conniffe and Stone
(1973) are critical of using biased estimation methods. Draper and Van Nostrand
(1979) identified two special cases where ridge regression may be appropriate but
also recommended against the use of biased estimation methods in general.
In this paper, we take a group-based approach to deal with multicollinearity; in-
stead of overcoming it at the cost of losing the simple least squares method, we make
use of group information it contains to study the collective impact of strongly corre-
lated variables. Under this approach, estimation and inference concerning strongly
correlated variables focus on group effects that represent their collective impact; vari-
able selection is done on a group basis in that variables in a strongly correlated group
are either all in or all out; and prediction accuracy of the least squares estimated
model is analyzed through group effects. We call this the group-based approach to
the least squares regression. Tsao (2018) studied estimation of group effects and
found that practically important ones can be particularly accurately estimated un-
der multicollinearity. The present paper builds on this work and expands it to a full
group focused approach for conducting least squares regression analysis.
The main advantages of this group-based approach to the least squares regres-
sion over the above mentioned alternatives to the least squares method are (i) it
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is simple in theory and computation, (ii) it keeps least squares estimators for pa-
rameters of variables not strongly correlated with others which are good unbiased
estimators, and the regression mean squared error remains a good unbiased estima-
tor for the error variance, and (iii) traditional non-group-based methods of inference
and variable selection for the least squares regression may be readily adopted with a
minor adjustment of treating each group of strongly correlated variables as a single
unit. The advantages of this group-based over the traditional non-group-based least
squares regression are (a) it resolves the difficulties associated with poorly estimated
parameters of strongly correlated variables, (b) it provides a better understanding
of when accurate predictions can be made using the least squares estimated model,
and (c) variable selection under the group-based approach exhibits a higher degree
of stability and it can help prevent information loss resulting from ignoring strong
correlations among variables. In a traditional variable selection process, often only
one variable of a strongly correlated group is selected. Other variables of the group
are dropped from consideration but they could be a part of the underlying model.
This type of information loss would not occur under the group-based approach.
Section 2 of this paper gives an extreme example illustrating what can be learned
from strongly correlated variables and a review of estimable group effects in Tsao
(2018). Section 3 presents the group-based approach to the least squares regression
through examples involving simulated data. Section 4 contains an application of the
group-based approach to the Hald data. Conclusions are presented in Section 5.
2 Estimable effects for a group of strongly corre-
lated predictor variables
We first give an artificial example to illustrate what can and cannot be estimated
with the least squares method when there is severe multicollinearity due to strongly
correlated predictor variables. This motivates our focus on group effects of these
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variables. We then discuss the recent work by Tsao (2018) on estimable effects.
2.1 An extreme example of multicollinearity
For convenience, let X1 = [x1,x2, . . . ,xq] and X2 = [xq+1,xq+2, . . . ,xp−1]. Also, let
β1 = (β1, β2, . . . , βq)
T , β2 = (βq+1, βq+2, . . . , βp−1)T and write model (1) as
y = β01n + X1β1 + X2β2 + ε, (4)
where 1n is an n×1 vector of ones. Suppose variables in X1 are all perfectly linearly
correlated, and for simplicity suppose further that either xi = xj or xi = −xj for
1 ≤ i < j ≤ q. It is then not possible to obtain individual estimates for β1, β2, . . . , βq.
Let r1j = corr(x1,xj). Then, r1j = 1 if xj = x1, r1j = −1 if xj = −x1, so
xj = r1jx1 for j = 1, 2, . . . , q. (5)
It follows that X1 = [x1, r12x1, . . . , r1qx1] and model (4) may be written as
y = β01n + (r
Tβ1)x1 + X2β2 + ε, (6)
where r = (1, r12, . . . , r1q)
T . Although individual parameters β1, β2, . . . , βq cannot be
estimated by the least squares method, equation (6) shows that the linear combina-
tion (rTβ1) can still be. Here, (r
Tβ1) represents the collective impact of variables in
X1 on y. Suppose variables in X1 are not strongly correlated with those in X2. We
may estimate β0, (r
Tβ1) and β2 using the least squares method, and then carry out
inference for model parameters, variable selection and prediction by treating vari-
ables in X1 as a single unit. Specifically, we may (a) make inference on β0 and β2
as usual, but for variables in X1 we only make inference about the group effect r
Tβ1
such as testing H0 : r
Tβ1 = 0; (b) when doing variable selection, we may perform,
say, all subsets regression or stepwise regression as usual but we treat variables in X1
as a single unit in that they are either all in or all out, and (c) to make predictions,
we may use the least squares estimated model (6)
yˆ = βˆ01n + (̂rTβ1)x1 + X2βˆ2, (7)
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but we make predictions only over values of x1,x2, . . . ,xq that satisfy constraint (5)
even though variables x2,x3, . . . ,xq do not appear explicitly in the estimated model
(7). Making a prediction when (5) is violated is extrapolation. This constraint helps
define the region where accurate predictions can be made with (7).
It should be noted that model (6) can be written as
y = β01n + β1x1 + X2β2 + ε, (8)
which may be viewed as obtained from (4) through model respecification after drop-
ping variables x2,x3, . . . ,xq. We use (6) instead of (8) for the purpose of not dropping
these variables from our analysis in order to look for generalization of this example
to other cases where x1,x2, . . . ,xq are strongly but not perfectly correlated. In this
example, rTβ1 is a group effect that is still estimable under the strongest multi-
collinearity possible. We now discuss estimable group effects for other cases.
2.2 Estimable group effects for strongly correlated predictor
variables in a linear model
For model (4), now suppose X1 = [x1,x2, . . . ,xq] is a group of strongly correlated
predictor variables in the sense that (i) for 1 ≤ i < j ≤ q, rij = corr(xi,xj) are all
close to but not equal one in absolute value, and (ii) variables in X1 are not strongly
correlated with variables outside of X1. There may be other strongly correlated
groups among variables in X2 but it suffices to study the group effects of just X1
as the results apply to all such groups. Tsao (2018) studied the estimation of the
following class of linear combinations for variables in X1,
Ξ = {ξ(w) | ξ(w) = w1β1 + w2β2 + · · ·+ wqβq}, (9)
where w = (w1, w2, . . . , wq)
T is any q × 1 vector satisfying ∑qi=1 |wi| = 1. Set Ξ is
called the class of normalized group effects of the q variables in X1, each ξ(w) in Ξ is
called a (normalized) group effect and the corresponding vector w a weight vector.
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An effect ξ(w) has the interpretation as the expected change in the response variable
y when the q variables in the strongly correlated group change collectively by the
amount w. The minimum-variance unbiased linear estimator of a ξ(w) is
ξˆ(w) = wT βˆ1 = w1βˆ1 + w2βˆ2 + · · ·+ wpβˆq, (10)
where βˆ1 = (βˆ1, βˆ2, . . . , βˆq)
T is the least squares estimator for β1. A measure of
estimability of a ξ(w) is the variance of ξˆ(w) which depends on σ2, the spread of
elements of each xi and the correlations among the xi. Here, we are only interested in
the impact of the correlations on estimability without interference from other factors,
and we capture this impact with the notion of “estimable effects” as follows.
Let xi = (x1i, x2i, . . . , xni)
T , x¯i =
1
n
∑n
j=1 xji and s
2
i =
∑n
j=1(xji − x¯i)2. We call
x′i =
xi − x¯i1n
si
(11)
the standardized variable which has mean zero and length one. We use the term
“standardized model” to describe a linear model if all of its variables xi are stan-
dardized, y is centered, and the intercept term β0 is removed; see (24) for an example.
For a standardized model, XTX = [rij] where rij = corr(xi,xj) is the correlation
coefficient between variables xi and xj. So the variance formula (3) becomes
V ar(cT βˆ) = σ2cT [rij]
−1c, (12)
which depends explicitly on the correlation coefficients of the xi.
For a standardized model, we say a group effect ξ(w) is estimable if the variance
of its estimator ξˆ(w) in (10) is smaller than or comparable to σ2. By (12), whether
an effect is estimable depends only on the correlations [rij]. For a non-standardized
model, a group effect ξ(w) can be expressed as κ × ξ′(w′) where κ = ∑qi=1 |wi/si|
and ξ′(w′) is a group effect for the standardized version of the same model. We say
ξ(w) is estimable if the corresponding ξ′(w′) is. When the si are all greater than one,
0 < κ < 1 and var(ξˆ(w)) < var(ξˆ′(w′)), so an estimable effect ξ(w) has a var(ξˆ(w))
that is smaller than or comparable to σ2; the effect is also estimable and accurately
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estimated in this sense. An effect ξ(w) is estimable if and only if −ξ(w) is estimable.
For brevity, we will use only ξ(w) in our presentation but all results apply to −ξ(w).
Individual parameters β1, β2, . . . , βq are special group effects in Ξ but they are not
estimable. We are interested in finding estimable effects in this class.
The key idea for finding estimable group effects is to work under the assumption
that variables in X1 are not only strongly and but also positively correlated, that
is, rij are all positive and close to one. Under a mild condition, this assumption
is easily met by rearranging the signs of variables in X1; see Theorem 3.1 in Tsao
(2018). Such rearranged variables with only positive correlations is said to be an all
positive correlation (APC) arrangement of the original variables. Denote by sgn(r1j)
the sign of r1j = corr(x1,xj). Then, under the condition,
x1, sgn(r12)x2, . . . , sgn(r1q)xq (13)
is an APC arrangement of the strongly correlated variables in X1. The assumption
amounts to replacing the original variables in X1 with the rearranged variables in
X∗1 = [x1, sgn(r12)x2, . . . , sgn(r1q)xq]. This replacement will have no impact on linear
model (4) except for signs of model parameters of xj where r1j < 0. It is similar to
factoring out x1 in (6) of the above extreme example which is helpful for finding es-
timable group effects. For simplicity, in the following we assume that the assumption
holds, or equivalently that X1 is already in an APC arrangement.
Among group effects in Ξ, the most important one is the average group effect
ξa =
1
q
(β1 + β2 + · · ·+ βq),
which represents the expected increase in response when the q variables in X1 all
increase by (1/q)th of a unit. Let ww = (w
∗
1, w
∗
2, . . . , w
∗
q)
T where
w∗i =
si∑q
j=1 sj
, (14)
for i = 1, 2, . . . , q. Another important effect is
ξw = w
T
wβ1 = w
∗
1β1 + w
∗
2β2 + · · ·+ w∗pβq,
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which is referred to as the variability weighted average effect of X1. When variables
in X1 are already standardized variables, si = 1 , so w
∗
i = 1/q and ξw = ξa. The
main results concerning ξa and ξw in Tsao (2018) are summarised as follows:
1. For the following theoretical “uniform model”
y = X1β1 + ε, (15)
containing one group of correlated and standardized predictor variables X1
with a uniform correlation structure where rij = r > 0 for all i 6= j: (i) ξa is
an estimable and the most accurately estimated effect in Ξ. The variance of
its estimator ξˆa =
1
q
(βˆ1 + βˆ2 + · · · + βˆq) is a monotone decreasing function of
r. For the uniform model, r measures the level of multicollinearity. Thus ξa
can be more accurately estimated at higher levels of multicollinearity; (ii) ξa is
approximately q times more accurately estimated under severe multicollinearity
than under an orthogonal design; (iii) Among estimators (10) for effects in Ξ,
ξˆa is the only one with a bounded variance as r approaches the extreme value
of 1, so ξa is the only effect in Ξ that is asymptotically estimable. At any fixed
r level, estimable group effects ξ(w) are in a neighborhood of ξa,
Fa = {ξ(w) : ||w −wa|| < δ}, (16)
where wa =
1
q
1q is the weight vector of ξa and δ is a positive constant.
2. For a general linear model
y = β01n + X1β1 + X2β2 + ε, (17)
where X1 is a group of strongly correlated predictor variables in an APC ar-
rangement: (i) the correlation structure of this group is approximately uniform
in that all pairwise correlation coefficients are positive and approximately equal;
(ii) numerical evidences suggest the variability weighted average effect ξw is es-
timable, and is particularly accurately estimated under severe multicollinearity;
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and (iii) other estimable group effects for X1 are in a neighborhood of ξw. The
presence of variables in X2 which are not strongly correlated with those in X1
do not substantially affect the estimation of group effects of X1.
We make the following remarks concerning the above results:
[a] Set Fa in (16) is also the set of practically important effects for the uniform
model (15) in that w values in the neighborhood of wa represent the most probable
changes of the underlying variables in X1. Two extreme examples illustrate this
point: effect β1 corresponds to w1 = (1, 0, . . . , 0) /∈ Fa and represents the group im-
pact on response when x1 increases by 1 unit but the other variables do not increase;
effect ξa corresponds to wa = (1/q, 1/q, . . . , 1/q) ∈ Fa and represents the impact
when all variables increase by (1/q)th of a unit. With strong positive correlations
and in standardized units, the variables are likely to increase at the same time and
in similar amounts. So ξa is practically important whereas β1 is not.
[b] Fa leads to the following geometric characterization of the set of estimable
linear combinations c1β1 + c2β2 + · · ·+ cqβq under model (15). A linear combination
can be expressed as ctξ(w) where ct =
∑q
i=1 |ci| and w = ct−1(c1, c2, . . . , cq)T . Its
minimum-variance unbiased linear estimator is ctξˆ(w). We say that it is estimable if
the variance c2tV ar(ξˆ(w)) is smaller than or comparable to σ
2. A linear combination
can be estimable if (i) the corresponding effect ξ(w) is estimable and ct is not too
large, or (ii) ξ(w) is not estimable but ct is very small. These two conditions and Fa
imply that in the 2-dimensional case (q = 2), points (c1, c2) representing estimable
linear combinations form a band centered on the line c1 = c2. In higher dimensions,
they form a hypercylinder centered on the line c1 = c2 = · · · = cq.
[c] Uniform model (15) is unlikely to occur in practice, but the first set of results
concerning this model are of theoretical interest as they revealed the existence of a
group effect that can be more accurately estimated at higher levels of multicollinear-
ity. They are also of practical value as numerical evidences have shown that they
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hold approximately for standardized variables outside the uniform model. In the
second set of results for model (17), (ii) and (iii) are consequences of this.
3 The group-based approach to the least squares
regression
In this section, we illustrate the group-based approach to the least squares regres-
sion using simulated data. For simplicity, we use the following small model with 6
predictor variables containing two strongly correlated groups X1 and X2,
y = β01n + X1β1 + X2β2 + X3β3 + ε, (18)
where β0 = 3, β1 = (0, 0)
T , β2 = (1, 2)
T , β3 = (0, 3)
T , X1 = [x1,x2], X2 = [x3,x4],
X3 = [x5,x6] and ε is an n-variate standard normal random error. We use 6 i.i.d.
standard n-variate normal random vectors zi for i = 1, 2, . . . , 6 and three parameters
(w1, w2, γ) to generate the three groups of variables as follows:
x1 = z1, x2 = γ[w1z1 + (1− w1)z2];
x3 = z3, x4 = γ[w2z3 + (1− w2)z4]; (19)
x5 = z5, x6 = γz6.
For examples in this section, we set n = 12, w1 = 0.7, w2 = 0.8 and γ = 2, and the
design matrix Xd containing only the 6 variables we randomly generated using (19)
is given in “R display 1” in the Appendix. The full design matrix containing the
intercept term is X = [1n,Xd]. The correlation matrix of the 6 variables in Xd is
> cor(Xd)
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 1.00000000 0.9067720 -0.3452033 -0.3474407 -0.06957164 0.14181535
[2,] 0.90677199 1.0000000 -0.2715828 -0.2081626 -0.25094068 0.38051991
[3,] -0.34520329 -0.2715828 1.0000000 0.9669495 -0.41633472 -0.53413445
[4,] -0.34744066 -0.2081626 0.9669495 1.0000000 -0.49515243 -0.44109380
[5,] -0.06957164 -0.2509407 -0.4163347 -0.4951524 1.00000000 0.03298507
[6,] 0.14181535 0.3805199 -0.5341345 -0.4410938 0.03298507 1.00000000
The two strongly correlated groups of variables, X1 and X2, are clearly seen from
the correlation matrix. They are already in APC arrangement.
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3.1 Estimation and inference under the group-based approach
In the group-based approach, we focus on estimable group effects representing the
collective impact of correlated variables. To demonstrate they are accurately esti-
mated, Table 1 contains the means and variances of 1000 simulated values (10) for
the following six group effects and the six parameters of model (18). We use the
same design matrix Xd in “R display 1” and model (18) to randomly generate 1000
y vectors. Each estimated value is computed by using one of the 1000 (X,y) pairs.
1. ξ1 = w
∗
11β1 + w
∗
12β2: variability weighted average for correlated group X1.
2. ξ2 = w
∗
21β3 + w
∗
22β4: variability weighted average for correlated group X2.
3. ξ3 =
1
2
(β1 − β2): half difference effect for correlated group X1.
4. ξ4 =
1
2
(β5 − β6): half difference effect for independent group X3.
5. ξ5 =
1
2
(β3 + β4): average group effect for correlated group X2.
6. ξ6 = (w
∗
21 − δ)β3 + (w∗22 + δ)β4: an effect in the neighborhood of ξ2.
For the data Xd in “R display 1”, the weight vector (w
∗
11, w
∗
12) that defines ξ1 is
(0.42847, 0.57152), and that defines ξ2 is (w
∗
21, w
∗
22) = (0.39177, 0.60822). The exact
values of the six effects ξi are 0, 1.60822, 0,−1.5, 1.5, 1.65822, respectively.
Effects ξ1 and ξ2 are the variability weighted average effects for the two strongly
correlated groups X1 = [x1,x2] and X2 = [x3,x4], respectively. They are accurately
estimated with very small variances. Their corresponding effects in standardized
variables are both estimable with estimated variances substantially less than the
estimated error variance. Effect ξ3 is the half difference effect which is not in the
neighborhood of the corresponding variability weighted average effect ξ1 in the sense
that its weight vector (0.5,−0.5) is not in a neighborhood of (0.42847, 0.57152),
so it is poorly estimated with a large variance. Effect ξ4 is also a half difference
effect but for the independent group X3 = [x5,x6]. It is accurately estimated in
spite of multicollinearity generated by the other two groups. Effect ξ5 is the average
group effect of X2. It is accurately estimated as it is in the neighborhood of its
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Table 1: Mean and variance of 6 estimated group effects and 6 estimated individual
effects based on 1000 simulated values. Model setting: (w1, w2, κ) = (0.70, 0.80, 2).
Effect Mean Variance Effect Mean Variance
ξ1 0.01009 0.02643 β1 0.01604 2.16007
ξ2 1.61319 0.03534 β2 0.00526 1.37544
ξ3 0.05936 1.68234 β3 1.01535 1.66295
ξ4 -1.49600 0.08343 β4 1.98636 0.82435
ξ5 1.50585 0.06974 β5 0.00688 0.13240
ξ6 1.66424 0.05442 β6 3.00181 0.14773
corresponding variability weighted average effect ξ2. A group effect ξ6 of X2 will be
in the neighborhood of ξ2 and thus estimable when δ is small. For the accurately
estimated ξ6 in Table 1, δ = 0.05. Parameters β1, β2, β3 and β4 for the two strongly
correlated groups are not estimable and poorly estimated with large variances. But β5
and β6 for the independent group are accurately estimated. This and the accurate
estimation of ξ4 show that least squares estimation of parameters and effects for
variables outside strongly correlated groups are not affected by multicollinearty.
It should be noted that in a real data analysis, there is only one response vector y
and thus only one estimated value ξˆ for an effect ξ. To assess whether ξˆ is accurate,
we use the estimated variance of ξˆ which can be computed easily using the mean
squared error of the least squares fit and the design matrix; see formula (31). The
second column of Table 2 contains the observed variance of ξˆ from Table 1 com-
puted using 1000 simulated values of ξˆ. The third column of Table 2 contains the
average of 1000 estimated variances of ξˆ computed using formula (31). The fourth
column contains the variance of these 1000 estimated variance values. The estimated
variances are quite accurate for estimable effects in that their averages match the
observed variances of these effects well and their variances are small.
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Table 2: Observed and estimated variances of minimum-variance unbiased estima-
tors for the 6 group effects. Model setting: (w1, w2, κ) = (0.70, 0.80, 2).
Effect Observed
variances
Mean of
estimated
Variance of
estimated
V ar(ξˆ1) 0.02643 0.02456 0.00025
V ar(ξˆ2) 0.03534 0.03682 0.00056
V ar(ξˆ3) 1.68234 1.68578 1.18488
V ar(ξˆ4) 0.08343 0.07935 0.00249
V ar(ξˆ5) 0.06974 0.07581 0.00239
V ar(ξˆ6) 0.05442 0.05869 0.00143
For inference on a group effect ξ(w), let
T =
ξˆ(w)− ξ(w)
se
(20)
where se is the square root of the estimated variance of ξˆ(w) from (31). Then,
T has a t distribution with (n − p) degrees of freedom. This can be used to test
hypotheses and construct confidence intervals for ξ(w). To summarize, the group-
based approach to the least squares regression focuses on estimable group effects of
strongly correlated variables. Non-estimable effects may be practically unimportant.
Variables not strongly correlated with others are viewed as groups of size one each.
Least squares estimation and inference for their parameters remain unchanged.
3.2 Variable selection under the group-based approach
There are several commonly used methods for variable selection such as all subsets
regression, forward and backward selection and stepwise selection for the least squares
regression. They allow variables to be selected one at a time. Multicollinearity creates
problems for these methods; often, only one variable from a strongly correlated group
is selected and different methods may choose very different models.
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In the group-based approach to variable selection, we treat a group of strongly
correlated variables as a single unit, so variables in the group are either all in or all
out. We now illustrate this approach and demonstrate its advantages using all subsets
regression for model (18) as an example. In this case, the group-based approach
reduces the total number of models we need to evaluate substantially. For simplicity,
we use the same parameter values, β0 = 2, β1 = (0, 0)
T , β2 = (1, 2)
T , β3 = (0, 3)
T
and the same design matrix Xd in “R display 1”. Since β1 = β2 = β5 = 0, the
“correct model” is the following three variable model
y = β01n + β3x3 + β4x4 + β6x6 + ε. (21)
Using the “leaps” package in R by Lumley and Miller (2017), we performed all
subsets regression 100 times using the same design matrix Xd but different y vectors
generated by model (18). The selection criterion used is the adjusted R2 value. The
following R output shows an example from the 100 simulated runs.
An all subsets regression run by "leaps" sorted by adjusted R^2 values with a summary
of all 100 runs showing in the last column (blank space means never been chosen).
-------------------------------------------------------------------------------------
Adjusted Group-based % of times chosen
[,1] [,2] [,3] [,4] [,5] [,6] R^2 models (traditional, group-based)
[1,] 0 0 0 1 0 1 0.962792929 (18, 0 )
[2,] 0 0 1 1 0 1 0.962040180 1 (14, 45)
[3,] 0 0 1 1 1 1 0.961863635 2 ( 3, 22)
[4,] 0 0 0 1 1 1 0.961059920 (11, 0 )
[5,] 1 0 0 1 0 1 0.960882723 ( 4, 0 )
[6,] 1 0 1 1 0 1 0.960151926 ( 2, 0 )
[7,] 1 1 0 1 0 1 0.959711134 ( 8, 0 )
[8,] 0 1 0 1 0 1 0.959377208 ( 2, 0 )
[9,] 0 1 1 1 0 1 0.958952769 ( 6, 0 )
[10,] 1 1 0 1 1 1 0.957925032 ( 4, 0 )
[11,] 1 0 1 1 1 1 0.957303042 ( 5, 0 )
[12,] 1 0 0 1 1 1 0.957104968 ( 1, 0 )
[13,] 0 1 1 1 1 1 0.956211017 ( 1, 0 )
[14,] 0 1 0 1 1 1 0.955803410 ( 5, 0 )
[15,] 1 1 1 1 0 1 0.955505493 3 ( 2, 18)
[16,] 1 1 1 1 1 1 0.953269572 4 ( 5, 15)
[17,] 1 1 1 0 0 1 0.899799730 ( 1, 0 )
[18,] 1 1 1 0 1 1 0.883806939 ( 3, 0 )
[19,] 0 0 1 0 0 1 0.872406962 ( 1, 0 )
[20,] 1 0 1 0 0 1 0.861199035
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[21,] 0 0 1 0 1 1 0.858808312 ( 3, 0 )
[22,] 0 1 1 0 0 1 0.856458985 ( 1, 0 )
[23,] 1 0 1 0 1 1 0.846944496
[24,] 0 1 1 0 1 1 0.839121133
[25,] 1 1 0 1 0 0 0.717325893
[26,] 1 1 1 0 0 0 0.708891350
[27,] 1 1 0 1 1 0 0.690467245
[28,] 1 1 1 1 0 0 0.677589585 5
[29,] 1 1 1 0 1 0 0.676390794
[30,] 1 1 0 0 0 0 0.653872601 6
[31,] 1 1 1 1 1 0 0.640337634 7
[32,] 1 1 0 0 0 1 0.615891253 8
[33,] 1 1 0 0 1 0 0.615621951 9
[34,] 1 1 0 0 1 1 0.575951009 10
[35,] 1 0 0 0 1 1 0.371276721
[36,] 0 0 1 1 0 0 0.365427954 11
[37,] 0 1 1 1 0 0 0.307610909
[38,] 0 0 0 0 1 1 0.294402852 12
[39,] 1 0 1 1 0 0 0.293366402
[40,] 0 0 1 1 1 0 0.287326801 13
[41,] 0 1 0 0 1 1 0.260023246
[42,] 0 0 0 1 0 0 0.221701212
[43,] 0 1 1 1 1 0 0.209163266
[44,] 0 1 0 1 0 0 0.206995595
[45,] 1 0 0 0 0 1 0.204018851
[46,] 1 0 1 1 1 0 0.196982465
[47,] 0 0 0 0 0 1 0.174941568 14
[48,] 0 0 0 1 1 0 0.163068811
[49,] 1 0 0 1 0 0 0.139032667
[50,] 0 1 0 1 1 0 0.112027070
[51,] 0 1 0 0 0 1 0.089454888
[52,] 0 0 1 0 0 0 0.086957928
[53,] 0 0 0 0 1 0 0.075042743 15
[54,] 1 0 0 1 1 0 0.073706607
[55,] 0 0 1 0 1 0 0.061876177
[56,] 1 0 0 0 1 0 0.060477602
[57,] 0 1 1 0 0 0 0.059258136
[58,] 1 0 1 0 0 0 -0.001185018
[59,] 1 0 1 0 1 0 -0.014574479
[60,] 0 1 1 0 1 0 -0.022022639
[61,] 0 1 0 0 1 0 -0.026957314
[62,] 1 0 0 0 0 0 -0.036512633
[63,] 0 1 0 0 0 0 -0.082964393
The first 6 columns in the output show which of the 6 variables are included in the
subsets/models represented by the rows (1=in, 0=out); for example, row 1 represents
subset {x4, x6}. Column 7 shows the adjusted R2 values for all 26 − 1 = 63 non-
empty models with at least one variable. Column 8 is not a part of the output from
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“leaps” and is added to identify the 15 group-based models under the group-based
approach; these are models where x1 and x2 must be present and absent at the same
time, and x3 and x4 must be present and absent at the same time. For the run in
the R output, the traditional all subsets regression picks the subset with the highest
adjusted R2 value, which is the first subset {x4, x6} with an adjusted R2 value of
0.96279. The group-based approach selects the model with the highest adjusted R2
value among the 15 group-based models, so it picks {x3, x4, x6} with an adjusted R2
value of 0.96204, which happens to be the correct model. Although the total number
of models has been reduced from 63 to 15 under the group-based approach, the best
model in the 15 is very close to the best of all 63 in term of adjusted R2 value.
Column 9 gives a summary of the percentage of times when each model is picked
by the traditional and group-based all subsets regressions. We make the following
observations based on results from all 100 runs and column 9.
1. Only 4 of the 15 group-based models (roughly 1/4) were picked at least once
by the group-based method in the 100 simulation runs, but 21 of 63 models (or
1/3) were chosen at least once by the traditional method. So the group-based
method is more stable in terms of percentage of candidate models chosen.
2. The correct model containing only {x3, x4, x6} was picked 45% of the time by
the group-based method, but only 14% of the time by the traditional method.
So the group-based method is more accurate.
3. For cases where the traditional and group-based methods picked different mod-
els, the adjusted R2 values of their chosen models typically differ by less than
1%. Thus the group-based method is competitive to the traditional method in
terms of the adjusted R2 value of the chosen model.
4. All 4 models that have been picked by the group-based method at least once
contain all relevant variables (variables with non-zero parameters). Among the
15 group-based models, those with one or more relevant variables missing tend
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to have substantially smaller adjusted R2 values than models containing all
relevant variables (see the run on display for an example). Thus the group-
based approach is effective at keeping relevant variables in the final model.
5. In contrast to the group-based method, 80% of the models picked by the tra-
ditional method contains one but not both variables in a strongly correlated
group. For example, in the run displayed above, x4 is in but x3 is out. If we
adopt one of these models, then we may miss an important variable.
We have also tried variable selection for a slightly different version of model (18)
where the two variables in X2 are still strongly correlated but β2 = (1, 0). In this
case, the exact model containing only variables {x3, x6} cannot be recovered by the
group-based approach as it is not one of the 15 group-based models. The group-
based approach picked model {x3, x4, x6} with the highest frequency whereas the
traditional method which selects variables one at a time performed similarly to the
case showed above, relatively unstable and picked the exact model with low frequency.
The traditional method has the advantage of possibly picking the correct model in
this case, but it also has the tendency to include only one variable from a strongly
correlated group even when more than one in the group are part of the underlying
model. The group-based variable selection represents a conservative approach which
ensures all relevant variables from a strongly correlated group are selected at the
price of unable to drop irrelevant variables in the group.
The above example uses all subsets regression with the adjusted R2 criterion.
We may use a different method for variable selection and the implementation of
the group-based approach is the same; we first identify strongly correlated groups
and then apply the method to select variables by treating each group of strongly
correlated variables as a single variable. Under the group-based approach, different
methods are more consistent in that they are more likely to select the same model.
See the Hald data analysis in the next section for an example.
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3.3 Prediction under the group-based approach
It is widely known that multicollinearity due to strongly correlated predictor vari-
ables causes poor estimation of individual parameters of these variables which leads
to difficulties in making predictions with the estimated model. It is also known
that accurate predictions may be achieved in an area of the variable space where
the multicollinearity holds approximately. This area is usually expressed as a linear
constraint involving all variables. See, for example, equation (9.1) on page 286 and
remarks about prediction accuracy on page 290 in Montgomery, Peck and Vining
(2012). However, such a constraint provides only a vague description of the area
where accurate predictions can be achieved. Making a prediction amounts to esti-
mating a linear combination of the model parameters. In the group-based approach
to estimation, we have discussed group effects that can be accurately estimated. In
our group-based approach to studying prediction accuracy, we use these effects to
provide a more precise characterization of such an area. Tsao (2018) used a neigh-
borhood of the variability weighted average effect to characterize this area. In the
following, we provide a characterization using estimable effects of the standardized
variables which is more precise and easier to use.
Consider the expected response at an x = (x1, . . . , x6) under model (18),
E(y|x) = β0 + x1β1 + x2β2 + x3β3 + x4β4 + x5β5 + x6β6, (22)
where βj are the unknown parameters of model (18) and x is a row vector containing
values of the 6 predictor variables. The predicted value for E(y|x) by the least
squares estimated model (18) is
yˆ = βˆ0 + x1βˆ1 + x2βˆ2 + x3βˆ3 + x4βˆ4 + x5βˆ5 + x6βˆ6, (23)
where βˆj are the least squares estimates of βj. To find the area of x in which yˆ is an
accurate predictor for E(y|x), we use the standardized version of model (18).
Let yc = y − y¯ be the centered version of y and X′i be the standardized version
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of Xi in model (18). Then,
yc = X′1β
′
1 + X
′
2β
′
2 + X
′
3β
′
3 + ε (24)
is the standardized version of model (18). Denote by βˆ′i the least squares estimated
parameters for model (24). They are related to βˆj for (18) as follows:
βˆ0 = y¯ −
6∑
i=1
x¯iβˆ
′
i/si and βˆi = βˆ
′
i/si for i = 1, 2, . . . , 6, (25)
where x¯i and si are computed using xi from the design matrix; see their definitions
before equation (11). By (23) and (25), yˆ can be expressed in terms βˆ′i as follows,
yˆ = (y¯ −
6∑
i=0
x¯iβˆ
′
i/si) + x1(βˆ
′
1/s1) + · · ·+ x6(βˆ′6/s6). (26)
Define the “standardized” version of x, x′ = (x′1, x
′
2, . . . , x
′
6), as
x′i =
xi − x¯i
si
for i = 1, 2, . . . , 6. (27)
We are only interested in small x′i values, say those satisfying |x′i| ≤ 1, as a larger
value of |x′i| represents an xi value
√
n or more standard deviations away from the
mean of variable xi. For n ≥ 9, making a prediction at such an xi value would be
extrapolation and thus unreliable even without multicollinearity in the data.
Using (26) and (27), we obtain an expression of yˆ in terms of βˆ′i and x
′
i,
yˆ = y¯ + (x′1βˆ
′
1 + x
′
2βˆ
′
2) + (x
′
3βˆ
′
3 + x
′
4βˆ
′
4) + (x
′
5βˆ
′
5) + (x
′
6βˆ
′
6). (28)
Since yˆ is unbiased, it would be an accurate predictor for E(y|x) if its variance is
small. So to find the area of the predictor variables x where yˆ is accurate amounts to
finding the collection of x values such that the linear combination in the right-hand
side of (28) has a small variance. The y¯ on the right-hand side of (28) may be viewed
as a constant. Thus yˆ has a small variance if the sum of the four terms in brackets
has a small variance. These four terms are weakly correlated as their underlying
predictor variables are weakly correlated. So the variance of their sum is dominated
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by their individual variances. Since β′5 and β
′
6 are estimable and x
′
i are small, the
variances of βˆ′5 and βˆ
′
6 and thus that of x
′
5βˆ
′
5 and x
′
6βˆ
′
6 are small. It follows that the
variance of yˆ is small when that of (x′1βˆ
′
1 + x
′
2βˆ
′
2) and (x
′
3βˆ
′
3 + x
′
4βˆ
′
4) are small, or
equivalently, x′1β
′
1 + x
′
2β
′
2 and x
′
3β
′
3 + x
′
4β
′
4 are estimable linear combinations.
Let ξ′a1 = 0.5β
′
1 + 0.5β
′
2 and ξ
′
a2
= 0.5β′3 + 0.5β
′
4 be the average group effect for
X′1 and X
′
2 in (24), respectively. Then, as we had discussed near the end of Section
2 that other estimable effects for X′1 and X
′
2 are in F ′a1 and F ′a2 , respectively. In
terms of their coefficients, estimable linear combinations c1β
′
1 + c2β
′
2 are in a band C ′1
centered around c1 = c2, and estimable c3β
′
3 + c4β
′
4 are in a band C ′2 centered around
c3 = c4. If (x
′
1, x
′
2) ∈ C ′1 and (x′3, x′4) ∈ C ′2, then (x′1βˆ′1 + x′2βˆ′2) and (x′3βˆ′3 + x′4βˆ′4)
would be estimable and yˆ would have a small variance. We call the region
R′FP = C ′1 × C ′2 × R2 (29)
the feasible prediction region for the least squares estimated model (18). The R2 in
(29) represents no restrictions on x′5 and x
′
6 as they are not in any strongly correlated
group. This region is expressed in the standardized variable x′ = (x′1, x
′
2, . . . , x
′
6). In
terms of the original predictor variables x = (x1, x2 . . . , x6), it is
RFP = {x : x such that its corresponding x′ ∈ C ′FP}. (30)
Putting this in simple words, the least squares estimated model (18) can produce
accurate predictions when each group of strongly correlated predictor variables in
their APC arrangement are roughly equal after standardization (27). The feasible
prediction region RFP is the collection of x values satisfying this condition.
We make two remarks about prediction accuracy of yˆ in (23):
1. For x values such that x′1 = x
′
2 and x
′
3 = x
′
4, yˆ is particularly accurate, more so
than when x1,x2,x3 and x4 are orthogonal, as making predictions along these
lines corresponds to estimation of the average group effects of X′1 and X
′
2 which
is more accurate when their variables are highly correlated.
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2. When making a prediction at an x value, one should always check the accuracy
of the predicted value yˆ through its variance which is easily estimated by
V̂ ar(yˆ) = σˆ2x+(X
TX)−1xT+, (31)
where x+ = (1,x) = (1, x1, . . . , x6) and σˆ
2 is the mean squared error. The
accuracy of V̂ ar(yˆ) as an estimator for V ar(yˆ) depends only on the accuracy
of σˆ2 as an estimator for the unknown σ2. The latter is known to be very good
and unaffected by multicollinearity in the data. A small V̂ ar(yˆ) relative to σˆ2
or the absolute value of yˆ indicates yˆ is an accurate prediction.
We now conduct a small simulation study to illustrate the feasible prediction
region. The ridge regression is the most prominent method among alternatives to the
least squares method for handling multicollinearity. We include it in our simulation
for comparison. We make predictions using the least squared estimated model (23)
and the ridge regression at the following three x = (x1, . . . , x6) values.
x1 = (0.60413, 0.75045, 0.00328, 0.21336, 1, 2),
x2 = (0.93025, 1.27245, 0.75025, 1.48901, 1, 2),
x3 = (1.58247, 1.18545, 0.75025, 3.11257, 1, 2).
By (27) and Xd in “R display 1”, the standardized versions of these x values are
x′1 = (0, 0, 0, 0, ∗, ∗),
x′2 = (0.10, 0.12, 0.20, 0.22, ∗, ∗),
x′3 = (0.30, 0.10, 0.20, 0.50, ∗, ∗).
where the standardized values of x5 and x6 are not shown as they are irrelevant.
From the standardized values of the four strongly correlated variables, we see that
point x1 is at the center of the feasible prediction region. Its first four elements are
in fact the mean values of x1, x2, x3 and x4, respectively. Point x2 is in the feasible
prediction region as x′2 satisfies x
′
1 = 0.1 ≈ 0.12 = x′2 and x′3 = 0.2 ≈ 0.22 = x′4, but
point x3 is not due to the larger differences |x′1 − x′2| and |x′3 − x′4| in x′3.
Table 3 contains the bias and MSE of the least squares predictor (23) and the ridge
regression predictor based on 1000 simulated values of the two predictors computed
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Table 3: Comparison of the least squares and Ridge regression predictors for E(y)
at predictor vector values x1, x2 and x3 in terms of estimated bias and MSE based
on 1000 simulated values of each predictor.
x Exact Least squares predictor Ridge regression predictor
values E(y) values Bias MSE Bias MSE
x1 9.430008 0.02184704 0.783245 -0.2971454 0.8305152
x2 12.728294 0.03562211 1.419204 -0.4256313 1.5579810
x3 15.975414 0.10922300 9.912719 -1.0243842 7.8420826
by using the same design matrix Xd but 1000 different y values simulated using
model (18). The bias of the least squares predictor is small at all three xi points as
it is an unbiased estimator for E(y). The MSE of the least squares predictor is small
at x1 and x2 but large at x3 as the first two points are in the feasible prediction
region whereas the third one is not. The ridge regression predictions were computed
by using R package “glmnet” by Friedman et al. (2017) with the optimal λ value
in (0.01, 1000) given by code “cv.glmnet”. It has a bigger and negative bias for all
three cases caused by the shrinkage of the model parameters. At x1 and x2, its
MSE is larger than that of the least squares predictor. At x3, its MSE is smaller
but its bias is substantially larger. We have done the comparison for other x values
and with different design matrices under model (18), as well as using other models.
We observed that when x is in the feasible prediction region, both predictors are
accurate but the least squares predictor tends to have a smaller bias and MSE.
Outside the region, both predictors are inaccurate and the ridge regression predictor
has a smaller MSE but a larger bias. Overall, the least squares predictor is superior
due to its better accuracy over the feasible prediction region and simplicity.
Another advantage of the least squares predictor is that its variance is easily
estimated by (31) whereas there is no simple formula for estimating that of the ridge
regression predictor. For the three points showing in Table 3, the average of 1000
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estimated variances by (31) for the least squares predictor are 0.72335, 1.38200 and
9.21323, respectively. These values match the MSE’s in Table 3, which are observed
variances since the least squares predictor is unbiased, very well.
4 Application
In this section, we present a complete analysis of a well-known data set, the Hald
data, using the group-based approach to the least squares regression.
4.1 The Hald data
The Hald data were first given in Woods, Steinour and Starke (1932) in a paper pub-
lished in the Journal of Industrial and Engineering Chemistry. It has been used by
many book authors and linear model courses instructors to illustrate multicollinear-
ity. See, for example, Chapter 15 in Draper and Smith (1998). The data set contains
13 observations with 4 predictor variables x1, x2, x3, x4 and a response y:
y = heat evolved in calories per gram of cement;
x1 = amount of tricalcium aluminate;
x2 = amount of tricalcium silicate;
x3 = amount of tetracalcium alumino ferrite;
x4 = amount of dicalcium silicate;
x5 = a noise variable containing randomly generated numbers.
In order to make this example more useful when illustrating variable selection with
the group-based approach, we have added a variable x5 containing randomly gen-
erated numbers from a normal distribution with mean 10 and standard deviation
5. The augmented data set used for this example is given in “R display 2” in the
Appendix where the original Hald data set consisting of the first 5 columns of the
data matrix in “R display 2” is obtained from R library “wle”. In the following, we
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present the group-based analysis of the augmented date set in several steps.
4.2 Step 1: fitting a multiple linear regression model using
the least squares method
We first fit a multiple linear regression model to the data set. If the results indicate
no multicollinearity, then the usual least squares based inference, variable selection
and predication would suffice; there is no need to use the group-based approach. For
the augmented Hald data, however, fitting a regression model using R we obtain
Call:
lm(formula = y ~ x1 + x2 + x3 + x4 + x5)
Residuals:
Min 1Q Median 3Q Max
-3.5020 -1.1749 -0.1787 0.9508 3.8275
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 58.09439 73.54413 0.790 0.4555
x1 1.51015 0.78088 1.934 0.0944 .
x2 0.54384 0.75800 0.717 0.4963
x3 0.08595 0.78855 0.109 0.9163
x4 -0.12184 0.74138 -0.164 0.8741
x5 0.24768 0.42663 0.581 0.5797
---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
Residual standard error: 2.554 on 7 degrees of freedom
Multiple R-squared: 0.9832, Adjusted R-squared: 0.9712
F-statistic: 81.86 on 5 and 7 DF, p-value: 4.691e-06
>
> vif(fit1)
x1 x2 x3 x4 x5
38.813024 255.921343 46.925426 283.268026 1.330137
The R2 values are high and the model p-value is highly significant. We also plot-
ted residuals against fitted values and individual variables, and checked the normal
probability plot of residuals (plots not included). The model looks fine from all these
measures and plots. However, none of the 5 predictor variables is significant at the
5% level. When fitting the standardized model, the residual standard error σˆ is 2.389
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but standard errors for estimated parameters of x′1, x
′
2, x
′
3 and x
′
4 range from 14.855
to 40.211, so none of their parameters is estimable. Computing the variance inflation
factors finds these 4 variables have values that are substantially above the commonly
used threshold of 10. This indicates there is multicollinearity in the data.
4.3 Step 2: identifying the underlying strongly correlated
groups of variables and their APC arrangements
We then computed the correlation matrix of the 5 predictor variables and found
that the model has two groups of strongly correlated variables, {x1, x3} and {x2, x4}.
The correlation coefficients of the two groups, r13 = −0.82413 and r24 = −0.97295,
are both negative. So the corresponding APC arrangements of the two groups are
{x1,−x3} and {x2,−x4}, respectively. For convenience of presentation, we now re-
name the variables so that x1 remains unchanged but the new x2 is now the old
−x3, the new x3 is the old x2 and the new x4 is the old −x4. Variable x5 reminds
unchanged. The two strongly correlated groups are now {x1, x2} and {x3, x4}, and
both are in APC arrangements. The correlation matrix of the 5 variables is now
> cor(Xnew)
x1 x2 x3 x4 x5
x1 1.0000000 0.82413376 0.2285795 0.2454451 0.25972443
x2 0.8241338 1.00000000 0.1392424 0.0295370 0.06960659
x3 0.2285795 0.13924238 1.0000000 0.9729550 -0.24546533
x4 0.2454451 0.02953700 0.9729550 1.0000000 -0.16543598
x5 0.2597244 0.06960659 -0.2454653 -0.1654360 1.00000000
from which the two strongly correlated groups in APC arrangements are clearly seen.
4.4 Step 3: Variable selection
We now illustrate group-based variable selection with two different methods: all
subsets regression with the adjusted R2 criterion and backward selection.
The following R output shows the adjusted R2 values of all 25−1 = 31 non-empty
models computed by using R package “leaps”. The traditional all subsets regression
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would select model {x1, x3, x4} in row 1 as it has the highest adjusted R2 value.
Since there are two groups of strongly correlated variables, {x1, x2} and {x3, x4}, the
group-based approach divides the five variables into 3 groups, {x1, x2}, {x3, x4} and
{x5}. Variables in each group must be present or absent from a model at the same
time, so there are altogether 23 − 1 = 7 non-empty group-based models. Among
these 7 models, model {x1, x2, x3, x4} in row 8 has the highest adjusted R2 value,
so the group-based approach would pick this model with an adjusted R2 value very
close to that of the one picked by the traditional approach.
All subsets regression for the augmented Hald data by "leaps"
sorted by adjusted R^2 values
-------------------------------------------------------------
Adjusted Group-based
[,1] [,2] [,3] [,4] [,5] R^2 models
[1,] 1 0 1 1 0 0.97644727
[2,] 1 1 1 0 0 0.97637957
[3,] 1 1 0 1 0 0.97504146
[4,] 1 0 1 1 1 0.97473500
[5,] 1 1 1 0 1 0.97468050
[6,] 1 0 1 0 0 0.97441405
[7,] 1 0 1 0 1 0.97441065
[8,] 1 1 1 1 0 0.97356343 1
[9,] 1 1 0 1 1 0.97292308
[10,] 1 1 1 1 1 0.97117464 2
[11,] 1 0 0 1 0 0.96696526
[12,] 0 1 1 1 0 0.96375995
[13,] 1 0 0 1 1 0.96344995
[14,] 0 1 1 1 1 0.96130219
[15,] 0 1 0 1 1 0.93388672
[16,] 0 1 0 1 0 0.92234757
[17,] 0 1 1 0 1 0.84199522
[18,] 0 1 1 0 0 0.81643050
[19,] 0 0 1 0 1 0.66330081
[20,] 0 0 0 1 0 0.64495487
[21,] 0 0 0 1 1 0.64064092
[22,] 0 0 1 0 0 0.63592901
[23,] 0 0 1 1 1 0.62851002 3
[24,] 0 0 1 1 0 0.61607249 4
[25,] 1 0 0 0 0 0.49157966
[26,] 1 0 0 0 1 0.47647903
[27,] 1 1 0 0 0 0.45780010 5
[28,] 1 1 0 0 1 0.45724521 6
[29,] 0 1 0 0 0 0.22095207
[30,] 0 1 0 0 1 0.14328670
[31,] 0 0 0 0 1 -0.09032567 7
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For backward selection, we use partial F -test as the variable/group selection tool
with the “reject p-value” set to prej = 0.1. The traditional backward selection which
tests variables one at a time leads to final model {x1, x3} with an adjusted R2 value
of 0.97441, whereas the group-based approach which tests a group of variables at
a time leads to model {x1, x2, x3, x4} with an adjusted R2 value of 0.97356. This
shows the good stability of the group-based approach as different methods led to the
same answer under this approach. The traditional approach of not grouping strongly
correlated variables gave different answers depending on selection method used.
4.5 Step 3: estimation, inference and prediction
We now go back to the original Hald data as the group-based variable selection has
dropped the noise variable x5. The data set after the renaming of variables which had
also put strongly correlated variables in APC arrangement are given in “R display
3” in the Appendix. Writing the linear model under the renamed variables as
y = β0 + x
Tβ = β0 + β1x1 + β2x2 + β3x3 + β4x4 + ε,
where x = (x1, x2, x3, x4), and fitting this model to the data in “R display 3” gives
Call:
lm(formula = y ~ x1 + x2 + x3 + x4)
Residuals:
Min 1Q Median 3Q Max
-3.1750 -1.6709 0.2508 1.3783 3.9254
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 62.4054 70.0710 0.891 0.3991
x1 1.5511 0.7448 2.083 0.0708 .
x2 -0.1019 0.7547 -0.135 0.8959
x3 0.5102 0.7238 0.705 0.5009
x4 0.1441 0.7091 0.203 0.8441
---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
Residual standard error: 2.446 on 8 degrees of freedom
Multiple R-squared: 0.9824, Adjusted R-squared: 0.9736
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F-statistic: 111.5 on 4 and 8 DF, p-value: 4.756e-07
> vif(fit2)
x1 x2 x3 x4
38.49621 46.86839 254.42317 282.51286
Since x1 and x2 are strongly correlated, the estimated values of their parameters
are not reliable, and the non-significant p-values associated with these values in the
R output could be misleading. The two variables should be considered jointly. A
partial F -test for the significance of both variables (H0 : β1 = β2 = 0) has a p-value
of nearly zero, which shows these two variables as a group should be kept in the
model. These observations also apply to variables x3 and x4.
With only strongly correlated variables in the model, we focus on their collective
impact on response through estimable group effects. For illustration, we computed 4
estimable group effects and 4 non-estimable group effects. Table 4 gives these effects
ξi, their estimates computed using (10) and estimated standard errors computed
using (31), and p-values for the test of H0 : ξi = 0 computed using (20). Effects
ξ1 and ξ2 are variability weighted average effects for groups {x1, x2} and {x3, x4},
respectively, defined by weight vectors w∗1 = (w
∗
11, w
∗
12)
T = (0.47872, 0.52127)T and
w∗2 = (w
∗
21, w
∗
22)
T = (0.48175, 0.51822)T computed using data in “R display 3”. Other
estimable effects for the two strongly correlated groups are found around ξ1 and ξ2,
respectively. Since the weight vector (0.5, 0.5)T that defines the two average effects
ξ3 and ξ4 is close to w
∗
1 and w
∗
2, ξ3 and ξ4 are estimable. The estimated value of ξ3 in
Table 4, for example, has the interpretation that with half a unit increase in both x1
and x2, the response y is expected to increase by 0.72459 units. The weight vectors
defining effects ξ5 to ξ8 are not close to w
∗
1 and w
∗
2. So they are not estimable. The
non-significant test results of the last four effects are due to the inaccurate estimation
of these effects, rather than that they are zeros. The inability to accurately estimate,
say ξ6 = 0.5β3 − 0.5β4, is not important as ξ6 represents the expected increase of y
when x3 increases by half a unit and x4 decreases by half a unit, which is unlikely to
occur given the strong positive correlation between x3 and x4.
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Table 4: Eight group effects: estimated values, standard errors and t-tests of their
significance (H0 : ξi = 0).
Effect Estimate Std. error t-value Pr(> |t|)
ξ1 = w
∗
11β1 + w
∗
12β2 0.68943 0.07260 9.49557 1.24751e-05
ξ2 = w
∗
21β3 + w
∗
22β4 0.32044 0.02979 10.75585 4.91426e-06
ξ3 = 0.5β1 + 0.5β2 0.72459 0.06280 11.53733 2.89122e-06
ξ4 = 0.5β3 + 0.5β4 0.32711 0.02431 13.45352 8.93067e-07
ξ5 = 0.5β1 − 0.5β2 0.82650 0.74712 1.10625 0.30076
ξ6 = 0.5β3 − 0.5β4 0.18305 0.71604 0.25564 0.80467
ξ7 = β2 -0.10190 0.7547 -0.13640 0.89487
ξ8 = β3 0.51016 0.72378 0.71247 0.49641
Finally, recall that the feasible prediction region of a least squares estimated
model consists of points where strongly correlated variables in APC arrangements
are roughly equal after standardization (27). We demonstrate this by using the least
squares estimated model for the Hald data to make predictions at 5 points:
x1 = (7.46153,−11.76923, 48.15385,−30.00000),
x2 = (3.18232,−15.98495, 64.86423,−10.86569),
x3 = (7.25776,−11.10359, 46.53671,−28.84034),
x4 = (−4.76478,−25.08204, 75.10608,−1.00862),
x5 = (13.57470,−18.42563, 75.10608,−47.39482).
The standardized values of the 5 points are:
x′1 = (0.00, 0.00, 0.00, 0.00),
x′2 = (−0.21,−0.19, 0.31, 0.33),
x′3 = (−0.01, 0.03,−0.03, 0.02),
x′4 = (−0.60,−0.60, 0.50, 0.50),
x′5 = (0.30,−0.30, 0.50,−0.30).
Point x1 contains the means of the 4 variables, so its standardized version is (0, 0, 0, 0)
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Figure 1: Points representing (x1, x2) of the 13 observations in the original Hald
data are in circles. The “?” symbol represents the means of these 13 points. Points
representing the five prediction points are in red dots. Points x4 and x5 are the two
red dots outside the circle data hull. A plot of (x3, x4) gives a similar observation.
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which is at the center of the feasible prediction region; x2 is in the feasible prediction
region as −0.21 ≈ −0.19 and 0.31 ≈ 0.33; x3 is close to x1, so it is also in the feasible
prediction region. The predictions at these three points are expected to be accurate.
Plotting values of the first two variables (x1, x2) of these five prediction points with
that of the 13 points in the original Hald data finds x4 and x5 to be outside the
data hull; see Figure 1. So making predictions at these two points is extrapolation.
Examining their standardized versions x′4 and x
′
5, we see that x
′
4 is in the feasible
prediction region whereas x′5 is not. Hence, we expect the prediction at x4 to be
more accurate than that at x5. The following R output gives the predicted value
and the estimated variance (31) of the predicted value at the 5 points:
predicted estimated
value variance
x1 95.42308 0.4602273
x2 100.49680 3.7061637
x3 94.38122 7.3592904
x4 95.74217 5.2851269
x5 116.82781 1689.1290043
The prediction is accurate at the first four points which are inside the feasible pre-
diction region, even though the fourth point x4 is outside the data hull. But it has
a large variance at x5 as this point is not in the feasible prediction region.
5 Concluding remarks
Multicollinearity due to strongly correlated predictor variables arises often in appli-
cations. It represents a redistribution of information which allows some group effects
of these variables to be very accurately estimated at the expense of others, notably
individual parameters of these variables, becoming not estimable (Tsao, 2018). From
this standpoint, it is both good and bad depending on what we want to estimate.
Comparing to ridge regression and principal component regression, the group-based
approach to the least squares regression makes use of the good in multicollinearity
instead of trying to overcome the bad at the cost of losing the simple least squares
method. Comparing to the traditional least squares regression analysis, it is a shift of
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focus from individual variables centered analysis to a group centered analysis which
turns multicollinearity from a problem into a source of information.
Although accurate estimation for parameters of strongly correlated variables is
not attainable, we argue that it is also not very important. When a variable is
strongly correlated with other variables, we need to take into consideration the strong
correlation and avoid looking for the impact of this variable in isolation. Thus an
accurate estimation of its parameter is not as important as that for a variable not
strongly correlated with others. What is important in this case is the collective
impact of all strongly correlated variables on response. This collective impact lies at
the heart of the group-based approach to the least squares regression.
The group-based approach is the most effective in situations where strongly cor-
related groups are easily identified, such as in the real and simulated examples above.
We have provided two conditions to informally define a group of strongly correlated
variables at the beginning of Section 2.2. A formal quantitative definition is more
difficult to formulate and perhaps unnecessary. A data analyst with a good under-
standing of the problem at hand should be able to tell whether there are strongly
correlated groups in the data to justify the use of the group-based approach.
Finally, the availability of a simple check on accuracy provided by the variance
formula (31) compensates for the lack of a stronger theoretical underpinning for
the group-based approach to estimation and prediction accuracy investigation at
the present time. The approach is inspired by theoretical results concerning the
uniform model (15), but outside the uniform model it is mainly supported by strong
numerical evidences such as those shown in this paper. Theoretical investigation on
this approach is continuing. In the meantime, the simple check provides users of this
approach a simple means to verify its validity in any real applications.
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6 Appendix
R display 1: the design matrix Xd used in the examples in Section 3. The full
design matrix is X=[1,Xd].
> Xd
[,1] [,2] [,3] [,4] [,5] [,6]
[1,] 1.33247194 2.38707243 0.35045404 1.1355655 -1.66362725 0.82837127
[2,] 0.82081027 -0.04932373 -1.81765385 -3.3503997 1.76569602 0.43909989
[3,] -0.29595458 -0.27168960 0.04750956 0.7710956 0.50504306 -1.07289930
[4,] -0.45687467 -0.96368003 0.79497781 1.6863252 -0.22227593 -1.92318639
[5,] 0.62474607 0.01700248 1.68893821 2.4008808 -0.82581051 -2.15037060
[6,] 0.05469564 0.40265862 -0.71020015 -1.1235155 -0.80982723 1.37227484
[7,] 0.30456557 0.37345144 -1.47371005 -1.7492288 0.93406886 0.82796429
[8,] 0.48008957 1.35339554 -0.42040266 0.2643296 -0.01488494 3.73023350
[9,] -0.68291613 -0.56048771 1.58447035 2.3769584 -0.90045687 -0.57890494
[10,] 1.61956212 2.33300610 0.09129845 0.2557185 -0.36214200 0.07201769
[11,] 2.84612051 3.24706230 -0.95907566 -1.1348475 -0.31756247 -0.26719905
[12,] 0.60236279 0.73704811 0.86278183 1.0274744 1.91966047 -0.32319049
R display 2: the augmented Hald data. Columns 1-5 contain the original
Hald data. Column 6 (x5) is a noise variable added for illustration.
> yandx
y x1 x2 x3 x4 x5
[1,] 78.5 7 26 6 60 10.772436
[2,] 74.3 1 29 15 52 11.059010
[3,] 104.3 11 56 8 20 9.872811
[4,] 87.6 11 31 8 47 7.577711
[5,] 95.9 7 52 6 33 8.864993
[6,] 109.2 11 55 9 22 10.749495
[7,] 102.7 3 71 17 6 7.701774
[8,] 72.5 1 31 22 44 12.146993
[9,] 93.1 2 54 18 22 12.297858
[10,] 115.9 21 47 4 26 14.294489
[11,] 83.8 1 40 23 34 8.218245
[12,] 113.3 11 66 9 12 9.845383
[13,] 109.4 10 68 8 12 8.680111
R display 3: the original Hald data with predictor variables renamed
and strongly correlated variables in APC arrangements.
> yandx
[,1] [,2] [,3] [,4] [,5]
[1,] 78.5 7 -6 26 -60
[2,] 74.3 1 -15 29 -52
[3,] 104.3 11 -8 56 -20
[4,] 87.6 11 -8 31 -47
[5,] 95.9 7 -6 52 -33
[6,] 109.2 11 -9 55 -22
[7,] 102.7 3 -17 71 -6
[8,] 72.5 1 -22 31 -44
[9,] 93.1 2 -18 54 -22
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[10,] 115.9 21 -4 47 -26
[11,] 83.8 1 -23 40 -34
[12,] 113.3 11 -9 66 -12
[13,] 109.4 10 -8 68 -12
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