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CAPÍTULO 3
REQUERIMIENTOS MÍNIMOS DE 
ÁLGEBRA MATRICIAL
• Concepto, notación, elementos y orden de una matriz
• Tipos de matrices
• Operaciones entre matrices
3.1 Concepto
Conjunto ordenado de elementos numéricos o alfanuméricos 
dispuestos en filas y en columnas; las filas por lo general se 
denominan con la letra m y las columnas con la letra n. Las filas 
aumentan de arriba hacia abajo y las columnas de izquierda a 
derecha. Una matriz se nota con la letra mayúscula del alfabeto 
castellano; para ubicar los elementos se utiliza paréntesis 
redondo ( ) o cuadrado [ ].
Ejemplo: A = (aij), donde a = nos indica el lugar que ocupa el 
elemento dentro de la matriz donde i = es la fila y j = es la columna.
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columnas n
{ }
a11 a12 a13 … a1n
a21 a22 a23 … a2n
A = (aij) = a31 a32 a33 … a3n filas m
: : : . :
am1 am2 am3 amn
   m x n
Siempre se nota la fila y luego la columna.
3.1.1 Orden de la matriz
Indica el orden de la fila y columnas que conforman la matriz:
Ejemplo: A = 23 9 7 94
45 21 34 2
6 65 23 10
El orden es = 3x4
Es decir, Una matriz de 3 filas por 4 columnas.
3.2 Tipos de matrices
De acuerdo con las filas y columnas pueden ser:
3.2.1 Matrices rectangulares.
Aquellas donde el número de filas es diferente al número 
de columnas. 
2 6 14 3 0
A = (aij)m x n A = -3 8 B = 5 -6 4
9 1 2x3
3x2
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Como casos particulares tendríamos:
3.2.1.1 Vector fila:
[a11   a12    a13 ]1 x n   a = [ 2  5   3]1 x 3
3.2.1.2 Vector columna:
 
a11 36
A = a21 B = -7
a31 12
am 5
mx1 4x1
3.2.1.3 Vector unidad: 
Un elemento es la unidad y el resto son cero.
A = 0 B = [ 1 0 0 ]1 x 3
0
0
1
4x1
3.2.1.4 Vector suma: 
Vector fila o columna cuyos elementos son la unidad.
A = [ 1 1 1 ]1 x 3 B = 1
1
1
3x1
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3.2.1.5 Vector nulo: 
Los vectores son cero. 
A = 0 B = [ 1 0 0 ] 1 x 3
0
0
3x1
3.2.2 Matrices cuadradas.
En general se denomina así a aquel número de filas y 
columnas que es igual.
A = (aij)nxn
13 24 3
12 32 1
4 5 8
3X3
Tipos de matrices:
3.2.2.1 Triangular superior.
Matriz cuyos elementos por encima de la diagonal principal 
son ceros.  
a11 a12 a13 a14  2 0 0 0
A = a21 a22 a23 a24 B = 6 1 0 0
a31 a32 a33 a34  13 -5 7 0
a41 a42 a43 a44  9 8 23 8
4x4 4x4
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3.2.2.2 Triangular inferior.
Matriz cuyos elementos por debajo de la diagonal principal 
son ceros.
9 74 0 16
0 3 -2 8
A = 0 0 7 4
0 0 0 -5
4x4
3.2.2.3 Simétrica.
Es una matriz cuadrada en la que los elementos por debajo 
y por encima de la diagonal principal son iguales.
 
 
7 -1 4 0
-1 8 5 -3
A = 4 5 2 6
0 -3 6 9
4x4
Ojo a12=a21, a23 = a32 . . .
3.2.2.4 Antisimétrica.
Los elementos por encima o por debajo de la matriz principal 
son elementos recíprocos; es decir:
0 -1 4 -10
1 0 -5 3
A = -4 5 0 -6
10 -3 6 0
4x4
Lo importante es que si por un lado es +, por el otro lado 
debe de ser -.
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3.2.2.5 Diagonal.
Por encima o por debajo de la diagonal principal son ceros.
5 0 0
A = 0 4 0
0 0 1
3x3
3.2.2.6 Escalar. 
Matriz diagonal cuyos elementos son todos iguales en la 
diagonal principal.
4 0 0 0
A = 0 4 0 0
0 0 4 0
0 0 0 4
4x4
3.2.2.7 Identidad.
Matriz escalar cuyos elementos que la componen son 
la unidad.
1 0 0
A = 0 1 0
0 0 1
3x3
Requerimientos mínimos de álgebra matricial
47
3.3 Operaciones entre matrices
3.3.1 Transposición. 
Es una operación que se hace sobre los elementos de una 
matriz; básicamente consiste en intercambiar las filas por las 
columnas, el resultado de una matriz con el orden intercambiado; 
es decir:
A = (aij) mxn  A = (aij) nxm
2 3 4 2 1 -2 0
A = 1 5 8 A’ = 3 5 4 1
-2 4 6 4 8 6 7
0 1 7 3x4
4x3
3.3.2 Suma.
Se requieren mínimo de dos matrices; al estar definida 
entre matrices del mismo orden, la operación se realiza término 
a término.
2 5 7 9 8 13 11 13 20
A = 4 -1 9 B = 1 7 26  A + B = 5 6 35
6 8 5 -6 4 3 0 12 8
3X3 3X3 3X3
En la resta sería A + (-B) o B + (-A). 
3.4 Producto entre matrices
• Escalada de una matriz
• Producto entre matrices
• Propiedades
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3.4.1 Una escalada de una matriz es cualquier 
número real
Matriz A = (aij), α = 5, α x A = Bmxn
1 0 5 1 0 5 5 0 25
A = 4 2 1 α x A = 5 x 4 2 1 = B = 20 10 5
Mxn 2x3 2x3
α = 5, α x A = Bmxn
3.4.2  Productos entre matrices
1. Producto de un vector fila por un vector columna
2. Producto de un vector columna por un vector fila
3. Vector fila por matriz
4. Matriz por vector columna
5. Matriz por matriz 
Para poder efectuar el producto entre matrices, las dos 
matrices deben cumplir con la condición de conformalidad; si esta 
condición se da, la operación se efectúa multiplicando cada uno de 
los elementos de las filas de la matriz que premultiplica por cada 
uno de los elementos de la columna de la matriz que posmultiplica.
“Si el número de columnas de la matriz que premultiplica 
es igual al número de filas de la matriz que posmultiplique”.
Dada una matriz A = (aij) y una B = (bij) 
 
mxpnxpmxn CxBA =
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3.4.2.1 Producto de un vector fila por un vector 
columna
A = 1 4 3 7 B = 0
1x4 5 = 19
2
Cn = ((1x0) +(4x5) +(3x2)+(7x-1)) = 19 -1
4x1
El producto de un vector fila por un vector columna es 
un escalar.
3.4.2.2 Producto de un vector columna por un 
vector fila
0 B = 1 4 3 7 0 0 0 0
5 1x4 = 5 20 15 35
A = 2 2 8 6 14
-1 4x1 A4x1 x B1x4 = C4x4 -1 -4 -3 -7
4x4
El producto de un vector columna por un vector fila es una 
matriz. Multiplicamos elemento a elemento, fila por columna.
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3.4.2.3 Vector fila por matriz
A = 1 4 3 7 B = -2 0 5
1x4 1 3 6 =
2 4 7 C = C11 C12 C13
5 -3 1 1x3
4x3
((1x-2) +(4x1) +
(3x2)+(7x5)) = 43 C = 43 3 57
A x B = ((1x0) +(4x3) +(3x4) +(7x-3)) = 3 1x3
((1x5) +(4x6) +(3x7) +
(7x1)) = 57
El resultado de multiplicar un vector fila por una matriz es 
un vector fila.
3.4.2.4 Matriz por vector columna
10 9 7 1 C11 ((10x1)+(9x2)+(7X3) 49
A = 4 8 2 x B = 2 = C12 = ((4x1)+(8x2)+(2x3)) = 26
1 0 -4 3 C13 ((1x1)+(0x2)+(-4x3)) 11
3x3 3x1 3x1 3x1
El resultado de multiplicar una matriz por un vector columna 
es un vector columna.
3.4.2.5 Matriz por matriz
1 0 5 A x B = 1 0 5 x 2 4 2 C11 C12 C13
A = 2 4 3 2 4 3  1 3 5 = C21 C22 C23
2x3 2x3 0 6 2 3x3 2x3
2 4 2
B = 1 3 5 C = 2 34 12
0 6 2 8 38 30
3x3 2x3
323332 xxx CBxA =
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C11 = ((1x2) + (0x1) + (5x0)) =  2
C12 = ((1x4) + (0x3) + (5x6)) = 34
C13 = ((1x2) + (0x5) + (5x2)) = 12
C21 = ((2x2) + (4x1) + (3x0)) =  8
C22 = ((2x4) + (4x3) + (3x6)) = 38
C23 = ((2x2) + (4x5) + (3x2)) = 30
3.4.3 Propiedades
A x 0 = 0  Matriz 0
A x I = A  Matriz identidad ( I )
A x B ≠ B x A
Algunas excepciones donde se da la conmutativa:
• 1−A  La inversa                           1−A
• A x I = I x A
• IAxAAxA == −− 11  
• A x A’ = A’ x A 
• (A x B)’= B’A’
• A x (B x C) =(A x B)x C 
3.5 Determinante de una matriz
El determinante es un valor numérico que se obtiene 
sobre los elementos de una matriz; con notación: A(aij)nxm, el 
determinante es |A|.
Solo está definido para matrices cuadradas; el cálculo nos 
va a permitir: a) determinar si dicha matriz tiene o no inversa 
o todas las matrices cuadradas tienen inversa, singularidad o 
no singularidad, b) establecer el rango de una matriz, c) saber 
si un sistema de ecuaciones lineales simultaneas SELS tiene o 
no solución.
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Imagen 7 
Vector 1
Vector 2
El determinante
es el área bajo el
paralelogramo
Para una matriz de orden 2x2 A(aij) se calcula:
A = a11 a12
a21 a22   |A| = ((a11 x a22) - (a21 x a12))
2x2
A = 7 1 |A|= ((7X2) -(3X1) = 11
3 2
2x2 |A|= 11
Si la matriz es de orden mayor 3x3, entonces se desarrolla 
por el método de Sarrus o por el método de expansión de 
cofactores de Laplace.
3.5.1 Sarrus, método de diagonalización
 
Consiste en repetir las dos primeras columnas de la 
matriz y trazar diagonales de izquierda a derecha y de derecha 
a izquierda; finalmente el determinante va a ser igual a la 
sumatoria del producto de 6 términos; los términos que van 
de izquierda a derecha se suman y los que van de derecha a 
izquierda se restan.
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1 5 4 1 5 4 1 5
A= 2 3 0 2 3 0 2 3
-1 6 2
3x3 -1 6 2 -1 6
|A| =((1x3x2)+(5x0x-1)+(4x2x6)-(-1x3x4)-(6x0x1)-(2x2x5))
|A| = 6 + 0 + 48 + 12 – 0 - 20
|A|= 46  = 0
3.5.2 Método de expansión de cofactores Laplace
Laplace plantea que se debe fijar una fila y sucesivamente 
ir bloqueando una a una las columnas de la matriz mientras se 
obtienen matrices de orden 2x2 a las cuales se les calcula el 
determinante, como se vio anteriormente, y este se multiplica 
por su posición numérica y signo (únicamente de la fila fijada); 
es decir, si tenemos la siguiente matriz:
(-)
13 24 3 a11 a12 a13 13 -24 3
12 32 1 (-) a21 a22 a23 (-) -12 32 -1
4 5 8 a31 a32 a33 4 -5 8
3x3 (-) 3x3 3x3
Si la suma de los subíndices es par, el cofactor toma el 
signo del menor; si la suma de los subíndices es impar, hay 
cambio de signo con respecto al signo que tenga el menor. Es 
decir, en la primera fila y columna (a11) la posición numérica es 
+ 13 (el signo del menor es positivo) y la suma de los subíndices 
es a1+1 = 2 (par), por tanto su signo sigue igual.
En la primera fila y segunda columna (a12) la posición 
numérica es + 24 (el signo del menor es positivo) y la suma 
de los subíndices es a1+2 = 3 (impar), por tanto su signo debe 
cambiar a (-24).
En la primera fila y tercera columna (a13) la posición 
numérica es + 3 (el signo del menor es positivo) y la suma de 
los subíndices es a1+3 = 4 (par), por tanto su signo sigue igual.
/
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CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
13 (-)24 3 13 (-) 24 3 13 (-) 24 3
12 32 1 12 32 1 12 32 1
4 5 8 4 5 8 4 5 8
a11 3x3 a22 3x3 a33 3x3
13 x((32x8) -(5x1)) -24x((12x8) -(4x1)) 3x((12x5) -(4x32))
13 x 251 -24 x 92 3 x -68
= 3263 = - 2208 = - 204
|A| = 3263 + (-2208) + (-204)
|851|
Si se fija la fila 1 y bloqueamos la columna 1, el determinante 
nos daría 251, el cual se multiplica por su posición numérica y 
signo, 13, más el determinante al bloquear la columna 2 por 
su posición numérica 24 y signo (-), más el determinante al 
bloquear la columna 3 por su posición numérica y signo, 3; 
finalmente obtenemos que el determinante de la matriz de 
orden 3x3 es 851.
De igual manera Laplace plantea que el determinante se 
puede hallar fijando cualesquiera de las filas de la matriz y el 
resultado debe ser el mismo |A| = 851.
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Fijando la segunda fila tendríamos: 
CON LA 2.ª FILA 
FIJA
CON LA 2.ª 
FILA FIJA
CON LA 2.ª FILA 
FIJA
Bloqueando la 
1.a columna
Bloqueando la 2.a 
columna
Bloqueando la 3.a 
columna
13 24 3 13 24 3 13 24 3
(-) 12 32 (-) 1 (-) 12 32 (-) 1 (-) 12 32 (-) 1
4 5 8 4 5 8 4 5 8
3x3 3x3 3x3
-12x((24x8) 
-(5x3))
32x((13x8) 
-(4x3))
-1x((13x5) 
-(4x24))
= - 2124 = 2944 = 31
|A|= -2124 + 2944 + 31
|851|
Fijando la tercera fila: 
CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
13 24 3 13 24 3 13 24 3
12 32 1 12 32 1 12 32 1
4 (-) 5 8 4 (-) 5 8 4 (-) 5 8
3x3 3x3 3x3
4x((24x1) -(32x3)) -5x((13x1) -(12x3)) 8x((13x32)-(12x24))
= - 288 = 115 = 1024
|A| = -288 + 115 + 124
|851|
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3.5.3 Propiedades de los determinantes
• Si dos filas o dos columnas son idénticas, el determinante 
es cero; de igual manera si una fila o columna es múltiplo 
de otra, su determinante es cero y de igual manera si los 
elementos de una fila o columna son cero, su determinante 
es cero.
• Si una fila o columna se multiplica por un escalar, el 
determinante será k veces el valor del escalar.
• Si se intercambian todas las filas y las columnas de una 
matriz (transpuesta), su determinante no cambia |A|= |A’|.
• Si se intercambian dos filas y dos columnas de una matriz, 
cambia el signo del determinante pero no su valor numérico.
• Si a una fila y a una columna se le suma o resta un múltiplo 
de otra fila o columna. 
3.6 Matriz inversa
La inversa es una operación que se realiza o se establece 
sobre una matriz cuadrada y reemplaza la operación de división 
en escalares.
La condición necesaria es que la matriz sea A = (aij)nxn
La condición suficiente es que la matriz sea no singular |A| ≠ 0
Existen dos métodos para calcular la inversa; el método de 
Jordán y el método de la adjunta; por simplicidad y familiaridad 
con los requerimientos abordaremos el método de la adjunta.
3.6.1 Método de la adjunta
Se basa en el método de Laplace o expansión de cofactores 
trabajado en la sección 3.5.2.
            (3.1) nótese que si el determinante  
es cero, no hay inversa.            
 
.
//
11 adjunta
A
A =−
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Para ello seguimos con el ejemplo anterior donde el 
determinante es |851| ≠ 0, por tanto es una matriz no singular 
y posee inversa:
13 24 3
12 32 1
4 5 8
3X3
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
13 24 3 13 24 3 13 24 3
12 32 1 12 32 1 12 32 1
4 5 8 4 5 8 4 5 8
3x3 3x3 3x3
32 1 12 1 12 32
5 8 4 8 4 5
2x2 2x2 2x2
Estas tres matrices 2x2 hacen parte de la primera fila de 
la matriz de cofactores.
CON LA 2.ª 
FILA FIJA
CON LA 2.ª 
FILA FIJA
CON LA 2.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
13 24 3 13 24 3 13 24 3
12 32 1 12 32 1 12 32 1
4 5 8 4 5 8 4 5 8
3x3 3x3 3x3
24 3 13 3 13 24
5 8 4 8 4 5
2x2 2x2 2x2
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Estas tres matrices 2x2 hacen parte de la segunda fila de 
la matriz de cofactores.
CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
13 24 3 13 24 3 13 24 3
12 32 1 12 32 1 12 32 1
4 5 8 4 5 8 4 5 8
3x3 3x3 3x3
24 3 13 3 13 24
32 1 12 1 12 32
2x2 2x2 2x2
Finalmente, estas tres matrices 2x2 hacen parte de la 
tercera y última fila de la matriz de cofactores.
La matriz de cofactores es:
 32 1 12 1 12 32  
 5 8 4 8 4 5  
  
 24 3 13 3 13 24  
 5 8 4 8 4 5  
  
 24 3 13 3 13 24  
 32 1 12 1 12 32  
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(-) Esta es la matriz de cofactores
251 92 -68 251 -92 -68
(-) 177 92 -31 (-) -177 92 31
-72 -23 128 -72 23 128
 (-)  3x3    3x3
         
Se realiza la transpuesta a la matriz 
de cofactores y se obtiene la adjunta
Adjunta
251 -92 -68 251 -177 -72
C= -177 92 31 -92 92 23
-72 23 128 -68 31 128
3x3 3x3
Recordando la ecuación (3.1) .
//
11 adjunta
A
A =−
Tenemos:
251 -177 -72 0,294947 -0,20799 -0,08461
-92 92 23 = -0,10811 0,108108 0,027027
-68 31 128 -0,07991 0,036428 0,150411
xA
/851/
11 =−
1−A
3.6.2 Propiedades de la inversa
• La inversa de una matriz cuadrada, si existe, es única. 
• Una matriz posmultiplicada o premultiplicada por su 
inversa da como resultado la matriz identidad.
IAxAAxA == −− 11
 nxnaA ij )(=
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• La inversa de una matriz inversa es igual a la matriz original.
AA =−− 11)(
• La inversa de una matriz transpuesta es igual a la transpuesta 
de la matriz inversa. 
)'()'( 11 −− = AA
• La inversa del producto de dos matrices es igual al producto 
de dos inversas.
111)( −−− = AxBBxA
3.6.3 Aplicaciones económicas de la inversa
Las aplicaciones económicas de la matriz inversa son entre 
otras: a) la matriz insumo producto, b) sistemas de ecuaciones 
lineales simultáneas SELS, optimización funciones diferenciales y 
c) estimación de modelos económicos (razón de este capítulo de 
ÁLGEBRA matricial y base del desarrollo del siguiente capítulo).
3.6.3.1 El análisis de la matriz insumo producto 
fue planteado por primera vez por Leontief y aplicado a la 
economía norteamericana; fue un modelo que buscaba poder 
estimar la producción futura de las diferentes industrias dado un 
cambio en la demanda final de los productos que producía cada 
una de ellas.
Estableció los siguientes supuestos:
• Cada una de las industrias o sectores producen un único 
producto y no hay dos que produzcan el mismo.
• En cada una de las industrias y sectores, el valor total de la 
producción es igual al valor total de los insumos utilizados.
• Dado que a mediano y largo plazo se dan cambios 
tecnológicos, los estimativos que se hagan sobre la matriz 
insumo-producto solo tienen validez a corto plazo. Así 
mismo, las columnas de la matriz representan la proporción 
utilizada de insumo por cada una de las industrias y las filas 
representan la producción de cada una de las industrias.
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a11 la cantidad de insumo utilizado por la industria 1 pero 
consumido por la industria 1.
a21 la cantidad de insumo utilizado por la industria 1 pero 
producido por la industria 2.
a24 la cantidad de insumo utilizado por la industria 4 pero 
producido por la industria 2.
3.6.3.2 Sistemas de ecuaciones lineales 
simultáneas -SELS
a11X1 a12X2 a13X3 … a1Xn = b1
a21X2 a22X2 a23X3 … a2Xn = b2
a31X3 a32X2 a33X3 … a3Xn = b3
. . . . . .
amX1 amX2 amX3 amnXn = Bm
Coeficientes
Incógnitas 
SELS
Términos
independientes
Este SELS, para poder encontrar el valor de las incógnitas, 
debe tomar todo el sistema de ecuaciones lineales:
columnas n n = incógnitas SELS
A = (aij) = {
ß
}a11 a12 a13 … a1n filas ma21 a22 a23 … a2n
a31 a32 a33 … a3n mxn
. . . . .
m = número de 
ecuaciones del 
sistemaam1 am2 am3 Amn
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Condiciones para determinar si el SELS tiene o no 
solución:
• El SELS es consistente si el rango de una matriz de 
coeficientes es igual al rango de una matriz ampliada, que es 
la misma matriz con el vector en términos independientes.
 )()( 1 AxrAr =−
Si el rango de la matriz coeficiente es desigual al rango de 
la matriz ampliada, entonces no tiene solución.
• Si el sistema es consistente, tiene solución; puede ser 
solución única o solución múltiple.
La solución única es cuando el rango de A es igual al de B 
e iguala a n, que es el número de incógnitas del sistema.
Un SELS es completo cuando el número de ecuaciones es 
igual al número de incógnitas.
La solución múltiple es cuando el rango de la matriz de 
coeficientes es igual al rango de la matriz ampliada pero el valor 
de ese rango es menor que n o el número de incógnitas. 
3.6.4 Métodos de solución
Existen cuatro métodos de solución, todos basados en 
Gauss, Jordán, inversa y Cramer
Gauss Permiten solucionar sistemas de 
Jordán ecuaciones nxm de cualquier orden.
Inversa Solo sirven para sistemas 
Cramer cuadrados
Inversa y Cramer solo son para matrices cuadradas nxn.
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Si tenemos el siguiente sistema de ecuaciones:
3.6.4.1 La solución con Cramer
 
7236
8210
07
321
321
321
=−+
=+−
=−−
xxx
xxx
xxx
A x X = Y
7 -1 -1 X1 0
A = 10 -2 1 x X2 = 8
6 3 -2 X3 7
3x3 3x1 3x1
La columna Y se reemplaza por cada una de las columnas 
de la matriz original lo que genera 3 nuevas matrices (A1, A2 y 
A3) a las cuales calculamos su debido determinante (|A1|, |A2| y 
|A3|) que se divide por el determinante de la matriz original |A| 
y así obtenemos las incógnitas x1, x2 y x3.
                                                                             
=
|A
1
|___
|A|
x1~
=
|A
2
|___
|A|
x2~
=
|A
3
|___
|A|
x3~
0 -1 -1 7 0 -1 7 -1 0
8 -2 1 10 8 1 10 -2 8
7 3 -2 6 7 -2 6 3 7
3x3 3x3 3x3
3A2A1A
Se halla el determinante de la matriz original |A| =
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
7 (-) -1 -1 7 (-) -1 -1 7 (-) -1 -1
10 -2 1 10 -2 1 10 -2 1
6 3 -2 6 3 -2 6 3 -2
a11 3x3 a22 3x3 a33 3x3
7x((-2x-2) -
(3x1))
(-) -1x((10x-2) -
(6x1))
-1x((10x3) -
(6x-2))
7 x 1 1 x -26 -1 x 42
= 7 = - 26 = - 42
|A| = 7 + (-26) + (-42)
|-61|
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Se halla el determinante de las nuevas matrices (|A1|, |A2| 
y |A3|) = |A1| =
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
0 (-) -1 -1 0 (-) -1 -1 0 (-) -1 -1
8 -2 1 8 -2 1 8 -2 1
7 3 -2 7 3 -2 7 3 -2
a11 3x3 a22 3x3 a33 3x3
0x((-2x-2)-(3x1)) (-) -1x((8x-2)-(7x1))
-1x((8x3) -
(7x-2))
0 x 1 1 x -23 -1 x 42
= 0 = - 23 = - 38
[A1] = 0 + (-23) + (-38)
|-61|
|A2|=
CON LA 1.ª
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
7 (-) 0 -1 7 (-) 0 -1 7 (-) 0 -1
10 8 1 10 8 1 10 8 1
6 7 -2 6 7 -2 6 7 -2
a11 3x3 a22 3x3 a33 3x3
7x((8x-2)-(7x1)) (-) 0x((10x-2)-(6x1))
-1x((10x7)-
(6x-8))
7 x -23 0 x -26 -1 x 22
= -161 = 0 = - 22
[A2] = 7 + (0) + (-42)
|-183|
|A3|=
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CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
7 (-) -1 0 7 (-) -1 0 7 (-) -1 0
10 -2 8 10 -2 8 10 -2 8
6 3 7 6 3 7 6 3 7
a11 3x3 a22 3x3 a33 3x3
7x((-2x7) -(3x8)) (-) -1x((10x7)-(6x8))
0x((10x3) -
(6x-2))
7 x -38 1 x 22 0 x 42
= -266 = 22 = 0
[A3] = -266 + (22) + (0)
|-244|
Reemplazamos los determinantes hallados y encontramos 
el valor de nuestras incógnitas x1 = 1, x2 = 3 y x3 = 4
=
|A
1
|___
|A|
x1~ =
___-61
-61
= 1
=
|A
2
|___
|A|
x2~ =
-183____
-61
= 3
=
|A
3
|___
|A|
x3~ =
-244____
-61
= 4
3.6.4.2 La solución con la inversa
 
7236
8210
07
321
321
321
=−+
=+−
=−−
xxx
xxx
xxx
A x X = Y
7 -1 -1 X1 0
 A = 10 -2 1 x X2 = 8
6 3 -2 X3 7
3x3 3x1 3x1
Como en el ejemplo anterior, recordamos que el 
determinante es |-61| ≠ 0, por tanto, es una matriz no singular 
y posee inversa:
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Proseguimos con la matriz de cofactores.
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
CON LA 1.ª 
FILA FIJA
Bloqueando la
1.a columna
Bloqueando la
2.a columna
Bloqueando la
3.a columna
7 -1 -1 7 -1 -1 7 -1 -1
10 -2 1 10 -2 1 10 -2 1
6 3 -2 6 3 -2 6 3 -2
3x3 3x3 3x3
-2 1 10 1 10 -2
3 -2 6 -2 6 3
2x2 2x2 2x2
Estas tres matrices 2x2 hacen parte de la primera fila de 
la matriz de cofactores.
CON LA 2.ª 
FILA FIJA
CON LA 2.ª 
FILA FIJA
CON LA 2.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
7 -1 -1 7 -1 -1 7 -1 -1
10 -2 1 10 -2 1 10 -2 1
6 3 -2 6 3 -2 6 3 -2
3x3 3x3 3x3
-1 -1 7 -1 7 -1
3 -2 6 -2 6 3
2x2 2x2 2x2
Estas tres matrices 2x2 hacen parte de la segunda fila de 
la matriz de cofactores.
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CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
CON LA 3.ª 
FILA FIJA
Bloqueando la 
1.a columna
Bloqueando la 
2.a columna
Bloqueando la 
3.a columna
7 -1 -1 7 -1 -1 7 -1 -1
10 -2 1 10 -2 1 10 -2 1
6 3 -2 6 3 -2 6 3 -2
3x3 3x3 3x3
-1 -1 7 -1 7 -1
-2 1 10 1 10 -2
2x2 2x2 2x2
Finalmente, estas tres matrices 2x2 hacen parte de la 
tercera y última fila de la matriz de cofactores.
La matriz de cofactores es:
(-)
Esta es la 
matriz de 
cofactores
        1 -26 42 1 26 42
-2 1 10 1 10 -2 (-) 5 -8 27 (-) -5 -8 -27
3 -2 6 -2 6 3 -3 17 -4 -3 -17 -4
 (-)  3x3    3x3
-1 -1 7 -1 7 -1          
3 -2 6 -2 6 3
Se realiza la transpuesta a 
la matriz de cofactores y se 
obtiene la adjunta.
-1 -1 7 -1 7 -1 Adjunta
-2 1 10 1 10 -2 1 26 42 1 -5 -3
        C= -5 -8 -27 26 -8 -17
-3 -17 -4 42 -27 -4
3x3 3x3
Recordando la ecuación (3.1)   .
//
11 adjunta
A
A =−
C
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Tenemos: 1−A
 
xA
/61/
11
−
=−
-0,01639344
1 -5 -3 -0,01639 0,081967 0,04918
26 -8 -17 = -0,42623 0,131148 0,278689
42 -27 -4 -0,68852 0,442623 0,065574
1−A
nxYxA =
− )()( 1
-0,01639 0,081967 0,04918 0 x1 1
-0,42623 0,131148 0,278689 X 8 = x2 = 3
-0,68852 0,442623 0,065574 7 x3 4
3x3 1x3 1x3
x XY =
Taller
1. Defina si la matriz es o no singular.
a. b. c.
2 32 4 13 2 -6 23 10 6
4 32 8 -3 5 8 3 32 8
6 5 12 23 10 4 46 20 12
2. Halle el determinante de las siguientes matrices:
a. b. c. d.
1 2 -3 87 37 648 1 1 2 -23 -15 -10
-2 1 9 92 43 732 1 2 1 -4 -72 -31
3 -9 1 11 -55 0 2 1 1 -7 -1 -2
3. Plantee la matriz de cofactores y la respectiva solución.
a. b.
3 -15 11 9 -6 -1
4 -36 9 2 5 4
8 -1 -2 3 -15 7
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4. Halle la matriz inversa.
a. b. c.
23 -2 8 7 34 56 62 34 -72
235 47 98 64 12 9 4 -3 -5
16 24 -30 82 -4 24 -17 9 63
d. e.
-96 -267 -16 29 0 1
-107 2 -12 0 8 9
-32 1 0 14 3 0
5. Solucione los siguientes SELS:
a.  
217321
28212
653
321
321
21
=−+
=+−
=+
xxx
xxx
xx
b.  
9172437
5426
38142
321
21
321
=++
=−−
=++
xxx
xx
xxx
c.  
2844578
106733
19321
321
321
32
=++
=++
=+
xxx
xxx
xx
Solución
1. a = 0, b = 482 y c = 0
2. a = 95, b = 215.160, c = - 4 y d = -734
3. a y b
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a.
          (-)
 -36 9 4 9 4 -36  81 -80 284
 -1 -2 8 -2 8 -1  (-) 41 -94 117 (-)
  261 -17 -48
 -15 11 3 11 3 -15  (-)
 -1 -2 8 -2 8 -1  
  81 80 284
 -15 11 3 11 3 -15  -41 -94 -117
 -36 9 4 9 4 -36  261 17 -48
          
b.
          (-)
 5 4 2 4 2 5  95 2 -45
 -15 7 3 7 3 -15  (-) -57 66 -117 (-)
  -19 38 57
 -6 -1 9 -1 9 -6  (-)
 -15 7 3 7 3 -15  
  95 -2 -45
 -6 -1 9 -1 9 -6  57 66 117
 5 4 2 4 2 5  -19 -38 57
          
4. 
a.
0,0582 - 0,0020 0,0088
- 0,1333 0,0127 0,0058
- 0,0756 0,0090 - 0,0240 
Requerimientos mínimos de álgebra matricial
71
b. 
- 0,0034 0,0110 0,0039
0,0085 0,0469 - 0,0373
0,0131 - 0,0299 0,0222
c. 
0,0106 0,2063 0,0285
0,0123 - 0,1983  - 0,0016 
0,0011 0,0840 0,0238 
d.
- 0,0001 0,0002 - 0,0314
- 0,0037 0,0050 - 0,0054
0,0004 - 0,0839 0,2793
e.
0,0302 - 0,0034 0,0089
- 0,1408 0,0156 0,2916
0,1251 0,0972 - 0,2592
5. 
a. X1= 0,6911, X2 = 0,7854, X3 = -0,5902
b. X1 = - 3,0525, X2 = - 17,8425, X3 = 32,3625
c. X1 = - 0,1623, X2 = 0,5283, X3 = - 0,1085

