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Figure 1.1:  Graphene has been shown to have promising characteristics such as 
(A)  Klein tunneling (figure from ref. 6), and graphene has been 
implemented in (B) nearly transparent large scale bendable 
conductive membranes (figure from ref. 8) and (C) 100 Ghz FET 
(figure from 7). 1 
Figure 1.2:  Graphene’s lattice structure. Graphene’s unit cell is defined by 
primitive unit vectors a1 and a2 (red arrows), which create the unit cell 
(black diamond).  Each cell contains two atoms 1.42 Å apart.  The 
second atom’s location is described by the translation vectors R1, R2 
and R3. 3 
Figure 1.3:  Tight binding results where π-bonding (transfer) integral  0 3 eV   , 
on-site energy  0 eV   and overlap integral 0.13 eVs  .19  The π 
and π* bands are seen to meet energy at the K  and K '  points.  The 
resulting conical shape is referred to as the Dirac cone. 4 
Figure 1.4:  (A) The ideal linear density of states implied by equation 8 is shown 
in black.  When a magnetic field is applied states collapse into 
discrete LLs (green) which follow the energy dependence in equation 
13.  Due to finite hot-carrier lifetime these states will have a finite 
width and at higher energy they overlap.  (B) This overlap causes 
local density of state (LDoS) measurements to appear to contain a 
background slope. 7 
 
Figure 1.5:  The classical picture of an electron in a magnetic field undergoing 
cyclotron motion around a guiding center R .  The grey region 
indicates the quantum mechanical uncertainty of the center’s location 
due to the non-commutativity of its components.29 13 
Figure 1.6:  Probability density, 2 , of the | ,n m   states which reside closest to 
0r   in LL0.  As m  grows larger the magnitude of the guiding 
center of each state moves farther from zero, while the average 
guiding center remains zero. 14 
Figure 1.7:  Probability density, 2 , of the | ,n m   states which reside closest to 
0r   in LL1.  Since N 0  additional positive m  states are possible.  
  20 0   for state  | 0,1  and |1,0   in LL1 due to the mixed 
nature of  . 15 
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Figure 1.8:  Probability density, 2 , of the | ,n m   states which reside closest to 
0r   in LL2.  The co-dependence of the quantum states ( n , m ) on 
the cyclotron radius can be seen as the average electron position 
moves further from the origin when m  increases, and additional 
rings become present as n increases in index. 15 
Figure 1.9:  Probability density, 2 , of the | ,n m   states which reside closest to 
0r   in LL1.  Here the magnetic length has been doubled (magnetic 
field reduced by a factor of 4) from figure 1.7.  One can quickly see 
how 2 is located closer to the origin as the magnetic field increases. 16 
Figure 1.10: (A) Multi layer epitaxial graphene has been shown to contain 
primarily Dirac fermions,62 where each layer has its own Dirac cone 
(figure from ref. 62).  Multi layer epitaxial graphene has been grown 
from (B) 6H and (C) 4H SiC.  The carbon (green) terminated face 
graphitizes at lower temperatures and is used to create this unique 
structure.  Graphene growth on the silicon face (yellow) is self 
limiting and exhibits mostly Bernal stacking shown in figure 1.11.   
Wafer scale samples can be grown.  (D) While pleats (figure from ref.  
64) occur regularly due to thermal expansion mismatch between 
graphene and SiC the graphene layer remains continuous across the 
surface, growing over steps.64 20 
Figure 1.11: (A) Si-face graphene grows by Bernal stacking, where each layer is 
rotated 60º from the next.  (B) Multi layer epitaxial graphene grown 
on C-face of SiC undergoes quasi-random rotations.  This creates 
domains in each layer where atoms will be either commensurate or 
incommensurate with atoms in the layer below.  This pattern is 
referred to as a moiré pattern, and is believed to be the reason why 
multiple layers of graphene behave like independent monolayers.80 23 
Figure 2.1:  STM.  (A) A voltage is applied between a conducting surface and a 
tip.  The tip is then lowered a few angstroms from the surface, 
creating a measured tunnel current which depends exponentially on 
tip-sample separation.  The tip can then be placed in a servo loop to 
maintain constant current by varying the height of the tip.  (B) The 
height variation of the tip while moving in the X direction can be 
recorded as a constant current profile.  (C) Topographs result from 
scanning in the X and Y directions, imparting atomic scale 
information.  These images must be carefully interpreted due to the 
dependence on LDoS variations.  In this case large moiré regions 
(orange) appear as height variations which are instead due to an 
increased probability of tunneling into an AA stacked region. 25 
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Figure 2.2:  Scanning tunneling spectroscopy.  While holding the tip at constant 
height the sample bias (red) can be slowly varied with an added 
(exaggerated) AC signal applied.  The corresponding I and dI dV
can be measured giving the LDoS to sub-angstrom accuracy. 27 
Figure 2.3:  Methods of viewing STM and STS data.  (A) A topograph near a 
defect.  (B) Spectrum acquired at a single location.  (C) Multiple 
spectra along the red dotted line displayed as a conductance line scan.  
(D) Multiple line scans stacked with a 3D space.  (E) A conductance 
map extracted from the 3D data set at 180 meV. 29 
Figure 2.4:  (Figure from ref. 93) A schematic of the low temperature UHV 
surface analysis chamber.  This system is equipped with an electron-
bombardment heater capable of graphitizing SiC at to 1450 C.  
Sample quality can be verified using LEED before transfer to the 
STM stage.  Air legs, isolation bellows and 3 stage graphite-wool 
“springs” dampen the STM platform, removing most noise due to 
vibrations.  Including sample prep time, STM investigations can 
begin with 36 hours of samples being placed into the load-lock 
system. 31 
Figure 2.5:  (A) (After ref. 96) Schematic of “beetle” style STM.96  Course Z  
motion is controlled by three outer piezos, while fine scale motion is 
controlled by the center piezo.  (B) (After ref. 96) Modifications to 
sample holder, tip carrier, and jaws were made to improve transfer 
efficiency and to accommodate thicker SiC samples.  (C) Upon 
depositing a sample and (D) tip the elevator can be lowered, placing 
the tip carrier on the STM.  To maintain thermal isolation and to 
prevent contamination from warm molecules, a metal shutter is 
placed over the STM. 33 
Figure 2.6:  (Figure from ref. 98) Low temperature surface characterization 
chamber at NIST.  (A) This system uses a module based STM.  It is 
capable of magnetic field studies to 10 T and maintains atomic 
corrugation over 4 days while performing conductance studies.  Due 
to its incredible stability this system is capable of tunneling while 
magnetic fields change, a new measurement investigated in chapter 4.  
The entire system (B) is enclosed in an acoustic faraday cage 
enclosure, removing as much external noise as possible. 36 
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Figure 2.7:  (A) Samples obtained from induction furnaces require reheating 
under UHV conditions.  (B) This heating is performed to remove 
amorphous residue.  (C) Samples are incrementally heated until the 
amorphous carbon is seen to migrate.  (D) This technique allows for 
the study of nearly pristine graphene surfaces. (E)  Pleats due to 
thermal expansion mismatch between SiC and graphene65 are still 
present along with the occasional pit. [B: (800º C, ci6692, line 
subtracted topograph, sample bias   1BiasV    V, 9.8 nm black/white 
scale); C: (1170º C, ci6704, line subtracted topograph, 1BiasV    V, 
9.0 nm black/white scale); D: (1200º C, ci6749 , line subtracted 
topograph, 1BiasV    V, 4.3 nm black/white scale); E: (1200º C, 
ci6752, line subtracted topograph, 1BiasV    V, 57.8 nm black/white 
scale)] 38 
Figure 3.1:  (Figure from ref. 105) Local potential doping effects on 
semiconductor are shown to depend on the width of STM tips.105 40 
Figure 3.2:  Extracted  values from I vs. Z measurements performed with tip 2 
and tip 3.  The clear differences indicate that even though the 
macroscopic tip has not been changed, they behave as distinct tips. 
[tip 2: (L_25178 to L_25206); tip 3: (L_25386 to L_25411)] 41 
Figure 3.3:  (A) A 2.2 nm step occurs between measurement locations performed 
for tip 1 and tips 2 and 3.  It is possible this step is caused by 6 4H-
SiC bilayers and the loss of 2 layers of graphene, which may explain 
the shift in the Dirac point seen from tip 1 to tip 2.   (B) Atomic 
imaging shows the upper graphene layer to be continuous across the 
step.  [A: (L_24389, 200 nm x 200 nm, 201 pts x 201 pts, 1.0BiasV   
eV, 0.1setI   nA); B: (L_24403 15 nm x 15 nm, 301 pts x 301 pts, 
350BiasV   meV, 0.1setI   nA)] 42 
Figure 3.4:  Three “magnetic field series” spectra and their extracted LL positions 
plotted as energy vs. NB .  All spectra were obtained from the same 
macrotip within 400 nm of one another.  Large changes of the 
microtip occurred between each field series and the resulting effect on 
the spectra is apparent.  Tip 3 resulted in spectra that fit equation 13 
very well for nearly all LLs; while for tip 1 and tip 2 low index LLs 
are seen to deviate from a linear fit.  In addition, new peaks are seen 
in LL-1 and LL0. [Tip 1: (selected spectra from L_24459 to L_24945, 
281 pts, 350setV   meV, 0.4setI   nA, mod 2.0V   mV.); Tip 2: 
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0.4setI   nA, mod 2.0V   mV.); Tip 3: (selected spectra from L_25286 
to 25455, 601 pts, 350setV   meV, 0.4setI   nA, mod 1.0V   mV.)] 44 
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Figure 3.5:  Measuring the lever arm effect. (A) (L_26021) A conductance line 
scan is shown.  Here the doping potential pulls LL-1 (blue arrow) 
above the Fermi energy, creating mirror images (red arrow) at higher 
bias.  (B) By mirroring across Ef and multiplying by 3.75, LL-1 is seen 
to match these mirror states.  Mirror events are explained by the 
following: (C) When states are near Ef, there measured energy 
position is V1.  (D) Once the sample bias reaches 2 1V V  LL-1 is 
pulled across Ef creating the mirrored state at V2, which is due to 
tunneling into the newly unoccupied LL-1 state. 47 
Figure 3.6:  8 T Spectra obtained with tip 2.  The tip is treated as a point source 
(equation 46).  Using degenerate perturbation theory (red), ,n m  
states in the symmetric gauge are observed.   An improved 
approximation accounts for interaction between nearest neighbor LLs 
(black X). [(L_24889, 281 pts, 350setV   meV, 0.4setI   nA, 
mod 2.0V   mV)] 51 
Figure 3.7:  Measured (black) and fit (yellow) LL positions using the unscreened 
point charge model of the tip potential (equation 46).  An excellent fit 
is found for nearly all fields, supporting the conclusion that LLs are 
perturbed by the local potential of the STM tip.  Extracted potential 
for tips 1 and 2 are nearly identical, except for a 50 meV offset, which 
could be due to the difference in the number of graphene layers 
between the two locations.  Tip 2 and tip 3 probed the same graphene 
terrace, consistent with their similar values for Ed.  However, the 
potential from tip 3 appears to be more localized near the origin. 54 
Figure 3.8:  LL peak positions (black) for tips 1, 2, and 3 and the corresponding 
best fits (blue) using the Gaussian tip model.  Tip 1 and tip 2 are seen 
to have a poorer fit than the point charge model, while tip 3’s has 
improved.  Resulting parameters indicate that the tip 3 potential is 
large and short-ranged. 56 
Figure 3.9:  LL peak positions (black) for tips 1, 2, and 3 and the corresponding 
best fits (green) using a screened point charge.  Results are slightly 
better than the unscreened point charge model, but fit potentials are 
nearly identical, indicating a confined potential within 25 nm of the 
tip which slowly decays to the Dirac point. 58 
Figure 3.10: A schematic of the spherical-tip model.  Here the work function 
difference was modeled as a point charge Q  in the center of a sphere 
a distance dtip from the surface.  The method of images is used with 
the grounded conductive interface plane.  The top graphene layer has 
little effect on the electric field lines (blue), while the conductive 
interface layer terminates all field lines. 60 
 xvi
Figure 3.11: LL peak positions (black) for tip tips 1, 2, and 3 and the 
corresponding best fits (red) using the spherical tip with a conductive 
interface layer model.  Results are similar to screened and unscreened 
point charge models, but the local potential at the origin is smaller.     63 
Figure 3.12: A compilation of fit potentials of tip 2 using all four fit methods. 64 
Figure 3.13: Removing the tip effects.  The LL positions of tip 2 (A) are shown to 
contain large deviations from ideal graphene’s NB  dependence.  By 
removing the lever arm effect (B) the slope is seen to reduce from the 
original (black) fit line to red dashed line.  Once the perturbation of 
the tip potential is removed (C) all LLs collapse onto the ideal 
graphene equation (blue line), with a Fermi velocity of 1.03 x 106 m/s. 66 
Figure 3.14: A comparison to ideal graphene (red) with a Dirac point at -35 meV 
and the tip influenced graphene fit for tip 2 (blue). 67 
Figure 3.15: Potential effect due to the work function difference on LLs at 8 T.  
The direct effect of the potential on LL energies is shown.  In 
particular the charge, Q , is varied using the unscreened point model to 
show the large effect on low-index ,n m states. Small glitches due to 
the energy selection process can be seen when LLN states cross 
nearest neighbor LLN±1 states. 68 
Figure 4.1: Z vs. B calibration measurements.  (A) The tip height is seen to 
follow a parabolic dependence on the magnetic field.  (B) Along with 
a 0.01 T hysteresis a local minimum is seen in the tip height.  This is 
likely due to a sudden decrease in LDoS, possibly indicating weak 
anti-localization.126 [A: (L_25754, 80setV    meV, 0.02B  T/min, 
0.8setI   nA); B: (L_25985 Red, 0.06B   T/min, 55setV    meV, 
0.22setI   nA) (Black 25984, 0.06B   T/min, -55 mV, 0.22I   
nA)] 71 
Figure 4.2: (Left) Initial dI dV  vs. B measurements were obtained on the single 
1.9 nm moiré pattern, but a boundary between moiré patterns 
occurred within 200 nm of location 1.  Bias dependence imaging at 
constant impedance can be seen to indicate asymmetric effects when 
sampling the graphene lattice, but no response is seen on the single 
moiré pattern.  It is believed the boundary is due to the joining of two 
rotated graphene domains in the second or third layer, where the 
second moiré pattern is only observed in the upper half of the large 
topograph.  [Location 1:  (L_25667, 0.6 nm black/white scale, 200 
nm x 200 nm, 350BiasV   meV, 0.35setI   nA); Bias dependence: 
(L_25696 and L_25691 1 nm x 1 nm, L_25676 to L_25685 5 nm x 5 
nm, all 1.0Z   GΩ, 0.1 Å/step, 0.1 nm black/white scale)] 73 
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Figure 4.3:  The first measurement of TMCO.  Peaks caused by LLs crossing the 
tip bias as the magnetic field is swept are similar to Shubnikov de 
haas oscillations.  Spectra have a 14 nS offset. [Black: (L_25739, -1.2 
T to 1.2 T, 40setV    meV, 0.4setI   nA); Red: (L_25736,  1.1 T to -
1.1 T, 20setV    meV, 0.2setI   nA, mod 1.0V  mV); Blue: 
(L_25738, 1.22 T to -1.20 T, 10setV   meV, 0.1setI   nA ,
mod 1.0V   mV)] 73 
Figure 4.4:  20 nm x 20 nm topographs obtained where additional dI dV vs. B 
measurements were performed.  The 1.9 nm moiré pattern is present 
in all locations.  In addition an 11.06 nm moiré pattern was observed 
at multiple locations with no quantifiable affect on measurements.   
The defect in location 2 was used to calibrate X, Y drift indicating < 
0.1 nm/scan.  Atomic imaging was obtained in all location, but in 
location 6 copies of defects were seen indicating a multi-tip. 
[Location 2: (L_ 25742, 401 points, 350BiasV    meV); Location 3: 
(L_25824, 201 points, 350biasV   meV); Location 4: (L_25878, 401 
pts, 100BiasV    meV); Location 5: (L_25884, 401 pts, 100BiasV    
meV); Location 6: (L_25890, 401 pts, 350BiasV    meV); Location 
7: (L_25987, 2001 pts, 350BiasV   meV); All: 0.1setI   nA, 
black/white scale: 0.1 nm] 75 
Figure 4.5: Selected constant field STS measurements performed in fields from 0 
T to 1.2 T.  Spectra are from the same tip state as all 0 T to 2 T scans.  
[Selected from L_25757-L_25777, 100setV    meV, 0.4setI   nA, 
601 pts, 1.0modV   mV] 76 
Figure 4.6:  (A) Under the influence of perpendicular magnetic field, graphene’s 
energy spectrum condenses into discrete rings in momentum space.  
Changing the magnetic field forces LLs (rings) through the cross 
sectional area (red dashed ring) set by the tunneling bias .BiaseV   This 
creates a peak in dI dV .  (B) Three TMCO spectra obtained at 
different sample biases using measurement settings in table 4.1.  For 
fields above 0.5 T, LL’s can be indexed with the assistance of figure 
4.5.  (C) Landau index N  plotted vs. 1B .  The slope of energies -45 
meV, -55 meV and -65 meV gives EB  equal to -3.2 T
-1, -5.3 T-1 and -
6.8 T-1 respectively, from which Ek  can be determined (equation 53). 
[(L_25839, 0 T to 2 T, 45BiasV    meV), (L_25836, 2 T to 0 T, 
55BiasV    meV), and (L_25837 0 T to 2 T,  65BiasV    meV)] 78 
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Figure 4.7:  (A) A fan plot (LL index vs. B-1) corresponding to all recorded 0-2 T 
TMCO spectra.  The intercept of zero indicates the presence of 
massless fermions as expected for graphene.  (B)  EE k determined 
from EB values, equation 53, and f BiasE E eV  .  A precise local 
energy vs. momentum measurement is obtained for energies near the 
Dirac point. 79 
Figure 4.8:  Oscillations periodic in B, seen in TMCO data.  Selected spectra 
performed at 60 meV in different locations show the oscillations 
visible in fields above ~ 0.3 T.  The large peak seen near 0.6 T is due 
to LL1.  (Inset) Periods obtained at each location (color correspond to 
spectra) vary slightly, but sample bias, and changes in microtips 
resulted in similar variations.  [All parameters set by table 4.1 unless 
indicated; Location 1: (L_25794, 0 T to 1.2 T, 0.2 T/min); Location 2: 
(L_25827, 0 T to 1.2 T); Location 3:  (L_25859, 0 T to 2.0 T); 
Location 4: (L_25881, -0.4 T to 2.0 T); Location 5: (L_25887, 2.0 T 
to -0.2 T); Location 6: (L_25891, 0.2 T to 2.0 T); Location 7: 
(L_25902, 2 T to -0.2 T)] 82 
Figure 4.9:  TMCO sweeps (Black and Red) performed at 60 meV.  Background-
subtracted Z vs. B spectrum (Blue) show similar oscillations. [Black: 
(L_25827, 0 T to 1.2 T); Red: (L_25828, 1.2 T to 0 T)] 83 
 
Figure 5.1: Six representative defect responses.  (A-D1) This defect causes the 
loss of LL conductance intensity and creates new constant energy 
defect states within 5 nm of the defect.   After the tip was replaced 
and the sample was reheated two peaks were observed to be present 
in LL-1.  (B-D2) Each peak undergoes a 4-fold splitting, indicating the 
presence of spin and valley degeneracy.  (C-D3)  One degenerate 
state can be seen to cross the Fermi energy, but the other three states 
remain under Ef and their splitting is only observed in mirror states.  
(D-D4) Defects bend LLs in energy, showing the presence of  ≥ 5 
,n m  states. (E-D5) A defect moves states towards negative 
energies, while the splitting of LL-1 reduces by 5 meV. (F-D6) LLs 
disappear and defect states which bend in energy appear within a few 
nm of the defect.  [A: (L_23656, Min = -0.05 nS, Max= 3.0 nS, 8 T); 
B: (L_26021 Min = -0.05 nS Max = 1.0 nS, 5 T) C: (L_26003 Min = -
0.05 Max = 1.4, 5 T); D: (L26027 Min = -0.05 Max = 1.8, 5 T); E: 
(L_26003 Min = 0 Max = 1.2, 5 T); F: (L_25895 Min = -0.05 Max = 
5.0, 5 T)] 87 
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Figure 5.2: Potential dependence on topographs obtained at defect D6.  For 
300BiasV   meV regions appear higher within 2 nm of the defect due 
to an ionization event, where the tip effect pulls a defect state above 
the Fermi energy.  [(L_ 26005 to L_26013 1.0V I   GΩ, 5 nm x 5 
nm, 0.1 Å/step, 5 T, black to white = 0.4 Å)] 89 
 
Figure 5.3: (A) A 100 nm x 100 nm topograph of the location multiple 
conductance maps were performed. One defect is easily identified on 
this image, but five were observed to be in the vicinity once 
conductance maps are studied.   Line scans in figures 5.4 and 5.5 are 
extracted from the axis defined by the red arrows.  (B) A 5 nm x 5 nm 
image of the large defect.  A reconstruction of graphene’s LDOS 
occurs making it nearly impossible to identify the atomic structure at 
the defect.  [A: (L_25065, black to white 0.15 Å, 350BiasV   meV, 
0.4setI   nA); B: (L_24877, black to white = 2.8 Å, 350BiasV   meV, 
0.4setI  nA )] 90 
 
Figure 5.4: (A) An extracted conductance line scan performed at 1/8 T (L_25067) 
corresponding spatially to the arrows in figure 5.3 A.  Three different 
responses are seen.  Near the defect in the topograph (green arrow) 
spectra contain a large defect peak which crosses the Fermi energy.  
Away from defects (red arrow) spectra have a step like form, and near 
a second defect (blue arrow) electron-hole asymmetry reduces 
making spectra similar to ideal graphene.  (B) Extracted spectra at 
each arrow are shown, retaining color correlation. 92 
 
Figure 5.5: (A) An extracted conductance line scan performed at 8 T (L_25084) 
along the axis of the arrows in figure 5.3 A.  Three different areas 
affect LLs.  Near the defect in the topograph (green arrow) spectra 
contain additional defect peaks originating from 1LL .  Away from 
defects (red arrow) LLs have the same shape as tip 2 in chapter 3 and 
near the second defect (blue arrow) LL asymmetries in energy and 
conductance reduce.  (B) Extracted spectra at each arrow are shown, 
retaining color correlation. 92 
 
Figure 5.6: Schematics for principles used in extracting local potentials.  (A) 
Measurements away for any defects will contain TIBB, shifting 
LDoS.  By applying a voltage V1 the corresponding current I will be 
obtained.  Near defects LDoS will be shifted, in this case lower where 
a smaller voltage, V2, is needed to obtain the same current I.  By 
assuming a nearly constant LDoS structure the difference of these two 
voltages should give the local potential shift of the system.  (B) This 
∆V can be extracted by translating I vs. V spectra until they overlap.  
(C) An additional method performed relies on the tip effect being 
 xx
larger than the observed defect potentials.  Here the location of the 
asymmetry is traced resulting in the local potential change. 94 
 
Figure 5.7: (A) Extracted electron potential maps using I vs. V spectra performed 
at 1/8 T, (B) LL0 tracing performed at 8 T, and (C) asymmetry tracing 
from dI dV measurements performed at 1/8 T.  All three maps show 
similar defects, but asymmetry tracing shows additional regions 
which affected LDoS.  (D) An extracted profile (blue) along the blue 
dashed line.  Here the defect in the topograph has a positive potential 
of ~80 meV and a second defect shows the presence of a negative 
potential (-35 meV).  The resulting fit is shown in red. 95 
 
Figure 5.8: Expected LL±1 and LL0 ,n m  Sample Bias vs. B relationship for 
three different potential perturbations.   ,n m  positions away from 
defects (red) are expected to appear similar to those of tip 2 in chapter 
3.  Once the tip is directly above the large positive potential (green) 
,n m  states are seen to shift towards more positive energies.  Above 
the negative potential (blue) states are seen to move to slightly 
negative values and have less of an energy difference between ,n m  
states in the same LL.  97 
 
Figure 5.9: The conductance response to the positive potential.  (L_25128, 
L_25130)  (A) An extracted 6 T line scan across the defect.  Bright 
horizontal lines correspond to LLs labeled in the included spectra.  
(B) Cartoon identifying defect state 1 (red), defect state 2 (green) and 
the mirror state (yellow).  (C) The topograph for the conductance 
maps with the location of the extracted line scan marked as a dashed 
line.  In the line scan two magnetically localized defect states are seen 
to bend in energy above the defect.  (D) Defect state 1 can be seen as 
a ring of high conductance surrounded by zero conductance in the 
conductance map at 12 meV.  The change of state 1 from electron to 
hole state as it crosses Ef causes a sharp decrease in the current, 
creating the W shape ionization boundary seen in the line scan and 
the sharp boundary in all conductance maps.  Upon passing the 
boundary the loss of the ionized state changes the local sample 
potential, causing a discrete 20 meV shift for defect state 2. (E) 
Defect state 2 is the bright blue ring on the -24 meV conductance 
map.  (F) LL drift states convert to localized states upon crossing the 
ionization boundary in the -52 meV conductance map.   The red 
arrows in the line scan indicate where state 1 may be undergoing a 
charging event. 99 
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Figure 5.10: An explanation for the defects states’ energy dependence.  (A) 
Without the tip effect the potential due to the defect (black line) 
creates a constant energy state that splits in a magnetic field 
(blue/grey dashed lines).  (B) The tip causes an additional electric 
field which Stark shifts state 1.  Two tip positions are represented, 0 
nm (red) and 9 nm (green) from the defect, with the measured energy 
state for each tip position marked with a blue X.  (C) State 2 has a 
similar response, but once state 1 crosses Ef (yellow) the local 
potential decreases, causing a jump to lower measured energies for 
state 2 (grey X).  (D) This Stark shift results in the observance of 
defect states which bend in energy. 102 
 
Figure 5.11: When a magnetic field is applied to graphene, fermions are expected 
to flow (yellow line) along equipotentials (green area), undergoing 
cyclotron motion.   For every measurement this equipotential will be 
affected by the location of the tip (blue). 103 
 
Figure 5.12: Extracted drift velocities.  The drift velocity is extracted by equating 
the force for a fermion undergoing cyclotron motion to the force of a 
fermion in an electric field.  (A) The velocity at 6 T (blue line) 
reaches its maximum when state 1’s energy (upper black line) crosses 
Ef (red dashed line).  State 2 (lower black line) is included to guide 
the eye.  The magnetic length is identified by the blue bar.  (B) 
Additional extracted velocities performed at 4 T and 8 T show a 
dependence on magnetic lengths (red a purple bars). [A: (Data 
extracted from L_25145) ; B: (L_25173 , L_25084)] 104 
 
Figure 5.13: 1 T, 3 T and 5 T conductance line scans show a local pinning of 
defect state 1 (red dashed line) 10 meV above Ef (yellow dashed line).  
The maximum intensity of state 2 in the ionized region was observed 
to undergo a linear dependence in magnetic field (green dashed line). 
[1 T: (L_25154 Min = 0.0 nS, Max = 1.25 nS); 3 T:  (L_25177 Min = 
0.0 nS , Max = 1.0 nS); 5 T: (L_25166 Min = 0.0 nS, Max = 1.0 nS)] 105 
 
Figure 5.14: Unexplained data observed near the positive potential.  (A) Radially 
averaged conductance measurements show a lowering of conductance 
as a function of radius.  (B) These drops in conductance appear as 
plateau-like features on conductance maps.  (C) Conductance maps 
performed at 1/8 T, 4 T, 6 T and 8 T show the presence of this 
feature.  (D) This feature has a small dependence on magnetic field, 
but it is not seen to vary like the magnetic length.  (E) Radially 
averaged total conductance readings from 200  meV to 200 meV 
were performed indicating a wave like structure in this feature. [B: 
(L_25130, 160BiasV    meV); 1/8 T: (L_25067, 200BiasV    meV); 
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4 T: (L_25094, 200BiasV    meV); 6 T: (L_24875, 200BiasV    
meV); 8 T: (L_25084, 200BiasV    meV)] 106 
Figure A.1: Semi symmetric low field TMCO results.  [Selected results spectra 
from L_25903 to L_25961, settings set by table 4.1] 111 
Figure A.2: Sweep direction dependent low field TMCO results.  [Selected results 
spectra from L_25903 to L_25961, settings use table 4.1] 113 
 
Figure A.3: Low field magnetic ramp rate dependence (L_25962 to L_25983, 
settings set by table 4.1 except where indicated).   (A, B) The ramp 
speeds are shown to change the small oscillations near 0 T when 
tunneling at 55 mV.  (C, D) This large change was not present when 
ramp width effects were checked.  (E, F) When tunneling at -55 meV, 
changes in the local minimum/maximum structure did not occur as 
the magnetic ramp rate was again varied. 115 
 
Figure A.4: Compiled and interpolated E vs. B maps (sampled spectra from 
L_25702 to L_25961, impedance normalization was performed when 
needed).  (A) Low field data collected from sweeps performed from 
0.2 T to -0.2 T, black/white scale 2.75 nS.  (B) Low field data 
collected from sweeps performed from -0.2 T to 0.2 T, black/white 
scale 2.75 nS.  (C) A theoretical model was created using equation 13, 
with each Lorentzian  energy peak spread having a filling factor 
according to equation 40.  (D) E vs. B maps from interpolated data 
ranging from 0 to 2.0 T black/white scale 10 nS.  Two different 
interpolations were performed and merged, due to the higher number 
of samples performed from 0 to 1.2T compared to 0 to 2.0 T. (E) 
Ideal graphene’s E vs. B LL response according to equation 13.  (F) 
The resulting theoretical prediction when data is resampled to match 
interpolated data sampling. 117 
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Graphene’s unique massless electron behavior is observed in multilayer epitaxial 
graphene grown from SiC on the (0001) face.  These fermions collapse into cyclotron 
orbits (Landau levels) when graphene is placed into a high magnetic field, B.  The 
Landau levels are shown to follow a NB energy dependence, where N is the quantum 
number of the Landau level.  Cryogenic ultra-high vacuum scanning tunneling 
microscopy (STM) and spectroscopy (STS) are performed to study the local behavior of 
these cyclotron states near defects.  A new STS technique was designed where 
conductance measurements were performed while the magnetic field was changed.  This 
technique allows for a direct measurement of the energy versus momentum relationship 
for graphene.   
These measurements produced results which indicate a local doping effect due to 
the STM tip.  Techniques relying on degenerate perturbation theory for graphene states 
solved in the symmetric gauge are shown to reliably model these effects.  This 
perturbation method allows for the study of local nanometer scale screening effects in 
graphene, and indicates that the local tip effect can be modeled as a defect potential.  
Measurements of Landau levels (LLs) will be shown to depend on the combined potential 
of the tip induced band bending (TIBB) potential and local defect potentials.  In addition 
magnetically localized defect states are presented.  These are not explained by TIBB.  
The defect states are argued to be Stark shifted in energy by TIBB, eventually crossing 
the Fermi energy, Ef.  Once states cross Ef further doping effects from the tip are 
measured.  This switch from hole to electron state is also shown to change the local 
 xxvi
potential of the system which indicates a direct charge state of the defect, which modifies 







1.1 What’s So Great About Graphene? 
Graphene has quickly garnered the scientific community’s attention producing over 5,500 
papers from 2005 to 2010 containing the word “graphene” in their title.1  Entire 
conferences2, 3 dedicated only to graphene were created within four years of the 
demonstration of graphene’s massless Dirac fermion behavior.4, 5  Over the last five years 
results such as Klein tunneling,6 and technologies like the 100 GHz field-effect transistor 
(FET),7 and 97.7% transparent, flexible, conductive layers8 (figure 1.1) emphasize why 
graphene remains a phenomenon in physics. 
 
Figure 1.1: Graphene has been shown to have promising characteristics such as (A)  
Klein tunneling (figure from ref. 6), and graphene has been implemented in (B) nearly 
transparent large scale bendable conductive membranes (figure from ref. 8) and (C) 100 
Ghz FET (figure from 7). 
 
 Some current investigations seek to exploit graphene’s room temperature half-
integer quantum Hall effect (QHE) to replace the resistivity standard.9  For this and other 
applications, high carrier mobility is essential.  Room temperate transport mobilities as 
 2 
high as 120,000 cm2/Vs have been reported,10 and far infrared transmission experiments 
imply values as high as 250,000 cm2/Vs.11  Graphene is a leading material for next-
generation touch screen displays,12 and is now used for electrodes in the development of 
fast-charging batteries.13  Finally, institutions such as Georgia Tech,14 IBM,7 and research 
collaborations like NRI15 strive to control graphene’s band structure in the hope of 
creating transistors suitable to replace and/or complement the work-horse complementary 
metal-oxide-semiconductor (CMOS) transistor used in modern Si-based computer chips.  
While graphene is still years away from attaining some of these goals, new breakthroughs 
occur constantly.14 
1.2 Physical Characteristics of Graphene 
Graphene is often described as carbon in a honeycomb or chicken-wire structure.  
Graphene was coined to describe a single layer of graphite16 that consists of sp2 (2s, 2px, 
2py) bonded carbon atoms, with a unit cell containing two carbon atoms spaced 1.42 Å 
apart.  The resulting structure can be seen in figure 1.2.   In free-standing graphene, the 
remaining ½-filled 2pz orbitals gives rise to graphene’s unique electronic properties























Figure 1.2: Graphene’s lattice structure. Graphene’s unit cell is defined by primitive unit 
vectors a1 and a2 (red arrows), which create the unit cell (black diamond).  Each cell 
contains two atoms 1.42 Å apart.  The second atom’s location is described by the 
translation vectors R1, R2 and R3. 
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By using these atomic lattice vectors in a tight binding model17 one can obtain the 
following energy momentum relationship:  





















k a k ak ak k     5 
with “+” corresponding the valence band, and “–” the conduction band.  This formula 
allows one to modify the π-bonding (transfer) integral ( ), on-site energy (  ) and 
overlap integral ( s ) and is a result of nearest-neighbor carbon-carbon interactions 
obtained by diagonalizing the 2 x 2 Hamiltonian.18  This energy momentum relation is 




Figure 1.3: Tight binding results where π-bonding (transfer) integral  0 3 eV   , on-site 
energy  0 eV   and overlap integral 0.13 eVs  .19  The π and π* bands are seen to 
meet energy at the K  and K '  points.  The resulting conical shape is referred to as the 
Dirac cone. 
 
1.3 State Functions of Graphene 
1.3.1 Zero Field 
Near graphene’s K and K'  points the Hamiltonian can be simplified to a Dirac 
Hamiltonian that is often used to model defects and the effect of magnetic fields on 


















H  6 




Aπ p , with p  being the momentum operator and A  the magnetic vector 
potential.23  With no magnetic field, 0A , and the Schrödinger equation, E ,  H  
can be solved exactly.  Solutions in the K and K'  valleys are of the form of spinors, 
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where 2L  is area of the system ( ) k is the angle of the wave vector k , and   denotes the 
bands (+1 for conduction, –1 for valence).  The resulting energy is 
 E ,k k  8 
with k  k .  This is the same linear result one would obtain from a Taylor expansion of 
equation 4 about the K  and K'  points and is often referred to as the Dirac cone.  One can 
now equate the linear momentum dependence to that of massless neutrinos resulting in 





1.3.2 Landau Gauge 
New discrete energy states arise when a magnetic field, ,BB z  is applied to graphene.  
By far the most common approach to solving the Schrödinger equation is to use the 
Landau gauge.24  In this gauge there is only one component of the vector potential: 
  BxA y  9 
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The magnetic length is /B eB   and  NH x are Hermite Polynomials.  This solution 
uses three quantum numbers ( , , )N j k  where 0, 1, 2,...N     is the Landau level (LL) 
index, j K and 'K , and k is the electron wave vector in the Y direction.21  The resulting 
eigenvalues are: 





Figure 1.4: (A) The ideal linear density of states implied by equation 8 is shown in black.  
When a magnetic field is applied states collapse into discrete LLs (green) which follow 
the energy dependence in equation 13.  Due to finite hot-carrier lifetime these states will 
have a finite width and at higher energy they overlap.  (B) This overlap causes local 
density of state (LDoS) measurements to appear to contain a background slope. 
 
In 2005, Novoselov et al.4 and Zhang et al5 found that the density of states 
collapses into a series of LLs when a magnetic field is applied24 (figure 1.4).  These LLs 
were observed as steps in resistance measurements using the Hall bar geometry, and were 
shown to follow the massless fermion behavior of equation 13.  This special series of 
quantized resistance values is known as the half-integer quantum Hall effect.  It should be 
noted that while mathematically each state should collapse into a δ-function, due to 
electron-impurity interactions, inter-LL electron-electron scattering, and other lifetime-
limiting mechanisms, the peaks will be Lorentzian in real samples. Convolutions with a 
Gaussian instrument function would result in Voigt-function peaks.25  A feature of both 
the integer and half-integer quantum Hall effects is that the energy only relies on the 
quantum number N  and not on k .   A result of this is that the wave functions form 
parallel strips in the Y direction spaced equally along the X direction.24   This result is 
entirely due to the choice of A and one could have chosen a gauge where strips were 
parallel in the X direction.  Though somewhat concerning, this result is acceptable since 
 8 
all states within a LL are degenerate allowing any mixture of them with the same energy 
to form a solution to the Schrödinger equation.   Another result from equation 13 is that 
graphene, unlike two-dimensional massive fermion systems, has a Landau level zero 
(LL0) which is composed of both valence- and conduction-band states.  This result led to 
the eventual observation of the fractional quantum Hall effect where the electrons and 
magnetic flux quanta bind to form complex composite quasiparticles.26   
1.3.3 Symmetric Gauge 
Another common gauge used to solve the Schrödinger equation is the symmetric gauge 
where the magnetic potential is defined as: 
 
 1 , 0.
2 r z
A Br A A   A  14 
In this gauge A forms circles about the origin, making solutions ideal for cylindrical polar 
coordinates.  The symmetric gauge is generally used to describe Fock-Darwin states 
created by quantum dots (QD)23 where rotational symmetry is important, but if dealing 
with an infinite system become more difficult.  When the Schrödinger equation is solved 
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while without normalization 
   2 2( 4 )2 2, ( 2 ) ,Bm m rimn m n Br r e L r e    17 
 9 
with  mnL x the Laguerre polynomials.  This result can be verified by using the Laguerre 
properties28 
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when plugging the state functions (equation 15) back into the Schrödinger wave equation.  
For nomenclature purposes the author will later refer to these states as ,n m states, where 
, ,
2 2', , .
n m n m






   20 
While the total LL index N  contains the same values, the possible values n  and m  must 
be given careful consideration.  For example LL2 will contain states with 0,1,2n   and 
states with 0, 1, 2, 3, 4, 5m       … Interestingly the energy is independent of the 
second quantum number for 0m  .  These n  and m  quantum numbers are inherently 
difficult to envision, but semi-classically the m  index is used to describe the electron’s 
angular momentum.  ’sm  positive and negative states occur due to the alignment or anti-
alignment of the magnetic field with the magnetic moment.24  For a positive m the 
magnetic field increases the effective transverse momentum, while a negative m  will 
decrease the effective transverse momentum.23  This can physically be interpreted as the 
rotation induced by the magnetic field plus the rotation due to m .  The second quantum 




1.3.3.1 Symmetric Gauge Ladder Operators 
To better understand these quantum numbers a pseudo-momentum operator can 
be constructed.  
  ' e
c
 
Aπ p  21 
The momentum operator and vector potential are now of the form: 
 













The pseudo-momentum depends on the gauge  and does not represent a physical quantity, 
but the commutator is gauge-invariant,29 
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These would create unphysical quantities due to the components of the pseudo-
momentum that do not commute with the Hamiltonian.  But, in the symmetric gauge 
these extra mixed commutators are null.  This is not true for the Landau gauge where 
 
x yπ , π'    would not vanish, but by remaining in the symmetric gauge ladder operators 
can now be constructed: 
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    which means that these states will have identical physical 
characteristics to the states identified in equation 15 since 'm m  and 0n  . These 
ladder operators can be expressed in position representation by defining a new coordinate 
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The states are then constructed by: 
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N m
    28 
Careful consideration must be given for arbitrary LL states due to the differential 
operators. 
1.3.3.2 Semiclassical Interpretation 
These operators can now be a compared to the classical equations of motions for a 
massive electron in a magnetic field.29 
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From this an integration constant,  ,X YR , can be interpreted as the “guiding 
center” of the electronic cyclotron motion.29  This constant of the motion can now be 

































This result shows that the pseudo-momentum can be considered as components of the 
guiding center in the symmetric gauge. 
 A second parameter identified as the “cyclotron variable”,   ( , )x y η , will now 
be introduced.  This variable describes the dynamics of the electron in a magnetic field 
and can be considered as the time-dependent component of the position.30  The cyclotron 























Figure 1.5:  The classical picture of an electron in a magnetic field undergoing cyclotron 
motion around a guiding center R .  The grey region indicates the quantum mechanical 
uncertainty of the center’s location due to the non-commutativity of its components.29 
 
The position operator of the electron is defined by the sum of the guiding center and the 
cyclotron variable,  
 r = R + η . 34 
A physical interpretation is shown in figure 1.5.  The state functions in the symmetric 
gauge (figures 1.6 to 1.9) show the average guiding center value is always zero:29   
 , ' , ' 0,N m N m R R  35 
but the magnitude of the guiding center is: 
 2 2 †, ' 2 1 , ' 2 ' 1.B BX Y N m b b N m m     R    36 
This indicates that average electron position for any , 'N m  state is situated on a circle of 
radius 2 ' 1B m  , while the phase is undetermined.  When considering only LL0 this 
relationship can be applied to equation 15’s quantum numbers, indicating that the 
 14
electron guiding center radius is 2 1B m  .  This length dependency is best seen in 
LL0’s probability density, figure 1.6. 
A second length, called the cyclotron radius, is defined by: 
 2 2 †, ' 2 1 , ' 2 1.x y B BN m a a N m N      η    37 
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This radial dependence shows that the larger the value of n  and m , the further a fermion 
will be orbiting from the guiding center.  Figures 1.7 and 1.8 demonstrate the cyclotron 
radial dependence when the LL index is increased, while figure 1.9 demonstrates the 
dependence on the magnetic length.   
 
Figure 1.6: Probability density, 2 , of the | ,n m   states which reside closest to 0r   in 
LL0.  As m  grows larger the magnitude of the guiding center of each state moves farther 




Figure 1.7: Probability density, 2 , of the | ,n m   states which reside closest to 0r   in 
LL1.  Since N 0  additional positive m  states are possible.   
2
0 0   for state  | 0,1  
and |1,0   in LL1 due to the mixed nature of  .   
 
 
Figure 1.8: Probability density, 2 , of the | ,n m   states which reside closest to 0r   in 
LL2.  The co-dependence of the quantum states ( n , m ) on the cyclotron radius can be 
seen as the average electron position moves further from the origin when m  increases, 




Figure 1.9: Probability density, 2 , of the | ,n m   states which reside closest to 0r   in 
LL1.  Here the magnetic length has been doubled (magnetic field reduced by a factor of 
4) from figure 1.7.  One can quickly see how 2 is located closer to the origin as the 
magnetic field increases. 
 
1.3.4 Degeneracy 
Each LL has a maximum number of degenerate states defined by the magnetic flux.30 
 B B
BN A A n
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    , 39 
with A the area.  This maximum degeneracy can be thought of as the total number of 
cyclotron orbits that can fit in a disk of graphene of radius maxR .  If the electronic density, 






   40 
The total number of states in LL0 can then be determined by equating equation 36  with 
the maximum radius of the graphene disk, max 2 1BR M  .  This indicates that the 
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maximum number of states in a disc of area A  is set by  2 2 1BA M  .  If 1M   
one then arrives at 22 B BB
AM n A N

   

.29  
1.4 Defects in Graphene 
Defects are an essential aspect of understanding experimental results obtained from 
graphene.  Trapped dopants between SiO2 and exfoliated graphene have been shown to 
create local electron and hole puddles.31  Once graphene was suspended the effect of 
these puddles on transport characteristics became clear.32  Even with suspension, new 
defects in the form of ripples33 and flexural phonons became a concern.34   
 Intrinsic defects such as vacancies and adatoms have been investigated,35-38 yet 
many theoretically predicted phenomenon, such as atomic collapse39 and Hofstadter 
butterfly effects,40  have not been observed.  It is the hope of many to fully understand the 
effect of defects and then to use them to devise methods towards creating the future 
graphene based transistor.41-43 
1.5 Methods of Creating Graphene 
Over the last 10 years there have been remarkable advances in the process of creating 
graphene.  Three techniques will be briefly outlined with an emphasis on epitaxial growth 
from SiC, since it is the technique by which samples were created for this thesis. 
1.5.1 Exfoliation 
Mechanical exfoliation of graphite was shown in 2004 to be a simple approach to 
obtaining microscopic flakes of graphene for two-dimensional transport studies.44  This 
technique originally entailed repeatedly peeling flakes of graphite off of prepared mesas 
of highly oriented pyrolytic graphite (HOPG) attached to photoresist using adhesive tape.  
The remaining thin flakes on the photoresist were then removed using acetone and placed 
onto a Si wafer with a 300 nm of SiO2.  This thickness happened to be ideal, allowing a 
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single layer of graphene to be identified optically, due to optical interference in SiO2.44  
Once a graphene flake was found, techniques developed for carbon nanotubes were then 
utilized to the create Hall bars and other transport devices. 
Due to its relative simplicity, this method was quickly adopted by those in the 
transport community.  Using this technique sample sizes of 10 m  x 10 m  are reliably 
produced, and occasionally samples as large as (100 m )2 can be found.44  While first 
touted as ideal graphene, interface interaction with the SiO2 was recognized as a 
mobility-limiting factor45, 46 due to acoustic phonon coupling and trapped charges.26  
Suspended graphene removed these limitations by removing SiO2 from under the 
graphene.10, 47  These samples show dramatically higher mobilities but are difficult to 
prepare and study.  Nevertheless two-terminal measurements were found to exhibit the 
fractional QHE.26, 32   
A simpler approach was found to circumvent the mobility-reducing phonon 
modes in SiO2.  Graphene was placed on alternate substrates, such as boron nitride48 and 
the fractional QHE was shown using a hall Bar probe.49  In addition, it has been shown 
that graphene’s mobility and carrier density can be modified by materials like ligand-
bound nanoparticles, which act as charge reservoirs, removing or supplying charge to 
create a more uniformly charged layer of graphene.50 
While exfoliation has been an extremely useful tool for understanding graphene, it 
unfortunately has the same downside as carbon nanotubes.  Samples are small in size and 
placement is nearly random.  Due to these facts research has broadened into other 
techniques which show promise for large scale production of graphene. 
1.5.2 Chemical Vapor Deposition 
While successful in making carbon fiber, filament, and nanotube materials for more than 
30 years,51 chemical vapor deposition (CVD) has only recently been implemented in the 
graphene community.  A recent publication demonstrated the ability to create 
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predominantly monolayer 30-inch graphene films on copper substrates by introducing a 
carbonaceous gas at temperatures < 1000 C.12  The substrate can then be removed via 
etching.  This process led to the first commercially viable graphene-based touch-screen.  
Unfortunately the process of removing graphene from copper damages the samples, 
resulting in poor mobilities, but recent work has been performed using nano-copper 
crystals to seed deposits of single layer graphene directly on dielectric substrates.52  The 
benefit of this method is that the copper films de-wet and evaporate during or 
immediately after graphene growth, leaving undamaged graphene tens of micrometers 
wide.  This technique could be used to control locations of grain boundaries which are 
believed to have a large impact on mobility.53  Further studies have been performed on 
multiple metals including poly-nickel,54  iridium,55 ruthenium,56 and palladium.57  Copper 
remains the most promising substrate in growing single layer graphene, likely due to its 
low solubility of carbon.   
1.5.3 Epitaxial Growth on SiC 
The final technique involves the thermal decomposition of SiC to produce graphene.  
This technique has been known since 197558 to produce “monolayer graphite”, but it 
wasn’t until 200459 that researchers at Georgia Tech used this method to create a route 
towards scalable production of graphene devices.60  By using this technique wafer scale 
samples can be created on SiC, with mobilities as high as suspended graphene.  The 
quantum Hall effect and an ideal Dirac-cone dispersion (figure 1.10 A) have also been 
observed.11, 61-63   
Samples used in these studies were grown from 4H (figure 1.10 B) and 6H (figure 
1.10 C) SiC wafers in temperatures > 1300º C using a low-vacuum induction furnace in 
Dr. Walt de Heer’s lab.  This technique controls the silicon sublimation rate by creating a 
silicon-rich environment in the furnace.  Previous studies have shown that graphization in 
ultra high vacuum (UHV) results in poor quality materials which exhibit small domains 
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and include pitting and graphene-free regions.64  It is believed that higher temperatures 
allow carbon to migrate across the surface, but in order to prevent lower temperature 
graphitization the Si sublimation rate must be reduced by either confinement or by 
introducing gases.64  Extensive research is continuing to further control the growth 
process and to reduce the density of “pleats”, which are folds of the graphene film that 
relieve compressive stress from the SiC substrate.65  Currently, pleat free domains as 
large as 10 m  can be grown (figure 1.10 D) with graphene growing continuously over 
both pleats and SiC steps.  Pleats can be manipulated by atomic force manipulation, but 
they may or may not return to their original state after deformation.66    
Another challenge for epitaxial graphene on SiC is that graphene film cannot be 
easily back-gated to control the carrier density.  While top-gates and side-gates have been 
shown to work for graphene,67 this does affect the ease with which experimental research 
can be performed.  
 
Figure 1.10: (A) Multi layer epitaxial graphene has been shown to contain primarily 
Dirac fermions,62 where each layer has its own Dirac cone (figure from ref. 62).  Multi 
layer epitaxial graphene has been grown from (B) 6H and (C) 4H SiC.  The carbon 
(green) terminated face graphitizes at lower temperatures and is used to create this unique 
structure.  Graphene growth on the silicon face (yellow) is self limiting and exhibits 
mostly Bernal stacking shown in figure 1.11.   Wafer scale samples can be grown.  (D) 
While pleats (figure from ref.  64) occur regularly due to thermal expansion mismatch 
between graphene and SiC the graphene layer remains continuous across the surface, 
growing over steps.64   
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 Extensive research exists35, 61, 64 detailing the differences between samples grown 
on the Si-face (0001) and the C-face (0001), and a short summary will be given here to 
emphasize the difference. 
1.5.3.1 SiC (0001) 
Carbon grown on the silicon face has had considerably more research performed on it.  
This is likely due to the self limiting effect61 where under UHV conditions the first 
carbon rich layer, referred to as the buffer layer or layer 0, forms at temperatures above 
1100 C.64  Upon investigation with low energy electron diffraction (LEED) a 
commensurate  6 3 6 3 R30º reconstruction is observed.  This layer is believed to be 
graphene with its π orbitals tightly bound to the SiC causing this layer to be non-
conductive.68  Extensive STM and STS measurements have been performed revealing a 
gap around Ef and subsurface orbitals clearly seen through the interface indicate a tight 
coupling between the buffer layer and the SiC.68 This layer has recently been decoupled 
by hydrogen passivation, resulting in the recovery of graphene’s Dirac like spectrum.69 
The next graphene layer (layer 1) grows relatively controlled63 exhibiting all of 
graphene’s signatures including the quantum Hall effect.60, 70  While not bound to the 
SiC, this layer is still highly doped, placing Ef near -400 meV.71  The carbon film grows 
in a mostly Bernal stacking order (figure 1.11 A) identical to graphite and exhibits bi-
layer properties when the buffer layer is decoupled.71   Mobilities tend to be around 1000-
2000 cm2/Vs.61  Various means of decoupling may improve these values in the future. 
1.5.3.2 SiC(0001̄ ) 
The carbon face grows quite differently.  UHV studies all but ignored this face for thin 
carbon growth due to the amorphous carbon and carbon nanotubes that would quickly 
form.65  But graphitizing under low-vacuum conditions presents completely different 
growth characteristics.  While sample thickness is extremely hard to control, a well 
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calibrated furnace has been used to grow monolayer graphene.72  Carbon growth is nearly 
unlimited with 100-layer samples easily achieved.58  Like the Si-face, graphene layers 
closest to the SiC are highly doped.  The lowest layer, or interface layer, has Ef ~400 
meV and dominates electronic transport.63  Interestingly, samples obtained via low 
pressure induction furnaces do not stack like graphite (Bernal stacking), but instead, 
layers tend to have slight rotations between them.  These stacking rotations create moiré 
patterns (figure 1.11 B) that affect the apparent height in STM measurements.  Due to 
literature existing on the effects of moiré patterns on graphene, this thesis will be limited 
to only reporting on the angle of rotations observed.  These angles were derived using the 
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where D  is the lattice parameter of the hexagonal moiré superlattice, 2.46a   Å is the 
graphene lattice constant, and   is the rotation angle between the two graphene lattices.  
Rotations cause the creation of regions where atoms appear AA stacked and regions 
where they appear AB stacked.  Studies performed on these multi-layer epitaxial 
graphene suggest that this periodic rearrangement of stacking is enough to electronically 
decouple each layer.  In particular evidence of increased layer separation64 direct 
observation of the Dirac energy dispersion,62 Landau levels which follow equation 13,74, 
75 and mobilities up to 250,000 cm2/Vs11 have all been shown.  Subtle effects of the 
symmetry-breaking AB/BA stacking regions also have been discovered.76, 77  It should be 
mentioned that other methods of growing carbon-face samples do not necessarily 
reproduce these rotated-layer samples.  Instead results using CVD systems with SiC show 
rotated domains only near pleats78 and have much lower mobilities.79 
 The physics of “twisted” graphene layers is in its infancy, with both experimental 
and theoretical challenges.80-82  Predictions such as velocity renormalization and small 
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band gaps have yet to be understood, and are not observed (so far) on samples created in 
a low-vacuum induction furnace.62, 74 
 
Figure 1.11:  (A) Si-face graphene grows by Bernal stacking, where each layer is rotated 
60º from the next.  (B) Multi layer epitaxial graphene grown on C-face of SiC undergoes 
quasi-random rotations.  This creates domains in each layer where atoms will be either 
commensurate or incommensurate with atoms in the layer below.  This pattern is referred 
to as a moiré pattern, and is believed to be the reason why multiple layers of graphene 





EXPERIMENTAL INSTRUMENTATIONS AND TECHNIQUES 
2.1 Scanning Tunneling Microscopy and Spectroscopy 
Multiple techniques have been used to characterize epitaxial graphene, but only scanning 
tunneling microscopy (STM) and spectroscopy (STS) are precise enough to investigate 
the effects of defects on the atomic scale.  While beneficial for preparing samples, other 
measurement techniques such as low energy electron diffraction (LEED) and Auger 
electron spectroscopy (AES) will not be presented. 
2.1.1 History 
Since the 1980’s STM has provided direct atomic scale measurements of material 
properties.  The process of developing the first technique to truly verify nanoscience 
predictions arguably began by the demonstration of electron tunneling in the 1960s by 
Giaever.83  In the 1970’s R. Young, J. Ward and F. Scire modified this technique to 
achieve vacuum tunneling.  They then went on to include the use of piezoelectric 
transducers (piezos) creating a three dimensional scanning device called the 
“topografiner” which used field emission current to sense the local topography.84   The 
development of the scanning tunneling microscope did not occur until the 1980’s, when 
Binnig and Rohrer demonstrated the atomic scale imaging of monosteps on a CaIrSn4 
single crystal.85, 86  STM development has continued over the years to the point where 
high magnetic field studies at ultra low temperatures can now be performed.87    
2.1.2 Theory 
2.1.2.1 Microscopy 
In principle STM is a relatively straightforward procedure which is shown in figure 2.1.  
To obtain an atomic image, a small bias is applied between an atomically sharp tip and a 
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conducting sample.  The tip is lowered to within a few angstroms of the surface where 
the electron wave functions of the tip and sample overlap, inciting tunneling events.  As 
electrons tunnel from tip to sample or vice versa the corresponding current can be 
measured.  This current is changed by moving the tip closer to or farther from the sample.  
A feedback (servo) loop is used to maintain a constant current as the tip is rastered in the 
X direction.  The amount by which the tip’s height was changed by the servo is recorded 
(figure 2.1 B), and the process is repeated at successive Y positions to obtain in an atomic 
scale topograph (figure 2.1 C).  As discussed below, the atomic-scale lateral resolution is 
a consequence of the strong dependence of the tunnel current on the tip-sample 
separation, which localizes the current source to the few most prominent atoms on the tip. 
 
Figure 2.1: STM.  (A) A voltage is applied between a conducting surface and a tip.  The 
tip is then lowered a few angstroms from the surface, creating a measured tunnel current 
which depends exponentially on tip-sample separation.  The tip can then be placed in a 
servo loop to maintain constant current by varying the height of the tip.  (B) The height 
variation of the tip while moving in the X direction can be recorded as a constant current 
profile.  (C) Topographs result from scanning in the X and Y directions, imparting atomic 
scale information.  These images must be carefully interpreted due to the dependence on 
LDoS variations.  In this case large moiré regions (orange) appear as height variations 
which are instead due to an increased probability of tunneling into an AA stacked region.  
 
The mathematical basis of this process will now be given, modeling both tip and 
sample as planar electrodes with normals along the x  axis ( 0x   is taken to lie at the 
end of the tip).  STM relies on the fact that electrons tunnel through a vacuum barrier of 
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length d  (the distance from tip to sample).  The electron state function, ( )n x , can be 
found by solving the Schrödinger wave equation88 and the resulting probability for any 
tunneling event will be: 
 2 2P (0) e ,dn
   42 
where  2 Bm V E     while BV denotes the barrier potential, m  is the mass of the 
electron, and E is the energy of the state.  BV  may not be constant across the gap, but for 
this work it will be assumed to be the vacuum level.  Hence, for states at the Fermi level 
(Ef), BV E  is the work function.
89  Using these results one obtains for a small range, 
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where f( )E  is the local density of states at the Fermi energy. This indicates that the 
current has an exponential dependence on the distance of the tip sample gap.  The decay 
constant 2  is typically 1~ 0.2 nm  since most work functions are 4.5-5.5 eV.89  This 
means that the tunneling current will drop by almost an order of magnitude for every 0.1 
nm change in the tip-sample separation.  It is this fact that allows for STM to achieve 
atomic scale imaging, but it was only made possible by the development of piezo-electric 
scan control84 and effective vibration isolation.85, 86 
2.1.2.2 I vs. Z 
I  vs. Z  spectra are obtained by varying the Z height (tip-sample separation) for the 
purpose of measuring the decay constant between the tip and sample.  Each spectrum is 
obtained after setting the initial Z  by servoing at a set sample bias and reference current.  
Subsequently, the servo is held and the current is measured as the tip is retracted from the 
surface.  Data can be fit to equation 43 allowing for the direct measurement of the sample 
decay constant for different sample biases.  This measurement gives an indication of the 
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state of the tunneling junction and typically indicates a dependence on the tip apex for 
low tip-sample distances.  By using these measurements current and voltage set points 
can be chosen where decay constants appear nearly constant, indicating little dependence 
on the tip shape.90   
2.1.2.3 Spectroscopy 
Scanning Tunneling Spectroscopy (STS) was developed within a few years of STM, in 
order to measure the energy-resolved local density of states (LDoS).  At any position the 
tip can be taken out of the servo loop and held at a constant height.  A slowly changing 
DC bias (figure 2.2) can then be applied while the corresponding change in current is 
measured.  More advanced systems utilize a lock in amplifier, which allows one to add an 
additional AC modulation to the DC bias.  The dI dV  can then be directly measured, 
which under certain assumptions is found to be directly proportional to the LDoS.  A 
single spectrum can take from several ms up to 5 minutes to acquire, making vibration 
control vital for precision measurements. 
 
 
Figure 2.2:  Scanning tunneling spectroscopy.  While holding the tip at constant height 
the sample bias (red) can be slowly varied with an added (exaggerated) AC signal 




To understand how this measurement relates to LDoS, one must return to the 
current.  By assuming a constant density of states for the tip and zero temperature, the 
current can be approximated to the form, 





I V E T E V dE

   44 
where ( )E  is the local density of states at the surface and ( , )T E V  is a barrier 
transmission coefficient.89   ( , )T E V  has only a small V  dependence when V  is much 
less then the work function.  Often in this regime it is assumed to be constant, allowing 
one to measure the density of states by measuring the ( )dI dV E .  This 
approximation is not applicable at higher bias where the effects of ( , )dT E V dV must be 
considered.91  
  Spectroscopy measurements can be performed in multiple locations to 
characterize atomic scale features such as defects.  The tip is held at a constant height at 
predefined positions and STS measurements are performed in conjunction with the 
topograph.  With this added spatial dependence conductance measurement now are a 
function of the energy, X direction, and Y direction:  , , .dI E x y
dV
 Conveying the 
response to these dependencies is inherently difficult.  Data is often collected along 
straight lines as seen in figure 2.3 and displayed in what the author refers to as a 
conductance “line scan” (figure 2.3 C).  This allows data to be represented in energy and 
distance with the color scale indicating the differential conductance.  Often multiple 
conductance line scans are performed (STS grids) and are best represented in a video 
format, as slices in a 3D space (figure 2.3 D) similar to methods used for magnetic 
resonance imaging.  Constant slices of energy are also useful to understand spatial 
structure in the LDoS (figure 2.3 E).  Measurements at low temperatures are inherently 
slow due to the need to allow for piezo relaxation and hysteresis.  Data acquisition times 
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are limited by the boil-off rate for liquid helium, requiring scanning to stop once in the 
dewar requires refilling.  
 
Figure 2.3: Methods of viewing STM and STS data.  (A) A topograph near a defect.  (B) 
Spectrum acquired at a single location.  (C) Multiple spectra along the red dotted line 
displayed as a conductance line scan.  (D) Multiple line scans stacked with a 3D space.  
(E) A conductance map extracted from the 3D data set at 180 meV. 
 
 Experimentalists will further probe systems by changing the magnetic field.  This 
causes data to now depend on four variables,  , , ,dI E x y B
dV
.  Data can be acquired at 
fixed magnetic fields, where the tip is retracted when the magnetic field is changed.  A 
new technique was developed in chapter 4 where conductance measurements are 
performed while the magnetic field is swept.  This data was performed at constant 
energies and gives complementary results to constant magnetic field measurements. 
2.2 Low Temperature Surface Characterization Chamber 1 
The two systems utilized in this thesis have cryogenic chambers capable of running at 4.3 
K.  This low temperature greatly reduces thermal drift, allowing the study of a single 
location over several days with atomic precision.  Most importantly low temperature 
allows for higher energy resolution in STS.  Typically the energy resolution of dI dV  
measurements is limited by the modulation amplitude, modV , and thermal broadening with 
the approximate relationship:92 
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This means that energy measurements become nearly 70 times more precise as mod 0V   
by reducing the temperature from 300 K to 4.3 K.  In practice modV was set to ≤ 2 mV. 
2.2.1 Georgia Tech Low-Temperature STM 
Initial tunneling experiments were performed in a custom designed and constructed ultra 
high vacuum (UHV) cryogenic STM.93, 94   Figure 2.4 shows a representative schematic.  
Tungsten tips were electrochemically etched using a zone electropolishing system under 
a microscope95 which was found to give reliable results.  Clipped Pt/Ir tips were 
attempted, but the technique was unreliable for the author.  Two samples and a tip can be 
loaded into the load-lock and transferred into pressures of 10-10 torr within 12 hours.  
Using a modified wobble-stick, samples and tips are placed on a parking lot capable of 
holding up to 4 tips and 11 samples.  Once placed in the UHV system the tip is locked 
onto a horizontal manipulator where a filament can be lined up (by eye) in front of the 
tip.  In order to remove volatiles and oxides from the tip, an AC current of 4.0 A is then 
sent through the filament at a DC voltage of -1200 V.  Tip heating for ~ 1 minute causes 
the pressure to rise to approximately 95 10  torr.  Upon cooling, tips can be locked into a 




Figure 2.4: (Figure from ref. 93) A schematic of the low temperature UHV surface 
analysis chamber.  This system is equipped with an electron-bombardment heater capable 
of graphitizing SiC at to 1450 C.  Sample quality can be verified using LEED before 
transfer to the STM stage.  Air legs, isolation bellows and 3 stage graphite-wool 
“springs” dampen the STM platform, removing most noise due to vibrations.  Including 
sample prep time, STM investigations can begin with 36 hours of samples being placed 




After transfer from the load-lock, sample preparation begins upon recovery of 
1010  torr by use of a titanium sublimation pump (TSP) and a cryopump.  Infrared and 
optical pyrometers are used to monitor sample temperatures.  A current of 4.0 A is 
administered to the sample heater filament, bringing temperatures to ~600º C.  
Continuous cryopumping is used to assist in pressure control throughout sample heating, 
but to prevent contamination the TSP filaments remain off once sample preparation 
begins.  Approximately 200 V is applied to the filament resulting in an emission current 
of 120 mA which heats the sample to > 1200º C.  Vacuum pressure is monitored via the 
ion pump, and sets the maximum rate for sample heating.  Upon completion of heating, 
sample quality can be quickly studied using LEED,64 which shows the sample’s 
crystalline structure and domain rotations. 
After cooling to near room temperature, samples are lowered onto the STM stage 
(figure 2.5).  To prevent damage to piezos, special care must be used to ensure that 
contact occurs between the sample and its centering jig when placing the sample onto the 
STM stage.  The system is then prepared for tunneling: isolation legs are filled with 
nitrogen gas to 40 psi and all loose parts are secured.  The elevator can be lowered once 
the system is floating and electronics are on.   Overload lights on the tunnel-current 
preamplifier should turn on and off briefly when the tip carrier touches the spherical 
contacts on the STM (this occurs when the elevator stage is 5 turns from the fully 
lowered position).  If lights remain on, contact between the tip and sample has occurred 
and the tip will need to be replaced.  Once the elevator is completely lowered, the shutter 
can be closed, preventing warm molecules from hitting the tip or sample.  At this point 
the sample and tip must be allowed to cool.  Typically, 4-6 hours pass before an approach 
with a walk-back of 200 steps is done.  This type of approach is best started before 
leaving for the night and will allow the sample and tip to fully cool while getting the tip 
within 50 µm of the sample.  Upon approaching, extensive studies can be performed 
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using custom built electronics and software.  For dI dV measurements a Stanford 
Research model SR830 lockin amplifier is used in conjunction with a DL Instruments 
current preamplifier and a Stanford Research voltage amplifier.  Tunnel current is 
initially converted to a voltage with a gain of 108 V/A and then sent to the lockin.  In 
parallel, the signal is fed to the voltage amplifier where a low pass filter of 1 KHz to filter 
out the 5 KHz modulation is applied, in conjunction with an additional gain of 100 before 
entering the servo.  
 
Figure 2.5: (A) (After ref. 96) Schematic of “beetle” style STM.96  Course Z  motion is 
controlled by three outer piezos, while fine scale motion is controlled by the center piezo.  
(B) (After ref. 96) Modifications to sample holder, tip carrier, and jaws were made to 
improve transfer efficiency and to accommodate thicker SiC samples.  (C) Upon 
depositing a sample and (D) tip the elevator can be lowered, placing the tip carrier on the 
STM.  To maintain thermal isolation and to prevent contamination from warm molecules, 





2.2.2 Vibration Control 
Vibration is a leading contributor to tunneling noise.  This system’s Newport high 
performance laminar flow isolators serve to decrease vibrations above 10 Hz by a 
transmissibility of 0.01.  When these legs were not properly balanced, a 13-15 Hz 
resonance was occasionally found, which would ruin any atomic STM signal.  Added 
weight, a filled dewar, and judicious use of cable ties all were employed to stabilize the 
system.  In addition a graphite-wool pad was placed between stages on the STM to 
dampen high frequency vibrations (this material is conductive, so care was taken in its 
placement to avoid short-circuits to wire leads on the STM). 
2.2.3  Improvements 
Extensive noise reduction was performed on this system by the author.  Multiple 
connections were rewired due to contacts breaking from repeated cooling and heating.  
(As a quick note to future users of the system, if capacitances between the piezos and 
ground are not correct [~2 nF] first check coaxial cables, and then suspect soldering on 
wires connected to multi-pin feedthroughs on the can.)  Twisted pair wiring and a current 
preamplifier on the STM UHV housing were investigated for reducing noise, but the 
required redesign was deemed unpractical.  A slimmer sample holder with a hole was 
designed to accommodate thicker SiC wafers and to facilitate heating.  In addition the tip 
holder and jaws were redesigned for improved manipulation, resulting in a 100% success 
rate for all transfers.  Caution must be used when picking up samples from the STM 
when a misalignment of the vertical translator exists from unlevel inner isolation bellows.  
Due to the non-symmetric nature of the jaws early contact can result, ruining any chance 
of grabbing the sample at predefined reference heights. 
Several ground loops were eliminated, reducing the noise-in-signal substantially.  
Currently the servo, voltage preamp and IO-Tech analog output have nearly a 1 Ω 
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resistance placed between their grounds (this resistance was created by soldering multiple 
resistors in parallel).  A more advanced redesign should be performed to ensure that 
resistance will decrease if a resistor fails, rather than increase.  Ground fault interrupters 
increased ground loop noise and hence this extra safety measure is currently not used.  
Two suggested improvements not yet implemented on this system would be an active 
isolation system and an improved isolation bellows. 
2.2.4  Overall System Effectiveness 
This system is capable of obtaining atomic scale image at liquid helium temperatures.  In 
addition this system was designed to perform ballistic electron emission microscopy96 
and consequently has electrical connections that could be repurposed to operate a gate 
electrode.  Samples can be exchanged easily allowing for relatively fast and stable STM 
characterization and makes this system ideal for proof of concepts on samples before 
high magnetic field studies are performed at NIST.  This system soon will employ a new 
RHK Technology servo controller.  Coupled with the author’s improvements this should 
put the system in its best condition ever, poised to perform interesting studies involving 
gated graphene and lithographically defined graphene structures. 
2.3 Low Temperature Surface Characterization Chamber 2 
This system is located at the National Institute of Standards and Technology, NIST, in 
Gaithersburg, MD.  The author and his colleague David L. Miller were fortunate to be 
able to perform 6 months of data collection using this system.  Most of the data contained 
in this thesis was collected during that time period and there still remains data to be 
analyzed.  Unlike the beetle design of chamber 1, this system uses a Pan style97 STM 
within a molybdenum module (figure 2.6) that holds both the tip and the sample.  Tips 
are made of Ir wire, electrochemically etched to an end radius of ~10 nm.  They are out 
gassed at higher temperatures once placed in UHV, and then cleaned using field 
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evaporation under a field ion microscope (FIM).98  The studied 10 ± 1 layer epitaxial 
graphene sample grown on SiC (0001), was resistively heated to 1180º C after having 
been heated to 1250º C at Georgia Tech.  The sample and tip are then placed into the 
module and lowered liquid-helium cooled UHV cryostat.  Sample and tip exchange 
requires four days due to the large mass of the module and the need to reach room 
temperature before any sample and tip exchanges can be performed.  This is because the 
entire STM mechanics are located within the module and damage will occur to piezos or 
leads if all items are not at room temperature.  The single module design along with 
active and passive vibration isolation systems eliminate most vibrational noise.  Image 
registry to within a single atom can be maintained over a period of 4 days, and magnetic 
field studies can be performed up to 10 T in the Z direction and 1.5 T in the XY plane.     
 
Figure 2.6: (Figure from ref. 98) Low temperature surface characterization chamber at 
NIST.  (A) This system uses a module based STM.  It is capable of magnetic field studies 
to 10 T and maintains atomic corrugation over 4 days while performing conductance 
studies.  Due to its incredible stability this system is capable of tunneling while magnetic 
fields change, a new measurement investigated in chapter 4.  The entire system (B) is 
enclosed in an acoustic faraday cage enclosure, removing as much external noise as 
possible. 
 
The incredible stability of this system allows for precise conductance maps to be 
performed.  For accurate STS data NIST uses a 465.7 Hz modulation of the bias voltage, 
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applied only during dI dV  acquisition.  Time constraints such as waiting for the tip to 
settle after moving to a new position limits the number of points obtainable in any given 
time interval.  For some of the studies in this thesis, conductance maps were performed at 
251 positions x 251 positions x 101 energies, acquired at a fixed magnetic field over a 
period of ~ 65 hours.  Settings would vary depending on the desired accuracy in energy 
and the tunneling conditions, but typical data acquisition variables for conductance 
measurements are presented in table 2.1. 
 
Table 2.1: Typical spectroscopy settings used at NIST.  
Voltage Set Point, setV  0.35 V to 0.175 V 
Tunneling Current Set Point, setI  0.4 nA to 0.1 nA 
Modulation Voltage, modV  
(amplitude of AC signal) 
2 mV to 0.5 mV 
Sensitivity 
(Sets gain on dI dV  measurements) 
0.05 mV to 0.01 mV 
Lock-in Time Constant 30 ms to 10 ms 
Number of STS points 101 pts to 501 pts 
2.4 Epitaxial Graphene Sample Preparation 
To date the best method of growing multilayer epitaxial graphene is in a well calibrated 
low-vacuum induction furnace.  Once grown, samples are mounted in atmosphere on 
molybdenum sample holders and then placed under UHV conditions.  A particularly 
“dirty” sample is shown in figure 2.7 B.  This sample was placed into the UHV chamber 
and was reheated to 800º C (figure 2.7 A) to remove any volatile adsorbates such as O2.  
The remaining grey and white regions are believed to be amorphous carbon (no Si peak 
was found in Auger scans).  Heating to o1250  C is the only reproducible method to 
remove this layer.   Nearly half of this particular amorphous carbon layer was removed 
by heating up to 1170 C (figure 2.7 C).  Other samples (figure 2.7 D and E), when heated 
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to 1200º C, show little to no amorphous carbon. AFM studies do not show the presence 
of this layer.  Its source it is still unknown, but it seems to be a graphitic residue from the 
furnace growth process.   To prepare samples for STM/STS experiments, they are heated 
multiple times in UHV, each time increasing the temperature by 25º C to 50º C.  While 
not ideal, to date this is the only reproducible technique that will remove the amorphous 
carbon layer, allowing graphene to be studied.  The reheating process appears to have 
little to no effect on large scale structures such as pleats and pits seen in figure 2.7 D and 
E, but the top graphene layer may be left with more point defects than the underlying 
layers. 
 
Figure 2.7: (A) Samples obtained from induction furnaces require reheating under UHV 
conditions.  (B) This heating is performed to remove amorphous residue.  (C) Samples 
are incrementally heated until the amorphous carbon is seen to migrate.  (D) This 
technique allows for the study of nearly pristine graphene surfaces. (E)  Pleats due to 
thermal expansion mismatch between SiC and graphene65 are still present along with the 
occasional pit. [B: (800º C, ci6692, line subtracted topograph, sample bias   1BiasV    V, 
9.8 nm black/white scale); C: (1170º C, ci6704, line subtracted topograph, 1BiasV    V, 
9.0 nm black/white scale); D: (1200º C, ci6749 , line subtracted topograph, 1BiasV    V, 
4.3 nm black/white scale); E: (1200º C, ci6752, line subtracted topograph, 1BiasV    V, 
57.8 nm black/white scale)] 
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CHAPTER 3 
CHARACTERIZATION OF LOCAL TIP EFFECTS 
Distinguishing tip effects from defect effects in graphene was of vital concern throughout 
this thesis.  It is only recently that tip effects were recognized to exist in published results 
concerning graphene, but when these tip effects were modeled they were treated as a 
constant capacitive term. 38, 74, 99, 100  Under ideal conditions, this approach results in LLs 
fitting equation 13 very well, but in some cases confusing asymmetries between electron 
and hole carrier velocities are also found.74, 100  In addition, splitting of LL0 at energies 
away from the Fermi energy was identified.100, 101  The explanation of graphitic coupling 
contradicts results which indicate that LL0 should remain a single state while higher 
index LLs should split.101, 102  Since the infancy of STM it has been well understood that 
doping due to the tip would impact semiconductors.103, 104  Theoretical models have been 
performed in multiple materials including Si, GaAs and InAs, with one such result being 
shown figure 3.1. 105  To date no such calculation has been performed for graphene and 
while confirmation of these types of theories is difficult due to the direct dependence of 
the tip’s shape it would be a benefit to the graphene community.   That said, multilayer 
epitaxial graphene has been shown to be a complicated system to model, requiring 
multiple screening layers and Hartree approximations.99  
The majority of conductance spectra obtained by the author were more 
complicated than those previously reported.74  In this chapter multiple simplified tip 
models will be fit to acquired data in an attempt to measure the local influence of the tip 
on graphene.  Hopefully the results will spark interest for advanced theoretical work.  
With these models it will be shown that nearly all deviations from equation 13 are due to 
the local potential of the STM tip.  Once the tip effect is accounted for other effects, such 




Figure 3.1: (Figure from ref. 105) Local potential doping effects on semiconductor are 
shown to depend on the width of STM tips.105 
3.1 Microtip Classification 
The spectra studied in this chapter were produced with the same (macroscopic) tip, in 
similar regions of the sample; however the microscopic tip configurations are apparently 
different.  Applied voltage pulses or tip crash were used to induce “tip switches” which 
change the tip configuration.  Each induced microtip displayed dramatically different 
tunneling responses. Therefore, while all originate from the same bulk tip, they will be 
referred to as tip 1, tip 2 and tip 3.  Data from tip 1 was obtained when the tip was in its 
initial state, shortly after the tip approached.  Before the approach, field emission 
microscopy (FEM) of the tip displayed a single point, indicating a sharp and well-ordered 
crystalline structure,106 although it is unknown whether the final tip state upon 
approaching is exactly the same.  Two tip changes occurred between tip 1 and tip 2.  The 
first change occurred during the process of performing a field series ( dI dV  at different 
magnetic fields) and was possibly due to a small tip crash.  The second change occurred 
while the tip was scanned at a bias of 1 V.  These combined tip changes resulted in tip 2.  






Figure 3.2: Extracted  values from I vs. Z measurements performed with tip 2 and tip 3.  
The clear differences indicate that even though the macroscopic tip has not been changed, 
they behave as distinct tips. [tip 2: (L_25178 to L_25206); tip 3: (L_25386 to L_25411)] 
 
From  I Z  spectra the decay parameter   was measured for tip 2 and tip 3, as 
shown in figure 3.2.  While it is not exactly understood why   increases for tip 2 as 
sample bias is decreased, it is seen that tip 3 behaves different where   only decays as 
bias is decreased.   It is known that contamination of the tip with carbonaceous flakes 
may occur while performing STM on graphite in ambient conditions,107 but all 
measurements in the present work were performed in UHV conditions at 4.3 K.  One can 
only speculate on the physical differences underlying the different  V  functions 
measured from the tips, but whatever the cause, it is evident that tip 2 and tip 3 are 
different and as a result the measured dI dV spectra are different.  It is worth noting that 
tip 3 may have been less stable than tip 2; it suffered a tip-switch near the end of a 
magnetic field series.  Tip 2 was stable over many days.  It also should be noted that all 
conductance measurements in this chapter were obtained at a set point of 0.35 V where 




Figure 3.3: (A) A 2.2 nm step occurs between measurement locations performed for tip 1 
and tips 2 and 3.  It is possible this step is caused by 6 4H-SiC bilayers and the loss of 2 
layers of graphene, which may explain the shift in the Dirac point seen from tip 1 to tip 2.   
(B) Atomic imaging shows the upper graphene layer to be continuous across the step.  
[A: (L_24389, 200 nm x 200 nm, 201 pts x 201 pts, 1.0BiasV   eV, 0.1setI   nA); B: 
(L_24403 15 nm x 15 nm, 301 pts x 301 pts, 350BiasV   meV, 0.1setI   nA)] 
 
  It is suspected that these tip changes should be considered macroscopic, but 
external tip characterizations methods such as SEM were not practical.  If these are 
macro changes in the tip, the long range tip effects could differ dramatically.105  While all 
spectra were performed on similar 4 nm moiré regions, tip 1 spectra were acquired on a 
terrace that was 2.2 nm lower than the region probed by tips 2 and 3 (figure 3.3).   This 
height difference is most likely due to a step bunching of 6 4H-SiC bilayers (1.5 nm) and 
the loss of 2 graphene layers (0.68 nm).  This possible difference in the number of 
graphene layers may explain the observed difference in LL0 energies for these tips (-35 
meV for tip 1, ≈ -5 meV for tips 2 and 3), since the large electron density at the SiC 




3.2 Example Field Series Spectra 
Several Landau level spectra can be seen in figure 3.4.  A large electron-hole asymmetry 
in the tunnel conductance was typically observed in spectra obtained from tip 1 and tip 2.  
The conductance asymmetry was found to be dependent on the particular microtip.  Small 
tip switches, believed to be caused by migrating atoms on the tip, would sometimes 
produce a much different dI dV intensity ratio between electron and hole states.  These 
atomic tip changes may change the local potential directly below the tip, but direct 
measurement of the tip-induced potential is generally not possible.  Evidence presented in 
chapter 5 will show this asymmetry to be due to the tip potential.  In the present chapter, 
the conductance asymmetry will be ignored, but an effective method for measuring the 
tip-induced potential will be developed.  Investigations will focus on the explanation of 
extra peaks seen within low index LLs and the energy position of each LL (EN) in 
relation to that expected for pristine graphene.  (These effects only changed when tip 
changes were induced by crashing the tip into the surface or by pulsing a voltage ≥ 1 V 





Figure 3.4: Three “magnetic field series” spectra and their extracted LL positions plotted 
as energy vs. NB .  All spectra were obtained from the same macrotip within 400 nm of 
one another.  Large changes of the microtip occurred between each field series and the 
resulting effect on the spectra is apparent.  Tip 3 resulted in spectra that fit equation 13 
very well for nearly all LLs; while for tip 1 and tip 2 low index LLs are seen to deviate 
from a linear fit.  In addition, new peaks are seen in LL-1 and LL0. [Tip 1: (selected 
spectra from L_24459 to L_24945, 281 pts, 350setV   meV, 0.4setI   nA, mod 2.0V   
mV.); Tip 2: (selected spectra from L_24885 to L_25042, 281 pts, 350setV   meV, 
0.4setI   nA, mod 2.0V   mV.); Tip 3: (selected spectra from L_25286 to 25455, 601 pts, 
350setV   meV, 0.4setI   nA, mod 1.0V   mV.)] 
 45
For all tips LL0, shifts in energy as the magnetic field increases and crosses Ef.  
This shift has not yet been explained satisfactorily.  It was originally attributed to a field-
dependent screening of the interface by the graphene multi layer,  although the role of the 
tip potential was also postulated.74  The LL energies from tip 3 follow equation 13 quite 
well, when measured with respect to E0, the energy position of LL0.  This suggests that 
the effect of the tip may be predominantly a (field-dependent) shift of the surface 
potential.  But, using this technique on spectra from tip 1 and tip 2 does not result in a 
uniform NB  dependence of the LL energies.  Instead, subtraction of E0 enhances an 
apparent electron hole asymmetry.  (A similar asymmetry has been found by others,101 
and was interpreted as velocity renormalization for electrons and holes.)  Extra peaks 
seen in high magnetic fields (figure 3.4) also are not explained by simple field-dependent 
shifts of the surface potential. 
A more perplexing question is why changing the tip from 2 to 3 caused LL0 to 
shift 40 meV, while LL-6 and LL6 shifted only 10 meV at 6 T.  If these results are 
attributed to a tip-induced potential, they show that lower index LLs are affected more 
than higher index LLs, i.e., inconsistent with a spatially uniform tip potential (similar 
energy dependence on LL index was shown in n-InAs (110) where LLs of higher index 
shifted less near defects108).   This is not surprising if one considers the tip to be a 
cylindrically symmetric gate electrode, which creates a radius-dependent voltage across 
the surface.  If the potential were known, then LL solutions in the symmetric gauge 
(chapter 1.3.3) could be used to calculate the perturbed LL energies.  Since the exact tip-
induced potential is unknown, the author will instead show that the observed LL energies 
can be used to effectively measure the tip-induced surface potential.  This approach is 
similar in concept to the reconstruction of TIBB effects modeled using Hartree 
calculations in conjunction with semiconductor QD states caused by the tip.109 
For the purpose of this thesis the effect of the tip-induced surface potential will be 
split into two parts.  The first is a bias-dependent shift of the LDoS, similar to the 
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operation of a gate electrode.  The second element is the two-dimensional form of the 
potential, which exists even at zero-bias because of the work function difference between 
graphene and the Ir tip.    
The first effect is simple to extract from the data and will be discussed in section 
3.3.  The second effect is more complex to measure.  At low magnetic fields the magnetic 
length is large, so LLs should only be slightly influenced by the local tip-induced 
potential.  At high fields the magnetic length becomes comparable to the tip’s potential 
well width, causing LLs to be modified in energy.   
3.3 Direct Evidence of Bias Dependent Tip Effects 
Tip interactions with samples have been well documented in other materials including 
graphite.110, 111  In particular a term called the “lever arm”,  , has been used to describe 
the ratio of the applied potential to the induced energy shift of the local density of 
states.112, 113  In other contexts, the same effect is discussed in terms of a “quantum 
capacitance”114 which describes the relation between the screening charge induced by a 
gate electrode and the shift of the energy states necessary to acquire this charge.  The 
lever arm results from the voltage divider formed by the gate-sample (tip-sample) 
capacitance in series with the quantum capacitance.  In order to observe this effect a state 
must be close to the Fermi energy such that the doping effect can pull the state across Ef, 
creating a new state for tunneling at higher bias referred to as a “mirroring” event.113  In 
this thesis LLs and defect states were used to extract lever arm values independent of 
fitting procedures.  
 Figure 3.5 represents a typical LL state and its mirroring effect.  In this 
conductance line scan, spectra are seen to be similar to tip 1 where LL-1 is split. Four 
mirroring states are seen when tip interactions pull the upper LL-1 state across Ef, creating 
additional peaks in the conductance measurement.  Each mirror state can be reproduced 
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by reflecting the upper LL-1 peak across Ef and multiplying by the lever arm, 3.75.  
Observed lever arms on graphene varied from 3.75 to 20 depending on the tip.   
  
 
Figure 3.5: Measuring the lever arm effect. (A) (L_26021) A conductance line scan is 
shown.  Here the doping potential pulls LL-1 (blue arrow) above the Fermi energy, 
creating mirror images (red arrow) at higher bias.  (B) By mirroring across Ef and 
multiplying by 3.75, LL-1 is seen to match these mirror states.  Mirror events are 
explained by the following: (C) When states are near Ef, there measured energy position 
is V1.  (D) Once the sample bias reaches 2 1V V  LL-1 is pulled across Ef creating the 
mirrored state at V2, which is due to tunneling into the newly unoccupied LL-1 state. 
 
3.4 Extracting the Tip-Induced Surface Potential 
The lever arm effect does not explain the observed splitting in low-index LLs or their 
peculiar energy dependence.  Four mirrored states are present in figure 3.5 for the already 
split LL-1, a 4-fold degeneracy believed to be due to spin and valley.  This degeneracy 
splitting in the mirror states could be due to a charging energy, since the state is expected 
to be confined within a tip potential well.115  A second possibility is that the spacing 
between mirror states indicated an enhanced splitting for spin and valley degeneracy once 
states cross Ef.116  Whatever the cause, the degeneracy in each split peak indicates that 
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every peak must be treated as a LL.  Each LL peak retains its 4-fold spin and valley 
degeneracy, so peak-splitting must be due to a loss of translation symmetry, hence the 
Landau gauge is not appropriate.  In order to devise a simplified model of tip interactions 
two crucial assumptions will be made: 
1) The tip-induced potential is cylindrically symmetric. 
2) The tip-induced potential is constant for all magnetic fields. 
Under these assumptions perturbation theory can be used with a model tip-induced 
potential, ( )trialV r , to calculate LL energies of the ,n m  states appropriate to the 
symmetric gauge. 
3.4.1 Introduction to Model Potentials 
In order to better understand the influence of the tip four tip potential models were used 
in this thesis:  
1) Unscreened Point Charge Model 
2) Gaussian Model of the Tip Potential 
3) Screened Point Charge Model 
4) Spherical Tip Model with Interface Screening 
At high fields, energy spacing between LLs were assumed to be large and hence no 
states should have been present to screen tip effects.   The first trial potential function 
treats the tip as an unscreened point charge located a height tipd above the graphene 
surface along with a constant doping term dE , due to interface and macro tip interactions. 
Often literature models the tip effect as the second model, a Gaussian,38, 109 and while 
this type of potential has no physical basis for graphene, it may provide a touchstone to 
other work.  Furthermore, the short range of this potential may give an indication of how 
screening would modify the results.   
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The third model was used to attempt to incorporate results concerning screening in 
zero magnetic field in graphene.117  The point defect will no longer be modeled using 
Coulomb’s law, but instead there will be an additional logarithmic term in the 
denominator. 
The fourth and most advanced tip geometry model undertaken treats the tip as a metal 
sphere while the n-doped interface layer is modeled as a grounded conducting plane.  
This model takes into account the following physics: 1) the STM tip has a finite size, 2) 
the top graphene layer screens poorly due to the discrete spectrum of LLs, and 3) the 
highly-doped layer(s) near the SiC interface will screen well even in high magnetic fields, 
since the LLs will be close in energy for large f dE E (for the conducting layer 
f dE E 0.4  eV).
99     
3.4.2 Isolated LL Approximation 
Initially single 8 T spectra were fit.  In this case results using degenerate perturbation 














With this the matrix: 
 
1 1 2 2
1 1 2 2 1 1 2 2
1 1 1 1 2 2 2 2 1 1 ; 2 2
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, , , , , ,trial n m n m
n m n m n m n m
n m n m V n m n m n m n m    , 47 
can be generated with equation 20 holding true. It should be noted that all potentials are 
displayed as an electron potential energy in this thesis ( 0trialV  reduces the local electron 
density or increases the local hole density). 






  , any state ,n m  will have little to no mixing with any “nearest 
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neighbor” state ', 'n m  in the manifold of LLN±1.  This allows for first order degenerate 
perturbation theory with states only from LLN.   Thus for any given LLN only 
, , ,n m trialn m V n m   has to be calculated, since states of different m remain orthogonal 
(equation 17).  As an added benefit the states from equation 15 will remain eigenstates of 
the new perturbed Hamiltonian.  One can now combine the tip lever arm with the tip-
potential, giving the new eigenenergies 
 , ,
1 sgn( ) * 2 .11n m n m
E N c e B N 

 
       
 
  48 
By using this relationship the measured ,n mE states can have a least square fit performed 
to derive the best fit values for dE , Q  , tipd  ,   and *c in equation 46.  A program was 
written using Interactive Data Language (IDL)118 to construct trialV  and perform equation 
48 for LLs 4N    to 4N   for all states 5m  .  The results show (figure 3.6) that only 
states with 1m   were observable as separate peaks.  In addition only LL0, and LL±1 in 
the model are split by an amount larger than the experimental peak widths, so that 
individual ,n m  peaks can be distinguished.  For LLs where degeneracy splitting was 
undetermined, an average of the eigenenergies for states 1,1n , 2 ,0n , and 2 , 1n   (where 
1 21n n N   ) was used.  An IDL fit procedure written by Craig B. Markwardt
119 
which performed the Levenberg-Marquardt minimization algorithm120 was used to fit 
equation 48 to the measured LL energies.  Each energy peak position was extracted from 
LL spectra using a Lorentzian model in Origin Pro,121 and the minimum energy 
resolution of 1.75 meV (equation 45) was assigned to uncertainty values for least-chi-
square fits.   
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 Fourteen peaks were identified in the 8 T spectra shown in figure 3.6 and the 
resulting fit gave 21 meVdE   , 0.58Q e , 7.1 nmtipd  , 8.6  , and 
6* 0.996 10 m sc   with a normalized chi-square value, 2 DoF 8.8  , with the 
degrees of freedom (DoF) defined as the number of fit values minus the number of fit 
parameters.  While this model (red rings figure 3.6) seems to explain the peaks for a 
single magnetic field, it does not fit as well at lower fields in the field series.  In order to 
improve the fits a mixing of states from different LLs must be included. 
 
Figure 3.6: 8 T Spectra obtained with tip 2.  The tip is treated as a point source (equation 
46).  Using degenerate perturbation theory (red), ,n m  states in the symmetric gauge are 
observed.   An improved approximation accounts for interaction between nearest 
neighbor LLs (black X). [(L_24889, 281 pts, 350setV   meV, 0.4setI   nA, mod 2.0V   
mV)] 
 
3.4.3 LL Mixing Approximation 
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At lower magnetic fields the assumption, 1N N NE E E    , is no longer valid.  Ideally 
one would construct the entire ,n m  Hamiltonian and find its eigenvalues and eigen 
vectors.  Unfortunately since eigenvectors depend directly on the potential and a nearly 
infinite number of ,n m  states, this procedure is unrealistic.  In order to deal with this 
problem the assumption 2N N NE E E    was made, allowing for only energetically 
nearest neighbor LL interactions. 
As a result the following Hamiltonian can be constructed to predict the new 
eigenenergies: 
1 1 2 2
1 1 1 1 2 2
0 1 1 1 1 1 1 1 ; 2 2
, , ,
, sgn( ) * 2 , , , ,n m n m
n m n m n m
n m N c e B N n m n m n m    H H   49 
where the states 1 1,n m  and 2 2,n m reside in N , 1N   or 1N  .  The energy 
dependence of each unknown state is extracted by diagonalizing the matrix and selecting 
the energies corresponding to the LLs in N.  An example for LL0 when only concerned 
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where *1 2E c e B  .  The resulting eigenvalues could be sorted and the 4
th and 5th 
highest energies would correspond to the new LL0 states.  This energy selection method 
is appropriate as long as LLN energy states do not cross nearest neighbor LLN±1, an event 
that did not occur for all potential fits.  In addition this method does not contain any 
reiterative measures, meaning that while LL-1 is changed by LL0 and LL-2, the 
unperturbed forms of LL0 and LL-2 were used instead of the new states due to their own 
interactions with nearest neighbors.  
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The resulting energy values from a fit using this approach performed at 8 T are 
labeled in figure 3.6 as the black Xs.  The extracted parameter values are 
7.6 meV,dE    0.22 ,Q e   2.9 nm,tipd   12.9,   and 
6* 1.06 10 m sc   resulting in 
2 DoF 2.2.    For such a simplified tip potential this normalized chi-square value is 
astounding.  The LL mixing model is appropriate for the entire range of magnetic fields 
investigated. 
3.4.3.1 Unscreened Point Charge Model 
Results from fits of complete field series using the unscreened point charge model tip 
potential (equation 46) and allowing nearest neighbor LL mixing are shown in figure 3.7.  
Each data point has been included as a black dot, with dot size being bigger than 
uncertainty bars.  The resulting fit is seen in yellow.   Table 3.1 has been included to 
present the best-fit parameter values.  These results show how well this method fits for all 
field spectra.  In particular these results explain magnetic field dependence of LL0.  Slight 
discrepancies can be seen in tip 1 in LL-1 for fields less than 4 T, and in tip 3 for 8 T.  The 
two most likely reasons are either effects due to charge rearrangement between layers, or 
that tip changes occurred in the process of retracting, changing the field and 
reapproaching.  It is believed that these deviations are more likely tip micro state 
dependent, since tip 2 (the most stable tip) is seen to have the best fit.  
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Figure 3.7: Measured (black) and fit (yellow) LL positions using the unscreened point 
charge model of the tip potential (equation 46).  An excellent fit is found for nearly all 
fields, supporting the conclusion that LLs are perturbed by the local potential of the STM 
tip.  Extracted potential for tips 1 and 2 are nearly identical, except for a 50 meV offset, 
which could be due to the difference in the number of graphene layers between the two 
locations.  Tip 2 and tip 3 probed the same graphene terrace, consistent with their similar 
values for Ed.  However, the potential from tip 3 appears to be more localized near the 
origin.  
  
Table 3.1: Results from unscreened point charge model. 





1 -63 0.68 5.6 9.8 1.00 333 5.5 
2 -13 0.41 2.9 11.8 1.04 114 1.7 
3 -11 0.11 0.246* 9.9 1.03 170 3.3 
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The resulting tip potentials are shown in figure 3.7.  The similarity in Ed for tip 2 
and tip 3 is reassuring since to both were acquired within 100 nm of each other, while the 
lower value of Ed for tip 1 is consistent with fewer graphene layers between the tip and 
SiC interface.  In addition, the potential from tip 3 has a more confined form.  It should 
be emphasized that the spatial precision for potentials is limited by B , i.e., the form of 
the potential cannot be determined accurately for Br   , since the wave function size is 
~ B ( 9.2B   nm at 8B   T). 
3.4.3.2 Gaussian Model of the Tip Potential 
For the Gaussian model the trial function is now of the form: 
   2 22e .rtrial dV r E A    51 
Results are shown in figure 3.8 with extracted parameter values in table 3.2. 
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Figure 3.8: LL peak positions (black) for tips 1, 2, and 3 and the corresponding best fits 
(blue) using the Gaussian tip model.  Tip 1 and tip 2 are seen to have a poorer fit than the 
point charge model, while tip 3’s has improved.  Resulting parameters indicate that the 
tip 3 potential is large and short-ranged.   
 
Table 3.2: Results from Gaussian model. †minimum bound value set from observed line 
scans. 





1 -47 89 16.4 8† 0.97 358 5.9 
2 -6 71 15.7 12.3 1.05 154 2.3 
3 -6 421 2.05 8† 1.00 159 3.1 
 
 Fits for tips 1 and 2 have chi-square values noticeably larger than those for the 
point charge model.  In addition, the minimum lever arm, 8, (set by observed line scans) 
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was quickly reached in the fitting.  This alone indicates that the Gaussian model is not 
accurate.  LL positions still underwent similar energy shifts and the Dirac point for each 
tip, while slightly closer to Ef, was similar to the results from the point charge model.   
Table 3.3: Investigating tip 3’s results from the Gaussian model for fixed  values.  Here 
the chi-square value is seen to increase by nearly 20% when the FWHM of the potential 
is forced to be similar to the width of tips 1 and 2. 




5 -6.9 87 13.8 1.06 163 3.1 
10 -7.6 33 12.6 1.05 176 3.4 
15 -8.5 23 7.8 1.00 185 3.6 
 
 Tip 3 was seen to fit better using this Gaussian form.  Additional fits were 
performed (table 3.3) with bound widths, indicating that for the Gaussian to fit best a full 
width half max (FWHM) ~5 nm was numerically preferred with a large potential present 
directly below the tip.  Unfortunately with the magnetic length dependence it is 
impossible to show if this localized high potential effect is present. 
3.4.3.3 Screened Point Charge Model 
For the screened point charge model the trial function is now of the form: 
 










The resulting fit data can be seen in figure 3.9 with the fit parameters in table 3.4. 
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Figure 3.9:  LL peak positions (black) for tips 1, 2, and 3 and the corresponding best fits 
(green) using a screened point charge.  Results are slightly better than the unscreened 
point charge model, but fit potentials are nearly identical, indicating a confined potential 
within 25 nm of the tip which slowly decays to the Dirac point. 
 
Table 3.4: Results from screened tip model. †lower bound 





1 -63 3.12 8.0 18.6 1.05 330 5.4 
2 -11 1.7 5.5 8.2 1.00 112 1.6 
3 -8 0.24 0.246† 9.6 1.03 158 3.1 
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Results similar to the unscreened model were obtained, but tip 3 reached a 
minimum boundary condition for tipd .  Extensive result analysis will be reserved for 
section 3.4, but tip 1’s and tip 2’s local potential were found to be localized within a 25 
nm radius with a slightly lower maximum value at the origin than the unscreened point 
charge model.  In addition chi-square values have slightly improved from the unscreened 
point charge model for these tips, indicating that some screening is likely occurring in the 
system. 
3.4.3.4 Spherical Tip Model with Interface Screening 
A schematic in figure 3.10 identifies this model’s additional parameters.  Because the 
parameters are interdependent convergence of these calculations was slow, and it is not 
certain whether the true minimum was found for this model. Reproducible minimized fit 
results were compared by performing multiple fits with different realistic initial 
conditions.  If conflicting results with similar chi-square values were found the relative 
trial step size was increased in an attempt to sample a larger parameter space.  Over 7000 
iterations were performed for each fit using the sphere-tip model.  In each iteration over 
250 
1 1 2 2, ; ,n m n m
  calculations were performed for each magnetic field.  This means that for 
each iteration an integration was performed for over 6500 perturbations on partial state 
functions (equation 17) of 20,001 elements. Due to the large amount of calculations up to 
5 days of computation was needed to reach convergence.  This limited the number of 
repeat fits to be performed for this model, but results were found to reproduce for 
multiple initial conditions.  The calculation time could be reduced by decreasing the 
number of states included in the Hamiltonian.  For all calculations shown, states with 
5m  were included. 
 The solution of the spherical geometry can be extracted using the method of 
images.  It involves an infinite number of image charges to be placed inside the sphere, 
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and across the conductive plan (figure 3.10).  To solve this solution analytically, a cutoff 
charge is needed, where the remaining sum of image charges to infinity can be obtained 
from a single effective charge.122  
 
Figure 3.10: A schematic of the spherical-tip model.  Here the work function difference 
was modeled as a point charge Q  in the center of a sphere a distance dtip from the surface.  
The method of images is used with the grounded conductive interface plane.  The top 
graphene layer has little effect on the electric field lines (blue), while the conductive 
interface layer terminates all field lines. 
  
 To construct this potential the following routine was used: 
First initial conditions were set. 







  ; a variable used to set future image charges and distance. 
kQ Q  ; the initial charge. 
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r z d r z d
 
   
     
; the first two potentials 
(original charge, and image charge) are constructed. 



























   ; the new fractional constant is prepared for the next iteration. 
   2 22 20




k int k int
QV r V r
r z d r z d
 
   
     
; the two new induced 
charges are added to the old potential.  
The loop is then repeated and once the maximum number of image pairs is reached, the 









  ; the location of the effective summed image charge. 
2
int int 1tip tip




   
   










; the last image charge. 
   2 22 20
1 1( ) ( )
4trial trial
int int
QV r V r




   
     
; the last two point 
charges are added to the potential. 
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 The resulting fits are shown in figure 3.11, with the numerical results in table 3.5.  
The fits appear to be slightly better for tips 1 and 2 when compared to fits performed with 
the screened and unscreened point charge models.  Although, with the two added 
parameters the normalized chi-square values are slightly larger.  The resulting potential 
for tip 3 has a diminished effect near the origin which is known from the Gaussian fit to 
cause higher chi-square values.  Again it is unknown what the potential truly is for a 
radius below 9.2 nm, but it is the author’s belief that the potentials resulting from this 
model are the closest to the actual potential.   
 While this model is much more complex, results extracted appear to agree with 
the other models and observations.  The lever arm matches observed values obtained near 
defects in other line scans and the tip sample distance of 1 Å to 2 Å was similar to results 
obtained from I  vs. Z  measurements.  In addition, these results indicate that the tip is 
~60 nm wide, well within the range of expected values for the macro tip.  The interface 
distance was smaller than the expected ~3.4 nm, but this result was anticipated given the 
intervening doped graphene layers between the top layer and the interface layer; these 
will also contribute to screening.  Additionally, the interface distance intd  is smallest for 
tip 1, agreeing with the hypothesis of fewer graphene layers.  The extracted Dirac point 
also agrees with this picture, showing a difference in doping of ~45 meV.  The potential 
on the sphere due to the charge would be 0.90 V for tip 1 and 0.12 V for tip 3.  This may 
be due to a change in the work function difference between graphene and the Ir tip.  Note 
that work function difference between graphite (HOPG graphite 4.48 eV)123 and Ir (5.27 
eV)124 is 0.79 eV, close to the potential found for tip 1.  It is possible that the work 
function decrease was due to graphene being picked up by the tip, but unfortunately tip 
conditions are not known. 
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Figure 3.11: LL peak positions (black) for tip tips 1, 2, and 3 and the corresponding best 
fits (red) using the spherical tip with a conductive interface layer model.  Results are 
similar to screened and unscreened point charge models, but the local potential at the 
origin is smaller.     
 
Table 3.5:Results from the spherical tip model. 





1 -54 18.8 29.9 15.3 1.04 1.04 28.8 327 5.5 
2 -7.6 7.5 29.1 10.3 1.03 1.34 29.0 112 1.7 




3.5 The Total Effect of the Tip 
It is nearly impossible to state which model is best in modeling the tip.  But, by looking at 
figure 3.12 it is obvious that the best-fit potentials obtained from the spherical-tip and 
both point-charge models are nearly identical.  Tip 2 clearly shows a localized potential 
within ≈ 25 nm of the tip.  With magnetic lengths at 1 T equal to 26 nm these results 
indicate that the local tip potential has a large effect on the measured LDoS and that the 
tip-potential effect cannot be ignored.  Instead it must be quantified as done here, and 
incorporated into our understanding of the measured spectra.  
 
Figure 3.12: A compilation of fit potentials of tip 2 using all four fit methods. 
 
Table 3.6 shows the averaged lever arm, Dirac point and Fermi velocity obtained 
by fitting each tip with the 4 models.  These three values indicate the capacitive coupling 




Table 3.6: Averaged results from all 4 tip models. 
Tip (meV)dE     6 m* 10 sc  
1 -56.8 12.9 1.02 
2 -9.4 10.6 1.03 
3 -8.7 9.4 1.02 
 
 Without a thorough understanding of the tip effects Fermi velocities cannot be 
accurately determined. Indeed the *c  values in table 3.6 are smaller than those 
previously reported.74  Other results attributed to fundamental properties of graphene or 
its coupling to the substrate, such as asymmetries between hole and electron carrier 
velocities,101 may also be caused by the tip potential.  The influence of the lever arm and 
the tip-induced surface potential on the interpretation of LL spectra is shown in figure 
3.13.  A black line in figure 3.13 A has been fit to the peak positions of tip 2 plotted on a 
NB scale and results in a velocity of 1.14 x 106 m/s when no tip effects are 
incorporated.  By excluding LL0 and fitting only holes or electron states, velocities were 
found to be (1.34 ± 0.03) x 106 m/s for electron states and (1.12 ± 0.03) x 106 m/s for hole 
states.  These results are similar to previously reported observations101 that link Fermi 
velocity asymmetries with a weak coupling between graphene and a graphite substrate.  
In chapter 5 the author will show that the tip effect plus defect effects can directly affect 
observed velocity asymmetries.   
 It can be seen in figure 3.13 B, that the slope will reduce (red dashed line) when 
the lever arm effect is removed. The resulting slope gives a Fermi velocity of 1.02 x 106 
m/s.  Once the localized potential effect is removed all LL peaks are then seen to collapse 
onto the light blue line in figure 3.13 C.  The velocity changed to 1.03 x 106 m/s, but in 
addition there no longer remains any asymmetry in the system.  These results are 
extremely encouraging, explaining all peaks measured in the spectra.  Perhaps most 
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importantly the large non-linear energy shift of LL0 with the magnet field is explained 
and accurately modeled. 
 
Figure 3.13:  Removing the tip effects.  The LL positions of tip 2 (A) are shown to 
contain large deviations from ideal graphene’s NB  dependence.  By removing the lever 
arm effect (B) the slope is seen to reduce from the original (black) fit line to red dashed 
line.  Once the perturbation of the tip potential is removed (C) all LLs collapse onto the 
ideal graphene equation (blue line), with a Fermi velocity of 1.03 x 106 m/s.  
 
 Energy vs. magnetic field plots are shown in figure 3.14 to emphasize the total 
effect of the tip.  Here ideal graphene with a Dirac point at -35 meV has been overlaid by 
the tip-perturbed spectrum corresponding to tip 2.  The three lowest-indexed ,n m  states 
are shown for LL-3 to LL3.  While the potential was treated as a perturbation, it can be 
seen that its presence has a large effect on the low-index LLs.  Here LL-2 is seen to 
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correspond to energies where the ideal LL-1 is expected while LL1 overlaps the ideal 
graphene LL2 location.   
 
Figure 3.14: A comparison to ideal graphene (red) with a Dirac point at -35 meV and the 
tip influenced graphene fit for tip 2 (blue). 
 
 In the model, the total potential can be changed instead of the magnetic field.  
This allows for the influence of the tip effects to be seen on the individual ,n m  states 
out to 5m   (figure 3.15).  Here 0Q is the measured potential for tip 1.  In chapter 5, 
defects will be shown to change the total potential, with results related to those shown in 
figure 3.15.  Only by understanding the effect of the tip on graphene can the further effect 
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of defects be understood.   Clearly, all STM measurements on low-density materials must 
convincingly model the tip effects before invoking other explanations to explain observed 
anomalies. 
 
Figure 3.15: Potential effect due to the work function difference on LLs at 8 T.  The 
direct effect of the potential on LL energies is shown.  In particular the charge, Q , is 
varied using the unscreened point model to show the large effect on low-index ,n m
states. Small glitches due to the energy selection process can be seen when LLN states 
cross nearest neighbor LLN±1 states. 
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CHAPTER 4 
TUNNELING MAGNETO CONDUCTANCE OSCILLATIONS 
A new technique was developed to characterize graphene’s energy-momentum relation 
using STM.  It permits for the measurement of the differential tunnel conductance as a 
function of magnetic field by ramping the field while tunneling at a constant bias.  
Compared to photoemission measurements,62 this technique results in nearly an order of 
magnitude more precise measurement in momentum space.  In addition, this technique is 
an atomic measurement and is limited in sampling the momentum space by the magnetic 
length.  Other observations not well understood were noticed using this technique and 
while very interesting these will be summarized in sections 4.6 and in appendix A. 
4.1 Measurement Technique 
STS magnetic field studies are done invariably at constant magnetic fields where 
 , , ,dI E x y B
dV
 measurements can be performed by sweeping the sample bias.  Changing 
B  would require retracting the tip, changing the magnetic field and reapproaching.   For 
this thesis a new technique was developed in which spectra were obtained by slowly 
ramping the magnetic field while tunneling at a constant bias and recording the 
differential tunnel conductance, 
dI
dV
.  The data acquired is similar to that from 
Shubnikov-de Haas measurements, yet it retains atomic scale spatial resolution.  During 
the development of this technique multiple data acquisition settings were used.  In 
particular, depending on the filling factor (set by the magnetic field) sensitivity settings 
on the lock-in amplifier were adjusted.   
Few STM systems are stable enough to perform multi-hour conductance 
measurements, let alone while the magnetic field changes.  Fortunately the extraordinary 
stability of the NIST LTSTM (chapter 2.3) made possible such an undertaking. 
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 Implementation of this new technique was hampered somewhat by hardware 
limitations and by proprietary software (challenges that could have been addressed if 
instrument time wasn’t so precious).  Instead of measuring  dI B
dV
directly, it was 
necessary to ramp B  at a constant rate and measure  dI t
dV
.  The hardware and software 
available could record a time-trace only on the analog-to-digital converter normally 
dedicated to Z  height.  Consequently, Z  was not recorder during acquisition of  dI t
dV
.  
The acquisition sequence began by setting the magnetic field to its maximum value of 1.2 
T or 2 T, after which a  dI E
dV
 spectrum was obtained.  A small AC voltage was then 
applied to the tip while being placed into a constant current servo loop at the chosen 
sample bias.  The magnetic field was changed at rates from 0.01 T/min to 0.06 T/min 
while dI dV vs. time measurements were performed.  Ideally data acquisition software 
would have recorded both dI dV  and magnetic field values, but due to the limitations 
described, conversion from time to field was performed.  Field ramps took up to 4 hours 
for each set bias.  Manual input was needed to start and stop these scans.   
Since Z  and 
dI
dV
 could not be recorded simultaneously,  Z B  was measured 
separately as shown in figure 4.1.  While magnetic sweeps were eventually increased to 2 
T, Z vs. B measurements were performed earlier in the data run from -1.2 T to 1.2 T only.  
Three features were seen when monitoring the Z height.  One is that it follows a parabolic 
form 217.7 2.3 10.6Z B B   .  This is believed to be primarily due to magnetostriction 
of STM parts as the magnetic field changes.  Typical fractional changes are on the order 
of 10-7 for materials such as stainless steel,125 which would cause height changes of 
approximately 0.5 nm  for a sample holder that is 5 mm thick.  The second feature is the 
presence of small oscillation faintly visible within the background parabola.  The period 
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of these oscillations is nearly linear in B  after 0.4 T, and will be explored more in section 
4.6.  The final feature is a dip in Z position between -0.15 T and 0.15 T.  This interesting 
feature will require further investigations to confirm its source, but one can speculate that 
it is due to weak localization or weak anti-localization.126   The dip is found to have a 
slight hysteresis of 0.01 T when the sweep direction is changed (figure 4.1 B), which is 
probably just hysteresis of materials within the field volume.  Due to time constraints and 
the infancy of this procedure an alternate sample such as gold could not be used to assist 




Figure 4.1: Z vs. B calibration measurements.  (A) The tip height is seen to follow a 
parabolic dependence on the magnetic field.  (B) Along with a 0.01 T hysteresis a local 
minimum is seen in the tip height.  This is likely due to a sudden decrease in LDoS, 
possibly indicating weak anti-localization.126 [A: (L_25754, 80setV    meV, 0.02B 
T/min, 0.8setI   nA); B: (L_25985 Red, 0.06B   T/min, 55setV    meV, 0.22setI   
nA) (Black 25984, 0.06B   T/min, -55 mV, 0.22I   nA)] 
 
Quantification of the XY drift during field sweeps was performed by obtaining 
atomic resolution topographs near defects before and after, and by performing multiple 
magnetic field sweeps.  Total displacement in the X direction was 2.3 Å after sweeping 
from -1.2 T to 1.2 T four times (2 forward sweeps and 2 reverse).  The corresponding 
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displacement in the Y direction was observed to be -0.25 Å.  A separate single sweep 
from 1.2 T to -1.2 T at 0.02 T/min resulted in a similar drift measurement of 0.5 Å in the 
X direction and 0.0 Å in the Y direction.   This result indicates minimal magnetostriction 
effects on the graphene plane. 
4.2 Initial Measurements 
Measurements were performed in 7 locations over a period of 21 days.  During this time 
four to seven different tip states are believed to have occurred, with all tip states resulting 
in spectra similar to tip 1 and tip 2 in chapter 3, but with Ed near 30 meV.  A moiré 
pattern of 1.9 nm was present at each location indicating a rotation of 7.42 degrees 
between the top two layers of graphene.   Initial investigations were performed within 
200 nm of a boundary between different moiré patterns seen in figure 4.2.  A second 
moiré pattern is observed on one side of the boundary due to rotation of the graphene 
layer two layers below the surface.77, 127  The boundary is indicative of a grain boundary 
occurring in either the second or third layer, since the top layer appears to be defect-free 
(figure 4.2). 
Calibrations were often performed throughout data acquisition in an attempt to 
improve measurements.  The first magnetic field sweep performed was from 0 T to 0.2 T 
with a sensitivity setting of 10 mV, a time constant of 100 ms and a 0.5 mV modulation 
voltage.  To say the resulting measurement of only noise was underwhelming would be 
an understatement.  The first oscillations in the dI dV  referred to as “tunneling magneto 
conductance oscillations” (TMCO) were seen (figure 4.3).  Initially a magnetic field ramp 
of 0.02 T/min was used to minimize drift and heating, but this was later increased to 0.04 
T/min which resulted in only a 0.002 K increase in temp for sweeps up to 2 T.     
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Figure 4.2: (Left) Initial dI dV  vs. B measurements were obtained on the single 1.9 nm 
moiré pattern, but a boundary between moiré patterns occurred within 200 nm of location 
1.  Bias dependence imaging at constant impedance can be seen to indicate asymmetric 
effects when sampling the graphene lattice, but no response is seen on the single moiré 
pattern.  It is believed the boundary is due to the joining of two rotated graphene domains 
in the second or third layer, where the second moiré pattern is only observed in the upper 
half of the large topograph.  [Location 1:  (L_25667, 0.6 nm black/white scale, 200 nm x 
200 nm, 350BiasV   meV, 0.35setI   nA); Bias dependence: (L_25696 and L_25691 1 




Figure 4.3: The first measurement of TMCO.  Peaks caused by LLs crossing the tip bias 
as the magnetic field is swept are similar to Shubnikov de haas oscillations.  Spectra have 
a 14 nS offset. [Black: (L_25739, -1.2 T to 1.2 T, 40setV    meV, 0.4setI   nA); Red: 
(L_25736,  1.1 T to -1.1 T, 20setV    meV, 0.2setI   nA, mod 1.0V  mV); Blue: 
(L_25738, 1.22 T to -1.20 T, 10setV   meV, 0.1setI   nA , mod 1.0V   mV)] 
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In an attempt to maintain similar parameters, spectra were initially obtained with 




   GΩ.  Eventually impedance measurements were 
increased to minimize tip switches.   Settings were not changed once the magnetic field 
sweep limit was switched to 2 T and shown to reproduce the 0 T to 1.2 T results.  For 
magnetic sweeps from 0 to 2 T the ideal settings for maximum signal without saturation 
were found to be the following: 
 
Table 4.1: Finalized settings used in tunneling magneto conductance spectroscopy 
measurements.  The magnetic field range was from 0 T to 2 T. 
Lock-in Amplifier Frequency 
(frequency used in dI dV  measurements) 
465.7 Hz 
Modulation Voltage, modV  
(amplitude of AC signal) 
1 mV 
Sensitivity 
(Sets amplification on dI dV  measurements) 
0.05 mV 
Time Constant,   0.1 sec 
Time per data point 1.0 sec 
Magnetic Field Ramp Rate, B  0.04 T/min 







Figure 4.4: 20 nm x 20 nm topographs obtained where additional dI dV vs. B 
measurements were performed.  The 1.9 nm moiré pattern is present in all locations.  In 
addition an 11.06 nm moiré pattern was observed at multiple locations with no 
quantifiable affect on measurements.   The defect in location 2 was used to calibrate X, Y 
drift indicating < 0.1 nm/scan.  Atomic imaging was obtained in all location, but in 
location 6 copies of defects were seen indicating a multi-tip. [Location 2: (L_ 25742, 401 
points, 350BiasV    meV); Location 3: (L_25824, 201 points, 350biasV   meV); Location 
4: (L_25878, 401 pts, 100BiasV    meV); Location 5: (L_25884, 401 pts, 100BiasV    
meV); Location 6: (L_25890, 401 pts, 350BiasV    meV); Location 7: (L_25987, 2001 
pts, 350BiasV   meV); All: 0.1setI   nA, black/white scale: 0.1 nm] 
 
Locations away from defects and grain boundaries were sought once 
measurement parameters were shown to produce TMCO.  Coarse tip movements 
( 0.5 )m  were made to find locations 2-7 seen in figure 4.4.  The atomic defect in 
location 2 was ideal for measuring the atomic drift rate of < 0.1 nm/hour.  The majority 
of the 0 T to 2 T sweeps were performed in locations 3 and 4.  Locations 5, 6 and 7 were 
used in an attempt to understand if defects and tip states had an impact on the linear-in-B 
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oscillations reported in section 4.6.  Details of the moiré patterns were observed to have 
little effect on single location measurements done at single x , y  locations. 
 
Figure 4.5: Selected constant field STS measurements performed in fields from 0 T to 1.2 
T.  Spectra are from the same tip state as all 0 T to 2 T scans.  [Selected from L_25757-
L_25777, 100setV    meV, 0.4setI   nA, 601 pts, 1.0modV   mV] 
 
Sample low field conductance spectra have been included in figure 4.5.  Tip 
effects discussed in chapter 3 are expected to be the cause of the ~10 meV shift of LL0 
from 0.1 T to 1.2 T.  Unfortunately field series were confined to ≤ 2.0 T, making a 
reliable fit for TIBB nearly impossible, but LL0 was observed to shift by over 80 meV by 
6 T indicating that TIBB remains a large contributor to low-index LL energies.   These 
constant field STS measurements were primarily used to identify LL peak positions 
observed from TMCO measurements.  
4.3 TMCO Results 
Once fully calibrated, TMCO were observed as the magnetic field was changed.  It 
should be stressed that the TMCO are local measurements, unlike Shubnikov de Haas 
oscillations (SdHO).  In addition TMCO measurements are not limited to the Fermi 
 77
energy; rather the energy of interest is set by the tunneling bias, without the need of a 
back-gate (which is inherently difficult in multi layer epitaxial graphene).   
Sample TMCO data is shown in figure 4.6.  The largest peaks are due to LLs 
matching the tunneling bias, ie, *f fsgn( ) 2Bias NeV E E N c e B N E     (neglecting 
the lever-arm effect).  With this relation, a procedure analogous to that applied to 
SdHOs4, 5 can be performed to convert the frequency of oscillations in 1 B  to the cross-
sectional area of a constant-energy contour in momentum space.  For SdHOs, the 







        

 where FA is the cross-sectional 
area of the Fermi surface in a plane normal to the magnetic field.128-130  An identical 
result holds for TMCOs except that the cross-sectional area will depend on the k-space 
area, EA , at BiasE eV  (figure 4.6 A) and not the at Fermi energy.  Substituting the area, 
2







 . 53 
Thus, with the assumption of circular constant-energy surfaces, graphene’s momentum 
wave vector (magnitude) can be determined at any energy (tunneling bias).  Examples of 
three different tunneling biases are shown in figure 4.6 B.  Once the corresponding LL 
indices are identified for each sampled energy, they can be plotted in relation to the 




Figure 4.6: (A) Under the influence of perpendicular magnetic field, graphene’s energy 
spectrum condenses into discrete rings in momentum space.  Changing the magnetic field 
forces LLs (rings) through the cross sectional area (red dashed ring) set by the tunneling 
bias .BiaseV   This creates a peak in dI dV .  (B) Three TMCO spectra obtained at 
different sample biases using measurement settings in table 4.1.  For fields above 0.5 T, 
LL’s can be indexed with the assistance of figure 4.5.  (C) Landau index N  plotted vs. 
1B .  The slope of energies -45 meV, -55 meV and -65 meV gives EB  equal to -3.2 T
-1, -
5.3 T-1 and -6.8 T-1 respectively, from which Ek  can be determined (equation 53). 
[(L_25839, 0 T to 2 T, 45BiasV    meV), (L_25836, 2 T to 0 T, 55BiasV    meV), and 
(L_25837 0 T to 2 T,  65BiasV    meV)] 
 
EB  can be extracted for multiple tip biases, resulting in the “fan plot” in figure 4.7 
A.  The intercept of zero is indicative of a graphene Berry phase of  π,74 providing further 
evidence of multilayer epitaxial graphene’s massless Dirac fermion behavior.  Figure 4.7 
B shows the energy dispersion, extracted from TMCO spectra within 125 meV of the 
Dirac point.  A linear fit to the energy distribution yields an “extracted” carrier velocity 
of   6' 1.07 0.006 10 m sc     for both electrons and holes.  The resulting Dirac point 
was found to be at 0 29.7 0.5 meVE   , which agrees with 0 29.6 1.0 meVE    in 
dI dV spectrum obtained at 0.1 T (figure 4.5).  All uncertainties represent one standard 
deviation in the measured quantity.  This technique allowed the author to measure the 
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low-energy dispersion of graphene with an energy resolution of 2.8 meV in both the 
empty and filled states,74 unlike photo-electron microscopy.62   
 
Figure 4.7: (A) A fan plot (LL index vs. B-1) corresponding to all recorded 0-2 T TMCO 
spectra.  The intercept of zero indicates the presence of massless fermions as expected for 
graphene.  (B)  EE k determined from EB values, equation 53, and f BiasE E eV  .  A 




While the TMCO technique enables for precise energy vs. momentum measurements, the 
implementations described does have some limitations.  First, tip effects have not been 
considered in the preceding discussion.  It was initially believed that because 
measurements were performed at smaller magnetic fields and lower sample bias, tip 
effects would be minimized.  More careful consideration (chapter 3) shows that that tip 




















LLs of index 2N   were rarely measured at sample biases where 25d BiasE eV   meV, 
minimizing the perturbation due to the tip potential well and causing , ~ 0n m .  The 
extracted velocity, 'c , found by assuming the measured energy *meas EE c k  , is 
incorrect; from the measurement one obtains 'meas measE c k  .  The ideal measurement is 
only obtained when   .  Equating these two relations for , 0n m   equations we find 
the corrected carrier velocity: 




   . 55 
Unfortunately large field series (cf. chapter 3) were not performed concurrently with 
TMCO data, hence the author can only speculate on the exact value of  .  From 
conductance line scans performed at location 4, a lever arm of 9.7   was measured, but 
the tip changed slightly between TMCO measurements and the conductance line scan.  
However, using this value the corrected velocity would be 6* 0.96 10c m s  , slightly 
lower than the corrected values of *c  obtained in chapter 3. 
A second limitation in the TMCO method is the difficulty to distinguish LL from 
“background variations” in fields lower than 0.5 T.  The physics of these variations is a 
topic worthy of investigations (see appendix A) but they limit the determination of Ek  
close to the Dirac point.  The gap within 25 meV of the Dirac point (figure 4.8) is due to 
the fact that only LL±1 could be identified in this magnetic field range because higher LLs 
with 1N   crossed EA  at fields lower than 0.5 T.  It is likely that this limitation can be 
reduced, since LLs are evident in  dI E
dV
measurements at fields as low as 0.1 T.  A 
reduction might be accomplished by performing smaller magnetic field sweeps with 
higher sensitivity settings, but due to limited instrument time, this was not verified. 
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The final major constraint is due to system limitations.  While incredibly stable, 
system 2 was designed such that isolation air bellows must be emptied or filled to re-level 
the STM as the magnetic field is changed.  Because TMCO measurements are performed 
while the tip is tunneling, the air bellows cannot be re-leveled during the measurement.  
As a result, magnetic fields could only be safely ramped to 2 T and a noticeable increase 
in noise became apparent around 1.5 T due to small mechanical contact between the 
dewar and the STM cryostat.  This design limitation has been addressed in the newest 
ultra low temperature STM system at NIST. 87  Finally, revisions to the data acquisition 
software and hardware could be made to allow high density E vs. B maps be performed 
(up to 15 T) without the need of constant supervision. 
4.5 Benefits 
The TMCO results in figure 4.7 B show the expected symmetry between hole and 
electron states, unlike the constant-B conductance measurements, which heavily weight 
the low index LLs.  As a direct result, tip effects impact traditional LL  dI E
dV
measurements more than TMCO measurements.  In addition, TMCO measurements have 
been shown to result in a highly-accurate determination of graphene’s energy-momentum 
dispersion, being limited thermally and instrumentally to 2.8 meV at 4.3 K (this could be 
reduced with smaller modulation voltage), and a wave vector resolution -10.02 nm .74  
This resolution is nearly one order of magnitude more precise then traditional low 
temperature photoelectron measurements,62, 131, 132 and TMCO measurements probe both 
the unfilled and filled electron states.   
4.6 Oscillations Periodic in B 
As briefly mentioned in section 4.1, by subtracting the polynomial background from Z vs. 
B measurements an oscillation periodic in B was observed.  These oscillations were also 
seen in all TMCO measurements.  They are nearly an order of magnitude smaller than LL 
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TMCO at magnetic fields higher than 1.5 T (figure 4.6), but below 0.5 T they are nearly 
indistinguishable from LLs. Interestingly, no linearly separated peaks were present in
dI dV  vs. sample bias measurements (figure 4.5) when the magnetic field was held 
constant.  This indicates these oscillations are not due to tip induced quantum dot states 
directly below the tip,109 and instead indicates that these oscillations are due to the 
changing magnetic field or are caused by tip states where   20 0tip  . 
 
Figure 4.8: Oscillations periodic in B, seen in TMCO data.  Selected spectra performed at 
60 meV in different locations show the oscillations visible in fields above ~ 0.3 T.  The 
large peak seen near 0.6 T is due to LL1.  (Inset) Periods obtained at each location (color 
correspond to spectra) vary slightly, but sample bias, and changes in microtips resulted in 
similar variations.  [All parameters set by table 4.1 unless indicated; Location 1: 
(L_25794, 0 T to 1.2 T, 0.2 T/min); Location 2: (L_25827, 0 T to 1.2 T); Location 3:  
(L_25859, 0 T to 2.0 T); Location 4: (L_25881, -0.4 T to 2.0 T); Location 5: (L_25887, 
2.0 T to -0.2 T); Location 6: (L_25891, 0.2 T to 2.0 T); Location 7: (L_25902, 2 T to -0.2 
T)] 
 
In order to better categorize these measurements multiple spectra were measured 
in each location at 60 mV (figure 4.8).  This bias was selected such that no LLs were 
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present between 0.75 T and 2.0 T.  In each location, a period of 0.09 ± 0.02 T was 
observed at all sampled energies.  (Uncertainty represents one standard deviation in the 
measured quantity.)  A slight range of periods was seen at different sample bias, but 
when probing different physical locations with different moiré patterns or additional 
defects, a nearly identical spread of data was seen (figure 4.8 inset).  This variation was 
found to have little dependence on any of these two parameters, which could be due to 
under sampling these dependencies, or more likely the tip state.  In addition, oscillations 
for B 0.5 T  nearly identical in frequency to the TMCO (figure 4.9) are seen after the 
parabolic background from Z vs. B is removed.  This periodic-in-B oscillation did not 
vary as the magnetic field ramping rate was changed from 0.01 to 0.06 T/min.  In 
addition the oscillation period was seen to shift slightly when changing sweep direction, 
only matching near the end (L_25827) and the beginning of each sweep (L_25828) seen 
in figure 4.9.  
 
 
Figure 4.9: TMCO sweeps (Black and Red) performed at 60 meV.  Background-
subtracted Z vs. B spectrum (Blue) show similar oscillations. [Black: (L_25827, 0 T to 
1.2 T); Red: (L_25828, 1.2 T to 0 T)] 
 
The periodic in B oscillations are not due to induced currents since the frequency 
has no noticeable dependence on sweep rate.  The reproducibility in different locations 
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indicates that universal conductance fluctuations also are not a likely explanation.  
Instead, it appears likely that these are Aharonov-Bohm oscillations.133-135  Fermions are 
believed to flow in cyclotron orbits around closed circular equipotentials created by the 
tip’s potential.  If a loop is created interference will occur between fermions with a phase 
factor due to the magnetic flux AB  , where B is the magnetic field and A is the area 
inside any loop created by the fermion.  The oscillations are caused by the phase 
difference between orbiting fermions, 
0
2   

, where 0 2h e   is the magnetic 
flux quantum.136  In this case the oscillations complete a period in 0.09 ± 0.02 T 
indicating 0 1      00.09 0.02 T A   , and assuming a circular path results in a 
radius of 85 ± 10 nm.  This number is slightly higher than the widths of potential wells 
found in chapter 3, where a radius of 85 nm would have a shift of ~ 5 meV from Ed.  
Interestingly, once magnetic fields are ≤ 0.3 T these oscillations disappear in figure 3.8.  
This could indicate that circular motion does not occur when magnetic lengths are on the 
order of 50 nm or larger.  This length scale is similar to the well widths observed in 
chapter 3, and could indicate that circular motion likely does not occur when the 
magnetic length is larger than the well.  The larger radius of 85 nm could indicate that 
there are states outside the well that fermions are able to orbit in when the magnetic 
length is of the same order or smaller than the well width.  This effect would not be 
noticeable as linear peaks in traditional conductance measurements at constant fields.  
Instead it is expected that it would lower or raise total conductance which in this case 
would only be correctly sampled by performing over 10 different constant magnetic field 
STS measurements within 0.1 T. 
4.7 TMCO Summary 
TMCO were observed within 125 meV of the Dirac point.  By using graphene’s magnetic 
field and LL energy relation, measurements were converted to momentum space.  This 
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new STM measurement technique resulted in the highest measured precision to date in 
energy and momentum space for graphene.  Tip effects due to the lever arm were 
observed to influence these measurements, but the perturbation effect was minimized due 
to the emphasis on higher index LLs.   In addition this measurement showed a linear 
oscillation not seen in constant field STS measurements, which possibly indicates an 
Aharonov-Bohm like effect due to TIBB.  The ability to ramp the magnetic field while 
tunneling is still in its infancy stages, but it has been shown to measure the conductance 
magnetic field dependence in the atomic scale which is complimentary to constant 







The task of separating tip effects identified in chapter 3 from defect effects will be 
performed in this chapter.  First a selection of high magnetic field conductance responses 
to different defects will be presented.  These responses in dI dV  will be classified as 
potential effects on LLs or new defect states.  Next an in depth analysis of a defect 
displaying nearly all of these traits will be performed, and using tip effect influences 
,nearly all of the observed responses will be explained. 
5.1 Tunnel Conductance Near Defects in High Magnetic Fields  
Multiple defects due to atomic arrangements on the surface were studied.  Most of these 
defects were identified from their influence in conductance measurements and then 
verified to exist via topographic data.  This process inherently ignores defects which 
exhibit no modification to the LDoS. Figure 5.1 displays six representative defect 
responses.   
The defect in figure 5.1 A shows the creation of “defect” states within 5 nm of the 
defect and the loss of LL states within 1 nm of the defect.  This was the only defect 
observed where LLs and defect states were constant in energy, and no mixing was 
present between the LLs and the defect states.  Shortly after studying this defect the 
sample was reheated and the tip was changed.   
This new tip resulted in the measured defect responses seen in figure 5.1 B-F.  In 
these spectra LLs are observed to bend in energy on the nm scale with LL or defect states 
modifications occurring up to 40 nm away from defects.  The new tip created mirrored 
states for all defects, although spectra to ± 300 meV were needed for defect D6.  The 
mirror states resulted in lever arm values ranging from 3.75 to 20.  Each induced tip 
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change resulted in different lever arms, with the highest tip influence (lowest lever arm) 
occurring midway through data acquisition.   
 
Figure 5.1: Six representative defect responses.  (A, defect D1) This defect causes the 
loss of LL conductance intensity and creates new constant energy defect states within 5 
nm of the defect.   After the tip was replaced and the sample was reheated two peaks 
were observed to be present in LL-1.  (B, defect D2) Each peak undergoes a 4-fold 
splitting, indicating the presence of spin and valley degeneracy.  (C, defect D3)  One 
degenerate state can be seen to cross the Fermi energy, but the other three states remain 
under Ef and their splitting is only observed in mirror states.  (D, defect D4) Defects bend 
LLs in energy, showing the presence of  ≥ 5 ,n m  states. (E-D5) A defect moves states 
towards negative energies, while the splitting of LL-1 reduces by 5 meV. (F, defect D6) 
LLs disappear and defect states which bend in energy appear within a few nm of the 
defect.  [A: (L_23656, Min = -0.05 nS, Max= 3.0 nS, 8 T); B: (L_26021 Min = -0.05 nS 
Max = 1.0 nS, 5 T) C: (L_26003 Min = -0.05 Max = 1.4, 5 T); D: (L26027 Min = -0.05 
Max = 1.8, 5 T); E: (L_26003 Min = 0 Max = 1.2, 5 T); F: (L_25895 Min = -0.05 Max = 
5.0, 5 T)] 
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Splitting of LL-1’s ,n m  states can be seen near defects D2 and D3 (figure 5.1).   
The 4-fold degeneracy splitting of states 1,0  and 1, 1 can be seen directly in defect 
D2.  Only one state crosses the Fermi energy in defect D3, while the other 3 states remain 
degenerate and are only observable in mirroring events.  Defect D4 ,n m states remain 
below Ef and do not split, but the additional states 1, 2 , 1, 3 , and 1, 4  can be 
measured in LL-1.  Other defects cause LLs to bend towards negative bias while the 
energy spacing between manifold states of LL-1 ( 1,0  and 1, 1 ) decrease.  In figure 
5.1 this splitting is seen to reduce by 5 meV.   
The final defect shown (D6, figure 5.1 F) contains two separate effects.  
Similarities are seen to defect D1 with LLs vanishing within 1.3 nm of the defect while 
new defect states appear.  But, responses similar to defect D3 are also present, where LL0 
(instead of LL-1) bends in energy.  In addition, a second bending state believed to not be a 
LL is present at Ef .  This bending in energy is believed to be due to a tip influence and 
will be explained in section 5.2.5.   
Bound defects states have been extensively studied in systems with bandgaps.109, 
113, 137  Defects such as D1 and D6 exhibited bias dependent ionization regions (figure 
5.2) indicating that magnetically localized states are ionized at higher sample bias.  The 
length of this ionized regions indicated a tip effective radius of only 2 nm.  At this length 
scale the TIBB potential with the lever arm effect included is expected to be ~200 meV.  
Only half of graphene’s atoms were imaged for most of the voltages probed.  This could 
be due to the defect or the tip state, but at 0.5 V and 0.4 V a small patch of graphene’s 
honeycomb lattice can be seen when the tip has ionized the defect state. 
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Figure 5.2: Potential dependence on topographs obtained at defect D6.  For 300BiasV   
meV regions appear higher within 2 nm of the defect due to an ionization event, where 
the tip effect pulls a defect state above the Fermi energy.  [(L_ 26005 to L_26013 
1.0V I   GΩ, 5 nm x 5 nm, 0.1 Å/step, 5 T, black to white = 0.4 Å)] 
5.2 In Depth Focus 
Multiple conductance maps were performed in fields from 1/8 to 8 T around a single 
defect to understand the cause of these defects states and why LLs are observed to bend 
to them.  This defect was located on a 4 nm moiré region (figure 5.3 A).  Atomic imaging 
(figure 5.3 B) shows a 6-fold symmetry in the topograph, but graphene’s atomic lattice is 
not easily identified due to the restructuring of graphene’s orbitals.  Unfortunately this 
defect cannot be identified as any particular lattice arrangement, but the graphene lattice 
can be overlaid on the topograph which indicates that this defect is not a screw 
dislocation or other type of defect which contorts the graphene layer.   
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Figure 5.3:  (A) A 100 nm x 100 nm topograph of the location multiple conductance 
maps were performed. One defect is easily identified on this image, but five were 
observed to be in the vicinity once conductance maps are studied.   Line scans in figures 
5.4 and 5.5 are extracted from the axis defined by the red arrows.  (B) A 5 nm x 5 nm 
image of the large defect.  A reconstruction of graphene’s LDOS occurs making it nearly 
impossible to identify the atomic structure at the defect.  [A: (L_25065, black to white 
0.15 Å, 350BiasV   meV, 0.4setI   nA); B: (L_24877, black to white = 2.8 Å, 350BiasV   
meV, 0.4setI  nA )] 
 
Data collection was performed at multiple magnetic fields for over a month and 
resulted in an immense amount of data from which only selected effects can be presented.  
Results such as the observation of LL0’s dependence on small angle moiré patterns76, 77 
have been reported on in depth and will be ignored.  
5.2.1 Conductance Line Scans 
An extracted line scan obtained at 1/8 T between the red arrows in figure 5.3 A is shown 
in figure 5.4 A.  The location of the identified defect is marked with green arrows.  
Spectra are seen to have a large asymmetry between hole and electron states away from 
any defect (red arrow).  Spectra are shown in figure 5.4 B corresponding to each location 
to provide better characterization.  The current belief is that the potential gradient due to 
the tip effect is causing the asymmetric spectra away from any defect.  From chapter 3 tip 
2 is known to have a tip effect which dopes the area ~150 meV, while a lever arm of 10 
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was measured near the large defect.  This will cause a p-n junction to occur from the 
graphene below the tip to the bulk graphene.  From literature it is known that contacts 
cause asymmetries in conductance measurements between electron and hole states,138 and 
it has been predicted that this is due to an asymmetry for repulsive vs. attractive 
scattering for massless Dirac quasiparticles.139  It is the belief of the author that this 
asymmetric scattering effect is the cause of the conductance asymmetry.  Ideally multiple 
tips with different work functions would be used to verify this effect, much like studies 
on the role of contacts that have already been performed.140  Due to time constraints this 
could not be preformed and instead defects were used to change the amount of doping 
directly below the tip.  At the blue arrow in figure 5.4 A the asymmetry reduces and 
makes spectra appear similar to ideal graphene.  Here the belief is that the local potential 
of the defect cancels much of the tip’s doping effect, effectively reducing the p-n 
junction.   
This TIBB effect plus the defect potential picture works well in explaining the 
spectra until the tip is within 4 nm of the defect seen in the topograph (green arrow).  If 
the only effect occurring was a larger local potential, then the larger p-n junction should 
continue to produce a larger asymmetry between the filled and empty states.  Instead, a 
defect peak forms.  This type of defect state has been predicted for multiple types of 
defects, but most predictions expect these defect states to occur within the first nearest 
neighbor of the defect.141  Some of the longer range effects might be due to the existence 
of multiple defects within 2 nm of each other, but even predictions on nearest neighbor 





Figure 5.4: (A) An extracted conductance line scan performed at 1/8 T (L_25067) 
corresponding spatially to the arrows in figure 5.3 A.  Three different responses are seen.  
Near the defect in the topograph (green arrow) spectra contain a large defect peak which 
crosses the Fermi energy.  Away from defects (red arrow) spectra have a step like form, 
and near a second defect (blue arrow) electron-hole asymmetry reduces making spectra 




Figure 5.5: (A) An extracted conductance line scan performed at 8 T (L_25084) along the 
axis of the arrows in figure 5.3 A.  Three different areas affect LLs.  Near the defect in 
the topograph (green arrow) spectra contain additional defect peaks originating from 
1LL .  Away from defects (red arrow) LLs have the same shape as tip 2 in chapter 3 and 
near the second defect (blue arrow) LL asymmetries in energy and conductance reduce.  
(B) Extracted spectra at each arrow are shown, retaining color correlation. 
 
This picture of the defect potential effect adding with the tip’s induced potential 
also matches with line scans extracted at 8 T (figure 5.5 A).  Spectra away from defects 
are similar (red line figure 5.5 B) to those of the tip 2 in chapter 3.  Spectra above the 
blue arrow (blue line figure 5.5 B) shifts LL0 8 meV towards Ef while the splitting in LL-1 
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nearly disappears, resulting is spectra close to ideal graphene.  This confirms that the tip’s 
potential effect on LLs can be reduced by potential variations near defects, but the large 
80 meV shift of a the state originating from LL-1 near the green arrow indicates more is 
occurring than just this total potential dependence of LLs. 
5.2.2 Local Potential Extraction 
Three separate methods were used in an attempt to extract the local electron potential to 
see if the TIBB plus defect potential theory is accurate.  The first method was originally 
designed to extract local potentials from silicon doped GaAs.143  There tip effects were 
seen to ionize electrons, causing a spike in the current at higher sample bias.  These 
ionized spectra were then used to extract the local potential near the defect.  With 
graphene the TIBB and defects have a slightly different effect, yet can be treated nearly 
the same.  The principle can be seen in figure 5.6 A.  When tunneling into graphene with 
only the TIBB effect a bias V1 is needed to produce a tunneling current I.  Defects are 
believed to further manipulate the LDoS, with bound negative charges shifting the Dirac 
point towards positive energies, and vice versa for bound positive charges.  This defect 
effect adds/subtracts to the TIBB (figure 5.6 A) making graphene easier/harder to tunnel 
into.  In the case shown in figure 5.6 A to obtain the same current, I, a smaller bias, V2, is 
needed.  Using this principle, current spectra obtained near defects are shifted in voltage 
until they overlap a reference spectrum selected from the defect free regions.  The total 
shift results in the potential change between V1 and V2.  When the LDoS is not severely 
altered this value can be assumed to be the potential difference between the two 
locations.  The hole state conductance intensity has been shown to depend on the p-n 
junction, so only positive sample bias measurements are used since the intensity for 
electron states had less of a potential dependence.  Two sample spectra obtained at 1/8 T 
are presented in figure 5.6 B, showing how a spectrum over the defect is shifted to 
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overlay the averaged spectra affected by only TIBB.  This shift results in the potential 
change from the defect to the TIBB spectra.  
A second method of extracting the local potential is performed by measuring the 
energy shift of LL0.  This method will not result in a one to one correspondence with the 
local potential because of the smoothing on the magnetic length scale.  But, defects and 
their relative charge can be identified.112
 
Figure 5.6:  Schematics for principles used in extracting local potentials.  (A) 
Measurements away for any defects will contain TIBB, shifting LDoS.  By applying a 
voltage V1 the corresponding current I will be obtained.  Near defects LDoS will be 
shifted, in this case lower where a smaller voltage, V2, is needed to obtain the same 
current I.  By assuming a nearly constant LDoS structure the difference of these two 
voltages should give the local potential shift of the system.  (B) This ∆V can be extracted 
by translating I vs. V spectra until they overlap.  (C) An additional method performed 
relies on the tip effect being larger than the observed defect potentials.  Here the location 
of the asymmetry is traced resulting in the local potential change. 
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The last technique used relies on the location of the asymmetry caused by TIBB.  
If this is closely related to the local potential, it should be an excellent indicator of how 
the potential or local doping varies.140  By following the step from the asymmetry (figure 
5.6 C) an estimate on the local potential variations was extracted. 
Figure 5.7:  (A) Extracted electron potential maps using I vs. V spectra performed at 1/8 
T, (B) LL0 tracing performed at 8 T, and (C) asymmetry tracing from dI dV
measurements performed at 1/8 T.  All three maps show similar defects, but asymmetry 
tracing shows additional regions which affected LDoS.  (D) An extracted profile (blue) 
along the blue dashed line.  Here the defect in the topograph has a positive potential of 
~80 meV and a second defect shows the presence of a negative potential (-35 meV).  The 
resulting fit is shown in red. 
 
The resulting electron potential maps can be seen in figure 5.7.   The current 
matching method (5.7 A), LL0 energy tracing (5.7 B), and asymmetry tracing (5.7 C) 
identify 3 similar defects in this 92.5 nm x 92.5 nm region.  The defect in the topograph 
identified by the green arrows has a positive potential, while the negative potential 
corresponds to a second defect identified by the blue arrows on line scans.  Besides 
showing the defects, the asymmetry tracing method imparts an additional potential effect, 
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indicating the presence of a periodic 12 meV potential variation.  This potential could be 
linked with the AA stacking region of a 2rd moiré pattern (not imaged), whose effects 
have been studied elsewhere.76 
The observation of 3 similar defects using three different techniques from three 
different data sets, I, dI dV  spectra at 1/8 T, and dI dV spectra at 8 T, indicates that the 
local potential has been correctly extracted.  It is believed that the current spectra 
technique is the most precise due to the absence of smoothing on a magnetic length 
sampling and less of a dependence on LDoS fluctuations.  An extracted potential profile 
is shown in figure 5.7 D.  Here the potential effect of the large defect is seen to be nearly 
twice that of the negative potential.   A fit was performed with both defects have a 
screened electron potential of the form:  
 










The resulting fit for the positive potential gave 0.52 0.02Q   e, and 3.2 0.1defectd   nm, 
while the negative potential’s best fit produced 0.06 0.01Q    e, and 1.9 0.3defectd  
nm.  The resulting fit is seen as the red dashed line in figure 5.7 D. 
5.2.3 Modeled LL Response 
By using the methods outlined in chapter 3 the expected total potential effect on the LLs 
can now be modeled.  In figure 5.8 LL responses from the TIBB potential  trialV  are 
shown for the two most affected ,n m states in LL±1 and LL0 as red dashed lines.  The 
LL energy dependence can also be predicted directly above each defect by combining 
potential results in chapter 3 with the fit potential due to individual defects in 5.2.2
 trial defectV V .  Results of predicted EN locations above the positive potential (green 
dashed lines) and above the negative potential (blue lines) are shown in figure 5.8.  How 
these LL energy positions transition from each location cannot be precisely modeled due 
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to the required radial symmetry, but the total predicted energy shift can be extracted from 
these results.  Here state 0,0  can be seen to shift nearly 25 meV at 8 T from the positive 
potential defect to the negative one.  This is almost exactly what was seen when LL0 
tracing was performed, figure 5.7 C.  LL0’s shift was reduced by ~ 8 meV due to an 
ionization event, but the total energy shift between the two defects was 18 ± 2 meV at 8 
T. 
 
Figure 5.8: Expected LL±1 and LL0 ,n m  Sample Bias vs. B relationship for three 
different potential perturbations.   ,n m  positions away from defects (red) are expected 
to appear similar to those of tip 2 in chapter 3.  Once the tip is directly above the large 
positive potential (green) ,n m  states are seen to shift towards more positive energies.  
Above the negative potential (blue) states are seen to move to slightly negative values 
and have less of an energy difference between ,n m  states in the same LL.   
 
From figure 5.8 states in LL-1 are expected to shift at most 20 meV from negative 
to positive potentials.  This result is not seen unless the state that bends nearly 80 meV is 
a defect state and can no longer be considered a LL.  If this is the case, then the 
remaining peaks seen in LL-1 remain LLs, where none are seen to shift more than 20 meV 
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between defects.  Peaks in LL1 are expected to change at most 14 meV and this result 
appears to match extracted LL energy shifts if the ionization event did not occur.  Here 
measurements were found to have LL1 shifting 10 ± 2 meV between the two defects.  In 
general defect potentials added with from chapter 3 predict the behavior of LLs quite 
well, but there are additional defect states which appear closely tied to the local potential 
that will now be investigated. 
5.2.4 Conductance Maps 
A higher resolution (1 Å step size) conductance map was performed at 6 T over the 
defect with the positive potential.  This resulted in the observations of multiple 
phenomena that will be argued to be a combination of tip effects and defect states.  In 
particular this thesis will focus on two defect states near this defect.  Defect state 1 is 
identified in the extracted line scan (figure 5.9 A and B) as the red line and is the only 
state to cross the Fermi energy.  Defect state 2 is identified by the green line and is seen 
to split from defect state 1 before state 1 ionizes.  The band, or mirror state, 
corresponding to when defect state 1 crosses the Fermi energy is identified by the yellow 
line and is known to be a TIBB effect which yields a lever arm of 10.112, 113 
This response looks similar to that seen in figure 5.1 C, but it is believed that the 
defect behavior is more like the defects in 5.1 A and F.  The first indication is that only 
one mirror state is seen for all magnetic fields, indicating that this bending band likely 
does not have the 4 fold degeneracy that is seen in each ,n m  state.  Unfortunately with 
energy sweeps only going to 200 meV this statement cannot be completely verified due 
to degeneracy of defect state 2 being unobservable.  Further evidence throughout this 
chapter will continue to verify that defect state 1 and state 2 must be treated as defect 
states and not LLs, but the most convincing evidence is presented in section 5.2.7 where 
multiple conductance line scans are given at varied magnetic fields.  A charging event is 
believed to be seen near 100 meV (red arrow).  This may indicate that state 1 can be 
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thought in terms of as a quantum dot state, where a second electron can be placed into the 
well.   
 
Figure 5.9: The conductance response to the positive potential.  (L_25128, L_25130)  (A) 
An extracted 6 T line scan across the defect.  Bright horizontal lines correspond to LLs 
labeled in the included spectra.  (B) Cartoon identifying defect state 1 (red), defect state 2 
(green) and the mirror state (yellow).  (C) The topograph for the conductance maps with 
the location of the extracted line scan marked as a dashed line.  In the line scan two 
magnetically localized defect states are seen to bend in energy above the defect.  (D) 
Defect state 1 can be seen as a ring of high conductance surrounded by zero conductance 
in the conductance map at 12 meV.  The change of state 1 from electron to hole state as it 
crosses Ef causes a sharp decrease in the current, creating the W shape ionization 
boundary seen in the line scan and the sharp boundary in all conductance maps.  Upon 
passing the boundary the loss of the ionized state changes the local sample potential, 
causing a discrete 20 meV shift for defect state 2. (E) Defect state 2 is the bright blue ring 
on the -24 meV conductance map.  (F) LL drift states convert to localized states upon 
crossing the ionization boundary in the -52 meV conductance map.   The red arrows in 
the line scan indicate where state 1 may be undergoing a charging event. 
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Perhaps more interesting is the spatial behavior of these defects.   Conductance 
maps were performed on a 25 nm x 25 nm area (figure 5.9 B) where high conductance 
rings (figure 5.9 C and D) were seen to exist surrounded by zero conductance areas.  The 
bending in energy of each defect state in the conductance line scan creates these rings.   
Figure 5.9 C shows two rings at 12 meV.  The inner ring corresponds to state 1 and is 
seen to be affected by two defects located within 2 nm of each other.  This indicates that 
while one large potential was measured at least two defects reside in what has been 
referred to as the positive potential.  This ring was seen to converge to the center of the 
potential well caused by multiple defects at higher negative sample bias.  The thinner 
outer ring corresponds to the ionization38, 143, 144 of defect state 1 and is caused by creating 
an additional electron state for tunneling by TIBB pulling state 1 across Ef. 
At -24 meV (figure 5.9 D) a ring caused by state 2 can be seen.  The width of the 
two defect rings increases as sample bias decreases, eventually causing state 1 to be 
indistinguishable from state 2.  State 2 appears to be discontinuous, jumping down 20 
meV once it crosses the ionization boundary. This is due to the change of the local 
potential, where outside the ionized region state 1 is a hole state and inside state 1 is an 
electron state.  This change in the local potential picture can be used to understand how 
these defect states differ from LLs.  At 6 T LL0 is seen to shift ~8 meV while LL1 shifts 
at most 4 meV, consistent with the dependency expected from equation 38.  This 
ionization effect on LLs is best seen in figure 5.9 E, where LL-1 transitions from an 
extended state, with large conductance, to a localized state, with zero conductance, once 
it crosses the ionization boundary.   The 20 meV discontinuity indicates a large 
dependence on the local potential for defect state 2 and is another indication that these 
defect states cannot be considered LLs.  Similarly this discontinuity in state 2 shows that 
these states are not behaving like the LL states, where the large energy jump of state 2 
due to the change in potential energy cannot be modeled using states from  LL-1 and a 
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perturbation potential.  Hence, state 1 and state 2 are not similar to defect D3, but instead 
are similar to the defect D1 and D6. 
5.2.5 Tip Interaction 
It is believed that the 80 meV bending of state 1 is due to TIBB.  In this situation the tip 
effect can be treated as an additional electric field, where without the tip one would 
observe constant energy states similar to those represented in figure 5.10 A.  The black 
defect potential causes state 1 to have an energy state at the blue dashed line, while state 
2’s energy state is grey.  With the addition of an electric field from the tip, the two states 
are believed to Stark shift to higher energies. When the tip is located above the defect 
(figure 5.10 B)  the electric field bends the state above Ef (yellow dashed line), but as the 
tip moves further away the electric field effect on the defect state decreases causing less 
of an energy shift.  Once the Stark shift ionizes state 1, the local potential decreases 
making state 2 appear discontinuous (figure 5.10 C).  Measurements performed directly 
under the tip result in the observation of defect states similar to those seen in figure 5.10 
D.  This type of tip effect indicates that defect D1’s constant energy states were due to the 
different macrotip which had little to no TIBB, or TIBB was on a length scale >> the 
macrotip for the defects that have bending energy states. 
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Figure 5.10: An explanation for the defects states’ energy dependence.  (A) Without the 
tip effect the potential due to the defect (black line) creates a constant energy state that 
splits in a magnetic field (blue/grey dashed lines).  (B) The tip causes an additional 
electric field which Stark shifts state 1.  Two tip positions are represented, 0 nm (red) and 
9 nm (green) from the defect, with the measured energy state for each tip position marked 
with a blue X.  (C) State 2 has a similar response, but once state 1 crosses Ef (yellow) the 
local potential decreases, causing a jump to lower measured energies for state 2 (grey X).  
(D) This Stark shift results in the observance of defect states which bend in energy. 
5.2.6  Drift Velocity 
In a magnetic field all fermions should undergo cyclotron motion while following 
equipotentials.145   Since the defect states originate from LL-1, it is believed that initially 
they follow the semi-classical picture drawn in figure 5.11.  Here a simplified potential 
map is shown where electrons (yellow line) undergo cyclotron motion on equipotential 
areas colored green.  In this figure the defect is located in the center while a second 
potential source (blue) from the tip is added to create the total local potential.  The higher 
potential directly below the tip may affect the electron’s orbit and state as was shown in 
chapter 3, but the total width of these cyclotron orbits should remain on the length scale 
of the magnetic length. 
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Figure 5.11: When a magnetic field is applied to graphene, fermions are expected to flow 
(yellow line) along equipotentials (green area), undergoing cyclotron motion.   For every 
measurement this equipotential will be affected by the location of the tip (blue).   
 
The defect states’ high conductance rings in figure 5.9 have widths as small as 2 
nm, while the magnetic length is 10.6 nm.  This indicates that the local potential is 
changing on a smaller length scale than the magnetic length.  Each time the tip is moved 
this potential is changed slightly, shifting the measured location of the defect states.  This 
tip influence likely causes the states to be seen farther from the center of the defect than if 
there was no tip effect, but also it effectively measures where an equipotential is located.  
In figure 5.9 it is seen that the fermions circle in a semi elliptical orbit, but for the 
purposes of this thesis these orbits will be treated as circles.  This allows for the 
extraction of the drift velocity of these fermions by equating the force due to cyclotron 
motion with the change in potential: d
dVqv B qE q
dr
   .  By tracing the energy 
location of defect state 1 (black figure 5.12 A) 
dV
dr
 is directly measured, and hence the 




Figure 5.12: Extracted drift velocities.  The drift velocity is extracted by equating the 
force for a fermion undergoing cyclotron motion to the force of a fermion in an electric 
field.  (A) The velocity at 6 T (blue line) reaches its maximum when state 1’s energy 
(upper black line) crosses Ef (red dashed line).  State 2 (lower black line) is included to 
guide the eye.  The magnetic length is identified by the blue bar.  (B) Additional 
extracted velocities performed at 4 T and 8 T show a dependence on magnetic lengths 
(red a purple bars). [A: (Data extracted from L_25145) ; B: (L_25173 , L_25084)] 
 
There are some interesting results gleaned from the extracted velocity.  One is that 
the drift velocity reaches its maximum at nearly the Fermi velocity.  At 6 T the velocity is 
found to maximize at exactly the Fermi velocity.  In addition this maximum velocity 
corresponds to where the defect state crosses the Fermi energy.  It is thought that before 
crossing Ef state 1 still resemble LLs, with fermions following equipotentials while 
undergoing cyclotron orbits.  Once this state crosses Ef it may switch to directly orbiting 
the defect and can now be considered a magnetically bound defect state.  If this 
conversion from orbiting LL state to defect state is occurring, it is expected to have a 
magnetic length scale dependence.  Colored bars representing the magnetic length at each 
field have been included with the extracted velocities at 4 T and 8 T in figure 5.12 B and 
show this length dependence.  The data suggest that the magnetic length defines the 
diameter in which fermions convert from the LL drift state picture to a bound defect state.  
A limited data set was obtained with magnetic length varying from only 13 nm to 9.2 nm 
for four different magnetic fields.  Additional observations at different defects are needed 
to verify this magnetic length dependence. 
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5.2.7 Local Energy Pinning 
The large defect was seen to be locally pinned at 10 meV above the Fermi energy when 
the magnetic field was varied.  This pinning is seen in the multiple conductive line scans 
in figure 5.13.  A linear fit was performed on the maximum conductance position of 
defect state 1 for all magnetic fields and resulted in a slope of 0.3 ± 0.3 meV/T and an 
intercept of 10.0 ± 1.3 meV/T.  In addition the maximum in the state 2 after it has ionized 
was found to have a slope of -5.1 ± 0.4 meV and an intercept of -9.6 ± 1.7 meV.  
(Uncertainty represents one standard deviation in the measured quantity.) 
 
Figure 5.13: 1 T, 3 T and 5 T conductance line scans show a local pinning of defect state 
1 (red dashed line) 10 meV above Ef (yellow dashed line).  The maximum intensity of 
state 2 in the ionized region was observed to undergo a linear dependence in magnetic 
field (green dashed line). [1 T: (L_25154 Min = 0.0 nS, Max = 1.25 nS); 3 T:  (L_25177 
Min = 0.0 nS , Max = 1.0 nS); 5 T: (L_25166 Min = 0.0 nS, Max = 1.0 nS)] 
 
Besides this local pinning the final indication that these state are indeed defect 
states similar to that seen in defect D1 can be seen in the 1 T and 3 T line scans of figure 
5.13.  Here LLs disappear within 2 nm of the defect and new states appear.  In addition, 
the charging of state 1 can be seen to retain the same ~70 meV spacing between 3 and 5 
T, while LL0 shifts by 10 meV, again indicating this defect state cannot be considered as 
a splitting of ,n m states in LL-1 due to an increased potential.   
5.2.8 Radial Dependent Response 
The final response observed near this defect is currently not understood.  Conductance 
intensity is seen to have an almost step like dependence as a function of the radial 
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distance from the defect.  Local conductance measurements were observed to vary from 
tip state to tip state, but this relative conductance step did not change as the tip state was 
modified.  
 
Figure 5.14: Unexplained data observed near the positive potential.  (A) Radially 
averaged conductance measurements show a lowering of conductance as a function of 
radius.  (B) These drops in conductance appear as plateau-like features on conductance 
maps.  (C) Conductance maps performed at 1/8 T, 4 T, 6 T and 8 T show the presence of 
this feature.  (D) This feature has a small dependence on magnetic field, but it is not seen 
to vary like the magnetic length.  (E) Radially averaged total conductance readings from 
200  meV to 200 meV were performed indicating a wave like structure in this feature. 
[B: (L_25130, 160BiasV    meV); 1/8 T: (L_25067, 200BiasV    meV); 4 T: (L_25094, 
200BiasV    meV); 6 T: (L_24875, 200BiasV    meV); 8 T: (L_25084, 200BiasV    
meV)] 
 
Three radially averaged conductance measurement are seen in figure 5.14 A.  The 
spectra shown fall into three regions: 5 nmr   (blue), 5 9.5 nmr  (green), and 
9.5 nmr   (yellow).  As the radius increases conductance is observed to increase.  To 
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highlight this spatial dependence a sample conductance map has been included in figure 
5.14 B at -160 meV.  Here the ionization boundary is the green region inside a radius of 5 
nm.  Figure 5.14 C shows that these plateau-like features are present at all measured 
fields and that while the radius does vary slightly as magnetic field changes, it does not 
appear to depend on the magnetic length (figure 5.14 D).  In an attempt to classify this 
effect, a radial averaged sum of the total conductance measured between 200  and 200 
meV was performed on the 25 nm map.  Here it can be seen that these steps have a wave 
like structure.  Previous results of Te-doped GaAs have seen somewhat similar structures 
identified as Friedel charge-density oscillations,146 but if these were Friedel oscillations 
then it should be apparent in the topographs.   Only a 350 mV set point image was 
performed, but at this voltage no oscillations were seen. 
5.3 Defect Summary 
By using results from chapter 3 the bending and degeneracy splitting of ,n m states from 
tip effects was shown to be influenced by local potential variations caused by defects.  In 
particular defects along with TIBB effect were shown to nearly cancel each other out 
resulting in nearly ideal graphene spectra.  Electron-hole asymmetries can be explained 
due to repulsive versus attractive scattering.  Additional magnetically bound defect states 
responded directly to potential changes, unlike LLs, bending in energy from a Stark 
effect due to the tip and shifting ~ 20 meV from ionization events.  These defect states 
appear to originate from LL-1 and were observed to pin the local Fermi energy.  Extracted 
drift velocities are believed to indicate the transition from the semi-classical drift state 
picture to a magnetically bound defect state.   The final observation was plateau like 
features seen in conductance measurements which indicate an unknown radial 






Low temperature scanning tunneling microscopy and spectroscopy experiments were 
performed in magnetic fields to study graphene’s massless fermion behavior.  In chapter 
3 it was shown that these measurements indicated an influence due to the tip.  This 
influence was modeled as a capacitive gating effect due to the applied bias and as a finite 
potential well due to the work function difference between graphene and Ir.  A technique 
involving degenerate perturbation theory on LL states solved in the symmetric gauge 
resulted in the extraction of this finite potential.  These results indicated that the tip can 
be considered as a defect, and indicated that the tip can be used to influence graphene’s 
LDoS.  This may signify that the tip effect could be used as a controlled charged defect, 
where one could control the effective charge of the defect by changing the applied bias 
on the tip.  The influence of a single controlled defect charge could be performed by 
using this tip effect in conjunction with transport measurements.  This method of 
extracting the tip-induced band bending has also been shown to provide a route towards 
studying nanometer scale screening effects in graphene.  While the current results do not 
indicate a definitive model (the unscreened, screened, and spherical models resulted in 
nearly identical fit accuracies), it is the hope of the author that more advanced tip 
simulations (e.g. hyperbolic tip models) may result in a decidedly better fit. 
 In chapter 4 a new tunneling technique was performed where the magnetic field 
was varied while conductance measurements were collected.  This resulted in a highly 
precise measurement of the energy and momentum space relationship in graphene, and 
indicated that the top layer of multilayer epitaxial graphene follows the Dirac dispersion 
of monolayer graphene.  Measurements were observed to remain susceptible to the gating 
influence of the tip, but the finite potential caused by the tip had little influence on the 
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resulting energy and momentum due to the reliance on higher indexed LLs.  Observations 
of linear oscillations in measurements indicated an Aharonov-Bohm effect may be 
present due to tip-induced band bending.  It is the author’s belief that this technique can 
be slightly modified in order to directly measure the local density of states as a function 
of both energy and magnetic field in a single measurement.  In particular it is hoped that 
additional research can be performed at low fields to better understand the unique LDoS 
structure reported on in appendix A. 
 Finally in chapter 5 defect effects were placed into two categories.  One category 
contained defects that were observed to create local potentials, where their effect on the 
LDoS could be modeled by adding the defect’s potential with the tip’s potential and using 
the perturbation method described in chapter 3.  The second type of defect was observed 
to create new states a few nanometers from the defect at an energy between LLs.  It is the 
belief of the author that if there were enough of these type of defects the observation of 
the half-integer quantum Hall effect would be nearly impossible in transport 
measurements.  These defect states were observed to Stark shift in energy from the local 
electric field created by the STM tip.  
 Tip influences were shown to be present in nearly every measurement performed.  
This influence was shown to be heavily dependent on the microtip state and it is believed 
that this influence can be reduced by using tip materials that closely match graphene’s 
work function.  It is the author’s conviction that understanding the influence of the tip 
potential will be particularly important for correctly interpreting the physics underlying 
correlation-induced energy gaps measured by STS. 
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 APPENDIX A 
ADDITIONAL TMCO OBSERVATIONS 
A.1 Low Field Oscillations 
Both weak localization147 and weak anti-localization126 have both been observed in 
graphene at small magnetic fields.  Likewise, the low-field form of TMCO spectra is 
intriguing.  Additional bias dependent TMCO sweeps were performed to clarify results 
from Z vs. B measurements which indicated a sudden decrease in conductance in fields 
less than 0.15 T (figure 4.1).  These measurements also produced puzzling results that 
have yet to be explained.  In this appendix the low-field TMCO data is presented, and 
discussed in the context of physical effects known from electrical transport experiments. 
The literature shows that in single layer graphene weak anti-localization can be 
identified with the observance of negative magneto-conductance.148  Additionally, by 
varying a back gate, transitions to weak localization (positive magneto-conductance) 
were observed at low fields.149   Similar behavior is seen in the small field TMCO scans, 
shown in figure A.1 and A.2.  Spectra obtained within 5 meV of the Dirac point have 
negative magneto-conductance values (figure A.1 at 25 meV and 35 meV and figure A.2 
at 30 meV).  Temperature dependence measurements were not performed, yet the 
negative magneto-conductance paired with the decrease in Z height were strong 
indications that weak anti-localization occurs at low fields near the Dirac point.  The 
remaining spectra that were obtained all have positive conductance values indicating the 
presence of weak localization when sampling away from the Dirac point.  
In an attempt to understand the additional structure seen in all spectra, data has 
been split into two types of phenomena.  The first type of data is presented in figure A.1.  
This type of low field spectra had nearly identical responses recorded for both magnetic 
field sweeping directions once the hysteresis was removed.  Spectra in figure A.1 have 
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been placed on equivalent, but offset 1nS scales.  In general there is always a local 
minima/maxima located at zero magnetic field and within 0.05 T where an additional 
minima/maxima can be identified, dots have been used to guide the eye.  It is extremely 
difficult to categorize these small oscillations, where it could be argued that the spectrum 
obtained at -55 meV contain instead larger local minima instead of maxima.  What one 
can state is that for all sample bias measurements within 0.1 T of 0 T, there is a relatively 
large peak not attributed to LL when compared to the averaged conductance 
measurements within 0.5 T.  This structure is evident in all sweeps and a peak height 
comparison to LLs can be seen in figure 4.3.  Spectra’s minima and maxima do not 
always repeat as seen in 25 and 50 meV.  In these examples spectrum switch from 
maxima peaks when magnetic sweeping direction is changed.  In addition two of these 
minima appear to occasionally be absorbed into the background spectrum such as seen 
for 50 meV. 
 
Figure A.1: Semi symmetric low field TMCO results.  [Selected results spectra from 
L_25903 to L_25961, settings set by table 4.1] 
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The effects of three minima or three maxima were again seen in spectra of type 2, 
but additional sweep direction dependencies occur on the magneto-conductance (figure 
A.2).  In spectra obtained at -60 meV spectrum appear to have a much higher 
conductance measurement where magnetic field sweeps began, but as the sweep 
progressed the conductance was seen to decrease.  This leads towards a mirror like effect 
where positive to negative sweeps can be made to match negative to positive sweeps by 
reflecting across the 0 T axis.  In addition to this magnetic sweep dependence spectra 
obtained at 30, 50 and 65 meV exhibited an unexplained inversion of conductance when 
hanging the sweep direction.  The two sets of spectra (blue box) shown in figures A.1 and 
A.2 were obtained in the same location, but 4 hours apart.   Interestingly the local minima 
for negative to positives sweeps performed at 50 meV in figure A.2 are easily 
identifiable, while this was not the case in figure A.1.  But for positive to negative sweeps 
in figure A.2 local minima sweeps are nearly hidden, which is a complete reversal of 





Figure A.2: Sweep direction dependent low field TMCO results.  [Selected results spectra 
from L_25903 to L_25961, settings use table 4.1] 
 
The structure in these low field oscillations could be due to universal conductance 
fluctuations (UCF).150  It is reasonable to assume that if they were due to UCF, then 
changes in atomic location or drift would account for discrepancies in repeat spectra.  
While focused low field studies were not performed in different locations, similar 
irregular results with conductance peaks within -0.05 T to 0.05 T were seen on all TMCO 
sweeps. Additional studies were performed to measure the effect of the magnetic field 
ramp rate and produced conflicting results.  In figure A.3 a gradual change in 
conductance responses was observed.  Spectra were obtained at 55 mV by ramping from 
0.2 to -0.2 T (figure A.3 A) and then back (figure A.3 B), where the only change was the 
magnetic ramp rate being varied from 0.06 T/min to 0.03 T/min.  While performing these 
measurements the local minima at 0 T on both ramping directions was observed to 
decrease in intensity by nearly a multiple of 6.  Concurrently the conductance difference 
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between 0.1 T and 0.05T was seen to increase by a multiple of 3 from 0.06 T/min scans 
to 0.03 T/min scans.   
Tests to observe if conductance had a dependence on the total magnetic field 
swept were then performed at 0.04 T/min after the ramp rate tests.  Spectra were found to 
have changed to produce a reproducible local maximum at 0 T, figure A.3 C, for positive 
to negative field sweeps, while the local minimum for sweeps from negative to positive 
fields, figure A.3 D, disappeared by the sweep from -0.1 T to 0.1 T.  
 Similar magnetic rate dependence measurements were then performed at -55 mV 
(figure A.3 E and F) and resulted in completely different results.  When sweep rates were 
changed from 0.06 T/min to 0.03 T/min the overall conductance changed by nearly a 
factor of 2 from -0.1 T to -0.5 T, but the local minima and maxima intensity underwent 
little to no change.  Drift rates between the tip and sample should have been nearly 
identical in both ramp rate tests, since measurements were performed 48 hours after a 
course move and each 42 minute ramp speed data set was obtained within 15 minutes of 




Figure A.3:  Low field magnetic ramp rate dependence (L_25962 to L_25983, settings set 
by table 4.1 except where indicated).   (A, B) The ramp speeds are shown to change the 
small oscillations near 0 T when tunneling at 55 mV.  (C, D) This large change was not 
present when ramp width effects were checked.  (E, F) When tunneling at -55 meV, 
changes in the local minimum/maximum structure did not occur as the magnetic ramp 
rate was again varied. 
 
It is believed that these effects are not tip or defect related.  Changes in either of 
those effects should have caused nearly instantaneous responses, not the gradual 
progression seen in figure 4.12.  A slight, 0.004 K, decrease in temperature was observed 
as ramping rates decreased, but if these were UCF this variance would be too small to 
cause a change of a multiple of 6.  Similar oscillations are still seen in magneto-
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conductance measurements after UCF have been removed by averaging data accumulated 
over a range of back gate biases.  It is unknown if those oscillations are due to remaining 
unfiltered UCF, or some other phenomena such as Reshaba spin-orbit interactions.  All 
that can be definitely stated is that these structured patterns are not explained by current 
weak localization and anti-localization theory.  Additional data is needed to truly 
distinguish these effects from UCF. 
A.2 E vs. B Maps 
Nearly 300 different magnetic sweep measurements were performed for this study, 
making it nearly impossible to observe all data as single spectra.  It was decided that E 
vs. B images, with intensity correlating to conductance measurements, should be 
constructed.  These images can be seen in figure A.4.  Data from low field (-0.2 to 0.2 T) 
is shown in 4.13 A and B.  Unfortunately sampling was sporadic at best, with data 
collected at irregular intervals, ranging from 5 meV sampling to 20 meV sampling.  
Interpolation was performed and some identifiable structure can be seen.  In particular, 
by using equation 13, an E vs. V plot was made and then resampled at the data sampling 
intervals and interpolated.  By comparing the data to the theoretical model (4.13 C) the 
total background conductance intensity for spectra near the Dirac point can be seen to be 
due to LL0 and the conductance gap to LL±1.  The added small oscillation occurs where 
discrete LLs should be indistinguishable, and must be due to some other phenomena. 
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Figure A.4:  Compiled and interpolated E vs. B maps (sampled spectra from L_25702 to 
L_25961, impedance normalization was performed when needed).  (A) Low field data 
collected from sweeps performed from 0.2 T to -0.2 T, black/white scale 2.75 nS.  (B) 
Low field data collected from sweeps performed from -0.2 T to 0.2 T, black/white scale 
2.75 nS.  (C) A theoretical model was created using equation 13, with each Lorentzian  
energy peak spread having a filling factor according to equation 40.  (D) E vs. B maps 
from interpolated data ranging from 0 to 2.0 T black/white scale 10 nS.  Two different 
interpolations were performed and merged, due to the higher number of samples 
performed from 0 to 1.2T compared to 0 to 2.0 T. (E) Ideal graphene’s E vs. B LL 
response according to equation 13.  (F) The resulting theoretical prediction when data is 
resampled to match interpolated data sampling. 
 
In figure A.4 D spectra obtained on larger scans have been plotted on E vs. B.  
Interpolation was performed this time with different sampling resolutions below and 
above 1.2 T.  Results can be compared to ideal graphene’s LL structure seen in 4.13 E, 
but much of the added structure can be seen to be due to limited energy sampling as seen 
in the resample theoretical model 4.13 F.   
It is the authors hope that eventually E vs. B maps will be able to be performed 
using methods similar to those performed for conductance line scan.  Where while the 
magnetic field is slowly changed, the tip can be taken out of the servo loop, STS 
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measurements can be performed, and the tip can then be placed back into the loop.  In 
principle measurements from 0 to 2.0 T could be performed with a magnetic sweep rate 
of 0.01 T /min while spectroscopy measurements could be performed within 40 ms 
resulting in magnetic field variations of 0.4 mT.  Hopefully in the near future this 
procedure will be performed and local measurements of high density E vs. B maps will 
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