ABSTRACT Desirable properties of extensions of non-negative matrix factorization (NMF) include robustness in the presence of noises and outliers, ease of implementation, the guarantee of convergence, operation in an automatic fashion that trades off the balance between data approximation and model simplicity well, and the capability to model the inherently sequential structure of time-series signals. The state-of-the-art methods typically have only a subset of these aforementioned properties and seldom simultaneously possess them all. In this paper, we propose a novel approach that provides all these desirable properties by extending the automatic relevance determination framework in NMF from Tan and Févotte. Starting from an objective function derived from the maximum a posterior estimation of a Bayesian model, we develop majorizationminimization algorithms that work effectively to determine the correct model order, regardless of the impact of noise and outliers. Subsequently, we give a rigorous convergence analysis of the proposed algorithms. Moreover, convolutive bases are also incorporated in the basic model so that it is able to capture the richness of temporal continuity. We perform experiments on both synthetic and real-world data sets to show the efficiency and robustness of our approach.
I. INTRODUCTION
Discovering a parsimonious set of core ingredients that can effectively represent given observations is probably one of the most principle requirements in machine learning and data mining. As witnessed by the vast variety of real-world applications [1] - [3] , non-negative matrix factorization (NMF) [4] has become a popular dimensionality reduction technique with the property to discover comprehensive and meaningful parts-based representations. By imposing the non-negativity constraint, NMF encourages only additive combination of repetitive ''parts'' to compose the ''whole'' dataset without leading to subtraction or diminishment of any components [3] . Given a non-negative matrix V of dimension F ×N , the core problem in NMF is to factorize V into the product of two non-negative matrices W and H with size F × K and K × N such that V ≈ WH. W is a set of bases or atoms that can be interpreted as constructive building blocks of the observation and we can also refer to it as a dictionary, whilst H is a set of activations that indicates the contribution of each basis to the observation. Since the number of bases K is typically much smaller than either F or N , the data dimension is significantly reduced when FK + KN FN . In the factorization of NMF, the selection of K is vital, because a dictionary with too few bases will not be able to provide an accurate modeling of V whereas a dictionary with too many bases tends to bring the risk of overfitting and may describe undesired trivial structures [5] . Ideally, the exact model order, i.e., the exact number of latent components within the ground truth observation (or the ground truth rank within the observation), is available before decomposition (e.g. when training a dictionary for a synthetic dataset with a fixed number of components). In this case, one can expect efficient extraction of the latent components by manually setting the number of bases equal to the model order that is already known. However, in real-world applications, this information is typically not available beforehand and the number of bases has to be estimated, which formulates the first challenge.
The second challenge arises when the observation contains noise and outliers. Previous studies have shown that NMF is sensitive to outliers in the data matrix [6] . The outliers with large errors, if not handled properly, will dominate the objective function and cause severe distortion in the learned bases [7] . Meanwhile, outliers deteriorate the performance of the pruning of trivial bases, which is important for the automatic estimation of the model order in the observation, thus it becomes much more challenging to determine the ground truth model order from the corrupted observations with outliers.
We will encounter a third challenge when the consecutive columns of V exhibit strong temporal dynamics, e.g., in speech processing and the analysis of time series signals, where we have a necessity to model the inherently sequential structure. Indeed, in the setting of basic NMF, each observation is treated independently [8] . The negligence of temporal correlation has certainly limited the practical application of the basic NMF [9] .
Many efforts have been devoted to address each challenge separately and a vast variety of algorithms have been explored. However, to the best of our knowledge, no algorithm exists for simultaneously addressing all the three challenges. Inspired by the recent work from Tan and Févotte [10] , [11] , we propose robust hierarchical learning for non-negative matrix factorization (RHL-NMF) which jointly considers all the aforementioned challenges. The optimization of RHL-NMF is based on a surrogate auxiliary function and is solved by the majorization-minimization strategy which yields multiplicative updating rules. The solution is a good compromise between efficiency and the ease of implementation. The merits of RHL-NMF are summarized as follows:
1) RHL-NMF is not only robust to dense noise such as Gaussian noise, but can also successfully recover the ground truth low-rank subspace when corrupted by outliers with large errors. 2) When the number of bases is larger than the oracle model order, RHL-NMF is capable to automatically shape some of the bases to the ground truth low-rank features while driving the remaining trivial bases to tiny values close to zero. Coupled with pruning strategies, we can realize automatic model order selection and obtain a parsimonious representation of the data. 3) RHL-NMF provides efficient and elegant updating rules that are compatible with standard NMF algorithms and we can also prove that the objective function of RHL-NMF monotonically decreases until it converges. 4) RHL-NMF yields a hierarchical representation by incorporating a set of extra parameters to indicate the contribution of each basis in representing the observation. The yielded pyramid structure allows us to evaluate the importance of each basis in a more intuitive fashion to make the pruning of the trivial bases more straightforward.
5) A convolutive extension is proposed and is combined with the above RHL-NMF framework to develop a powerful technique that is able to discover the temporal dependency within the observation, as well as to maintain the merits mentioned above. The rest of the paper is organized as follows. In Section II, we first review previous publications that address each of the above three challenges in NMF. Subsequently, we describe the hierarchical Bayesian modeling framework in Section III. We present algorithms to solve RHL-NMF and analyze their convergence in Section IV. Section V provides a convolutive extension to RHL-NMF. We present the experimental results in Section VI and conclude the paper in Section VII.
II. REVIEW OF STATE-OF-THE-ART NMF METHODS
Among all the efforts that have been devoted to address different challenges that exist in NMF, we mainly mention three topics that have attracted much attention of researchers in this field.
A. NON-NEGATIVE LOW-RANK MODELING AND AUTOMATIC MODEL ORDER DETERMINATION
As one of the dimension reduction techniques, NMF should prefer a simple description rather than a complicated one when modeling observations. The optimal choice of K should be just equal to the number of latent components within the given observation V (i.e. the rank of the noise free matrix underlying V ) and we should strive to find the smallest set (i.e., the most parsimonious set) of bases that are ''just enough'' to capture the richness of the observation.
Several approaches including the most intuitive group sparsity [12] , the computationally expensive Markov chain Monte Carlo (MCMC) [13] , the greedy deflation method [14] , automatic relevance determination (ARD) [15] , [16] , entropy regularization [17] and variational Bayesian based methods which calculate the marginal likelihood [1] have been investigated to seek such parsimonious representations. Despite the remarkable progress reported in the literature, state-ofthe-art methods still suffer from critical disadvantages and limitations when dealing with real world problems. The pursuit for the ground truth non-negative model order is quite challenging because observations may deviate from the assumptions taken to simplify the model. Actually, previous studies have shown that these approaches are sensitive to noises and outliers in the observation; even a few data points with large corruptions may lead to complete failure [18] . Hence, robustness to noises and outliers is crucial in terms of automatic model order determination, and it is closely related to robust versions of non-negative matrix factorization which we will mainly discuss in the sequel of this paper.
B. ROBUST NON-NEGATIVE MATRIX FACTORIZATION
To reduce the effect of noises and outliers, some robustness strategies have been investigated and we will refer to them as robust non-negative matrix factorization (RNMF). The effort VOLUME 7, 2019 to pursue such a RNMF can be roughly divided into two categories.
The first efficient approach is to use some robust objective function to modify the loss used in the standard NMF such as the squared Euclidean distance (SED) and Kullback-Leibler divergence (KLD) [19] - [21] . In [19] , the cost function is replaced by the 2,1 -norm loss to prevent the outliers from dominating the objective function.
The second group of techniques for RNMF is to incorporate an extra additive term to accommodate outliers [22] - [26] . In this setting, the observation is reformulated as V ≈ WH +S. The optimization is hereby describe as,
where D (·|·) is a measure of dissimilarity and S is the extra term accounting for the outliers. Most elements in S are zeros with a few outliers. Some previous studies have enforced the outliers to be non-negative for particular applications such as hyper-spectral unmixing [22] , speech separation [26] , speech enhancement [24] , etc. Without loss of generality, the outliers here can include both positive and negative elements. Note that since the elements in S can be negative and arbitrarily large, we cannot guarantee the elements of the approximation WH + S to be non-negative. The penalty term R (S) is used to promote the sparsity of S. This type of RNMF originates from the recent development of convex optimization which makes full use of the relationship between sparsity and low-rank representation, and can be regarded as the non-negative counterpart of robust principle component analysis (RPCA) [27] .
Despite the different formulations of RNMF, existing methods seldomly possess the property of automatic model order selection or rank estimation, to the best of our knowledge. Typically, the number of bases, K , is empirically chosen as a small integer to benefit from the low-rank approximation and all these bases are regarded equal in terms of data fitting, as was explored in [22] , [23] , and [25] . The limitation is obvious when the ground truth model order is larger than K where under-fitting happens. On the other hand, a manually selected K , which is larger than the ground truth model order, will bring the risk of splitting the ground truth bases and will yield trivial bases that have little contribution to model the input data. With the presence of noises, extra bases tend to represent the meaningless noises as well.
Because the statistical property can be greatly corrupted by outliers, it is challenging to estimate the ground truth model order of NMF with outliers in the input data. To the best of our knowledge, practical techniques have not been studied to conduct such model order selection with the disturbing outliers.
C. CONVOLUTIVE NON-NEGATIVE BASES LEARNING
A shortcoming of the basic NMF is that each column of V is treated independently, and it will not make a difference if we rearrange these columns. However, when processing time series, such as audio and speech, temporal dynamics are key properties and the consecutive columns of V (i.e., the adjacent frames of a spectrogram) form a sequence with evolving dynamics.
Existing dynamic extensions of NMF can be divided into two distinct categories. The first category imposes the temporal continuity on the activation matrix H [28] - [32] . These methods are flexible and easily combined with well-known dynamic models in signal processing such as discrete state hidden Markov models (HMM), vector autoregressive (VAR) models, smooth strategies, and so on. The second category is called convolutive NMF (CNMF) which formulates the temporal dependencies by incorporating an extra time dimension τ = 0, . . . , T − 1 to the bases of W [23] , [33] - [36] . The optimization problem of CNMF is thus reformulated as,
where the bases matrix is in fact a tensor W ∈ R
F×N ×T ≥0
where each W (t) represents a short time slice of the spectrogram. t→ H shifts t columns to the right.
In this paper, we focus on the second category (i.e. CNMF) and further extend the scope of our previous study in [23] and [37] . We formulate a convolutive version of RHL-NMF to handle continuous dynamics in time series signals, as well as to conduct automatic model order determination robustly.
III. PROBLEM FORMULATION
In order to simultaneously handle the three aforementioned challenges, we employ a hierarchical Bayesian framework where all the observed and unknown variables are treated as statistical variables.
A. STATISTICAL ASSUMPTIONS
To begin with, we summarize some notations that are frequently used in the rest of this paper in Table 1 .
Inspired by the ARD-NMF from Tan and Févotte [10] , we assume that the elements of each basis and its corresponding activations are both generated from an exponential distribution with a common parameter, that is, where x is the random variable following an exponential distribution E (x|λ), and
refers to a group of relevance weights which is a set of non-negative parameters that associate the columns of W and their corresponding rows of H. A relative large λ k indicates great contribution of the k-th component to model the data, whilst a small one implies a weak relevance. As shown later, relevance weights of the irrelevant components to the dataset will be driven to tiny values close to zero, which eventually produces a parsimonious approximation of the observation.
In addition to (3) and (4), we impose the inverse-Gamma priors on the relevance weights,
where non-negative parameters a and b are deterministic for modeling shape and scale, respectively. We assume that all the relevance weights λ k , ∀k share the same a and b.
Outliers are modeled by a sparse matrix S. We utilize a double-exponential distribution for each element in S to represent sparse outliers. Therefore,
where s ∈ R, η > 0. Likewise, we assign another level of hierarchy to the prior and impose the inverse-Gamma distribution to the hyperparameter η which dominates the sparsity in S.
where c and d are the shape and scale parameter, respectively.
B. THE OBJECTIVE FUNCTION
Divergence metrics such as Squared Euclidean Distance (SED) and KLD are highly relevant to the family of Tweedie distributions as discussed in [38] . They can be regarded as pseudo-likelihoods, and can be derived by maximizing the likelihood of a generative model. If we assume that the noise is additive, independent and identically distributed Gaussian, we can get the following equation,
where cst is a constant and κ is the noise intensity. Given the Gaussian noise assumption in (10), κ is determined by the variance of the Gaussian distribution. To determine the value of κ, a conventional strategy is to impose a prior p (κ) and to optimize the objective function over κ. However, it is also reasonable to fix the noise intensity according to some prior knowledge on the variance. Like in [10] , for simplicity, we take the second strategy in this paper. Note that there is no guarantee that elements in the approximation WH + S are non-negative, thus, we are not going to discuss models with general divergence as in [39] , but only concentrate on the SED here. Under this condition, the prior p (κ) is no longer an unknown parameter and the joint distribution can be expressed in a generative form where each factor is a prior or a conditional distribution, and hence
By calculating the negative log-likelihood of the posterior distribution, we obtain an objective function. Minimizing this objective function yields the maximum a posterior (MAP) estimation of the joint distribution.
where U = F + N + a + 1 and V = F × N + c + 1. λ k , ∀k and η are strictly positive parameters. The difference between our method and ARD-NMF is twofold. Firstly, there is no outlier model in ARD-NMF while there is one in our method. Secondly, we will also incorporate the temporal dynamics to our model by incorporating an extra time dimension, which we will present in Section V.
IV. ALGORITHM
In this section, we present the algorithm for minimizing the objective function of Section III by block coordinate VOLUME 7, 2019 descent over W , H and S alternatively. The updating scheme employed is Majorization-Minimization (MM) which yields multiplicative updates.
A. MAJORIZATION-MINIMIZATION ALGORITHMS
A key step for majorization-minimization algorithms is the construction of an auxiliary function. One choice of the auxiliary function can be defined as follows, Definition 1: G h|h is defined as an auxiliary function for C (h) if and only if
It implies that the auxiliary function G h|h is the upper bound of C (h) and it is tight when h =h. Withh fixed, the optimization of G h|h over h is much more straightforward than the optimization of C (h). We can thus derive the non-increasing updating rule via the optimization h
. Given S, due to the symmetry of the objective function by transposition, i.e., the roles of W and H are equal because
T , the update of W given H and the update of H given W are essentially the same. Thus, we will only present the optimization of H with W and S fixed without loss of generality.
B. UPDATING THE LOW-RANK APPROXIMATION
The low-rank approximation of the data matrix V is expressed by WH. According to (12) , the objective function which aims to optimize H given W and S are treated as the superposition of a data fitting term C (H) and a penalty term R (H), leading to, arg min
H kn (14) where the penalty term is used to choose a solution with parsimonious representations and conduct automatic model order selection.
To construct an auxiliary function to derive our algorithms, we first establish the following Lemmas.
Lemma 1: Suppose matrix A is positive semi-definite and is decomposed in positive and negative components as A = A + − A − , where
then, G h|h in (16) is an auxiliary function for the objective function C (h) expressed in (17) .
The above lemma can be shown and proved using quadratic programming, where the optimization is confined to an axisaligned region in the nonnegative orthant, [40] , [41] .
, x ∈ R is non-negative, and its minimum value, 0, is reached when x = 1.
This result can be easily obtained by calculating the derivation. We can find that f (x) is monotonous decreasing when x < 1 and monotonous increasing when x > 1. The minimum 0 is reached when x = 1.
As mentioned above, we split the objective function into a data fitting term and a penalty term where the data fitting term can be rewritten as follows, arg min
where
On one hand, by applying Lemma 1 and on account of (16), (17) and (18) 
Suppose that H k n is one of the specific constituent elements in H, calculating the partial derivative of F H|H with respect to H k n and setting it to zero, we obtain a quadratic equation,
Because A is a symmetrical matrix, we obtain a positive root from the quadratic equation,
Substituting E, A + and A − with (S − V ) T W , W T W and 0, respectively, we obtain the updating equation for H,
where 1 H ∈ R 1×N is an all-one vector and we use notations to denote element-wise multiplication, and to denote the operation that a constant is divided by each element of a matrix, respectively. In addition, the notation for matrix division is also conducted in an element-wise fashion.
Likewise, we can derive the updating equation for W as:
where 1 W ∈ R F×1 is once again used to denote an all-one vector.
C. UPDATING THE SPARSE MATRIX
The MAP estimate of the outliers associated with the doubleexponential prior is identical to the convex optimization problem listed below, arg min
This is a Least Absolute Shrinkage and Selection Operator (LASSO) problem which can be solved efficiently via the soft-threshold operator denoted as T v (·), (27) where
and v is the threshold parameter.
D. UPDATING THE HYPER-PARAMETERS
We have considered the variables W , H and S. In the hierarchical Bayesian framework, the statistics of these variables are governed by hyper-parameters λ and η, η > 0. The updates for these hyper-parameters are easily derived if we calculate the roots of partial derivative of O (W , H, S, λ, η) with respect to λ k , ∀k ∈ [1, · · · , K ] and η respectively. In summary, we have the following updating rule for λ k ,
For η, we have,
From the objective function in (12), we can observe that the noise intensity κ actually works to make a trade-off between the data fitting term and the penalty term. Given a certain value of κ, the relative scale of the data fitting term with respect with the penalty term is fixed. Then, RHL-NMF iteratively updates W , H, S, λ and η until the whole objective function converges.
E. CONVERGENCE ANALYSIS
In this subsection, we show the monotonous decreasing of the cost function in RHL-NMF. Theorem 1: Given the noise intensity κ, the objective function of RHL-NMF monotonously decreases until the VOLUME 7, 2019 algorithm converges by following the updating equations in (24) , (25) , (27) , (28) and (29) .
Proof: In the i-th iteration, we denote the objective function after calculating (24) , (25) , (27) , (28) and (29) as O
and O (i)
5 , respectively. Suppose that we use θ to denote either W or H. Then, because (24) and (25) are essentially optimizing O (θ) via θ = arg θ min G θ |θ , we have:
In addition, the soft-threshold operator yields a global optimal solution which implies that O
. The updating of λ and η provides the optimal solution under the current parameters setting, i.e., W (i+1) , H (i+1) and S (i) ,
. Therefore, if we update the parameters alternatively, a decreasing sequence is obtained as follows,
When the objective function stops decreasing, the algorithm converges, which completes the proof.
F. SIMPLIFICATION FOR PARAMETER TUNING AND COMPUTATION
By revisiting (26) , (27) and (29), it is obvious that we are essentially using hyper-parameters c and d to control the regularization parameter of the 1 -norm penalty term, which is not straightforward. A more simple and straightforward alternative is to alternate c and d by introducing a hyper-parameter γ to control the sparse matrix directly, which is in line with the cases in [7] , [18] , and [22] . In this setting, the optimization problem in (26) is rewritten as, arg min (32) And the update for the sparse matrix (27) is rewritten as:
The above alternative works essentially the same as the previous one. However, it will bring some convenience in terms of parameter tuning and computation. On one hand, tuning one hyper-parameter is much easier than tuning two, i.e., tuning γ versus tuning c and d. On the other hand, the algorithm is accelerated because the computation cost to update η is reduced.
V. COVOLUTIVE VERSION OF RHL-NMF
In this section, we extend the basic RHL-NMF by introducing convolutive bases, which is well-suited to model the temporal dynamics of time series. The simple basis vectors are extended to multidimensional bases that span a given number of temporal frames. Supposing that T frames are used to represent a basis, then for the k-th basis, all T frames are assumed to be dominated by a common parameter λ k .
We follow the standard assumption that the noise is approximately white with zero mean and variance κ. Then, to maximize the likelihood of data fitting is equivalents to minimizing the following objective function,
where the notation The updating equations for the convolutive RHL-NMF (CRHL-NMF) were derived by following [23] and [37] . The step-by-step algorithm is presented in Table 2 . Note that RHL-NMF is a special case of CRHL-NMF with T = 1. Besides, when we update W (t) and H for each t, the fact that each time slice shares the same H will eventually lead a biased estimation, with the update for t = T − 1 dominating over others [33] . To eliminate this effect, we take the average of all the updates as shown in Step1 of Table 2 .
VI. EXPERIMENTS
In this section, we provide experimental results for RHL-NMF and CRHL-NMF on both synthetically generated and real-world datasets. The main motivation here is not to evaluate the performance under multiple different tasks, where a thorough comparison with state-of-the-art approaches is required. Instead, we would like to demonstrate that the proposed algorithms process a couple of desirable properties through intuitive experiments and show that the proposed algorithm can deal with all the three challenges mentioned above, at the same time. To the best of our knowledge, this is the first algorithm that can simultaneously address all these challenges. We first conduct experiments on intuitive synthetic datasets to evaluate the performance of RHL-NMF and CRHL-NMF and then evaluate them on realworld datasets.
A. MODEL ORDER SELECTION ON NOISY SWIMMER DATASET
The swimmer dataset is a synthetic dataset that contains 256 images with size 32 × 32 [42] . Each image represents a swimmer composed of an invariant torso and four limbs, where each limb can take one of four positions. Hence, the ground truth model order K for the swimmer dataset should be either K = 16 or K = 17. In the case that K = 16, the invariant torso is associated with all the 16 different limb positions, while in the case that K = 17, the torso is regarded as a separate component apart from the 16 different limb positions.
To construct a noisy version of the swimmer dataset, the background pixel values are set to 1 and the body pixel values are set to 10, and Poisson noise is imposed to the dataset by following the recipes in [10] . Then, we generate a sparse matrix S ∈ R F×N whose non-zero elements are located uniformly randomly and are draw from a uniform distribution in the range of (−20, 20) . To have an intuitive understanding of the scale of outliers, the mean and standard deviation of the adjusted swimmer dataset in [10] without outliers are around 1.35 and 2.17, respectively. The total number for non-zero elements is set to 0.05 × F × N and are added to the original data. That is, each element in the dataset has a probability of 5% being an outlier. Finally, we calculate the absolute value of the data to make it nonnegative so that we can compare our algorithm with NMF-based ones.
The first 10 images in the noisy swimmer dataset are shown in Fig.1(a) . The output results of our algorithm are shown in Fig.1(b) and Fig.1(c) , respectively. Specifically, Fig.1(b) is the low-rank approximation, i.e. WH in Eq. (10) whilst Fig.1(c) is the sparse matrix that accommodates for outliers, i.e. S in Eq. (10) .
To make a fair comparison with 1 -ARD NMF in [10] , we run both RHL-NMF and ARD NMF on the above noisy swimmer dataset and initialized them with K = 32, which is a much larger value than ground truth and can be regarded as an upper bound of the number of bases. The intensity of the Gaussian noise is fixed to 1, i.e., κ = 1. We follow the parameter tuning strategy in [10] , where a thorough study of parameter tuning is presented. a is set to 10 and b is calculated 
For the parameter γ which controls the weight of the sparsity penalty term, it is still an open problem how to select an appropriate value and has not been settled completely. In [22] , an algorithm based on the method of moment is proposed. However, the authors also claim that the method is only a handy gross estimation that comes with no statistical guarantee. In this experiment, we set γ = 1 emperically.
The obtained results of RHL-NMF are demonstrated in Fig.1, Fig.2(a) and Fig.3(a) , respectively. For comparison, the corresponding results of ARD-NMF [10] are shown in Fig.2(b) and Fig.3(b) , respectively. In Fig.2 , the components are sorted in a decreasing order according to their corresponding relevance values from left to right, top to bottom.
The model order of RHL-NMF turns out to be 17 where the invariant torso is recognized as a separate component. In Fig.3, the left column (i.e., Fig.3(a) ) and the right column VOLUME 7, 2019 (i.e., Fig.3(b) ) are the results of RHL-NMF and ARD-NMF, respectively. The horizontal or lateral axis indicates the number of iteration while the vertical axis indicates the numeric value of relevance weights. In both Fig.3 (a) and Fig.3 (b) , the top panel shows the evolution of the objective function as a function of iterations, whilst the middle panel shows the evolution of the data fitting term, and the bottom panel shows the evolving of the relevance values with iterations.
In Fig.1 , we observe that the original clean images are successfully estimated and recovered (Fig.1(b) ) from the corrupted ones (Fig.1(a) ), and that the outliers are isolated by the sparse matrix S (Fig.1(c) ). Because there is no consideration for the outliers in the framework of ARD-NMF, there is no improvement of the data quality in the result of ARD-NMF.
A further inspection of the output components and their corresponding learning process is provided in Fig.2 and Fig.3 , respectively. Note that in both RHL-NMF and ARD-NMF, the contribution of each component in representing the observation can be quantified by its relevance value. Fig.2 visualizes the learned dictionary. The yielded components are sorted and displayed in a descending order according to their relevance values. We can see that the learned components of RHL-NMF are clean and in consistent with the data that is not corrupted by outliers.
By contrast, we observe that the components of ARD-NMF are affected by the outliers, especially by the torso. The residual of the outliers is visible in the background of each component, which makes the discovered components to deviate from the ground truth to some extent. Besides, the yielded results are not parsimonious because some extra bases are used to capture meaningless outliers. Fig.3 illustrates the evolution of the learning process. The left column shows the results of RHL-NMF while the right column are the results of ARD-NMF. The monotonous decreasing of the objective function of RHL-NMF is consistent with our previous proof as shown in Fig.3 (a) .
From these results in Fig.3 (a) , we find that despite the interference of noise and outliers, the learned components are consistent with our knowledge about the ground truth order of the swimmer dataset. Here, it keeps in line with the previous claimed K = 17 components version where the invariant torso is recognized as a separate component. After an adequate number of iterations, these components are eventually reshaped to the torso and limbs of the swimmer. Moreover, it is easy to see that the relevance values fit well with the occurrence frequencies of their corresponding components. For instance, after 5000 iterations when all relevance values become steady, we find there is one relevance value which is much larger than the rest. That is because the invariant torso holds the highest frequency of appearance in the dataset.
By contrast, the 16 different positions of limbs have almost equal frequency of appearance and their relevance values are also similar, as shown in the plotted lines of the bottom panel of Fig.3 (a) . Another result worth to mention is that the remaining 15 relevance values corresponding to the redundant bases are gradually driven to tiny values very close to zero, leading to a parsimonious representation after pruning [43] . Thus, the proposed algorithm is able to conduct model order selection on datasets with corruption of noise and outliers. For comparison, none of the relevance values of ARD-NMF are driven to zero due to the impact of outliers, as shown in Fig.3 (b) .
B. MODEL ORDER SELECTION WITH A NOISY FREQUENCY-MODULATED SIGNAL
Temporal continuity is an important property when discovering patterns from time series signals. To evaluate the performance of the proposed covolutive RHL-NMF (CRHL-NMF) on capturing the temporal dependency of sequential signals, we conduct a group of intuitive experiments on the spectrogram of a synthetic noisy sine-like frequency-modulated signals, whose oracle number of latent components is easily observed.
In the spectrogram of the noisy frequency-modulated signal, there is a sine-like pattern which spans 16 frames, and the same pattern repeats again and again to constitute the whole signal. Subsequently, we add outliers to the spectrogram where each element has a 5% chance to be an outlier. The yielded spectrogram can be seen in Fig.4 (a) . As we see from the figure, the ground truth model order is closely related to the selection of the pattern length. For example, the ground truth model order for the sine-like signal is 1 when the pattern length is set to T = 16 while the model order will turn out to be 2 if the pattern length is selected as T = 8.
We initialize CRHL-NMF with 5 convolutive bases and test CRHL-NMF under the conditions where T = 8 and T = 16, respectively. The experimental results are shown in Fig. 4 and Fig.5 . In Fig.4 , we can see that the low-rank structural signal, i.e., Fig.4 (b) , is successfully recovered using the approximation
t→ H in Eq. (33) while the outliers, i.e., Fig.4 (c) are modeled by the sparse matrix.
As expected, these convolutive bases have reflected the temporal dynamic characteristics of the analyzed signals. In Fig.5 , it is easy to observe that the learned bases match well with the temporal dynamic structure of the sine-like signal. The results of the learned dictionaries with temporal spans 8 and 16 are shown in Fig.5 (a) and Fig.5 (b) , respectively.
In the case of T = 8 (as shown in Fig.5 (a) ), each basis captures the half periodic structure and two out of five bases are kept non-trivial when the algorithm eventually convergences. Besides, since the two patterns have almost the same probability of appearance, their relevance values are thus almost equal.
For comparison, in the case of T = 16, one convolutive basis alone is sufficient to represent the periodic structure. Therefore, the remaining four relevance values and their corresponding bases are driven to small positive values close to zeros when the algorithm converges, as seen in the plotted lines of Fig.5 (b) . Note that when the basis' temporal span is set to 16, there are plenty of representations that capture the temporal richness. It is even reasonable to expect the same result as in the case of T = 8, i.e., the signal is represented by two bases where each basis captures half the periodic structure within 8 time frames, whilst the remaining 8 time slices are padded with zero. However, this case will lead to an expensive objective function due to failed to get a parsimonious representation. Taking this into consideration, the experimental results actually reveal that our algorithm is able to automatic select the most parsimonious representation among all solutions.
This group of experiments reveal that CRHL-NMF is capable of capturing temporal structures, as well as maintaining the merits of RHL-NMF, such as robust to outliers and preferring a parsimonious representations. A theoretical comparison of the two proposed algorithms and the stateof-the-art methods are presented in Table 3 . In Table 3 , four properties are compared among the algorithms. Parsimonious representation indicates that if the algorithm has the ability to capture the labent structure of the dataset by using the smallest number of bases. Robustness to outliers reveals that if the algorithm is capable to extract the latent component in the presence of arbitrarily large outliers. Modeling temporal continuity shows if the algorithm has the ability of modeling temporal structures in time series data. Hierarchical representation means if the hyper-parameter of the algorithm can be optimized in a hyper-parametric framework.
We have illustrated the efficiency of the proposed algorithms through intuitive experiments on synthetic datasets. Subsequently, we report some real-world applications and evaluate the performance of RHL-NMF and CRHL-NMF. 
C. EXPERIMENTS ON REAL WORLD APPLICATIONS
In this subsection, we will present experimental results on real world applications. We first consider a background modeling task which aims to reveal the correlation between surveillance video frames, video background and foreground moving objects.
We apply the algorithm on the video sequence Hall which contains 200 video frames of resolution 144 × 176 from the i2r dataset [44] . The parameters are chosen as a = 10, b = 10, γ = 1, κ = 1. We run RHL-NMF or CRHL-NMF for 5000 iterations. The estimated background and foreground parts are reconstructed from the columns in the low-rank product and sparse matrices.
The yielded results in Fig.6 demonstrate that the proposed algorithm precisely separates the invariant background and also discovers the optical flow. In Fig.6 , the left column, i.e. V in Eq. (10), contains a series of pictures taken in the hall of a business building. The middle column is the low-rank approximation, i.e. WH in Eq. (10). This part is used for background modeling. The third column is the sparse matrix that accommodate for outliers, i.e., S in Eq. (10). This part is used for the optical flow tacking.
Another group of experiments dealing with the separation of speech and background noise is present in Fig.7 . In those experiments, our aim is to separate speech from the background noise with repeating patterns in time and frequency. The clean speech file is randomly chosen from the NOIZEUS dataset, [45] while the background noise 'siren' is one of the 165 natural sounds in [46] . Both files are resampled to 16 kHz and they are mixed at 0 dB SNR. The corresponding magnitude spectrum is shown in the top panel in Fig.7 . The parameters are set to a = 10, b = 100, γ = 1.5, and κ = 1. Wiener filtering is adopted for the post processing of the magnitude spectrogram.
As we can see from Fig.7 (a) that the background noise 'siren' demonstrates a strong periodically time-frequency structure and there is a large overlap between speech and noise, which makes the separation task challenging.
Previous study has revealed that sparse and low-rank matrix decomposition can be adopted for unsupervised speech enhancement, [47] . However, in the current experiment, because of the rich time-frequency structure within each frequency bin, the background noise cannot be modeled directly using a simple low-rank model. CRHL-NMF is able to capture the temporal structure, thanks to the temporal duration of its bases. With convolutive bases, the representation FIGURE 6. Results on background modeling and optical flow tracking of a 50-frame surveillance video sequence from the Hall dataset with resolution 144 × 176. The left column contains pictures taken in the hall of a business building, the middle column is the low-rank approximation (i.e. WH in Eq. (10) which is the background modeling) whilst the third column is the sparse matrix that accommodate for outliers (i.e. S in Eq. (10) which is the optical flow tacking). Our algorithm has successfully seperated foreground from background.
of the whole spectrum becomes low-rank again, so that the sparse and low-rank matrix decomposition is feasible for speech separation.
To cooperate with the implementation of CRHL-NMF, we first use the technique proposed in [48] to identify the repeating period. Then, we set the range of convolutive bases equal to the length of the repeating period and run CRHL-NMF, which is similar to [37] . The separated spectrum of speech and background noise are presented in Fig.7 (b) (i. e., the sparse matrix that accommodates for outliers) and Fig.7 (c) (i. e., the reconstructed low-rank component using convolutive basis), respectively. As we can see from the results, CRHL-NMF successfully separate speech from the background 'siren' noise.
VII. CONCLUSION
In this paper, we have presented a robust hierarchical learning approach for NMF that can perform automatic model order selection in the presence of noise and sparse outliers. We have derived updating algorithms and have shown that the cost function decreases at every updating step. We have also ) is the sparse matrix that accommodates for outliers (i.e., the sparse and varied speech signal). Our algorithm has successfully separated speech from noises.
considered incorporating convolutive bases to improve the representation ability of low-rank modeling. Experimental results in several datasets have shown the efficiency of the proposed algorithms.
