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Metastable Dynamics of Magnetic Skyrmions
Max T. Birch
Skyrmions, vortex-like objects composed of magnetic moments, have seen a recent
surge of research interest due to their unique transport and topological proper-
ties. With an ever-increasing demand for more efficient memory and computation,
skyrmionic devices have been conceived as an ultra-low power, high density data
storage solution. While they are found in a range of materials, in this thesis we will
primarily be concerned with skyrmions found in bulk chiral magnets.
In such systems, skyrmions are typically only at equilibrium in a small range of
temperature and applied magnetic field. However, they can exist in a metastable
state over a much wider range of the magnetic phase diagram, formed by cooling the
system under an applied magnetic field. Metastable skyrmions therefore have tech-
nological application by enabling the existence of skyrmions at room temperature
and zero applied magnetic field. However, they also posses a finite, temperature-
dependent lifetime, which places limitations on the stability of metastable skyrmions,
and also restricts the population remaining after the cooling process. This lifetime
is realised in nanoscopic mechanisms which are governed by topological defects,
known as Bloch points. Due to the locality of these structures, the development of
real-space imaging techniques are vital for gaining true understanding of skyrmion
formation and annihilation.
In this thesis, the dynamics of metastable skyrmions are thoroughly investigated
through the use of magnetometry, and a range of neutron and x-ray scattering tech-
niques. The effect of chemical substitution, or doping, on the magnetic phase tran-
sitions in Zn-doped Cu2OSeO3 is explored, and found to introduce pinning effects
which dramatically increases the lifetime of metastable skyrmions. Furthermore, by
adapting x-ray imaging methods for cryogenic sample environments, the first real-
space observation of the vertical, tube-like, structure of skyrmions is demonstrated.
The results open the door to a variety of experiments capable of further investigation
into the dynamics of the skyrmion spin texture.
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Chapter 1
Introduction
1.1 What is a Skyrmion?
The concept of a skyrmion was originally proposed in 1962 by Tony Skyrme to de-
scribe nucleons in particle physics. He envisaged a nucleon as a topological soliton
in a pion field, forming topologically invariant knot-like objects [1]. The model is
able to account for some low-energy properties, but was eventually superseded by
quantum chromodynamics [2]. Skyrme’s original skyrmions can be visualised as a
three dimensional wrapping of the vector field onto a unit sphere, giving them a
three-dimensional hedgehog-like appearance, as shown in Fig. 1.1. The winding of
the vector field around this sphere is a visual representation of its topological nature,
forming a knot-like excitation, which endows the object with stability against unrav-
elling into a topologically trivial state [3,4]. The discovery of the magnetic skyrmion,
appearing as a two dimensional projection of Skyrme’s original three dimensional
skyrmions, as shown in Fig. 1.1, breathed new life into Skyrme’s work [5, 6]. Orig-
inally, the concept of topology was thought to be exclusive to pure mathematics,
with no applications to physics [7]. Now, the magnetic skyrmion is just one ex-
ample of the recent discovery of topology in condensed matter physics, which has
found further applicability in systems such as topological insulators [8,9], topological
superconductors [10, 11] and topological semimetals [12,13].
Skyrmions were theorised to exist in chiral magnetic systems in 2006 [5]. In
this case, skyrmions appear as vortex-like arrangements of spins in the magnetisa-
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Figure 1.1: Visualisation of a three-dimensional skyrmion, as envisaged by Tony
Skyrme, and its two-dimensional projection. Adapted from [4].
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Figure 1.2: Schematics of a Bloch skyrmion (a), a Néel skyrmion (b) and an anti-
skyrmion (c).
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tion texture of the system. They are stabilised by the delicate balance of magnetic
energies, including the crucial interplay between the exchange interaction, the anti-
symmetric exchange, or Dzyaloshinskii-Moriya, interaction (DMI), and the Zeeman
energy [14–16]. Shortly after, in 2009, they were discovered to exist in a bulk chiral
magnet, MnSi, under the application of a magnetic field [6]. Since this original dis-
covery, they have been observed in a wide variety of magnetic systems, stabilised by
a range of magnetic interactions. Beyond magnetic materials, skyrmions have also
been realised in other physical systems, including Bose-Einstein condensates [17,18],
and nematic liquid crystals [19–21].
A range of skyrmion types have been observed, with an spin arrangement that
reflects the delicate balance and relative magnitudes of the underlying magnetic
energy terms [22]. Illustrations of a magnetic Bloch-type skyrmion and a Néel-type
skyrmion are shown in Fig. 1.2a and b, so named as they respectively exhibit
helical or cycloidal spin rotation across their diameter, similar to Bloch and Néel
domain walls [23]. Antiskyrmions have also been discovered, characterised by both
Bloch and Néel-type spin rotations [3], as shown in Fig. 1.2c. Beyond these basic
skyrmion types, a range of other topological magnetic textures have been theorised
and observed: skyrmionium, also known as a target skyrmion, which is composed
of one skyrmion placed inside a skyrmion of opposite charge [24, 25]; biskyrmions,
which are composed of a bound pair of two skyrmion with opposite chirality [26–28];
merons - half skyrmion spin textures which have been observed to form in a square
lattice [29–33], and a range of further exotic topological objects [26, 34–39].
1.2 Applications of Magnetic Skyrmions
Shortly after the discovery of magnetic skyrmions, it was speculated that they could
be utilised in spintronics applications, specifically as potential memory elements
in data storage devices [40–43]. This application was primarily motivated by the
transport properties of skyrmions: it was observed that skyrmions may be driven
by electric current densities that are orders of magnitude lower than typical mag-
netisation textures in nanostructures [44–46]. However, despite the low threshold
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Figure 1.3: Schematic illustration of a skyrmion racetrack memory device.
current required to induce their motion, in this work they were displaced at a rela-
tively low velocity, and as such higher current densities may be required for optimal
device implementation. Since these initial studies, numerous works have investi-
gated the ability to transport skyrmions with currents [47], drive the boundaries
between skyrmions and other magnetic phases [48], or directly even create and de-
stroy skyrmions [49].
Many suggested implementations involve the use of skyrmions in racetrack mem-
ory architectures. Racetrack memory was originally conceived as a method of stor-
ing of data in nanoscale magnetic domains [50]. These domains can be transported
along a track by spin currents via the spin-momentum transfer mechanism [51].
The racetrack has the potential to be shaped or curved, allowing data to be stored
in three dimensions. This would overcome the shortcoming of conventional, two-
dimensional, data devices, allowing for far greater storage density [50]. One major
problem encountered for domain wall racetrack memory is the propensity for the
domain walls to be pinned by local disorder and defects in the underlying structure
of the device, and the difficulty of controlling the exact distance travelled by each
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domain wall [52, 53].
In a skyrmion racetrack memory device, the ferromagnetic domain walls are re-
placed by magnetic skyrmions [54,55]. A schematic illustration of a typical skyrmion
racetrack device is shown in Fig. 1.3. Since the initial suggestion of skyrmion race-
tracks, studies of how skyrmions behave in a confined nanowire structure have been
numerous [56–59]. Crucial to the successful development of such a device is reali-
sation of efficient individual skyrmion formation, annihilation and detection, such
that data may be efficiently written and read [60], as illustrated by the read and
write heads in Fig. 1.3. Various methods for skyrmion writing have been proposed,
such as by current injection [61–63], localised magnetic field application [64, 65],
electric field application [66–68], laser exposure [69, 70], generation from magnetic
stripes [71, 72], moving skyrmions through geometrical constrictions [73–75] or by
otherwise exploiting the device geometry [76,77]. Considering schemes for the elec-
tronic reading of skyrmions, it has been demonstrated that they can be detected by
measurements of magnetoresistance using magnetic tunnel junctions [78,79]. Many
other proposed schemes for electronic skyrmion detection involve topological Hall
resistivity measurements. The topological Hall effect (THE) arises from the Berry
phase exhibited by a magnet with smoothly varying magnetisation. A skyrmion
produces an emergent magnetic field, and thus electrons will have their motion de-
flected as they pass through a material hosting skyrmions [80–82], analogously to the
well-known Hall effect. Therefore, the presence of a skyrmion can be electronically
detected by a voltage measurement.
A further Hall effect, known as the skyrmion Hall effect, induces a translational
Magnus force acting on a skyrmion experiencing current-induced motion [83], caus-
ing them to be deflected at the skyrmion Hall angle. This phenomenon presents
a potential problem to skyrmion racetrack memory devices: skyrmions will move
towards the edge of the track, potentially becoming stuck, or even annihilating,
at the boundary [74, 84]. Measures have been suggested to mitigate his effect by
ensuring that skyrmions are repelled from the racetrack boundary [84–86], or by
utilising ferrimagnetic or antiferromagnetic skyrmions where the skyrmion Hall ef-
fect is minimised [87–89]. Alternatively, the skyrmion Hall effect might be turned
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into an advantage by utilising curved or circular racetracks, which might then allow
skyrmions to be driven with a magnetic field gradient [90].
Other ideas for skyrmion devices have been proposed, including the use of
skyrmions confined in nano-discs as opposed to racetracks [91–98], or in skyrmion-
driven logic gates or transistors [99–101]. More complex suggestions include the
implementaion of skyrmions in synapse-like neuromorphic and probabilistic com-
puting devices [102–104]. Beyond computing-inspired applications, the discovery
of magnetic skyrmion resonances has led to the suggestions of skyrmion-based mi-
crowave detectors or nano-oscillator devices [105–108].
1.3 Skyrmion Materials
Since their discovery in MnSi, skyrmions have been found in a range of magnetic
systems, from further bulk chiral magnets to thin films. The form and stability of
skyrmions in each material is closely linked to the magnetic interactions governing
each system. There have been distinctions made between skyrmions stabilised by
the Dzyaloshinskii-Moriya interaction (DMI), or by long-range dipolar interactions.
In the latter case, such objects have the same topology as a skyrmion, but have been
called magnetic bubbles [109], which were investigated extensively in the 1970s with
a view towards application in magnetic bubble memory [110]. While DMI skyrmions
typically have a spatial size governed by the strength of the DMI and exchange in-
teractions, skyrmion bubbles have a variable size, governed by the thickness of the
material and the strength of the associated dipolar interactions [88, 111]. Further-
more, DMI skyrmions have a chirality fixed by the handedness of the underlying
crystal lattice, while magnetic bubbles may form in one sample with either chiral-
ity [28]. For the rest of this section, we will explore the systems hosting skyrmions
stabilised by DMI.
1.3.1 Thin Film Skyrmions
It was theoretically suggested [112], and later experimentally confirmed [73], that
Néel-type skyrmions could be stabilised in sputter-grown magnetic heterostructures.
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Typically, these multilayer thin films are composed of a trilayer of a heavy metal, a
ferromagnetic material, and an insulator, such as Ta (5 nm)/CoFeB (1.1 nm)/TaOx
[73]. In these multilayer thin film systems, skyrmions are stabilised by interfacial
DMI [113, 114]. Interfacial DMI arises due to the broken inversion symmetry at
the interfaces of the ferromagnetic layer, induced by the presence of strong spin-
orbit coupling provided by the heavy metal layer [62, 115]. These systems have
the advantage of exhibiting skyrmions at room temperature [116]. Furthermore,
due to being sputtered thin-films, from an application perspective, they can be
manufactured using currently existing commercial film-growth equipment [111].
It was later demonstrated that performing multiple film growths to form a stack
of such multilayers increased the strength of the DMI, leading to the formation of
smaller skyrmions, as in, for example, [Pt (3 nm)/Co (0.9 nm)/Ta (4 nm)]15 [62]. The
magnetisation of the skyrmions extends through the entire multilayer stack [115],
as was seen previously in coupled domain walls in similar stacked systems [117]. In
this way, the properties of the skyrmions can be tuned by varying the materials used
in the multilayers, the thickness of each layer, or the number of multilayer stacks
in the film. For example, by utilising two different heavy metal layers which induce
chiral interactions with opposite symmetry, the DMI induced by each interface is
additive [115].
Another category of thin film skyrmion materials are those found in monolayer
systems, such as a monolayer of Fe grown on an Ir(111) substrate. Skyrmions in
these systems are on the scale of ∼1 nm, and thus require the use of a very high
resolution imaging technique such as spin-polarised scanning tunnelling microscopy
for real-space observations [118]. While the role of interfacial DMI is still vital
for their formation, in these systems the driving force of skyrmion stabilisation are
short range four-spin interactions [119]. Skyrmions in these systems have been found
arranged in both a square lattice [119] and a hexagonal lattice [120].
1.3.2 Bulk Chiral Magnets
Shortly after their initial discovery in MnSi [6, 121, 122], skyrmions were found in
a range of the B20 magnets: Fe1−xCoxSi [123–125], FeGe [30, 126, 127], and MnGe
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Figure 1.4: The non-centrosymmetric crystal structure of MnSi.
[128, 129]. In these materials, Bloch skyrmions are stabilised by the presence of
bulk DMI, which arises due to the broken inversion symmetry of the underlying
crystal structure. This lack of centrosymmtery is shown in the crystal structure
of MnSi, shown in Fig. 1.4, which belongs to the space group P213. The broken
inversion symmetry results in a weak spin orbit coupling, allowing the magnetic
structure to decouple from the atomic lattice. Below the Curie temperature, TC, the
magnetisation forms a slowly varying, incommensurate helimagnetic structure [6].
While MnSi and Fe1−xCoxSi both have a TC below 50 K, the TC of FeGe is ∼278 K
- close to room temperature.
Later, in 2015, a new class of chiral magnetic hosting skyrmions was discovered in
the Co-Zn-Mn alloy system [130]. Similar to the B20 materials, this system possess a
non-centrosymmetric β-Mn-type crystal structure belonging to the P4132, or P4432
space groups, depending on its chirality. By substituting Mn atoms into the basic
Co10Zn10 chemical composition, the TC of this system can be tuned from 470 K to
100 K, allowing skyrmions to be stabilised at room temperature [131].
The majority of experiments investigating these chiral magnets have been per-
formed with bulk crystal samples. There have been attempts to find skyrmions in
thin films of MnSi [132–134] and FeGe [135] grown using sputtering and molecu-
lar beam epitaxy methods. However, while there have been reports of skyrmions
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forming in the plane of the film sample [136], it appears that stabilisation of an
out-of-plane skyrmion lattice is prevented by strain at the interface of the grown
material and the substrate [137]. This causes the chiral modulations to be pinned to
the out-of-plane direction to due the induced anisotropies, preventing the formation
of a skyrmion lattice under an applied out-of-plane magnetic field [138]. Further
research in this area is crucial if bulk skyrmion materials are to be adapted for
application in the thin film dominated spintronics industry.
1.3.3 Cu2OSeO3
Among the metallic and semiconducting skyrmion-hosting bulk chiral magnets men-
tioned above, one insulating skyrmion material has been discovered: Cu2OSeO3
[139]. This material crystallises in the same P213 space group as MnSi, and exhibits
a magnetic phase diagram that is very similar to the original B20 skyrmion materi-
als. This demonstrates that the skyrmion formation is due to the competition of the
same magnetic energy terms [122, 140, 141]. Beyond being an insulator, Cu2OSeO3
is also multiferroic [142], meaning that the electric polarisation of the system can
be manipulated using a magnetic field, and its magnetisation can be influenced by
an applied electric field [143, 144]. Therefore, Cu2OSeO3 offers the opportunity to
control skyrmions using electric fields [145], for example by rotating the skyrmion
lattice [146,147].
The application of an electric field also changes the stability of the equilibrium
skyrmion phase, increasing or decreasing its temperature extent depending on the
direction of the applied field [148, 149], allowing for the switching of the skyrmion
phase. This has led to the first measurement of the formation energy barrier of the
skyrmion state [150]. The control of skyrmions with an electric field, as opposed to
an electric current, is exciting from the perspective of applications, as there is no
associated energy losses due to Joule heating effects [151].
Such magnetoelectric effects have been observed in the microwave excitation of
skyrmions. Theoretical selection rules state that nonreciprocal directional dichroism
(NDD) – that is, the effect that oppositely propagating spin waves exhibit different
absorption – emerges depending on the alignment of the incoming spin wave with
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Figure 1.5: a, The unit cell crystal structure of Cu2OSeO3. b, One Cu4 tetrahedra
formed of four ferrimagnetically ordered Cu spins.
respect to the magnetisation M and electric polarisation P of the sample. Specifi-
cally, if the skyrmion phase in Cu2OSeO3 is magnetoelectric, then NDD will emerge
if the incoming wavevector, kω, is orthogonal to P×M, and this was experimentally
verified [106].
The chiral crystal structure of Cu2OSeO3 is displayed in Fig. 1.5a. The under-
lying magnetic structure is composed of building blocks of Cu4 tetrahedra formed of
four ferrimagnetically ordered Cu spins [152], which act as a single spin triplet [153].
As shown in Fig. 1.5b, the three copper spins located on the 12b lattice sites, with
a local square-pyramidal oxygen environment (termed Cu(II)), align parallel to the
applied magnetic field. On the other hand, the single copper spin located on the 4a
lattice sites (termed Cu(I)), with a local trigonal bipyramidal oxygen arrangement,
couples antiferromagnetically [154]. In this thesis, the majority of measurements
were performed with Cu2OSeO3 single crystal samples.
1.3.4 Further Bulk Skyrmion Materials
A range of more exotic bulk chiral magnets have been observed to host skyrmions
beyond the original B20 materials. Recently, antiskyrmions were observed to exist in
a Heusler alloy with D2d crystal symmetry [155], stabilised by a negative bulk DMI
coefficient. Néel-type skyrmions have been discovered in non-centrosymmetric polar
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magnets such as GaV4S8 [156] and GaV4Se8 [157], which exhibit rhombohedral (C3v)
crystal symmetry at low temperatures. Similar to the B20 skyrmion materials, below
TC a spiral magnetisation is formed, but with a cycloidal, as opposed to a spiral,
spin structure. Under an applied magnetic field, a hexagonal lattice of Néel-type
skyrmions is formed. However, due to anisotropies enforced by the rhombohedral
structure, the observed magnetic phase diagram has a strong dependence on the
alignment of the magnetic field with respect to the crystalline axes [158,159].
Recently, motivated by theoretical studies [160], frustrated magnetic system have
also been shown to exhibit skyrmions, stabilised by the geometrical frustration of
short range interactions on a triangular lattice. This has been observed in systems
such as Co7Zn7Mn6 [161], Gd2PdSi3 [162] and Gd3Ru4Al12 [163], which all exhibit
hexagonal skyrmion lattices at low temperatures. Recently, a square skyrmion lat-
tice was observed in the frustrated magnet GdRu2Si2 [164], highlighting the rich
variety of spin textures achievable in such frustrated systems. The discovery of new
materials hosting skyrmions remains an active area of research.
1.4 Chiral Spin Textures
Bulk chiral magnets such as MnSi, FeGe and Cu2OSeO3 exhibit a range of chiral spin
textures beyond skyrmions, induced by the presence of the bulk DMI energy term
[165], see Sec. 2.1. Indeed, such materials were originally dubbed helimagnets due to
the incommensurate spiral magnetisation structures they exhibit below TC [166–169].
Above TC, the system exhibits a paramagnetic state. However, below TC, at zero
applied magnetic field, the magnetisation consists of a continuous rotation of spins
orthogonal to a propagation vector, known as the helical state [170, 171], as shown
in Fig. 1.6a. Typically, the helical propagation vector aligns such that the spins
lie in an easy-plane due to the present cubic anisotropy [172]. In MnSi, the helical
vectors point along 〈111〉 crystal axes [173], in Cu2OSeO3 along 〈100〉 directions, and
in FeGe the directions changes as a function of temperature [174]. Typically, this
means that multiple, energetically-degenerate, helical domain orientations may be
exhibited in one sample. Upon the application of an applied magnetic field, the spins
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Figure 1.6: a,b, One dimensional representation of the helical and conical struc-
tures respectively. c,d, Three dimensional visualisation of the helical and conical
spin textures. e, Three dimensional representation of a hexagonal skyrmion lattice,
highlighting the extended vertical structure of the skyrmion tubes.
acquire a canted angle as they tilt to point partially along the applied field direction,
as shown in 1.6b, forming a structure known as the conical state [175]. If the field
is applied along an axis different to the propagation direction of a specific helical
domain, the entire magnetic structure will rotate to lie along the field direction.
Three dimensional visualisations of the helical and conical states are shown in 1.6c
and 1.6d.
In a limited range of applied magnetic field and temperature just below TC, bulk
chiral magnets exhibit a hexagonal skyrmion lattice, as shown in Fig. 1.6e [176], sta-
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bilised by thermal fluctuations [177]. This figure also illustrates the extended tube-
like magnetic structure in the third dimension - in an idealised system, each layer
of spins throughout the system is an exact copy of the two-dimensional skyrmion
lattice [178]. In reality, the magnetisation of skyrmion tubes can vary along this
vertical dimension. For example, it has been demonstrated that the magnetisation
of the skyrmion may twist from Bloch-type to Néel-type as it approaches the surface
of the sample [65]. Furthermore, skyrmion strings may form local topological defects
where they break into shorter sections, or merge into neighbouring tubes [179,180].
These local defects typically exhibit a magnetic singularity where the magneti-
sation direction rotates by 180 degrees over the distance of a single spin, known as
a magnetic Bloch point [181]. Due to their divergent magnetisation texture, they
have also been called emergent magnetic monopoles [182,183]. The motion of these
Bloch points is thought to be responsible for the formation and destruction of the
skyrmion lattice [184], similar to the role it plays in magnetic vortex core reversal
dynamics [185]. The Bloch points are thought to form at the break and merge points
in skyrmion tubes, and subsequently travel along the length of the skyrmion, act-
ing as a form of topological zipper [186]. Experiments have demonstrated that the
unwinding of skyrmion tubes by Bloch point motion can be induced by an applied
electric current [187]. Furthermore, stable chiral bobber states have been observed
- consisting of short skyrmion tubes at the surface of a lamella of FeGe [188], which
terminates at a Bloch point just below the sample boundary [181]. Skyrmion tubes
where both ends terminate in Bloch points have been dubbed torons, and have been
observed in both magnetic [184] and liquid crystal skyrmion systems [21]. The local
nature of these structures necessitates real-space observations able to resolve their
nanoscale dynamic behaviours. Current widely-utilised imaging techniques are of-
ten unsuitable for such experiments, and therefore there is a strong motivation to
develop improved magnetic imaging techniques capable of imaging complex three
dimensional spin textures.
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Figure 1.7: a, Generic magnetic phase diagrams of a bulk DMI skyrmion material,
highlighting the typical equilibrium extent of the skyrmion lattice (SkL), helical
and conical phases. b, Typical magnetic phase diagram observed when field cooling
(FC) the system through the equilibrium skyrmion state, demonstrating the greater
temperature and magnetic field extent of the metastable skyrmion phase.
1.5 Metastable Skyrmions
An example, generic skyrmion phase diagram is shown in Fig. 1.7a, which illustrates
the general features of phase diagrams of MnSi, Cu2OSeO3, and other bulk DMI
skyrmion materials [189]. The figure highlights the limited field and temperature
range of the equilibrium skyrmion phase just below TC. When considering skyrmion
applications, skyrmions are required to exist at room temperature and zero applied
magnetic field, ensuring the preservation of any stored data while the skyrmion
device is unpowered. The limited extent of the equilibrium skyrmion phase in tem-
perature and applied field therefore presents a significant obstacle which must be
overcome.
The discovery of metastable skyrmions presents one avenue to overcoming this
obstacle. Metastable skyrmions, which have now been seen in range of materials
including MnSi [187, 190, 191], Fe0.5Co0.5Si [179], the Co-Zn-Mn alloys [192–194],
and Cu2OSeO3 [148,195], have been observed to exist over a wide range of field and
temperature. Typically, such skyrmions are formed by rapidly cooling the sample
under an applied magnetic field, such that the system passes through the equilibrium
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Figure 1.8: Illustration of the vertical, string-like structure of a hexagonal lattice
of Bloch skyrmions. Two scenarios for the Bloch point unwinding mechanism are
displayed for skyrmions decaying to the helical state (1) and to the conical state (2).
skyrmion phase [123], as shown in 1.7b. By field cooling (FC) at a sufficient cooling
rate, a population of skyrmions will survive in a metastable state.
By definition, metastable states represent a local energy minimum in the system,
separated from the ground state by some energy barrier ∆E [196]. Thermally acti-
vated processes can overcome this energy barrier, resulting in the system decaying
from the metastable state to the ground state [197]. This gives rise to a finite, tem-
perature dependent lifetime characterising the decay process. While this inherent
instability may seem problematic when considering the applications of metastable
systems, the lifetime of such states can be extremely long. For example, diamond is
a metastable form of carbon, which will decay to graphite over time. However, the
lifetime of diamond is so long under normal conditions, that the decay process has
only recently been observed in real-time [198].
In a similar way, metastable skyrmions exhibit a finite, temperature dependent
lifetime. At temperatures sufficiently low enough compared to TC, the lifetime may
be long enough to be useful for applications [190,199,200]. Therefore, in a material
1.6. Doping Skyrmion Materials 17
with a high TC such as Co9Zn9Mn2, a metastable skyrmion lattice state may be
formed at zero applied magnetic field, and at room temperature, with a lifetime
over one thousand years [193]. Beyond the technological implications of metastable
skyrmions, their formation also allows the fundamental behaviour of skyrmions to
be studied over a wider range of experimental conditions. For example, one can
investigate interactions between skyrmions and helical and conical states, and other
skyrmions [201]. Such interactions between metastable skyrmions at low tempera-
ture can result in their deformation [194], or their reordering from a hexagonal to a
square lattice arrangement [191,192].
Metastable skyrmion decay dynamics are governed by the Bloch point decay me-
chanics mentioned in the previous section. When transitioning to the helical state,
such Bloch points are thought to zip together neighbouring skyrmion tubes [179],
as depicted by scenario 1 in Fig. 1.8. On the other hand, when transitioning to the
conical state, it has been suggested that skyrmion tubes unwind via the motion of
Bloch points formed at the end of each individual tube [187, 188], as illustrated by
scenario 2 in Fig. 1.8. The motion of these Bloch points is expected to be strongly
pinned by local defects and disorder in the underlying crystal lattice [179,202]. This
speculation is based on observation of a longer metastable skyrmion lifetime in the
disordered Co9Zn9Mn2 and Fe0.5Co0.5Si when compared to the relatively ordered
MnSi [191]. Therefore, there is a strong motivation for investigating skyrmion life-
times in disordered materials, with the aim of engineering materials to optimise the
metastable skyrmion lifetime for future applications.
1.6 Doping Skyrmion Materials
The properties of spin textures in bulk chiral magnets are governed by the in-
terplay of a range of magnetic energy terms. One way to manipulate these en-
ergy terms, and therefore the properties of the resulting, is by varying the ele-
mental composition of the underlying materials via chemical substitution or dop-
ing. Substitution effects have been studied in a range systems, such as Fe1−xCoxSi
[203–205], Mn1−x(Fe/Co)xSi [206–209], Mn1−xFexGe [210–213], MnSi1−xGex [214],
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Co10−xZn10−yMnx+y [130,131,193], Co8−x(Fe/Ni/Ru)xZn8Mn4 [215], the polar mag-
net GaV4(S8−xSex) [158,159], and the insulators [Cu1−x(Zn/Ni)x]2OSeO3 [150,216–
220] and Cu2OSe1−xTexO3 [216, 221]. The properties altered include: variation of
TC, indicating a change in the exchange interaction strength; alteration of the mag-
nitude and sign of the DMI, leading to changes in the helical and skyrmion lattice
periodicity and chirality; switching of the magnetic easy-axes, and therefore the he-
lical ground state domain orientation, by tuning of the cubic anisotropy constants;
and modification of the spin wave propagation. In this work, we will specifically
investigate the effects of zinc doping in (Cu1−xZnx)2OSeO3, studying the resulting
dynamics of metastable skyrmions, and the competing helical and conical states.
Chapter 2
Theory
2.1 Competing Magnetic Interactions
The magnetic moment exhibited by atoms and ions is the result of the angular
momentum of their orbiting electrons. The angular momentum of the electron l
(expressed here unitless) can be thought to generate a circular current as it orbits
the nucleus, producing a magnetic dipole moment of µl = µBl, where µB = ~e/2me
is the Bohr magneton. Similarly, the spin of the electron s generates a magnetic
dipole moment of µs = −gµBs, where g = 2.0023 is the relativistic gyromagnetic
ratio of the electron. These spin and orbital components are coupled by spin-orbit
coupling.
The addition of quantum mechanical angular momentum for a free magnetic ion
or atom is described [222],
J = L + S =
∑
i
li +
∑
i
si, (2.1.1)
where J is the total angular momentum, and all quantum numbers J , L and S can
take integer or half-integer values. In full shells, all available states are filled, such
that J = S = L = 0. Therefore only atoms or ions with partially filled shells can
exhibit a non-zero J . Hund’s rules empirically describe how the available states in
a partially filled shell are occupied, taking into consideration the electrostatic repul-
sion, the Pauli exclusion principle and the spin-orbit coupling [222]: 1. Maximise
19
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S. 2. Maximise L. 3. For shells less than half full, minimise J , and for shells more
than half full, maximise J .
However, these rules are only general guidelines, and can be overcome by addi-
tional effects. For example, magnetic ions in a material cannot be considered free as
they interact with neighbouring ions via electrostatic forces. These so-called crystal
fields break the rotational symmetry of the atomic orbitals. In cases where this sym-
metry breaking lifts the degeneracy of the energy levels of these orbitals, this leads
to quenching, such that the average contribution to the magnetic moment from L
vanishes, and therefore J = S. This effect is seen for many of the transition metals
with a partially filled 3d shell, and will be assumed for the following derivations.
The energy contributions of these interactions can be described by Hamiltonians.
The interaction of the magnetic moments µ with an external field B, is described
by the Zeeman Hamiltonian,
Hzee = −µ ·B = −gµBSzB, (2.1.2)
where Sz is defined as the spin component along the magnetic field direction.
The combination of electrostatic forces and the Pauli exclusion principle results
in the exchange interaction. This effect can manifest in a number of ways, but there
are two common examples. Direct exchange occurs when, due to the Pauli exclusion
principle, the overlap of the electronic orbitals of the two ions ensures the separation
of electrons with the same spin direction. The electrostatic energy is therefore
lowered by parallel spins. Indirect exchange occurs when the two magnetic ions are
linked by a neighbouring non-magnetic ion. If the electron spins are opposite, they
are able to transfer between the two magnetic ions via the linking ion. This transfer
lowers the kinetic energy due to the Heisenberg uncertainty principle. However, if
the spins are parallel, the Pauli exclusion principle will prohibit the effect. Thus,
this typically leads to antiparallel spin alignment being energetically favoured. Such
interactions between two spins Si,Sj are described by the exchange Hamiltonian,
Hex = JexSi · Sj, (2.1.3)
2.2. Spin Textures 21
where Jex is the exchange constant. This interaction is short range, and therefore
typically it is only necessary to consider nearest and next-nearest neighbouring spins.
2.2 Spin Textures
The chiral spin textures described in Sec. 1.4 arise from a complex energy landscape
formed by the delicate balance of these magnetic energy terms. Incommensurate
magnetic ordering such as the skyrmion, helical and conical states are stabilised by
the interplay of the DMI with the exchange interactions, the Zeeman energy, and
the magneto-crystalline anisotropies [111]. This energy balance can be effectively
modelled using a classical continuum model [177],
H =
∫
dr
[
Jex
2
[∇n(r)]2 +Dn(r) · [∇× n(r)]−B · n(r) +KE
]
. (2.2.4)
Here, instead of considering individual spins, n(r) represents the local spin texture.
The first term, Jex, is the exchange energy, which seeks to align neighbouring spins.
The second term, D is the DMI strength, also known as the antisymmetric exchange
interaction, is at a minimum when neighbouring spins align perpendicular to one
another. Therefore, the competition and balance between these two terms induces
the winding magnetic structure found in helimagnets, and as a result, determines
the spin-helix length, λ = 2πJex/D [3]. With increasing applied magnetic field,
the third term, which represents the Zeeman term, seeks to align the spins with
the applied magnetic field. Above a certain threshold field, it begins to dominate,
causing the formation of the conical state, and at high enough fields, the uniformly
magnetised state.
Finally, the anisotropy terms, KE are responsible for the formation of hard
and easy magnetic axes. This arises due to spin-orbit coupling: it is energetically
favourable for the orbit of the electron to follow the spin orientation, but it is strongly
coupled to the lattice. The anisotropy is simply the energy required to overcome
this spin-orbit coupling [223]. Such spin-orbit coupling interactions are typically
temperature dependent [224], becoming increasingly weak as the system approaches
TC. Additional contributions can be considered, such as shape anisotropy induced
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by the demagnetising field formed as a result of the shape of the sample [225].
For cubic systems, such as the B20 skyrmion materials, the lowest order terms
of the anisotropic energy density E/V take the form [223],
E
V
= K0 +K1(α
2β2 + β2γ2 + γ2α2) +K2α
2β2γ2 +O4, (2.2.5)
where K0, K1 and K2 are anisotropy parameters, α, β and γ are the directional
cosines, and O4 denotes higher order terms. Due to time reversal symmetry, only
even order terms are allowed. The relative magnitudes and signs of K1 and K2 are
responsible to determining the easy axes of the magnetic system. When the second
term can be neglected, the easy axes will be along 〈100〉 directions if K1 > 0 or
〈111〉 directions if K1 < 0. Inclusion of the second term allows the easy axes to lie
along 〈110〉 directions [223]. Therefore, the balance of these anisotropy constants is
responsible for the alignment of the helical ground state in B20 systems to specific
crystalline axes, with the helical propagation direction lying along 〈111〉 in MnSi,
and along 〈100〉 in Cu2OSeO3.
Recently, the role of cubic anisotropy in stabilising new spin textures has been
highlighted in a number of studies. By utilising the wide temperature and applied
field range of the metastable skyrmion phase, a transition from the typical hexagonal
arrangement to a square skyrmion lattice has been observed in both MnSi [191],
and Co8Zn8Mn4 [192], induced by the increased effective anisotropy strength at
low temperatures. Meanwhile, in Cu2OSeO3, the strong spin-orbit coupling results
in a comparatively large, temperature-dependent cubic anisotropy [225]. At low
temperatures, this anisotropy is of sufficient strength to rotate the conical state
away from the applied magnetic field direction, forming the tilted conical state [226],
and is further responsible for the stabilisation of the equilibrium low temperature
skyrmion state over much of the temperature-field phase diagram [195, 227]. These
observations can only be explained by considering the five fourth-order terms in the
spin orbit coupling allowed in systems with P213 symmetry [226], denoted O4 in
Eq. 2.2.5.
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2.3 Topology of a Skyrmion
This subsection is largely adapted from the section on skyrmion topology in the
excellent review article by N. Nagaosa and Y. Tokura [3]. The local spin texture
n(r) of a single skyrmion can be visualised as winding around a unit sphere, pointing
in all directions, as originally envisaged by Skyrme in his 3D skyrmions. The number
of times n(r) winds around the sphere can be calculated by integrating over the solid
angle,
Nsk =
1
4π
∫∫
S
n ·
(
∂n
∂x
× ∂n
∂x
)
d2r. (2.3.6)
This topologically invariant quantity is known as the topological charge, topo-
logical index, or skyrmion number. By considering its circular symmetry, the
local magnetisation n(r) of a skyrmion can be mapped with polar coordinates,
r = (r cosψ, r sinψ),
n(r) =

cos Θ(ψ) sin Φ(r)
sin Θ(ψ) sin Φ(r)
cos Φ(r)
 . (2.3.7)
Inserting this expression into Eq. 2.3.6, the skyrmion number can be evaluated,
Nsk =
1
4π
∫ ∞
0
dr
∫ 2π
0
dψ
∂Θ(r)
∂r
∂Φ(ψ)
∂ψ
sin Θ(r), (2.3.8)
Nsk = [cos Θ(r)]
r=∞
r=0 [Φ(ψ)]
ψ=2π
ψ=0 . (2.3.9)
Here, the topological number is determined by both the out-of-plane (Θ) and in-
plane (Φ) magnetisation. Considering that far from the skyrmion, r → ∞, the
magnetisation points up, while at the centre of the skyrmion, at r = 0, it points
down, then [cos Θ(r)]r=∞r=0 = 2. Evaluating Φ(ψ) requires the introduction of two
important integers: the vorticity m and helicity γ of the skyrmion. The vorticity
concerns the in-plane magnetisation component, m = [Φ(ψ)]ψ=2πψ=0 . The helicity is the
phase difference which appears in the expression for Φ(ψ), and essentially models
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the chirality of the skyrmion spin texture.
Φ(ψ) = mψ + γ. (2.3.10)
Chirality of skyrmions can be detected experimentally [228, 229]. Utilising these
topological quantities, Eq. 2.3.7 can be rewritten in terms of m and γ,
n(r) =

sin(mψ + γ) cos Φ(r)
sin(mψ + γ) sin Φ(r)
cos Φ(r)
 . (2.3.11)
Each combination of m and γ, and each value of the topological charge Nsk gives rise
to a different skyrmion configuration, as shown in Figure 2.1, allowing representation
of Néel and Bloch skyrmions, and antiskyrmions, with different chiralities.
In topology, structures of the same topological number can be continuously de-
formed into one another. However, structures with different topological indices
require a discontinuity to facilitate the transition between the two states. A com-
mon analogy is to consider a coffee mug, with a handle, and a doughnut. These two
objects can be shaped into one another with a continuous transformation, as they
have the same topological index of 1: they each have a single hole. On the other
hand, when trying to transform a solid sphere, which has an index of zero, into a
doughnut, a discontinuous deformation must be made at the point where the hole
is pierced.
Due to their knot-like arrangement, we have seen that magnetic skyrmions have
a topological charge, or skyrmion number, of Nsk = 1. For topologically trivial
magnetic arrangements, such as uniform magnetisation, and even non-collinear spin
textures such as the helical and conical structures, the skyrmion number is Nsk = 0.
The topological stability of the skyrmion lattice can therefore be explained analo-
gously to the sphere and doughnut: there is a topological energy barrier separating
the skyrmion spin texture from the competing helical and conical structures because
of the discontinuous deformation required to unravel it.
In the case of two dimensional skyrmions, as they are formed in most magnetic
systems, their topological charge is defined only in the x-y plane. The topological
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Figure 2.1: Visualisations of the skyrmion spin textures described by the topological
charge, voticity number and helicity number: (Nsk,m, γ), as shown in Eg. 2.3.11.
Adapted from [111].
protection may be broken in the presence of discontinuities in the magnetisation -
for example, this allows skyrmions to be destroyed for little energy at the boundary
of a magnetic sample. Furthermore, when considering a three dimensional skyrmion
tube, each individual layer of skyrmions may have a high topological energy barrier.
However, this topological protection is not afforded to the z direction of a skyrmion
tube, which does not exhibit a topologically invariant winding [230]. In Sec. 1.5,
topological defects known as Bloch points were introduced, which are thought to
mediate the annihilation and formation of skyrmions along the vertical direction.
In this way, the motion of such Bloch points is a form of magnetic zipper, acting
as a source or sink of topological charge as it moves along this vertical axis of the
skyrmion tube [179,187].
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2.4 Scattering Theory
Diffraction can be described by the formulation introduced by von Laue which con-
siders the interference of scattered spherical waves, and yields an expression for the
diffraction condition. Where k and k′ are the wavevectors the incident and scattered
waves, and T represents the set of lattice translations, the diffraction condition can
be expressed as,
e2πi(k−k
′)·T = 1. (2.4.12)
Utilising this expression, one can explain the diffraction of both x-rays and neutrons
from ordered atomic and spin structures. Intuitive understanding of this effect can
be gleaned from Bragg’s law, which describes the conditions required for waves with
wavelength λ to constructively interfere at a scattering angle θ when scattered from
lattice planes with spacing d: nλ = 2dsin(θ). This results in the formation of Bragg
peaks corresponding to each set of lattice planes, denoted by three Miller indices
(h, k, l). However, this model does not account for the different intensities of the
Bragg peaks - this requires description of diffraction using structure factors.
Assuming elastic scattering, for a unit cell with j atoms, the scattering amplitude
at a scattering vector A(q), where q = k−k′ is the scattering vector, can be written
as
A(q) ∝
∑
j
f(q)e2πiq·rj
∑
T
e2πiq·T = F (q)L(q). (2.4.13)
Here, F (q) is known as the structure factor, which is dependent on the atomic
species and their position within the unit cell, and L(q) is the form factor, which
considers only the form of the crystal lattice. The intensity of any Bragg peak is
determined as the square of this scattering amplitude I(q) = |A(q)|2.
The scattering factor of each atom, fj, found in this equation is an important
quantity, and varies depending on the properties of the scattered particle and the
atomic species. For example, in x-ray scattering fj increases with atomic num-
ber, and resonant effects can enhance its value close to the electronic absorption
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energies of the atom. On the other hand, in neutron scattering, the equivalent
scattering length bj, can be positive or negative, and does not show any relation-
ship with atomic number. Furthermore, when considering scattering from magnetic
structures, additional corrections to fj are required, and the picture becomes more
complicated [231]. In the following subsections, a brief description of magnetic x-ray
and magnetic neutron scattering will be outlined.
2.4.1 X-Ray Scattering
This section is based upon a derivation by Hill and McMorrow [232]. X-rays scatter
from the electrons surrounding each atomic nucleus. The total coherent elastic
scattering amplitude for x-ray scattering from a magnetic ion can be written [233],
f = f0 + f
′ + if ′′ + fm. (2.4.14)
Here, f0 is the Thomson charge scattering amplitude, and is given by the Fourier
transform of the electron density ρ(r),
f0 =
∫
ρ(r)e2πiq·rdV. (2.4.15)
The anomalous scattering coefficients f ′ and f ′′ contributions are wavelength de-
pendent. Far from resonance, their contributions vary slowly with wavelength, and
contribute terms proportional to the orbital and spin angular momentum [232].
However, close to the K and L absorption edges of the atom in question, where the
energy of the x-ray is sufficient to excite an inner shell electron, they become signif-
icant, and account for the x-ray absorption observed close to a resonant edge [234].
This is known as resonant x-ray scattering. A theoretical treatment to explain their
relativistic origin is given by Cromer and Liberman [235].
Similar to the charge scattering contributions outlined above, the magnetic scat-
tering amplitude, fm exhibits both non-resonant f
NR
m and resonant f
R
m contributions.
In 1985, Blume theoretically calculated the non-resonant contribution of the mag-
netic scattering, and found it to be smaller than the charge component f0 by a
factor of ~ω/mc2 [236]. This results in a non-resonant magnetic scattering intensity
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which is approximately 106 smaller than the charge scattering intensity [231]. De-
spite the small intensities, the advent of synchrotron x-ray sources allowed for initial
investigations into such non-resonant magnetic scattering [237].
However, while fNRm is typically small, it was found that at resonant absorp-
tion edges, fRm can result in a significant intensity contribution. Such resonant
enhancement of the magnetic scattering can be derived by considering an electric
dipole transition at, for example, the L3 absorption edge, which corresponds to a
2p3/2 → 3d1/2 atomic transition. The formulation requires the introduction of the
polarisation vectors of the incident and scattered x-ray beam, ε̂ and ε̂′ respectively,
which point in the direction of the electric field component of the photon wave [238].
Considering the vector spherical harmonics, one can derive the expression,
fRm = (ε̂
′ · ε̂)F (0) − i(ε̂′ × ε̂ · m̂)F (1) + (ε̂′ · m̂)(ε̂ · m̂)F (2). (2.4.16)
Here, m̂ is the unit vector representing the direction of the moment of the magnetic
ion. The factors F (0), F (1), F (2) are determined by the specific properties of the
magnetic ion in question, governed by the overlap of the intergrals between the
ground and excited state of the resonantly excited transition [239]. This effect gives
rise to significant magnetic scattering, and allows for the observation of magnetic
scattering from even small magnetic moments.
The first term of Eq. 2.4.16 does not depend on the magnetic moment, and
therefore simply contributes to the charge Bragg peak. However, in incommensurate
structures such as a helical domain or a skyrmion lattice, the second and third terms
respectively give rise to the first- and second-order magnetic peaks which decorate
each charge Bragg peak. In later experiments shown in Ch. 7, we make use of
transmission small angle x-ray scattering to observe such magnetic satellites around
the transmitted direct x-ray beam. An example figure illustrating this effect from
a different published paper is shown in 2.2, which displays the energy dependent
intensity of the transmitted direct beam and a magnetic satellite measured for such
a scattering experiment with a lamella of Cu2OSeO3 [240]. It is clear that around
the L3 and L2 Cu absorption edges, the transmitted intensity of the main beam
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Figure 2.2: Energy scan of x-ray transmission (blue) and magnetic satellite intensity
(red) for a 200-nm-thick Cu2OSeO3 lamella at 20 K and zero applied magnetic field.
Adapted from [240].
(blue) decreases, highlighting the absorption effect at the resonant edges. However,
around the same energy ranges, ∼931 and ∼951 eV, the measured intensity of
the helical magnetic satellites is dramatically increased, demonstrating the clear
resonant enhancement of the magnetic scattering contribution.
From this point, due to the introduction of the polarisation vectors, it is possible
to derive the scattering contributions for different polarisation channels [241]. This
effect can be experimentally measured using a linearly polarised incident x-ray beam,
and measuring the intensity of the outgoing x-ray beam in different polarisation
channels. For example, typically, the components of an x-ray beam with components
polarised either parallel or perpendicular to the scattering vector are denoted as the
π and σ channels. The first term in Eq. 2.4.16 only contributes terms where the
polarisation is unchanged, often denoted π → π or σ → σ scattering. However,
the second term allows σ → π, π → σ and π → π scattering, but not σ → σ
scattering [242]. Using this formulation, it is possible to probe and distinguish the
in-plane and out-of-plane components of a magnetic spin texture by examining the
intensity of a magnetic satellite in the different polarisation channels of the linearly
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polarised light [232].
2.4.2 X-ray Magnetic Circular Dichroism
By generalisation of the electric dipole transition in Eq. 2.4.16, it is possible to
derive similar equations considering circularly polarised light [243]. The detailed
derivation is beyond the scope of this section (a relatively concise derivation of the
relevant transition selection rules is given by Altarelli [244]), but the key result from
such a treatment is the effect known as x-ray circular dichroism (XMCD) [245].
Specifically, the transmission of right and left circularly polarised light through a
magnetised sample is found to exhibit different absorption close to the resonant
edge of the magnetic atom, resulting from the broken time-reversal symmetry in the
presence of a magnetic field [246].
The XMCD effect can be described simply as a two step process (following the
comprehensive XMCD review by van der Laan and Figueroa [246]), using a 3d
transition metal as an example. In such a system, the 2p core electron level is split
into a j = 3/2 (corresponding to the L3 edge) and j = 1/2 level (corresponding
to the L2 edge). In these two energy levels, the spin and orbital momentum are
respectively coupled parallel and antiparallel. The emission of a photon with circular
polarisation either parallel or antiparallel to the 2p orbital moment results in the
preferential excitation of an electron to the 3d band with either spin up or spin
down respectively. This excited electron must find a space in the unoccupied band.
If there are less spin up holes available, the resulting XMCD contribution to the
absorption spectrum will be positive at the L3 edge, and negative at the L2 edge.
Such a technique is therefore sensitive to the component of the magnetisation which
is parallel to the x-ray beam [247]. The XMCD contributions can be reversed by
either changing the circular polarisation of the incoming x-ray beam, or by reversing
the out-of-plane direction of the magnetisation.
An example XMCD spectrum measured on an FeGe lamella is shown in Fig.
2.3. A large magnetic field was applied to the sample to achieve a uniform out-of-
plane magnetisation, and intensity of the transmitted x-ray beam was measured for
right and left circularly polarised light. The subtraction of these two energy spectra
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Figure 2.3: Absorption spectrum of the Fe L3 and L2 edges, measured for both left
(LCP) and right (RCP) circularly polarised x-rays. The difference is the XMCD
spectrum, displayed multiplied by two.
gives the XMCD spectra, demonstrating the contributions measured around the
L3 and L2 absorption edges of Fe. Note that due to the large thickness of our
lamella sample, the XMCD effect is not as pronounced as it would be in an ideal
experiment. Detailed measurements of x-ray absorption spectra can allow for the
orbital and spin contributions of magnetic moments to be determined [248], and has
since found application in a range of systems, from biology to physics [246]. For our
purposes, XMCD can be exploited to achieve real-space imaging with a resolution
of ∼20 nm, in a technique known as scanning transmission x-ray microscopy. As
will be explained in Sec. 3.5.4, by focusing the circularly polarised x-ray beam to a
small point, the local out-of-plane component of the magnetisation can be measured,
allowing a nanoscale image of a magnetic structure, such as a skyrmion lattice, to
be acquired pixel by pixel.
2.4.3 Neutron Scattering
Unlike x-ray diffraction, where the x-rays interact with the electrons, in neutron
diffraction the neutrons scatter elastically from the nucleus of each atom. Due
to the fact that neutrons possess a magnetic moment, they also interact directly
2.4. Scattering Theory 32
with the magnetic field of unpaired electrons from the magnetic atoms. Neutron
scattering intensity from magnetic materials is therefore a superposition of both the
nuclear and magnetic scattering. The following derivations are largely based on the
textbook by Marshall and Lovesey [249].
We can define a neutron flux Φ as the number of neutrons n passing through
a surface area per second (typical units n/cm2s). From here, the total neutron
scattering cross section defines a system’s ability to scatter neutrons, σtot = 1/Φ,
and has units of area. However, such scattering will have an angular dependence,
and therefore the differential scattering cross-section must be defined,
dσ
dΩ
=
C
ηΦ∆Ω
, (2.4.17)
where C is the count rate measured by a detector with an area ∆Ω, with an efficiency
η. While this expression is suitable for elastic scattering, the double differential
scattering cross-section is required for inelastic processes with final energy Ef ,
d2σ
dΩdEf
=
C
ηΦ∆Ω∆Ef
. (2.4.18)
The total cross-section is related to both differential cross-sections via integration,
σtot =
∫
dσ
dΩ
dΩ =
∫∫
d2σ
dΩdEf
dΩdEf =
C
ηΦ
, (2.4.19)
The scattering from nuclei can be described from the point of view of quantum
mechanics, where |ψi〉 = Y −1/2eiki·r and |ψf〉 = Y −1/2eikf ·r are the wavefunctions
describing the initial incident and final scattered state of the neutron as complex
plane-waves. The value Y can be thought of as the normalisation volume for the
state, assumed to be a large cubic box with length L. Where the velocity of the
incoming neutron with mass mn is v = ~k0/mn, we can define the incoming neutron
flux from the wavefunction,
Φ = |ψ0|2v =
~k0
Y mn
. (2.4.20)
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The energy density of the final scattered states for neutrons scattered into ∆Ω can
be defined
ρ1(Ef ) =
Y
8π3
mnkf
~2
∆Ω. (2.4.21)
Considering the scattering as the interaction of a neutron with a potential de-
scribed by an operator V̂ , the process can be described by Fermi’s golden rule,
Wi→f =
2π
~
|〈ψi|V̂ |ψf〉|2ρ1(Ef ), (2.4.22)
where Wi→f is the transition rate from the initial to final state. Using the expression
for the density of states in Eq. 2.4.21, and considering neutrons scattered only into
the area ∆Ω, we find
Wi→f,∆Ω =
Y kfmn
4π2~3
|〈ψi|V̂ |ψf〉|2. (2.4.23)
Utilising the expression for neutron flux in 2.4.20, an expression for the differential
scattering cross-section can be found,
dσ
dΩ
=
1
Φ
Wi→f,∆Ω
∆Ω
, (2.4.24)
dσ
dΩ
= Y 2
kf
ki
(mn
2π~
)2
|〈ψi|V̂ |ψf〉|2. (2.4.25)
Because the renormalisation volume Y will vanish due to the factor Y −1 in |ψi〉 and
|ψf〉, and because for inelastic scattering ki = kf , these terms can be neglected.
Due to the short range nuclear forces responsible for the interaction potential of
an individual nucleus j, it can be described by a Dirac delta function,
V̂j(r) =
2π~2
mn
bjδ(r− rj). (2.4.26)
This potential is known as the Fermi psuedopotential, featuring the neutron scat-
tering length bj introduced in Sec. 2.4.
The scattering cross-section of the individual nucleus can now be calculated from
the matrix element,
〈ψi|V̂ |ψf〉 =
2π~2
mn
bj
∫
eikf ·rδ(r− rj)eiki·rd3r. (2.4.27)
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By utilising the definition of the scattering vector for inelastic scattering q = ki−kf ,
we come to
〈ψi|V̂ |ψf〉 =
2π~2
mn
bje
iq·rj (2.4.28)
By inserting the expression for the matrix element in Eq. 2.4.28 into the expression
for the differential scattering cross-section in Eq. 2.4.25, we find,
dσ
dΩ
= b2j . (2.4.29)
Similar expressions can now be derived for two, or more nuclei, resulting in in-
terference between the scattered waves. Furthermore, a similar expression may be
obtained for inelastic scattering, by considering that the system from which the neu-
trons scatter also changes state from |λi〉 to |λf〉. Therefore, the double differential
scattering cross-section is given,
(
d2σ
dΩdEf
)
λi→λf
=
kf
ki
(mn
2π~
)2
|〈λiψi|V̂ |λfψf〉|2δ(Eλi − Eλf + ~ω), (2.4.30)
where the Dirac delta function represents the conservation of energy.
The main contribution from the magnetic scattering of a neutron arises from its
interaction with the magnetic moment of the unpaired electrons - all other contri-
butions are far smaller and can be neglected [250]. Neutrons only interact with the
thermally averaged value of the spin component perpendicular to the scattering vec-
tor: 〈s⊥〉 [251]. Following a similar derivation as above, and utilising the magnetic
interaction potential operator, the analogous magnetic differential scattering cross
section can be derived,
dσ
dΩmag
= (γr0)
2
[g
2
Fm(q)
]
e−2W
∣∣∣∣∣∑
j
e−iq·rj〈sj,⊥〉
∣∣∣∣∣
2
. (2.4.31)
Here, Fm(q) is the magnetic structure factor, which depends on the specific magnetic
structure being investigated.
Magnetic structures can be defined by a magnetic ordering vector Q. When all
magnetic ions are crystallographically equivalent, for example in a uniformly magne-
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tised ferromagnetic state, the magnitude and direction of the moment at any lattice
site rj will be independent of j, and the system therefore has translational symme-
try. Such a structure has a magnetic ordering vector of Q = 0. For commensurate
structures such as an antiferromagnet or ferrimagnet, typically Q takes an integer
value Q = ±n. However, for incommensurate structures such as the helical, conical
and skyrmion chiral spin textures, Q will take a non-integer value.
Similar to x-rays, magnetic neutron diffraction peaks will appear when the scat-
tering vector q equals the magnetic ordering vector Q. Thus, for incommensurate
structures such as skyrmions, structural Bragg peaks, including the (000) main beam
will be decorated by magnetic satellites with an intensity proportional to the square
of the ordered moment [252]. However, unlike x-rays, the intensity of the magnetic
scattering will be a similar order of magnitude to the nuclear scattering [253].
Chapter 3
Methods
3.1 Sample Preparation
The samples were synthesised by A. Štefančič, J. A. T. Verezhak, and G. Balakr-
ishnan at the University of Warwick. In Sec. 3.1.1, the chemical vapour transport
manufacturing method for the (Cu1−xZnx)2OSeO3 single crystals is detailed, as laid
out in [218]. The process was, in principle, identical to the growth of the FeGe crys-
tals investigated in Ch. 7. From these single crystals, thin lamellae were created
using a focused ion beam (FIB), as detailed in Sec. 3.1.2.
3.1.1 Crystal Growth
To create the initial precursor (Cu1−xZnx)2OSeO3 polycrystalline samples, stoichio-
metric quantities of CuO (99.99%, metals basis, Alfa Aesar), Se2 (99.999%, trace
metal basis, Acros Organics) and ZnO (99.999%, Aldrich) were thoroughly ground
together in an argon-filled glove box. A range of Zn-doped samples were prepared
with nominal Zn-substitutions of x = 0, 0.02, 0.05, 0.08, 0.10, 0.12, 0.15. The result-
ing mixtures were transferred into silica tubes, and sealed under vacuum. The tubes
were when heated to 920 K at a rate of 3.5 K/hr, and kept at this final temperature
for 96 hours. This was followed by water quench cooling, resulting in polycrystalline
(Cu1−xZnx)2OSeO3 samples with a range of Zn-doping levels. The results for the
characterisation of these powder samples are detailed in Ch. 4.
From these polycrystalline precursor samples, single crystal samples were pre-
36
3.1. Sample Preparation 37
Figure 3.1: (a-d) Single crystals of (Cu1−xZnx)2OSeO3 with measured Zn-
substitutions as labelled. Pictures were taken on millimetre paper [218].
pared using the chemical vapour transport method [254]. 2.5 g of the powder samples
with nominal Zn-substitution levels of x = 0, 0.02, 0.05, 0.12 was mixed with 1.5 to
2.0 mg/cm3 of transport agent, TeCl4, and the resulting mixture was sealed at one
end of an evacuated silica tube. Each tube was then placed in a two-zone tube
furnace. The source end of the tube was heated to 913 K, while the sink end was
heated to 823 K, and then left for four weeks. The precursor powder is volatilised
in the presence of the transport agent at the hotter end of the tube, and is then
redeposited at the cooler, forming single crystals of (Cu1−xZnx)2OSeO3, as shown in
Fig. 3.1. The resultant crystals are characterised in Ch. 4. The FeGe single crystals
were grown by a similar chemical vapour transport method, but with iodine as the
transport agent.
3.1.2 Focused Ion Beams
For some of the techniques utilised in this thesis, it was necessary to investigate
thin lamellae of the material with a thickness less than 300 nm. Such fabrication is
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difficult to perform mechanically, and necessitates the use of the FIB manufacturing
technique [255]. Operating similarly to a scanning electron microscope (SEM), a
beam of ions can be used to image samples on the nanoscale. Due to the increased
mass when using metal ions instead of electrons, this is a highly destructive imaging
technique. However, this property can be turned into an advantage: ion milling,
achieved via the sputtering process, can be exploited for nanofabrication [256]. To
generate the beam, heated Ga+ metal ions flow to the tip of a tungsten needle,
where the opposing forces of surface tension and electrostatics cause ionisation and
field emission. The resultant beam is then accelerated and focused using a series of
electrostatic lenses to an energy of 1-50 keV.
In a SEM, imaging is achieved by detecting either the primary or secondary
electron signal as the focused electron beam is rastered across the sample pixel by
pixel [257]. Primary electrons, or backscattered electrons, result from the elastic
scattering of the initial probe electrons from the surface of the sample. Secondary
electrons originate from the atoms in the sample, excited by inelastic collisions with
the accelerated primary electron beam, with enough energy to escape the sample
surface. Similarly, ion beam imaging is achieved by detecting the secondary electrons
produced by the collision of the accelerated ions with the sample.
Ion beams can also be used to perform ion-assisted chemical vapour deposition,
with a nanometer precision [258]. A small quantity of a precursor gas, such as an
organo-metallic compound, is injected close to the ion beam. The gas molecules
are decomposed by the incident ions, resulting in the deposition of the non-volatile
material, such a Pt, onto the surface of the sample, while the gaseous products
are removed by the vacuum system. The inclusion of an in-situ nanomanipulator
probe, typically operated via piezoelectric motors, allows for the manipulation and
extraction of small quantities of the material.
3.1.3 Lamella Fabrication
In this work, a commercially-available FEI Helios Nanolab instrument was utilised
for sample fabrication. This system features both Ga ion and a conventional SEM
imaging column, positioned at a 52 degree tilt angle to one another, allowing for
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Figure 3.2: a-f, Scanning electron microscopy images of an example FeGe lamella
fabrication process.
simultaneous ion nanofabrication and non-destructive electron imaging. The system
also incorporated an in-situ Omniprobe micromanipulator for sample extraction. A
typical step-by-step method for the production and extraction of a 200 nm thick
lamella from the surface of a single crystal using this instrument is detailed below.
Single crystals of the target material were mounted on a metallic stub using con-
ductive silver paint, and mounted inside the FIB instrument. Utilising the ion beam,
a protective strip of Pt, was deposited by localised chemical vapour deposition, with
lateral dimensions of 25×2 µm and a thickness of 2 µm. Two trenches, with dimen-
sions 28×15 µm, and a depth of 10 µm, were then milled using a high current Ga
ion beam either side of the Pt strip. This created a wall of sample material between
the two trenches, capped by the protective Pt layer, which eventually became the
lamella sample. Using successively lower ion currents, the wall of sample material
was gradually thinned to a thickness of ∼1.5 µm, as shown in Fig. 3.2a. The sample
stage was then rotated by 52 degrees to present the side of the wall between the
trenches to the ion beam. Next, cuts around the edge of the lamella were milled,
leaving one edge attached to the original material, as shown in Fig. 3.2b.
The in-situ Omniprobe was then carefully positioned on the top corner of the
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lamella, and attached via a small deposited Pt weld. The final side of the lamella
still attached to the main body of the crystal was then milled away, allowing the
lamella to be extracted by the Omniprobe, as seen in Fig. 3.2c. The lamella was
then attached to a standard copper transmission electron microscopy (TEM) grid,
once again via Pt deposition, and the Omniprobe detached by ion milling, resulting
in the configuration shown in Fig. 3.2d. From here, the lamella was then gradually
thinned to ∼200 nm using progressively smaller ion beam currents.
At this point, with the lamella attached to a standard TEM grid, the sample is
prepared for both TEM and x-ray microscopy measurements. However, for the small
angle x-ray scattering (SAXS) and x-ray holography experiments, further fabrication
was necessary to achieve more complex device structures, such those shown in Fig.
3.2e and 3.2f. For both experiments, silicon chips with dimensions 5× 5× 0.2 mm,
with four equally spaced 0.5 × 0.5 mm Si3N4 membrane windows, were sourced
from Silson Ltd. and prepared as a substrate. After washing the chips in acetone
and isopropanol, they were mounted to a glass slide face-down using kapton tape,
and placed inside a magnetron sputtering system. A 5 nm Cr seed layer was then
deposited to act as a surfactant, ensuring even layer growth, followed by 100 nm of
Au. This was repeated to build up a multilayer stack of Cr and Au layers with a
total thickness of ∼700 nm. At this thickness, the Au layers are sufficient to absorb
almost all of the incident soft x-rays.
Using the FIB system, a circular aperture with a diameter of 3 µm was milled in
the centre of each membrane window. For x-ray holography samples, a reference slit
of 20 nm thickness was cut alongside this aperture at a distance of 5 µm, to allow
for image reconstruction. After rotating the TEM grid holder through 90 degrees to
orient it in the horizontal plane, the now-thinned lamella was once again attached
to the Omniprobe, and cut free from the TEM grid via ion milling. The Omniprobe
was then used to place the lamella over a circular aperture in a Si3N4 membrane.
The lamella was fixed in place using localised Pt deposition, and the Omniprobe
detached via ion milling, leaving the lamella on the surface of the substrate, as
shown in 3.2e. In this configuration, when the x-ray beam is directed on to the
sample, only scattering through the sample aperture and reference slit is observed.
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3.2 Cooling Procedures
Investigation the history dependence of the magnetic states in skyrmion materials
requires the use of a variety of field-temperature procedures. The measurement
protocols used throughout this work are illustrated in Fig. 3.3, with reference to
a generic bulk skyrmion material magnetic phase diagram. For the determination
of such magnetic phase diagrams, the most widely-used measurement procedure is
zero field-cooling (ZFC). Here, the sample is cooled from above TC down to the final
temperature in zero applied magnetic field, as depicted in Fig. 3.3a. To investigate
history dependent behaviour, the high field-cooled (HFC) procedure can be utilised
and contrasted to ZFC measurements, as illustrated in Fig. 3.3b. Here, the sample
is cooled from above TC to the target temperature under an applied field of 200 mT
or more.
The formation of metastable skyrmions requires the sample to be field-cooled
(FC) through the equilibrium skyrmion state, under an applied field of ∼22 mT
from above TC, as shown in Fig. 3.3c. An alternative FC
∗ measurement procedure
is shown in Fig. 3.3d. In this procedure, the sample is cooled at 0 mT from
70 K to just below the lowest temperature extent of the equilibrium skyrmion phase
(∼50 K in Cu2OSeO3). A field of 22 mT was then applied, and the sample is
finally cooled down to the target temperature. By avoiding the equilibrium skyrmion
phase, a magnetic state can be prepared without any population of metastable
skyrmions. Thus, measurements performed following the FC∗ procedure can be
compared to those following the FC procedure, allowing behaviour and features
specific to the presence of metastable skyrmion to be identified. After initialising
the magnetic configuration of the sample with these procedures, measurements were
performed with decreasing or increasing isothermal field-sweeps. For the FC and
FC∗ measurements, measurements were taken at fields above and below the FC
field by performing two separate cooling procedures and field sweeps.
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Figure 3.3: Schematic diagrams of the zero field-cooling (ZFC) (a), high-field cooling
(b) and field-cooling (FC, FC*) (c, d) measurement procedures. Solid lines indicate
the cooling procedure, while dashed lines indicate the measurement path. Dotted
lines illustrate the boundaries between the helical (H), conical (C), and skyrmion
(S) phases.
3.3 Magnetometry
Magnetometry measurements were performed using a commercial SQUID vibrating
sample magnetometer: a Quantum Design MPMS3. Such devices allow the DC
magnetisation of a sample to be measured as a function of temperature and applied
magnetic field. The SQUID can only measure the magnetic flux Φ =
∫
B · dA, or
the magnetic flux density multiplied by the cross sectional area of the SQUID. To
measure the magnetisation, the voltage through the SQUID, VSQUID, is measured as
the sample is moved through the superconducting pickup coils, as shown in Fig. 3.4.
This voltage signal is then fitted automatically by the SQUID software to extract
the magnetisation of the sample. In this way, the magnetisation of the sample can
be measured as a function of temperature and the applied magnetic field [259].
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Figure 3.4: Schematic illustration of a SQUID magnetometer.
Alternating Current (AC) susceptibility measurements determine the magnetic
moment of the sample in response to an oscillation of the applied magnetic field [260].
In this operation mode, the sample is not moved through the coils, and instead the
time dependent sample moment induces the measured current. Such measurements
are suitable for investigating the dynamics of the magnetic system. First, consider
the effect of a low frequency field oscillation. Here, the magnetic moment of the
sample simply follows the expected M(H) curve that would be measured from DC
magnetometry. For a small field, HAC, oscillating at a frequency of ω, the time
dependent magnetisation would be MAC = (dM/dH) · HACsin(ωt). Thus, the am-
plitude of the observed MAC signal is the magnetic susceptibility, (dM/dH) = χ, or
the slope of the M(H) curve.
At higher frequencies, the magnetisation of the sample may lag behind the drive
field. In this case, the AC magnetometry measurement provides both the magni-
tude of the susceptibility χ and the phase shift φ measured relative to the driv-
ing frequency. This is commonly provided as the real and imaginary components:
χ′ = χcos(φ) and χ′′ = χsin(φ) respectively. At lower frequencies, the real compo-
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nent is equivalent to the susceptibility, while the imaginary component indicates dis-
sipative dynamic processes such as magnetic relaxation or domain wall motion [261].
There is also the opportunity to investigate the frequency and field amplitude de-
pendence, which can be particularly useful when studying magnetic phase transition
dynamics [262]. However, in this thesis, all AC susceptibility measurements were
performed with a field amplitude of 1 Oe at a frequency of 10 Hz. Such mea-
surements are suitable for determining the extent of magnetic phase boundaries in
skyrmion materials, in addition to investigating their dynamic properties [263].
3.4 Small Angle Neutron Scattering
Small angle neutron scattering (SANS) is a powerful technique capable of probing
material and magnetic structures on a scale of 1 to 1000 nm [264]. The neutrons for
these experiments are typically produced in either continuous source nuclear reactors
[265], such as the Institut Laue-Langevin (ILL), or in pulsed beam spallation sources
[266]. In reactor sources, neutrons are produced as a result of fission processes in
the reactor’s core. In contrast, at spallation sources, neutrons are produced when
intense accelerated proton pulses collide with a tungsten target. In both cases, the
energy of the neutrons is reduced to desirable levels using a series of moderators.
While the neutron flux of a spallation source is typically lower than a reactor, due
to its pulsed nature, the time-of-flight (TOF) between the start of each pulse and
detection of each individual neutron can be measured [267]. From this measurement,
the energy, or wavelength, of each neutron is determined by it speed, and therefore
neutrons of all energies may be utilised in scattering experiments.
SANS measurements were performed on the D33 instrument at the reactor source
at ILL [268], and the ZOOM instrument at the ISIS spallation source. The sam-
ples were fixed with adhesive between two cadmium strips, and attached to a 200
µm thick aluminium plate using aluminium foil and tape, as shown in 3.5a. This
assembly was then mounted on the end of a cryo-stick, and placed inside a helium
cryostat equipped with a superconducting magnet. Cooling procedures were formed
at a rate of 7 K/min and 0.5 K/min at ILL and ISIS respectively. A schematic of
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Figure 3.5: a, Photograph of the Cu2OSeO3 sample assembly for SANS measure-
ments. b, Schematic illustration of the SANS diffraction experiment.
the experimental setup is shown in Fig. 3.5b.
During diffraction measurements, coherent scattering is observed when the orien-
tation of the magnetic structures fulfils the Bragg condition. For SANS, this occurs
when the direction of periodicity of the magnetic structure is close to perpendic-
ular to the incident neutron beam, resulting in detection of a diffraction peak, or
magnetic satellite. In both instruments, the neutrons are detected by a bank of He3
cells.
For each Cu2OSeO3 crystal the [11̄0] direction was aligned with the vertical
rotation axis, as shown in Fig. 3.5. By rotating the sample around this axis,
the magnetic field may be applied along the [100], [110] or [111] axes. A rotation
around the vertical axis through θ rotates both the sample and applied magnetic
field simultaneously. All SANS patterns shown are the result of summing scans
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measured as a function of this rocking angle θ, between ± 10 degrees.
3.5 Synchrotron X-Ray Techniques
Synchrotrons are a type of cyclic particle accelerator, which can be engineered to-
wards the production of x-rays. Diamond Light Source, the UK-based synchrotron,
has a storage ring with a 561m circumference, and can accelerate electrons to 3 GeV.
Electrons travel close to the speed of light around the synchrotron ring, emitting high
energy Bremsstrahlung radiation as they are accelerated [269]. This phenomenon is
exploited to produce high intensity x-ray beams as the electrons pass through the
bending and undulator magnets positioned around the synchrotron ring. At each
beamline, these x-rays are directed towards a series of slits, focusing mirrors and
monochromator crystals, producing a highly focused and intense x-ray beam. These
optics are specific to each beamline, allowing the properties of the x-ray beam, such
as the energy, intensity, polarisation and coherency, to be tuned to each technique.
This synchrotron radiation can be utilised by a large range of x-ray techniques, as
evidenced by the variety of beamlines present around a typical synchrotron, serving
a range of disciplines in the biological and physical sciences.
In this thesis, a number of synchrotron-based x-ray techniques were utilised: high
resolution powder x-ray diffraction (PXRD), small angle x-ray scattering (SAXS),
x-ray holography and scanning transmission x-ray microscopy (STXM). Due to the
focus on magnetic skyrmions, the majority of these methods made use of low energy
soft x-rays. This necessitated the use of a synchrotron, since there are currently no
high-intensity, tunable, laboratory-based soft x-ray sources. The various methods
will be detailed in this section.
3.5.1 Powder X-Ray Diffraction
Powder x-ray diffraction (PXRD) is an essential technique for investigating and
characterising the crystal structure of polycrystalline samples [270]. In monochro-
matic single crystal diffraction, each (hkl) reflection is a distinct spot in the observed
pattern. On the other hand, in PXRD, these spots form concentric rings due to the
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random orientation of each crystallite in the sample. This introduces a multiplic-
ity effect; for example in a cubic system, for the 〈100〉 family of planes, the (100),
(010), (001), (1̄00), (01̄0), and (001̄) spots are superimposed in the powder diffrac-
tion pattern. By measuring the scattering intensity of these peaks as a function of
the scattering angle, 2θ, a powder diffraction pattern is acquired.
Although a full structure solution determination is often not possible from such
data, an accurate starting model of the structure may be refined to fit the data
in a process known as Rietveld refinement [271]. Using the starting model, the
predicted powder pattern is calculated, and compared to the experimental data. An
iterative method of least squares is then utilised to adjust the model parameters
until the weighted residuals of this comparison are minimised. A variety of model
parameters may be included in the refinement, including the lattice parameters,
atomic positions, thermal UISO values, background polynomials, strain, preferred
orientation and peak-shape profiles [272].
X-ray powder diffraction measurements were performed at the I11 beamline at
the Diamond Light Source synchrotron. Polycrystalline samples of (Cu1−xZnx)2OSeO3
with a range of Zn-doping levels were ground to fine powders. This is a crucial step:
if the crystallites are too large, and the measured intensity peaks will posses non-
systematic inaccuracies; if they are too small, the peaks will broaden due to finite
size effects, [272]. The samples were then mounted either inside a quartz capillary
tube, as shown in Fig. 3.6a, or fixed to the outside of the tube using a small amount
of hand cream as an adhesive. Through testing, this has been shown to produce the
smallest background and absorption signal in comparison to conventional glues.
The loaded capillary tubes were then positioned on the sample carousel next
to the powder diffractometer instrument, as shown in Fig. 3.6b. The beamline is
equipped with a robotic arm which can be scripted to mount the samples onto the
diffractometer remotely. Powder diffraction measurements were taken with a dura-
tion of 3 hours for each sample. During this time, the sample was rotated at high
speed to increase orientation randomness. The instrument’s large 2θ-circle provides
high resolution powder diffraction patterns by combining data from a set of five crys-
tal analyser detectors, positioned around the 2θ circle, as seen in Fig. 3.6b. The
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Figure 3.6: a, A powder sample prepared inside a capillary tube for PXRD mea-
surements. b, The x-ray diffractometer at the I11 beamline, Diamond Light Source.
instrument contains a total of 45 individual Si crystals and photomultiplier-based
detectors with fast pulse shaping electronics [273]. Data from this instrument mea-
sured for the (Cu1−xZnx)2OSeO3 polycrystalline samples is presented and analysed
using Rietveld refinement in Ch. 4.
3.5.2 Small Angle X-Ray Scattering
Similar to SANS, Small Angle X-Ray Scattering (SAXS), is a useful technique for
investigating long range periodic magnetic structures such as skyrmion lattices [274].
The SAXS sample, prepared as described in Sec. 3.1.3, was mounted on the end of
the cryostat cold finger, inside the RASOR diffractometer at the I10 beamline, at
Diamond Light Source. This two-circle x-ray diffractometer operates under vacuum
conditions to allow soft x-rays to be utilised, which would otherwise be absorbed
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Figure 3.7: a, Photograph of the sample assembly for the SAXS measurements.
b, Illustration of the SAXS diffraction experiment. c, Schematic diagram of the
internal setup of the RASOR soft x-ray diffractometer, Diamond Light Source.
after a few cm of air. Cooling was achieved via a helium cryostat, capable of reaching
a base temperature of 20 K. A variable magnetic field was applied by adjusting the
height of an array of permanent magnets, allowing a field between 0 and 180 mT to
be applied at the sample position.
The sample was positioned with the x-ray beam incident on the sample aperture,
transmitted through the lamella sample. The scattered beam was detected by a
charge coupled device (CCD) camera with 2048 × 2048 13.5 µm pixels mounted
138 mm from the sample, giving an effective q resolution of 1 × 10−3 nm−1. A
horizontal bar was placed in front of the CCD to act as a beamstop, preventing
the direct beam from damaging the detector. A photograph of the Si3N4 sample
mounted on the holder is shown in 3.7a, while an illustration of the sample setup
is shown in Fig. 3.7b and a schematic of the diffractometer configuration is shown
in Fig. 3.7c. With the sample, beam and CCD aligned, the transmitted beam
intensity was measured as a function of the x-ray energy, allowing the L3 absorption
edge to be located. With the energy of the x-rays tuned to this edge, the magnetic
scattering is enhanced by several orders of magnitude, as explained in Ch. 2. SAXS
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patterns were then collected as a function of temperature and applied magnetic field,
to investigate the chiral magnetic states.
3.5.3 X-Ray Holography
Holography is an imaging technique originally developed by Dennis Gabor in the
1940s, as a method to acquire both the amplitude and phase information of scattered
waves, for which he was awarded the Nobel Prize in 1971 [275, 276]. By placing a
coherent point source, or reference, an appropriate distance away from the object of
interest, a complex-valued real-space image may be reconstructed from the resulting
interference pattern.
In our experiments, we utilised an extended slit, rather than a typical pinhole,
as a reference, using a technique known as Holography with Extended Reference
by Autocorrelation Linear Differential Operation (HERALDO) [277]. The limiting
factor of the image resolution in x-ray holography is typically the shape and size of
the reference object. As such, it is often easier to create a narrow reference slit in
comparison to the typical pin hole reference, resulting in a higher resolution image
[278]. As we shall see, the use of an extended reference object leads to the formation
of a convolved sample image in the reconstruction, which obscures the real-space
details. However, by applying a linear differential filter to the measured hologram,
the object image can be separated from the surrounding image convolutions [279].
HERALDO
This theoretical description of the HERALDO technique is largely based on the
derivations by Guizar-Sicairos and Fienup [279], but at each stage it is related to an
example reconstruction of a skyrmion lattice in FeGe. First, we assume that the field
in the sample plane, f(x, y) can be represented by the sum of the sample s(x, y) and
reference r(x, y) objects, f(x, y) = s(x, y) + r(x, y), as shown in the sample image
in Fig. 3.8a. Assuming the paraxial approximation, the far field, F (u, v), can be
defined as the Fourier transform of the original field,
F (u, v) = F [f(x, y)] =
∫ ∫
f(x, y)exp[−i2π(ux+ vy)]dxdy, (3.5.1)
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where x and y are the Cartesian coordinates in real-space, and u and v are the
corresponding inverse coordinates in Fourier space.
When performing lensless imaging, the resulting interference pattern intensity is
measured by a plane detector giving the Fourier intensity, or the square of the far
field, |F (u, v)|2. In our measurements, we want to reconstruct the magnetisation
of the sample. By subtracting diffraction patterns measured with both left- and
right-circularly polarised x-rays, exploiting the effects of XMCD (see Sec. 2.4.2),
the structural components of the image are eliminated, leaving only the magnetic
information. An example of the diffraction measured for one polarisation is shown in
Fig. 3.8b, while the subtraction of both polarisations is shown in Fig. 3.8c. We take
this subtracted data as our |F (u, v)|2. This expression reveals the inherent obstacle
that must be overcome in diffraction imaging: because we measure the square of the
field, the phase information is lost in the measurement, and must be recovered.
This term can be expressed in terms of the inverse Fourier transform of the
autocorrelation of the object field,
F−1[|F (u, v)|2] = f ⊗ f = s⊗ s+ r ⊗ r + s⊗ r + r ⊗ s, (3.5.2)
where
s⊗ r =
∫ ∫
s(x′, y′)r∗(x′ − x, y′ − y)dxdy (3.5.3)
is the convolution of s(x, y) and r(x, y), and (∗) indicates the complex conjugation.
The expression in Eq. 3.5.2 reveals the problem which must be solved in typical
holography methods: with knowledge of the reference object shape, we must separate
either s⊗ r or r⊗ s from the other terms in order to deconvolve the original object
field, and reconstruct the sample image [279]. For a pinhole reference, this is trivial,
since it can be approximated to a Dirac delta function, and thus by applying an
inverse Fourier transform to the measured |F (u, v)|2, an image of the sample is seen
in the s⊗ r and r ⊗ s terms.
Turning now to HERALDO, we look at the case when we utilise an extended
reference slit. If we follow the procedure used for a pinhole reference, and simply
apply the inverse Fourier transform to the subtracted intensity patterns, we arrive
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Figure 3.8: a SEM image of the FeGe holography lamella sample. b, Scattering
pattern measured for a single polarisation. c, Subtraction of scattering patterns
acquired for left and right circularly polarised x-rays. d, Fourier transform of c
without linear differential filter. e, Fourier transform of c after applying a linear
differential filter. f, Close up of the reconstructed magnetic sample image.
at the reconstruction in Fig. 3.8d. Here, we can see that the reconstructed images,
s⊗r and r⊗s, are obscured due to the convolution with the extended slit. However,
HERALDO gives us a method to account for this effect and obtain an unobscured
image of the sample. We select a linear differential operator L (n)[...], such that then
it is applied to the reference object r(x, y), we are left with the sum of a Dirac delta
function at (x0, y0), and another function g(x, y),
L (n)[r(x, y)] = Aδ(x− x0)δ(y − y0) + g(x, y), (3.5.4)
where A is a complex-valued constant, and the n-th order differential operator is
defined,
L (n)[...] =
n∑
k=0
ak
∂n
∂xn−k∂yk
. (3.5.5)
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Applying this operator to the field autocorrelation, we come to the expression
L (n)[f ⊗ f ] =L (n)[s⊗ s] + L (n)[r ⊗ r]
+ (−1)n
(
s⊗L (n)[r]
)
+
(
L (n)[r]⊗ s
)
,
(3.5.6)
using a common identity [279]. By utilising our imposed relation between the oper-
ator and the reference object in Eq. 3.5.4, we find
L (n)[f ⊗ f ] =L (n)[s⊗ s] + L (n)[r ⊗ r] + (−1)ns⊗ g + g ⊗ s
+ (−1)nA∗s(x+ x0, y + y0) + As∗(x0 − x, y0 − y).
(3.5.7)
This equation reveals the result achieved by the application of the linear operator:
the final two terms of Eq. 3.5.7 show that the image of the sample s(x+ x0, y + y0)
and its complex conjugated twin, s∗(x0 − x, y0 − y) are reconstructed either side of
the origin. Successful deconvolution of this term requires that there is no overlap
of the sample image with other images in the reconstruction. Such overlap can be
prevented by milling the reference slit in a suitable position relative to the sample
aperture [279].
The result of performing such an operation to our example reconstruction is
shown in Fig. 3.8e, illustrating the deconvolution of the sample images surround-
ing the autocorrelation. The image labelled o(x, y) is plotted in 3.8d, revealing the
successful image reconstruction. Beyond this Fourier transform reconstruction, im-
ages may also be reconstructed from the diffraction patterns using a phase retrieval
algorithm [280].
X-Ray Holography Sample Setup
X-Ray holography measurements were performed using the COMET endstation at
the SEXTANTS beamline at Synchrotron Soleil. The sample configuration and
instrument setup of technique are largely similar to the SAXS method described in
Sec. 3.5.2 above. The primary difference in sample preparation is the addition of
the 20 nm wide reference slit milled close to the main circular sample aperture, as
described in Sec. 3.1.3. When the x-ray beam is incident on the sample assembly,
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Figure 3.9: Schematic illustration of the x-ray holography experiment and recon-
struction procedure.
light passes through both the sample, via the circular aperture, and the reference slit,
as shown in Fig. 3.9. We estimated that the flux incident on the sample aperture was
109 photons per second. The scattering from these two objects is subject to wave
interference, and the resulting scattering pattern was collected on a CCD placed
downstream of the sample, as in the SAXS experiments. To successfully recover
this phase information, holography requires a coherent x-ray source. The transverse
coherence length of the x-ray beam was estimated to be 25 µm in both vertical and
horizontal directions.
Two diffraction patterns were acquired with opposite circular polarisation of the
incident x-ray beam. For a high quality image, we set the detector distance to 24 cm,
and recorded over 100 exposures in each polarisation, for a total measurement time of
3 hours. This was primarily limited by the long CCD readout time of a few seconds
in comparison to each 200 ms exposure time. Holographic reconstruction of the
magnetic sample image was then performed using the HERALDO technique [277].
We estimated the spatial resolution of the presented x-ray holography images to be
25 nm, which was primarily limited by the pixel size on the CCD detector.
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Figure 3.10: Schematic illustration of the STXM experiment setup and measure-
ment.
3.5.4 Scanning Transmission X-Ray Microscopy
Scanning transmission microscopy measurements were performed at the MAXYMUS
instrument at BESSY II synchrotron. This technique utilises a highly focused x-ray
beam to image a sample pixel by pixel. By exploiting the effects of XMCD at the
resonant x-ray energy, the measured transmission through the sample at each point
forms an image of the magnetic contrast [281]. Because the refractive index of x-
rays is near unity, conventional lens optics cannot be used to focus the x-ray beam.
Instead, Fresnel zone plates, consisting of concentric rings with radially increasing
line density which form a circular grating, can be used to focus the x-ray beam,
in conjunction with an order separation aperture [282], as seen in Fig. 3.10. At
MAXYMUS, the focused beam has a spot size of 22 nm.
With the sample mounted inside the microscope, cooling was achieved by a he-
lium cryostat and the applied magnetic field was controlled by varying the arrange-
ment of four permanent magnets. The vibrations from the cryostat were reduced
by setting the gas flow to the lowest level feasible to ensure successful low temper-
ature imaging of the sample. The images presented in this thesis were measured
using a single x-ray polarisation. The x-ray beam was rastered across the sample by
translating the sample via piezoelectric motors, as shown in Fig. 3.10. Transmission
of the beam through the sample was measured by an avalanche photodiode with a
2 GHz signal bandwidth. A gated detection with a 20 ps long measurement window
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was utilised such that the measurement was only active at the expected arrival time
of the photons, effectively realising a 500 MHz lock-in on the synchrotron beam
pulses. This signal was then compared to a reference voltage to achieve fast single
photon counting. A typical STXM image required an acquisition time of 15 mins.
We estimated that the spatial resolution of the presented STXM images to be 18
nm, which was primarily determined by the width of the focused x-ray beam [283].
3.6 Magnetic Resonance Spectroscopy
Magnetic systems exhibit fundamental excitations known as magnons, which repre-
sent quanta of propagation of spin procession [284]. These spin dynamics, known
as magnetic resonances, can be described by the Landau-Lifshitz-Gilbert equation.
They typically have a resonant frequency, or Larmor frequency, on the order of 0.5
to 50 GHz, and therefore can be excited by microwaves [285]. These effects have
potential application in the emerging field of magnonics, which aims to perform
information processing using spin waves [286].
Ferromagnetic resonance measurements are also a sensitive tool which can be
used to study the basic properties of magnetic systems, such as the magnetic anisotropy
energy, or magnetic relaxation and damping [287]. Typically, the magnetic sample
is placed close to a conductive stripline which acts as a waveguide for the microwave
probe signal. At the resonance frequency of the system, the microwaves couple with
the magnetisation of the system, resulting in a reduction of the measured signal
as the microwaves are absorbed. The absorption of the microwave signal can then
measured as a function of frequency, temperature, and applied magnetic field [288].
The dynamic excitations of skyrmions were first theoretically studied by Mochizuki
[289], who proposed three fundamental skyrmion resonance modes: two rotational
modes, clockwise and counter-clockwise, excited by an in-plane alternating mag-
netic field; and a breathing mode, driven by an out-of-plane magnetic field oscil-
lation [290]. These resonance modes were experimentally measured in Cu2OSeO3,
and found to be on the order of 1 GHz [291, 292]. Sketches of the skyrmion modes
are displayed in Fig. 3.11a. A range of eigenmodes has since been predicted and ob-
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Figure 3.11: a Illustrations of the skyrmion resonance modes. b, Schematic diagram
of the magnetic resonance measurement setup, c, Photograph of samples mounted on
the Au coplanar waveguides. d, Photograph of the magnetic resonance measurement
setup.
served for isolated skyrmions [293,294]. Microwave resonance techniques have since
been utilised to study a range of magnetoelectric and dichroism effects exhibited by
the skyrmion state in the multiferroic Cu2OSeO3 [105,106,284,292]
In this thesis, broadband microwave absorption spectroscopy was carried out on
Cu2OSeO3 to detect the presence of metastable skyrmions. A schematic illustration
of the experimental setup is shown in Fig. 3.11b. Coplanar Au waveguides, consist-
ing of a signal wire in the middle of two ground wires, were prepared on a glass slide
using lithography. The single crystal samples were fixed on the waveguides using
GE varnish, as seen in Fig. 3.11c. The glass slide was then fixed at the end of a
cryostat cold finger inside a vacuum chamber, between two variable electromagnets,
as shown in Fig. 3.11d.
A vector network analyser was then connected by positioning conductive probes
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at the end of each waveguide, as shown in Fig. 3.11d. At each temperature, the
spectrum of microwave absorption caused by magnetic resonance, ∆S12(ν), was
determined by subtraction of the common background Sref12 (ν) from the raw trans-
mittance spectrum S12(ν): ∆S12(ν) = S12(ν)− Sref12 (ν). Here, a spectrum measured
at an applied field of 250 mT was adopted as the reference background Sref12 (ν) – at
this high field, the magnetic resonance was absent within our target frequency range
from 1 GHz to 6 GHz.
Chapter 4
Characterisation of Zinc Doped
Cu2OSeO3
Previous work on polycrystalline Zn-doped samples observed an unexpected splitting
of the skyrmion region in the magnetic phase diagram into two thermally separated
pockets [295]. Furthermore, in Ni-doped Cu2OSeO3, increasing Ni-doping led to a
widening of the skyrmion phase in temperature [217]. In both works, it was argued
that the disorder created by the substitution of Zn or Ni onto the Cu(I) and Cu(II)
sites distorts the local trigonal bipyramidal structures, which might locally alter the
strength of the DMI, leading to splitting, or enhancement, of the skyrmion phase.
In this chapter, polycrystalline and single crystal (Cu1−xZnx)2OSeO3 samples
are characterised. The following measurements and analysis were performed with
masters student Sam Moody, and are featured in a publication [218]. We reveal
that the polycrystalline samples show a skyrmion phase splitting, with the Zn-doped
samples exhibiting two or three distinct skyrmion regions. On the other hand, the
single crystal samples do not exhibit such a splitting. through careful analysis of the
magnetometry data, and by making comparisons to high resolution powder x-ray
diffraction (PXRD) measurements, we demonstrate that such a splitting is caused
by the presence of multiple structural polymorphs of (Cu1−xZnx)2OSeO3 in each
polycrystalline sample. These distinct structural phases possess different values of
TC, and therefore exhibit the skyrmion pocket at different temperatures.
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4.1 Zinc Doping Levels
The level of Zn-doping in each of the synthesised polycrystalline and single crys-
tal samples of (Cu1−xZnx)2OSeO3 was investigated using energy-dispersive x-ray
spectroscopy (EDX) and inductively-coupled plasma mass spectroscopy (IC-PMS).
Polycrystalline samples with nominal Zn levels of 2%, 8% and 12% were determined
to have Zn-doping quantities of 2.0%, 6.4% and 10.5% respectively. This demon-
strates that during the solid state reaction from the precursor powders, some Zn
content was lost. In contrast, the single crystals grown by chemical vapour trans-
port from these same polycrystalline powders were found to have Zn-doping levels
of 0.5%, 1.8% and 2.4% respectively. This illustrates that even more Zn was lost
during the chemical vapour transport crystal growth process, and it was found to
be difficult to synthesis single crystals with Zn-doping levels higher than 2.5% [218].
Similar measurements were undertaken for further samples, giving polycrystalline
samples with doping levels of between 0.0% and 13.4%.
4.2 Magnetic Phase Diagrams
AC susceptibility measurements were performed on four polycrystalline samples se-
lected with a range of Zn-dopings. The real-component, χ′, measured as a function
of temperature and the applied magnetic field for each polycrystalline sample, are
shown in Fig. 4.1a-d, forming a magnetic phase diagram for each sample. In Fig.
4.1a, data for a pristine polycrystalline sample is displayed. Typical features in the
data can be utilised to determine the boundaries between each magnetic phase. The
lower value of χ′ around 0 mT is indicative of the helical state, while the small pocket
close to TC is characteristic of the skyrmion phase [263]. Finally, the dramatic drop
of χ′ at higher field indicates the boundary between the conical and field polarised
states.
Considering the data measured for the 2% Zn-doped sample in 4.1b, the primary
difference is the reduction of TC. This is to be expected, as a non-magnetic Zn
2+
ion substituted onto a magnetic Cu2+ site would reduce the average strength of the
exchange energy, leading to the observed reduction of TC. However, turning now
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Figure 4.1: a-h, AC susceptibility phase diagrams of the polycrystalline samples,
formed by plotting the real component (a-d) and imaginary component (e-h) as
a function of temperature and applied magnetic field. The helical (H), conical
(C), skyrmion (S), uniform magnetisation (UM) and paramagnetic (PM) states are
labelled.
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Figure 4.2: a-h, AC susceptibility phase diagrams of the single crystal samples,
formed by plotting the real component (a-d) and imaginary component (e-h) as
a function of temperature and applied magnetic field. The helical (H), conical
(C), skyrmion (S), uniform magnetisation (UM) and paramagnetic (PM) states are
labelled.
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to the 6.4% and 10.5% polycrystals, multiple regions of lower χ′ value are observed
at a field of ∼20 mT, indicating that these samples exhibit three and two distinct
skyrmion pockets respectively. Moreover, some of these skyrmion regions appear to
have a larger temperature extent in comparison to the pristine sample. This strongly
agrees with the result obtained by [295], where a similar splitting of the skyrmion
pocket was observed by AC susceptibility measurements.
This splitting is more clearly observed when looking at the imaginary component
of the AC susceptibility, χ′′. As discussed in Sec. 3.3, the presence of χ′′ indicates
energy dissipation associated with magnetic phase transitions. Looking at 4.1e and
f, we can see that a broad χ′′ signal is seen at the boundary of the helical and conical
phase, and at the border of the skyrmion and conical states, close to TC. Looking
at the higher doped samples, in 4.1g and h the additional χ′′ signals at ∼20 mT
provide strong evidence for multiple pockets of the skyrmion state, separated by
temperature.
Fig. 4.2 displays AC susceptibility measurements for four single crystal samples
with a range of Zn-doping levels. These measurements were performed with the
[111] crystal axis aligned with the applied magnetic field. Looking at the real com-
ponent data in Fig. 4.2a-d, one can see the decrease in TC with Zn-doping, as seen
in the polycrystalline samples. However, while the polycrystals displayed a splitting
of the skyrmion phase, such a splitting is not seen in any of the single crystal sam-
ples. This is particularly clear when looking at the imaginary component measured
for each sample in 4.2e-h. Furthermore, no increase in the temperature extent of
the skyrmion phase is seen. This result strongly suggests that the polycrystalline
samples may be exhibiting some structural effects which result in the splitting of
the skyrmion phase, rather than it being due to modification of the DMI due to
the substitution of the Zn onto distinct Cu sites, as was suggested by the previous
work [295].
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4.3 Determination of Curie Temperature
The magnetisationM of each polycrystal sample, and each single crystal sample, was
measured as a function of decreasing temperature under an applied magnetic field of
25 mT, and are plotted in Fig. 4.3a and b respectively. The single crystal data sets
in Fig. 4.3b display a single-step increase in the magnetisation as the temperature
passes below TC, as expected as the sample transitions from a paramagnetic to an
ordered magnetic state. Looking at the polycrystalline sample data in 4.3a, it is
clear that the pristine sample exhibits a similar single-step in the magnetisation.
However, the Zn-doped samples exhibit two or three steps in the magnetisation.
These magnetisation curves can be utilised to determine TC, which is often de-
fined as the temperature with the greatest slope in the magnetisation. In Fig. 4.3c
and d, the gradient of the magnetisation with temperature, dM/dT , is plotted as
a function of temperature for the polycrystal and single crystal samples. This was
numerically calculated from the measured data in Fig. 4.3a and b. The single
crystal samples each exhibit a single minimum, which was fitted using asymmetric
Lorentzian functions. From these fits, the TC of the 0.0%, 0.5%, 1.8% and 2.4% sam-
ples was determined to be 58.5, 58.2, 57.1 and 56.2 K respectively, demonstrating
the decrease of TC with increasing Zn-doping.
Considering the polycrystalline sample data in Fig. 4.3c, it is clear that the
doped samples exhibit two or three minima, suggesting that the sample exhibits
multiple ordering transitions. Multiple superimposed split asymmetric Lorentzian
functions were fitted to each dataset, allowing multiple TC values to be defined for
each sample. These results indicate that the polycrystalline sample may be com-
posed of multiple distinct structural phases, or polymorphs, each of which exhibits
a different TC. We also determined the integrated intensity of these fitted peaks,
which gives a measure of the fraction of the sample which becomes magnetised at
each TC value. These quantities will be made use of in Sec. 4.6.
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Figure 4.3: a,b, Magnetisation measured as a function of decreasing temperature for
polycrystalline and single crystal samples respectively. c,d, The numerically calcu-
lated gradient of the magnetisation as a function of temperature for polycrystalline
and single crystal samples respectively.
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4.4 Powder X-Ray Diffraction
In order to investigate the potential for multiple distinct structural phases in the
polycrystalline (Cu1−xZnx)2OSeO3 samples, high resolution powder x-ray diffraction
(PXRD) measurements were performed at the I11 beamline, Diamond Light Source,
as explained in Sec. 3.5.1. Due to the instrument’s high angular resolution, it is
able to resolve features in the diffraction peaks which may not be observable with
powder neutron diffraction or lab-based PXRD setups. For example, peak splitting
was seen in powder samples of the solar cell material CuZnSnS4, which was concluded
to exhibit multiple polymorphic phases displaying the same basic crystal structure,
but different lattice site defects [296,297].
A 3 hour PXRD measurement was performed for each of the polycrystalline
samples, and a 640c NIST Si standard, at an x-ray energy of 15 keV. Using the
TOPAS-Academic software, an initial structural refinement of the Si standard was
performed to calibrate the precise wavelength of the beamline and zero-point error
of the diffractometer, which were then fixed for subsequent refinements.
An example powder diffraction pattern, measured for the pristine polycrystalline
sample, is plotted in Fig. 4.4a. A Rietveld refinement was performed to fit the
observed scattering data. For all refinements of the (Cu1−xZnx)2OSeO3 samples,
a basic Cu2OSeO3 crystal structure was used as the starting model. Due to the
adjacency of Cu and Zn in the period table, meaning they differ in electron number
by only one, their scattering factors are almost equivalent, and therefore including
Zn in the structural model was not necessary. For high resolution data such as
this, the peak broadening is dominated by the sample, and instrumental effects are
negligible. Pseudo-Voigt functions were employed to describe the peak profiles. The
residuals below the diffraction pattern indicate that the refined model is a good fit
to the data. Fig. 4.4(b) displays a zoomed in view of a peak at ∼96.6 degrees,
showing that in the pristine sample, a single phase model is sufficient to properly
fit the experimental data. However, additional structural peaks not associated with
Cu2OSeO3 were observed, which were determined to be due to CuO impurities,
which were present in all samples.
However, looking now at the doped samples, we found that all of the diffraction
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Figure 4.4: a, Powder diffraction pattern measured for the pristine polycrystalline
sample. The inset shows scattering at higher angles. b-h, A single diffraction peak
highlights the splitting observed at higher Zn-doping levels. Dashed lines indicate
the contribution from each Cu2OSeO3 structural phase. The red line plots the
residuals of the Rietveld refinement.
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peaks in the powder pattern were split. This is illustrated by the plots in Fig. 4.4c-
h, which display the same peak as in b at ∼96.6 degrees. In order to fit the data,
it was necessary to include two (10.5% and 13.4% samples) or three (2.0%, 4.1%,
6.4%, 7.8% samples) distinct Cu2OSeO3 phases with varying lattice parameters.
The peaks associated with each structural phase are shown by the dashed lines.
Care was taken to utilise the same parameters for the Pseudo-Voigt peak profile
function for each phase. A further impurity phase of Zn2SiO4 was found in the
higher Zn-doping level samples, as a result of a reaction with the silica tube. These
results demonstrate that the synthesised Zn-doped polycrystalline samples contain
multiple structural phases of Cu2OSeO3.
4.5 Saturation Magnetisation
Information on the site occupancy of the Zn ion substitution in the doped polycrys-
talline samples can be investigated by using magnetisation measurements. A similar
approach was adopted by Wu et al [295]. As discussion in Sec. 1.3.3, Cu2OSeO3
exhibits ferrimagnetism, where each Cu spin on the Cu(I) lattice sites align anti-
parallel to three spins on the Cu(II) sites. This gives each bipyramidal arrangement
of four Cu atoms a spin configuration of (↑↑↑↓), with a net magnetic moment of 0.5
µB/Cu
2+ [139, 154]. When a non-magnetic Zn2+ ion is substituted onto the Cu(I)
site, it will increase the net magnetic moment to 0.75 µB/Cu
2+ (↑↑↑), whereas if it
substitutes onto one of the three Cu(II) sites, the net moment will decrease to 0.25
µB/Cu
2+ (↑↑↓).
The saturation magnetisation of each polycrystalline sample was measured as
a function of an applied magnetic field between ±2 T at a temperature of 25 K.
Using the mass of each polycrystalline sample, the resulting magnetisation datasets
were normalised to show the magnetisation per Cu2+ ion site (ie, not factoring in
Zn substitution), and are plotted in Fig. 4.5a. The magnetisation was also scaled to
factor in the volume fraction of the non-magnetic impurity phases, as determined in
the PXRD measurements. Immediately, it is clear that the saturation magnetisation,
Ms, decreases with increasing Zn-doping.
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Figure 4.5: a, The magnetisation measured as a function of applied magnetic field
at 25 K for the polycrystalline Zn-doped samples. b, The saturation magnetisation,
Ms, of each sample plotted as a function of Zn-doping level. Dashed lines indicate
the expected Ms for Cu(I) (blue), Cu(II) (orange) and equal (green) lattice site
substitution.
The obtained value of Ms is plotted as a function of Zn-doping in Fig. 4.5b.
On this plot, the dashed lines represent different Zn-substitution scenarios. The top
and bottom lines illustrate the expected Ms value as a function of Zn-doping if all
Zn ions substituted on the Cu(I) and Cu(II) sites respectively. The middle dashed
line demonstrates the expected Ms if the Zn substituted onto all 4 Cu sites equally:
a 25% chance to go onto the sole Cu(I) site, and a 75% chance to go onto one of the
three Cu(II) sites. Comparing the data to these possible outcomes, it is clear that
Zn has a slight preference to occupy the Cu(II) lattice sites, leading to a decrease
in the observed magnetisation of the doped polycrystalline samples.
4.6 Discussion and Conclusions
The values of TC extracted from the magnetisation data and, and the lattice param-
eters of each structural phase in the Rietveld refinements, are plotted in Fig. 4.6a
as a function of Zn-doping level. This panel demonstrates that the number of steps
in the magnetisation seen in each sample, or the number of TC values, is the same
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Figure 4.6: a, The lattice parameter and TC of the identified Cu2OSeO3 structural
phases is plotted as a function of Zn-doping. b, The volume fraction of each struc-
tural phase is plotted for each polycrystalline sample, as determined by the PXRD
(left) and magnetometry (right) measurements.
as the number of structural phases required to fit the powder diffraction data. The
panel also highlights the strong agreement between the two quantities: polymorphs
with a larger lattice parameter also have a lower TC. Since the substitution of Zn for
Cu in the crystal structure is expected to both increase the lattice parameter [298],
and decrease the value of TC, this implies that the primary distinction between the
structural phases in each sample is the level of Zn-doping they contain. Finally,
Fig. 4.6b plots the phase volume fraction of the polymorphs in each polycrystalline
sample as determined by the PXRD and magnetometry data, showing a remarkable
agreement.
In summary, it was observed that an increase of Zn-doping decreased the value
of TC, while also increasing the lattice parameter. Measurements of the satura-
tion magnetisation indicate that the Zn ions have a small preference to occupy the
Cu(II) lattice sites. A combination of detailed magnetometry and PXRD measure-
ments demonstrated that the observed splitting of the equilibrium skyrmion region in
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polycrystalline (Cu1−xZnx)2OSeO3 samples is due the presence of multiple structural
phases. In each sample, these phases exhibit different values of TC, and therefore
enter the skyrmion state at different temperatures. The data suggests that the pri-
mary distinction between each structural phase is the level of Zn-doping. Because
they only contain one structural phase, the single crystal samples do not exhibit
the splitting of the skyrmion pocket. Therefore, it is not necessary to invoke more
complex arguments about altered DMI values around each crystal lattice defect to
explain the observed phenomenon [295]. It is likely that similar multiphase effects
explain the enlarged skyrmion region seen in polycrystalline Ni-doped Cu2OSeO3
samples [217].
In further work performed by our collaborators at Warwick, it was demonstrated
that by increasing the solid state reaction time for several weeks, one structural
phase became dominant [218]. Therefore, if the reaction were to be continued for a
prolonged period, it may be possible to achieve a single thermodynamically stable
phase of polycrystalline (Cu1−xZnx)2OSeO3.
Chapter 5
Increased Lifetime of Metastable
Skyrmions by Doping
Metastable skyrmions have been observed in a range of skyrmion systems, formed by
rapid field-cooling of the sample through the equilibrium skyrmion phase down to low
temperatures [191]. It was noted in previous works that the inherent cation disorder
present in Fe0.5Co0.5Si [123] and the CoZnMn alloys [192, 193] may be responsible
for the larger metastable skyrmion populations seen in these systems. The proposed
nanoscale mechanisms of skyrmion decay, and the associated Bloch points thought to
be responsible for topological unwinding [187,199], were introduced in Sec. 1.4 and
Sec. 1.5. One might expect that the doping-induced disorder would create defects
or pinning sites, which may hinder the motion of the magnetic Bloch points as the
metastable skyrmion decay, therefore increasing the metastable skyrmion lifetimes.
The Zn-doped Cu2OSeO3 single crystals, with their varying Zn-doping levels
that were characterised in Ch. 4 are ideal for systematically exploring and quanti-
fying the effect of doping on metastable skyrmions. This chapter will detail mag-
netometry, SANS and microwave absorption measurements observing the presence
of metastable skyrmions in Zn-doped Cu2OSeO3, largely following a publication by
the author on the topic [219]. Furthermore, it is shown that time dependent AC
susceptibility measurements can be utilised to measure the metastable skyrmion
lifetimes. By performing such measurements as a function of temperature across
samples with a range of Zn-doping levels, it is revealed that even a small quantity
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of Zn both dramatically increases the lifetime and substantially reduces the cooling
rate required for the formation of the metastable SkL state. Detailed lifetime mea-
surements demonstrate that pinning effects are responsible for the greatly increased
metastable lifetimes.
5.1 Observation of Metastable Skyrmions
In order to investigate the behaviour and dynamics of metastable skyrmions, it
was necessary to develop measurement techniques capable of discerning their pres-
ence. Magnetometry measurement provide an indirect, but nevertheless valuable,
lab-based method of metastable skyrmion detection. However, as will be shown,
magnetic resonance absorption spectroscopy and small angle neutron scattering
measurements are able to directly identify signatures associated with metastable
skyrmions.
5.1.1 Magnetometry
Magnetometry measurements performed for single crystal Zn-doped Cu2OSeO3 sam-
ples, with doping levels of 0%, 1.0%, 2.5% and 2.8% Zn, are shown in Fig. 5.1. For
all measurements, the field was applied along the [111] crystal axis. The TC of each
crystal was determined from measurements of the magnetisation M as a function
of decreasing temperature, and its numerically calculated derivative, shown in Fig.
5.1a and b respectively, as was done for the samples in Ch. 4. Measurements of
M as a function of the applied magnetic field, shown in Fig. 5.1c, demonstrated
that the saturation magnetisation decreases with Zn-doping level, as was seen for
the polycrystalline samples in Sec. 4.5. Images of the single crystals studied in this
chapter are shown in Fig. 5.1d.
As was discussed in Sec. 1.5, metastable skyrmions may be observed existing
beyond the equilibrium skyrmion phase when FC the sample. It was demonstrated
in Sec. 4.2 that AC susceptibility measurements are a powerful tool for determining
magnetic phase boundaries in skyrmion systems. We performed AC susceptibility
measurements on the 2.5% sample at a range of temperatures for both ZFC and FC
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Figure 5.1: a, Magnetisation measured as a function of decreasing temperature for
the single crystal samples. b, The numerically calculated gradient of the magnetisa-
tion as a function of temperature. c, The magnetisation measured as a function of
applied magnetic field at 25 K for each sample. d, Photographs of the four Zn-doped
samples. e, AC susceptibility measurements performed on the 2.5% sample after FC
(green) and ZFC (black) processes at a range of temperatures.
procedures, as shown in Fig. 5.1e. Across all temperatures, there is a clear depres-
sion in the measured value of χ’ around 22 mT after the FC process, which is con-
sistent with the χ’ signal observed for the equilibrium skyrmion state [144,205,263],
and therefore indicates the presence of a metastable skyrmion population. How-
ever, this data does not provide definitive evidence for the formation of metastable
skyrmions, and possess some disadvantages. Firstly, the observed χ′ signal may
be due to some other history-dependent effect of the FC procedure. Secondly, at
lower temperatures it is challenging to determine the field extent of the supposed
metastable skyrmion phase from features in the data. Therefore, other methods are
required to conclusively attribute the observed χ′ features to a metastable skyrmion
state.
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5.1.2 Microwave Absorption Spectroscopy
As discussed in 3.6, magnetic resonance spectroscopy measurements are able to
probe the excitations of magnetic states. In addition to the two rotational and
the breathing modes of the skyrmion lattice, the helical and conical state exhibit
resonance modes associated with the procession of the spins either clockwise (H/C+)
or counter clockwise (H/C-), relative to the chirality, or winding direction, of the
magnetic state. Example magnetic resonance spectra measured as a function of the
applied magnetic field after ZFC to 54 K in the 2.5% doped sample are shown in Fig.
5.2a. The colour map was created by fitting Lorentzian peaks to the raw absorption
spectra at each field, as illustrated for selected fields in the right panel. As the
field increases from 0 mT, the absorption associated with the helical and conical
state is seen. In addition, at ∼20 mT, a further resonance is observed at 1 GHz
with positive B slope, which can be attributed to the counter clockwise skyrmion
mode [289]. Additional resonance modes exhibited by the skyrmion lattice, such as
the clockwise and breathing modes, show weaker absorption, and are not visible in
this data. At higher applied magnetic fields, the conical state signal gives way to a
peak behaving similarly to a typical ferromagnetic state, where the sample exhibits
a uniform magnetisation.
Measurements performed after FC with a rate of 1 K/min at 22 mT to 30 K in
the 2.5% doped sample are shown in Fig. 5.2b. While at the higher temperature of
54 K the two helical and two conical modes could not be distinguished, at this lower
temperature both states clearly exhibit two absorption branches associated with the
clockwise and counter clockwise spin modes. A further resonance is detected between
20 and 80 mT with positive B slope, aesthetically similar to the skyrmion resonance
seen at 54 K. This signal was not observed when performing ZFC measurements at
the same temperature of 30 K, and it is therefore reasonable to attribute it to the
presence of metastable skyrmions. At each field, this CCW metastable skyrmion
resonance is exhibited simultaneously with the conical resonances, indicating the
phase coexistence of both states. Spectra measured under the same conditions are
shown in 5.2c and d for the 1.0% and 0.0% samples respectively. The resonance
associated with the metastable skyrmion state is still visible in the 1.0% sample
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Figure 5.2: a, Magnetic resonance absorption spectra measured as a function of
applied magnetic field after ZFC at 54 K in the 2.5% Zn-doped sample. Resonances
attributed to the helical (H), conical (C), skyrmion (S) and uniform magnetisation
(UM) states are labelled. b-d, Absorption spectra measured after FC to 30 K at 22
mT for the 2.5%, 1.0% and 0.0% Zn-doped samples respectively.
data, but at a much reduced intensity, while no such signal is observed in the pristine
sample. This indicates that a smaller metastable skyrmion population has survived
in the lower Zn-doped sample, and almost no population in the pristine sample.
Since the cooling rate was fixed at 1 K/min for all three sets of measurements, this
provides initial evidence that the presence of Zn-doping increases the lifetime of the
metastable skyrmions, allowing more to survive the FC process at a specific cooling
rate.
5.1.3 Metastable Skyrmion Phase Diagram
Phase diagrams for the 2.5%, 1.0% and 0.0% Zn-doped Cu2OSeO3 samples measured
following the ZFC procedure are shown in 5.3a-c. The colour map plots the fitted
intensity of the CCW skyrmion mode signal as a function of temperature and applied
field, while the coloured points indicate the phase boundaries as determined by
AC susceptibility measurements, demonstrating that the observation of the CCW
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Figure 5.3: a-c, Magnetic phase diagrams determined after ZFC for the 2.5%, 1.0%
and 0.0% Zn-doped samples respectively. f, Magnetic phase diagram measured after
FC for the 2.5% sample. The dots indicate boundaries between the helical (H),
conical (C), equilibrium skyrmion (S), metastable skyrmion, uniform magnetisation
(UM), and paramagnetic (P) states as determined by AC susceptibility measure-
ments. The colour map plots the intensity of the skyrmion breathing mode absorp-
tion peak.
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skyrmion mode corresponds with the reduction in χ′ signal associated with the
skyrmion state.
Further FC measurements were performed on the 2.5% sample across a range of
temperatures to determine the extent of the metastable skyrmion phase. A com-
parison between absorption spectra measured after FC and ZFC at 30 K are shown
in 5.3d and e. The results of further FC measurements are summarised by the
extended phase diagram in Fig. 5.3f, which demonstrates the large extent of the
metastable skyrmion phase in comparison to the small equilibrium region, extend-
ing down to 0 mT at lower temperatures. Assuming that the intensity of the CCW
skyrmion resonance is proportional to the metastable skyrmion population at low
temperatures, it is clear that after FC, the metastable skyrmion state is stable and
long-lived for increasing fields up to ∼60 mT. However, the intensity rapidly de-
creases when decreasing the field from 22 mT. In this low-field region of the phase
diagram, the equilibrium state is the helical state, and therefore this rapid loss of
skyrmion population at low field indicates that the metastable skyrmion state may
more readily decay into helical domains than into to the conical state.
5.1.4 Small Angle Neutron Scattering
Small angle neutron scattering (SANS) measurements were employed to confirm
our identification of the metastable skyrmion state. These measurements were per-
formed on the larger 2.8% Zn-doped sample. The experimental set up is displayed in
Fig. 5.4a. The sample and field can be rotated either parallel of perpendicular to the
incoming neutron beam. Fig. 5.4b illustrates the location of the skyrmion lattice
and conical magnetic peaks in reciprocal space, demonstrating that the wavevectors
of the skyrmion and the conical states respectively point perpendicular and paral-
lel to the applied magnetic field [175]. With the magnetic field applied along the
[111] crystal axis and parallel to the neutron beam, Fig. 5.4c displays the sixfold-
symmetric pattern characteristic of the hexagonal equilibrium skyrmion state at
54 K, as indicated by the blue circle in Fig. 5.4(b), with a skyrmion spacing of
63 ± 4 nm. The error indicates the distribution of spacings present in the sample,
calculated from the width of the skyrmion lattice peak in the q direction.
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Figure 5.4: a, Schematic diagram of the experimental setup of the small angle neu-
tron scattering (SANS) measurements, indicating the orientations of the magnetic
field with the neutron beam (n). b, Illustration of the locations of the skyrmion
(red) and conical (yellow) peaks in reciprocal space. The blue and green circles indi-
cate the peaks observed when the field is parallel and perpendicular to the neutron
beam. cf, SANS diffraction patterns recorded at selected temperatures, after both
field cooling (a,b,d) and zero field cooling (c) procedures, with the applied magnetic
field parallel (a,b,c) and perpendicular (d) to the incident neutron beam.
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Fig. 5.4d shows the SANS pattern recorded after FC down to 5 K at 22 mT. The
resulting sixfold pattern confirms the survival of the metastable skyrmion state at
low temperatures, with a spacing of 63±4 nm. Fig. 5.4e demonstrates the absence of
a sixfold pattern at 22 mT after the ZFC procedure to 5 K, indicating no skyrmions
are present. Here, the magnetic state is expected to consist of helices aligned to the
[100] crystalline axes. However, as no [100] directions are perpendicular to the neu-
tron beam, we observe no diffraction intensity. Finally, Fig. 5.4f displays the SANS
pattern measured after FC to 5 K with the magnetic field applied perpendicular to
the neutron beam. Here, the vertical diffraction peaks demonstrate the presence of
domains of the metastable skyrmion state, while the horizontal peaks indicate the
coexistence of competing conical domains, as indicated by the green circle in Fig.
5.4b.
5.2 Lifetime Measurements
Now that various methods have been demonstrated for identifying the presence of
metastable skyrmions, their associated annihilation dynamics can be investigated.
Metastable skyrmions have been observed to decay to the conical state following a
temperature dependent lifetime, τ [190,193]. Investigating these mechanics requires
a method to determine this lifetime using time-resolved measurements. Due to the
long measurement times required for these measurements, AC susceptibility mea-
surements proved to be a suitable lab-based technique, allowing for many lifetimes
to be measured at a range of temperatures across different samples.
AC susceptibility data measured after ZFC and FC procedures at 50 K in the
2.5% doped sample are plotted in Fig. 5.5a. We previously demonstrated that the
decreased value of χ′ around 22 mT indicates the presence of metastable skyrmions.
During the metastable decay process, the real part of the AC susceptibility, χ′,
relaxes from its reduced value in the skyrmion state to the higher value in the
conical state, as illustrated by red arrow and the AC susceptibility data in Fig.
5.5a. The population of metastable skyrmions S(t) has been observed to follow
a decay modelled by a stretched exponential [193], with a temperature dependent
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Figure 5.5: a, AC susceptibility measurements performed after ZFC (black) and FC
(green) at 50 K in the 2.5% Zn-doped sample. The relaxation of χ′ as the metastable
skyrmions decay is indicated. b, Time-resolved AC susceptibility measurements
performed after FC to 50 K in the 2.5% sample. The data is fitted with a stretched
exponential.
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lifetime, τ(T ),
S(t) = S0exp
[
−
(
t
τ(T )
)β]
, (5.2.1)
where S0 is the metastable population after cooling. Assuming that changes in
χ′(t) are proportional to changes in S(t), we can model the evolution of the AC
susceptibility data with,
χ′N(t) = −exp
[
−
(
t
τ(T )
)β]
. (5.2.2)
Here, the AC susceptibility is normalised, χ′N = (χ
′
f − χ′(t))/(χ′f − χ′0), where χ0
is the initial value of χ′ at t = 0, and χf is the value the system is tending to as
t→∞.
An example lifetime measurement, performed by measuring χ′ as a function of
time at a fixed temperature and magnetic field, is shown in Fig. 5.5b. A fit to the
equation in 5.2.2 reveals that the data is well described by the stretched exponen-
tial, allowing the values of τ and β to be extracted. The inclusion of the stretching
parameter β is necessary to fit the data, and gives an indication of the spread of
lifetimes present in the sample. There are a number of possible explanations as to
why the samples may display a distribution of lifetimes. For example, the effects of
demagnetisation would cause the magnetic field to be inhomogeneous throughout
the sample [299], and it has previously been demonstrated that metastable skyrmion
lifetime varies with field [202]. Another possibility is an inhomogeneous distribution
of Zn within each crystal, which might alter the distribution of lifetimes through-
out the spatial extent of the sample. However, studies of skyrmion formation and
annihilation dynamics in Cu2OSeO3 around the equilibrium skyrmion phase using
frequency-dependent AC susceptibility also point towards a distribution of relax-
ation times [262].
Lifetime measurements were then performed at a range of temperatures after FC
at 22 mT in the 2.5%, 1.0% and 0.0% samples. At each temperature, an additional
measurement was made by performing the FC∗ procedure to the same field and
temperature point, giving an estimate for the value of χ′f - the value of χ
′ expected
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after all metastable skyrmions have decayed to the conical state. Using this value,
χ′N(t) was calculated and the data sets were fitted to Eq. 5.2.2. The resulting data
and fits for each sample are shown in Fig. 5.6a-c.
Fig. 5.6e displays the measured values of τ(T ) for each crystal, plotted as a
function of (T −Ts)/T , where Ts is the lowest temperature extent of the equilibrium
skyrmion state, taken as 4 K below Tc for all crystals. This is the point at which
the metastable skyrmion lifetime should reach a minimum, just on the edge of the
equilibrium region. It is evident that for a given T − Ts, the 2.5% crystal has a
lifetime longer by a factor of ∼50 when compared to the 0% crystal.
5.3 Arrhenius’ Law
The relationship between the lifetime of the metastable skyrmion state and the tem-
perature of the sample allows us to model the measured lifetimes using Arrhenius’
Law [190],
τ(T ) = τ0exp
[
−Eb
kBT
]
= τ0exp
[
a
(Ts − T )
T
]
. (5.3.3)
Here, the typical activation energy term has been replaced with the energy barrier Eb
protecting the metastable skyrmion state. As the sample approaches Ts, the height
of Eb, and therefore the lifetime, are reduced. For the skyrmion lattice to conical
transition, the temperature dependence of the energy barrier can be approximated
as Eb/kB = a(T − Ts), with a as the linear proportional constant [190]. In typi-
cal chemical reactions, the energy barrier is taken as constant at all temperatures.
However, previous studies support the suggestion that the energy barrier protecting
the skyrmion state from the conical state varies with temperatures [262].
Using this framework, and the model of skrymion strings unwinding via Bloch
point formation and motion, we present two possible ways in which the lifetime of
the metastable skyrmion state can be increased with doping, as depicted in Fig.
5.6d. In Scenario 1, the value of a is increased, corresponding to an increase in the
energy barrier which must be overcome to unwind the skyrmion state. In Scenario
2, the value of τ0 is increased. An important component of this prefactor, which can
be thought of as an attempt frequency, is an entropic correction, which concerns
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Figure 5.6: a-c, Normalised, time-resolved AC susceptibility measurements at a
range of temperatures for the 2.5%, 1.0% and 0.0% crystals respectively. The
datasets are fitted with stretched exponential functions. d, Schematic representa-
tions of the two possible scenarios for increasing the lifetime of metastable skyrmions,
based on arguments from Arrhenius’ Law. e, The extracted lifetimes from a-c plot-
ted as a function of T−Ts, and fitted with Arrhenius’ Law, determining values for τ0
and a. f, The fitted a and τ0 parameters are plotted as a function of the Zn-doping
level.
the available pathways across an activation barrier [202,300]. Therefore, if there are
fewer available pathways, the lifetime of the metastable state would be increased.
We utilise equation (5.3.3) to fit the datasets in Fig. 5.6(e) and extract the
gradient, a, and the intercept, τ0, for each crystal. Fig. 5.6f displays these fitted
parameters, plotted as a function of Zn-doping level. It is clear that a is constant
across all the crystals within experimental uncertainty, with an average value of
95 ± 3 which corresponds to an Eb/kB of ∼ 5 × 103 K at 0 K. The energy barrier
height is therefore not substantially altered by the introduction of non-magnetic
zinc ions. In contrast, τ0, plotted on the secondary, logarithmic axis of Fig. 5.6(f),
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exhibits a non-linear increase with Zn-doping, with values of 150 ± 50, 14 ± 4 and
3 ± 1 seconds for the 2.5%, 1.0% and 0.0% crystals respectively. The magnetic
structure of Cu2OSeO3 is composed of tetrahedra formed of four ferrimagnetically
ordered Cu spins, which act as a single spin [152,153]. If one of the Cu atoms were
replaced by a non-magnetic Zn ion, then the number of accessible spin states of
each tetrahedra would be greatly reduced, lowering the entropy of the system. This
would be expected to limit the number of available pathways by which the Bloch
points can overcome the energy barrier to unwind the skyrmion strings. Another
interpretation of this result is that τ0 would also be increased by the introduction
of more pinning sites, but with the same pinning energy, as might be expected from
an increase in Zn-doping.
5.4 Cooling Rate Dependent Population
The fraction of metastable skyrmions which survives after FC, S0, is related to the
cooling rate, k: because the lifetime of the metastable skyrmion state is shortest just
below Ts, cooling through this region slowly results in a considerable loss of skyrmion
population. We investigated this relationship by measuring χ′ as a function of field
after FC at a range of k between 0.5 and 40 K/min. The results for the 2.5% and
0.0% crystals, measured 10 K below Ts, are plotted in Fig. 5.7a and b respectively
(blue-yellow points). These measurements are contrasted with data measured after
the ZFC (black) and FC* (red) procedures. We assume that the difference in χ′
between the FC and FC* processes, ∆χ′ = χ′FC∗ − χ′FC, is proportional to the
population of metastable skyrmions. In Fig 5.7c, the measured value of ∆χ′ at 22
mT is plotted as a function of cooling rate for all three crystals. For all cooling rates,
the value of ∆χ′ in the 2.5% crystal is far greater than that of the 0.0% crystal,
and we therefore infer that the population of metastable skyrmions is substantially
higher.
In order to estimate the metastable skyrmion population in each sample from
this experimental data, we calculated the expected metastable skyrmion population
loss during FC. Our derivation (see Appendix A Sec. A.1) yields an expression for
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Figure 5.7: a,b, AC susceptibility, χ′, plotted as a function of applied magnetic field
for the 2.5% and 0.0% Zn-doped samples respectively, measured after ZFC (black)
and FC* (red) procedures at 10 K below Ts. Multiple FC datasets are also shown,
measured after different cooling rates between 0.5 (blue) and 40 (yellow) K/min.
c, The difference between the FC and FC* χ′ data, ∆χ′, measured at 22 mT in
all samples, plotted as a function of cooling rate. d,e, The simulated evolution of
the metastable skyrmion population for the 2.5% and 0.0% crystals, plotted as a
function of temperature below Ts at different cooling rates, calculated using values
for a and τ0 from Fig. 5.6. f, The final simulated population of metastable skyrmions
at 10 K below Ts, plotted as a function of cooling rate for all three samples. The
circles show the simulated values at the same cooling rates measured in c.
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the metastable population after cooling from Ts to the final temperature Tf at a
rate of k,
S0 = Siexp
 Tf∫
Ts
−β
T − Ts
(
T − Ts
kτ0exp
[
aTs−T
T
])β dT
 , (5.4.4)
where Si is the initial skyrmion population before cooling. We use this model, and
the values for β, a and τ0 fitted for each crystal in Fig. 5.6, to simulate the evolution
of the skyrmion population as a function of temperature for cooling rates between
0.5 and 40 K/min. The results for the 2.5% and 0.0% crystals are displayed in
Fig. 5.7d and e. It is clear that largest population loss occurs in the first ∼2 K
below Ts, after which the long lifetime effectively locks in the metastable skyrmion
population. The final calculated metastable skyrmion population S0/Si for each
crystal at T − Ts = 10 K is plotted as a function of k in Fig. 5.7f.
The strong qualitative agreement between the experimental data in Fig. 5.7c
and the simulated model in Fig. 5.7f, which relies upon our derivation, suggests that
the Arrhenius model for τ(T ) is valid, and that Eb/kB = a(Ts − T ) is a reasonable
assumption for the relationship between energy barrier and temperature. Together,
these plots indicate that although a cooling rate as high as 40 K/min cannot achieve
a metastable population of ∼50% in the 0.0% crystal, this is achieved at cooling rate
of just 1 K/min in the 2.5% crystal.
5.5 Conclusions
The results of the detailed AC susceptibility measurements have shown that dop-
ing Zn ions onto the Cu sites in Cu2OSeO3 crystals increases the lifetime of the
metastable skyrmion state. As a result, the cooling rate required to achieve a sub-
stantial metastable population when field-cooling is greatly reduced. The analysis
of lifetimes measured as a function of temperature suggests that the removal of spins
caused by the substitution of the magnetic Cu ions with non-magnetic Zn ions is
responsible for this increased lifetime, limiting the number of available pathways
by which the metastable skyrmion strings can unwind. The introduction of pin-
ning sites using doping can therefore dramatically extend the lifetime of metastable
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skyrmions. It is expected that this effect can be exploited to engineer the metastable
skyrmion lifetime in other doped skyrmion-hosting systems.
Chapter 6
Pinning of Helimagnetic Phase
Transitions by Doping
While chemical substitution can be utilised to alter the balance of magnetic energies
in skyrmion systems, we have seen that it can also introduce pinning effects: as
we saw in Ch. 5, Zn-doping Cu2OSeO3 increased the lifetime of the metastable
skyrmions. Such pinning can affect other dynamic behaviour. For example, it
might inhibit current-induced skyrmion motion - a phenomenon crucial to proposed
skyrmion racetrack devices [55, 84]. Extrinsic defects and impurities can attract or
repel skyrmions [301], or act as nucleation or annihilation sites [302], which might be
exploited for technological implementation. In combination with alterations to the
energy balance mentioned above, these dynamical pinning effects must be considered
when engineering the properties of skyrmion materials for future applications.
In this chapter, detailed AC magnetometry and small angle neutron scattering
(SANS) is utilised to investigate the effect of doping, and the role of cubic anisotropy,
on helimagnetic phase transition dynamics in (Cu1−xZnx)2OSeO3. We detail the spin
textures exhibited by Cu2OSeO3 in Sec. 6.1. Typical phase diagrams are considered
in Sec. 6.2, revealing the AC susceptibility signals exhibited by each magnetic state.
This is followed by Sec. 6.3, where the detailed features of the real and imaginary
components of the AC susceptibility measurements are examined and interpreted.
Comparison of the helical-conical phase boundary in both samples reveal significant
history-dependent pinning behaviour in the doped sample. Further investigation
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of the dissipative effects indicated by peaks in the imaginary component reveals
unexpected low temperature behaviour in both samples.
6.1 Chiral Magnetic States
Illustrations of the spin textures exhibited by Cu2OSeO3, and their corresponding
SANS patterns in the two experimental configurations, are displayed in Fig. 6.1.
At zero magnetic field, the helical structure is the equilibrium state, consisting of
a continuous rotation of spins orthogonal to a propagation vector. In a bulk single
crystal, this vector aligns along the 〈100〉 crystal axes due to the cubic anisotropy
present in the system, giving rise to three distinct helical domains, labelled H1,
H2 and H3 in Fig. 6.1c. Scattering from these domains can be observed in the
field-parallel configuration (H1 domains), or in the field-perpendicular configuration
(H2,3 domains), as shown in Fig. 6.1d and e.
Upon increasing the applied magnetic field, the helical state degeneracy is lifted,
and the structure transforms to the conical state, illustrated in Fig. 6.1f, consisting
of a continuous rotation of spins at an acute angle to the propagation vector, which is
aligned to the applied field. In the field-parallel configuration, no magnetic scattering
is observed, as displayed in Fig. 6.1g. In the field-perpendicular orientation, a single
pair of conical magnetic satellites are observed, labelled C in Fig. 6.1h. At higher
applied magnetic field, the angle of the spins to the propagation vector is reduced,
resulting in a lower intensity of the magnetic diffraction peaks, before a uniform
magnetisation texture is reached.
Close to 55 K and 22 mT, the skyrmion state is formed in a plane perpendicular
to the applied magnetic field, as illustrated in Fig. 6.1i. This image highlights
the elongated tube-like structure exhibited by magnetic skyrmions in bulk materials
[179]. In the field-parallel configuration, three pairs of magnetic scattering peaks
are observed, a characteristic signature of the hexagonal skyrmion lattice, labelled S
in Fig. 6.1j. Due to rotational disorder of the skyrmion lattice, weak scattering can
be observed in the field-perpendicular configuration, as shown in Fig. 6.1k. This
corresponds to the intensity at the top of the ring of scattering in j. For further
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Figure 6.1: a, Schematic illustration of the small angle neutron scattering exper-
iment setup. The sample and applied field can be rotated together through θ to
observe the magnetic state with magnetic field directed both parallel and perpen-
dicular to the neutron beam. The relative orientation of the Cu2OSeO3 samples
is shown. b, An example, generic skyrmion material phase diagram, showing the
helical (H), conical (C) and skyrmion (S) states. Representations of the measure-
ment paths for the zero-field cooled (ZFC), high-field cooled (HFC) and field cooled
(FC) procedures are shown. Three-dimensional visualisations of the spin textures
and characteristic SANS patterns measured for the helical c-e, conical (f -h) and
skyrmion states (i-k) states, with the field both parallel (d, g, j) and perpendicular
(e, h, k) to the neutron beam. Sector boxes indicate regions of scattering summed
to report intensities in subsequent figures. The azimuthal angle around each SANS
pattern, φ, is illustrated in panel g.
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analysis in this chapter, the intensities of the H1, H2, H3, C and S magnetic peaks
as a function of applied field are reported. These intensities were calculated by
summing the total counts measured inside the red sector boxes as specified in Fig.
6.1d-k.
6.2 AC Susceptibility Phase Diagrams
Magnetic phase diagrams are shown in Fig. 6.2 for the pristine and 2% Zn-doped
samples measured using AC susceptibility magnetometry. In Fig. 6.2a and b, the
colormap directly plots the real component of the AC susceptibility, χ′, measured
as a function of applied magnetic field after ZFC to temperatures between 50 and
60 K. At the low frequency limit, this quantity measures the local gradient of the
magnetisation with the applied field, and is useful for distinguishing the temperature
and field extent of the magnetic phases.
The boundaries between these magnetic phases are denoted by critical fields, Hx.
The helical state can be identified by the reduced value of χ′ close to 0 mT, and
extending for increasing field up to Hc1, at the boundary with the conical state. In
turn, the conical state exists up to Hc2, before transitioning to the uniform mag-
netisation state, characterised by a reduction in χ′. Close to TC, the skyrmion state
can be identified by the characteristic dip in AC susceptibility at ∼20 mT, a well-
established signature common to skyrmion hosting bulk chiral magnets [30]. The
lower and upper field boundaries of this phase are denoted Hs1 and Hs2 respectively.
Looking at this real component, the phase diagrams for both the pristine and doped
sample show no dramatic differences besides the reduction of TC with increased Zn
content.
At specific probe frequencies, dynamic processes may be excited, causing a phase
difference between the oscillating magnetisation and the drive field. This manifests
in the imaginary component of the AC susceptibility, χ′′, indicating relaxation-
induced energy losses, [303]. This dissipation is associated with thermodynamically
irreversible dynamic processes such as domain wall motion, or, at a phase boundary,
excitation between two competing magnetic phases [261]. The χ′′ component of the
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Figure 6.2: a-d, Magnetic phase diagrams, as determined by AC susceptibility mea-
surements following the ZFC procedure, for the 0% and 2% Zn-doped samples re-
spectively. e-h The same, but following the FC procedure. The helical (H), conical
(C), skyrmion (S), uniform magnetisation (UM), and paramagnetic (PM) states are
labelled. The real component χ′ is plotted in a, b, e, f and the imaginary compo-
nent χ′′ in c, d, g, h. Critical fields marking the phase boundaries between the H
and C (Hc1), C and UM (Hc2), S and C (Hs1,2) states are labelled.
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AC susceptibility for both samples is plotted in Fig. 6.2c and d.
Second order phase transitions, characterised by the continuous transformation
of one state into another, are not expected to exhibit a χ′′ signal [225]. This can
be seen by the lack of χ′′ peak at Hc2 in both Fig. 6.2c and d, as the conical state
continuously deforms to the uniform magnetisation state. On the other hand, for
first order phase transitions, characterised by coexistence of the two phases in the
vicinity of the transition, a χ′′ signal can be expected: there is significant energy
loss occurring as the oscillating magnetic field drives the boundaries between the
two coexisting phase volumes [225]. Such an effect is observed at the edges of
the skyrmion phase in Fig. 6.2c and d, Hs1 and Hs2, where a large χ
′′ signal is
exhibited, indicating the annihilation and formation of skyrmions to and from the
conical state [203]. Further χ′′ peaks seen at Hc1 indicate the helical to conical first
order phase transition.
The magnitude of χ′′ peaks associated with first order magnetic phase tran-
sitions can be modified by several factors [261]. Firstly, χ′′ exhibits a frequency
dependence, with the maximum indicating the resonant frequency of the excited
dynamic processes [205, 304]. Therefore, as we only measure at 10 Hz, a change in
the size of the χ′′ peaks could be associated with a shift of this resonant frequency,
or a broadening of the resonance due to the introduction of a range of relaxation
timescales [262]. Secondly, the peak can be reduced when phase coexistence in the
first order transition is suppressed, as there can be no excitation between the two
magnetic states, and therefore no energy losses [225]. Finally, when considering the
decay of a metastable state, transitions to the ground state are energetically pre-
ferred despite the coexistence of the magnetic states. Thus, the oscillating field may
only drive the transition in one direction, and no dissipative signal is expected [225].
Distinguishing between these scenarios is challenging, but by combining the AC
susceptibility data with SANS measurements, a level of understanding may be es-
tablished.
Additional phase diagrams, measured following the FC measurement procedure
are shown in Fig. 6.2e-h. The primary difference between these phase diagrams is
the clear reduction in χ′ signal at temperatures lower than the equilibrium skyrmion
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phase, between ∼18-35 mT, particularly in the 2% Zn-doped sample, which is in-
dicative of the formation of metastable skyrmions. A more thorough investigation of
the differences between each cooling procedure, and between each sample, is detailed
in the following section.
6.3 Temperature-Dependent AC Susceptibility
AC susceptibility data sets measured at a range of temperatures for both the pristine
and doped samples, and following the ZFC, HFC and FC measurements procedures,
are shown in Fig. 6.3. Critical field points at each phase boundary are indicated by
the coloured vertical lines, and were determined by features in the data. The Hc2
points were estimated to be at the inflection point in the χ′′ data at high fields, most
easily seen in Fig. 6.3a3. Below the equilibrium skyrmion region, no obvious feature
exists for the upper skyrmion phase boundaries, Hs2, and the majority of the lower
boundaries, Hs1. Therefore, these values were estimated by comparing features in
the χ′ data following the FC and ZFC/HFC procedures. For all the Hc1 points,
and for Hs1 points below 40 K in the doped sample, the field value was obtained by
fitting a Gaussian distribution with a linear background to the associated peak in
the χ′′ data.
A summary of the fitted/estimate values of the critical fields, Hx, following each
measurement procedure, are plotted as a function of temperature in Fig. 6.4a and
b, forming an extended magnetic phase diagram for the pristine and doped samples.
In Fig. 6.4c and d, the fitted intensity of the χ′′ peaks (taken as the area under each
peak) at Hc1 and Hs1 are plotted as a function of temperature for each sample. In
the following analysis, we shall explore the detailed features of the AC susceptibility
data at each temperature in Fig. 6.3, while discussing the implications of these
behaviours with reference to the summary panels in Fig. 6.4.
6.3.1 Equilibrium Skyrmion Phase
We first consider the data in Fig. 6.3a, recorded at 57 K and 56 K for the pristine
and doped samples respectively. At these temperatures, the samples exhibit the
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Figure 6.3: a-c, The real (1 and 2), and imaginary (3 and 4), components of the AC
susceptibility data measured as a function of magnetic field at selected temperatures
for the pristine (1 and 3) and doped (2 and 4) samples. Data acquired following
the ZFC (black circles), HFC (blue squares) and FC (green triangles) measurement
procedures is shown. Coloured vertical lines indicate the critical field values for phase
transitions following each measurement procedure. The yellow regions indicate the
extent of the skyrmion state after FC. The location of the helical (H), conical (C),
skyrmion (S) and uniform magnetisation (UM) states are labelled.
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Figure 6.4: a, b, Low temperature magnetic phase diagrams for the pristine and
doped samples, formed by plotting the critical field values determined for each mea-
surement procedure versus temperature, as labelled. Filled yellow regions designate
the existence of the skyrmion state after FC. The location of the helical (H), conical
(C), skyrmion (S) and uniform magnetisation (UM) states are labelled. c, d, The
fitted intensity of the peak in the χ′′ data for the Hc1 and Hs1 critical fields after
each measurement procedure for the pristine and doped samples respectively.
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equilibrium skyrmion phase, indicated by the yellow filled regions at positive and
negative applied magnetic fields. The difference in the overall shape of the χ′ data
between the samples, shown in Fig. 6.3a1 and a2, can be attributed to the fact
the measurements were not taken at the exact same temperature relative to TC
(TC − T = 1.8 and 1.3 K for the pristine and doped samples respectively). For
each sample at this high temperature, there are no obvious differences in the data
between the ZFC, HFC and FC measurement procedures: the fitted value of all
critical fields are consistent with each other.
However, comparing Fig. 6.3a3 and a4, there is a significant difference in the
magnitude of the χ′′ peaks in the doped sample relative to the pristine sample. Such
a compositional effect has been observed in Mn1−xFexSi, where the χ
′′ signal around
the skyrmion phase was reduced for x > 0.03 [208], and it was argued that this
indicated a decrease in the resonant frequency of the transition due to a slowing
down of the dynamics by pinning effects. Therefore, following the arguments in Sec.
6.2, the reduction of the χ′′ signals in our doped sample could either be caused by
a broadening of the frequency dependence, or the introduction of metastable effects
due to the additional pinning dynamics. The SANS data explored in later sections
sheds some light on this issue, but thoroughly distinguishing between these scenarios
requires future measurement of frequency dependent data.
6.3.2 Helical-Conical Phase Transition
Next, we shall consider the behaviour of the helical-conical phase transition as a
function of temperature. Turning first to the χ′ data at 49 K in Fig. 6.3b1, there
is a difference in the measured value of χ′ around 0 mT following the ZFC and
HFC procedures: the value of χ′ is larger at 0 mT after HFC than it is after ZFC.
This behaviour indicates that, when following the HFC procedure, the conical to
helical phase transition results in a helical state different to the one formed upon
ZFC – perhaps with altered relative volumes of the H1 and H2,3 helical domains.
This effect is more pronounced in the doped sample, as can be seen in Fig. 6.3b2,
suggesting that the Zn- is hindering the conical to helical phase transition in some
manner. However, for both samples, this low field divergence between the HFC and
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ZFC data is reduced at the lower temperature of 10 K, as shown in Fig. 6.3c1
and c2. This is surprising, as one might expect the effects of pinning in the doped
sample to be more prevalent at lower temperatures, as there is less thermal energy
available to enable depinning.
In the χ′′ data, we see that at temperatures lower than the equilibrium skyrmion
pocket, only peaks associated with helical-conical phase transition are seen. Unlike
at high temperatures in Fig. 6.3a, at 49 K and below, we can see that there is a
field offset in the peak position of each measurement procedure, indicating history-
dependent behaviour in the Hc1 phase transition point. The fitted Hc1 values for
both samples are summarised in Fig. 6.4a and b respectively, highlighting that this
hysteretic field offset becomes significant below 50 K, and is more pronounced in
the doped sample.
At 49 K and 48 K, it is evident that, in both samples, the magnitude of the
χ′′ peaks are greatly reduced relative to the data measured at 57 K and 56 K.
However, remarkably, looking at the data in Fig. 6.3c3 and c4, we can see that the
χ′′ peaks are actually larger in size at the lower temperature 10 K. This temperature
dependence is made clear in the plot of the fitted Hc1 intensities in Fig. 6.4c and
d. Comparing the data for the two samples, it is clear that this low temperature
increase is far greater in the pristine sample, where the intensities of the Hc1 peaks
surpass the measured intensities at 57 K. However, the doped sample still displays
a marked increase below 30 K in comparison to the values at 48 K.
Once again, this could be due to a shift in the frequency dependence, suppression
of phase coexistence, or metastable effects. However, considering frequency depen-
dence, it is not possible for the χ′′ peak height to first reduce and then increase if
the resonant frequency varies monotonically with temperature. Furthermore, one
would expect that metastable effects would suppress the peak height more at lower
temperatures, due to the reduction of available thermal energy. In comparison to
other skyrmion materials, the different low temperature behaviour observed in the
χ′′ data here in Cu2OSeO3 is significant, and will be explored and explained in the
context of the SANS data in later sections.
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6.3.3 Metastable Skyrmions
Finally, the features associated with metastable skyrmions in the FC data will be
examined. In Fig. 6.3b1 and b2, both samples exhibit a drop in χ′ around 20 mT
after FC. This is indicative of the formation of metastable skyrmions at 48 K and
49 K, as displayed by the yellow hashed regions. The signal is far greater in the
doped sample, suggesting that the volume of metastable skyrmions which survived
the cooling process was far greater in comparison to the pristine sample, as observed
previously [219]. When considering the extent of this metastable skyrmion region,
we can see that there is a lack of corresponding χ′′ signals in Fig. 6.3b3 and b4.
Following the argument mentioned previously, this can be expected for a first order
phase transitions from a metastable state, where the oscillating probe field only
drives the transition in one direction.
Nevertheless, we can estimate the skyrmion phase boundary using the χ′ data.
It is expected that as the skyrmions annihilate at higher fields, the value of χ′ in
the FC data will increase until it follows the ZFC values, as shown in Fig. 6.3b1,
b2 and c1, c2, indicating all skyrmions have decayed to the conical state. We use
this assumption to estimate the Hs2 point for both samples at all temperatures, as
summarised by the filled yellow region in Fig. 6.4a and b.
For decreasing field, determining the value of Hs1 using the χ
′ data is more
complicated. If the skyrmions decay into the conical state before the helical state
becomes energetically favoured at the Hc1 point, then we can expect the FC data to
follow the HFC data to 0 mT. This is the scenario observed at higher temperatures
in both samples, for example in Fig. 6.3b1 and b2, suggesting that metastable
skyrmions are annihilated before, or at, the helical-conical boundary.
At lower temperatures, the FC data in the pristine sample follows the HFC data
below 20 mT, suggesting that few, or possibly no, metastable skyrmions survived
the cooling process down to 10 K. A previous work looking at a pristine Cu2OSeO3
sample also noted a lack of metastable skyrmions surviving in this region with the
field applied parallel to [110] [227]. In contrast, for the doped sample, below 20 mT
the FC data follows closer to the ZFC data, as seen in Fig. 6.3c1 and c2. This
suggests that Zn-doping prevents the metastable skyrmions from decaying into the
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helical state during the FC process. Future SANS studies will be useful to clarify
this behaviour.
Examination of the FC χ′′ data at 10 K in 6.3c3 and c4 further supports this
interpretation. In the doped sample, at 30 K and below, two additional small peaks
are exhibited. Since they appear only in the FC data, and only in the doped sample,
it is reasonable to assume that these are associated with the presence of metastable
skyrmions. The first feature, labelled Has1, appears just below the cooling field of
20 mT. The second feature, labelled Hbs1, is a small peak just below 0 mT. We
have distinguished this possible low field skyrmion region, S*, by the second filled
yellow area in Fig.6.3c4 and Fig.6.4d. However, we argued previously that the
annihilation of metastable skyrmions should exhibit no χ′′ signal, due to the lack of
dissipation in metastable phase transitions. Therefore, further study will be required
to fully understand the origin of these dynamic features, and whether they are truly
associated with the presence of metastable skyrmions.
6.4 Small Angle Neutron Scattering
While the AC susceptibility measurements provide useful information, their inter-
pretation is only able to provide a higher-level indication of the underlying associated
phenomena. However, SANS measurements provide a more detailed picture of the
microscopic behaviour, allowing the relative volumes and behaviour of each mag-
netic structure to be compared and contrasted when following each measurement
procedure. We performed SANS measurements at both ∼50 K (Fig. 6.5, 6.6, 6.7)
and 5 K, (Fig. 6.8, 6.9, 6.10), with the samples in both the field parallel and field
perpendicular configurations. At both temperatures, and for both samples, the in-
tensity of the H1, H2,3, C and S magnetic peaks are plotted as a function of applied
magnetic field in Fig. 6.5 and Fig. 6.8. These intensities were determined by sum-
ming the scattering in the sector boxes defined in Fig. 6.1d-k at each field point.
The vertical lines in each figure show the critical fields determined by AC suscep-
tibility measurements at the same temperatures, following the ZFC, HFC and FC
procedures.
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Figure 6.5: The neutron scattering intensity of the H1, H2,3, C and S peaks mea-
sured in the pristine sample at 51.5 K (a-d) and the doped sample at 50.0 K (e-h))
a function of applied magnetic field for the ZFC (black circles), HFC (blue squares)
and FC (green triangles) measurement procedures. The intensities shown were de-
termined by summing the total counts in the sector boxes as defined in 6.1 Error
bars are too small to be seen.
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Figure 6.6: SANS patterns measured following the ZFC, HFC and FC procedures
in the field parallel configuration with the pristine sample at 51.5 K (a-c), and
the doped sample at 50.0 K (d-f). The upper panels display SANS patterns at
selected fields, while the lower panels display the radially integrated intensity as
a function of field and azimuthal angle, φ, around the ring of scattering. Vertical
lines indicate critical fields determined by AC susceptibility measurements. For the
data presented in each sample configuration, the colorscale has been fixed to enable
direct comparison between images.
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Figure 6.7: SANS patterns measured following the ZFC, HFC and FC procedures
in the field perpendicular configuration with the pristine sample at 51.5 K (a-c),
and the doped sample at 50.0 K (d-f). The upper panels display SANS patterns
at selected fields, while the lower panels display the radially integrated intensity as
a function of field and azimuthal angle, φ, around the ring of scattering. Vertical
lines indicate critical fields determined by AC susceptibility measurements. For the
data presented in each sample configuration, the colorscale has been fixed to enable
direct comparison between images.
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Representative SANS patterns for these field scans are displayed in the upper
panels of each subplot in Fig. 6.6 and 6.7, and Fig. 6.9, 6.10. For each scattering
pattern, the intensity over a q range of 0.07 and 0.13 nm−1 was summed radially at
each azimthual angle φ around the centre of diffraction, as illustrated in Fig. 6.1g.
By reducing the dimensionality of the data in this way, the behaviour and evolution
of the magnetic scattering peaks at each temperature can be examined as a function
of the applied magnetic field in a single colour plot, as shown in the bottom panel
of each subplot in Fig. 6.6, 6.7 (∼50 K), and Fig. 6.9, 6.10 (5 K). In the following
sections, we shall examine and interpret this SANS data while making reference to
the features of the corresponding AC susceptibility data in Fig. 6.3 and Fig. 6.4.
6.4.1 High Temperature SANS
We first consider the SANS data measured at ∼ 50 K. The intensity of H1 in the
pristine sample, plotted in Fig 6.5a, exhibits a different low field behaviour for
the ZFC, and HFC measurements. This can be seen clearly in the SANS patterns
in Fig. 6.6a and b, where the intensity of the H1 magnetic satellites at 0 mT is
comparatively lower after HFC. This effect is enhanced in the doped sample, showing
an even greater difference between the ZFC and HFC measurements in Fig. 6.5e,
as illustrated by the SANS data in Fig. 6.6d and e. This suggests that during the
transition from the conical state to the helical state with decreasing magnetic field,
the H1 helical domains are formed at a lower volume fraction, with the Zn-doping
accentuating this effect. This fits with the observations gleaned from the χ′ data
around 0 mT in Fig. 6.3b, where the HFC value is greater compared to the ZFC
value, which hinted at altered helical domain populations. This phenomena might
be expected when considering the orientation of the conical and helical domains in
Fig. 6.1c and f : the conical domains must rotate by 45 degrees to reorient to the
H2,3 helical domains, which might require less energy than the 90 degree rotation
required to reorient to the H1 helical domain, and it appears that pinning in the
doped sample accentuates this effect.
In both Fig. 6.5d and h the skyrmion scattering intensity for each sample is
displayed, exhibiting the broad range of field over which metastable skyrmions exist.
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The Hs1 and Hs2 values estimated from the features seen in the χ
′′ data in Fig. 6.3,
align well with the field extent of the skyrmion scattering in both Fig. 6.5d and h,
and illustrate that, at this temperature, the metastable skyrmions decay before the
conical-helical phase boundary. The skyrmion peaks can be seen clearly in Fig. 6.6c
and f. The greater relative intensity of the S satellites in the doped sample confirms
the formation of a larger population of metastable skyrmions, as was indicated by
the AC susceptibility measurements.
In both samples, the H1 intensity at 0 mT is higher after FC in comparison to
HFC. Given that the primary difference between these two measurement procedures
is the formation and subsequent annihilation of metastable skyrmions, this suggests
that the skyrmion state preferentially annihilates to H1 helical domains upon de-
creasing magnetic fields. This finding fits with the previously proposed skyrmion
lattice to helical state decay process, whereby skyrmion tubes are zipped together
through the motion of Bloch points [179], forming helical domains. In this process,
formation of H1 domains would likely be preferred over the H2,3 domains, because
they are oriented in the same plane as the skyrmion lattice, as can be seen by
comparing Fig. 6.1c and f.
The intensities of H2,3 and C for the pristine sample, plotted in Fig. 6.5b and c,
shows only minor differences between the three procedures, with a slight field offset
in the observed behaviour. The SANS patterns for the ZFC procedure in Fig. 6.7a
demonstrate that, at this temperature, the helical satellites rotate to their position
in the conical state as a function of applied magnetic field. This indicates that the
propagation vectors of the H2 and H3 helical domains themselves continuously rotate
during the phase transition, maintaining long-range magnetic order throughout,
with no coexistence of helical and conical states. This behaviour is replicated for
the reverse conical to helical phase transition, as shown in Fig. 6.7b and c. These
processes, occurring as a continuous rotation of the magnetic structure, appear
more like a second order, rather than first order, phase transition. The observed
suppression of helical and conical phase coexistence provides an explanation of the
reduction of the Hc1 χ
′′ peak at these temperatures in the AC susceptibility data in
Fig. 6.4, as argued in Sec. 6.2.
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On the other hand in the doped sample, the intensity of the H2,3 peaks and C
peaks, plotted in 6.5f and g, show significant differences between the ZFC, HFC and
FC measurements. The ZFC SANS patterns in Fig. 6.5d depict a gradual rotation
of the helical domains to the conical state, similar to that of the pristine sample,
but occurring at a higher applied magnetic field. However, at 0 mT in the HFC and
FC measurements, in Fig. 6.5e and f, we see that the rotation of the conical state
back to the helical state is incomplete: the magnetic structures remain partially
pinned along the applied field direction. These observations strongly agree with the
features seen in the AC susceptibility data at these temperatures in Fig 6.3b: the
doped sample displayed a larger discrepancy in the value of χ′ between the ZFC and
HFC data around 0 mT, which hinted at an altered helical state after HFC. The
AC data also showed an even greater suppression of the χ′′ signal at Hs1, and this is
explained by the observed metastable effects in the HFC SANS data. In comparison
to the pristine sample, this hysteretic behaviour indicates that the presence of Zn
in the doped sample introduces a pinning effect which hinders the reorientation of
the helical and conical states.
6.4.2 Low Temperature SANS
We turn now to the SANS measurements performed at 5 K, shown in Fig. 6.8, 6.9
and 6.10. Looking at the ZFC data for the pristine sample in Fig. 6.8a, the H1
peak gradually decreases in intensity at higher fields. Simultaneously, the intensity
of the H2,3 peaks initially increases, before decreasing after the critical field of Hbc1,
where the conical state becomes favoured, as shown in Fig. 6.8b. In contrast, in the
ZFC data of the doped sample, shown in Fig. 6.8d and e, the H1 and H2,3 peak
intensities are almost constant until just before Hc1 at ∼ 30 mT. Here H1 begins to
decrease, while the H2,3 intensity shows a small increase approaching Hc1, before
decreasing.
This could indicate that, in the pristine sample, the population of H1 helical
domains steadily transforms to H2,3 helical domains as a function of field, as the
degeneracy of the helical domains is lifted under an increasing applied magnetic
field, and the H2,3 helical domains are energetically favoured before Hbc1. On the
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Figure 6.8: The neutron scattering intensity of the H1, H2,3 and C peaks measured
in the pristine sample (a-c) and the doped sample (d-f) at 5 K as a function of
applied magnetic field for the ZFC (black circles), HFC (blue squares) and FC
(green triangles) measurement procedures. The intensities shown were determined
by summing the total counts in the sector boxes as defined in 6.1. Error bars are
too small to be seen.
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Figure 6.9: SANS patterns measured following the ZFC and HFC procedures in the
field parallel configuration with the pristine sample (a, b), and the doped sample
(c, d) at 5 K. The upper panels display SANS patterns at selected fields, while
the lower panels display the radially integrated intensity as a function of field and
azimuthal angle, φ, around the ring of scattering. Vertical lines indicate critical
fields determined by AC susceptibility measurements. For the data presented in
each sample configuration, the colorscale has been fixed to enable direct comparison
between images.
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Figure 6.10: SANS patterns measured following the ZFC and HFC procedures in
the field perpendicular configuration with the pristine sample (a, b), and the doped
sample (c, d) at 5 K. The upper panels display SANS patterns at selected fields,
while the lower panels display the radially integrated intensity as a function of field
and azimuthal angle, φ, around the ring of scattering. Vertical lines indicate critical
fields determined by AC susceptibility measurements. For the data presented in
each sample configuration, the colorscale has been fixed to enable direct comparison
between images.
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other hand, in the doped sample, this process is largely suppressed. The observed
behaviour may explain the presence of the additional Hac1 χ
′′ peaks observed during
ZFC in the pristine sample in Fig. 6.3, but not in the doped sample. Another
explanation of this behaviour could be a distortion of the helical state with increasing
field [305], which would explain the drop in H1 intensity, but not the increase in
H2,3 intensity.
Turning now to the HFC measurements for the pristine sample, in comparison
to the 51.5 K data, we see an further reduction in the H1 intensity at 0 mT relative
to the ZFC data, as seen in Fig. 6.8a and Fig. 6.9b. Considering Fig. 6.8d and
Fig. 6.9d, we can see that the difference in HFC behaviour between the pristine and
doped samples is less pronounced than it was at ∼50 K. This suggests that at lower
temperatures, the reduction in H1 domain population after HFC is largely due to
energetic considerations, and pinning from the chemical substitution has less effect.
The intensity of the H2,3 helical domain peaks measured in both the pristine
and doped samples are shown in Fig. 6.8b and e. Looking at both the H2,3 and C
peak intensities, there is a dramatic field offset in the observed trends for the doped
sample, agreeing with the significant hysteresis displayed by the χ′′ peak position in
AC data relative to the pristine sample in Fig 6.3. In the pristine sample, the H2,3
intensity at 0 mT is higher after HFC than in the ZFC process, again suggesting
that H2,3 helical domains are favoured when the conical state transforms to the
helical state with decreasing field.
In the 50 K measurements of the doped sample, the H2,3 satellites showed a large
reduction in intensity at 0 mT for the HFC measurements, caused by pinning of the
magnetic domains as they rotated from the conical to the helical state. However,
notably, at this lower temperature, H2,3 intensity is higher at 0 mT after HFC in
comparison to the ZFC data, exhibiting similar low temperature behaviour to the
pristine sample. This is surprising, as one might expect the effects of pinning to be
greater at lower temperatures.
Fig. 6.10 reveals the details of the altered low temperature behaviour. In Fig.
6.10a and b, we see the helical to conical phase transition in the field-perpendicular
configuration. At 51.5 K, the phase transition was characterised by a continuous
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rotation of the magnetic structures as a function of applied field, and phase coexis-
tence was suppressed. In contrast, at 5 K, the simultaneous detection of both helical
and conical peaks in one SANS pattern indicates phase coexistence, as expected for
a first order phase transition.
The altered low temperature behaviour is more clearly evident in the 2% sample,
as shown in Fig. 6.10c and d. After HFC at 50 K, the Zn-doping hindered the
continuous rotation of the conical structure to the helical state. However, at 5 K we
see that at 0 mT the helical domains fully reorient to the [100] and [010] directions
after HFC. As in the pristine sample, there is phase coexistence of the helical and
conical states for both ZFC and HFC processes. This implies that the pinning which
hindered the domain reorientation at higher temperature does not affect the phase
transition in the same manner at low temperature.
6.5 The Role of Cubic Anisotropy
To investigate and understand this behaviour further, we performed a set of temper-
ature dependent SANS measurements on the doped sample in the field perpendicular
orientation. For the first measurement, the sample was HFC at 200 mT to 50 K and
then the magnetic field was decreased to 0 mT, forming the pinned helical state,
as seen previously in Fig. 6.7e. From this point, SANS measurements were per-
formed as the sample was cooled down to 5 K, and, after resetting the magnetic
state upon a subsequent cooling procedure, as the sample was heated from 50 K to
58 K. The resulting SANS data is shown in Fig. 6.11a. For increasing temperature
data, the partially pinned helical state gradually rotates and orients along the 〈100〉
axes at higher temperatures, before disappearing at TC. This can be expected, as at
higher temperatures there is more energy available to overcome the pinning energy.
However, we can see that upon decreasing the temperature from 50 K to 5 K, the
helices start to reorient to the 〈100〉 axes below 40 K, despite the reduction in avail-
able thermal energy. This suggests that another contribution must be providing the
energy to overcome the pinning at low temperatures.
In these skyrmion-hosting helimagnets, the orientation of the helical domains is
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Figure 6.11: SANS data measured as a function of temperature after: high-field
cooling (HFC) to 0 mT a, while field cooling (FC) at 20 mT to 5 K b, and field
warming at 20 mT to 58 K c. The upper panels display SANS patterns at selected
temperatures, while the lower panels display the radially integrated intensity as a
function of temperature and azimuthal angle, φ, around the ring of scattering.
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determined by the cubic anisotropy. As discussed in the introduction, recent studies
have shown that the anisotropy constant in Cu2OSeO3 greatly increases in magni-
tude below 40 K [225]. This provides an explanation for the observed behaviour
in this study: the cubic anisotropy becomes strong enough at low temperature to
overcome the pinning of the conical-helical reorientation in both the pristine and
doped sample. From the previously reported AC susceptibility measurements we
have surveyed and referenced, it appears that the larger low temperature χ′′ signal
at the helical-conical phase boundary is unique to Cu2OSeO3, suggesting the cubic
anisotropy term is responsible for the emergence of helical-conical phase coexistence
at low temperatures.
There are other noticeable effects of the increased cubic anisotropy strength in
Cu2OSeO3. In the archetypal skyrmion material MnSi, it has been observed that the
Hc1 value does not change dramatically as a function of temperature [208]. Since the
value of Hc1 is an indicator of the strength of the cubic anisotropy, this illustrates
that the anisotropy does not significantly change as function of temperature. In
comparable chemically doped materials such as Fe1−xCoxSi and Mn1−xFexSi, the
measured value of Hc1 greatly increases with decreasing temperature, however this
is suggested to be due to the pinning of the helical-conical phase transition [123,
204, 205, 208]. This is concluded by noting that, upon decreasing the field from the
conical state, such as after HFC or FC, the pinning effects are strong enough to fully
prevent reorientation to the helical state, even close to TC [203]. This is similar to
the behaviour we saw at 50 K in the Zn-doped sample in this study.
In contrast, the behaviour of Hc1 as a function of temperature in both the pris-
tine and doped Cu2OSeO3 samples in this study are remarkably similar. This is
highlighted in Fig 6.4a and b: both samples display an increase in Hc1 at lower
temperatures. Although the doped sample does exhibit an offset in Hc1 between
ZFC and HFC measurements, these are small compared to the effect seen in other
chemically substituted materials. This limited history-dependent behaviour in both
samples indicates that the dominant determinant of Hc1 value in Cu2OSeO3 is the
strong, temperature dependent cubic anisotropy, which, at low temperature, is able
to largely overcome the effects of pinning introduced by the non-magnetic Zn dopant.
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A final consideration in the context of the role of cubic anisotropy is the behaviour
of metastable skyrmions. In previous studies, when FC through the skyrmion pocket
in the materials such as MnSi, Fe1−xCoxSi and Mn1−xFexSi, the skyrmion state
coexists with the conical state down to base temperature, and the helical state is
not observed [203,205]. On the other hand, in Cu2OSeO3, due to the increase of Hc1
at low temperatures, the helical phase manifests below 35 K when FC the sample
through the skyrmion region at 20 mT, as seen by the transition of the C to H2,3
magnetic satellites in Fig. 6.8b. A similar transition is seen upon field warming
(FW) in Fig. 6.11b, but at a higher temperature. As speculated when considering
the FC χ′ data in Fig. 6.3, it is likely that the emergence of the helical state while
FC results in the loss of metastable skyrmion population. Such losses might be
limited by avoiding the helical phase during the FC process: by cooling at 20 mT
to 40 K, increasing the field to 40 mT, and then continuing the cooling process.
6.6 Conclusions
A combination of detailed AC susceptibility magnetometry and small angle neu-
tron scattering was utilised to study the phase transitions between, and relative
volumes of, the helical, conical and skyrmion states in both pristine and Zn-doped
Cu2OSeO3. Comparison of the data between the samples, and three distinct mea-
surement protocols, resulting in a number of observations and conclusions.
Measurements in both samples have demonstrated that upon HFC, the H1 helical
domain volume fraction at 0mT is reduced after HFC in comparison to ZFC at both
high and low temperature, with the effect greater in the Zn-doped sample. This
can be understood when considering the 90 degree rotation required to transform
the conical state to the H1 helical orientation, which likely imposes a larger energy
barrier in comparison to the 45 degree rotation required to form the H2,3 helical
domains. In contrast, the larger H1 intensity at 0 mT after the FC protocol indicates
that the metastable skyrmion state preferentially decays to H1 helical domains,
lending support to the previously proposed skyrmion-to-helical decay mechanism:
the zipping together of skyrmion tubes via the motion of magnetic Bloch points.
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In the pristine sample, an additional low field peak in the ZFC χ′′ data sug-
gested a further phase transition, which was identified to be H1 helical domains
transforming to H2,3 domains as the helical domain degeneracy is lifted by the ap-
plied field before the helical-to-conical phase boundary at Hc1. The lack of this peak
in the doped sample suggests that this reorientation is effectively prevented by the
introduction of pinning.
At 51.5 K, the pristine sample SANS data revealed that the helical-conical phase
transition, for both ZFC and HFC procedures, is characterised by a continuous ro-
tation of the H2,3 helical domains towards the conical state as a function of the
applied field, and suppression of phase coexistence. This was accompanied by a dra-
matic reduction in the corresponding χ′′ dissipation peak, indicative of suppression
of phase coexistence in a first order phase transition. In the doped sample at 50.0 K,
the magnetic texture did not fully reorient to the 〈100〉 helical domain axes upon
decreasing field to 0 mT after HFC, suggesting they were partially pinned along the
magnetic field direction. This behaviour appears to be consistent with that seen in
other doped helimagnets, where the disorder introduces a similar pinning effect.
In contrast, at 5 K, the SANS data illustrated that the same phase transition
displayed coexistence of the helical and conical phases. The corresponding peaks in
the χ′′ data greatly increasing in magnitude at lower temperature, as expected for a
first order transition exhibiting phase coexistence. Remarkably, the pinning effects
which dominated the magnetic reorientations in the doped sample at 50 K, appear
to be overcome at this lower temperature, despite the reduction of available thermal
energy. In comparison to other archetypal helimagnets, this behaviour appears to
be unique to Cu2OSeO3. We attribute this low temperature behaviour to the large,
temperature dependent cubic anisotropy energy present in Cu2OSeO3: at low tem-
perature, the anisotropy becomes strong enough to overcome the pinning energy in
the absence of thermal activation. The relatively moderate history-dependence of
the helical-conical phase boundary in both the pristine and doped samples demon-
strates the dominance of this anisotropic energy contribution.
Overall, these results highlight further unique behaviour exhibited by the mag-
netic phase transitions in Cu2OSeO3 due to its comparatively large, temperature
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dependent cubic anisotropy. Comparisons between pristine and doped samples re-
veal the role of disorder in the slowing down and pinning of the helimagnetic phase
transition dynamics, highlighting that these may be effectively overcome by other
energy contributions. Consideration and further study of these effects will be crucial
when utilizing chemical substitution, or doping, to manipulate the delicate energy
balance for exploitation in future applications of skyrmion materials.
Chapter 7
Real Space Imaging of Metastable
Skyrmion Tubes
While they are commonly portrayed as two dimensional objects, in reality magnetic
skyrmions are thought to exist as elongated, tube-like objects extending through the
thickness of the host material, as illustrated in Fig. 7.1. The study of this skyrmion
tube (SkT) state is vital for furthering the understanding of skyrmion formation
and dynamics for future applications. Furthermore, skyrmion tubes have potential
applications in magnonics-based computing [230,306].
In previous chapters, the lifetime of metastable skyrmions, and other dynamic
phase transition effects, were investigated via bulk property measurements, such as
AC susceptibility magnetometry and SANS. However, true understanding of topo-
logical phase transition dynamics relies upon observation of local features and phe-
nomenon, which necessitates the use of real-space imaging techniques. A prime
example of this is the theorised presence of magnetic Bloch points at the ends of
broken skyrmion tubes, which are thought to be responsible for the unwinding of the
skyrmion state into topologically trivial states [190,192]. When transitioning to the
helical state, such Bloch points are thought to zip together neighbouring skyrmion
tubes [179]. On the other hand, when transitioning to the conical state, it has been
suggested that skyrmion tubes unwind via the motion of Bloch points formed at
the end of each individual tube [187,188]. However, direct experimental imaging of
skyrmion tubes, and such associated dynamic phenomena, has yet to be reported.
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In this chapter, the first x-ray microscopy measurements of skyrmions in bulk chi-
ral magnets are shown, made possible by the adaptation of the MAXYMUS instru-
ment for cryogenic capabilities. Futhermore, the real-space observation of skyrmion
tubes in a lamella of FeGe is demonstrated with x-ray imaging and comparative
micromagnetic simulations, confirming their extended 3D structure. The work is
primarily based on a published article [307]. Accompanying micromagnetic simula-
tions were performed by David Cortés-Ortuño. The formation of these structures
at the edge of the sample highlights the importance of confinement and edge effects
in the stabilisation of the SkT state, opening the door to further investigations into
this unexplored dimension of the skyrmion spin texture.
7.1 Suitability of Skyrmion Imaging Techniques
Real-space observation of the vertical dimension of the SkT state and their as-
sociated dynamics requires an in-plane magnetic field applied perpendicular to the
imaging axis. In addition, typically imaging techniques require a sample thin enough
for transmission measurements. In this section, the suitability of typical magnetic
imaging techniques is discussed with the goal of imaging skyrmion tubes in such a
sample and field configuration.
Electron imaging techniques, in the form of Fresnel mode Lorentz Transmission
Electron Microscopy (LTEM) [124], and electron holography [102, 308], have been
widely applied to image magnetic skyrmions. However, due to the deflection of
electrons travelling through magnetic fields, these methods do not easily allow for
the application of an in-plane magnetic field [309]. LTEM also has the disadvantage
of not being able to observe Néel-type skyrmions unless the sample is tilted from
the imaging axis [310]. There is also a defocus requirement to achieve magnetic
contrast, limiting the effective spatial resolution. Furthermore, electron techniques
image the stray in-plane magnetic flux density generated by the spin texture, rather
than the direct magnetisation of the sample. This is also true of Magnetic Force
Microscopy, which has the additional disadvantage of being solely surface sensitive,
and as a result, interpretation of the true magnetisation is challenging [186,311].
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Figure 7.1: Three dimensional visualisation of three magnetic skyrmion tubes from
the micromagnetic simulations presented in this chapter, illustrating their extended
spin structure. The inset highlights the location of the magnetic Bloch point at the
end of each skyrmion tube.
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In photon-based techniques, the probe particles are unaffected by the direction of
the applied magnetic field, and have the advantage of imaging the direct magnetisa-
tion of the sample. However, optical techniques utilising the visible spectrum, such
as Kerr Effect microscopy, lack the spatial resolution to image all but the largest of
skyrmions in multilayer thin films [73,83].
On the other hand, magnetically sensitive x-ray imaging techniques, in the
form of x-ray holography and Scanning Transmission X-ray Microscopy (STXM),
achieve the required spatial resolution while allowing a fully variable applied mag-
netic field axis. Further benefits include the possibility to reconstruct three di-
mensional magnetic structures using vector field tomography [312], and a picosec-
ond time-resolution capable of probing skyrmion dynamics [294, 313, 314]. Despite
clear advantages, these techniques have only seen limited use for the study of bulk
DMI skyrmions [315]. While STXM instruments have been employed to observe
skyrmions in multilayer thin films [62, 115], such microscopes have not previously
been fitted with the cryogenic temperature capabilities required for the observation
of skyrmions in bulk chiral magnets.
7.2 Sample Characterisation
We performed initial magnetometry measurements to characterise a bulk single crys-
tal FeGe sample, displayed in Fig. 7.2a and b. The TC of the sample, defined as
the point of greatest slope in M , was found to be 280.5 K, as determined by the
magnetisation vs temperature data in Fig. 7.2a. A magnetic phase diagram of the
crystal is shown in Fig. 7.2b, highlighting the limited extent of the SkL state in
the bulk material. The colourmap plots the real component of the AC suscepti-
bility measured during field sweeps after zero field-cooling at each temperature. A
region with a characteristic dip in the AC signal is a well known indicator of the
SkL state [263].
Thin lamella samples were prepared from single crystals of FeGe, as described
in Sec. 3.1.3. Microscopy images of the thin lamella samples of FeGe are shown in
Fig. 7.2c and d. Sample 1, shown in Fig. 7.2c, consists of a ∼120 nm thick lamella
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Figure 7.2: a, A plot of magnetisation against temperature as measured for the
bulk FeGe single crystal. The grey dotted line marks the determined TC of ∼
280.5 K. b, The magnetic phase diagram of the bulk FeGe sample, as determined
by AC susceptibility measurements. The extent of the helical (H), conical (C),
skyrmion lattice (S) and field polarised (FP) states are labelled. c, Scanning electron
micrograph of sample 1. d, Scanning transmission x-ray micrograph of sample 2.
The red arrow indicates the location of the observed magnetic skyrmion tubes. Scale
bars, 2 µm.
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fabricated by focused ion beam. This lamella was placed over a 3 µm aperture in a
Si4N3 membrane, which was sputter coated on the reverse side with ∼600 nm of Au,
and fixed in position by a single Pt deposition weld. A 20 nm thick reference slit was
milled 3.5 µm from the sample aperture. The Au layer serves to block the majority
of the incoming x-ray beam, leaving only scattering from the sample aperture and
the reference slit incident on the CCD. Sample 2, shown in Fig. 7.2d, consists of
a ∼120 nm thick lamella again fabricated by focused ion beam. The lamella was
further ion milled into the L-shape shown in the sample image. The contrast in the
image demonstrates that the bottom left corner of the sample, highlighted by the
red arrow, is the thinnest part of the sample. As we shall see, the observed SkT
spin texture was located in this corner.
Utilising the widely available TRIM software, the Ga implantation in the result-
ing lamella samples was estimated to extent less than ∼10 nm into the surface, as
shown in Fig. 7.2e. Thus, the majority of the lamella’s volume was unaltered from
the bulk crystal, and the effects of pinning and disorder caused by ion implantation
were minimal.
7.3 Chiral Spin Textures in Lamellae
Small angle x-ray scattering measurements were performed to determine the mag-
netic phase diagram of the thin lamella sample 1. Example magnetic x-ray diffrac-
tion patterns obtained from the sample are shown in Fig. 7.3a-c. The two broad
magnetic satellites in the Fig. 7.3a are characteristic of a helical state with weak
alignment along a preferred crystalline axis, as determined by the present cubic
anisotropy [316]. In FeGe, the helices align along 〈100〉 directions at high tempera-
ture, and 〈111〉 directions at lower temperatures [174]. However, in a thin lamella,
the helical propagation direction is fixed in the plane of the sample. Upon applica-
tion of an out-of-plane magnetic field, six magnetic peaks are observed, indicating
the presence of the SkL state, as shown in Fig. 7.3b. When an in-plane magnetic
field is applied, the helical state propagation vector rotates as it transitions to the
conical structure, as shown by the magnetic peaks aligned to the applied in-plane
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field direction in Fig. 7.3c.
For each diffraction pattern, the total scattering intensity at each azimuthal
angle φ, as shown in Fig. 7.3a, was summed over a q range from 0.01 to 0.015 nm−1
and fitted with a Gaussian distribution. Figure 7.3d displays the fitted intensity
and angular position of one of each pair of magnetic peaks as a function of applied
out-of-plane magnetic field at 250 K. The broad magnetic peak of the helical state
transforms to three narrow magnetic peaks in the SkL state, indicating a transition
from multiple helical domains with differing orientations to a highly ordered, single
SkL domain state. A similar data set for an in-plane magnetic field at 100 K is
shown in Fig 7.3e, illustrating the transition of the broad helical magnetic peak
through a rotation of the spin texture, to the conical state.
By acquiring such CCD images as a function of applied magnetic field after ZFC,
such diffraction patterns were used to plot the phase diagrams in Fig. 7.4a and b,
determined with magnetic fields applied out-of-plane and in-plane respectively. At
low applied magnetic fields the helical state is at equilibrium, illustrated in Fig.
7.4c. Under an out-of-plane magnetic field, the equilibrium SkL state, illustrated
in Fig. 7.4c, exists across a large range of field and temperature in comparison to
the bulk single crystal state. This phenomenon has previously been attributed to
shape anisotropy and confinement effects due to the reduced dimensionality of the
sample [56,57,98,317,318]. At higher out-of-plane magnetic fields, the magnetisation
is expected to form the out-of-plane conical and field polarised states. However, these
are indistinguishable for diffraction measurements in this field configuration.
Under an in-plane magnetic field the helical state rotates as it transitions to the
conical structure across all temperatures, as shown in Fig. 7.4b. As discussed in the
previous section, the application of an in-plane magnetic field is also expected to
stabilise the in-plane SkT state. However, we found that in this field configuration
the extent of the equilibrium skyrmion region was greatly suppressed in our lamella
samples, possibly entirely, as evidenced by the lack of an identifiable SkT state in
Fig. 7.3b. This behaviour can be expected when considering that the effects of
shape anisotropy and confinement, which enhance the stability of the SkL in the
out-of-plane field configuration, may work to reduce the stability of the SkT state
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Figure 7.3: a-c, CCD images of the magnetic x-ray diffraction patterns obtained
for the helical (H), skyrmion lattice (SkL) and conical (C) states respectively. The
central yellow spot is the main x-ray beam, blocked by a beamstop, while the smaller
outer peaks are the magnetic diffraction satellites. d,e, Fitted angular profiles of
the magnetic diffraction patterns plotted as a function of applied out-of-plane and
in-plane magnetic field respectively. Determined boundaries between the magnetic
states are labelled and shown by the dashed white lines.
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Figure 7.4: a,b, Phase diagrams of the ∼120 nm FeGe lamella for out-of-plane and
in-plane applied magnetic field respectively, as determined magnetic x-ray diffrac-
tion. Schematics of each field configuration are shown as insets. In a, boundaries
between the helical (H) and skyrmion lattice (SkL) states are displayed by yellow
and magenta dots. The expected boundary between the indistinguishable conical
(C) and field polarised (FP) states is estimated by the purple dashed line. In b,
yellow, magenta and purple dots boundaries indicate the boundaries between the he-
lical (H), helical rotation transition (T), conical (C) and field polarised (FP) states.
c-e, Schematic illustrations of the spin textures as they are expected to appear in a
thin lamella.
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for the in-plane field arrangement. However, due to the sample construction required
for these diffraction measurements, the field of view was limited to the centre of the
lamella, and therefore it was not possible to detect potential formation of a SkT
state at the edges of the sample.
7.4 Real Space Imaging of Chiral Spin Textures
Magnetic contrast images acquired by the x-ray holography, STXM and LTEM tech-
niques are presented in Fig. 7.5. Both x-ray imaging techniques achieve magnetic
contrast by exploiting the resonant enhancement of the magnetic scattering and ab-
sorption of x-rays close to the L3 absorption edge of the magnetic Fe atoms. The
magnetic signal was maximised by tuning the x-ray energy ∼708 eV after measuring
an x-ray magnetic circular dichroism (XMCD) spectrum, as described in Sec. 2.4.2.
In the STXM measurements, in order to achieve magnetic contrast at these energies
without suffering from spectral compression due to the increased absorption at the
resonant edge, we found that the thickness of the FeGe sample was required to be
less than 150 nm. The observed magnetic contrast in the images is proportional to
mz, the out-of-plane component of the sample magnetisation [241].
In contrast, LTEM provides the in-plane components of the magnetic flux gen-
erated by the underlying magnetisation, highlighting the complementary nature of
these two techniques. Simulated x-ray images were created from comparative mi-
cromagnetic simulations by averaging the simulated out-of-plane magnetisation mz
through the thickness of the simulated spin texture, and are in excellent agreement
with the experimental images. The simulations were performed with a discretisation
of 4 nm. To facilitate realistic comparison of the simulated images to the experimen-
tal data, we limited their resolution to 20 nm. We achieved this by averaging each
5 × 5 array of the 4 nm pixels in the simulated image into a 20 nm pixel. The mi-
cromagnetic simulation methods and detailed results are explored in the Appendix
Sec. B.1.
To achieve sufficient magnetic contrast in both the x-ray holography and STXM
measurements, we found that it was necessary to maximise the ordered magnetic
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Figure 7.5: Micromagnetic simulations, experimental x-ray holography images,
STXM images and LTEM images of the (a-d) helical, (e-h) SkL and (i-k) coni-
cal magnetic spin textures. The simulation, x-ray holography and STXM images
plot the normalised out-of-plane magnetisation, mz, as the colour map, while the
LTEM images plot the in-plane magnetic flux density as the colour map, with the
direction indicated by the colour wheel at the bottom right. Scale bar in b, 500 nm.
All other scale bars, 200 nm.
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Figure 7.6: a, The raw STXM data recorded with a single x-ray polarisation. b,
The background image produced by performing a wide Gaussian filter to the raw
data. c, The image formed by subtracting the background image from the raw data.
d, The image formed after applying a Gaussian filter to the subtracted data. e, The
image after applying a hamming interpolation. Scale bar, 100 nm.
moment by acquiring images below 150 K. The helical state is featured in Fig. 7.5a-
d, demonstrating the formation of stripe-like structures in diagonal orientations with
a measured period of ∼ 70 nm. Figures 7.5e-h display images of the SkL state for
an out-of-plane applied magnetic field, with a measured period of ∼ 83 nm. As no
equilibrium SkL state is present at 150 K and below, we utilised field cooling to
generate a metastable SkL state for the x-ray images presented in Fig. 7.5f and
g. Images of the conical state under an in-plane magnetic field are displayed Figs.
7.5i-k, with a period of ∼ 70 nm.
Due to the slight variation in sample thickness across the second lamella sample,
the intensity of transmitted x-rays varied across each STXM image, as shown by
the example raw image shown in Fig. 7.6a. Therefore, a background smoothing
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process was performed in order to allow the magnetic contrast in the images to be
displayed clearly. In order to achieve this, a Gaussian filter was applied with a width
of 3 pixels to each STXM image, producing a blurred image which effectively acts
as a background, mapping the transmitted x-ray intensity variation due to sample
thickness, Fig. 7.6b.
By subtracting this background image from the original image, an image with
uniform background contrast is acquired, revealing the magnetic contrast as seen in
Fig. 7.6c. We then applied a Gaussian filter with a width of 0.5 pixels and some
minor interpolation, producing the final image in Fig. 7.6d. In principle, all struc-
tural contrast could be eliminated by subtracting a true background image, collected
under the same imaging conditions but at a temperature above TC. Alternatively, a
subtraction of magnetic contrast images measured with opposite x-ray polarisation
would leave only magnetic contrast. In practice, it was found that alignment of the
corresponding images challenging due to sample and beam drift, as well as the large
size of the imaging pixels relative to the magnetic structures.
7.5 Observation of Magnetic Skyrmion Tubes
After demonstrating successful x-ray imaging of chiral magnetic structures for both
out-of-plane and in-plane applied magnetic fields, we investigated the possibility of
observing the in-plane magnetic SkT state. When observed perpendicular to its
central axis, an individual Bloch skyrmion tube is expected to exhibit both light
and dark contrast, as the spins point in opposing directions either side of the central
skyrmion core. We performed a variety of magnetic and temperature procedures in
search of stabilising such an in-plane SkT state.
Comparative STXM images of the corner region of the second FeGe lamella
sample are shown after ZFC, revealing the local orientation of the helical state in
Fig. 7.7a, and after the application of an in-plane field of 35 mT, showing formation
of the conical state along the magnetic field direction in Fig. 7.7b. Fig. 7.7c displays
a STXM image acquired after FC the sample under an applied in-plane magnetic
field of 35 mT. The three pairs of light and dark horizontal stripes at the corner of
7.5. Observation of Magnetic Skyrmion Tubes 131
Figure 7.7: a-c, Scanning transmission x-ray microscopy images of the same corner
area of the sample recorded after ZFC (a,b) and FC (c) procedures. The limit of the
magnetic contrast region and the structural edge of the sample are depicted by yellow
dashed lines in c. d, Illustrative phase diagram depicting the field-temperature paths
taken for each measurement. Scale bar, 200 nm.
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the sample are aligned along the applied magnetic field direction, and thus have the
expected appearance of the SkT spin texture embedded in the vertical stripes of the
conical state. A schematic illustration of temperature-field path taken during these
measurements is shown in Fig. 7.7d. A region which exhibited no magnetic contrast
before the structural edge of the sample is highlighted by the dashed yellow lines
in 7.7c. This edge region can be composed of redeposited or damaged FeGe which
builds up at the edge of the sample during ion milling, leading to observed structural
contrast between the limit of the ordered magnetic contrast and the structural edge
of the sample.
Fig. 7.8a displays a clearer micrograph of the potential SkT spin texture, showing
the three skyrmion tubes in the corner of the lamella sample. While the uppermost
skyrmion tube bends directly into the conical stripes, the two lower tubes appear to
bulge outward at their ends before terminating in the conical state. Upon increasing
the applied magnetic field, the skyrmion tubes decrease in length, before being
annihilated by the conical state at 130 mT, as shown in Figs. 7.8b-d.
To validate the identification of these structures as the SkT state, we performed
supporting micromagnetic simulations. These simulations were based on an idealised
model which does not consider surface roughness, sample defects or temperature,
but nevertheless provide an invaluable comparison to the experimental data. The
simulation was initialised by relaxing a state consisting of three paraboloid-shaped
skyrmion tube precursors at a range of in-plane magnetic fields, with the state at
150 mT showing the closest agreement to experiment (see Appendix Sec. B.3 for
more details). The magnetic field was then varied to explore the field-dependent
behaviour of the simulated SkT state. The average mz through the thickness of the
simulated sample was calculated to produce a simulated x-ray image of the magnetic
state. Selected simulated images are displayed in Figs. 7.8e-h, showing remarkable
agreement to the corresponding experimental micrographs. In Fig. 7.8e, at 80 mT,
the end of the uppermost skyrmion tube curves into the conical state, while the two
lower tubes appear to bulge at the end, replicating the behaviour observed in the
experimental image in Fig. 7.8a.
Selected three dimensional visualisations of the simulations are displayed in Figs.
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Figure 7.8: a-d, Scanning transmission x-ray micrographs of the skyrmion tube spin
texture embedded in the conical state observed as a function of applied in-plane
magnetic field. The colourmap plots the normalised out-of-plane magnetisation
averaged through the thickness of the sample, mz. The black L-shape in a indicates
the location of the corner of the sample. e-h, Simulated images of the skyrmion
tube spin texture embedded in the conical state, as determined from micromagnetic
simulations calculated as a function of applied in-plane magnetic field, where the
colourmap plots the normalised out-of-plane magnetisation averaged through the
thickness. i-l, Three dimensional visualisations of the micromagentic simulations
for selected magnetic fields, obtained by plotting cells with normalised my between
-1 and 0.
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7.8i-l. The additional surface structures which disappear with increasing field in Fig.
7.8i-k are chiral edge twists in the conical state at the sample boundary [319]. At de-
creasing magnetic fields, the skyrmion tubes branch into the helical state and expand
to touch the surfaces of the simulated sample, establishing partial skyrmion tube
edge states shown in Fig. 7.8i. Upon increasing the magnetic field, the skyrmion
tubes decrease in length, as seen in the experimental images. Despite the qualita-
tive agreement of the experimental and simulated images exhibited in Fig. 7.8, it is
worth noting that in the simulation the SkT state exists over a higher magnetic field
range in comparison to the experimental observations. This has the secondary effect
of altering the relative magnetic contrast of the SkT and conical structures, due to
the reduction of the spin canting angle in the cone state with changing applied field.
However, this can be attributed to two factors. Firstly, micromagnetic simulations
are not able to incorporate thermal effects, and are effectively performed at 0 K,
whereas the experimental images were acquired at 100 K. Secondly, the lateral ex-
tent of the simulated sample is smaller than the measured lamella, exaggerating the
effects of the demagnetising field.
A cross section through the end of one of the simulated skyrmion tubes is shown
in Fig. 7.9a, highlighting the presence of a magnetic Bloch point. The discretisation
of the magnetic spin texture in the simulations means that the estimated energy
of large scale objects, such as the skyrmion tube itself, is robust, but small scale
objects where the magnetisation rapidly changes, such as the Bloch points, may be
inaccurate. Additionally, the 4 nm cell size in the simulation limited the size of the
Bloch points to a nanometer scale, while in reality a Bloch point can be expected
to exist on the scale of individual spins – beyond the limits of our current imaging
resolution. Nevertheless, the image in Fig. 7.8a may represent the experimental
observation of the magnetic configuration around the Bloch point at the end of a
skyrmion tube, and is a crucial first step towards direct experimental comparison to
theoretical work on Bloch points [179,320].
We performed additional simulations commencing from a randomly initialised
helical state at 0 mT, and found that the SkT state was also stabilised during an
in-plane magnetic field sweep, as depicted by the visualisation in Fig. 7.9b (see
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Figure 7.9: a, A cross section of spins from the simulation in Fig. 7.8e, location
shown by the red box, highlighting the presence of a magnetic Bloch point at the
end of each skyrmion tube. b, Three dimensional visualisation of the skyrmion tube
state achieved after a field sweep from an initially randomised state. Scale bars,
200 nm.
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Appendix Sec. B.4 for more details and visualisations). In contrast to the previ-
ous simulations, the ends of the tubes curve to touch the upper and lower faces of
the sample. Such edge states may be energetically favourable in comparison to the
formation of a magnetic Bloch point. Previous studies have demonstrated that the
SkL state has improved stability at the sample boundaries for out-of-plane magnetic
fields [58]. Our results suggest that the stability of the SkT state is similarly en-
hanced at the sample edge for in-plane magnetic fields. This may also explain why
no SkT state was observed in the in-plane magnetic phase diagram in Fig. 7.4b,
where the field of view was restricted to the centre of the FeGe lamella.
7.6 Discussion
The helical/conical period, dh,c, and the distance between each skyrmion tube, dss,
were extracted from the experimental and simulated data, and are plotted as a
function of applied magnetic field in Fig. 7.10a and b respectively. The skyrmion-
edge distance dse for the simulated data is also plotted. In both the simulation and
experiment, dh,c was found to remain approximately constant across the full range of
applied magnetic field. In contrast, the simulated dss and dse increase with applied
magnetic field, exhibiting skyrmion-skyrmion and skyrmion-edge interactions which
are attractive at low fields, and repulsive at higher fields, in agreement with studies
of such interactions for the out-of-plane SkL state [85,321].
At low and high fields, dss becomes respectively smaller and larger than the
skyrmion radius. In both instances, the magnetisation of the SkT spin texture
necessarily distorts from a sinusoidal function. This can be seen in Fig. 7.10d
and e, where the out-of-plane component of the magnetisation across the width
of the SkT exhibits an asymmetrical distortion that varies as a function of applied
magnetic field and is not observed in the conical state. This distortion is functionally
similar to the distortion of the helical state into a chiral soliton lattice [322], and is
parameterised by ν in 7.10c, where ν = 0 corresponds to an undistorted sinusoidal
magnetisation (see Appendix A Sec. A.2).
While the experimental behaviour of dss is not exactly replicated by the simu-
7.6. Discussion 137
Figure 7.10: a,b, The skyrmion-skyrmion tube spacing, dss, the skyrmion-edge dis-
tance dse, and helical/conical state period, dh/c, plotted as a function of applied
magnetic field for the experimental and simulated images respectively. Error bars
on the experimental data indicate the standard deviation obtained when fitting line
profiles of the magnetic contrast from the STXM images with a sine function. c,
The parameterised distortion, ν, of the out-of-plane magnetisation profile of the
skyrmion tube state as a function of applied magnetic field. d,e, The my compo-
nent of cross sections through the simulated skyrmion tube states at 100 and 270 mT
are plotted in the top panels. Isocontours highlight the lines of constant my. The
calculated average out-of-plane component, 〈mz〉, is plotted in the bottom panels.
Vertical dotted lines indicate positions of maximum/minimum my.
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lations, its value is nevertheless highly variable, ranging from 67 nm to 86 nm, in
contrast to the constant value of dh,c. This provides strong evidence that the ob-
served SkT spin texture is distinct from these topologically trivial magnetic states.
We suggest that the discrepancy may be due to the formation of the SkT struc-
ture by field cooling, producing a pinned metastable state which relaxes over the
first few field increments, before displaying the expected increase in dss at higher
applied fields. Such pinning effects are not considered in the simulation model. In
the future, achieving a lower temperature in the STXM instrument would allow the
metastable skyrmion tubes to exist over a larger range of applied field, allowing this
behaviour to be examined more thoroughly.
7.7 Conclusions
The successful application of x-ray holography and STXM for bulk skyrmion systems
has been demonstrated, owing to the adaptation of existing instruments for cryo-
genic sample environments. Furthermore, the in-plane skyrmion tube spin texture
was imaged in real-space for the first time, allowing this unexplored dimension of
the magnetic skyrmion to be investigated. The field-evolution of the SkT state, and
its location at the sample boundary in both the experiment and simulation, high-
lights the importance of confinement and boundary effects in the formation of this
magnetic structure and the emergent skyrmion-skyrmion and skyrmion-edge inter-
actions. Both the development of cryogenic x-ray microscopy, and the experimental
realisation of in-plane skyrmion tube structures, open the door to new measure-
ment techniques and experiments capable of investigating the detailed mechanisms
governing skyrmion formation and annihilation.
Chapter 8
Summary and Conclusions
We have seen that chemical substitution is a powerful method of altering the prop-
erties of magnetic skyrmions. Particularly, the lifetime of metastable skyrmions is
greatly increased by the pinning introduced by the presence of non-magnetic zinc
ions substituted into Cu2OSeO3. These pinning effects also hinder the phase tran-
sition between the helical and conical states, preventing the large scale rotation of
helimagnetic domains. However, it was revealed that additional magnetic energy
terms, specifically the large low temperature cubic anisotropy in Cu2OSeO3, are
able to overcome such pinning effects. This illustrates the careful balance of mag-
netic energies responsible for the formation and dynamics of magnetic spin textures,
and demonstrates that the detrimental effects of defects and disorder introduced by
chemical substitution may mitigated by careful consideration of the magnetic inter-
action terms. Controlled manipulation of this energy balance will be crucial both for
the engineering of skyrmion materials towards device applications, and for the ex-
ploration of new topological phases of matter. For future work in this area, it would
be enlightening to explore the effect of chemical substitution, or doping, on more
exotic skyrmion phenomena, such as the nucleation of low temperature skyrmions
in Cu2OSeO3, or the stabilisation of square skyrmion lattices, or meron-antimeron
lattices, in MnSi and the CoZnMn alloys.
Through the development of real-space x-ray imaging, the vertical dimension
of the skyrmion state was directly visualised for the first time. The use of x-ray
imaging was demonstrated to posses the advantage of allowing imaging with an in-
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plane magnetic field, which was vital for the successful observation of the skyrmion
tube state. Comparative micromagnetic simulations gave a glimpse at the potential
power of such methods when investigating local topological defect dynamics, such
as the motion of magnetic Bloch points located at the end of each broken skyrmion
tube. Following this line of research, it would be interesting to attempt time re-
solved imaging of skyrmion tubes dynamics such as the current-induced topological
unwinding of skyrmion tubes by Bloch points, or the resonant dynamics of skyrmion
lattices. The continued development of real-space imaging techniques, particularly
with the large parameter space provided by cyrogenic temperatures and a variable
sample and magnetic field orientation, will allow for full nanoscale visualisation of
exotic spin textures and their localised dynamic mechanisms. It is anticipated that
this will open new avenues of investigation for both skyrmions, and beyond into
further condensed matter systems.
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[118] Dupé, B., Kruse, C. N., Dornheim, T. & Heinze, S. How to reveal metastable
skyrmionic spin structures by spin-polarized scanning tunneling microscopy.
New Journal of Physics 18, 055015 (2016).
[119] Heinze, S. et al. Spontaneous atomic-scale magnetic skyrmion lattice in two
dimensions. Nature Physics 7, 713–718 (2011).
[120] von Bergmann, K., Menzel, M., Kubetzka, A. & Wiesendanger, R. Influence
of the Local Atom Configuration on a Hexagonal Skyrmion Lattice. Nano
Letters 15, 3280–3285 (2015).
References 152
[121] Pappas, C. et al. Chiral Paramagnetic Skyrmion-like Phase in MnSi. Physical
Review Letters 102, 197202 (2009).
[122] Janoschek, M. et al. Fluctuation-induced first-order phase transition in
Dzyaloshinskii-Moriya helimagnets. Physical Review B 87, 134407 (2013).
[123] Münzer, W. et al. Skyrmion lattice in the doped semiconductor FeGe. Physical
Review B 81, 041203 (2010).
[124] Yu, X. Z. et al. Real-space observation of a two-dimensional skyrmion crystal.
Nature 465, 901–904 (2010).
[125] Bannenberg, L. J. et al. Universality of the helimagnetic transition in cubic
chiral magnets: Small angle neutron scattering and neutron spin echo spec-
troscopy studies of Fe1−xCoxSi. Physical Review B 95, 144433 (2017).
[126] Yu, X. Z. et al. Near room-temperature formation of a skyrmion crystal in
thin-films of the helimagnet FeGe. Nature Materials 10, 106–109 (2011).
[127] Moskvin, E. et al. Complex Chiral Modulations in FeGe Close to Magnetic
Ordering. Physical Review Letters 110, 077207 (2013).
[128] Kanazawa, N. et al. Possible skyrmion-lattice ground state in the B20 chiral-
lattice magnet MnGe as seen via small-angle neutron scattering. Physical
Review B 86, 134425 (2012).
[129] Tanigaki, T. et al. Real-Space Observation of Short-Period Cubic Lattice of
Skyrmions in MnGe. Nano Letters 15, 5438–5442 (2015).
[130] Tokunaga, Y. et al. A new class of chiral materials hosting magnetic skyrmions
beyond room temperature. Nature Communications 6, 7638 (2015).
[131] Takagi, R. et al. Spin-wave spectroscopy of the Dzyaloshinskii-Moriya interac-
tion in room-temperature chiral magnets hosting skyrmions. Physical Review
B 95, 220406 (2017).
[132] Lancaster, T. Transverse field muon-spin rotation measurement of the topo-
logical anomaly in a thin film of MnSi. Physical Review B 93 (2016).
References 153
[133] Meynell, S. A. et al. Hall effect and transmission electron microscopy of epi-
taxial MnSi thin films. Physical Review B 90, 224419 (2014).
[134] Zhang, S. L. et al. Engineering helimagnetism in MnSi thin films. AIP Ad-
vances 6, 015217 (2016).
[135] Kanazawa, N. et al. Direct observation of anisotropic magnetic field response
of the spin helix in FeGe thin films. Physical Review B 94, 184432 (2016).
[136] Wilson, M. N., Butenko, A. B., Bogdanov, A. N. & Monchesky, T. L. Chiral
skyrmions in cubic helimagnet films: The role of uniaxial anisotropy. Physical
Review B 89, 094411 (2014).
[137] Figueroa, A. I. et al. Strain in epitaxial MnSi films on Si(111) in the thick
film limit studied by polarization-dependent extended x-ray absorption fine
structure. Physical Review B 94, 174107 (2016).
[138] Zhang, S. L. et al. Room-temperature helimagnetism in FeGe thin films.
Scientific Reports 7, 1–10 (2017).
[139] Seki, S., Yu, X. Z., Ishiwata, S. & Tokura, Y. Observation of Skyrmions in a
Multiferroic Material. Science 336, 198–201 (2012).
[140] Makino, K. et al. Thermal stability and irreversibility of skyrmion-lattice
phases in Cu2OSeO3. Physical Review B 95, 134412 (2017).
[141] Sidorov, V. A., Petrova, A. E., Berdonosov, P. S., Dolgikh, V. A. & Stishov,
S. M. Comparative study of helimagnets MnSi and Cu2OSeO3 at high pres-
sures. Physical Review B 89, 100403 (2014).
[142] Seki, S. et al. Formation and rotation of skyrmion crystal in the chiral-lattice
insulator Cu2OSeO3. Physical Review B 85, 220406 (2012).
[143] Yang, J. H. et al. Strong Dzyaloshinskii-Moriya Interaction and Origin of
Ferroelectricity in Cu2OSeO3. Physical Review Letters 109, 107203 (2012).
References 154
[144] Omrani, A. A. et al. Exploration of the helimagnetic and skyrmion lattice
phase diagram in Cu2OSeO3 using magnetoelectric susceptibility. Physical
Review B 89, 064406 (2014).
[145] Zhang, S. L. et al. Resonant elastic x-ray scattering from the skyrmion lattice
in Cu2OSeO3. Physical Review B 93, 214420 (2016).
[146] White, J. S. et al. Electric field control of the skyrmion lattice in Cu2OSeO3.
Journal of Physics: Condensed Matter 24, 432201 (2012).
[147] White, J. et al. Electric-Field-Induced Skyrmion Distortion and Giant Lattice
Rotation in the Magnetoelectric Insulator Cu2OSeO3. Physical Review Letters
113, 107203 (2014).
[148] Okamura, Y., Kagawa, F., Seki, S. & Tokura, Y. Transition to and from
the skyrmion lattice phase by electric fields in a magnetoelectric compound.
Nature Communications 7, 1–6 (2016).
[149] Okamura, Y. et al. Directional electric-field induced transformation from
skyrmion lattice to distinct helices in multiferroic Cu2OSeO3. Physical Re-
view B 95, 184411 (2017).
[150] Wilson, M. N. et al. Measuring the formation energy barrier of skyrmions in
zinc-substituted Cu2OSeO3. Physical Review B 99, 174421 (2019).
[151] Zhang, S. L. et al. Multidomain Skyrmion Lattice State in Cu2OSeO3. Nano
Letters 16, 3285–3291 (2016).
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Appendix A
Derivations
A.1 Metastable Skyrmion Population Loss
To simulate the loss of metastable skyrmion population as the sample is cooled,
we derived the following model. We begin with the expression for a population of
metastable skyrmions decaying over time t with a temperature dependent lifetime
τ(T ),
S(t) = S0exp
[
−
(
t
τ(T )
)β]
, (A.1.1)
Unlike a standard exponential function which is self-similar, when β 6= 1 the shape
of a stretched exponential function changes with time. To account for this, we
consider the population decay during the cooling process as a series of time steps
with duration ∆t, each starting at a time tn = n∆t. For a single time step, this
gives,
Sn+1
Sn
=
exp
[
−
(
tn+∆t
τ(T )
)β]
exp
[
−
(
tn
τ(T )
)β] . (A.1.2)
It follows that the final population, S0, after N time steps is a product series,
S0 = Si
N∏
n=1
exp
[(
tn
τ(T )
)β
−
(
tn + ∆t
τ(T )
)β]
, (A.1.3)
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S0 = Siexp
[
N∑
n=1
(
tn
τ(T )
)β
−
(
tn + ∆t
τ(T )
)β]
, (A.1.4)
where Si is the initial population before cooling commences. We now define the sum
inside of the exponential function to be g(t), and take the limit as ∆t→ 0,
lim
∆t→0
g(t) = lim
∆t→0
N∑
n=1
(
tn
τ(T )
)β
− lim
∆t→0
N∑
n=1
(
tn + ∆t
τ(T )
)β (A.1.5)
Performing a Taylor expansion of the second term around ∆t = 0 yields,
lim
∆t→0
g(t) = lim
∆t→0
N∑
n=1
(
tn
τ(T )
)β
− lim
∆t→0
N∑
n=1
[(
tn
τ(T )
)β
+ β
∆t
tn
(
tn
τ(T )
)β]
+O2.
(A.1.6)
The higher order terms of ∆t2 are infinitesimally small as ∆t→ 0 leaving,
lim
∆t→0
g(t) = − lim
∆t→0
N∑
n=1
β
∆t
tn
(
tn
τ(T )
)β
(A.1.7)
lim
∆t→0
g(t) = −β
∫ tf
0
1
t
(
t
τ(T )
)β
dt, (A.1.8)
where tf is the time at the end of the cooling process. Finally, we substitute back
into our equation for S0, to find an expression for the population of metastable
skyrmions as a function of time,
S0 = Siexp
[
−β
∫ tf
0
1
t
(
t
τ(T )
)β
dt
]
. (A.1.9)
In our analysis, we assume that the lifetime depends upon the temperature of
according to our modified Arrhenius’ law,
τ(T ) = τ0exp
[
a
(
Ts − T
T
)]
, (A.1.10)
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where Ts is the lowest extent of the equilibrium skyrmiom phase in temperature.
With a linear cooling rate, k < 0, starting at T = Ts, we can write T = Ts + kt. We
substitute equation A.1.10 into equation A.1.9, and perform a change of variables
from t to T to reveal the dependence of S0 on the cooling rate k,
S0 = Siexp
 Tf∫
Ts
−β
T − Ts
(
T − Ts
kτ0exp
[
aTs−T
T
])β dT
 . (A.1.11)
A.2 Skyrmion Tube Distortion
To characterise the distortion of the magnetisation profiles of the skyrmion tubes,
we used the mathematics of the distortion of the helical state into a chiral soliton
lattice with an applied field. We can write,
E(κ)
κ
=
√
1
h
, (A.2.12)
where E(κ) is the complete elliptical integral of the second kind, h is the ratio
between the applied field and the critical field (H/HC), and κ is the modulus of the
elliptical function, for which we want to solve. Using the value of κ determined by
minimising this equation, the magnetisation profile of the distorted helical state for
the vector ~Q ‖ x̂ and ~H ‖ ẑ is,
M = Ms(0,My,Mz),
My = sin(2am(
√
H
x
κ
, κ)),
Mz = cos(2am(
√
H
x
κ
, κ)),
(A.2.13)
where am(u, v) is the Jacobi amplitude function, and Ms is the saturation mag-
netisation. This can be conveniently expressed using the Jacobi Elliptic functions
sn(u, v) = sin(am(u, v)) and cn(u, v) = cos(am(u, v)) as,
My = 2cn(
√
H
x
κ
, κ)sn(
√
H
x
κ
, κ),
Mz = cn
2(
√
H
x
κ
, κ)− sn2(
√
H
x
κ
, κ).
(A.2.14)
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For the magnetisation profiles the relevant component of the magnetisation is
My. This expression is then used to fit the magnetisation profiles, using the effective
applied field h as a fitting parameter, and adding in an adjustable phase offset φ
such that x→ x+ φ. This yields,
My = 2cn(
√
H
x+ φ
κ
, κ)sn(
√
H
x+ φ
κ
, κ). (A.2.15)
For the high field curves above 165 mT, this equation fits the simulated magneti-
zation profiles. For the lower field curves, the distortion is seen to have the opposite
directionality. This can be mathematically described by adding a negative sign and
a phase offset of π, giving,
My = −2cn(
√
H
x+ φ− π
κ
, κ)sn(
√
H
x+ φ− π
κ
, κ). (A.2.16)
As shown in Fig. 7.10, the out-of-plane component of the magnetisation across
the width of the SkT exhibits an asymmetrical distortion that varies as a function
of applied magnetic field and is not observed in the conical state. The ratio of the
applied field to the critical field, h, parameterises the magnitude of this distortion.
We define ν = h for fields of 165 mT and above, and ν = −h for fields less than 165
mT, where the SkT state is essentially not distorted. This can be seen in Fig. 7.10c,
where ν, obtained by fitting the magnetisation profiles with the chiral soliton lattice
equations, is plotted as a function of applied magnetic field. The profiles of the SkT
state reveal that the direction of the asymmetry is opposite at low and high magnetic
fields. This is most easily visualised in Fig. 7.10d and e. At low applied fields, such
as at 100 mT in Fig. 7.10d, the magnetisation profile varies fastest between the
skyrmion tubes, due to the reduced separation of the tubes relative to their radii.
Conversely, at high fields, such as at 270 mT in Fig. 7.10e, the magnetisation profile
changes fastest within each skyrmion tube, due to the increased separation of the
tubes relative to their radii. This leads to the magnetisation profile of the tubes
appearing distorted, due to the varying skyrmion tube separation.
Appendix B
Micromagnetic Simulations
B.1 Micromagnetic Method
Simulations of the various magnetic configurations observed in the experiments were
performed using the micromagnetic code OOMMF [1]. The data was processed using
the OOMMFPy library, available online [2]. The simulations were performed by
David Cortés-Ortuño, and are included here for completeness. The simulated system
was specified with dimensions 1000 nm× 1000 nm× 100 nm, using finite difference
cells with a volume of 4 nm3, and magnetic parameters of FeGe. We describe the
FeGe system using the energy functional of a chiral magnet with symmetry class T ,
which reads
E =
∫
V
dV
{
A
∑
α=x,y,z
(∇mα)2 +Dm · (∇×m)−Msm ·Ba −
Ms
2
m ·Bd
}
, (B.1.1)
where m is the normalised magnetisation, A = 8.78 pJ m−1 is the exchange constant,
Ms = 384 kA m
−1 is the saturation magnetisation, D = 1.58 mJ m−2 is the DMI
constant, Ba is the applied field and Bd is the demagnetising field. The energy
minimisation of a specified initial state was performed using OOMMF’s conjugate
gradient method. The same minimisation technique was applied to reach equilibrium
states at each step of the simulated field sweeps.
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Figure B.1: a-c, Three dimensional visualisations of the helical, SkL and conical
states presented in Fig. 2 in the main text, created by plotting cells with mz com-
ponents between -1 and 0. e-f, Simulated images of each simulated state, as shown
in Fig. 2 of the main text. Scale bar, 200 nm.
B.2 Simulated Images
To generate the simulated states shown in Fig. 7.5, a precursor state was initiated
and then relaxed using an energy minimisation algorithm at varied applied field
strengths. To initialise the SkL state a triple-q model was used. In the case of the
conical and helical states, the simulation was initialised with one-dimensional spirals
with a periodicity 70 nm. The top three dimensional visualisations in Fig. B.1a-c
were created by plotting cells with an out-of-plane magnetisation component mz < 0.
The bottom images are z-slices through the centre of the simulated sample. The
black and white plots in Fig. B.1d-f are averages of the out-of-plane magnetisation
component mz across the thickness of the sample, as shown in Fig. 3 of the main
text.
The averaging process used to create the simulated images is most clearly visu-
alised from Fig. B.2, where magnetisation profiles of a y-slice through the thickness
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Figure B.2: The my component of a cross section through the simulated skyrmion
tube state at 150 mT is plotted in the top panel. Isocontours highlight the lines of
constant my. The calculated average out-of-plane component, 〈mz〉, is plotted in
the bottom panel. Vertical dotted lines indicate positions of maximum/minimum
my.
of the simulated sample are shown. The top image of Fig. B.2 illustrates the in-
plane y-component of the magnetisation together with isocontour lines. The θ = 90◦
curve refers to the my = 0 surface, which encloses a skyrmion tube or a configura-
tion pinned at the top surface, as shown at the top left of the image. The bottom
plot of Fig. B.2 shows the average mz component across the thickness of the sample
(z-direction), 〈mz〉, where the strongest contrast is the positive out-of-plane compo-
nent.
Zero values of the 〈mz〉 were computed using a linear interpolation of the curve
and a root finding algorithm and are displayed as the dashed vertical lines. It can be
seen that these zeros coincide with both the skyrmion tube centres and the middle
point between two skyrmion tubes. Accordingly, the skyrmion centre zeros can be
used to compute the inter-skyrmion distance and the distance of a skyrmion from
the edge of the sample. In the main text the skyrmion-skyrmion and skyrmion-edge
distances were both calculated using the zero at the centre of the rightmost skyrmion
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tube. In the case of skyrmion-skyrmion distance, it was computed from the zero of
the adjacent skyrmion at the left.
B.3 Initialising Skyrmion Tubes
To generate the simulated three skyrmion tube states presented in the main text,
a function was applied to generate three paraboloid-shaped Bloch skyrmion precur-
sors, with the core oriented opposite to the magnetisation of the rest of the field
polarised sample. By defining
m = (sin Θ cos Ψ, sin Θ sin Ψ,− cos Θ), (B.3.2)
the functions Θ = Θ(r, z), Ψ = Ψ(ϕ), with (r, ϕ, z) as cylindrical coordinates, are
specified as
Θ(r, z) =
π
rpar(z)
r, rpar(z) =
√
rtube
ztube
z, 0 ≤ z ≤ 600 nm
Ψ(ϕ) = ϕ+
π
2
.
(B.3.3)
Based on these functions, each of the three tubes was initialised with rtube = 40 nm
and ztube = 600 nm. The largest radius of the tube was specified with a value smaller
than the helical length of FeGe due to the limited thickness of the 100 nm sample.
The tube length was chosen according to the length of the tubes observed from the
experimental images. To generate three tubes, the first tube was located with its
centre at a distance of 125 nm from the edge of the sample and the second and
third tubes were positioned with a 160 nm separation. The rest of the sample was
initialised in a field-polarised state with magnetisation m = (0,+1, 0).
An overview of the initial state for the three tube system is shown in Fig. SB.3a.
The regions within the my = 0 isosurfaces are shown in the top image and a z-slice
at the centre of the sample is shown at the middle image, together with a simulated
image at the bottom. This initial state was relaxed at a range of magnetic fields
by minimising the energy using a conjugate gradient algorithm implemented in the
OOMMF code [1], and the resulting states are are shown in Fig. SB.3b-f. The
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Figure B.3: a, Visualisation of the initial skyrmion tube state, featuring three
paraboloid-shaped skyrmion tube precursors in a ferromagnetic background. The
simulated x-ray image is shown below. b-f, Visualisations, created by plotting cells
with my components between -1 and 0, and simulated x-ray images of the magnetic
state after energy minimisation at a range of in-plane applied magnetic fields. Scale
bar, 100 nm.
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150 mT simulated state most resembles the three tube configuration seen in the
experiments, displayed in Fig. SB.3c. Therefore, we chose this state to simulate the
field sweep and observe the evolution of the skyrmion tubes with increasing and
decreasing magnetic fields for comparison with the experimental data.
B.4 Randomly Initialised Field Sweeps
In order to examine the possibility of skyrmion tube formation from a field sweep
starting at 0 mT, we initialised a helical state at 0 mT from a fully randomised pre-
cursor state, performing an energy relaxation using the conjugate gradient minimisa-
tion method. The resulting initial state is shown in Fig. SB.4a, with my isosurfaces
in the left plot and the average out of plane magnetisation through the thickness,
〈mz〉, in the right plot. Two field sweep processes were simulated starting from this
initial zero field helical state, applying both an in-plane and an out-of-plane mag-
netic field. Results of the in-plane field sweep are shown in Fig. SB.4a-e. Images at
the left side of these figures show the region within the my = 0 isosurface. As the
magnetic field is increased skyrmion tubes form with their ends pinned at the sam-
ple surfaces, which may be energetically favoured in comparison to the formation
of Bloch points. Results of the out-of-plane field sweep are shown in Fig. SB.5a-e,
with mz isosurfaces depicted in the images to the left side of every field sweep stage.
In this case, skyrmions are again primarily stabilised close to the boundaries of the
sample, highlighting the importance of confinement and edge effects.
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Figure B.4: a-e, Selected three dimensional visualisations, created by plotting cells
with my components between -1 and 0, and simulated images of the magnetic state
during an in-plane field sweep from an initially randomised state. Scale bar, 100
nm.
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Figure B.5: textbfa-e, Selected three dimensional visualisations, created by plotting
cells with mz components between -1 and 0, and simulated images of the magnetic
state during an out-of-plane field sweep from an initially randomised state. Scale
bar, 100 nm.
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