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Irreducible quantum group modules with finite
dimensional weight spaces. II
Dennis Hasselstrøm Pedersen
Abstract
We classify the simple quantum group modules with finite dimensional
weight spaces when the quantum parameter q is transcendental and the
Lie algebra is not of type G2. This is part 2 of the story. The first part
being [Ped15a]. In [Ped15a] the classification is reduced to the classifica-
tion of torsion free simple modules. In this paper we follow the procedures
of [Mat00] to reduce the classification to the classification of infinite di-
mensional admissible simple highest weight modules. We then classify the
infinite dimensional admissible simple highest weight modules and show
among other things that they only exist for types A and C. Finally we
complete the classification of simple torsion free modules for types A and
C completing the classification of the simple torsion free modules.
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1 Introduction
This is part 2 of the classification of simple quantum group modules with finite
dimensional weight spaces. In this paper we focus on the non root of unity case.
Let g be a simple Lie algebra. Let q ∈ C be a non root of unity and let Uq
be the quantized enveloping algebra over C with q as the quantum parameter
(defined below). We want to classify all simple weight modules for Uq with finite
dimensional weight spaces. In the papers [Fer90] and [Mat00] this is done for
g-modules. Fernando proves in [Fer90] that the classification of simple g weight
modules with finite dimensional weight spaces essentially boils down to classi-
fying two classes of simple modules: Finite dimensional simple modules over a
reductive Lie algebra and so called ’torsion free’ simple modules over a simple
Lie algebra. The classification of finite dimensional modules is well known in
the classical case (as well as the quantum group case) so the remaining problem
is to classify the torsion free simple modules. O. Mathieu classifies all torsion
free g-modules in [Mat00]. The classification uses the concept of a g coherent
family which are huge g modules with weight vectors for every possible weight,
see [Mat00, Section 4]. Mathieu shows that every torsion free simple module is
a submodule of a unique irreducible semisimple coherent family [Mat00, Propo-
sition 4.8] and each of these irreducible semisimple coherent families contains
an admissible simple highest weight module as well [Mat00, Proposition 6.2 ii)].
This reduces the classification to the classification of admissible simple highest
weight modules. In this paper we will follow closely the methods described
in [Mat00]. We will focus only on the case when q is not a root of unity. The
root of unity case is studied in [Ped15a]. Some of the results of [Mat00] translate
directly to the quantum group case but in several cases there are obstructions
that need to be handled differently. In particular the case by case classification
in types A and C is done differently. This is because our analog of EXT (L)
given an admissible simple infinite dimensional module L is slightly different
from the classical case see e.g. Section 7. The proof when reducing to types
A and C in [Fer90] and [Mat00] uses some algebraic geometry to show that
torsion free modules can only exist in types A and C. In this paper we show
that infinite dimensional admissible simple highest weight modules only exist
in types A and C and use this fact to show that torsion free modules can not
exist for modules other than types A and C. For this we have to restrict to
transcendental q. Specifically we use Theorem 8.1. If this theorem is true for
a general non-root-of-unity q we can remove this restriction. The author is not
aware of such a result in the litterature.
1.1 Main results
To classify simple weight modules with finite dimensional modules we follow
the procedures of S. Fernando and O. Mathieu in [Fer90] and [Mat00]. The
analog of the reduction done in [Fer90] is taken care of in the quantum group
case in [Ped15a] so what remains is to classify the torsion free modules. We will
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first recall some results from [Ped15a] and [Ped15b] concerning the reduction
and some formulas for commutating root vectors. This is recalled in Section 2
and Section 3. In Section 4 we do some prelimary calculations concerning Ore
localization and certain ’twists’ of modules necessary to define the ’Coherent
families’ of Section 5. Here we don’t define the concept of a general coherent
family but instead directly define the analog of coherent irreducible semisimple
extensions EXT (L) of an admissible simple infinite dimensional module L. In
analog with the classical case we show that for any admissible simple infinite
dimensional module L, EXT (L) contains a submodule isomorphic to a simple
highest weight module, see Theorem 5.12. We also prove a result in the other
direction: If g is such that there exists a simple infinite dimensional admissible
module L then there exists a torsion free Uq(g)-module, see Theorem 5.8. So
the existence of torsion free modules over the quantized enveloping algebra of
a specific g is equivalent to the existence of an admissible infinite dimensional
highest weight simple module over Uq(g). Using this we show that torsion free
modules exist only for types A and C in the Sections 8.1, 8.2, 8.3, 8.4 and 8.5
where we also classify the admissible simple highest weight modules which are
infinite dimensional. Finally in Section 9 and Section 10 we complete the clas-
sification in types A and C, respectively, by showing exactly which submodules
of EXT (L(λ)) are torsion free for a λ of a specific form see Theorem 9.8 and
Theorem 10.7.
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1.3 Notation
We will fix some notation: We denote by g a fixed simple Lie algebra over
the complex numbers C. We assume g is not of type G2 to avoid unpleasant
computations.
Fix a triangular decomposition of g: g = g− ⊕ h ⊕ g+: Let h be a maximal
toral subalgebra and let Φ ⊂ h∗ be the roots of g relative to h. Choose a simple
system of roots Π = {α1, . . . , αn} ⊂ Φ. Let Φ+ (resp. Φ−) be the positive (resp.
negative) roots. Let g± be the positive and negative part of g corresponding
to the simple system Π. Let W be the Weyl group generated by the simple
reflections si := sαi . For a w ∈W let l(w) be the length of W i.e. the smallest
amount of simple reflections such that w = si1 · · · sil(w) . Let (·|·) be a standard
W -invariant bilinear form on h∗ and 〈α, β∨〉 = 2(α|β)(β|β) . Since (·|·) is standard we
have (α|α) = 2 for any short root α ∈ Φ and since g is not of type G2 we have
(β|β) = 4 for any long root β ∈ Φ. Let Q = spanZ {α1, . . . , αn} denote the root
lattice and Λ = spanZ {ω1, . . . , ωn} ⊂ h
∗ the integral lattice where ωi ∈ h∗ is
the fundamental weights defined by (ωi|αj) = δij .
Let Uv = Uv(g) be the corresponding quantized enveloping algebra defined
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over Q(v), see e.g. [Jan96] with generators Eα, Fα,K
±1
α , α ∈ Π and certain
relations which can be found in chapter 4 of [Jan96]. We define vα = v
(α|α)/2
(i.e. vα = v if α is a short root and vα = v
2 if α is a long root) and for n ∈ Z,
[n]v =
vn−v−n
v−v−1 . Let [n]α := [n]vα =
vnα−v
−n
α
vα−v
−1
α
. We omit the subscripts when it
is clear from the context. For later use we also define the quantum binomial
coefficients: For r ∈ N and a ∈ Z:[
a
r
]
v
=
[a][a− 1] · · · [a− r + 1]
[r]!
where [r]! := [r][r − 1] · · · [2][1]. Let A = Z[v, v−1] and let UA be Lusztigs A-
form, i.e. the A subalgebra generated by the divided powers E
(n)
α :=
1
[n]α!
Enα ,
F
(n)
α :=
1
[n]α!
Fnα and K
±1
α , α ∈ Π.
Let q ∈ C∗ = C\{0} be a nonzero complex number that is not a root of
unity and set Uq = UA ⊗A Cq where Cq is the A-algebra C where v is sent to q.
We have a triangular decomposition of Lusztigs A-form UA = U
−
A ⊗U
0
A⊗U
+
A
with U−A =
〈
F
(n)
α |α ∈ Π, n ∈ N
〉
∈ UA, U
+
A =
〈
E
(n)
α |α ∈ Π, n ∈ N
〉
∈ UA and
U0A =
〈
K±1α ,
[
Kα;c
r
]
|α ∈ Π, c ∈ Z, r ∈ N
〉
where
[
Kα; c
r
]
:=
r∏
j=1
Kαv
c−j+1
α −K
−1
α v
−c+j−1
α
vjα − v
−j
α
.
We have the corresponding triangular decomposition of Uq: Uq = U
−
q ⊗U
0
q ⊗U
+
q
with U±q = U
±
A ⊗A Cq and U
0
q = U
0
A ⊗A Cq.
For a q ∈ C∗ define
[
a
r
]
q
as the image of
[
a
r
]
v
in Cq. We will omit the
subscript from the notation when it is clear from the context. qβ ∈ C and
[n]β ∈ C are defined as the image of vβ ∈ A and [n]β ∈ A, respectively abusing
notation. Similarly, we will abuse notation and write
[
Kα;c
r
]
also for the image
of
[
Kα;c
r
]
∈ UA in Uq. Define for µ ∈ Q, Kµ =
∏n
i=1K
ai
αi if µ =
∑n
i=1 aiαi with
ai ∈ Z.
There is a braid group action on Uv which we will describe now. We use the
definition from [Jan96, Chapter 8]. The definition is slightly different from the
original in [Lus90, Theorem 3.1] (see [Jan96, Warning 8.14]). For each simple
reflection si there is a braid operator that we will denote by Tsi satisfying the
following: Tsi : Uv → Uv is a Q(v) automorphism. For i 6= j ∈ {1, . . . , n}
Tsi(Kµ) =Ksi(µ)
Tsi(Eαi ) =− FαiKαi
Tsi(Fαi ) =−K
−1
αi Eαi
Tsi(Eαj ) =
−〈αj ,α∨i 〉∑
i=0
(−1)iv−iαiE
(r−i)
αi EαjE
(i)
αi
Tsi(Fαj ) =
−〈αj ,α∨i 〉∑
i=0
(−1)iviαiE
(i)
αi EαjE
(r−i)
αi .
The inverse T−1si is given by conjugating with the Q-algebra anti-automorphism
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Ψ from [Lus90, section 1.1] defined as follows:
Ψ(Eαi) = Eαi , Ψ(Fαi) = Fαi , Ψ(Kαi) = K
−1
αi , Ψ(q) = q.
The braid operators Tsi satisfy braid relations so we can define Tw for any w ∈
W : Choose a reduced expression of w: w = si1 · · · sin . Then Tw = Tsi1 · · ·Tsin
and Tw is independent of the chosen reduced expression, see e.g. [Lus90, The-
orem 3.2]. We have Tw(Kµ) = Kw(µ). The braid group operators restrict to
automorphisms UA → UA and extend to automorphisms Uq → Uq.
Let M be a Uq-module and λ : U
0
q → C a character (i.e. an algebra homo-
morphism into C). Then
Mλ = {m ∈M |∀u ∈ U
0
q , um = λ(u)m}.
Let X denote the set of characters U0q → C. Since U
0
q
∼= C[X±11 , . . . , X
±1
n ] we
can identify X with (C∗)n by U0q ∋ λ 7→ (λ(Kα1), . . . , λ(Kαn)) ∈ (C
∗)n.
1.4 Basic definitions
Definition 1.1 Let wtM denote all the weights of M , i.e. wtM = {λ ∈
X |Mλ 6= 0}.
For µ ∈ Λ and b ∈ C∗ define the character bµ by bµ(Kα) = b(µ|α), α ∈ Π. In
particular for b = q we get qµ(Kα) = q
(µ|α). We say that M only has integral
weights if λ(Kα) ∈ ±qZα for all λ ∈ wtM , α ∈ Π.
There is an action of W on X . For λ ∈ X define wλ by
(wλ)(u) = λ(Tw−1(u))
Note that wqµ = qw(µ).
Definition 1.2 Let M be a Uq-module and w ∈ W . Define the twisted module
wM by the following:
As a vector space wM = M but the action is given by twisting with w−1:
For m ∈ wM and u ∈ Uq:
u ·m = Tw−1(u)m.
We also define wM to be the inverse twist, i.e. for m ∈ wM , u ∈ Uq:
u ·m = T−1w−1(u)m.
Hence for any Uq-module
w(wM) =M = w(wM).
Note that wtwM = w(wtM) and that w(w
′
M) ∼= ww
′
M for w,w′ ∈ W with
l(ww′) = l(w) + l(w′) because the braid operators Tw satisfy braid relations.
Also w(w
′
M) ∼= w
′wM
Definition 1.3 We define the category F = F(g) as the full subcategory of
Uq −Mod such that for every M ∈ F we have
1. M is finitely generated as a Uq-module.
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2. M =
⊕
λ∈X Mλ and dimMλ <∞.
Note that the assignment M 7→ wM is an endofunctor on F (in fact an
auto-equivalence).
Let w0 be the longest element inW and let si1 · · · siN be a reduced expression
of w0. We define root vectors Eβ and Fβ for any β ∈ Φ+ by the following:
First of all set
βj = si1 · · · sij−1 (αij ), for i = 1, . . . , N
Then Φ+ = {β1, . . . , βN}. Set
Eβj = Tsi1 · · ·Tsij−1 (Eαij )
and
Fβj = Tsi1 · · ·Tsij−1 (Fαij )
In this way we have defined root vectors for each β ∈ Φ+. These root vectors
depend on the reduced expression chosen for w0 above. For a different reduced
expression we might get different root vectors. It is a fact that if β ∈ Π then
the root vectors Eβ and Fβ defined above are the same as the generators with
the same notation (cf. e.g. [Jan96, Proposition 8.20]) so the notation is not
ambigious in this case. By “Let Eβ be a root vector” we will just mean a root
vector constructed as above for some reduced expression of w0.
2 Reductions
We recall the following results from [Ped15a].
Proposition 2.1 Let β be a positive root and Eβ , Fβ root vectors corresponding
to β. Let M ∈ F . The sets M [β] = {m ∈ M | dim 〈Eβ〉m < ∞} and M [−β] =
{m ∈M | dim 〈Fβ〉m <∞} are submodules of M and independent of the chosen
root vectors Eβ, Fβ.
Proof. This is shown for Eβ in Proposition 2.3 and Lemma 2.4 in [Ped15a] and
the proofs are the same for Fβ . 
Definition 2.2 Let M ∈ F . Let β ∈ Φ. M is called β-free if M [β] = 0 and
β-finite if M [β] = M .
Suppose L ∈ F is a simple module and β a root. Then by Proposition 2.1
L is either β-finite or β-free.
Definition 2.3 Let M ∈ F . Define FM = {β ∈ Φ|M is β-finite} and TM =
{β ∈ Φ|M is β-free}. For later use we also define F sM := FM ∩ (−FM ) and
T sM := TM ∩ (−TM ) to be the symmetrical parts of FM and TM .
Note that Φ = FL ∪ TL for a simple module L and this is a disjoint union.
Definition 2.4 A module M is called torsion free if TM = Φ.
Proposition 2.5 Let L ∈ F be a simple module and β a root. L is β-free if
and only if qNβ wtL ⊂ wtL.
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Proof. Proposition 2.9 in [Ped15a]. 
Proposition 2.6 Let L ∈ F be a simple module. TL and FL are closed subsets
of Q. That is, if β, γ ∈ FL (resp. β, γ ∈ TL) and β + γ ∈ Φ then β + γ ∈ FL
(resp. β + γ ∈ TL).
Proof. Proposition 2.10 and Proposition 2.11 in [Ped15a]. 
Theorem 2.7 Let λ ∈ X. There is a 1− 1 correspondence between simple Uq-
modules with weight λ and simple (Uq)0-modules with weight λ given by: For V
a Uq-module, Vλ is the corresponding simple (Uq)0-module.
Proof. Theorem 2.21 in [Ped15a]. 
Theorem 2.8 Let L ∈ F be a simple Uq(g)-module. Then there exists a w ∈ W ,
subalgebras Uq(p), Uq(l), Uq(u), Uq(u
−) of Uq with Uq = Uq(u
−)Uq(p), Uq(p) =
Uq(l)Uq(u) and a simple Uq(l)-module N such that
wL is the unique simple
quotient of Uq⊗Uq(p)N where N is considered a Uq(p)-module with Uq(u) acting
trivially.
Furthermore there exists subalgebras Ufr, Ufin of Uq(l) such that Uq(l) ∼=
Ufr⊗Ufin and simple Ufr and Ufin modules Xfr and Xfin where Xfin is finite
dimensional and Xfr is torsion free such that N ∼= Xfin⊗Xfr as a Ufr⊗Ufin-
module.
Ufr is the quantized enveloping algebra of a semisimple Lie algebra t =
t1 ⊕ · · · ⊕ tr where t1, . . . , tr are some simple Lie algebras. There exists simple
torsion free Uq(ti)-modules Xi, i = 1, . . . , r such that Xfr ∼= X1 ⊗ · · · ⊗Xr as
Uq(t1)⊗ · · · ⊗ Uq(tr)-modules.
Proof. Theorem 2.23 in [Ped15a]. 
So the problem of classifying simple modules in F is reduced to the problem
of classifying finite dimensional simple modules and classifying simple torsion
free modules of Uq(t) where t is a simple Lie algebra.
3 UA calculations
In this section we recall from [Ped15b] some formulas for commuting root vectors
with each other that will be used later on. Recall that A = Z[v, v−1] where v
is an indeterminate and UA is the A-subspace of Uv generated by the divided
powers E
(n)
α and F
(n)
α , n ∈ N.
Definition 3.1 Let x ∈ (Uq)µ and y ∈ (Uq)γ then we define
[x, y]q := xy − q
−(µ|γ)yx
Theorem 3.2 Suppose we have a reduced expression of w0 = si1 · · · siN and
define root vectors Fβ1 , . . . , FβN . Let i < j. Let A = Z[q, q
−1] and let A′ be the
localization of A in [2] if the Lie algebra contains any Bn, Cn or F4 part. Then
[Fβj , Fβi ]q = FβjFβi − q
−(βi|βj)FβiFβj ∈ spanA′
{
F
aj−1
βj−1
· · ·F
ai+1
βi+1
}
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Proof. [LS91, Proposition 5.5.2]. A proof following [DP93, Theorem 9.3] can
also be found in [Ped15b, Theorem 2.9]. 
Definition 3.3 Let u ∈ UA and β ∈ Φ+. Define ad(F iβ)(u) := [[. . . [u, Fβ ]q . . . ]q, Fβ ]q
and a˜d(F iβ)(u) := [Fβ , [. . . , [Fβ , u]q . . . ]]q where the commutator is taken i times
from the left and right respectively.
Proposition 3.4 Let a ∈ N, u ∈ (UA)µ and r = 〈µ, β∨〉. In UA we have the
identities
uF aβ =
a∑
i=0
v
(i−a)(r+i)
β
[
a
i
]
β
F a−iβ ad(F
i
β)(u)
=
a∑
i=0
(−1)iv
a(r+i)−i
β
[
a
i
]
β
F a−iβ a˜d(F
i
β)(u)
Proof. Proposition 2.13 in [Ped15b]. 
Let si1 . . . siN be a reduced expression of w0 and construct root vectors Fβi ,
i = 1, . . . , N . In the next lemma Fβi refers to the root vectors constructed as
such. In particular we have an ordering of the root vectors.
Lemma 3.5 Let n ∈ N. Let 1 ≤ j < k ≤ N .
ad(F iβj )(F
n
βk
) = 0 and a˜d(F iβk)(F
n
βj
) = 0 for i≫ 0.
Proof. Lemma 2.16 in [Ped15b]. 
4 Ore localization and twists of localized modules
In this section we present some results towards classifying simple torsion free
modules following [Mat00].
We need the equivalent of Lemma 3.3 in [Mat00]. The proofs are essentially
the same but for completeness we include most of the proofs here.
Definition 4.1 A cone C is a finitely generated submonoid of the root lattice
Q containing 0. If L is a simple module define the cone of L, C(L), to be the
submonoid of Q generated by TL.
Lemma 4.2 Let L ∈ F be an infinite dimensional simple module. Then the
group generated by the submonoid C(L) is Q.
Compare [Mat00] Lemma 3.1
Proof. First consider the case where TL ∩ (−FL) = ∅. Then in this case we
have Φ = T sL ∪F
s
L. We claim that T
s
L and F
s
L correspond to different connected
components of the Dynkin diagram: Suppose α ∈ F sL is a simple root and
suppose α′ ∈ Π is a simple root that is connected to α in the Dynkin diagram.
So α+α′ is a root. There are two possibilities. Either α+α′ ∈ FL or α+α
′ ∈ TL.
If α+ α′ ∈ FL: Since F sL is symmetric we have −α ∈ F
s
L and since FL is closed
(Proposition 2.6) α′ = α + α′ + (−α) ∈ FL. If α + α′ ∈ TL and α′ ∈ TL then
we get similarly α ∈ TL which is a contradiction. So α′ ∈ FL. We have shown
that if α ∈ FL then any simple root connected to α is in FL also. So FL and
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TL contains different connected components of the Dynkin diagram. Since L is
simple and infinite we must have Φ = T sL and therefore C(L) = Q.
Next assume TL ∩ (−FL) 6= ∅. By Lemma 4.16 in [Fer90] PL = T
s
L ∪FL and
P−L = TL ∪ F
s
L are two opposite parabolic subsystems of Φ. So we have that
TL ∩ (−FL) and (−TL) ∩ FL must be the roots corresponding to the nilradicals
v± of two opposite parabolic subalgebras p± of g. Since we have g = v+ + v− +
[v+, v−] we get that TL ∩ (−FL) generates Q. Since C(L) contains TL ∩ (−FL)
it generates Q. 
We define ρ and δ like in [Mat00, Section 3]:
Definition 4.3 Let x ≥ 0 be a real number. Define ρ(x) = CardB(x) where
B(x) = {µ ∈ Q|
√
(µ|µ) ≤ x}
Let M be a weight module with support lying in a single Q-coset, say qQλ :=
{qµλ|µ ∈ Q}. The density ofM is δ(M) = lim infx→∞ρ(x)−1
∑
µ∈B(x) dimMqµλ
For a cone C we define δ(C) = lim infx→∞ρ(x)
−1 Card(C ∩B(x))
Lemma 4.4 There exists a real number ε > 0 such that δ(L) > ε for all infinite
dimensional simple modules L.
Proof. Note that since qC(L)λ ⊂ wtL for all λ ∈ wtL we have δ(L) ≥ δ(C(L)).
Since C(L) is the cone generated by TL and TL ⊂ Φ (a finite set) there can
only be finitely many different cones.
Since there are only finitely many different cones attached to infinite simple
dimensional modules and since any cone C that generates Q has δ(C) > 0 we
conclude via Lemma 4.2 that there exists an ε > 0 such that δ(L) > ε for all
infinite dimensional simple modules. 
Definition 4.5 A module M ∈ F is called admissible if its weights are con-
tained in a single coset of X/qQ and if the dimensions of the weight spaces
are uniformly bounded. M is called admissible of degree d if d is the maximal
dimension of the weight spaces in M .
Of course all finite dimensional simple modules are admissible but the inter-
esting admissible modules are the infinite dimensional simple ones. In particular
simple torsion free modules are admissible. We show later that each infinite di-
mensional admissible simple module L gives rise to a ’coherent family’ EXT (L)
containing at least one torsion free module and at least one simple highest weight
module that is admissible of the same degree.
Lemma 4.6 Let M ∈ F be an admissible module. Then M has finite Jordan-
Hölder length.
Proof. The length of M is bounded by A+ δ(M)/ε where A =
∑
λ∈Y dimMλ
and Y = {ν ∈ X | ν = σqµ, | 〈µ, α∨〉 | ≤ 1, σ(Kα) ∈ {±1} for all α ∈ Π}.
Check [Mat00, Lemma 3.3] for details. Here we use the fact that finite di-
mensional simple quantum group modules have the same character as their
corresponding Lie algebra simple modules. This is proved for transcendental q
in [Jan96, Theorem 5.15] and for general non-roots-of-unity in [APW91, Corol-
lary 7.7]. 
Lemma 4.7 Let β be a positive root and let Fβ be a corresponding root vector.
The set {Fnβ |n ∈ N} is an Ore subset of Uq.
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Proof. A proof can be found in [And03] for β a simple root. If β is not simple
then Fβ is defined as Tw(Fα) for some w ∈ W and some α ∈ Π. Since S :=
{Fnα |n ∈ N} is an Ore subset of Uq we get for any n ∈ N and u ∈ Uq that
FnαUq ∩ uS 6= ∅.
Let u′ ∈ Uq and set u = T−1w (u
′), then from the above
∅ 6= Tw(F
n
α )Tw(Uq) ∩ Tw(u)Tw(S) = F
n
β Uq ∩ u
′Tw(S).
Since Tw(S) = {Fnβ |n ∈ N} we have proved the lemma. 
We denote the Ore localization of Uq in the above set by Uq(Fβ).
Lemma 4.8 Let p be Laurent polynomial. If
p(qr1 , . . . , qrn) = 0
for all r1, . . . , rn ∈ N then p = 0.
Proof. If n = 1 we have a Laurent polynomial of one variable with infinitely
many zero-points so p = 0. Let n > 1, then for constant r1 ∈ N, p(qr1 ,−, . . . ,−)
is a Laurent polynomial in n− 1 variables equal to zero in (qr2 , . . . , qrn) for all
r2, . . . , rn ∈ N so by induction p(q
r1 , c2, . . . , cn) = 0 for all c2, . . . , cn. Now for
arbitrary c2, . . . , cn ∈ C∗ we get p(−, c2, . . . , cn) is a Laurent polynomial in one
variable that is zero for all qr1 , r1 ∈ N hence p(c1, . . . , cn) = 0 for all c1 ∈ C∗.
The next lemma is crucial for the rest of the results in this paper. We will
use this result again and again.
Lemma 4.9 Let β ∈ Φ+ and let Fβ be a corresponding root vector. There
exists automorphisms ϕFβ ,b : Uq(Fβ) → Uq(Fβ) for each b ∈ C
∗ such that
ϕFβ ,qi(u) = F
−i
β uF
i
β for i ∈ Z and such that for u ∈ Uq(Fβ) the map C
∗ →
Uq(Fβ), b 7→ ϕFβ ,b(u) is of the form b 7→ p(b) for some Laurent polynomial
p ∈ Uq(Fβ)[X,X
−1]. Furthermore for b, b′ ∈ C∗, ϕFβ ,b ◦ ϕFβ ,b′ = ϕFβ ,bb′ .
Proof. We can assume β is simple since if Fβ = Tw(Fα′ ) for some α
′ ∈ Π then
we can just define the homomorphism on Tw(Eα), Tw(K
±1
α ), Tw(Fα) for α ∈ Π
i.e. in this case we define ϕFβ ,b(u) = Tw(ϕα′,b(T
−1
w (u))) where we extend Tw to
a homomorphism Tw : Uq(Fα′ ) → Uq(Fβ) by Tw(F
−1
α′ ) = F
−1
β .
So β is assumed simple. For b ∈ C∗ define bβ = b(β|β)/2 i.e. bβ = b if β is
short and bβ = b
2 when β is long. We will define the map on the generators
Eα,Kα, Fα for α ∈ Π. If α = β the map is defined as follows:
ϕFβ ,b(F
±1
β ) =F
±1
β
ϕFβ ,b(K
±1
β ) =b
∓2
β K
±1
β
ϕFβ ,b(Eβ) =Eβ + F
−1
β
(bβ − b
−1
β )(qβb
−1
β Kβ − q
−1
β bβK
−1
β )
(qβ − q
−1
β )
2
.
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Assume α 6= β. Let r = 〈α, β∨〉. Note that ad(F−r+1β )(Fα) = 0 because this
is one of the defining relations of Uq. We define the map as follows:
ϕFβ ,b(Fα) =
−r∑
i=0
b−r−iβ q
i(i+r)
β
i∏
t=1
bβq
1−t
β − b
−1
β q
t−1
β
qtβ − q
−t
β
F−iβ ad(F
i
β)(Fα)
ϕFβ ,b(Kα) =b
−r
β Kα = b
−(α|β)Kα
ϕFβ ,b(Eα) =Eα.
Note that if b = qj for some j ∈ Z then
∏i
t=1
bβq
1−t
β −b
−1
β q
t−1
β
qtβ−q
−t
β
=
[
j
i
]
β
. Since the
map b 7→ ϕFβ ,b(u) is of the form b 7→
∑r
i=1 pi(b)ui with pi Laurent polynomial
in b for each generator of Uq it is of this form for all u ∈ Uq. It’s easy to check
that ϕFβ ,b(u) = F
−i
β uF
i
β when b = q
i, i ∈ N. So ϕFβ ,b satisfies the generating
relations of Uq for b = q
i, i ∈ N. By Lemma 4.8 ϕFβ ,b must satisfy the generating
relations for all b ∈ C.
Consider the last claim of the lemma: Let u ∈ Uq, then by the above b 7→
ϕFβ ,b(u) is a Laurent polynomial and so b 7→ ϕFβ ,bb′(u) and ϕFβ ,b(ϕFβ ,b′(u)) for
a constant b′ ∈ C∗ is a Laurent polynomial as well. Now we know from above
that for b′ = qj for some j ∈ Z and i ∈ Z:
ϕFβ ,qi ◦ ϕFβ ,b′(u) =F
−i
β F
−j
β uF
j
βF
i
β
=F−i−jβ uF
i+j
β
=ϕFβ ,qiqj (u)
So ϕFβ ,b(ϕFβ ,qj (u)) = ϕFβ ,bqj (u) for all b ∈ C
∗ since both sides are Laurent
polynomials in b and they are equal in infinitely many points. In the same way
we get the result for all b′ ∈ C. 
Note that if β is long then the above automorphism is a Laurent polynomial
in b2. So if b21 = b
2
2 for b1, b2 ∈ C
∗ then ϕFβ ,b1 = ϕFβ ,b2 . We could have defined
another automorphism ϕ′Fβ ,b := ϕFβ ,b2/(β|β) and proved the lemma above with
the modification that ϕ′
Fβ ,qiβ
(u) = F−iβ uF
i
β . The author has chosen the first
option to avoid having to write the β in qβ all the time in results like Lemma 4.12
and Corollary 4.20. On the other hand this choice means that we have to take
some squareroots sometimes when doing concrete calculations involving long
roots see e.g the proof of Lemma 5.11. The choice of squareroot doesn’t matter
by the above.
We can use the formulas in Section 3 to find the value of ϕFβ ,b(Fβ′) and
ϕFβ ,b(Eβ′) for general root vectors Fβ , Fβ′ and Eβ′ , β, β
′ ∈ Φ+.
Proposition 4.10 Let si1 . . . siN be a reduced expression of w0 and define root
vectors Fβ1 , . . . , FβN and Eβ1 , . . . , EβN using this expression (i.e. Fβj = Tsi1 . . . Tsij−1 (Fαij )
11
and Eβj = Tsi1 . . . Tsij−1 (Eαij )). Let 1 ≤ j < k ≤ N and set r =
〈
βk, β
∨
j
〉
.
ϕFβj ,b(F
n
βk) =
∑
i≥0
q
i(nr+i)
βj
b−nr−iβj
i∏
t=1
q1−tβj bβj − q
t−1
βj
b−1βj
qtβj − q
−t
βj
F−iβj ad(F
i
βj )(F
n
βk)
ϕFβk ,b(F
n
βj ) =
∑
i≥0
(−1)iq−iβk b
nr+i
βk
i∏
t=1
q1−tβk bβk − q
t−1
βk
b−1βk
qtβk − q
−t
βk
F−iβk a˜d(F
i
βk)(F
n
βj )
ϕFβj ,b(Eβk) =
∑
i≥0
b−iβj
i∏
t=1
q1−tβj bβj − q
t−1
βj
b−1βj
qtβj − q
−t
βj
F−iβj ui
ϕFβk ,b(Eβj ) =
∑
i≥0
biβk
i∏
t=1
q1−tβk bβk − q
t−1
βk
b−1βk
qtβk − q
−t
βk
F−iβk u˜i
for some ui, u˜i ∈ Uq (independent of b) such that ui = u˜i = 0 for i ≫ 0. In
particular for any j, k ∈ {1, . . . , N}:
ϕFβj ,−1(Fβk) = (−1)
(βj|βk)Fβk
ϕFβj ,−1(Eβk) = Eβk .
Note that the sums are finite because of Lemma 3.5.
Proof. By Proposition 3.4 we have for any a ∈ N
FnβkF
a
βj =
a∑
i=0
q
(i−a)(nr+i)
βj
[
a
i
]
βj
F a−iβj ad(F
i
βj )(F
n
βk
)
=
∞∑
i=0
q
i(nr+i)
βj
q
−a(nr+i)
βj
i∏
t=1
q1−tβj q
a
βj
− qt−1βj q
−a
βj
qtβj − q
−t
βj
F a−iβj ad(F
i
βj )(F
n
βk
).
Here we use the fact that
[
a
i
]
βj
= 0 for i > a. So
F−aβj F
n
βk
F aβj =
∑
i≥0
q
i(nr+i)
βj
q
−a(nr+i)
βj
i∏
t=1
q1−tβj q
a
βj
− qt−1βj q
−a
βj
qtβj − q
−t
βj
F−iβj ad(F
i
βj )(F
n
βk
).
Now using the fact that ϕFβj ,qa(F
n
βk
) = F−aβj F
n
βk
F aβj , the fact that ϕFβj ,b(F
n
βk
)
is Laurent polynomial and Lemma 4.8 we get the first identity. The second
identity is shown similarly by using the second identity in Proposition 3.4.
To prove the last two identities we need to calculate F−aβj E
n
βk
F aβj (resp.
F−aβk E
n
βj
F aβk) for any a ∈ N. Let w = si1 · · · sij−1 and w
′ = sij+1 · · · sik−1 . Then
Eβj = Tw(Eαij ) and Fβk = TwTsij Tw′(Fαik ).
EβjF
a
βk
=Tw
(
Eαij Tsij Tw′(F
a
αik
)
)
=TwTsij
(
−K−1αijFαij Tw
′(F aαik
)
)
.
Expand sij · · · siN from the right to a reduced expression sij · · · siN sm1 · · · smj−1
of w0. Do the same with sij+1 · · · siN sm1 · · · smj−1 to get a reduced expres-
sion sij+1 · · · siN sm1 · · · smj . We claim that if we use the reduced expression
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sij+1 · · · siN sm1 · · · smj to construct roots β
′
1 . . . , β
′
N and root vectors F
′
β′j
then
F ′β′N
= Tsij+1 · · ·TsiN Tsm1 · · ·Tsmj−1 (Fαmj ) = Fαij . This is easy to see since
β′N is positive but sijβ
′
N = w0(αmj ) < 0. We have Tw′(F
a
αik
) = F aβ′k−j
. Since
k − j < N we can use what we just calculated above: (set d = k − j)
F ′−aβ′d
F ′β′N
F ′aβ′d
=
∑
i≥0
q
i(r+i)
β′d
q
−a(r+i)
β′d
i∏
t=1
q1−tβ′d
qaβ′d
− qt−1β′d
q−aβ′d
qtβ′d
− q−tβ′d
F ′−iβ′d
ad(F ′iβ′d
)(F ′β′N
).
so
F−aβk EβjF
a
βk
=KβjTwTsij
∑
i≥0
q
i(r+i)
β′d
q−aiβ′d
i∏
t=1
q1−tβ′d
qaβ′d
− qt−1β′d
q−aβ′d
qtβ′d
− q−tβ′d
F ′−iβ′d
ad(F ′iβ′d
)(F ′β′N
)
 .
This shows the third identity. The fourth is shown similarly.
Setting b = −1 in the above formulas we get the last claim of the proposi-
tion. 
Definition 4.11 Let M be a Uq(Fβ)-module. We define a new module ϕFβ ,b.M
(with elements ϕFβ ,b.m, m ∈ M) where the module structure is given by com-
posing with the above automorphism ϕFβ ,b. – i.e. uϕFβ ,b.m = ϕFβ ,b.ϕFβ ,b(u)m
for all u ∈ Uq(Fβ), m ∈M .
Note that wtϕFβ ,b.M = b
−β wtM where b−β is the character such that b−β(Kα) =
b−(α|β) for α ∈ Π.
The homomorphisms from Lemma 4.9 preserve degree so we can restrict to
(Uq(Fβ))0 which we will do in the next lemma. The twist of a (Uq(Fβ))0-module
is defined in the same way as the definition above. It is an important fact of
these twists that they do not neccesarily preserve simplicity of Uq-modules: If L
is a Uq(Fβ)-module that is simple as a Uq-module then ϕFβ ,b.L can be nonsimple
as a Uq-module for some b ∈ C∗, see e.g. Lemma 4.23.
Lemma 4.12 Let M be a Uq(Fβ)-module. Let i ∈ Z. Then
ϕFβ ,qi .M
∼= M
as Uq(Fβ)-modules. Furthermore for λ ∈ wtM we have an isomorphism of
(Uq(Fβ))0-modules:
ϕFβ ,qi .Mλ
∼=Mq−iβλ.
Proof. The isomorphism in both cases is given by ϕFβ ,qi .m 7→ F
i
βm, ϕFβ ,qi .M →
M . The inverse is given by multiplying by F−iβ . By Lemma 4.9: For u ∈
Uq(Fβ), m ∈ M ; ϕFβ ,qi(u) = F
−i
β uF
i
β so uϕFβ ,qi .m = ϕFβ ,qi .F
−i
β uF
i
βm 7→
F iβF
−i
β uF
i
βm = uF
i
βm. Thus the given map is a homomorphism. 
Definition 4.13 Let Σ ⊂ Φ+. Then Σ is called a set of commuting roots if
there exists an ordering of the roots in Σ; Σ = {β1, . . . , βs} such that for some
reduced expression of w0 and corresponding construction of the root vectors Fβ
we have: [Fβj , Fβi ]q = 0 for 1 ≤ i < j ≤ s.
For any subset I ⊂ Π, let QI be the subgroup of Q generated by I, ΦI the
root system generated by I , Φ+I = Φ
+ ∩ΦI and Φ
−
I = −Φ
+
I .
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The following three lemmas have exactly the same proofs as their counter-
parts ([Ped15a, Lemma 5.6], [Ped15a, Lemma 5.22] and [Ped15a, Lemma 5.23])
in the root of unity case in [Ped15a]. We include the proofs here as well for
completeness.
We have the following equivalent of Lemma 4.1 in [Mat00]:
Lemma 4.14 1. Let I ⊂ Π and let α ∈ I. There exists a set of commuting
roots Σ′ ⊂ Φ+I with α ∈ Σ
′ such that Σ′ is a basis of QI.
2. Let J, F be subsets of Π with F 6= Π. Let Σ′ ⊂ Φ+J \Φ
+
J∩F be a set of
commuting roots which is a basis of QJ . There exists a set of commuting
roots Σ which is a basis of Q such that Σ′ ⊂ Σ ⊂ Φ+\Φ+F
Proof. The first part of the proof is just combinatorics of the root system so
it is identical to the first part of the proof of Lemma 4.1 in [Mat00]: Let us
first prove assertion 2.: If J is empty we can choose α ∈ Π\F and replace J
and Σ′ by {α}. So assume from now on that J 6= ∅. Set J ′ = J\F , p = |J ′|,
q = |J |. Let J1, . . . , Jk be the connected components of J and set J ′i = J
′ ∩ Ji,
Fi = F ∩ Ji, and Σ′i = Σ ∩ ΦJi , for any 1 ≤ i ≤ k. Since Σ
′ ⊂ ΦJ is a basis
of QJ , each Σ
′
i is a basis of QJi. Since Σ
′
i lies in Φ
+
Ji
\Φ+Fi , the set J
′
i = Ji\Fi
is not empty. Hence J ′ meets every connected component of J . Therefore we
can write J = {α1, . . . , αq} in such a way that J ′ = {α1, . . . , αp} and, for any s
with p+ 1 ≤ s ≤ q, αs is connected to αi for some i < s. Since Π is connected
we can write Π\J = {αq+1, . . . , αn} in such a way that for any s ≥ q + 1, αs is
connected to αi for some i with 1 ≤ i < s. So Π = {α1, . . . , αn} such that for
s > p we have that αs is connected to some αi with 1 ≤ i < s.
Let Σ′ = {β1, . . . , βq}. We will define βq+1, . . . , βl inductively such that for
each s ≥ q, {β1, . . . , βs} is a commuting set of roots which is a basis of Φ{α1,...,αs}.
So assume we have defined β1, . . . , βs. Let ws be the longest word in sα1 , . . . , sαs
and let ws+1 be the longest word in sα1 , . . . , sαs+1 . Choose a reduced expression
of ws such that the corresponding root vectors {Fβk}
s
k=1 satisfies [Fβj , Fβi ]q = 0
for i < j. Choose a reduced expression of ws+1 = wsw
′ starting with the
above reduced expression of ws. Let Ns be the length of ws and Ns+1 be the
length of ws+1. So we get an ordering of the roots generated by {α1, . . . , αs+1}:
Φ+{α1,...,αs+1} = {γ1, . . . , γNs , γNs+1, . . . , γNs+1} with Φ
+
{α1,...,αs}
= {γ1, . . . , γNs}.
Consider γNs+1 = ws(αs+1). Since ws only consists of the simple reflections
corresponding to α1, . . . , αs we must have that γNs+1 = αs+1 +
∑s
i=1miαi for
some coefficientsmi ∈ N. So {β1, . . . , βs, γNs+1} is a basis of Φ{α1,...,αs+1}. From
Theorem 3.2 we get for 1 ≤ i ≤ s
[FγNs+1 , Fβi ]q ∈ spanC
{
F
aNs
γNs · · ·F
a2
γ2 |ai ∈ N}
}
But since {γ1, . . . , γNs} = Φ
+
{α1,...,αs}
and since γNs+1 = αs+1 +
∑s
i=1miαi we
get [FγNs+1 , Fβi ]q = 0.
All that is left is to show that γNs+1 6∈ ΦF . By the above we must have that
αs+1 is connected to some αi ∈ J ′. We will show that the coefficient of αi in
γNs+1 is nonzero. Otherwise (γNs+1|αi) < 0 and so γNs+1 + αi ∈ Φ{α1,...,αs+1}
and by Theorem 1 in [Pap94], γNs+1 + αi = γj for some 1 < j ≤ s. This is
impossible since γNs+1 + αi 6∈ Φ{α1,...,αs}. So we can set βs+1 = γNs+1 and the
induction step is finished.
To prove assertion 1. it can be assumed that I = Π. Thus assertion 1. follows
from assertion 2. with J = {α} and F = ∅. 
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Lemma 4.15 Let L ∈ F be a simple module. Then there exists a w ∈W such
that w(FL\F sL) ⊂ Φ
+ and w(TL\T sL) ⊂ Φ
−.
Proof. Since L is simple we have Φ = FL ∪ TL. By Proposition 2.6 FL and TL
are closed subsets. Then Lemma 4.16 in [Fer90] tells us that there exists a basis
B of the root system Φ such that the antisymmetrical part of FL is contained
in the positive roots Φ+B corresponding to the basis B and the antisymmetrical
part of TL is contained in the negative roots Φ
−
B corresponding to the basis.
Since all bases of a root system are W -conjugate the claim follows. 
Lemma 4.16 Let L be an infinite dimensional admissible simple module. Let
w ∈ W be such that w(FL\F sL) ⊂ Φ
+. Let α ∈ Π be such that −α ∈ w(TL)
(such an α always exists). Then there exists a commuting set of roots Σ with
α ∈ Σ which is a basis of Q such that −Σ ⊂ w(TL).
Proof. Set L′ = wL. Since w(TL) = TwL = TL′ we will just work with L
′.
Then FL′\F
s
L′ ⊂ Φ
+.
Note that it is always possible to choose a simple root α ∈ −TL′ since L′
is infinite dimensional: If this was not possible we would have Φ− ⊂ FL′ . But
since FL′\F sL′ ⊂ Φ
+ this would imply FL = Φ.
Set F = F sL′ ∩Π. Since L
′ is infinite dimensional F 6= Π. By Lemma 4.14 2.
applied with J = {α} = Σ′ there exists a commuting set of roots Σ that is a basis
of Q such that Σ ⊂ Φ+\Φ+F . Since FL′\F
s
L′ ⊂ Φ
+ we have Φ− = T−L′ ∪ (F
s
L′)
−.
To show −Σ ⊂ TL′ we show
(
Φ−\Φ−F
)
∩ F sL′ = ∅ or equivalently (F
s
L′)
− ⊂ Φ−F .
Assume β ∈ F sL′ ∩ Φ
+, β =
∑
α∈Π aαα, aα ∈ N. The height of β is the sum∑
α∈Π aα. We will show by induction on the height of β that −β ∈ Φ
−
F . If the
height of β is 1 then β is a simple root and so β ∈ F . Clearly −β ∈ Φ−F in this
case. Assume the height of β is greater than 1. Let α′ ∈ Π be a simple root
such that β − α′ is a root. There are two possibilities: −α′ ∈ TL′ or ±α′ ∈ F sL′ .
In the first case where −α′ ∈ TL′ we must have −β + α′ ∈ F sL′ since if
−β + α′ ∈ TL then −β = (−β + α′) − α′ ∈ TL′. So β − α′ ∈ F sL′ and β ∈ F
s
L′ .
Since FL′ is closed (Proposition 2.6) we get −α′ = (β − α′) − β ∈ FL which is
a contradiction. So the first case (−α′ ∈ TL′) is impossible.
In the second case since FL′ is closed we get ±(β−α′) ∈ FL′ i.e. β−α′ ∈ F sL′ .
By the induction −(β−α′) ∈ Φ−F and since −β = −(β−α
′)−α′ we are done.
Proposition 4.17 Let Σ = {β1, . . . , βr} be a set of commuting roots. The set
{qaF a1β1 · · ·F
ar
βr
|ai ∈ N, a ∈ Z} is an Ore subset of Uq.
Proof. We will prove it by induction over r. r = 1 is Lemma 4.7.
Let Sr = {qaF
a1
β1
· · ·F arβr |ai ∈ N, a ∈ Z}. Let a1, . . . , ar ∈ N, a ∈ Z and
u ∈ Uq, then we need to show that
qaF a1β1 · · ·F
ar
βr
Uq ∩ uSr 6= ∅. (1)
and
Uqq
aF a1β1 · · ·F
ar
βr
∩ Sru 6= ∅. (2)
By Lemma 4.7 there exists u˜ ∈ Uq and b ∈ N such that
F arβr u˜ = uF
b
βr . (3)
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By induction
qaF a1β1 · · ·F
ar−1
βr−1
Uq ∩ u˜Sr−1 6= ∅
so
qaF arβr F
a1
β1
· · ·F
ar−1
βr−1
Uq ∩ F
ar
βr
u˜Sr−1 6= ∅
Since Σ is a set of commuting roots F arβr F
a1
β1
· · ·F
ar−1
βr−1
= qkF a1β1 · · ·F
ar−1
βr−1
F arβr for
some k ∈ Z. Using this and (3) we get
∅ 6= qa+kF a1β1 · · ·F
ar
βr
Uq ∩ uF
b
βrSr−1 ⊂ q
aF a1β1 · · ·F
ar
βr
Uq ∩ uSr
where F bβrSr−1 ⊂ Sr because Fβr q-commutes with all the other root vectors.
(2) is shown similarly. 
Lemma 4.18 Let ν ∈ X and let Σ = {β1, . . . , βn} be a basis of Q. Then there
exists b = (b1, . . . , bn) ∈ (C∗)n such that
ν = bβ11 b
β2
2 · · · b
βn
n
and there are only finitely many different b ∈ (C∗)n satisfying this.
Proof. If γ1, γ2 ∈ X satisfy γ1(Kβi) = γ2(Kβi) for i = 1, . . . , n then γ1 = γ2 be-
cause {β1, . . . , βn} is a basis ofQ. Since for a1, . . . , an ∈ C∗, a
β1
1 a
β2
2 · · · a
βn
n (Kβi) =
a
(βi|β1)
1 a
(βi|β2)
2 · · · a
(βi|βn)
n we have to solve the system in n unknown variables
x1, . . . , xn:
x
(β1|β1)
1 x
(β1|β2)
2 · · ·x
(β1|βn)
n =ν(Kβ1)
x
(β2|β1)
1 x
(β2|β2)
2 · · ·x
(β2|βn)
n =ν(Kβ2)
...
x
(βn|β1)
1 x
(βn|β2)
2 · · ·x
(βn|βn)
n =ν(Kβn).
Let cj ∈ C, j = 1, . . . , n be such that ν(Kβj ) = e
cj . There is a choice here since
any cj + 2kpii, k ∈ Z could be chosen instead. Consider the linear system in n
unknowns X1, . . . , Xn
(β1|β1)X1 + (β1|β2)X2 · · · (β1|βn)Xn =c1
(β2|β1)X1 + (β2|β2)X2 · · · (β2|βn)Xn =c2
...
(βn|β1)X1 + (βn|β2)X2 · · · (βn|βn)Xn =cn.
This system has a unique solution a1, . . . , an ∈ C since the matrix ((βi|βj))i,j
is invertible. So xi = e
ai is a solution to the above system. Any other solution
to the original system corresponds to making a different choice when taking the
logarithm of ν(Kβi). So another solution would be of the form xi = e
ai+a
′
i
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where a′i, i = 1, . . . , n is a solution to a system of the form:
(β1|β1)X1 + (β1|β2)X2 · · · (β1|βn)Xn =2k1pii
(β2|β1)X1 + (β2|β2)X2 · · · (β2|βn)Xn =2k2pii
...
(βn|β1)X1 + (βn|β2)X2 · · · (βn|βn)Xn =2knpii.
for some k1, . . . , kn ∈ Z. Since A = ((βi|βj))i,j is a matrix with only integer co-
efficients we have A−1 = 1detAA˜ for some A˜ with only integer coefficients. So the
solution to the system above is integer linear combinations in 2kipiidetA , i = 1, . . . , n
hence {(ea
′
1 , . . . , ea
′
n)|(a′1, . . . , a
′
n) is a solution to the above system} has fewer
than n detA elements so it is a finite set. 
In the next definition we would like to compose the ϕ’s for different β. In
particular let Σ = {β1, . . . , βn} be a set of commuting roots and Fβ1 , . . . , Fβn
corresponding root vectors. Let FΣ := {qaF
a1
β1
· · ·F anβn |ai ∈ N, a ∈ Z} and let
Uq(FΣ) be the Ore localization in FΣ. For i < j we have
F−kβi FβjF
k
βi = q
−k(βi|βj)Fβj
or equivalently ϕFβi ,qk(Fβj ) =
(
qk
)−(βi|βj)
Fβj . This implies ϕFβi ,b(Fβj ) =
b−(βi|βj)Fβj for b ∈ C
∗ because b 7→ ϕFβi ,b(Fβj ) is Laurent polynomial. Sim-
ilarly ϕFβj ,b(Fβi) = b
(βi|βj)Fβi . This shows that we can define ϕFβ ,b(F
−1
β′ ) =
ϕFβ ,b(Fβ′)
−1 for β, β′ ∈ Σ extending ϕFβ ,b to a homomorphism Uq(FΣ) → Uq(FΣ).
Also note that the ϕ’s commute because
F−k1βi F
−k2
βj
uF k2βj F
k1
βi
=qk1k2(βi|βj)F−k2βj F
−k1
βi
uq−k1k2(βi|βj)F k1βi F
k2
βj
=F−k2βj F
−k1
βi
uF k1βi F
k2
βj
Definition 4.19 Let Σ = {β1, . . . , βr} be a set of commuting roots and let
Fβ1 , . . . , Fβr be corresponding root vectors such that [Fβj , Fβi ]q = 0 for i < j. Let
Uq(FΣ) denote the Ore localization of Uq in the Ore set FΣ := {q
aF a1β1 · · ·F
ar
βn
|ai ∈
N, a ∈ Z}. Said in words we invert Fβ for all β ∈ Σ.
LetM be a Uq-module. We defineMFΣ to be the Uq(FΣ)-module Uq(FΣ)⊗UqM .
Let b = (b1, . . . , br) ∈ (C∗)r. Then for a Uq(FΣ)-module N we define ϕFΣ,b.N
to be the twist of the module by ϕFβ1 ,b1 ◦ · · · ◦ ϕFβr ,br .
For i = (i1, . . . , ir) ∈ Zr define qi = (qi1 , . . . , qir ) ∈ (C∗)r and qZ
r
= {qi|i ∈
Zr} ⊂ (C∗)r.
For b = (b1, . . . , br) ∈ (C∗)r we set bΣ := b
β1
1 · · · b
βr
r ∈ X. If Σ is a basis
of Q then the map b 7→ bΣ is surjective by Lemma 4.18 but not neccesarily
injective.
Corollary 4.20 (to Lemma 4.12) Let Σ be a set of commuting roots that is
a Z basis of Q, let FΣ be an Ore subset corresponding to Σ, let M be a Uq(FΣ)-
module and let i = (i1, . . . , in) ∈ Zn. Then
ϕFΣ,qi .M
∼= M
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as Uq(FΣ)-modules. Furthermore for λ ∈ wtM we have an isomorphism of
(Uq(FΣ))0-modules:
ϕFΣ,qi .Mλ
∼= M(q−i)Σλ =Mq−µλ
where µ =
∑n
j=1 ijβj.
Proof. The corollary follows from Lemma 4.12 because Σ is a Z basis of Q. 
Definition 4.21 Let L be an admissible module of degree d. The essential
support of L is defined as
Suppess(L) := {λ ∈ wtL| dimLλ = d}
Lemma 4.22 Let M be an admissible module. Let Σ ⊂ Φ+ be a set of com-
muting roots and FΣ a corresponding Ore subset. Assume −Σ ⊂ TM . Then for
λ ∈ X:
dim(MFΣ)λ = max
µ∈ZΣ
{dimMqµλ}
and if dimMλ = maxµ∈ZΣ{dimMqµλ} then (MFΣ)λ ∼= Mλ as (Uq)0-modules.
In particular if Σ ⊂ TM as well then MFΣ ∼=M as Uq-modules.
Compare to Lemma 4.4(ii) in [Mat00].
Proof. We have Σ = {β1, . . . , βr} for some β1, . . . , βr ∈ Φ+ and corresponding
root vectors Fβ1 , . . . , Fβr . Let λ ∈ X and set d = maxµ∈ZΣ{dimMqµλ}. Let V
be a finite dimensional subspace of (MFΣ)λ. Then there exists a homogenous
element s ∈ FΣ such that sV ⊂ M . Let ν ∈ ZΣ be the degree of s. So sV ⊂
Mqνλ hence dim sV ≤ d. Since s acts injectively on MFΣ we have dimV ≤ d.
Now the first claim follows because F±1β acts injectively on MFΣ for all β ∈ Σ.
We have an injective Uq-homomorphism from M to MFΣ sending m ∈M to
1 ⊗m ∈ MFΣ that restricts to a (Uq)0-homomorphism from Mλ to (MFΣ)λ. If
dimMλ = d then this is surjective as well. So it is an isomorphism. The last
claim follow because ±Σ ⊂ TM implies dimMλ = dimMqµλ for any µ ∈ ZΣ; so
Mλ ∼= (MFΣ)λ for any λ ∈ X . Since M is a weight module this implies that
M ∼=MFΣ as Uq-modules. 
Lemma 4.23 Let L be a simple infinite dimensional admissible module. Let
β ∈ (T sL)
+. Then there exists a b ∈ C∗ such that ϕFβ ,b.LFβ contains a simple
admissible Uq-submodule L
′ with TL′ ⊂ TL and β 6∈ TL.
Proof. Since β ∈ T sL we have L
∼= LFβ as Uq-modules by Lemma 4.22. So we
will consider L as a Uq(Fβ)-module via this isomorphism when taking twist etc.
Let Eβ and Fβ be root vectors corresponding to β. Let λ ∈ wtL. Consider
FβEβ as a linear operator on Lλ. Since C is algebraically closed FβEβ must
have an eigenvalue cβ and an eigenvector v ∈ Lλ. By (the proof of) Lemma 4.9
FβEβϕFβ ,b.v = ϕFβ ,b.(cβ−(qβ−q
−1
β )
−2(bβ−b
−1
β )(qβb
−1
β λ(Kβ)−q
−1
β bβλ(Kβ)
−1)v.
The Laurent polynomial, in b, cβ−(q−q−1)−2(bβ−b
−1
β )(bβλ(Kβ)−b
−1
β λ(K
−1
β ))
has a zero point c ∈ C∗.
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Thus ϕFβ ,c.L contains an element v
′ such that FβEβv
′ = 0 and since Fβ
acts injectively on ϕFβ ,c.L, we have Eβv
′ = 0. Set V = {m ∈ ϕFβ ,c.L|E
N
β m =
0, N >> 0} = (ϕFβ ,c.L)
[β]. By Proposition 2.1 this is a Uq-submodule of the
Uq-module ϕFβ ,c.L. It is nonzero since v
′ ∈ V . By Lemma 4.6 V has a simple
Uq-submodule L
′.
We want to show that TL′ ⊂ TL. Assume γ ∈ TL′. Then qNγ wtL′ ⊂ wtL′.
But since wtL′ ⊂ c−β wtL we get for some ν ∈ wtL, qNγc−βν ⊂ c−β wtL or
equivalently qNγν ⊂ wtL. But this shows that γ 6∈ FL and since L is a simple
Uq-module this implies that γ ∈ TL. By construction we have β 6∈ TL′. 
5 Coherent families
For a Uq-module M ∈ F define Tr
M : X × (Uq)0 → C by Tr
M (λ, u) = Tr u|Mλ .
Lemma 5.1 Let M,N ∈ F be semisimple Uq-modules. If Tr
M = TrN then
M ∼= N .
Proof. Theorem 7.19 in [Lam01] states that this is true for modules over a
finite dimensional algebra. So we will reduce to the case of modules over a finite
dimensional algebra. Let L be a composition factor of M and λ a weight of L.
Then the multiplicity of the Uq-composition factor L in M is the multiplicity
of the (Uq)0-composition factor Lλ in Mλ by Theorem 2.7. Mλ is a finite
dimensional (Uq)0-module. Let I be the kernel of the homomorphism (Uq)0 →
EndC(Mλ) given by the action of (Uq)0. Then (Uq)0/I is a finite dimensional
C algebra and Mλ is a module over (Uq)0/I. Furthermore since Tr
M (λ, u) = 0
for all u ∈ I the trace of an element u ∈ (Uq)0 is the same as the trace of
u+ I ∈ (Uq)0/I on Mλ as a (Uq)0/I-module. So if Tr
M = TrN the multiplicity
of Lλ in Mλ and Nλ are the same and hence the multiplicity of L in M is the
same as in N . 
We will use the Zariski topology on (C∗)n: V is a closed set if it is the
zero-points of a Laurent polynomial p ∈ C[X±11 , . . . , X
±1
n ].
Proposition 5.2 Let L be an infinite dimensional admissible simple module of
degree d. Let Σ be a set of commuting roots that is a basis of Q and w ∈W such
that −Σ ⊂ w(TL). Let FΣ be a corresponding Ore subset. Let λ ∈ Suppess(L).
The set
{b ∈ (C∗)n| w
(
ϕFΣ,b.
(
(wL)FΣ
)
w(λ)
)
is a simple (Uq)0-module}
is a Zariski open set of (C∗)n.
Proof. The (Uq)0-module V :=
w
(
ϕFΣ,b.
(
(wL)FΣ
)
w(λ)
)
is simple if and only
if the bilinear map Bb(u, v) ∈ (Uq)0 × (Uq)0 7→ Tr
(
uv|
w
(
ϕFΣ,b.
(
(wL)FΣ
)
w(λ)
)
)
has maximal rank d2: The map factors through EndC(V ) × EndC(V ) given by
the representation (Uq)0 → EndC(V ) on V . Bb has maximal rank d2 if and only
if the representation is surjective onto EndC(V ) which is equivalent to V being
simple.
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For any finite dimensional subspace E ⊂ (Uq)0, the set ΩE of all b such
that Bb|E has rank d2 is either empty or the non-zero points of the Laurent
polynomial detM for some d2× d2 minor M of the matrix (Bb(ei, ej))i,j where
{ei} is a basis of E. Therefore Ω = ∪EΩE is open. 
For a module M that is a direct sum of modules of finite length we define
M ss to be the unique (up to isomorphism) semisimple module with the same
composition factors as M .
Lemma 5.3 Let L be an infinite dimensional simple admissible Uq-module of
degree d, w ∈ W and Σ = {β1, . . . , βn} ⊂ Φ+ a set of commuting roots that
is a basis of Q such that −Σ ⊂ w(TL). Let FΣ be a corresponding Ore subset
to Σ. Let c ∈ (C∗)n and let L′ be another infinite dimensional Uq-module such
that L′ is contained in w (ϕFΣ,c.(
wL)FΣ)
ss
(i.e. L′ is a composition factor of
w (ϕFΣ,c.(
wL)FΣ)). Assume that Σ
′ = {β′1, . . . , β
′
n} ⊂ Φ
+ is another set of
commuting roots that is a basis of Q and w′ ∈ W is such that −Σ′ ⊂ w′(TL′).
Let FΣ′ be a corresponding Ore subset.
Define ai,j ∈ Z by w(w′)−1(β′i) =
∑n
j=1 ai,jβj and define f : (C
∗)n → (C∗)n
by
f(b1, . . . , bn) =
(
n∏
i=1
b
ai,1
i , . . . ,
n∏
i=1
b
ai,n
i
)
.
Then L′ is admissible of degree d and
w′
(
ϕFΣ′ ,b.(
w′L′)FΣ′
)ss
∼= w
(
ϕFΣ,f(b)c.(
wL)FΣ
)ss
Proof. We will show that Tr
w′
(
ϕF
Σ′
,b.(
w′L′)F
Σ′
)ss
= Tr
w(ϕFΣ,f(b)c.(
wL)FΣ)
ss
.
Let λ ∈ Suppess(L). Then w(λ) ∈ Suppess(
wL). As a (Uq)0-module we have(
w (ϕFΣ,c.(
wL)FΣ)
)ss ∼=⊕i∈Zn w (ϕFΣ,qic. ((wL)FΣ)w(λ))ss (Corollary 4.20). Let
λ′ ∈ Suppess(L
′). Then L′λ′ is a (Uq)0-submodule of
w
(
ϕFΣ,qjc.
(
(wL)FΣ
)
w(λ)
)ss
for some j ∈ Zn. We can assume j = 0 by replacing c with qjc (note that we have
then (c−1)Σ = w
(
λ′λ−1
)
). So L′λ′ is a (Uq)0-submodule of
w
(
ϕFΣ,c.
(
(wL)FΣ
)
w(λ)
)ss
.
For any other µ ∈ Suppess(L
′) there is a unique j′µ ∈ Z
n such that µ =
(w′)−1
((
q−j
′
µ
)Σ′)
λ′ and a unique jµ ∈ Zn such that w−1
((
q−jµc−1
)Σ)
λ = µ.
For such jµ, L
′
µ is a submodule of
w
(
ϕFΣ,qjµc.
(
(wL)FΣ
)
w(λ)
)ss
.
f is bijective, f(qZ
n
) = qZ
n
, f(b)Σ = w(w′)−1
(
bΣ
′
)
for all b ∈ (C∗)n and
for any µ ∈ Suppess(L
′), f(qj
′
µ) = qjµ . For a Laurent polynomial p, p ◦ f is
Laurent polynomial as well. Since qN
n
is Zariski dense in (C∗)n (Lemma 4.8)
and f is a Laurent polynomial the set D = {qjµc ∈ (C∗)n|µ ∈ Suppess(L
′)} is
Zariski dense. By Proposition 5.2 the (Uq)0-module
w
(
ϕFΣ,b.
(
(wL)FΣ
)
w(λ)
)
is
simple for all b ∈ Ω for some Zariski open set Ω of (C∗)n. Since D is dense
and Ω is open D ∩Ω is nonempty. So there exists a µ0 ∈ Suppess(L
′) such that
w
(
ϕFΣ,qjµ0 c.
(
(wL)FΣ
)
w(λ)
)
is simple and contains the nonzero simple (Uq)0-
module L′µ0 as a submodule. Thus L
′
µ0
∼= w
(
ϕFΣ,qjµ0 c.
(
(wL)FΣ
)
w(λ)
)
. We
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get now from Lemma 4.22 that L′ is admissible of degree d and that for every
µ ∈ Suppess(L
′),
L′µ
∼=w
(
ϕFΣ,qjµc.
(
(wL)FΣ
)
w(λ)
)
∼=w
(
ϕ
FΣ,f(q
j′µ )c
.
(
(wL)FΣ
)
w(λ)
)
.
By Lemma 4.22, Corollary 4.20 and the definition of j′µ we have for any
µ ∈ Suppess(L
′)
w′
(
ϕ
FΣ′ ,q
j′µ
.
(
(w
′
L′)FΣ′
)
w′(λ′)
)
∼= L′µ.
Let u ∈ (Uq)0. We see that for b = q
j′µ
Tr u|
w
(
ϕFΣ,f(b)c.
(
(wL)FΣ
)
w(λ)
) = Tru|L′µ = Tr u|w′(ϕF
Σ′
,b.((w′L′)FΣ′ )w′(λ′)
).
Since b 7→ Tru|
w
(
ϕFΣ,f(b)c.
(
(wL)FΣ
)
w(λ)
)ss and b 7→ Tru|
w′
(
ϕF
Σ′
,b.((w′L′)F
Σ′
)
w′(λ′)
)ss
are both Laurent polynomials and equal on the Zariski dense subset {qj
′
µ |µ ∈
Suppess(L
′)} they are equal for all b ∈ (C∗)n. Thus by Lemma 5.1
w
(
ϕFΣ,f(b)c.
(
(wL)FΣ
)
w(λ)
)ss
∼= w
′
(
ϕFΣ′ ,b.
(
(w
′
L′)FΣ′
)
w′(λ′)
)ss
as (Uq)0-modules. Since (by Corollary 4.20)
w′
(
ϕFΣ′ ,b.(
w′L′)FΣ′
)ss
∼=
⊕
i∈Zn
w′
(
ϕFΣ′ ,qib.
(
(w
′
L′)FΣ′
)
w′(λ′)
)ss
and
w
(
ϕFΣ,f(b)c.(
wL)FΣ
)ss ∼= ⊕
i∈Zn
w
(
ϕFΣ,qif(b)c. ((
wL)FΣ)w(λ)
)ss
we get
w′
(
ϕFΣ′ ,b.(
w′L′)FΣ′
)ss
∼=
⊕
i∈Zn
w′
(
ϕFΣ′ ,qib.
(
(w
′
L′)FΣ′
)
w′(λ′)
)ss
∼=
⊕
i∈Zn
w
(
ϕFΣ,f(qib)c. ((
wL)FΣ)w(λ)
)ss
∼=
⊕
i∈Zn
w
(
ϕFΣ,qif(b)c. ((
wL)FΣ)w(λ)
)ss
∼=w
(
ϕFΣ,f(b)c.(
wL)FΣ
)ss
as (Uq)0-modules. By Theorem 2.7 this implies they are isomorphic as Uq-
modules as well. 
Corollary 4.20 tells us that twisting with an element of the form qi gives us a
module isomorphic to the original module. Thus it makes sense to write ϕFΣ,t.M
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for a t ∈ (C∗)n/qZ
n
and a Uq(FΣ)-module M . Just choose a representative for t.
Any representative gives the same Uq(FΣ)-module up to isomorphism.
Let L be an admissible simple module. Assume for a w ∈ W that Σ ⊂
−w(TL) is a set of commuting roots that is a basis of Q (it is always possi-
ble to find such w and Σ by Lemma 4.15 and Lemma 4.16) and let FΣ be a
corresponding Ore subset. Let ν ∈ X . The Uq-module
w
 ⊕
b∈(C∗)n:bΣ=ν
ϕFΣ,b. (
wL)FΣ

has finite length by Lemma 4.18, Lemma 4.22 and Lemma 4.6.
We define
EXT (L) =
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,t. (
wL)FΣ
)ss .
The definition is independent (up to isomorphism) of the chosen w, Σ and FΣ
as suggested by the notation:
Lemma 5.4 Let L be a simple admissible module. Let w,w′ ∈ W and assume
Σ ⊂ −w(TL),Σ′ ⊂ −w′(TL′) are sets of commuting roots that are both a basis
of Q. Let FΣ, F
′
Σ′ be corresponding Ore subsets. Then ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,t. (
wL)FΣ
)ss ∼=
 ⊕
t∈(C∗)n/qZn
w′
(
ϕF ′
Σ′
,t.
(
w′L
)
F ′
Σ′
)ss
as Uq-modules.
Proof. Obviously L is a submodule of
(
w
(
ϕFΣ,1. (
wL)FΣ
))ss
where 1 = (1, . . . , 1).
By Lemma 5.3 this implies that for b ∈ (C∗)n(
w′
(
ϕFΣ′ ,b.
(
w′L
)
FΣ′
))ss
∼=
(
w
(
ϕFΣ,f(b). (
wL)FΣ
))ss
for some f with the property that f(qZ
n
) = qZ
n
. So it makes sense to write f(t)
for t ∈ (C∗)n/qZ
n
. Thus ⊕
t∈(C∗)n/qZn
w′
(
ϕF ′
Σ′
,t.
(
w′L
)
F ′
Σ′
)ss ∼=
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,f(t). (
wL)FΣ
)ss
∼=
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,t. (
wL)FΣ
)ss
since f is bijective. 
Proposition 5.5 Let L be a simple infinite dimensional admissible module. For
x ∈W :
EXT (xL) ∼= x (EXT (L))
and
EXT (xL) ∼= x (EXT (L)) .
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Proof. Let w ∈W be such that w(FL\F sL) ⊂ Φ
+ (exists by Lemma 4.15). Let
Σ be a set of commuting roots that is a basis of Q such that −Σ ⊂ w(TL)
(exists by Lemma 4.16) and let FΣ be a corresponding Ore subset. First we
will define EXT ′(L) =
(⊕
t∈(C∗)n/qZn
w−1
(
ϕFΣ,t.(
w−1L)FΣ
))ss
and show that
EXT ′(L) ∼= EXT (L) as Uq-modules: Going through the proof of Lemma 5.3
and Lemma 5.4 and and replacing Tw−1 and T
−1
w−1 with T
−1
w and Tw respectively
we get that TrEXT
′(L) = TrEXT (L) so they are isomorphic by Lemma 5.1.
We will show for any α ∈ Π that
EXT (sαL) ∼= sα (EXT (L))
which implies the claim by induction over the length l(x) of x (where l(x) is the
smallest number of simple reflections need to write x, i.e. there is a reduced
expression x = si1 · · · sil(x)).
So let α ∈ Π and let w and Σ be defined as above. Let w′ = wsα. Note that
w′(FsαL\F ssαL) ⊂ Φ
+ and −Σ ⊂ TsαL. We split into two cases: If l(w′) < l(w)
then
sα (EXT (L)) =sα
 ⊕
t∈(C∗)n/qZn
w′sα
(
ϕFΣ,t.(
w′sαL)FΣ
)ss
∼=sα
 ⊕
t∈(C∗)n/qZn
sα
(
w′
(
ϕFΣ,t.(
w′(sαL))FΣ
))ss
∼=
 ⊕
t∈(C∗)n/qZn
w′
(
ϕFΣ,t.(
w′(sαL))FΣ
)ss
=EXT (sαL).
If l(w′) > l(w) we get
sα (EXT (L)) ∼=sα
(
EXT ′(L)
)
=sα
 ⊕
t∈(C∗)n/qZn
w−1
(
ϕFΣ,t.(
w−1L)FΣ
)ss
∼=
 ⊕
t∈(C∗)n/qZn
(w′)−1
(
ϕFΣ,t.(
(w′)−1(sαL))FΣ
)ss
=EXT (sαL).
The second claim is shown similarly. 
Proposition 5.6 Let L be an infinite dimensional admissible simple module of
degree d. If L′ is an infinite dimensional simple submodule of EXT (L) then L′
is admissible of degree d and EXT (L) ∼= EXT (L′).
Proof. Let w ∈ W and let Σ be a set of commuting roots that is a basis of Q
such that Σ ⊂ −w(TL) (possible by Lemma 4.15 and Lemma 4.16). Then by
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definition
EXT (L) =
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,t. (
wL)FΣ
)ss .
L′ being a submodule of EXT (L) implies that L′ must be a submodule of(
w
(
ϕFΣ,c. (
wL)FΣ
))ss
for some c ∈ (C∗)n. Let w′ ∈W and let Σ′ be a set of commuting roots that is
a basis of Q such that Σ′ ⊂ −w′(TL′). By Lemma 5.3 L′ is admissible of degree
d and there exists a bijective map f : (C∗)n → (C∗)n such that f(qZ
n
) = qZ
n
and (
w′
(
ϕFΣ′ ,b.
(
w′L′
)
FΣ′
))ss
∼=
(
w
(
ϕFΣ,f(b)c. (
wL)FΣ
))ss
.
Since f(qZ
n
) = qZ
n
it makes sense to write f(t) for t ∈ (C∗)n/qZ
n
. So writing
tc = q
Z
n
c ∈ (C∗)n/qZ
n
we get
EXT (L′) =
 ⊕
t∈(C∗)n/qZn
w′
(
ϕFΣ,t.
(
w′(L′)
)
FΣ′
)ss
∼=
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,f(t)tc . (
wL)FΣ
)ss
∼=
 ⊕
t∈(C∗)n/qZn
w
(
ϕFΣ,t. (
wL)FΣ
)ss
=EXT (L)
since the assignment t 7→ f(t)tc is bijective. 
Lemma 5.7 Let f ∈ C[X±11 , . . . , X
±1
n ] be a nonzero Laurent polynomial. There
exists b1, . . . , bn ∈ C∗ such that for all i1, . . . , in ∈ Z
f(qi1b1, . . . , q
inbn) 6= 0.
Proof. Assume f = X−N11 · · ·X
−Nn
n g with g ∈ C[X1, . . . , Xn]. g has co-
efficients in some finitely generated (over Q) subfield k of C. Let b1, . . . bn
be generators of n disjoint extensions of k of degree > deg g. The monomi-
als bm11 · · · b
mn
n , 0 ≤ mi ≤ deg g are all linearly independent over k. Since
qi 6= 0 for i ∈ Z the same is true for the monomials (qi1b1)m1 · · · (qinbn)mn . So
g(qi1b1, . . . , q
inbn) 6= 0, hence f(qi1b1, . . . , qinbn) 6= 0. 
Theorem 5.8 Let L be an infinite dimensional admissible simple modules of
degree d. Then EXT (L) contains at least one simple torsion free module.
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Proof. Let λ ∈ w(wtL). Then as a (Uq)0-module
EXT (L) =
w ⊕
b∈(C∗)n
ϕFΣ,b.
(
(wL)FΣ
)
λ
ss
for some w ∈ W and some Ore subset FΣ corresponding to a set of com-
muting roots Σ that is a basis of Q. Let u ∈ (Uq)0. Then the map b 7→
detu|
w
(
ϕFΣ,b.
(
(wL)FΣ
)
λ
) = detϕFΣ,b(T−1w (u))|((wL)FΣ
)
λ
is Laurent polynomial.
Let p(b) =
∏
β∈Σ detEβFβ |w
(
ϕFΣ,b.
(
(wL)FΣ
)
λ
). p is a Laurent polynomial by
the above. By Lemma 5.7 there exists a c ∈ (C∗)n such that p(b) 6= 0 for
all b ∈ qZ
n
c which implies that EβFβ acts injectively on the module L
′ :=
w
(
ϕFβ ,c.(
wL)FΣ
)
for all β ∈ Σ. Since Fβ acts injectively on the module by
construction this implies that Eβ acts injectively as well. So we have ±Σ ⊂ TL′.
Any simple submodule V of L′ is admissible of degree d by Lemma 5.3 and since
Fβ and Eβ act injectively we get dim Vλ = d = dimL
′
λ for any λ ∈ wtL
′ thus
V = L′. So L′ is a simple module. Using Proposition 2.5 it is easy to see that
L′ is torsion free since ±Σ ⊂ TL′ and Σ is a basis of Q. 
Proposition 5.9 Let L be an infinite dimensional admissible simple module.
Let β ∈ Φ+. If −β ∈ TL then EXT (L) contains
(⊕
t∈C∗/qZ ϕFβ ,t.LFβ
)ss
as a
Uq-submodule.
Proof. Let w ∈W and Σ = {β1, . . . , βn} be such that Σ is a set of commuting
roots that is a basis of Q and −Σ ⊂ w(TL) and FΣ a corresponding Ore subset
(always possible by Lemma 4.15 and Lemma 4.16).
We have w(β) =
∑n
i=1 aiβi for some ai ∈ Z. Set x = F
a1
β1
· · ·F anβn ∈ Uq(FΣ).
Let Uq(x) be the Uq-subalgebra generated by x in Uq(FΣ). x is playing the role
of Fβ and that is why the notation resembles the notation for Ohre localization.
The Ohre localization of Uq in x does not neccesarily make sense though because
x is not neccesarily an element of Uq.
Let V be the Uq(x)-submodule of (
wL)FΣ generated by 1 ⊗
wL. For any
t ∈ C∗/qZ
w
(
ϕFΣ,(ta1 ,...,tan ).V
)
:=
{
ϕFΣ,(ta1 ,...,tan ).v ∈
w
(
ϕFΣ,(ta1 ,...,tan ).(
wL)FΣ
)
|v ∈ V
}
is a Uq(x)-submodule of
w
(
ϕFΣ,(ta1 ,...,tan ).(
wL)FΣ
)
: To show this we show that
for u ∈ Uq(x) and c ∈ C
∗, ϕFΣ,(ca1 ,...,can )(u) ∈ Uq(x). We know that ϕFΣ,(ca1 ,...,can )(u) ∈
Uq(FΣ)[c
±1] and we also see by construction that for c = qi, i ∈ Z, we have
ϕFΣ,(ca1 ,...,can )(u) = x
−iuxi ∈ Uq(x). Choose a vector space basis of Uq(x),
{ui}i∈I and extend to a basis {ui, u′j}i∈I,j∈J of Uq(FΣ) where I and J are some
index sets. Then for u ∈ Uq(x) we have ϕFΣ,(ca1 ,...,can )(u) =
∑
i∈I′ uipi(c) +∑
j∈J′ u
′
jp
′
j(c) for some finite I
′ ⊂ I and J ′ ⊂ J and some pi, p′j ∈ C[X
±1]. We
see that for j ∈ J ′, p′j(q
i) = 0 for all i ∈ Z so p′j = 0. Hence ϕFΣ,(ca1 ,...,can)(u) =∑
i∈I′ uipi(c) ∈ Uq(x). This shows that
w
(
ϕFΣ,(ta1 ,...,tan ).V
)
is a submodule of
w
(
ϕFΣ,(ta1 ,...,tan ).(
wL)FΣ
)
. Set
V =
 ⊕
t∈C∗/qZ
w
(
ϕFΣ,(ta1 ,...,tan ).V
)ss .
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Clearly V is a Uq-submodule of EXT (L). We claim that V ∼=
(⊕
t∈C∗/qZ ϕFβ ,t.LFβ
)ss
as Uq-modules. We will show this using Lemma 5.1.
Note that for λ ∈ wtV and i ∈ Z we have
w
(
ϕFΣ,((qi)a1 ,...,(qi)an ).Vλ
)
∼= w
(
V
q−i
∑n
k=1
akβkλ
)
as a (Uq)0-module by Corollary 4.20.
We have wtV = (C∗)β wtL = wt
(⊕
t∈C∗/qZ ϕFβ ,t.LFβ
)ss
. Let λ ∈ wtL be
such that dimLλ = maxi∈Z{dimLqiβλ} then Vw(λ) ∼= (
wL)w(λ) ∼=
w(Lλ) as a
(Uq)0-module by Lemma 4.22 and we have for ν ∈ (C
∗)βλ:
Vν =
 ⊕
c∈C∗:cw(β)=w(ν−1λ)
w
(
ϕFΣ,(ca1 ,...,can).Vw(λ)
)ss
so for u ∈ (Uq)0:
Tr u|Vν =
∑
c∈C∗:cβ=ν−1λ
Tr
(
ϕFΣ,(ca1 ,...,can )(T
−1
w (u))
)
|Vw(λ)
(note that cw(β) = w(ν−1λ) if and only if cβ = ν−1λ since cw(β) = w(cβ)).
Set p(c) = Tr
(
ϕFΣ,(ca1 ,...,can )(T
−1
w (u))
)
|Vw(λ) . p is Laurent polynomial in c
and p(qi) = Tr u|L
q−iβλ
for i ∈ N.
On the other hand we can show similarly that
Tru|((
⊕
t∈C∗/qZ
ϕFβ,t.LFβ)
ss
)
ν
=
∑
c∈C∗:cβ=ν−1λ
Tr
(
ϕFβ ,c(u)
)
|(LFβ )λ .
Similarly Tr
(
ϕFβ ,c(u)
)
|(LFβ )λ is Laurent polynomial in c and equal to Tr u|Lq−iβλ
for c = qi, i ∈ N. So Tr
(
ϕFβ ,c(u)
)
|(LFβ )λ = p(c). We conclude that Tr
V =
Tr((
⊕
t∈C∗/qZ
ϕFβ,t.LFβ)
ss
so V ∼=
(⊕
t∈C∗/qZ ϕFβ ,t.LFβ
)ss
as Uq-modules by Lemma 5.1.
For any λ ∈ X there is a unique simple highest weight module which we call
L(λ). It is the unique simple quotient of the Verma moduleM(λ) := Uq⊗U≥0q Cλ
where Cλ is the 1-dimensional U
≥0
q -module with U
+
q acting trivially and U
0
q
acting like λ. Let ρ = 12
∑
β∈Φ+ β. In the following we use the dot action on X .
For w ∈W , w.λ := q−ρw(qρλ).
Proposition 5.10 Let λ ∈ X be such that L(λ) is admissible. Let α ∈ Π.
Assume λ(Kα) 6∈ ±qN. Let a =
2
(α|α) . If a =
1
2 choose a squareroot λ(Kα)
1
2 of
λ(Kα). Then
• −α ∈ TL(λ).
• L(sα.λ) is admissible.
• sαL(sα.λ) is a subquotient of the Uq-module L(λ)Fα .
• L(sα.λ) and sαL(λ) are subquotients of the Uq-module. ϕFα,λ(Kα)a .L(λ)Fα .
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Proof. λ(Kα) 6∈ ±qNα implies that −α ⊂ TL(λ) since for i ∈ N:
E(i)α F
(i)
α vλ =
i∏
j=1
qj−1α λ(Kα)− q
1−j
α λ(Kα)
−1
qjα − q
−j
α
vλ.
This is only zero for an i ∈ N when λ(Kα) ∈ ±qNα.
Let vλ ∈ L(λ) be a highest weight vector. Denote the vector ϕFα,λ(Kα)a .Fαvλ ∈
ϕFα,λ(Kα).L(λ)FΣ as vsα.λ. This is a highest weight vector of weight sα.λ: For
µ ∈ Q:
Kµvsα.λ =KµϕFα,λ(Kα)a .Fαvλ
=ϕFα,qλ(Kα)a .
(
(qλ(Kα)
a)−(µ|α) λ(Kµ)Fαvλ
)
=q−(µ|α)λ
(
K
−〈µ,α∨〉
α Kµ
)
ϕFα,qαλ(Kα).Fαvλ
=q−(µ|α)(sαλ)(Kµ)vsα.λ
=sα.λ(Kµ)vsα.λ.
For α′ ∈ Π\{α}
Eα′ϕFα,λ(Kα)a .vλ = ϕFα,λ(Kα)a .Eα′vλ
and for α′ = α we have by the formula in the proof of Lemma 4.9
EαϕFα,λ(Kα)a .Fαvλ
=ϕFα,λ(Kα)a .FαϕFα,qλ(Kα)a(Eα)vλ
=ϕFα,λ(Kα)a .Fα
(
Eα + F
−1
α
qα(qαλ(Kα))
−1Kα − q−1α qαλ(Kα)K
−1
α
(qα − q
−1
α )2
)
vλ
=0.
So vsα.λ is a highest weight vector of weight sα.λ hence L(sα.λ) is a subquotient
of ϕFα,λ(Kα)a .L(λ)Fα . Since L(sα.λ) is a subquotient of ϕFα,λ(Kα)a .L(λ)Fα it is
admissible by Lemma 4.22.
Consider sα
(
ϕFα,λ(Kα)a .L(λ)Fα/(Uqvsα.λ)
)
and the vector
v′ = F−1α vsα.λ + Uqvsα.λ ∈
sα
(
ϕFα,λ(Kα)a .L(λ)Fα/(Uqvsα.λ)
)
.
Then Eβv
′ = 0 for all β ∈ Π: First of all
Eα · v
′ =T−1sα (Eα)v
′
=−KαFαv
′
=−Kαvsα.λ + Uqvsα.λ
=0.
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For β ∈ Π\{α}
Eβ · v
′ =T−1sα (Eβ)v
′.
=
−〈β,α∨〉∑
i=0
(−1)iq−iα E
(i)
α EβE
(−〈β,α∨〉−i)
α v
′
=(−1)〈β,α
∨〉q
〈β,α∨〉
α E
(−〈β,α∨〉)
α Eβv
′
=(−1)〈β,α
∨〉q
〈β,α∨〉
α E
(−〈β,α∨〉)
α F
−1
α Eβvsα.λ + Uqvsα.λ
=0
since Eαv
′ = 0 and Eβvsα.λ = 0 by the above.
So v′ is a highest weight vector and v′ has weight λ: For µ ∈ Q:
Kµ · v
′ =Ksαµv
′
=KsαµF
−1
α vsα.λ + Uqvsα.λ
=q(sα(µ)|α)sα.λ(Ksαµ)F
−1
α vsα.λ + Uqvsα.λ
=λ(Kµ)F
−1
α vsα.λ + Uqvsα.λ.
So L(λ) is a subquotient of sα(ϕFα,λ(Kα)a .L(λ)Fα) hence
sαL(λ) is a subquo-
tient of ϕFα,λ(Kα)a .L(λ)Fα . Consider the vector
v′′ = F−1α vλ + Uqvλ ∈
sα (L(λ)Fα/(Uqvλ)) .
By an argument analog to above we get Eβ · v′′ = 0 for all β ∈ Π\{α} since Eβ
and F−1α commutes and vλ is a highest weight vector. We get Eα · v
′′ = 0 by
the following:
Eα · v
′′ =T−1sα (Eα)v
′′
=−KαFαv
′′
=− q−2FαKαF
−1
α vλ + Uqvλ
=0.
So v′′ is a highest weight vector in sα (L(λ)Fα/(Uqvλ)). v
′′ has weight sα.λ:
For µ ∈ Q:
Kµ · v
′′ =Ksαµv
′′
=KsαµF
−1
α vλ + Uqvλ
=q(sα(µ)|α)λ(Ksαµ)v
′′
=(q−αsαλ)(Kµ)v
′′.
Hence L(sα.λ) is a subquotient of
sαL(λ)FΣ and therefore
sαL(sα.λ) is a
subquotient of L(λ)FΣ . 
Lemma 5.11 Let λ ∈ X be such that L(λ) is an infinite dimensional admissible
module of degree d. Let α ∈ Π. Then
EXT (L(λ)) ∼= EXT (sαL(λ))
and if λ(Kα) 6∈ ±qNα then EXT (L(λ)) contains L(sα.λ) and
sαL(sα.λ) as Uq-
submodules, where sα.λ := q
−ρsα(q
ρλ) = q−αsαλ.
28
Proof. Assume first that λ(Kα) 6∈ ±qNα. By Proposition 5.10 the Uq-module⊕
t∈C∗/qZ ϕFα,t.L(λ)Fα contains L(sα.λ),
sαL(λ) and sαL(sα.λ) as subquotients.
By Proposition 5.9 and Proposition 5.6 this finishes the proof of the claim when
λ(Kα) 6∈ ±qNα.
Assume now that λ(Kα) = ±qkα for some k ∈ N: If λ(Kα) = q
k
α it is easy to
prove that L(λ) ∼= sαL(λ). Assume from now on that λ(Kα) = −qkα. We have
EXT (L(λ)) =
 ⊕
t∈(C∗)/qZn
ϕFΣ,t.L(λ)FΣ
ss
for some set of commuting roots Σ = {β1, . . . , βn} that is a basis of Q with
−Σ ⊂ TL(λ). Since Σ is a basis of Q there exists a1, . . . , an ∈ Z such that
α =
∑n
i=1 aiβi. Let vλ be a highest weight vector in L(λ). We will show that
v0 := ϕFΣ,((−1)a
′
1 ,...,(−1)a
′
n )
.F iαvλ ∈
sαEXT (L(λ)) is a highest weight vector of
weight λ where a′i =
2ai
(α|α) . This will imply EXT (
sαL(λ)) ∼= EXT (L(λ)) by
Proposition 5.6. The weight of v0: Let µ ∈ Q:
Kµ · v0 =Ksα(µ)ϕFΣ,((−1)a
′
1 ,...,(−1)a
′
n)
.F iαvλ
=(−1)(
∑n
i=1 a
′
iβi|µ)qi(α|µ)λ(KµK
−〈µ,α∨〉
α )ϕFΣ,((−1)a
′
1 ,...,(−1)a
′
n )
.F iαvλ
=(−1)〈µ,α
∨〉q
i〈µ,α∨〉
α (−q
i
α)
−〈µ,α∨〉λ(Kµ)v0
=λ(Kµ)v0.
By Proposition 4.10 ϕ
Fβ ,(−1)
2
(β|β)
(Eα′) = Eα′ and ϕ
Fβ ,(−1)
2
(β|β)
(Fα′ ) = ±Fα′
for any α′ ∈ Π and any β ∈ Φ+. So ϕ
FΣ,((−1)
a′1 ,...,(−1)a
′
n )
(Eβ), β ∈ Π\{α} and
ϕ
FΣ,((−1)
a′1 ,...,(−1)a
′
n )
(Fα) kills F
i
αvλ ∈ L(λ) because Eβ and Fα does. Hence Eβ ,
β ∈ Π kills v0 by the same argument as in the proof of Proposition 5.10 when
proving that v′ is a highest weight vector. 
Theorem 5.12 Let L be an infinite dimensional admissible simple module of
degree d. Then the Uq-module EXT (L) contains an infinite dimensional ad-
missible simple highest weight module L(λ) of degree d for some weight λ ∈ X.
Furthermore for any x ∈ W :
xEXT (L) ∼= EXT (L).
Proof. Let w ∈ W be such that w(FL\F sL) ⊂ Φ
+ and w(TL\T sL) ⊂ Φ
−. Set
L′ = w
−1
L (then w
−1
L′ = L). We will show the result first for L′ by induction on
|T+L′ |. If |T
+
L′| = 0 then L
′ is itself a highest weight module. Assume |T+L′ | > 0.
Let β ∈ T+L′ . Then β ∈ T
s
L′ since TL′\T
s
L′ ⊂ Φ
−. So −β ∈ TL′ . Then by
Lemma 4.23 there exists a b ∈ C∗ such that ϕFβ ,b.L
′
Fβ
contains a Uq-submodule
L′′ with TL′′ ⊂ TL′ and β 6∈ TL′′ . By Proposition 5.9 and Proposition 5.6
EXT (L′) ∼= EXT (L′′) as Uq-modules. By induction EXT (L′′) contains an
infinite dimensional admissible simple highest weight module L(λ) for some λ.
So EXT (L′) ∼= EXT (L(λ)) by Proposition 5.6. Choose a reduced expression
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sir · · · si1 for w
−1. By Proposition 5.5 and Lemma 5.11
EXT (L) ∼=EXT (w
−1
L′)
∼=w
−1
EXT (L′)
∼=w
−1
EXT (L(λ))
∼=sir ···si2 EXT (si1L(λ))
∼=sir ···si2 EXT (L(λ))
...
∼=EXT (L(λ)).
So EXT (L) contains a simple highest weight module L(λ). For any x ∈ W we
can do as above to show xEXT (L) ∼= EXT (xL(λ)) ∼= EXT (L(λ)) ∼= EXT (L).
Corollary 5.13 Let L be a simple torsion free module. Then there exists a set
of commuting roots Σ that is a basis of Q with corresponding Ore subset FΣ, a
λ ∈ X and b ∈ (C∗)n such that −Σ ⊂ TL(λ) and L ∼= ϕFΣ,b.L(λ)FΣ
Proof. By Theorem 5.12 EXT (L) ∼= EXT (L(λ)) for some λ ∈ X . So L is
a Uq-submodule of EXT (L(λ)). Let Σ be a set of commuting roots such that
−Σ ⊂ L(λ) (exists by Lemma 4.16 by setting w = e, the neutral element in W )
then
EXT (L(λ)) =
 ⊕
t∈(C∗)n/qZn
ϕFΣ,t.L(λ)FΣ
ss .
Since L is simple we must have that L is a submodule of ϕFΣ,b.L(λ)FΣ for some
b ∈ (C∗)n. By Proposition 5.6 and Lemma 4.22 dim (ϕFΣ,b.L(λ)FΣ)λ = dimLλ
for all λ ∈ wtL so we have L ∼= ϕFΣ,b.L(λ)FΣ . 
So to classify torsion free simple modules we need to classify the admissible
infinite dimensional simple highest weight modules L(λ) and then we need to
determine the t ∈ (C∗)n/qZ
n
such that ϕFΣ,t.L(λ)FΣ is simple. Furthermore
we have that if there exists an admissible infinite dimensional simple module
then there exists a torsion free simple module. In the classical case torsion free
modules only exists if g is of type A or C so we expect the same to be true in
the quantum group case. We show this in Section 8.5.
6 Classification of simple torsion free Uq(sl2)-modules
In this section let g = sl2. In this case there is a single simple root α. It is
natural to identify X with C∗ via λ 7→ λ(Kα). We define F = Fα, E = Eα and
K±1 = K±1α . Let λ ∈ C
∗\{±qN} and consider the simple highest weight module
L(λ). Let 0 6= v0 ∈ L(λ)λ. wtL = q−2Nλ so L(λ) is an admissible infinite
dimensional highest weight module. Thus EXT (L(λ)) contains a torsion free
module by Theorem 5.8. Let b ∈ C∗. We will describe the action on the module
ϕF,b.L(λ)(F ) and determine exactly for which b’s ϕF,b.L(λ)(F ) is torsion free.
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Let vi = F
iϕF,b.v0 for all i ∈ Z. Then we have for i ∈ Z
Fvi =vi+1
K±1vi =q
−2ib∓2λvi
Evi =
(qib− q−ib−1)(q1−ib−1λ− qi−1bλ−1)
(q − q−1)2
vi−1.
We see that unless b = ±qi or b = ±qiλ for some i ∈ Z then ϕF,b.L(λ)(F ) is
torsion free. In this case we see that ϕF,−b = ϕF,b since for all u ∈ Uq(sl2),
ϕF,b(u) is Laurent polynomial in b
2.
So in this case EXT (L(λ)) contains a maximum of four different simple sub-
modules which are not torsion free: We have (ϕF,±qi .L(λ)(F ))
ss ∼= (L(λ)(F ))
ss ∼=
L(λ)⊕ sαL(sα.λ) (which can be seen directly from the calculations but also fol-
lows from Corollary 4.20 and the fact that ϕF,−b = ϕF,b) and (ϕF,±qiλ.L(λ)(F ))
ss ∼=
(L(sα.λ)(F ))
ss ∼= L(sα.λ) ⊕ sαL(λ) if λ 6∈ ±qZ.
The weights of ϕF,b.L(λ)(F ) are b
−αwtL(λ)(F ) = q
2Zb−2λ. Suppose we
want to find a torsion free Uq(sl2)-modules with integral weights. Then we just
need to find λ, b ∈ C∗ such that λ 6∈ ±qZ≥0 , b 6∈ ±qZ and b 6∈ ±qZλ such that
b−2λ ∈ qZ. For example choose a square root q1/2 of q and set λ = q−1 and
b = q1/2. Then we have a torsion free module L = spanC {vi|i ∈ Z} with action
given by:
Fvi =vi+1
Kvi =q
−2i−2vi
Evi =
(q1/2+i − q−1/2−i)(q−1/2−i − qi+1/2)
(q − q−1)2
vi−1
=
q(q−i−1 − qi)2
(q − q−1)2
vi−1.
In this paper we only focus on quantized enveloping algebras over C but note
that we can define, for a general field F with q ∈ F\{0} a non-root of unity, a
simple torsion free UF(sl2)-module with integral weights by the above formulas
(here UF(sl2) = UA⊗A F where F is considered an A-algebra by sending v to q).
7 An example for Uq(sl3)
In this section we will show how we can construct a specific torsion free simple
module for Uq(sl3). In Section 9 we classify all torsion free Uq(sln)-modules with
n ≥ 3 so this example is of course included there. If you are only interested in
the general classification you can skip this section but the calculations in this
section gives a taste of the calculations needed in the general case in Section 9
and they show a phenomona that does not happen in the classical case.
Let α1 and α2 be the two simple roots of the root system. We will consider
the set of commuting roots Σ = {β1, β2} where β1 = α1 and β2 = α1 + α2.
Set Fβ1 := Fα1 and Fβ2 := Ts1(Fα2) = Fα2Fα1 − qFα1Fα2 = [Fα2 , Fα1 ]q. We
have (β1|β2) = 1 and 0 = [Fβ2 , Fβ1 ]q = Fβ2Fβ1 − q
−1Fβ1Fβ2 or equivalently
Fβ1Fβ2 = qFβ2Fβ1 . Let λ ∈ X be determined by λ(Kα1) = q
−1 and λ(Kα2) =
1. Then M(sα1 .λ) is a submodule of M(λ) and L(λ) = M(λ)/M(sα2 .λ) =
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M(λ)/M(q−α2λ) is admissible of degree 1. Let ξ = e2pii/3. We will show that
ϕFΣ,(ξ,ξ).L(λ)FΣ is a torsion free module. We have here a phenomona that
does not happen in the classical case: wtL(λ)FΣ = wtϕFΣ,(ξ,ξ).L(λ)FΣ but
L(λ)FΣ 6∼= ϕFΣ,(ξ,ξ).L(λ)FΣ as Uq-modules since one is simple and torsion free
and the other isn’t (compare to [Mat00, Section 10] where Mathieu classifies the
torsion free simple modules by determining for a coherent family M for which
cosets t ∈ h∗/Q, M[t] is torsion free).
We will show that Eα1 and Eα2 act injectively on the module ϕFΣ,(ξ,ξ).L(λ)FΣ .
So we need to calculate ϕFΣ,(ξ,ξ)(Eα1 ) and ϕFΣ,(ξ,ξ)(Eα2). ϕFΣ,(ξ,ξ) = ϕFβ1 ,ξ ◦
ϕFβ2 ,ξ. We have
[Eα1 , Fβ2 ] =Fα2 [Eα1 , Fα1 ]− q[Eα1 , Fα1 ]Fα2
=Fα2
Kα1 −K
−1
α1
q − q−1
− qFα2
qKα1 − q
−1K−1α1
q − q−1
=Fα2
Kα1 − q
2Kα1
q − q−1
=− Fα2q
q − q−1
q − q−1
Kα1
=− qFα2Kα1 .
We can show by induction that
[Eα1 , F
j
β2
] =− q2−j [j]F j−1β2 Fα2Kα1
for any j ∈ N. Using that ϕFβ2 ,b(Eα1 ) is Laurent polynomial and equal to
F−jβ2 Eα1F
j
β2
for b = qj we get
ϕFβ2 ,b(Eα1) =Eα1 − q
2b−1
b− b−1
q − q−1
F−1β2 Fα2Kα1 .
We have Fβ2Fβ1 = q
−1Fβ1Fβ2 so F
−i
β1
Fβ2F
i
β1
= q−iFβ2 thus ϕFβ1 ,b(F
−1
β2
) =
bF−1β2 . We have
ϕFα1 ,b(Fα2) =bFα2 −
b− b−1
q − q−1
F−1α1 (qFα1Fα2 − Fα2Fα1)
=bFα2 +
b− b−1
q − q−1
F−1α1 Fβ2
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and
ϕFβ1 ,b1(ϕFβ2 ,b2(Eα1))
=ϕFα1 ,b1
(
Eα1 − q
2b−12
b2 − b
−1
2
q − q−1
F−1β2 Fα2Kα1
)
=Eα1 + F
−1
α1
(b1 − b
−1
1 )(qb
−1
1 Kα1 − q
−1b1K
−1
α1 )
(q − q−1)2
− q2b−12
b2 − b
−1
2
q − q−1
b1F
−1
β2
(
b1Fα2 +
b1 − b
−1
1
q − q−1
F−1α1 Fβ2
)
b−21 Kα1
=Eα1 + F
−1
α1
(b1 − b
−1
1 )(qb
−1
1 Kα1 − q
−1b1K
−1
α1 )
(q − q−1)2
− q2b−12
b2 − b
−1
2
q − q−1
F−1β2 Fα2Kα1
− qb−11 b
−1
2
(b2 − b
−1
2 )(b1 − b
−1
1 )
(q − q−1)2
F−1α1 Kα1
=Eα1 + b
−1
2 F
−1
α1
(b1 − b
−1
1 )(qb
−1
1 b
−1
2 Kα1 − q
−1b1b2K
−1
α1 )
(q − q−1)2
− q2b−12
b2 − b
−1
2
q − q−1
F−1β2 Fα2Kα1 .
Let v′λ be a highest weight vector in L(λ) and set vλ = 1⊗ v
′
λ ∈ L(λ)FΣ . We
have Fα2vλ = 0 by construction so we have
ϕFΣ,(b1,b2)(Eα1)vλ =b
−1
2
(b1 − b
−1
1 )(b
−1
1 b
−1
2 − b1b2)
(q − q−1)2
F−1α1 vλ.
ϕFΣ,(c1,c2).L(λ)FΣ is spanned by the elements F
i
β1
F jβ2ϕFΣ,(c1,c2).vλ, i, j ∈ Z
because every weight space is one-dimensional and F iβ1F
j
β2
acts injectively. Since
F−jβ2 F
−i
β1
Eα1F
i
β1F
j
β2
=F−iβ1 F
−j
β2
Eα1F
j
β2
F iβ1
=ϕFβ1 ,qi(ϕFβ2 ,qj (Eα1))
=ϕFΣ,(qi,qj)(Eα1 )
we have
Eα1F
i
β1F
j
β2
ϕFΣ,(c1,c2).vλ
=F iβ1F
j
β2
ϕFΣ,(qi,qj)(Eα1)ϕFΣ,(c1,c2).vλ
=F iβ1F
j
β2
ϕFΣ,(c1,c2).ϕFΣ,(qic1,qjc2)(Eα1)vλ
=q−jc−12
(qic1 − q−ic
−1
1 )(q
−i−jc−11 c
−1
2 − q
i+jc1c2)
(q − q−1)2
F iβ1F
j
β2
ϕFΣ,(c1,c2).F
−1
α1 vλ
=
(qic1 − q−ic
−1
1 )(q
−i−jc−11 c
−1
2 − q
i+jc1c2)
(q − q−1)2
F i−1β1 F
j
β2
ϕFΣ,(c1,c2).vλ.
This is only zero when c1 = ±q−i or c1c2 = ±q−i−j . Set c1 = c2 = e2pii/3 =: ξ.
Then we have shown that Eα1 acts injectively on ϕFΣ,(ξ,ξ).L(λ)FΣ .
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Now we will show that Eα2 acts injectively on FΣ,(ξ,ξ).L(λ)FΣ . We can show
by induction that
[Eα2 , F
j
β2
] =[j]Fα1F
j−1
β2
K−1α2
so ϕFβ2 ,b(Eα2) = Eα2 + b
b−b−1
q−q−1Fα1F
−1
β2
K−1α2 and
ϕFΣ,(b1,b2)(Eα2) =ϕFβ1 ,b1(ϕFβ2 ,b2(Eα2))
=Eα2 + b2
b2 − b
−1
2
q − q−1
Fα1F
−1
β2
K−1α2 .
Thus
Eα2F
i
β1F
j
β2
ϕFΣ,(c1,c2).vλ =F
i
β1F
j
β2
ϕFΣ,(qi,qj)(Eα2)ϕFΣ,(c1,c2).vλ
=F iβ1F
j
β2
ϕFΣ,(c1,c2).ϕFΣ,(qic1,qjc2)(Eα2 )vλ
=F iβ1F
j
β2
ϕFΣ,(c1,c2).c2
qjc2 − q−jc
−1
2
q − q−1
Fα1F
−1
β2
K−1α2 vλ
=q−j−1c2
qjc2 − q
−jc−12
q − q−1
F i+1β1 F
j−1
β2
ϕFΣ,(c1,c2).vλ.
We see that this is nonzero only if c2 = ±q−j so again setting c1 = c2 = ξ
ensures that this is nonzero.
We have shown that the Uq-module ϕFΣ,(ξ,ξ).L(λ)FΣ has a basis F
i
β1
F jβ2ϕFΣ,(ξ,ξ).vλ,
i, j ∈ Z and we have
Fβ1F
i
β1F
j
β2
ϕFΣ,(ξ,ξ).vλ =F
i+1
β1
F j−1β2 ϕFΣ,(ξ,ξ).vλ
Fβ2F
i
β1F
j
β2
ϕFΣ,(ξ,ξ).vλ =q
−jF iβ1F
j+1
β2
ϕFΣ,(ξ,ξ).vλ
Eα1F
i
β1F
j
β2
ϕFΣ,(ξ,ξ).vλ =C1F
i−1
β1
F jβ2ϕFΣ,(ξ,ξ).vλ
Eα1Eα2F
i
β1F
j
β2
ϕFΣ,(ξ,ξ).vλ =C2F
i
β1F
j−1
β2
ϕFΣ,(ξ,ξ).vλ
for some nonzero constants C1, C2 ∈ C∗. We see that any of the basis vec-
tors F iβ1F
j
β2
ϕFΣ,(ξ,ξ).vλ can be mapped injectively to any other basis vector
F i
′
β1
F j
′
β2
ϕFΣ,(ξ,ξ).vλ by elements of Uq so ϕFΣ,(ξ,ξ).L(λ)FΣ is a simple module.
The module is torsion free by Proposition 2.5.
8 Classification of admissible simple highest weight
modules
8.1 Preliminaries
In this section we prove some preliminary results with the goal to classify all
admissible simple highest weight modules. We will only focus on non-integral
weights since we have the following theorem from [AM15]:
Theorem 8.1 Assume q ∈ C\{0} is transcendental. Let λ : U0q → C be a
weight such that λ(Kα) = q
i
β for some i ∈ Z for every α ∈ Π - i.e. λ ∈ q
Q. Say
λ = qµ, µ ∈ Q. Let LC(µ) denote the simple highest weight g-module of highest
weight µ. Then the character of L(λ) and LC(µ) are equal - i.e. for any ν ∈ Q,
dimL(λ)qνλ = dimLC(µ)ν+µ.
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Proof. [AM15, Corollary 6.3]. 
Extending to modules which are not of type 1 is done in the usual way (cf.
e.g. [Jan96, Section 5.1–5.2]). The above theorem implies that the integral ad-
missible simple highest weight modules can be classified from the classification
of the classical admissible simple highest weight modules when q is transcen-
dental. Hence we need only to consider weights λ ∈ X such that λ(Kα) 6∈ ±qZ
for at least one α ∈ Π in this case. So in the rest of the paper we will re-
strict our attention to the case when q is transcendental. If a similar theorem
is true for any non-root-of-unity q then the results in this paper extend to all
non-root-of-unities but the author is not aware of any such result.
Theorem 8.2 Let λ ∈ X. Then there exists a filtration of M(λ), M(λ) ⊃
M1 ⊃ · · · ⊃Mr such that M1 is the unique maximal submodule of M(λ) and
r∑
i=1
chMi =
∑
β∈Φ+
qρλ(Kβ)∈±q
Z>0
β
chM(sβ.λ)
The filtration is called the Jantzen filtration and the formula is called the Jantzen
sum formula.
Proof. This is proved in [Jos95, Section 4.1.2-4.1.3]. A proof using twisting
functors can also be found in [Ped15b, Theorem 6.3]. 
Definition 8.3 Let λ ∈ X.
A(λ) = {α ∈ Π|λ(Kα) 6∈ ±q
N
α}.
Let γ ∈ Π.
D(γ) = {β ∈ Φ+|β =
∑
α∈Π
mαα, mγ > 0}.
Lemma 8.4 Let λ ∈ X. Let γ ∈ Π be such that γ ∈ A(λ). Then −D(γ) ⊂
TL(λ).
Proof. Let β =
∑
α∈Πmαα ∈ D(γ). We prove by induction over htβ =∑
α∈Πmα that −β ∈ TL(λ). If htβ = 1 then β = γ and −γ ∈ TL(λ) by
Proposition 5.10.
Assume htβ > 1. Then β − α ∈ Φ+ for some α ∈ Π. We have either α = γ
or β − α ∈ D(γ). In either case we get β = β′ + β′′ for some β′, β′′ ∈ Φ+ with
β′ ∈ D(γ) and htβ′ < htβ. By induction −β′ ∈ TL(λ). If −β ∈ FL(λ) then
−β′ = −β + β′′ ∈ FL(λ) since Φ
+ ⊂ FL(λ) and FL(λ) is closed (Proposition 2.6).
A contradiction. So −β ∈ TL(λ). 
Lemma 8.5 Let γ ∈ Π. D(γ) generates Q.
Proof. Let 〈D(γ)〉 be the subgroup of Q generated by D(γ). Assume Π ∩
〈D(γ)〉 6= Π. Let α 6∈ 〈D(γ)〉 be a simple root that is connected to an α′ ∈
〈D(γ)〉 (possible since the Dynkin diagram of a simple Lie algebra is connected).
Then α+α′ ∈ 〈D(γ)〉. But then α = α+α′−α′ ∈ 〈D(γ)〉. A contradiction. So
〈D(γ)〉 = Q. 
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Lemma 8.6 Let λ ∈ X be a non-integral weight. Assume that L(λ) is admis-
sible. Then A(λ) is connected and |A(λ)| ≤ 2.
Proof. Assume |A(λ)| ≥ 2. Let α, α′ ∈ A(λ) be two distinct elements. We
will show that α and α′ are connected. So assume (α|α′) = 0 to reach a
contradiction. L(λ) is admissible of some degree d. By Lemma 5.11 and
Proposition 5.6 sαL(sα.λ) is admissible of the same degree d (L(sα.λ) is in-
finite dimensional since sα.λ(Kα′) = λ(Kα′) 6∈ ±qNα′). Let Σ be a set of
commuting roots that is a basis of Q such that α ∈ Σ and −Σ ⊂ TL(λ)
(Lemma 4.16). By Proposition 5.10 sαL(sα.λ) is a subquotient of L(λ)FΣ . We
claim that Suppess(L(λ)) ∩ Suppess(
sαL(sα.λ)) 6= ∅. If this is true then we have
for ν ∈ Suppess(L(λ))∩ Suppess(
sαL(sα.λ)), L(λ)ν ∼= (L(λ)FΣ)ν
∼= (sαL(sα.λ))ν
as (Uq)0-modules by Lemma 4.22. But then by Theorem 2.7 L(λ) ∼= sαL(sα.λ)
which is clearly a contradiction by looking at the weights of the modules. So we
will prove the claim that Suppess(L(λ)) ∩ Suppess(
sαL(sα.λ)) 6= ∅:
We have −D(α′) ⊂ TL(λ) and −D(α
′) ⊂ TsαL(sα.λ) = sα(TL(sα.λ)) by
Lemma 8.4 and the fact that (α|α′) = 0. So −D(α′) ⊂ C(L(λ)) ∩C(sαL(sα.λ))
thus C(L(λ)) ∩ C(sαL(sα.λ)) generate Q by Lemma 8.5. This implies that
C(L(λ))−C(sαL(sα.λ)) = Q. The weights of L(λ) and sαL(sα.λ) are contained
in qQλ so a weight in the essential support of L(λ) (resp. sαL(sα.λ)) is of
the form qµ1λ (resp. qµ2λ) for some µ1, µ2 ∈ Q. By the above qC(L(λ))+µ1λ ∩
qC(
sαL(sα.λ))+µ2λ 6= ∅. Since qC(L(λ))+µ1λ ⊂ Suppess(L(λ)) and q
C(sαL(sα.λ))+µ2λ ⊂
Suppess(
sαL(sα.λ)) we have proved the claim.
So we have proved that any two roots of A(λ) are connected. Since there
are no cycles in the Dynkin diagram of a simple Lie algebra we get A(λ) = 2.
8.2 Rank 2 calculations
Following the procedure in [Mat00, Section 7] we classify admissible simple
highest weight modules in rank 2 in order to classify the modules in higher
ranks. We only consider non-integral weights because of Theorem 8.1. We
assume that q is transcendental over Q.
Lemma 8.7 Assume g = sl3. Let λ ∈ X be a non-integral weight. The module
L(λ) is admissible if and only if qρλ(Kβ) ∈ ±qZ>0 for at least one root β ∈ Φ+.
Proof. It is easy to show that the Verma module M(λ) is not admissible. So
qρλ(Kβ) ∈ ±qZ>0 for at least one root β ∈ Φ+ by Theorem 8.2. On the other
hand suppose qρλ(Kβ) ∈ ±qZ>0 for at least one root β ∈ Φ+. If qρλ(Kα) ∈
±qZ>0 for a simple root α ∈ Π then by easy calculations we see that M(sα.λ) is
a submodule ofM(λ). If qρλ(Kα) 6∈ ±qZ>0 for both simple roots α ∈ Π then we
get that M(sβ .λ) is a submodule by Theorem 8.2. So in both cases we have a
submoduleM(sβ .λ) ofM(λ). Since L(λ) is the unique simple quotient ofM(λ),
L(λ) is a subquotient of M(λ)/M(sβ .λ). Since M(λ)/M(sβ .λ) is admissible we
see that L(λ) is admissible as well. 
Lemma 8.8 Assume g is of type C2 (i.e. g = sp(4)). Let Π = {α1, α2} where
α1 is short and α2 is long. Let λ ∈ X be a non-integral weight. The module L(λ)
is infinite dimensional and admissible if and only if qρλ(Kα1), q
ρλ(Kα1+α2) ∈
±qZ>0 and λ(Kα2), λ(K2α1+α2) ∈ ±q
1+2Z(= ±q
1/2+Z
α2 = ±q
1/2+Z
2α1+α2
).
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Proof. Theorem 8.2 implies that qρλ(Kβ) ∈ q
Z>0
β for at least two β ∈ Φ
+
because otherwise L(λ) = M(λ)/M(sβ .λ) for some β ∈ Φ+. ButM(λ)/M(sβ .λ)
is not admissible. Since λ is not integral we know qρλ(Kα) 6∈ qZα for some α ∈ Π.
Suppose λ(Kα1) 6∈ ±q
Z
α1 . We split into cases and arrive at a contradiction in
both cases: If λ(Kα2) 6∈ ±q
Z>0
α2 then by the above q
ρλ(Kα1+α2) ∈ ±q
Z>0
α1+α2 =
±qZ>0 and qρλ(K2α1+α2) ∈ ±q
Z>0
2α1+α2
= ±q2Z>0 which implies that qρλ(Kα1) =
qρλ(K2α1+α2K
−1
α1+α2) ∈ ±q
Z = ±qZα1 . A contradiction.
The other case is qρλ(Kα2) ∈ ±q
Z>0
α2 = ±q
2Z>0 : In this case we get λ(Kα1+α2) 6∈
±qZ = ±qZα1+α2 so the last root, 2α1 + α2, must satisfy that q
ρλ(K2α1+α2) ∈
±qZ>02α1+α2 = ±q
2Z>0 . But this implies that λ(Kα1)
2 = λ(K2α1+α2K
−1
α2 ) ∈ ±q
2Z
which implies that λ(Kα1) ∈ ±q
Z. A contradiction.
So λ(Kα1) ∈ ±q
Z. Since λ is not integral we get λ(Kα2) 6∈ ±q
Z
α2 = ±q
2Z.
This implies that λ(K2α1+α2) 6∈ ±q
2Z = ±qZ2α1+α2 . Since q
ρλ(Kβ) ∈ ±q
Z>0
β for
at least two β ∈ Φ+ we get qρλ(Kα1) ∈ ±q
Z>0 and qρλ(Kα1+α2) ∈ ±q
Z>0 . This
in turn implies that λ(Kα2) = λ(Kα1+α2K
−1
α1 ) ∈ ±q
Z. Since λ(Kα2) 6∈ ±q
2Z we
get λ(Kα2) ∈ ±q
1+2Z. Similarly λ(K2α1+α2) = λ(Kα1+α2Kα1) ∈ ±q
1+2Z. So
we have shown the only if part.
Assume λ is as required in the lemma. We will show that L(λ) is admissible.
By Theorem 8.2 we see that the composition factors of M(sα1 .λ) are L(sα1 .λ)
and L(sα1+α2sα1 .λ) = M(w0.λ) and the composition factors of M(sα1+α2) are
L(sα1+α2) and L(sα1sα1+α2) = M(w0.λ). So∑
β∈Φ+
qρλ(Kβ)∈±q
Z>0
β
chM(sβ .λ) = chL(sα1 .λ) + chL(sα1+α2 .λ) + 2 chL(w0.λ).
So the composition factors of the maximal submodule of M(λ) are L(sα1 .λ),
L(sα1+α2 .λ) and L(w0.λ). The worst case scenario being multiplicity one. In
this case the character of L(λ) is
chM(λ)− chL(sα1 .λ)− chL(sα1+α2)− chL(w0.λ) =
=chM(λ)− chM(sα1 .λ)− chM(sα1+α2 .λ) + chM(w0.λ)
The character of Verma modules are known and by an easy calculation it is
seen that this would imply L(λ) is admissible (cf. the proof of Lemma 7.2
in [Mat00]). 
8.3 Type A, D, E
In this section we complete the classification of all simple admissible highest
weight modules when the Dynkin diagram of g is simply laced. In particular
we show that g does not admit infinite dimensional simple admissible modules
when g is of type D and E. In Section 8.5 we show that the same is the case
when g is of type B or F . Combining this and Section 8.5 we get that g admits
infinite dimensional simple admissible modules if and only if g is of type A or C.
Remember that we restrict our attention to transcendental q and to non-integral
weights because of Theorem 8.1.
Definition 8.9 Let λ : U0q → C be a weight. In the Dynkin diagram of g let
any node corresponding to α ∈ Π ∩ A(λ) be written as ◦ and every other as •.
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e.g. if g = sl3 and |A(λ)| = 1 then the graph corresponding to λ would look like
this:
• ◦
We call this the colored Dynkin diagram corresponding to λ.
In this way we get a ’coloring’ of the Dynkin diagram for every λ.
Lemma 8.10 Let λ ∈ X be a non-integral weight such that L(λ) is admissible.
If the colored Dynkin diagram of λ contains
α′
◦
α
◦
as a subdiagram then qρλ(Kα+α′) ∈ ±q
Z>0
α′+α.
Proof. Let vλ be a highest weight vector of L(λ). Let s be the Lie algebra
sl3 with α and α
′ as simple roots. Let U be the subalgebra of Uq generated
by Fα, Fα′ ,K
±1
α ,K
±1
α′ , Eα, Eα′ . Then U
∼= Uqα(s) as algebras and Uvλ contains
the simple highest weight Uqα(s)-module L(λ, s) of highest weight λ (restricted
to U0qα(s)) as a subquotient. Since L(λ) is admissible so is Uvλ hence L(λ, s) is
admissible. Then Lemma 8.7 implies that qρλ(Kα+α′) ∈ ±q
Z>0
α . 
Lemma 8.11 Let λ ∈ X be a non-integral weight such that L(λ) is admissible.
If the colored Dynkin diagram of λ contains
α′
◦
α
◦
α′′
•
as a subdiagram then L(sα.λ) is admissible and the colored Dynkin diagram
corresponding to sα.λ contains
α′
•
α
◦
α′′
◦
i.e. we can ’move’ ◦ ◦ and still get an admissible module.
Proof. L(sα.λ) is admissible by Proposition 5.10. It is easy to see that q
ρsα.λ(Kα) 6∈
±qZ (follows by Lemma 8.10 since λ is non-integral), that qρsα.λ(Kα′′) 6∈ ±qZ
and that qρsα.λ(Kα′) ∈ ±qZ>0 (by Lemma 8.10) 
Lemma 8.12 Assume g 6= sl2. Let λ ∈ X be a non-integral weight such that
L(λ) is admissible.
If A(λ) = {α} then α is only connected to one other simple root α′, L(sα.λ)
is admissible and the corresponding colored Dynkin diagram of sα.λ contains
α
◦
α′
◦
as a subdiagram.
On the other hand if the colored Dynkin diagram of λ contains
α
◦
α′
◦
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and α′ is the only root connected to α then the colored Dynkin diagram of sα.λ
contains
α
◦
α′
•
as a subdiagram.
Proof. Since α ∈ A(λ), L(sα.λ) is admissible by Proposition 5.10. First assume
A(λ) = {α}. If α is connected to two distinct roots α′ and α′′ then it is easily
seen that α′, α′′ ∈ A(sα.λ) contradicting the fact that A(sα.λ) is connected
(Lemma 8.6). It is easily seen that qρsα.λ(Kα) 6∈ ±qZ>0 (since λ is non integral)
and qρsα.λ(Kα′) 6∈ qZ>0 .
On the other hand if A(λ) = {α, α′} then qρsα.λ(Kα′) = q
ρλ(Kα+α′) ∈
±qZ>0 by Lemma 8.10. 
Now we can eliminate the types that are not type A by the following theorem:
Theorem 8.13 Assume g is a simple Lie algebra of simply laced type. If there
exists an infinite dimensional admissible simple module then g is of type A.
Proof. Suppose there exists an infinite dimensional admissible simple module
then by Theorem 5.12 there exists a λ ∈ X such that L(λ) is an infinite ad-
missible simple highest weight module. By Theorem 8.1 and the classification
in [Mat00] there exists no highest weight simple admissible modules with inte-
gral weights unless g is of type A. We need to show the same for non-integral
weights.
If the Dynkin diagram is simply laced and not of type A then the Dynkin
diagram contains
α
•
α′
•
γ
•
α′′
•
as a subdiagram.
By Lemma 8.12 we can assume without loss of generality that |A(λ)| = 2 and
by Lemma 8.11 we can assume that the colored Dynkin diagram corresponding
to λ contains the following:
α
•
α′
◦
γ
◦
α′′
•
But then L(sγ .λ) is admissible as well by Proposition 5.10 and the colored
Dynkin diagram for sγ .λ contains
α
◦
α′
•
γ
◦
α′′
◦
contradicting the fact that A(λ) is connected. 
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Combining all the above results we get
Theorem 8.14 Let g = sln+1, n ≥ 2 with simple roots α1, . . . , αn such that
(αi|αi+1) = −1, i = 1, . . . , n. Let λ ∈ X be a non-integral weight.
L(λ) is admissible if and only if the colored Dynkin diagram of λ is of one
of the following types:
α1
◦
α2
•
α3
•
αn
•
α1
◦
α2
◦
α3
•
αn
•
α1
•
α2
◦
α3
◦
αn
•
...
α1
•
α2
•
α3
•
αn
◦
Proof. By the above results these are the only possibilites. To show that L(λ)
is admissible when the colored Dynkin diagram is of the above form use the
fact that by Lemma 8.11 and Lemma 8.12 we can assume λ has colored Dynkin
diagram as follows:
α1
◦
α2
•
α3
•
αn
• .
Let βi = α1+α2+· · ·+αi, i = 1, . . . , n. We see easily that TL(λ) = −{β1, β2, . . . , βn}
and FL = Φ
+∪Φ{α2,...,αn}. Let l, u, p etc. be defined as in Section 2 of [Ped15a].
By [Ped15a, Theorem 2.23] N := L(λ)u is a simple finite dimensional Uq(l)-
module and L(λ) is the unique simple quotient of M(N) = Uq ⊗Uq(p) N . Since
the vectors β1, . . . , βn are linearly independent M(N) is admissible. This im-
plies that L(λ) is admissible since it is a quotient of M(N). 
We can now make Corollary 5.13 more specific in type A:
Corollary 8.15 Let g = sln+1, n ≥ 2 with simple roots α1, . . . , αn such that
(αi|αi+1) = −1, i = 1, . . . , n. Let βj = α1 + · · · + αj, j = 1, . . . , n and Σ =
{β1, . . . , βn}. Let Fβj = Ts1 · · ·Tsj−1(Fαj ) and let FΣ = {q
aF a1β1 · · ·F
an
βn
|ai ∈
N, a ∈ Z} be the corresponding Ore subset. Then Σ is a set of commuting roots
that is a basis of Q with corresponding Ore subset FΣ.
Let β′j = αn + · · · + αn−j, j = 1, . . . , n and Σ = {β
′
1, . . . , β
′
n}. Let F
′
β′j
=
Tsn · · ·Tsn−j+1(Fαn−j ) and let FΣ′ = {q
a(F ′β′1
)a1 · · · (F ′β′n)
an |ai ∈ N, a ∈ Z} be
the corresponding Ore subset. Then Σ′ is a set of commuting roots that is a
basis of Q with corresponding Ore subset FΣ′ .
Let L be a simple torsion free module then one of the two following claims
hold
• There exists a λ ∈ X with λ(Kα1) 6∈ ±q
N, λ(Kαi) ∈ ±q
N, i = 2, . . . , n and
b ∈ (C∗)n such that
L ∼= ϕFΣ,b.L(λ)FΣ .
• There exists a λ ∈ X with λ(Kαn) 6∈ ±q
N, λ(Kαi) ∈ ±q
N, i = 1, . . . , n− 1
and b ∈ (C∗)n such that
L ∼= ϕFΣ′ ,b.L(λ)FΣ′ .
40
Proof. By Theorem 5.12 EXT (L) ∼= EXT (L(λ′)) for some λ′ ∈ X . If λ′ is non-
integral then by Theorem 8.14, Lemma 8.11, Lemma 5.11 and Proposition 5.6
there exists a λ such that λ(Kα1) 6∈ ±q
N, λ(Kαi) ∈ ±q
N, i = 2, . . . , n and
such that EXT (L(λ′)) ∼= EXT (L(λ)). By Lemma 5.4 we can choose Σ as the
commuting set of roots that is used in the definition of EXT (L(λ)).
If λ′ is integral we see by Theorem 8.1, Lemma 5.11, Proposition 5.6 and
the classification in [Mat00, Section 8] that EXT (L(λ′)) ∼= EXT (L(λ)) for a λ
such that A(λ) = {α1} or A(λ) = {αn} (cf. e.g. [Mat00, Proposition 8.5]).
Now the result follows just like in the proof of Corollary 5.13. 
In Section 9 we determine all b ∈ (C∗)n such that ϕFΣ,b.L(λ)FΣ is torsion
free with Σ as above in Corollary 8.15 and λ such that λ(Kα1) 6∈ ±q
N, λ(Kαi) ∈
±qN, i = 2, . . . , n. By symmetry of the Dynkin diagram and Corollary 8.15 this
classifies all simple torsion free modules.
8.4 Quantum Shale-Weil representation
In this section we assume g is of type Cn. Let α1, . . . , αn be the simple roots
such that αi is connected to αi+1 and α1 is long. We will describe a specific
admissible module V and show that V = L(ω+)⊕ L(ω−) for some weights ω±
with the purpose of classifying the admissible simple highest weight modules,
see Theorem 8.17. Let V = C[X1, . . . , Xn]. We describe an action of the simple
root vectors on V : For i ∈ {2, . . . , n}
Eα1X
a1
1 X
a2
2 · · ·X
an
n =−
[a1][a1 − 1]
[2]
Xa1−21 X
a2
2 · · ·X
an
n
Fα1X
a1
1 X
a2
2 · · ·X
an
n =
1
[2]
Xa1+21 X
a2
2 · · ·X
an
n
EαiX
a1
1 · · ·X
an
n =[ai]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n
FαiX
a1
1 · · ·X
an
n =[ai−1]X
a1
1 · · ·X
ai−1−1
i−1 X
ai+1
i · · ·X
an
n
K±1α1 X
a1
1 X
a2
2 · · ·X
an
n =q
∓(2a1+1)Xa11 X
a2
2 · · ·X
an
n
K±1αi X
a1
1 X
a2
2 · · ·X
an
n =q
±(ai−1−ai)Xa11 X
a2
2 · · ·X
an
n .
We check that this is an action of Uq by checking the generating relations.
These are tedious and kind of long calculations but just direct calculations. We
refer to the generating relations as (R1) to (R6) like in [Jan96, Section 4.3].
(R1) is clear. (R2) and (R3): Let j ∈ {1, . . . , n}
KαjEα1X
a1
1 · · ·X
an
n =

−q−2a1+3 [a1][a1−1][2] X
a1−2
1 X
a2
2 · · ·X
an
n if j = 1
−qa1−2−a2 [a1][a1−1][2] X
a1−2
1 X
a2
2 · · ·X
an
n if j = 2
−qaj−1−aj [a1][a1−1][2] X
a1−2
1 X
a2
2 · · ·X
an
n if j > 2
=q(α1|αj)Eα1KαjX
a1
1 X
a2
2 · · ·X
an
n .
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Similar for KαjFα1 . For i ∈ {2, . . . , n}
KαjEαiX
a1
1 · · ·X
an
n =

qaj−1−aj [ai]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n if |j − i| > 1
qaj−1−aj−1[ai]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n if j = i− 1
qaj−1+1−aj+1[ai]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n if j = i
qaj−1−1−aj [ai]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n if j = i+ 1
=q(αi|αj)Eα1KαjX
a1
1 X
a2
2 · · ·X
an
n .
Similarly for KαjFαi .
(R4):
[Eα1 , Fα1 ]X
a1
1 X
a2
2 · · ·X
an
n =Eα1
1
[2]
Xa1+21 X
a2
2 · · ·X
an
n + Fα1
[a1][a1 − 1]
[2]
Xa1−21 X
a2
2 · · ·X
an
n
=
(
−
[a1 + 2][a1 + 1]
[2][2]
+
[a1][a1 − 1]
[2][2]
)
Xa11 · · ·X
an
n
=
q−2a1−1 − q2a1+1
q2 − q−2
Xa11 · · ·X
an
n
=
Kα1 −K
−1
α1
q2 − q−2
Xa11 · · ·X
an
n .
[Eα1 , Fα2 ]X
a1
1 · · ·X
an
n =[a1]Eα1X
a1−1
1 X
a2+1
2 · · ·X
an
n +
[a1][a1 − 1]
[2]
Fα2X
a1−2
1 X
a2
2 · · ·X
an
n
=−
[a1][a1 − 1][a1 − 2]
[2]
Xa1−31 X
a2+1
2 · · ·X
an
n
+
[a1][a1 − 1][a1 − 2]
[2]
Xa1−31 X
a2+1
2 · · ·X
an
n
=0.
For i > 2 clearly [Eα1 , Fαi ]X
a1
1 · · ·X
an
n = 0. For i, j ∈ {2, . . . , n}: If |i−j| > 1
clearly [Eαi , Fαj ]X
a1
1 · · ·X
an
n = 0.
[Eαi , Fαi+1 ]X
an
1 · · ·X
an
n =[ai]EαiX
a1
1 · · ·X
ai−1
i X
ai+1+1
i+1 · · ·X
an
n
− [ai]Fαi+1X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n
=[ai][ai − 1]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−2
i X
ai+1+1
i+1 · · ·X
an
n
− [ai][ai − 1]X
a1
1 · · ·X
ai−1+1
i−1 X
ai−2
i X
ai+1+1
i+1 · · ·X
an
n
=0.
[Eα2 , Fα1 ]X
a1
1 · · ·X
an
n =Eα2
1
[2]
Xa1+21 X
a2
2 · · ·X
an
n − [a2]Fα1X
a1+1
1 X
a2−1
2 · · ·X
an
n
=
[a2]
[2]
Xa1+31 X
a2−1
2 · · ·X
an
n −
[a2]
[2]
Xa1+31 X
a2−1
2 · · ·X
an
n
=0.
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For i > 2:
[Eαi , Fαi−1 ]X
an
1 · · ·X
an
n =[ai−2]EαiX
a1
1 · · ·X
ai−2−1
i−2 X
ai−1+1
i−1 · · ·X
an
n
− [ai]Fαi−1X
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n
=[ai−2][ai]X
a1
1 · · ·X
ai−2−1
i−2 X
ai−1+2
i−1 X
ai−1
i · · ·X
an
n
− [ai][ai−2]Fαi−1X
a1
1 · · ·X
ai−2−1
i−2 X
ai−1+2
i−1 X
ai−1
i · · ·X
an
n
=0.
For i > 1:
[Eαi , Fαi ]X
a1
1 · · ·X
an
n =[ai−1]EαiX
a1
1 · · ·X
ai−1+1
i−1 X
ai−1
i · · ·X
an
n
− [ai]FαiX
a1
1 · · ·X
ai−1−1
i−1 X
ai+1
i · · ·X
an
n
=([ai−1][ai − 1]− [ai][ai−1 − 1])X
a1
1 · · ·X
ai−1
i−1 X
ai
i · · ·X
an
n
=[ai−1 − ai]X
a1
1 · · ·X
an
n
=
Kαi −K
−1
αi
q − q−1
Xa11 · · ·X
an
n .
Finally we have the relations (R5) and (R6): Clearly [Eαi , Eαj ]X
a1
1 · · ·X
an
n =
0 and [Fαi , Fαj ]X
a1
1 · · ·X
an
n = 0 when |j − i| > 1.
(E3α2Eα1 − [3]E
2
α2Eα1Eα2 + [3]Eα2Eα1E
2
α2 − Eα1E
3
α2)X
a1
1 · · ·X
an
n
=
1
[2]
(
− [a1][a1 − 1][a2][a2 − 1][a2 − 2]
+ [3][a1 + 1][a1][a2][a2 − 1][a2 − 2]
− [3][a1 + 2][a1 + 1][a2][a2 − 1][a2 − 2]
+ [a1 + 3][a1 + 2][a2][a2 − 1][a2 − 2]
)
Xa1+11 X
a2−3
2 · · ·X
an
n
=
[a2][a2 − 1][a2 − 2]
[2]
(
− [a1][a1 − 1] + [3][a1 + 1][a1]
− [3][a1 + 2][a1 + 1] + [a1 + 3][a1 + 2]
)
Xa1+11 X
a2−3
2 · · ·X
an
n
=0.
(E2α1Eα2 − [2]α1Eα1Eα2Eα1 + Eα2E
2
α1)X
a1
1 · · ·X
an
n
=
[a2]
[2][2]
(
[a1 + 1][a1][a1 − 1][a1 − 2]
− [2]α1 [a1][a1 − 1][a1 − 1][a1 − 2]
+ [a1][a1 − 1][a1 − 2][a1 − 3]
)
Xa1+31 X
a2−1
2 · · ·X
an
n
=
[a2][a1][a1 − 1][a1 − 2]
[2][2]
(
[a1 + 1]− [2]α1 [a1 − 1]
+ [a1 − 3]
)
Xa1+31 X
a2−1
2 · · ·X
an
n
=0.
43
For i > 1:
(E2αiEαi+1−[2]EαiEαi+1Eαi + Eαi+1E
2
αi)X
a1
1 · · ·X
an
n
=[ai+1][ai]([ai + 1]− [2][ai] + [ai − 1])X
a1
1 · · ·X
ai−1+2
i−1 X
ai−1
i X
ai+1−1
i+1 · · ·X
an
n
=0.
(E2αi+1Eαi−[2]Eαi+1EαiEαi+1 + EαiE
2
αi+1)X
a1
1 · · ·X
an
n
=[ai+1][ai+1 − 1]([ai]− [2][ai + 1] + [ai + 2])X
a1
1 · · ·X
ai−1+1
i−1 X
ai+1
i X
ai+1−2
i+1 · · ·X
an
n
=0.
(F 2α1Fα2 − [2]α1Fα1Fα2Fα1 + Fα2F
2
α1)X
a1
1 · · ·X
an
n
=
1
[2][2]
([a1]− [2]α1 [a1 + 2] + [a+ 4])X
a1+3
1 X
a2+1
2 · · ·X
an
n
=0.
(F 3α2Fα1 − [3]F
2
α2Fα1Fα2 + [3]Fα2Fα1F
2
α2 − Fα1F
3
α2)X
a1
1 · · ·X
an
n
=
1
[2]
(
[a1 + 2][a1 + 1][a1]− [3][a1][a1 + 1][a1]
+ [3][a1][a1 − 1][a1]
− [a1][a1 − 1][a1 − 2]
)
Xa1−11 X
a2+3
2 · · ·X
an
n
=
[a1]
[2]
(
[a1 + 2][a1 + 1]− [3][a1 + 1][a1]
+ [3][a1][a1 − 1]
− [a1 − 1][a1 − 2]
)
Xa1−11 X
a2+3
2 · · ·X
an
n
=0.
For i > 1:
(F 2αiFαi+1−[2]FαiFαi+1Fαi + Fαi+1F
2
αi)X
a1
1 · · ·X
an
n
=[ai−1][ai−1 − 1]([ai]− [2][ai + 1] + [ai + 2])X
a1
1 · · ·X
ai−1−2
i−1 X
ai+1
i X
ai+1+1
i+1 · · ·X
an
n
=0.
(F 2αi+1Fαi−[2]Fαi+1FαiFαi+1 + FαiF
2
αi+1)X
a1
1 · · ·X
an
n
=[ai−1][ai]([ai + 1]− [2][ai] + [ai − 1])X
a1
1 · · ·X
ai−1−1
i−1 X
ai−1
i X
ai+1+2
i+1 · · ·X
an
n
=0.
So we have shown that V is a Uq(g)-module. Note that V is admissible of
degree 1 and V = V even ⊕ V odd where V even are even degree polynomials and
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V odd are odd degree polynomials. Furthermore we see that V even = L(ω+) and
V odd = L(ω−) where ω± are the weights defined by ω+(Kα1) = q
−1, ω+(Kαi) =
1, i > 1 and ω−(Kα1) = q
−3, ω−(Kα2) = q
−1, ω−(Kαi) = 1, i > 2. V
even is
generated by 1 and V odd is generated by X1. We will use the fact that L(ω
+)
is admissible in Theorem 8.17 in the next section.
8.5 Type B, C, F
In this section we classify the simple highest weight admissible modules when g
is of type B, C or F . Remember that we have assumed that q is transcendental.
Theorem 8.16 Let g be a simple Lie algebra not of type G2. Suppose there
exists an infinite dimensional admissible simple Uq(g)-module. Then g is of
type A or C.
Proof. If g is simply laced then Theorem 8.14 gives that g is of type A. So
assume g is not of simply laced type. Theorem 8.1 and the classification in
the classical case tells us that no admissible infinite dimensional simple high-
est weight modules exists with integral weights when g is not simply laced
(cf. [Mat00, Lemma 9.1]).
We have assumed that g is not of type G2 so the remaining non-simply laced
types are B, C or F . We will show that the Dynkin diagram of g can’t contain
the subdiagram
α1
• ks
α2
•
α3
• .
Assume the Dynkin diagram contains the above as a subdiagram. If there
exists a simple admissible infinite dimensional module L then there exists a
non-integral λ ∈ X such that L(λ) is infinite dimensional and admissible (The-
orem 5.12). Let λ ∈ X be a non-integral weight such that L(λ) is admissible.
Then by Lemma 8.8, qρλ(Kα1) ∈ ±q
Z
α1 = ±q
Z. By Lemma 8.11 and Lemma 8.12
we can assume without loss of generality that the colored Dynkin diagram of λ
is of the form
α1
• ks
α2
◦
α3
◦ .
Let s be the simple rank 3 Lie algebra of type B3. Let U be the subalgebra
of Uq generated by Eαi , Fαi ,K
±1
αi , i = 1, 2, 3. Then U
∼= Uq(s). Let Qs :=
Z{α1, α2, α3} ⊂ Q. Let vλ be a highest weight vector of L(λ). Then Uvλ
contains the simple highest weight Uq(s)-module L(λ, s) of highest weight λ
(restricted to U0q (s)) as a subquotient. Since L(λ) is admissible so is L(λ, s).
Like in the proof of Lemma 8.6 we get a contradiction if we can show that
TL(λ,s)∩Tsα2L(sα2 .λ,s) generatesQs. It is easily seen that {−α1−α2,−α3,−2α1−
α2} ⊂ TL(λ,s) ∩ Tsα2L(sα2 .λ,s), so TL(λ,s) ∩ T
sα2L(sα2 .λ,s)
generates Qs. So
C(L(λ, s))∩C(sα2L(sα2 .λ, s)) generatesQs. ThereforeC(L(λ, s))−C(
sα2L(sα2 .λ, s)) =
Qs. The weights of L(λ, s) and
sα2L(sα2 .λ, s) are contained in q
Qsλ so a weight
in the essential support of L(λ, s) (resp. sα2L(sα2 .λ, s)) is of the form q
µ1λ (resp.
qµ2λ) for some µ1, µ2 ∈ Qs. By the above q
C(L(λ,s))+µ1λ∩qC(
sα2L(sα2 .λ,s))+µ2λ 6=
∅. Since qC(L(λ,s))+µ1λ ⊂ Suppess(L(λ)) and q
C(sα2L(sα2 .λ,s))+µ2λ ⊂ Suppess(
sα2L(sα2 .λ, s))
we have proved that Suppess(
sα2L(sα2 .λ, s)) ∩ Suppess(L(λ, s)) 6= ∅. By Propo-
sition 5.10 L(λ, s) and sα2L(sα2 .λ, s) are subquotients of L(λ, s)Fα2 . Let ν ∈
Suppess(
sα2L(sα2 .λ, s)) ∩ Suppess(L(λ, s)). Then by Lemma 4.22 L(λ, s)ν ∼=
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(L(λ, s)Fα2 )ν
∼= (sα2L(sα2 .λ, s))ν so by Theorem 2.7 L(λ, s) ∼=
sα2L(sα2 .λ, s).
This is a contradiction by looking at weights of the modules. 
Theorem 8.17 Let g be a simple Lie algebra of type Cn (i.e. g = sp(2n)). Let
α1, . . . , αn be the simple roots such that αi is connected to αi+1 and α1 is long
– i.e. the Dynkin diagram of Cn is
α1
• +3
α2
•
αn−1
•
αn
• .
Let λ ∈ X. L(λ) is infinite dimensional and admissible if and only if
• λ(Kαi) ∈ ±q
N for 1 < i ≤ n
• λ(Kα1) ∈ ±q
1/2+Z
α1 = ±q
1+2Z
• λ(Kα1+α2) ∈ ±q
Z≥−2
or equivalently qρλ(Kβ) ∈ ±qZ>0 for every short root β ∈ Φ+ and λ(Kβ′) ∈
±q1+2Z for every long root β′ ∈ Φ+.
Proof. Assume λ(Kαi) 6∈ ±q
N for some i > 1. Then by Lemma 8.11 there
exists a λ′ such that L(λ′) is admissible and such that λ′(Kα2) 6∈ q
N. Let s
be the Lie algebra sp(4) with simple roots α2 and α1. Let U be the subal-
gebra of Uq generated by Fα1 , Fα2 ,Kα1 ,Kα2 , Eα1 , Eα2 . Then U
∼= Uq(s) as
algebras and Uvλ′ contains the simple highest weight Uq(s)-module L(λ
′, s) of
highest weight λ′ (restricted to U0qα(s)) as a subquotient. Since L(λ
′) is admis-
sible so is Uvλ′ hence L(λ
′, s) is admissible. So λ′(Kα2) ∈ ±q
N by Lemma 8.8.
A contradiction. So we have proven that λ(Kαi) ∈ ±q
N for 1 < i ≤ n is a
neccesary condition. We get also from Lemma 8.8 that λ(Kα1) ∈ q
1+2Z and
q3λ(Kα1+α2) = q
ρλ(Kα1+α2) ∈ ±q
Z>0 which shows that the two other condi-
tions are neccesary.
Now assume we have a weight λ ∈ X that satisfies the above. So λ(Kα1) =
q−1+r for some r ∈ 2Z. We can assume r ∈ N by Lemma 5.11 and Proposi-
tion 5.6 (if r < 0 replace λ with s1.λ, L(λ) is admissible if and only if L(s1.λ)
is). We have λ = ω+λ0 for some dominant integral weight λ0 and L(λ) is a
subquotient of L(ω+) ⊗ L(λ0). Since L(ω+) is admissible and L(λ0) is finite
dimensional L(ω+) ⊗ L(λ0) is admissible and since L(λ) is a subquotient of
L(ω+)⊗ L(λ0), L(λ) is admissible as well. 
Corollary 8.18 Let g be a simple Lie algebra of type Cn (i.e. g = sp(2n)). Let
α1, . . . , αn be the simple roots such that αi is connected to αi+1 and α1 is long.
Let βj = α1 + · · · + αj, j = 1, . . . , n and Σ = {β1, . . . , βn}. Let Fβj =
Ts1 · · ·Tsj−1(Fαj ) and let FΣ = {q
aF a1β1 · · ·F
an
βn
|ai ∈ N, a ∈ Z} be the correspond-
ing Ore subset. Then Σ is a set of commuting roots that is a basis of Q with
corresponding Ore subset FΣ.
Let L be a simple torsion free module. Then there exists a λ ∈ X with
λ(Kβ) ∈ ±qN for all short β ∈ Φ+ and λ(Kγ) ∈ ±q1+2Z for all long γ ∈ Φ+
and a b ∈ (C∗)n such that
L ∼= ϕFΣ,b.L(λ)FΣ
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Proof. By Theorem 5.12 there exists a λ ∈ X such that EXT (L) ∼= EXT (L(λ)).
By Proposition 5.6 L(λ) is admissible and by Theorem 8.17 λ is as described in
the statement of the corollary. Now the result follows just like in the proof of
Corollary 5.13. 
In Section 10 we determine all b ∈ (C∗)n such that ϕFΣ,b.L(λ)FΣ is torsion
free (with Σ and λ as above in Corollary 8.18). By the corollary this classifies
all simple torsion free modules for type C.
9 Classification of simple torsion free modules.
Type A.
In this section we assume g = sln+1 with n ≥ 2. Let Π = {α1, . . . , αn}
denote the simple roots such that (αi|αi+1) = −1, i = 1, . . . , n − 1. Set
βj = s1 · · · sj−1(αj) = α1 + · · · + αj , then Σ = {β1, . . . , βn} is a set of com-
muting roots with corresponding root vectors Fβj = Ts1 · · ·Tsj−1(Fαj ). We will
show some commutation formulas and use these to calculate ϕFΣ,b on all sim-
ple root vectors. This will allow us to determine exactly for which b ∈ (C∗)n,
ϕFΣ,b.L(λ)FΣ is torsion free, see Theorem 9.8.
Choose a reduced expression of w0 starting with s1 · · · sn and define roots
γ1, . . . , γN and root vectors Fγ1 , . . . , FγN from this expression. Note that Fβi =
Fγi for i = 1, . . . , n.
Proposition 9.1 Let i ∈ {2, . . . , n} and j ∈ {1, . . . , n}.
[Fαi , Fβj ]q =
{
Fβi , if j = i− 1
0, otherwise
and
[Eαi , Fβj ] =
{
Fβi−1K
−1
αi , if j = i
0, otherwise.
Proof. We will show the proposition for the F ’s first and then for the E’s.
Assume first that j < i − 1. Then clearly [Fαi , Fβj ]q = [Fαi , Fβj ] = 0 since
αi is not connected to any of the simple roots α1, . . . , αj appearing in βj .
Then assume j ≥ i. We must have αi = γk for some k > n since {γ1, . . . , γN} =
Φ+. By Theorem 3.2 [Fαi , Fβj ]q is a linear combination of monomials of the form
F
aj+1
γj+1 · · ·F
ak−1
γk−1 . For a monomial of this form to appear with nonzero coefficient
we must have
k−1∑
h=j+1
ahγh = αi + βj = α1 + · · ·+ αi−1 + 2αi + αi+1 + . . . αj .
For this to be possible one of the positive roots γs, j < s < k must be equal to
α1+α2+ · · ·+αm for some m ≤ j but α1+α2+ · · ·+αm = γm by construction
and m ≤ j < s so m 6= s. We conclude that this is not possible.
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Finally we investigate the case when j = i− 1. We have
[Fαi , Fβi−1 ]q =[Ts1 · · ·Tsi−2(Fαi), Ts1 · · ·Tsi−2(Fαi−1)]q
=Ts1 · · ·Tsi−2
(
[Fαi , Fαi−1 ]q
)
=Ts1 · · ·Tsi−2Tsi−1(Fαi)
=Fβi .
For the E’s: Assume first j < i: Since Fβj is a polynomial in Fα1 , . . . , Fαj ,
Eαi commutes with Fβj when j < i.
Assume then j = i: We have by the above
Fβi = [Fαi , Fβi−1 ]q
so
[Eαi , Fβi ] =[Eαi , (FαiFβi−1 − q
−(βi−1|αi)Fβi−1Fαi)]
=[Eαi , Fαi ]Fβi−1 − qFβi−1 [Eαi , Fαi ]
=
Kαi −K
−1
αi
q − q−1
Fβi−1 − qFβi−1
Kαi −K
−1
αi
q − q−1
=Fβi−1
qKαi − q
−1K−1αi − qKαi + qK
−1
αi
q − q−1
=Fβi−1K
−1
αi .
Finally assume j > i: Observe first that we have
Tsi+1 · · ·Tsj−1Fαj =
m∑
s=1
usFαi+1u
′
s
for some m ∈ N and some us, u′s that are polynomials in Fαi+2 , . . . Fαj . Note
that Tsi(us) = us and Tsi(u
′
s) = u
′
s for all s since αi is not connected to any of
the simple roots αi+2, . . . αj . So
TsiTsi+1 · · ·Tsj−1Fαj =Tsi
(
m∑
s=1
usFαi+1u
′
s
)
=
m∑
s=1
usTsi(Fαi+1 )u
′
s
=
m∑
s=1
us(Fαi+1Fαi − qFαiFαi+1)u
′
s
=
m∑
s=1
usFαi+1u
′
sFαi − qFαi
m∑
s=1
usFαi+1u
′
s
=Tsi+1 · · ·Tsj−1(Fαj )Fαi − qFαiTsi+1 · · ·Tsj−1(Fαj ).
Thus we see that
Fβj =Ts1 . . . Tsi · · ·Tsj−1(Fαj )
=Tsi+1 · · ·Tsj−1(Fαj )Ts1 · · ·Tsi−1(Fαi)− qTs1 · · ·Tsi−1(Fαi)Tsi+1 · · ·Tsj−1 (Fαj )
=Tsi+1 · · ·Tsj−1(Fαj )Fβi − qFβiTsi+1 · · ·Tsj−1 (Fαj )
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and therefore
[Eαi , Fβj ] =Tsi+1 · · ·Tsj−1 (Fαj )[Eαi , Fβi ]− q[Eαi , Fβi ]Tsi+1 · · ·Tsj−1(Fαj )
=Tsi+1 · · ·Tsj−1 (Fαj )Fβi−1K
−1
αi − qFβi−1K
−1
αi Tsi+1 · · ·Tsj−1(Fαj )
=Fβi−1Tsi+1 · · ·Tsj−1(Fαj )K
−1
αi − Fβi−1Tsi+1 · · ·Tsj−1(Fαj )K
−1
αi
=0. 
Proposition 9.2 Let i ∈ {2, . . . , n}. Let a ∈ Z>0. Then
[Fαi , F
a
βi−1 ]q = [a]F
a−1
βi−1
Fβi
and for b ∈ C∗
ϕFβi−1 ,b(Fαi) = bFαi +
b− b−1
q − q−1
F−1βi−1Fβi .
Proof. The first claim is proved by induction over a. a = 1 is shown in Propo-
sition 9.1. The induction step:
FαiF
a+1
βi−1
=
(
qaF aβi−1Fαi + [a]F
a−1
βi−1
Fβi
)
Fβi−1
=qa+1F a+1βi−1Fαi + q
aF aβi−1Fβi + q
−1[a]F aβi−1Fβi
=qa+1F a+1βi−1Fαi + [a+ 1]F
a
βi−1Fβi .
So we have proved the first claim. We get then for a ∈ Z>0
ϕFβi−1 ,qa(Fαi ) = F
−a
βi−1
FαiF
a
βi−1 = q
aFαi +
qa − q−a
q − q−1
F−1βi−1Fβi .
Using the fact that ϕFβi−1 ,b(Fαi) is Laurent polynomial in b we get the second
claim of the proposition. 
Proposition 9.3 Let i ∈ {2, . . . , n}. Let a ∈ Z>0. Then
[Eαi , F
a
βi ] = q
a−1[a]F a−1βi Fβi−1K
−1
αi
and for b ∈ C∗
ϕFβi ,b(Eαi) = Eαi + q
−1b
b− b−1
q − q−1
F−1βi Fβi−1K
−1
αi .
Proof. The first claim is proved by induction over a. a = 1 is shown in Propo-
sition 9.1. The induction step:
EαiF
a+1
βi
=
(
F aβiEαi + q
a−1[a]F a−1βi Fβi−1K
−1
αi
)
Fβi
=F a+1βi Eαi + F
a
βiFβi−1K
−1
αi + q
a+1[a]F aβiFβi−1K
−1
αi
=F a+1βi Eαi + q
a(q−a + q[a])F aβiFβi−1K
−1
αi
=F a+1βi Eαi + q
a[a+ 1]F aβiFβi−1K
−1
αi .
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This proves the first claim. We get then for a ∈ Z>0
ϕFβi ,qa(Eαi) = F
−a
βi
EαiF
a
βi = Eαi + q
−1qa
qa − q−a
q − q−1
F−1βi Fβi−1K
−1
αi .
Using the fact that ϕFβi ,b(Eαi) is Laurent polynomial in b we get the second
claim of the proposition. 
In our classification we don’t need to calculate ϕFΣ,b(Eα1) but for complete-
ness we show what it is in this case in Proposition 9.5. To do this we need the
following proposition:
Proposition 9.4 Let j ∈ {2, . . . , n}. Then
[Eα1 , Fβj ] = −qTs2 · · ·Tsj−1 (Fαj )Kα1 ,
for a ∈ Z>0:
[Eα1 , F
a
βj ] = −q
2−a[a]F a−1βj Ts2 · · ·Tsj−1(Fαj )Kα1
and for b ∈ C∗:
ϕFβj ,b(Eα1 ) = Eα1 − q
2b
b− b−1
q − q−1
F−1βj Ts2 · · ·Tsj−1(Fαj )Kα1 .
Proof. Like in the proof of Proposition 9.1 we see that
Ts2 · · ·Tsj−1Fαj =
m∑
s=1
usFα2u
′
s
for some m ∈ N and some us, u′s that are polynomials in Fα3 , . . . Fαj . Note that
Ts1(us) = us and Ts1(u
′
s) = u
′
s for all s since α1 is not connected to any of the
simple roots α3, . . . αj . So
Ts1Ts2 · · ·Tsj−1Fαj =Ts1
(
m∑
s=1
usFα2u
′
s
)
=
m∑
s=1
usTs1(Fα2)u
′
s
=
m∑
s=1
us(Fα2Fα1 − qFα1Fα2 )u
′
s
=
m∑
s=1
usFα2u
′
sFα1 − qFα1
m∑
s=1
usFα2u
′
s
=Ts2 · · ·Tsj−1(Fαj )Fα1 − qFα1Ts2 · · ·Tsj−1(Fαj ).
Thus
[Eα1 , Fβj ] =Ts2 · · ·Tsj−1(Fαj )[Eα1 , Fα1 ]− q[Eα1 , Fα1 ]Ts2 · · ·Tsj−1(Fαj )
=Ts2 · · ·Tsj−1(Fαj )
Kα1 −K
−1
α1
q − q−1
− q
Kα1 −K
−1
α1
q − q−1
Ts2 · · ·Tsj−1(Fαj )
=Ts2 · · ·Tsj−1(Fαj )
Kα1 −K
−1
α1 − q
2Kα1 +K
−1
α1
q − q−1
=− qTs2 · · ·Tsj−1(Fαj )Kα1 .
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Note that Ts2 · · ·Tsj−1(Fαj ) is a polynomial in Fα2 , . . . , Fαj . By Proposition 9.1
[Fαi , Fβj ]q = [Fαi , Fβj ] = 0 for 1 < i < j and [Fαj , Fβj ]q = FαjFβj−q
−1FβjFαj =
0 so
Ts2 · · ·Tsj−1(Fαj )Fβj − q
−1FβjTs2 · · ·Tsj−1(Fαj ) =[Ts2 · · ·Tsj−1 (Fαj ), Fβj ]q
=0.
The second claim is by induction on a:
Eα1F
a+1
βj
=
(
F aβjEα1 − q
2−a[a]F a−1βj Ts2 · · ·Tsj−1(Fαj )Kα1
)
Fβj
=F a+1βj Eα1 − qF
a
βjTs2 · · ·Tsj−1(Fαj )Kα1
− q−a[a]F aβjTs2 · · ·Tsj−1(Fαj )Kα1
=F a+1βj Eα1 − q
1−a
(
qa + q−1[a]
)
F aβjTs2 · · ·Tsj−1(Fαj )Kα1
=F a+1βj Eα1 − q
1−a[a+ 1]F aβjTs2 · · ·Tsj−1 (Fαj )Kα1 .
So we get for a ∈ Z>0:
ϕFβj ,qa(Eα1) = F
−a
βj
Eα1F
a
βj = Eα1 − q
2q−a
qa − q−a
q − q−1
Ts2 · · ·Tsj−1(Fαj )Kα1 .
Using the fact that ϕFβj ,b(Eα1) is Laurent polynomial in b we get the third
claim of the proposition. 
We can combine the above propositions in the following proposition
Proposition 9.5 Let i ∈ {2, . . . , n}. For b = (b1, . . . , bn) ∈ (C∗)n
ϕFΣ,b(Fαi) =b
−1
i b
−1
i+1 · · · b
−1
n ϕFβi−1,bi−1 (Fαi )
=b−1i b
−1
i+1 · · · b
−1
n (bi−1Fαi +
bi−1 − b
−1
i−1
q − q−1
F−1βi−1Fβi)
ϕFΣ,b(Eαi) =ϕFβi,bi (Eαi ) = Eαi + q
−1bi
bi − b
−1
i
q − q−1
F−1βi Fβi−1K
−1
αi .
Furthermore
ϕFΣ,b(Fα1 ) = b2 · · · bnFα1
and
ϕFΣ,b(Eα1) =Eα1 − q
2
n∑
j=2
bjb
−1
j+1 · · · b
−1
n
bj − b
−1
j
q − q−1
F−1βj Ts2 · · ·Tsj−1(Fαj )Kα1
+ b−12 · · · b
−1
n F
−1
β1
(b1 − b
−1
1 )(qb
−1
1 · · · b
−1
n Kα1 − q
−1b1 · · · bnK−1α1 )
(q − q−1)2
.
Proof. The first two equations follow from Proposition 9.1, Proposition 9.2 and
Proposition 9.3. The third follows because Fα1 = Fβ1 q-commutes with all the
other root vectors Fβ2 , . . . , Fβn (see also the discussion before Definition 4.19).
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For the last equation we use Proposition 9.4:
ϕFΣ,b(Eα1) =ϕFβn ,bn ◦ · · · ◦ ϕFβ1 ,b1(Eα1)
=ϕFβn ,bn ◦ · · · ◦ ϕFβ2 ,b2
(
Eα1 − F
−1
β1
(b1 − b
−1
1 )(qb
−1
1 Kα1 − q
−1b1K
−1
α1 )
(q − q−1)2
)
=ϕFβn ,bn ◦ · · · ◦ ϕFβ3 ,b3(Eα1 − q
2b2
b2 − b
−1
2
q − q−1
F−1β2 Fα2Kα1
− b−12 F
−1
β1
(b1 − b
−1
1 )(qb
−1
1 b
−1
2 Kα1 − q
−1b1b2K
−1
α1 )
(q − q−1)2
)
...
=Eα1 − q
2
n∑
j=2
bjb
−1
j+1 · · · b
−1
n
bj − b
−1
j
q − q−1
F−1βj Ts2 · · ·Tsj−1(Fαj )Kα1
− b−12 · · · b
−1
n F
−1
β1
(b1 − b
−1
1 )(qb
−1
1 · · · b
−1
n Kα1 − q
−1b1 · · · bnK−1α1 )
(q − q−1)2

Proposition 9.6 Let λ be a weight such that λ(Kαi) ∈ ±q
N for i = 2, . . . , n
and λ(Kα1) 6∈ ±q
N. Let b = (b1, . . . , bn) ∈ (C∗)n. Let i ∈ {2, . . . , n}. Then Eαi
acts injectively on the Uq-module ϕFΣ,b.L(λ)FΣ if and only if bi 6∈ ±q
Z and Fαi
acts injectively on ϕFΣ,b.L(λ)FΣ if and only if bi−1 6∈ ±q
Z.
Proof. By Proposition 4.10 and Corollary 4.20 a root vector acts injectively on
the Uq-module
ϕFΣ,(b1,...,bn).L(λ)FΣ
if and only if it acts injectively on
ϕFΣ,(ε1qi1 b1,...,εnqinbn).L(λ)FΣ
for any i1, . . . , in ∈ Z and ε1, . . . , εn ∈ {±1}.
Assume there exists a 0 6= v ∈ ϕFΣ,b.L(λ)FΣ such that Eαiv = 0. We have
v = F a1β1 · · ·F
an
βn
⊗v′ for some a1, . . . , an ∈ Z≤0 and some v′ ∈ L(λ). So Eαiv = 0
implies
0 = ϕFΣ,b(Eαi)F
a1
β1
· · ·F anβn ⊗ v
′ = F a1β1 · · ·F
an
βn
⊗ ϕFΣ,c(Eαi)v
′
where c = (qa1b1, . . . , q
anbn). So there exists a v
′ ∈ L(λ) such that ϕFΣ,c(Eαi )v
′ =
0. That is (
Eαi + q
−1ci
ci − c
−1
i
q − q−1
F−1βi Fβi−1K
−1
αi
)
v′ = 0
or equivalently
FβiEαiv
′ = q−1ci
c−1i − ci
q − q−1
Fβi−1K
−1
αi v
′.
Since L(λ) is a highest weight module we have some r ∈ N such that Erαiv
′ 6= 0
and Er+1αi v
′ = 0. Fix this r. We get
E(r)αi FβiEαiv
′ = E(r)αi q
−1ci
c−1i − ci
q − q−1
Fβi−1K
−1
αi v
′
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and calculating the right hand side and left hand side we get
qr−1[r]Fβi−1K
−1
αi E
(r)
αi v
′ = q−1+2rci
c−1i − ci
q − q−1
Fβi−1K
−1
αi E
(r)
αi v
′.
So we must have
qr−1[r] = q−1+2rci
c−1i − ci
q − q−1
or equivalently ci = ±q−r. Since ci ∈ qZbi we have proved the first claim.
The other claim is shown similarly (see e.g. the calculations done in the
proof of Proposition 10.5. The calculations will be the same in this case). 
Proposition 9.7 Let M be a weight Uq-module of finite Jordan-Hölder length
with finite dimensional weight spaces. Let α ∈ Π. If Eα and Fα both act
injectively on M then Eα and Fα act injectively on every composition factor of
M .
Proof. Let V be a simple Uq-submodule of M . Let µ be a weight of V . Then
Vµ is a simple (Uq)0-module by Theorem 2.7 and EαFα and FαEα act injectively
on Vµ by assumption. Since dimMµ < ∞ this implies that FαEα and EαFα
act injectively on the (Uq)0 module (M/V )µ ∼= Mµ/Vµ. Since M/V is the sum
of its weight spaces this implies that EαFα and FαEα act injectively on M/V .
This in turn implies that Eα and Fα act injectively on M/V . Doing induction
on the Jordan-Hölder length of M finishes the proof. 
The above proposition is true for a general simple Lie algebra g and we will use
it in the next section as well.
Theorem 9.8 Let λ be a weight such that λ(Kαi) ∈ ±q
N for i = 2, . . . , n and
λ(Kα1) 6∈ ±q
N. Let b = (b1, . . . , bn) ∈ (C∗)n. Then ϕFΣ,b.L(λ)FΣ is simple and
torsion free if and only if bi 6∈ ±qZ, i = 1, . . . , n and λ(Kα1)
−1b1 · · · bn 6∈ ±qZ.
Proof. By Proposition 5.10 L(λ) is a subquotient of
s1
(
ϕFΣ,(λ(Kα1 ),1,...,1).L(λ)FΣ
)
.
So by Lemma 5.3 we get (using that L(λ) = s1
(
s1L(λ)
)
) for any c = (c1, . . . , cn) ∈
(C∗)n
(ϕFΣ,c.L(λ)FΣ)
ss ∼= s1
(
ϕFΣ,(λ(Kα1)c
−1
1 ···c
−1
n ,c2,...,cn)
.L(λ)FΣ
)ss
.
We have λ(Kα2) = εq
r for some r ∈ N and some ε ∈ {±1}. We see in the proof
of Lemma 5.11 that L(λ) is a subqoutient of
s2
(
ϕFΣ,(ε,ε,1,...,1).L(λ)FΣ
)
.
We get by Lemma 5.3 (using that L(λ) = s2
(
s2L(λ)
)
) for any c = (c1, . . . , cn) ∈
(C∗)n
(ϕFΣ,c.L(λ)FΣ)
ss ∼= s2
(
ϕFΣ,(εc2,εc1,c3,...,cn).L(λ)FΣ
)ss
.
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Combining the above we get
(ϕFΣ,b.L(λ)FΣ)
ss ∼=s2
(
ϕFΣ,(εb2,εb1,b3,...,bn).L(λ)FΣ
)ss
∼=s2
(
s1
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
))ss
∼=s1s2
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)ss
.
Since T−1s1 T
−1
s2 (Eα1) = Eα2 and T
−1
s1 T
−1
s2 (Fα1) = Fα2 we get by Proposition 9.6
that Eα1 acts injectively on
s1s2
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)
if and
only if b1 6∈ ±qZ and Fα1 acts injectively on
s1s2
(
ϕFΣ,(λ(Kα1 )b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)
if and only if λ(Kα1)
−1b1 · · · bn 6∈ ±qZ.
Assume ϕFΣ,b.L(λ)FΣ is torsion free. Then all root vectors act injectively
on ϕFΣ,b.L(λ)FΣ . We claim ϕFΣ,b.L(λ)FΣ is simple: Let V ⊂ ϕFΣ,b.L(λ)FΣ
be a simple module. Then V is admissible of the same degree d as L(λ) by
Proposition 5.6 and because all root vectors act injectively dimVqµλ = d for all
µ ∈ Q. So V = ϕFΣ,b.L(λ)FΣ . Thus (ϕFΣ,b.L(λ)FΣ)
ss
= ϕFΣ,b.L(λ)FΣ . Then
by the above
ϕFΣ,b.L(λ)FΣ
∼= s1s2
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)
.
This shows that when ϕFΣ,b.L(λ)FΣ is torsion free we must have λ(Kα1)
−1b1 · · · bn 6∈
±qZ. By Proposition 9.6 bi 6∈ ±qZ, i = 1, . . . , n.
Assume on the other hand that bi 6∈ ±qZ for i ∈ {1, . . . , n} and λ(Kα1)
−1b1 · · · bn 6∈
±qZ. By Proposition 9.6 we get that the simple root vectors Eα2 , . . . , Eαn and
Fα1 , . . . , Fαn all act injectively on ϕFΣ,b.L(λ)FΣ . We need to show that Eα1
acts injectively on the module. By the above
(ϕFΣ,b.L(λ)FΣ)
ss ∼= s1s2
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)ss
and the root vectors Eα1 , Fα1 act injectively on
s1s2
(
ϕFΣ,(λ(Kα1)b
−1
1 ···b
−1
n ,εb1,b3,...,bn)
.L(λ)FΣ
)
.
Then by Proposition 9.7 Eα1 act injectively on all composition factors of ϕFΣ,b.L(λ)FΣ .
Let V be a simple Uq-submodule of ϕFΣ,b.L(λ)FΣ . By the above all sim-
ple root vectors act injectively on V and then like above this implies V =
ϕFΣ,b.L(λ)FΣ i.e. ϕFΣ,b.L(λ)FΣ is simple and torsion free. 
By the comments after Corollary 8.15 the above Theorem completes the
classification of simple torsion free modules in type A.
10 Classification of simple torsion free modules.
Type C.
In this section we assume g is of type Cn (i.e. g = sp2n) with n ≥ 2. Let Π =
{α1, . . . , αn} denote the simple roots such that (αi|αi+1) = −1, i = 2, . . . , n− 1,
〈α2, α
∨
1 〉 = −1 and 〈α1, α
∨
2 〉 = −2 i.e. α1 is long and α2, . . . , αn are short.
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Set βj = s1 · · · sj−1(αj) = α1 + · · · + αj , then Σ = {β1, . . . , βn} is a set of
commuting roots with corresponding root vectors Fβj = Ts1 · · ·Tsj−1(Fαj ). We
will show some commutation formulas and use these to calculate ϕFΣ,b on most
of the simple root vectors.
Choose a reduced expression of w0 starting with s1 · · · sns1 · · · sn−1 and de-
fine root vectors Fγ1 , . . . , FγN from this expression. Note that Fβi = Fγi for
i = 1, . . . , n. Note for use in the proposition below that for j ∈ {1, . . . , n− 1},
γn+j = s1 · · · sns1 · · · sj−1(αj) = α1 + 2α2 + α3 + · · ·αj+1
and
Fγn+j =Ts1 · · ·TsnTs1 · · ·Tsj−1(Fαj )
=Ts1 · · ·Tsj+1Ts1 · · ·Tsj−1 (Fαj ).
In particular Fα1+2α2 = Ts1Ts2(Fα1 ).
Proposition 10.1 Let i ∈ {2, . . . , n} and j ∈ {1, . . . , n}
[Fαi , Fβj ]q =

[2]Fα1+2α2 , if j = i = 2
Fα1+2α2+α3+···+αj , if i = 2 and j > 2
Fβi , if j = i− 1
0, otherwise
and
[Eαi , Fβj ] =

[2]Fβ1K
−1
α2 , if j = 2 = i
Fβi−1K
−1
αi , if j = i > 2
0, otherwise.
Proof. We will show the proposition for the F ’s first and then for the E’s.
Assume first that j < i− 1. Then clearly [Fαi , Fβj ]q = [Fαi , Fβj ] = 0 since αi is
not connected to any of the simple roots α1, . . . , αj appearing in βj.
Then assume j ≥ i > 2. We must have αi = γk for some k > n since
{γ1, . . . , γN} = Φ+. By Theorem 3.2 [Fαi , Fβj ]q is a linear combination of
monomials of the form F
aj+1
γj+1 · · ·F
ak−1
γk−1 . For a monomial of this form to appear
with nonzero coefficient we must have
k−1∑
h=j+1
ahγh = αi + βj = α1 + · · ·+ αi−1 + 2αi + αi+1 + . . . αj .
For this to be possible one of the positive roots γs, j < s < k must be equal to
α1+α2+ · · ·+αm for some m ≤ j but α1+α2+ · · ·+αm = γm by construction
and m ≤ j < s so m 6= s. We conclude that this is not possible.
Assume j = i− 1. We have
[Fαi , Fβi−1 ]q =[Ts1 · · ·Tsi−2(Fαi), Ts1 · · ·Tsi−2(Fαi−1)]q
=Ts1 · · ·Tsi−2
(
[Fαi , Fαi−1 ]q
)
=Ts1 · · ·Tsi−2Tsi−1(Fαi)
=Fβi .
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Assume j = 2 = i. Then
[Fα2 , Fβ2 ]q =Fα2Fβ2 − Fβ2Fα2
=Fα2(Fα2Fα1 − q
2Fα1Fα2)− (Fα2Fα1 − q
2Fα1Fα2)Fα2
=(q2Fα1F
2
α2 − q[2]Fα2Fα1Fα2 + F
2
α2Fα1)
=[2]T−1s2 (Fα1 )
=[2]T−1s2 Ts2Ts1Ts2(Fα1)
=[2]Ts1Ts2(Fα1)
=[2]Fα1+2α2 .
Assume i = 2 and j = 3. Then
Fα1+2α2+α3 =Fγn+2
=Ts1Ts2Ts3Ts1(Fα2 )
=Ts1Ts2Ts1Ts3(Fα2 )
=Ts1Ts2Ts1(Fα2Fα3 − qFα3Fα2)
=Fα2Fβ3 − qFβ3Fα2 .
Finally assume i = 2 and j > 3. We have
Fα1+2α2+α3+···+αj =Fγn+j−1
=Ts1 · · ·Tsj−2Tsj−1TsjTs1 · · ·Tsj−3Tsj−2(Fαj−1 )
=Ts1 · · ·Tsj−2Ts1 · · ·Tsj−3Tsj−1Tsj−2Tsj (Fαj−1 )
=Ts1 · · ·Tsj−2Ts1 · · ·Tsj−3Tsj−1Tsj−2(Fαj−1Fαj − qFαjFαj−1 )
=Ts1 · · ·Tsj−2Ts1 · · ·Tsj−3 (Fαj−2Tsj−1(Fαj )− qTsj−1(Fαj )Fαj−2 )
=Fα2Fβj − qFβjFα2
=[Fα2 , Fβj ]q
using the facts that Tsj−1Tsj−2(Fαj−1 ) = Fαj−2 and Ts1 · · ·Tsj−2Ts1 · · ·Tsj−3(Fαj−2 ) =
Fα2 by Proposition 8.20 in [Jan96] (The proposition is about the E root vectors
but the proposition is true for the F ’s as well).
For the E’s: Assume first j < i: Since Fβj is a polynomial in Fα1 , . . . , Fαj ,
Eαi commutes with Fβj when j < i.
Assume then j = i: We have by the above
Fβi = [Fαi , Fβi−1 ]q
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so
[Eαi , Fβi ] =[Eαi , (FαiFβi−1 − q
−(βi−1|αi)Fβi−1Fαi)]
=[Eαi , Fαi ]Fβi−1 − qαi−1Fβi−1 [Eαi , Fαi ]
=
Kαi −K
−1
αi
q − q−1
Fβi−1 − qαi−1Fβi−1
Kαi −K
−1
αi
q − q−1
=Fβi−1
qαi−1Kαi − q
−1
αi−1K
−1
αi − qαi−1Kαi + qαi−1K
−1
αi
q − q−1
=
qαi−1 − q
−1
αi−1
q − q−1
Fβi−1K
−1
αi
=
{
[2]Fβi−1K
−1
αi , if i = 2
Fβi−1K
−1
αi , otherwise.
Finally assume j > i: Observe first that we have
Tsi+1 · · ·Tsj−1Fαj =
m∑
s=1
usFαi+1u
′
s
for some m ∈ N and some us, u′s that are polynomials in Fαi+2 , . . . Fαj . Note
that Tsi(us) = us and Tsi(u
′
s) = u
′
s for all s since αi is not connected to any of
the simple roots αi+2, . . . αj . So
TsiTsi+1 · · ·Tsj−1Fαj =Tsi
(
m∑
s=1
usFαi+1u
′
s
)
=
m∑
s=1
usTsi(Fαi+1 )u
′
s
=
m∑
s=1
us(Fαi+1Fαi − qFαiFαi+1)u
′
s
=
m∑
s=1
usFαi+1u
′
sFαi − qFαi
m∑
s=1
usFαi+1u
′
s
=Tsi+1 · · ·Tsj−1(Fαj )Fαi − qFαiTsi+1 · · ·Tsj−1(Fαj ).
Thus we see that
Fβj =Ts1 . . . Tsi · · ·Tsj−1 (Fαj )
=Tsi+1 · · ·Tsj−1 (Fαj )Ts1 · · ·Tsi−1(Fαi )− qFαiTsi+1 · · ·Tsj−1(Fαj )
=Tsi+1 · · ·Tsj−1 (Fαj )Fβi − qFβiTsi+1 · · ·Tsj−1(Fαj )
and therefore
[Eαi , Fβj ] =Tsi+1 · · ·Tsj−1(Fαj )[Eαi , Fβi ]− q[Eαi , Fβi ]Tsi+1 · · ·Tsj−1(Fαj )
=[ri](Tsi+1 · · ·Tsj−1(Fαj )Fβi−1K
−1
αi − qFβi−1K
−1
αi Tsi+1 · · ·Tsj−1 (Fαj ))
=[ri](Fβi−1Tsi+1 · · ·Tsj−1(Fαj )K
−1
αi − Fβi−1Tsi+1 · · ·Tsj−1(Fαj )K
−1
αi )
=0
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where
ri =
{
2 if i = 2
1 otherwise.

Proposition 10.2 Let i ∈ {2, . . . , n}. Let a ∈ Z>0. Then
[Fαi , F
a
βi−1 ]q = [a]βi−1F
a−1
βi−1
Fβi
and for b ∈ C∗
ϕFβi−1 ,b(Fαi) =
{
b2Fα2 +
b2−b−2
q2−q−2F
−1
β1
Fβ2 , if i = 2
bFαi +
b−b−1
q−q−1F
−1
βi−1
Fβi , otherwise.
Proof. The first claim is proved by induction over a. a = 1 is shown in Propo-
sition 9.1. The induction step:
FαiF
a+1
βi−1
=
(
qaβi−1F
a
βi−1Fαi + [a]βi−1F
a−1
βi−1
Fβi
)
Fβi−1
=qa+1βi−1F
a+1
βi−1
Fαi + q
a
βi−1F
a
βi−1Fβi + q
−1
βi−1
[a]βi−1F
a
βi−1Fβi
=qa+1βi−1F
a+1
βi−1
Fαi + [a+ 1]βi−1F
a
βi−1Fβi .
So we have proved the first claim. We get then for a ∈ Z>0:
ϕFβi−1 ,qa(Fαi) = F
−a
βi−1
FαiF
a
βi−1 = q
a
βi−1Fαi +
qaβi−1 − q
−a
βi−1
qβi−1 − q
−1
βi−1
F−1βi−1Fβi .
Using the fact that ϕFβi−1 ,b(Fαi) is Laurent polynomial in b we get the second
claim of the proposition. 
Proposition 10.3 Let i ∈ {2, . . . , n}. Let a ∈ Z>0. Then
[Eαi , F
a
βi ] =
{
qa−1[2][a]F a−1β2 Fβ1K
−1
α2 , if i = 2
qa−1[a]F a−1βi Fβi−1K
−1
αi , otherwise.
and for b ∈ C∗
ϕFβi ,b(Eαi) =
{
Eα2 + q
−1[2]b b−b
−1
q−q−1F
−1
β2
Fβ1K
−1
α2 , if i = 2
Eαi + q
−1b b−b
−1
q−q−1F
−1
βi
Fβi−1K
−1
αi , otherwise.
Proof. The first claim is proved by induction over a. a = 1 is shown in Propo-
sition 9.1. The induction step: For i > 2:
EαiF
a+1
βi
=
(
F aβiEαi + q
a−1[a]F a−1βi Fβi−1K
−1
αi
)
Fβi
=F a+1βi Eαi + F
a
βiFβi−1K
−1
αi + q
a+1[a]F aβiFβi−1K
−1
αi
=F a+1βi Eαi + q
a(q−a + q[a])F aβiFβi−1K
−1
αi
=F a+1βi Eαi + q
a[a+ 1]αi−1F
a
βiFβi−1K
−1
αi .
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For i = 2:
Eα2F
a+1
β2
=
(
F aβ2Eα2 + q
a−1[2][a]F a−1β2 Fβ1K
−1
α2
)
Fβ2
=F a+1β2 Eα2 + [2]F
a
β2Fβ1K
−1
α2 + q
a+1[2][a]F aβ2Fβ1K
−1
α2
=F a+1β2 Eα2 + q
a[2](q−a + q[a])F aβ2Fβ1K
−1
α2
=F a+1β2 Eα2 + q
a[2][a+ 1]F aβ2Fβ1K
−1
α2 .
This proves the first claim. We get then for a ∈ Z>0
ϕFβi ,qa(Eαi ) = F
−a
βi
EαiF
a
βi =
{
Eα2 + q
−2q2a q
2a−q−2a
q−q−1 F
−1
β2
Fβ1K
−1
α2 , if i = 2
Eαi + q
−1qa q
a−q−a
q−q−1 F
−1
βi
Fβi−1K
−1
αi , otherwise.
Using the fact that ϕFβi ,b(Eαi) is Laurent polynomial in b we get the second
claim of the proposition. 
We combine the above propositions in the following proposition
Proposition 10.4 Let i ∈ {3, . . . , n}. For b = (b1, . . . , bn) ∈ (C∗)n
ϕFΣ,b(Fαi) =ϕFβi−1,bi−1 (Fαi)
=bi−1Fαi +
bi−1 − b
−1
i−1
q − q−1
F−1βi−1Fβi
ϕFΣ,b(Eαi) =ϕFβi,bi (Eαi ) = Eαi + q
−1bi
bi − b
−1
i
q − q−1
F−1βi Fβi−1K
−1
αi .
Furthermore
ϕFΣ,b(Eα2) = Eα2 + q
−1[2]b2
b2 − b
−1
2
q − q−1
F−1β2 Fβ1K
−1
α2
and
ϕFΣ,b(Fα1) = b2 · · · bnFα1 .
With similar proof as the proof of Proposition 9.6 we can show
Proposition 10.5 Let λ be a weight such that λ(Kβ) ∈ ±q
N for all short β ∈
Φ+ and λ(Kγ) ∈ ±q1+2Z for all long γ ∈ Φ+. Let b = (b1, . . . , bn) ∈ (C∗)n.
Eα2 acts injectively on the Uq-module ϕFΣ,b.L(λ)FΣ if and only if b2 6∈ ±q
Z.
Let i ∈ {3, . . . , n}. Then Eαi acts injectively on the module ϕFΣ,b.L(λ)FΣ if
and only if bi 6∈ ±qZ and Fαi acts injectively on ϕFΣ,b.L(λ)FΣ if and only if
bi−1 6∈ ±qZ.
Proof. By Proposition 4.10 and Corollary 4.20 a root vector acts injectively on
the Uq-module
ϕFΣ,(b1,...,bn).L(λ)FΣ
if and only if it acts injectively on
ϕFΣ,(ε1qi1 b1,...,εnqinbn).L(λ)FΣ
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for any i1, . . . , in ∈ Z and ε1, . . . , εn ∈ {±1}.
Assume there exists a 0 6= v ∈ ϕFΣ,b.L(λ)FΣ such that Fαiv = 0. We have
v = F a1β1 · · ·F
an
βn
⊗ v′ for some a1, . . . , an ∈ Z≤0 and some v
′ ∈ L(λ). Fαiv = 0
implies
0 = ϕFΣ,b(Fαi)F
a1
β1
· · ·F anβn ⊗ v
′ = F a1β1 · · ·F
an
βn
⊗ ϕFΣ,c(Fαi)v
′
where c = (qa1b1, . . . , q
anbn). So there exists a v
′ ∈ L(λ) such that ϕFΣ,c(Fαi )v
′ =
0. That is (
ci−1Fαi +
ci−1 − c
−1
i−1
q − q−1
F−1βi−1Fβi
)
v′ = 0
or equivalently (
Fβi−1Fαi + c
−1
i−1
ci−1 − c
−1
i−1
q − q−1
Fβi
)
v′ = 0.
Let r ∈ N be such that F
(r)
αi v
′ 6= 0 and F
(r+1)
αi v
′ = 0 (possible since λ(Kαi) ∈
±qN so −αi ∈ FL(λ)). So the above being equal to zero implies
0 =F (r)αi
(
Fβi−1Fαi + c
−1
i−1
ci−1 − c
−1
i−1
q − q−1
Fβi
)
v′
=
(
[r]FβiF
(r)
αi + q
−r 1− c
−2
i−1
q − q−1
FβiF
(r)
αi
)
v′
=
(
[r] + q−r
1− c−2i−1
q − q−1
)
FβiF
(r)
αi v
′.
Since FβiF
(r)
αi v
′ 6= 0 this is equivalent to
0 = qr − q−r + q−r − q−rc−2i−1 = q
r − q−rc−2i−1
or equivalently ci−1 = ±q−r.
The other claims are shown similarly. 
Proposition 10.6 Let λ be a weight such that λ(Kβ) ∈ ±q
N for all short β ∈
Φ+ and λ(Kγ) ∈ ±q1+2Z for all long γ ∈ Φ+. Let b = (b1, . . . , bn) ∈ (C∗)n.
Then Fα1+2α2 acts injectively on the Uq-module ϕFΣ,b.L(λ)FΣ .
Proof. We can show similarly to the above calculations in this section that
ϕFΣ,b(Fα1+2α2) = b
2
2Fα1+2α2 + (1− q
2)b22b
−2
1
b21 − b
−2
1
q2 − q−2
F−1β1 F
(2)
β2
.
By Proposition 4.10 and Corollary 4.20 a root vector acts injectively on the
Uq-module
ϕFΣ,(b1,...,bn).L(λ)FΣ
if and only if it acts injectively on
ϕFΣ,(ε1qi1 b1,...,εnqinbn).L(λ)FΣ
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for any i1, . . . , in ∈ Z and ε1, . . . , εn ∈ {±1}.
Assume there exists a 0 6= v ∈ ϕFΣ,b.L(λ)FΣ such that Fα1+2α2v = 0. We
have v = F a1β1 · · ·F
an
βn
⊗ v′ for some a1, . . . , an ∈ Z and some v
′ ∈ L(λ). So
Fα1+2α2v = 0 implies
0 = ϕFΣ,b(Fα1+2α2)F
a1
β1
· · ·F anβn ⊗ v
′ = F a1β1 · · ·F
an
βn
⊗ ϕFΣ,c(Fα1+2α2)v
′
where c = (qa1b1, . . . , q
anbn). So there exists a v
′ ∈ L(λ) and a1, . . . , an ∈ Z
such that for c = (qa1b1, . . . , q
anbn), ϕFΣ,c(Fα1+2α2)v
′ = 0. That is(
c22Fα1+2α2 + (1− q
2)c22c
−2
1
c21 − c
−2
1
q2 − q−2
F−1β1 F
(2)
β2
)
v′ = 0
or equivalently
Fβ1Fα1+2α2v
′ + (1 − q2)c−21
c21 − c
−2
1
q2 − q−2
F
(2)
β2
v′ = 0.
So to prove our claim it is enough to prove that(
Fβ1Fα1+2α2 + (1− q
2)c−21
c21 − c
−2
1
q2 − q−2
F
(2)
β2
)
v′ 6= 0
for any v′ ∈ L(λ) and any c1 ∈ C
∗.
So let v′ ∈ L(λ) and let c1 ∈ C∗. Let r ∈ N be such that E
(r)
α2 v
′ 6= 0 and
E
(r+1)
α2 v
′ = 0 (possible since L(λ) is a highest weight module). It is straightfor-
ward to show that for a ∈ N:
[E(a)α2 , Fα1+2α2 ] = q
−a+1[2]Fβ2E
(a−1)
α2 K
−1
α2 + q
4−2aFβ1E
(a−2)
α2 K
−2
α2
and
[E(a)α2 , F
(2)
β2
] = q2−a[2]Fβ2Fβ1E
(a−1)
α2 K
−1
α2 + q
3−2a[2]F 2β1E
(a−2)
α2 K
−2
α2 .
Using this we get
E(r+2)α2
(
Fβ1Fα1+2α2 + (1 − q
2)c−21
c21 − c
−2
1
q2 − q−2
F
(2)
β2
)
v′
=
(
q−2r + q−1−2r[2](1− q2)c−21
c21 − c
−2
1
q2 − q−2
)
F 2β1E
(r)
α2 K
−2
α2 v
′
=q−2rc−41 F
2
β1E
(r)
α2 K
−2
α2 v
′
6=0
since Fβ1 acts injectively on L(λ). Thus(
Fβ1Fα1+2α2 + (1 − q
2)c−21
c21 − c
−2
1
q2 − q−2
F
(2)
β2
)
v′ 6= 0. 
Theorem 10.7 Let λ be a weight such that λ(Kβ) ∈ ±qN for all short β ∈ Φ
and λ(Kγ) ∈ ±q1+2Z for all long γ ∈ Φ. Let b = (b1, . . . , bn) ∈ (C∗)n. Then
the Uq-module ϕFΣ,b.L(λ)FΣ is simple and torsion free if and only if bi 6∈ ±q
Z,
i = 2, . . . , n and b21b2 · · · bn 6∈ ±q
Z.
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Proof. Let i ∈ {2, . . . , n}. By Proposition 10.5, Eαi acts injectively on ϕFΣ,b.L(λ)FΣ
if and only if bi 6∈ ±qZ. If ϕFΣ,b.L(λ)FΣ is torsion free then every root vector
acts injectively. So ϕFΣ,b.L(λ)FΣ being torsion free implies bi 6∈ ±q
Z.
Let Σ′ = {β′1, . . . , β
′
n} denote the set of commuting roots with β
′
1 = α1+α2,
β′2 = α1+2α2, β
′
j = α1+2α2+α3+· · ·+αj , j = 3, . . . , n. Let F
′
β′1
:= Ts1(Fα2) =
Fβ2 , F
′
β′2
:= Ts1Ts2(Fα1) = Fα1+2α1 , F
′
β′j
:= Ts1 · · ·TsnTs1 · · ·Tsj−2(Fαj−1 ) =
Ts2(Fβj ) = Fα1+2α2+α3+···+αj , j = 3, . . . , n (in this case we actually have F
′
β′j
=
Fβ′j ) and FΣ′ the Ore subset generated by F
′
β′1
, . . . , F ′β′n . Similarly to the above
calculations in this section we can show that for c ∈ (C∗)n
ϕFΣ′ ,c(Fα2) = c
−1
n · · · c
−1
3 c
−2
2
(
Fα2 + q[2]c
−1
1
c1 − c
−1
1
q − q−1
(F ′β′1)
−1F ′β′2
)
.
Let v ∈ L(λ) and let r ∈ N be such that F
(r)
α2 v 6= 0 and F
(r+1)
α2 v = 0 (possible
since λ(Kα2) ∈ ±q
N). Then we see like in the proof of Proposition 10.5 that
ϕFΣ′ ,c(Fα2 )v = 0 if and only if c1 = ±q
−r thus ϕFΣ′ ,c.L(λ)FΣ′ is not torsion
free whenever c1 ∈ ±qZ by Proposition 4.10 and Corollary 4.20.
Set f(b) = (b21b2 · · · bn, b
−1
1 b
−1
3 · · · bn, b3, . . . , bn). Then by Lemma 5.3
(ϕFΣ,b.L(λ)FΣ)
ss ∼=
(
ϕFΣ′ ,f(b).L(λ)FΣ′
)ss
.
If ϕFΣ,b.L(λ)FΣ is torsion free then it is simple so
ϕFΣ,b.L(λ)FΣ
∼=(ϕFΣ,b.L(λ)FΣ)
ss
∼=
(
ϕFΣ′ ,f(b).L(λ)FΣ′
)ss
∼=ϕFΣ′ ,f(b).L(λ)FΣ′ .
We see that ϕFΣ,b.L(λ)FΣ being torsion free implies b
2
1b2 · · · bn 6∈ ±q
Z.
Now assume bi 6∈ ±qZ, i = 2, . . . , n and b21b2 · · · bn 6∈ ±q
Z. By Proposi-
tion 10.5 and Proposition 9.7 Eαi and Fαi , i = 3, . . . , n act injectively on all
composition factors of ϕFΣ,b.L(λ)FΣ .
Let L1 be a simple submodule of ϕFΣ,b.L(λ)FΣ and let L2 be a simple sub-
module of ϕFΣ′ ,f(b).L(λ)FΣ′ . By Proposition 10.6, Fα1+2α2 acts injectively on
ϕFΣ,b.L(λ)FΣ . Now clearly {−α1 − α2,−α1 − 2α2, α3, . . . , αn} ⊂ TL1 ∩ TL2 so
C(L1) ∩ C(L2) generates Q. This implies that C(L1) − C(L2) = Q. Since
(ϕFΣ,b.L(λ)FΣ)
ss ∼=
(
ϕFΣ′ ,f(b).L(λ)FΣ′
)ss
we have wtLk ⊂ qQ(b−1)Σλ, k = 1, 2.
Choose µ1, µ2 ∈ Q such that qµ1(b−1)Σλ ∈ Suppess(L1) and q
µ2(b−1)Σλ ∈
Suppess(L2). Then obviously q
C(L1)+µ1(b−1)Σλ ⊂ Suppess(L1) and q
C(L2)+µ2(b−1)Σλ ⊂
Suppess(L2). By the above q
C(L1)+µ1(b−1)Σλ∩qC(L2)+µ2(b−1)Σλ 6= ∅ so Suppess(L1)∩
Suppess(L2) 6= ∅. Let ν ∈ Suppess(L1) ∩ Suppess(L2). By Proposition 5.6, L1
and L2 are admissible of the same degree as L(λ). So we have as (Uq)0-modules
(using that (L1)ν and (L2)ν are simple (Uq)0-modules by Theorem 2.7)
(L1)ν = (ϕFΣ,b.L(λ)FΣ)ν
∼=
(
(ϕFΣ,b.L(λ)FΣ)ν
)ss
∼=
((
ϕFΣ′ ,f(b).L(λ)FΣ′
)
ν
)ss ∼= (ϕFΣ′ ,f(b).L(λ)FΣ′ )ν = (L2)ν .
By Theorem 2.7 this implies L1 ∼= L2.
Let Σ′′ = {β′′1 , . . . , β
′′
n} denote the set of commuting roots with β
′′
1 = α1 +
2α2, β
′′
2 = α2, β
′′
j = α1 + 2α2 + α3 + · · · + αj , j = 3, . . . , n. Let F
′′
β′′1
:=
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Ts1Ts2(Fα1), F
′′
β′′2
:= Fα2 , F
′′
β′′j
:= Ts2Ts1Ts2Ts3 · · ·Tsj−1 (Fαj ) = Ts1Ts2(Fβj ),
j = 3, . . . , n and FΣ′′ the Ore subset generated by F
′′
β′′1
, . . . , F ′′β′′n . Note that
F ′′β′′j
= Ts1Ts2(Fβj ) for all j ∈ {1, . . . , n}. The root vectors F
′′
β′′1
, . . . , F ′′β′′n act in-
jectively on s2s1L(λ). By Theorem 5.12 and Proposition 5.5 L(λ) is a submodule
of
(
ϕFΣ′′ ,d.(
s2s1L(λ))FΣ′′
)ss
for some d ∈ (C∗)n. Then by Lemma 5.3
(ϕFΣ,b.L(λ)FΣ)
ss ∼=
(
ϕFΣ′′ ,g(b)d.(
s2s1L(λ))FΣ′′
)ss
for some g(b) ∈ (C∗)n.
Observe that for a1, . . . , an ∈ N:
ϕFΣ′′ ,(qa1 ,...,qan )(−Kα1Eα1)
=ϕFΣ′′ ,(qa1 ,...,qan )(Ts1Ts2(Fα1+2α2))
=
(
F ′′β′′1
)−a1
· · ·
(
F ′′β′′n
)−an
Ts1Ts2(Fα1+2α2)
(
F ′′β′′n
)an
· · ·
(
F ′′β′′1
)a1
=Ts1Ts2
(
F−anβ1 · · ·F
−an
βn
Fα1+2α2F
an
βn
· · ·F a1β1
)
=Ts1Ts2
(
ϕFΣ,(qa1 ,...,qan )(Fα1+2α2)
)
.
Since ϕFΣ′′ ,c(−Kα1Eα1) and Ts1Ts2 (ϕFΣ,c(Fα1+2α2)) are both Laurent polyno-
mial in c we get by Lemma 4.8 that ϕFΣ′′ ,c(−Kα1Eα1) = Ts1Ts2 (ϕFΣ,c(Fα1+2α2))
for any c ∈ (C∗)n. Ts1Ts2 (ϕFΣ,c(Fα1+2α2)) acts injectively on
s2s1L(λ) for any
c ∈ (C∗)n by Proposition 10.6. This implies that −Kα1Eα1 acts injectively on
ϕFΣ′′ ,g(b)d.(
s2s1L(λ))FΣ′′ and this implies that Eα1 acts injectively.
Let L3 be a simple submodule of ϕFΣ′′ ,g(b)d.(
s2s1L(λ))FΣ′′ . We see that
{−α2,−α1−2α2, α3, . . . , αn} ⊂ TL3∩TL2 so C(L2)∩C(L3) generatesQ ({α3, . . . , αn} ⊂
TL3 because of Proposition 9.7 and the fact that L3 is a composition factor of
ϕFΣ,b.L(λ)FΣ). Arguing as above this implies that L2
∼= L3. We have shown
that L1 ∼= L2 ∼= L3. Above we have shown that Eα1 acts injectively on L3,
Fα2 acts injectively on L2 and Fα1 , Eα2 , Fαi , Eαi , i = 3, . . . , n act injectively
on L1. In conclusion we have shown that all root vectors act injectively on the
simple submodule L1 of ϕFΣ,b.L(λ)FΣ thus wtL1 = Suppess(L1) = q
Q(b−1)Σλ
and therefore L1 = ϕFΣ,b.L(λ)FΣ . This shows that ϕFΣ,b.L(λ)FΣ is simple and
torsion free with our assumptions on b. 
References
[AM15] Henning Haahr Andersen and Volodymyr Mazorchuk, Category O for
quantum groups, J. Eur. Math. Soc. (JEMS) 17 (2015), no. 2, 405–431.
MR 3317747
[And03] Henning Haahr Andersen, Twisted Verma modules and their quan-
tized analogues, Combinatorial and geometric representation theory
(Seoul, 2001), Contemp. Math., vol. 325, Amer. Math. Soc., Provi-
dence, RI, 2003, pp. 1–10. MR 1988982 (2005b:17025)
[APW91] Henning Haahr Andersen, Patrick Polo, and Ke Xin Wen, Represen-
tations of quantum algebras, Invent. Math. 104 (1991), no. 1, 1–59.
MR 1094046 (92e:17011)
63
[DP93] C. DeConcini and C. Procesi, "Quantum groups" in: D-modules, rep-
resentation theory, and quantum groups, Lecture Notes in Mathemat-
ics, vol. 1565, Springer-Verlag, Berlin, 1993, Lectures given at the Sec-
ond C.I.M.E. Session held in Venice, June 12–20, 1992. MR 1288993
(95b:17003)
[Fer90] S. L. Fernando, Lie algebra modules with finite-dimensional weight
spaces. I, Trans. Amer. Math. Soc. 322 (1990), no. 2, 757–781. MR
1013330 (91c:17006)
[Jan96] Jens Carsten Jantzen, Lectures on quantum groups, Graduate Studies
in Mathematics, vol. 6, American Mathematical Society, Providence,
RI, 1996. MR 1359532 (96m:17029)
[Jos95] Anthony Joseph, Quantum groups and their primitive ideals, Ergeb-
nisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathe-
matics and Related Areas (3)], vol. 29, Springer-Verlag, Berlin, 1995.
MR 1315966 (96d:17015)
[Lam01] T. Y. Lam, A first course in noncommutative rings, second ed., Grad-
uate Texts in Mathematics, vol. 131, Springer-Verlag, New York, 2001.
MR 1838439 (2002c:16001)
[LS91] Serge Levendorski˘ı and Yan Soibelman, Algebras of functions on com-
pact quantum groups, Schubert cells and quantum tori, Comm. Math.
Phys. 139 (1991), no. 1, 141–170. MR 1116413 (92h:58020)
[Lus90] George Lusztig, Quantum groups at roots of 1, Geom. Dedicata 35
(1990), no. 1-3, 89–113. MR 1066560 (91j:17018)
[Mat00] Olivier Mathieu, Classification of irreducible weight modules, Ann.
Inst. Fourier (Grenoble) 50 (2000), no. 2, 537–592. MR 1775361
(2001h:17017)
[Pap94] Paolo Papi, A characterization of a special ordering in a root system,
Proc. Amer. Math. Soc. 120 (1994), no. 3, 661–665. MR 1169886
(94e:20056)
[Ped15a] Dennis Hasselstrøm Pedersen, Irreducible quantum group modules
with finite dimensional weight spaces. I, arXiv:1504.07042, 2015.
[Ped15b] , Twisting functors for quantum group modules,
arXiv:1504.07039, 2015.
64
