Abstract-Integrated cellular and ad hoc relaying systems (iCAR) is a new wireless system architecture based on the integration of cellular and modern ad hoc relaying technologies. It addresses the congestion problem due to unbalanced traffic in a cellular system and provides interoperability for heterogeneous networks. The iCAR system can efficiently balance traffic loads between cells by using ad hoc relaying stations (ARS) to relay traffic from one cell to another dynamically. This not only increases the system's capacity cost effectively, but also reduces transmission power for mobile hosts and extends system coverage. In this paper, we compare the performance of the iCAR system with conventional cellular systems in terms of the call blocking/dropping probability, throughput, and signaling overhead via analysis and simulation. Our results show that with a limited number of ARSs and some increase in the signaling overhead (as well as hardware complexity), the call blocking/dropping probability in a congested cell and the overall system can be reduced.
structure. More specifically, continued proliferation of these services will call for interoperability between heterogeneous networks such as ad hoc and cellular systems. In addition, such an interoperability will create even heavier traffic in cellular systems as more and more traffic from wireless LANs, ad hoc networks, and Bluetooth devices will be carried by the cellular infrastructure.
For the reasons cited above and the fact that the traffic in future cellular systems will be more bursty and unevenly distributed than conventional voice traffic, it is anticipated that congestion will occur in peak usage hours even in the next generation [e.g., third generation (3G)] systems, despite its increased capacity. By congestion, we mean that in some cells, data channels (DCHs) are less frequently available than the minimum acceptable level and as a result, the grade of service (GoS) in those cells has deteriorated below a prescribed threshold level (e.g., the call blocking probability in those cells becomes higher than 2%). Note that, however, control channels (CCHs) for signaling (or paging) may still be accessible by all mobile hosts (MHs) in a congested cell.
The presence of unbalanced traffic will exacerbate the problem of limited capacity in existing wireless systems. In a cellular system, an MH can use only the data channels of the base transceiver station (BTS) located in the same cell, which is a subset of the data channels available in the system. No access to data channels in other cells by the MH limits the channel efficiency and consequently the system capacity. Specifically, some cells may be heavily congested (called hot spots), while the other cells may still have enough available DCHs. In other words, even though the traffic load does not reach the maximum capacity of the entire system, a significant number of calls may be blocked and dropped due to localized congestion. Since the locations of hot spots vary from time to time (e.g., downtown areas on Monday morning, or amusement parks on Sunday afternoon), it is difficult, if not impossible, to provide the guarantee of sufficient resources in each cell in a cost-effective way. In fact, increasing the bandwidth of a cellular system (e.g., the number of DCHs in each cell) can increase the system capacity but not the efficiency to deal with the time-varying unbalanced traffic.
In this work, we address the important problem of how to evolve from the existing heavily invested cellular infrastructure to next generation wireless systems that scale well with the number of mobile hosts and, in particular, overcome the congestion by dynamically balancing the load among different cells in a cost-effective way. The basic idea of the proposed system called iCAR is to place a number of ad hoc relaying stations (ARSs) at strategic locations, which can be used to relay signals 0733 between MHs and BTSs [1] , [2] . By using ARSs, it is possible to divert traffic from one (possibly congested) cell to another (noncongested) cell. This helps to circumvent congestion and makes it possible to maintain (or hand-off) calls involving MHs that are moving into a congested cell, or to accept new call requests involving MHs that are in a congested cell. Although we will only focus on the issues related to load balancing in this paper, there are many other benefits of the proposed iCAR system. For example, the ARSs can, in a flexible manner, extend cellular system's coverage (similar to the wireless routers used in the Rooftop system [3] ) and provide interoperability between heterogeneous systems (by connecting ad hoc networks and wireless LANs to the Internet for example). Additional benefits include enhanced reliability (or fault-tolerance) of the system and potential improvement in MHs' battery life and transmission rate.
In this paper, we evaluate the performance of the iCAR system via analysis and simulation. The predictions of our analysis are verified by simulation results, which are obtained using a more realistic model than the one used in [1] and [2] that simulated only static traffic. The call dropping/blocking probability, throughput, and additional signaling overhead introduced by relaying are the main metrics used for evaluating the performance of the proposed iCAR system. Our results indicate that with a limited number of ARSs, an iCAR system is able to efficiently balance the traffic load among cells which, in turn, leads to significantly lower call blocking and dropping probabilities than that in a corresponding cellular system. The remainder of this paper is organized as follows. Section II reviews the principle of operation and main benefits of the proposed iCAR system. Section III presents the analysis of the iCAR system performance. Section IV evaluates the performance of the iCAR system through simulations and compare the proposed iCAR system with a conventional cellular system without load balancing, in terms of call blocking/dropping probability, throughput, and overhead in congested cells as well as the overall systems. Section V discusses related work in the literature. Finally, Section VI concludes the paper.
II. AN OVERVIEW OF THE iCAR SYSTEM
In this section, we describe the principle of operation and the main benefits of iCAR (see [2] for more details). To simplify the following presentation, we will focus on cellular systems where each BTS is controlled by a mobile switching center (MSC) [4] , [5] (although the concept also applies to radio network controller (RNC) in 3G systems). Major differences between BTSs and the proposed ARSs are as follows. Once a BTS is installed, its location is fixed since it often has a wired interface to an MSC (and a backbone network). An ARS, on the other hand, is a wireless communication device deployed by a network operator. It has much lower complexity and fewer functionalities than that needed for a BTS. In addition, it may, under the control of an MSC, have limited mobility (in order to adapt to varying traffic patterns) 1 and communicate directly with a BTS, another ARS, or an MH through the appropriate air interfaces.
An example of relaying is illustrated in Fig. 1 , where MH X in cell B (congested) communicates with the BTS in cell A (or BTS A, which is noncongested) through two ARSs (there will be at least one ARS along which a relaying route is set up). Note that each ARS has two air interfaces, the C (for cellular) interface for communications with a BTS and the R (for relaying) interface for communicating with an MH or another ARS. Also, MHs should have two air interfaces; the C interface for communicating with a BTS and the R interface for communicating with an ARS. In the following discussion, we will assume that the C interface operates at or around 1900 MHz (PCS), and the R interface uses an unlicensed band at 2.4 GHz (in the ISM band), even though our concept also applies when different bands are used (for example, 850 MHz for the C interface as in 2G systems or 2 GHz for 3G systems). The R interface (as well as the medium access control (MAC) protocol used) is similar to that used in wireless LANs or ad hoc networks (see for example [6] - [15] ). Note that because multiple ARSs can be used for relaying, the transmission range of each ARS using its R interface can be much shorter than that of a BTS, which implies that an ARS can be much smaller and less costly than a BTS. At the same time, it is possible for ARSs to communicate with each other and with BTSs at a higher data rate than MHs can, due to limited mobility of ARSs and specialized hardware (and power source).
There are three basic relaying strategies. Primary Relaying: In an existing cellular system, if MH X is involved in a new call (as a caller or callee) but it is in a congested cell B, the new call will be blocked. In the proposed system with integrated cellular and relaying technologies, the call may not have to be blocked. More specifically, MH X which is in the congested cell B can switch over to the R interface to communicate with an ARS in cell A, possibly through other ARSs in cell B (see Fig. 1 for an example). We call this strategy primary relaying.
With primary relaying, MH X can communicate with BTS A, albeit indirectly (i.e., through relaying). Hereafter, we will refer to the process of changing from the C interface to the R interface (or vice versa) as switching-over, which is similar to (but different from) frequency hopping [4] , [16] , [17] . Of course, MH X may also be relayed to another nearby noncongested cell other than cell A. A relaying route between MH X and its corresponding (i.e., caller or callee) MH X may also be established (in which case, both MHs need to switch over from their C interfaces to their R interfaces), even though the probability that this occurs is typically very low.
Secondary Relaying: If primary relaying is not possible, because, for example in Fig. 1 , ARS 1 is not close enough to MH X to be a proxy (and there are no other nearby ARSs), then one may resort to secondary relaying so as to free up a DCH from BTS B for use by MH X. Two basic cases are illustrated in Fig. 2(a) and (b) , respectively, where MH Y denotes any MH in cell B which is currently involved in a call. More specifically, as shown in Fig. 2(a) , one may establish a relaying route between MH Y and BTS A (or any other cell). In this way, after MH Y switches over, the DCH used by MH Y can now be used by MH X. Similarly, as shown in Fig. 2(b) , one may establish a relaying route between MH Y and its corresponding MH Y in cell B or in cell C, depending on whether MH Y is involved in an intracell call or an intercell call. Note that congestion in cell B implies that there are a lot of on-going calls (involving candidates like MH Y); hence, the likelihood of secondary relaying [refer to Fig. 2 (a) and (b)] should be better than that of primary relaying (refer to Fig. 1 ). In addition, although the concept of having an MH-to-MH call via ARSs only (i.e., no BTSs are involved) is similar to that in ad hoc networking, a distinct feature (and advantage) of the proposed integrated system is that an MSC can perform (or at least assist in performing) critical call management functions such as authentication, billing, and locating the two MHs and finding and/or establishing a relaying route between them, as mentioned earlier. Such a feature is also important to ensure that switching-over of the two MHs (this concept is not applicable to ad hoc networks) is completed fast enough so as not to disconnect the on-going call involving the two MHs or not to cause severe quality of service (QoS) degradation (even though the two MHs may experience a "glitch" or jitter).
Cascaded Relaying: If neither primary relaying, nor basic secondary relaying [as shown in Fig. 2 (a) and (b)] works, the new call may still be supported. More specifically, assume that there is a relaying route, which can be either primary or secondary relayed, between MH X and ARS, say G (for gateway), in a nearby cell C which unfortunately is congested. As shown in Fig. 2 (c), one may apply any of the two basic secondary relaying strategies described above in the congested cell C (i.e., in a cascaded fashion) to establish a relaying route between an MH (say MH Z) in cell C and either another BTS in a noncongested cell or MH Z . In this way, ARS G can be allocated the DCH previously used by MH Z in cell C, and, in turn, MH X can be allocated the DCH previously used by MH Y in cell B if the route between MH X and ARS G is set up by secondary relaying.
In addition to the above relaying strategies, one critical design issue in iCAR is the number and placement of ARSs. In [1] , we have discussed the maximum number of relaying stations needed to ensure that a relaying route can be established between any BTS and an MH located anywhere in any cell. In the case where only a limited number of ARSs is available, an approach called seed growing, whereby one seed ARS is placed on each edge as shown in Fig. 5 , can be used (note that additional ARSs may be placed around these seeds to increase the ARS coverage). Consequently, traffic in the ARS coverage area in one cell can be relayed to a neighboring cell covered by the same seed ARS (provided that it will not be blocked in that neighboring cell). It has been shown that, for an -cell system, the maximum number of seed ARSs needed is [2] . In the following analysis and simulations, we assume that the seed growing approach is used and denote the ARS coverage in terms of the percentage of a cell covered by ARSs, by .
III. PERFORMANCE ANALYSIS OF THE iCAR SYSTEM
In this section, we evaluate the performance of the iCAR system via analysis.
A. Principles
We first discuss the principle for the performance improvement of the iCAR system over a conventional cellular system assuming that the entire system can be covered by ARSs (i.e., ) so that an MH in a cell can reach the BTS in any cell in the system via relaying. We present the following two theorems to show that iCAR will outperform the conventional cellular system. The first theorem states the best performance that a conventional cellular system can achieve.
Theorem 1: Assume that the total traffic in an -cell system is Erlangs, then the (system wide) call blocking probability is minimized when the traffic in each cell is Erlangs. The proof of this theorem is given in Appendix A. This theorem shows that as a result of being able to distribute traffic evenly in the system, the call blocking probability will be minimized.
Note that, unlike a conventional system where channel borrowing is limited by cellular band interference, an ideal -cell iCAR system where an MH can be relayed to any BTS can be treated as a single super cell system with times of DCHs. Given the same total traffic Erlangs, the call blocking probability in the super cell is lower than that of a conventional cellular system even when the traffic is evenly distributed among the cells. More formally, we have the following theorem.
Theorem 2: For a given total traffic in a system and a fixed number of DCHs in each cell, an ideal iCAR has a lower blocking probability than any conventional cellular systems (including a perfectly load-balanced one).
The proof of this theorem is in Appendix B. Note that the above two theorems serve as a proof of principle that iCAR can perform better than any conventional cellular systems. However, what has been implicitly assumed is that, in the ideal iCAR, not only are there sufficient numbers of ARSs, but also there is no bandwidth shortage along any relaying route such that any number of calls can be relayed through an ARS.
B. Analysis
In this section, we analyze the performance of iCAR with limited ARS coverage using the Erlang-B model [4] . We partition an iCAR system with unbalanced traffic and scattered hot spots into subsystems. Each subsystem includes a hot spot at the center and the traffic in it is assumed to be location-dependent (i.e., the farther away from the hot spot, the lower the traffic intensity is). 2 Since there is little or no interaction (e.g., relaying) among cells in different subsystems, the analysis will focus only on a three tier subsystem shown in Fig. 3 . More specifically, we denote the traffic intensity in cell A, each tier B cell, and each tier C cell in the absence of relaying by , , and , respectively, and the corresponding call blocking probabilities by , , and , respectively. If perfect load balancing is achieved, the traffic intensity per cell will be (1) 2 Similar techniques can also be applied to subsystems with other traffic patterns. We further assume that in the absence of load balancing, cell A is a hot spot, which is surrounded by "cooler" tier B cells and even cooler tier C cells, as depicted in Fig. 3 . In other words, we assume that , and in addition, , , and could be larger, equal, or smaller than . The difference between the actual traffic load in each cell and the subsystem-wide average load, namely (where ), will determine the amount of load balancing desired (which may not be achievable due to limited ARS coverage and blocking in neighboring cells). Below, we provide a steady-state solution for the traffic intensities reached after achieving dynamic load balancing via primary and secondary relaying.
To facilitate our analysis, we assume that traffic is not spread from a cell to an equally loaded or a more heavily loaded cell, and in addition, traffic is evenly distributed in any given cell, and hence, the probability that a call can be relayed to a neighboring cell (provided that it will not be blocked in that neighboring cell) is equal to the fractional ARS coverage . We do not consider cascaded relaying in our analysis, as in the three-tier model, cascaded relaying results in little or no improvement over secondary relaying.
1) Primary Relaying:
Since primary relaying will attempt to transfer only the amount of overload traffic (which most likely represents blocked calls) to/from MHs covered by ARSs to cell Bs, assuming that the traffic in a cell is uniformly distributed, the average amount of overload traffic in cell A that can be transferred via primary relaying to tier B cells is . Hence, the average traffic load in cell A after primary relaying becomes (2) Accordingly, the new call blocking probability in cell A due to primary relaying is (3) where is the number of cellular band channels. Note that, although as a result of primary relaying the traffic load in the ARS coverage area in cell A may have been reduced, the load in other areas in cell A (i.e., areas not covered by ARSs) has not, and the total load in cell A is higher than . More specifically, the average amount of overload traffic in cell A becomes , which is still nonnegative and can only be reduced via secondary relaying as to be discussed in the next subsection.
Since the average amount of overload traffic relayed from cell A to each of the six tier B cells is , the traffic load in each B cell becomes . This, however, will be reduced due to primary relaying of traffic from tier B to tier C cells (which initially have a lower blocking probability than Bs). More specifically, since each B cell is surrounded by three C cells, traffic relayed from a cell B to tier C cell is . Hence, the average traffic in cell B becomes (4) Accordingly, the new call-blocking probability in cell B due to primary relaying is , which is obtained from (3) by replacing with . Similarly, one can compute the average traffic in cell Cs after primary relaying and the corresponding new call blocking probability.
2) Secondary Relaying: The goal of secondary relaying is to distribute the load more evenly than what is possible via primary relaying. For cell A, this is accomplished by trying to relay additional traffic in the ARS coverage area (which most likely represents on-going calls) in order to offset (i.e., reduce) the higher than average traffic load in the entire cell A. Recall that the overload traffic in cell A after primary relaying is , which is the excess amount that one ideally would like to transfer to tier B cells. However, based on the previous discussion, the traffic that can be transferred via secondary relaying in cell A is at most . Hence, the traffic that will be transferred via secondary relaying from cell A is (5) As a result of secondary relaying, the average traffic in cell A becomes (6) based on which, the corresponding new call blocking probability in cell A becomes . Similarly, one can compute the adjusted traffic load in tier B and C cells and the new blocking probability after secondary relaying.
C. Analytical Results
Without loss of generality, we assume that each BTS has DCHs and is 50 Erlangs which corresponds to 5% blocking probability in cell A. We also assume that the traffic intensity decreases to 0.8 fraction from one tier of cells to another, which means that and , and consequently results in approximately 1.87% and 0.75% blocking probability in tier B and C cells, respectively. 4 shows the impact of ARS coverage ( ) on the call blocking probability in cell A, with primary relaying only and with secondary relaying. 3 Observe that to achieve an acceptable call blocking probability (e.g., 2%) with primary relaying only, ARS coverage has to be very high compared to that with secondary relaying. This is because primary relaying is effective only on the blocked calls, whereas secondary relaying operates on the ongoing calls which are much larger in number compared to the blocked calls.
Additional analytical results will be presented along with the simulation results in the next section.
IV. SIMULATION RESULTS
To obtain performance results under more realistic assumptions, we have also developed a simulation model. As in the analysis, we partition the system with unbalanced traffic and scattered hot spots into subsystems. In this simulation, we study only one subsystem (see the area inside the dashed rectangle in Fig. 5) , which is quite similar to the model used in the analysis (shown in Fig. 3 
) except for several additional cells (in tier D).
The average call arrival rate and holding time are two factors determining the traffic load (measured in Erlangs) in a cell. To facilitate our simulation of different traffic intensities, we keep the average call generation rate fixed and vary the average call holding time (note that we could have varied the call generation rate instead). The holding time is a random variable with cut negative exponential distribution. Table I(b) gives an example of mapping from average holding time to traffic intensities we get from the simulation.
There are BTSs and 56 seed ARSs in the simulation model. We assume that the longest transmission range of a BTS is 2 Km and an ARS (which is placed at each shared border of two adjacent cells) covers an area whose radius is 500 m. This results in the ARS coverage of . Each BTS has 50 cellular band channels (i.e., ), and by default each ARS can handle up to three cellular band channels using a proper multiplexing technique. In order to obtain good statistical results, over 25 000 MHs are simulated which are initially placed in the system with uniform distribution. Table I(a) lists the parameters used in the simulation.
The simulations were performed using GloMoSim [18] . In addition to the operations in a conventional cellular system (including handoffs from one BTS to another), we implement primary, secondary, cascaded relaying, and various other handoffs (e.g., from a BTS to an ARS and from an ARS to a BTS). As mentioned in footnote 3, when we talk about the performance of secondary relaying, it implies that both primary and secondary relaying are implemented. Similarly, cascaded relaying actually includes primary and secondary relaying. The call dropping/blocking probability, throughput, and additional signaling overhead introduced by relaying are the main metrics used to evaluate the performance of both cell A and the entire subsystem. 4 The random waypoint model wherein an MH selects a random speed, moves for 8 s, stays there for 2 s, and then starts to move again, is used to simulate different mobilities to study their effects on handoffs [19] and call dropping probabilities. The movement of MHs is limited within the dashed square area (which only has a few additional cell Ds to simplify the simulation model). The moving direction is random from 0 to 360 . The absolute speed value is a random number within a range between 0 meter per second (m/s) and a specified maximum speed. In order to obtain converged results, we run the simulation for 10 h for each traffic intensity and MH mobility combination before collecting the results. The MHs in the system generate over 250 000 calls during this period.
A. Call Blocking Probability
A new call is blocked if there is no free DCH available when it is generated. Fig. 6 shows the results for call-blocking proba- 4 Call blocking/dropping probability and throughput are obtained assuming abundant control bandwidth, i.e., a sufficient number of signaling channels. bility in cell with stationary MHs. Without any relaying, as expected, the call blocking probability which increases with traffic intensity is very close to that shown in the Erlang B table (which verifies that the simulation model is reasonable).
We observe from Fig. 6 that there is a good match between analysis and simulation results with primary and secondary relaying. Minor differences may be attributed to the fact that in the analysis we try to balance the load by relaying traffic even if there is no instantaneous blocking in that cell, whereas in simulation relaying is attempted on a call-by-call basis whenever there is blocking.
With primary relaying, the call blocking probability can be reduced but not by much. When traffic load is not very high (average holding time is less than 110 s), primary relaying can reduce the blocking probability to an acceptable level (e.g., less than 2%).
Secondary relaying reduces the call blocking probability much further. More specifically, the acceptable maximum blocking probability is normally 2%. By applying relaying, the capacity of cell can increase from 40.255 Erlang (with holding time of 110 s) to 51.816 Erlang (with holding time of more than 140 s), which implies that the cell can take several hundred additional calls per hour and still keep the blocking probability below 2%.
Our simulation also reveals that among over 13 000 calls generated in cell , no more than ten of them can successfully establish a cascaded relaying route. This is because after primary and secondary relaying, most of the ARSs in cell A and tier B cells have already been used to relay calls from cell A to and from to respectively, and the active MHs using a DCH in cell A and are most likely not covered by an ARS; hence either one cannot find an active MH in cell A for a secondary relaying from A to B (as the first step in cascaded relaying), or even if such an MH is found in cell A, one cannot find an active MH in cell B to complete the cascaded relaying. This is why the curves for cascaded relaying in Fig. 6 (and all following figures) almost overlap with that for secondary relaying, implying that the cascaded relaying is not very helpful. Fig. 7 . Blocking probability versus number of relaying channels in cell A. Fig. 8 . Blocking probability in the entire subsystem. Fig. 7 shows the impact of the relaying bandwidth (i.e. the number of cellular band channels each ARS can handle) on the performance. Although a higher traffic intensity may require more relaying bandwidth in order to achieve the lowest possible blocking probability in cell A, at most three cellular band channels need to be handled by each ARS for relaying purposes. Since cell A is the most congested cell (which needs to relay the largest amount of traffic), this number of channels is also enough for ARSs in cell Bs and Cs. This explains why the analytical results (which are based on the assumption that an ARS can handle as many cellular band channel as necessary) agree so well with the simulation results. Fig. 8 shows the blocking probability of the entire subsystem. It is much lower than the results in cell because all other cells have lower load than A. As one can see from the figure, the results due to relaying are fairly good. In particular, the system-wide blocking probability decreases although the blocking probability in other low-load cells may increase slightly because of the extra traffic relayed from the hot spot cell A. This agrees with Theorem 1 and Theorem 2 presented in Section III, which prove that the iCAR system has the lowest blocking probability. Similar to the results in cell , secondary relaying significantly reduces the call blocking probability, but cascaded relaying is only marginally useful. Though the results are not shown, mobility does not have any significant effect on the blocking probability in cell A or in the subsystem.
B. Call Dropping Probability and Handoff Performance
A call may be dropped when the active MH moves into a congested cell. In this simulation, we assume that there are no DCHs reserved for handoff calls, i.e., the handoff calls have no special priority [20] . Fig. 9 shows the dropping probability versus the maximum MH moving speed. With a higher MH mobility, the dropping probability increases sharply (recall that this is not the case for the blocking probability). In addition, when comparing with Fig. 6 , we see that primary relaying performs very well for handoff calls. For example, only about 20% blocked calls are saved by primary relaying. But for handoff calls, the primary relaying can reduce the dropping probability as much as 50%. There are two reasons for the good performance of primary relaying in handoffs. First, when a call is handed off from cell to cell (which is congested), it is almost guaranteed that cell has at least one free DCH (which is released by this MH). Second, handoffs always happen at boundaries of cells, where we put the ARSs. Since a cell is modeled as a hexagon, from Table I (a), we can see that a large portion of the boundaries of a cell is covered by the ARSs. In addition, secondary relaying reduces the dropping probability further to a certain level. But due to similar reasons to those mentioned in the previous subsection, cascaded relaying is not more helpful than secondary relaying.
C. Throughput
In our simulation, we assume the transmission and reception buffer size to be zero. In other words, if a call is blocked or dropped, all the packets to be transmitted will be discarded immediately. We compare the throughput of the iCAR system with that of a cellular system (without relaying) by computing the throughput ratio, which is defined to be the ratio of received data over the data to be transmitted. This ratio is inversely proportional to the blocking/dropping probability. Fig. 10 shows the results in cell . In general, a higher traffic load results in a lower throughput ratio because of the limited capacity. When the traffic load in cell is low enough (with an average holding time of less than 140 seconds), we can obtain above 99% throughput ratio by applying relaying. Under a higher traffic load, one can still improve the throughput by as much as 15%. For reasons similar to those discussed in Section IV-B, cascaded relaying results in minor performance improvement. Though the results are not shown, we note that, for the overall subsystem, one can keep the throughput ratio as high as about 97%. Furthermore, with a higher MH moving speed, throughput decreases but not as dramatically as the increase in the dropping probability with the MH moving speed. This is because most of the packets are discarded during call blocking or in other words, the blocking probability dominates the throughput performance.
D. Signaling Overhead
An undesired side effect due to relaying is the extra signaling overhead. In addition to ARSs, three system components, MSC, BTS, and MH, have to send and receive more signaling packets than the case without relaying. In simulation, we study the ratio of additional amount of signaling traffic due to primary, secondary, and cascaded relaying over the basic amount of signaling traffic without relaying.
A simple signaling protocol described in [2] is implemented in the simulator. Our results (though not shown) indicate that the relaying does not add much burden to MSC. More specifically, primary relaying results in only 1% more overhead. Even in the case when one applies all three kinds of relaying, the additional overhead is at most 20%. This is reasonable because MSC does not get involved much in relaying operations. Fig. 11 shows the extra signaling overhead incurred at a BTS when the maximum MH moving speed is 1 m/s. As can be seen from the figure, primary relaying does not cause much overhead. But when the traffic load in the system is very heavy, BTSs experience significantly high overhead while using secondary and cascaded relaying. This is because with increase in the traffic load, the probability that a call needs to be relayed also increases. This results in a large number of requests for secondary relaying. For each request, the BTS will query MSC for DCH status information, send a broadcast message to all MHs (for secondary relaying), and process replies from the MHs.
Our results also showed that the MHs suffer a higher overhead (as much as 2.5 times more than the case without relaying). This is because whenever a call tries secondary or cascaded relaying, all the active MHs using DCH in the cell are responsible for processing and replying to the broadcast messages from BTS.
Notice that the high overhead in BTSs and MHs is incurred only under very heavy traffic load (which may be unreasonably high because the blocking probability would be much more than 2%) and based on nonoptimal signaling protocols. With a normal traffic intensity with average holding time equal or less than 120 s in this simulation, the extra overhead introduced by using all three kinds of relaying at MSC, BTSs, and MHs are only about 1%, 3%, and 5%, respectively, which is not significant. Nevertheless, further research is needed to improve the signaling protocols to reduce the overhead and to study the tradeoff introduced by dedicating one or more additional channels to carry control signaling information.
Finally, our simulation results also revealed that although with a higher MH moving speed, the MHs need to process more signaling messages because of the higher probability that a handoff call needs relaying in order to avoid being dropped, mobility has little effect on the signaling overhead.
V. RELATED WORK
In this section, we discuss a few related studies in the literature. In [21] , the authors presented a hierarchical structure for wireless mobile systems with a fixed backbone. In order to access the backbone, all MHs have to go through a mobile base station (which can be thought of as a cluster head). It is similar to iCAR in that the cellular infrastructure in iCAR is also fixed, and the ARSs can be mobile and used to relay between MHs and the fixed BTSs. However, in iCAR, the MHs have two air (or radio) interfaces so that they may communicate with BTSs directly without going through ARSs. In addition, each ARS is under the control of a MSC and has limited mobility. Such a feature is important to ensure that a relaying route can be set up fast and maintained with a high degree of stability. Routing in iCAR is similar to that of having a hybrid (both hierarchical and flat) structure in [22] for efficient routing and handoffs in mobile ATM networks. The difference between the two is that in the latter, path extension (or relaying) is between two (fixed) BTSs through direct wired links.
In the multihop cellular systems approach [23] and the mobile-assisted connection admission (MACA) system [24] , relaying is performed by MHs, and thus that approach shares many disadvantages in terms of security (authentication, privacy), billing, and mobility management (of the MHs) with mobile ad hoc networks. In addition, the main goal of the multihop cellular systems is to reduce the number of BTSs or the transmission power of each BTS, but it can no longer guarantee a full coverage of the area. In fact, even in the ideal case where every MH in an area uncovered by any BTS can find a relaying route (through other MHs), the multihop approach will neither increase the system capacity nor decrease the call blocking/dropping probability, unless a large percentage of the calls are intracell calls (i.e., calls whose source and destination are in the same cell), which usually is not the case in practice.
Note that the proposed relaying through ARSs is useful in any cellular system where congestion may occur, even though a call may not be allocated a dedicated DCH all the time (or in other words, during the entire call duration). Also, if one simply treats the 2.4-GHz band as an additional set of channels that can be used in a cellular system (by, e.g., modifying each BTS so it is equipped with the R-interface as well), one will not be able to balance loads among cells or to eliminate congestion in hot-spot cells via relaying. Other approaches such as those using microwave links between BTSs, cell splitting, cell sectorization, and cell breathing cannot serve as a replacement for relaying in iCAR either, although they may be used in conjunction with our approach.
VI. CONCLUSION
We have proposed a novel architecture for next-generation wireless systems called iCAR which integrates the traditional cellular and modern relaying technologies. We have also evaluated the performance improvement of iCAR over conventional cellular systems under Erlang-B traffic model. The basic idea of the iCAR is to place a number of ARSs in a cellular system to divert excess traffic from one (possibly congested) cell to another. We have compared the performance of the iCAR system with the conventional cellular system via analysis and simulations in terms of the call blocking/dropping probability, throughput, and signaling overhead in both the hot cells and overall subsystem. Our results have shown that iCAR, with only a limited number of ARSs placed using the seed-growing approach (see the end of Section II), can dynamically balance the traffic among cells, reduce the call blocking/dropping probability (thus increase system capacity), and improve the system throughput cost effectively.
APPENDIX A

Proof of Theorem 1
Thoerem 1: Assume that the total traffic in an -cell system is Erlangs, then the (system wide) call-blocking probability is minimized when the traffic in each cell is Erlangs. Proof: Let the number of DCHs in each cell be and assume that the traffic intensity is in each cell where . The probability of all the channels in cell being busy is given by the following Erlang B formula:
For the -cell system, the average blocking probability for the entire system is Since , we may write . In other words, there are only independent s. In order to compute the minimum value of , we compute all the partial derivatives of and set them to be zero, that is
We omit the details but we can obtain the critical points (or the solutions to the above equations) as
By computing the second-order partial derivatives of which forms a matrix, and by verifying that its determinant is larger than zero at the above critical points, we have shown that the blocking probability reaches its minimum value when the traffic is evenly distributed (i.e., for any and ).
APPENDIX B
Proof of Theorem 2
Theorem 2: For a given total traffic intensity and a fixed number of DCHs in each cell, an ideal iCAR has a lower blocking probability than any conventional cellular systems (including a perfectly load-balanced one).
Proof: Given that the iCAR system may be treated as a super cell with a total of Erlangs and channels (where is the number of cells in the system, and M are the average traffic intensity and the number of DCHs in each cell, respectively), the blocking probability is According to Theorem 1, the minimum blocking probability of any conventional cellular system with Erlangs and DCHs in each cell is We prove that for any by showing that as follows:
Similarly Since every term in the above equation is positive
