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Abstract
It is usually believed that unlike the external magnetic field which one can set directly, vorticity
is a property of the flow of particles, which is indirectly controlled by external fields and initial
conditions. Using the curved-space technics it is shown that the influence of the vorticity on the
relativistic chiral fermions can indeed be controlled directly.
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I. INTRODUCTION
Field theories under the influence of external sources have been studied since a long time
ago. One important application of the quantization of these theories goes back to Schwinger
in 1951 [1]. He considered the effect of background electromagnetic fields on γ-decay of
neutral mesons. His technics were developed further and got various applications in rela-
tivistic hadron-hadron collisions [2], QCD phenomenology using chiral effective Lagrangians
[3] and gravitational anomalies [4]. As such is chiral magnetic effect (CME), introduced
by Kharzeev et al. [5]. This effect occurs when a nonzero current is produced along the
magnetic field in a chiral medium. Separate computations to approximate its size has been
done [6] and comparison with observables such as charge-dependent correlations [7] provided
a good foundation for further analysis.
A closely related exciting problem to the CME is chiral vortical effect (CVE) where a
current appears along the axis of vorticity. Historically, it was first realized by Vilenkin in
1980 [8], while complete understandings of the hydrodynamical current and its connection
to the triangle anomaly was given by Son and Surowka [9]. It has been studied in the
context of gauge/gravity duality [10], non-zero chemical potential [11], group theory [12],
kinetic theory [13] and topological invariants in momentum space [14]. Its applications are
numerous; in principle all phenomena that include magnetic fields, influence of vorticities can
also be implemented into the medium. Future application of the CVE will shed light on 3D
graphene and Weyl semimetals [15]. Further relevant topics in this context are superfluids
and Fermi liquids [16–18].
Although a lot has been done in the literature to understand CME in the recent years, but
the same treatment is lacking in the context of CVE. For a few computations for instance
refer to [19]. In fact, there are many contradictions about these anomaly-induced effects
and their physical picture [20]. For a review on related issues refer to [21]. We show using
standard methods that CVE is comprehensible in the context of quantum field theory and
deducible from first principles self-consistently.
First, let’s mention an issue with causality ; the common definition of the vorticity from
classical mechanics is ω = 1
2
∇ × u. Consider fluid’s motion confined to a plane in two
dimensions. Then ωz =
1
r
∂
∂r
(ruφ), where (r, φ) are 2D cylindrical coordinates. We are
looking for a setup that the vorticity is zero at the origin at some initial time thus we choose
2
uφ = ar
n. Then ωz = a(n + 1)r
n−1 for n > 1. That is, the vorticity gets larger as we go
further away from the origin and eventually fluid’s speed becomes larger than the speed of
light.
One way to overcome this problem is to promote the Minkowski’s flat spacetime to a
curved spacetime. To see this, note that the Poincare´ group leaves the Minkowski metric in
flat space invariant. Infinitesimal transformation of this group has the form, y
′a = ya + ξaǫ.
Invariance of the Minkowski metric then means that ∂cy
′a∂dy
′bηcd = ηab. The key point is
that an arbitrary boost of the form xµ = xµ(y
′
) satisfies ξµ(x) = ∂a′x
µξa
′
(y
′
). Under this
transformation the Minkowski metric is no longer invariant gµν = ∂a′x
µ∂b′x
νηab.
In recent years, applications of curved spacetime backgrounds as a probe for symmetries
of the underlying flat-spactime field theories have become popular. The basic idea is very
simple, intuitively whenever we want to study the effect of electromagnetism, we add gauge
potentials to the Lagrangians of the field theories. Similarly, the study of a system under
relativistic rotations or vorticities is possible by a specific choice of a background metric.
In what follows, we consider perturbative background perturbations of the type gµν(x) =
ηµν + hµν(x). Generally, we can classify these attempts in two groups of macroscopic and
microscopic physics.
The macroscopic physics.—Perturbative technics with the background metric have al-
ready been used for deriving Kubo formulas in the relativistic hydrodynamics [22]. As
an example, it has been shown that in a conformal parity-even theory, the hydrodynamic
transport coefficient that couples vorticities in the stress tensor is given by
T µν = T µνideal − λ3Ωλ
〈µΩν〉λ , (1.1)
with Ωµν ≡ 1
2
∆µα∆νβ(∇αuβ − ∇βuα), if for simplicity we assume the shear tensor, σ
αβ ≡
2∇〈αuβ〉 = 0. Here we are using the convenient notation, A〈µν〉 ≡ 1
2
∆µα∆νβ(Aαβ + Aβα) −
1
3
∆µν∆αβAαβ , that subtracts the trace of the tensor if we choose ∆
µν = gµν + uµuν . The
above information is sufficient to determine the corresponding Kubo formula [23, 24],
λ3 = −4 lim
pz,qz→0
∂pz∂qzG
xy,xt,yt
E (p, q) , (1.2)
where here Gxy,xt,ytE is defined in [25] as
Gxy,xt,ytE (p, q) ≡
∫
d4xd4ye−i(p·x+q·y)
×
23 ∂3 ln Z
∂gyt(x)∂gxt(y)∂gxy(0)
∣∣∣∣
gµν=δµν
, (1.3)
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with
Z [gµν ] =
∫
Dφ exp {−SE [φ, gµν ]} , (1.4)
which basically what it’s saying is that, λ3 is given by the second derivatives of the three-
point correlation function of the stress tensors plus some contact terms. For a derivation of
this transport coefficient directly from partition function refer to [26] or [27]. The lesson to
take home from the above example is that specific choice of the metric components, in this
case h0x(z) and h0y(z), gives nonzero values for Ωxz =
1
2
∂zhox and Ωyz =
1
2
∂zhoy.
In parity-odd theories, on the other hand, vorticity as an axial vector appears at first
order in the derivative expansion in the current jµ [9],
jµ = nuµ − σT (gµν + uµuν) ∂ν
(µ
T
)
+ ξωµ , ωµ = ǫµνλρuνΩλρ , (1.5)
and the Kubo formula for the anomalous coefficient ξ, reads as,
ξ = −i lim
py→0
∂pyG
ty,z
E (p) , (1.6)
where the above Euclidean Green’s function is expressed in terms of the second derivatives
of the partition function. The first derivative is with respect to Az, the z component of the
electromagnetic four-potential, then the second derivative with respect to gty. This works
since as one can check, the lower-indexed rest frame will be uµ = (−1, hox, 0, 0). Plugging
this value into the definition of the vorticity, we obtain ωz = −1
2
∂yh0x.
The microscopic physics.—With a self-consistent approach to study the relativistic vor-
ticity, we will be capable of uncovering new properties of field theories in various mediums.
The most significant examples are fermionic systems in which calculations are naturally
more involved. For simplicity, we concentrate on massless chiral fermions. As will be ex-
hibited, alterations to a medium with the vorticity are twofold; It’s required to substitute
flat-spacetime derivatives with covariant derivatives that include couplings of the vorticity
to the spin. Technically this term is called spin connection. Furthermore, spacial compo-
nents of the Dirac gamma matrices get boosted along the metric as γi− βiγ0, where we can
interpret βi as the speed of relative local patches that cover the spacetime. The prescribed
modifications are dictated by the covariance of the field theory in curved spacetime and they
will serve a significant role in our discussion. As we shall see, momenta of the spinors are
subject to a shift by ±λωz with λ = 1
2
, depending on whether the spinors are right-handed
4
or left-handed and also the direction of the vorticity. As we will observe, the interpretation
employs a coupling between the orbital angular momentum and the spin. In virtue of the
covariance of the Dirac equation, dispersion relations acquire a new kinetic term of the form
βipi, with pi the momenta of the spinors.
Special focus is on chiral fermions. Our goal is to systematically expand the background
perturbations to first order and derive the equations of motion and the corresponding solu-
tions of the Dirac equation. Along the way, we study the Hamiltonian and the chiral current
from the first principles. This is done in the most convenient way through the second quan-
tization. This will allow us to comprehend the separation of the right-handed or left-handed
fermions under the influence of an external vorticity microscopically. To embody the later,
primarily we study the effects of the chemical potential and the background electromagnetic
potentials on interactions that are present in the theory.
In Section II . we give a short but complete review of the formalism for studying fermions
in an arbitrary curved background. Starting from the Lagrangian, we derive the equations
of motion and the Hamiltonian. Section III . will be the applications of the former tools. In
III B . we shall square the Hamiltonian operator and investigate the interactions that appear
and hence, we infer properties of the eigenvectors and eigenvalues of the Dirac equation.
In IIIC . we look into the modifications of the boost and rotation operators produced by
vorticities. Finally in IIID . we compute the chiral vortical current. The summary will recap
our main ideas and results.
II. REVIEW OF THE TOOLS
Our goal is to find the Hamiltonian and the equations of motion for free massless fermions
in a medium with vorticities with the aid of curved-background methods. To this end, we
start with a general formalism and then later on we concentrate on the specific background
perturbations that produce vorticities. In this section, we present a brief and self-contained
review of the prerequisite material based on [28].
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A. Local Lorentz Frames
It is convenient to describe fermions in a curved space using local Lorentz frames eα, on
a space-time manifold M which meets the condition eα · eβ = ηαβ , with ηαβ being the 4D
Minkowski metric with the signature of −+++. The inner product on the above manifold is
defined with respect to a metric gµν . There, written in components has the form eαµe
µ
β = ηαβ
that also satisfies eαµe
α
ν = gµν . Throughout this section we stick to the following notation
for the indices; coordinate indices are chosen from the middle of the Greek alphabet and are
lowered and raised by the metric gµν and its inverse g
µν , supplemented by the indices from
the first of the alphabet which are called frame indices and are handled by the Minkowski
metric ηαβ and its inverse η
αβ .
In order to find the covariant derivatives for spinors we need to consider both of the
general coordinate and the Lorentz transformations. In the curved background, derivative
of a contravariant vector field Ψµ takes the from Ψµ;ν = Ψ
µ
,ν+Γ
µ
σνΨ
σ, with Γµσν the Riemann
connection Γσνµ =
1
2
(gσν,µ + gσµ,ν − gνµ,σ). On the other hand, the same vector field in the
local Lorentz frame is given by the contraction of Ψα = eαµΨ
µ. Then, its covariant derivative
can equally well be written in this frame as Ψα;µ = Ψ
α
µ+Σ
α
βµΨ
β, where Σαβµ is known as the
spin connection. Thus, relating these two derivatives requires the covariant differentiation
to act neutral in passing the coordinate indices to the local Lorentz frame indices,
Ψα;µ = e
α
νΨ
ν
;µ = e
α
ν
(
Ψα,µ + Γ
ν
σµΨ
σ
)
, (2.1)
comparison of the two derivatives leads us to
Σαβµ = e
ασeβνΓσνµ − e
α
ν,µe
βν . (2.2)
It’s also easy to show that Σαβµ is antisymmetric when α and β are interchanged. One
usually uses the Dirac matrices that satisfy {γα, γβ} = 2ηαβ in the local Lorentz frame
where its contravariant vector takes the form γµ = γαe
αµ, with {γµ, γν} = 2gµν . Thereby,
the covariant derivative of the fermionic fields in terms of the spin connection reads
∇µΨ = ∂µΨ+
1
2
G[αβ] Σ
αβ
µ Ψ , ∇µΨ¯ = ∂µΨ¯−
1
2
Ψ¯G[αβ]Σ
αβ
µ , (2.3)
with G[αβ] =
1
4
[γα, γβ], Ψ¯ = Ψ
†η and η = iγ0.
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B. The Equations of Motion
Now that we have the form of the covariant derivative of the spinors, we can write the
density of the Lagrangian for the massless spinors as
L = −ig1/2Ψ¯γµ
(
∂
∂xµ
+
1
2
G[αβ]Σ
αβ
µ
)
Ψ . (2.4)
For future advantageous, we will rewrite the above Lagrangian density using the Leibniz’s
rule,
g1/2∇µΨ¯γ
µΨ+ g1/2Ψ¯γµ∇µΨ = ∇µ
(
g1/2Ψ¯γµΨ
)
, (2.5)
that follows from the simple identity [γα, G[βγ]] Σ
βγ
µ = 2Σ
γ
α µ γγ. In view of the right-hand
side of Eq. (2.5) that enjoys ∇µ
(
g1/2Ψ¯γµΨ
)
= ∂µ
(
g1/2Ψ¯γµΨ
)
, we can compute both sides
separately to arrive at
Ψ¯∂µγ
µΨ =
1
2
Ψ¯[γµ, G[αβ]]Σ
αβ
µΨ . (2.6)
The Dirac Lagrangian in Eq. (2.8) now, takes the form
L = −ig1/2 Ψ¯
[
1
2
{
γµ,
∂
∂xµ
}
+
1
4
{
γµ, G[αβ]
}
Σαβ µ
]
Ψ , (2.7)
and similarly the equations of motion in curved background will be[
1
2
{
γµ,
∂
∂xµ
}
+
1
4
{
γµ, G[α,β]
}
Σαβ µ
]
Ψ = 0 . (2.8)
At this point, it’s simpler to decompose the metric in the following way
gµν =

 −α2 + βkβk βj
βi ηij

 , gµν =

 −α−2 α−2βj
α−2βi ηij − α
−2βiβj

 , (2.9)
where in the above matrices we used βi = ηijβj, g = α
2 and i, j, k ∈ {1, 2, 3}. Here α is
a positive function of the coordinates xi known as the lapse function and βi is called shift
vector.
When spacetime is flat, the easiest choice for the components of the local Lorentz frames
is simply given by eαµ = ηαµ. To adopt a decomposition in curved space, we specialize our
study to stationary backgrounds. But prior to that, let’s indicate what we mean by the
stationary backgrounds. When the metric gµν and thus the dynamics of the spinors are
independent of time together with the condition |βi| < 1, the Killing vector associated with
the time translation will be timelike. This is the main assumption of this paper.
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Vierbein’s components Time-like coordinate dir. Space-like coordinate dir.
Time-like Lorentz dir. e 00 = α
−1 e i0 = −α
−1βi
e00 = −α e0i = 0
Space-like Lorentz dir. e 0a = 0 e
i
a ebi = ηab
ea0 = βie
i
a eaie
a
j = ηij
TABLE I: Decomposition of local Lorentz frames
The fact that the time direction is the Killing vector makes it possible to define local
orthonormal frames ea, a = 1, 2, 3 on each patch of the 3D spatial section x
0 = t = constant,
that is e ia ebi = ηab and eaie
a
j = ηij, where a, b ∈ {1, 2, 3}.
One then drags each field ea by the vector ∂/∂x
0, to extend the previous orthonormal
construction to 4D. All we need to add is e 0a = 0 and ea0 = βie
i
a and an extra vector field
e0 with components e
0
0 = α
−1 and e i0 = −α
−1βi in addition to e00 = −α and e0i = 0. We
summarize this foliation of spacetime in TABLE I.
The Hamiltonian is calculated using the usual definition of H as the Legendre transfor-
mation of L. This operation yields
H =
∫
d3xα Ψ¯
[
1
2
{
γi − α−1βiγ0,
∂
∂xi
}
+
1
4
{
γµ, G[αβ]
}
Σαβ µ
]
Ψ , (2.10)
here γµ = γαe µα and γ
0 has the frame index 1. To write the first therm in the above
bracket, we used TABLE I. It worth pointing out that this Hamiltonian is exact. In the
next section, we shall narrow our study and only consider specific choices of the metric that
meets Σxy0 6= 0. In addition, we will be interested to know the effect of chemical potentials.
1 We use
γ0 =
(
0 −i
−i 0
)
, γa =
(
0 −iσa
iσa 0
)
with γ5 =
(
I 0
0 −I
)
. (2.11)
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III. APPLICATIONS
A. Vortical Dipole Moment
In the previous section, we mentioned the exact Hamiltonian for massless free spinors in
curved space. Since we are interested in first order perturbations of the background metric,
we simplify Eq. (2.10) with the metric given in Eq. (2.9) and assume ∂iβ
i = 0 to deduce
H =
∫
d3x Ψ¯
[(
−α−1βiγ0 + γi
) ∂
∂xi
+
1
4
{
γµ, G[αβ]
}
Σαβ µ + iγ
0µ
]
Ψ+O(α2, β2) , (3.1)
Let’s pause for a moment and compare the Hamiltonian in Eq. (3.1) with what we already
know from the flat spacetime. As one can notice, adding chemical potential µ can be
confusing; it couples to the conserved charge and the fact that whether we need to write
it in terms of γ0 or γ0 depends on the normal vector to the equal-time surfaces. We come
back to this point and explain more when we want to solve the Dirac equation. In view of
the flat space, H2 (the operator form of H2) has less information and simpler form than the
Dirac Hamiltonianin by comparison. We are curious to see a similar expression for H2 in
curved space. In the former background metric we have (with α = 1),
H2 = η−1
(
γi
∂
∂xi
+
γµ
2
G[αβ]Σ
αβ
µ + iµγ
0
)
η
(
γj
∂
∂xj
+
γν
2
G[αβ]Σ
αβ
ν + iµγ
0
)
, (3.2)
where here none of the gamma matrices have the Lorentz index (i.e. frame index). The
expansion of the product gives
H2 = η−1γiηγj∇i∇j +
1
2
η−1γiηγ0G[αβ]Σ
αβ
0 ∇i +
1
2
η−1γ0G[αβ]ηΣ
αβ
0 γ
j∇j + i µ η
−1γiηγ0∇i
+i µ η−1γ0ηγj∇j +
i
2
µ η−1γ0ηγ0G[αβ]Σ
αβ
0 +
i
2
µ η−1γ0G[αβ]ηγ
0Σαβ0 − µ
2 , (3.3)
in arriving at the later form, we have separated the spacial components of γµ in the second
terms of the parentheses in Eq. (3.2) and combined them with partial derivatives to construct
the spacial components of the covariant derivatives. As we mentioned in the introduction,
consider a situation with the constant vorticities parallel to the z-axis, then one configuration
would be provided by βx(y), βy(x) 6= 0. One can check that the non-zero components of the
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spin connection are then given by
Σ0y x = −
1
2
(
∂xβ
y + ∂yβ
x
)
,
Σ0x y = −
1
2
(
∂xβ
y + ∂yβ
x
)
,
Σxy 0 =
1
2
(
∂yβ
x − ∂xβ
y
)
. (3.4)
If we define ωz≡−1
2
∂yβx and assume a symmetric setup that has the property of −∂xβ
y=
∂yβ
x, then the above expressions reduce to Σ0y x = 0, Σ
0x
y = 0 and Σ
xy
0 = −2ωz. The
prefactor of two in the later result can be interpreted as having double vorticities in the
same direction.
With the utility of ∇i∇j −∇j∇i = −
1
2
G[αβ]R
αβ
ij , we shall symmetrize the curved space
gradients in Eq. (3.1) for R0j kl = ∂j∂[kβl] vanishes in the limit of constant vorticities. After
carrying out necessary algebraic rearrangements, we infer that
H2 =
∫
d3x Ψ¯
[ (
Px − 2iωzγ
yγ0
)2
+
(
Py + 2iωzγ
xγ0
)2
+P 2z
+4 (βxPx + β
yPy − µ)G
[0a]Pa − 2µωzσ
z − µ2
]
Ψ , (3.5)
where G[0a] = 1
4
[γ0, γa] and Pi = −i∂i. As we will discuss more carefully in the next section,
the energy eigenvalues are shifted by βiPi, therefore naturally cross terms with β
i appear in
the eigenvalues of H2. The term proportional to σz in Eq. (3.5) is understood better in the
Weyl representation
− µ 2ωz
(
Ψ†RΨL −Ψ
†
LΨR
)
. (3.6)
This term, µ ω · σ, is identical to the magnetic dipole moment in the µB ·B with µB =
σ
2
for spin-1
2
fermions in an external background magnetic field. In this case vortical dipole
moment is defined by µV = µσ.
For the case that µ = 0, we can understand the shifts in the momenta Px and Py. The
z component of the total angular momentum, J = L + S, commutes with H2 whence Jz
is conserved and its eigenvalues, m, can be used for labeling the states of the system i.e.
Jz|Ψ〉 = m|Ψ〉.
Recalling the configuration in Eq, (3.4), we can think of a setup that constitutes two
vorticities parallel but in the opposite directions. This is achieved by the condition ∂xβ
y =
10
∂yβ
x. Thus, the squared of the Hamiltonian will take the form
H2 =
∫
d3x Ψ¯
[ (
Px − 2iωzγ
yγ0
)2
+
(
Py − 2iωzγ
xγ0
)2
+P 2z
+4 (βxPx + β
yPy − µ)G
[0a]Pa − µ
2
]
Ψ , (3.7)
which means that the operator Jz does not commute with the squared of the Hamiltonian
and in addition, the vortical dipole term is absent.
B. Dirac Equation
The expression for the Dirac equation in a general curved background was already men-
tioned in Eq. (2.8). To consider the general case, we also need to add a chemical potential
to the equation. This requires understanding of time-like vectors in our metric
ds2 = −dt2 +
(
dx+ βx(y)dt
)2
+ dy2 + dz2 , (3.8)
with βx(y) some arbitrary function of y. Note that in the rest of our discussion, we will
consider a simpler setup than what we used in the last section which assumes βx(y) 6= 0
but βy(x) = 0. Different configurations of this sort just change the prefactor of ωz in the
equations. The metric in Eq. (3.8) is a rectilinear model of the Kerr metric and has inter-
esting properties [29]; the hypersurfaces of constant t are spacelike and they satisfy Cauchy
problem. In addition, the metric and the dynamics of fields are also time independent. The
stationary condition can be violated only if |βx(y)| ≥ 1 for some y. It’s the result of the
time independence of the problem that the norm of the normal vector to the equal-time
hypersurfaces, ∂µt = (1, 0, 0, 0), is greater than zero and time is an ignorable coordinate. We
keep in mind that, contravariant components of the Killing vector responsible for time trans-
lations are ∂tx
µ = (1, 0, 0, 0) with g00 = −1 + β
2
x. Therefore, when the condition |β
x| > 1
is satisfied, the Killing vector is spacelike and the metric is no longer stationary. But in
this paper, we keep curved space corrections upto O(β2x) so our configuration is manifestly
time-independent and stationary.
We seek a solution of Ψ(t) = χe−iεt for ε > 0. Adding chemical potential, −iµγ0 to the
equations of motion, it is understood that(
−iεγ0 − iµγ0 +
1
2
{
γi,
∂
∂xi
}
+
1
4
{
γµ, G[αβ]
}
Σαβ µ
)
χ = 0 . (3.9)
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Simplification of the above equation gives
 0 −i(ε+µ)−βx∂x+σi∂xi−iλωzσz
−i(ε+µ)−βx∂x−σ
i∂xi−iλω
zσz 0

χ=0 , (3.10)
with λ = 1
2
. As we mentioned earlier, in general βx(y) is an arbitrary function of the y
coordinate. Requiring vorticity to be constant means that βx(y) has to be a linear function
and in principle one has to solve the Dirac equation in this external potential. However, we
are interested at a regime 2 that ε≫ βx(y). Then normalizations of waves are not affected
by this background and we can neglect the reflection of the waves from the potential.
V
β(y)x
ε
Free−particle solutionFree−particle solution Patching region
y
x
y
FIG. 1: (Left side) Dirac equation in the curved background is illustrated by spinors in a poten-
tial well. Throughout our calculation we will be working in the semiclassical regime that WKB
approximation is valid. (Right side) Picture of a rotating fluid made of βx(y) and βy(x) profiles in
blue and green colors respectively.
On both sides of the potential well, solutions of the Dirac equation are those of the free
fermions except that on the right-hand side, energy eigenvalues are shifted by the constant
value of βxPx. Furthermore, Eq. (3.10) shows that transition from the left to the right region
is accompanied by a discontinuity in the momentum P z by λωz. Another way of saying this
is that we use WKB approximation for the mid region. Then the solutions of this problem
2 We make this choice to neglect the effect of the superradiant modes i.e. reflected waves from a potential
barrier.
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are simply obtained by the following replacements
uR : p
0 → p0 + µ+ βxpx , pz → pz − λω
z , (3.11)
uL : p
0 → p0 + µ+ βxpx , pz → pz + λω
z , (3.12)
in the solutions for the right-handed and left handed free spinors.
The fact that energy eigenvalues depend on βx bears more attention. One property of the
metric in Eq. (3.8) is that under the Galilean coordinate transformation of x
′
= x− βt with
t
′
= t, y
′
= y and z
′
= z, we will have a gauge transformation in the form β
′
x(y) ≡ βx(y)+β.
This means that frequency and energy are determined up to βP x. As it has been pointed
out by Fulling [29], the energy difference between two states with different P x is ill-defined,
but the conservation of momentum in x direction that is preserved by the Killing vector ∂x,
forbids such transitions. The energies
εR + µ+ β
xpx = ±|p| ∓ λ
pz
|p|
ωz ,
εL + µ+ β
xpx = ±|p| ± λ
pz
|p|
ωz , (3.13)
for the right-handed and left-handed spinors, are advantageously presented for the future
calculations. There, upper and lower signs are for particles and antiparticles respectively.
Since we are going to adopt the second-quantization approach in the next section, we
shall elaborate on the role played by the creation and annihilation operators. Essentially,
they should be consistent with the above pattern for energies. For instance, in terms of the
expansion over momentum p, operators a†
p
and ap create and annihilate particles with the
momenta pz ± λω
z and the energies given in Eq. (3.13). To keep the discussion as simple as
possible we only consider the right-handed particles.
C. Modified Lorentz Generators
In this section, we study the effect of vorticities on Lorentz generators. Since chemical
potentials explicitly break the Lorentz invariance we assume that µ = 0 in the following
section.
In an arbitrary background, Lorentz generators of boosts and rotations, do not satisfy
their flat spacetime commutation relations of SO(3,1) globally,
[Mµν ,Mσ,τ ] = ηµσMντ + ηντMµσ − ηµτMνσ − ηνσMµτ , (3.14)
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with
Mαβ = −
∫
Σ
dΣρM
ρ
αβ , (3.15)
here Σ is any spacelike Cauchy hypersurface with the differential element of dΣρ ≡ dΣnρ.
As explained before, surfaces of constant t are spacelike and the normal vectors to the
equal-time surfaces are given by nρ = ∂ρt = (1, 0, 0, 0). The generalized angular momentum
density, M ραβ is defined [30] by
M ραβ = −
(
xαT
ρ
β − xβT
ρ
α
)
, (3.16)
with
T ρα = −
ig1/2
4
(
∇ρΨ¯γαΨ+∇αΨ¯γρΨ− Ψ¯γρ∇αΨ− Ψ¯γα∇ρΨ
)
, (3.17)
here T µν is the stress tensor density defined by T µν = δS
δeαµ
e να with the action given in
Eq. (2.4). This is the equivalent definition of the energy-momentum tensor density T µν =
2 δS
δgµν
for fermionic fields in curved spacetime. In Eq. (3.17), covariant derivatives are defined
in Eq. (2.3). The terms in Eq. (3.16) comprise both the orbital angular momentum and the
spin. In the flat spacetime3, these generators are known for free spinors (p0 = |p|)
Mαβ =
i
2
∫
p
a†
p
u†R(p)
[
Lαβ(p)− 2G[αβ]
]
uR(p)ap , (3.18)
where here
Lαβ(p) =
←−−→
pα
∂
∂pβ
−
←−−→
pβ
∂
∂pα
, (3.19)
and by ↔ on top of an operator, we mean the antisymmetric action on the right and left
side of the operator. The coefficients in the expansion are defined based on the creation and
the annihilation operators for the right-handed fermions. As we discussed in the previous
section, we consider solutions for spinors that are almost those of the flat background except
that in a mid transition region, energy eigenvalues are slowly varying functions of βx(y). This
will also give rise to a nonzero derivative of the potential ωz ≡ −1
2
∂yβ
x.
So how do Lorentz generators look like in this geometry? To answer this question we
study the definitions mentioned in Eq. (3.16) and Eq. (3.17). Our new spinors are similar to
the ones in flatspace but momentum arguments are now in terms of the shifted momenta
3 We restrict our discussion to t = 0 for simplicity.
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pz − 3λω
z. Another contribution comes from the spin connection in covariant derivatives of
Eq. (3.17). We look into the generators of boosts and rotations separately.
Boosts.—As a first example, we will look into the boost along the z direction, M0z =∫
d3x (tT 0z−zT 00). Below we study each of these terms using the second-quantized for-
mulation. Although we restrict ourselves to t = 0, it’s instructive to start with T 0z. Its
component from Eq. (3.17) explicitly reads (g1/2 = −i),
T 0z =
−1
4
Ψ¯
[
γz
(↔
∂0 − β
x
↔
∂x
)
− γ0
↔
∂z + {Gxy, γ
z}Σxy0
]
Ψ , (3.20)
here gamma matrices with the coordinate indices are equal to ones carrying frame indices
and we have rewritten the derivatives in terms of their covariant components. Expansion
over right-handed spinors, neglecting antiparticles, gives
1
2
∫
p
u†R(p)a
†
p
[
σz(p0 + βxpx) + p
z + λωz
]
uR(p)ap , (3.21)
in which
∫
p
≡
∫
d3p
(2pi)3
. To take the volume integral, we have assumed that variation of
βx(y) is ignorable comparing to the oscillatory Fourier factor (WKB approximation). We
can compute u†R(p)σ
zuR(p) using the Gordon identity(
|p|+ |q|
)
u†R(q)σ
zuR(p) = u
†
R(q)
(
qz + pz +
1
2
[σz, σj](pj − qj)
)
uR(p) . (3.22)
Similar to the above identity, the sandwich of σx and σy is evaluated by replacing |p| and |q|
with |p|−λωzpˆz and |q|−λω
zqˆz on the left-hand side accordingly and trivially replacing the
z indices with x and y on the right-hand side. Suitable simplifications of Eq. (3.21) enable
us to write it in the suggestive form∫
d3x T 0z =
1
2
∫
p
u†R(p)uR(p)
[
pz + λω
z − pˆzp0
]
a†
p
ap , (3.23)
with −p0 ≡ p
0 + βxpx.
Another non trivial contribution to the boost operator, M0z , comes from the term∫
d3x zT 00 with T 00 from Eq. (3.17) since the spin connection is not zero, Σxy0 = −ω
z,
as it’s clear from Eq. (3.20) by replacing z with 0 coordinate. After Fourier expansion and
decomposing different modes, the integral reads4∫
d3x zT 00 =
1
2
∫
d3x z
∫
p,q
a†
q
u†R(q)
[
− p0 − q0 + ω
z
{
γ0, G[xy]
} ]
uR(p)ape
ix·(p−q) .(3.24)
4 To avoid defining new notations, we will constantly use G[αβ] sandwiched by the right-handed spinors, in
spite of the fact that they are doublets.
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Applying
{
γ0, G[xy]
}
= iσzγ0 and use of the following identity,∫
d3x xj
∫
p,q
eix·(p−q)f(p, q) =
i
2
∫
p,q
δ3(p− q)
(
∂
∂pj
−
∂
∂qj
)
f(p, q) , (3.25)
yields ∫
d3x zT 00 = −
i
2
∫
p
a†
p
u†R(p)
[←−−→
p0
∂
∂pz
+
ωzσz
4
←→
∂
∂pz
]
uR(p)ap . (3.26)
Our argument in this calculation was general and we could generalize it to M0x and M0y,
M0i =
i
2
∫
p
a†
p
u†R(p)
[←−−→
p0
∂
∂pi
+
ωzσz
4
←→
∂
∂pi
]
uR(p)ap , (3.27)
and in the above, the first term has the form similar to M0iflat in Eq. (3.18) which is the
contribution in the absence of the vorticities.
Rotations.—It’s also interesting to extend our computation to generators of rotations.
The simplest case is Mxy, rotations around the vorticity. As we have seen in Sec. III the
component of the angular momentum along the direction of vorticities commutes with the
Hamiltonian. Simple calculation here also confirms that this generator is not modified by
vorticity corrections Mxy ≡ Mxyflat. But this is certainly not true for M
xz and Myz . Similar
computation gives
Mxz =Mxzflat +
iωz
8
∫
p
a†
p
u†R(p)
[(
1− pˆ2z
)←→∂
∂px
+
2pˆz
|p|
G[xz]
]
uR(p)ap , (3.28)
with the identical expression5 for Myz by a simple interchange of x↔ y.
We would like to give emphasis to the role played by T 0z in the structure of the boosts and
rotations. Since this component of the stress tensor has an extra contribution proportional
to the vorticity, commutation relations will be modified. We postpone further study of this
issue to future works.
D. Chiral Vortical Effect
So far we have covered different aspects of the fermionic theories in the presence of the
background vorticity. One novel aspect in this regard is the chiral vortical effect. The
5 Also note that byMxyflat orM
xz
flat, we mean the their forms are identical to their corresponding flat-spacetime
counterparts, otherwise their expansions are in terms of the creation and annihilation operators prescribed
below Eq. (3.13).
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electric current density deduced from the variation of the action in Eq. (2.4),
L = −ig1/2Ψ¯γµ
(
∂
∂xµ
− ieAµ +
1
2
G[αβ]Σ
αβ
µ
)
Ψ , (3.29)
with respect to the electromagnetic four-potential Aµ(x) is j
µ = −g1/2eΨ¯γµΨ. Specifically
the z component, the direction along the vorticity, of the total current for the right-handed
fermions reads
Jz = e
∫
d3x
∫
p,q
[
u†R(q)σ
zuR(p)a
†
q
ap
]
eix·(p−q) . (3.30)
We can use the Gordon’s identity in Eq. (3.22) to simplify the above expression. Successive
substitutions indicate that
Jz = e
∫
d3x
∫
p,q
u†R(q)a
†
q
[
pz + qz
|p|+ |q|
− i
px + qx
|p|+ |q|
py − qy
|p|+ |q|
]
uR(p)ape
ix·(p−q) , (3.31)
with corrections of O(∆p2) with ∆p≡p−q that are suppressed. To establish a connection
with CVE, we compute the thermodynamic average by
〈Jz〉 =
∑
α exp{−
εα
T
}〈α|Jz|α〉∑
α exp{−
εα
T
}
, (3.32)
where each state is marked with a label α and the corresponding energy is εα. In the
absence of the vorticities, this gives 〈a†
q
ap〉 = δ
3(q − p)f(|p|) with f(ω) ≡
(
e
ω
T − 1
)−1
. But
as intended in Section. III, the influence of the vorticities change the dispersion relation and
for the distribution function, we have f (|p| − βx(y)px − λω
zpˆz). Rewriting p
y − qy in the
coordinate space and expanding the anisotropic distribution function over its argument, we
can express Eq. (3.31) as
〈Jz〉 = e
∫
d3x
∫
p,q
u†R(q)uR(p)e
ix·(p−q) ∂f
∂ε
∣∣∣∣
f=f0
δ(p− q)
[
pz + qz
|p|+ |q|
−
px + qx
(|p|+ |q|)2
∂
∂y
]
εR ,
(3.33)
where f0 displays the equilibrium distribution function. Since ∂y only acts on β
x giving a
factor of ωz = −∂yβ
x
2
and hence a constant, the volume integral would be trivial. Integration
over q then yields
〈Jz〉
V
= e ωz
∫
p
u†R(p)uR(p)
∂f
∂ε
∣∣∣∣
f=f0
(
−
pˆ2z
2
− pˆ2x
)
, (3.34)
with
∫
d3x = V . This is the expression for CVE obtained for a massless right-handed spin-1
2
particle. A similar statement applies to the left-handed spin-1
2
particles, with an opposite
overall sign. A derivation based on rotating frames and phase-space action has appeared
recently in [13].
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IV. SUMMARY
In the forgoing discussion, we studied the chiral fermions under the influence of the
vorticities. Our analysis is intrigued by the recent advances in the theory of hydrodynamics
and treatments used in this work is no surprise for experts on the Kerr black hole. Using the
standard methods of quantum field theory in curved spacetime, we derive the Lagrangian,
Hamiltonian and the equations of motion for the chiral fermions. Tentatively, we constructed
H2, the squared of the Hamiltonian. This was primarily important since similar operation
in the flat spacetime gives the Hamiltonian, corresponding to the Schro¨dinger equation for
fermions, which is devoid of the spin degrees of freedom. In this case, endowed with the
vorticities, a similar interaction to the medium under a background magnetic field appears.
The chemical potential times the Pauli sigma matrices acts as a dipole moment under the
vorticities. It is also interesting to observe that having two vorticities in opposite directions
do not totally degrade or neutralize each other. Some specific interactions that appear in
H2 are due to moving frames and independent of the former directions.
Rather than looking for less soluble models, we have pursued the Dirac equation for
energies ε ≫ βx(y). This allows us to deploy the WKB approximation to solve for the
solutions in this background that brought a firmer physical interpretation. For instance,
for the right-handed spinors, substitution of p0 → p0 + µ + βxpx and pz → pz − λω
z, with
λ = 1
2
manifests the solution for the right-handed spinors under the action of the vorticities.
The new dispersion relation for εR agrees with [13] while those authors reasoned based on
rotating frames. We point out again that as far as we are in the regime of the validity of
the WKB approximation, βx(y) can have any arbitrary shape.
Another invoking argument was based on the generators of boosts and rotations under
the ambient vorticities. Our computation is a prototype of its kind in this context. Here
there has been a fundamental assumption about the configurations that we pick up. We only
consider the static and stationary backgrounds. Hence, we can use the second quantization.
Since the above mentioned operators are defined based on stress tensors, one is curious about
the role that T 0z plays while having ωz 6= 0. Direct calculation shows that there are two
contributions coming from this term. One is due to the fact that pz has a shift proportional
to the vorticity and in addition the spin connection Σxy 0 is not zero. The final conclusion
will be that all generators comprised of T 0z, are subject to corrections proportional to the
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vorticity to first order.
A fascinating continuing body of work has been invested on the topic of the chiral vor-
tical effects in recent years. Our argument is intimately tied to the rudimentary form of
the Lagrangian. One important step is to pay attention to the creation and annihilation
operators in the background of the vorticities, since these operators now create and an-
nihilate particles out of the vacuum with shifted energies and momenta. This is signified
in the average ensemble and the distribution function that thereby will be a function of
f (|p| − βx(y)px − λω
zpˆz). The first term is of course the energy of the massless spinors in
the flat spacetime. The second and third terms, u · p and λω · pˆ, are corrections to the
energy of an observer in a rotating frame.
In short, it may well be that similar to the case of the electromagnetism that implemen-
tation of the electromagnetic four-potentials admits one to study such systems, methods in
curved spacetime are the proper way of probing relativistic field theories under the influence
of the vorticities.
To close the discussion, we point out again that in this paper small and constant vor-
ticities are considered. Extensions to more general cases are accompanied by the inclusion
of superradiant and Klein modes. It is also very important to make a connection to non-
equilibrium physics such as turbulence [31], for a better understanding of the holographic
picture.
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