Answering a question of Junker and Ziegler, we construct a countable first order structure which is not ω-categorical, but does not have any proper non-trivial reducts, in either of two senses (model-theoretic, and group-theoretic). We also construct a strongly minimal set which is not ω-categorical but has no proper non-trivial reducts in the model-theoretic sense.
Introduction
For an ω-categorical structure M, there is a clear notion of reduct M of M; namely, a structure whose domain is equal to the domain M of M, and such that any subset of M k (for any k > 0) which is ∅-definable in M is also ∅-definable in M. Two reducts are viewed as equal if they have the same ∅-definable sets. By the Ryll-Nardzewski Theorem, the notion can also be viewed group-theoretically: the automorphism group of a reduct is a closed subgroup of Sym(M ) which contains Aut(M), two reducts are equal if and only if they have the same automorphism group, and every closed subgroup of Sym(M ) containing Aut(M) corresponds to a reduct. (Closure here is with respect to the topology of pointwise convergence -see the remarks after the statement of Theorem 1.2.)
A countably infinite structure is homogeneous (in the sense of Fraïssé) if any isomorphism between finite substructures extends to an automorphism. By the Ryll-Nardzewski Theorem, any homogeneous structure over a finite relational language is ω-categorical. For various such homogeneous structures, the reducts have been completely classified. See for example [3, 5, 6, 24, 25] . Thomas has conjectured that if M is homogeneous over a finite relational language then it has just finitely many reducts. Such questions have received additional motivation in recent work of the first author and collaborators on constraint satisfaction problems with infinite domains, where one aims to understand reducts up to positive-primitive interdefinability (see, e.g., [5] ).
It appears that structures which are not ω-categorical typically have infinitely many reducts. Junker and Ziegler [12] asked whether this is always the case. In this paper, we give a negative answer to this question, and construct a structure which is not ω-categorical and has no proper non-trivial reducts. The example is a set equipped with a D-relation in the sense of [2] . We also investigate the question for strongly minimal sets which are not ω-categorical.
Without the assumption of ω-categoricity, the group-theoretic definition of 'reduct' above does not in general coincide with the model-theoretic definition. We shall say that M is a definable reduct of M if M and M have the same domain M , and every subset of M k (for any k) which is ∅-definable in M is ∅-definable in M; two definable reducts are identified if they are interdefinable over ∅. A group-reduct of M is a structure M with domain M such that Aut(M ) is a closed subgroup of Sym(M ) containing Aut(M), two group-reducts identified if their automorphism groups are equal. A definable reduct M of M is improper if M is ∅-definable in M , and is trivial if M is ∅-definable in the pure set M , and we talk similarly of improper and trivial group-reducts. Clearly, any definable reduct is also a group-reduct, though a definable proper reduct may not be a proper group reduct. Also, if two definable reducts are different as group-reducts, then they are also distinct definable reducts.
We remark that it is also possible to mix the two notions, and consider group-reducts up to interdefinability. Considering reducts in this sense, the answer to the Junker-Ziegler question is positive -see Proposition 5.3 below. See also Proposition 5.1 relating the two notions of reduct in the saturated case.
We now describe our example. If D(x, y; z, w) is a quaternary relation on a set M , we say it is a D-relation if is satisfies the following axioms, taken from [2] . (1) First description of example. Let M be the set of sequences of zeros and ones, indexed by Z, which have finite support, that is, finitely many ones. Let x, y, z ∈ M , with x = (x i ) i∈Z , y = (y i ) i∈Z and z = (z i ) i∈Z . Write C(x; y, z) if there is i ∈ Z such that x i = y i and such that for all j ≤ i we have y j = z j . Then (M, C) is a C-relation in the sense of [2] . Now define D on M , putting D(x, y; z, w) if and only if one of the following holds: (a) C(x; z, w) ∧ C(y; z, w), (b) C(z; x, y) ∧ C(w; x, y).
(2) Second description of example. Let (T, R) be the unique (graph-theoretic) tree of valency three, with vertex set T and adjacency relation R. Let M + be the set of ends of T , that is, equivalence classes of one-way infinite paths (also called rays) of T , where two paths are equivalent if they have infinitely many common vertices. Let x, y, z, w ∈ M + . Define D(x, y; z, w) to hold if one of (a) x = y ∧ x = z ∧ x = w; (b) z = w ∧ x = z ∧ y = z; (c) x, y, z, w are distinct and there are one-way pathsx ∈ x,ŷ ∈ y,ẑ ∈ z,ŵ ∈ w such thatx ∪ŷ andẑ ∪ŵ are disjoint two-way infinite paths (also called lines). Finally, let M be a countable subset of M + which is dense, in the sense that for any vertex a ∈ T there are x, y, z ∈ M and raysx ∈ x,ŷ ∈ y,ẑ ∈ z such thatx ∪ŷ,x ∪ẑ andŷ ∪ẑ are all lines through a.
For each of these descriptions, axioms (D1)-(D5) are easily verified. It can be checked that the second description determines a unique structure up to isomorphism, and that the structures (M, D) described in these two ways are isomorphic -see Lemma 2.2 below. We shall generally use the second description, as the symmetry is more visible. Until Section 5 of the paper, M denotes the structure (M, D). This structure is clearly not ω-categorical. For example, as noted early in Section 2 below, the tree (T, R) is interpretable without parameters in M and Aut(M) has infinitely many orbits on T 2 , and infinitely many orbits on M 4 . However, Aut(M) is 3-transitive on M (see Lemma 2.2 (ii)).
Our main theorem is the following, and gives a negative answer to Question 2 of [12] .
The structure M has no proper non-trivial group-reducts.
(2) The structure M has no proper non-trivial definable reducts.
If M = {a n : n ∈ ω} is countably infinite, there is a natural complete metric d on the symmetric
n , where following the conventions of this paper, a g n denotes the image of a n under g. The group Sym(M ) is a topological group with respect to the resulting topology, which is independent of the enumeration of M . A subgroup G of Sym(M ) is said to be closed if it is closed with respect to this topology. It is an easy exercise (see e.g. [7, Section 2.4] ) to check that G ≤ Sym(M ) is closed if and only if there is a first order structure M with domain M such that G = Aut(M). We shall say that a closed proper subgroup G of Sym(M ) is maximal-closed if, whenever G ≤ H ≤ Sym(M ) and H is closed, we have H = G or H = Sym(M). Recall that a permutation group G on a countably infinite set M is oligomorphic if G has finitely many orbits on M n for all n > 0, or equivalently (by the Ryll-Nardzewski Theorem) if the topological closure of G in Sym(M ) is the automorphism group of an ω-categorical structure with domain M . Thus Theorem 1.2 (1) provides an example of a maximal-closed proper subgroup of Sym(M ) which is not oligomorphic; all previously known maximal-closed subgroups, such as those arising from the results cited earlier in [6, 24, 25] , are oligomorphic. Possibilities for further non-oligomorphic examples are discussed below in Section 5.
If M is a structure, and r ∈ N, we shall say that a family F of subsets of M r is uniformly definable if there is s ∈ N and formulas φ(x,ȳ) and ψ(ȳ), with l(x) = r and l(ȳ) = s, such that
The proof of Theorem 1.2 (1) is a straightforward application of classification results for primitive Jordan permutation groups from [1] ; see Definition 2.3 below for the notion of Jordan group. The proof of (2) is more intricate: we show that in any non-trivial reduct the family of cones (see Section 2) is uniformly definable, and hence that M is definable, so the reduct is not proper.
When looking for structures with no (or finitely many) reducts in either sense, it is natural to investigate classes of structures which are closed under taking definable reducts and for which there is a good structure theory, or classes of closed permutation groups which are closed under taking closed supergroups (in the symmetric group) and have a good structure theory. The latter consideration led us to M, since there is a structure theory for closed Jordan permutation groups. An obvious class of structures which is closed under taking definable reducts is the class of strongly minimal sets; that is, structures M 1 such that, for any M 2 ≡ M 1 , any definable subset of the domain of M 2 is finite or cofinite. We investigate this in Section 5, and give an infinite family of examples (see Theorem 5.6) of strongly minimal structures which are not ω-categorical but have no proper non-trivial definable reducts. We have not been able to show that any such example has no proper non-trivial group-reducts -but note the recent work of Kaplan and Simon mentioned after Question 5.8.
As further background, we briefly describe the first result of this kind for ω-categorical structures, where the two notions of reduct coincide. Let P be the homogeneous structure (Q, <). By [6] , P has three proper non-trivial reducts, namely (Q, B), Q, K), and (Q, S). Here B is the ternary linear betweenness relation on Q, defined by putting B(x; y, z) whenever y < x < z or z < x < y; the relation K is the natural ternary circular ordering on Q, where K(x, y, z) holds if and only if x < y < z or y < z < x or z < x < y; and S is the induced quaternary separation relation on Q, where, for x < y < z < w and {s, t, u, v} = {x, y, z, w}, we have S(s, t; u, v) if and only if {s, t} = {x, z} or {s, t} = {y, w}. In particular, the ω-categorical structure (Q, S) has no proper non-trivial reducts.
Given the example in the last paragraph, a natural first attempt for a non-ω-categorical structure with no proper non-trivial reduct (of either kind) would be (Z, S) where S is the separation relation induced as above from the natural linear order on Z. However, this has infinitely many distinct definable reducts. For example, it is easily seen that the underlying graph on Z (with u, v adjacent if and only if |u − v| = 1) is ∅-definable in (Z, S), and has for every n a reduct Γ n , where Γ n is a graph on Z with u, v adjacent if and only if |u − v| = 2 n ; these also yield infinitely many distinct group-reducts.
Finally, we mention the extensive model-theoretic literature on reducts of fields, typically on structures which are definable reducts of a field F in which the additive structure of the field (as a module over itself) is ∅-definable. See for example [17] and [21] , which are related to Zilber Trichotomy phenomena.
Section 2 below contains more background on D-relations and the underlying example, and parts (1) and (2) of Theorem 1.2 are proved in Sections 3 and 4, respectively. Section 5 contains further discussion, mainly around reducts of strongly minimal sets, and some open questions. We believe that the questions considered in this paper have potential interest from both a permutation group-theoretic and a model-theoretic viewpoint, and have aimed to give sufficient background for readers from either perspective.
Treelike structures and Jordan permutation groups
We first discuss the structure M rather more fully, and introduce some notation. Consider the tree (T, R) from the second description of M, let M + be the set of all ends of T , and M a countable dense subset of M + , and M = (M, D) (at this stage, we do not assume that this determines M up to isomorphism -see Lemma 2.2 below). We refer to elements of T as vertices (of T , or of M ). Given vertices u, v of T (or of any graph in the given context) we write d(u, v) for the graph distance from u to v. For each end x ∈ M and a ∈ T there is a unique ray x a ∈ x starting at a. We shall write S(a, x a ), or just S(a, x), for the set of vertices on the tree (T, R) lying on the ray x a (including a). There is an equivalence relation E a on M , where E a xy holds if and only if the paths x a and y a have a common edge of T . The E a -classes are called cones at a. Observe that as (T, R) is trivalent, there are three cones at a, that the union of two cones at a is a cone at a neighbour of a, and (hence) that the complement in M of a cone is a cone. If U is a cone at a we write a = vert(U ).
Slightly abusing notation, we sometimes view a cone U at a as a subset of T , namely as the union x∈U (S(a, x) \ {a}). In particular, we may write v ∈ U where v lies in T rather than M . Remark 2.1.
1. The set of all cones is uniformly definable in M. For if x a , y a , z a ∈ M lie in distinct cones at a, then the cone at a containing z a is the set {w ∈ M : M |= D(x a , y a ; z a , w)}. Thus, if φ(w, xyz) is the formula D(x, y; z, w) and ψ(xyz) is the formula x = y ∧x = z ∧y = z, then the pair of formulas φ, ψ gives a uniform definition of the family of cones.
The set of cones forms a basis of clopen sets for a totally disconnected topology on M . We say that a subset X of M is dense in M if it is dense in this topology, that is, meets every cone. This coincides with the notion of density in Example 1.1 (ii).
In [2, Section 24] cones are called sectors. These are defined more generally in [2] for arbitrary D-relations. In the proof of Theorem 1.2 (1) we briefly refer to cones (i.e. sectors) for an arbitrary D-relation, not necessarily arising from (T, R). We do not here define formally the general notion of 'cone', as the treatment can be given roughly as above. In general, (T, R) is replaced by a 'general betweenness relation', and M + by the set of 'directions' in this betweenness relation. Details can be found in [2] .
2. In the notation of (1), the tree (T, R) is interpretable in M. As the set of cones is uniformly definable in M, we may define the set S of all 3-sets {U 1 , U 2 , U 3 } of cones such that the U i are pairwise disjoint and
The set S is identified with T , identifying each vertex a with the set of three cones at a. The vertex {U 1 , U 2 , U 3 } is adjacent to the vertex
U is the disjoint union of the two cones in {U 1 , U 2 , U 3 } \ U , and U is the disjoint union of the two cones in
We may also view T directly as a quotient of M 3 . Let Y be the set of all 3-element subsets of M . For {x, y, z}, {x , y , z } ∈ Y , write E({x, y, z}, {x , y , z }) if there is {U 1 , U 2 , U 3 } ∈ S such that each U i contains exactly one of x, y, z and exactly one of x , y , z . Informally, this says that the ends x, y, z and x , y , z 'meet' at the same vertex. We may then identify T with Y /E. If x, y, z ∈ M all lie in distinct cones at the vertex a, we write a = vert(x, y, z). 
, and there is no c ∈ Y /E and t ∈ M such that c = vert(t, w, z) for any w ∈ {u, v} and z ∈ {x, y}. See Figure 2 .
Clearly, the tree (T, R) is not ω-categorical, since it has pairs of vertices at arbitrarily great distance. Since structures with an interpretation in an ω-categorical structure are again ω-categorical, it follows from Remark 2.1 (2) that M is not ω-categorical.
Let A ⊂ M be finite. We say that a vertex v ∈ T is an A-centre if there are distinct a, b, c ∈ A such that v = {a, b, c}/E = vert(a, b, c) (in the notation of (2) above). A vertex of T is an A-vertex if it is an A-centre or lies on a path in (T, R) between two A-centres. Ifā = (a 1 , . . . , a n ), then an a-centre orā-vertex is just an {a 1 , . . . , a n }-centre or {a 1 , . . . , a n }-vertex respectively. Any A-vertex is definable over A in M (as an element of M eq , formally).
Lemma 2.2. Let M 1 and M 2 be countable dense subsets of M + in Example 1.1 (2) . Then
(iii) The structures (M, D) described in Example 1.1 (1) and (2) 
which is not an A 1 -centre, and the vertices of T 1 consist of those of T 1 together with (possibly) those lying between v 1 and the nearest A 1 -centre. Easily there is a subtree T 2 of T such that f T n extends to an isomorphism
(ii) This is immediate from the proof of (i).
(iii) Let M be the set of finite support sequences of zeros and ones indexed by Z, with D defined as in Examples 1.1 (1) . Define T to be the collection of all subsequences of elements of M indexed by a set of form (−∞, n) for some n ∈ Z, and if σ, τ ∈ T , define R(σ, τ ) to hold if there is n such that σ is indexed by (−∞, n), τ by (−∞, n + 1), and τ extends σ (or vice versa). It is easily seen that (T, R) is a regular tree of valency 3, and that M may be identified with a dense set of ends of T . Now apply (i).
We shall heavily use properties of Aut(M), in particular, the fact that it is a Jordan permutation group. If G is a permutation group on X (so denoted (G, X)), we say that G is k-transitive on X if, for any distinct x 1 , . . . , x k ∈ X and distinct y 1 , . . . , y k ∈ X there is g ∈ G with x g i = y i for i = 1, . . . , k; we say G is highly transitive on X if G is k-transitive on X for each positive integer k. The permutation group (G, X) is primitive if there is no proper non-trivial G-invariant equivalence relation on X. If A ⊂ X, we write G (A) for the pointwise stabiliser in G of A, namely the group {g ∈ G : g| A = id A }. We put G {A} = {g ∈ G : A g = A}, the setwise stabiliser of A in G.
Definition 2.3. Let G be a transitive permutation group on a set X. A subset A of X is a Jordan set if |A| > 1 and G (X\A) is transitive on A. We say A is a proper Jordan set if A = X, and, if
A Jordan group is a transitive permutation group with a proper Jordan set.
Remark 2.4.
1. Every cone of M is a Jordan set for G := Aut(M). The main point to observe here is that if U is a cone, we may identify it with the set of sequences of zeros and ones indexed by N of finite support, carrying the ternary relation C, where C(x; y, z) holds if and only if either y = z = x, or the first index where x and y differ is before the first where y and z differ (see the first description in Example 1.1 above). Any permutation of U which preserves this C-relation extends to an element of G (M \U ) . We may view U as an elementary abelian 2-group (under pointwise addition). The action of U on itself by addition preserves the C-relation. Thus U acts transitively by addition as a group of automorphisms of (M, C), so G (M \U ) is transitive on U . It is also easily checked that if x, y ∈ U are distinct then there is g ∈ G (M \U ) with (x, y) g = (y, x) -just add x + y to each element of U . Furthermore, by 3-transitivity, Aut(M) is transitive on the set of cones of M.
2. Since there are just three cones at each vertex, and since any cone is a Jordan set, we have (i) any cone at an A-vertex is A-definable in M, and (ii) if v is an A-vertex and U is a cone at v not containing any element of A, then U is an orbit of Aut(M) (A) .
(iii) if v is an A-centre, a ∈ A, and u is a vertex of S(v, a), then u is A-definable, as is every cone at u.
For any finite
has no finite orbits on M \ A. This is immediate from (2) (ii). It follows that for any A ⊂ M , the model-theoretic algebraic closure of A (the union, denoted acl(A), of the finite A-definable subsets of M ) is exactly A. This property is inherited by reducts of M.
4. The structure M is NIP, that is, its theory does not have the independence property (see p. 69 of [22] for a definition). One way to see this is to observe that a model of Th(M) is interpretable in the field Q 2 , since it is well-known that the p-adic fields Q p are NIP. Indeed, an elementarily equivalent structure M lives on the projective line PG 1 (Q 2 ), with the Drelation defined by whether or not the cross-ratio lies in the maximal ideal (see Section 7 of [14] , or [2, 30.4 
]).
A structure theory (or classification, in a loose sense) for primitive Jordan groups is given in [1] , but in this paper we just require the following consequence (Theorem 2.5 below), for which we first give some definitions.
A separation relation is the natural quaternary relation of separation on a circularly ordered set. An example is the relation S defined in the introduction. Following Section 3 of [2] , a separation relation may be viewed as a relation satisfying the following universal axioms (noting that, unlike the relation S in the introduction, we do not require all arguments to be distinct).
(S1) S(x, y; z, w) → (S(y, x; z, w) ∧ S(z, w; x, y));
(S3) S(x, y; z, w) → (S(x, y; z, t) ∨ S(x, y; w, t)); (S4) S(x, y; z, w) ∨ S(x, z; w, y) ∨ S(x, w; y, z).
A Steiner system on X is a Steiner k-system for some integer k ≥ 2, that is, a family of subsets of X, called blocks, all of the same size (possibly infinite), such that any k elements of X lie on a unique block. It is non-trivial if any block has cardinality greater than k and there is more than one block.
Finally, following [1, Definition 2.1.10], we say that H < Sym(X) preserves a limit of Steiner systems on X if for some n > 2, (H, X) is n-transitive but not (n + 1)-transitive, and there is a totally ordered index set (J, ≤) with no greatest element, and an increasing chain (X j : j ∈ J) of subsets of X such that:
(ii) for each j ∈ J, H {Xj } is (n − 1)-transitive on X j and preserves a non-trivial Steiner (n − 1)-system on X j ; (iii) if i < j then X i is a subset of a block of the H {Xj } -invariant Steiner (n − 1)-system on X j .
(iv) for all h ∈ H there is i 0 ∈ J, dependent on h, such that for every i > i 0 there is j ∈ J such that X h i = X j and the image under h of every block of the Steiner system on X i is a block of the Steiner system on X j ; (v) for every j ∈ J, the set X \ X j is a Jordan set for (H, X).
Note that in [1, Definition 2.1.10] 'n is an integer greater than 3' should read 'n is an integer with n ≥ 3'. The following theorem follows from Theorem 1.0.2 of [1] . The fact that in the case of a D-relation, we may assume every cone is a Jordan set, is not so easy to extract from [1] . However, D-relations in that paper are always obtained via [1, Lemma 2.2.3], in which the members of the family F will be cones for the resulting D-relation. It can be checked that the members of F are Jordan sets whenever Lemma 2.2.3 is applied.
Theorem 2.5.
[1] Let G be a Jordan permutation group on an infinite set X, and suppose that G is 3-transitive but not highly transitive. Then G preserves on X a separation relation or D-relation (in which every cone is a Jordan set), or a Steiner system or limit of Steiner systems.
Proof of Theorem 1.2 -group reducts
We here prove Theorem 1.2 (1), using the classification of 3-transitive Jordan groups (Theorem 2.5). Put G := Aut(M). We suppose that H is a closed proper subgroup of Sym(M ) containing G, and must show that H = G. First observe that H acts 3-transitively on M , and that each cone of M is a proper Jordan set for H. Thus, by Theorem 2.5, H preserves a separation relation, a D-relation, a Steiner k-system for some k ≥ 3, or a limit of Steiner systems.
The group G does not preserve any separation relation on M , and hence neither can H. For let U be a cone of M containing distinct elements u, v, and let x, y, z be distinct elements of M \ U . By Remark 2.4 (1) there is g ∈ G fixing each of x, y, z and with (u, v) g = (v, u). However, it is easily checked that no automorphism of a separation relation can fix three points and interchange two others.
The group H cannot preserve a non-trivial Steiner k-system: for if S is such a Steiner system with point set M , let a 1 , . . . , a k be distinct points, let l be the block through a 1 , . . . , a k , let b k be a point not on l, and let m be the block through a 1 , . . . , a k−1 , b k . Since blocks have more than k points, there is a k+1 ∈ {a 1 , . . . , a k } on l, and b k+1 ∈ {a 1 , . . . , a k−1 , b k } on m. Now l is the unique block containing a 1 , . . . , a k−2 , a k , a k+1 and m is the unique block containing a 1 , . . . , a k−2 , b k , b k+1 . These two blocks have common points
Thus, a k−1 lies in a finite orbit (in fact of size one) of H (A) . This contradicts Remark 2.4 (3), as H ⊇ G and a k−1 ∈ A.
Next, suppose that H preserves a limit of Steiner systems on M , with the notation M = (X j : j ∈ J) used above. Though it is not explicit in [1] , we may suppose (after replacing J by a subset of the form {j ∈ J : j > j 0 } if necessary) that all the X i are infinite. Indeed, otherwise X is a union of a sequence of finite sets whose complements are cofinite Jordan sets, in which case, by the main theorem in Section 4 of [19] , G is a group of automorphisms of a non-trivial Steiner system on X.
No set X j can contain a cone U . For otherwise, pick a ∈ U , and a finite set A ⊂ X j , such that a ∈ A and every automorphism of the Steiner system on X j which fixes A pointwise fixes a (this is done as in the Steiner system argument in the last paragraph). Now G ((M \U )∪A) has an element h such that a h = a and h ∈ H ((M \Xj )∪A) ≤ H {Xj },(A) , which is a contradiction. So for all j ∈ J, the set M \ X j is dense in M (in the sense given in Section 1).
Since M is countable and (X j : j ∈ J) is an increasing sequence of sets ordered by inclusion, J has a countable cofinal subset I = {i n : n ∈ ω}. It is easily checked that any infinite subset of M meets infinitely many disjoint cones, so in particular, X i0 meets infinitely many disjoint cones {U i : i ∈ ω}. In particular, for each n ∈ ω there is x n ∈ U n ∩ X i0 . By the last paragraph there is, for each n ∈ ω, y n ∈ U n \ X in . Since cones are Jordan sets, there is g ∈ G such that x g n = y n for all n. Thus, for each n, X g i0 meets M \ X in , so for each j ∈ J with j ≥ i 0 and each k ∈ J, X g j ∩ (M \ X k ) = ∅. This contradicts clause (iv) in the definition of a limit of Steiner systems.
Finally, suppose that H preserves a D-relation D on M , in which cones are Jordan sets. We must show that D = D. We may suppose H = Aut(M, D ). As noted in [2, Section 34], it is easily verified that any cone U of (M, D ) has the following property:
, we say such a set U is syzygetic with respect to H. It is easily checked that any D-relation is determined by its cones -see for example Claim 1 in the next section. Hence it suffices to show that M = (M, D) and (M, D ) have the same cones. To see that every cone of (M, D ) is a cone of (M, D), it suffices to show that if V ⊂ M is syzygetic with respect to G, and is infinite and coinfinite, then V is a cone of M. Choose distinct x, y ∈ V , and z ∈ M \ V . Let a := vert(x, y, z) (with respect to (M, D) ). Let U x , U y , U z be the cones of M at a containing x, y, z respectively. Suppose first U x contains an element w ∈ V . By Remark 2.4 (1), using that M \ U x is a cone of M, there is g ∈ G (Ux) such that y g = z and z g = y. Then
contradicting that V is syzygetic with respect to G. Thus, U x ⊂ V , and similarly U y ⊂ V . Now if M \ V is not a cone of (M, D), there is w = z such that w ∈ V , and such that if U is the smallest cone of (M, D) containing w, z, then U also contains a point t of V . We may suppose that D(x, w; z, t) holds (otherwise D(x, z; w, t) holds, and the same argument applies with z and w reversed). Now let U be the smallest cone containing z and t. There is h ∈ G (U ) such that x h = w and w h = x, and again, this contradicts that V is syzygetic with respect to G. Thus, the conclusion is that M \ V is a cone of (M, D), and hence also V is a cone of (M, D) . 
Proof of Theorem 1.2 -definable reducts
Our proof below depends on the following analysis of definable subsets of M in M.
Lemma 4.1. Let A be a finite subset of M , and let X be an infinite co-infinite A-definable subset of M in the structure M. Then there is an A-definable subset S of M such that S X is finite and S is a union of finitely many cones, each of which is (i) a cone, at an A-vertex, which is disjoint from A, or (ii) for some A-centre v and a ∈ A, a cone at a vertex of S(v, a).
Observe that any cone of type (i) or (ii) in the lemma is at a vertex which lies on a line of T with both ends in A.
Proof. By Remark 2.4 (2, 3), any infinite co-infinite orbit of G (A) is (a) a cone at an A-vertex which is disjoint from A, or (b) a cone, disjoint from A, at a vertex of S(v, a) for some A-centre v and a ∈ A.
Furthermore, an Ehrenfeucht-Fraïssé game argument, which we omit, shows the following: (*) for any A-vertex v and a ∈ A, there is a vertex w ∈ S(v, a) such that if U w is the cone at w containing a, then either U w \ {a} ⊂ X or U w \ {a} ∩ X = ∅. We do not give full details of this game-theoretic argument, but is is standard. It suffices to observe the following: with v, a as in (*), letā enumerate A, suppose that there is no A-vertex on S(v, a) except v, that m ∈ N, and that for i = 1, 2 there are w i ∈ S(v, a) with d(v, w i ) > 2 m , cones U wi at w i disjoint from A, and b i ∈ U wi ; thenāb 1 ≡ mā b 2 , that is,āb 1 andāb 2 satisfy the same formulas of quantifier rank at most m in the language {D} of M. For an account of such arguments, see [10, Section 3.3] .
More informally, (*) asserts that if we consider cones of type (b) at vertices w on S(v, a), then either such cones all lie in X provided d(v, w) is sufficiently large, or they are all disjoint from X for d(v, w) sufficiently large.
Since X is a union of G (A) -orbits, it is a union of sets of type (a) or (b), together possibly with some elements of A. Since there are finitely many A-vertices, there are finitely many cones of type (a), and these are of type (i) in the lemma. There are also finitely many pairs of form (v, a) with v an A-centre and a ∈ A. For any such (v, a), by (*), the union of the set of cones of type (b) can be written as the union of finitely many cones of type (b), together possibly with a set of form W \ {a}, where W is a cone containing a at a vertex of S(v, a) . Thus, the union of the sets of type (b) contained in X can be written as the union of finitely many cones of type (ii), possibly adjusted by the addition or removal of finitely many elements of A. This yields the lemma.
Proof of Theorem 1.2 (2). The proof proceeds in a series of claims. We suppose that M is a non-trivial definable reduct of M. Let P be a relation of least arity k on M which is ∅-definable in M but is not ∅-definable in the pure set M . We may suppose that M = (M, P ), and that M, M are respectively structures in the languages L = {D} and L := {P }. It is easily seen that for some t there are relations P 1 , . . . , P t of arity at most k on M such that (M, P ) and (M, P 1 , . . . , P t ) are interdefinable over ∅, and such that a tuple of M can only satisfy P i (for 1 ≤ i ≤ t) if all its arguments are distinct (for each partition π of {1, . . . , k}, introduce a relation P π whose arity is the number of π-classes). By replacing P by one of the P i , we may thus suppose that M |= ∀x 1 . . . ∀x k (Px → i<j x i = x j ). Our goal is to show that if M is not a trivial reduct (that is, a pure set), then the set of cones in M is uniformly definable in M . For then, by Claim 1 below, the relation D is definable in M , so the latter is an improper reduct. Claim 1. Suppose that the set of cones of M is uniformly definable in M ; that is, for some integer k > 0 there are formulas φ(x,ȳ) (with y = (y 1 , . . . , y k )) and ψ(ȳ), both over ∅, such that the set
is exactly the set of cones of M. Then D is definable in M , so M is an improper definable reduct of M.
Proof. Define D (x, y; z, w) to hold on M if one of
(c) x, y, z, w are distinct and some cone contains x, y but not z, w, or (d) x, y, z, w are distinct and some cone contains z, w but not x, y.
It is routine to check that D is exactly the relation D.
Claim 2.
There is a cone of M which is definable in M .
Proof. We first claim that in the structure M there is an infinite co-infinite definable subset of M . Indeed, by Remark 2.4 (3), for any A ⊂ M the algebraic closure of A in the structure M is exactly A. As M is a non-trivial definable reduct, there is finite A ⊂ M enumerated by a tupleā, a formula φ(x,ȳ), and b, c ∈ M \ A, such that M |= φ(b,ā) ↔ ¬φ(c,ā). Let X := {x ∈ M : M |= φ(x,ā)}. Then the sets X \ A and M \ (X ∪ A) are both non-empty and definable, so as acl(A) = A, these sets are both infinite. In particular, X is an infinite co-infinite definable set in M . Thus, let X be an infinite co-infinite subset of M defined in M be the formula ρ(x,ā). By Lemma 4.1 and the remark after it, replacing X by a set differing finitely from it if necessary, we may write X as a finite disjoint union X = U 1 ∪ · · · ∪ U r of cones, so that each cone U i is at a vertex v i which lies on a line of T with both ends inā. Let S := {v 1 , . . . , v r }, and let T 0 be the finite subtree of T consisting of the vertices of S and the vertices and edges on paths between vertices in S. Define s to be the sum of the distances (in the tree T ) between distinct members of S. We suppose thatā and the definable set X have been chosen to minimise s. We may also suppose that s > 0; indeed, if s = 0 then X is the union of at most two cones at a vertex, so is a cone.
The finite tree T 0 has a leaf, v 1 say. Now since the U i are disjoint and their union is coinfinite in M , no vertex of S other than v 1 lies in U 1 . (Recall here the abuse of notation mentioned early in Section 2.) Furthermore, v j = v 1 for j > 1. For otherwise, U 1 ∪ U j is a cone W at a vertex w (a neighbour of v 1 ); and as X is not a cone, there is some cone U k ∈ {U 1 , . . . , U r } disjoint from W , whence w lies on a line of T with both ends in S, and hence U 1 ∪ U j may be replaced by W , contradicting the minimality of s.
It follows that there is a cone U 1 at v 1 which is disjoint from X. Since v 1 lies on a line with both ends inā, the set U 1 ∪ U 1 meetsā. We may now chooseā so that there is g ∈ Aut(M) fixing M \ (U 1 ∪ U 1 ) pointwise, withā g =ā and such that U g 1 = U 1 and U g 1 = U 1 . Let X := X ∪ X g . Then X isāā -definable, and it is easily checked that X is infinite and coinfinite. Furthermore, in the description of X as a disjoint union of cones we may replace U 1 by W := U 1 ∪ U 1 and thereby reduce s, contradicting our minimality assumption.
Claim 3.
There is a cone of M definable by an L -formula φ(x,ā) such that no element ofā lies in U .
Proof. By Claim 2, there is a cone U defined by φ(M,ā) in M . We may assume some element of a lies in U . Suppose U is a cone at the vertex u of T , and let V and W be the other two cones at u. Suppose first that one of these cones, say W , contains no element ofā. By Remark 2.4 (1), there is g ∈ G interchanging U and V : indeed, pick a ∈ U , b ∈ V and c ∈ W , and choose g so that (a, b, c)
g -definable -and this parameter set does not meet W . Thus, we may suppose that the entries a 1 , a 2 , a 3 ofā lie in U, V, W respectively. Let z be the vertex on the set S(u, a 3 ) nearest to u such that some cone Z at z contains no element ofā. We may suppose that φ(x,ā) was chosen to minimise d = d(u, z) (here we are allowing the formula φ to vary, but work with the above framework of formulas defining cones). Now let u 1 be the vertex adjacent to u on the path from u to z (so possibly u 1 = z). Let h ∈ G (W ) with (a 1 , a 2 ) h = (a 2 , a 1 ). Then U ∪ V , a cone at u 1 , is defined by the formula φ(x,ā) ∨ φ(x,ā h ). The parametersāā h of this formula have no entries lying in W other than those ofā which lie in W . Thus, we can replace the cone U by U ∪ V , replace u by u 1 , and replace φ(x,ā) by φ(x,ā) ∨ φ(x,ā h ), and we have reduced d. This contradiction to minimality completes the proof of the claim.
Let n := l(ā), where φ(x,ā) is as in Claim 3. Since G := Aut(M) is transitive on the set of cones, every cone U of M has the form φ(M,ā ) for someā ∈ (M \ U ) n . However, for someā , the set φ(M,ā ) might not be a cone, so we cannot immediately apply Claim 1 to define D. Now let ψ 1 (ȳ) be the formula
Let φ 1 (x,ȳ) be φ(x,ȳ) ∧ ψ 1 (ȳ). Now φ 1 and ψ 1 are the first approximations of the formulas φ and ψ mentioned in Claim 1, and we shall repeatedly modify them until we obtain formulas as in Claim 1. Observe by Remark 2.4 (3) that for anyȳ, if φ 1 (x,ȳ) holds for some x then φ 1 (M,ȳ) is infinite. So for anyā , φ 1 (M,ā ) if non-empty is an infinite set disjoint fromā . Also, by transitivity of Aut(M) on the set of cones, every cone of M has the form φ 1 (M,ā ) for someā such that M |= ψ 1 (ā ).
Next let ψ 2 (ȳ) be the following formula, whereȳ = (y 1 , . . . , y n ):
Observe that ψ 2 (ā) holds. For ψ 1 (ā) holds, and ifā is disjoint from φ 1 (M,ā ) then as φ 1 (M,ā) is a cone so a Jordan set, Gā ,ā is transitive on it; hence if b ∈ φ 1 (M,ā) ∩ φ 1 (M,ā ) and c ∈ φ 1 (M,ā), there is g ∈ Gā ,ā with b g = c, so also c ∈ φ 1 (M,ā ). Let φ 2 (x,ȳ) be φ 1 (x,ȳ) ∧ ψ 2 (ȳ). Again, every cone of M has the form φ 2 (M,ā ) for someā such that M |= ψ 2 (ā ).
Let
Then since φ 2 (M,ā) is a cone, the complement of any cone is a cone, and G is transitive on the set of cones, we have ψ 3 (ā). Let φ 3 (x,ȳ) be φ 2 (x,ȳ) ∧ ψ 3 (ȳ). Then by transitivity on the set of cones, every cone has the form φ 3 (M,ā ) for someā such that M |= ψ 3 (ā ).
We aim next to reduce to the case when n = l(ȳ) = 4. For this, it suffices to show that some cone U is well-definable, that is, definable by a formula with 4 parameters, none lying in U ; for then we may take this formula to be φ(x,ȳ) above, and modify it to obtain φ 3 (x,ȳ) and ψ 3 (ȳ) as above, but with l(ȳ) = 4. 
) is a cone (based at the common neighbour of u and u ) which is definable over b 1 , b 2 , b 3 , b 4 but does not contain any of these parameters.
(ii) Let v = vert(U ), and let U be the cone at v containing b 3 , and
, and observe that
Let φ 3 andā ∈ M n be as above, so that φ 3 (M,ā) is a cone. Now define the relation E(x, y; z, w) to hold if and only if x, y, z, w are distinct and there areā 1 ,ā 2 ∈ M n such that φ 3 (M,ā 1 ) contains x, y but not z, w and φ 3 (M,ā 2 ) contains z, w but not x, y. Proof. Suppose for a contradiction that d(u, v) = m > 2n + 1. There isā ∈ M n such that φ 3 (M,ā) contains b 1 , c and omits b 2 , b 3 . There are at most n vertices strictly between u and v of form vert(b 1 , b 2 , a i ) for some a i inā. In particular, there is a vertex w strictly between u and v and not of this form (in fact, there are at least n + 1 such w). Let W be the cone at w which does not contain b 1 , b 2 , b 3 or any element ofā, and for i = 1, 2 let W i be the cone at w containing b i . We claim that W ⊆ φ 3 (M,ā). Indeed, suppose not. Then as Aut(M)ā is transitive on W , we have W ∩ φ 3 (M,ā) = ∅. We may (reordering if necessary) writeā =ā 1ā2 so that for a i ∈ā 1 , the vertex w lies on the a i b 2 line, and for a i ∈ā 2 , the element w lies on the a i b 1 line, and we may supposeā 2 is non-empty. Pick g ∈ G fixing pointwise the cone W 1 , and interchanging W and W 2 . Putā : Choose
By Claim 6, we now suppose that in the formula φ 3 (x,ȳ), the tupleȳ has length 4. We shall show that either φ 3 uniformly defines the family of cones, or it fails to do so in a very special way, and can be modified to give a formula which uniformly defines the set of cones. ψ 1 (c) ). Let V be any subcone of U containing b i and disjoint fromc. Then φ 3 (M,c) ∩ V = {b i }. As V is a Jordan set, this is clearly impossible.
It follows from the last paragraph and Lemma 4.1 that there is t such that φ 3 (M,b) is a union of cones at vertices at distance at most t from u or v. (We do not here claim that t is independent ofb; the existence of t follows from the finiteness of the number of cones in Lemma 4.1, and the fact that if A = {b 1 , b 2 , b 3 , b 4 } then the only A-centres are u and v.) The argument now falls into two subcases.
Subcase ( 
z is the vertex between z and z adjacent to z , and Z is the cone at z not containing
) lies in the cone at z containing b 3 , so is contained in V 3 so disjoint from the non-empty set φ 3 (M,b) \ V 3 . This contradicts that ψ 2 (b) holds.
Subcase (ii). Suppose that φ 3 (M,b) is a union of cones at vertices of L. We consider first the case when there is a vertex w ∈ {u, v} but lying on L, such that φ 3 (M,b) contains no cone at w. In this case, let W be the cone at w not containing any b i , so φ 3 (M,b) ∩ W = ∅. We may suppose that φ 3 (M,b) contains a cone at a vertex between w and v. It follows that φ 3 (M,b) does not contain any cone at a vertex between w and u. For otherwise, pick g ∈ G b3,b4 with b b) is a proper non-empty subset of φ 3 (M,b), contradicting that ψ 2 (b) holds. This argument, and appropriate choice of w, reduces us to the case when there is w either equal to v or strictly between w and v (on the line between them), such that φ 3 (M,b) is exactly the union of the cones (by assumption, more than one of them), not containing any b i , at vertices strictly between w and w . In this case, let u be the neighbour of u on L and v be the neighbour of v on S(v, b 3 ). Choose b 2 in the cone at u which does not meetb, choose b 3 in the cone at v which does not meetb, and letb := (b 1 , b 2 , b 3 , b 3 ). There is h ∈ G withb h =b , and for such h we have u h = u and v h = v . Again, we find that
Thus, φ 3 (M,b) is the union of all cones at vertices of L which do not contain any b i . In particular, we have shown that any non-empty set of form φ 3 (M,c) which is not a cone has this form.
To prove the claim, we aim to show d(u, v) = 3. As φ 3 (M,b) is not a cone, d(u, v) ≥ 3 and the complement M \ φ 3 (M,b) is a union of two cones at distinct vertices. As ψ 3 (b) hold, there is
, then the set φ 3 (M,b ) cannot have the forms described in the last paragraph.
We may now suppose that there isb ∈ M 4 such that φ 3 (M,b) is a union of two disjoint cones U 1 , U 2 at adjacent vertices u 1 , u 2 respectively, as described in Claim 7; indeed, if there is no suchb, then by Claim 7 the formula φ 3 (with ψ 3 ) uniformly defines the set of cones in M , and then Claim 1 completes the proof. Now as Aut(M) is transitive on the set of cones, and as the complement of a cone is a cone so is a Jordan set, Aut(M) is transitive on the collection of all sets which are the union of two disjoint cones at adjacent nodes. Thus, every such set has the form φ 3 (M,b ) for somē b .
Define χ(ȳ) to be the formula (with l(z) = 4)
The second conjunct says there isz so that the non-empty set φ 3 (M,z) is disjoint from φ 3 (M,ȳ) and contains at most one of y 1 , y 2 , y 3 , y 4 and φ 3 (M,ȳ) ∪ φ 3 (M,z) is in the family of sets defined by φ 3 (so is a cone or the union of two disjoint cones at adjacent vertices). It can be checked that if φ 3 (M,c) is a cone then χ(c) holds. Indeed, if φ 3 (M,c) is the cone U at u, then as l(c) = 4 there is a vertex v adjacent to u in T , and a cone V at v disjoint from U and containing at most one element ofc. Let V = φ 3 (M,c ). Thenc is a witness forz in the second conjunct of χ. Also U ∪ V is the union of two disjoint cones at adjacent vertices so has the form φ 3 (M,c ) for somec as required; herec is a witness for w in χ(c).
However, it can be checked that forb as above, χ(b) does not hold. Indeed, consider any set of the form φ Thus, the L -formula φ 3 (x,ȳ) ∧ χ(ȳ) uniformly defines the family of all cones; that is, in Claim 1 we may take φ(x,ȳ) to be φ 3 (x,ȳ) ∧ χ(ȳ), and ψ(ȳ) to be ψ 3 (ȳ) ∧ χ(ȳ). By Claim 1, this completes the proof of the theorem.
Remark 4.2. 1. We expect that the valency 3 assumption on (T, R) is not needed, and that the D-relation arising from any regular combinatorial tree has no proper non-trivial definable reducts, but have not checked this. The assumption in Theorem 1.2 that the tree (T, R) has degree 3 is used in various places in the proof, since we often use the facts that the complement of a cone is a cone, and the union of two cones at a vertex is a cone. It can be checked that if (T, R) is any regular tree of degree at least three and at most ℵ 0 , M is a dense set of ends of T , and D is the induced D-relation on M , then (M, D) has no proper non-trivial group-reducts. For the proof, a small adjustment is needed in the proof of Theorem 1.2 (1) in the case when a closed supergroup H of Aut(M ) preserves a D-relation D ; we omit the details.
2. It may be possible to obtain part (2) of Theorem 1.2 from a version of the proof of (1), done in a saturated model of Th(M), arguing as in Proposition 5.1 below. Indeed, if M had a proper non-trivial definable reduct, this would hold in any elementary extension. The automorphism group of a saturated elementary extension M of M would also be a 3-transitive Jordan group, and would have (as in the proof of (1)) to preserve a D-relation. It would appear that the only 'other' possible D-relation, apart from the natural one, would be the one obtained by identifying elements of the underlying betweenness relation (definable in M as in [2, Theorem 25.3] ) which are finitely far apart; this D-relation on M is not definable. Some further work is needed, and we view our proof of (2) above, not dependent on the very intricate structure theory for primitive Jordan groups, as of independent interest.
Other possible examples
We discuss here some further approaches to constructing infinite non-ω-categorical structures with no proper non-trivial reducts, focussing particularly on strongly minimal structures (defined in the introduction). The main result here is Theorem 5.6.
In the next proposition, the collection of definable reducts of a structure M is partially ordered by putting M 1 ≤ M 2 if M 2 is ∅-definable in M 1 ; the group-reducts of M are partially ordered by inclusion of groups. We remark that if M is strongly minimal over a countable language, then for every infinite cardinal κ there is saturated N ≡ M of cardinality κ. (ii) This is immediate from (i). In this paper, we have considered definable reducts of a structure M up to mutual interdefinability over ∅, and group-reducts, with two group-reducts identified if they have the same automorphism group. However, it is also possible to mix the two notions, and consider group-reducts of M (structures M with the same domain as M such that Aut(M ) ⊇ Aut(M)) with two group reducts M 1 and M 2 identified if each is ∅-definable in the other; that is, group-reducts considered up to interdefinability. Under this notion, the answer to the question of Junker and Ziegler mentioned in the introduction is positive. Proposition 5.3. Let M be a countable structure over a countable language and suppose that M is not ω-categorical. Then M has 2 ℵ0 distinct group-reducts up to interdefinability.
Proof. Let k be least such that Aut(M) has infinitely many orbits on M k , and let these orbits be {P i : i ∈ ω}. For each S ⊂ ω let M S be the structure with domain M and with a single k-ary relation interpreted by i∈S P i . Then Aut(M) ≤ Aut(M S ), so M S is a group-reduct of M. As there are 2 ℵ0 such group-reducts and only countably many formulas, the result follows.
Next, we make an elementary observation on maximal-closed subgroups of Sym(N).
Lemma 5.4. Let G be a maximal-closed proper subgroup of Sym(N) which acts imprimitively on N. Then G acts oligomorphically on N.
Proof. If G is intransitive on N then as G is maximal-closed, it is the setwise stabiliser of a proper subset A of N, and A must be finite or cofinite. Likewise, if G is transitive but imprimitive on N then G is the stabiliser of a partition of N into parts of the same size, so is a wreath product of symmetric groups. In either case, it is easily checked that G acts oligomorphically on N.
We turn now to strongly minimal examples. The goal is to find examples of strongly minimal sets which are not ω-categorical but have no proper non-trivial reducts (in either of our two senses). In a strongly minimal set, the algebraic closure operator gives a pregeometry, and there is an associated dimension assigned to any subset of M . The strongly minimal structure M is degenerate if, for all A ⊂ M , we have acl(A) = (acl(a) : a ∈ A). (Such strongly minimal sets are often called trivial, but we use degenerate to avoid confusion with the notion of trivial reduct.) We say M is locally modular if dim(A ∪ B) + dim(A ∩ B) = dim(A) + dim(B) for all algebraically closed subsets A, B of M with dim(A ∩ B) > 0. For more details, see Section 4.6 of [10] or Appendix C of [23] .
We make the following observations about reducts of strongly minimal sets.
Remark 5.5.
1. If M is strongly minimal, then every definable reduct M of M is strongly minimal. If in addition M is locally modular, then so is M ; see e.g. [9] for a more general result. Also, if M is a locally modular but not degenerate strongly minimal set, then an infinite group is interpretable in M -this is well known and follows for example from Proposition 2.1 and Theorem 3(a) of [11] . It is well-known, and easily verified, that an infinite group can never be interpreted in a degenerate strongly minimal set. Thus, a definable reduct of a degenerate strongly minimal set is always degenerate.
2. Any vertex-transitive graph of finite valency is a degenerate strongly minimal structure; see Lemma 2.1 (iii) of [4] .
3. The vertex-transitive graph Z = (Z, R), where Rxy holds if and only if |x − y| = 1, has infinitely many distinct definable reducts. Indeed, for any integer n > 1, let Z (n) be the graph obtained from Z by making two vertices adjacent if they are at distance n in Z. Then Z (n) is the disjoint union of n isomorphic copies of Z, so if n = m then Z (n) and Z (m) are distinct definable reducts of Z. These are also distinct group-reducts. 4 . Let (T, R) be any regular tree of finite valency t > 1. Let T (2) be the graph with vertex set T , two vertices adjacent in T (2) if they are at distance 2 in (T, R). Then T (2) is a proper non-trivial definable reduct of (T, R) (and also a proper non-trivial group reduct), and is the disjoint union of two graphs, each (denoted Γ t−1,t below) consisting of copies of K t joined in a treelike way, so that each vertex lies in t copies of K t .
There is a further group-reduct of (T, R) which does not correspond to a definable reduct: let E be the equivalence relation on T , with two vertices equivalent if they are at even distance in (T, R). There are exactly two E-classes, and Aut(T, E) ∼ = Sym(N) Wr C 2 . By strong minimality of (T, R), the relation E is not definable in (T, R).
We do not know whether (T, R) has any other proper non-trivial definable reducts or group reducts (but see Theorem 5.6 below).
5. Let F be a field, and V be a vector space over F with |V | = ℵ 0 , viewed as a structure in the language (+, −, 0, (f a ) a∈F ), where f a is the unary function given by multiplication by a. Then V has quantifier elimination, and is strongly minimal, and locally modular but not degenerate. If F is finite, then V is ω-categorical so definable and group reducts coincide, and it can be shown that V has just finitely many reducts with transitive automorphism group; indeed, these will have 2-transitive automorphism group, and the finiteness assertion follows easily from the classification of ω-categorical strictly minimal sets in [8] and [26] .
If F is countably infinite and of characteristic 0 then it has a definable reduct (V , R), where the domain V is the same as that of V , and R is a binary relation, with Rxy if and only if x + x = y or y + y = x. This graph is a disjoint union of infinitely many copies of the graph Z of (2) above, so has infinitely many definable (but isomorphic) reducts, and hence so does V . These are also distinct group-reducts. In the case when dim V = 1, see also Proposition 5.7 for another construction of reducts. If F is infinite of characteristic p with prime subfield F p , then V has as a proper non-trivial definable reduct (and group-reduct) the structure of a vector space over F p , and intermediate fields give intermediate reducts.
6. Let F = (F, +, ×) be an algebraically closed field. Then F is strongly minimal and non locally modular. Of course, F has proper group and definable reducts of the form (F, +) and (F, ×). If F has characteristic zero, then we obtain infinitely many definable reducts as in (5): define R on F , putting Rxy if and only x + x = y or y + y = x.
Suppose instead that char(F) = p > 0. Then there are definable and group reducts arising as above by viewing F as a 1-dimensional vector space (or affine space) over F p . To obtain further reducts, define a binary relation R on F , putting Rxy if and only if y = x p or x = y p . Then (F, R) is a graph with finitely many cycles of each finite length, and infinitely many infinite cycles. Thus, (F, R), and hence (F, +, ×), has infinitely many distinct definable reducts and group-reducts, by (2).
7. As pointed out by Anand Pillay, another natural place to look for examples is the setting of G-sets -see e.g. [10, Exercise 4, p.169 and Exercise 4 p.177]. Given a countably infinite group G acting regularly (sharply 1-transitively) on a set X, we view X as a structure with a unary function symbol for each group element, so X is essentially a Cayley graph for G with edges colored by group elements. This is a degenerate strongly minimal set, and, as noted by Pillay, proper definable reducts arise from proper non-trivial subgroups of G (which will always exist). The automorphism group of the structure is exactly G (in its regular action on X) and there will be a proper non-trivial group-reduct corresponding to the action of G Aut(G) on X. (Here, we identify X with G by identifying some x 0 with 1 and then each x g 0 with g; to define the action, if x ∈ X, g ∈ G and h ∈ Aut(G) (so (g, h) ∈ G Aut(G)), we put x (g,h) = (x h )g, where x h denotes the image of x -viewed as an element of G -under the automorphism h.)
The two connected components of the graphs T (2) in Remark 5.5 (4) above belong to a larger family. Let k ≥ 3, l ≥ 2, and let T k+1,l be a tree such that in the bipartition given by even distance, vertices in one part have valency k + 1 and vertices in the other part have valency l. Form the graph Γ k,l whose vertex set is a part of the bipartition consisting of l-valent elements of T k+1,l , two adjacent if they are at distance two in T k+1,l . The graphs Γ k,l are distance-transitive; that is, if u 1 , u 2 , v 1 , v 2 are vertices with d(u 1 , u 2 ) = d(v 1 , v 2 ) then there is g ∈ Aut(Γ k,l ) with u g 1 = v 1 and u g 2 = v 2 . In fact these, and regular trees, are exactly the locally finite distance-transitive graphs classified in [13] . Informally, Γ k,l consists of copies of the complete graph K k+1 glued together in a treelike way, with l copies containing each vertex (so the neighbourhood of a vertex consists of l copies of K k ).
Theorem 5.6. Let k, l ∈ Z with k ≥ 2 and l ≥ 3. Then the graph Γ k,l has no proper non-trivial definable reducts.
Proof. Let d denote the graph metric on Γ k,l . We first observe that by Remark 5.5(2), as Γ k,l is vertex-transitive of finite valency, it is strongly minimal and degenerate. It follows by Remark 5.5 (1) that any definable reduct N of Γ k,l is also strongly minimal and degenerate. In particular, if N is a non-trivial definable reduct then the algebraic closure in N of each singleton {a} has size greater than 1. (Indeed, otherwise, by transitivity and degenerateness every subset of N is algebraically closed in N , and it follows by strong minimality that Aut(N ) = Sym(N ) and N is a trivial reduct.) Thus, there is a formula φ(x, y) in the language of N such that for each vertex a, the set φ(N, a) is finite of size greater than one. By distance-transitivity of Γ k,l , there must be a finite subset {n 1 , . . . , n t } of N such that φ(x, y) is equivalent to t i=1 d(x, y) = n i . We may suppose that n 1 < . . . < n t , and put n := n t . Suppose instead that m = 2r + 1 > 1 is odd, and pick z so that d(z, u) = r and d(z, v) = r + 1. Let z be the neighbour of z on the zv-path, and z be a third vertex in the copy of K k+1 containing z and z . Thus d(u, z ) = d(v, z ) = r + 1. We now argue as in the last paragraph to find w at distance n − (r + 1) from z and at distance n from u and v. The argument if m = 1 is similar. In that case, as k ≥ 2 there is z adjacent to u and v and we may choose w distance n − 1 from z and distance n from u and v.
If v is a vertex of Γ k,l and s is a positive integer, let γ s denote the number of vertices at distance s from v (which is clearly independent from the choice of v). Easily, γ 1 = lk and γ s+1 = γ s (l − 1)k for each s ≥ 1, so γ s = lk s (l − 1) s−1 . Let B s (v) be the set of vertices at distance at most s from v. Then On the other hand, if u and v are distinct and non-adjacent then |B 2n (u) ∩ B 2n (v)| < γ. By the claim, the ball B 2n (u) is u-definable (uniformly as u varies) in N , since x ∈ B 2n (u) if and only if
