This work investigates efficient backhaul compression strategies for the uplink of cloud radio access networks with a general multihop backhaul topology. In these systems, each radio unit (RU) communicates with the managing control unit (CU) through a set of intermediate RUs. A baseline multiplex-andforward (MF) scheme is first studied in which each RU forwards the bit streams received from the connected RUs without any processing. It is observed that this strategy may cause significant performance degradation in the presence of a dense deployment of RUs. To obviate this problem, a scheme is proposed in which each RU decompresses the received bit streams and performs linear in-network processing of the decompressed signals. For both the MF and the decompress-process-and-recompress (DPR) backhaul schemes, the optimal design is addressed with the aim of maximizing the sum-rate under the backhaul capacity constraints. Based on the analysis, numerical results are provided to compare the performance of the MF and DPR schemes, highlighting the potential advantage of in-network processing.
I. INTRODUCTION
Cloud radio access networks (C-RANs) are composed of a wireless access channel, which connects mobile stations (MSs) to radio units (RUs), and a backhaul network, which links the RUs to a central unit (CU). Focusing on the uplink, the backhaul network carries digitized baseband signals from the RUs to the CU, which performs baseband processing [1] - [3] .
Most of the research activity on the subject assumes a single-hop, or star, backhaul topology in which each RU is directly connected to its managing CUs via an orthogonal backhaul link (see [4] for review). In this work, instead, we study a more general multihop backhaul topology in which each RU may communicate with the managing CU through a set of intermediate RUs as shown in Fig. 1 . This backhaul topology is especially relevant for heterogeneous small-cell networks in which RUs of various sizes such as pico/femto or macro base stations are connected by a mesh backhaul network [5] (see also the standard [1] ).
Reference [6] provides a simulation-based study of the performance of uplink C-RANs over multihop networks under the assumption that each RU is able to evaluate the loglikelihood ratios of the transmitted bits of the connected MSs. In-network processing of the log-likelihood ratios is proposed to enhance the effectiveness of the use of the backhaul network. In this paper, we instead focus on RUs that directly compress the received baseband signal without performing any demodulation, following the standard set-up for C-RAN [1] [2] . Specifically, we investigate the Multiplex-and-Forward (MF) scheme, whereby each RU forwards the bit streams received from the connected RUs without any processing (Sec. III). We then propose and investigate the Decompress-Process-and-Recompress (DPR) scheme that performs linear in-network processing of the compressed baseband signals (Sec. IV). The DPR scheme is related to the linear in-network processing strategy studied in [7] in the context of estimation (and not reliable digital communication).
II. SYSTEM MODEL
We consider the uplink of a C-RAN in which N M MSs transmit information over a shared wireless medium to N R RUs as depicted in Fig. 1 . The RUs are connected among themselves and to the CU that performs decoding of the MSs' information via a multihop network of backhaul links. We define as N M = {1, . . . , N M } and N R = {1, . . . , N R } the sets of MSs and RUs, respectively. MS k and RU i are equipped with n M,k and n R,i antennas, respectively, for k ∈ N M and i ∈ N R . The total number of MSs' antennas is denoted as n M = ∑ k∈NM n M,k . 1. Channel Model: Here we discuss the wireless uplink channel between MSs and RUs and the multihop backhaul network connecting RUs and the CU.
Uplink: On the uplink channel, the signal y i ∈ C nR,i×1 received by RU i at a given time is given by Backhaul network: In order to model the backhaul multihop network connecting the RUs and the CU, we define a capacitated directed acyclic graph G = (V, E) (see, e.g., [8] ). Accordingly, the set of vertex nodes of the directed acyclic graph is V = N R ∪ {N R + 1}, where the node i represents the ith RU for i ∈ N R and the last node N R +1 stands for the CU. Also, the set E ⊆ V × V contains the edges, where an edge e = (i, j) represents the backhaul link of capacity C e bits/s/Hz connecting node i to node j. The capacity C e is normalized by the bandwidth used on the uplink wireless channel. Note that this enables the capacity C e to be equivalently measured in bits per channel use of the uplink. The head and tail of edge e = (i, j) with respect to the direction i → j are denoted by head(e) = j and tail(e) = i, respectively.
2. Backhaul Routing: As discussed in Sec. I, we will consider different strategies for the transmission of the RUs' baseband received signals to the CU on the backhaul network. For all schemes, routing from the RUs to the CU can be described as detailed in this subsection following similar treatments in [7] . To this end, we fix an ordered partition of the set V, which includes the RUs and the CU, into layers
Each partition gives rise to a specific routing schedule, as discussed next.
Given a partition V 1 , . . . , V L , we consider as active, and hence available for routing, only the edges, i.e., the backhaul links, that connect nodes belonging to successive layers. More precisely, we define the set E act of the active edges as
Moreover, we define as Γ I (i) = {e i 1 , . . . , e i |Γ I (i)| } and Γ O (i) the sets of active edges that end or originate at node i, respectively. In other words, we have Γ
A given ordered partition V 1 , . . . , V L defines a routing strategy as follows. Each node i in the first layer, i.e., with i ∈ V 1 , transmits on the active backhaul links e ∈ Γ O (i) to the nodes in the next layers V l , l > 1. The nodes in the second layer V 2 wait until all the nodes in the same layer receive from the connected nodes in V 1 and then transmit on the active backhaul links to the nodes in the next layers V l Figure 2 . Illustration of the operation at a RU i in the "Multiplex-and-Forward" (MF) scheme studied in Sec. III (Plain arrows "→" indicate baseband signals, while broken arrows " " denote bit streams).
with l > 2. In general, the nodes in each layer V l wait for all the nodes in the same layer to receive from the previous layers V 1 , . . . , V l−1 and then transmit on the active backhaul links to the nodes in the next layers V l+1 , . . . , V L .
We now discuss how the choice of the routing strategy and the the tolerated delay for communication from the RUs to the CU affect the use of the capacity of each backhaul link. To start, for a given set E act of active edges, we define as D i the number of edges in the longest path connecting the node i to the CU N R + 1. Then, we define the depth D of a routing strategy defined by the partition V 1 , . . . , V L as D = max i∈NR D i . Finally, we define as T the maximum delay allowed for transmission of the received baseband signals from the RUs to the CU. We normalize T by the duration of the transmission on the uplink, so that T = 1 means that the delay allowed for transmission on the backhaul network equals the duration of the uplink transmission. Assuming for simplicity that each active backhaul link is used for the same amount of time, we then obtain that each active edge is used only for a period equal to T /D uplink slots. Therefore, the effective backhaul capacityC e used on an edge e ∈ E act , i.e., the number of bits per channel use of the uplink that are transmitted on a given active edge e, equalsC e = C e · T /D.
III. MULTIPLEX-AND-FORWARD
In this section, we present a reference scheme, which we refer to as Multiplex-and-Forward (MF). In this scheme, as illustrated in Fig. 2 , each RU i performs compression of its received baseband signal y i using a given quantization codebook and then simply multiplexes the bit streams received from the previous layers and its compressed signal without any further processing.
We assume a Gaussian test channel (without claim of optimality), so that the compressed signalŷ i is given bŷ
where q i ∼ CN (0, Ω i ) is the quantization noise. The compressed signalŷ i in (2) can be obtained at the output of the compressor if the output rate R i satisfies the inequality [9, Ch. 3]
We now define as f i e ≥ 0 the rate (in bits per channel use of the uplink) used to convey the compressed signal of RU i on edge e for (i, e) ∈ N R × E act . By the definition of the routing scheme, we have the following constraints on the flow variables f i e (see, e.g., [8] )
and
As long as the constraints (3) and (4)-(7) are satisfied, the CU is able to recover the signalsŷ i , i ∈ N R , and an achievable sum-rate R sum between the MSs and the CU is given as
with the definition Ω = diag(Ω 1 , . . . , Ω NR ).
A. Problem Definition and Optimization
The compression strategies {Ω i } i∈N R and the flow variables {f i e } i∈NR,e∈Eact can now be optimized with the goal of maximizing the sum-rate R sum in (8) subject to the constraints (4)- (7) and (3). This problem is stated as
We note that the optimization (9) requires full channel state information (CSI). The problem (9) with respect to the variables
can be written as the difference of convex functions and all other constraints in (9c) are linear [10] . For difference-of-convex problems, the Majorization and Minimization (MM) algorithm provides an iterative procedure that is known to converge to a stationary point of the problem [10] . The detailed algorithm is described in [11, Algorithm 1].
IV. DECOMPRESS-PROCESS-AND-RECOMPRESS
The MF backhaul strategy studied in the previous section may incur a significant performance degradation when the RUs have a sufficiently large number of incoming edges. In fact, in this case, the bit rate obtained by multiplexing the signals received from the RUs in the previous layers is large and the backhaul capacity constraints may impose a critical performance bottleneck. In this section, we introduce a scheme that attempts to solve this problem via decompression at each RU and linear in-network processing of the decompressed signals and of the locally received signal. The key idea is that the processing step can reduce redundancy by properly combining the available (compressed) received signals. On the flip side, the processed signals need to be recompressed before they can be sent on the backhaul links. As discussed in [12] in the context of a cascade source coding problem, this recompression step introduces further distortion. The effect of this distortion must thus be counterbalanced by the advantages of in-network processing in order to make the strategy preferable to MF.
We now detail the DPR scheme and analyze its performance. As shown in Fig. 3 , each RU i first decompresses the signals u e ′ received on its incoming edges e ′ ∈ Γ I (i). Then, for each outgoing edge e ∈ Γ O (i), it processes the vector r i that includes the decompressed signals u e ′ for all edges e ′ ∈ Γ I (i) and the received baseband signal y i , namely
via a linear processing matrix L e . This produces a processed signal L e r i for all outgoing edges e ∈ Γ O (i). We assume here that matrix L e is square; the issue of dimensionality reduction via the use of "wide" matrices L e is further discussed in Sec. V. Note that the matrix L e can be written as
where, by (10), the matrices L rx e ∈ C de×nR,i and L e i j e ∈ C de×d e i j multiply the signals y i and u e i j , respectively, for j ∈ {1, . . . , |Γ I (i)|}. Finally, RU i compresses the processed signal L e r i at a rate ofC e bits per channel use to produce the output signal u e to be sent on the outgoing edge e ∈ Γ O (i).
As in the previous section, we adopt a Gaussian test channel, so that the signal u e is given by
with quantization noise q e ∼ CN (0, Ω e ), which is independent across the edge index e. Similar to (3) 
is achievable between the MSs and the CU. The sum-rate (14) is characterized in the following lemma.
Lemma 1. For any given routing strategy defined by the partition V 1 , . . . , V L with the active edges E act = {e 1 , . . . , e |Eact| }, the sum-rate R sum in (14) is given by
where Ω = diag(Ω e1 , . . . , Ω e |E act | ) and the matrices T and T are defined as
In (16), the matrix C is a d NR × ∑ e∈Eact d e block-matrix with the (i, j)-th block given by 
Proof: The result follows by noting that the signal r NR+1 received by the CU can be written as
with the quantization noise vector q = [q e1 ; · · · ; q e |E act | ] ∼  CN (0, Ω) . This can be proved by identifying the state-space equations and linear transfer functions as done in [7, Sec. III-A].
A. Problem Definition and Optimization
The problem of optimizing the variables {L e , Ω e } e∈Eact can be stated as The following proposition shows that, under the stated assumptions, we can fix the linear transformations L e to be equal to an identity matrix, i.e., L e = I for all e ∈ E act , without loss of optimality. Using Proposition 1, the problem (21) can be reduced with no loss of optimality to an optimization solely with respect to the quantization noise covariances {Ω e } e∈Eact . The mentioned optimization of (21) with L e = I, e ∈ E act , can be seen to be a difference-of-convex problem, as introduced in Sec. III. Therefore, we can apply the MM approach [10] to find a stationary point of the problem as in Sec. III. The complete algorithm is described in [11, Algorithm 2] .
V. NUMERICAL RESULTS
In this section, we demonstrate the performance of the backhaul communication schemes studied in the paper. Unless stated otherwise, we consider the backhaul network shown in Fig. 4 with a routing strategy described by the partition V 1 = {1, . . . , N }, V 2 = {N + 1, N + 2, N + 3} and V 3 = {N + 4} that leads to all edges being activated, i.e., E = E act . We assume that all edges have the same backhaul capacity unless stated otherwise and set T = D so that the effective capacity satisfies the equalityC e = C e . It is also assumed that the elements of the channel matrix H i are independent and identically distributed (i.i.d.) CN (0, 1) variables for i ∈ N R (Rayleigh fading). MSs and RUs are equipped with a single antenna and the signals x transmitted by MSs are distributed as x ∼ CN (0, P tx I), so that the transmitted power by each MS is given by P tx . Fig. 5 shows the average sum-rate versus the number N of RUs in layer 1 with N M = 4 MSs, P tx = 0 dB and backhaul capacity C e = 3 bits/s/Hz except for RU N + 2 which is assumed to be deactivated, i.e., C N +2,N +4 = 0. We compare the DPR scheme studied in Sec. IV with the MF scheme analyzed in Sec. III. We also consider for reference two suboptimal DPR schemes: in the first, the rank of matrices L e in (11) is constrained to be one (labeled as "DPR-rank-1", see details in [11, Sec. IV-B]), while, in the second, the compression covariances are constrained to be equal to scaled identities, i.e., {Ω e = c e I} e∈Eact (labeled as "DPR-not-opt"). It is first observed that the performance gain of the DPR scheme over MF becomes more pronounced as the number N of RUs in the first layer increases. This implies that, as the density of the RUs' deployment increases, it is desirable for each RU in layer 2 to perform in-network processing of the signals received from layer 1 in order to use the backhaul links to the CU more efficiently.
In Fig. 6 , we plot the average sum-rate versus the backhaul capacity C of all edges with N M = 5 MSs, N = 8 RUs in the first layer and P tx = 0 dB. For reference, we also plot an upper bound R UB on the sum-rate achievable with Gaussian quantization noises, which is obtained using cut-set arguments [9] . We first observe from Fig. 6 that DPR outperforms MF in the regime of intermediate backhaul capacities C. It is also seen that both DPR and MF achieve the upper bound if the backhaul capacity C is large enough. Finally, we observe that, when the backhaul capacity is sufficiently large, limiting the rank of the baseband signals sent on the backhaul links (DPRrank-1) leads to a significant performance loss.
VI. CONCLUDING REMARKS
In this work, we have studied efficient compression and routing strategies for the backhaul of uplink C-RAN systems with a multihop backhaul topology. We have first presented a baseline scheme in which each RU forwards the bit streams received from the connected RUs without any processing. Since this strategy may suffer from a significant performance degradation in the presence of a dense deployment of RUs, we have introduced a scheme in which each RU decompresses the received bit streams and performs linear in-network processing of the decompressed signals. Additional analysis concerning the robust system design in the presence of imperfect channel state information, multiple control units and the role of side information for decompression can be found in [11] .
