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Розглядається застосування методу максимізації поліномів для знахо-
дження оцінок параметрів багатофакторної лінійної регресії за умови, що ви-
падкові помилки регресійній моделі мають експоненціальне степеневий розпо-
діл. Метод, що використовується, концептуально близький до методу макси-
мальної правдоподібності оскільки заснований на максимізації вибіркової ста-
тистики в околі істинних значень оцінюваних параметрів. Однак на відміну від 
класичного параметричного підходу він використовує частковий ймовірнісний 
опис у вигляді обмеженої кількості статистик вищих порядків. 
Синтезований адаптивний алгоритм статистичного оцінювання, що врахо-
вує властивості регресійних залишків і дозволяє знаходити уточнені значення 
оцінок параметрів лінійної багатофакторної регресії з використанням чисельної 
ітераційної процедури Ньютона-Рафсона. На основі апарату кількості добутої 
інформації отримано аналітичні вирази, що дозволяють аналізувати теоретичну 
точність (асимптотичні дисперсії) оцінок методу максимізації поліномів в зале-
жності від величини параметрів експоненціального степеневого розподілу. 
Шляхом статистичного моделювання проведено порівняльний аналіз дис-
персії оцінок, які отримуються за допомогою методу максимізації поліномів з 
точністю класичних методів: найменших квадратів і максимальної правдопо-
дібності. Побудовано області найбільшої ефективності для кожного з дослі-
джуваних методів в залежності від величини параметра форми експоненціа-
льного степеневого розподілу і обсягу вибірки. Показано, що оцінки методу ма-
ксимізації поліномів можуть мати значно меншу дисперсію порівняно з оцін-
ками методу найменших квадратів. А в ряді випадків (для плосковершинних 
розподілів та при відсутності апріорної інформації) за точністю перевищува-
ти оцінки методу максимальної правдоподібності. 
Ключові слова:регресія, експоненціальний степеневий розподіл, оцінка па-
раметрів, моменти, метод максимізації поліномів. 
 
1. Вступ 
Ще на початку XIX століття К.Гаус опублікував декілька фундаменталь-
них робіт в яких серед іншого вводиться ряд важливих статистичних понять: 
«метод найменших квадратів», «максимальна правдоподібність», а також об-
ґрунтовується «нормальний» розподіл. Цей закон розподілу, яку часто назива-
ють гаусовим, на сьогодні є найбільш поширеним способом ймовірнісного опи-
су. Проте, ґрунтуючись на ряді теоретичних обмежень, він не описує всього 
можливого різноманіття статистичних даних. Аксіоматична постановка, на якій 






де обґрунтовано більш загальний закон розподілу помилок, що отримав назву 
експоненційного степеневого розподілу (ЕСР). Ця ймовірнісна модель краще 
підходить для опису більшого числа явищ, які можна спостерігати в реальності. 
Про її універсальність говорить той факт, що розподіл Лапласа, гаусовий та рі-
вномірний розподіли є окремими випадками ЕСР при певних значеннях його 
параметру форми. Тому в різних літературних джерелах [2–5] можна зустріти й 
альтернативні назви: «узагальнений нормальний розподіл», «узагальнений гау-
совий розподіл», «узагальнений розподіл помилок», «розподіл Суботіна» та ін. 
Крім того, сімейство експоненційних степеневих розподілів включає і більш 
складні мультимодальні [6] або асиметричні [7, 8] модифікації. 
Дослідженню властивостей та аспектам практичного застосування ЕСР 
присвячена велика кількість робіт. Зокрема, в [2, 3, 9, 10] розглянуті методи 
знаходження точкових, а в [11] – інтервальних оцінок параметрів ЕСР. В роботі 
[12] отримана характеристична функція ЕСРу вигляді ряду Тейлора, а в [5] дос-
ліджені властивості статистик вищих порядків цього розподілу.  
Актуальність досліджуваної проблеми обумовлена тим, що ЕСР застосову-
ється як ймовірнісна модель при вирішення великої кількості різноманітних 
практичних задач. Зокрема, для опису похибок вимірювальних приладів і ре-
зультатів вимірювання [13, 14], випадкових шумів та завад при опрацюванні 
радіо [15], відео [16] та аудіо [17] сигналів, статистичних даних медичного [18], 
біологічного [19], економічного [20] походження, в управлінні ризиками [21] 
тощо. Особливостям апроксимації реальних даних та перевірці статистичних 
гіпотез коректності моделі ЕСР присвячені роботи [22, 23]. Методи генерації 
випадкових послідовностей для реалізації статистичного моделювання висвіт-
лені в роботах [24–26]. Подібне широке поширення ЕСР спонукало до розробки 
ряду спеціалізованих програмних продуктів, орієнтованих на комп'ютерне ста-
тистичне моделювання. Серед них виділимо бібліотеку «normalp» [27] для одні-
єї із найбільш поширених серед статистиків високорівневих мов програмування 
R, що містить набір функцій для статистичного опрацювання даних із ЕСР. 
 
2. Аналіз літературних даних та постановка проблеми 
Відомо, що метод найменших квадратів (МНК) є одним із найбільш попу-
лярних підходів до вирішення задач регресійного аналізу даних. Це пов’язано із 
тими факторам, що звичайний МНК дозволяє отримувати рішення замкнутій фо-
рмі. Він не потребує додаткової апріорної інформації про ймовірнісні властивос-
ті моделі похибок та при виконанні ряду умов теореми Гауса-Маркова є найкра-
щим лінійним незміщеним оцінювачем. Однією із таких умов є нормалізація ро-
зподілу регресійних помилок, що забезпечує мінімізацію дисперсії оцінок пара-
метрів [28]. Проте в реальних умовах може спостерігатися суттєве відхилення 
розподілу даних від гаусового закону, що суттєво погіршує точність МНК-
оцінок, зокрема, при наявності окремих віддалених спостережень (викидів) [29].  
Одним із способів покращення точності оцінок регресійних параметрів для 
негаусових даних є заміна квадратичної функції втрат на іншу. Ця ідея не є но-
вою, оскільки ще у 1793 році Лаплас запропонував метод оцінювання на основі 







просторі L1 [30]. Такий оцінювачпорівняно із МНК є більш ефективним для леп-
токуртичних розподілів помилок із більш тяжкими ніж у гаусового закону хвос-
тами. Узагальненням такого підходу є побудова регресійних оцінювачів у прос-
торі Lp, розвинутий в роботах [20, 31–33]. Ще одним підходом, який забезпечує 
робастність, є використання непараметричних оцінок знакової [34] або кванти-
льної регресії [29], які можуть бути успішно застосовані як для важкохвостових 
так і асиметричних розподілів.Відомо, що кожна із вищезазначених функцій 
втрат має відповідні моделі розподілів при яких оцінки методу максимальної 
правдоподібності (ММП) є еквівалентними оцінкам методів, що мінімізують ві-
дповідні втрати. Зокрема, оцінювач МНК відповідає ММП, коли розподіл поми-
лок є нормальним; оцінювач МАВ еквівалентний ММП за розподілу Лапласа, а 
оцінювач Lp відповідає ММП, коли регресійні помилки описуються ЕСР [35]. 
Очевидно, що ключовим моментом застосування ММП є апріорне визна-
чення типу розподілу ймовірностей. Відзначимо, що крім сімейства ЕСР для 
вирішення задач регресійного аналізу використовується велика кількість різно-
манітних типів симетричних розподілів: еліптичні закони (логістичний, Коші, t-
розподіл Стьюдента) [36–38], суміші гаусових розподілів [39, 40]. Крім того, 
спеціально розроблені моделі симетричних розподілів, що дозволяють зміню-
вати величину коефіцієнта ексцесу і тяжкість хвостів регресійних помилок 
[41, 42]. Загальна задача ускладнюється тим, що окрім підбору адекватної мо-
делі розподілу помилок необхідно здійснювати сумісне оцінювання їх парамет-
рів, невизначеність яких суттєво впливає на точність оцінок інформативних па-
раметрів регресії. При виконанні припущення, що помилки моделі не залежать 
від предикторів, часто застосовують адаптивний підхід [43], який передбачає 
ряд послідовних кроків. На першому етапі здійснюється оцінювання параметрів 
детермінованої складової моделі простим методом, який не потребує додатко-
вої інформації про специфіку ймовірнісного розподілу статистичних даних. Пі-
сля видалення детермінованої складової здійснюється ідентифікація типу випа-
дкової складової моделі та знаходять оцінки її параметрів. На третьому етапі 
знаходять уточнені (адаптивні) оцінки параметрів детермінованої складової мо-
делі із урахуванням апостеріорних властивостей похибок.  
Адаптивний підхід може базуватися не лише на максимізації правдоподіб-
ності. Альтернативою є застосування для ймовірнісного опису регресійних мо-
делей статистик вищих порядків, наприклад, моментів або кумулянтів [44–47]. 
Використання цього опису у поєднанні із адаптивним підходом до оцінювання 
лежить в основі квадратичної модифікації методу найменших квадратів [48]. 
Різні варіації цього оцінювача проявляють свою ефективність лише при асиме-
трії розподілів, використовуючи як додаткову інформацію значення апостеріо-
рних оцінок коефіцієнтів асиметрії та ексцесу регресійних залишків [49–51].  
Принцип адаптивного оцінювання шляхом урахування властивостей ста-
тистик вищих порядків, що лежить в основі квадратичного МНК, є подібним до 
ідеї застосування методу максимізації поліномів (ММПл) для оцінювання па-
раметрів регресії [52]. В роботі [53] показано, що при використанні як базисних 
функцій степеневих перетворень ММПл-оцінки для степені S=2 демонструють 






властивість, що при симетрії розподілу статистичних даних квадратичний МНК 
(як і ММПл при S=2) вироджуються в звичайний МНК. Тому він не може бути 
застосований для оцінювання параметрів регресії із симетричними помилками 
типу ЕСР [53, 54]. 
Відзначимо також певну концептуальну подібність ММПл до ММП, яка 
полягає у тому, що обидва методи використовують принцип максимізації пев-
ної вибіркової статистики в околиці істинних значення параметрів, які оціню-
ються. Проте на відміну від ММП для формування таких статистик ММПл ви-
користовує не щільність розподілу, а більш простий ймовірнісний опис у ви-
гляді кінцевої кількості моментів або кумулянтів. Відзначимо функціональність 
ММПл, який був успішно застосований для оцінювання зсуву симетричних 
[55–57] і асиметричних [58] розподілів, для визначення моменту змін (розлад-
ки) властивостей випадкових послідовностей в апостеріорній постановці задачі 
[59] та ін. Зокрема, в роботах [60, 61] розглянуто застосування кубічної (при 
степені поліному S=3) модифікації ММПл для вирішення задачі адаптивного 
оцінювання скалярного параметру експериментальних даних із ЕСР. Їх резуль-
тати свідчать, що ММПл-оцінки можуть мати суттєво менші дисперсії як порі-
вняно із непараметричними оцінками (медіани, середнього та середини розма-
ху), так і порівняно із оцінками максимальної правдоподібності. Але оскільки 
як сама лінійна багатофакторна регресійна модель, так і принципи знаходження 
оцінок компонентів її векторного параметру є більш складною і відрізняються 
від розглянутих у цих роботах, то залишається невирішеним питання щодо 
ефективності застосування методу максимізації поліномів для такої задачі. 
 
3. Мета і задачі дослідження 
Метою дослідження є синтез алгоритмів поліноміального оцінювання пара-
метрів лінійної регресії та аналіз їх точності в залежності від властивостей регре-
сійних помилок, що мають експоненційний степеневий розподіл. Це дасть можли-
вість здійснювати аргументований вибір (з урахуванням специфіки реальних за-
дач) між запропонованим рішенням та підходами на основі класичних методів.  
Для досягнення мети були поставлені такі завдання: 
– застосувати метод максимізації поліномів для синтезу алгоритмів адап-
тивного оцінювання параметрів лінійної регресії; 
– здійснити аналіз теоретичної точності ММПл-оцінок в залежності від 
значень параметрів регресійних помилок; 
– шляхом статистичного моделювання здійснити порівняльний аналіз ефек-
тивності (за критерієм величини дисперсії) ММП-оцінок відносно МНК і ММП.  
 
4. Застосування методу максимізації поліномів для оцінювання пара-
метрів регресії 
Нехай є лінійна багатофакторна регресійна модель із N спостережень, що 
описує залежність значень цільової змінної Y від регресорів X 
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є лінійною функцією із векторним параметром ={a0, a1, …, aQ-1}, компоненти 
якого підлягають оцінюванню. 
Передбачається, що регресійні помилки ξv представляють собою послідов-
ність незалежних і однаково-розподілених випадкових величин, які адекватно 
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де значення параметрів масштабу σβ і форми β, які можуть бути апріорно неві-
домими. 
Для вирішення поставленої задачі регресійного аналізу можна скористатися 
модифікацією ММПл для статистичного оцінювання векторного параметру при 
неоднаково розподілених даних [52]. В його основі лежить властивість максимі-
зації функціонала у вигляді стохастичного поліному порядку S загального виду 
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в околиці істинного значення деякого параметра a, що підлягає оцінюванню. Як 
базисні функції поліному (4) можна використати степеневі перетворення 
ɸi(yv)=yv
i. При цьому допускається, що для випадкових величин yv існує послі-
довність початкових моментів αi відповідного порядку  
 
  ,   iiv v ivE y 1, ,i S 1, ,v N         (5) 
 
і є двічі диференційовані по параметру а. 
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Оптимальні коефіцієнти kiv, що максимізують функціонал (4) і мінімізують 
дисперсію оцінок (для відповідного порядку поліному S) параметрів, знахо-

















1, ,i S 1, ,v N      (7) 
 
де ( , ) ( ) ,    i j v i j v iv jvF , 1, .i j S  
Для знаходження оцінок векторного параметра ={a0, a1, …, aQ-1} необхідно 
використовувати Q поліномів ( ) ,pSNL  0, 1 p Q  для кожної компоненти векторно-
го параметра ap. При цьому кожний p-ий стохастичний поліном 
( )p
snL  як функція 
параметра ap при відомих значеннях інших складових вектору  також має макси-
мум в околиці істинного значення цього параметра при N→∞. Таким чином, шу-











i v a a
k y  0, 1. p Q       (8) 
 
Необхідно зазначити, що при використанні поліномів степені S≥2 знахо-
дження ММПл-оцінок векторного параметру у переважній більшості випадків 
потребує застосування чисельних методів розв’язку систем нелінійних рівнянь. 
В даній роботі використано підхід, що базується на ітераційній чисельній про-
цедурі Ньютона-Рафсона. Цей чисельний метод часто застосовується в аналогі-
чних ситуаціях при використанням ММП для знаходження оцінок параметрів 
лінійної регресії [62, 63]. В його основі лежить принцип лінеаризації шляхом 
розкладу лівої частини кожного нелінійного рівняння системи (8) в ряд Тейлора 
в околі істинного значення вектору . Якщо обмежитися першими двома чле-
нами ряду, то можна записати у матричній формі лінійну систему  
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яка може бути використана для ітераційного пошуку оціночних значень. Для 
отримання системи (9) необхідно обчислити матрицю-стовпець Fs(Y/
(k)), що 
складена з елементів лівої частини кожного нелінійного рівняння системи (8) та 
квадратну матрицю  
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, 0, 1. p q Q              (10) 
 
Для старту ітераційної процедури припускається наявність деякого почат-
кового наближення (1), в якості якого можуть бути обрані «грубі» оцінки, 
знайдені більш простим методом оцінювання [52]. 
 
5. Знаходження ММПл-оцінок параметрів лінійної багатофакторної 
регресії 
В роботах [53, 54] показано, що при симетрії розподілу моделі регресійних 
залишків ММПл-оцінки, що отримуються із використанням поліномів порядку 
S=1 та S=2, є еквівалентні оцінкам МНК. Тому далі розглядається випадок зна-
ходження ММПл-оцінок, який базуються на використанні поліномів порядку 
S=3. Співвідношення для перших 6-и початкових моментів, необхідні для фор-
мування системи рівнянь (6), можна представити у вигляді: 
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          (11) 
 
де µi – центральні моменти регресійних помилок v, які залежать від параметрів 
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Для знаходження оптимальних коефіцієнтів, що мінімізують дисперсію 
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Шляхом аналітичного розв’язку системи рівнянь (7) методом Крамера (з 
урахуванням виразів (11) та (13)), отримуємо: 
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Підставляючи коефіцієнти (14) в (8), після певних перетворень систему рі-
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Очевидно, що ММПл-оцінки можуть бути знайдені лише за допомогою 
чисельного рішення систем рівнянь, зокрема, із застосуванням ітераційної про-
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Як початкове наближення можуть бути використані МНК-оцінки, формуван-
ня якої не потребує додаткової інформації про властивості регресійних залишків.  
 
6. Точність ММПл-оцінок параметрів лінійної багатофакторної регресії 
Оскільки при S=1 ММПл-оцінки компонентів векторного параметра  лі-







співпадає і їх точність. Варіаційна матриця, що міститьзначення дисперсії таких 
оцінок, має вигляд 
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Відомо, такі лінійні оцінки є оптимальними (за критерієм мінімуму диспе-
рсії) лише для ситуації, коли помилки регресійній моделі мають гаусовий роз-
поділ, що як відомо є окремим випадком ЕСР (3) при β=2. 
Для аналітичного розрахунку величини дисперсії оцінок параметрів мето-
дом максимальної правдоподібності використаємо матрицю кількості інформа-
ції по Фішеру, розраховану для регресійних моделей з ЕСР [64]. Із урахуванням 
(18) відповідна варіаційну матрицю може бути представлено у вигляді 
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Для отримання аналітичних виразів, що описують дисперсії ММПл-оцінок 
компонентів векторного параметра , використаємо матрицю Js() кількості добу-
тої інформації при застосуванні стохастичних поліномів порядку S, що складаєть-
ся із елементів (10). Доведено [52], що при збільшенні порядку стохастичного по-
ліному дисперсія ММПл-оцінок зменшується, а кількість добутої інформації при 
S→∞ прямує до інформації по Фішеру. При цьому дисперсії ММПл-оцінок скла-
дових векторного параметру  в асимптотичному випадку (при N→∞) є елемента-
ми головної діагоналі варіаційної матриці, яка є оберненою до Js(). 
Використовуючи вирази (12) для моментів ЕСР та (14) для оптимальних кое-
фіцієнтів, можна показати, що елементи варіаційної матриці ММПл-оцінок при 
S=3 відрізняються від елементів матриці лінійних МНК-оцінок (18) на коефіцієнт 
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Необхідно відзначити універсальність виразів (20) і (19), оскільки вони є 
еквівалентними аналогічним формулам, що описують відношення величин ди-
сперсії ММП-оцінок і ММПл-оцінок до дисперсії лінійної оцінки у вигляді се-




Рис. 1. Залежність коефіцієнту зменшення дисперсії gММП/МНК та gММПл3/МНК від 
параметра формиβ ЕСР 
 
Аналіз цих залежностей, представлених на рис. 1, свідчить, що для лептокур-
тичних (гостровершинних) розподілів при β<2 відносна ефективність ММП може 
бути суттєво вищою за інші методи. У випадку гаусового розподілу при β=2 точ-
ність усіх трьох методів (ММП, ММПл і МНК) є однаковою. При зростанні вели-
чини параметру форми β>2 для достатньо широкого діапазону значень теоретична 
ефективність ММП і ММПл між собою фактично не відрізняється, але може сут-
тєво перевищувати МНК. Для суттєво платокуртичних (плосковершинних) розпо-
ділів при β>2 відносна ефективність ММП щодо ММПл дещо зростає. 
Зазначимо, що оцінка коефіцієнту зменшення дисперсії (20) може бути пред-
ставлена не лише як функція, залежна параметру форми ЕСР, а і як залежність від 
значень центральних моментів µr або безрозмірних кумулянтних коефіцієнтів γr: 
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Подібне представлення дозволяє більш просто оцінювати величину ефек-
тивності ММПл-оцінок в залежності від ступеня негаусовості регресійних по-
милок [54]. 
 
7. Статистичне моделювання методом Монте-Карло 
На основі статистичного моделювання методом Монте-Карло була здійс-
нена експериментальна верифікації отриманих теоретичних результатів аналізу 
ефективності різних методів оцінювання параметрів лінійної регресійної моделі 
із ЕСР помилками. Як і в роботах [60, 61], для її реалізації використано мову R 
з програмним модулем “normalp package”. Цей модуль містить набір функцій 
для генерації випадкових величин з ЕСР, а також статистичного оцінювання 
параметрів лінійної регресії з ЕСР помилками методом максимальної правдо-
подібності [27]. 
Оскільки теоретичні значення коефіцієнтів відношення дисперсії оцінок 
(20) і (19) є однаковими для всіх компонентів векторного параметру , то як їх 






































































 – усереднені на основі M експериментів значен-
ня дисперсії оцінок параметрів, що отримуються із застосуванням відповідного 
методу. 
Зазначимо, що статистичне моделювання здійснювалося для двох принципо-
во відмінних ситуацій з точки зору наявності апріорної інформації щодо характе-
ристик випадкової складової регресійної моделі. У першому (ідеалізованому з 
практичної точки зору) випадку величина параметрів ЕСР розподілу (3) вважалися 
апріорно відомими і їх значення використовувалися при знаходженні ММП-
оцінок. Ця інформація також дозволяла обчислювати на основі (12) значення пар-
них моментів до 6-го порядку, необхідні для знаходження ММПл-оцінок при сте-
пені S=3. Очевидно, що в реальних умовах подібна апріорна інформація практич-
но відсутня. Тому у другому випадку застосовується адаптивний підхід. Як вже 
було зазначено вище, в його основі лежить гіпотеза про схожість розподілу випад-






застосуванні лінійних методів оцінювання, зокрема, МНК. Таким чином, замість 
апріорних значень параметрів, необхідних як для застосування ММП, так і 
ММПл, можуть бути використані їх апостеріорні оцінки, знайдені по регресійним 
МНК-залишкам. Очевидно, що даний підхід є асимптотично-наближеним і його 
точність зростає із збільшенням обсягу вибірок N. 
Для здійснення статистичного моделювання оцінювання параметрів в яко-
сті детермінованої складової регресійної моделі (2) використано дво-факторну 
лінійну залежність із вектором параметрів ={1, 3, -1}, які вважалися невідо-
мими і підлягали оцінюванню. В табл. 1–2 представлена сукупність результатів 
статистичного моделювання для різних значеньвеличини параметра форми ЕСР 




Коефіцієнти відношення дисперсії оцінок за наявності апріорної інформації  
β 
Результати статистичного моделювання 
3
ˆ
PMM OLSg  
3PMM OLSg  
ˆ
MLE OLSg  
MLE OLSg  N N 
20 50 100 200 20 50 100 200 
10 0.98 0.56 0.46 0.44 0.4 0.74 0.49 0.39 0.36 0.31 
5 0.88 0.72 0.66 0.64 0.61 0.84 0.71 0.65 0.63 0.61 
3 0.95 0.91 0.9 0.89 0.89 0.95 0.91 0.9 0.88 0.88 
2 1 1 1 1 1 1 1 1 1 1 
1 1.57 1.21 1.19 0.89 0.85 0.91 0.73 0.66 0.61 0.5 
 
Таблиця 2 
Коефіцієнти відношення дисперсії оцінок за відсутності апріорної інформації 
β 
Результати статистичного моделювання 
3
ˆ
PMM OLSg  
3PMM OLSg  
ˆ
MLE OLSg  
MLE OLSg  N N 
20 50 100 200 20 50 100 200 
10 0.87 0.61 0.49 0.43 0.4 1.06 0.64 0.47 0.39 0.31 
5 0.98 0.8 0.69 0.65 0.61 1.15 0.86 0.75 0.7 0.61 
3 1.11 0.97 0.94 0.91 0.89 1.26 1.08 0.99 0.93 0.88 
2 1.35 1.15 1.07 1.03 1 1.22 1.06 1.04 1.02 1 
1 3.2 1.17 0.82 0.82 0.85 0.91 0.72 0.66 0.61 0.5 
 
На рис. 2 зображено границі, що розмежовують області найбільшої ефек-
тивності (на основі критерію мінімуму дисперсії) при застосуванні різних мето-










Рис. 2. Області ефективності методів знаходження оцінок параметрів лінійної 
регресії із ЕСР помилками 
 
Ці області побудовано для важливої з практичної точки зору ситуації від-
сутності апріорної інформації про істинні значення параметрів випадкової 
складової регресійної моделі. Вони також отримані шляхом статистичного мо-
делювання методом Монте-Карло (для M=104 експериментів) при різних зна-
ченнях параметра форми ЕСР β та обсягів вибірки N. 
 
8. Експеримент із реальними даними регресійних залежностей із ЕСР 
помилками 
Для ілюстрації працездатності запропонованого підходу використаємо 
приклад з реальними даними, що розглядається в роботах [27, 64], де також до-
сліджується застосування ЕСР як моделі помилок лінійної регресії. Цей набір, 
взятий з [65], містить дані про прибуток у касах у мільйонах доларів (Gross) та 
кількість проданих домашніх відео у тисячах (Video) для вибірки з 30 фільмів. 
Задача полягає у визначені залежності кількість проданих відеозаписів від при-
бутку у касах, яка адекватно описується лінійною регресією (рис. 3, а) 
МНК-оцінками параметрів такої регресійної модели є значення: 
 МНК
0
ˆ 76.54;a  
МНК
1
ˆ 4.33.a  Використовуючи для оцінювання параметрів ре-
гресії методом максимальної правдоподібності та візуалізації результатів 




ˆ 77.41;a  
 МНК
1
ˆ 4.37.a  Підставивши оцінку параметру форми ЕСР 
регресійних МНК-залишків ˆ 2.39   в (19) отримуємо оцінку коефіцієнта 
ММП МНК
ˆ 0.97.g  Оцінюючи величину кумулянтних коефіцієнтів 4-го 4ˆ 0.59    






коефіцієнту ММПл3 МНКˆ 0.88g . При цьому, уточненими адаптивними ММПл3-


















Рис. 3. Лінійна регресійна модель: а – експериментальні дані і залежності, 









9. Обговорення результатів досліження ефективності ММПл-оцінок 
параметрів регресії із ЕСР помилками 
Аналіз теоретичних та експериментальних значень коефіцієнтів відношен-
ня дисперсії оцінок показує, те що існує певна кореляція аналітичних розрахун-
ків та результатів, отриманих шляхом статистичного моделювання. Виникнення 
різниці обумовлено тим, що вирази, які описують дисперсії ММП і ММПл-
оцінок, отримані для асимптотичного випадку (при N→∞). Дані табл. 1 підтве-
рджують, що зі збільшенням обсягу вибірки розбіжність між теоретичними та 
експериментальними даними зменшується.  
Експериментальні результати також підтверджують зазначену раніше тезу, 
що на точність отримання ММП і ММПл-оцінок суттєво впливає фактор наяв-
ності/відсутності апріорної інформації щодо властивостей моделі помилок. Для 
ММП – це параметри ЕСР, а для ММПл – це парні центральні моментів до 6-го 
порядку. Дані табл. 2 відображають важливий факт, що при відсутності апріор-
ної інформації про властивості ЕСР для плосковершинних розподілів (β>2) 
ефективність ММПл-оцінок може бути вищою за ММП-оцінки. Це можна по-
яснити тим, що в цих умовах вплив невизначеності величини параметру форми 
ЕСР на ММП є більш суттєвим ніж вплив невизначеності центральних момен-
тів на ММПл. При цьому відносне зменшення дисперсії оцінок ММПл (порів-
няно з ММП) залежить як від параметра форми так і від обсягу вибіркових зна-
чень і особливо є суттєвим саме при малих вибірках. Подібні результати є осо-
бливо важливими з практичної точки зору, оскільки для переважної більшості 
реальних ситуацій апріорна інформація про істинні значення параметрів випад-
кової складової регресійної моделі відсутня. 
На основі сукупності отриманих результатів можна зробити наступні ви-
сновки про відносну ефективність ММПл (за умови відсутності апріорної інфо-
рмації про значення параметрів регресійних помилок): 
1. При розподілі регресійних помилок близькому до гаусового (β=2) най-
більш ефективним (як з точки зору точності, так і простоти реалізації) є оцінки 
методу найменших квадратів. 
2. Для лептокуртичних (гостровершинних) розподілів із важкими хвоста-
ми загалом більш ефективним є застосування методу максимальної правдоподі-
бності. Для малих вибірок межа ефективності лежить біля β=1.3 і плавно в аси-
мптотиці (при зростанні N) збільшується до β=1.7.  
3. Для платокуртичних (плосковершинних) розподілів для достатньо ши-
рокого діапазону значень параметру форми β найкращу ефективність демонст-
рує метод максимізації поліномів. Для малих вибірок нижня межа ефективності 
(між МНК і ММПл) приблизно починається від β=3 і параболічно в асимптоти-
ці (при зростанні N) прямує до β=2. 
4. Для великих значень параметру форми β>6 (що відповідає ймовірніс-
ним розподілам близьким для рівномірного закону) при великих обсягах вибі-
рок більш ефективним знову є метод максимальної правдоподібності. Межа, 
яка розділяє ММП і ММПл, ще в більшій мірі залежить від обсягу вибіркових 
значень, проте різниця в їх точності (відношенні дисперсії оцінок) складає 






Зазначимо, що дана робота є складовою частиною дослідження щодо доці-
льності застосування методу максимізації поліному для знаходження оцінок 
параметрів статистичних даних із ЕСР. А її результати суттєво корелюють із 
висновками робіт [60, 61], де розглядається більш проста задача оцінювання 
параметра зсуву ЕСР із застосуванням ММПл.  
Загалом представлені результати надають можливість вибору найбільш 
ефективного серед проаналізованих методів оцінювання параметрів лінійної 
регресії в залежності від обсягу вибіркових даних та властивостей регресійних 
помилок, у випадку, якщо вони відрізняються від гаусової ідеалізації, але є си-
метричними і адекватно описуються моделлю ЕСР. 
Наступним етапом досліджень може бути модифікація запропонованого 
підходу для знаходження оцінок параметрів регресії нелінійного типу, а також 
оцінювання параметрів авторегресивних моделей. 
 
10. Висновки 
1. Синтезований із застосуванням методу максимізації поліному алгоритм 
пошуку адаптивних оцінок параметрів лінійної регресії є менш ресурсноміст-
кими порівняно із алгоритмом оцінювання, що базується на методі максималь-
ної правдоподібності. Спрощення пов'язано із тим, що замість ідентифікації і 
оцінювання параметрів розподілу регресійних помилок застосовується більш 
прості в обчислювальному плані оцінки центральних моментів до 6-го порядку. 
2. Теоретична точність (дисперсії оцінок) методу максимізації поліномів є 
достатньо близькою до точності методу максимальної правдоподібності і може 
суттєво перевищувати точність методу найменших квадратів. Усі три методи 
характеризуються однаковою точністю лише за умови гаусового розподілу ре-
гресійних помилок (як окремого випадку ЕСР). 
3. Результати статистичного моделювання свідчать, що для практично ва-
жливої ситуації відсутності апріорної інформації про значення параметрів ре-
гресійних помилок (для платокуртичних ЕСР), ММПл-оцінки можуть мати 
найменшу відносну дисперсію. При цьому максимально можливе зростання то-
чності щодо МНК складає до 60 %, а відносно ММП до 10 %. 
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