Let a n (k) be the kth coefficient of the nth cyclotomic polynomial Φ n (x). As n ranges over the integers, a n (k) assumes only finitely many values. For any such value v we determine the density of integers n such that a n (k) = v. Also we study the average of the a n (k). We derive analogous results for the kth Taylor coefficient of 1/Φ n (x) (taken around x = 0). We formulate various open problems.
denote the nth cyclotomic polynomial and ϕ Euler's totient function. If k > ϕ(n), we put a n (k) = 0. The coefficients a n (k) are integers. In this paper we also consider the behaviour of the coefficients c n (k) in the Taylor series of 1/Φ n (x) around x = 0:
In the 19th century mathematicians were already intrigued by the behaviour of a n (k), since the a n (k) seem to be amazingly small. In a nutshell the history of the study of a n (k) can be described as inspired by conjectures about the a n (k) being small that were being proved wrong in due course. A 19th century example being the conjecture that a n (k) ∈ {−1, 0, 1}, which turned out to be wrong once it was shown that a 105 (7) = −2. A 21th century example being the recent disproof of Gallot and Moree [7] of the Beiter conjecture (dating back to 1968). This conjecture asserts that if p < q < r are primes, then |a pqr (k)| ≤ (p + 1)/2. In [7] it is shown to be false for every prime p ≥ 11 and, moreover, that given any δ > 0 there exist infinitely many triples (p j , q j , r j ) with p 1 < p 2 < . . . consecutive
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primes such that |a p j q j r j (n j )| > (2/3 − δ)p j for j ≥ 1. On noting that x n − 1 = d|n Φ d (x), we see that
is a polynomial of degree n − ϕ(n) having integer coefficients. From this we infer that the c n (k) are integers that only depend on the congruence class of k modulo n. Numerics suggest that the c n (k), like the a n (k), are surprisingly small. In constrast to the a n (k) they only seem to have been studied as numbers of independent interest in a paper by the second author [15] . From the equality x n − 1 = d|n Φ d (x) one finds by inclusion and exclusion that Φ n (x) = d|n (x d − 1) µ(n/d) , where µ denotes the Möbius function. On using that d|n µ(d) = 0 if n > 1, we obtain, for n > 1,
Sometimes it will be convenient to write
where we have put µ(r) = 0 in case r is not an integer. Thus a n (k) is the coefficient of
) . Since µ ∈ {−1, 0, 1}, we infer that a n (k) (and likewise c n (k)) assumes only finitely many values as n ranges over the natural numbers.
Put A(k) = {a n (k)|n ≥ 1} and C(k) = {c n (k)|n ≥ 1}. Let χ v (m) = 1 if m = v and 0 otherwise. Our main interest in this paper is to study these sets and some associated quantities such as A(k) := max{|a n (k)| : n ≥ 1} and C(k) := max{|c n (k)| : n ≥ 1}.
Also we are interested in the averages M(a n (k)) = lim x→∞ n≤x a n (k)
x and M(c n (k)) = lim x→∞ n≤x c n (k) x .
Furthermore, for a given v we consider the densities δ(a n (k) = v) = lim x→∞ 1 x n≤x χ v (a n (k)) and δ(c n (k) = v) = lim x→∞ 1 x n≤x χ v (c n (k)).
We note that various authors have considered A(k). In contrast we know of only one paper dealing with M(a n (k)) and sketching how δ(a n (k) = v) can be computed. This is a paper due to Herbert Möller [14] . In Section 3 we briefly discuss this previous work and especially the latter paper as we will propose some improvements of it.
The results in this paper suggest that the behaviour of the c n (k) is so close to that of the a n (k), making consideration of the c n (k) hardly worthwhile. This is no longer true if we vary k and keep n fixed. E.g. one can have |c pqr (k)| = p − 1, whereas the estimate |a pqr (k)| ≤ 3p/4 always holds (see [15] ). Furthermore, in our average consideration the quantities a n (k) + c n (k) and a n (k) − c n (k) show up in a natural way. In the M.Sc. thesis [16] , on which this paper is partly based, the notion of c n (k) is not used, leading to slightly more complicated formulations of some of the results.
Basics and preliminaries
Due to the fact that (2) does not hold for n = 1 various technical complications arise. For this reason it turns out to be helpful to work with the following modified cyclotomic coefficients (with ǫ = ±1, by which we mean ǫ ∈ {−1, 1}):
.e., we have, for |x| < 1,
Sometimes we will use the latter identity in the following form (valid for |x| < 1):
Note that the left hand side in (4) equals Φ ǫ n (x) in case n > 1 and −Φ ǫ 1 (x) in case n = 1. From this we see that
and a
The basic properties of Φ n (x) and its coefficients given below are quite useful.
Lemma 1 Let q 1 and q 2 be primes with k < q 1 < q 2 and (q 1 q 2 , n) = 1. Then a
Proof. An easy consequence of (3) and the properties of the Möbius function. 2 By γ(n) = p|n p we denote the squarefree kernel of n.
In terms of the coefficients the three properties of Lemma 2 imply (respectively):
where to prove (6) in case n = 1 we used that Φ ǫ 2 (x) = −Φ ǫ 1 (−x). In order to prove (7) in case ǫ = −1, we used the additional observation that
It is not difficult to derive Lemma 2 from (2), see e.g. Thangadurai [19] . Note that, for |x| < 1, we have
where we used the observation that, for |x| < 1,
From (8) it is not difficult to derive a formula for a 1 n (k) for a fixed k; this is just the coefficient of x k in the right hand side of (8) (this approach seems to be due to D.H. Lehmer [12] ). We thus obtain,
More generally, we have
where the sum is over all partitions k 1 + . . . + k s of all the integers ≤ k with k 1 ≥ k 2 ≥ · · · ≥ k s and over all e 1 , . . . , e s with 1 ≤ e j ≤ 2 for 1 ≤ j ≤ s. The terms in (10) for which e 1 + . . . + e s is even we add together to obtain α n (k), the even part of a 1 n (k). Similarly, we group the terms with e 1 + . . . + e s odd together, to form the odd part, β n (k), of a 1 n (k). (To the authors knowledge the even and odd part of a 1 n (k) have not been defined and considered before.) For example, α n (2) = µ(n) 2 /2 and β n (2) = −µ(n)/2 − µ(n/2). Note that
We have α n (k) = (a (10) and the properties of the Möbius function it follows that if p and q are two distinct primes exceeding k with (pq, n) = 1, then
The reason, as we will see, for distinguishing between the odd and even part, is that the odd part does not contribute to te average, i.e. M(β n (k)) = 0.
The Ramanujan sum r n (m) is defined by
Alternatively one can write r n (m) = Tr n (ζ m n ), where by Tr n we denote the trace over the cyclotomic field Q(ζ n ). It follows at once from the properties of the trace that r n (m) = r n ((n, m)). Since ζ m n is an algebraic integer, it follows that r n (m) is an integer.
The Ramanujan sums have many properties of which we will need only the following two.
) and
) .
Nicol [17] showed that Ramanujan sums and cyclotomic polynomials are closely related, by establishing that
Some sums involving the Möbius function
In order to evaluate M(a n (k)) we will need to evaluate m≤x, (m,r)=1 µ(m) k with 1 ≤ k ≤ 2. That is done in Lemmas 4 and 5.
Lemma 4 Let r ≥ 1 be an integer. We have
where the implied constant is absolute.
Proof. We have, by inclusion and exclusion,
where A r (x) denotes the number of integers n ≤ x that are coprime with r. Note that
and hence A r (x) = ϕ(r)x/r + O(ϕ(r)). On using the latter estimate we obtain
where we used that
where the implied constant may depend on r.
To prove the lemma, we will apply the Wiener-Ikehara Tauberian theorem in the following form.
Theorem 1 Let f (s) = ∞ n=1 a n /n s be a Dirichlet series. Suppose there exists a Dirichlet series F (s) = ∞ n=1 b n /n s with positive real coefficients such that (a) |a n | ≤ b n for all n; (b) the series F (s) converges for Re(s) > 1; (c) the function F (s) can be extended to a meromorphic function in the region Re(s) ≥ 1 having no poles except for a simple pole at s = 1. (d) the function f (s) can be extended to a meromorphic function in the region Re(s) ≥ 1 having no poles except possibly for a simple pole at s = 1 with residue r. Then
In particular, if f (s) is holomorphic at s = 1, then r = 0 and n≤x a n = o(x) as x → ∞.
Proof of Lemma 5. We apply the Wiener-Ikehara theorem with F (s) = ζ(s) and
Of course F (s) satisfies the required properties and has a simple pole at s = 1 with residue one. Since the finite product in the formula for f (s) is regular for Re(s) > 0, the result follows on using the well-known fact that 1/ζ(s) can be extended to a meromorphic function in the region Re(s) ≥ 1 (and hence r = 0). This completes the proof. 2
Landau [11, §173 & §174] gave estimates for n≤x, n≡l(mod k) µ(n) r , with 1 ≤ r ≤ 2. Using these, an alternative proof of Lemmas 4 and 5 can be given.
The following result is found on combining Lemma 4 and 5.
Lemma 6 Let ǫ = ±1 and r ≥ 1. We have, as x tends to infinity,
Previous work
In this section we discuss previous work on the quantities defined in the introduction. Of those A(k) has received quite a bit of attention. H. Möller [14] gave a table for A(k) for 1 ≤ k ≤ 20 which we reproduce below (this before Endo [6] , who proved that A(k) = 1 for k ≤ 6). Table 1 : The table suggests that A(k) ≤ k for every k ≥ 1, this is however very far from being the case as given r > 1 we have A(k) > k r for all k sufficiently large as Möller proved. Bachman [1] extended work of several earlier authors (see the references he gives) and established the best result to date stating that
where C 0 can be explicitly given. In Möller's approach a n (k) is connected with partitions of k through the basic formula (14) . A partition can be identified with a sequence {n j } ∞ j=1 of nonnegative integers satisfying j jn j = m. Without loss of generalisation we can denote a partition, λ, of k as λ = (k
(thus the number k j occurs n k j times in the partition). The set of all partitions of m will be denoted by P(m). The number of different partitions of m is denoted by p(m). Hardy and Littlewood in 1918, and Uspensky independently in 1920, proved that
In case ǫ = 1 and n > 1 the following result is [14, Satz 2].
Lemma 7 For n ≥ 1, k ≥ 0 and ǫ = ±1, we have
where the sum is over all partitions λ of P(k).
Proof. The Taylor series of (1 − x) a equals, for |x| < 1,
Using this we infer that
The proof now follows from (15) and (4). 2
Earlier D. Lehmer [12] had used a formula for a n (k), expressing it in terms of Ramanujan sums. The formula above turns out to be more practical. Our proof above shows that formula (14) is a triviality, whereas Möller's ingenious and rather involved proof of it (he considered only ǫ = 1) obscures this.
Comparison of (9) and (15) yields
Thus the product appearing in (14) is in {−1, 0, 1} and it follows from (14) that |a ǫ n (k)| ≤ p(k). By the asymptotic formula for p(m) given above it then follows that log A(k) ≪ √ k is the trivial upper bound for log A(k). From Lemma 7 Möller infers that even |a n (k)| ≤ p(k) − p(k − 2). To see this note that the partitions having 1 occurring at least twice do not contribute if µ(n) ∈ {0, 1}. If µ(n) = −1, then either µ(2n) = 1 or µ(n/2) = 1. This in combination with (6) allows us then to argue as before and leads us to the same bound. Similarly we have
Möller uses Lemma 7 to show that M(a n (k)) = lim x→∞ n≤x a n (k) x exists and gives a formula for it. To do so he first computes the Dirichlet series
The expression so obtained is rather complicated and requires work to be simplified. Here we rederive his result (see Lemma 19) in a more direct way by simply evaluating the averages
and then summing over the partitions of k.
Möller's result shows that M(a n (k)) = 6e k /π 2 , with e k a rational number.
For 1 ≤ k ≤ 20 we give the value of e k in Table 2 (our table agrees with the one given in [14] , except for the incorrect values e 10 = 319/1440 and e 16 = 733/2016 appearing there). Table 2 : Scaled average, e k = ζ(2)M(a n (k)), of a n (k) Regarding e k Möller proposed: On the other hand, part 1 of the Conjecture is true for k ≤ 100. The numbers e k seem to be decreasing to zero and their size seems to be related to the number of prime factors of k, the more prime factors the larger e k seems to be.
As already pointed out by Möller one could use his method to study the value distribution of a n (k) in case e.g. A(k) = 1 by considering the integer a n (k)(a n (k) − 1)/2 to determine δ(a n (k) = −1) for example. This then yields a sum with p(k) 2 + p(k) terms and this results in an algorithm that has worse complexity than that provided by Theorem 4 below. Aside from this, this seems to be, from the practical point of view, an unwieldy method. A more practical method will be presented in Section 6.
A further result which is of relevance to us, is the following one.
Theorem 2 Let m ≥ 1 be an integer and ǫ = ±1. Then
For a proof and the prehistory of this result see Ji, Li and Moree [10] .
Computation of A(k) and C(k)
Recall that A(k) = {a n (k)|n ≥ 1} and C(k) = {c n (k)|n ≥ 1}. Throughout this section we assume that k ≥ 1.
Lemma 8 We have
Proof. In formula (7) there is always the term −ǫµ(n/k). Let us take n = ck p≤k p, where c only has prime divisor > k. Then all the terms of the form µ(n/r) with 1 ≤ r < k are zero (since either r ∤ n or n/r is not squarefree) and we obtain that a
, where π(x) as usual denotes the number of primes p ≤ x not exceeding x. In particular, it follows that a ǫ n (k) always assumes the values −1, 0 and 1. Since n > 1 for these examples, a ǫ n (k) = a n (k) if ǫ = 1 and equals c n (k) if ǫ = −1, and the result follows.
2
Proof. Using Lemma 8 one infers that
Likewise we find C(k) = {a
The next lemma follows on applying the latter lemma in combination with Lemma 1.
Lemma 10 We have C(k) = A(k).
Lemma 11 allows one to deduce that A(k) is a finite set.
Lemma 11 Put N k = lcm(1, 2, · · · , k) p≤k p. We can uniquely decompose n as n = n k c k with (c k , N k ) = 1 and n k and c k natural numbers. Let ǫ = ±1. There exist functions A 1 and B 1 with as domain the divisors of N k such that
Proof. The assertion regarding the uniqueness of the decomposition n = n k c k is trivial. For a given n only those partitions k 1 , k 2 , . . . , k s contribute to (10) for which n/k i is an integer for 1 ≤ i ≤ s. Note that k i |n k . Thus, we can write
If n k ∤ N k , then none of the integers n k /k 1 , ..., n k /k s is squarefree and a ǫ n (k) = 0, so assume that n k |N k . On using that µ(r) w with w ≥ 1 either equals µ(r) or µ(r) 2 , it follows from (10) that a
Using formula (5) it is seen that in the latter lemma N k can be replaced by k p≤k p.
Lemma 12 Lemma 11 holds true also with N k replaced by M k = k p≤k p.
The above lemma again shows that A(k) is a finite set, thus if we fix k, there are only finitely many possibilities for the values of the coefficient of x k in a cyclotomic polynomial.
The latter lemma in combination with Lemma 9 yields the following result.
We have |a n (k)| ≤ max n≥1 |a n (k)| = A(k). See Table 1 for the values of A(k)
We next show that the inclusion in Lemma 8 is strict for k ≥ 13. Our proof rests on the following rather elementary result on prime numbers.
Lemma 14
Proof. Breusch [3] proved that for x ≥ 48 there is at least one prime in [x, 9x/8] (this strengthens Bertrand's Postulate asserting that there is always a prime between x and 2x, provided x ≥ 2). Let α = 1.32. A little computation shows that the above result implies that for x ≥ 9 there is at least one prime in [x, αx]. One checks that the assertion is true for k ∈ [13, 21). Assume that k ≥ 21 (≥ 9α
3 ). Let p 3 be the largest prime not exceeding k and let p 1 and p 2 be primes such that p 1 , p 2 and p 3 are consecutive primes. Then p 3 ≥ k/α, p 2 ≥ k/α 2 and
Lemma 15 For k ≥ 13 we have {−2, −1, 0, 1} ∈ A(k) (and thus A(k) ≥ 2).
Proof. Let p 1 , p 2 and p 3 be odd primes satisfying the condition of Lemma 14.
Using (2) we infer that
where we computed modulo
Proof. Assume that v ∈ A(k). If v = 0 there is nothing to prove, so assume that v = 0. Since M k is odd, it follows by Lemma 13 that a 4.1 Numerical evaluation of a n (k) and c n (k) for small k For our purposes it is relevant to be able to numerically evaluate a n (k) for small k and large n. A computer package like Maple evaluates a n (k) by evaluating the whole polynomial Φ n (x). For large n this is far too costly. Instead it is more efficient to use (2) 
) and multiply all these series together. The most efficient method to date to compute a n (k) for small k is due to Grytczuk and Tropak [8] . First they apply formula (5). Thus it is enough to compute a n (k) with n squarefree. If φ(n) < k, then a n (k) = 0, so we may assume
Then b k = a n (k). Their proof uses the formula
which follows by Viète's and Newton's formulae from (1) and it uses the second formula of Lemma 3. However, an alternative proof of (17) is obtained on using the following observation together with the first formula of Lemma 3.
Lemma 17 Suppose that, as formal power series,
Proof. Taking the logarithmic derivative of
whence the result follows. 2
The following result generalizes the Grytczuk-Tropak algorithm to the efficient computation of a ǫ n (k) for small k and large n.
Lemma 18 Let n be squarefree and put d = (n, p≤k p). Furthermore, we put T r = µ(n)µ((r, d))ϕ((r, d)). Compute b 0 , . . . , b k recursively by b 0 = 1 and
Proof. For k = 0 we have 1 = b 0 = a ǫ n (k) and so we may assume that k ≥ 1. Apply Lemma 17 with
. We obtain by part 1 of Lemma 3 that
The proof now follows if we show that r n (r) = µ(n)µ((r, d))ϕ((r, d)) for 1 ≤ r ≤ k. Since by assumption n is squarefree, part 2 of Lemma 3 implies that r n (r) = µ(n)µ((n, r))ϕ((n, r)). In case 1 ≤ r ≤ k this can be rewritten as r) ).
Thus the proof is completed. 2
Algortihm to compute a ǫ n (k). If n is not squarefree, then apply (5). Thus we may assume that n is squarefree.
In case n > 1, a 1 n (k) = a n (k) and the above algorithm is the Grytczuk-Tropak algorithm.
For every integer v it is a consequence of Theorem 2 that there exists a minimal integer k, k ǫ min , such that there exists a natural number n with a n (k 5 Computation of M (a n (k)) and M (c n (k)) Our starting point is Lemma 7. For each of the p(k) summands we compute the average (in Lemma 19), which turns out to be independent of ǫ, and then find M(a ǫ n (k)) by adding these p(k) averages. Note that of course M(a n (k)) = M(a . . . k n ks s ) be a partition with s ≥ 1, k 1 , . . . , k s distinct integers and n k 1 ≥ n k 2 ≥ . . . ≥ n ks ≥ 1. If n k 1 ≥ 2 we let t be the largest integer ≤ s for which n kt ≥ 2, otherwise we let t = 0. Let L = [k 1 , . . . , k s ], G = (k 1 , . . . , k s ) and ǫ = ±1. We have
,
and
and µ(L/G) = 0; 0 otherwise. Remark. A case by case analysis from Lemma 19 on using (16) shows that
Proof of Lemma 19. Put
By (16) for n k i ≥ 2 the binomial coefficient (
) is only non-zero if µ(
Using (16) it follows that a necessary condition for the argument of S(x) to be non-zero is that L|n. Now write n = mL.
then S(x) = 0 and we are done, so next assume that µ(L/G) = 0. We infer that
Let us first consider the (easy) case where n k 1 = 1. Then we obtain S(
If s is odd, then by Lemma 5 it follows that lim x→∞ S(x)/x = 0 and we are done, so next assume that s is even. Then we apply Lemma 4 and obtain that
Next we consider the case where n k 1 ≥ 2. The corresponding binomial coefficient is only non-zero if µ(mL/k 1 ) = −ǫ. Similarly, we must have µ(mL/k j ) = −ǫ for 1 ≤ j ≤ t. It follows that if it is not true that µ(L/k 1 ) = . . . = µ(L/k t ), then S(x) = 0 and hence lim x→∞ S(x)/x = 0 as asserted, so assume that µ(L/k 1 ) = . . . = µ(L/k t ). We have, on noting that µ(mL/k 1 ) = −ǫ and (m, L/G) = 1 implies −ǫµ(m) = µ(L/k 1 ),
1.
On invoking Lemma 6 the proof is then completed. 2
Moreover, we have M(α n (k)) = M(a n (k)) = M(c n (k)) and M(β n (k)) = 0.
Proof. The first assertion follows from Lemma 7 together with Lemma 19. It is easy to see that M(α n (k)) and M(β n (k)) exist. From
the second assertion then follows. 2
In Table 3 we demonstrate Theorem 3 in case k = 4. Computation of e 4 = ζ(2)M(a n (4))
It is seen that e 4 = ζ(2)M(a n (4)) = 0 − . . . k n ks s ), then the order of every element in the corresponding conjugacy class equals L(λ). In particular, L(λ) ≤ g(k), where g(k) denotes the maximum of all orders of elements in S k . It was shown by E. Landau in 1903 that log g(k) ∼ √ k log k as k tends to infinity (for a nice account of this see [13] , for recent results see [5] ), whereas by Stirling's theorem log k! ∼ k log k. The average order of an element in S k is, not surprisingly, much smaller than g(k): if σ is chosen at random from S k , define Z = (log order(σ) − 1 2 log 2 n)/(log 3/2 n/ √ 3), then the distribution of Z is known (see e.g. Nicolas [18] ) to converge to the standard normal distribution as n → ∞.
Average and value distribution
We give, using Lemma 12, a simpler formula for M(a n (k)) involving a n (k) for a finite set of n.
Furthermore, when v = 0,
where we used Lemma 12 and Lemma 5. On invoking Lemma 4 we then obtain that
On noting that
, but this is not needed), the first formula follows.
As to the second identity we notice that, for v = 0, by Lemma 12
On invoking Lemma 6, the proof is then completed. 2
Using identity (6) we arrive at the following corollary to this theorem:
Corollary 1 Let k ≥ 3 be fixed and odd and
This result gives an alternative proof of the fact that, with k ≥ 3 and odd, A(k) is symmetric. Namely, it shows that for these k we have δ(a
In case k is prime, the divisor sum in the previous corollary can be further reduced.
Lemma 20 Let k ≥ 3 be a fixed prime. Put
Proof. We consider the formula given in the previous corollary. The divisors of M k /2 are either of the form d with d|kR k or of the form dk 2 with d|R k . For the latter divisors d we find, using (5) 
Using Lemma 7 we infer that
Using this observation it follows that
Proof. a) An easy consequence of Theorem 4. b) An easy consequence of Lemma 20. (It also follows from Theorem 5 below on noting that ǫ 2 (λ) = 0 in case k|L(λ).) 2
Numerically we observed that actually for k ≤ 100, we have e k k p≤k (p + 1) ∈ Z. Using Lemma 21 it is seen that e k k p≤k (p + 1) ∈ Z if k is an odd prime. Clearly δ(a n (k) = 0) = 1 − v =0 δ(a n (k) = v), where the latter sum has only finitely many non-zero values and it is a finite computation to determine those v for which a n (k) = v for some n. For 1 ≤ k ≤ 16 the non-zero values of ζ(2)δ(a n (k) = v) are given in Table 4 (except for v = 0). By Table 4E we denote the extended version of Table 4 , which is Table 11 in [14] . Table 4 : Value of ζ(2)δ(a n (k) = v) ( Table 4E: Extended version of this table, see [16, Table 11 Let us now look at Theorem 3 and Theorem 4 from the viewpoint of computational complexity. In Theorem 3 the sum has p(k) terms and the estimate (13) yields that log p(k) ∼ π 2k/3 as k tends to infinity. In Theorem 4 we sum over t(k) terms where log t(k) ∼ π(k) log 2 ∼ k log 2/ log k. So Theorem 3 yields the computational superior method. Theorem 4 is, however, much more easily implemented. Using Lemma 7 in combination with Theorem 4 and Lemma 22 below, an alternative proof of Theorem 3 is obtained. If one starts with Lemma 20 and invokes Lemmas 7 and 22, one obtains a sum over partitions of k, where now only odd integers are allowed to occur in the partition. This yields a result superior in complexity to that provided by Theorem 3, since for p odd (k) the number of partitions of m into odd parts we have log p odd (k) ∼ π k/3 (see e.g. Bringmann [4] ), whereas log p(k) ∼ π 2k/3.
Theorem 5 Let ǫ = ±1 and k ≥ 3 be a prime. With the notation from Theorem 3 we have
, where the sum is over all partitions of k into only odd parts having at least one number repeated more than once (i.e. n k 1 ≥ 2).
The restriction that n k 1 ≥ 2 does not yield an extra asymptotical improvement: using a result of Hagis [9] , one sees that with p 1 (k) the number of partitions of k into only odd parts having at least one number repeated more than once (i.e. 
and r|L, and zero in all other cases.
Corollary 2 We have
otherwise. In particular, if r is squarefree, then the sum equals 
Instead of the sum
On relating these sums to Euler products, the result follows. 2
Alternative proof of Theorem 3. On combining Theorem 4, Lemma 7 and Corollary 2 (with r = M k ), we find that
, p∤
where we used that p|u, p∤v
and G(λ)|k. It thus follows that
If ǫ 2 (λ) = 0, then L(λ)/G(λ) is squarefree and hence
and furthermore L(λ)|M k . These two observations in combination with (20) complete the alternative proof of Theorem 3. 2
Proof of Theorem 5. On combining Lemma 20, Lemma 7 and Corollary 2 (with r = R k a squarefree number), we find that
Since G(λ)|k and by assumption k is an odd prime, either G(λ) = 1 or G(λ) = k. The latter case only occurs if λ = (k 1 ) in which case ǫ 2 (λ) = 0, hence we may assume that G(λ) = 1. Let us assume that ǫ 2 (λ) = 0 and so µ(L(λ)/G(λ)) = 0 and so L(λ) must be squarefree. Thus each part k i of such a partition is squarefree and since
Thus the sum over all partitions with L(λ)|R k , can be restricted to those partitions consisting of only odd parts. If n k 1 = 1, then the partition consists of distinct odd parts and so the number of parts s must be odd, as by assumption k is odd, and hence ǫ 2 (λ) = 0 in this case. Thus we can further resctrict our partition sum to the partitions into odd parts only having n k 1 ≥ 2. 7 Some observations related to Table 4 In this section we make some observations regarding Table 4 (and Table 4E ) and prove some results inspired by these observations. For k is even numerical results suggest that often A(k) is not symmetric, whereas we have shown (Lemma 16) that for k is odd it is always symmetric. For k ≤ 100 it is mostly true that if v ∈ A(k) and v is negative, then −v ∈ A(k). This leads to the question as to whether perhaps A + (k) > A − (k) for all k sufficiently large, with A + (k) = max A(k) and A − (k) = − min A(k). It has been shown by Bachman [1] that (12) also holds true if we replace A(k) by A + (k), or A − (k). However, this result is not strong enough to decide on the above question.
An other observation that can be made is that for k ≤ 100 it is true that A(k) is convex, that is consists of consecutive integers, i.e. if v 0 < v 1 are in A(k), then so are all integers between v 0 and v 1 .
Let us define A j (k) = {a n (k) : n ≡ j(mod 2)}, for 0 ≤ j ≤ 1.
Proof. 1) Consider any integer n j such that n j /γ(n j ) > k and n j ≡ j(mod 2). Then, by part 1 of Lemma 2, we have a n j (k) = 0 and hence 0 ∈ A j (k).
3) Proceding as in part 2 we infer that if v ∈ A 1 (k), then −v ∈ A 0 (k). For the reverse implication we make use of Lemma 13.
Inspection of Table 4E shows that for odd integers k with A(k) ≥ 2 often δ(a n (k) = A(k)) and δ(a n (k) = −A(k)) differ by a factor two or a factor less than two. Regarding this situation we have the following result:
Lemma 24 Let k ≥ 3 be odd and v = 0. We have
Furthermore, we have
Proof. We write w k = 
Note that α ǫ 1 ≥ 0. Then, by Corollary 1, we have
The first part of the assertion follows on comparing these two formulae. As to the second assertion, the latter formulae imply that it is enough to prove that α 1 = 0 iff v ∈ A 1 (k). A minor variation of the proof of Lemma 8 shows that {−1, 0, 1} ⊆ {a Table 4 shows that δ(a n (7) = −2) = 2δ(a n (7) = 2). It thus follows by Lemma 24 that there is no even integer n for which a n (7) = −2 (whereas a 105 (7) = −2). Further examples can be derived from Table 5 .
For k ≤ 100 it turns out A(k)\A 0 (k) is always convex, i.e. consists of consecutive integers. For part 2 of Lemma 24 to be of some mathematical value we would hope that infinitely often A 0 (k) is strictly contained in A(k). Note that by Theorem 2 we have {A 0 (k) : k ≥ 1} = {A(k) : k ≥ 1} = Z.
Suppose that δ(a n (k) = v) > 0. Then the quotient δ(a n (k) = −v) δ(a n (k) = v)
does not exceed 2 in case k is odd by Lemma 24. Inspection of Table 4E suggests that given any real number r, we can find a v > 0 and even k such that the latter quotient exceeds r.
Some variations
Using the same methods we can easily determine e.g. M(µ(n) 2 a n (k)), i.e. the average of a n (k) over all squarefree integers n. We obtain the following result. 
This result implies that M(µ(n)a n (k)) = −M(µ(n)c n (k)). Put f k = ζ(2)M(µ(n)a n (k)) and g k = ζ(2)M(µ(n) 2 a n (k)).
Note that
x→∞ n≤x µ(n) 2 a n (k) n≤x µ(n) 2 . Table 6 : Scaled averages, f k = ζ(2)M(µ(n)a n (k)) and g k = ζ(2)M(µ(n) 2 a n (k))
, the proof is completed. 2) Note that G(λ)|2q. We consider the contribution of the λ ∈ P(q) with G(λ) = 1, 2, q or 2q separately. Denote these by, respectively, Σ 1 , Σ 2 , Σ q and Σ 2q . In case G(λ) = 2, we let k ′ i = k i /2 for 1 ≤ i ≤ s and let λ ′ = (k
be the associated partition of q. We have G(λ ′ ) = 1, L(λ) = 2L(λ ′ ) and ǫ 2 (λ) = ǫ 2 (λ ′ ). Thus
p|L(λ ′ ) (p + 1) = 1 2 M(a n (q)), by Theorem 3. It is easily seen that Σ 3 = 1 2qζ (2) and Σ 2q = 0. On putting everything together we obtain M(a n (2q)) = Σ 1 + 1 2 M(a n (q)) + 1 2qζ (2) .
Likewise we write M(µ(n) 2 a n (2q)) = Σ 
We write Σ . As before to a λ ∈ P(2q) with G(λ) = 2, we associate a partition λ ′ ∈ P(q). Note that
