Local and global weighted norm estimates involving Muckenhoupt weights are obtained for gradient of solutions to linear elliptic Dirichlet boundary value problems in divergence form over a Lipschitz domain Ω. The gradient estimates are obtained in weighted Lebesgue and Lorentz spaces, which also yield estimates in Lorentz-Morrey spaces as well as Hölder continuity of solutions. The significance of the work lies on its applicability to very weak solutions (that belong to W 1,p 0 (Ω) for some p > 1 but not necessarily in W 1,2 0 (Ω)) to inhomogeneous equations with coefficients that may have discontinuities but have a small mean oscillation. The domain is assumed to have a Lipschitz boundary with small Lipschitz constant and as such allows corners. The approach implemented makes use of localized sharp maximal function estimates as well as known regularity estimates for very weak solutions to the associated homogeneous equations. The estimates are optimal in the sense that they coincide with classical weighted gradient estimates in the event the coefficients are continuous and the domain has smooth boundary.
Introduction Perspective and description of main results
In this paper, we obtain weighted gradient estimates for weak solutions u of div A(x)∇u = div f in Ω, u = 0 on ∂Ω (1.1)
for a class of possibly discontinuous coefficients A and bounded domains Ω ⊂ R n with corners. The matrix of coefficients A(x) is assumed to be measurable and symmetric, (1.2) and uniformly elliptic, i.e., there exists positive constants λ and Λ such that where ·, · represents the usual dot product in R n . Our main result (see Theorem 2.1 below) states that given any q ∈ (1, ∞) and any weight w ∈ A q , the Muckenhoupt class, under some additional conditions on the matrix of coefficients and on the boundary, corresponding to f ∈ L q w (Ω; R n ), there is a unique weak solution u to (1.1) accompanied by the estimatê Note that (1.5) makes sense as long as ∇u and f ∈ L 1 loc (Ω; R n ). However, W 1,1 0 (Ω) solutions to (1.1) are generally not unique even when A has continuous coefficients and Ω is a ball (see [2, 28, 38] ). Thus in this paper we shall only adopt W 1,p 0 (Ω) solutions for some p > 1. The emphasis of the paper is not on the existence of a solution, but rather in obtaining the tighter estimate (1.4). In fact, for f ∈ L q w (Ω; R n ) with w ∈ A q , q > 1, it follows from the theory of A q weights that f ∈ L p (Ω; R n ) for some p > 1 (see Corollary 3.3 below). Thus under small mean oscillation condition on A, which we will make precise in the next section, and small Lipschitz constant condition on the boundary of Ω, a unique W 1,p 0 (Ω) solution u exists satisfying the continuity estimate
The well posedness of (1.1) for data f ∈ L p (Ω; R n ), p > 1, together with the W 1,p estimate (1.6) was obtained earlier in [7, 8] . In relation to this result, the main result in this paper states that under the same conditions the solution-gradient operator f → ∇u is continuous not only on the bigger space L p (Ω), as given by the estimate (1.6), but also on the smaller space L q w (Ω) as in (1.4) . Earlier works on the (unweighted) bound (1.6) include [1, 14, 5] for smoother coefficients and domains, and [24] for general Lipschitz domains but only for a restricted range of p around 2.
When the matrix A = I and Ω = R n , by means of Fourier transform we see that gradients of solutions to (1.1) can be written as
where R = (R 1 , R 2 , . . . , R n ) is the Riesz transform. Explicitly, this means that
|x − y| n+2 f (y) dy, x ∈ R n .
Once we have the above representation, the theory of Calderón-Zygmund (see [39] ) immediately gives estimate (1.6) for all p > 1. Moreover, the results of Coifman and Fefferman [12] on weighted norm inequalities for singular integrals (see also the forerunner Hunt-Muckenhoupt-Wheeden [23] in the one dimensional case) yield weighted estimate (1.4) for all weights w ∈ A q and all q > 1. Note that in this scenario, the requirement that w ∈ A q is optimal (see [40, Section V.4.6] ). By now it is well understood that general continuity estimates of the type (1.6) fails to hold in the event that either A has components with large jump discontinuity or the boundary of Ω is not smooth enough. The examples provided by Meyers [34] that involve highly oscillatory coefficients, and by Jerison and Kenig [24] posed over domains with large Lipschitz constant have demonstrated that gradient of solutions corresponding to smooth f may not belong to L p for large p. These examples and a duality argument justify the necessity of requiring slowly changing coefficients and domains with flatter boundary if one wants to obtain well posedness of (1.1) together with the continuity estimate (1.6) for data in L p (Ω) for any p > 1. Weighted W 1,q estimates for equation (1.1) over a bounded, possibly, nonsmooth domain Ω have also been considered in several recent papers. The work [36] (see also [31, 32, 33] ) yields weighted estimate (1.4) for q > 2 and for weights w ∈ A q/2 . In [4] , the first and last named authors worked out the end-point case q = 2 for weights w ∈ A 1 . Those weighted estimates also hold true for equations with general nonlinear structures such as those that are modeled after the p-Laplacian. However, as seen from the basic linear case A = I and Ω = R n , they are by no means sharp. For example, when q = 2 one should expect that (1.4) holds for all weights w ∈ A 2 instead of A 1 . Likewise, for each q > 1 one should expect that (1.4) holds for all w ∈ A q . And this is precisely what we have achieved in this paper at least for a wide class of linear equations potentially with discontinuous coefficients over nonsmooth domains. Thus our result improves a similar result in [6, Theorem 2.5], which treats the case of continuous coefficients over C 1 domains. Moreover, it also complements the recent work [13] in which a similar problem is studied for equations that involve a linear lower order term of the form:
where λ is sufficiently large. The linear term λ u for large λ is used in an essential way in [13] to obtain (1.4), whereas we obtain essentially the same result in the most natural case λ = 0. Weighted estimate of the form (1.4) that is valid for all weights w ∈ A q is clearly a generalization of (1.6). In fact, much more can be said about (1.4). It implies not only inequality (1.6) but also its vector-valued analogues (see [19, Theorem 9.5 .10] and [37] ). Moreover, as a consequence of (1.4), we can deduce sharp estimates in non-interpolating spaces such as Lorentz-Morrey spaces.
Besides the global weighted estimate (1.4), we also obtain local versions both in the interior and near the boundary. The local interior a priori estimate essentially states that, for any q > 1 and w ∈ A q , under a small mean oscillation condition on A, it holds that
for all d ≤ 1/M and x 0 ∈ Ω such that B Md (x 0 ) ⊂ Ω. Here the constants C > 0, M > 2 depend on the A q constant of w but are independent of d, x 0 , and u. See Theorem 5.1. Inequality (1.7) can be viewed as an L q weighted Caccioppoli estimates that is well-known in the case w ≡ 1 and q = 2. For w ≡ 1 and q > 2, this has been obtained in [7, 8] . On the other hand, it appears to us that in the sub-quadratic case q ∈ (1, 2), estimate (1.7) is new even for w ≡ 1. A usual way to achieve this sub-quadratic Caccioppoli type estimate is to localize the problem by multiplying the solution u itself by an appropriate cut-off function ϕ compactly supported in B 2d (x 0 ) and then applying the global bound (1.6) over this ball. However, since the product uϕ then solves
which involves ∇u on the right-hand side, it is thus by no means obvious that one can absorb its L q norm to the left-hand side. We shall show that this is possible by an integration by parts combined with a covering/iteration argument. Local weighted a priori estimates similar to (1.7) but near the boundary of a Lipschitz domain with small Lipschitz constant can be found in Theorem 6.7. These local interior and boundary estimates yield the global bound (1.4) via a standard covering argument combined with a weighted Sobolev embedding theorem.
Discussion on the approach
The question of finding an optimal condition on the coefficients and on the boundary so that (1.1) is well-posed in a variety of function spaces and accompanied by a continuity estimate has garnered a lot of attention. Intuitively, for reasonably good coefficients and domains, if a solution u to (1.1) exists then one expects the data f and ∇u belong to the same space, of course with the exception of extreme and end-point spaces. There are a number of approaches to address this issue for elliptic boundary value problems in divergence form. One popular approach is the approximation method pioneered by Caffarelli and Peral in [10] that avoids the use of singular integral theory directly but rather studies the integrability of gradient of solutions as a function of the deviation of the coefficients from constant coefficients. That method has been successfully implemented in [7, 8] with the use of Hardy-Littlewood maximal function to treat divergence form data on irregular domains; see also [3, 4, 31, 32, 33, 26, 25, 9] where the method is used in different function spaces such as weighted Lebesgue and Lorentz spaces, Lorentz-Morrey spaces, and Orlicz spaces. Another approach that employs a local version of the sharp maximal function of Fefferman and Stein was implemented in [29, 30] (see also the earlier work of T. Iwaniec [22] ). Unlike the approach in [10, 7, 8] , this method relies on the availability of C 1,α regularity of the associated homogenous equation with constant coefficients. This approach has been used to obtained a weighted estimate in [36] (see also [13] ) in which a local weighted control by the sharp maximal function was also obtained (see [36, Corollary 2.7] or Lemma 3.5 below).
In this paper, we shall follow the path of [29, 30, 36 ] to obtain (1.7) and its boundary analogue. However, unlike the scenario in [36] , here we are subject to working with the largest possible class of weights for the weighted estimate under consideration. This forces us to come up with some new local comparison estimates in L p spaces for arbitrarily small p > 1; see Lemma 5.3 and Lemma 6.5. It is fair to say that most of the technical parts of the paper lie in the proofs of these comparison estimates.
Organization of the paper
In Section 2 we will introduce notations and state the main results of the paper. In Section 3 we present some backgrounds on weighted norm inequalities that will be needed throughout the paper. To help us break down the proof of the main result, we reduce the main problem to certain a priori estimates of Caccioppoli type in Section 4. In Sections 5 and 6, we prove local weighted L q interior and boundary estimates, respectively. Finally, we put the local estimates together in Section 7 to obtain the global results stated in Section 2.
Notations and Statement of main results

Notations
The notation ·, · represents the usual dot product in R n , and when we find it convinient we also use · notation for it.
The function spaces L p (Ω) and W 
where the supremum is taken over all balls B ⊂ R n , the quantity [w] Aq is called the A q constant of w, and for function g and any set D, we have used the notation 
The closure of C ∞ c (Ω) with respect to the norm · W 
for any ball B that contains Ω.
As we stated earlier, our aim is to prove that if w ∈ A q and f ∈ L q w (Ω), then ∇u ∈ L q w (Ω). To achieve this, we need to require that the coefficient matrix A has a small mean oscillation and the boundary is flat enough, conditions that we will make precise next.
We will work on Lipschitz domains with small Lipschitz constant as defined below. Definition 2.2 For a given K and δ > 0, we say that Ω is (δ, K)-Lip if for every x 0 ∈ ∂Ω, there exists a Lipschitz continuous function Γ : R n−1 → R such that ∇Γ L ∞ (R n−1 ) < δ and, upon rotating and relabeling of coordinates if necessary,
Statements of main results
The main result we will be proving is stated the following theorem.
Suppose also that A satisfies (1.2) and (1.3). Then there exists δ = δ(λ, Λ, q, n, M 0 ) > 0 such that for any A that is (δ, K)-BMO and Ω a (δ, K)-Lip domain, and any f ∈ L q w (Ω; R n ), there exists a unique weak solution u to (1.1) where u ∈ W 1,p 0 (Ω) for some p > 1, ∇u ∈ L q w (Ω; R n ) and satisfies the continuity estimateˆΩ
The constant C depends only on λ, Λ, q, n, M 0 and diam(Ω)/K.
Before listing the consequences of Theorem 2.1, we mention that by the theory of extrapolation of Rubio de Francia, it is sufficient to prove it for the case q = 2 (see, e.g., [4, Appendix A] and [17] ). However, Theorem 2.1 will be proved directly for all q > 1 and thus the theory of extrapolation is not needed in this paper.
There are a number of corollaries that can be deduced from the above weighted L q estimate. The first involves refining estimate (2.2) when the data is in the weighted Lorentz space. As we will see in the proof, the weighted Lorentz space estimate given below is possible via interpolation using the properties of A q weights and the fact that the solution-gradient operator f → ∇u is linear. For given 0 < r ≤ ∞ and 0 < q < ∞, and a weight function w, the weighted Lorentz space L Another corollary of the weighted L q estimate is an estimate in (unweighted) Lorentz-Morrey spaces, which cannot be deduced by the usual means of interpolation. Given 0 < r ≤ ∞, 0 < q < ∞ and θ ∈ (0, n] the Lorentz-Morrey space L q,r;θ (Ω) is the set of measurable functions g such that
where the norm · L q,r is the Lorentz quasinorm corresponding to the Lebesgue measure. When θ = n, the space L q,r;θ (Ω) is the standard Lorentz space and is denoted by L q,r (Ω). When q = r, the space L q,r;θ (Ω) is the usual Morrey space and is denoted by L q;θ (Ω).
Theorem 2.3 Suppose that K > 0, 0 < r ≤ ∞, 1 < q < ∞ and 0 < θ ≤ n. Suppose also that A satisfies (1.2) and (1.3). Then there exists δ = δ(λ, Λ, q, n, θ) > 0 such that for any A that is (δ, K)-BMO and Ω a (δ, K)-Lip domain, and any f ∈ L q,r;θ (Ω; R n ), there exists a unique weak solution u to (1.1) such that ∇u ∈ L q,r;θ (Ω; R n ) and satisfies the continuity estimate
The constant C depends only on λ, Λ, n, q, r, θ and diam(Ω)/K.
Preliminaries on Weighted Norm inequalities
In this section we collect relevant norm inequalities related to the Muckenhoupt class A q . We begin with the very important property of Muckenhoupt weights, which is the reverse Hölder property (see [19, Theorem 9.2.2] ).
Then there exists constants C = C(n, q, M 0 ) > 0 and γ = γ(n, q, M 0 ) > 0 such that for every ball B, we have
Note in particular that w ∈ L 1+γ loc (R n ). A nontrivial result that follows from the reverse Hölder property of Muckenhoupt weights is the "open-ended property" (see e.g, [19, Corollary 9.2.6] ) and will be very useful in proving our main theorem. Lemma 3.2 Let M 0 > 0, 1 < q < ∞ and w ∈ A q such that [w] Aq ≤ M 0 . Then there exist a constant q 0 = q 0 (n, q, M 0 ) ∈ (1, q) and a constant C = C(n, q, M 0 ) such that w ∈ A q0 satisfying the estimate
[w] Aq 0 ≤ C.
In particular, this says that
A simple Hölder's inequality yields the following useful result. 
Weights in the A q class are intimately related to the Hardy-Littlewood maximal function which is defined for a function f ∈ L 1 loc (R n ), as
The well known result on the necessary and sufficient condition for the boundedness of the maximal function on weighted L p spaces, [35, 19] , is now stated.
We will also need a truncated version of the Fefferman-Stein sharp maximal function that is defined for each ρ > 0 by
It is easy to see from these definitions and Lebesgue differentiation theorem that
Our use of M # ρ lies in the following key estimate that bounds the weighted L q norm of a function by the weighted norm of its truncated sharp maximal function. This lemma was obtained in [36, Corollary 2.7] ; see also [29] and [15] for the unweighted case.
Proof of the main result based on a priori estimates of Caccioppoli type
We begin by reiterating the point that given f ∈ L q w (Ω; R n ), for 1 < q < ∞, there is a corresponding unique solution to (1.1). Indeed, using p > 1 in Corollary 3.3 a simple application of Hölder's inequality shows that f ∈ L p (Ω; R n ) with the estimate
where B is any ball that contains Ω and f is set to be zero outside Ω. Next we apply [7, Theorem 1.5] to find constants C and δ, and a unique weak solution u ∈ W
So when we say a solution to (1.1) corresponding to f , we are referring to this solution by uniqueness. In passing, we note that even though it is not clearly stated in [7, Theorem 1.5] , the dependence of the constant C on the domain Ω is only through the ratio diam(Ω)/K. For this we refer to the recent paper [33, Theorem 1.8] when applied to the linear problem. We will prove Theorem 2.1 as a consequence of the following a priori estimates of Caccioppoli type estimates.
We will postpone the proof of Theorem 4.1 for later sections. For now we will assume its validity to prove the main result of the paper.
Proof of Theorem 2.1.
(Ω) is its corresponding solution. We want to show that u satisfies inequality (2.2). Using the density of space of smooth functions in the weighted L q space, pick a sequence of vector fields
For each m, applying Theorem 4.1 and noting f m ∈ L ∞ (Ω; R n ), and Ω is a bounded set, we can choose C and δ such that the corresponding solution u m to (1.1) belongs to W
w,0 (Ω), where t is as in Corollary 3.3, with the estimatê
We will demonstrate next that it is possible to absorb the termˆΩ |u m /K| q w dx on the right hand side of (4.4) to obtain that, up on a new constant C independent of m,
To that end, let B be any ball of radius diam(Ω) such that Ω ⊂ B and denote the weight w = w w(B)
.
Clearly, we have w ∈ A q and [w] Aq = [w] Aq . Let ǫ > 0 be a small number that will be determined later and extend u m by zero outside Ω, then by an interpolation inequality (see [19, Proposition 1.1.14]), we have,
,
Since we have u m ∈ W 1,q w,0 (Ω), the zero extension of u m outside of Ω will be in W 1,q w,0 (B). We can then apply the weighted Sobolev embedding (2.1) to the last term in (4.6) followed by Young's inequality with exponents 1 θ and
for any η > 0. We will eventually choose η = 1 2 . On the other hand, if γ 0 = 1 + γ > 1 where γ > 0 is as in Lemma 3.1 from the reverse Hölder property of w ∈ A q , we then see that
We may now use the estimate (4.2) to make an appropriate choice of ǫ as follows: choose
Then applying Sobolev embedding and by this choice of ǫ, we get
where we used (4.2) and (4.1) in the second and last inequality, respectively. Thus we find that
Combining (4.7) and (4.8) together, we obtain that
Using this inequality in (4.4), by making the choice of η = 1 2 , we can absorb the last term of (4.4) to its left hand side to obtain (4.5).
Finally, by linearity, for each m we have that u m − u uniquely solves (1.1) corresponding to the data f m − f ∈ L p (Ω). Therefore we have the convergence
provided A is (δ, K)-BMO and Ω is (δ, K)-Lip. As a consequence, up to a subsequence, ∇u m → ∇u almost everywhere in Ω as m → ∞. Now we apply Fatou's lemma to (4.5), to conclude that
as desired. The rest of this paper will be devoted to proving Theorem 4.1. It turns out that to prove the estimate (4.3) what we need is the weaker assumptions f ∈ L q w (Ω; R n ) and the corresponding solution u ∈ W 1,q
In all what follows, we assume only these weaker conditions. We prove the theorem by obtaining first local interior and boundary estimates for the solution which is done in the next two sections. The local estimates employ a comparison argument that compares the solution u with a solution of a homogeneous equation with constant coefficients. This allows us to obtain mean oscillation estimates for ∇u that is used to estimate the weighted sharp maximal function of ∇u. Next, we use Lemma 3.5 to obtain the desired weighted gradient estimate. Such an approach has been used for p-Laplacian type problems in [36, 29, 30] and recently for linear problems in [13] .
Local interior estimates
The main theorem we will be proving in this section is the following local interior estimate for gradients of solution.
Then there exist constants δ 0 > 0, M > 2 and C > 0 such that, whenever A is (δ, K)-BMO with δ ≤ δ 0 , it holds thatˆB
The constants δ 0 , M , and C depend only on λ, Λ, n, q, and M 0 .
We remark that (5.2) is a weighted Caccioppoli type inequality, which in the case 1 < q < 2 appears to be new even for w ≡ 1. 
Local interior estimate set up
The remaining part of this section is based on the following set up. We assume that f ∈ L q w,loc (Ω; R n ),
w,loc (Ω) and u weakly solves (5.1). Taking p as in Corollary 3.3 we have f ∈ L p loc (Ω) and u ∈ W 1,p loc (Ω). For universal constants we use below, C or C 0 , we suppress their dependence on λ, Λ, n, q, M 0 . When necessary, we will specify the dependence of the constants on particular parameters to avoid confusion.
Fix an x 0 ∈ Ω and let κ > √ n be as in Lemma 3.5. Let h ≥ 2 and d > 0 be constants to be chosen later on such that B(x 0 , 8hκd) ⊂ Ω. We will also use the cut-off function
where ∇ 2 ζ is the matrix of second derivatives. We now introduce the function u * as
For z ∈ B 2κd (x 0 ) and any 0 < R < 2hκd, consider the homogeneous equation in B R (z):
for some fixed r > 1. The next lemma estimates the difference ∇v − ∇u * as a function of the mean oscillation of the coefficients. 
The constants C = C(n, r, γ, λ, Λ) and ϑ = ϑ(r, n).
Observing that
and using (5.1), we obtain 
where we have set χ := χ B 2d (x0) and
We will now proceed with estimating the terms on the right hand side of (5.5). To that end, let
Then by Sobolev embedding theorem, we have
Estimate for J 1
By definition, we have
Now, applying Hölder's inequality with exponents,θ = θr θr − θ − r + 1 , r and θr ′ , it follows from (5.6) and the fact that A ∈ L ∞ (Ω) that
where all norms are taken over the ball B R (z).
Estimate for J 2
Let φ ∈ C ∞ c (B R (z)) be such that ∇φ L r ′ (BR(z)) ≤ 1, then by integrating by parts, we havê
The second term on the right hand side vanishes, since φ is compactly supported in B R (z). For the first term we find
The first term on the right hand side of (5.7) can be estimated using Poincaré's inequality aŝ
In a similar way, the second term on the right hand side of (5.7) can be estimated as follows:
Since we have 0 < R < 2hκd and hκ ≥ 1, we can now combine the last two estimates to obtain
From the definition and Poincaré's inequality we obtain that
Applying Hölder's inequality and the fact that A ∈ L ∞ (Ω) we obtain that 
for some θ ∈ [0, 1). Then for any τ 0 ≤ l 1 < l 2 ≤ τ 1 , it holds that
The following lemma gives a quantitative interior C 1,α estimate for equation (5.3).
Lemma 5.5 Let v ∈ W 1,r 0 (B R (z)) be a solution to (5.3) for some r ∈ (1, p] . Then there exists a constant C = C(n, λ, Λ, r) > 0 and α = α(n, λ, Λ) ∈ (0, 1) such that for every ρ ∈ (0, R/2), we have the estimate To that end, by Gerhing's lemma (see [18, Chapter 6 ]) there exists s > 2 and a constant C = C(n, λ, Λ, r) > 0 such that
(5.14)
for any balls
We shall now cover the ball B l1 (z) by a sequence of balls B i = B (l2−l1)/2 (z i ) withz i ∈ B l1 (z) in such a way that any point y ∈ R n belongs to almost N (n) balls of the collection {2B i } := {B l2−l1 (z i )}, i.e., we have
Note that 2B i = B l2−l1 (z i ) ⊂ B l2 (z) ⊂ B R (z) for any i. Therefore, applying (5.14) we get
Summing over all i, and using Minkowski's inequality since s/2 > 1, we obtain that
Interpolating
∈ (0, 1/2), we see that
) . An application of Young's inequality now giveŝ
The above inequality holds for any R/4 ≤ l 1 < l 2 ≤ R/2, for a constant C that does not depend on R, l or z but only depends on λ, Λ, n, r. We can now apply Lemma 5.4 to obtain
We may rewrite the above inequality and use the fact that s > 2 to obtain (5.13) as desired. Plugging (5.13) into (5.12) and using Hölder's inequality, we obtain
for all 0 < ρ < R/4. It is obvious that (5.15) holds trivially when R/4 < ρ ≤ R/2 as well. Thus (5.15) holds for all ρ ∈ (0, R/2]. Finally, we apply standard L r estimates for linear equations with constant coefficients to obtain (5.11). This completes the proof of the lemma.
The following result combines Lemma 5.3 and Lemma 5.5 to yield a local mean oscillation estimate for the gradient of the solution u to (5.1).
Corollary 5.6 Given 1 < r < p, there exist positive constants C, C 0 and ϑ such that for any ρ ∈ (0, 2κd), R = hρ, with h ≥ 2, and any z ∈ B 2κd (x 0 ) we have 16) where C = C(h), C 0 is independent of h, ϑ = ϑ(r, n) and α ∈ (0, 1) is from Lemma 5.5. In (5.16), we set
Proof. Let γ = p/r > 1 and let v be as in (5.3) . By Lemma 5.3, we obtain a constant C 0 independent of h, d, and x 0 such that
where ϑ = ϑ(r, n) > 0. For any 0 < ρ < 2κd and z ∈ B 2κd (x 0 ) using triangle and Hölder's inequality, we have
|∇v − ∇v Bρ (z) |dy.
Now, since R = hρ, we apply Lemma 5.5 to control the second term on the right hand side of (5.19) by
, and then combining it with (5.18) to get the desired estimate. Now that we have established some estimating devices, we are ready to prove the main theorem of this section which gives a local interior estimate for the solution u of (5.1).
Proof of Theorem 5.1. Pick r ∈ (1, p) as in Corollary 5.6 to obtain the bound (5.16) for any ρ ∈ (0, 2κd), R = hρ ∈ (0, 2κhd), with h ≥ 2, and z ∈ B 2κd (x 0 ), where C = C(h), C 0 is independent of h, and ϑ = ϑ(r, n).
With G as in (5.17), we may now take the supremum over ρ ∈ (0, 2κd) in (5.16) to obtain the following pointwise estimate: 20) which holds for all z ∈ B 2κd (x 0 ). We take the q th power on both sides of inequality (5.20) and then multiply by the weight function w and integrate over the ball B 2d (x 0 ). Observing that |∇u * | is compactly supported in B 2d (x 0 ), we can apply Lemma 3.5 to obtain
It then follows from (5.20) that
Noting that q/p = q 0 , and so w ∈ A q/p ⊂ A q/r for any r ∈ (1, p), we may now use the boundedness of Hardy-Littlewood maximal function on weighted L p spaces, Lemma 3.4, to get the inequalitŷ
We now choose h ≥ 2 large enough that
This is possible since C 0 does not depend on h and α ∈ (0, 1). We can then absorb the third term on the right hand side of the above inequality to the left hand side. Once we do that h will be fixed, and will depend only on λ, Λ, n, q, M 0 .
As a consequence, whenever A * ,K/4 ≤ δ, then
Then for any δ 0 ≤ δ 1 such that A * ,K/4 ≤ δ 0 , we havê |∇u| q wdy in (5.21). We will use an argument that was used previously involving iteration and covering. To that end, let d < l 1 < l 2 < 2d. Cover B l1 (x 0 ) by the collection {B i = B (l2−l1)/2 (z i )}, where z i ∈ B l1 (x 0 ), in such a way that each point of R n belongs to at most N (n) balls of the collection {2B i }. As z i ∈ B l1 (x 0 ) we have 2B i = B l2−l1 (z i ) ⊂ B l2 (x 0 ). Then using (5.21), we get
Summing over i, we get
Let now δ 2 > 0 be such that 
which holds for all d < l 1 < l 2 < 2d. Thus again applying the iteration lemma (Lemma 5.4) we obtain thatˆB
and thus proving the theorem.
Local boundary estimates
In this section we prove a version of Theorem 5.1 over balls that intersect the boundary. We do this in two steps. The first step involves obtaining the estimate for flat domains, and the second is for Lipschitz domains with small Lipschitz constant using a flattening argument.
Local boundary estimates for equations over flat boundary
We prove a boundary version of Theorem 5.1 to obtain a local estimate for solution of equations solved over half balls. Let us introduce the notations R
The main result of this subsection is given in the following theorem.
Theorem 6.1 Let x 0 ∈ ∂R n + be given. Suppose that K > 0 , M 0 > 0, 1 < q < ∞, and w ∈ A q such that [w] Aq ≤ M 0 . Suppose also that A satisfies (1.2) and (
Then there exist δ 0 > 0, M > 2, and C > 0 such that if A is (δ, K)-BMO (over the set B + K (x 0 )) with δ ≤ δ 0 , then it holds that
Estimates for homogeneous equations with constant coefficients near flat boundary
Similar to the interior case, we prove Theorem 6.1 via comparison, comparing u with a regular solution to a suitable homogeneous equation defined over half balls. For that we will need various estimates for solutions v of the following homogeneous equation: For some R > 0, A 0 an elliptic, symmetric constant matrix, 1 < r < ∞, and u * ∈ W 1,r (B
Unlike the interior case however, up to the boundary estimate for the solutions to (6.2) is not easy to find in the literature especially when 1 < r < 2. Our goal is therefore to collect, and if necessary prove, estimates related to (6.2) that will be useful for our comparison argument. Along this direction, the first result states that solutions to (6.2) in fact belong to W 1,2 well inside the half ball up to the flat boundary. 
. The interior version of Lemma 6.2 is proved in [2] , and it turns out that using the same duality argument as in [2] , one can establish Lemma 6.2. We are able to actually prove a more general version of Lemma 6.2 in which we allow the uniformly elliptic matrix A 0 to have measurable coefficients with small BMO seminorm. We include a statement and proof in Appendix A for future reference.
We also need a global estimate for the solution of (6.2) that holds for all 1 < r < ∞, where the constant does not depend on the radius of the half ball, R. This result is given in the following lemma and can be proved along the same line of proof of [16, Corollary 1] (for Poisson equation), which utilized estimates for the corresponding Green's function. We note that the boundary of the half ball may have a large Lipschitz constant, but the convexity of the domain plays a crucial role to obtain the desired estimate. 
there exists a unique solution v ∈ W 1,r
The constant C is independent of R and x 0 .
Proof. We first consider the case x 0 = 0 and R = 1, i.e., the equation 
Estimate (6.6) was obtained for the standard Laplacian, i.e., A 0 = I, in [16] . One of the main ingredients in the proof of (6.6) in [16] [20] and thus the same argument also yields (6.6). Using (6.6), interpolation and duality we obtained a unique solution to equation (6.5) along with the estimate We now state the boundary analogue of Lemma 5.5 that gives quantitative C 1,α regularity up to the boundary for solutions of homogeneous equations.
Lemma 6.4 Suppose that
Then for any elliptic symmetric constant matrix A 0 with constants of ellipticity λ and Λ, there exist a constant α ∈ (0, 1) and a constant C > 0 such that if v solves
|∇u * | r dy 1/r for any 0 < ρ < R/4. The constants α = α(n, λ, Λ) and C = C(n, r, λ, Λ).
Proof. We begin by noting that v, a solution to (6.8) , is unique. Moreover, by Lemma 6.2, v ∈ W 1,2 (B + ǫ(2R) (z)) for any ǫ ∈ (0, 1). As a consequence ifv solves
Thus, applying [30, Lemma 3.7] there exist constants C = C(n, λ, Λ) and α = α(n, λ, Λ) such that
for any 0 < ρ < R/192. For a possibly different constant C, inequality (6.9) is satisfied for all ρ ∈ (R/192, R/4] as well. Next we show that
Once we have (6.10), then it follows from Hölder's inequality and Lemma 6.3 that
which completes the proof of the lemma. To prove (6.10), we proceed as in the proof of Lemma 5.5 by interpolating between L 1 and L p for some p > 2. To sketch the argument, by higher integrability result, we have that there exists s > 2 and a constant C > 0 such that
Here the constant C is independent of 0 and ρ. Rewriting the above inequality as
we may now use the iterative argument that was used in the proof of Lemma 5.5 to obtain inequality (6.10).
Mean-oscillation estimates over half balls
Flat boundary set up 
As before, set
+ we can extend u to be zero on B − K (x 0 ) to get that u ∈ W 1,p (B K (x 0 )). We also extend f to be zero on B − K (x 0 ). Henceforth in this subsection we work with these extended functions which will still be denoted by u and f. Lemma 6.5 Let γ, r > 1 be such that 1 < γr ≤ p. Then there exist constants C > 0 and ϑ > 0 such that for z ∈ ∂R
and the constants C = C(n, r, γ, λ, Λ) and ϑ = ϑ(r, n).
Proof. Clearly, A B + 2R (z) is a symmetric constant matrix that is elliptic with same ellipticity constants λ and Λ. The difference w = v − u * solves the equation
Similarly to how (5.4) was obtained, using (6.1) we see that w ∈ W 
Now we apply Lemma 6.3 to get the estimate that
where as before we set χ := χ B 2d (x0) . The terms J 1 , J 2 and J 3 are given by
We may now follow the exact procedure as in the proof of Lemma 5.3 to estimate each term on the right hand side of (6.13) and complete the proof of the lemma.
The following corollary is an important consequence of the last two lemmas.
Corollary 6.6 Let 1 < r < p. Then there exist positive constants C, C 0 , ϑ and α ∈ (0, 1) such that for any x ∈ B + 2κd (x 0 ), 0 < ρ < 2κd, and R = hρ with h ≥ 4, we have
14)
The constant C = C(h) may depend on h but C 0 is independent of h and the constant ϑ = ϑ(r, n).
Here G is as defined in (5.17) and A * ,4hκd is defined over the set B + 2κd (x 0 ):
Proof. We will consider the following two cases.
Case 1
In this case, we can proceed as in the interior case, Corollary 5.6, to prove (6.14) even with B 3R (x) replaced by B R (x) and A * ,4hκd replaced by A * ,2hκd .
Case 2
It is easy to see that |z − x| < R and therefore
(6.15)
Let γ = p/r > 1 and v ∈ W 1,r (B + 2R (z)) be the unique solution of (6.11). Applying Lemma 6.5, we obtain constants C and ϑ so that (6.12) holds. Observe that since B 2R (z) ⊂ B 5hκd (x 0 ) ⊂ B K (x 0 ) and u * is zero on B − K (x 0 ) we may extend v to be zero in B − 2R (z) without affecting the inequality (6.12). We can then replace B + 2R (z) with B 2R (z) in (6.12). Moreover, we can also replace A * ∂ ,4hκd with A * ,4hκd in (6.12) as the latter is larger.
To obtain the estimate over B R (x), we use the relation (6.15) and write
On the other hand, with x ∈ B + 2κd (x 0 ) and ρ ∈ (0, 2κd), using the triangle and Hölder's inequality as in (5.19), we have
|∇v − ∇v Bρ(x) |dy.
Finally, using the relation R = hρ, h ≥ 4, (6.16), Lemma 6.4, and the above estimate we get (6.14) as desired.
Proof of Theorem 6.1. The proof is similar to that of Theorem 5.1. In fact, following the exact procedure and, using the mean oscillation estimate in Lemma 6.6, we can show that there exists a constant δ 1 > 0 such that for any δ 0 ≤ δ 1 and A * ,K/2 ≤ δ 0 , we havê
that holds for all d ≤ K/M for some M > 2. We should mention that from the interior estimate, by choosing M large and δ 1 small we havê
that holds for all B ρ provided that ρ ≤ K/M , B Mρ ⊂ B + K (x 0 ) and A * ,K/2 ≤ δ 0 . Next using (6.17) and (6.18), we can absorb the first term on the right hand side of (6.17) by a covering/iteration as before. Indeed, let d < l 1 < l 2 < 2d, and cover B + l1 (x 0 ) by the collection of balls that are either fully contained in R n + or whose center is the hyperplane x n = 0. To do so, we divide B + l1 (x 0 ) in two regions. The first region is a layer of thickness l 2 − l 1 4 near the hyperplane, and this region will be covered by balls centered at the hyperplane. We define this set explicitly as
Now choose a collection of balls
in such a way that each point of R n belongs to at most N = N (n) balls of the collection {2B i }. As
. Then using (6.17), for each i we have that
Summing over i, we obtain
Let now δ 2 > 0 be such that
that holds for all d < l 1 < l 2 < 2d. Next, we cover the remaining part B + l1 (x 0 ) \ L(x 0 ) by balls that are completely contained in R n + . To do that, we choose balls 
. We now apply inequality (6.18) for each B i to obtain
provided A * ,K/2 ≤ δ 0 . Summing over i we obtain that
We now add inequalities (6.19) and (6.20) to obtain the following estimate (recall that
that holds for all d < l 1 < l 2 ≤ 2d provided A * ,K/2 ≤ δ 0 . Thus again applying Lemma 5.4 we obtain thatˆB
which proves the theorem.
Local up to the boundary estimates for Lipschitz domains
Theorem 6.7 Suppose that Ω ⊂ R n is a bounded domain with Lipschitz boundary. Let M 0 > 0,
one has the estimateˆB
and Ω is (δ, K)-Lip with δ ≤ δ 0 . The constants δ 0 , M, and C depend only on n, q, λ, Λ, and M 0 .
Proof. We are going to use standard flattening of the boundary procedure to prove the theorem. First, we flatten the boundary and transform the equation to be set on a half ball. Along the way, we will discover that the small Lipschitz constant of the boundary will allow the transformed coefficients to have small BMO seminorm. We then apply estimates on half balls that are developed in the previous subsection.
Flattening the boundary
First, since Ω is a (δ, K)-Lip domain, for each x 0 ∈ ∂Ω, there correspond a coordinate system with x = (x ′ , x n ) where x ′ ∈ R n−1 and x n ∈ R and a Lipschitz continuous function Γ :
Define the flattening mapping Φ :
and its inverse Ψ :
It is then clear that the gradient matrices ∇Φ and ∇Ψ are inverses of each other. Moreover, after defining the the vector l(x) := (∇ x ′ Γ(x ′ ), 0), and e n := (0, 0, . . . , 1), a simple calculation shows that ∇Φ(x) = I − e n ⊗ l(x) for a.e. x ∈ R n , and ∇Ψ(y) = I + e n ⊗ l(Φ −1 (y)) for a.e. y ∈ R n .
In the above, I represents the identity matrix and ⊗ is the dyadic product. In particular, det(∇Ψ) = det ∇Φ = 1. (6.22)
Next we observe that
Indeed, for y ∈ B K/2 (Φ(x 0 )) we have |y − Φ(x 0 )| < K/2 and y = Φ(x) with x = Ψ(y). Thus
That is, y ∈ B K (Φ(x 0 )), which yields the first inclusion. Arguing similarly, we obtain the second inclusion. By (6.23) we have
Observation 1
The function u 1 is a weak solution to the equation A 1 (y)∇u 1 (y), ∇ϕ(y) dy
Here we used (6.22), (6.24) , the fact that u is a weak solution of (6.21) , and that the function
is a valid test function for (6.21).
Observation 2
As in (6.23) we have Ψ(B r (y)) ⊂ B 2r (Ψ(y)) for all balls B r (y) ⊂ R n . Thus since Ψ and Φ are measure preserving maps, it can easily be shown that w 1 (y) = w(Ψ(y)) is also an A q weight with
, and the coefficient matrix A 1 is uniformly elliptic. To verify the later, let y ∈ B + s (Φ(x 0 ), ξ ∈ R n , and η = [∇Φ(Ψ(y))] T ξ. Then it follows from the ellipticity of A that
To estimate |η| in terms of |ξ|, we observe that
Similar calculations yield that |ξ|
, from which we conclude that A 1 is uniformly elliptic on B + s (Φ(x 0 ) with constants of ellipticity λ/4 and 4Λ.
Observation 3
We can control the BMO seminorm of A 1 in terms of the BMO seminorm of A and the Lipschitz constant of ∂Ω. Writing A 1 in the expanded form we have that for any y ∈ B + K/2 (Φ(x 0 )),
It then follows from direct calculations that
where the suprema are taken over all y 0 ∈ B + K/4 (Φ(x 0 )) and ρ ∈ (0, K/4). By adding and subtracting any constant matrix µ ρ , which will be properly determined shortly, and by making a change of variables we obtain 25) where again the supremum is taken over all y 0 ∈ B + K/4 (Φ(x 0 )) and ρ ∈ (0, K/4). Now as in (6.23) we have Ψ(B ρ (y)) ⊂ B 2ρ (Ψ(y)), and thus
Also, similar calculations show that
Therefore, after plugging µ ρ = A B2ρ (Ψ(y0)) into (6.25) and setting z 0 = Ψ(y 0 ) we have that
where now the supremum is taken over all z 0 ∈ B K/2 (x 0 ) ∩ Ω and ρ ∈ (0, K/4). This yields
Local estimates at the Lipschitz boundary
We now apply Theorem 6.1 to the problem
to conclude that there exists a constant δ 0 > 0 such that whenever A is (δ, K)-BMO and Ω is (δ, K)-Lip with δ ≤ δ 0 , there exist a constant M > 2 and C > 0 such that
Note that the smallness of BMO seminorm of A and that of the Lipschitz constant of ∂Ω imply the smallness of the BMO seminorm of A 1 which follows from the bound (6.26) in Observation 3. Finally, after making the change of variables x = Ψ(y), and noting that Ψ(B
Global gradient estimates for Lipschitz domains
In this section we prove the main results of the paper. ) and summing over i we get
Similarly, we can also cover
with centers ξ j ∈ ∂Ω. Then applying Theorem 6.7 to each boundary ball B K (ξ i ) ∩ Ω with d = K/M 1 and summing over j we get
Finally, combining the last two estimates we obtain inequality (4.3) with a constant C = C(λ, Λ, q, n, M 0 , diam(Ω)/K) as desired. 
Proof of Corollary 2.2
Given θ 0 ∈ (0, 1) we can now apply the interpolation theorem [19, Theorem 1.4.19] 
∀f ∈ L p,r w (Ω; R n ) and 0 < r ≤ ∞.
In particular, if we choose θ 0 = q + ǫ 2q ∈ (0, 1) we obtain that p = q and
∀f ∈ L q,r w (Ω; R n ) and 0 < r ≤ ∞, provided A is (δ, K)-BMO and Ω is a (δ, K)-Lip domain as claimed.
Proof of Theorem 2.3
We will show that the theorem actually follows from Corollary 2.2, after choosing an appropriate choice of weight functions as in the proof of [32, Theorem 2.3] . We sketch its proof here, referring [32] for details. Suppose that f ∈ L q,r;θ (Ω; R n ) where 1 < q < ∞ and 0 < t < ∞. For any z ∈ Ω, 0 < ρ ≤ diam(Ω) and for any ε ∈ (0, θ), consider the weight
Then for each z, w z ∈ A q for any q ∈ (1, ∞) (see [19, Chapter 9] ) and
for some constant C(n, q, r, θ) independent of z and ρ. On the one hand, since
where we have used Corollary 2.2 (with M 0 = C(n, q, θ)) provided the coefficient matrix has small BMO seminorm and the Lipschitz constant of Ω is also small. On the other hand, it turns out that for a constant C that depends only on q, r, and n 
which is valid for all z ∈ Ω and ρ ∈ (0, diam(Ω)] from which the desired estimate follows.
A loc for any q > 1. In this appendix we will show that in fact the statement will remain true for boundary value problems even with coefficients with small BMO and posed over half balls, having a zero boundary condition on the flat part of the boundary. The proof strictly follows the argument used in the proof of [2, Lemma A.1], with natural modification to fit our setting. The main tool we use is the following lemma which is actually the main result of [26] . The result is stated in its general form, to include what are called 'quasiconvex domains', see [26, Definition 3.2] . For our purpose we simply note that polygonal convex domains, sector of balls, and ball segments (such as half balls) are all quasiconvex domains.
Suppose that A is a symmetric, uniformly elliptic matrix with constants of ellipticity λ and Λ. Then there exists δ = δ(n, p, λ, Λ) > 0 such that whenever A is (δ, K)-BMO and Ω is a (δ, σ, K)-quasiconvex bounded domain, the Dirichlet problem div A(x)∇u(x) = div f in Ω, u = 0 on ∂Ω, has a unique solution u ∈ W 1,p 0 (Ω). Moreover, there exists C = C(λ, Λ, n, p, σ, K, Ω) > 0 such that
The main theorem we would like to prove is the following. We note that we have used the result with constant coefficients in the form given in Lemma 6.2.
Theorem A.2 Let 1 < r < ∞, R > 0, and K > 0. Suppose that A is a symmetric, uniformly elliptic matrix with constants of ellipticity λ and Λ. Suppose also that u * ∈ W 1,r (B Proof. There is nothing to prove if r ≥ 2. So we assume that 1 < r < 2. Suppose that g ∈ C We now apply Lemma A.1 to obtain δ > 0 such that a unique solution w ∈ W That is, the Sobolev conjugate of s ′ is r ′ and that s ′ = r * r * − 1 < n. We again use this to estimate |I i |, i = 1, 2, 3. We begin with I 1 :
Next, since s = r * , we have that 1 r * + 1 s ′ = 1, and applying Hölder's inequality with exponents r * and s ′ we obtain that
Finally, by Sobolev embedding, )) and so on, until r * * ··· * reaches the first value bigger than 2, at which point we apply Case 1 to obtain that v ∈ W 1,2 (B + (ǫ/m)R (0)) for some positive integer m = m(r). In particular, taking τ = ε/m gives the desired result. We emphasize that for the argument to work we need to verify that the solution w belongs to W 1,r * * ··· * 0 (B + R (0)), and for that we must choose δ sufficiently small.
