Artificial neural network (ANN) is a kind of bionic technology which stimulates the information processing mechanism of neural transmission in human cerebral cortex, using this technology we can process complex nonlinear system with multiple influencing factors, such as the concrete system. Based on this, this paper proposes a prediction model of high strength concrete based on radial basis artificial neural network. Through empirical analysis, it is found that the ANN prediction model has fast training speed, good prediction effect, and high prediction accuracy. The prediction accuracy of RBF neural network prediction model is better than that of GRNN neural network model. The average absolute error is 1.04MPa, the average absolute percentage error is 2.09%, and the mean square error is 1.75MPa, which can meet the requirements in the construction projects.
Introduction
Concrete quality is the core content of project acceptance inspection and assessment, and concrete strength is one of the main indicators of concrete quality. According to Standard for Test Method of Mechanical Properties on Ordinary Concrete, we can know that, standard test pieces should be used for the concrete strength tests, "namely, prepare cubic test pieces with a side length of 150 mm according to the standard method, in a standard environment where the temperature is 20±3°C and relative humidity is above 90%, curing the test pieces until 28d, then test the compressive strength of the concrete cube according to the standard test method." Because the method requires a long time, it has a great influence on the construction progress; furthermore, the curing conditions cannot be guaranteed at the construction site. Therefore, empirical formulas (logarithmic formula, Stellan formula, German empirical formula, etc.) are usually adopted to predict the strength of concrete at the 28-th day (Lai and Erra, 1997; Yeh, 1998; De Almeida and Duarte, 2003) . Due to the influence of many different factors such as material type, curing, and experimental conditions, the predicted results and measured results are quite different. How to find an effective concrete strength prediction technology and improve the accuracy of concrete prediction has become an urgent problem in practical application.
With the development of artificial intelligence, ANN has been developed in the field of architecture. ANN is a kind of bionic technology which stimulates the information processing mechanism of neural transmission in human cerebral cortex, there are back-propagation (BP) network, RBFNN, Hopfield recursive neural network, etc. (Olivier and Hubert, 2001; Seree, 2003; Chakradhara and Narasimhan, 2003) . Zhaohui Yang (Ren and Zhao, 2002 ) established a neural network method for the causality of concrete strength. From the existing data, the strength rules were automatically established by the learning algorithm. When the prediction of concrete strength was performed, the results were more accurate than the traditional regression analysis. Ruilin Zhou et al., (Ni and Wang, 2000) used RBFNN to predict the strength of fly-ash concrete and found that the prediction method has high precision, it is simple, feasible, and has broad application prospects.
ANN uses nonlinear processing units to simulate biological neurons, by multiple and multi-layered processing unit networks, it constructs a nonlinear complex causality system with multiple influencing factors. It is an invisible mathematical processing method, which summarizes the data and extracts the causality, distributes in various neurons in the form of multiple sets of weights and thresholds, and then uses this rule to predict (Kramer, 1991; Dong and Mcavoy, 1996; Yamazaki and Ludermir, 2003) . This method, which does not consider the complex hardening process inside the concrete, establishes the prediction model directly, provides an effective means for solving the nonlinear modeling and calculation problems of the concrete. However, at present, BP neural network model has low learning efficiency, the network convergence speed is slow, and the learning process easily falls into a local minimum. Therefore, in this paper, a high-performance concrete strength prediction model is established basing on the cerebral cortex RBF neural network, the model is of high precision, and has a broad application prospect in the prediction of concrete strength.
RBFNN Model
Similar to the brain nerve network, ANN is composed of a large number of neurons which connected to each other to form a complex nonlinear system. They store knowledge in a distributed manner and have strong robustness and fault tolerance. Through parallel distributed processing, a large amount of information processing and calculation training are performed on the information samples, the network has selfadaptive and self-learning characteristics and forms memories and discrimination abilities similar to the human brain. The input and output model of a single neuron is shown in Figure 1 . The input formula for neuron ui is:
The output formula is:
Where, bi is the threshold, Xi is the input signal, ui is the internal state of the neuron, uj is the neuron connected to ui, Wij is the connection weight of uj to ui, and f is the neuron excitation function.
RBF neural network model
RBF neural network is a kind of local approximation network, which simulates the acceptance domain neural network structure of local adjustment and mutual coverage of the human brain. It is a single-hidden-layer threelayered feed-forward neural network, with characteristics of structure adaptive determination, and the output is independent from initial weight (Jacobs and Robert, 1988; Tan and Mayrovouniotis, 1995) . Compared with BP neural network, there is no problem of local minimum and slow convergence, the learning speed is fast, so it has already been widely used in the fields of pattern recognition, function approximation, nonlinear time series prediction, and image processing.
The topological structure of RBF neural network consists of three different layers: the input layer, the middle layer, and the output layer. The input layer is only responsible for transmitting information without any processing; the middle layer has a hidden layer and is responsible for generating local response to input signals; the output layer uses a linear function to linearly weight the output of the hidden layer. The schematic diagram of the structure is shown in Figure 2 . This mapping from the input layer to the output layer is non-linear, while the hidden layer to output layer is a linear network structure that can increase the learning speed and avoiding the problem of local minimum. Where, the activation function of the hidden layer, namely the radial function φi(·) can be expressed as:
In the formula, x is the input information, ci is the center of the i-th radial basis function, σi is the variance of the basis function, and h is the number of neurons in the hidden layer.
The output of the k-th neuron in the output layer is:
GRNN neural network
Generalized regression neural network (GRNN) is a feed forward neural network based on nonlinear regression theory. It is a branch of RBFNN with strong nonlinear mapping ability and robustness (Stamkopoulos et al., 1998; Fotheringhame and Baddeley, 1997) . Compared with RBF neural network, its approximating ability and learning speed are better, and it has already been widely used in education industry, food science, control decision-making system, biological engineering and other fields. As shown in Figure 3 , the GRNN neural network structure consists of four parts: the input layer, the pattern layer, the sum layer, and the output layer. Among them, the input layer is composed of neurons in the form of distributed units, the number of which is the same as the number of samples; the pattern layer handles information through the activation function; the sum layer is the summation of the neuron outputs of all pattern layers; the output layer divides the output of the sum layer by each neuron to obtain the output result of each neuron. 
Practical application analysis
The RBF neural network and GRNN neural network were used to predict the strength of high-performance concrete. Select 104 groups of high-performance concrete mix proportion and corresponding strength (Lim et al., 2004) , in which, 92 groups are taken as training samples, 12 groups are prediction samples, as shown in Table 1 . In the structure of RBFNN, select waterbinder ratio, water consumption amount, sand ratio, fly-ash content, air-entraining agent dosage, and water reducer dosage as input variables, the strength of the 28 th day as the output variable to construct the prediction model.
RBF neural network application analysis
Select the newrb function to create the RBF neural network. Because the values of SPREAD parameter are different, the network training results and prediction ability will also change. Therefore, we use the try and error method to select the SPREAD value. At first, set the SPREAD values as 0.5, 1, 1.5, 2, 2.5, 3, respectively, and conduct network training separately to obtain the mean square error of the network training results and the mean squared error of the prediction results, as shown in Table 2 . As can be seen from the table, when the value is 1.5, the mean squared error is small and the error curve is smooth, so SPREAD is chosen to be 1.5. In order to further refine the network model, take a total of nine numbers from 1.1 to 1.9, and then perform network training. The obtained results are shown in Table 3 . As can be seen from Table 3 , when the SPREAD value is set to 1.2, the mean square error of the training results and the prediction results are the minimum, so the SPREAD value is set to 1.2.
(1) Network training and result analysis Conduct RBF neural network training on 92 groups of sample data, the degree of fit between the results and the measured results is shown in Figure 4 . From the figure, we can see that the fitting effect is satisfactory, and the training result curve is consistent with the measured result curve. The average absolute error is 0.39MPa, the average absolute percentage error is 0.76%, and the mean square error is 0.29MPa.
(2) Network prediction and result analysis The trained RBF neural network model was used to predict the concrete strength and compared with the measured 12 groups of the strength values. The results are shown in Table 5 and Figure 5 . From Figure 5 , it can be found intuitively that the predicted strength values coincide well with the measured strength, indicating that the RBF neural network model has a good prediction effect. From Table 4 , it can also be found that the minimum absolute error is 0.05MPa, the maximum absolute error is 2.17MPa, and the maximum relative error is 5.07%. The average absolute error is 1.04MPa, the average absolute percentage error is 2.09%, and the mean square error is 1.75MPa. It satisfies the requirements in the construction projects, that is, the maximum absolute error of 4MPa, and the maximum relative error of 10%.
In order to further analyze the prediction effect of RBF neural network, correlation analysis and unitary linear recursive analysis were performed on the predicted strength and measured strength. The results are shown in Figure 6 . As can be seen from the figure, the two straight lines almost coincide. The unitary regression coefficient is 0.99, indicating that the degree of fit between the predicted strength and the measured strength is relatively high. The correlation coefficient is 0.99264, indicating a strong correlation between predicted strength and measured strength. Through comparison of the mean square error between the training results and the predicted results, it is found that when the SPREAD value is 0.3, the prediction error of the GRNN neural network is the smallest and it quickly converges below the target error accuracy, so the SPREAD optimal value is set to 0.3.
(1) Network training and result analysis Conduct GRNN neural network training on the 92 groups of sample data, the fitting curves of the training results and the measured results are shown in Figure 7 . From the figure, we can see that the fitting effect is satisfactory, and the training results are in line with the measured results. The average absolute error is 0.27MPa, the average absolute percentage error is 0.51%, and the mean square error is 0.15MPa.
(2) Network prediction and result analysis The trained GRNN neural network model was used to predict the concrete strength and compared with the measured 12 groups of strength values. The results are shown in Table 6 and Figure 8 . From Figure 8 , we can see that, except for few sample points, overall the predicted strength values are close to the measured strength, indicating that the GRNN neural network model has a better prediction effect. From Table 6 it can also be found that, except for the first group of samples, the minimum absolute error is 0.11MPa, and the maximum relative error is 6.85%. The average absolute error is 1.61MPa, the average absolute percentage error is 2.84%, and the mean square error is 4.68MPa.
In order to further analyze the prediction effect of GRNN neural network, correlation analysis and unitary linear recursive analysis were performed on the predicted strength and measured strength. The results are shown in Figure 9 . As can be seen from the figure, there are some deviations between the two straight lines. The unitary regression coefficient was 0.87, and the degree of fit between predicted strength and measured strength was also high. The correlation coefficient is 0.98517, indicating a strong correlation between predicted strength and measured strength.
Comparison between two neural network prediction models
The training results and predicted results of the two neural network models were recorded as shown in Table 7 and Table 8 . It can be seen from Table 7 that the index values are all very small, which proves that the fitting effect of the two models is very satisfactory, and the GRNN neural network model is superior to the RBF neural network model. Considering the predicted results of the model, the predicted strength values of the highperformance concrete were compared between the two prediction models. The results are shown in Figure 10 . It can be seen from Table 8 and Figure 10 that the prediction effect of the RBF neural network model is slightly better than the GRNN neural network. This is because the GRNN network is more dependent on the sample size. In summary, this paper uses the RBF and GRNN neural network models to predict the strength of high-performance concrete, they are feasible, effective, and has good prediction effect and small error. The prediction accuracy of RBF neural network is better than GRNN neural network. 
Conclusions
In concrete, there are many types of materials, and their impact on the strength is different, the traditional empirical formulas cannot predict them. The ANN simulates the information processing mechanism in the human cerebral cortex and forms the BP network and RBFNN. On this basis, this paper uses RBF and GRNN neural network in the RBFNN to establish two prediction models of high-performance concrete strength. Through empirical analysis, we found that the two neural network prediction models have fast training speed, good prediction effect, and high prediction accuracy.
(1) An empirical analysis of the RBF neural network model shows that the RBF neural network model has a good prediction effect, and the predicted strength value is in good agreement with the measured strength. The average absolute error is 1.04MPa, and the average absolute percentage error is 2.09%. The mean squared error is 1.75MPa. 
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(2) An empirical analysis of the GRNN neural network model shows that the GRNN neural network model has a good prediction effect. Except few sample points with large deviations, the predicted strength values are close to the overall measured strength. Among them, the average absolute error is 1.61MPa, the average absolute percentage error is 2.84%, and the mean square error is 4.68MPa.
(3) Comparing the predicted results of the two prediction models, the prediction accuracy of the RBF neural network prediction model is better than the GRNN neural network model.
