Uncertainties in spatial data associated with basin topography, drainage networks, and land cover characteristics may affect the performance of runoff simulation. Such uncertainties are mainly derived from selection of digital elevation model (DEM) resolution and basin subdivision level. This study focuses on assessing the effects of DEM resolution and basin subdivision level on runoff simulation with a semi-distributed land use-based runoff process model. Twenty-four scenarios based on various DEM resolutions and subdivision levels are analyzed for the Kaidu River Basin.
INTRODUCTION
Uncertainties in spatial data associated with basin topography, drainage network, and land cover characteristics may affect the performance of runoff simulation in hydrological models (Du et al. ; Li et al. ; Tan et al. ) . Spatial data in a given basin are usually estimated by digital elevation models (DEMs). However, DEM resolution, as well as the number and the manner of subdividing a basin can impact the quality of spatial data (Pradhanang & Briggs ; Yan & Zhang ) . The quantification of the uncertainty in the spatial input data associated with DEM resolution and basin subdivision levels could lead to producing more reliable results from models' calibration and simulation processes (Xu ; Li & Xu ) . The previous studies mainly focused on the effects of DEM resolution or basin subdivision level on hydrological simulation, respectively. However, Kalin et al. () found that when the study area is low-relief at different elevations, the basin delineation can be simple; on the contrary, when the area is abrupt, the number of sub-basins would increase to clearly delineate the actual basin condition. Thus, subdividing a basin should depend on the local extracted topographical information. As well, many studies have shown that the highest resolution data may not perform best due to the fact that the data resolution may not effectively capture the realistic hydrological processes (Lassueur et al. ) . Difficulties and complexities in preparation of model input, calibration, and computational evaluation would definitely increase with promotion of data resolution. Thus, in order to improve hydrological model efficiency for a large-scale river basin, it is desirable to identify an optimal combination of DEM resolution and basin subdivision level.
Therefore, the objective of this study is to analyze the interactive effects of DEM resolutions and basin subdivision level on runoff simulation of the Kaidu River Basin, based on the semi-distributed land use-based runoff processes (SLURP) model. The SLURP model is used for dealing with spatial and temporal variations of hydrological elements and accounting for physical mechanisms of runoff yield and routing in the study basin. Different DEMs are used to examine the effect of different topographic data on the model outputs, and different basin subdivision levels are set to evaluate the uncertainty due to variation in sub-basin numbers and sizes on model performance. Multi-objective fuzzy analysis technique is also utilized to analyze the relationship among DEM resolution, basin subdivision level, and SLURP performance (i.e., Nash-Sutcliffe efficiency (NSE), coefficient of determination, and deviation of volume (DV)). Results will help to: (1) quantify the uncertainty of input data about spatial information on model simulation, (2) disclose the interaction between DEM resolution and subdivision level, and (3) generate the optimal system inputs.
METHODOLOGY Hydrological model
In this study, the SLURP model is selected to evaluate the impacts of DEM resolution and basin subdivision level on runoff simulation. The SLURP model is a continuous, spatially distributed, daily time step hydrological model that uses parameters associated with land cover characteristics to simulate the hydrological processes. SLURP divides a basin into a number of sub-basins which contain a number of different land covers, and consequently, each sub-basin is inner-heterogeneous and closely related to the features of land covers (Kite ) . The vertical water balance concept is used for each land cover type within a sub-basin containing four nonlinear tanks, i.e., canopy storage, snow storage, fast storage, and slow storage, representing canopy interception, snowpack, aerated soil storage, and groundwater, respectively (as shown in Figure 1 ). The evapotranspiration for each land cover in each sub-basin is calculated using the Morton CRAE method:
where E a is areal evapotranspiration, α is a coefficient such as the Priestley-Taylor and E p is potential evapotranspiration. The potential evaporation can be calculated by Penman-Monteith method from the following equation:
where T m ¼ T a þ 0.006A m , T a is the mean daily air temperature, A m is the elevation (m), φ is the latitude in degrees, u is a wind factor, D is the number of daylight hours, and T a -T d is the difference between air and dew point temperatures approximated by:
where R m is the mean daily range in temperature and R hc is the difference between the mean temperatures of the hottest and coldest months of the year. Snowmelt is calculated using the degree-day method when the temperature in degrees is above the rain/snow division temperature. Rainfall and any snowmelt infiltrates through soil surface into the fast store depending on the current infiltration rate. If precipitation factor exceeds the maximum possible infiltration rate, surface runoff is generated using the following equation:
where S 1 is the current contents of the rapid store, S 1,max is the maximum capacity of the fast store and Inf max is the maximum possible infiltration rate, q s is the surface runoff, p is the precipitation factor, and t is the delay of rainfall. The subsurface flow processes are simulated using two linear reservoirs, the fast store (an unsaturated soil layer) and the slow store (a groundwater zone). Generally, the simulation of subsurface flow processes is based on the following equations:
where RP is the amount of percolation, RI is the amount of interflow, RG is the amount of groundwater flow, k 1 is the retention constant for fast store, k 2 is the retention constant for slow store, S 2 is the current contents for slow store and S 2,max is the maximum contents of the slow store.
Runoffs are accumulated from each land cover within a sub-basin using a time/contributing area relationship for each land cover type. To compute travel times for each land cover it is necessary to estimate velocities for travel both to-stream and down-stream. SLURP computes an average velocity (V, m 3 /s) using Manning's equation:
where n is the Manning roughness of each land cover, θ is the hydraulic radius, H is the average change in elevation over the distance L to-/down-stream. The travel time to-/down-stream to the sub-basin outlet for each land cover is computed from the mean distance, the change in elevation and the streamvelocity to-/down-stream. Total travel times are the sums of the outlet of the to-stream and down-stream travel times, which are used in a linear smoothing filter to distribute the runoff from each land cover over time. The results are weighted by the percentages of the sub-basin covered by each land cover, converted to m 3 /s, and added to the total flow of the sub-basin. Then, the combined runoffs route to the next sub-basin in the way of hydrological storage routing:
where Q (m 3 /s) is the outflow, R is the combined runoffs routed into the channel in the sub-basin, α and β are parameters specified to give the degrees of lag and attenuation required.
Calibration and validation
In this study, the SLURP model is calibrated and validated using two sets (i.e., 1996-2000 and 2001-2002, respectively) of continuous daily observed meteorological data and streamflow. The calibration is conducted by an automatic method using the Shuffled Complex Evaluation algorithm developed at the University of Arizona (Duan et al. ) . Then, the model is validated using the values of calibrated parameters. Table 1 shows the model parameter ranges used for calibration in the Kaidu River Basin. The optimal objective functions are NSE, coefficient of determination (R 2 ), and DV, which are used to address the goodness-of-fit of the performance of the hydrological model. They are defined as follows:
where H obs,i is the observed streamflow on day i, H sim,i is the simulated streamflow on day i, n is the number of simulated days, and H obs is the average measured streamflow.
Multi-objective fuzzy analysis
Multi-objective fuzzy analysis technique is employed to comprehensively analyze model performance and find out the most suitable combination of DEM resolution and basin subdivision level based on three optimal objectives (i.e., NSE, R 2 , and DV). Fuzzy sets optimization can be extended to situations involving subjective uncertainty to ranking
alternatives. An optimal choice can be considered as pattern recognition between a 'positive ideal alternative' and 'negative ideal alternative'. The value of u (closeness to the positive ideal alternative) describes the degree of acceptability from 'bad' to 'good' and varies from 0 to 1.
It is supposed that the decision matrix R consists of n alternatives (i.e., 24 scenarios) expressed as A {A 1 , A 2 . . . ,
A n } and m objectives (NSE, R 2 , and DV) described by C
where v ij is the ith objective value of alternative A j ( j ¼ 1, 2, . . . , n).
In general, the objectives are classified into two types:
benefit and cost. The benefit objective type means that a higher value is better while for the cost objective type the opposite is valid (Krohling & Pacheco ) . Thus, different types of objectives can be normalized using the following formulas:
where
For the benefit type, Equation (14) should be adopted, otherwise Equation (15).
After transformation, the normalized matrix can be expressed as R(r ij ) m×n . For the multi-objective decision-making problem with limited alternatives, the optimal alternative is relative and thus the m positive ideal alternative is defined as: G (g 1 , g 2 , . . . , g m ) T and the negative ideal alternative is defined
The optimal relative closeness of each alternative can be obtained by minimizing the sum of its squared distances to ranking centers. The weighted distance is used to represent the distance from G and B of each alternative, and can be respectively defined as:
In Equations (16) and (17), w is a weight vector and w ¼
If the closeness of alternative A j relative to G is denoted by u j and the one relative to B is 1Àu j , the synthetically weighted distance is given as:
To obtain the optimal solution, the synthetically weighted distance is minimized: Min{F j (u j )}, where j ¼ 1, 2, . . . , n. Let 
According to the definition of relative closeness, the bigger u j is, the better the alternative is. Thus, the relatively optimal DEM resolutions and number of sub-basins of The basin subdivisions and main channel segments are depicted in Figure 4 . As shown in Table 2 , detailed basin 
RESULTS AND DISCUSSION

Results of runoff simulation
In this study, 24 scenarios (i.e., 24 combinations of four resolutions and six subdivision levels) were examined to evaluate the effects of different scenarios on runoff simulation. Figure 5 depicts the observed and simulated streamflows under all scenarios. The trends of simulated streamflow are consistent with that of observed streamflow. [1996] [1997] [1998] [1999] [2000] and validation period (2001) (2002) , respectively. Results show that a higher streamflow error occurs during April, May, and June than the other months. This is mainly because the streamflow in those 3 months is contributed to by both snowmelt and rainfall. Figure 8(a) reveals that 200 m DEM resolution would produce the best matched simulated streamflow to the observed streamflow, further implying that the model output would be promoted by the appropriate DEMs as they could provide more realistic input. Figure 8(b) shows that coarse subdivision levels have a higher streamflow error than fine ones. This is because coarse subdivision levels lead to a reduction of drainage density and simplification of channel description, which can decrease the accuracy of runoff simulations. The obtained results suggest providing a scientific support for decision-makers to decide which scenario is suitable for seasonal water resources management. 212 m 3 /s. This is because less dense drainage and less accumulative errors derived from DEM resampling in coarse subdivision levels could lead to slighter differences in peak flow. Results also show that the peak flow increases with increased number of sub-basins. This is due to the fact that increasing basin subdivision level results in increment of the total length of channels, as well as a reduction in overland flows. However, further increment in drainage density does not cause a significant change in peak runoff at the basin outlet. Merits and demerits should be balanced to choose the optimum scenario before decision-making related to flood controlling.
Comparison of parameter transferability
Runoff generation processes are sensitive to the sub-basin size and topographic slope, variation in runoff yielding, and flow routing parameters are needed in all scenarios.
Twenty-four scenarios have been calibrated respectively to pursue the optimal runoff simulation results. Results show that some parameters have a slight difference among different scenarios. For example, the maximum retention constant for grassland changes in a deviation of 8% compared to the minimum value (i.e., 72.3 mm). This is due to the fact that several parameters are determined based on soil and land types rather than drainage network and sub-basin relief. However, the objectives of NSE and R 2 were normalized using the benefit type, and the objective of DV was normalized using the cost benefit. The relative closeness of different scenarios both in the calibration and validation period are obtained by multi-objective fuzzy evaluation method (shown in Figure 11 ). Results show that 15 sub-basins have the lowest closeness (i.e., the worst model performance)
both in the calibration and validation period. For example, the closeness is 0.050 under 500 m DEM and 15 subbasins in calibration, revealing that 500 m DEM and 15 sub-basins is the worst selection for model simulation.
Among all the scenarios, 200 m DEM resolution coupled with 183 sub-basins has the highest closeness (i.e., 0.988 and 0.896, respectively) both in the calibration and validation period, which is different from the result only using NSE. The reason for this is that R 2 and DV possess the same important role compared with NSE, however, in this study, R 2 and DV do not show an obvious trend like NSE, and thus the integrated evaluation is different. However, the results further validate that over-detailed basin subdivision would not always promote the model performance.
CONCLUSIONS
This study has investigated the interactive effects of DEM resolution and subdivision level on runoff simulation of Kaidu River Basin, using the SLURP model. Results show Figure 9 | Interaction plot for simulated peak flow (m 3 /s) in calibration period (1996) (1997) (1998) (1999) (2000) .
that with the increasing number of sub-basins, the value of Therefore, there is a need to weigh merits and demerits before selecting the input type depending on the basin size, basin topographic feature, compute efficiency expected, as well as the level of accuracy required. Furthermore, due to the complexes in model structure, model parameters and daily input data also should be considered. It will also be interesting to explore the effects of numbers and size of raster grids on model performance in future research works. As well, it is desirable to conduct investigations into the effects of DEM resolutions and basin subdivisions for other hydrological models (e.g., SWAT).
