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Abstract
Given a set of points P ⊂ d and a kernel k, the Kernel Density Estimate at a point
x ∈ d is defined as KDEP(x)  1|P |
∑
y∈P k(x , y). We study the problem of designing a data
structure that given a data set P and a kernel function, returns approximations to the kernel
density of a query point in sublinear time. We introduce a class of unbiased estimators for
kernel density implemented through locality-sensitive hashing, and give general theorems
bounding the variance of such estimators. These estimators give rise to efficient data structures
for estimating the kernel density in high dimensions for a variety of commonly used kernels.
Our work is the first to provide data-structures with theoretical guarantees that improve upon
simple random sampling in high dimensions.
∗A preliminary version of this paper appeared in FOCS’2017 [13].
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1 Introduction
A fundamental question in Statistics and Learning Theory is the following: given a set of points
P ⊂ d sampled from some unknown distribution D estimate the probability at an arbitrary point x ∈ d .
This problem is known as density estimation and different ways to formalize it lead to very different
statistical and computational tasks. In the past two decades the problem has attracted significant
interest in theoretical computer science [12, 1]. Some of themost important problems that have been
studied are learning discrete distributions [26], learning mixture models [41], and more recently
the topic of robust estimation in high dimensions [17, 27]. In this paper, we focus on Kernel Density
Estimation (KDE), one of the most widely developed methods in non-parametric estimation.
1.1 Kernel Density Estimation
In this approach, given a set of n pointsP, starting from the empirical distribution µ˜(x)  1n
∑
y∈P δy ,
one obtains a smooth distribution by “convolving” it with a kernel function k, whose smoothness
is typically controlled by a parameter σ > 0 called the bandwidth.
Definition 1.1 (Kernel Density). Given a kernel function kσ : 
d×d → [0, 1] and a dataset P ⊂ d
we define the Kernel Density (KD) of P at a point x ∈ d as:
KDEP(x) : 1|P |
∑
y∈P
kσ(x , y) (1.1)
This is a natural way to extend the function smoothly from a discrete set of points to the whole
space that is independent of any particular parametric assumption on the underlying distribution
of the data. Selecting the kernel and bandwidth are intensively studied subjects in the literature of
non-parametric estimation [16] forwhich there is still ongoing theoretical research [21]. The kernel
function k(x , y) is typically a function of only x − y (shift invariant kernels) or just the euclidean
distance ‖x − y‖ (radial kernels). One of the most prominent functions is theGaussian kernel
kσ(x , y)  exp
(
− ‖x − y‖
2
σ2
)
(1.2)
The importance of KDE lies in that it gives a simple and general way of approximating the
underlying probability distribution that can be subsequently used to perform more complex and
computationally intensive tasks. Examples include mode estimation [7], outlier detection [38], local
regression [19], reproducing kernel Hilbert spaces [37], density based clustering [36], and topological
data analysis [24, 14]. Kernel Density Estimation is consequently an important primitive that is a
building block in many applications.
In all of the above settings, at some point, the following problem is solved: given P ⊂ d ,
z ∈ n , compute KDEzP(x) :
∑n
i1 k(x , yi)zi . This can be computed exactly in linear time, but this
is prohibitively slow for large data sets, especially since it is needed repeatedly in applications of
interest.
The problem has been studied extensively in the batch setting, where given a set of n points, the
goal is to compute, for each of the points, a sum of contributions due to all the points, i.e. n queries
of the above form. Such computations are prevalent in the field of scientific computing and involve
computing approximations to y  Kz where K is an n × n kernel matrix. In low dimensions, Fast
Multipole Methods (combining hierarchical space partitions with Taylor approximations) were
developed [28] to reduce the trivial O(n2) runtime to O(n log n) (and O(n) in some cases). The
fast multipole algorithm [22] has been enormously influential in numerical analysis and scientific
computing; it was named as one of the top 10 algorithms of the 20th century by the editors of
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Computing in Science and Engineering [18]. For this work, Greengard and Rokhlin received the 2001
Steele Prize. The KDE problem thus lies in the core of both scientific computing as well as machine
learning.
In this paper, we study the problem of approximately computing the KDE. For most of the paper
we fix kσ to be the Gaussian Kernel and define the following computational problem:
Definition 1.2 (KDE Problem). Given a dataset P ⊂ d of n points, and ε, δ, τ ∈ [0, 1] construct a
data structure that given a query x ∈ d with KDEP(x)  µ ∈ [τ, 1] returns a number µˆ such that
[|µˆ − µ | > ε · µ] 6 δ. We call this problem the (µ, ε, δ)-KDE problem.
1.2 Our Contribution
The starting point of ourwork is the old and tested idea of importance sampling. Given non-negative
weights w1, . . . , wn and a distribution Q over [n] (inducing probabilities q1, . . . , qn), an unbiased
estimator for µ : 1n
∑n
i1 wi is given by sampling I ∈ [n] according to Q and returning Z  wI/(qI n).
The minimum variance estimator is obtained by setting q∗
i
 wi/
∑
j w j for which the variance is
zero. What precludes us fromobtaining such probabilities is that in our setting ofKDE, theweights
wi  wi(x) : k(x , xi) depend on the query x, and thus the sampling distribution Q needs to be
adaptive to the query. Furthermore, having an ideal distribution Q∗ indirectly involves knowing
the normalizing constant
∑
i wi  nµ, the very quantity we wish to estimate. Thus, the main
challenge in turning the idea of importance sampling into an algorithm is to have an efficient way
to define an adaptive sampling distribution Q(x) that has low variance. We next present our methods
at an abstract level and subsequently show their implications for Kernel Density Estimation.
1.2.1 Hashing-Based-Estimators (HBE)
Our main contribution is to introduce a hashing-based framework to succinctly define an adap-
tive distribution Q(x) and to provide sharp tools bounding the variance of the resulting unbiased
estimator. Our estimators are formed by:
• Preprocessing: given a hash function h sampled from a hash family H , where the colision
probability of x , y is p(x , y), we evaluate h on x1, . . . , xn and form the corresponding hash
table H.
• Querying: let H(x) ⊆ P denote the cell where the query x falls into and let y ∈ P be a random
element of H(x), we return Zh(x)  1n
k(x,y)
p(x,y) |H(x)| (or 0 if H(x) is empty).
We say that a HBE has complexity T if the evaluation time (resp. space usage/preprocessing) is
bounded by T (resp. T · n). This two-level sampling procedure induces probabilities that depend
both on P andH . Although |H(x)| is a priori a randomvariable, it becomes known to us through the
preprocessing step. This sidesteps the issue of computing the normalizing constant separately for
each query and is at the core of our approach. By sampling a number of hash functions h1, . . . , hm
and creating hash tables H1, . . . , Hm, at query time we can produce m independent samples that
are used by the median-of-means procedure to produce an accurate estimate of the mean µ.
The challenge in fully implementing this scheme is to bound the second moment of our esti-
mator. In this regard, picking a random element from H(x) turns out to be crucial, as it is this step
that allows us to get an analytical handle on the second moment of Zh. We provide two general
theorems that bound the variance of Hashing-Based-Estimators. The first theorem applies to any
HBE.
Theorem 1.3 (Two-points suffice). Up to absolute constants the variance of a HBE is maximized by
datasets where there are only two values for the weights and sampling probabilities.
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This characterization is extremely useful as given pi(x) : p(x , xi) and wi(x), it reduces bound-
ing the variance to a simple case analysis. The bound depends on the compatibility between
the probability and weights, and is captured by the maximum element of an explicitly defined
matrix. Going beyond the general case we identify a natural class of HBE that induce sampling
probabilities that vary as a power of the weights.
Definition 1.4. AnHBE is (β, M)-scale free for parameters β ∈ (0, 1] and M > 1 if, for all i ∈ [n] and
x, M−1 · wβ
i
(x) 6 pi(x) 6 M · wβi (x).
The second theorem provides a refined analysis of the variance of scale-free HBE that is able
to capture additional structure when one exists. In particular, the upper bound on the variance
improves when most of the contribution to µ  µ(x) comes from relatively large weights wi. We
state here the weakest bound that assumes nothing about the weights.
Theorem 1.5. Let Z be an unbiased (β, M)-scale free HBE for β ∈ [ 12 , 1]. Then [Z2] 6 µ2 · (4M3/µβ).
The main technical tools behind the analysis are two Hölder-type inequalities that we develop.
The first one (Lemma 2.3) is a simple two-sided (matrix) extension of Hölder’s inequality that
bounds a quadratic form over the intersection of two weighted ℓ1-balls. A clever application of
this inequality gives us the proof of Theorem 1.3. The second (Lemma 2.4) is a non-trivial Hölder-
type inequality formonotone vectors that in combinationwith some easy consequences ofHölder’s
inequality gives us the refined analysis of scale-free estimators. The proof also shows the possibility
of exploiting other structural assumptions of the data. This is important in the statistical setting
(where the data set is sampled from a distribution) or for parameter tuning in practice.
Our theorem shows that under no structural assumptions, the optimal choice is β∗  1/2 and
results in an estimator with relative variance
Var[Z]
([Z])2 6 V(µ)  4M3 · µ−1/2. Using the Median-
of-means (MoM) technique, we can estimate µ within a multiplicative accuracy of (1 ± ε) using
O
(
M3 1
ε2
1√
µ
log(1/δ)
)
independent samples. Observe that this does not directly imply an algorithm
to estimate µ using this many samples, as setting the number of samples (sufficient for accurate
estimation) requires approximate knowledge of µ, the very quantity we are aiming to estimate.
We resolve this issue by proposing an adaptive procedure that uses O(1) times additional
samples to get a constant factor approximation to µ. We start with an overestimate of µ and
iteratively decrease it until we get close enough to the truth where a consistency check is satisfied.
The resulting algorithm, Adaptive Mean Relaxation, is applicable to settings where one has an
unbiased estimator whose (upper bound on) variance is a non-decreasing function of the mean µ
and the relative variance is a decreasing function of the mean.
1.2.2 Kernel Density Estimation through Locality Sensitive Hashing
We next turn to address the (µ, ε, δ)-KDE problem. To provide intuition about the problem we
first analyze two simple randomized estimators, the (uniform) Random Sampling (RS) estimator
and an estimator based on Random Fourier Features (RFF) [35]. We show that in the worst case,
the first has variance bounded by µ whereas the RFF estimator has constant variance. Using the
MoM framework and our adaptive procedure, one immediately gets an algorithm to solve the KDE
problem using O(min{ 1
ε2
1
µ log(1/δ), n}) samples that is polynomial in (ε, µ, log(1/δ)).
In order to improve upon this simple bound, we employ the framework of Hashing-Based-
Estimators instantiated with Locality Sensitive Hashing schemes. All our results follow a similar
theme: (a) we obtain pointwise upper and lower bounds on the collision probabilities of the hash
functions, and (b) we bound the variance of the estimator by invoking either Theorem 1.3 or
Theorem 1.5 in cases where we are able to obtain scale-free estimators (cf. Table 1.2.2).
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Table 1: Scale free estimators for KDE using LSH
Kernel (β, M) Complexity T
e−‖x−y‖2 (β, eO(R
4
3 log log n)) eO(R
4
3 log log n)
e−‖x−y‖ (β,√e ) O(dR2)
1
1+‖x−y‖p
2
( qp , 3q) O(dp)
Theorem 1.6 (Informal). There exist scale-free HBE for the Gaussian, Exponential and t-Student kernels.
Using our theorem for scale-free estimators and the adaptive algorithm, we arrive at our main
result for the KDE problem.
Theorem 1.7. For a kernel k and dataset P for which there exists a (12 , M)-scale-free estimator with
complexity T, there exists a data structure that solves the (µ, ε, δ)-KDE problem ∀µ ∈ [τ, 1] using
O(M3 1
ε2
1√
µ
log(1/δ)T) time and O(M3 1
ε2
1√
τ
log(1/δ)T · n) space.
As an application, we show that one can use such a data structure to get an approximate vector-
matrix multiplication algorithm for Kernel matrices using time that is adaptive to the vector and is
always bounded by n
1+o(1)√
τ′
1
ε2
where ε, τ
′
indicate respectively the relative and additive error per
coordinate (cf. Theorem 7.1). This result is important as it improves on the main bottleneck of
Kernel Ridge Regression [8], that is, multiplying a dense Kernel matrix with a vector and requires
time O(n2) in general.
1.2.3 Lower Bounds for KDE problem
We also complement our results by providing a reduction between hard instances for the Approx-
imate Nearest Neighbor Search problem to the (µ, ε, δ)-KDE problem. We show that the latter
is at least as hard as the (r, c)-ANNS with n  1µ points and c  O(
log(n)
log(1/ε) ) under the Hamming
distance. Combined with the results of Panigrahy, Talwar, Wieder [32] and Andoni et al [5], we
get non-trivial lower bounds in the cell-probe model with a single probe that captures an interesting
class of algorithms based on adaptive coresets.
1.3 Related Work
The problem of Kernel Density Estimation although widely studied in low-dimensions [23] has
largely been unexplored in high dimensions [29]. In recent parallel and independentwork, Spring
and Shrivastava [39] introduced the idea of using locality sensitive hashing as a sampling scheme
to estimate the partition function of log-linear models, albeit without theoretical guarantees.
Coresets. The problem of KDE has mostly been investigated in the context of coresets. The first
theoretical work we are aware of is that of Phillips [34]. Given a kernel k and a set P ⊂ d , a subset
S ⊂ P is an ε-coreset if |KDEP(x) − KDES(x)| 6 ε for all x ∈ d . Phillips uses techniques from
discrepancy theory to show that one can construct an ε-coreset of size O
(
1/ε2− 4d+2 log1− 2d+2 (1/εδ)
)
with probability at least 1 − δ. For large d the bound deteriorates and becomes similar to what
one gets by simple random sampling O( 1
ε2
log(1/δ)) which is known to be tight. For relative error,
recent work [42] uses random sampling to give a similar guarantee that roughly requires O( 1
ε2
1
µ )
samples. Our lower bound against the (m , w , 1)-cell probe models encompasses algorithms of
this kind, and shows that any set S (not necessarily a subset of P) that can be used to answer the
(µ, ε, δ)-problem must have size at least Ω( 1µ ). The implication is that in terms of constructing a
coreset for KDE in high dimensions, Random Sampling is essentially optimal.
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KernelMatrix-VectorMultiplication. Aclosely related idea to that of coresets, is that ofNyström
approximation. In this method, given a kernel matrix K a set of s columns (points) is selected and
subsequently K is projected on their span. Musco and Musco [31] propose a method based on
recursive leverage-score sampling that, using s  Θ(k log k) points, O˜(nk2) time and O˜(nk) space,
outputs a matrix K˜ such that ‖K˜ −K‖2 6 λwith λ  1k
∑n
ik+1 σi(K) . One can use this algorithm to
obtain an approximate Kenrel-Matrix VectorMultiplication algorithm yˆ ≈ Kz. For kernel matrices
of large rank, like the ones corresponding to the equilateral metric of r 
√
n  τ−1 clusters
consisting of
√
n identical points, their algorithm requires O˜(n2) time and space O˜(n3/2) whereas
our algorithm requires O˜(n 54 ) time and space for the Exponential and Polynomial kernel, and
n
5
4+o(1) for the Gaussian kernel. However, the algorithm ofMusco andMusco applies to any kernel
and gives guarantees that hold simultaneously for any test vector z, whereas our method applies
for a single (non-negative) vector z.
1.4 Open questions
Our work leaves open a few intriguing directions.
Data-dependent Hashing. There is a recent line of work [6, 5] that designs data-dependent LSH
schemes that are optimal within a certain class of hashing-based algorithms. We believe that
modifications of such schemes can be used for the purposes of KDE.
Batch Setting. The study of the offline or batch setting for Nearest Neighbor Search has received
renewed interest over the past years and has brought awealth of techniques into light [40, 2]. Given
the connection between KDE and the Nearest Neighbor Search problem, it would be of practical
and theoretical interest to design data-structures that offer provable speedups for the offline setting
of the KDE problem. In the regime where ε  exp(−ω(log2(n))) there is recent work [9] that shows
that under SETH no significant improvements can be made beyond quadratic time.
Applications of HBE. It would be interesting to explore other extensions of HBE, e.g. get
theoretical guarantees for estimating the partition function of log-linear models [39] or analyze the
performance of multi-probe schemes.
1.5 Outline of the paper
In Section 2, we present some preliminaries and describe the general approach of deriving unbi-
ased estimators and bounding their variance through Hölder-type inequalities, whose proofs are
presented in Section 9. In Section 3, we introduce Hashing-Based-Estimators and give two general
tools to bound their variance. In Section 4, we present a framework for adaptively estimating the
mean of a random variable when we have a known upper bound on the variance that depends
on the unknown mean. In Sections 5 and 6, we use Locality Sensitive Hashing schemes to derive
unbiased estimators for the Exponential, t-Student and Gaussian Kernels that when instantiated
within the framework of Section 4 give rise to efficient data structures for the KDE problem. Using
these data structures we then show in Section 7 how to perform approximate Fast Kernel-Matrix
Vector multiplication. In Section 8, we present a lower bound for KDE for the Gaussian kernel in
the cell-probe model.
2 Preliminaries
Notation. For a vector x ∈ n let ‖x‖pp :
∑n
i1 |xi |p for p > 1 denote the ℓp-norm. For a strictly
positive vector w ∈ n
++
, we denote by ‖x‖w ,1 :
∑
i wi |xi | the weighted ℓ1-norm. Given a number
τ > 0 let (xi)τ : max{xi , τ}. Given a probability distribution ν, we write Y ∼ ν to denote that
Y is sampled from ν. For a set S, U(S) denotes the uniform distribution over S and S⊗k denotes
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the Cartesian product of S with itself k > 1 times. Similarly, ν⊗k denotes the product distribution
ν × . . . × ν. We use N(0, Id) to denote the standard multivariate normal distribution and Φ(·) its
CCDF. Throughout the paper P  {x1 , . . . , xn} ⊂ d will denote a set of n points from d and we
shall assume that diam(P ∪ {x}) 6 R for any query x ∈ d where R  R(n) > 0.
2.1 V-bounded Estimators and Median-of-Means
For ε, δ > 0, given a query point x ∈ d and weights w1(x), . . . , wn(x) induced by a set P, our goal
is to estimate µ(x) : 1n
∑n
i1 wi(x)within a multiplicative (1± ε) accuracy with probability at least
1 − δ. When it is clear from the context we will often drop the dependence on x and simply write
wi and µ. An estimator Z ∼ ν is called unbiased for our problem if [Z]  µ. The basis of our
approach is to design an unbiased estimator that has small variance relative to µ.
Definition 2.1. Given a non-increasing function V :  → +, we call an unbiased estimator Z,
V-bounded if [Z2] 6 µ2 · V(µ) and µ2V(µ) is non-decreasing.
The function V is intimately related to the number of samples need to estimate µ and is often
referred to as (a bound on) the relative variance. The principal approach to use such an estimator
is the Median-of-Means (MoM) technique [3], that allows one to get an estimate Zε,δ such that

[Zε,δ − µ > ε · µ] 6 δ using O( 1ε2 V(µ) log( 1δ )) samples.
Algorithm 1Median-of-Means (MoM)
1: Input: Estimator Z ∼ ν, V > 0, accuracy ε ∈ (0, 1), success prob. δ ∈ (0, 1).
2: m(ε,V) ← ⌈ 6
ε2
V⌉, L(δ) ← ⌈9 log(1/δ)⌉.
3: Z
(i)
j
iid∼ ν for j  1, . . . , m, and i  1, . . . , L.
4: Z(i) ← mean{Z(i)1 , . . . , Z
(i)
m } for i  1, . . . , L.
5: Output: Zε,δ ← median{Z(1) , . . . , Z(L)}
Most of our effort in this paper goes into obtaining efficient V-bounded estimators with V
being of the form V(µ)  no(1) · µ−∆ for some 0 6 ∆ 6 2. Once we have such an estimator, we will
be able to combine it with the MoM technique and eventually get an estimation algorithm. Hence,
the main challenge is bounding the variance.
2.2 Bounding the Variance
Given an unbiased estimator Z in order to bound the variance we first obtain a simple data-
dependent upper bound on [Z2] 6 F(w , P) for some function F, and then for a class of datasets
P, we aim to show that supP∈P{F(w , P)|
∑
i wi  nµ} 6 µ2V(µ).
2.2.1 Baseline estimators
As a warm up, we present two simple unbiased estimators for the Kernel Density Problem and
bound their variance. Let Y ∼ U[P], the random sampling estimator is given by ZRS(x)  k(x , Y).
Let θ ∼ U[0, π] and 1 ∼ N(0, Id), the Random Fourier Features [35] estimator is given by ZRFF(x) 
2
|P |
∑
y∈P
(
cos(1⊤x + θ) cos(1⊤y + θ)) .
Proposition 2.2. The RS and RFF estimators are unbiased and satisfy respectively [Z2
RS
] 6 µ2 · µ−1 and
[Z2RFF] 6 µ2 · 4µ−2. Moreover, the bounds are tight up to constants in the worst case.
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Proof Sketch. The fact that the RS estimator is unbiased is trivial, whereas the fact that RFF is unbi-
ased was shown by Rahimi and Recht [35] and follows from Bochner’s theorem and trigonometric
identities. We next bound the second moment
[Z2RS] 6 maxy∈P {k(x , y)} ·
1
|P |
∑
y∈P
K(x , y) 6 µ2 · µ−1
[Z2RFF] 6
©­« 2|P |
∑
y∈P
1
ª®¬
2
 4 6 µ2 · 4µ−2
To see that these bounds are tight up to constants consider for the RS estimator a dataset with nµ
points located at x and the rest n(1− µ) points at distance√log(1/µ) from x. For the RFF estimator
the worst case is when all points are all located at the same point y0 at distance
√
log(1/µ). 
We expand more on the RFF estimator in Appendix B. The result on Random Sampling shows
that KDE problem is solvable in time O
(
min
{
1
ε2
1
µ log( 1δ ), n
})
.
2.2.2 Upper bounds via Hölder-type inequalities
Despite the simplicity of the above result, some salient features of the problem are revealed.
Firstly, the quality of the initial upper bound F(w , P) can differ dramatically between two different
estimators. Secondly, despite the simplicitly of the analysis, often the resulting bounds are tight
up to constants. Lastly, in both cases we used Hölder’s inequality to get the bound. This is going
to be a general theme as behind all our bounds on the variance are increasingly sophisticated
consequences of Hölder’s inequality. We state below the two main inequalities used to bound the
variance of Hashing-Based-Estimators.
Lemma 2.3 (two-sided Holder). Let v , w ∈ n be strictly positive vectors, then for any two sets S, S′ ⊆
[n]: ∑
i∈S, j∈S′
Ai j xi x j 6 ‖x‖v,1‖x‖w ,1 · max
i∈S, j∈S′
{ |Ai j |
vi w j
}
(2.1)
Lemma 2.4 (Monotone Hölder). ∀n > 1, β ∈ [ 12 , 1], and ∀x ∈ n such that |x1 | > |x2 | > . . . > |xn | ,
we have
∑ |xi | 2−ββ (i +∑ j>i |x j ||xi | ) 6 nβ · (∑ni1 |xi | 1β )2−β with equality holding for x∗  c1 for any c , 0.
3 Importance Sampling through Hashing Based Estimators
Given a distribution ν over a collection of hash functions H , let h ∈ H be an element sampled
according to ν. For a point x ∈ d let H(x) : {y ∈ P : h(y)  h(x)} be the set of elements in P
that have the same hash value as x. Also, let I(x) be a uniform random element out of H(x) or ⊥ if
H(x) is empty. Further, define pi : [i ∈ H(x)] and P˜ : {i ∈ P |pi > 0}. We also set p⊥ : 1 and
w⊥ : 0. An (H , ν)-hashing based estimator (HBE) is defined as Zh  Zh(x) : wI(x)pI(x) ·
|H(x)|
n .
3.1 Moments of HBE
Lemma 3.1 (Moments). Let Zh be a (H , ν)-HBE and P a set of points. Let p1 > p2 > . . . > pn , then
[Zh]  1
n
∑
i∈P˜
wi and [Z2h] 6
1
n2
∑
i∈P˜
w2
i
pi
©­«i +
∑
j>i
p j
pi
ª®¬ (3.1)
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Proof. The proof is based on applying Bayes rule and total probability law.
[Zh]  1
n
∑
i∈P˜ ,k>1
wi
pi
k(I˜  i , |H(q)|  k)

1
n
∑
i∈P˜ ,k>1
wi
pi
k(I  i |i ∈ H(q), |H(q)|  k)(i ∈ H(q), |H(q)|  k)

1
n
∑
i∈P˜
wi
pi
∑
k>1
(i ∈ H(q), |H(q)|  k)

1
n
∑
i∈P˜
wi
pi
(i ∈ H(q))
Similarly, we show for the variance
[Z2h] 
1
n2

[(
w I˜
|H(q)|
pI
)2]

1
n2
∑
i,k
(
wi
|H(q)|
pi
)2
(H(q)  k , I  i)

1
n2
∑
i,k
w2
i
k2
p2
i
(H(q)  k , I  i |i ∈ H(q))(i ∈ H(q))

1
n2
∑
i,k
w2
i
k2
pi
(I  i |H(q)  k , i ∈ H(q))(H(q)  k |i ∈ H(q))

1
n2
∑
i,k>1
w2
i
pi
∑
k>1
k(H(q)  k |i ∈ H(q))

1
n2
∑
i
w2
i
pi
[|H(q)| |i ∈ H(q)]

1
n2
∑
i
w2
i
pi
©­«1 +
∑
j,i
(i , j ∈ H(q))
pi
ª®¬
Finally, we obtain the upper bound by using the fact that (A, B) 6 min{(A),(B)} for any two
events.
[Z2h] 
1
n2
∑
i
w2
i
pi
©­«1 +
∑
j,i
(i , j ∈ H(q))
pi
ª®¬ (3.2)
6
1
n2
∑
i
w2
i
pi
©­«1 +
∑
j,i
min{pi , p j}
pi
ª®¬ (3.3)

1
n2
∑
i
w2
i
pi
©­«i + 1pi
∑
j>i
p j
ª®¬ (3.4)

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Observe that the estimator is unbiased iff wi > 0 ⇒ pi > 0 for all i ∈ [n]. The quan-
tity in the parenthesis plays the role of F(w , P) and expresses a pessimistic upper bound on

[ |H(x)|i ∈ H(x)] . This is perhaps the single most important aspect of the method in that it
allows us to express the variance purely in terms of known collision probabilities pi that are amenable to
analytic manipulations.
3.2 Variance Bounds for general HBE
In this section, we prove Theorem1.3 that provides a characterization of the variance ofHBE under
worst case assumptions. The main tool we employ is the following inequality.
Lemma 3.2. Given a positive vector w ∈ n
++
and a parameter µ > 0, define f ∗
i
: min{1, µwi }. For any
matrix A ∈ n×n :
sup
‖ f ‖w ,16µ,‖ f ‖161
{
f ⊤A f
}
6 4 sup
i j∈[n]
{
f ∗i |Ai j | f ∗j
}
(3.5)
Proof. Let S+(µ)  {i ∈ [n]|wi > µ} and S−(µ)  {i ∈ [n]|wi < µ} and define A±± : AS±(µ),S±(µ),
where AU,V is the matrix with elements Ai j, i ∈ U, j ∈ V . We have the decomposition:
f ⊤A f  f ⊤
+
A++ f+ + f
⊤
+
A+− f− + f ⊤− A−+ f+ + f
⊤
− A−− f− (3.6)
Using this decomposition and Lemma 2.3 we have
sup
‖ f ‖w ,16µ,‖ f ‖161
{ f ⊤A f } 6 sup
‖ f+‖w ,16µ,‖ f+ ‖w ,16µ
{ f ⊤
+
A++ f+} + sup
‖ f+ ‖w ,16µ,‖ f− ‖161
{ f ⊤
+
A+− f−} (3.7)
+ sup
‖ f−‖161,‖ f+ ‖w ,16µ
{ f ⊤− A−+ f+} + sup
‖ f−‖161,‖ f− ‖161
{ f ⊤− A−− f−} (3.8)
6 sup
i∈S+ , j∈S+
{
µ
wi
|Ai j |
µ
w j
}
+ sup
i∈S+ , j∈S−
{
µ
wi
|Ai j | 1
1
}
(3.9)
+ sup
i∈S− , j∈S+
{
1
1
|Ai j |
µ
w j
}
+ sup
i∈S− , j∈S−
{
1
1
|Ai j | 1
1
}
(3.10)
To complete the proof note that min{1, µwi } 
µ
wi
∀i ∈ S+(µ) and min{1, µw j }  1∀ j ∈ S−(µ). 
Proof of Theorem 1.3. Fix n distinct weights w1, . . . , wn and collision probabilities p1 , . . . , pn that
might be considered. Without loss of generality we assume that the probabilities are in decreasing
order. Let fi be the fraction of points that are assigned to weight i. We have the following:
[Z2h] 6
1
n2
∑
i
( fin)
w2
i
pi
©­«n
∑
j6i
f j +
1
pi
∑
j>i
p j(n f j)ª®¬

∑
i, j
fi f j
(
w2
i
pi
 j6i +  j>i
w2
i
p2
i
p j
)
6 sup
‖ f ‖w,1 6 µ
‖ f ‖1 6 1
{
f ⊤A f
}
where in the last step we set Ai j :
w2
i
pi
 j6i +  j>i
w2
i
p2
i
p j. Invoking Lemma 3.2 shows that for any set
of weights {wi}i∈[n] and probabilities {pi}i∈[n] there exist two indices i∗ , j∗ ∈ [n] that realize up to
a constant the worst case variance for the specific density µ. 
The theorem assumes nothing about HBE besides unbiasedness and therefore is applicable in
an arbitrary setting. If more structure is assumed stronger statements can be made.
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3.3 Variance Bounds for Scale-free HBE
We give a refined analysis of scale-free estimators (Definition 1.4) based on whether a large fraction
of the density comes from points with relatively large weights.
Definition 3.3. For a query x and τ ∈ [µ, 1] let Bτ,µ(x) : {i ∈ P |wi > µτ }. For γ ∈ [0, 1] the query
is said to be (τ, γ)-localized if ∑i∈Bτ,µ wi > (1 − γ)∑i wi.
The intuition behind this definition is that for kernels that are decreasing with the distance,
the sets of points that would induce large (small) weights are contained in (outside of) a ball of
a certain radius around the query. If the total contribution of the points outside of the ball is
negligible, our estimator behaves essentially as if we are at a “higher" density regime.
Theorem 3.4 (Restatement of Theorem 1.5). Let Zh be a (β, M)-scale free estimator with β ∈ [1/2, 1].
For every (τ, γ)-localized query x,
[Z2h] 6 µ2 · M3
{
2τβ + γ2−β + τ2β−1γβ
}
µ−β
The optimal choice of β in the case where no assumptions are made (γ  τ  1) is β∗  12 . Even
if β is not selected depending on the structure of the query, significant gains can be obtained, in
cases where the parameters τ, γ are small enough. As an example, for β  12 , τ  µ
1
2 , γ  µδ the
theorem implies that the variance is bounded by µ2 · 4M3µ−∆(δ) where∆(δ)  max{ 14 − δ, 1−3δ2 } < 12
for all δ > 0.
Proof. We start by using the scale-free property to simplify (3.1):
[Z2h] 6 M3 ·
1
n2
n∑
i1
w
2−β
i
©­«i +
∑
j>i
(
w j
wi
)βª®¬︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
A
(3.11)
To bound A, we break up the terms according to Bτ,µ. Let J be the maximal index in Bτ,µ.
A 
∑
i6J
w
2−β
i
©­«i +
∑
J> j>i
(
w j
wi
)βª®¬ +
∑
i>J
w
2−β
i
©­«i − J +
∑
j>i
(
w j
wi
)βª®¬ (3.12)
+
∑
i6J
w
2−2β
i
·
∑
j>J
w
β
j
+ |Bτ,µ |
∑
i>J
w
2−β
i
(3.13)
We next useHölder-type inequalities to bound each term. For the first two termswe invoke Lemma
2.4 (Monotone Hölder) to get:∑
i6J
w
2−β
i
©­«i +
∑
J> j>i
(
w j
wi
)βª®¬ 6 (nτ)β(nµ)2−β (3.14)∑
i>J
w
2−β
i
©­«i − J +
∑
j>i
(
w j
wi
)βª®¬ 6 nβ(γnµ)2−β (3.15)
where we also used the fact that |Bτ,µ | 6 τn. Let w6  (w1, . . . , w J) and w> : (w J+1 , . . . , wn). To
bound the remaining terms, we invoke Corollary 9.2 in total three times to get:∑
i6J
w
2−2β
i
·
∑
j>J
w
β
j
6 ‖w6‖2−2β1 |Bτ,µ |1−(2−2β) · ‖w>‖
β
1
n1−β (3.16)
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6 (nµ)2−2β(τn)1−(2−2β) · (γnµ)βn1−β (3.17)
and
|Bτ,µ |
∑
i>J
w
2−β
i
6 nτ · ‖w>‖1−β∞ · ‖w>‖11 6 nτ
(µ
τ
)1−β
(γnµ) (3.18)
By combining all the inequalities, we arrive at A 6 n2µ2−β · {τβ + γ2−β + τ2β−1γβ + τβγ}. 
This concludes the presentation of the general framework of Hashing-Based-Estimators, that
given a set of weights {wi} and collisions probabilities {pi} computes a function V such that the
resulting HBE is V-bounded.
4 Adaptive Estimation through Mean Relaxation
Our goal in this section is, given a dataset P ∈ d and a V-bounded estimator, to build a data
structure that can efficiently approximate themean µ(x) for a given query x ∈ d . Thus, presenting
a complete algorithmic framework that can be instantiated for different problems.
We first address the problem of obtaining a constant factor approximation to the mean. We
exploit two facts: monotonicity of the variance in terms of µ and concentration of measure. Mono-
tonicity suggests that we can start with an over-estimate of the mean and keep refining it until
we come very close to the truth. Concentration of measure allows us to come up with a simple
consistency check that recognizes when our estimate is close enough to the true mean. Based on
this we propose the following adaptive algorithm for which we get strong guarantees.
Algorithm 2 Adaptive Mean Relaxation (AMR)
1: Input: V-bounded unbiased estimator Z ∼ ν, query x ∈ d , accuracy α ∈ (0, 1], threshold
τ ∈ (0, 1), failure prob. χ ∈ (0, 1).
2: ε ← 27α, c ← ε2 , γ ← ε7 , δ ← 2α49 log(1/τ)χ, i ← −1.
3: repeat
4: i ← i + 1, µi ← (1 − γ)i,
5: Zi ←MoM ε
3 ,δ
(ν,V(µi))
6: until |Zi − µi | 6 c · µi or i > log(τ/(1−(c+ε)))log(1−γ) .
7: Output: if i 6
72 log(1/τ)
2α return Zi else return 0.
In fact, there is no need for the samples used in different calls of the MoM routine to be
independent and we can implement the MoM routing by keeping L(δ)  ⌈9 log(1/δ)⌉ running
sums. We call the resulting algorithm AMR*.
Theorem4.1 (MeanRelaxation). LetZ ∼ ν be aV-bounded estimatorwith[Z]  µ ∈ (0, 1] and Zˆ be the
output of the AMR* algorithm with parameters (α, τ, χ). If µ > τ then[|Zˆ−µ | 6 αµ] > 1−χ otherwise if
µ < τ, [Zˆ  0] > 1− χ. The total number of samples used is bounded by O
(
α−2 log( log(1/τ)χα ) · V((µ)τ)
)
.
With this algorithm in hand we are ready to state our main result in the abstract setting of HBE.
Theorem 4.2 (Main Result). Given a V-bounded HBE with complexity T , there exists a data structure
that can answer any query in time O( 1
ε2
V((µ)τ) log( 1χ )T) using space O( 1ε2 V(τ) log( 1χ ) · nT)with success
probability at least 1 − χ for χ 6 1/log(1/τ).
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Proof. We begin by describing the preprocessing phase. We sample N  O(log(1/χ) 1
ε2
V(τ)) hash
functions h1, . . . , hN
i.i.d.∼ ν from H and evaluate them on the dataset P. This can be done in
NT · n time and space. The query algorithm interacts with the data-structure by making calls to
hash functions. The data-structure always keeps the index of the last hash function called and
increments it in a cyclic fashion after each call, thus for a given query it never evaluates the same
hash function twice and the samples obtained are independent. When the query arrives, the query
algorithm first runs a stage of the adaptive mean relaxation algorithm with α  1 and probability
χ/2. Every time a sample is needed a call is made to the data-structure. After O(V((µ)τ log(1/χ)))
calls with probability at least 1 − χ/2 we either have a constant factor approximation or we know
that µ < τ (if AMR* outputs 0). In the first case, we apply one level of MoM algorithm using
an underestimate of µ that uses O( 1
ε2
log(1/χ)V((µ)τ))more calls and gets a (1 ± ε)multiplicative
approximation with probability at least 1 − χ. In the latter, case we simply output 0. 
The proof of Theorem 1.7 follows by invoking Theorem 4.2 for specific V-bounded estimators
that we derive in Sections 5 and 6 using Locality Sensitive Hashing schemes. In the rest of this
section we give the proof of the intermediate results. We use the following key lemma.
Lemma 4.3. Given a V-bounded estimator Z ∼ ν, let Zi :MoM ε3 (ν,V(µi)), with µi ∈ (0, 1] then
(i) for all i such that µi > (1 − (c + ε))−1µ, it holds that [|Zi − µi | 6 c · µi] 6 δ.
(ii) for all
1+ ε3
1+c µ 6 µi 6 µ, it holds that [|Zi − µi | 6 c · µi] > 1 − δ.
4.1 Proof of Theorem 4.1
4.1.1 Case µ > τ
If µ > τ, we say that the algorithm succeeds when the algorithm terminates with
1+ε/3
1+c µ 6 µi 6
1
1−(c+ε)µ. By construction of the algorithm this would imply |Zi − µ | 6 αµ. To show this we
consider two cases. The first case is when µi is in the subinterval with elements larger than µ:
µ 6 µi 6 (1 − (c + ε))−1µ
|Z − µi | 6 cµi
}
⇒ |Z − µi | 6
(
(c + ε) + c
1 − (c + ε)
)
µ 6 αµ (4.1)
where in the last step we used that ε  2c  2α/7 and 1 − 3α/7 > 1/2. The other case is when:
1+ε/3
1+c µ 6 µi 6 µ
|Z − µi | 6 cµi
}
⇒ |Z − µi | 6 2ε
3
µ 6 αµ (4.2)
Thus, what is left is to bound the probability that the algorithm terminates for some i that satisfies
1+ε/3
1+c µ 6 µi 6 (1 − (c + ε))−1µ.
Claim 4.4. There exists 0 6 i∗ 6 log(µ/(1−(c+ε)))log(1−γ) such that µ 6 µi∗ 6 (1 − (c + ε))−1µ.
Proof. If µ > (1 − (c + ε)) then this is true for i∗  0, otherwise there exist i > 1 such that
µi−1 > 11−(c+ε)µ. Since we start with µ 6 µ0, we show that by slowly decreasing µi (at a rate of
1 − γ) we never go from the case µi−1 > (1 − (c + ε))−1µ to the case µi < µ. Assuming that was
possible we obtain a contradiction.
(1 − γ)  µi
µi−1
<
µ
(1 − (c + ε))−1µ  1 − (c + ε) < 1 − γ (4.3)
Since the sequence µi  (1 − γ)i there must be an index i 6 log(µ/(1 − c − ε))/log(1 − γ) with the
required property. 
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Claim 4.5. There exists j∗ > i∗ such that 1+ε/31+c µ 6 µ j∗ 6 µ.
Proof. Let i∗ be as above, then µ 6 µi∗ . We show that for j > i∗ we cannot have µ 6 µ j−1 and
µ j <
1+ε/3
1+c µ as in that case 1 − γ 
µ j
µ j−1 <
1+ε/3
1+c ⇒ γ > ε6(1+c) > ε7  γ. As the sequence µi is
decreasing theremust exist a j∗with the required property and j∗ 6 i∗+⌈ log(
1+c
(1−(c+ε))(1+ε/3))
− log(1−γ) ⌉  O(i∗) 
The algorithm thus succeeds if the condition |Zi − µi | < cµi is satisfied for any index k ∈
{i∗ , . . . , j∗} and is not satisfied for any index k < i∗. Let Ai be the event that condition is satisfied
at step i > 0. Lemma 4.3 shows that [Ai] 6 δ for all i < i∗ and [A j∗] > 1 − δ. The probability of
success is then at least:
[A¯0 ∩ . . . ∩ A¯i∗−1 ∩ A j∗]  1 − [A0 ∪ Ai∗−1 ∪ A¯ j∗] > 1 − (i∗ + 1)δ > 1 − χ (4.4)
The number of samples required for the AMR∗ procedure are given by:
⌈54
ε2
V(µ j∗)⌉⌈9 log(1/δ)⌉  O
(
1
α2
V((µ)τ) · log
(
log(1/τ)
χα
))
(4.5)
4.1.2 Case µ < τ
When µ < τwe are always in the case where µi > (1−(c+ε))−1µ and by Lemma 4.3 the probability
that the algorithm terminates before step log(τ/(1 − (c + ε)))/log(1 − γ) is upper bounded by
log(τ/(1 − (c + ε)))/log(1 − γ)δ 6 χ. Thus, with probability at least 1 − χ we have Zˆ  0.
4.2 Proof of Lemma 4.3
To prove the lemma, we are going to show that the event |Zi − µi | 6 cµi is related to an event
that expresses the deviation of Zi from its true mean. We will then appeal to concentration of
measure for the median-of-means estimator to show the required bounds. We have that for all
µi > (1 − (c + ε))−1µ
|Zi − µi | 6 cµi ⇒ |Zi − µ | >
[(
1 − µ
µi
)
− c
]
µi ⇒ |Zi − µ | > εµi
By monotonicity this implies that [|Zi − µi | 6 cµi] 6 
[ |Zi − µ | > εµi] . But Zi 
MoM ε
3 ,δ
(ν,V(µi)), is the median of L(δ)  ⌈9 log(1/δ)⌉, averages of 54V(µi)/ε2 samples. We
compute the probability that any of the L averages deviates from the true mean:
[|Z˜ − µ | > εµi] 6
µ2 · V(µ)
ε2µ2
i
54V(µi )
ε2
6
1
54
· µ
2V(µ)
µ2
i
V(µi)
6
1
54
where the last step followsbymonontonicity of µ2V(µ) and the assumption that µi > (1−(c+ε))−1µ.
Then, by Chernoff bounds (Appendix ) we get that the probability that themedian of such averages
has the deviation in question is less than δ. Similarly, we have that in the case that
1+ ε3
1+c µ 6 µi 6 µ:
|Zi − µ | 6 ε
3
µ⇒ |Zi − µi | 6 cµi (4.6)
As before let Z˜ denote any of the L averages of which we output the median. Then,
[|Z˜ − µi | 6 cµi] > [|Z˜ − µ | 6 ε
3
µ] > 1 − [|Z˜ − µ | > ε
3
µ] > 1 − 9µ
2V(µ)
ε2µ2
54V(µi )
ε2
> 1 − 1
6
V(µ)
V(µi) >
5
6
Again, by Chernoff bounds we get that the probability of the deviation for the median is less than
δ.
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5 KDE through Euclidean LSH
In this section, we instantiate the framework of HBE for the problem of KDE using Euclidean
LSH of Datar et al. [15]. At a high level, given a kernel k, the goal is to design a hashing scheme
such that the probability that two points hash at the same bucket is as similar as possible to
k(x , y). We consider three such kernels: the Exponential, the Generalized t-Student (polynomial)
and the Gaussian kernel. We show that this specific LSH scheme can be used to construct scale-
free estimators for the first two, while for the Gaussian case, although we cannot get a scale-free
estimator, we are still able to analyze the variance of the estimator using Theorem 1.3.
5.1 Euclidean LSH
The family of hash functions is given by:
H1(w) :
{
h(x) 
⌈
1⊤x + β
w
⌉ 1 ∈ d , β ∈ [0, w]}
for some fixed w > 0. We define a distribution ν1 overH1 by sampling 1 ∼ N(0, Id) and β ∼ U[0, w].
The important quantity to control is the collision probability p1(c) : h∼ν
[
h(x)  h(y)] of two
points x , y at distance ‖x − y‖  cw and is given by [15]:
p1(c)  1 − 2Φ(c−1) −
√
2
π
c
(
1 − exp{− c
−2
2
}
)
(5.1)
Lemma 5.1 (Pointwise bounds). For all c > 0
p1(c) 
√
2
π
∞∑
k0
(−1)k
2k k!(2k + 2)(2k + 1)
1
c2k+1
(5.2)
while for δ 6 12 and c 6 min
{
δ, 1√
2 ln(1/δ)
}
e−
√
2
π (1+δ)·c 6 p1(c) 6 e−
√
2
π (1−δ3)·c (5.3)
We see that this family of hash functions gives collision probability that is exponentially de-
creasing with the distance for small values of c ≪ 1 whereas the decay is inverse polynomial for
large values values of c ≫ 1. We exploit these properties to derive scale free estimators for the
Exponential and t-Student kernels.
5.2 Scale-free Estimators for Exponential and t-Student Kernel
Theorem 5.2 (Exponential Kernel). For β ∈ (0, 1] there exists a (β,√e)-scale free HBE for the exponential
kernel e−‖x−y‖ that has complexity O(dR2).
Proof. Set D  ⌈√2πR⌉2 , w  D
β
√
π
2
and consider the HBE resulting from the family H⊗D1 (w)with
probability measure ν⊗D1 . We first see that for a pair of points that are distance ‖x − y‖  r apart,
we have that c 6 δ  Rw  β
√
π
2
R
⌈√2πR⌉2 6
β
2
1
⌈√2πR⌉ 6
1
2 . Additionally, for these parameters it holds
that e−
√
2
π cD  e−β·r . Using the second part of Lemma 5.1 with δ  β
√
π
2
R
⌈√2πR⌉2 we get
e
−
√
2
π (
β
2
1
⌈
√
2πR⌉ )
2D
6
pD1 (c)
e−β·r
6 e
+
√
2
π (
β
2
1
⌈
√
2πR⌉ )
4D
(5.4)
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Which gives us that 1√
e
· e−βr 6 pD
1
(c) 6 √e · e−βr . To implement the estimator we require O(R2)
hash functions that each can be evaluate in time O(d) and requires space O(d + n). 
Although, this is to be expected given the derived pointwise bounds on the collision probabili-
ties, and seems to suggest a correspondence between kernels and hashing schemes, we show next
that one can construct a scale-free estimator for another very different kernel using the same LSH scheme.
Theorem 5.3 (Generalized t-Student Kernel). For integers p , q > 1, there exists a ( qp , 3q)-scale free HBE
for the kernel 11+‖x−y‖p that has complexity T  O(dp).
Proof. Set w 
√
2π and consider the HBE resulting from the family H⊗p1 (w). We obtain bounds
for the collision probabilities for two points at distance ‖x − y‖  r  c · w apart. For c > 1, using
the first part of Lemma 5.1 and dropping terms appropriately
1√
2π
(1 − 1
12c2
)1
c
6 p1(c) 6 1√
2π
1
c
(5.5)
Setting β 
q
p and raising to the q-th power we get that for all c > 1:(
11
12
) q (1 + rp)β
rq
6
p
q
1(c)
1
(1+rp)β
6
(1 + rp)β
rq
(5.6)
whereas for c 6 1 we have from (5.5) and monotonicity of p1(c):(
11
12
√
2π
) q
(1 + rp)β 6 p
q
1(c)
1
(1+rp)β
6 (1 + rp)β (5.7)
Since 2−1 > 11/(12√2π) > 3−1 this shows that the resulting estimator is ( qp , 3q)-scale-free for the
Generalized t-student Kernel for all distances. 
These two results combined with Theorem 3.4 and Theorem 4.2 can be used to construct a data
structure for the KDE problem under the exponential or t-Student kernel. More importantly, this
is done effortlessly by appealing to the the general case of HBE and only required showing that
our hashing schemes produces scale-free estimators.
5.3 An estimator for Gaussian KDE
We show next that the framework of HBE can be useful beyond the ideal scenarios where a scale-
free estimator can be derived. We do so by showing that one can use the exponential drop-off of
the collision probabilities to simulate the Gaussian kernel and then appeal to the more general
Theorem 1.3 to bound its variance.
Theorem 5.4. For any t ∈ [1, R] there exists a HBE Zt for the Gaussian kernel e−‖x−y‖2 with [Z2t ] 6
µ2 · 4e 32 µ−γ2+γ−1 where γ(t , µ) : t/√log(1/µ), that has complexity T  O(dt2R2).
Proof. Fix t > 1 and set D  3⌈tR⌉2, w  Dt
√
2
π . We consider once more the HBE resulting from
HD1 (w) and probability measure v⊗D1 . For a pair of points at distance r  c · w 6 R we have that
c 6 δ  Rw 6
tR
3⌈tR⌉2
√
π
2 6
1
2 . By utilizing Lemma 5.1 one again we obtain
1√
e
· e−r ·t 6 pD1 (c) 6√
e · e−r ·t . To bound the variance due to Theorem 1.3 we only need to consider what happens for
datasets supported only on two points. It will be useful to consider that one point is at distance
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r1 
√
α log(1/µ) away from the query and the other at r2 
√
α′ log(1/µ) with 0 6 α 6 α′. Setting
γ(t , µ)  t√
log(1/µ)
the pointwise bounds become
1√
e
· µγ
√
α
6 pD1 (c) 6
√
e · µγ
√
α (5.8)
The weights (contribution) of each point in this case are given by w1  µ
α and w2  µ
α
′
. To bound
the variance we pefrom a case analysis:
• Case α 6 α
′
6 1: we first bound the term
A˜1,2 
µ
w1
A1,2
µ
w2
 µ2
w1
p21
p2
w2
6 µ2e3/2 · µα−2γ
√
α−α′+
√
α′γ
6 µ2e3/2 · µ−γ2+γ−1 (5.9)
where in the last step we optimized for 0 6 α 6 α
′
6 1 getting values α
′
 1 and α  γ2.
A˜2,1 
µ
w2
A2,1
µ
w2
 µ2
w2
p2w1
6 µ2
√
e · µα
′−γ
√
α
′−α
6 µ2
√
e · µ−γ (5.10)
where in the last step we set α  α
′
 1. The same bound applies to the term A˜2,2. For
completeness, we also bound:
A˜1,1 
(
µ
w1
)2
A1,1 
1
p1
µ2 6 µ2
√
e · µ−γ (5.11)
Hence, the variance is bounded by µ24e3/2 · µ−γ2+γ−1.
• Case α 6 1 < α
′
: we only need to bound the cross-terms
A˜1,2 
µ
w1
· A1,2 · 1  µ
w1p2
p21
6 µ2e3/2 · µα−2γ
√
α+
√
α
′
γ−1 < µ2e3/2 · µ−γ2+γ−1 (5.12)
where again we optimized for α 6 1 < α
′
. The other term is
A˜2,1  1 · A2,1
µ
w1
 µ
w22
p2w1
6 µ
√
e · µ2α
′−γ
√
α′−α
6 µ2
√
e · µ−γ (5.13)
where in the last step we set α  α
′
 1. Additionally,
A˜1,1 
(
µ
w1
)2
A1,1 
1
p1
µ2 6 µ2
√
e · µ−γ (5.14)
Hence, in this case the variance is bounded by µ24e3/2 · µ−γ2+γ−1.
• Case 1 < α 6 α
′
: following the same logic we get that the variance is bounded by µ24e3/2µ−γ.
Thus, overall we see that the worst-case distances of the two points are given by α  γ2 and
α
′
 1. For which, the upper bound on the second moment becomes µ2 · 4e 32 · µ−γ2+γ−1. 
Even though that we were not able to get the ideal behavior using this hashing scheme for the
Gaussian Kernel, still the estimator has improved variance compared to random sampling for all
0 < γ < 1 and achieves it’s best performance when t  12
√
log(1/µ) ⇒ γ  12 .
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5.4 Pointwise Bounds for Euclidean LSH
Proof of Lemma 5.1. To prove the first part we are going to use Taylor expansion of the exponential:
1 − 2Φ(ρ−1) 
∫ ρ−1
−ρ−1
1√
2π
exp{− t
2
2
}dt (5.15)

1√
2π
∞∑
k0
(−1)k
2k k!
∫ ρ−1
−ρ−1
t2k dt (5.16)

√
2
π
∞∑
k0
(−1)k
(2k + 1)2k k!ρ
−(2k+1) (5.17)
Similarly we have that
√
2
πρ exp{−ρ−2/2} 
√
2
π
∑∞
k0
(−1)k
2k k!
ρ−(2k−1). Putting it all together we get:
C(ρ) 
√
2
π
∞∑
k0
(−1)k
2k k!(2k + 2)(2k + 1)ρ
−(2k+1)
To prove the second part of the lemma we use the following bounds for gaussian tails.
Lemma 5.5 ([20]). Let X ∼ N(0, 1) and Φ(x) : [X > x] for all x > 0, then:
1√
2π
1
x
{
1 − 1
x2
}
e−
x2
2 6 Φ(x) 6 1√
2π
1
x
{
1 −
(
1
x2
− 1
x4
)}
e−
x2
2 (5.18)
Starting from (5.1) and using Lemma 5.5 for x  c−1 we arrive at:
1 −
√
2
π
c
(
1 − c2(1 − 3c2)e−c−2/2
)
6 p1(c) 6 1 −
√
2
π
c
(
1 − c2e−c−2/2
)
(5.19)
For the upper bound, the assumption that c 6 min{ 1√
2 ln(1/δ)
, δ} implies that 1 − c2e−c−2/2 > 1 − δ3
and consequently p1(c) 6 e−
√
2
π (1−δ3)c . For the lower bound we use the fact that the function
f (c)  c2(1 − 3c2)e−c2/2 is decreasing for all c ∈ [0, 1/2] to obtain p1(c) > 1 −
√
2
π c. The lower
bound then follows by the inequalities 1 − x > e−(1+ ε2 )x for x ∈ [0, ε1+ε ] and
√
2
π c 6 δ 6
2δ
1+2δ for
δ 6 1/2. 
6 Scale-free estimator based on Andoni-Indyk LSH
Our framework of scale-free esimators is a natural desideratum when trying to approximate the
ideal function for importance sampling. In this section, we show how to use the “Ball-Carving”
LSH introduced by Andoni and Indyk [4] for Euclidean distance to get a scale-free estimator for the
Gaussian Kernel.
6.1 Ball-Carving LSH
Andoni and Indyk [4] introduced a family of hash functions Ht(w) parametrized by an integer
t > 2, and a width w > 0 such that the evaluation cost is bounded by Ut  d2
O(t log t) log n
and space usage by O(Ut + dn). Their scheme partitions the space by randomly projecting into
t-dimensions and then carving out balls of radius w centered at random points. We refer to the
resulting probability measure as νt . Using a similar analysis as the one in [4]we show the following
bounds on the collision probability pt(c) : h∼νt [h(x)  h(y)] of two points x , y at distance cw.
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Lemma 6.1 (Pointwise Bounds). The function pt(c) is non-increasing for all c > 0, t > 1. Furthermore,
for all t > 12 and 16t+7 6 c
2
6 1
pt(c) >
{
1
4
√
t
1
c
(1 − 2e− 9t100 )e− t−18 12−c2 c4
}
e−
t−1
8 c
2
(6.1)
pt(c) 6
{
3√
t
1
c
(
1 +
√
tc
3
e−
9
64 t
)
e
t−1
82
c4
}
e−
t−1
8 c
2
(6.2)
Observe that for small c  O(1/poly(log n)) and large enough t  poly(log n), the dominant
term is e−
t−1
8 c
2
and drops exponentially with the squared of the distance as desired. However, in
order for the time Ut to compute the hash function on query to be n
o(1), we must have t  o(log(n)).
This is the main bottleneck that complicates a bit the application of the Andoni-Indyk hashing
scheme for our purposes.
6.2 Scale-free estimator for Gaussian Kernel
Theorem 6.2 (Gaussian Kernel). For all β ∈ (0, 1] there exists a (β, eO(R
4
3 log log n))-scale free HBE for the
Gaussian kernel e−‖x−y‖2 that has complexity T  eO(R
4
3 log log n).
Proof. Set t : max{⌈R 43 ⌉ , 12}, D  ⌈8
√
tR2
t−1 ⌉ , w 
√
t−1
8β D >
4
√
tR and consider the HBE resulting
from using the family HDt (w). The HBE can be evaluated in time D2O(t log log(n)) and takes space
D2O(t log log(n)) · n. Next, we will show that for this selection of parameters we get a scale-free
estimator for the Gaussian kernel. Consider two points at distance r  c · w. First, we see that
c  rw 6
R
w 6
1
4√
t
6 1. For distances r > 44√
t
R ⇒ c2 > 16t , our selection of D results in the dominant
term of the bounds given by Lemma 6.1 being e
− t−1
8w2
D·r2
 e−βr2 . Moreover,
e−Θ(D log(t))e−βr
2
6 pDt (c) 6 eΘ(D log(t))e−βr
2
(6.3)
Thus, we see that for the range 4R/ 4√t 6 r 6 R we have a scale-free estimator with M  eO(D log(t)).
To get a bound for 0 6 r 6 R/ 4√t we use monotonicity of pt(c) to obtain:
M−1 · e−16β
R2√
t 6 pDt (c) 6 eβr
2 · e−βr2 (6.4)
Since D  Θ(R2/√t) we see that we have constructed an (β, eO(log log(n)R2/
√
t))-scale free estimator.
Our selection of t  R4/3 balances the complexity of evaluating the hashing function with the
deviation from the ideal collision probabilities. 
The above theorem shows that as long as R  O(logγ(n)) with 0 < γ < 34 the estimator is
(β, no(1))-scale free. The regime of most interest is when γ  1/2, where polynomially small values
of µ  n−Ω(1) are permissible. In this case, our estimator is (β, eO(log
2
3 (n) log log n))-scale free.
6.3 Pointwise bounds for Andoni-Indyk LSH
Let I(r, w) be ratio between the cap volume at relative distance α : r/w from the origin of a
d-dimensional sphere relative of radius w and the volume of the sphere.
Lemma 6.3 (Corollary 3.2 [11]). Let α : rw ∈ [0, 1],
18
(i) for α > 1√
d+1
we have
√
d
3
√
d + 1
1√
2πd
1
α
(1 − α2)d/2 6 I(r, w) 6 1√
2πd
1
α
(1 − α2)d/2 (6.5)
(ii) for α 6 1√
d+1
, 1
2e
√
2π
6 I(r, w) 6 12
We also require the following lemma on concentration properties of χ2-random variables.
Lemma 6.4. Let Z1, . . . , Zt be independent χ
2-random variables, then:
(i) [∑ti1 Zi 6 α · t] 6 e−(α+ln(1/α)−1) t2 for all α < 1.
(ii) [∑ti1 Zi > α · t] 6 e−(a−ln(a)−1) t2 for all α > 1.
Proof of Lemma 6.1. To bound the collision probability we follow the analysis of Andoni and In-
dyk [4]. Given two points p , q ∈ d that are within distance c · w find the probability that they
hash to the same hash bucket.
pt(c) 
∫ ∞
0

[
h(p)  h(q)
‖p′ − q′ ‖ √xt cw
]
Pχ2t
(x)dx (6.6)

∫ 4t
c2
0
Pχ2t
(x)
I
(
1
2
√
x
t cw , w
)
1 − I
(
1
2
√
x
t cw , w
) dx (6.7)

∫ 4
c2(t+1) t
0
Pχ2t
(x)
I
(
1
2
√
x
t cw , w
)
1 − I
(
1
2
√
x
t cw , w
) dx + ∫ 4c2 t
4
c2(t+1) t
Pχ2t
(x)
I
(
1
2
√
x
t cw , w
)
1 − I
(
1
2
√
x
t cw , w
) dx (6.8)
where Pχ2t
(x)  xt/2−1
Γ(t/2)2t/2 e
−x/2 is the density function of a χ2-random variable with t-degrees of
freedom. We obtain upper and lower bounds for each term separately. Let A and B denote the
first and second term respectively. Using Lemma 6.3 and Lemma 6.4 for α  4
c2
1
t+1 , we get the
following bounds for the first term:
0 6 A 6
{
e−
1
4 t for c2 > 16t+1
1 otherwise
(6.9)
6.3.1 Upper bound
Using the fact that I(r, w) 6 12 for all 0 6 r 6 w and Lemma 6.3 we get
B 6 2
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · I
(
1
2
√
x
t
cw , w
)
dx (6.10)
6 2
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
2πt
1
1
2
√
x
t c
(
1 −
(
1
2
√
x
t
c
)2) t/2
dx (6.11)
6
4√
2πc
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
x
exp
(
−1
2
x
c2
4
)
dx (6.12)
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
4√
2πc
∫ 4t
c2
4
c2(t+1) t
xt/2−1
Γ(t/2)2t/2 e
− x2 · 1√
x
exp
(
−1
2
x
c2
4
)
dx (6.13)
6
2Γ((t − 1)/2)√
πcΓ(t/2)
1
(1 + c24 )(t−1)/2
∫ 4t
c2
(c2/4+1)
0
Pχ2
t−1
(x) (6.14)
6
2Γ((t − 1)/2)√
πcΓ(t/2)
1
(1 + c24 )(t−1)/2
(6.15)
6
8 · 2
7
√
π t−12 c
1
(1 + c24 )(t−1)/2
(6.16)
where we used the fact that 87
1√
α
>
Γ(α)
Γ(α+ 12 ) >
1√
α
for α > 1. Further, due to the inequalities
1 − x 6 11+x 6 e−
2x
2+x for x > 0 we get:
1
(1 + c24 )
t−1
2
6 e
− t−12 2
2+ c
2
4
c2
4
 e
− t−18 c2 11+c2/8 6 e−
t−1
8 (1− c
2
8 )c2 6 e+
t−1
64 c
4 · e− t−18 c2 (6.17)
Substituting the last bound back to (6.16) and using 16
√
2
7
√
π
1√
t−1 6
3√
t
for t > 2, results in
pt(c) 6 e− t4 + 3√
tc
e
t−1
64 c
4 · e− t−18 c2 (6.18)
6
(
1 +
√
tc
3
e−
t−1
64 c
4
+
t−1
8 c
2− t4
)
3√
tc
e
t−1
64 c
4 · e− t−18 c2 (6.19)
Noting that for c 6 1 the exponent in the parenthesis is at most e−9t/64 results in the desired bound.
6.3.2 Lower Bound
Using the fact that 1 − I(r, w) 6 1 for all 0 6 r 6 w and Lemma 6.3 we get:
B >
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · I
(
1
2
√
x
t
c , t
)
dx (6.20)
>
√
t
3
√
t + 1
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
2πt
1
1
2
√
x
t c
(
1 −
(
1
2
√
x
t
c
)2) t/2
dx (6.21)

√
t
3
√
t + 1
2√
2πc
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
x
(
1 − x
4t
c2
) t/2
dx (6.22)

√
t
3
√
t + 1
2√
2πc
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
x
©­­«
1
1 +
x
4t c
2
1− x4t c2
ª®®¬
t/2
dx (6.23)
>
√
t
3
√
t + 1
2√
2πc
∫ 4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
x
exp
(
− t
2
x
4t c
2
1 − x4t c2
)
dx (6.24)
>
√
t
3
√
t + 1
2√
2πc
∫ R−1
R
4t
c2
4
c2(t+1) t
Pχ2t
(x) · 1√
x
exp
(
−1
2
x
c2
4
R
)
dx (6.25)
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√
t
3
√
t + 1
√
2Γ((t − 1)/2)√
πcΓ(t/2)
1(
1 + c
2
4 R
) (t−1)/2 ∫ (R−1)(1+ 4Rc2 )t1
t+1 (R+ 4c2 )t
Pχ2
t−1
(x)dx (6.26)
where in the penultimate inequality we used 1− x 6 1+Rx for x 6 (R− 1)/R and R > 1. To bound
the integral we write:∫ (R−1)(1+ 4
Rc2
)t
1
t+1 (R+ 4c2 )t
Pχ2
t−1
(x)dx  1 −
∫ 1
t+1 (R+ 4c2 )t
0
Pχ2
t−1
(x)dx −
∫ ∞
R−1
R
4t
c2
Pχ2
t−1
(x)dx (6.27)
We set R  1 + δ(c)  1 + 24
c2
−2 and require that:
(R − 1) 4
Rc2
> 2⇒ δ(c) > 2
4
c2
− 2 (6.28)
1
t + 1
(R + 4
c2
) 6 1
2
⇒ 16
t + 3 +
√
t2 − 10t − 7
6 c2 6
16
t + 3 −
√
t2 − 10t − 7
(6.29)
For t > 12 the inequalities are satisfied for all 16t+7 6 c 6 1. For such c, we apply Lemma 6.4 for
α>  2 and α<  1/2 and obtain the bound:∫ (R−1)(1+ 4
Rc2
)t
1
t+1 (R+ 4c2 )t
Pχ2
t−1
(x)dx > 1 − 2e− 9t100 (6.30)
Next, we lower bound the main term (1 + c2R/4)−(t−1)/2 using (1 + x)−1 > e−x:
1
(1 + c2R/4)−(t−1)/2 > e
− t−12 c
2
4 (1+δ(c))  e
t−1
8 ( 2c2−1)
−1c2 · e− t−18 c2 (6.31)
To complete the proof, we note that
√
2t
3
√
(t+1)π
Γ((t−1)/2)
Γ(t/2) >
1
4
√
t
. 
6.3.3 Concentration of χ2-random variables
Proof of Lemma 6.4. The property we use is that for all λ < 1/2, [eλZi ]  (1 − 2λ)−1/2. Let
λ−  t2 (α − 1) > 0 for α > 1:
[
t∑
i1
Zi 6 αt]  [1
t
t∑
i1
(α − Zi) > 0] (6.32)
 
[
exp
({
t∑
i1
λ−
t
(α − Zi)
)}
> 1
]
(6.33)
6 [exp(λ−
t
(α − Z1))]t (6.34)
 eλ−α−
t
2 log(1+2 λ−t ) (6.35)
 e−(α+log( 1α )−1) t2 (6.36)
Similarly, for α > 1 and λ+ 
t
2 (1 − 1α ) < t/2:
[
t∑
i1
Zi > αt]  [1
t
t∑
i1
(Zi − α) > 0] (6.37)
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 
[
exp
({
t∑
i1
λ+
t
(Zi − α)
)}
> 1
]
(6.38)
6 [exp(λ+
t
(Z1 − α))]d′ (6.39)
 e−α
2λ+− t2 log(1−2 λ+t ) (6.40)
 e−(α−log(α)−1) t2 (6.41)

7 Fast Kernel-Matrix Vector Multiplication
Given a kernel function k : d × d and a set of points P  {x1 , . . . , xn}, let K  {K(xi , x j)}i, j6n
denote the matrix with the pairwise evaluations of a kernel. Given a vector z ∈ n , the problem
of approximate Kernel Matrix-Vector Multiplication (aKMVM) is to obtain an approximation to
y  Kz. Due to linearity, we can always rescale the vectors without changing the problem, thus we
may assume without loss of generality that ‖z‖1  1. This problem is important as many machine
learning applications involve themutltiplication of a vector with a denseKernel matrix. Very often
this operation is the computational bottleneck.
Observe that if z  1n1 then the problem is equivalent to estimating the kernel density of all the
points in the dataset P, a problem that we can solve relatively fast. We show how one can adapt
the techniques from this paper to provide a solution to the aKMVM problem.
Theorem 7.1. Given a V-bounded HBE for a kernel k with complexity T, there exists an algorithm that
given a dataset P and a non-negative weight vector z such that ‖z‖1  1 can compute a vector yˆ in time
O˜( 1
ε2
V(ετ) · nT) using space O˜( 1
ε2
V(ετ) · nT) such that with probability at least 1 − n−1 for all i ∈ [n] it
holds | yˆi − yi | 6 3ετ + ε |yi | and
‖ yˆ − y‖p 6 ε
(
3τn1/p + ‖y‖p
)
(7.1)
Remark 7.2. Let z+  (z)0 and z−  (−z)0 be the positive and negative “parts" of vector z. We can
apply this algorithm separately to estimate y+  Kz+ and y−  Kz− to obtain a vector yˆ  yˆ+ − yˆ−
that satisfies: ‖ yˆ − Kz‖p 6 ε(6τn1/p + ‖y−‖p + ‖y+‖p).
Proof. We consider intervals Iℓ  [2−ℓ , 2−ℓ+1] for ℓ  1, . . . , L  log2(n/τ
′), where τ′  ετ, and we
set I0  [0, τ
′
n ). We partition points according to which interval their corresponding “weights” zi
belong to. Let S0, S1, . . . , SL be the corresponding sets. For any point i, we have
y∗i 
L∑
ℓ0
∑
j∈Sℓ
K(xi , x j)z j

L∑
ℓ1
Zℓ
©­«
∑
j∈Sℓ
k(xi , x j)
z j∑
s∈Sℓ zs
ª®¬ + δi (7.2)
where δi 
∑
j∈S0 K(xi , x j)z j 6 τ
′
and Zℓ 
∑
s∈Sℓ zs . By construction it holds that |Sℓ |2−ℓ 6 Zℓ 6
|Sℓ |2−ℓ+1 and within each set Sℓ the weights differ by at most a factor of two. The numbers Zℓ can
be computed with a linear pass on the data. Thus, our problem can be expressed as a weighted
version of L KDE problems, where the ℓ-th problem asks to compute an approximation to :
KDEzSℓ (x) 
1
Zℓ
∑
y∈Sℓ
k(x , y)zy (7.3)
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Given a hashing schemeH with collision probabilities pi we evaluate the hash function during
the preprocessing step only on Sℓ and then for a query point x ∈ P we define the following
estimator.
Zh 
zi
Zℓ
k(x , yI)
pI
|H(x)| (7.4)
where as before I is a random index from H(x) ⊆ Sℓ . The first two moments of the estimator are
given by:
[Z]  1
Zℓ
∑
i∈Sℓ
k(x , yi)zi (7.5)
[Z2]  1
Z2
ℓ
∑
i∈Sℓ
k(x , yi)2
pi
z2i [|H(x)| |i ∈ H(x)] (7.6)
Using the properties of the set Sℓ we obtain the following upper bound on the variance of this
estimator
[Z2] 6 2
2ℓ
|Sℓ |2
2−2ℓ+2
∑
i∈Sℓ
k(x , yi)2
pi
[|H(x)| |i ∈ H(x)]
Now observe that the variance is at most 4 times larger than if we would be trying to estimate
KDESℓ (x). Hence, given any V-bounded HBE for the kernel k and set Sℓ we can use the above
modification to get a 4V-bounded HBE for KDEzSℓ (x). Invoking Theorem 4.2 with parameters
(ε, τ′ , χ/(nL)) we can get a data structure that can estimate KDEzSℓ (xi) with probability at least
1 − χ either within multiplicative accuracy ε (when AMR* has non-zero output) or with absolute
accuracy τ
′
(when AMR* outputs 0) for all i ∈ [n] (by union bound). Let L denote the set of
indices of [L] such that Zℓ > τ
′
|L | . For all ℓ ∈ L we instantiate the data structure given by Theorem
4.2 for the set Sℓ and use it to query all points in P. For each query point thus we get estimates
zℓ(xi) for ℓ ∈ L and set zℓ(xi)  0 for ℓ < L. The overhead per-query of the whole process is at
most a multiplicative factor L  O(log(n/τ′)) compared to the case that we were creating a single
data structure for the same problem. For any query xi , we aggregate the estimates zℓ(xi) in the
following manner Z(xi) 
∑
ℓ∈L Zℓ · zℓ(xi). For all zℓ(xi) with probability at least 1 − χ it holds
|zℓ(xi) − KDEzSℓ (xi)| 6 max{τ
′
, ε · KDEzSℓ (xi)}
This implies the following bounds:
|Z(xi) − y∗i | 6
∑
ℓ∈[L]
Zℓ · |zℓ(xi) − KDEzSℓ(xi)| + δi
6
∑
ℓ<L
Zℓ + ε
∑
ℓ∈L
Zℓ(τ + KDESℓ (xi)) + δi
6 3ετ + ε |y∗i |
Summing over all indices and using triangle inequality gives ‖ yˆ − y∗‖p 6 ε(3τn1/p + ‖y∗‖p). 
8 Lower Bound for Kernel Density Estimation
The nature of the KDE problem is quite analytical as it involves a simple summation of n terms
that depend smoothly on the distances of the query from the dataset. The Gaussian kernel,
though a smooth function of the distances, is rapidly decreasing and can be thought of being
an approximation to the indicator function 
{‖x − y‖2 6 σ2}. In particular, for two distances
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r1  σ, r2 >
√
Cσ the kernel value varies from e−1  Ω(1) to e−C  o(1) for any C  ω(1). This is
the basic observation motivating reducing the Approximate Nearest Neighbor Search problem to the
KDE problem.
Definition 8.1 ((r, c)-ANNS). Given a metric space M and parameters c > 1 and r > 0, and a
dataset of n points x1 , . . . , xn, our goal is to distinguish between the case that d(xi , y) 6 r for some
i ∈ [n] and the case where for all i ∈ [n], d(xi , y) > cr. The query algorithm must output 1 in the
former case, 0 in the latter case and may report anything if neither of the two cases hold.
The complexity of ANNS has been a topic of ongoing research over the past two decades [32, 5].
The most popular model of computation to prove lower bounds for is the cell-probe model. In this
model, we are allowed an arbitrary amount of preprocessing but only allowed to keep m cells each
with w bits of information. The query algorithm then queries (adaptively) t cells and is required to
produce the output. We will refer to this model as the (m , w , t)-cell probe model. For ANNS, lower
bounds in this model impose constraints on m , w , t depending on n , c. The most general result in
this area is given by the following theorem proved by Panigrahy, Talwar and Wieder [32], whose
estimates where improved by Andoni et al. [5].
Theorem 8.2 ([32, 5]). There exists a distribution over (r, c)-ANNS instances and γ ∈ [0, 1] such that any
randomized algorithm in the (m , w , t)-cell probe model which is correct with probability at least a half on
these instances, satisfies:
m t w
n
> sup
(q−1)(p−1)(1− 1c )2 ,p,q>1
{
(γ
t
)q m t(1+
q
p−q)
}
The quality of those bounds deteriorate as t the number of probes increases. The bound for
t  1 is optimal and recently Andoni et al.[5] gave an optimal bound up to sub-polynomial factors
for t  2 in the regime of w  O(log n). The distribution for which the lower bounds are proved is
the following.
Definition 8.3 ((n,d,c)-random instance). Let P be n random points from the boolean hypercube
{0, 1}d with d  ω(log n). The query point x is generated by picking a random point y ∈ P and
then generating a ρ-correlated point yρ by keeping each bit of y independently with probability
ρ  1 − 1c .
Our strategy of providing lower bounds for KDE is to show that for the specific distribution
over instances used by Panigrahy et al. one can use an algorithm for KDE that would solve the
ANNS problem with more than 1/2 probability.
Theorem 8.4 (ANNS to KDE). For µ ∈ (0, 14 ], ε ∈ [
µ
1+2µ ,
1
5 ] and δ ∈ (12 +µ, 1], any algorithm that solves
the (µ, ε, δ)-KDE problem solves also the (n , d , c)-random instance of ANNSwith n  ⌈ 1µ ⌉, d  Θ(log3(n)),
and c  Θ( log(n)log(1/ε) ) with probability at least 1/2.
Proof. Wedefine the following parameters: ε1  ε, ε2  2ε, r  log( n√(1−ε1)(1−ε2) ), d  ⌈
18 log(n)
ln2
(√
1−ε1
1−ε2
) r2⌉,
σ2  1r
d
2 , u 
√
log2( 1−ε11−ε2 )
4 log( 14ε )
6
1
3 and c 
(1+u)
log(1/4ε)2r. Using these parameters we bound the values
of the kernel for different pair of points. Let P be a collection of n  ⌈ 1µ ⌉ random points on the
d-dimensional hypercube and yρ denotes as before a ρ-correlated point. For simplicity we assume
that 1/µ is an integer.
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Claim 8.5. For all y , z ∈ P, (1 − ε2)µ 6 kσ(yρ , z) 6 (1 − ε1)µ and kσ(yρ , y) > 4ε with probability
at least 1 − n−1 over the randomness in P and yρ.
Proof. For all z ∈ P \ {y} let Xi  [(yρ)i , zi]with [Xi]  12 and define X 
∑d
i1 Xi. In this case,
kσ(yρ , z)  exp(−‖z − yρ‖2/σ2)  exp(−
∑d
i1 [(yρ)i , zi]/σ2)  exp(−X/σ2).
[kσ(yρ , z) > (1 − ε1)µ]  
[
X <
{
2σ2
d
log( 1(1 − ε1)µ )
}
· d
2
]
(8.1)
where 2σ
2
d log( 1(1−ε1)µ ) 
log n+log( 11−ε1 )
log n+ 12 log( 11−ε1 )+
1
2 log( 11−ε2 )
 1 − log(
1−ε1
1−ε2 )
2 log( n√(1−ε1)(1−ε2))
) . By Chernoff bounds we get:
[kσ(yρ , z) > (1 − ε1)µ] 6 exp
−
log2(1−ε11−ε2 )
3 · 4 log2( n√
(1−ε1)(1−ε2))
)
d
2
 6 n−3 (8.2)
Similarly, we have that [kσ(yρ , z) > (1 − ε1)µ]  
[
X >
{
2σ2
d log( 1(1−ε2)µ )
}
· d2
]
where
2σ2
d log( 1(1−ε2)µ )  1 +
log( 1−ε11−ε2 )
2 log( n√(1−ε1)(1−ε2))
) . By Chernoff bounds we get:
[kσ(yρ , z) > (1 − ε2)µ] 6 exp
−
log2(1−ε11−ε2 )
3 · 4 log2( n√
(1−ε1)(1−ε2))
)
d
2
 6 n−3 (8.3)
Next, let Yi  [(yρ)i , yi]with [Yi]  1c and define Y 
∑d
i1 Yi . Then,
[kσ(yρ , y) < 4ε]  
[
Y >
{
cσ2
d
log( 1
4ε
)
}
d
c
]
where cσ
2
d log( 14ε )  1+ulog(1/4ε) σ
2
d log( 14ε )2r  1 + u. By Chernoff bounds we get for all n > 4
[kσ(yρ , z) < 4ε] 6 exp
{
−u
2
3
d
c
}
6 e−
9
4 log
2(n)
6 n−3 (8.4)
Taking union bound for all 2
(n
2
)
+ n  n2 events completes the proof. 
Conditionally on these events, a no-instance of c-ANN problem, has kernel density at most
(1 − ε1)µ, whereas a yes-instance has density at least (1 − ε2) n−1n µ + 1n4ε  (1 + 2ε(1 + 1n ) − 1n ))µ >
(1 + ε)µ as long as ε(1 + 2n ) > 1n . We therefore, get that any data structure for the (µ, ε, δ)-
KDE problem can also solve the c-ANN problem for random instances with probability at least
1 − δ − n−1. 
Corollary 8.6. For µ ∈ (0, 14 ], ε ∈ [
µ
1+2µ ,
1
5 ] and δ ∈ (12+µ, 1], any algorithm that solves the (µ, ε, δ)-KDE
problem in the (m , 1, w)-cell probe model must satisfy (m · w) > Ω( 1µ ).
Proof. Using the parameters defined in Theorem 8.4, we invoke Theorem 8.2 with p  1
1−ρ2 > 1,
q  2 − ρ2 > 1 where ρ2  (1 − 1c )2 to obtain:
m >
(
1
µw
) p
p−1
1
q
γ
p
p−1 (8.5)
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(
1
µw
) 1
ρ2
1
2−ρ2
γ
1
ρ2 (8.6)

(
1
µw
) 1
1− 2c + 1c2
1
1+ 2c − 1c2 γ
1
ρ2 (8.7)

(
1
µw
) 1
1−
(
2
c − 1c2
)2
γ
1
ρ2 (8.8)
>
1
µw
γ
1
ρ2 (8.9)
As γ is a constant and 1/ρ2  O(1) the statement follows. 
Lower Bounds on Adaptive Core-sets. The above bound becomes more interesting if one con-
siders the following class of estimators for KDE. Given P, we may perform any amount of prepro-
cessing and only store m sets S1, . . . , Sm (of arbitrary points) each of size at most
w
d . Given a query
x, our estimator picks one of those sets i(x) and produces an approximation to the Kernel Density
by only a function of (Si(x) , x), an example of such an estimate could also be something as simple
as KDESi(x)(x), or weighted versions such as
∑
y∈Si(x) W(x , y)K(x , y). The above lower bound shows
that either we must have many such sets (large space) or each set must be large itself (query time).
Of particular interest is the case m  1 where there is a single set. In that case, we have a lower
bound on the size of a core set. Hence, even for t  1 the lower bound gives non-trivial results for
an interesting class of estimation algorithms.
9 Hölder Inequalities
Lemma 9.1 (Hölder’s Inequality). Let p , q > 0 such that 1p +
1
q  1, then |
∑
i xi yi | 6 ‖x‖p ‖x‖q.
Corollary 9.2. Let β ∈ [0, 1] and p > q > 0, then for all x ∈ n
‖x‖ββ 6 ‖x‖
β
1 · n1−β (9.1)
‖x‖pp 6 ‖x‖qq · ‖x‖p−q∞ (9.2)
Proof. The first inequality is proved by fixing ‖x‖1  a > 0, performing the change of variables
u j 
(
x j
a
)β
, so that ‖u‖
1
β
1
β
 1, and finally applying Hölder’s inequality for p  1β , q 
1
1−β . The
second inequality follows by applying Hölder on
∑n
i1 |xi |p−q |xi |q . 
Lemma 9.3 (two-sided Holder). Let v , w ∈ n be strictly positive vectors, then for any two sets S, S′ ⊆
[n]: ∑
i∈S, j∈S′
Ai j xi x j 6 ‖x‖v,1‖x‖w ,1 · max
i∈S, j∈S′
{ |Ai j |
vi w j
}
(9.3)
Proof. We start by setting w.l.o.g. ‖x‖w ,1  α and ‖x‖v,1  β with α, β > 0.
sup
‖x‖w,1  α
‖x‖v,1  β
{
x⊤S AS,S′xS′
}
 sup
‖x‖w,1  α
‖ y‖v,1  β
y  x
{
x⊤S AyS′
}
6 sup
‖x‖w,1  α
‖ y‖v,1  β
{
x⊤S AyS′
}
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We next peform the change of variables x˜  wiα xi and y˜ 
vi
β yi so that ‖ x˜‖1  ‖ y˜‖1  1. We get
sup
‖x‖w,1  α
‖ y‖v,1  β
{
x⊤S AyS′
}
 αβ · sup
‖ x˜‖1  1‖ y˜‖1  1

∑
i∈S
x˜i
©­«
∑
j∈S′
y˜ j
Ai j
wiv j
ª®¬

6 αβ · sup
‖ x˜‖1  1‖ y˜‖1  1
{
‖ y˜S′ ‖1
∑
i∈S
x˜i max
j∈S′
( |Ai j |
wiv j
)}
6 αβ · sup
‖ x˜‖11
{
‖ x˜S‖1 max
i∈S, j∈S′
( |Ai j |
wiv j
)}
 αβ · max
i∈S, j∈S′
{ |Ai j |
wiv j
}
where we applied Hölder’s inequality in the second and third inequality. 
Lemma 9.4 (Monotone Hölder). For every integer n > 1, β ∈ [ 12 , 1], and for all x ∈ n such that
|x1 | > |x2 | > . . . > |xn | , we have∑
|xi |
2−β
β
©­«i +
∑
j>i
|x j |
|xi |
ª®¬ 6 nβ ·
(
n∑
i1
|xi |
1
β
)2−β
(9.4)
where equality holds for x∗  c1 for any c , 0.
Proof. Without loss of generality we may assume that x ∈ n
+
and that ‖x‖
1
β
1
β
 a for a > 0. The
claim is equivalent to proving the following inequality for all n > 1:
f
β
n (a) : sup
‖x‖
1
β
1
β
 a
x1 > . . . > xn > 0

∑
x
2−β
β
i
©­«i +
∑
j>i
x j
xi
ª®¬
 6 nβa2−β (9.5)
We will use induction on n to prove our claim. The base case is trivial. We next perform the
inductive step.
f
β
n+1
(a)  sup
‖x‖
1
β
1
β
 a
x1 > . . . > xn+1
1 > xi > 0
x
2−β
β
1
+ x
2(1−β)
β
1
n∑
j1
x j+1 +
n∑
i1
x
2(1−β)
β
i+1
©­«i + 1 +
∑
j>i
(
x j+1
xi+1
)ª®¬

6 sup
‖x‖
1
β
1
β
 a
x1 > . . . > xn+1
1 > xi > 0
{
x
2−β
β
1 + x
2(1−β)
β
1 ‖x−1‖1 + x
1
β−1
1
n∑
i1
x
1
β
i+1
+ f
β
n (a − x
1
β
1 )
}
6 sup
x1 ∈
[ (
a
n+1
)β
,min
{
(a − nζ)β , 1
}]
{
x
2−β
β
1
+ x
2(1−β)
β
1
n1−β(a − x
1
β
1
)β + x
1
β−1
1
(a − x
1
β
1
) + Cnβ(a − x
1
β
1
)2−β
}
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where in the last inequality we used Hölder’s inequality (twice) and the inductive hypothesis. We
perform the change of variables x1  (aγ)β to obtain
f
β
n+1
(a) 6 (n + 1)βa2−β · sup
γ ∈ [ 1n+1 , 1]
{
1
(n + 1)β γ
2−β
+
n1−β
(n + 1)β γ
2−2β (1 − γ)β
+
1
(n + 1)β γ
1−β (1 − γ) + C ( n
n + 1
)β
(1 − γ)2−β
}
To prove the desired inequality we are going to show that the function
1n(γ) : 1(n + 1)β γ
2−β
+
n1−β
(n + 1)β γ
2−2β (1 − γ)β + 1(n + 1)β γ1−β (1 − γ) + C ( nn + 1 )β (1 − γ)2−β
is monotone in the given interval. Its derivative is given by
1
′
n(γ) 
1 − β
(n + 1)β γ
1−β
+ 2(1 − β) n
1−β
(n + 1)β
(1 − γ)β
γ2β−1
+
1 − β
(n + 1)β
1 − γ
γβ
− β n
1−β
(n + 1)β
γ2−2β
(1 − γ)1−β − (2 − β)C
nβ
(n + 1)β (1 − γ)
1−β
Comparing negative and positive terms we get the following relationships:
β
n1−β
(n + 1)β
γ2−2β
(1 − γ)1−β >
1 − β
(n + 1)β γ
1−β , ∀γ >
(
1−β
β
) 1
1−β
n +
(
1−β
β
) 1
1−β
1
2
· (2 − β)C n
β
(n + 1)β (1 − γ)
1−β
> 2(1 − β) n
1−β
(n + 1)β
(1 − γ)β
γ2β−1
, ∀γ >
1
1 +
( (2−β)C
(1−β)4
) 1
2β−1
n
1
2
· (2 − β)C n
β
(n + 1)β (1 − γ)
1−β
>
1 − β
(n + 1)β
1 − γ
γβ
, ∀γ >
1
1 +
( (2−β)C
(1−β)2
) 1
β
n
Our goal is to show that each lower bound on γ is always less or equal to 1n+1 and hence that the
function 1n(γ) is monotone in the interval of interest. Starting, from the first equation we observe
that the function x/(1 + x) is increasing in x > 0, so to maximize the lower bound we need to find
the maximum of the function:
h1(β) 
(
1 − β
β
) 1
1−β
 e
ln(1−β)−ln(β)
1−β
The function is decreasing for any β ∈ [ 12 , 1] so we have that supβ∈[0.5,1] h1(β)  h1(0.5)  1. This
proves that the first relationship holds for all γ > 1n+1 . To handle the other two inequalities, we
observe that the function 1/(1+ x) is decreasing for x > 0 and hence we need to find the minimum
of the functions:
h2(β) 
(
r2
(2 − β)
1 − β
) 1
2β−1
 e
ln(2−β)−ln(1−β)+ln r2
2β−1 (9.6)
h3(β) 
(
r3
(2 − β)
1 − β
) 1
β
 e
ln(2−β)−ln(1−β)+ln r3
β (9.7)
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where r2, r3 > 0 are constants. The function h2(β) is increasing in the interval [0.5, 1], hence we
get the desired inequality h2(β) > h2(0.5)  1 . Similarly, the function h3(β) satisfies h3(β) >
h3(0.5)  (3r3)2  (3C/2)2, which is greater than one for C  1. This shows that the function 1n(γ)
is decreasing and consequently that
f
β
n+1
(a) 6 a2−β(n + 1)β · 1n
(
1
n + 1
)
 a2−β(n + 1)β
completing the inductive step. 
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A Chernoff Bounds
For completeness we state here the version of Chernoff bounds that we use (e.g. [30]).
TheoremA.1. Let X1, . . . , Xn be i.i.d Bernouli random variables with mean [Xi]  x¯, then for δ ∈ (0, 1]
[
n∑
i1
Xi 6 (1 − δ)nx¯] 6 e− δ
2nx¯
2 (A.1)
[
n∑
i1
Xi > (1 + δ)nx¯] 6 e− δ
2nx¯
3 (A.2)
B Random Fourier Features Estimator
The basis of using random Fourier features is Bochner’s theorem [10], that for the gaussian kernel
us equivalent to.
Fact B.1. Let ω ∼ N(0, Id), [cos(ω⊤(x − y))]  e−‖x−y‖2
The random fourier features basic estimator is given by
ZRFF(x) : 2|P |
∑
y∈P
cos(ω⊤x + b) cos(ω⊤y + b)
where ω ∼ N(0, Id) and b ∼ U[0, 2π]
Proposition B.2. The first two moments of the RFF estimator are given by
[ZRFF(x)]  1|P |
∑
y∈P
k(x , y) (B.1)
[Z2RFF] 
1
|P | +
1
|P |
∑
y∈P
k(2x , 2y) + 1|P |2
∑
y,z∈P
k(y , z) + 1|P |2
∑
y,z∈P
k(2x , y + z) (B.2)
To prove the lemma we require the following trigonometric identities.
Proposition B.3 (Random angle). Let B ∼ U[0, 2π] and a , b , c ∈ , we have the following identities:

B
[cos(a + B) cos(c + B)]  1
2
cos(a − c) (B.3)

B
[cos2(a + B) cos2(c + B)]  1
4
+
1
8
cos(2a − 2c) (B.4)

B
[cos2(a + B) cos(b + B) cos(c + B)]  1
4
cos(b − c) + 1
8
cos(2a − (b + c)) (B.5)
Proof of Proposition B.2. We have that [ZRFF(x)]  KDEP(x)  1|P |
∑
y∈P k(x , y) Further
[Z2RFF] 
1
|P |2 

∑y∈P Z(x , y)

2  1|P |2

∑
y∈P
[Z(x , y)2] +
∑
y,z∈P
[Z(x , y)Z(x , z)]

where Z(x , y) : 2 cos(ω⊤x + b) cos(ω⊤y + b). We start with the first term:
[Z(x , y)2]  4[cos2(ω⊤x + b) cos2(ω⊤y + b)]  1 + 1
2
k(2x , 2y)
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Next, we analyze the second term
[Z(x , y)Z(x , z)]  4[cos2(ω⊤x + b) cos(ω⊤y + b) cos(ω⊤z + b)]  k(y , z) + 1
2
k(2x , y + z) (B.6)
The second moment thus becomes:
[Z2RFF] 
1
|P | +
1
|P |
∑
y∈P
k(2x , 2y) + 1|P |2
∑
y,z∈P
k(y , z) + 1|P |2
∑
y,z∈P
k(2x , y + z) (B.7)
Imagine, that P consists of n points all placed at distance
√
log(1/µ) of x. In this case the term
1
|P |
∑
y,z∈P k(y , z) is constant independent of µ. So, when the dataset is highly correlated the
variance of the estimator is very large. 
Proof of Proposition B.3. Using partial integration and the fact that sin, cos are periodic functions
with period 2π, we get

B
[sin(a + B) sin(c + B)]  − [cos(a + B) sin(c + B)]2π0 +
B
[cos(a + B) cos(c + B)]
 
B
[cos(a + B) cos(c + B)]
The first equation then follows from the identity cos(A) cos(B)  cos(A − B) − sin(A) sin(B). To get
the second equation we use the identities cos2(a)  12 (1 + cos(2a)) and B[cos(2a + 2B)]  0 to get

B
[cos2(a + B) cos2(c + B)]  1
4
+
1
4

B
[cos(2a + 2B) cos(2c + 2B)]
Finally, invoking the first part completes the proof. 
Cost of Linearity. Looking at the RFF estimator one might think that it requires linear time per
query. However, observe that if we spend linear time once to compute φP 
1
|P |
∑
y∈P
√
2 cos(ω⊤y+
θ), the estimate ZRFF(x) 
√
2 cos(ω⊤x) · φP can be computed in O(1) time per query. Perhaps
counter-intuitively this shows that a simple rescaling gives an unbiased estimate for all queries x!
Thus, it is not surprising that the variance of the estimator is essentially as large as possible. If we
want to reduce the variance, we can take the average of m such estimates, that would be equivalent
to constructing a randomized embedding φ : d → m of the points into a euclidean space such
that KDEP(x) ≈ 〈φ(x), 1|P |
∑
y∈P φ(y)〉. This approach is quite general and can be extended to a
large range of kernels [35, 25, 33]. However, the inherent variance of the randomized embedding
suggests that this approach cannot beat even the Random Sampling estimator.
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