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1. Introduction and a statement of the result
Consider the Cauchy problem for the inhomogeneous Schrödinger equation:{
i∂tu + xu = F (x, t), (x, t) ∈ Rn × R,
u(x,0) = f (x). (1.1)
Various estimates for the solution of (1.1) have been obtained by many authors. Strichartz [9] proved in 1977 the following
inequality:
‖u‖
L
2(n+2)
n (Rn+1)
 ‖ f ‖L2(Rn) + ‖F‖
L
2(n+2)
n+4 (Rn+1)
,
where u is a solution of (1.1). Here, A  B means A  cB for some uniform constant c > 0. His estimate has been extensively
generalized by many authors, but the extended ones still go under the name of Strichartz estimates. In this paper, we
consider the mixed norm space Lqt L
r
x , where the norm is given by
‖F‖Lqt Lrx =
∥∥∥∥F (·, t)∥∥Lr(Rn)∥∥Lq(R).
By Duhamel’s principle, we have a formal solution of (1.1) given by
u(x, t) = eit f (x) − i
t∫
0
ei(t−s)F (·, s)ds, (1.2)
where
eit f (x) =
∫
e2π ix·ξ+it|ξ |2 fˆ (ξ)dξ.
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148 Y. Koh / J. Math. Anal. Appl. 373 (2011) 147–160Fig. 1. For n 3, the known range of 1/r, 1/r˜ for which (1.4) holds is the shaded region except for the points P , P ′ . If n 4, the points P , P ′ are also
included. (The ranges of 1/q,1/q˜ are not explicitly shown in this ﬁgure; when 1/q + 1/q˜ = 1, one gets the line segment P P ′ , and for another value of
1/q + 1/q˜, a different line segment parallel to the line P P ′ is obtained.)
The ﬁrst term of (1.2) is the solution of the homogeneous problem, that is, the case F = 0 in (1.1). In 1998, the complete
solution of the problem for the homogeneous part was obtained by Keel–Tao [7]:∥∥eit f ∥∥Lqt Lrx  ‖ f ‖L2 (1.3)
holds if and only if (r,q) is Schrödinger-admissible pair, that is, r,q 2, (n, r,q) = (2,∞,2), and n/r + 2/q = n/2.
In this paper, we deal with the inhomogeneous part of the solution given by (1.2). We want to ﬁnd the maximal ranges
of q, q˜, r, r˜ ∈ [1,∞], for which the following estimate holds∥∥∥∥∥
t∫
0
ei(t−s)F (·, s)ds
∥∥∥∥∥
Lqt L
r
x
 ‖F‖
Lq˜
′
t L
r˜′
x
. (1.4)
This problem is still open. The case in the ranges for admissible pairs (q, r), (q˜, r˜) has been studied by Ginibre–Velo [5], Ya-
jima [14], Cazenave–Weissler [2], and Keel–Tao [7]. After that, Cazenave–Weissler [3] and Kato [6] obtained some improved
ranges, not necessarily for admissible pairs (q, r), (q˜, r˜). Recently, more improved ranges have been obtained by Foschi [4],
and Vilela [13] by using some techniques similar to Keel–Tao [7]. (See Fig. 1.)
Let us consider the bilinear estimate:∣∣T (F ,G)∣∣ ‖F‖
Lq˜
′
t L
r˜′
x
‖G‖
Lq
′
t L
r′
x
, (1.5)
where
T (F ,G) =
∫
R
t∫
−∞
〈
e−isF (·, s), e−itG(·, t)〉L2x ds dt. (1.6)
By duality, we also have∥∥∥∥∥
t∫
−∞
ei(t−s)F (·, s)ds
∥∥∥∥∥
Lqt L
r
x
 ‖F‖
Lq˜
′
t L
r˜′
x
. (1.7)
Compare (1.4) with (1.7). These two inequalities are not equivalent in general. But it is well known that (1.7) implies
(1.4) in all cases. To see this consider the estimate∥∥∥∥∫
It
ei(t−s)F (·, s)ds
∥∥∥∥
Lqt L
r
x
 ‖F‖
Lq˜
′
t L
r˜′
x
(1.8)
where It is an interval. If (1.7) is true, that is, (1.8) is true for It = (−∞, t), then (1.8) also holds for It = (t,∞), since they
have a similar form. Thus the case on It = (−∞,∞) of (1.8) is true by Minkowski’s inequality. Since (0, t) = (−∞, t) ∩
(0,∞), we can easily check that the case for It = (0, t) is also true. In conclusion, if (1.5) holds, so does (1.4). Thus we will
only deal with (1.5) in this paper.
We now state the main result of this paper, which incorporates many known results. The cases of n = 1 and n = 2 for
this problem have already been taken care of in Vilela [13]. (See also Tao [11].) Thus we consider only the cases n 3.
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1 q < ∞, 1
q
<
n
2
(
1− 2
r
)
, or (r,q) = (2,∞).
Theorem 1.2. Let n 3, and assume that the pairs (r,q) and (r˜, q˜) are Schrödinger-acceptable pairs, and satisfy the condition(
1
q
+ 1
q˜
)
− n
2
(
1− 1
r
− 1
r˜
)
= 0. (1.9)
In addition, assume one of the following:
i) (the non-sharp case: above the line P P ′)
1
q
+ 1
q˜
< 1,
n − 2
n
1
r
 1
r˜
 n
n − 2
1
r
,
1
r
,
1
r˜
 1
2
,
ii) (the sharp case: the open segment P P ′)
1
q
+ 1
q˜
= 1,
n − 2
n
1
r
<
1
r˜
<
n
n − 2
1
r
,
1
r
 1
q
,
1
r˜
 1
q˜
,
iii) (the endpoint cases P , P ′ when n 4)
1
r
= n
n − 2
1
r˜
or
1
r˜
= n
n − 2
1
r
,
1
r
 1
q
,
1
r˜
 1
q˜
.
Then (1.5) holds.
Consider the sharp case 1q + 1q˜ = 1 of iii) in Theorem 1.2, we have P = ( n−22(n−1) , (n−2)
2
2n(n−1) ) for
n−2
2(n−1) 
1
q = 1q˜′ < n2(n−1) , and
P ′ = ( (n−2)22n(n−1) , n−22(n−1) ) for n−22(n−1) < 1q = 1q˜′  n2(n−1) . The non-sharp case 1q + 1q˜ < 1 of iii) is meaningless, because this case is
contained in i). Unfortunately, this theorem does not cover the case of n = 3 of the endpoints P and P ′ by some technical
reasons. This case of n = 3 is still open.
The assumption (1.9) is called a scaling condition. This means that (1.4) is invariant under scaling if this condition holds.
In fact, this condition is a necessary condition for (1.4) to hold. We will explain this condition (1.9) in Section 3 in more
detail. If the scaling condition (1.9) holds, then Schrödinger-acceptable pairs (r,q) and (r˜, q˜) are equivalent to
−n
2
(
1
r
− 1
r˜
)
<
1
q
,
n
2
(
1
r
− 1
r˜
)
<
1
q˜
or (r,q) = (2,∞), (r˜, q˜) = (2,∞). This fact will be used in Section 2. The Schrödinger-acceptable pair condition is well-
explained in Foschi [4].
In Theorem 1.2, i) and ii) were proved by Foschi [4] and Vilela [13] independently. The idea of proof in the sharp case
is almost the same as that of the non-sharp case. For the non-sharp case 1q + 1q˜ < 1, we do not need the conditions 1r  1q ,
1
r˜ 
1
q˜ . The distinction between these two cases were made clear in Foschi [4]. Here we will give a proof in the sharp case
including the endpoints P , P ′ .
Instead of using a frequency localization, Keel–Tao, Foschi and Vilela assume that the general operator Us satisﬁes∥∥U∗s f ∥∥L2x  ‖ f ‖L2 and ∥∥UtU∗s f ∥∥L∞x  |t − s|−σ ‖ f ‖L1 (t = s, σ > 1),
where U∗s is the adjoint operator of Us . These estimates hold for the Schrödinger operator eit for σ = n2 , and for the wave
operator eit
√− they hold for σ = n−12 . This is enough to prove i), ii) in Theorem 1.2, but it is not enough to prove iii). In
this paper, we use a frequency localization and get the sharp case for the endpoints P , P ′ .
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Let φ(ξ) be a ﬁxed cut-off function with φ(ξ) = 1 if |ξ | 1, φ(ξ) = 0 if |ξ | > 2 and 0 φ(ξ) 1. Now deﬁne
Ts f (x) =
∫
e2π ix·ξ+is|ξ |2φ(ξ) fˆ (ξ)dξ
for ﬁxed s. Then, the adjoint operator T ∗s is given by
T ∗s f (x) =
∫
e2π ix·ξ−is|ξ |2φ(ξ) fˆ (ξ)dξ.
In this section, we show∣∣Tloc(F ,G)∣∣ ‖F‖Lq˜′t Lr˜′x ‖G‖Lq′t Lr′x (2.1)
where
Tloc(F ,G) =
∫
R
t∫
−∞
〈
T ∗s Fs, T ∗t Gt
〉
L2x
ds dt. (2.2)
We denote Fs = Fs(x) = F (x, s). (2.1) and (2.2) are frequency-localized versions of (1.5) and (1.6), respectively. The only
difference between (2.2) and (1.6) is that (2.2) has T ∗s instead of e−is , but T ∗s and e−is do have similar properties.
We will ﬁrst show that ‖T ∗s Fs‖L2x  ‖Fs‖L2x and ‖Tt T ∗s Fs‖L∞x  |t − s|−
n
2 ‖Fs‖L1x (t = s). By Plancherel’s theorem and a
trivial inequality, we have∥∥T ∗s Fs∥∥L2x = ‖K̂s F̂ s‖L2x  ‖K̂s‖L∞x ‖ F̂ s‖L2x  C‖Fs‖L2x , (2.3)
since T ∗s Fs(x) = Ks ∗ Fs(x), where Ks(x) =
∫
e2π ix·ξ−is|ξ |2φ(ξ)dξ . Speciﬁcally, C = ‖φ‖L∞ = 1.
Next, we use the fact that
∞∫
−∞
e−αx2eβx dx =
√
π
α
e
β2
4α ,
whenever α,β ∈ C with Re(α) > 0, which follows from contour integration. (See Section 2.2 in [12].) Thus, we get
lim

→0
∞∫
−∞
e2π ixξeitξ
2
e−
ξ2 dξ =
√
π
it
e
−π2x2
it .
By the Dominated Convergence Theorem, we have∫
e2π ix·ξ+it|ξ |2
∣∣φ(ξ)∣∣2 dξ = lim

→0
∫
e2π ix·ξ+it|ξ |2e−
|ξ |2
∣∣φ(ξ)∣∣2 dξ
= lim

→0
(
eit|·|2e−
|·|2
∣∣φ(·)∣∣2)∨(x)
=
∫
lim

→0
(
eit|·|2e−
|·|2
)∨
(x− y)ψ(y)dy,
where ψ = (|φ|2)∨ , and it is also the Schwartz function. Thus, we get∣∣∣∣∫ e2π ix·ξ+it|ξ |2 ∣∣φ(ξ)∣∣2 dξ ∣∣∣∣ ∫ ∣∣∣∣( itπ
)− n2
e
−π2 |x−y|2
it ψ(y)
∣∣∣∣dy  Cφ |t|− n2 ,
uniformly in x. For t = s, we have∣∣Tt T ∗s Fs(x)∣∣= ∣∣∣∣∫ ∫ ei(x−y)·ξ+i(t−s)|ξ |2 ∣∣φ(ξ)∣∣2 dξ Fs(y)dy∣∣∣∣
 Cφ |t − s|− n2
∫ ∣∣Fs(y)∣∣dy.
Thus, we easily get two inequalities,∣∣〈T ∗s Fs, T ∗t Gt 〉 2 ∣∣ ‖Fs‖ 2‖Gt‖ 2 (2.4)Lx Lx Lx
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and ∣∣〈T ∗s Fs, T ∗t Gt 〉L2x ∣∣ |t − s|− n2 ‖Fs‖L1x‖Gt‖L1x (t = s), (2.5)
by using Hölder’s inequality and the trivial inequality. Moreover, T ∗s also satisﬁes (1.3). (See [7].)
The next lemma is an extended version of Lemma 2.2 in [13] and Lemma 4.1 in [7]. The cases ii) and iii) of Lemma 2.1
also hold for the non-frequency localized operator, and those cases are about the same as Lemma 2.2 in [13]. However, the
cases i) and iv) of Lemma 2.1 may be obtained only for the frequency-localized operator. As is well known, in order to apply
the method of Keel–Tao, one needs certain estimates in a whole neighborhood of the point in question. For instance, at the
endpoint P , which is on the line O B , the estimates in iii) and iv) provide the needed estimates in a neighborhood. This is
the main idea of the present paper. (See Fig. 2.)
Lemma 2.1. Let n 3, and let r, r˜, q, q˜ satisfy with 2 r, r˜ ∞ and 1 q, q˜∞. Deﬁne
T j(F ,G) =
∫
R
t−2 j∫
t−2 j+1
〈
T ∗s Fs, T ∗t Gt
〉
L2x
ds dt.
Assume one of the following:
i) 0 1
r
 n − 2
n
1
r˜
and
n
n − 2
1
r
 1
q
 1
q˜′
 1,
ii)
n − 2
n
1
r˜
 1
r
 1
r˜
and −n
2
(
1
r
− 1
r˜
)
 1
q
 1
q˜′
 1,
iii)
1
r˜
 1
r
 n
n − 2
1
r˜
and 0 1
q
 1
q˜′
 1− n
2
(
1
r
− 1
r˜
)
,
iv)
n
n − 2
1
r˜
 1
r
 1
2
and 0 1
q
 1
q˜′
 1− n
n − 2
1
r˜
.
Then we have∣∣T j(F ,G)∣∣ 2 jβ(r,r˜,q,q˜)‖F‖Lq˜′t Lr˜′x ‖G‖Lq′t Lr′x , (2.6)
where
β(r, r˜,q, q˜) =
⎧⎪⎪⎨⎪⎪⎩
( 1q + 1q˜ ) + n( 1r˜ − 1n−2 1r − 12 ) if i) holds,
( 1q + 1q˜ ) − n2 (1− 1r − 1r˜ ) if either ii) or iii) holds,
( 1q + 1q˜ ) + n( 1r − 1n−2 1r˜ − 12 ) if iv) holds.
Proof. We get the above results by interpolating the estimates in the following cases:
(a) r = r˜ = ∞ and 1 q˜′  q∞ (point O );
(b) r = r˜ = 2 and 1 q˜′  q∞ (point A);
(c) r = 2, r˜ = 2nn−2 and 2 q˜′  q∞ (point B);
(c)′ r = 2n , r˜ = 2 and 1 q˜′  q 2 (point B ′);n−2
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(d)′ r = ∞, r˜ = 2 and 1 q˜′  q∞ (point C ′).
Let Fk,s , Gk,t be the functions Fs , Gt decomposed in time. That is,
Fk,s(x) = Fs(x)χ{s;2 jks<2 j(k+1)}(s), Gk,t(x) = Gt(x)χ{t;2 jkt<2 j(k+1)}(t).
Then |supp(Fk,s)| = O(2 j) and |supp(Gk,t)| = O(2 j) in time. Here, |E| = O(2 j) means c12 j  |E|  c22 j for some positive
constants c1, c2. Since∑
n
|AnBn|
(∑
n
|An|p
) 1
p
(∑
n
|Bn|p˜
) 1
p˜
if
1
p
+ 1
p˜
 1, (2.7)
we have∑
k∈Z
‖Fk,·‖Lq˜′t Lr˜′x ‖Gk,·‖Lq′t Lr′x  ‖F‖Lq˜′t Lr˜′x ‖G‖Lq′t Lr′x if q˜
′  q. (2.8)
Let us now show the results for the cases (a), (b), (c), and (d).
(a) Combining (2.5) with (2.8), we have
∣∣T j(F ,G)∣∣∑
k∈Z
∫
R
t−2 j∫
t−2 j+1
|t − s|− n2 ‖Fk,s‖L1x‖Gk,t‖L1x ds dt

∑
k∈Z
2 j(
1
q + 1q˜ − n2 )‖Fk,·‖Lq˜′t L1x‖Gk,·‖Lq′t L1x
 2 j(
1
q + 1q˜ − n2 )‖F‖
Lq˜
′
t L
1
x
‖G‖
Lq
′
t L
1
x
.
(b) Combining (2.4) with (2.8), we have
∣∣T j(F ,G)∣∣∑
k∈Z
∫ t−2 j∫
t−2 j+1
‖Fk,s‖L2x‖Gk,t‖L2x ds dt
 2 j(
1
q + 1q˜ )‖F‖
Lq˜
′
t L
2
x
‖G‖
Lq
′
t L
2
x
.
(c) Using Fubini’s theorem, Hölder’s inequality and taking supremum, we have
∣∣T j(F ,G)∣∣∑
k∈Z
∣∣∣∣∣
∫ ∫ ( t−2 j∫
t−2 j+1
T ∗s Fk,s(·)ds
)
T ∗t Gk,t(·)dxdt
∣∣∣∣∣

∑
k∈Z
sup
t∈R
∥∥∥∥∥
t−2 j∫
t−2 j+1
T ∗s Fk,s(·)ds
∥∥∥∥∥
L2x
∫ ∥∥T ∗t Gk,t(·)∥∥L2x dt.
By dualizing (1.3), we get that∥∥∥∥∥
t−2 j∫
t−2 j+1
T ∗s Fk,s(·)ds
∥∥∥∥∥
L2x
 ‖Fk,·‖Lb′t La′x (2.9)
holds for a Schrödinger-admissible pair (a,b). (See [7] and [13].) Let r˜ = 2nn−2 . Inserting (r˜,2) into (a,b) in (2.9) and using
(2.3), we have∣∣T j(F ,G)∣∣∑
k∈Z
‖Fk,·‖L2t Lr˜′x ‖Gk,·‖L1t L2x
 2 j(
1
q + 1q˜ − 12 )‖F‖ q˜′ r˜′ ‖G‖ q′ 2 .Lt Lx Lt Lx
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∫
eix·ξ−is|ξ |2φ(ξ)dξ , we have∣∣〈T ∗s Fs, T ∗t Gt 〉L2x ∣∣ ∥∥T ∗s Fs∥∥L2x∥∥T ∗t Gt∥∥L2x
 ‖Ks‖L2x‖Fs‖L1x‖Gt‖L2x  C‖Fs‖L1x‖Gt‖L2x , (2.10)
because of Young’s inequality, (2.3) and the cut-off function φ. Speciﬁcally, C = ‖φ‖L2 by Plancherel’s theorem. As in the
case of (b), using (2.10), we have∣∣T j(F ,G)∣∣ 2 j( 1q + 1q˜ )‖F‖Lq˜′t L1x‖G‖Lq′t L2x .
The cases (c)′ , (d)′ can be shown in a similar way as (c), (d). Thus we get (2.6). 
The mixed norm interpolation theorem is well-explained in Benedek–Panzone [1]. For n = 2, (2.9) does not hold for
(a,b) = (∞,2). A counter-example is given in Montgomery-Smith [8]. That is the reason why we only consider the case
n 3.
Without using a frequency localization, one cannot obtain (d), (d)′ in proof of Lemma 2.1, and hence cannot extend
Lemma 2.2 in [13]. This is because ‖Ks‖L2x is unbounded without a cut-off function φ.
Lemma 2.2 (Atomic decomposition of Lp). (See Keel–Tao [7, Lemma 5.1].) Let 1 p < ∞. Then any f ∈ Lpx can be written as
f =
∞∑
k=−∞
ckχk
where each χk is a function bounded by O(2−k/p) and supported on a set of measure O(2k) and the ck are non-negative constants
with ‖ck‖lp  ‖ f ‖Lp .
Lemma 2.2 contains the idea of a bilinear interpolation theorem. In the next step, we will use this lemma instead of a
bilinear interpolation theorem. For p = ∞, we cannot apply this lemma. But, this case actually does not happen, because of
the condition r′, r˜′ < 2 of the next theorem. The next theorem is the core in this paper. We can apply Theorem 2.3 to the
non-sharp case 1q + 1q˜ < 1, but this case does not contain any improvement.
Theorem 2.3 (Frequency-localized estimates). Let n  3 and assume that the pairs (r,q) and (r˜, q˜) are Schrödinger-acceptable pairs,
and satisfy the following conditions
1
q
+ 1
q˜
 1, 1
r
,
1
r˜
<
1
2
, and
1
r
 1
q
,
1
r˜
 1
q˜
.
Then (2.1) holds if one of the following holds:
i) (the open segment P P ′)(
1
q
+ 1
q˜
)
− n
2
(
1− 1
r
− 1
r˜
)
= 0,
n − 2
n
1
r˜
<
1
r
<
n
n − 2
1
r˜
.
ii) (the open segment P Q )(
1
q
+ 1
q˜
)
+ n
(
1
r
− 1
n − 2
1
r˜
− 1
2
)
= 0,
n
n − 2
1
r˜
<
1
r
.
ii)′ (the open segment P ′Q ′)(
1
q
+ 1
q˜
)
+ n
(
1
r˜
− 1
n − 2
1
r
− 1
2
)
= 0,
n
n − 2
1
r
<
1
r˜
.
In addition, when n 4, (2.1) also holds if
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iii) (the endpoint P , P ′)
1
r
= n
n − 2
1
r˜
or
1
r˜
= n
n − 2
1
r
.
Proof. i) Let r, r˜,q, q˜ be ﬁxed numbers which satisfy the assumption i). By Lemma 2.2, that is, by an atomic decomposition
of Lp , we may write
Fs(x) =
∑
k˜∈Z
fk˜(s)χ˜k˜,s(x) and Gt(x) =
∑
k∈Z
gk(t)χk,t(x), (2.11)
where χ˜k˜,s(x) is bounded by O(2−k˜/r˜
′
) and supported on a set of measure O(2k˜). Also, χk,t(x) is bounded by O(2−k/r′ ) and
supported on a set of measure O(2k). And fk˜ , gk are scalar functions in x with(∑
k˜∈Z
∣∣ fk˜(s)∣∣r˜′)
1
r˜′
 ‖Fs‖Lr˜′x , and
(∑
k∈Z
∣∣gk(t)∣∣r′) 1r′  ‖Gt‖Lr′x . (2.12)
Let us ﬁx 
 > 0 such that B(( 1r ,
1
r˜ ),3
) is contained in O BAB
′ in Fig. 3, and (a,q), (b, q˜) satisfy the assumptions of
Lemma 2.1 for all (a,b) ∈ B(( 1r , 1r˜ ),3
), where
B
((
1
r
,
1
r˜
)
,3

)
=
{(
1
a
,
1
b
)
: max
(∣∣∣∣1r − 1a
∣∣∣∣, ∣∣∣∣1r˜ − 1b
∣∣∣∣)< 3
}.
This is the reason why we cannot attain the cases 1q = − n2 ( 1r − 1r˜ ) or 1q˜ = n2 ( 1r − 1r˜ ) in Lemma 2.1. The Schrödinger-acceptable
pair condition is induced by this process. Combining Lemma 2.1 with (2.11), we have∑
j∈Z
∣∣T j(F ,G)∣∣∑
j∈Z
∑
k˜∈Z
∑
k∈Z
∣∣T j( fk˜(s)χ˜k˜,s(x), gk(s)χk,t(x))∣∣

∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2(k˜−
n
2 j)(
1
r˜ − 1b )+(k− n2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
For each ( j,k, k˜) ∈ Z3, choose ( 1a , 1b ) ∈ B(( 1r , 1r˜ ),3
) \ B(( 1r , 1r˜ ), 
) such that∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2(k˜−
n
2 j)(
1
r˜ − 1b )+(k− n2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t

∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2−
(|k˜−
n
2 j|+|k− n2 j|)‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
Thus, summing in j, we have∑
j∈Z
∣∣T j(F ,G)∣∣∑
˜
∑
k∈Z
(
1+ |k − k˜|)2−
|k−k˜|‖ fk˜‖Lq˜′t ‖gk‖Lq′t .k∈Z
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|y| , we may rewrite this in the convolution type. Since the quantity K (y) is absolutely
summable, we have
∑
k˜∈Z K (k˜) C
 . Combining (2.7) and Young’s inequality, we have∑
j∈Z
∣∣T j(F ,G)∣∣ (∑
k˜∈Z
‖ fk˜‖q˜
′
Lq˜
′
t
) 1
q˜′ (∑
k˜∈Z
(
K ∗ ‖g(·)‖Lq′t (k˜)
)q′) 1q′
 C

(∑
k˜∈Z
‖ fk˜‖q˜
′
Lq˜
′
t
) 1
q˜′ (∑
k˜∈Z
‖gk˜‖q
′
Lq
′
t
) 1
q′
.
Recall that we are assuming here that q˜′  r˜′ and q′  r′ . Since(∑
n
|cn|p
)

(∑
n
|cn|
)p
if p  1, (2.13)
it follows from Fubini’s theorem, (2.13) and (2.11) that
∑
j∈Z
∣∣T j(F ,G)∣∣ [∫ (∑
k˜∈Z
∣∣ fk˜(s)∣∣r˜′)
q˜′
r˜′
ds
] 1
q˜′ [∫ (∑
k˜∈Z
∣∣gk˜(t)∣∣r′)
q′
r′
dt
] 1
q′
 ‖F‖
Lq˜
′
t L
r˜′
x
‖G‖
Lq
′
t L
r′
x
.
Since |Tloc(F ,G)|
∑
j∈Z |T j(F ,G)|, we get (2.1).
ii) Let r, r˜,q, q˜ be ﬁxed numbers which satisfy the assumption ii). Since j ∈ Z, we can replace j by − j. This trick will be
used for proving iii).
Let us ﬁx 
 > 0 such that B(( 1r ,
1
r˜ ),3
) is contained in OCB , and (a,q), (b, q˜) satisfy the assumptions of Lemma 2.1 for
all (a,b) ∈ B(( 1r , 1r˜ ),3
). Similarly to i), combining Lemma 2.1 with (2.11), we have∑
j∈Z
∣∣T j(F ,G)∣∣∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2− j(
1
q + 1q˜ +n( 1a − 1n−2 1b − 12 ))2
k˜
r˜ − k˜b 2
k
r − ka ‖ fk˜‖Lq˜′t ‖gk‖Lq′t

∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2(k˜+nj)(
1
r˜ − 1b )+(k− nn−2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
For each ( j,k, k˜) ∈ Z3, choose ( 1a , 1b ) ∈ B(( 1r , 1r˜ ),3
) \ B(( 1r , 1r˜ ), 
) such that∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2(k˜+nj)(
1
r˜ − 1b )+(k− nn−2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t

∑
j∈Z
∑
k˜∈Z
∑
k∈Z
2−
(|k˜+nj|+|k−
n
n−2 j|)‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
Take k′ = −(n − 2)k. Similarly to i), summing in j and by (2.7), we have∑
j∈Z
∣∣T j(F ,G)∣∣∑
j∈Z
∑
k˜∈Z
∑
k′∈−(n−2)Z
2−
(|k˜+nj|+(n−2)|k′+nj|)‖ fk˜‖Lq˜′t ‖g −1n−2k′ ‖Lq′t

∑
k˜∈Z
∑
k′∈−(n−2)Z
(
1+ |k˜ − k′|)2−
|k˜−k′|‖ fk˜‖Lq˜′t ‖g −1n−2 k′ ‖Lq′t

( ∑
k′∈−(n−2)Z
(
K ∗ ‖ f(·)‖Lq˜′t
(
k′
))q˜′) 1q˜′ ( ∑
k′∈−(n−2)Z
‖g −1
n−2k′
‖q′
Lq
′
t
) 1
q′
,
where K is the previous function. Since K ∗ ‖ f(·)‖Lq˜′t (k
′) 0 for all k′ ∈ Z, we have
∑
j∈Z
∣∣T j(F ,G)∣∣ (∑
k′∈Z
(
K ∗ ‖ f(·)‖Lq˜′t
(
k′
))q˜′) 1q˜′ (∑
k∈Z
‖gk‖q
′
Lq
′
t
) 1
q′
 C

(∑
˜
‖ fk˜‖q˜
′
Lq˜
′
t
) 1
q˜′ (∑
˜
‖gk˜‖q
′
Lq
′
t
) 1
q′
.k∈Z k∈Z
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iii) Let r, r˜,q, q˜ be ﬁxed numbers which satisfy the assumption iii). For P on a line O B in Fig. 3, we see that P = ( 1r , 1r˜ )
satisﬁes both conditions{
( 1q + 1q˜ ) − n2 (1− 1r − 1r˜ ) = 0,
( 1q + 1q˜ ) + n( 1r − 1n−2 1r˜ − 12 ) = 0.
Let us ﬁx 
 > 0 such that (a,q), (b, q˜) satisfy the assumptions of Lemma 2.1 for all (a,b) ∈ B(( 1r , 1r˜ ),3
). Similarly to i), ii),
we have∑
j∈Z
∣∣T j(F ,G)∣∣∑
j∈Z
∑
k˜∈Z
∑
k∈Z
H fk˜,gk, j(a,b), (2.14)
where
H fk˜,gk, j(a,b)
=
⎧⎨⎩2
(k˜− n2 j)( 1r˜ − 1b )+(k− n2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t if (
1
a ,
1
b ) in O BAB
′,
2(k˜+nj)(
1
r˜ − 1b )+(k− nn−2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t if (
1
a ,
1
b ) in OCB.
(2.15)
More precisely, by combining Lemma 2.1 with (2.11), we get
∣∣T j(F ,G)∣∣
{∑
k˜∈Z
∑
k∈Z H fk˜,gk, j(a,b) if (
1
a ,
1
b ) in O BAB
′,∑
k˜∈Z
∑
k∈Z H fk˜,gk,− j(a,b) if (
1
a ,
1
b ) in OCB.
Summing in j and using the fact that∑
j∈Z
∑
k˜∈Z
∑
k∈Z
H fk˜,gk,− j(a,b) =
∑
j∈Z
∑
k˜∈Z
∑
k∈Z
H fk˜,gk, j(a,b)
for ( 1a ,
1
b ) in OCB , we have (2.14).
For the ﬁrst term of (2.15), if one of the equalities holds, for example, if k = n2 j or k˜ = n2 j, then one of the summations of
(2.14) can be cancelled. Those cases are easy. Similarly, for the second term of (2.15), the cases when one of the equalities
holds, for example, k = nn−2 j or k˜ = −nj, are easy. Thus, it is enough to consider only the case of inequality. Let
U1 =
{
( j, k˜,k); k − n
2
j > 0, k˜ − n
2
j > 0
}
,
U2 =
{
( j, k˜,k); k − n
2
j < 0, k˜ − n
2
j > 0
}
,
U3 =
{
( j, k˜,k); k − n
2
j < 0, k˜ − n
2
j < 0
}
,
U4 =
{
( j, k˜,k); k − n
2
j > 0, k˜ − n
2
j < 0
}
,
and
V1 =
{
( j, k˜,k); k − n
n − 2 j > 0, k˜ + nj > 0
}
,
V2 =
{
( j, k˜,k); k − n
n − 2 j < 0, k˜ + nj > 0
}
,
V3 =
{
( j, k˜,k); k − n
n − 2 j < 0, k˜ + nj < 0
}
,
V4 =
{
( j, k˜,k); k − n
n − 2 j > 0, k˜ + nj < 0
}
.
Consider
U4 ∩ V2 =
{
( j, k˜,k); n j < k < n j, −nj < k˜ < n j
}
.2 n − 2 2
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“small box” in the middle represents the ball B((1/r,1/r˜), 
), while the “large box” represents the ball B((1/r,1/r˜),3
).)
If n 4, there does not exist (k˜,k) in Z × Z satisfying both conditions n2 j < k < nn−2 j and −nj < k˜ < n2 j for all j ∈ Z. Thus,
U4 ∩ V2 = ∅ for n 4. This is the reason why we replaced j by − j in ii).
For example, since 3 j < k < 32 j and −6 j < k˜ < 3 j for n = 6, we cannot determine k or k˜ for either case: j  0 or j < 0.
Thus, U4 ∩ V2 = ∅ for n = 6. Unfortunately, U4 ∩ V2 is non-empty set for n = 3. It appears that manipulations of this sort
(for example, changing k or k˜ instead of j) cannot work in the case n = 3. This is the reason why our result does not cover
the case n = 3.
Combining (2.14) with U4 ∩ V2 = ∅, we have∑
j∈Z
∣∣T j(F ,G)∣∣ ∑
U1∪U2∪U3
H fk˜,gk, j(a,b) +
∑
V1∪V3∪V4
H fk˜,gk, j(a,b). (2.16)
Consider the ﬁrst term of (2.16). For each ( j,k, k˜) ∈ U1 ∪ U2 ∪ U3, choose ( 1a , 1b ) ∈ B(( 1r , 1r˜ ),3
) \ B(( 1r , 1r˜ ), 
) with ( 1a , 1b ) in
O BAB ′ such that∑
U1∪U2∪U3
2(k˜−
n
2 j)(
1
r˜ − 1b )+(k− n2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t

∑
U1∪U2∪U3
2−
(|k˜−
n
2 j|+|k− n2 j|)‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
This ( 1a ,
1
b ) always exists: If ( j,k, k˜) ∈ U1, choose ( 1a , 1b ) in the region (b), above the line O P in Fig. 4. If ( j,k, k˜) ∈ U2,
choose ( 1a ,
1
b ) in (a). If ( j,k, k˜) ∈ U3, choose ( 1a , 1b ) in (c), above the line O P .
Similarly, consider the second term of (2.16). For each ( j,k, k˜) ∈ V1 ∪ V3 ∪ V4, choose ( 1a , 1b ) ∈ B(( 1r , 1r˜ ),3
) \ B(( 1r , 1r˜ ), 
)
with ( 1a ,
1
b ) in OCB such that∑
V1∪V3∪V4
2(k˜+nj)(
1
r˜ − 1b )+(k− nn−2 j)( 1r − 1a )‖ fk˜‖Lq˜′t ‖gk‖Lq′t

∑
V1∪V3∪V4
2−
(|k˜+nj|+|k−
n
n−2 j|)‖ fk˜‖Lq˜′t ‖gk‖Lq′t .
Using (2.14), the ﬁrst term of (2.16) can be estimated analogously to i). Similarly, the second term of (2.16) can be estimated
same as ii). Thus, we ﬁnally get (2.1).
The case ii)′ and the case P ′ of iii) can be shown in a way similar to the arguments in ii) and P of iii). 
In fact, the proof of Theorem 2.3 does not contain the range of the triangle O Q Q ′ in Fig. 3. This range can be easily
obtained by a slight modiﬁcation of (2.10), but we did not calculate it because it is not so important in our work.
3. Global estimates
In this section, we consider the scaling condition (1.9). Using this, we deduce the global estimates from the frequency-
localized estimates in the preceding section. Combining Theorem 2.4 with Theorem 3.1, we get the result in the sharp
cases ii), iii) in Theorem 1.2.
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t∫
−∞
Tt T
∗
s F (·, s)ds
∥∥∥∥∥
Lqt L
r
x
 ‖F‖
Lq˜
′
t L
r˜′
x
holds. Then the global estimate (1.7) holds if ( 1q + 1q˜ ) − n2 (1− 1r − 1r˜ ) = 0.
Proof. We ﬁrst show that the frequency-localized estimate is invariant under scaling. This means that∥∥∥∥∥
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
∣∣∣∣φ( ξ2 j
)∣∣∣∣2 F̂ s(ξ)dξ dt
∥∥∥∥∥
Lqt L
r
x
 C‖F‖
Lq˜
′
t L
r˜′
x
, (3.1)
holds for all j  0, where C is independent of j. The function φ(ξ) is the cut-off function which is appeared earlier. That
is, φ(ξ) = 1 if |ξ | 1, φ(ξ) = 0 if |ξ | > 2 and |φ(ξ)| 1. Let ξ ′ = 2− jξ , and also x′ = 2 j x, t′ = 22 jt , s′ = 22 j s, where j ∈ Z.
Since 2nj F̂ s(2 jξ) = F̂ s( ·2 j ), we have
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
∣∣∣∣φ( ξ2 j
)∣∣∣∣2 F̂ s(ξ)dξ ds = 2−2 j
t′∫
−∞
Tt′ T
∗
s′ F˜ s′
(
x′
)
ds′,
where F˜ s(x) = F˜ (x, s) = F ( x2 j , s22 j ). We obtain∥∥∥∥∥
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
∣∣∣∣φ( ξ2 j
)∣∣∣∣2 F̂ s(ξ)dξ ds
∥∥∥∥∥
Lqt L
r
x
 2−2 j((
1
q + 1q˜ )− n2 (1− 1r − 1r˜ ))‖F‖
Lq˜
′
t L
r˜′
x
.
If ( 1q + 1q˜ ) − n2 (1− 1r − 1r˜ ) = 0, then (3.1) holds for all j  0.
Next, we show that (3.1) implies (1.7), using Fatou’s lemma. Let F ∈ S(Rn+1). Then F is a rapidly decreasing function in
Rn+1. Thus, we have∣∣∣∣∣
t∫
−∞
ei(t−s)F (·, s)ds −
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
∣∣∣∣φ( ξ2 j
)∣∣∣∣2 F̂ s(ξ)dξ ds
∣∣∣∣∣
=
∣∣∣∣∣
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
(
1−
∣∣∣∣φ( ξ2 j
)∣∣∣∣2) F̂ s(ξ)dξ ds
∣∣∣∣∣

∫ (
1−
∣∣∣∣φ( ξ2 j
)∣∣∣∣2)(∫ ∣∣ F̂ s(ξ)∣∣ds)dξ → 0 as j → ∞, uniformly in x, t,
since
∫ | F̂ s(ξ)|ds is rapidly decreasing in Rn . Combining Fatou’s lemma with (3.1), we get∥∥∥∥∥
t∫
−∞
ei(t−s)F (·, s)ds
∥∥∥∥∥
Lqt L
r
x
 lim inf
j→∞
∥∥∥∥∥
t∫
−∞
∫
e2π ix·ξ+i(t−s)|ξ |2
∣∣∣∣φ( ξ2 j
)∣∣∣∣2 F̂ s(ξ)dξ ds
∥∥∥∥∥
Lqt L
r
x
 C‖F‖
Lq˜
′
t L
r˜′
x
.
Because the Schwartz functions are dense in Lq˜
′
t L
r˜′
x , this estimate has a unique extension to the whole space, and so the
proof is complete. 
Finally, we state the known necessary conditions for the Strichartz estimates. Those conditions were studied well in
Foschi [4] and Vilela [13].
Y. Koh / J. Math. Anal. Appl. 373 (2011) 147–160 159Fig. 5. For n 3, the shaded region Q BAB ′Q ′ represents the necessary conditions for (1.4) to hold. The pentagon P B AB ′ P ′ corresponds to the known
suﬃcient conditions stated in Theorem 1.1. The triangles P BQ and P ′B ′Q ′ represent the present gap between the necessary conditions and the suﬃcient
conditions.
Theorem 3.2. Let n  3. If the estimate (1.4) holds for any F , then q, q˜, r, r˜ ∈ [1,∞] must satisfy the following necessary conditions:
Schrödinger-acceptable pairs (r,q) and (r˜, q˜), the scaling condition (1.9), and
1
r
,
1
r˜
 1
2
,
1
q
+ 1
q˜
 1,∣∣∣∣1r − 1r˜
∣∣∣∣ 1n , n − 2r − 2q  nr˜ , n − 2r˜ − 2q˜  nr . (3.2)
The scaling condition (1.9) is a necessary condition for (1.4) to hold. The proof of this fact is similar to an argument for
Theorem 3.1. That is,∥∥∥∥∥
t∫
−∞
ei(t−s) F˜ (·, s)ds
∥∥∥∥∥
Lqt L
r
x
 22 j((
1
q + 1q˜ )− n2 (1− 1r − 1r˜ ))‖ F˜‖
Lq˜
′
t L
r˜′
x
.
By taking j → ∞ or −∞, we see that (1.9) is a necessary condition.
For the other necessary conditions except for the scaling condition in Theorem 3.2, one can ﬁnd several counter-examples
in Foschi [4] and Vilela [13]. In fact, the necessary conditions of Theorem 3.2 except for (3.2) are the same as the suﬃcient
conditions in Theorem 1.2.
The sharpness of the line P B in Fig. 5 is still unknown, and the case n = 3 for the endpoints P and P ′ is still open. The
range in (3.2) represents the unknown range. Moreover, the maximal ranges of 1q ,
1
q˜ in the sharp case
1
q + 1q˜ = 1 are still
unknown. More speciﬁcally, we do not know whether the suﬃcient conditions 1r 
1
q ,
1
r˜ 
1
q˜ in the sharp cases ii), iii) in
Theorem 1.2 are also necessary conditions.
Remark 3.3. We can apply analogous arguments to the inhomogeneous wave operator for n  4 and can obtain some
endpoint results when n 5.
Note added in proof
After this paper was submitted, the referee mentioned a preprint by Taggart [10]. The preprint considers the method of
Foschi [4] and Vilela [13] with related topics in abstract Banach spaces. The preprint deals with similar topics to this paper,
but no results are overlapped.
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