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INTRODUCTION
Effective control of human helminth infections requires reliable estimates of the geographical distribution of infection and the size of populations requiring intervention (Boatin and Richards, 2006; Brooker and Michael, 2000; Brooker et al., 2006b; Molyneux, 2009) . For the purposes of control planning, nationwide surveillance data are desirable, but few endemic countries have suitably detailed data (Brooker et al., 2000b) . To address this paucity of data, research over the past decade has explored ways to maximise the usefulness of available data based on disease mapping and prediction (Brooker, 2002 (Brooker, , 2007 Brooker and Michael, 2000; Brooker et al., 2006b,c; Simoonga et al., 2009) . Most recently, these predictive approaches have employed Bayesian model-based geostatistics (MBG) which embeds classical geostatistics in a generalised linear modelling framework. Using this approach, relationships and associated uncertainty between infection outcomes and covariates are estimated and the resultant model is used to predict the outcome at unsampled locations (Diggle, Tawn et al., 1998) . This approach has the advantage over traditional spatial prediction methods of providing a robust and comprehensive handling of spatial structure and the uncertainty associated with predicted infection patterns. This review focuses on human helminth infections: schistosomiasis, intestinal nematodes (or soil-transmitted helminths, STH), lymphatic filariasis (LF) and onchocerciasis; but it is important to recognise the increasing number of applications of MBG to spatial modelling of malaria infection (Craig et al., 2007; Diggle et al., 2002; Gosoniu et al., 2006 Gosoniu et al., , 2009 Hay et al., 2009; Kazembe et al., 2006; Noor et al., 2008 Noor et al., , 2009 Raso et al., 2009b; Silue et al., 2008) , malaria-related mortality (Gemperli et al., 2004) and malaria entomological inoculation rates (Gemperli et al., 2006a,b) .
The primary aim of this review is to demonstrate the applications of MBG to helminth epidemiology and encourage its wider application in helminth disease control programmes. The first section highlights the disease burden of helminth infections in SSA and identifies the main treatment strategies. The second section examines the importance of mapping in guiding helminth control. The third section introduces the principal concepts that underpin MBG. This is followed by a description of the survey data requirements for MBG, before showing how survey and satellite-derived environmental data have been integrated into an MBG platform to establish and predict species-specific prevalence and intensity distributions, and describes how these tools could be extended to accommodate sampling uncertainty and greater biological realism. Finally, we review how these tools have already helped inform largescale control programmes and look forward to their future potential application. The search strategy and selection criteria of the review are shown in Box 5.1.
DISEASE BURDEN AND INTERVENTION STRATEGIES
Helminths are some of the most common infections of humans. In subSaharan Africa (SSA), 740 million individuals are estimated to be infected with soil-transmitted helminths (Ascaris lumbricoides, Trichuris trichiura, and the hookworms Necator Americanus and Ancylostoma duodenale) (de Silva et al., 2003) , 207 million with schistosomiasis (Schistosoma haematobium and S. mansoni) , 50 million with LF due to Wuchereria bancrofti (Michael and Bundy, 1997) , and 18-37 million with onchocerciasis due to Onchocerca volvulus . All of these parasites can be effectively treated with single dose oral therapies that are safe, inexpensive and required at periodic intervals. STH infections are treated with albendazole or mebendazole (Gulani et al., 2007; Keiser and Utzinger, 2008; Taylor-Robinson et al., 2007) , whilst schistosomiasis is treated with praziquantel (Richter, 2003) . Lymphatic filariasis is treated using albendazole with diethylcarbamazine or ivermectin, and ivermectin is the choice of drug for onchocerciasis (Olsen, 2007) . Treatment is typically implemented through mass chemotherapy whereby the entire at-risk population is treated, as part of either school or community-based campaigns.
A number of international initiatives have supported mass schoolbased treatment for STH infection and schistosomiasis, including Deworm the World (www.dewormtheworld.org) and Children Without Worms (www.childrenwithoutworms.org) for STH infection, and the Schistosomiasis Control Initiative (SCI; www.sci-ntds.org), initially for schistosomiasis and STH . Global control of filariasis is coordinated by the Global Programme to Eliminate Lymphatic Filariasis, a public-private partnership led by WHO, and which has provided treatment with ivermectin and albendazole to more than 1900 million people in 48 countries worldwide (Hooper et al., 2009) . The control of onchocerciasis in SSA is overseen by the African Programme for Onchocerciasis Control (APOC; Boatin and Richards, 2006; Boatin et al., 1998) . This programme has to date treated 55 million people with ivermectin in 16 participating countries. Abstracts of English, French, Portuguese and Spanish language papers were read and considered for inclusion, although only English language papers were selected for the final review. Secondary, manual searches of the cited references of these articles were conducted and relevant articles were included.
Several defined measures of helminth transmission are valuable to guide the implementation of the control programmes described above. The most commonly measured is the prevalence of infection (the proportion of individuals infected). A second key measure is the intensity of infection (the worm burden) which is estimated based on quantitative egg counts or blood smears. The relative ease in collecting prevalence data means that the decision on where to implement control is typically based on whether the prevalence of infection exceeds some species-specific threshold. For STH and schistosomiasis, where the goal of treatment is morbidity control, mass treatment has been recommended where the prevalence of infection exceeds 20% among school children (WHO, 2002 (WHO, , 2006 . Regarding LF, for which the goal is elimination, the threshold is prevalence > 1%, whilst mass treatment with ivermectin is implemented in areas where prevalence of onchocerciasis is > 20% (WHO, 2002) . Regardless of the treatment threshold, the implementation of helminth control requires evidence-based maps of infection prevalence.
THE ROLE OF MAPPING IN HELMINTHOLOGY
The inherent spatial heterogeneity of infection varies between individual helminth species. Generally, the more complex the life cycle, the more spatially heterogeneous infection patterns appear. For example, in East Africa, schistosomiasis, LF or onchocerciasis, for which transmission involves either an intermediate host or vector, typically have a focal distribution, whereas STH are more widely distributed in space owing to their direct transmission life cycle (Brooker, 2007; Brooker et al., 2004; Gyapong et al., 2002; Sturrock et al., 2009) .
To help reduce the costs of prevalence surveys, effort has been invested in developing rapid assessment methods to determine the prevalence of infection as inexpensively and as quickly as possible. For example, to identify communities at high risk of onchocerciasis, requiring mass treatment with ivermectin, APOC implements rapid epidemiological mapping of onchocerciasis (REMO; Noma et al., 2002) . This technique provides data on the distribution and prevalence of onchocerciasis, enabling delineation of zones of varying endemicity. For other diseases, similar approaches have been developed, including the rapid geographical assessment of bancroftian filariasis (RAGFIL) method (Gyapong and Remme, 2001; Gyapong et al., 2002; Srividya et al., 2002) and rapid assessment procedure for loiasis (RAPLOA; Takougang et al., 2002; Thomson et al., 2004) . Other rapid mapping tools include schoolbased blood in urine questionnaire surveys (Clements et al., 2008a,b; Lengeler et al., 2002) and parasitological surveys based on lot quality assurance sampling (LQAS; Brooker et al., 2005 
. For a review of
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To augment approaches to rapid mapping and also address the absence of suitable data in many settings, spatial prediction methods, based on statistical relationships between individual and environmental predictors and observed risk of infection, are increasingly being used. Advances in geographical information systems (GIS) and remote sensing (RS) technologies over the past 20 years have greatly facilitated the explanation and prediction of patterns of parasitic disease risk by providing a platform for integration of survey data with data on environmental and socioeconomic determinants Robinson, 2000) . Data warehousing and expansion of the internet have made many datasets on potential environmental and socio-economic predictor variables more accessible, with a wide range of datasets now freely available from on-line sources (e.g. http://srtm.csi.cgiar.org/; http://www.worldclim. org/; http://sedac.ciesin.columbia.edu/gpw/; http://www.fao.org/geonetwork/srv/en/main.home). Typically for spatial analysis, field survey data, which contain information on either prevalence or intensity of infection and individual-level covariates such as age and sex, are assembled in a GIS and linked to community or school-level RS environmental and socio-economic predictor data. The linked dataset can then be exported from the GIS for multivariable modelling, with particular recent attention being paid to MBG (Diggle et al., 1998) . For a review on nonBayesian approaches to helminth mapping, the reader is referred to reviews by Brooker et al. (2006b) and Simoonga et al. (2009) .
PRINCIPLES OF MODEL-BASED GEOSTATISTICS
A central feature of MBG is that it can take into account spatial dependence, also known as spatial autocorrelation (Box 5.2) . This is the phenomenon that values at nearby locations tend to be more similar than those further apart (Tobler, 1970) . Standard regression techniques rely on an assumption of conditional independence in model residuals. When handling spatially autocorrelated data, this assumption is often violated, with model residuals likely to display some degree of spatial autocorrelation (Kuhn, 2007) , presenting a particular problem for spatial risk mapping (Dormann, 2007) .
An established approach for handling spatially autocorrelated data stems from classical geostatistics, which uses kriging for spatial prediction (Cressie, 1990; Wackernagel, 2003) . This is a group of techniques which allows smoothing of values observed at sampled locations and prediction at unsampled locations. This method of interpolation uses a semi-variogram (see Box 5.2) to define the spatial variation of the data and minimise the error variance associated with predicted values (Cressie, 1990) . Classical geostatistics is best suited to Gaussian (i.e. normally distributed) outcomes and can encounter difficulties in quantifying prediction uncertainty for non-Gaussian outcomes such as proportions (e.g. prevalence of infection) or counts (e.g. number of eggs per gram of faeces). It was this limitation that MBG was primarily developed to overcome (Diggle et al., 1998) . Additionally, MBG is generally implemented in a Bayesian inferential framework, thereby providing an intuitive interpretation of parameter uncertainty whilst explicitly modelling spatial autocorrelation and, most importantly, allowing a formal expression of uncertainty in the prediction estimates (Diggle et al., 1998) . The application of Markov chain Monte Carlo simulation (MCMC) for model fitting helps to address the considerable computational challenges previously incurred when computing the high-dimensional integrals necessary for Bayesian analysis.
The outputs of Bayesian modelling are probability distributions, termed predictive posterior distributions, which represent the probability of a parameter of interest taking values from within a plausible range. This inferential framework has important practical implications in risk mapping because posterior predictive distributions can be derived for both the parameters (which include the spatial autocorrelation parameters and the coefficients of covariates) and the epidemiological outcome of interest (e.g. prevalence or intensity of infection) at unsampled BOX 5.2 The nomenclature of spatial dependence One way of graphically describing the extent of spatial dependence in point-referenced data is via the semi-variogram. A semi-variogram is a mathematical function which describes the variability of a measure with location, by examining the variation in observations with distance between all pairs of sampled locations. The semi-variogram is described by at least three parameters; the nugget, partial sill and range (Cressie, 1993) . The nugget represents spatially random (i.e. uncorrelated) variation which could arise due to natural random variation, very small-scale spatial variability and/or measurement error. The partial sill represents spatially autocorrelated variation which could arise due to spatial heterogeneity in important, unmeasured drivers of transmission (i.e. factors not included as covariates in the model and/or the requirement for close spatial proximity between infectious and susceptible individuals for transmission events to occur (manifested by disease clusters)). The range is the separating distance at which spatial correlation ceases to occur and is an indication of the size of disease clusters.
The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control locations, which classical geostatistics can achieve only in special circumstances (Lawson, 2009) . Posterior predictive distributions for the infection outcome of interest can be computed on a pixel-by-pixel basis, providing either posterior predictive distributions that are independent of neighbouring values or jointly. Sampling from the joint posterior distribution incurs very substantial computational expense (Lawson, 2009 ), but has the important advantage of allowing spatial aggregation of predictions, such as the mean or sum of the predicted values of the infection measure of interest over a spatial region (Gething et al., 2010) .
The incorporation of uncertainty into the modelling framework and the expression of uncertainty of predictions are particular strengths of MBG. Uncertainty is an intrinsic feature of all spatial predictions at unsampled locations based on data observed at sampled locations and has multiple sources, including sampling error, measurement error of both outcomes or covariates, as well as prediction errors at unsampled locations (Agumya and Hunter, 2002; Leonardo et al., 2008) . Bayesian methods are ideally suited to dealing with such multiple sources of uncertainty and also permit incorporation of additional sources of information (e.g. prior knowledge about natural history of infection). Uncertainty in spatial prediction is typically explored by examining the posterior distributions: those with large variances are indicative of lower predictive precision and higher associated uncertainty. Typically, precision tends to be lower in areas where there are less data or in areas where the data themselves are highly heterogeneous over short distances.
The formal representation of uncertainty afforded by MBG models has practical use for control programmes. Different percentiles of the posterior distribution (upper and lower quartiles or 95% credible intervals) can be mapped, thereby demonstrating the range of plausible values for each location. The flexibility afforded by MGB also allows demonstration of the probability that predicted prevalence is above (or below) a given mass treatment threshold by constructing probability contour maps (see Section 5.2).
Box 5.3 presents the main steps in implementing MBG for the prediction of helminth distributions. In the MBG framework, spatial variation is said to occur over two scales: large-scale variation (so-called first order variation, or trend); and local spatial variation (so-called second order variation). First order variation can be modelled using individual covariates (such as age, sex, or anthropometric variables) or spatially contextual covariates (e.g. climate, proximity to water bodies), while second order variation is modelled by introducing location-specific random effects, structured as a multivariate normal-distributed random field with a correlation matrix defined by a spatially decaying autocorrelation function.
As will be seen in subsequent sections, MBG can incorporate different epidemiological information (inputs) and produce a range of prediction BOX 5.3 Example of general steps for geostatistical modelling of helminth infections
Step 1: Generally an initial candidate set of individual-level and environmental/climatic covariates is considered for inclusion in the models. Individual covariates could include age and sex recorded during field surveys. The value of the environmental/climatic covariates for each survey location is extracted in a GIS. Variable selection is made using fixed-effects univariable logistic regression models in a standard statistical package with backwards elimination. All variables which have a Wald's P > 0.2 are selected for inclusion in a final model.
Step 2: The residuals of the final model are examined for spatial autocorrelation using semi-variograms (Box 5.2.) in R version 2.4.0 (R Development Core Team). When spatial autocorrelation is apparent, this means that models incorporating a spatial dependence component (i.e. a geostatistical random effect) should be most appropriate.
Step 3: Spatial models of prevalence of infection, intensity of infection and co-infection can be developed in WinBUGS version 1.4 (MRC Biostatistics Unit, Cambridge, and Imperial College London, UK). The prevalence models shown here were logistic regression models and a geostatistical random effect that modelled spatial correlation using an isotropic, stationary exponential decay function (Diggle et al., 1998) . The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control maps (outputs), and so provide a coherent planning framework. Figure 5 .1 presents a potential framework for the use of MBG tools in the design and implementation of control programmes targeting human helminth infections. In some cases, control managers may not be
Step 4: Validation can be performed by dividing the original survey locations into four random subsets and sequentially withholding the data from one subset (the validation subset) while building the models with the remaining data (the training subset) and predicting prevalence of infection for the validation locations. Model calibration and discrimination can be determined by using the area under the curve of the receiver operating characteristic. Final model predictions (mean prevalence, upper and lower 95% credible intervals) are mapped in the GIS. Steps 5 and 6: In our case, prediction of the spatial distribution of helminth infections was based on multivariable modelling at the nodes of a 0.1 Â 0.1 decimal degrees ($ 12 Â 12 km) grid covering the study areas (prediction locations). This can be done in WinBUGS using the spatial.unipred command, which implements an interpolation function (kriging), in our case for the spatial random effects; this function allows prediction without considering predicted values at neighbouring locations (marginal prediction). Predicted prevalence of infection is generally calculated by adding the interpolated random effect to the sum of the products of the coefficients for the covariates and the values of the covariates at the prediction locations. The overall sum was then back-transformed from the logit scale to the prevalence scale, giving prediction surfaces for prevalence of each type of helminth infection in each age and sex group. For an initial assessment of parameter convergence, the initial set of iterations (in our case the first 4000 iterations) is not considered (burn-in period). This is followed by another set of iterations until convergence (in our case 1000 iterations) where values for the intercept and coefficients were stored. Diagnostic tests for convergence of the stored estimates of parameter values are undertaken by visual examination of history and density plots of the model runs or chains. Once convergence is successfully achieved (in our case after 5000 iterations) the model was run for a further 10,000 iterations, during which predicted prevalence at the prediction locations was stored for each age and sex group. Inference is made by assessing posterior distributions of model parameters in terms of the posterior mean and 95% credible interval, which represents the values within which the true value occurs with a probability of 95%.
interested in integrating the disease control programme with other diseases but rather use an MGB application that allows single disease risk mapping, assessment of the geographic variation of disease risk and estimation of resource needs for a single-disease control programmethis can be achieved by prevalence mapping. This is the most common approach to predictive mapping documented in the literature; one important planning advantage is that it allows enumeration of resource needs by combining data on population at risk. The main disadvantage is its limited use as an evaluation tool since prevalence is not the most appropriate indicator of changes in disease morbidity. Alternatively, mapping prevalence of intensity profiles, intensity of infection or clinical morbidity profiles can provide suitable indicators of infection morbidity levels and therefore has the added benefit of potentially being used as a control programme evaluation tool (See section 5.6.2).
DATA REQUIREMENTS FOR MBG
Any model is only as reliable as the data on which it is based. In turn, the most appropriate sampling design for data collection will depend on the intended purpose of the mapping exercise, which is linked to the objectives of the control programme. However, risk mapping is rarely based on data explicitly collected for the purpose of spatial prediction. Instead, data have often been collected for purposes other than spatial analysis, potentially limiting their usefulness for spatial prediction. Such problems might include inadequate sample size for estimating prediction model parameters, uneven spatial sampling density or incomplete coverage of the geographical area of interest, leading to low-precision predictions in some areas. Other challenges relate to difficulties in geo-locating sampling locations, necessitating retrospective geo-location using external, secondary data sources, which can introduce additional error.
Survey designs for risk mapping can take either a design-based or a model-based approach. In design-based sampling, the configuration of the sampling locations is random and the values at given locations are assumed to be fixed, whereas in model-based sampling the configuration of the sampling locations is fixed and the values at given locations are assumed to be realisations of a random variable Gruijter, 1993, 1997 ). An example of data that were collected explicitly for helminth mapping using a design-based approach is the data obtained from national cross-sectional surveys supported by SCI in six African countries (Burkina Faso, Burundi, Ghana, Mali, Niger and Rwanda) and subnational data in Tanzania and Zambia ). These surveys were conducted using standardised protocols and included a stratified cluster random sampling design (i.e. a design-based approach using probability-based sampling; Fig. 5 .2). Specifically, schools or communities were selected from a sampling frame (obtained by government lists of schools or communities), and individuals were sampled within the selected units from an assembly of all individuals in a central location (typically, the school). This approach to spatial sampling sought to obtain a representative sample but also an adequate geographical coverage of the survey area.
A model-based approach to sampling takes into account the overall spatial variability of outcomes and measures of association with covariates; an MBG framework can be used to derive an optimal spatial design for prediction at unknown locations and for estimation of the spatial dependence (variogram) parameters while making appropriate allowance for parameter uncertainty (Diggle and Lophaven, 2006; Diggle et al., 1998) . The main advantage of the model-based approach over a design-based approach is that the former can be used to derive an optimal spatial design by determining the number, dimensions and spatial arrangement of the sites that optimise the available data (Waller, 2002) . The resulting design is typically a combination of a regular grid with additional points at shorter distances to inform estimation of the spatial dependence parameters. The reader is referred to Diggle et al. (1998) and Diggle and Lophaven (2006) for further explanation of MBG approaches to survey design. Spatially explicit survey design is clearly an area that deserves more critical evaluation in helminth epidemiology and control. Most of these approaches involve logistic regression where the outcome is modelled either as a Bernoulli (Beck-Worner et al., 2007; Raso et al., 2005 Raso et al., , 2006a Raso et al., ,b, 2009a or binomial-distributed variable (Clements et al., 2006a (Clements et al., , 2008c (Clements et al., , 2010a Diggle et al., 2007; Kelly-Hope et al., 2006; Wang et al., 2008 ) depending on whether the data are at the individual level or grouped by location.
MODEL-BASED GEOSTATISTICS APPLICATIONS IN HELMINTHOLOGY
Mapping prevalence of infection
Generally, findings of the studies reviewed above have confirmed a geographically focal (i.e. clustered) distribution of helminth infection. However, different helminth infections have different spatial patterns: for example, S. mansoni infections in East Africa are clustered near large perennial inland water bodies and hookworm in the same region is relatively widespread within climatically suitable areas.
Figures 5.3-5.6 provide an example of an MBG application using binomial logistic regression models for S. haematobium, S. mansoni and hookworm prevalence in West Africa (Box 5.4). The resulting maps show that the prevalence of S. haematobium infection is much more widely distributed than S. mansoni and hookworm in the region and is closely associated with the distance to perennial inland water bodies in Mali and in Ghana (Lake Volta). The covariate coefficients presented in Table 5 .1 are consistent with the known epidemiology of schistosome and hookworm infection. The table also shows that clusters of hookworm are smaller than the two schistosome species and there is less propensity for clustering of S. mansoni infection compared to S. haematobium and hookworm. This contrasts with findings reported in East Africa which show that S. mansoni typically has a focal distribution, whereas hookworms are more widely distributed in space (Clements et al., 2006a (Clements et al., ,b, 2008a , and requires further investigation.
Mapping intensity of infection
Spatial modelling of infection intensity can provide additional insight for the design of control programmes not only by identifying high-transmission areas, but by providing a basis for predicting the impact of interventions on morbidity: predictions of infection intensity can inform the frequency and required coverage of treatment on the basis of mathematical models (Chan et al., 1994 (Chan et al., , 1995 (Chan et al., , 1996 (Chan et al., , 1998 .
For schistosomiasis and STH infection, intensity of infection refers to the number of worms in individual hosts and is indirectly measured by quantitative egg counts. For filariasis, intensity of infection is measured by the density of microfilariae from thick blood smears and for onchocerciasis by the density of O. volvulus microfilariae in the skin, as assessed by skin snips. Intensity of infection can be represented in a number of ways: mean intensity of infection (regardless of infection status), geometric mean intensity and the prevalence of different categories of infection intensity. To date, the spatial prediction of intensity has been based on multinomial, negative binomial and zero-inflated models, the latter two designed to model overdispersion in individual egg counts. The multinomial approach is the most straightforward and involves predicting the prevalence of low and moderate/heavy intensity infections which can be useful tools for estimating the burden of helminth diseases (Clements et al., 2010a) . In Mali, Niger and Burkina Faso, Clements et al. (2010a) used a multinomial formulation to identify areas with the highest prevalence of high-intensity of S. haematobium infection and estimated the number of school-age children with high and low intensity infections.
The main limitation of the multinomial approach is that it involves stratifying egg counts, leading to a loss of information, whereas the negative binomial approach makes full use of intensity data on a continuous scale. Therefore, an alternative approach is to model individual level egg counts. In the case of S. mansoni or STH infection, this is estimated by the number of eggs per gram of faeces, or the number of eggs per 10 ml urine for S. haematobium or density of microfilariae for filariasis (Alexander et al., 2000) . Brooker et al. (2006a) showed, using a negative binomial model, that household clustering of heavy intensity infections The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control was more pronounced in rural areas for S. mansoni and A. lumbricoides but was similar between rural and urban areas for hookworm. The first MBG application for predicting intensity involved fitting a negative binomial distribution to S. mansoni intensity data from East Africa to identify environmental factors associated with the spatial heterogeneity in infection intensity and to produce a predictive map ). 
The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control
This study helped to identify areas where population based morbidity control, using praziquantel, is most warranted and the resulting posterior predictive estimates of infection intensity can be used to model the potential impact of treatment (e.g. by defining the frequency of treatment required to reduce morbidity). A feature of intensity of infection is that only a small proportion of the infected population excretes large numbers of parasite eggs and therefore intensity data typically contain a majority of zero counts. Therefore, standard Poisson or negative binomial regression models might not be suited for modelling purposes. To address this problem, zero-inflated formulations of the Poisson (ZIP) or negative binomial (ZINB) regression model have been proposed (Filipe et al., 2005; Pion et al., 2006; Vounatsou et al., 2009 ). Vounatsou et al. (2009) reported the first application of a ZINB model within an MBG framework for S. mansoni infection in Cote d'Ivoire. This study showed that the geostatistical zero-inflated models produce more accurate maps of helminth infection intensity than the spatial negative binomial counterparts. Examples of non-spatial applications of such models are available for lymphatic filariasis (Filipe et al., 2005) and loiais in humans and Nematodirus battus in lambs (Denwood et al., 2008) .
METHODOLOGICAL REFINEMENTS IN MODEL-BASED GEOSTATISTICS
Whilst the past decade has seen a dramatic expansion in the number of helminthological studies employing MBG, each incorporating iterative improvements in modelling approach, there remain a number of areas requiring further investigation. Below we highlight three main areas that deserve attention.
Non-stationarity
Most geostatistical predictive maps reported in the literature are based on statistical models that assume stationarity of the spatial process. This means that the covariance of the residuals between any two locations is modelled as dependent on distance and direction between them and is independent of the location itself. While this may be particularly appropriate for small study areas (where spatial processes can be assumed to be approximately stationary), this assumption may not be optimal when considering spatial processes over large geographical areas. A nonstationary model may be more appropriate because of man-made environmental transformations, geographical variation of climate or topography, the implementation of control or different species or strains of parasites, intermediate hosts and vectors, which may drive differing spatial structure from place to place. The significance of non-stationarity can be assessed by partitioning the study area and observing differences in empirical semi-variograms between the areas. In order to take non-stationarity into account there are several methods that can be implemented in an MBG framework. An early example involved the modelling of a single Gaussian spatial process which varied at increments across regions in a stationary fashion (Kim et al., 2005 ). An extension of this method to non-Gaussian prevalence data was presented by Gemperli (2003) and involved a Voronoi random tessellation method, using reversible jump MCMC computations, whereby the data 'choose' the number and locations of the partitions (or tiles) to be imposed on the region. More recently, researchers have partitioned the study area into disjoint regions, based on arbitrary divisions or ecological zones, and assuming a separate stationary process in each region (Beck- Raso et al., 2006a,b; Vounatsou et al., 2009) . Transition of the autocorrelation functions across regions is smoothed using normalised distance weighted sums. An advantage of this approach is that it requires the inversion of several covariance matrices of smaller dimensions, thus considerably aiding computation when there are a large number of locations. A disadvantage is that the number and division of regions is subjective and the assumption of independence of data across regions questionable.
Incorporating diagnostic uncertainty
The diagnostic sensitivity of a single Kato-Katz thick smear or urine slide examination is low due to significant day-to-day and intra-specimen variation (Utzinger et al., 2001) , and low infection intensities are likely to be missed unless multiple samples over consecutive days are collected (Booth et al., 2003; Engels et al., 1996) . For STHs, it has been shown that the Kato-Katz technique can perform with reasonable accuracy with one day's stool collection for A. lumbricoides and T. Trichiura but not for hookworm (Tarafder et al., 2010) .The inclusion of diagnostic uncertainty into modelling is particularly important for schistosomiasis in low transmission settings (Leonardo et al., 2008) . Although test sensitivity and specificity are imperfectly measured, plausible values can be incorporated by modelling them as random variables with 'informative' priors. Most spatial prediction models for helminth diseases reported thus far have not included diagnostic uncertainty but a spatial prediction model has been recently reported for prevalence of S. japonicum in China (Wang et al., 2008) , adjusting for measurement error by modelling true prevalence as a function of the observed prevalence and test sensitivity and specificity, with the generalised linear model fit to the true prevalence parameter.
Non-linear environmental effects
Often the form of the relationship between infection outcome and environmental covariates is non-linear. Non-linearity can be handled parametrically, such as by modelling covariates with polynomials and non-parametrically, such as by using penalised spline regression. A Bayesian approach to penalised spline regression has recently been proposed (Crainiceanu et al., 2005) and demonstrated within an MBG framework (Gosoniu et al., 2009) . To illustrate the differences in possible approaches, Figs. 5.3 and 5.4 present parametric and penalised spline regression approaches to the modelling of schistosomiasis in West Africa. This approach yielded a risk map which is consistent with the map using the non-spline approach and is smoother than the non-spline counterpart-however, the fit of the spline model to the data is poorer than that of the non-splined model resulting in a higher DIC.
APPLICATIONS TO PLANNING AND EVALUATING HELMINTH CONTROL
The flexibility afforded by MBG provides a powerful planning tool for the design and implementation of intervention strategies. For schistosomiasis, applications have primarily focused on predicting the prevalence of infection, enabling areas to be stratified according to intervention strategy: for example, identifying areas where the posterior mean predicted prevalence exceeds 50% in Tanzania (Clements et al., 2006a) . Possibly more useful for the control programme manager is an estimate of the probability that prevalence exceeds this threshold, using probability contour maps (PCM). In Burkina Faso, Niger and Mali, for example, Clements et al. (2008c) employed MBG to model the probability of prevalence exceeding 50%, the WHO recommended thresholds for MDA. More work needs to be done to communicate the benefits of this probabilitybased approach to real-world decision-making. Individuals heavily infected with the helminth Loa loa and treated with ivermectin as part of the APOC onchocerciasis control programme are at high risk of potentially fatal encephalopathic adverse reactions. To help identify areas where prevalence of L. loa exceeds 20% and increased risk of adverse reactions, Diggle et al. (2007) used MBG to construct a PCM for L. Loa, demonstrating areas where infection prevalence exceeds 20% and that require precautionary strategies for managing potential adverse events. Traditionally, uncertainty would be expressed through a map of the prediction variance (or mean square error) but a high prediction variance may or may not translate into a high degree of uncertainty as to whether the intervention threshold is exceeded in a given location. The PCM maps are therefore superior to quantify the strength of the available evidence pointing as to whether the threshold is exceeded.
Helminth control is rarely targeted towards one species alone, and recently there has been increased advocacy for an integrated approach to control, whereby multiple drugs targeting a range of helminth infections are co-implemented in a single programme (Hotez, 2009) . To guide integrated control requires information on the geographic overlap of different species (Brooker and Utzinger, 2007; Hotez et al., 2007) . A first MBG application of mapping such co-endemicity was provided by Clements et al. (2010a,b) who mapped the co-distribution of S. mansoni and one or more soil-transmitted helminths in eastern Africa. Here, hookworm was found to be ubiquitous whilst S. mansoni was highly focal, occurring predominantly in locations near the Nile River and the Great
The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control Lakes. Therefore, albendazole is required throughout the region but praziquantel is only required in specific high-risk areas for S. mansoni. Figure 5 .7 presents the use of a co-endemicity map for the West African Region. This map highlights that areas for twice-annually, integrated MDA for urinary schistosomiasis and hookworm are highly focal across the West African region. A novel approach is mapping co-intensity of parasite infection. Similar to co-endemicity maps, this simply involves overlaying intensity maps for multiple parasite infections on a single map, allowing identification of geographical overlap of areas where transmission of multiple parasites is at its highest. We propose that this mapping approach could be advantageous as a planning and evaluation tool by assisting in geographical targeting of morbidity control and providing an assessment of the progress of successive MDA in integrated programmes.
Where different species overlap in distribution, it is likely that many individuals will harbour co-infections with one or more species. To date, two studies have employed MBG to predict the geographical distribution of parasite co-infections Raso et al., 2006a,b) . Both studies investigated the spatial distribution of co-infection with S. mansoni and hookworm, the first at sub-national scale in .7 Predicted areas of co-endemicity for Schistosoma haematobium, and hookworm in West Africa. For both infections, non-endemic is defined as prevalence < 10%, endemic is defined as prevalence >0.1-0.5 and hyper-endemicity is defined as prevalence > 50%.
Cote D'Ivoire (Raso et al., 2006a,b) and the second at the regional scale in the East African Great Lakes Region ). These studies found that adolescents and males are at increased risk of S. mansoni and hookworm co-infections; they also found that the spatial heterogeneities in S. mansoni and hookworm co-infections were significantly associated with several environmental covariates (temperature, elevation and distance to large water bodies). In a non-spatial, Bayesian hierarchical modelling study in Brazil, Pullan et al. (2008) found that there was strong evidence of household clustering of S. mansoni and hookworm co-infection. These authors found that approximately one-third of the between-household variability was due to socio-economic status, household crowding and high Normalised Difference Vegetation Index (NDVI). All of these studies use multinomial specifications of the outcome and compare mono-and co-infection patterns with no infection. In addition to mapping the geographical distribution of infection, it is essential for control programmes to establish the total number infected or co-infected, and the population at risk, to estimate resource requirements.
BOX 5.4 General formulation of Bayesian geostatistical models used for producing smooth climate-based maps of helminth diseases
The Bayesian geostatistical models for prevalence were of the form:
where Y i,j is the number of infection positive children in school i, agesex group j, n i,j is the number of children examined in school i, age-sex group j, p i,j is prevalence of infection in school i, age-sex group j, a is the intercept, x is a matrix of covariates, b is a matrix of coefficients and u i is a geostatistical random effect defined by an isotropic powered exponential spatial correlation function:
where d ab are the distances between pairs of points a and b, and f is the rate of decline of spatial correlation per unit of distance. Non-informative priors were used for a (uniform prior with bounds À1 and 1) and the coefficients (normal prior with mean ¼ 0 and precision ¼1Â 10 À 4 ). The prior distribution of f was also uniform with upper and lower bounds set at 0.06 and 50. The precision of u i was given a non-informative gamma distribution.
The Applications of Model-Based Geostatistics in Helminth Epidemiology and Control Clements et al., 2010a; Tatem et al., 2008) . Several electronic population density maps for SSA are freely available on the internet which include the Global Rural-Urban Mapping Project (GRUMP; http://sedac.ciesin.columbia.edu/gpw/), the Gridded Population of the World version 3 (GPW3; http://sedadc.ciesin.org/gpw/), the Landscan 2005 (http://www.ornl.gov/sci/landscan/) and, for Kenya, the African Population database (APD; http://www.na.unep./globalpop/ africa/). The GRUMP is a global population distribution map which has a spatial resolution grid of 1 km 2 . It has been demonstrated to be the most accurate of recently available population surfaces (Hay et al., 2005) . In GRUMP, sub-national 2000 census data are combined with an urban extent mask that adjusts population totals and densities within areas defined as urban (Balk et al., 2006) . Because population gridded products use census datasets, population figures need to be projected to the year of interest. This can be done by using country-specific reported population growth rates available at the United Nations Population Division-World Population Prospectus database (http://esa.un.org/unpp/; Brooker et al., 2000a Brooker et al., , 2002 Brooker et al., , 2003 Brooker et al., , 2006a Clements et al., 2010a) . Predicted prevalence maps, including those derived from MBG, can be multiplied by electronic population density maps to determine the numbers of individuals infected in each location-if the MBG prediction is jointly simulated, these numbers can then be aggregated by administrative area or nationally to determine the overall burden of infection. Additionally, masks can be overlaid on the population density map to delineate areas where transmission does and does not occur and numbers of people at risk can then be calculated.
CONCLUSION
MBG represents a key advance in the spatial prediction of helminth disease at different spatial scales. There are an increasing number of examples in the published literature where maps produced using these methods have been used in the planning and implementation of disease control programmes. Methods for representing uncertainty constitute a major advantage of MBG compared to classical geostatistics and other spatial prediction methods. However, there is a need to translate the benefits of flexible uncertainty representation in a form readily interpretable to control personnel if MBG is to be maximally utilised. A framework that reconciles control programme objectives, available disease survey data and the various applications within the MBG platform could provide potentially important benefits to current disease control programmes.
