We study methods for aggregating pairwise comparison data in order to estimate outcome probabilities for future comparisons. We investigate this problem under a flexible class of models satisfying the strong stochastic transitivity (SST) condition. Prior works have studied the minimax risk for estimation of the pairwise comparison probabilities under the SST model. The minimax risk, however, is a measure of the worst-case risk of an estimator over a large parameter space, and in general provides only a rudimentary understanding of an estimator in problems where the intrinsic difficulty of estimation varies considerably over the parameter space. In this paper, we introduce an adaptivity index, in order to benchmark the performance of an estimator against an oracle estimator. The adaptivity index, in addition to measuring the worst-case risk of an estimator, also captures the extent to which the estimator adapts to the instancespecific difficulty of the underlying problem, relative to an oracle estimator. In the context of this adaptivity index we provide two main results. We propose a three-step, Count-Randomize-Least squares (CRL) estimator, and derive upper bounds on the adaptivity index of this estimator. We complement this result with a complexity-theoretic result, that shows that conditional on the planted clique hardness conjecture, no computationally efficient estimator can achieve a substantially smaller adaptivity index.
I. INTRODUCTION
There is an extensive literature on modeling and analyzing data in the form of pairwise comparisons between items, with much of the earliest literature focusing on applications in voting, social choice theory, and tournaments. The advent of new internet-scale applications, particularly search engine ranking [1] , online gaming [2] , and crowdsourcing [3] , has renewed interest in ranking problems, particularly in the statistical and computational challenges that arise from the aggregation of large data sets of paired comparisons.
The problem of aggregating pairwise comparisons, which may be inconsistent and/or noisy, presents a number of core challenges, including: (i) how to produce a consensus ranking from the paired comparisons [4] , [5] , [6] ; (ii) how to estimate a notional "quality" for each of the underlying objects [7] , [8] , [3] ; and (iii) how to estimate the probability of the outcomes of subsequent comparisons [9] , [10] . In this paper, we focus on the third task-that is, the problem of estimating the probability that one object is preferred to another. Accurate knowledge of such pairwise comparison probabilities is useful in various applications, including (in operations research) estimating the probability of a customer picking one product over another, or (in sports bookmaking and tournament design) estimating the probability of one team beating another.
In more detail, given a set of n items {1, . . . , n}, the paired comparison probabilities can be described by an (n×n) matrix M * in which the (i, j) th entry corresponds to the probability that item i beats item j. From this perspective, the problem of estimating the comparison probabilities amounts to estimating the unknown matrix M * . In practice, one expects that the pairwise comparison probabilities exhibit some form of structure, and in this paper, in line with some past work on the problem, we assume that the entries of the matrix M * satisfy the strong stochastic transitivity (SST) constraint. It is important to note that the SST constraint is considerably weaker than standard parametric assumptions that are often made in the literaturefor instance, that the entries of M * follow a Bradley-Terry-Luce [11] , [12] or Thurstone [13] model. The SST constraint is quite flexible and models satisfying this constraint often provide excellent fits to paired comparison data in a variety of applications. There is also a substantial body of empirical work that validates the SST assumption-for instance, see the papers [14] , [15] , [16] in the psychology and economics literatures.
On the theoretical front, some past work [9] , [10] has studied the problem of estimating SST matrices in the Frobenius norm. These papers focus exclusively on the global minimax error, meaning that the performance of any estimator is assessed in a worst-case sense globally over the entire SST class. In our past work [10] , we derived upper and lower bounds on the global minimax error that are sharp up to logarithmic factors. The upper bounds are obtained via a careful analysis of the least squares estimator; however, it remains unknown whether or not this estimator can be computed in polynomial time. In the same paper, we also analyzed algorithms that are suboptimal in terms of their statistical performance, but are computationally efficient, and this analysis also includes sharper results for a singular value thresholding estimator investigated earlier in [9] . While the question of the existence of a computationally efficient estimator attaining global minimax optimality remains open, in the present paper, we provide a tight characterization of the tradeoffs between the statistical and computational aspects under the more stringent notion of a local minimax error.
It is well-known that the criterion of global minimax can lead to a poor understanding of an estimator, especially in situations where the intrinsic difficulty of the estimation task is highly variable over the parameter space (see, for instance, the discussion and references in Donoho et al. [17] ). In such situations, it can be fruitful to benchmark the risk of an estimator against that of a so-called oracle estimator that is provided with side-information about the local structure of the parameter space. Such a benchmark can be used to show that a given estimator is adaptive, in the sense that even though it is not given side-information about the problem instance, it is able to achieve lower risk for "easier" problems (e.g., see the papers [18] , [19] , [20] for results of this type). 1 In this paper, we study the problem-specific difficulty of estimating a pairwise comparison matrix M * by introducing an adaptivity index that involves the size of the indifference sets in the matrix M * . These indifference sets, which arise in many relevant applications, correspond to subsets of items that are all equally desirable. In addition, our work makes contributions to a growing body of work (e.g., [21] , [22] , [23] ) that studies the notion of a computationally-constrained statistical risk. In more detail, this paper includes the following contributions:
• We show that the risk of estimating a pairwise comparison probability matrix M * depends strongly on the size of its largest indifference set. This fact motivates us to define an adaptivity index that benchmarks the performance of an estimator relative to that of an oracle estimator that is given additional side information about the size of the indifference sets in M * . By definition, an estimator with lower values of this index is said to exhibit better adaptivity, and the oracle estimator has an adaptivity index of 1. • We propose a computationally-efficient three-step "Count-Randomize-Least squares" (CRL) estimator for estimation of SST matrices, and show that its adaptivity index is upper bounded as O( √ n).
• We then show that conditional on the planted clique hardness conjecture, the adaptivity index achieved by any polynomial-time algorithm must be lower bounded as Ω( √ n). The two results in conjunction imply that the CRL estimator has the best possible adaptivity among all possible computationally efficient estimators.
Subsequent to the submission of this paper, we have also characterized the fundamental limits of adaptivity in the absence of computational restrictions. In particular, we show that a regularized least squares estimator with a carefully chosen regularizer has an adaptivity index of order Θ(1). Combined with the results of this paper, this result demonstrates a gap of Θ( √ n) between the adaptivity of polynomial-time versus statistically optimal estimators. Details on these results are available in an extended version of this paper [24] .
II. BACKGROUND AND PROBLEM SETTING
In this section, we provide background and a more precise problem statement.
A. Estimation from pairwise comparisons
Given a collection of n items, suppose that we arrange the paired comparison probabilities in a matrix M * ∈ [0, 1] n×n , where M * ij is the probability that item i is preferred to item j in a paired comparison. Accordingly, the upper and lower halves of M * are related by the condition
, where we assume that M * ii = 0.5 for all i ∈ [n] for concreteness. In other words, the shifted matrix M * − 1 2 11 T is skew-symmetric. Here we have adopted the standard shorthand [n] : = {1, 2, . . . , n}.
Suppose that we observe a random matrix Y ∈ {0, 1} n×n with (upper-triangular) independent Bernoulli entries, in particular, with
The focus of this work is not to evaluate the effects of the choice of the pairs compared, but to understand the effects of the noise models. Consequently, we restrict attention to the case of a single observation per pair, but keeping mind in that one may extend the result to other observation models via techniques similar to those proposed in our past work [3] , [10] . Based on observing Y , our goal in this paper is to recover an accurate estimate, in the squared Frobenius norm, of the full matrix M * .
We consider matrices M * that satisfy the constraint of strong stochastic transitivity (SST), which reflects the natural transitivity of any total ordering. Formally, suppose that the set of all items [n] is endowed with a total ordering π * . We use the notation π * (i) π * (j) to indicate that item i is preferred to item j in the total ordering π * . We say that the M * satisfies the SST condition with respect to the permutation π * -or is π * -SST for short-if
The intuition underlying this constraint is as follows: since i dominates j in the true underlying order, when we make noisy comparisons, the probability that i is preferred to k should be at least as large as the probability that j is preferred to k. The class of all SST matrices is given by
The goal of this paper is to design estimators that can estimate the true underlying matrix M * ∈ C SST from the observed matrix Y .
B. Indifference sets
We now turn to the notion of indifference sets, which allows for a finer-grained characterization of the difficulty of estimating a particular matrix. Suppose that the set [n] of all items is partitioned into the union of s disjoint sets {P i } s i=1 of sizes k = (k 1 , . . . , k s ) such that s i=1 k i = n. For reasons to be clarified in a moment, we term each of these sets as an indifference set. We write i ∼ i to mean that the pair i and i belong to the same indifference set, and we say that a matrix M * ∈ R n×n respects the indifference set partition
For instance, in the special case of a two-contiguous-block partition, the matrix M * must have a (2 × 2) block structure, with all entries equaling 1/2 in the two diagonal blocks, all entries equaling α ∈ [0, 1] in the upper right block, and equaling (1 − α) in the lower left block. Intuitively, matrices with this type of block structure should be easier to estimate. Indifference sets arise in various applications of ranking: for instance, in buying cars, frugal customers may be indifferent between high-priced cars; or in ranking news items, people from a certain country may be indifferent to the domestic news from other countries. Block structures of this type are also studied in other types of matrix estimation problems, in which contexts they have been termed communities, blocks, or level sets, depending on the application under consideration. For instance, see the papers [25] , [22] , [26] as well as references therein for more discussion in such structures.
Given the number of partitions s and their size vector k = (k 1 , . . . , k s ), we let C SST (s, k) denote the subset of C SST comprising all SST matrices that respect some indifference set partition {P i } s i=1 of sizes k. The size of the largest indifference set k max : = k ∞ = max i∈{1,...,s} k i plays an important role in our analysis. We also use the notation C SST (k max ) to denote all SST matrices that have at least one indifference set of size at least k max , that is,
Finally, with a minor abuse of notation, for any matrix M ∈ C SST , we let k max (M ) denote the size of the largest indifference set in M .
C. An oracle estimator and the adaptivity index
We begin by defining a benchmark based on the performance of the best estimator that has side-information that M * ∈ C SST (s, k), along with the values of (s, k). We evaluate any such estimator M (s, k) based on its mean-squared Frobenius error
where the expectation is taken with respect to the random matrix Y ∈ {0, 1} n×n of noisy comparisons. With this notation, the (s, k)-oracle risk is given by
where the infimum is taken over all measurable functions M (s, k) of the data Y . For a given estimator M that does not know the values of (s, k), we can then compare its performance to this benchmark via the (s, k)-adaptivity index
The global adaptivity index α n ( M ) of an estimator M is then given by
In this definition, we restrict the maximum to the interval k ∞ < n since in the (degenerate) case of k ∞ = n, the only valid matrix M * is the all-half matrix and hence the estimator with the knowledge of the parameters trivially incurs an error of zero.
Given these definitions, the goal is to construct estimators that are computable in polynomial time, and possess a low adaptivity index. Finally, we note that an estimator with a low adaptivity index also achieves a good worst-case risk: any estimator M with global adaptivity index α n ( M ) ≤ γ is minimax-optimal within a factor γ.
III. MAIN RESULTS
In this section, we present the main results of this paper. The proofs of our results are provided in an extended version [24] .
A. Risk of the oracle estimator
We begin with an auxiliary result on the risk of the oracle estimator which is useful for our subsequent analysis. Recall from Section II-C that the oracle estimator has access to additional side information on the values of the number s and the sizes k = (k 1 , . . . , k s ) of the indifference sets of the true underlying matrix M * . The oracle estimator is defined as the estimator that incurs the lowest possible risk (6) among all such estimators. The following result provides tight bounds on the risk of the oracle estimator. property is in sharp contrast to known results [26] for the related problem of bivariate isotonic regression, in which the number s of indifference sets does play a strong role.
Note that when k max < n, we have 1 2 (n − k max + 1) ≤ (n − k max ), and consequently the lower bound in (8) can be replaced by c 2 (n − k max + 1).
B. Adaptivity of the CRL estimator
In this section, we propose a polynomial-time computable estimator termed the Count-Randomize-Least-Squares (CRL) estimator, and prove an upper bound on its adaptivity index. In order to define the CRL estimator, we requre some additional notation. For any permutation π on n items, let C SST (π) ⊆ C SST denote the set of all SST matrices that are faithful to the permutation π-that is
One can verify that the sets {C SST (π)} for all permutations π on n items form a partition of the SST class C SST . The CRL estimator acts on the observed matrix Y and outputs an estimate M CRL ∈ C SST via a three step procedure:
Step 1 (Count): For each i ∈ [n], compute the total number N i = n j=1 Y ij of pairwise comparisons that it wins. Order the n items in terms of {N i } n i=1 , with ties broken arbitrarily.
Step 2 (Randomize): Find the largest subset of items S such that |N i − N j | ≤ √ n log n for all i, j ∈ S. Taking the order computed in Step 1, permute this (contiguous) subset of items uniformly at random within the subset. Denote the resulting permutation as π CRL .
Step 3 (Least squares): Compute the least squares estimate assuming that the permutation π CRL is the true permutation of the items:
It is not hard to see that computing the first two steps of the algorithm requires at most an order n 2 computational complexity. The optimization problem (10) in the third step corresponds to a projection onto the polytope of bi-isotone matrices contained within the hypercube [0, 1] n , along with skew symmetry constraints. Problems of the form (10) have been studied in past work [27] , [28] , [9] , [29] , and the estimator M CRL is indeed computable in polynomial time. By construction, it is agnostic to the values of (s, k).
To provide intuition for the second step of randomization, it serves to discard "non-robust" information from the order computed in Step 1. Any such information corresponds to noise due to the Bernoulli sampling process, as opposed to structural information about the matrix. If we do not perform this second step-effectively retaining considerable bias from
Step 1-then the isotonic regression procedure in Step 3 may amplify it, leading to a poorly performing estimator. To clarify our choice of threshold T = √ n log(n), the factor √ n corresponds to the standard deviation of a typical win count N i (as a sum of Bernoulli variables), whereas the log n serves to control fluctuations in a union bound.
The following theorem provides an upper bound on the adaptivity index achieved by the CRL estimator. Theorem 1. There are universal constants c u and c u such that for every M * ∈ C SST , the CRL estimator M CRL has squared Frobenius norm error 1
with probability at least 1 − n −20 . Consequently, its adaptivity index is upper bounded as
It is worth noting that equation (11a) in yields an upper bound on the minimax risk of the CRL estimator-namely
with this worst-case achieved when k max (M * ) = 1. Up to logarithmic factors, this bound matches the best known upper bound on the minimax rate of polynomial-time estimators [10, Theorem 2].
C. A lower bound on adaptivity for polynomial-time algorithms
Given that the adaptivity of the CRL estimator is order √ n away from that of the oracle estimator, polynomial gap, it is natural to wonder whether our analysis of the CRL estimator might be improved, or if not, whether there is another polynomial-time estimator with a lower adaptivity index than the CRL estimator. In this section, we answer both of these questions in the negative, at least conditionally on a certain well-known conjecture in average case complexity theory.
More precisely, we prove a lower bound that relies on the average-case hardness of the planted clique problem. The use of this conjecture as a hardness assumption is widespread in the literature [30] , [31] , [32] , and there is now substantial evidence in the literature supporting the conjecture [33] , [34] , [35] .
In informal terms, the planted clique conjecture asserts that it is hard to detect the presence of a planted clique in an Erdős-Rényi random graph. In order to state it more precisely, let G(n, κ) be a random graph on n vertices constructed in one of the following two ways: H 0 : Every edge is included in G(n, κ) independently with probability 1 2 . H 1 : Every edge is included in G(n, κ) independently with probability 1 2 . In addition, a set of κ vertices is chosen uniformly at random and all edges with both endpoints in the chosen set are added to G. The planted clique conjecture then asserts that when κ = o( √ n), then there is no polynomial-time algorithm that can correctly distinguish between H 0 and H 1 with an error probability that is strictly bounded below 1/2.
Using this conjectured hardness as a building block, we have the following result: Theorem 2. Suppose that the planted clique conjecture holds. Then there is a universal constant c > 0 such that for any polynomial-time computable estimator M , its adaptivity index is lower bounded as α n ( M ) ≥ c √ n(log n) −3 .
Together, the upper and lower bounds of Theorems 1 and 2 imply that the estimator M CRL achieves the optimal adaptivity index (up to logarithmic factors) among all computationally efficient estimators.
IV. CONCLUSIONS
We proposed the notion of an adaptivity index to measure the abilities of any estimator to automatically adapt to the intrinsic complexity of the problem. This notion helps to obtain a more nuanced evaluation of any estimator that is more informative than the classical notion of the worst-case error. For the problem of estimating pairwise comparison probabilities under the strong stochastic transitivity (SST) model, we provided sharp characterizations of the optimal adaptivity that can be achieved by computationally efficient estimators.
Our work points to a number of open problems. First, while we established guarantees for the adaptivity with respect to indifference sets, it may also be interesting to investigate adaptivity towards other properties of the underlying pairwisecomparison-probability matrix. Second, in our present results, the logarithmic factors arise from corresponding logarithmic factors in the metric entropy results of Gao and Wellner [36] , and understanding their necessity is an open question. Third, the optimal rates for computationally-efficient estimators in terms of the minimax risk in Frobenius norm are unknown [10] . Finally, developing a broader understanding of fundamental limits imposed by computational considerations in statistical problems is an important avenue for continued investigation.
