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The measurement of multiple ringdown modes in gravitational waves from binary black hole
mergers will allow for testing fundamental properties of black holes in General Relativity, and to
constrain modified theories of gravity. To enhance the ability of Advanced LIGO/Virgo to perform
such tasks, we propose a coherent mode stacking method to search for a chosen target mode within
a collection of multiple merger events. We first rescale each signal so that the target mode in each
of them has the same frequency, and then sum the waveforms constructively. A crucial element
to realize this coherent superposition is to make use of a priori information extracted from the
inspiral-merger phase of each event. To illustrate the method, we perform a study with simulated
events targeting the ` = m = 3 ringdown mode of the remnant black holes. We show that this
method can significantly boost the signal-to-noise ratio of the collective target mode compared to
that of the single loudest event. Using current estimates of merger rates we show that it is likely
that advanced-era detectors can measure this collective ringdown mode with one year of coincident
data gathered at design sensitivity.
Introduction. The recent detection of gravitational
waves (GWs) emitted during the coalescence of binary
black holes [1, 2] marked the beginning of the era of grav-
itational wave astronomy, a feat that heralds a boom of
scientific discoveries to come. GWs not only provide a
new window to our universe, they also offer a unique
opportunity to test General Relativity (GR) in the dy-
namical and highly non-linear gravitational regime [3–7].
One celebrated prediction of GR is the uniqueness, or
“no-hair” property of vacuum black holes (BHs) [8–12]:
all isolated BHs are described by the Kerr family of solu-
tions, each uniquely characterized by only its mass and
spin [67]. This property has many wide-ranging conse-
quences, the two most relevant here being (a) that the
spacetime of an isolated binary black hole (BBH) inspi-
ral is uniquely characterized by a small, finite set of pa-
rameters identifying the two BHs in the binary and the
properties of the orbit, and (b) that this same set of pa-
rameters uniquely determines the merger remnant and
the full spectrum of its quasinormal mode (QNM) ring-
down waveform.
This latter point forms the basis of black hole spec-
troscopy, where measurements of multiple ringdown
modes are used to test this no-hair property. The idea is
as follows. If the no-hair property holds, a measurement
of the (complex) frequency of one QNM can be inverted
to find a discrete set of possibilities for the spherical har-
monic (`,m) plus overtone number n of the mode, and
the BH mass M and spin parameter a = |~S|/M2, where ~S
is the BH spin angular momentum. However, if we have
a priori information about the objects that merged to
form the perturbed BH, then we also have information
about the dominant (`,m, n) QNM, and the measure-
ment of its complex frequency then provides information
about the mass and spin of the perturbed object. The
measurement of any additional QNM frequencies then
overconstrains this mass and spin measurement, provid-
ing independent tests of the no-hair property. Naturally,
the results of such tests can then be leveraged to place
constraints on (or to detect) non-Kerr BHs in modified
gravity theories, exotic compact objects, the presence of
exotic/unexpected matter fields, etc. (e.g. [13–28]).
In fact, aLIGO has already given us a “zeroth-order”
test of the no-hair property from event GW150914: the
inspiral only portion of the signal was matched to a
best-fit numerical relativity template, giving an esti-
mate of the mass and spin of the remnant, and in-
forming that the waveform shortly after peak amplitude
should be dominated by the fundamental harmonic of
the (`,m) = (2, 2) QNM (“22-mode” for short); this was
consistent with the independently measured properties
of the post-merger signal [2]. More stringent tests of the
no-hair property of the final BH require observation of
sub-leading QNMs [68]. This is challenging using indi-
vidual merger events given how weak these sub-leading
modes are relative to the primary mode [29, 30]. For
example, GW150914 has a ringdown signal-to-noise ra-
tio (SNR) of ≈ 7, but a ringdown SNR upwards of 45
would have been needed to detect the first sub-leading
QNM [16, 31]. Thus detection of such modes in individ-
ual events will require third generation GW detectors, as
even a loud GW150914-like event at aLIGO’s design sen-
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2sitivity would have a ringdown SNR of ≈ 20 [29]. On the
other hand, many such events are expected after years
of operation, leading us to consider how the information
from multiple detections could be used to extract faint
signals from a population of events.
Here then, we propose a way to coherently combine (or
“stack”) multiple, high total SNR (low ringdown SNR)
binary BH coalescence events, to boost the detectabil-
ity of a chosen secondary QNM mode. An earlier study
in [32] considered a similar problem, though their ap-
proach effectively amounted to an incoherent assembly
of ringdown signals, where, all else being equal, one ex-
pects N1/4 scaling of the SNR for N events, compared
to N1/2 for a coherent method (see Supplemental Mate-
rial for more details). Key to achieving coherent stacking
is using information gleaned from the inspiral portion of
each event to predict the relative phases and amplitudes
of the ringdown modes excited in the remnant.
Signal stacking. Given a set of BBH coalescence ob-
servations, we first select the loudest subset, here taken
to consist of the signals with ringdown SNR in the pri-
mary 22-mode alone of ρ22 > 8. Based on the studies
in [14, 30, 31, 33–35] the 33-mode is typically one of the
next loudest ringdown modes. Therefore, we concentrate
on the 33-mode as a target for our analysis, although
the methodology presented here is generally applicable
to other modes, as well as other features common to
a population of GW events. Similar to the analysis in
[29, 30], we use the two-mode approximation to describe
each detected ringdown signal sj(t) :
sj = nj + h22,j + h33,j , (1)
where the subscript j refers to the jth event, nj is the
corresponding detector noise, and h`m,j is a ringdown
mode of the form (for t > 0)
h`m,j(t) = A`m,je
−γ`m,jt sin(ω`m,j t− φ`m,j) . (2)
For each ringdown mode, (ω`m,j + iγ`m,j) is its complex
frequency, A`m,j its real amplitude, and φ`m,j its con-
stant phase offset.
Next, each entire jth signal is fitted to inspiral-merger-
ringdown (IMR) waveform models in GR to accurately
extract certain binary parameters that characterize the
inspiral (e.g. the individual masses and spins)[69]. Us-
ing this, we can compute the QNM frequencies, phase
offsets and amplitudes for all modes as expected in GR
(the extrinsic parameters, such as the polarization and
inclination angles do not affect the phase difference be-
tween the 22- and ``-modes (` > 2) [70], as we discuss
in the Supplemental Materials). This is a key ingredient
of our coherent mode stacking, as we need to properly
align the phase offsets φ33,j and frequencies ω33,j of the
targeted modes to achieve optimal improvement in SNR
relative to a single event analysis.
To perform the alignment, out of the set of N events,
we arbitrarily pick one (e.g. the ith one) as the base case,
and shift/rescale all others to give the same expected
secondary mode phase offset φ33,i ≡ φ33 and frequency
ω33,i ≡ ω33. Specifically, we scale and shift each signal in
time via sj(t) ≡ sj(t/αj + ∆j), with αj ≡ ω33,j/ω33 and
∆j ≡ (φ33,j − φ33)/ω33,j .
We are now ready to combine the individual signals.
For convenience we work in the frequency domain, de-
noting the Fourier transform of a function g(t) by g˜(f).
The Fourier transform of Eq. (2) is given by [31]
h˜`m,j(f) = A`m,j
ω`m,j cosφ`m,j − (γ`m,j − i ω) sinφ`m,j
ω2`m,j − ω2 + γ2`m,j − 2i ω γ`m,j
(3)
with ω = 2pif the angular Fourier frequency. In the fre-
quency domain, the secondary mode alignment of Eq. (1)
is achieved via s˜j(f) ≡ αjeiω∆jαj s˜j(αjf). We then sum
up these phase- and frequency-aligned signals to obtain
our composite signal: s˜ =
∑
j cj s˜j ≡ n˜+h˜22+h˜33, where
the identification of n˜, h˜22 and h˜33 is obvious, and we
describe later how to optimize the choice of weight con-
stants cj . If the frequencies and phase offsets are known
exactly, h˜33 contains a single oscillation frequency ω33,
and h˜22 contains a family of modes with (rescaled) fre-
quencies ∈ (0.623, 2/3)ω33 as the dimensionless BH spin
a ranges from 0− 1 [14, 36].
Parameter uncertainty. Equation (1) decomposes a
measured event into a true underlying signal and detec-
tor noise. The rescaling we have just described makes
crucial use of parameters of the signal during the IMR
phase, which can only be estimated to within some uncer-
tainty, and this will introduce what we call “parameter
estimation noise” nh, that we will add to the composite
signal s˜. We investigate the role of this uncertainty here,
leaving detailed derivations of some of the conclusions to
the Supplemental Materials.
Parameter uncertainty produces two main sources of
parameter estimation noise nh. The first arises from
subtracting an imperfectly-estimated h22 from the data.
This noise source has frequency components quite close
to the scaled frequencies ω22,j , which (in relative terms,
when comparing to ω33,j) are far from ω33; the latter is
the frequency at which h˜33 peaks, and thus, the impact
of this noise source on ρ33 is small. The second noise
source is due to the imperfect scaling and alignment of
the 33 mode, which is resonant at frequency ω33.
Let us denote any variable with a prime as the maxi-
mum likelihood estimator, i.e. Y ′ = Y + δY , with Y the
true (scaled or not) value, and δY the corresponding un-
certainty in its estimation. With this, the time domain,
3estimated composite GW signal is
h′22 = Im
∑
j
A′22,j e
i(Λ′22,jt−Φ′22,j)
 ,
h′33 = Im
ei(ω33t−φ33)∑
j
A′33,j e
−Γ′33,jt+i(δΩ33,jt−δΦ33,j)
 ,
(4)
where Ω`m,j + iΓ`m,j ≡ (ω`m,j + iγ`m,j)/αj ≡ Λ`m,j
and Φ`m,j ≡ φ`m,j − ∆j ω`m,j are the scaled frequen-
cies and phase offsets respectively, and we have ab-
sorbed the cj coefficients into rescaled amplitudes A`m,j .
The parameter estimation noise for each (`,m) mode is
nh`m = h
′
`m − h`m, which is approximately given by
nh`m ≈ Im
∑
j
[δA`m,j e
i(Λ`m,jt−Φ`m,j)
+ A`m,j e
i(Λ`m,jt−Φ`m,j)(ei(δΛ`m,jt−δΦ`m,j) − 1)]
}
. (5)
In the subsequent analysis we assume that δA, δΛ and δΦ
are independent, normal random variables in the proba-
bility space of n [71].
We are unaware of any closed-form, analytic formula
in the literature that describes parameter uncertainties
given the SNR of a particular detection, even when the
waveform model is known analytically. Let us then as-
sume one characterizes the data with an inspiral-merger-
ringdown model, where the ringdown contains the 22-
and 33-modes. These ringdown modes depend (of course)
on the ringdown parameters and the underlying gravi-
tational theory governing the dynamics, though in our
analysis we are assuming GR as the theory and hence
they fundamentally depend on the parameters of the in-
spiral. The uncertainty in the inspiral parameters de-
pends inversely on the total SNR ρ of the observation,
as can be shown via a simple Fisher analysis, which then
also provides the uncertainty of the ringdown parame-
ters to within a factor given by the propagation of er-
rors from the inspiral to ringdown parameters. Guided
by an estimate of this propagation factor as outlined in
the Supplemental Material, together with aLIGO’s pa-
rameter estimation errors for event GW150914 [1, 6], we
estimate the variance of mode parameter uncertainties as
σΦii,j = 0.3 × (20/ρj) rads (i = 1, 2) and use the QNM
frequency formula and the formula for Aii,j to propagate
the mass uncertainty of event GW150914 to obtain esti-
mates for σΛii,j and σAii,j .
Hypothesis Testing. With the combined signals, we
perform a Bayesian hypothesis test [31] to derive the con-
ditions of detectability of the 33-mode. In particular, we
want to test the following two nested hypotheses:
H1 : y˜ ≡ s˜− h˜22 = n˜ +A h˜33 ,
H2 : y˜ ≡ s˜− h˜22 = n˜. (6)
For convenience we have introduced an overall amplitude
factor A such that when A 6= 0 the 33-mode is non-zero,
and vice-versa. The probability that the observed data
is consistent with H1 is
PA ∝ exp
[
−
∫ ∞
0
df
2|y˜ −Ah˜33|2
Sn
]
, (7)
with Sn =
∑
j c
2
jSnj (αjf)αj the one-sided and shifted
noise spectrum (with Snj the unscaled detector noise
spectral density for each detection).
With the above probability function, we can derive the
maximum likelihood estimator for A and then perform a
Generalized Likelihood Ratio Test (GLRT) [31]. As we
explain in detail in the Supplemental Material, parameter
uncertainties shift the mean and expand the variance of
the distribution of the likelihood ratio between the two
hypotheses. The former effectively reduces the 33 mode
to
H33 =
[
1 +
1
2
(〈 〈nh33 |nh33〉
〈h33|h33〉
〉
−
〈 〈h33|nh33〉2
〈h33|h33〉2
〉)]
〈h33〉 ,
(8)
(see the Supplemental Materials for the definition of
the inner product 〈|〉 and explicit form of 〈h33〉),
while the latter directly reduces the SNR of the
33 mode by
√
1 + σ2p where σ
2
p is the variance of
〈h33|nh22 − nh33〉[〈h33|h33〉]−1/2 . Thus, the requirement
to favor H1 over H2 is
ρ33 ≡
√〈H33|H33〉√
1 + σ2p
≥ ρcrit , (9)
where ρcrit is related to the false-alarm rate Pf and detec-
tion rate Pd in the GLRT. If we choose Pf = 0.01, Pd =
0.99, ρcrit would be 4.65, which is close to the threshold
5 set in [30]. Here we also pick ρcrit = 5.
Assessing observational prospects. To investigate
the detectability of the 33-mode after coherent stack-
ing we employ a Monte-Carlo (MC) sampling of possible
events, repeating each sampling 100 times to accumu-
late statistics. Given the predictions derived from the
recent GW detections [6], we assume a uniform merger
rate of quasi-circular inspirals of 40 Gpc−3yr−1 in co-
moving volume. For simplicity we assume the BHs are
non-spinning (see the Supplemental Material for the ef-
fect of BH spins on the relative phase difference between
the 22- and 33-mode) with masses uniformly distributed
∈ [10− 50]M, and employ the empirical fitting formula
4ρindividualρstacked
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FIG. 1: A histogram of the SNR of the 33-mode, ρ33, from
100 randomly sampled sets of detections, assuming a one
year data acquisition time for aLIGO and uniform co-moving
merger rate of 40 Gpc−3yr−1 [6]. We present the statistics of
the largest ρ33 event from each set (orange bins), and those
with the stacked SNR using only the 15 largest SNR events
from each set (blue bins). The 33-mode is detected if ρ33 is
above the detection threshold of ρ33 = 5 (red dashed line).
Refer to the main text for more details.
of [37] to connect the initial BH masses to the final mass
and spin of the remnant. We compute the total SNR for
each individual event using the sky-averaged IMRPhe-
nomB waveform model [38], choose the amplitude of the
primary 22-mode to match the ringdown SNR in Eq. (1)
of [29], and set the amplitude of the 33-mode follow-
ing the fitting formula for A33/A22 in [33]. We adopt
the zero-detuned, high-power noise spectral density of
aLIGO at design sensitivity [39] for Snj (f). For each MC
sampling we randomly distribute merger events within
redshift z = 1 (with H0 = 70 km s
−1Mpc−1,Ωm = 0.3)
over a one year observation period, and as discussed ear-
lier only select those with ρ22 > 8. Each MC sam-
pling contains about 1000 − 2000 events, giving rise to
40− 65 events with ρ22 > 8, which is roughly two times
higher than samples taken using population synthesis
models [29]. In computing the stacked signal SNR of
Eq. (9), it suffices to use a small number (15) of loudest
events in each sample [72], and we determine the weight
constants cj in the sum to maximize the SNR using the
downhill simplex optimization method [40, 41].
The resulting distribution (Fig. 1) indicates that there
is roughly a 28% chance for aLIGO to resolve at least one
33-mode from a single event in one year of data at design
sensitivity. After stacking, the probability of a collective
33-mode detection increases to 97%. These probabilities
of course depend on the actual merger rate, as well as
additional factors we have not taken into account here,
including initial BH spins and precession. For example,
if we take the more pessimistic event rate estimate of
13 Gpc−3yr−1 [6], the probability for detection with a
single event drops to ∼ 12%, while the collective mode
detection probability drops to 50% (still using 15 events).
In theory, all else being equal, coherent stacking should
provide a
√
N scaling of the SNR. Here N = 15, so the
ideal scenario would see a factor ∼ 3.8 improvement in
the collective ρ33 relative to a single event. In our MC
realizations we achieved improvement factors of between
1.3 and 3.1 relative to the loudest event over the set of
100 realizations (see the Supplemental Material for some
additional comments and figures about the distribution).
The primary reason for this is simply the non-uniform
nature of the sampling, where it is typically the small
handful of loudest events that contribute most to the col-
lective SNR. The parameter uncertainty noise has smaller
impact, in particular because the fainter events that have
larger uncertainties are weighted less in the sum.
Discussion. We have presented a coherent mode stack-
ing method that uses multiple high quality BBH coales-
cence detections to obtain better statistics for BH spec-
troscopy. Crucial to the method’s success is the appropri-
ate alignment of the phase and frequency from different
signals. For the class of BBH merger events we have tar-
geted here, this is achievable for two primary reasons: (1)
the no-hair properties of isolated BHs in GR imply that
a binary system is likewise described by a small set of
parameters, (2) the expected events that aLIGO will de-
tect where the primary ringdown mode is visible will also
have an inspiral detectable with high SNR, and this can
be used to estimate the parameters in (1) with enough
accuracy to predict the initial phases and amplitudes of
sub-dominant ringdown modes. In this first, proof-of-
principle study, we have demonstrated that detection of
a collective secondary BH ringdown mode through stack-
ing is likely with the current “advanced” generation of
ground-based GW detectors, even if the corresponding
modes are not loud enough to be detected in any single-
event analysis.
There are many avenues for future work and exten-
sions of this method, including using merger rates pre-
dicted by population synthesis models as done in [29],
considering other ringdown modes (such as the 44- and
21-modes [29, 30], or even the fundamental 22-mode in
a population of low SNR events where it is not individu-
ally detectable), adding spin to the progenitor BHs and
also targeting secondary inspiral modes. Furthermore,
this method could be adapted to constrain or search for
other small-amplitude features that might be shared by
a population of events, e.g. common parameterized post-
Einsteinian-like [42] corrections to the inspiral phase of
the mergers, or common equation-of-state-discriminating
frequencies excited in hypermassive remnants of binary
neutron star mergers [43–53]. In this latter example, one
issue in adapting the coherent stacking method would be
achieving phase alignment, due to the challenge in ac-
curately calculating the details of the matter dynamics
post-merger. If the phases cannot be aligned, incoherent
power stacking could still in theory achieve a N1/4 SNR
scaling (see Supplemental Material for more details).
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SUPPLEMENTAL MATERIAL
Details in deriving the hypothesis test
The Generalized Likelihood Ratio Test (GLRT) was
first presented in [54] and applied to the ringdown anal-
ysis in [31] for single detection cases in the time domain,
assuming white noise. Here we apply the same technique
for the stacked signals we consider in this paper and we
work in the frequency domain to account for the fact that
detector noise is not white. We also include the effect
of the parameter estimation noise due to the dominant
mode subtraction in the analysis.
Let us start with the probability function (Eq. (7) in
the main text)
PA ∝ exp
[
−
∫ ∞
0
df
2|y˜ −Ah˜33|2
Sn
]
,
∝
∏
f>0
exp
[
−2|y˜ −Ah˜33|
2
Sn
]
, (10)
where the second line gives the discrete expression for PA
and the product
∏
is over different frequency bin con-
tributions. By extremizing the likelihood, the maximum
likelihood estimator for the amplitude is
Aˆ =
〈h33|y〉
〈h33|h33〉 =
1
2
∫∞
0
df
h˜∗33(f)y˜(f)+h˜33(f)y˜
∗(f)
Sn(f)∫∞
0
df |h˜33|
2
Sn
, (11)
with
〈χ|ξ〉 ≡ 2
∫ ∞
0
χ˜∗ξ˜ + χ˜ξ˜∗
Sn
df. (12)
In order to perform the GLRT test, we compute the
following quantity
T (y) = ln
maxH1PA
maxH2PA=0
=
Aˆ2
2
〈h33|h33〉 , (13)
where in our specific situation, maxH1PA = maxA PA
and maxH2PA=0 = maxA PA=0 = PA=0. Notice that
since PA=0 for hypothesis 2 does not depend on A, its
maximization over A simply gives PA=0 itself. Assuming
that the noise is Gaussian,
√
2T (y) also follows a Gaus-
sian distribution and one can propose that hypothesis 1
is preferred if√
2T (y) =
〈h33|y〉√〈h33|h33〉 = 〈h33|y〉||h33|| > Γ1 . (14)
Here, Γ1 is defined as Γσ2 with the variance σ
2 = 1, where
Γσ2 is given by the false-alarm rate Pf : Γσ2 = Q
−1
σ2 (Pf )
with Qσ2(x) representing the right-tail probability func-
tion for a Gaussian distribution with zero mean and vari-
ance σ2:
Qσ2(x) ≡ 1√
2piσ
∫ ∞
x
e−
z2
2σ2 dz . (15)
6The noise component of Eq. (14) is a normalized Gaus-
sian distribution with zero mean and unit variance, with
the latter explicitly given by
Var
[ 〈h33|n〉
||h33||
]
=
〈( 〈h33|n〉
||h33||
)2〉
−
〈 〈h33|n〉
||h33||
〉2
=
〈
4
||h33||2
∫ ∞
0
∫ ∞
0
dfdf ′(h˜∗33(f)n˜(f) + h.c.)(h˜
∗
33(f
′)n˜(f ′) + h.c.)
1
Sn(f)Sn(f ′)
〉
=
4
||h33||2
∫ ∞
0
df
|h˜33(f)|2
Sn(f)
= 1 . (16)
Here we used
〈n(f)〉 = 0, (17)
〈n(f)n(f ′)〉 = 0, (18)
〈n(f)n∗(f ′)〉 = 1
2
Sn(f)δ(f − f ′) , (19)
for one-sided spectrum Sn with 〈X〉 representing the ex-
pectation value of X, and the averaging operation 〈〉 is
defined over an ensemble of noise realizations.
At this point, we notice that we only know the max-
imum likelihood estimator y′ instead of y (recall y′ =
y + δy) . In particular [73],
√
2T (y′) ≈ 〈h
′
33|Ah33 + n− nh22 +Anh33〉
||h′33||
= A||h33 + nh33 ||+
〈h33 + nh33 |n− nh22〉
||h33 + nh33 ||
,
(20)
where the parameter uncertainty noise nh`m is defined
above Eq. (5). Let us further assume that noise is small
and keep up to its second order. Neglecting cross terms
such as nh33n and nh33nh22 , where the former term has
zero mean and the latter term is small due to the separa-
tion of resonance for 22 and 33 mode, the above equation
becomes√
2T (y′) = A||h33||+A 〈h33|nh33〉||h33|| +
A
2
〈nh33 |nh33〉
||h33||
− A
2
〈h33|nh33〉2
||h33||3 +
〈h33|n− nh22〉
||h33|| +O(n
3) .
(21)
Let us now derive a criterion for hypothesis 1 to pass
the GLRT test including the parameter estimation noise.
In the following, we use a bar to denote quantities for
hypothesis 2 (not to be confused with the averaging op-
erator 〈〉) while unbarred quantities refer to those for
hypothesis 1. To O(δ2), the distribution of √2T (y′) for
hypothesis 2 (A = 0) has mean
µ¯ = −〈h33|〈nh22〉〉||h33|| , (22)
and variance
Var
[ 〈h33|n− nh22〉
||h33||
]
= 1 + Var
[ 〈h33|nh22〉
||h33||
]
≡ 1 + σ¯2p , (23)
where we neglect the correlation between n and nh22 . Let
us next shift the distribution by −µ¯ such that the shifted
distribution has zero mean and denote the right-tail prob-
ability of the shifted distribution above x as Q¯(x).
Although the distribution is not a Gaussian due to
O(δ2) terms in √2T (y′), we next show that only the
Gaussian part of Q¯(x) contributes to Γ¯ ≡ Q¯−1(Pf ). We
start by noting that Q¯ is the right-tail probability of
〈h33|n〉/||h33|| − 〈h33|nh22〉/||h33|| + µ¯. The first and
second terms are Gaussian noise to O(δ) so that the
sum is also Gaussian to that order, with variance being
1 + σ¯2p and Γ¯ = Γ1
√
1 + σ¯2p. Therefore the presence of
O(δ) noise component shifts Γ1 by O(δ2) order. Because
the non-Gaussian noise component in
√
2T (y′) enters at
O(δ2), its effect on Γ¯ is at least on O(δ3), which is be-
yond the order of perturbation we are considering. We
conclude that we only need to consider the Gaussian con-
tribution in Q¯ to derive Γ¯ valid to O(δ2).
Thus, to the perturbation order we are working, it suf-
fices to assume that the shifted distribution is a Gaussian
given by Q¯ = Q1+σ¯2p . Having such Q¯ at hand, the cri-
terion for hypothesis 1 to be preferred over hypothesis 2
for a given y′ and Pf given in Eq. (14) is modified to√
2T (y′) > Q¯−1(Pf ) = Γ1+σ¯2p , (24)
where Γ1+σ¯2p is equivalent to Γ¯ in Eq. (23).
On the other hand, the distribution of
√
2T (y′) for
7hypothesis 1 with A = 1 to O(δ2) has mean
µ = ||h33||+ 〈h33|〈nh33〉〉||h33|| +
1
2
〈 〈nh33 |nh33〉
||h33||
〉
− 1
2
〈 〈h33|nh33〉2
||h33||3
〉
= ||H33||+ µ¯ , (25)
and variance
Var
[ 〈h33|n− nh22 + nh33〉
||h33||
]
= 1 + Var
[ 〈h33|nh22 − nh33〉
||h33||
]
≡ 1 + σ2p , (26)
where H33 corresponds to the reduced 33 mode signal
due to parameter uncertainties and is given by
H33 = 〈h33〉+ 1
2
(〈 〈nh33 |nh33〉
〈h33|h33〉
〉
−
〈 〈h33|nh33〉2
〈h33|h33〉2
〉)
h33
=
[
1 +
1
2
(〈 〈nh33 |nh33〉
〈h33|h33〉
〉
−
〈 〈h33|nh33〉2
〈h33|h33〉2
〉)]
〈h33〉
+O(δ3) , (27)
with
〈h33〉 = ei(ω33t−φ33)
∑
j
A33,je
−Γ33,jt−(σΛ33,j t)2/2−(σΦ33,j )2/2
+O(δ3) . (28)
Here we used 〈ex〉 = eσ2x/2 with the variance σ2x ≡ 〈x2〉
for any complex Gaussian random variable x. Following
the case for hypothesis 2, we shift the distribution by −µ
such that its mean becomes zero. Then, the right-tail
probability of the shifted distribution is simply given by
Q1+σ2p . Notice that the non-Gaussian contribution can
be neglected as we discussed in the hypothesis 2 case.
To claim a detection of the 33 mode, we require that
Eq. (24) be satisfied with the detection rate Pd. The
criterion is given by
Pd ≤ Q1+σ2p
(
Γ1+σ¯2p − µ+ µ¯
)
. (29)
Using further the relation Qσ2(x) = Q1(x/σ), the above
equation reduces to
||H33||√
1 + σ2p
≥ Γ1+σ¯
2
p√
1 + σ2p
−Q−11 (Pd) . (30)
The left and right hand side of this inequality correspond
to the SNR of the 33 mode including parameter uncer-
tainties and the critical SNR for detection respectively.
To simplify the latter further, we choose to be more con-
servative and replace Γ1+σ¯2p with Γ1+σ2p(≥ Γ1+σ¯2p):
ρ33 ≡ ||H33||√
1 + σ2p
≥ Q−11 (Pf )−Q−11 (Pd) ≡ ρcrit , (31)
where we used Γσ2 = σΓ1.
Estimating uncertainties in target mode phase
Of all the parameters considered in this work, the accu-
racy in estimating the constant phase offsets φ33,j is the
most important in improving the collective SNR. Here,
we discuss in more detail the two dominant sources of
error in this quantity.
The first comes from uncertainties in the intrinsic pa-
rameters estimated from each event, including the masses
and spins of the individual BHs prior to merger. We es-
timate this effect in the following way. First, we employ
full inspiral-merger-ringdown waveforms obtained with a
numerical relativity surrogate model [55, 56] with which
we produce different waveforms to measure the individ-
ual total phases Φ 33 ≡ ω33t+φ33 and Φ 22 ≡ ω33t+φ22.
Next, we time-shift the signals so that t = 0 corresponds
to the maximum amplitude of the GW. The difference be-
tween these phases is shown at the top plot of Fig. 2 for
representative values of the mass ratio in binaries. No-
tice then that at t = 0 one has a measure of φ33 relative
to φ22. (Also, since the instance at which t = 0 is chosen
and the onset of the QNM is not sharply defined, we show
the phases within a time-window around the peak in GW
amplitude). To assess how this phase difference changes
for different BH masses and spins, we vary these values
within the uncertainties reported for GW150914 and plot
the difference ∆Φ 33−22 in the middle and bottom panels
of Fig. 2 [74].
An additional possible source of uncertainty in φ33,j
is due to uncertainties in the polarization and inclina-
tion angles of the source (relative to the line of sight), as
the dependence of φ33,j on the polarization phase can be
different among different ` modes. However, such uncer-
tainties are of order ∼ 1%. This can be seen by notic-
ing that in a spin-weighted spherical harmonic decom-
position no differences arise [57] and the transformation
to the required spin-weighted spheroidal harmonic intro-
duce such small effect [31, 58, 59]. Thus, this source of
uncertainty is negligible in our analysis.
Based on the above considerations, we estimate σΦ33 =
0.3× (20/ρ) rads, where the value of 0.3 rads for ρ = 20
is extracted from the middle and bottom panels of Fig. 2
with t ∈ (0, 10)M , within which we expect the on-
set of the ringdown phase. While this estimate is ob-
tained from GW150914, we anticipate that generally
BH binaries could have very different spin configura-
tions. Understanding the spin dependence of phase er-
rors is necessary for more systematic future studies. The
1/ρ scaling can be obtained through a straightforward
Fisher analysis and error propagation as follows: Us-
ing an IMR waveform, we estimate the covariance ma-
trix Σ
(insp)
ab of the inspiral parameters (individual masses
and spins) θa(insp) as the inverse of the Fisher matrix.
Since θa(insp) are related to the ringdown parameters
θa(rd) = (A`m,Ω`m,Γ`m,Φ`m), we approximately obtain
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(other spin combinations within the confidence interval of χeff
give similar variations).
the covariance matrix of the latter as
Σ
(rd)
ab =
∑
p,q
∂θa(rd)
∂θp(insp)
∂θb(rd)
∂θq(insp)
Σ(insp)pq . (32)
Since Σ
(insp)
ab is proportional to 1/ρ
2, the uncertainty in
θa(rd) (equivalent to
√
Σ
(rd)
aa ) scales as 1/ρ. One can also
use the previous formula to estimate the amount of cor-
relation among the ringdown parameters.
Monte-Carlo sampling, comparison to earlier
single-rate estimates, and SNR boost through
stacking
Here we provide some additional comments and details
regarding our Monte-Carlo sampling of simulated events,
illustrated in Fig. 1 in the main text, and Fig. 3 below.
First, our estimate of a 0.3/yr detection rate for the
33-mode without the coherent mode stacking implied in
Fig. 1 is larger than the ∼ 0.03/yr rate predicted in [29].
One of the reasons for this difference arises from the value
of A33/A22 we have used. Here we employ the fitting for-
mula derived in [33], which typically gives a ratio 1.6
times larger than that used in the earlier study. The dif-
ference between the ratios from these fitting formulas is
mostly related to the choice of “starting time” of QNMs.
Had we instead used the ratio as in [29, 31], it would
have effectively raised ρcrit to 4.65× 1.6 ∼ 7.5, dropping
the expected event rate of the 33-mode to ∼ 0.06/yr (see
Fig. 1). The second reason for our higher rate comes
from the larger merger rate of 40Gpc−3yr−1 [6] that we
use. These two factors together make our single-event
rate estimate consistent with [29].
As mentioned in the main text, the reason we do not
get prefect
√
N scaling when stacking is due to the non-
uniform distribution of SNRs. In a typical sample, the
individual SNRs have a pyramid-like distribution (as in-
dicated in Fig. 3), and the top few loudest events matter
the most enhancing the collective vs. single-loudest event
SNR. This is also why increasing the number of events
used beyond the N = 15 chosen here will not significantly
increase the stacked SNR, and we could probably have
used even fewer than 15 without much degradation of the
SNR. The value of 15 was chosen simply to reduce the
computational cost of the simulations, and we leave it to
future work to find an adequate N giving most of the
SNR with least computational cost.
For illustrative purposes, in Fig. 4 we show that if we
did have a set of identical sources we would obtain
√
N
scaling in the stacking process. There, we took 15 events
that are identical to GW150914, all with the same noise
spectrum, and then stacked them coherently as discussed
in the main text. In the figure we show the original signal,
detector noise (assuming aLIGO noise) versus the stacked
signal and stacked detector noise.
A relatively minor factor in reducing the efficacy of
stacking can be attributed to the frequency rescaling of
the noise spectrum Sn. Because the detector noise curve
is not flat in frequency, overlapping rescaled noise spectra
can add low-sensitivity regions to high-sensitivity ones,
leading to worse overall noise performance when com-
pared to the case where no rescaling is required. This
could be mitigated to some extent by a judicial choice of
the particular target-mode frequency we choose to scale
all events to; we leave that to future work to investigate.
A final adverse affect on the stacked SNR we note is
due to parameter estimation noise; we estimate it reduces
the final SNR by ∼ 5% in a typical MC simulation set. If
future parameter uncertainty studies suggest larger phase
errors (for example, imagine spin effects to be very differ-
ent from GW150914), a more conservative estimate with
σΦ33 = 0.6× (20/ρ) rad (twice as we have assumed in the
main text) reduces the final SNR by ∼ 15%.
Power stacking
For completeness, we note an alternative approach to
stacking signals in the hypothesis test set-up [32]. As-
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FIG. 4: Detector noise (thick blue), stacked noise (dashed
blue) v.s. signal (thick red) and the stacked signal (dashed
red), assuming 15 GW150914-like events with aLIGO sensi-
tivity. For comparison purposes, we have rescaled the noise
component and signal component so that they are both di-
mensionless. In particular, the noise is rescaled as
√
Snf and
the signal is rescaled as 2fh˜33. The stacked detector noise is√
15 times larger than the noise of a single detector and the
stacked signal is 15 times larger than the original signal.
suming one does not have prior information about the
phase of the 33-mode, one can multiply the probability
function (or Bayes factors) of single detections to obtain
the total probability function
PA ∝
∏
j
∏
f>0
exp
[
−2|y˜j −Aj h˜33,j |
2
Snj
]
, (33)
where j labels the individual detections. Each event has
its own maximum likelihood estimator as given in the
single detection case. The generalized likelihood ratio
test suggests
T (yj , j = 1 . . . N) = ln
maxH1PA
maxH2PA=0
=
N∑
j=1
Aˆ2j
2
〈h33,j |h33,j〉 . (34)
It is straightforward to see that the noise part of T follows
a χ2N distribution, which we label as R here. We say
hypothesis 1 is preferred if
Pd ≤ R
R−1(Pf )− N∑
j=1
A2j 〈h33,j |h33,j〉
 , (35)
or equivalently
N∑
j=1
A2j 〈h33,j |h33,j〉 ≥ R−1(Pf )−R−1(Pd) . (36)
Let us assume that we are looking at events all with the
same SNR. When N is large, the χ2N distribution can be
well approximated by a Gaussian distribution, so that the
right hand side of the above equation scales as
√
N . On
the other hand, the left hand side of the equation scales
as N . As a result, the improvement due to this stacking
process is equivalent to lowering Sn (which comes from
〈h33,j |h33,j〉) by a factor
√
N , or the “amplitude” of noise
(characterized by
√
Sn) by a factor of N
1/4. Therefore
this power stacking process improves the SNR with a
suboptimal O(N1/4) when N is large but, as described,
does not require phase knowledge. Such a scaling in SNR
is consistent with that in e.g. [61].
We now compare the previous calculations of power
stacking and coherent stacking with a Bayesian model
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selection study with multiple events performed in [32].
In this reference, the authors construct an odds ratio of
multiple events by multiplying the Bayes factor of each
event. This gives a factor of N improvement on the odds
ratio compared to a single event case, just like the log of
the maximum likelihood ratio T (yj) in Eq. (34) improves
by the same factor. One then needs to compare the odds
ratio with a threshold to determine which hypothesis is
preferred. Since the threshold on the right hand side
of Eq. (36) scales with
√
N , we expect that the same
scaling holds for the threshold of the odds ratio. Thus,
ρ2 scales with N/
√
N =
√
N in this case. On the other
hand, if one uses the coherent mode stacking, T (y) in
Eq. (13) also scales with a factor of N but the threshold
(corresponding to Γ2/2 from Eq. (14)) is independent of
N . Thus, ρ2 scales with N in the coherent mode stacking
case. This is why the coherent mode stacking should have
an advantage over the power stacking, but at the price
of using full waveform information.
At this stage, we recall that if we know the exact phase
and frequency of 33 modes in each detection a priori,
or if we are performing parameter estimation for a uni-
versal parameter (let’s say A), we can replace all Aj ’s
in Eq. (33) by a single parameter A and perform the
GLRT again. In this case, a straightforward calculation
shows that we gain order
√
N in SNR using Bayesian ap-
proach. Of course in reality the phase and frequency of
33 modes are never known perfectly, but one can imag-
ine that an improved Bayesian approach, for example us-
ing the Bayesian model selection with a combined odds
ratio in [32] and taking into account prior information
with parameter uncertainties, should give consistent re-
sult with the coherent mode stacking method discussed
here. In other words, it is likely that the full waveform
information can be folded into a Bayesian model selection
in which case the improvement should be comparable to
the coherent stacking method.
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variables calculated from propagation of errors of inspi-
ral parameters such that all diagonal components are
unity, off diagonal components are smaller than 44% for
a GW150914-like event. We leave it to future work to
investigate this more thoroughly.
[72] The choice of 15 loudest events was to lower the com-
putational cost of the optimization, and future work will
investigate the optimal choice of N to balance minimizing
computational cost vs maximizing SNR
[73] One ends up with the same expression even if one in-
troduces the probability distribution of nh in Eq. (10)
(which cancels in T (y′)) and use 〈nh22〉=0.
[74] We have also run numerical relativity simulations with
the code of [65, 66] and confirmed that the results in
Fig. 2 are consistent with the simulations.
