We discuss the inverse problem associated with the propagation of the field autocorrelation of light through a highly scattering object like tissue. In the first part of the work, we reconstruct the optical absorption coefficient a and particle diffusion coefficient D B from simulated measurements which are integrals of a quantity computed from the measured intensity and intensity autocorrelation g 2 ͑͒ at the boundary. In the second part we recover the mean square displacement (MSD) distribution of particles in an inhomogeneous object from the sampled g 2 ͑͒ measured on the boundary. From the MSD, we compute the storage and loss moduli distributions in the object. We have devised computationally easy methods to construct the sensitivity matrices which are used in the iterative reconstruction algorithms for recovering these parameters from the measurements. The results of the reconstruction of a , D B , MSD and the viscoelastic parameters, which are presented, show reasonably good position and quantitative accuracy.
INTRODUCTION
Temporal fluctuations of multiply scattered light in a turbid scattering medium have been used in the past to recover quantitative information on the dynamics of particles in the medium [1] [2] [3] . In a thick multiply scattering medium, light transport is essentially diffusive, and light emerging from such a medium presents a diffuse speckle field. Measurement of the intensity autocorrelation g 2 ͑͒ of the exiting diffusive light and the extraction of the information regarding the dynamics of the medium through study of the propagation of the field correlation have resulted in the establishment of the technique of diffusingwave spectroscopy (DWS). Measurement of the time dependence of g 2 ͑͒ has been employed to study the types of movements the scattering particles undergo, such as temperature-induced Brownian motion [3] , shortimpulsive movement [4] , sheer-flow [5] , and movement introduced by external means such as ultrasound pressure [6, 7] . The mean-square displacement (MSD) of scatterers ͗⌬r 2 ͑͒͘ undergoing Brownian motion is measured and made use of to extract the viscoelastic properties of the medium, which is either the background liquid in which tracer particles are added or a jellylike medium such as cross-linked polymers with aggregates acting as scattering particles. One of the advantages of DWS in this context is its ability to measure the individual movements of particles at shorter length and time scales than is considered possible by other means.
Application of diffuse light to probe a multiply scattering medium like tissue to recover spatially varying optical properties such as absorption coefficient a and scattering coefficients s is well established [8, 9] . In this area, known as diffuse optical tomography (DOT), one makes multiple measurements of the photon flux of the emerging diffusive light to recover spatial distributions of a and s Ј (reduced scattering coefficient) employing a diffusion equation to model light propagation through the turbid medium. Over the years many have also successfully employed light to probe heterogeneous turbid media where the heterogeneity is in the movement or dynamics of the particles of the medium [10] [11] [12] . Here the multiple boundary measurements of g 2 ͑͒ are made use of in conjunction with a propagation model for the basic field autocorrelation of light. This method has been used to image (or measure) shear flow through a capillary immersed in a turbid medium without flow [13] and to visualize or measure differential Brownian motion in a heterogeneous medium. In [11] a set of measurements of g 2 ͑͒ has been employed to locate and reconstruct the particle diffusion coefficient D B heterogeneity buried deep inside a multiply scattering object.
The MSD of particles in a medium has been used to study the rheological properties of the medium, for example, to measure the storage and the loss moduli of the medium in which the beads are embedded [14] . In a crosslinked polymer like polyvinyl alcohol, the MSD of the polymer aggregate has been used to recover the elastic and viscous moduli of the polymer itself [15] . Thus DWS has given us a localized probe for quantitative assessment of viscoelastic properties of turbid media confined to di-mensions of the probe (millimeters or even micrometers), which saw the arrival of the applications of DWS for microrheology measurements [16] .
The aim of the present work is the study of heterogenous turbid media-heterogeneous in optical absorption coefficient and viscoelastic properties-with the help of a coherent light probe. The ultimate goal is medical diagnostic imaging of soft-tissue organs for cancer, where the cancerous region presents itself as an inhomogeneity in absorption coefficient and storage modulus. While reconstructing the viscoelastic properties of the medium through so-called diffuse correlation tomography (DCT) [17, 18] , we cannot claim the spatial resolution of microrheology, limited only by the dimensions of the probe beam. The diffusive propagation of light (and its field correlation) in the media precludes this, and the spatial resolution of the properties is restricted to typically the transport mean path l* of the medium, which is of the order of 5 -10 mm.
DCT has been tried and proven in the context of biomedical imaging. For example it has been employed to map blood flow in rat brain to study cortical spreading depression [17] and blood flow in the human brain [19] and in breast tumors [20] . However, to the best of our knowledge there has been no attempt to employ DCT to map the viscoelastic properties of soft tissue organs. Also, to the best of our knowledge the reconstruction methods adopted in earlier work [11, 17] in this direction relied on the Rytov approximation with the underlying assumption that the heterogeneous distribution of the property to be reconstructed is only a small perturbation in its homogeneous background value. The data used in the recovery was either the full set of g 2 ͑͒ versus distribution at various observation points or a single g 2 ͑͒ value selected at when the effect of noise is minimal [17] . There was no proper development or analysis of an iterative reconstruction procedure involving the forward propagation of the basic quantity, namely, the field autocorrelation denoted by g 1 ͑͒, nor computation of suitable Jacobians for the different measurement types derived from the measured g 2 ͑͒, which could possibly recover both the mechanical [represented by D B ͑r͒, the particle diffusion coefficient, or the MSD itself] and optical property [represented by a ͑r͒] distributions. We also show that from the measured g 2 ͑͒ versus distribution it is possible to reconstruct ͗⌬r 2 ͑r , ͒͘ of a heterogenous object. Therefore one of the major aims of the present work is the development and testing of an iterative reconstruction algorithm similar to the iterative reconstruction algorithm of DOT [21] for use in the context of DCT. In the first part of this development we consider two measurements derived from g 2 ͑͒ which are integrals of ⌫͑͒ computed from g 2 ͑͒ (see Subsection 3.A) over intervals of . The first, denoted by M 1 , is over the early part of , typically from =10 −9 s to =10 −7 s, and the second, M 2 , is over the later part of , typically from =10 −6 s to =10 −3 s. When ͗⌬r 2 ͑r , ͒͘ can be approximated by 6D B with a time independent particle diffusion coefficient (i.e., the medium is assumed purely viscous), we show that the measurement M 2 is sensitively dependent on D B and can be recovered from M 2 without being affected by a . Similarly M 1 is seen to be more sensitive to changes in a ͑r͒ and can be used to recover a ͑r͒. In the second part we recover the time variation of the spatial distribution of ͗⌬r 2 ͑r , ͒͘ from the measured g 2 ͑͒ versus distributions (and the intensity), assuming that the ͗⌬r 2 ͑r , ͒͘ has a nonlinear dependence on . The recovered ͗⌬r 2 ͑r , ͒͘ distributions at the inhomogeneities are also employed to compute the storage and loss moduli, denoted by GЈ͑͒ and GЉ͑͒, respectively, in those inhomogeneities [22] .
Since the ultimate goal of the present work is the development of a medical imaging modality, we also suggest the limitations of this imaging method in the context of an experimental realization. We point out limits in noise in measurement which will allow a proper recovery of the properties of interest, touch upon spatial resolution of inhomogeneous inclusions recovered, and suggest practical data gathering geometry in a possible instrument.
A summary of the rest of the paper is as follows. In Section 2 we give a brief description of the forward propagation model used for G͑r , ͒, the unnormalized field correlation. We also study the sensitivity of the measurements M 1 and M 2 with respect to the parameters D B and a . In Section 3, we describe the construction of the Jacobians (or the sensitivity matrices) for M 1 and M 2 with respect to D B and a and g 2 ͑͒ with respect to ͗⌬r 2 ͑r , ͒͘. The inversion algorithms for the recovery of D B , a , and ͗⌬r 2 ͑r , ͒͘ are described in Section 4. The numerical experiments revealing the ability of the inversion algorithm to reconstruct these parameters and their limitations, such as handling of noisy data, spatial resolution, and contrast recovery in the reconstruction, are described in Section 5. Section 6 contains a few suggestions on experimental layout for data gathering and possible limitations of the experiment and its effect on the ultimate recovery of the properties of the medium. The final Section 7, gives the conclusions drawn from this study.
FORWARD PROPAGATION EQUATION FOR THE FIELD AUTOCORRELATION THROUGH A TISSUELIKE MEDIUM
The basic quantity of interest to be propagated is the specific intensity I͑r , ŝ , ͒ (which is time independent under some assumptions [23, 24] ) related to the mutual coherence function of the electric field components E a ͑r a , t͒ and
We note that I͑r , ŝ , ͒ is obtained from the mutual coherence function expressed using the center of gravity coordinates r = ͑r a + r b ͒ / 2 and ⌬r = r b − r a after a Fourier transform with respect to ⌬r (ŝ is the conjugate variable to ⌬r). The specific intensity obeys the correlation transport equation
͑1͒
Here t = a + s , and S͑r , ŝ ͒ is the source at the location r. Also g 1 s ͑ŝ , ŝ Ј,͒ is the incremental specific intensity added in the direction ŝ owing to a single scattering event from direction ŝ Ј to ŝ . on the boundary ‫ץ‬⍀. Here n is the unit outward normal on ‫ץ‬⍀ where measurement is made. This implies that the light input is from the source at r 0 only. If we assume the medium is purely viscous, so that the scattering particles are pictured to diffuse through the medium, the MSD, ͗⌬r 2 ͑r , ͒͘, at a particular r has a linear time evolution given by ͗⌬r 2 ͑r , ͒͘ =6D B ͑r͒ [17] , where D B ͑r͒ is the time independent particle diffusion coefficient related to the viscosity of the medium. If the medium is viscoelastic, ͗⌬r 2 ͑r , ͒͘ has a nonlinear dependence. For the viscoelastic medium used in our simulations, we have assumed [25] 
the recovery of which leads to the reconstruction of the complex elastic modulus of the medium. This model has the flexibility to incorporate three different types of movement of a particle trapped in a viscoelastic network. In the first phase when is small the particle follows a diffusive motion with an MSD varying linearly with as 6D B . When increases the ⌬r 2 ͑r , ͒ versus behavior becomes nonlinear, and at intermediate times it displays a plateau where the MSD becomes constant at r 0 2 . At still larger values of the movement of the particles becomes diffusive again, showing a linear behavior of MSD with .
For the two cases of a purely viscous medium as well as the soft tissue-like viscoelastic medium, we solve Eqs. (2) and (3) using the finite element (FE) discretization scheme. A 2-D circular object is assumed and discretized to 1933 nodes with 3723 elements. The typical solution of G͑r , ͒ for =10 −9 s to =10 −2 s is shown in Fig. 1 . We mention here in passing that G͑r , ͒ is not our measurement, but g 2 ͑͒ and the intensity I͑r͒ = G͑r ,0͒ are. From these measurements we derive a quantity ⌫͑r , ͒ as dis- The intensity autocorrelation, one of the measurements made on ‫ץ‬⍀, is given by
Here
͉, and ␤ is a constant dependent on the collection optics used in the experiments. Since G͑r ,0͒ is the intensity I͑r͒, which is also experimentally measured, we can arrive at g 2 ͑͒ =1+␤͉G͑r , ͒ / G͑r ,0͉͒ 2 from the computed G͑r , ͒.
MEASUREMENTS DERIVED FROM g 2 "… AND THE VERIFICATION OF THEIR SENSITIVITIES WITH RESPECT TO D B AND a

A. Numerical Study of the Variation of the Measurements Derived from g 2 "… with Absorption and Particle Diffusion Coefficients
First we consider the case of a purely viscous medium in which the approximation ͗⌬r 2 ͑r , ͒͘ =6D B ͑r͒ holds. In this case the propagation equation for G͑r , ͒ has coefficients dependent on optical absorption coefficient a , particle diffusion coefficient D B and reduced scattering coefficient s Ј. Of these, we assume s Ј is known and uniform throughout the object, leaving us with two unknowns a ͑r͒ and D B ͑r͒. Since our measurement is g 2 ͑͒ϵM =1 + ␤͉G͑m , ͒ / G͑m ,0͉͒ 2 , and the propagation equation is for G͑r , ͒ we define a measurement operator M as
Here m is the detector location on ‫ץ‬⍀ the boundary. As indicated earlier ⌫͑m , ͒ can be computed from boundary measurements. From ⌫͑m , ͒ we derive a scalar measurement B We intend to employ a forward-propagation-model-based iterative reconstruction algorithm to recover a and D B , which requires repeated computation of the derivative (sensitivity or Jacobian matrix) of the measurements with respect to the parameters to be reconstructed. To this end we describe here a method for the quick evaluation of these Jacobian matrices [26, 27] . The iterative reconstruction procedure essentially involves comparison of the experimental measurements with the computed measurements obtained via the forward operator and perturbing the material properties, guided by the Jacobians.
Jacobian with Respect to Absorption Coefficient
Using Eq. (2), which is the forward propagation equation for the basic quantity G͑r , ͒, one can compute a perturbation in G͑r , ͒, by say G ␦ ͑r , ͒, by perturbing a ͑r͒ by a ␦ ͑r͒. Substituting these in Eq. (2), after simplification we get the equation connecting G ␦ ͑r , ͒ to a ␦ ͑r , ͒, which we call the Frechet derivative of the forward propagation equation:
͑7͒
The boundary condition for G ␦ ͑r , ͒ is 
Solution of Eqs. (7) and (8) gives G ␦ ͑r , ͒, in particular on the boundary, for a perturbation, say at a node. On G ␦ ͑m , ͒ we apply the measurement operator M [Eq. (5)] to obtain ⌫ ␦ ͑m , ͒, from which the change in measurement M ␦ is computed as M ␦ = ͐ 1 2 ⌫ ␦ ͑m , ͒d. We use this to compute the derivative, the rate of change of a measurement with respect to a at a node, which is an element of the Jacobian matrix with respect to a . The whole matrix can be evaluated by continuing these calculations for all nodes and for all detectors.
This rather computation-intensive procedure can be avoided by employing the adjoint of the Frechet derivative operator [Eqs. (7) and (8)], as is done in the context of DOT [26, 27] . With this, one can get a row of the Jacobian matrix (i.e., the derivative for a single measurement with respect to the parameter at all the nodes) by solving two forward propagation operators, one, Eqs. (7) and (8), and the other its adjoint.
The adjoint of Eqs. (7) and (8) can be easily found as
͑9͒
with the boundary condition
Here q + is the so-called "Robin source" at the boundary where the detector is located [26] .
Multiplying Eq. (7) by and Eq. (9) by G ␦ ͑r , ͒, integrating over the whole domain ⍀, and applying Green's theorem, we get
If q + is a delta source at the detector on the boundary, the left hand side of Eq. (11) picks up a G ␦ ͑m , ͒ at the detector. In that sense Eqs. (9) and (10) together represent the adjoint of Eqs. (7) and (8) .
We make use of Eq. (11) and Eq. (7) to arrive at an expression for ‫⌫ץ‬ ␦ ͑m , ͒ / ‫ץ‬ a for a at every node. Here ⌫͑m , ͒, as noted in Subsection 3.A, is related to the measurement M = g 2 ͑͒ through ͑͑M −1͒ / ␤͒G 2 ͑m ,0͒, which is ͉G͑m , ͉͒ 2 . Therefore we have where
Therefore using the fact that q
gives the ith detector location, we can write [by combining Eqs. (13) and (14)]
where G R ͑r , m i , ͒ is the Green's function for the adjoint equation given by Eqs. (9) and (10) . Here Re denotes "real part of."
Both G ␦ ͑m i , ͒ and ⌫ ␦ ͑m i , ͒ can also be obtained by solving the Frechet derivative operator [Eqs. (7) and (8)]. Through this route we obtain ⌫ ␦ ͑m i , ͒ as
͑16͒
Comparing Eqs. (15) and (16) we get
Equation (17) 
Here m gives the number of measurements, N is the number of nodes in the domain ⍀, and E͑m k , ͒ is the perturbation in the measurement ⌫ i ͑m k , ͒. We integrate Eq. (24) with respect to , take the integral inside the derivative operator, use M i to denote ͐ 1 2 ⌫͑m k , ͒d (where i =1 or 2 depending on whether 1 or 2 defines the first or the second interval of integration) and obtain
where ⌬p j av is the mean value of ⌬p j . In Eq. (25), the matrix ͓‫ץ‬M i / ‫ץ‬p j ͔ is the Jacobian for measurement M i (either M 1 or M 2 ) with respect to the property p (either a or D B ). This Jacobian is constructed by integrating the derivatives given by Eqs. (18) and (21) . It is seen that for the measurement M 1 , the values of the derivative with respect to a are larger; and for M 2 the same is true for derivatives with respect to D B .
D. Jacobian for the Measurement ⌫"r,… with Respect to
Š⌬r 2 "r,…‹ We compute the Jacobian for the measurement ⌫͑r , i ͒ for = i , a typical value of time . This Jacobian can be used to reconstruct ͗⌬r 2 ͑r , i ͒͘ using the inversion procedure discussed in Section 4. From the measurement vector ͕⌫͑r , i ͖͒ for a range of values and r ‫ץ‬⍀ and using this Jacobian we recover the time varying ͗⌬r 2 ͑r , ͒͘ for r ⍀. The Frechet derivative of the forward propagation equation [Eq. (2) ] with respect to a perturbation in ͗⌬r 2 ͑r , ͒͘ denoted by ͗⌬r
The adjoint of the above equation is
͑28͒
With the procedure used in Subsection 3.B.1 we can easily compute the derivative of ⌫͑m , i ͒ with respect to ͗⌬r 2 ͑r , ͒͘ as
͑30͒
Here G R ͑rЈ , m i , i ͒ is the Green's function for the adjoint system given by Eqs. (28) and (29). Figure 4 gives the block diagram of the proposed reconstruction algorithm. To start, the initial guesses of the properties of the medium such as a ͑r͒, s Ј͑r͒, and D B ͑r͒ are given as inputs which are used in the forward propagation equation [Eqs. (2) and (3) discretized using the FEM] to compute G͑r , ͒. From G͑m , ͒ one can compute the measurements ⌫͑m , ͒ and M by using Eqs. (5) and (6) . The algorithm is also supplied with the experimental measurements M e (specifically M 1 e and M 2 e ) and ͕⌫ e ͑m i , i ͖͒ for a set of i values for each detector position m i . In our work the experimental data are numerically simulated using a finer mesh. As indicated in Subsection 3.A, the experiments give the normalized intensity autocorrelation which should be supplemented by a set of intensity measurements to compute ⌫͑m , ͒ and M. 
ITERATIVE RECONSTRUCTION ALGORITHM
These are solved for ⌬ a and ⌬D B by recasting them as minimization problems, where ʈ͑J T J + I͒⌬p − J T ⌬Mʈ 2 = ⑀ is minimized by adjusting the parameter ⌬p. This is done in the inner loop of the iteration algorithm. The outputs from the inner iteration, either ⌬ a or ⌬D B , are used to update these properties to continue the algorithm in the outer loop, which requires updating Eqs. (31) and (32) by recomputing the Jacobians and ⌬M 1 and ⌬M 2 . The algorithm is stopped when ʈ⌬Mʈ goes below a certain preset small value.
We sort the boundary measurements ͕⌫͑m i , j ͖͒ into sets ͕⌫͑m i , ͖͒ = j . Each set is used to set up the regularized perturbation equation similar to Eq. (31) and (32) 
͑33͒
Equation (33) is inverted for ⌬͗⌬r 2 ͑r , j ͒͘ which is used to update the current value of ͗⌬r 2 ͑r , j ͒͘. On convergence, we reconstruct the distribution of ͗⌬r 2 ͑r , j ͒͘ for = j . By repeating the above iteration for all values of = j in the range of measurement of g 2 ͑m , ͒, we recover the complete time variation of ͗⌬r 2 ͑r , ͒͘ for all r ⍀. To generate numerically the experimental data, Eqs. (2) and (3) are discretized using the FEM with 1933 nodes and 3723 triangular linear elements. For a collimated source on the boundary (which effectively means a point source inside the object at a distance of one transport mean free path from the boundary) 40 detectors are placed equi-angularly on either side of the diametrically opposite point to the source location, to cover an overall angle of 320°. The discretized forward equation is solved for G͑r , ͒ for ranging from =10 −9 s to =10 −3 s. From these, ⌫͑r , ͒ are calculated for r ‫ץ‬⍀ at all the detector locations, and the experimental data sets are generated by adding 1% Gaussian noise to ⌫͑m , ͒. Particular measurements M 1 and M 2 are computed from the noisy ⌫͑m , ͒. The above procedure is repeated by rotating the source-detector combination in unison by steps of 10°to gather 36 sets of 40 readings each.
NUMERICAL SIMULATIONS, RESULTS
For inversion of data we use a coarser mesh, discretizing the domain with 1243 nodal points and 2376 triangular elements. We start the reconstruction algorithm (see Fig. 4 ) with an initial guess of the properties a and D B , which are their background values. As mentioned before, the measurement M 1 is used to recover a and M 2 to recover D B . The Jacobians ‫ץ‬M 1 i / ‫ץ‬ a j and ‫ץ‬M 2 i / ‫ץ‬D B j are constructed for use in the iterative algorithm described in Section 4. Compared to these, the Jacobians ͕‫ץ‬M 2 i / ‫ץ‬ a j ͖ and ͕‫ץ‬M 1 i / ‫ץ‬D B j ͖ are found to be very small, proving that M 1 and M 2 are not sensitive to changes in D B and a , respectively. The whole set of data, which is the number of detector readings from all the views, is input to the reconstruction algorithm along with the initial guess of the properties and the Jacobians. The updates for a and D B are computed using the inner iteration. The algorithm converges in about 20 iterations of the outer loop when ʈ⌬M i ʈ is reduced to less than 10 ment types. We refer to them as cross-talks in the original reconstructions. It is seen that the cross-talk terms are very small compared with the actual reconstructions.
We observe that when the noise in the measurement is increased beyond 1%, the recovery is noisy, and therefore quantitative accuracy and position of the inhomogeneities cannot be guaranteed. Further, it is seen that the possible spatial resolution in the reconstruction is affected by noise in data. In addition it is noted that noise pushes up the minimum contrast needed in the inhomogeneity for it to be discernible in the reconstruction.
B. Recovery of Š⌬r
2
"r,…‹ from the Measurement ⌫"m,… The object used here is similar to the one employed earlier. The background optical properties are the same as before ( a = 0.01 cm −1 and s Ј=8 cm −1 ) and the mechanical property is defined using ͗⌬r 2 ͑r , ͒͘ as explained below. Here ͗⌬r 2 ͑r , ͒͘ is assumed to have a nonlinear variation with which is assumed to follow the relation [25] 
͑34͒
Here r 0 ͑r͒ is a constant for a particular spatial location inside the object which defines the mechanical stiffness at location r (which defines the first plateau of the ͗⌬r ͮ .
͑35͒
The ͮ .
͑36͒
We denote the relatively high stiffness region centered at ͑−2.5, 0͒ as inhomogeneity 1 and the region centered at (2.5,0) with stiffness close to that of background as inhomogeneity 2. A typical variation of ͗⌬r 2 ͑r , ͒͘ with respect to is shown in Fig. 9 with r a point in the homogeneous background medium of the object.
As before the experimental data are generated by first numerically solving Eqs. (2) and (3) using FEM discretization with 1933 nodes and 3723 elements for G͑r , ͒ and then computing ⌫͑r , ͒ from G͑r , ͒. The measurement is ⌫ e ͑m , ͒ = ⌫͑m , ͒ + noise, where noise is 1% Gaussian. At each detector is varied from min =10 −6 s to max =10 s, giving a total of 40 samples of ⌫ e ͑m , ͒. For inversion, we use a coarser mesh than in the previous case (1243 nodal points and 2376 triangular elements). We use the same reconstruction algorithm as used earlier, and the initial values used for the unknown ͗⌬r 2 ͑r , ͒͘ correspond to its assumed background values. The required sensitivity matrices ‫͑⌫ץ‬m , i ͒ / ‫⌬͗ץ‬r 2 ͑r , ͒͘ are calculated for each value of i (for each i we get one Jacobian matrix), and the reconstruction proceeds using the steps described in the algorithm of Fig. 4 . For a typical value of i (say i =10 −6 s) the algorithm takes 30 iterations to converge, giving a reconstruction of ͗⌬r 2 ͑r , ͒͘ at = i s, which is a spatial distribution of the parameter at the time selected. Repeating this we generate sets of ͗⌬r 2 ͑r , ͒͘ reconstructions for going from =10 −6 s to =10 s.
A typical reconstruction of ͗⌬r 2 ͑r , ͒͘ at =6ϫ 10 −5 s is shown in Fig. 10(a) (contour plot) with a cross-section through the inhomogeneity shown in Fig. 10(b) . It is seen that the reconstruction is fairly accurate in both the inhomogeneities. However, we find that if the contrast in the inhomogeneity decreases below 50% of the background value [in ͗⌬r 2 ͑r , ͒͘] the algorithm fails to reconstruct the inhomogeneity. Spatial resolution of the recovery is once again poor due to the diffusive propagation of light through the object. Figure 11 shows the plot of variation of the recovered ͗⌬r 2 ͑r , ͒͘ with respect to at r inside the inhomogeneities. For comparison the original variations at those typical points are also shown. It is seen that the quantitative accuracy of reconstruction is reasonably good. From the recovered ͗⌬r 2 ͑r , ͒͘ we compute the storage modulus GЈ͑͒ and loss modulus GЉ͑͒ in the inclusions as [22] 
where G*͑͒ is given by
Here ␣͑͒ is the logarithmic slope of ͗⌬͑r 2 , ͒͘ at =1/ and ⌫ is the gamma function.
The recovered storage and loss moduli in the first and the second inclusions are shown in Figs. 12(a) and 12(b) , respectively. 
TOWARD THE EXPERIMENTAL REALIZATION OF AN IMAGING SYSTEM
Since tissue is a highly scattering medium, the number of photons transmitted through an organ such as a breast being examined will be extremely small [28] . With this insignificantly small number of photons, to achieve sufficiently large SNRs in the measured intensity correlation is a challenging task. One should use a speckle averaging technique [29, 30] , employing a detector bundle consisting of an array of single mode fibers with each fiber capturing a single speckle to obtain an averaged g 2 ͑͒ with an enhanced SNR. As noted earlier, in our simulations when the noise increased beyond 1% the quantitative accuracy of the recovery was greatly affected.
In DCT, the transmission geometry is seldom used, a backscattering geometry being prefered. With light input from a fiber at a particular position, the backscattered light is detected at a number of locations around the input such that the diffusive path of light in the object maps a certain volume of the object at a certain depth determined by the distance between the input and detector fibers.
Since the tissue is not an ergodic medium [31] , the time autocorrelation estimate of g 2 ͑͒ cannot be equated to the ensemble-averaged autocorrelation. In the literature [31] it is suggested that an ergodic medium consisting of beads suspended in water be sandwiched to the nonergodic medium studied to make a composite object which is ergodic. From the measured g 2 ͑͒ for the sandwiched composite object, the contribution from the tissuelike object which is nonergodic is separated out.
In spite of the difficulties encountered in the measurement of g 2 ͑͒ [32] , DCT is currently demonstrated by many as a useful tool for in vivo blood flow measurement with potential medical diagnostic applications.
CONCLUSION
The study of propagation of field correlation of light through tissue and the corresponding inverse problem has the potential to provide noninvasive maps of the optical as well as mechanical properties of the tissue. This has obvious medical diagnostic applications, such as detecting the changes associated with the onset of cancer or other diseases. The objective of this work, proven through simulations, is the separate recovery of mechanical (represented by D B , the particle diffusion coefficient) and optical (the absorption coefficient) properties from the measurements derived from the boundary intensity autocorrelation g 2 ͑͒. We have devised two measurements M 1 and M 2 which are integrals of a function derived from the measured g 2 ͑͒, the first going from =10 −9 s to =10 −7 s (smaller values of ) and the second going from =10 −6 s to =10 −3 s (relatively larger values of ). Through numerical simulations we confirmed that M 1 is sensitive to a variations and insensitive to D B variations and vice versa for M 2 . We have constructed the Jacobian matrix for these measurements with respect to a and D B and used these in the recovery of these parameters. We have shown that a and D B can be separately reconstructed from measurements M 1 and M 2 employing the forward propagation operator for the amplitude autocorrelation in the reconstruction algorithm. The cross-talk (as defined earlier) in these reconstructions is negligible. The reconstructed accuracy of the inhomogeneities recovered is Ͼ90% for both a and D B . The location of the in- (1) and (2), respectively] and 2 [ (3) and (4), respectively].
homogeneity is accurately recovered, so long as the noise in the data is below 1%, even though the spatial resolution is affected by the diffusive nature of the G 1 ͑͒ propagation in turbid media.
In addition, we have verified the possibility of a spaceresolved recovery of ͗⌬r 2 ͑r , ͒͘ from the boundary measurements of complete sets of g 2 ͑͒ for all , in the case where the behavior of ͗⌬r 2 ͑r , ͒͘ with is nonlinear, representing a viscoelastic tissuelike medium. At any inhomogeneous location in the object, the variation of ͗⌬r 2 ͑r , ͒͘ with is recovered, from which GЈ͑͒ and GЉ͑͒, the storage and loss moduli, respectively, are extracted. This opens up the possibility of diagnosing regions with pathology on the basis of changes in GЈ͑͒.
