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ABSTRACT   
Predicting the performance of an employee in the future is a requirement for companies to succeed. The 
employee is the organization's main component,  the failure or organization’s success based on the 
performance of an employee, this has become an important interest in almost all types of companies for 
decision-makers and managers in the implementation of plans to find highly skilled employees correctly. 
Management thus becomes involved in the success of these employees. Particularly to guarantee that the 
right employee at the right time is assigned to the convenient job. The forecasting of analytics is a modern 
human resource trend. In the field of predictive analytics, data mining plays a useful role. To obtain a highly 
precise model, the proposed framework incorporates the K-Means clustering approach and the Naïve Bayes 
(NB) classification for better results in processing performance data of employees, implemented in WEKA, 
which enables personnel professionals and decision-makers to predict and optimize their employees' 
performance. The data were taken from the previous works, this was used as a test case to illustrate how the 
incorporates of K-Media and Naïve Bayes algorithms increases the exactness of employee performance 
predicting, compared with the K-Means and Naïve Bayes methods, the proposed framework increases the 
accuracy of predicting the performance of an employee. 
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Human resources became one of the key concerns of managers in virtually every sector, consist of governmental 
organizations, private businesses, and educational institutions [1] Corporate companies want to schedule the 
correct selection of employees. After recruiting staff, management was concerned about their performance in 
order to retain the successful performers of their employees [2] by management construct assessment systems. 
Data Mining (DM) is knowledge discovery and an information area, which is young and promising [3]. 
Information can be extracted and accessed through DM techniques to convert database work from storage and 
recovery to the learning and extraction of knowledge [4]. DM has many tasks including clustering and 
classification [5] [6] [7]. The techniques for classification are supervised learning methods, which classify data 
items into limited class labels. It is one of the most important methods for DM for building classification models 
from the input data set [8] [9]. Models are widely used in classification methods to forecast future data patterns 
[10]. One of the best-known algorithms of classification is NB [11]. NB classification is another method used 
to predict a target class [12]. It relies on probabilities when calculating it, but also offers a specific method for 
designing different learning algorithms that do not use likelihoods directly [13]. The findings of this 
classification are therefore more precise, productive, and sensible to recent data inserted into the dataset [14]. 
A good business is a corporation that can distinguish the performance of their employee. Not all employees 
should be handled the same as others because every employee performs variously [15]. DM can assist the 
organization by using its algorithms. i.e. clustering algorithm and NB of DM method can be used to discover 
 PEN Vol. 9, No. 2, April 2021, pp.799-807 
800 
the key proof features of future prediction of an organization [16]. Clustering is the most commonly used 
procedure for future prediction to group data into groups with the same proof features by which intra-class 
similarity is maximized or minimized [17].  
 
2. Problem statement 
The performance evaluation process of an employee is one of the difficult processes, as these processes seek to 
feed every employee into his / her performance, as well as to make promotion decisions and raise salaries, they 
also recognize aspects for the workplace that need to be improved and altered. Human resources in most parts 
of other corporations' public sectors use conventional evaluation methods that do not enable them to achieve 
the perfect evaluation of their results. Therefore, many previous works use supervised classification algorithms 
in DM to create a prediction performance model for their employees.  Supervised classification challenges 
include a category-dependent variable dataset and several independent variables which are useful (or not!) in 
class predicting. Unsupervised learning takes a dataset without labels and tries to find a latent structure in the 
data such as clustering. This paper demonstrates how to boost the efficiency of the classifier by using k-means 
to identify latent "clusters" in the data set. 
3. Literature survey 
In 2012 this paper, DM algorithms were used to create a grading model to predict employee efficiency. The 
Decision Tree was the key method for DM used in the development of the model for the classification to 
generate rules, which collected from questionnaire to 130 employees in several IT companies. Several 
experiments were carried out to validate the created model by using10-Fold Cross-Validation and Hold-out 
(60%), for evaluating three algorithms such as the accuracy of ID3 equal to 50% and 43.7%, C4.5 (J4.8) equal 
to 60.5% and 56.2%, Naïve Bayes that equal to 65.8%  and 68.7% [18]. In the 2016 this paper the performance 
data of employees were gathered from the database of the Human Resource Department at the Kenya School of 
Government. The process of classification was implemented with three various algorithms of DM such as ID3, 
C4.5, and NB to distinguish the best and most suitable classification algorithm. The data gathered was to 5 years 
and consist of 206 assessment reports defined in 14 criteria of the employee's performance. These data have 
been divided into 2 datasets. For training and testing, the first 110-base dataset was used, while the other 96-
base data set was used to validate the model, the comparison of accuracy for different classification methods 
was given as follows, ID3 64.5%, NB 80.33% C4.5 (J4.8) 82.60%, 92.60% [19]. In 2019 this paper offered the 
performance prediction of an employee in a company using the classification of NB method, which employed 
to build the model of prediction. The data used consist of details about 310 employees. There are 28 parameters 
in the dataset. The result presented that NB successfully graded correctly instances to 95.48% accuracy [20]. In 
2019 this paper focuses on the potential to create a predictive employee performance model using classification 
techniques to the actual data, which was gathered from the Egyptian Civil Aviation Ministry during a 
questionnaire for 145 employees. The classification process takes place after the preparation and preprocessing 
of the data. The employee’s performance prediction model was developed using the three classification 
algorithms, SVM, DT, and NB, to obtain the most adequate DM algorithm that may affect and predict the 
performance of an employee, from the results of experiments, it has been shown that best result for accuracy of 
C4.5 (J48), Naïve Bayes and SVM were equal to 79.31 %82.07 %86.90 % respectively [21]. 
 
4. Materials and methods 
4.1. K-Means clustering 
K-mean clustering is a commonly used type of clustering. This algorithm is the most common method for the 
clustering of science and industry [22]. K-means are primarily intended to describe k centroids, one per cluster 
[23]. Due to various position reasons, these centroids should be positioned ingeniously. The safest option is, 
therefore, to keep them as far apart as possible [24].  
Each point in a given data set is the next step and associated with the next center. If there is no need for an early 
group the first move is taken. In this case, it is appropriate to update the cluster center from the first step. 
Following these new centroids a new bond between the same datasets and the nearest new centroid must be 
achieved, Figure1 shows the general description of K-Means [24] [25].  
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We have created a loop, which means the k centroids are gradually changing their position until no more changes 
are made. In other words, centroids do not shift anymore. This algorithm moves objects between clusters until 
the sum cannot be decreased further. The consequence is a collection of clusters that are as compact and 
independent as possible as indicates in Figure1 [26]. In this case, the purpose of this algorithm is to minimize 
an objective function of squared error [27]. The clustering method or cluster analysis is mainly used in 
applications such as market research, prediction, image processing, pattern recognition, and data analysis. There 





Easy to implement. 
Difficult to predict the number of clusters (K-
Value).  
With a large number of variables, K-Means 
may be computaionally faster than 
hierarchical clustering (if K is small).  
Initial seeds have a strong impact on the final 
results. 
k-Means may produce higher clusters than 
hierarchical clustering. 







4.2. Naïve bayes classifier  
The NB is a classification system that is a statistical classification depend on the Bayes theorem and the 
maximum posterior hypothesis. This classification is so popular and straightforward that it is simple to 
implement. [30]. NB can predict the probability of class membership of tuple data that will enter a certain class, 
according to probability calculations. This method is often used to solve problems in the field of machine 
learning because it is known to have a high degree of accuracy with simple calculations [32]. NB depends on a 
strong and fairly simple construction presumption of independence. Figure2 shows the NB classifier that is used 
to classify classifies all three clusters into more specific categories [33] [34]. There are many advantages and 
disadvantages of Naïve Bayes algorithms some of them shown in Table2 [35] [36]. 
 
Table 1. Advantages and Disadvantages of K-means Clustering 
[30] 
Figure 1. K-Means Clustering [31] 
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Table 2. Advantages and Disadvantages of Naïve Bayes Classifier 
Advantages Disadvatages 
When the independent assumption holds then 
this classifier gives outstanding accuracy. 
If  the independent assumption does not 
hold then performance is very low 
Easy to implement as only the probability is to 
be calculated. 
Smoothing turns out to be a over-head and a 
must to do step when probability of a feature 
turns out to be zero in a class. 
It works well with high dimensions such as text 
classification. 
Vanishing value is also a problem due to 





4.3. Performance measures  
 There are some parameters based on which we evaluated the performance of the classifiers such as Accuracy 
(ACC), Precision, and Recall. The ACC of a classifier in a certain test range is the percentage of the test settings 
identified correctly by the classifier. The confusion matrix used to calculate these measures, which contain four 
useful parameters as, True Positive (TP): a positive example classified as positive, False Negative (FN): a 
positive example misclassified as negative, True Negative (TN): a negative example classified as negative, and 
False Positive (FP): a negative example misclassified as positive. The ACC can be calculated as in formula1. 
Precision is defined as what fraction of the recommended items the user consumed as in the following formula2.   
Recall defined as what, out of all the items that the user consumed, was recommended as in the following 
formula3.   Provide sufficient detail to allow the work to be reproduced. Methods already published should be 
indicated by a reference: only relevant modifications should be described [37] [38]. 
 
             𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                                                              (1) 
                  Precision =
TP
𝑇𝑃+𝐹𝑃
                                                                                                                           (2) 
 
       Recall =
𝑇𝑃
𝑇𝑃+𝐹𝑁
                                                                                                                               (3) 
 
4.4. Methodology  
We have combined the K-means technique and the NB classifier to enhance the accuracy of the classification 
model. The combination of this classification with the K-means clustering technique has shown promising 
improvements over previous methods, NB has become one of the most effective learning algorithms. Figure3 
flowchart for the methodology of the hybrid model is presented. Which contains two algorithms, the first 
algorithm is K-Means clustering and the second algorithm is NB classifier. K-Means shows several steps to 
cluster cleaning dataset that is free of noise data or invalid data of employees, used in the analysis of cluster. 
Figure 2. Naïve Bayes Classifier 
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This data comes from previous works that are mentioned in literature reviews. The clustering and classification 
models have been established following the data preparation. To assess the efficacy of previous research, a 
group of attributes has been chosen. The attributes consist of personal information, Education information, and 
Professional information. These data were used to predict employee performance. In the first phase, the 
clustering process using the K-Means algorithm is performed first to determine training data. Employee’s 
performance data collection has many classes, such as Excellent, Very Good, Good, Average, and Bad. In the 
second phase, data testing will be carried out using the NB algorithm. The centroid is the initial step in the 
clustering of K-mean results. This centroid uses the Euclidean distance equation to measure the distance 
between the data and the centroid, which is shown in formula4 [39] [40]. 
𝑑(𝑥, 𝑦) =  √(𝑥1  −  𝑦𝑛 )
2  + ⋯ +  (𝑥𝑛  −  𝑦𝑛  )
2                                                                           (4) 
Then describe the class cluster for every row of data. The average data for each variable and each cluster is 
determined after all data have been clustered. If the average data for each variable is not equal to the centroid 
value, then you must repeat the distance calculation until the average data is equal with the centroid value for 
each variable.  The NB classifier with the K-mean clustering algorithm is used in this hybrid process. While NB 
delivers good classification results, it still needs to be improved in predicting employee performance, this hybrid 
approach works in a mixture of classification and clustering approaches. NB classifier can handle very high 
dimensional data and provides fast calculation training. The clustering algorithm in the hybrid approach requires 
the layout of the original dataset and adds to the training dataset the number of clusters, penalty factor 
parameters, and the kernel of NB. This framework aims at describing the number of clusters k. The irrelevant 
and unnecessary features are deleted to accelerate the calculation time. K-means partitions the data into k 
clusters and preserves the principal dataset distributions. In the last step, NB is applied. 
 
Figure 3. Flowchart for the Hybrid Proposed Framework 
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5.   Results and discussion 
This study applying the k-means clustering algorithm to group data then the data is classified using the NB 
algorithm. Data were taken from the previous works, which were used in this study as a test case. The dataset 
is tested by ignoring the original label then label the new data by grouping the data using the k-means algorithm. 
By applying clustering techniques to the original dataset, divide the data into the suitable number of clusters as 
a test tool as for the data of 145 employees divide it into 3 clusters according to the number of labels. Next 
predict the results of performance employee data using the NB classification algorithm. Compare the results of 
classification, clustering, and integration of classification.  The result of the dataset employee performance 
which calculated used data tool weka can be seen in Table3. The results are surprisingly better in terms of ACC, 





Dataset Algorithm ACC% Precision% Recall% 
 
K-Means 70.11% 80% 77% 
130 
Employee 
Naïve Bayes 65.80% 70% 69% 
 
K-Means+Naïve Bayes 80% 85% 79% 
 
K-Means 84.50% 86.50% 87% 
206 
Employee 
Naïve Bayes 80.33% 82.44% 85% 
 
K-Means+Naïve Bayes 91.29% 89.90% 88.70% 
 
K-Means 96.20% 92% 90% 
310 
Employee 
Naïve Bayes 95.48% 91.20% 88% 
 
K-Means+Naïve Bayes 98.56% 99% 99.80% 
 
K-Means 85.70% 87.99% 89% 
145 
Employee 
Naïve Bayes 82.07% 85% 80.70% 
 
K-Means+Naïve Bayes 92.24% 90.70% 92% 
 
Table 3. Experimental 
Result 
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Depend on the results in Table3 and the chart is shown in Figure4, which are shown above the proper result of 
K-means is best than NB also the combination of K-Means and NB is best than the other algorithm without 
combination.  Clusters created by K-Means yet use the choice of random centroid because the first step of the 
K-Means clustering is by choosing a centroid value. The result of the initial random centroid description 
technique according to the K-Means, which is the original method is simpler and faster.  By utilizing the NB 
classify the next test data. The phase of using the K-Means clustering creates the majority of data that has been 
grouped based on the original class. This is the impact of NB classification which requires sufficient training 
data to implement an optimal process of classification. The original K-Means randomly produce an initial 
centroid which makes the quality of grouping accuracy dependent on the initial centroid. When centroids are 
incorrect, the accuracy results will be relatively lower.  By using an integration of the K-Means clustering 
algorithm and the NB classification, the process of determining the initial centroid K-Means also influences the 
accuracy results. However, the impact can be reduced by the addition of the NB classifier which results in better 
accuracy, although not better than the proposed method. 
6. Conclusions and future work 
This study proposed the integration of K-Means clustering and NB classification DM techniques in employee 
performance data to produce higher data accuracy. The proposed method gives better results. Although the 
initial centroid determination in the K-Means method is carried out randomly, the impact can be reduced by the 
addition of the NB classifier method resulting in better accuracy and increasing the accuracy of the existing 
methods. With the results obtained, it can be concluded that the proposed method can improve predictions of 
employee performance data. The initial centroid determination in the K-Means method affects that the quality 
of grouping accuracy depends on the initial centroid. For further research, the K-Means Clustering was applied 
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