Abstract: Considering that practical wireless sensor networks are mostly built upon energy-constrained sensor nodes, network lifetime becomes a key deployment factor for sustainability of such networks initiating an attempt for prolonging the lifetime. Adopting a new multi-mode switching protocol for sensor nodes between active and sleep states, in this study, the authors propose a new mathematical method using an embedded simulation-based computing of an energy-efficient strategy performance metric to maintain resiliency of the network against side effects appearing in duty-cycling protocols. Here, the authors use a Monte Carlo simulation to estimate network reliability. Then the proposed mathematical model enables us to build a decision for optimised performance upon trade-offs between consumed energy, reliability, coverage intensity and endto-end delays by locating a network's operational points. The authors show the trade-off operational significance of the model against the percentage of sleeping probability via some design factors including figure of merit.
Introduction
With major advances in the development of wireless sensor networks (WSNs) and on account of their features such as their low cost, easy installation, wide range and high safety, many experimental and commercial deployments are taking place in recent years [1, 2] . WSNs are widely used in various applications such as military surveillance, agriculture monitoring and emergency rescue. These applications, however, oftentimes require that battery-operated sensors be deployed in a large area, requiring (i) multi-hop data transmissions over error-prone wireless links, and (ii) longer network lifetime as it is difficult or costly to change the batteries because of safety reasons or the sensor network's deployment scale. Therefore reliability and energy efficiency become two concerns in the ubiquitous deployment of WSNs [3] .
While designing a wireless sensor system, a major concern is the cost: one-time deployment cost and the long-term maintenance cost. The one-time deployment cost includes the cost to purchase/develop the sensor nodes, the labour work required to deploy the nodes etc. The long-term maintenance cost, is the energy cost [4] .
Then to design and implement a practical WSN with a long lifetime and reliable communication, two main objectives should be considered.
1-Energy-efficient communication:
Unfortunately these sensors are not always accessible, so it is infeasible to replace the sensors which have run out of energy. Hence, energy-efficient communication is necessary in WSNs. 2-High reliability: WSNs are exposed to faults and vulnerability. Faults may happen because of hardware/ software failures, message bit error rate, collision probability etc. [5] [6] [7] [8] . Hence, the reliability analysis of WSN in order to guarantee safe packet transmission is of great importance.
There are various approaches to reduce energy consumption, including data fusion to minimise data transmissions, controlled flooding to lower the communication overhead, duty-cycling MAC protocols to reduce idle-listening. Since wireless sensors consume similar power in transmitting data, receiving data and being idle, the network lifetime can be significantly improved by putting sensors to sleep (turning off the sensors' transceiver) when the sensors are not used [9] .
The aim of WSN design is to guarantee its longevity under the given energy constraint. The MAC plays a central part in this design, since it controls the active and sleeping state of each node. The MAC protocols hence need to trade longevity, reliability, fairness, scalability and latency [10] .
Some researchers have focused on the effects of active/ sleep periods on performance metrics. For example, in [11] , Misic et al. have studied a new scheduling of inactive and active periods at sensor nodes as a technique to control event reliability and device utilisation in the clustered sensor network with star topology. Luo et al. [12] and Munir and Ross [13] have studied the impact of active/sleep dynamics and node buffer size on the trade-off between power efficiency and quality of service (QoS) requirements. Their model investigates the impact of active/sleep dynamics and buffer size on network performance metrics in terms of average power consumption, packet delay, loss rate and throughput.
As mentioned above, the key idea for energy saving in WSNs is to put nodes to sleep as long as possible while avoiding deafness and reducing overhearing and overhead [9] . Hence, in the duty-cycling protocols such as, BMAC, X-MAC, CMAC, DPS-MAC, TICER, WOR, MX-MAC, MFP, STEM, MHMAC, SP, LPL, ZMAC and … each sensor node chooses its active schedule independently of other nodes around. The main side effect of duty-cycling protocols is connection delay (connection delay: given a pair of sensors, the connection delay δ is the time interval between the current time slot and the first time slot at which both sensors are active).
Low coverage intensity and low network reliability are other side effects of duty-cycling MAC protocols in providing desirable QoS for applications that use WSNs. Since wireless channels are error-prone, and multi-hop communications are oftentimes necessary in various applications, network reliability over multi-hop transmissions may be significantly degraded. Also node's switching on/off schedules is not coordinated at all, and the durations of on/off period are such that the number of active nodes at any particular time is so low that the network is always disconnected. Network reliability is the main factor in scalability analysis and multi-path routing manipulation. Hence, it is important that sensor sleeping solution prolongs the network lifetime with reliability guarantee under varying network conditions [4, 14] .
In this paper we try to propose a mathematical model to calculate the link failure rate and then analyse the effects of sleep probability as an energy-efficient strategy on two terminal reliability, coverage intensity and also end-to-end delay. In fact, it is important to obtain a long network lifetime without sacrificing crucial aspects of QoS such as coverage intensity, reliability and delay. This model helps us to find the optimum point, in which the network is in desired reliability and satisfies the performance requirements while maximising network lifetime.
This paper is organised as follows: Section 2 presents Monte Carlo simulations (MCSs) to estimate network reliability and also the performance metrics are demonstrated. In Section 3, the simulation results are considered. Finally, Section 4 gives the conclusion.
Network reliability
Despite all possible faults, many applications (such as military, disaster management, healthcare etc.) expect reliable communication.
The reliability of a WSN is affected by the following main factors: † node reliability factors such as hardware/software failures or battery depletion; † link reliability factors such as signal-to-noise ratio (SNR) and collision probability.
In this paper it is assumed that the nodes are fault free and so link reliability is calculated as the main factor of two-terminal reliability.
Link reliability
In wireless links, the link failure rate is affected by two important faults, bit error rate and collision probability. In this section, a mathematical model for link reliability is presented. † Bit error rate. This is related to the changed bit because of the environmental factors.
To model this fault the SNR is used, γ. The SNR is dependent on the distance between transmitter and receiver, (1) .
where l indicates the wavelength (the frequency is 2.4 GHz). The probability that one bit changes because of noise can be calculated through
However, we have a fault-free communication if all the frame's bits are received correctly. The probability of having a fault-free communication is given by
in which F indicates the frame length, consists of preamble, network payload and cyclic redundancy code (CRC). † Collision probability. The generated traffic of the network increases the number of collisions between packets, which leads to packet loss increases. We calculate the collision probability through the below formula.
First the average contention window is calculated as follows.
where m indicates the number of allowed retransmission and W 0 is the stage 0 contention window. Then, the nodes transmission probability (τ) is given by
where b 0 is the probability that a randomly selected node has at least one packet to transmit and the collision probability is given by
n shows the number of neighbour nodes plus the node itself. Hence, p t,1 shows the probability that at least one of the nodes www.ietdl.org (neighbours + itself) sends a packet
The probability of a successful transmission is given by
Now, let us write the expression for medium occupation time, T s , corresponding to successful transmission and the medium occupation time, T c , corresponding to collision.
where E[ p] is the average packet length and σ stands for slot time. The average time duration between two consecutive backoff counter decrements is determined by
The time to complete a transmission process would be
So one packet transmission delay would be
The new value of b 0 is given by
where λ is the unsaturated total traffic. According to the above formula the collision probability (c) is achieved through a recursive algorithm. At the end of each iteration, if the difference between b 0 which is used in (4) and b 0,new is less than ε (acceptable error), the collision probability which is obtained in (6) would be accepted.
After modelling all the possible faults, we can now model path reliability. The path is operating properly if none of the mentioned faults occur. For a single link between two neighbour nodes link reliability is given by
Then, from the two-terminal reliability points of view, a WSN can be assumed as a graph with a huge set of vertexes and very complicated edges. Hence, the MCS method would be one of the best options for two-terminal reliability calculation.
Paired-terminal reliability
As MCSs are robust methods in statistical works, they have been used to solve many network reliability problems [15] . The reliability of a network can be calculated through a network graph as shown in Fig. 1 . To use the Monte Carlo method for network reliability calculation, we need a set of paths from the source node to the sink. However, having all possible paths especially in a large network is a nondeterministic polynomial (NP)-hard problem, so we are going to use minimal path set instead [15] .
The flowchart of making a minimal path is illustrated in Fig. 2. where M is the number of repetitions and e is an auxiliary node which is not sink node (s). Also i is the initial node.
After finding the minimal path set, we are going to approximate network reliability. Assuming R(m, n) determine the reliability of the link between two nodes m and n, then the random matrix u is generated, which is a binary-state matrix, u(m, n) = 1 if u(m, n) < R(m, n) else u(m, n) = 0. By applying a simple logic operation on A and u the matrix B is obtained (B = A∧u). In fact, we consider the effects of links reliability on the adjacency matrix, by using matrix u. Finally, to approximate the reliability, the following procedure is used as shown in Fig 3. In this way two-terminal reliability is calculated. In the 'simulation results' section, the effect of sleep mode on reliability and network performance metrics is explained.
In the next section a mathematical model is proposed, in which the relation between end-to-end delay and sleep probability is recognised. Also coverage intensity and collision probability as a function of sleep probability are obtained. In the normal mode, the nodes take part in data transmission till they die. In other words, in the first scenario the sensor nodes do not have an alternative operational mode after turning on. However, in the hybrid mode, the sensor nodes could switch between sleep and active states randomly.
The symbols with their definitions are listed below:
In a multi-hop network in which nodes have (n -1) neighbours, the following conditional probabilities are defined:
p iś : The probability that the wireless channel is idle. p sś : The probability that the wireless channel is sensed busy when a successful transmission occurs. p cś : The probability that the wireless channel is sensed busy when a collision occurs.
All the above three probabilities are defined for a WSN in normal mode. Then, for a WSN in hybrid mode the probabilities are p is , p ss and p cs , respectively.
Since n stations contend to access the medium and each station transmits with probability τ, the state probabilities for normal mode are given by
And the state probabilities for hybrid mode are given by
T s is the average time that the medium is sensed busy because of a successful transmission and T c is the average time that the medium is sensed busy by each station when a collision occurs and σ is the duration of an empty slot. The values of T s and T c depend on the channel access mechanism assuming that all stations use the same channel access mechanism [16] . If α be the average length of slot time, then we have
For the backoff process, the binary exponential backoff is considered, in which W min and W max denote the minimum and maximum contention window, respectively, and w av is the average backoff window. Finally, the total delay could be given by D = H * a * w av + packet length Bandwidth
where H is the average hop count between source node and sink.
Coverage intensity:
Coverage intensity, which can be considered as a QoS measurement of the WSNs, is affected by sleep probability. As mentioned in Section 1 in order to satisfy network lifetime, duty-cycling protocols are used.
However, taking advantage of duty-cycling protocols will reduce coverage intensity. Network coverage intensity is the ratio of the time when a random point in the area of the network is covered by at least one active node to the total time [17] . Hence, let f (x, y) denote the probability density function (PDF) of uniform distribution and P(a, b) denote the probability that a random point (a, b), is covered by at least one node. Since we have distributed sensor nodes in a circular area, the PDF would be
So we have
where R denotes the network area radius and r denotes the node's sensing radius. Finally, the coverage intensity of the network for normal mode and hybrid mode is given by:
in which (n − np s ) is the number of active nodes in hybrid mode.
Simulation results
We developed the simulation program in MATLAB. The sink is placed in the centre of the network area and the nodes are uniformly distributed around the sink. The simulation results try to consider the effects of sleep probability on network performance and two-terminal reliability of the network.
The main assumptions are: † Data transmission/reception is the main energy depletion activity. † Sensor nodes are stationary. † Sensor nodes communicate with the sink along the shortest path. † Nodes have limited energy. † Sensor nodes use contention-based MAC protocol. † Nodes switch between sleep and active mode randomly. † Synchronisation is not necessary and nodes can set their wake up and sleep time in a decentralised fashion. † The network area is circular with radius R = 500 m. † The coverage area of each sensor node has radius r = 100 m. † Total number of sensor nodes is N = 500, since sensors density in the unit area is σ = N/πR 2 . † Packet length is 1024 bytes. † Data rate is 54 Mbps.
As we expect, increasing sleep probability, led to a high of saved energy in nodes and also longer network lifetime. However, as shown in Fig. 4 , which illustrates two-terminal reliability against sleep probability, sleep probability has a negative effect on network reliability. It is clear that increasing the sleep probability leads to a longer path between source and destination and so decreases the two-terminal reliability.
Sleep probability, which is the main solution for energy-efficient network design has a non-negligible and weighty negative effect on two-terminal reliability. The number of active nodes decrease through increasing sleep probability. This means a longer path from the source node to the sink and when data passes a longer distance, the probability of fault occurrence increases and we have a reduction in two-terminal reliability. Table 1 shows the hop count from five random selected nodes as the source node to the sink for different sleep probabilities. Hence, the numerical results of the table show the effect of sleep probability on path length which proves our reasoning. Now, we will explain the effect of nodes sleep probability on collision probability. The number of active nodes has a direct effect on collision probability. When the number of active nodes increases, the probability of packet loss occurrence increases and accordingly the number of retransmissions would increase which lead to high end-to-end delay too.
The end-to-end delay is illustrated in Fig. 5 , but as shown in Fig. 5 , despite path length growth through sleep probability increment, the end-to-end delay does not show a strict behaviour.
In order to interpret this behaviour, the effect of sleep probability on path length and also collision probability www.ietdl.org should be discussed together. High sleep probability increases path length (Table 1) and reduces collision probability. The end-to-end delay depends on both collision probability and path length. A longer path length clearly increases the end-to-end delay. Collision probability has the same effect on the end-to-end delay. Hence, by increasing sleep probability, the end-to-end delay would not behave strictly. Then the plot can be divided into two regions. The ascendant region, in which the path length is the dominant factor in end-to-end delay and the descendant region, in which the collision probability is the dominant factor. Another important factor which is affected by sleep probability is coverage intensity. Fig. 6 shows the network coverage intensity against the nodes sleep probability. The figure shows that the network coverage intensity increases as sleep probability decreases and Fig. 7 , shows the effect of nodes sensing radius on coverage intensity.
Finally, a new figure of merit (FOM) is defined in which coverage intensity, reliability and end-to-end delay are considered. The proposed FOM is given by FOM = (coverage intensity) * (two − terminal reliability) (normalised end − to − end delay)
The proposed FOM help us to find the optimum point in which the network has low delay and high coverage intensity and reliability (Fig. 8) .
Conclusions
Upon an investigation of energy-constrained sensing nodes sleeping protocols, this paper provides a design environment using a multi-mode protocol which switches the network nodes randomly between two modes of sleep and active. Calculating the link's failure rate affected by two fault associated issues of (i) bit error rate and (ii) collision rate upon a mathematical model obtains link reliability in the network. Therefore the mathematical model analyses the effects of sleeping probability on features of the system namely network lifetime, end-to-end delay and reliability of the network. The MCS, which is used to obtain network reliability and the proposed mathematical models, help us to find the optimum working point of a resilient WSN design procedure accountable for reliability, coverage intensity and total delay, as well as the network lifetime.
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