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A Problem of Mirsky Concerning Nonsingular Doubly Stochastic 
Matrices 
Communicated by A. J. Hoffman 
ABSTRACT 
The paper presents a new constructive proof of a theorem of Hardy, Littlewood, 
and Polya relating vector majorization and doubly stochastic matrices. Conditions 
on the Lvzctors which guarantee that the corresponding matrices will be direct sums 
are given. These two results are applied to solve the problem, posed by hlirsky, of 
characterizing those majorization relations for which there is a corresponding doubly 
stochastic matrix which is nonsingular. 
1. IiYTRODUCTION 
An n x n matrix of nonnegative real numbers for which the sums 
of the entries in each row and each column are all 1 is said to be doubly 
stochastic. We shall denote the set of all such matrices by the symbol 
d,. The set of all nonsingular matrices in d, will be denoted by A,*. 
Let x = (xi, xs,. . ., x,) and y = (y,, ys,. . , yn) be real vectors with 
entries in nonincreasing order. If 
x* + ... + -Vk z y1 + . . . + YI;, k = 1,. .,n, 
with equality for k = ~a, then we say that x majorizes y and write x > y. 
Let 
6, = i (Xi - yJ, k = 1,. . .,Pz - 1. 
L= L 
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Then ok 3 0. If 6, = 0, we say that there is a coincidence at h and we 
refer to the vector pairs (?ci,. , _c.~) > (y,, . . , y,J and (x~+,, . , n,) > 
(,\‘r+i,. , yn) as components of the majorization x > y. We also refer 
to the components of a component, if any, as components of x > y. If 
there is a coincidence at k and xk i_ xiC~ i, we say that x > y is decomposable 
at k. 
The following theorem of Hardy, Littlewood, and Polya (1 1 relates 
majorization and doubly stochastic matrices. 
THEoRE~I. Suppose x = (xi,. ., x,) and y = (_yl,. ., yn) are real 
vectors *with entries in nonincreasing order. I?z order that x majorize ~1 it 
is necessary and sufficient that there be a matrix D E A,, such that v = Dx. 
We shall present a new constructive proof of the necessity portion 
of this theorem based on a simplification of the proof given by Ostrowski 
i 31. We shall then show that decomposability of x > y implies that if 
y = Dx then I1 is the direct sum of two or more doubly stochastic matrices. 
Finally, we shall combine information from these two theorems to solve 
the problem, posed by Mirsky [2j, of characterizing those pairs x > J’ 
for which there is a matrix D 15 A,,* with 3’ = Dx. 
2. X CONSTRI-CTION 
THEOREM 1. Sz&bose x, y E Iln wz’tlt x > y. Then there is a matrix 
D E A, such, that _y = Dx. 
Proof. By induction on n. The theorem is trivial for n = 1. We 
supposethatitistrueforl,...,n- 1. Fornwearegiven%= (x,,...,~,) 
and y = (yi, . , yn) with x > y. If there is a coincidence at /2, let 
x’ = (x1,. . . , Xii), ?6” = (Xlc,l,. . ) Xn), 
y’= (y,,. . .,y!J> y” = (yli+, , . , Yn), 
Then clearly x’ > y’ and x” > y”. By the induction hypothesis there 
are matrices D’ E A, and D” E A,_,C such that y’ = D’x‘ and y” = D”x”. 
It follows immediately that y = Dx, where I1 = D’ @ D” E A,. 
Suppose, on the other hand, that 6, > 0 for k = 1,. . , n - I. Let 
h = min 6,, 
lCk<n 
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and suppose that S, = 6. Define 
y'= (Y1 + hy,, . . .,yn-1,yn - 6). 
Then x > y’ > y, and for x > y’ there is a coincidence at 1. Thus, by 
the work of the previous case, there is a matrix D’ E A, such that y’ = D’x. 
Hence it remains to find a matrix D” E A, such that y = D”y’, for then 
we will have y = Dx, where D = D”D’ E A,. 
Let 
Then 1 > tc > 8, so that 
D"= 
where I is the (a - 2)-square identity matrix. It is easily verified that 
y = D’y’, and thus D” is as required. 
It should be observed that we have in fact provided a recursive 
construction for the matrix D as a product of at most n - 1 matrices 
of the form 
where I,, I,, I, are suitable identity matrices, the O’s are suitable vectors 
of zeros, and 1 > cc 3 4. Note also that D(a) is singular if and only if 
a = +. and that this will occur when there is no coincidence if and only 
if yi = yZ = - . - = yn. 
3. DECOMPOSABILITY 
If x > y and y = (Dl @ D,)x, where D, E A, and D, E An_-k, then 
it is clear from the theorem of Hardy, Littlewood, and Polya that x > y 
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has a coincidence at k. On the other hand, if x > Y has a coincidence at 
k, it is clear from the construction of Theorem 1 that there is a matrix 
D = D, @ D, with D, E A, and D, E A,_,, such that y = Dx. This is, 
however, only a partial converse, for it does not guarantee that if y = Dx 
then D is a direct sum of matrices in A, and A,_k. The appropriate 
condition is that x > y be decomposable at k, as we shall now demonstrate. 
THEOREM 2. Sz&bose that x > y is decomposable at k and that y = Dx. 
Then there are matrices D, E A, and D, E A,_, such that D = D, @ D,. 
Proof. Let D = (dij). Then 
= jz (xj - 4 %; dij + 2 (xj - 4 2 hi. 
j=k tl Z=l 
But, as xk # xk+l, xj - xk 2 0 for j = 1,. . ., k; and xj - xl; < 0 for 
i = k + 1,. , n. Thus 
& (Yi - YJ e j$ (xj - xk) &$ dii 
j=l 
k 
< 2 cxj - xk). 
Now, as there is a coincidence at k, 
and we have equality throughout the preceding expressions. Thus dii = 0 
for i-l,2 ,..., k withj=k+l,..., n; so that 
D=[ t1 iz]:- k. 
k n-k 
The sum of the elements in the first k rows and the last n - k columns 
of D is n; thus all the entries in the lower left (n - k) x k block of D are 
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zeros. Thus D, and D, are doubly stochastic and D = D, @ D,, as 
was to be shown. 
It follows from this theorem that, if x > y is decomposable, then 
there is a natural decomposition into components xi > yi where x = 
Xi @ . * . @ x7, y = yl 0. . . @y’, the last entry of xi is strictly larger 
than the first entry of x i+l and xi > yi is not decomposable. Thus the , 
consideration of properties of the matrices of the theorem of Hardy, 
Littlewood, and Polya in terms of the vectors x > y may be reduced to 
separate consideration of the properties on vectors x > y which are not 
decomposable and consideration of the effect of taking direct sums of 
the matrices obtained. 
The following generalization of Theorem 2 will be useful later. Its 
proof is essentially the same as the proof of Theorem 2. 
COROLLARY 1. Suppose x > y, and y = Dx where D = (dij) E A,. 
(i) If there is a coincidence at k and xk = x~+~ = . * . = xc > x2+1 3 
* * * > x,, where k < 1 < n, then dij = 0 for i = 1,. , k with j = 1 + 1, 
. . ., n. 
(ii) If there is a coincidence at k and x1 3 - * - > x1-l > x2 = . . - = 
xk = x~+~, where 1 < 1 < k, then dij = 0 for i = k + 1,. . . , n with i = 
1 >. . .I I - 1. 
4. NONSINGULARITY 
In order to characterize those vector pairs x > y for which there is 
a nonsingular doubly stochastic matrix D such that y = Dx we require 
the following lemma. 
LEMMA 1. Suppose x > y has no coincidences. If n = 1 OY yi > yn, 
then there is a matrix D E A,* suchthaty=Dx. Ifn>landyl=y,= 
. . . = yn, then there is a matrix D E A,* such that 
where I is the (n - 2)-square identity matrix. 
Dx, 
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Proof. By induction on n. The lemma is trivial for +z = 1 and n = 2. 
Suppose it has been proved for 1, 2,. . , n - 1. For n we consider the 
various possible cases separately. 
Case 1. yr >y‘J >*** >yn. Here we observe that the vector y’ 
produced in Theorem 1 also has yr’ > yr’ > . . . > yn’ and that there is 
a coincidence between x and y’. Thus by the induction hypothesis there 
is a matrix D’ E A,* with y’ = D’x, and by Theorem 1 there is a matrix 
D” E A,* with y = D”y’. Thus D = D”D’ E A,* is as required. 
CaseQ. y1 3-s. >yi-1 >yi =yi+1=*** =yi >yj+l>... >y,. 
For F > 0 sufficiently small and y’ = (yr, . . . , Y~_~, yi + F, Y~+~, . . , yj, 
. . , yn - E), we have x > y’ > y, and there is no coincidence between 
x and y’. Furthermore, E may be chosen so that yi_r > yi + E > yi+r. 
Either the pair x > y’ falls into Case 1 or it falls into Case 2 but with one 
fewer pair of successive elements equal. In the latter case repeated, 
application of the procedure above will result in reduction to Case 1. It 
is clear from the induction hypothesis that there is a matrix D” E A,* 
with y = D”y’, and Lemma 1 is thus verified in this case. 
Case 3. yr = yZ 3 . . . 3 yi > yi+l 3 * * * 3 yn or yr 3 . . . 3 yi > 
Yi+1 a ’ * * 3 Yn-1 = Y?z. Here a procedure similar to that of Case 2 is 
followed using the vector y’ = (yl + E, ys,. . , yn_r, yn - E). 
Case 4. yl = yZ = ** * = y,, and x1 - yr # yr - x,. Let 6 = 
mlnl<k<n 6,andlety’ = (yr + 6, yZ,. . . , ynpl, yn - 4. Then x > y’ > y, 
and 
Y= 
-1 2 0 . . . 0 g- 
0 . 0 
I * 
0 . 0 
_i 0 . . . 0 Q_ 
To complete consideration of this case, we shall prove that each of the 
components induced by coincidences between x and y’ either has length 
1 or has its first entry of the majorized vector strictly larger than the last 
ON NONSINGULAR DOUBLY STOCHASTIC MATRICES 203 
entry. This fact having been established, the induction hypothesis ensures 
the existence of matrix D’ E A,* such that y’ = D’x. 
Let I, 1 < I < n, be such that X1 > y1 > XI+r. The existence of such 
an I is clear from the majorization relation and the fact that y1 = y2 = 
. . . = yn. Then, as 
6, = 5 (Xi - Yi) = h-1 + (x/c - Yk) 
i=l 
and the xi are nonincreasing, it follows that Bk 3 6,+, for 1 < k < 1 and 
8, < &,I for 1 < k < n. Furthermore, as x1 - yr # yr - x,, 6r # 6,. 
Thus x > y’ will have one or more components of length one at one end 
and one component without coincidences associated with either a segment 
of the form (yr,. . ., yr, yr - 6) or one of the form (yr + 6, yr,. . ., yr), 
as was to be shown. 
Case 5. yr = y2 = * * * = y,, and x1 - yr = yr - x,. We cannot 
have x1 = X,, as that would imply x1 = yr and there would be a coincidence 
at 1. Thus X1 > X,. Let k be the subscript of the first entry of X which 
is less than x1, so that x1 = * * * = x~_~ > xk > - * * > x,. Then E > 0 
may be chosen so that, if x’ = (X1.. . ., x~__~ - E, xk + E,. . . , xn), then 
x > x’ > y and there is no coincidence between x’ and y. Repeated 
application of this procedure, if necessary, results in a reduction to Case 4. 
The five cases considered exhaust the possibilities, and the lemma 
is thus established. 
We are now prepared to characterize those vector pairs x > y for 
which there is a nonsingular doubly stochastic matrix D such that y = DX. 
Supposex> yisnotdecomposable; x=xr@...@x~; y=yr@.,.@ 
Y'; Xi = (X1$,. . , xkciI); yi = (yIi,. . , ykci,); Xi > yi; and Xi > yi has 
no coincidences (; = 1,. . . , Y). Using the notation we prove 
THEOREM 3. Su@ose x > y is not decomposable. Then there is a 
matrix D E A,* such that y = Dx if and olzly if it is not the case that n(i) > 2 
and yli = . * * = y&, for all i = l,...,r. 
Proof. First we prove the necessity of the condition. Suppose 
n(i) 3 2 and yIi = * * . = y&, for i = 1,. . ., Y and that D = (dii) E A,, 
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is such that y = Dx. We shall construct a vector v # 0 such that Dv = 0, 
and thus show that D is singular. Let m(j) = n(1) + . -. + n(i) for 
j= l,...,r. Let ‘ui = xi - yi for i = 1,. . , n(1). Note that I+ # 0 
and scl) = 0 as n(l) >, 2 and there is no coincidence between x1 and yl. 
Having defined vi for i = 1,. , . , m(i), let 
I). = __&!i,-_ -(X. -y.) 
1 
Xm(j)+l - Ymc5,+1 
% z 
for i = m(i) + 1,. . , m(i + 1). 
Let k(i) be the subscript of the first element of x which is equal to 
X,(i-i), i = 2,. . ., Y, and let k(1) = 1. Let I(i) be the subscript of the 
last element of 3c which is equal to x,(~), i = 1,. . ., Y. Let m(0) = 0. 
Suppose ~(i - 1) + 1 f s < m(i). Then 
t=1 t= k(i) 
m(i-1) m(i) 
= ~di-1) 2) 45, + 
U?n(i-1) 
x?rL(i-l)+l 
- c 
- Yn(i-l)+l t=m(%-l)+l 
4&, - YJ 
tv 
X,(i) - Ym(i) 
l(i) 
mci-1) 
Xm(i-l)+l 
- c dst 
- Ymci-1,+1 f=m(z)Cl 
Vm(i-I) 
x m(i-l)+l 
yTl),l ,r, 4 (x, - YJ 
m z 
= 0, 
and thus Dv = 0. as was to be shown. 
In order to demonstrate the sufficiency of our condition we shall 
construct a nonsingular doubly stochastic matrix D such that y = Dx 
for a given vector pair x > y satisfying our condition. From Lemma 1 
we may write 
yi = Di,lDi,2xi, i = 1,. . .,Y, 
where D,,l is either the identity matrix or the matrix 
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and Di,z E A&. Let Di = Di,,Di,,. Then y = (Dl @ * * * @ D,)x; and, 
if all the matrices Di,l, i = 1,. . , r, are identity matrices, we are done. 
By the hypotheses of the theorem at least one of the Di,l will be the 
identity. Suppose D,,l is not the identity but D,+,,l is. It is easily 
verified that D, has rank n(K) - 1 and that the matrix D,’ formed from 
D, by deleting the last row and column is nonsingular. Let DA,, be the 
corresponding matrix for Dktl. 
The matrices Di, i = 1,. . . , Y, generated by Theorem 1 and Lemma 1 
have strictly positive diagonal elements, so ,O = 4 min((D,),(,,,,(,,, 
(Dk+i)n~+i~,n~+i) ) > 0. Let E, be the n(k)-square matrix with the same 
entries as D, except (Ek)nCLj,nCR~ = (DJJ~(~),~(~) - P, and let E,+i be the 
corresponding matrix for D,+l. Let F be the B(K) x n(k + 1) matrix 
with p in the lower right corner and zeros elsewhere. Set 
. 
Then E,’ is doubly stochastic, and 
Furthermore, 
det E,’ = - ,b2 det D,’ det DL+, + det E, det E,,l 
= - ,fl det D,’ det Dk+, 
so that E,’ is nonsingular. 
A similar argument may be used if D, is nonsingular and Dk+l is 
singular. In either case D, @ D,+l can be replaced by Ek’, which is 
nonsingular and has strictly positive entries on the diagonal. Repeated 
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application of this procedure leads to a matrix D E A,* such that y = Dx 
as required. 
Combining this result with that of Theorem 2, we have the following 
result for an arbitrary pair of vectors x > y. 
COROLLARY 2. Suppose x > y. Then there is a matrix D E A,* such 
that y = Dx if and only if each of the components of x > y with respect 
to the natural deconzposition provided by Theorem 2 satisfies the condition 
of Theorem 3. 
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