The growth of machine-generated relational databases, both in the sciences and in industry, is rapidly outpacing our ability to extract useful information from them by manual means. This has brought into focus machine learning techniques like Inductive Logic Programming (ILP) that are able to extract human-comprehensible models for complex relational data. The price to pay is that ILP techniques are not efficient: they can be seen as performing a form of discrete optimisation, which is known to be computationally hard; and the complexity is usually some super-linear function of the number of examples. While lit- Learn (2009) 74: 257-279 tle can be done to alter the theoretical bounds on the worst-case complexity of ILP systems, some practical gains may follow from the use of multiple processors. In this paper we survey the state-of-the-art on parallel ILP. We implement several parallel algorithms and study their performance using some standard benchmarks. The principal findings of interest are these: (1) of the techniques investigated, one that simply constructs models in parallel on each processor using a subset of data and then combines the models into a single one, yields the best results; and (2) sequential (approximate) ILP algorithms based on randomized searches have lower execution times than (exact) parallel algorithms, without sacrificing the quality of the solutions found.
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Introduction
The rapid growth of large-scale scientific and industrial databases has brought into focus the need for methods that can discover trends and predictive patterns in data, and communicate them in a manner designed to provoke insight. For example, public databases describing complete genomes of several hundreds of organisms are now available, yet little is known about the function of most of the coded genes in these databases (for S. cerevisae-baker's yeast-an organism that has been the subject of intense study, only 60% of the known genes can be assigned a function with any degree of confidence). Molecular biology is just one field in which there is now vastly greater quantities of data than can be analysed manually. A similar trend is observed in organisations which are besieged by large amounts of machine-generated text data (XML documents for example), with little hope of manually extracting information from them. To bridge this gap, it seems inevitable that machine assistance with analysis and modelling would be needed. Of particular interest here are techniques capable of extracting human-comprehensible models for data. At the cutting-edge of such techniques is Inductive Logic Programming (ILP).
Computer programs now collectively termed 'predictive ILP' systems use as input domain-specific background knowledge (B) and pre-classified sample data (E), both encoded in a subset of first-order logic, and construct, as output, a set of rules (clauses) encoded in first-order logic. These rules allow the assignment of classification labels for new data. The principal attractions of the use of ILP are: (1) the ability to take advantage of accumulated expertise in the form of background knowledge; and (2) the use of first-order logic, which can express complex relational descriptions while being amenable to translation to a human-comprehensible form.
The most successful proof-of-concept applications of ILP have been in the areas of biology and chemistry (King 2004; Srinivasan et al. 1994a; Marchand-Geneste et al. 2002; Turcotte et al. 2001) . Other applications include tasks in language processing (Cussens 1997; Tang and Mooney 2001; Boström 2000) ; environmental data monitoring (Džeroski et al. 2000) ; music (Tobudic and Widmer 2003) ; and mathematical discovery (Colton and Muggleton 2003; Todorovski et al. 2004) . Despite considerable diversity in the applications of ILP, successful implementations have been relatively uniform, namely, programs that repeatedly examine sets of candidate rules to find the 'best' ones. To a good first approximation, the basic task addressed by most ILP implementations can thus be viewed as a discrete optimisation problem: Given a finite discrete set S and a function f : S → , find an element s ∈ S such that f (s) = min s i ∈S f (s i ). Here f and f (s i ) should more correctly be written as f (s i , B, E) . The optimisation problem can either be posed as finding the best model for all of the data E (S is then the set of all candidate models), or some subset of them (S is then the set of candidate rules for that subset). The latter corresponds to the task faced by ILP implementations that employ a 'greedy' procedure that constructs a model by finding locally optimal rules for subsets of the data. The restriction to finite S, although not required by ILP theory, is often enforced in practice. Branch-and-bound algorithms can be shown to identify optimal solutions for such optimisation problems (Papadimitriou and Steiglitz 1982) . The search executed by a number of prominent ILP systems (for example, Muggleton 1995; Quinlan and Cameron-Jones 1993) can be formulated as instances of such an algorithm.
Despite the promising results cited earlier, current ILP implementations have shortcomings that prevent their routine use in data analysis. These can be broadly categorised into: (a) those that concern the formalism; and (b) those that concern efficiency. In this paper we only attempt to address the issue of efficiency since it will persist even if formalism issues are resolved. Specifically, we intend to investigate the utility, if any, of parallel execution to alleviate some of the main efficiency bottlenecks in an ILP system. The principal efficiency concerns for any ILP implementation are threefold: 1. The space of possible models can be extremely large (in the worst-case, the discrete optimisation problem can be NP-hard). This occurs for real problems where not enough is known to restrict the space via the use of constraints. 2. Datasets can be extremely large. An example of this is provided by various biological databases arising from sequencing animal and plant genomes. Constructing models for such data requires an ILP system to be able to handle millions of data items. 3. Testing the models can be difficult. Botta et al. (2003) show that there is a kind of 'phasetransition' behaviour: namely, circumstances under which evaluation can become extremely hard even if model-spaces and datasets are quite small.
On the face of it, "parallel ILP" would appear to be futile: to achieve polynomial run-times for NP-hard problems would require an exponential number of processors. However there are worthwhile practical reasons for embarking on such an enterprise:
1. The proof-of-concept applications of ILP suggest that ILP techniques are immediately applicable to cutting-edge problems that arise in areas like functional genomics. However, it is also evident from the applications of ILP that the efficiency will have be to significantly improved to handle the vast quantities of information stored in modern databases. Distributed storage and computation could alleviate some of these issues; 2. Stochastic algorithms have been suggested to address each of the three efficiency concerns (Sebag and Rouveirol 1997; Srinivasan 1999; Železný et al. 2002) . However, by their nature, these can only guarantee approximate solutions. A parallel implementation of an exact algorithm like branch-and-bound would return exact solutions (parallel stochastic algorithms would still return approximate solutions); 3. There is a wealth of literature on parallel algorithms that can be adapted to ILP. Grama et al. (2003) provide a detailed survey of parallel search algorithms. Considerable research has also been done within the field of logic programming on the parallel evaluation of rules. 1 Much of this relates directly to the problem of model evaluation. There is now an international workshop dedicated to issues arising in parallel and distributed data mining (International Workshop on High Performance and Distributed Mining). Very little has been done to draw these different strands of research into the development of an efficient ILP implementation; 4. The rapid increase in the performance of microprocessors has increasingly resulted in the use of 'clusters' of personal computers as low-cost alternatives to special-purpose supercomputers. There is now sufficient hardware and software support for these architectures to expect that they will become commonplace in the near future. It is mandatory that ILP systems be capable of exploiting fully the processing power afforded by such hardware environments.
In this paper, we investigate the effectiveness of parallel implementations of concurrent search through model spaces; concurrent use of sample data; and concurrent evaluation of rules. Each of these has direct relevance to the three efficiency concerns raised earlier (large model spaces, large datasets, and difficult model checking). In particular we wish to evaluate the gains, if any, from using exact algorithms devised for a cluster of processors as opposed to exact or approximate single processor algorithms. While the implementations we have developed can be applied to any field of endeavour, we propose to concentrate on some biochemical problems and an engineering problem that now constitute standard benchmarks for ILP.
Predictive ILP

Specification
We follow closely the specification provided by (Muggleton 1994) 
Consistency. This consists of:
C1. B ∪ H |= ; and
The requirements S1 and S2 ensure that H constitutes an explanation for the positive examples and that each hypothesis D i in H explains at least one positive example. The requirement C1 ensures that H does not violate any of the constraints I in B. The requirement C2 is intended to ensure that H does not contain any over-general clauses. Often, implementations do not require clauses to meet this requirement, as some members of E − are taken to be noisy. This specification is then refined to allow theories to be inconsistent with some negative examples. We will use the phrase "H explains E, given B" to denote that at least S1, S2 and C1 are met. An "acceptable H " is any H that explains E, given B.
Implementation
The specification does not state how acceptable H 's are to be constructed, or, if several H 's explain the E, then which of them are to be selected. A number of ILP implementations (such as Muggleton 1995; Muggleton and Feng 1990; Quinlan 1990 ) find an acceptable H by executing some variant of the greedy cover set procedure shown in Fig. 1 , that constructs H incrementally and on each iteration i finds the best clause D i that can be added to the set H i−1 (with H 0 = ∅). In (Železný et al. 2006 ) a generic search procedure is described, which provides the template for a range of different implementations. Different procedures are obtained by specific choices made on the choice of refinement operator (general-to-specific, specific-to-general, or both), whether the procedure involves repetitions with different starting points, the kind of pruning employed and so on.
Our interest in this paper is in two particular search algorithms: a deterministic generalto-specific (or "top-down") exhaustive branch-and-bound search, which we denote DTD; and the rapid random restart procedure, or RRR investigated in (Železný et al. 2006 ). The latter is a randomised procedure that searches in both general-to-specific and specific-togeneral manner (the authors refer to this as a "radial" search), and was found to be substantially faster than DTD, with no significant losses in accuracy. The RRR procedure performs an exhaustive radial search up to a certain point (time constrained) and then, if no solution is found, restarts to a randomly selected location of the search space. The maximum number of generalise (B, E, L, ρ, f ) : Given background knowledge B; a finite training set E = E + ∪ E − ; a predefined hypotheses language L; a refinement operator ρ; and an utility function f , returns a hypothesis H that explains the E.
Step 3 Fig. 1 An ILP implementation using a greedy cover set procedure. The final set H is constructed by progressively finding the next best clause in Step 6 (this is the clause with the highest utility). The search for this clause is some generic search procedure that returns the best clause that meets the requirements S1 and S2. We do not describe this further, but refer the reader elsewhere (for example Železný et al. 2006) for such a procedure. It is straightforward to show that the greedy procedure shown here returns an H that satisfies requirement C1 restarts and the time constraint (called maxtime in Železný et al. 2006) are two parameters of the procedure. In some sense, DTD will act as a "strawman", and RRR as the more worthy adversary against which the gains, if any, of parallelisation will be measured.
Parallel execution of programs
The principal motivation in the parallel execution of a program is usually to improve its execution time. Several tools and platforms have been produced that attempt to simplify the development of parallel programs. Despite such tools, designing efficient parallel algorithms is still a non-trivial task. The main challenges associated with the design of parallel algorithms include minimizing I/O, synchronization and communication, effective load balancing, good data decomposition, and minimizing speculative work.
Before examining the parallel execution of ILP programs, we first describe briefly some common terms found in the literature on parallel algorithms (Grama et al. 2003) . The process of dividing a computation into logically, high level, independent smaller parts is called decomposition. Tasks are the smaller parts that result from the decomposition. Tasks can be of arbitrary size, but once defined, they are regarded as indivisible units of computation. Different tasks can have different sizes. A task is said to be independent if its execution does not depend on data produced by others. It is said dependent, otherwise. The simultaneous execution of multiple tasks is the key to exploit parallelism efficiently. The maximum number of tasks that can be executed simultaneously, at any time, in a parallel algorithm determines its degree of parallelism. The granularity of a task is a measure computed as the ratio between the amount of computation done in a parallel task and the amount of communication. The scale of granularity ranges from fine-grained (very little computation per communication-byte) to coarse-grained (extensive computation per communication-byte). The finer the granularity, the greater the limitation on performance, due to the amount of synchronization needed.
The first step to enable parallel execution is to devise a parallel algorithm. Broadly speaking, we start with a sequential algorithm (that is, one that performs some sequential computation) and "parallelize" it by splitting concurrent portions of it as evenly as possible among the available processors, where each processor executes part of the computation and then combine, in some way, the partial results to obtain a final answer. The usual goal in parallelization is to minimize the execution time.
One would expect that increasing the number of processors would result in a proportional decrease of the execution time of a program. In practice, this is rarely observed due to overheads associated with parallelism. There are three major sources of overheads: interprocess communication, idling (for example, as a result of synchronization points in the computation or load imbalance), and extra computation (scheduling, packing/unpacking of messages, and so on).
The efficiency of a sequential algorithm is usually evaluated in terms of its execution time, which can be highly dependent on the size of the input. The efficiency of a parallel algorithm depends on more factors, namely the number of processors used, the amount and speed of inter-process communication, and also on the size of the input.
A number of performance metrics have been devised to be used in the study of parallel algorithms performance (Grama et al. 2003) . The serial runtime (T S ) of a program is the time elapsed between the beginning and the end of its execution on a sequential computer. The parallel runtime (T P ) is the elapsed time from the beginning of the parallel computation until it ends. The speedup S achieved by a parallel algorithm measures the performance improvement obtained by solving a problem in parallel. S is defined as the ratio between the time taken to solve a problem on a single processor and the time required to solve the same problem on a parallel computer with p identical processors:
Theoretically, the speedup can never exceed the number of processors p. This is because many algorithms are essentially sequential in nature. However, in practice, a speedup greater than p, called super-linear speedup, is sometimes observed. This happens when the work performed by a sequential algorithm is greater than its parallel version or due to hardware features that slowdown the sequential algorithm (for instance, as a result of using slower memory).
A parallel algorithm is said to be scalable if the speedup increases with the number of processors or if it maintains the execution time fixed while increasing the number of processors and size of the problem proportionally.
The memory architecture of parallel computers play a major role on the type of parallel programs one can write and execute. In shared-memory computers, all the memory is viewed and globally addressable by all processors. In distributed memory computers, each processor can only access its own local memory and there is no provision for a global address space. Several inter-process communication (IPC) techniques exist for the exchange of data between processes. Processes may be running on one computer or on two or more computers connected by a network. The main methods for IPC are message passing, synchronization, shared memory, and remote procedure calls (RPC). The IPC method used may vary accordingly to the parallel computer architecture: it is selected based on the bandwidth and latency of communication between the processes, and the type of data being communicated.
Parallel execution for ILP
Based on the principal performance bottlenecks for ILP systems identified in Sect. 1, we classify the coarse and fine-grained options for parallel ILP execution into three main strategies:
Search. We can distinguish here between parallel execution of multiple searches, and the parallel execution within a search. The granularity of the latter is substantially finer than the former. Data. In this, individual processors are provided with subsets of the examples prior to invoking the search procedure in Fig. 1 . We distinguish between two forms of parallel execution, with different communication requirements. In the first, each processor completes its search and returns the best clause. The set of all clauses are then examined in conjunction and a final result constructed by re-computing the utility of each clause using all the data. In the second approach, as each processor finds a good clause, its utility in the final set is re-computed using all the data. The granularity of the second approach is finer than the first, but it has the advantage that all clauses found will also be in the final set of clauses (in both cases, recursive clauses cannot be identified reliably). Evaluation. The search procedure invoked in Fig. 1 evaluates the utility of a clause. This usually requires its "coverage", which means determining the subset of E entailed by the D i given B and H i−1 . A coarse-grained strategy involves partitioning E into blocks. The blocks are then provided to individual processors, which compute the examples covered in (2000) Wielemaker ( Graham et al. (2003) Konstantopoulos (2003) the block. The final coverage is obtained by the union of examples entailed in each block.
There is a similarity to the coarse data-parallelism strategy described above. There too processors are provided with subsets of the data. There, the subsets are used to identify different clauses. Here, the subsets are used to evaluate a given set of clauses. A fine-grained strategy would involve determining subsets of literals in each D i that can be evaluated independently (this could be identified, for example, using the "cut" transformation described in Santos Costa et al. 2003) . Each such independent subset is then evaluated on a separate processor and the final result obtained by the intersection of examples entailed by the subsets.
It should be evident, but nevertheless worth noting here, that the three strategies above are not mutually exclusive. In fact, a parallel algorithm may exploit more than one. Furthermore, it should also be evident that the parallel algorithms can be classified in many different ways. For instance, we could also classify the parallel algorithms regarding their correctness, i.e., do they produce the same solution (correct) as the corresponding sequential algorithm. However, here we will focus our classification of previous work on parallel ILP systems on the three strategies mentioned above, along with the hardware architecture. Table 1 shows a brief summary of the entries that follow. Dehaspe and De Raedt (1995) . This is the first parallel ILP system that we are aware of. The system is a parallel implementation of Claudien, an ILP system capable of discovering general clausal constraints. The strategy is based on the parallel exploration of the search space where each processor keeps a pool of clauses to specialize, and shares part of them to idle processors (processors with an empty pool). In the end, the sets of clauses found in each processor are combined. The system was evaluated on a shared-memory computer with two datasets and exhibited a linear speedup up to 16 processors. Ohwada and Mizoguchi (1999) . This implements an algorithm based on inverse entailment (Muggleton 1995) . The implementation uses a parallel logic programming language and explored the parallel evaluation of clause coverage, and two strategies for search parallelisation (parallel exploration of independent hypotheses and parallel exploration of each refinement branch of a search space arising from each hypothesis). The system was applied to three variants of an email classification dataset and the experiments performed evaluated each strategy. The results on a shared-memory parallel computer showed a sublinear speedup in all strategies, although parallel coverage testing appeared to yield the best results. Ohwada et al. (2000) . This implements an algorithm that explores the search space in parallel. The set of nodes to be explored is dynamic and implemented using contract-net communication (Smith 1980) . Their paper investigated two types of inter-process communication, with results showing near-linear speedups on a 10 processor machine. Wielemaker (2003) . This implements a parallel version of a randomised search found in the Aleph system. The parallel implementation executes concurrently several randomised local searches using a multi-threaded version of the SWI Prolog engine. Experiments examined performance as the number of processors was progressively increased. Near-linear speedups were observed up to 4 processors, however the speedup was not sustained as the number of processors increased to 16. Skillicorn and Wang (2001) . This implements a parallel version of the Progol algorithm (Muggleton and Firth 2001) by partitioning the data and applying a sequential search algorithm to each partition. Data are partitioned by dividing the positive examples among all processors and by replicating the negative examples at each processor. Each processor then performs a search using its local data to find the (locally) best clause. The true utility of each clause found is then re-computed by sharing it among all processors. Note that this algorithm exploits the parallelization strategies identified (parallel search, data and evaluation) mentioned above, thus being an example that the strategies are not mutually exclusive. Experiments with three datasets suggest linear speedups on machines with 4 and 6 processors. Matsui et al. (1992) . This evaluates and compares two algorithms based on data parallelism and parallel evaluation of refinements of a clause (the paper calls this parallel exploration of the search space, although it really is a parallelisation of the clause evaluation process). The two strategies are used to examine the performance of a parallel implementation of the FOIL (Quinlan and Cameron-Jones 1993) system. Experiments are restricted to a small synthetic data set (the "trains" problem Michalski 1980) and the results show poor speedups from parallelisation of clause evaluation. Data parallelism showed initial promise, with near linear speedups up to 4 processors. Above 4 processors, speedup was found to be sub-linear due to increased communication costs. Clare and King (2003) . This describes PolyFarm: a parallel ILP system specifically designed for the discovery of first-order association rules on distributed memory machines. Data are partitioned amongst multiple processors and the system follows a master-worker strategy. The master generates the rules and reports the results and workers perform the coverage tests of the set of rules received from the master on the local data. Counts are aggregated by a special type of worker that reports the final counts to the master. No performance evaluation of the system is available. Graham et al. (2003) . This implements a parallel ILP system, using the PVM message passing library. Parallelisation is achieved by partitioning the data and by parallel coverage testing of sets of clauses (corresponding to different parts of the search space) on each processor. Near-linear speedups are reported up to 16 processors on a shared memory machine. Konstantopoulos (2003) . This investigates a data parallel version of a deterministic topdown search implemented within the Aleph ILP system (2003). The parallel implementation uses the MPI library and performs coverage tests in parallel on multiple machines. This strategy is quite similar to that reported in Graham et al., with the caveat that testing is restricted to one clause at a time (Graham et al. look at sets of clauses). Results are not promising, probably due to the over-fine granularity of testing one clause at a time. Blaták and Popelínský (2006) . This describes dRap: a parallel ILP system specifically designed for the discovery of first-order association rules on distributed memory machines. Data are partitioned amongst multiple processors and the system follows a master-worker strategy. The master generates the partitions and each worker then executes a sequential first-order association rules learner. The master collects the rules found by the workers and then redistributes the rules by all the workers to compute the support on the whole dataset.
No performance evaluation of the system is reported.
Results reported by these papers are summarised in Table 2 . The principal points that emerge are these:
1. Most of the effort has been focused on shared-memory machines where the communication costs are lower than for distributed-memory machines. 2. Speedups observed on shared-memory machines are higher than those observed on distributed memory ones. Maximum disparity is observed with parallel execution of the coverage tests: this is undoubtedly due to the fact that communication costs are high for distributed-memory machines, and the granularity of the task is finer than other forms of parallelism.
Despite the apparently discouraging results observed to date on distributed-memory machines, we believe that a further investigation is warranted for several reasons. First, the results are not obtained from a systematic effort to investigate the effect of the different kinds of parallelism. That is: results that are available are obtained from a mix of fine and coarse-grained parallelisation, on differently configured networks and with different communication protocols. Second, the availability and parallelism of shared-memory architecture machines continues to be substantially lower than distributed-memory ones (for example, distributed-memory "clusters" comprised of 10s or 100s of machines are relatively easy, and cheap, to construct). There is, therefore, practical interest in examining if significant speedups are achievable on distributed-memory architectures. In this paper, we present a systematic empirical evaluation of coarse-grained search, data and evaluation parallelisation for such architectures using a well-established network of machines (a Beowulf cluster) and a widely accepted protocol for communication (an implementation of the Message Passing Interface, or MPI (Message Passing Interface Forum 1994), that can be used by applications running in heterogeneous distributed-memory architectures).
Empirical evaluation
In this section we intend to undertake an empirical investigation into the effect of coarsegrained parallelisation implemented on a distributed-memory architecture. The investigation will examine the implementation of parallel algorithms for each of the three categories identified, namely: search, data and evaluation. In each case, we examine the speedup obtained with an efficient parallel implementation. Specifically, our goals are to estimate the speedups obtained with each form of parallelisation; and to determine if these are an improvement over those obtainable with a sequential randomised technique (to date, these randomised techniques have reported some of the most significant speedups on benchmark data).
Materials
Data and background knowledge
Data for the experiments are from three well-known biochemical problems in the ILP literature: (1) identifying mutagenic nitroaromatics (Srinivasan et al. 1994a (Srinivasan et al. , 1994b ) (specifically, the "regression-friendly" subset consisting of 188 compounds); (2) identifying chemical carcinogens (Srinivasan et al. 1997; King and Srinivasan 1996) ; and (3) the inhibition of E. coli dihydrofolate reductase by pyrimidines (King et al. 1992 ). Furthermore, we used a well known engineering problem in the ILP literature: the problem of learning rules for determining the resolution of a Finite Element mesh (Dolšak et al. 1997) , that corresponds to learning rules that determine the number of elements on an edge. We refer the reader to the references cited for details of the datasets and the background knowledge available for each problem.
Besides the obvious differences, the problems have a number of distinguishing features from an ILP viewpoint:
1. The mutagenesis problem is known to have good short clauses (with four literals or fewer) that entail the observed data; and the carcinogenesis problem is known not to have any good short clauses that entail the data (this is purely based on chemical structure: see Dehaspe et al. 1998) . To the best of our knowledge, the pyrimidines problem has only been addressed using a specific-to-general ILP system (Golem: Muggleton and Feng 1990) . This system has a propensity to construct long clauses. It is not known therefore if there are any short clauses that are equally effective in explaining the observed data. 2. The number of examples constituting the observational data vary from a few hundreds (188 for mutagenesis and 337 for carcinogenesis) to a few thousands (2788 for pyrimidines and 3119 for mesh). 3. The background knowledge varies from determinate (pyrimidines and mesh); to moderately non-determinate (mutagenesis); to highly non-determinate (carcinogenesis). The amount of background knowledge also varies: it comprises about 2000 ground facts for the pyrimidines and mesh problems; about 10,000 ground facts for mutagenesis; and about 20,000 ground facts for carcinogenesis.
Algorithms and machines
All algorithms follow a standard master-worker scheme in which one processor is designated as the "master" and the remaining are "workers". Workers wait for requests from the master: after receiving a message from the master, a worker executes the task contained in it. Task results are sent to the sender (master) after task completion (a simplified diagrammatic view of the messages exchanged between a master and worker for each of the parallel implementations can be found in Fig. 2) . We concentrate on coarsely-parallel strategies for each of search, data and evaluation parallelisation. Specifically, we have implemented the following within the April ILP system (Fonseca et al. 2006 ):
Search. Parallel version of the RRR algorithm described in (Železný et al. 2006 ). We will call it SP-RRR (the prefix SP stands for "search parallel"). In the parallel version, the master's algorithm is similar to the sequential version with the following differences: (i) the master replicates the data to all workers in the beginning of the execution; (ii) the searches are performed in parallel by the workers, after receiving the initial (random) rule from the master, and the good rules found are sent to the master; the number of searches performed is limited by maxtries; if the number of workers is lower than maxtries, the master starts one search on each worker and then spawns new searches on workers that complete their previous assignment. The master stops spawning searches to workers whenever it reaches the maxtries count or upon receiving a rule from a worker, case in which it waits for all workers to complete before proceeding to the next step; (iii) the master selects the best rules of all received rules; (iv) the removal of examples covered by the best rule (steps 8 and 9 in Fig. 1 ) is performed in parallel on all workers. Note that SP-RRR may not return the same solution as the sequential RRR due, mainly, to the different order by which the rules are retained in the final set. The granularity of the parallel tasks of this algorithm varies accordingly to the value of the maxtime parameter: the bigger the value, the larger the granularity of the parallel task. Data. Two data procedures based on data parallelism were implemented. We call these two procedures DP-LR and DP-LT (DP stands for "data parallel"; LR for "learn rule" and LT for "learn theory"). DP-LR was implemented as described by Wang & Skillicorn (in Skillicorn and Wang 2001) and summarised in Sect. 3.1. We now describe DP-LT that is a more general procedure than DP-LR. DP-LT starts by partitioning the set of examples (both positive and negatives: recall the Wang & Skillicorn variant only partitions the positive examples, the negative examples are replicated). The DP-LT procedure induces p sets of rules in parallel, using the standard sequential algorithm on each subset. We still need to obtain a single set of rules from the p rule-sets. The combination of the sets of rules into a single rule set can be made using several strategies. In order to make the comparison with the sequential algorithm clearer, a simple strategy was selected, very similar to the one used by the sequential algorithm. The rules are ordered using some metric (in our implementation we used coverage). The best rule is selected for retention in the final set and the remaining rules are reevaluated and reordered (the rules that are no longer considered acceptable are discarded). Then the best rule is selected for retention and process is repeated for the remaining rules. The solution returned by these procedures may not be the same as the sequential version. It is straightforward to see that DP-LT procedure has the largest granularity of all procedures here described. Evaluation. A parallel version of the procedure implemented in Konstantopoulos (Konstantopoulos 2003 and Sect. 3 .1) with two important differences: (1) we use asynchronous message passing communication for all operations involving the sending of a message (Konstantopoulos only uses synchronous message passing operations); and (2) our implementation used LAM MPI as opposed to the MPICH MPI implementation used by Konstantopoulos. In the procedure, examples are divided evenly amongst the p processors. Coverage of each rule found in the search is evaluated in parallel on the p subsets and the final coverage computed by the union of examples covered in each subset. We call the procedure EP-CT (EP stands for "evaluation parallel" and CT for "coverage test"). Note that EP-CT returns the same solution as the sequential algorithm whilst the previous procedures may not return the same solution as the sequential algorithm due, mainly, to the different order by which the rules are found and retained in the final set.
In all cases, we will be comparing the parallel implementations against the randomised bi-directional search RRR; and, for completeness, the systematic top-down search DTD.
All parallel implementations used the Prolog language (YAP compiler version 5.1); and LAM (Squyres and Lumsdaine 2003) MPI for the communication layer. LAM is a highquality open-source implementation of the Message Passing Interface (MPI) specification, that can be used for applications running in heterogeneous clusters or in grids.
The experiments were performed on a Beowulf Cluster composed of 4 nodes. Each node is a dual processor computer with 2 GB of memory, running the Fedora Core 6 distribution of GNU/Linux.
Settings
The settings of the ILP system were tuned so that the DTD runs did not take more than two hours to complete (except for the Mut application). Table 3 shows the main settings used for each application. The parameter nodes specifies an upper bound on the number of rules (nodes-restriction) generated while searching for a rule. The i-depth (Muggleton and Feng 1992) corresponds to the maximum depth of a literal with respect to the head literal of the rule. The parameter CL defines the maximum length that a rule may have, i.e., the maximum number of literals in a clause. MinAcc specifies the minimum accuracy that a rule must have in order to be accepted as good. Finally, the noise parameter defines the maximum percentage of negative examples that a rule may cover in order to be accepted.
For the RRR algorithm we ignored the parameter nodes and used the following settings: restarts = 100, maxtime = 20 s. The choices for these parameters, although admittedly arbitrary, were the same used previously in the literature (Srinivasan 2000; Železný et al. 2002) .
Method
Our method is straightforward:
• For each problem area (mesh, mutagenesis, carcinogenesis, and pyrimidines):
-With 1 processor:
1. Construct the best possible theories using the systematic top-down search DTD and the randomised bi-directional search RRR. 2. Estimate the accuracies of the theories constructed and the times taken to construct the theories. For simplicity, we will call these "sequential accuracy" and "sequential time".
-With 2, 4, 6 and 8 processors:
1. Construct the best possible theories using the search-parallel procedures (SP-RRR); data-parallel procedures (DP-LR and DP-LT); and the evaluation-parallel procedure (EP-CT) described earlier. 2. Estimate the accuracies of the theories constructed and the times taken to construct the theories. For simplicity, we will call these "parallel accuracy" and "parallel time".
-Compare the estimates of sequential accuracy and time against the corresponding estimates of parallel accuracy and time.
The following details are relevant:
(a) Estimates of accuracy and times for theory construction were obtained using 5-fold cross validation; (b) For each problem and procedure, constructing the "best possible theory" requires optimal values for some parameters. The principal parameters of interest for an ILP algorithm are usually: the maximum number of literals in any clause found by the ILP system and the minimum accuracy for a clause to be acceptable. We have used values from the original reports in the literature (references provided above in Data and Background Knowledge' section), under the assumption that these are likely to be near-optimal; (c) Constructing theories with a search procedure results in cross-validated estimates of accuracy and time for theory construction. The standard error in the accuracy estimate is obtained using the contingency table from the cross-validation. Strictly speaking, this is incorrect, but it has been found to be an acceptable approximation (Breiman et al. 1984) . (d) A quantitative analysis for significant differences in accuracies should account for the fact that all theories are tested on the same sample. The appropriate statistical test for this is McNemar's test for changes (Everitt 1992) , that tests the null hypothesis that the proportion of examples correctly classified by a pair of theories is the same. Differences in accuracy will be deemed significant only if on completing the calculations for McNemar's test, the resulting probability of the observed differences occurring by chance is ≤0.05. Comparisons of times for theory construction will simply be the speedups (if any) observed over the time taken by the DTD procedure.
Results
Tables 4 and 5 summarise the accuracies and speedups obtained with the sequential and parallel procedures (the complete set of results is in Appendix A). We note first that the sequential randomised procedure RRR attains comparable accuracies to the systematic search procedure DTD in substantially less time. This confirms observations made elsewhere in the literature (Železný et al. 2006) . The parallel version of RRR, SP-RRR, shows good speedups with the Carc application, while in the Mut we observe a slowdown. A distinctive characteristic of SP-RRR, that can explain the slowdown observed in Mut, is that it makes more searches (restarts) than RRR. Although both RRR and SP-RRR stop restarting as soon as a clause is found, in the case of SP-RRR it must wait for the restarts being run in parallel to terminate, thus potentially causing some overhead in the execution. Aborting the execution of these restarts is not an Table 4 Classification accuracies of theories. The first two rows represent sequential procedures, and the remainder parallel ones. The parallel procedures are in groups corresponding to those that perform search parallelisation (prefixed by "SP"), data parallelisation ("DP") and evaluation parallelisation ("EP"). The accuracy shown for any parallel procedure is the highest of the values obtained with 2, 4, 6 and 8 processors. There are no significant statistical differences in the accuracies of sequential and parallel procedures. easy and costless option on a distributed execution environment 2 . As stated earlier, the granularity of the SP-RRR algorithm depends on the value of the maxtime parameter. Therefore, increasing the value of this parameter results in longer searches (restarts), thus increasing the granularity of the parallel computations.
The results reported on DP-LR are quite different from the ones previously reported in (Skillicorn and Wang 2001) . Wang et al. reported super-linear speedups (up to 6 processors) while here we report sub-linear speedups in most of the cases. This can be explained by the fact that Wang et al. ran the experiments in a shared memory machine whereas we ran them on a distributed memory machine (a Beowulf cluster) with unavoidable communication overheads. We can also observe that DP-LR achieves a considerable worst accuracy on Mesh than that obtained by the other algorithms. The theories found by DP-LR on Mesh are composed by more specific and lengthier rules than the ones found by DTD suggesting that the algorithm is overfitting while learning in the subset of positive examples. We assess the performance of the parallel procedures by considering three questions:
1. Is there any relation between accuracy, speedup and parallelisation? 2. What are the comparative efficacies of search, data or evaluation parallelism for distributed memory architectures? 3. Does parallelisation give substantial gains over the best sequential approach? Tables 6 and 7 show estimates of the pairwise association between accuracy and speedup with parallelisation. The estimates are obtained using rank correlations of the values obtained with each of the former quantities with 2, 4, 6 and 8 processors. We are able to test the hypotheses H 0,acc that accuracy is uncorrelated with the number of processors and H 0,speedup that speedups are uncorrelated with the number of processors. This translates to expected rank correlations of 0.0 in both cases (accuracy versus processors, and speedup versus processors). Assuming the entries in Tables 6 and 7 are observations of independent, identically distributed random variables, we use a simple sign test to obtain approximate probabilities of observing the values shown, if the null hypotheses held. Ignoring ties and denoting values below the expected value as "tails" and those above as "heads", we observe 7 tails and 4 heads in Table 6 . The corresponding values are 5 and 11 Table 7 . The corresponding binomial probabilities are 0.3 and 0.1, which suggest that we are clearly unable to reject H 0,acc , but can reject H 0,speedup with some caution. We are therefore, able to formulate the first of our findings:
F1. The data are consistent with accuracies being unaffected by parallelisation; and provide some evidence of speedups increasing with parallelisation.
We turn now to the second question, namely, the comparative efficacies of search, data and evaluation parallelisation. Based on the discussion just preceding, we assume accuracies are unaffected by parallelisation and that the question is concerned with speedups only (specifically, on the maximum speedups possible). Both the best-case speedups in Table 5 and the more detailed break-up in Table 11 (see Appendix A) show that while the consequences of data parallelisation are relatively uniform across the four problems-there is always a speedup-the mutagenesis data appear to affect the other two forms of parallelisation in different ways. It is only here that search parallelisation is slower than deterministic search, and, for all practical purposes, evaluation parallelisation is faster. To investigate this further, we examine some quantitative differences between the four problems: these are tabulated in Table 8 . We note the average time to evaluate an example is markedly different for the mutagenesis data (the difference is 2 to 3 orders of magnitude, while being within 1 order of magnitude along other dimensions). There are many reasons why times for evaluation could be high: the background knowledge may be very non-determinate or time-consuming to execute; there may be many literals in the clause; the order of the literals may be inappropriate; the evaluation performs a subsumption test that is inherently difficult, and so on. Here, a large proportion of the long time for evaluation is due to the use of intensional definitions-in effect, a logic program-in the background knowledge for detecting chemical groups (ring structures, methyl groups, alcohols, and so on). Definitions encoded in this form are slow to execute, and for small datasets can be pre-computed into a table of ground facts (this has been done, for instance, for the carcinogenesis data). An alternative to pre-computing is to dynamically ground the intensional definitions by means of tabling (Rocha et al. 2005) . Using an extensional version of the background knowledge alters the AET for mutagenesis from 20846 µs to 163 µs. The effect on search and evaluation parallelisation is shown in Table 9 and in more detail in Table 12 (see Appendix A) These results form the basis for the following findings:
F2. On average, we expect evaluation parallelisation to be the least effective of the three forms of parallelisation. We expect search parallelisation to result in higher speedups than data parallelisation unless clause evaluation times are very high. F3. Data parallelisation appears to be generally effective in that it always results in some speedup. F4. Evaluation parallelisation is only effective when clause evaluation times are very high.
Finally, we consider the third question, which is whether parallelisation is any better than the best sequential approach (here, RRR). From the best-case speedups in Table 5 it is clear that the sequential approach is slower than at least one parallel procedure on all three problems. As to the more specific question of whether any particular form of parallelisation is consistently better than the sequential approach, the answer appears to be "yes", only if average evaluation time is not too high. If this situation holds, then results with search parallelisation (that is, SP-RRR) are consistently better than the best sequential results. While there is still a 1 in 4 chance that SP-RRR is actually slower than RRR, there is nevertheless some evidence here for the following finding:
F5. If clause evaluation times are not very high, then we expect search parallelisation to be more effective than the best sequential approach.
Concluding remarks
We surveyed the state-of-the-art on parallel ILP implementations and studied the performance of five parallel algorithms on a distributed memory computer using four ILP benchmark applications. The parallel algorithms implemented exploit the three main strategies to parallelize ILP systems identified.
The principal findings of interest are: (1) Parallelisation on distributed memory architectures does seem to be useful (measured by speedup over a deterministic search strategy on a sequential architecture); (2) Of search, data and evaluation parallelisation, the last seems to be the least effective. Of search and data parallelisation, the former is more effective if clause evaluation times are not high. In general, the latter always yields some speedup over the deterministic search strategy, but not necessarily over the fastest sequential search method reported in the literature; and (3) If clause evaluation times are not high, then search parallelisation yields speedups over both a deterministic search, and the fastest sequential search method reported in the literature.
A natural extension of this work is to perform a larger experimental evaluation on larger clusters and number of applications. It would also be interesting to extend the evaluation of the algorithms to shared memory architectures. This paper has been restricted to studying each form of parallelisation in isolation. Combinations of the different methods need also to be investigated. Finally, communication is always an important factor on the performance of parallel algorithms. Although absolute numbers were not our goal here, improvements in the communication layer implementation should yield higher speedups.
Table 10
Estimates of the classification accuracies of theories. The first two rows represent sequential procedures, and the remainder parallel ones. The parallel procedures are in groups corresponding to those that perform search parallelisation (prefixed by "SP"), data parallelisation ("DP") and evaluation parallelisation ("EP"). The accuracies shown for the parallel procedures were obtained using 2, 4, 6 and 8 processors Table 11 Estimates of the time for constructing theories. The times are shown as speedups measured against the time for theory construction by DTD (for any procedure, the speedup is the ratio of the time taken by DTD to the corresponding time taken by that procedure. Thus, an entry greater than 1 indicates that the procedure is faster than DTD). The speedups shown for the parallel procedures were obtained using 2, 4, 6 and 8 processors. Table 12 Estimates of the time for constructing theories for the extensional version of the mutagenesis dataset. The times are shown as speedups measured against the time for theory construction by DTD. The speedups shown for the parallel procedures were obtained using 2, 4, 6 and 8 processors. The DTD time is presented in seconds. We point out that with the same settings as the other version of the dataset the DTD execution time was only 3 seconds. We therefore increased the search space (50 fold) in order to be able to evaluate the performance of the two parallel algorithms 
