In this study, we propose a novel noise adaptive speech enhancement (SE) system, which employs a domain adversarial training (DAT) approach to tackle the issue of noise type mismatch between training and testing conditions. Such a mismatch is a critical problem in deep-learning-based SE systems. A large mismatch may cause serious performance degradation to the SE performance. Since we generally use a well trained SE system to handle various unseen noise types, the noise type mismatch commonly happens in realworld scenarios. The proposed noise adaptive SE system contains an encoder-decoder-based enhancement model and a domain discriminator model. During adaptation, the DAT approach encourages the encoder to produce noise invariant features based on the information from the discriminator model and consequentially increases the robustness of the enhancement model to unseen noise types. Here we regard stationary noises as the source domain (with ground-truth clean speech) and non-stationary noises as the target domain (without ground truth). We evaluated the proposed system on the TMHINT sentences. Experimental results show that the proposed noise adaptive SE system successfully provide notable PESQ (55.9%) and SSNR (26.1%) relative improvements over the SE system without performing noise adaptation.
INTRODUCTION
Speech enhancement (SE) has been widely used as a preprocessor in speech-related applications, such as speech coding, hearing aids [1], automatic speech recognition (ASR), and cochlear implants [2] . In the past, various SE approaches have been developed. Notable examples include spectral subtraction [3] , minimum-mean-squareerror (MMSE)-based spectral amplitude estimator [4] , Wiener filtering [5] , and non-negative matrix factorization (NMF) [6] . Recently, deep denoising autoencoder (DDAE) and deep neural network (DNN)-based SE models have also been proposed and extensively investigated [7, 8, 9, 10] . One of the critical problems in datadriven SE is the mismatch between the training and testing environments. In real-world scenarios, the acoustic environment where we deploy our enhancement model can be vastly different from our training examples, and unseen noises can seriously degrade the quality of processed signal. One way to overcome this problem is to collect as many types of noises as possible to increase the generalization ability [8] , but it is not practical to cover potentially infinite noise types that may occur in real scenarios. We propose to come in from the domain adaptation perspective. Though not commonly seen in SE works, it is of great interest in the field of computer vision and has been shown to be successful [11] . The goal of domain adaptation is to utilize the unlabelled target domain data to transfer the model learned from the source domain data to a robust model in the target domain. One way is to extract domain invariant features in the use of domain adversarial training (DAT) [12] . The key idea is to jointly train a discriminator, which can classify whether the input is from the source domain or the target domain given extracted features, and a feature extractor, which tries to confuse the discriminator. As a result, the down-stream task will not take domain information into consideration, and thus would be robust to domain mismatch.
In our scenario, noisy utterances corrupted by stationary noises are defined as the source domain, and non-stationary noises are the target domain without corresponding clean utterances. We modify an architecture called "CBHG" to build our encoder and decoder. It consists of convolutional layers, residual connections, a highway network and a GRU layer. We train our encoder-decoder with the classical mean-square-error objective function using the source domain data. On top of that, the parameters of the encoder and an additional domain discriminator are updated using the domain adversarial objective. With the help of DAT, we achieve significant improvements in objective measures including perceptual evaluation of speech quality (PESQ) [13] , segmental signal-to-noise ratio (SSNR), and short-time objective intelligibility (STOI) [14] . We compare our DAT with an upper-bound model and a lower-bound model. The upper-bound model is trained in a fully-supervised fashion where the clean speech references for the target domain data are available, and the lower-bound model is trained with the source domain data only, without any domain adaptation techniques. Experiments show that we cover the quality gap by 55.9% and 26.1% in average PESQ and average SSNR, respectively.
The rest of the paper is organized as follows. We review some works that were focused on domain adaptation for speech related tasks in Section 2. In Section 3, we give our approach a detailed explanation, including objective functions and the model architecture. The experiment settings and results are presented in Section 4. Finally, we give our conclusions in Section 5.
RELATED WORK
Generative Adversarial Network (GAN) [15] has attracted great attention in the community of deep learning recently. Adversarial training is capable of modeling a complex data distribution, by employing an alternative mini-max training scheme between a generator network and a discriminator network. One of its applications is to serve as a new objective function for a regression task. Instead of explicitly minimizing the L1\L2 losses, which can cause over- Fig. 1 . The proposed adversarial training scheme includes an encoder, a decoder and a discriminator. In the forward-pass, the encoder takes in noisy speech and outputs features, and then the decoder outputs enhanced speech given extracted features. The last layer of the discriminator is followed by softmax activation, representing the probability distribution of noise types. During training, encoder-decoder and discriminator are optimized alternatively. The discriminator tries to minimize LDAT while the encoder tries to maximize it by multiplying a negative constant λ. In this way, the encoder is encouraged to produce noise-invariant features.
smoothing results, the discriminator gives a high-level abstract measurement of generated images' "realness". This idea has been used in the SE task with parallel or nonparallel corpora [16, 17, 18, 19 ]. Another important application of adversarial training is domain adaptation. In a data-driven-based pattern classification\regression task, the mismatch between the training and testing conditions is also known as the domain shift problem, which can cause serious performance degradation. One way to tackle this problem is to match the data distributions across domains. Ganin et al. [12] proposed to utilize adversarial training to produce high-dimensional features that were indistinguishable for a discriminative domain classifier. Such idea has been deployed in various speech processing frameworks for extracting domain invariant features. In [20, 21] , the authors matched the distributions of the clean and distorted speeches in the feature space, and confirmed that the noise-invariant features were beneficial to robust acoustic models. In [22, 23, 24] , speakerinvariant and accent-invariant features were extracted in a similar fashion for speaker recognition and speech recognition. In [25] , Domain Separation Network with three network components was used to extract features. The component shared by both domains was optimized with the classification loss and DAT. To further increase the degree of domain-invariance, two private components were separately trained to be orthogonal to the shared component. Although DAT has been utilized in noise-robust speech recognition frequently, all of them are classification tasks. In this paper, we confirm that it can be deployed on a SE system as well.
DOMAIN ADVERSARIAL SPEECH ENHANCEMENT
We assume the scenario where only a small amount of noisy utterances that match the testing condition (i.e., the non-stationary noise environment) is available, and no corresponding clean speech at all. We denote the speech dataset under stationary noises as S = {xi, yi} N i=1 , where xi and yi are the noisy signal and its corresponding clean signal. The unlabelled speech dataset under non-stationary
The goal is to utilize these unlabelled data to minimize domain mismatch.
Domain adversarial training
Our network consists of three components: the encoder network E(x; θenc) whose input is noisy speech x and output is the extracted feature vector f , the decoder network D(f ; θ dec ) that estimates clean acoustic feature y given input f , and the discriminator network Disc(f ; θ disc ) that outputs a probability distribution over domains. θenc, θ dec and θ disc are the parameters of the network; for simplicity, we drop the θ notation in equations below. The overall workflow is shown in Fig. 1 . Unlike the discriminator in [12] , which is a binary classifier, in this work it gives a probability distribution over noise types. The discriminator tries to correctly predict noise types while the encoder tries to maximize the prediction error. As a result, the encoder tends to produce noise-invariant features, thereby reducing the mismatch problem.
Objective functions
We take the regression approach as our SE objective function, which minimizes mean-square-error between the ground truth clean speech and the output of the decoder network:
where N is the total number of training samples from the source domain, xi and yi are the i-th paired noisy and clean speeches. The discriminator is optimized by minimizing the categorical cross-entropy loss, denoted as L M +N DAT , where M +N is the total number of training samples from both source domain and target domain.
We've tried two ways of realizing adversarial training. First, following [12] , a gradient reversal layer (GRL) is inserted between the discriminator and the encoder. In the forward-pass, it acts as Fig. 2 . The architecture of the encoder. We use 1-D convolutional layers, where the frequency banks are treated as the channels and the filters shift on the time axis. Channels, filter sizes, and strides are denoted as C, k, and s, respectively. C also means the number of neurons in linear, highway block and GRU layers. K in "Conv1D bank" means that the filter size ranges from 1 to K. The outputs will be stacked together on the channel dimension, so there will be C×K feature maps passed into the following layer.
an identity layer that leaves the input unchanged, but reverses the gradient passing through it by multiplying it by a negative scalar λ in the backward-pass. Another way is to optimize the encoder and the discriminator alternatively like the way in [15] . The choice of GRL versus alternating minimization can be viewed as different approximations of mini-max [26] , and the second scheme stabilizes training and produces better results in our preliminary experiments.
Network parameters are updated via gradient descent, and the overall update rules are as follows:
where α is the learning rate, and λ is the importance weight between two objectives. We linearly increase λ from 0 to 0.05 in 100000 iterations to stabilize learning, preventing it from emphasizing too much on the noise invarianceness even before the model can de-noise properly. We find this training scheme is extremely important for our enhancement model to work.
Model architecture
The encoder and the decoder have similar architectures. We first describe our CBHG-like encoder, illustrated in Fig. 2 , which is inspired from the work in speech synthesis and voice conversion [27, 28] . It consists of 1-D convolutional filter banks that shift along the time axis, followed by several bottleneck residual-blocks [29] . Next is a projection layer (also 1-D convolutional) to match the shape of output to the input sequence, and then added via residual connections. We then use another projection layer for down-sampling on the time axis. After that are highway networks and bidirectional gated recurrent unit (GRU). 1-D convolutional filter banks convolve the input sequence with different sets of filters; the k-th set has filter width of k, k = 1, 2, ... , K. These filters model various lengths of contextual information from the input sequence, which is similar to modeling unigrams, bigrams, up to K-grams for a text sequence input. The convolved outputs are stacked upon the channel dimension. After the residual-blocks and projection layers, the outputs are fed into a multi-layer highway network [30] to extract high-level features. Finally, we use a bidirectional GRU to extract the sequential features from both forward and backward contexts. The decoder is almost the same as the encoder, except that it does not have convolutional filter banks, its projection layer conducts deconvolutional up-sampling, and its GRU is unidirectional. Different from [27] , there is no attention mechanism between the encoder and the decoder. The discriminator is a simple CNN classifier with residual blocks and fullyconnected layers. We use LeakyReLU for all activation functions.
EXPERIMENTS

Experiment setup
Since we want to focus on the noise mismatch in our experiments, speaker variation is discarded, and thus a single speaker corpus, Taiwanese Mandarin version of Hearing in Noise (TMHINT) [31] , was used to prepare the training and test sets. The TMHINT dataset contains 320 utterances. For the training set, 200 utterances were corrupted with five stationary noise types (the source domain) at seven SNR levels (-10 dB, -5 dB, 0 dB, 5 dB, 10 dB, 15 dB, and 20 dB) to form the source domain training data while another 20 utterances were mixed with the non-stationary noise type (the target domain). In this paper, the stationary noise types include car noise, engine noise, soft wind noise, strong wind noise, and pink noise, and the non-stationary noise type is a baby-cry noise. For the test set, the remaining 100 utterances were corrupted with the same non-stationary noise type (baby-cry) of the target domain at five SNR levels (-3 dB, 3 dB, 6 dB, 9 dB, and 12 dB). The sampling rate of our speech data is 16 kHz. We extracted time-frequency (T-F) features using a 512-point short time Fourier transform (STFT) with a hamming window size of 32 ms and a hop size of 16 ms, resulting in feature vectors consisting of 257-point STFT log-power spectra (LPS). For the CBHG model, we split each training utterance to multiple segments of 32 frames, and thus the input and output of our encoder-decoder would be a matrix of 257x32. Before the data were fed to our system, they were normalized with mean and standard-deviation. Finally, multiple decoder outputs were concatenated and synthesized back to the waveform signal via inverse Fourier transform and an overlapadd method. We used the phases of the noisy signals for inverse Fourier transform. In the following experiments, we will evaluate our SE algorithm from three aspects: speech quality, noise reduction, and speech intelligibility. Therefore, PESQ, SSNR (in dB), and STOI will be used to evaluate the enhanced speech, respectively. All of three scores are the higher the better. 
Results
For the fair comparison, we used the same model architecture, weight initialization, and training scheme for all the models compared in the experiments. For each model, we tested it after every 5000 iterations during training, and manually selected the one that yielded the best results over all three metrics. Adam algorithm [32] was used for training, with a learning rate of 0.0001 and a batch size of 32. The baseline is denoted as CBHG-L, with λ set to 0, meaning that only the source domain data were used to train the model parameters. As mentioned above, 20 clean utterances were mixed with the target noise type at seven SNR levels (-15 dB, -10 dB, -5 dB, 0 dB, 5 dB, 10 dB, and 15 dB), which yielded a total of 140 target domain noisy utterances that could be used in DAT. The noisy utterances under three SNRs (-5dB, 0dB, and 5 dB) formed a 60-utterances subset while the noisy utterances under five SNRs (-10 dB, -5 dB, 0 dB, 5 dB, and 10 dB) formed another subset of 100 utterances. The models unsupervisedly adapted with different numbers of target domain noisy utterances are dubbed as CBHG-60, CBHG-100, and CBHG-140. We also conducted a fully supervised experiment to be our upper-bound model, denoted as CBHG-U. In this case, the 140 target domain noisy training data were paired with the corresponding clean utterances in training, so the model was optimized with fully supervised mean-square-error and the domain adversarial objective was discarded. In Fig. 3 , we show the effectiveness of DAT on different amounts of target domain adaptation data. We can see that PESQ gradually increases when there are more target domain noisy speech data involved in training. Since unlabelled noisy speech data are easily acquired, the benefit from noise adaptive training is promising. In Table 1 , we can see that with noise adaptation, CBHG-140 covers 55.9% and 26.1% of the gap between the baseline and the upper-bound model, with respect to average PESQ and average SSNR. Surprisingly, the proposed models even outperformed the upper-bound model in STOI. One possible reason could be over-fitting in CBHG-U training, We observed that the STOI score degraded rapidly after only a few iterations. In summary, the models equipped with noise adaptation achieved higher scores than the models without adaptation.
CONCLUSIONS AND FUTURE WORK
In this paper, we have studied the problem of noise mismatch in SE systems. We propose to tackle the problem with the DAT algorithm on an encoder-decoder-based neural network. Utilizing unlabelled target domain noisy speech, we aim at extracting noise-invariant features. Experimental results show that the proposed model achieved Fig. 3 . Comparison of the baseline, the proposed models, and the upper-bound in PESQ at different SNR levels. We denote CBHG-60 (-100 and -140) as the proposed models, where the number represents the amount of target domain noisy speech data seen during training. The PESQ scores for the unprocessed speech are 1.3825, 1.6753, 1.8280, 1.9912, and 2.1625 at -3 dB, 3 dB, 6 dB, 9 dB, and 12 dB, respectively, with the average of 1.8079. significant improvements over the baseline model. In the future, we may utilize the unlabelled data in other ways to further improve the enhanced speech, such as adding an unsupervised adversarial loss on the output to produce more realistic spectrograms. 
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