In orthogonal frequency-division multiplex access (OFDMA) uplink, the carrier-frequency offsets (CFOs) between the multiple transmitters and the receiver introduce inter-carrier interference (ICI) and severely degrade the performance. In this paper, based on the perfect estimation of each user's CFO, we propose two low-complexity iterative algorithms to cancel ICI due to CFOs, which are denoted as the basic algorithm and the improved algorithm with decision-feedback equalization (DFE), respectively. For the basic one, two theorems are proposed that yield a sufficient condition for the convergence of iterations. Moreover, the interference-power-evolution (IPE) charts are proposed to evaluate the convergence behavior of this interference cancellation algorithm. Motivated by the IPE chart, the procedure of DFE is introduced into the iterations, which is the basic idea of the improved algorithm. For this improved algorithm, the error-propagation effect are analyzed and suppressed by an efficient stopping criterion. From IPE charts and simulation results, it can be easily observedthat the basic algorithm has the same capability of ICI cancellation as the linear optimal minimum mean square error (MMSE) method, but offers lower complexity, while the improved algorithm with DFE outperforms the MMSE method in terms of the bit-error rate (BER) performance. key words: orthogonal frequency-division multiplex access (OFDMA), inter-carrier interference (ICI), carrier-frequency offset (CFO), iterative algorithm, interference-power-evolution (IPE) chart, decision-feedback equalization (DFE) 
Introduction
Orthogonal frequency-division multiplex access (OFD-MA) is a multiplex technique, in which the subcarriers are grouped into sub-channels and these sub-channels are allotted to multiple users (i.e., subscribers) for simultaneous transmissions [1] . Other than the merits descended from orthogonal frequency-division multiplexing (OFDM) systems, such as the high frequency-spectrum efficiency and strong ability to mitigate multi-path propagation, there exist some other significant advantages in this multiplex architecture. One advantage of OFDMA over other multiple access methods (such as TDMA, CDMA) is its capability to exploit the multiuser diversity embedded in frequency-selective channels for static or slowly varying channel environments [2] , [3] . In this way, for each group of subcarriers the power and bits are loaded to those users who have high channel gains, so that the channel capacity and system throughput can be improved greatly [4] , [5] . Due to these merits in wireless multiple access systems, OFDMA technology has been recognized as the physical layer multiple access technology in IEEE 802.16 wireless metropolitan area network (WMAN) standard [6] , [7] .
In an OFDMA system, the oscillator frequencies of all the users and the base-station (BS) should be strictly synchronous. But in practice, the number of users is so large that it is very difficult to make sure all the users and the BS are adjusted to an uniform carrier frequency. Hence there exist carrier-frequency offsets (CFOs) between multiple transceivers. Unlike single-user or multiuser downlink OFDM scenarios [8] , in the case of multiuser uplink, different transmitters have their own carrier-frequencies, so the received signals may suffer from multiple CFOs, which cannot be compensated effectively by merely adjusting the receiver's carrier-frequency. As in ordinary OFDM systems, the subcarriers' orthogonality at the OFDMA uplink receiver is quite sensitive to CFOs. The destruction of subcarriers' orthogonality would introduce serious inter-carrier interference (ICI) and cause severe performance loss [9] , [10] .
In OFDMA systems the subcarriers can be allocated to multiple users under three patterns: the block one, the comb one (i.e., the interleaved one), and the hybrid one [11] . Normally, the block pattern benefits the pilot-aided channel estimations, but the comb pattern provides larger frequency diversity and increases the capacity in frequency-selective fading channels [9] . In OFDMA uplink systems, whatever pattern is used, the CFOs and channel state information (CSI) can be obtained [9] , [11] - [13] . Given these information, the suppression of ICI caused by CFOs is possible. One method is to inform all the transmitters of their corresponding CFO estimates through the downlinks in time. But this feedback process will increase the system overhead and the cost of the subscribers [10] . In order to improve efficiency, an alternative method is to cancel the ICI at the receiver, i.e., adding an architecture of ICI cancellation before the detection of the signals. Recently, this kind of high-efficiency methods is taken attractive attention in [10] , [14] - [16] . In [14] , the authors have tried to reconstruct the orthogonal spectral signals based on minimum mean square error (MMSE) and least squares (LS) criteria. They have constructed an interference matrix and taken out part of non-diagonal entries Copyright c 2007 The Institute of Electronics, Information and Communication Engineers for simplicity. However, in both the MMSE method, which is linear optimal, and the LS method, the high-complexity matrix inversions should be performed. Besides, there still exists a certain loss in the bit-error rate (BER) performance relative to the non-CFO systems. Frequency-domain circular convolution has been employed to compensate the CFOs in [10] , [15] , [16] . Therein, Jihoon et al. carried out circular convolution only once [15] , while Defeng Huang carried out it in an iterative manner [10] , [16] . Concretely, this iterative method suppresses ICI in a per-user fashion, and performs multiple circular convolution operations in each step, which can greatly improve the effect of ICI cancellation. However, multiple circular convolutions also consume relatively high complexity. Besides, since this method is still a linear operation, it would not outperform the MMSE method which is linear optimal.
In this paper, we also apply the iterative idea into the ICI cancellation architecture, and propose two lowcomplexity iterative algorithms in a per-subcarrier fashion, which are denoted as the basic algorithm and the improved algorithm with decision-feedback equalization (DFE), respectively. Essentially the basic iterative algorithm belongs to a kind of linear method. Its performance is similar to the MMSE method, but it enjoys a much lower complexity. Through two theorems, the convergence of iterations is analyzed and a sufficient condition for the absolute convergence is presented, which implies the elimination of ICI. Furthermore, three typical subcarrier-assignment patterns, i.e., block, comb, and random patterns, are considered in this basic iterative algorithm.
To evaluate the convergence behavior, the interferencepower-evolution (IPE) charts are proposed. The principle of IPE charts is originated and developed from the extrinsic information transfer (EXIT) chart for the analysis of turbo codes [17] and the density evolution method for the analysis of LDPC codes [18] . By these IPE charts, the trajectory of iterative interference cancellation can be presented. Motivated by the IPE charts, the improved iterative algorithm with DFE is suggested. Due to the nonlinear decisionfeedback procedure, the shape of curves in the IPE charts becomes more suitable for the iterations. Hence this improved iterative algorithm has stronger capability to cancel the ICI and outperforms the MMSE method.
For our proposal, there exist two main merits over the method in [16] . Firstly, only simple multiplications, but not the circular convolutions, are used. Secondly, the performance of the improved algorithm with DFE reaches beyond the MMSE method. This paper is organized as follows. In Sect. 2, the OFDMA uplink system model with multiple CFOs is established. In Sect. 3, the basic iterative algorithm for ICI cancellation is proposed, with the proof of convergence and the analysis of different subcarrier-assignment patterns. In Sect. 4, the trajectory of interference cancellation through iterations is analyzed, and the IPE chart is introduced. Then, in Sect. 5, the improved algorithm with DFE is presented, as well as the analysis of error-propagation effect. The simulation results are given in Sect. 6 to evaluate the validity of the methods in different environments. Finally, some conclusions are drawn in Sect. 7.
Throughout this paper, the symbol (·) T , · and ρ(·) represent matrix transpose, the norm of a matrix, and the spectral radius of a matrix respectively. The operator | · | represents the absolute value if the argument is a scalar; otherwise, it represents the cardinality if the argument is a set. Besides, I represents an identity matrix; N and C represent the sets of natural numbers and complex numbers, respectively. B(m 0 , ε) = {m|0 < |m − m 0 | ≤ ε} represents a neighborhood of m, with the centre m 0 and the radius ε, for ε ∈ N is small.
System Model
We consider an OFDMA uplink that employs N subcarriers and accommodates K users, which is shown in Fig. 1 [12] . Ω k represents the set of subcarriers assigned to user k, k = 1, 2, · · · , K, and
Hence, the signals of different users are absolutely orthogonal in frequency domain. Different subcarrier assignment methods are classified into three typical subcarrierassignment patterns shown in Fig. 2 . Here in order to improve the generalization, the random pattern is substituted for the hybrid pattern in [11] . Each user utilizes its exclusive subcarrier set and carries out OFDM modulation through an IFFT transform. Cyclic prefixes (CP) are added in all transmitters. Here we assume the length of CP is long enough that there exists no inter-symbol interference (ISI).
The signal stream arriving at the BS is the superposition of all users' signals in time domain. Each user's signal experiences independent multi-path fading channel and suffers from different CFO. Here we assume the ideal power control has been carried out, so that at the BS each user's signal has the same power. In this way, the differences among users are focused on their different CFOs. For simplicity, a user is called a large-or small-CFO user when it suffers from large or small CFO respectively. Then, a subcarrier is called a large-or small-CFO subcarrier when it is assigned to a large-or small-CFO user.
After CP being removed, the signal at the receiver is expressed as
Therein [14] . Through an FFT transform for γ(n), the symbol at subcarrier m is represented as 
where k = arg k m ∈ Ω k . It reaches the maximum when m = m, and rapidly decreases as the distance between m and m increases. Apparently, the interference terms for some subcarrier is the superposition of the weighted data terms from other subcarriers. Just because of the existence of this interactional relation among all the subcarriers, the interference terms can be cancelled gradually through iterations. Specifically, the receiver iteratively suppresses the ICI terms at all the subcarriers and updates the estimation results of the transferred data. If the convergence condition is satisfied, with the increase of the estimation accuracy, the ICI terms are subtracted more and more thoroughly. Finally, the accurate estimation of the transferred data and the complete ICI cancellation would be implemented synchronously.
Thus, we put forward an iterative ICI cancellation algorithm as follows. In each loop of the iterations, the operation is performed through m = 0, 1, · · · , N − 1 until some proper stopping criterion is satisfied.
Initialization:
Loop step:
A simple stopping criterion is fixing the number of steps according to CFO values. Another more efficient one is that when X (l) m is close enough to a constellation point for M-QAM or M-PSK modulation, it will not update its value in the next iteration, by which the number of updated subcarries will gradually decrease to zero.
This algorithm can also be described in a matrix form. Define
and construct the diagonal matrix α and zero-diagonal matrix β as
Then, the basic iterative algorithm flow can be described as Initialization:
In each iteration loop, a total of N 2 + N multiplications are operated. Hence, the complexity of this algorithm
, where L is the number of iterations.
Convergence Analysis
For subcarrier m, α m represents the signal factor and β m,m represents the interference factor. So the reciprocal signalto-interference ratio (SIR) at subcarrier m is defined as
The larger ω m is, the more severely subcarrier m suffers from CFOs and channel fading.
Plunge (4) into (6) yields
therein
m is the equivalent noise. Continuously substitute the new value of X (l−1) m obtained from iterations into (7), then the result of iteration l is
In (11), (12) , the interference terms for subcarrier m includes the terms of the weighted symbols at other subcarriers and the weighted symbol at itself subcarrier, which can be regarded as ICI and self-interference, respectively. They are shown as follows,
Here, ψ
m can be translated into the residual interference through iterations l = 0, 1, · · · . The convergence of iterations (6), (7) can be guaranteed by two theorems below.
Proof: For any limited constellation modulation, |X m | ≤ c, ∀m, where c is a constant. Then,
Since {ω m } is a limited set, we can define . From (10), the value of ω m 0 equals the ratio of the composite fading factor, |α m 0 |, to the sum of the co-influence factors, P m 0 . For small |α m 0 |, which is due to the large CFO value, P m 0 should decrease as well. So it is required that ∀m ∈ B(m 0 , ε), |β m 0 ,m | should be small enough. This happens only when ∀m ∈ B(m 0 , ε), subcarrier m is assigned to a small-CFO user.
Theorem 1 presents a sufficient condition for an absolute convergence, which implies that the initial SIRs are larger than 0 dB for all the subcarriers. In practice, when the subcarriers with ω < 1 take up a relatively large proportion and are distributed uniformly, the effective SIR value at each subcarrier gradually increases with iteration index l, and at last all of subcarriers will reach ICI-free.
Actually, this sufficient condition for the absolute convergence can be given by another theorem in correspondence with the matrix form of the algorithm. Proof: Plunging (8) into (9) yields
Continuously substituting the new value of X (l−1) into (9) yields
Three conclusions about matrix power series are given here, which are proved in [19] . C1) Given a power series f (z) = ∞ k=0 c k z k with its convergence radius r < ∞, if there is a square matrix A such that ρ(A) < r, then the matrix power series
C2) If · is any matrix norm and if A ∈ C n×n , then ρ(A) < A .
C3) The convergence radius r of the power series
k z k has its convergence radius r = 1. From C1 to C3, we can directly infer that for any matrix norm · , if αβ < 1, then ρ(αβ) < αβ < 1, and further, the matrix power series
k is absolutely convergent. Expanding the expression of αβ, we obtain
Here we adopt the maximum row sum matrix norm
where A = a i j ∈ C m×n [19] . Obviously,
If the condition
is satisfied,
tends to a convergent value. Obviously, the convergence condition provided by Theorem 2 is equivalent to that by Theorem 1.
Subcarrier-Assignment Pattern
Other than the different frequency diversity gain, the three typical subcarrier-assignment patterns in Fig. 2 also have different robustness to ICI caused by CFOs with our proposed algorithm.
When the block pattern is used, the subcarriers that are assigned to a large-CFO user would suffer from severe ICI, because for all these subcarriers, except those in the two boundaries of the block, their neighbors belong to this large-CFO user. Hence the block pattern may lead to the result that through iterations only the subcarriers assigned to small-CFO users will reach ICI-free, but those assigned to large-CFO users will not benefit from this basic iterative ICI cancellation algorithm.
Conversely, the comb and random patterns have the capability to separate the severe interference due to large CFO. In these cases, the neighborhood of each subcarrier does not consist of all large-CFO subcarriers. Hence, unless all the users have large CFOs, these two patterns could make all the subcarriers ICI-free, whether this subcarrier is assigned to a large-CFO user or not. Generally, compared with the probability that only one user has large CFO, the probability that two or more users all have large CFOs is much lower. Besides, if most subcarriers are assigned to large-CFO users, under the comb pattern with regular assignment, all the subcarriers lack the small-CFO neighbors, and hence, this basic iterative ICI cancellation method cannot take effect. The random pattern, with more chances available for small-CFO subcarriers assigned nearby, will avoid the result that all the subcarriers suffer from strong interference, and hence outperform the comb pattern in this case. Obviously, this performance gain comes from the arrangement of multiple users' subcarriers, and it can be improved with the increase of the number of spectral-sharing users.
Interference-Power-Evolution Chart
Essentially, the proposed iterative algorithm aims to gradually reduce the interference power at all the subcarriers. This can be verified in Fig. 3 . As mentioned before, if the comb pattern is used, the energy of the interference are decentralized among all the subcarriers, so it makes sense to consider their average value. From Iteration 0 (initialization) to Iteration 4, the average variances of interference power decreases after each iteration loop.
Notice that Theorem 1 and 2 only provide a strong sufficient condition for the absolute convergence. Normally in frequency-selective channels, because of the large amplitude range of channel response, {H m }, this condition cannot be satisfied even under comb and random patterns. Then, a problem arises that whether there is the other practical tool that can show the possibility of convergence under some settings of CFOs and subcarrier-assignment patterns. In this context, we propose the interference-power-evolution (IPE) chart. From (13) to (14) , the relations of ψ
When using a block pattern, we suppose the entries in the set ψ . Calculate the average power among the subcarriers in both sides of (24), for a block pattern, we have
For comb or random patterns, we have
Define
where f (·) is a linear monotone function. Obviously, if we plot the curves σ = f −1 (σ l I ), we can obtain two symmetric curves. These curves, which show the evolution of interference power, compose the interferencepower-evolution (IPE) chart. Theoretically, the slopes of 
out ) in one figure, then an IPE chart is finished. In the following, we call the curves in IPE charts as IPE curves. Figure 4 shows an example where the comb pattern is employed and the interference power is averaged among all the subcarriers, i.e., all the users' subcarriers. Therein the two symmetrical curves are σ 1. First, the curve σ
in ) is applied. Through the initialization (6), the power of interference plus noise corresponds to the abscissa of Point 1; then through Iteration 1 as (7), the new variance corresponds to the ordinate of Point 1, therefore Point 1 expresses Iteration 1. 2. Then, it is the curve σ
out ) that takes turns, i.e., the ordinate expresses the power of pre-iteration interference, while the abscissa expresses the power of post-iteration interference. Hence Point 2 which corresponds Iteration 2 is given. Notice that the postiteration interference of Iteration 1 is just the preiteration interference of Iteration 2. So the track between these two adjacent iterations is a horizontal line. 3. Next similarly, with the iterations continuing, the points expressing the powers of pre-iteration and postiteration interferences appear in the two curves σ The changes of the actual noise for each iteration are not considered when drawing these IPE curves, so the actual iteration process (denoted by the pentacles) does not exactly match the IPE curves. However, the difference between them is so trivial that the IPE chart can rather precisely evaluate the convergence performance of the proposed iterative algorithm. Figure 5 shows the IPE charts for four users' subcarriers employing a block pattern. Here as in Fig. 3 , we assume that the four users' CFO values {ξ (k) } decrease with their index k, k = 1, 2, 3, 4, i.e., user 1 and 2 suffer from large CFOs, and user 3 and 4 suffer from small CFOs. Obviously, for user 1 and 2, the slopes of curves σ 2 out = f (σ 2 in ) are large, and these curves are above the diagonal line. This means that the track of interference cancellation would terminate with a large interference power, or the interference even cannot be cancelled at all.
Remark:
• The slope (denoted by k) and position (denoted by Γ) of curve σ
in ) determine the trend of interference cancellation through iterations. The smaller k is, the faster the convergence. If k ≥ 1, or Γ is above the diagonal line, the interference cannot be cancelled by iterations.
• The intersection of the curves σ
out ) determines the terminal state of iterations, at which the value of interference power corresponds to the iterative convergence limit.
Except for the evaluation of convergence behavior, another purpose of IPE charts, which is more important, is that these charts provide an intuitional and convenient method of finding approaches to improve the performance of the proposed iterative algorithm.
Improved Iterative Algorithm with DFE

IPE Curve for Hard-Decision
So far, we have developed a practical tool to emulate the convergence behavior of the basic iterative algorithm, and drawn the conclusion that under a block pattern, the slope of IPE curve is too large that the large-CFO users cannot benefit from this basic iterative algorithm. To solve this problem, we try to change the shape of IPE curves, i.e., apply another interference-cancellation procedure to compose an asymmetric IPE chart.
Let us consider the procedure of hard-decision. Construct a simple model y = x + n, where x is a 16QAM symbol, and n is the complex Gaussian distributed noise with variance σ 2 n . In the 16QAM constellation, each symbol S i has its exclusive decision-area, denoted by Θ i , i = 1, 2, · · · , 16. Given one symbol transmitted, the other fifteen symbols have their own pairwise error-decision probabilities (PEPs), denoted as p(S i → S j ), j i, j = 1, 2, · · · , 16. Sum up these PEPs which are weighted by the Euclidean distances, then we can obtain the new interference due to error decisions as
Averaging among the 16 symbols, we obtain the mean of post-decision interferences, with its variance denoted by σ Notice that the curve in Fig. 6 is arc and lower than the diagonal line. So if we let the hard-decision join in the interference cancellation iterations (7), i.e., let the σ Fig. 4 be one IPE curve and the curve σ
post−hd ) be the other, then there would be two significant changes in the IPE chart comprised of them. First, the angle between the two IPE curves is larger, which increase the possibility of interference cancellation through iterations; second, their intersection tends to be lower left, which means the power of interference tends to be reduced more. Motivated by this observation, an improved iterative algorithm can be proposed in the next subsection.
Algorithm Description
Adding a hard-decision procedure into the basic iterative algorithm (6), (7), we develop an improved algorithm as follows.
Therein, D(·) means hard-decision operation. The same stopping criterion as in the basic algorithm (mentioned in Sect. 3.1) can be applied in this improved algorithm.
In loop steps, we subtract the interference derived from the hard-decision results of previous interference cancellation. Since hard-decision operations are rather simple, the complexity of the improved algorithm remains the same order as that of the basic one.
Though hard-decision is acknowledged to reduce the quantity of information, it is indeed beneficial to the interference cancellation in this special application: changing the shape of IPE curves and lowering the position of the intersections. Notice that in (30) the actual pre-interference plus noise term in X (l) m does not satisfy the complex Gaussian distribution, and the distribution of post-interference term in X (l) m also differs from that in (7). However, these differences would not change the shape of IPE charts significantly, and hence they would not influence the validity of this improved algorithm.
Because of the change in IPE charts, by this improved algorithm, the large-CFO users are able to suppress the ICI at their subcarriers under block patterns. And because of the introduction of a nonlinear procedure, this improved algorithm outperforms the MMSE method which is linear optimal [14] . Both of these two performance improvements will be verified in the following simulations.
Error Propagation Effect and Suppressing Method
Like most decision-feedback based architectures, the improved iterative algorithm with DFE also suffers from error propagation. Figure 7 shows the mechanism of error propagation, in which we suppose two nearby symbols are decided right or wrong respectively after some iteration (denoted by l). From (31), it can be found that whether a symbol at one subcarrier can be decided right or wrong, i.e., whether the interference at that subcarrier can be suppressed or not, depends on whether the symbols at its nearby subcarriers are decided right or wrong in the previous iteration. That is, the success or failure of the decision for a subcarrier totally depends on the previous iteration's decision results at all the other subcarriers (especially those nearby). In Fig. 7(a) , with the iterations the wrong-decision propagates form one subcarrier to its neighbor as well as the rightdecision, so the decision error appears alternatively at these two subcarriers.
The actual error propagation is much more complicated, but it has the same mechanism as the simplified model in Fig. 7 (a) . In fact, the influence of error-propagation is not severe in this application, which can be found in the simulation section. However, the error propagation can be suppressed by employing an efficient modified stopping criterion: once a X (l) m is much adjacent to a constellation symbol (i.e., the Euclidean distance between them is below a small enough threshold), that constellation symbol can be thought of the true transmitted symbol with a rather large probability, i.e., X (l) m will not be updated as (31) in the following iterations. Figure 7 (b) shows this process. Though there exist the cases that the adjacent symbol is not the true one, the happening probability of these cases is rather small.
Simulation Results
To evaluate the performance of the two proposed algorithms, we consider an OFDMA uplink with N = 1024 subcarriers and 16QAM modulation without coding. A total of K = 4 users share all the subcarriers under the three typical subcarrier-assignment patterns in Fig. 2 
) = −0.0863. In the following simulations, the basic algorithm, the improved algorithm, and the improved algorithm with modified stopping criterion are considered. First, the SINR performance with iterations is given; then, the BER performance under different subcarrier-assignment patterns is shown. The other methods in the former literatures, e.g., the iterative circular-convolution method [10] , [16] and LS, MMSE methods [14] , belong to the class of linear methods. For comparison, at the same time we simulate the performance of the MMSE method which is linear optimal.
SINR Performance with Iterations
During the process of iterations, we define the average SINR of each user after the lth iteration as
To clarify the phenomenon of error-propagation, comb pattern is employed and the three algorithms are used, respectively. Here
The simulation results are shown in Fig. 8 . Obviously, by the basic algorithm, for user 1 and user 2 who are large-CFO users, though the SINR at their subcarriers have been improved to a certain extent, these two SINR curves are also significantly lower than the other two curves corresponding to the two small-CFO users. Contrarily, by the improved iterative algorithm with DFE, all the four SINR curves twist together at a high floor. That means this improved iterative algorithm has similar interference cancellation ability for the four users. Another noticeable phenomenon is that these four curves fluctuate in turns with the iterations. Since the four users' subcarriers are interleaved under comb pattern, these fluctuations exactly illustrate the mechanism of error-propagation mentioned in Sect. 5. But we can find that the range of fluctuations is small so that the influence to the BER performance cannot be observed for small-size modulation (such as 16QAM). Finally, by the improved algorithm with modified stopping criterion, the fluctuations are suppressed. But as the range of fluctuations is rather small, the performance gain induced from the modified stopping criterion is expected to be very limited.
BER Performance
First consider the basic iterative algorithm. Four users' BER curves under the three patterns are shown in Fig. 9 . Apparently, under the block pattern, user 1 and 2 with large CFO values still suffer from high BER floors through the iterations, and the other two users with relatively small CFO values can cancel the ICI among their assigned subcarriers. In comparison, under the comb and random patterns, since the subcarriers assigned to different users are interleaved, the interference's powers are averaged among all the subcarriers and reduced to a common low level, and hence at all the subcarriers of the four users the ICI can be cancelled after convergence.
The convergence performance of BER is shown in Fig. 10 , where the performance bound (non-CFO bound) is defined as the case without any CFO. Through the iterations, the BER curves corresponding to the proposed basic algorithm rapidly approach the performance bound. The curve of convergence limit is the same as that of the linear optimal MMSE method [14] . The MMSE method consumes the complexity O(N 3 ), while the basic iterative algorithm consumes O(LN 2 ) , where N is the number of subcarriers, and L is the number of iterations. Generally, since L N, the basic iterative algorithm enjoys much less complexity. CFO not only induces ICI, but also decreases the composite channel gain α m . Thereby, the convergence limit is approximately 3 dB worse than the non-CFO bound when ξ In this case, the basic iterative algorithm can converge through only one iteration, and moreover, the convergence limit perfectly accords with the non-CFO bound.
Then, consider the improved algorithm with DFE. From Fig. 11 , it can be noticed that under all the three patterns, including the block one, the interference at the four users' subcarriers can be suppressed after several iterations. This is the first advantage over the basic algorithm. From  Fig. 12 , it can be noticed that the BER curve of convergence limit is lower than the MMSE curve, more close to the non-CFO bound. That is the second advantage over the basic algorithm. All these merits can be explained by the IPE chart, i.e., as a nonlinear procedure, the hard-decision's IPE curve has an arc shape, which is beneficial to the iterations of interference cancellation, and lowers the intersection of the two IPE curves.
Conclusion
An iterative ICI cancellation architecture for uplink OFDMA systems with carrier-frequency offset is presented, including a basic algorithm and an improved algorithm with DFE. By these two algorithms, the ICI due to CFOs can be suppressed gradually and eliminated finally. Two theorems are put forward to provide a sufficient condition for an absolute convergence of iterations. In addition, for the basic algorithm, three typical subcarrier-assignment patterns, i.e., block, comb, and random patterns, are analyzed. Then, the IPE charts are defined and applied to analyze the convergence behavior of this iterative algorithm architecture. Motivated by the IPE chart, an improved iterative algorithm with DFE is proposed, as well as the modified stopping criterion to suppress the error propagation in DFE. Both the theoretical analysis and simulation results indicate that the proposed iterative algorithms can mitigate large CFOs and consumes much lower complexity. Of them, the basic algorithm has the same BER performance as the MMSE method and is only suitable for the comb and random patterns, while the improved algorithm is suitable for all the three typical patterns, and outperforms the basic algorithm and the MMSE method.
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