ABSTRACT. In 1976 Shintani gave a decomposition of the Dedekind zeta function, <:x(s), of a totally real number field into a finite sum of functions, each given by a Dirichlet series whose meromorphic continuation assumes rational values at negative integers. He obtained a formula for these values, thereby giving an expression for ~K( -n), n = 0,1,2, .... Earlier, Zagier had studied the special case of ~(A, s), the narrow ideal class zeta function for a real quadratic field. He decomposes ~(A, s) into I:A ZQ(s), where ZQ(s) is given as a Dirichlet series associated to a binary quadratic form Q(x, y) = ax 2 +bxy + cy2, and the summation is over a canonically given finite cycle of "reduced" quadratic forms associated to a narrow ideal class A. He then obtains a formula for ZQ( -n) as a rational function in the coefficients of the form Q.
A, whereas the coefficients of reduced forms attain arbitrarily large values, it is natural to ask whether the rational function in Zagier's formula might be replaced by a polynomial. In this paper such a result is obtained. where () is the narrow ideal class consisting of principal ideals generated by elements of negative norm.
Starting with a representation of ZQ(1 + n) due to Shanks and Zagier for n = 1,2,3, ... as a certain transcendental function of the coefficients of Q, we also obtain the result that .;(A,1 + n) is given as the same sum of reduced quadratic forms as in the formula for ~(A, -n), times the appropriate "gamma factor." This gives a new proof of the functional equation of dA, s)
at integer values of s, and suggests the possibility that one might be able to prove the functional equation for all s by finding some relation between ZQ (s) and ZQ (1 -s) . So ourselves a small degree of sloppiness and write "quadratic form" or jut "form," but shall always mean "binary quadratic form." Recall that GL2(Z) acts on the collection of forms of discriminant D as follows:
Under this action we define an equivalence of quadratic forms. DEFINITION 1. Two forms Q1 and Q2 are equivalent in the narrow sense if Q1 = Q2/T for some T E SL2(Z). Q1 is equivalent to Q2 in the wide sense if Q1 = Q2/T for some T E GL2(Z). PROPOSITION 
The following proposition is proved by Zagier in [3] . 
where the summation is over all reduced forms (a, b, c) in the given class, with
Since there are only finitely many reduced forms of a given discriminant, this sum is well defined. Zagier's proof of Proposition 3 relies on the representation of w as a purely periodic "-" continued fraction. We shall restate the proposition in terms of the coefficients themselves, and offer our own proof, which avoids the use of continued fractions. Observe that if w and Wi as above correspond to the form (a,b,c), 
. We claim that precisely one of these forms is reduced. Clearly at most one of them is reduced, since the third components have
REMARK. We can also express the set of (a', b', c') E A with a' > 0 > c' as the disjoint union of
The proof is entirely analogous to that of Lemma 1. The proof of the proposition is now straightforward:
IJA which by Lemma 1 and the remark equals 2: 
for k 2: 0, where Bn is the nth Bernoulli number, and !k and gk are polynomials defined by
where dr,k is defined by
In particular,
(The formula for ZQ( -2) is given incorrectly in [4] .) Combining Theorems 1 and 2 gives an explicit formula for ~(B, -k).
It is known that the denominator of ~(B, -k), when expressed in lowest terms, has a bound independent of the discriminant and of the choice of module class.
The existence of such a bound is not, however, indicated by Zagier's formula, since the coefficients of the reduced forms, which can be arbitrarily large, appear in the denominator of Zn(Q). Zagier remedies this situation, though at the cost of introducing the transition numbers of the continued fraction for w = (b + VD)/2a, as follows: Let Q be a reduced form with root Then Zagier proves the following result:
where Qn is the form associated to the nth cyclic permutation of ((bo, b1 , ... ,bt )).
In this formula the only contribution to the denominator comes from Bernoulli numbers, which depend only on k. DEFINITION 4. Let B be a narrow equivalence class of quadratic forms. We define
Our first main result is a formula for ~(B, -k) which is the sum over the reduced forms of both Band BB, of a certain polynomial in the coefficients of Q. Thus we obtain a universal bound on the denominator of ~(B, -k) without introducing the bn of Theorem 3; however, we are compelled to sum over the forms of both Band BB.
We first define two equivalence relations on the set of functions of binary quadratic forms.
DEFINITION 5. A function on quadratic forms q, = q,(Q) = q,(w, w') will be said to be "+"-equivalent to 0, written q,;to, if there is a function F satisfying
q, will be called "-"-equivalent to zero (q,':;:'0) if 
with gk as in (5) and dn,k as in (6). 
Combining Theorems 4 and 6, we have the following (-1)k+1Fk(1/w, 1/w') . a, b, c) ).
Then, observing that W -w' = ,jD/a, W + w' = bfa, and WW' = cia, we have
. (a krpk (~, b~2a) +(a-b+c)krpk Cc-~+a)2'a~;:J) and
We have, therefore,
where we have used
IPk(D, -b) = -IPdD, b) and IPk(A 2 D, Ab) = A 2k + 1 IPk(D, b).
Now we employ the identity 
where to obtain the last summand we apply (11) to the last summand in (10) with
Collecting terms, and using the definitions of ZdQ) and Kk(Q), we may write our result so far as follows:
where 2k
k+l (a, -b, e)).
It now suffices to show that Jk(Q) is identically zero.
LEMMA 2.
xj+1 dx .
which is equal to the coefficient of t n in Pk(t, k(a, b, c) .
which was to be demonstrated. We also observe that
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We now substitute (13), (14), and (15) into (12) as follows: 2k 2k a -b c) .
Collecting like terms, we obtain 2k
where for k 2 1, 0::; n ::; k
We shall now show that Gn,k = 0 for even, positive k, We shall actually show more;
namely, that Gn,k = -BHd(k + 1) for all k 2 0, 0::; n ::; k.
To this end we introduce the generating function
n. n. k>O

O~n~k
We first observe that
Y
Comparing this with (16), we see indeed that Gn,k = -Bk+d(k+ 1), as was to be shown.
We then assert that the functions
It is easily checked that (a) is satisfied. To establish (b), we begin with the following lemma. 
PROOF. Using Leibniz' formula for the derivative, we obtain
We now introduce the generating function 
O::;n::;2k Comparing coefficients of yn, we see that
as was to be shown.
Applying the lemma to Sk, and recalling that if the pair (w, w') corresponds to the form (a, b, e), then (w -1, w' -1) corresponds to (a, b -2a, a -b + c) and
w-w' (note: for k ~ 1 the terms for even r vanish)
Similarly,
Proceeding as in the proof of Theorem 4, we obtain
k+l (a, -b, c).
But this equals zero, since Jk(Q) = 0, and by (15) 2k
Thus we have shown that indeed
For the proof of Theorem 6 we turn to [2] We also define functions 
Shanks and Zagier also obtain asymptotic expansions for the Jk (x), and show that they satisfy the following functional equations:
where ~(s) denotes Riemann's zeta function, and I Euler's constant. For notational convenience later, we define
and Ok,T to be the coefficient of XT, 2 :::; r :::; 2k, in the right-hand side of (21). Then (21) becomes
The second functional equation for the lk proved by Shanks and Zagier is In the last two steps we made use of the fact that if P(X) is a polynomial of degree at most 2k, then (27)
It remains then to be shown that completing the proof of the theorem.
