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ABSTRACT
Context. Asymptotic giant branch (AGB) stars are characterized by substantial mass loss, whose mechanism is not fully understood
yet. The knowledge of the structure and dynamics of AGB-star atmospheres is crucial to better understand the mass loss. The recently
established tomographic method, that relies on the design of spectral masks containing lines forming in given ranges of optical depths
in the stellar atmosphere, is an ideal technique for this purpose.
Aims. We aim at validating the capability of the tomographic method to probe different geometrical depths in the stellar atmosphere
and at recovering the relation between optical- and geometrical-depth scales.
Methods. The tomographic method is applied to high-resolution spectro-interferometric VLTI/AMBER observations of the Mira-type
AGB star S Ori. First, the interferometric visibilities are extracted at wavelengths contributing to the tomographic masks and fitted to
those computed from a uniform disk model. This allows the measurement of the geometrical extent of the atmospheric layer probed
by the corresponding mask. Then, we compare the observed atmospheric extension with those measured from available 1D pulsation
CODEX models and 3D radiative-hydrodynamics CO5BOLD simulations.
Results. While the average optical depths probed by the tomographic masks in S Ori decrease (with < log τ0 > = −0.45, −1.45, and
−2.45 from the innermost to the central and outermost layers), the angular diameters of these layers increase, from 10.59 ± 0.09 mas
through 11.84 ± 0.17 mas, up to 14.08 ± 0.15 mas. A similar behavior is observed when the tomographic method is applied to 1D and
3D dynamical models.
Conclusions. This study derives, for the first time, a quantitative relation between optical- and geometrical-depth scales when applied
to the Mira star S Ori, or to 1D and 3D dynamical models. In the context of Mira-type stars, the knowledge of the link between the
optical and geometrical depths opens the way to derive the shock-wave propagation velocity, which can not be directly observed in
these stars.
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1. Introduction
Asymptotic giant branch (AGB) stars represent a late stage in
the evolution of low- and intermediate-mass stars (i.e., with a
mass lower than 8 M, to avoid carbon ignition in the stellar
core). They are characterized by large changes in brightness and
a substantial mass loss. Mass loss from oxygen-rich (C/O < 1)
AGB stars is driven by a complex two-step process: pulsations
and convection generate large-scale non-spherical shock waves
in the atmosphere which lift matter in layers that are cool enough
for dust grains to form (Höfner & Freytag 2019). There, radia-
tion pressure on dust pushes it further away, and provided that
the coupling between gas and dust is efficient enough (i.e., the
density should be larger than some threshold), mass is driven to-
wards infinity (Höfner & Olofsson 2018). Other physical mech-
anisms, such as magnetic fields and Alfvén waves (Airapetian
et al. 2010), may contribute as well. The resulting mass loss, in
turn, enriches the interstellar medium with gas and dust species.
? Based on ESO observing program 084.D-0595
Thus, convection, pulsation and dust formation are crucial to the
mass-loss process. Current 1D and 3D stellar-atmosphere mod-
els are able to simulate some of these processes and provide rea-
sonable agreement with the observed spectral features of AGB
stars (e.g., Wittkowski et al. 2016). However, a much stronger
test of model atmospheres (with a large number of physical and
numerical parameters) is their confrontation with detailed multi-
dimensional time-dependent observations. The recently estab-
lished tomographic method provides a further step in this direc-
tion.
Alvarez et al. (2001) developed the tomographic technique
to follow the propagation of the shock wave through the at-
mospheres of the Mira-type AGB stars. The method is based
on the construction of spectral templates (henceforth "masks"),
which contain lines forming at different atmospheric depths. The
cross-correlation of masks with stellar spectra allows the recon-
struction of the disk-averaged velocity fields at different optical
depths in the stellar atmosphere (Kravchenko et al. 2018, 2019,
hereafter Papers I and II).
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So far, the tomographic method has only been used with op-
tical depths as proxy for geometrical depths. Although current
model atmospheres provide a relation between optical and geo-
metrical depths (e.g., Wittkowski et al. 2016), it may be sensi-
tive to the stellar mass which is ill-defined since stars are un-
dergoing a substantial mass loss. In addition, current stellar-
atmosphere models experience several limitations. For example,
in 1D hydrostatic model atmospheres, the dynamical processes
like convection and pulsations are parameterized via macro- and
micro-turbulence (Gustafsson et al. 2008). Current 1D and 3D
dynamical models (Ireland et al. 2008, 2011; Freytag et al. 2017)
are able to simulate convection and pulsation processes, but
they do not yet include wind, radiation pressure and magnetic
field, which may affect the structure and dynamics of the at-
mosphere. Thus, the knowledge of the relation between optical-
and geometrical-depth scales would open a way to test and con-
strain the state-of-the-art hydrostatic and dynamical model atmo-
spheres. In the context of Mira-type AGB stars, such a relation
would open the way to derive unknown properties of the shock
wave, like its propagation velocity.
Liljegren et al. (2016) used state-of-the-art 1D dynamical
DARWIN models and showed that the efficiency of dust forma-
tion and mass loss rate strongly depend on the pulsation phase
in which the material behind the shock wave arrives in layers
sufficiently cool to allow dust to form. In this context, the shock
wave velocity is crucial for the arrival time of the material in
the dust-formation layers. However, in current dynamical mod-
els the shock wave velocity is provided as an output and, thus,
can not be adjusted. Therefore, derivation of the shock wave ve-
locity in real stars will be an important test of dynamical model
atmospheres.
Previous interferometric observations of Mira stars in the
near-IR K band with the ESO Very Large Telescope Interferome-
ter (VLTI) and the AMBER instrument (Petrov et al. 2007) using
low- (R ∼ 35), medium- (R ∼ 1500) and high-spectral-resolution
(R ∼ 12 000) modes revealed the wavelength dependence of vis-
ibility as well as diameter variations (Wittkowski et al. 2008,
2011, 2016; Ohnaka et al. 2016). The squared visibility ampli-
tudes generally show maxima around 2.25 µm corresponding to
the continuum layers. The (most opaque) molecular bands are
linked to the minima of the squared visibility amplitudes around
2.00 µm and 2.29 µm. These minima were interpreted as due to
the presence of cool and extended molecular layers (at ∼ 1.5 R∗
in H2O and at ∼ 3 R∗ in CO; Ohnaka et al. 2016) in Mira-star
atmospheres. This was, in turn, confirmed by 1D and 3D dy-
namical atmosphere models (Wittkowski et al. 2016).
Our target star S Ori is a Mira variable with a pulsation
period of about 414 d (Samus’ et al. 2017). However, the pe-
riod of S Ori varies from cycle to cycle between about 400 and
450 d (Templeton et al. 2005). Its visual magnitude varies be-
tween 7.2 and 14.0, while the spectral type varies between M6.5e
and M9.5e. S Ori has atmospheric parameters Teff = 2950 K
(Uttenthaler et al. 2011) and log g = −0.8+0.3−0.2 (computed from
R = 420 ± 130 R derived by Wittkowski et al. 2008, and
M = 1 M). The Gaia DR2 parallax of 1.86 ± 0.34 mas
(Gaia Collaboration et al. 2016, 2018) results in a distance of
538+120−83 pc. The near-infrared K-band uniform disk (UD) angu-
lar diameter of S Ori has been previously measured by van Belle
et al. (1996), Millan-Gabet et al. (2005), and Boboltz & Wit-
tkowski (2005). It ranges from 9.6 to 10.5 mas depending on the
variability phase, with typical errors between 0.1 and 0.6 mas.
Later on, Wittkowski et al. (2008) measured UD diameters for
S Ori at phase 0.78 for different channels across the J, H and K
bands using VLTI/AMBER data in low-resolution mode. The de-
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Fig. 1. Visual light curve of S Ori as a function of Julian Date (JD) and
stellar variability phase. Data are taken from the AAVSO (Kafka 2018)
and AFOEV (through CDS) databases. Vertical lines correspond to the
epochs of the AMBER observations.
rived UD diameters of S Ori strongly depended on wavelength,
with a minimum value of 8.1 mas in the near-continuum bands
and about 11 mas in water vapor and CO bands.
In this paper, we present the first high-spectral-resolution
(R ∼ 12 000) interferometric VLTI/AMBER observations of
S Ori. We aim at deriving, for the first time, the relation be-
tween optical- and geometrical-depth scales for S Ori by apply-
ing the tomographic method outlined by Alvarez et al. (2001)
and Paper I. This will, in turn, validate the ability of the tomo-
graphic technique to correctly probe distinct layers in stellar at-
mospheres.
The paper is organized as follows. Section 2 describes our
AMBER observations and the data-reduction process. The tomo-
graphic method is presented in Sect. 3 and is applied to the AM-
BER data, and 1D and 3D dynamical stellar-atmosphere models
in Sect. 4. The implications of our results and our conclusions
are drawn in Sect. 5.
2. Observations and data reduction
We observed S Ori using the near-IR VLTI/AMBER beam com-
biner in high-spectral-resolution (R ∼ 12 000) mode. The obser-
vations were performed between December 28, 2009 and March
24, 2010 in six wavelength settings inside the K-band (with cen-
tral wavelengths from 2.133 to 2.326 µm) using the fringe tracker
FINITO (Le Bouquin et al. 2008). Figure 1 shows the visual
light curve of S Ori as obtained from the AAVSO1 and AFOEV2
databases around the dates of our observations.
Following Arroyo-Torres et al. (2015), the selection of the
final dataset was based on the performance of the FINITO fringe
tracker. During the integration of AMBER frames, random jit-
ter may lead to a decrease of the fringe contrast (the so-called
"visibility"). The factor e−σ
2
φ by which the visibility decreases
is called "FINITO factor" (where σφ is the fringe-phase standard
deviation over the frame acquisition time). In order to correct for
that effect, we keep only AMBER observations characterized by
similar (i.e., within 10%) FINITO factors for the science and
calibrator targets. Observations corresponding to the phase 0.73
1 https://aavso.org/
2 http://cdsarc.u-strasbg.fr/afoev/
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Table 1. Summary of VLTI/AMBER observations of S Ori retained in the final dataset.
Date ΦVis Central wavelength Bandwidth Projected baseline [m] Position angle Seeing Airmass
[µm] [µm] H0-G0/G0-E0/E0-H0 [◦] [”]
28-12-2009 0.62 2.288 0.046 28.05 / 14.03 / 42.09 253 0.8 1.30
28-12-2009 0.62 2.326 0.045 30.42 / 15.22 / 45.65 253 0.7 1.16
28-12-2009 0.62 2.211 0.048 31.13 / 15.58 / 46.71 253 0.7 1.12
17-01-2010 0.67 2.133 0.046 31.34 / 15.68 / 47.01 251 0.6 1.07
were found to have poor FINITO performance and were thus re-
moved from the final dataset. Table 1 summarizes the properties
of our final dataset together with the corresponding telescope
configurations, position angles, wavelength settings, optical see-
ing, and airmasses. For each wavelength setting, the calibrator
star 31 Ori was observed shortly after or before the science tar-
get. The spectral type of the calibrator star is K4III, and its angu-
lar K-band UD diameter is 3.83 ± 0.40 mas (Chelli et al. 2016).
Each wavelength setting of AMBER from Table 1 was re-
duced with the latest version of the amdlib package (Tatulli et al.
2007; Chelli et al. 2009, release 3.0.9). First, we removed bad
pixels defined in the bad pixel map (BPM) and applied the flat-
field correction. Then, we averaged individual frames taken con-
secutively for the same source and the same wavelength setting
into OI-FITS files. The selection of frames was based on three
criteria: baseline flux signal-to-noise ratio (S/N), piston value
(fluctuation of an optical path difference) and fringe S/N. Frames
with a baseline flux S/N lower than 100 and a piston larger than
4 µm were discarded. Finally, we averaged the remaining frames
keeping those with the 50% best fringe S/N. At the same time,
20% and 80% of the best frames were averaged, and the differ-
ence between these two averaged frames defines the systematic
error associated with the selection of frames.
In order to obtain correctly calibrated visibilities, an accu-
rate wavelength calibration (not provided by amdlib) is needed
both for the science and calibrator targets. For this purpose, we
first performed the wavelength calibration for the (flux) spec-
tra and then applied it to visibilities. The wavelength calibra-
tion using the telluric spectrum alone was not feasible. At the
spectral resolution of 12 000, it is difficult to disentangle very
complex spectral features of the science and calibrator targets
and a few telluric lines present in their spectra. Using only the
telluric spectrum would lead to severe ambiguities in the wave-
length calibration. Thus, an absolute wavelength calibration was
done using a reference spectrum that includes a high-resolution
(R ∼ 200 000) 1D MARCS3 (Gustafsson et al. 2008) spectrum
matching S Ori or 31 Ori, a telluric spectrum produced with the
ESO SkyCalc tool (Noll et al. 2012; Jones et al. 2013), and the
AMBER transmission curve, all convolved to the spectral reso-
lution of AMBER (see also Wittkowski et al. 2011). According
to the amdlib user manual, instrumental errors linked to the dis-
persive elements of AMBER lead to a wavelength displacement
of ∼ 10 pixels. Moreover, Chiavassa et al. (2010) showed that
for the low-resolution AMBER observations a constant wave-
length stretch of 7% is needed. Thus, for each wavelength set-
ting, we made a linear two-component adjustment of the wave-
length scale (by applying wavelength shift and stretching) in or-
der to match the reference spectrum. The adjustment process was
done by computing and minimizing χ2. This gave an offset of
∼ 0.01–0.02 µm (depending on the AMBER wavelength setting)
3 http://marcs.astro.uu.se
with respect to the original wavelength table and a 0.01–0.02%
wavelength stretch. The latter is very small and can be neglected,
as was done in many other studies of high-resolution AMBER
observations (e.g. Driebe et al. 2009; Ohnaka et al. 2009). This
procedure also allows to set the velocity scale at 0 km/s4. This is
a necessary step to perform the tomographic analysis described
in Sect. 4 (since the tomographic masks are constructed from a
static model atmosphere). This procedure was performed sepa-
rately for the science and calibrator spectra. Then we applied the
same calibration to the corresponding visibilities.
Thereafter, the wavelength-corrected squared visibilities
were calibrated with the instrumental transfer function derived
from the calibrator. The errors on the calibrated squared visibil-
ities were derived as follows. First, there is a systematic error
associated with the percentage of the best frames being aver-
aged. This error is derived as the difference between the average
squared visibilities when 80% and 20% of the available frames
are merged. It will be used as a proxy for the error on the transfer
function, which could not otherwise be derived since only one
calibrator star was observed. Other error terms on the calibrated
squared visibilities arise from the uncertainty on the measured
angular diameter of the calibrator and from the statistical error
inherent to the averaging of single frames (this error is provided
by amdlib, see Eq. 27 in Tatulli et al. 2007).
All visibility data obtained as described above are shown
in Appendix A, together with model predictions as outlined in
Sect. 4.
It is important to secure at close-enough epochs the differ-
ent wavelength ranges necessary for the tomographic method to
work best, in order to be able to combine them into a single snap-
shot, avoiding the disturbances caused by temporal variations.
Here, the retained data cover the narrow phase range 0.62 - 0.67.
From their study of the Mira variable R Peg, Wittkowski et al.
(2018) showed that the angular diameter of this Mira changed by
0.2 ± 0.1 mas only over this phase range. This variation is much
smaller than the angular separation probed by two contiguous
masks (as it will be shown in Table 4). All the data in the final
set listed in Table 1 may thus be used in the tomographic method
and considered as representing a single epoch. Note that future
data using GRAVITY will not face this difficulty any more, be-
cause this instrument covers the full K band at once.
3. Tomographic method
The tomographic technique allows us to probe different optical
depths in the stellar atmosphere and to recover the corresponding
disk-averaged velocity field (Alvarez et al. 2001, and Paper I).
4 The uncertainty on our wavelength calibration is defined as the maxi-
mum wavelength shift which can be applied to the wavelength-corrected
AMBER spectra in order to keep a good match with the combination of
MARCS and telluric spectra. It amounts to about 7 km/s.
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Fig. 2. Angular diameters obtained from the fit of MARCS visibilities
with a UD model, separately for each line of a mask. Lines contribut-
ing to the final set of masks constructed in Sect. 3 (see also Fig. 3 and
Table 2) are shown as filled circles. Open circles correspond to the lines
removed from the masks due to mixing of their UD diameters.
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Fig. 3. The average optical depth of lines contributing to the tomo-
graphic masks C1, C2 and C3 constructed in Sect. 3. The horizontal
bands mark the optical depth limits of the masks (see Table 2).
The implementation of the tomographic method described in Pa-
per I was successfully applied to derive the line-of-sight velocity
distribution at different optical depths in the atmosphere of the
red supergiant star µ Cep (Paper II). The method is based on
identifying the formation depth of different spectral lines, which
is expressed in an optical depth scale computed at a reference
wavelength of λ = 5000 Å. The formation depth is provided by
the maximum of the line contribution function (CF, see Paper I).
In doing so, we assign spectral lines to different masks according
to the optical depths at which they form.
Following Papers I and II, we designed masks from a 1D
static model atmosphere. Paper I showed that atomic spectral
lines defining a given mask from a static atmosphere form at
similar optical depths in a dynamical atmosphere. This is true
even when multiple layers contribute to a given line due to non-
homogeneous temperature and density runs in a dynamical at-
mosphere. Thus, the tomographic method does not lose its dis-
criminating power when applied to dynamical atmospheres (at
least while considering only atomic lines and spectral resolu-
tion of ∼ 100 000 – 200 000). For the present work, a set of
three tomographic masks was constructed. The lines belong to
spectral windows between 2.10 – 2.15 µm, 2.18 – 2.24 µm and
Table 2. Properties of the tomographic masks constructed in
Sect. 3.
Mask log τ0 limits* Number of lines
C1 −0.65 < log τ0 ≤ 0.25 25
C2 −1.75 < log τ0 ≤ −1.00 18
C3 −3.00 < log τ0 ≤ −2.10 61
* τ0 is the reference optical depth computed at
λ = 5000 Å.
2.26 – 2.35 µm, i.e. those covered by our AMBER observations.
For the mask construction, we used a 1D MARCS model atmo-
sphere with stellar parameters (Teff = 3000 K, log g = 0.0, and
1 M) close to those of S Ori.
The mask construction process used in the present study dif-
fers from that described in Papers I and II. The spectral resolu-
tion of the AMBER instrument is about 12 000, and the compu-
tation of the CF from synthetic spectra at such a low resolution
would not lead to a reliable opacity evaluation when comput-
ing radiative transfer (since not all the opacities contributing to
the lines inside each AMBER bin would be taken into account
by the opacity sampling procedure used by the MARCS tools).
Instead, our new approach is based on the derivation of the aver-
age depth of formation of the line depression (Eq. 22 of Magain
1986) from the high-resolution (R ∼ 200 000) CF and its sub-
sequent averaging over low-resolution (R ∼ 12 000) wavelength
bins:
< log τ0 >=
∫ λ f
λi
dλ
∫ +∞
−∞ d log τ0 log τ0 CF(log τ0, λ)∫ λ f
λi
dλ
∫ +∞
−∞ d log τ0 CF(log τ0, λ)
, (1)
where λi and λ f are the wavelength limits of low-resolution
AMBER bins. This ensures that the contributions of the vari-
ous spectral lines, which are blended at the spectral resolution of
AMBER, are correctly taken into account. This, in turn, results
in the inclusion of molecular lines in our masks.
In our previous studies described in Papers I and II, the to-
mographic masks have been constructed using high-resolution
synthetic spectra from 1D static model atmospheres, keeping
only atomic lines in masks. The high spectral resolution allowed
us to discard blended spectral lines, thus avoiding to mix lines
with different formation depths. The inclusion of atomic lines
only, characterized by narrow CF profiles, allowed us to build
masks probing non-overlapping optical-depth zones. However,
in the present study, even the small bin size of AMBER is too
wide to separate atomic and molecular lines (except within the
CO band). Molecular lines are characterized by wide CF pro-
files and thus extend over a larger range of optical depths than
atomic lines. In addition, while it was shown in Paper I that the
masks containing only atomic lines do not lose their discrimi-
nating power when applied to dynamical atmospheres, it is not
clear whether this remains the case for molecular lines. To sum-
marize, by averaging the information pertaining to both atomic
and molecular lines that probe different optical-depth ranges in
the atmosphere, the resulting low-resolution masks lose their ac-
curacy at probing the expected optical-depth range.
Thus, we checked the ability of each mask line to probe the
expected optical-depth range by deriving the corresponding UD
diameter from the MARCS model. As a first step, we computed
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Table 3. Parameters (variability phase Φ, effective temperature Teff , surface gravity log g, luminosity L)
and the photospheric angular diameter ΘPhot (derived from a fit of AMBER data with an atmosphere
model) of 1D MARCS model (used for the masks construction in Sect. 3), the best-fit 1D CODEX model
and the best-fit snapshot from the 3D RHD CO5BOLD simulation used in the present work.
Model Φ Teff log g L ΘPhot
[K] [c.g.s.] [L] [mas]
1D MARCS 3000 0.00 2026 11.79 ± 0.02
1D CODEX o54/289240 0.3 2948 -0.48a 6174 10.50 ± 0.05
3D CO5BOLD st29gm06n001/parambf002 2885b -0.66b 7790 11.45 ± 0.03
a Derived from the mass and the radius of the model.
b Averages over spherical shells (Chiavassa et al. 2009).
synthetic visibilities at the spectral resolution of AMBER from
the tabulated intensity profiles for the MARCS model using the
Hankel transform. Then, we extracted squared visibility ampli-
tudes at wavelengths contributing to the tomographic masks and
fitted them with a UD model (about the choice of a UD model,
see our discussion in Sect. 4). The resulting UD angular diam-
eters are shown in Fig. 2 as open and filled circles. They over-
lap between masks C1 and C2 as consequence of inclusion of
molecular lines in the masks. Thus, the final set of masks was
constructed by keeping only lines whose UD diameters are well
separated between the masks C1 and C2 (see filled circles in
Fig. 2). In so doing, our masks are separated both in terms of op-
tical and geometrical depths. Figure 3 shows the average optical
depths derived with Eq. 1 for the adopted lines contributing to
the optimized tomographic masks. The optical-depth ranges and
the number of lines in the optimized masks are summarized in
Table 2.
Our choice to build only three masks is partially driven by
the need to include a significant number of lines per mask. More-
over, interferometric studies of evolved-star atmospheres gener-
ally reveal the presence of at least two atmospheric layers, one
corresponding to the near-continuum (used to measure the pho-
tospheric angular diameters of stars; e.g., Ohnaka et al. 2009;
Wittkowski et al. 2017) and the other to the CO-band formation
region (used to measure the star’s atmospheric extension; e.g.
Arroyo-Torres et al. 2015). However, recent studies of the at-
mosphere of AGB stars showed the presence of an intermediate
layer containing weak molecular and atomic lines (e.g., Ohnaka
et al. 2016, 2019). Indeed, in Fig. 3, the near-continuum (charac-
terized by the largest optical depths) and CO-band (characterized
by the lowest optical depths and located at wavelengths larger
than 22800 Å) regions are clearly distinguishable. These regions
are probed by masks C1 and C3, respectively. Mask C2, in turn,
collects lines falling in the intermediate region between masks
C1 and C3.
In order to investigate the properties of the tomographic
masks, we identified the dominant atomic and molecular fea-
tures contributing to the masks. Tables B.1, B.2, and B.3 sum-
marize the properties (element, central wavelength, excitation
potential, log gf and equivalent width) of spectral lines probed by
masks C1, C2, and C3, respectively. We found that mask C3 con-
tains only CO lines. Mask C2 is characterized by mostly atomic
(Ti i and Sc i) and H2O lines, as well as two CO lines. Mask C1
contains mostly CN lines, a few atomic lines and one OH line.
The difference in chemical properties of the lines contributing to
the tomographic masks further supports our choice to build only
three masks.
4. Calibration of the tomographic masks in terms of
geometrical depth
In this Section, we aim at calibrating the tomographic masks
probing different optical depths in terms of geometrical depths,
taking S Ori as benchmark. This can be done using interferome-
try, by measuring the stellar diameter at the wavelengths probed
by each given mask. For this purpose, visibilities must be es-
timated at wavelengths contributing to the tomographic masks,
and fitted to a geometrical model to convert them into angular di-
ameters. Combined with the stellar parallax, these angular diam-
eters yield in turn the geometrical extension of the atmospheric
layer probed by each mask.
In the fitting process, we considered only AMBER visibili-
ties obtained with the small (G0-E0) and medium (H0-G0) base-
lines. Visibilities from the large baseline (E0-H0, V2 < 0.1) are
not used since they correspond to spatial frequencies close to
the first zero of the visibility function, where higher-order ef-
fects linked to the surface inhomogeneities strongly contribute
(Wittkowski et al. 2011).
4.1. S Ori: UD-model fit
We applied the above procedure to the Mira star S Ori (Sect. 2),
and a UD model has been used. This choice is imposed by the
small number of available visibility points in the Fourier uv plane
(see Fig. A.1), which makes it impossible to reconstruct the com-
plete (limb-darkened) intensity profile of S Ori and, thus, to con-
strain more complicated intensity distribution models. Since the
surface-brightness distribution of a Mira star differs from a UD
(Wittkowski et al. 2008), a UD fit will provide an estimate of the
relative spatial extensions of the different line-forming regions.
In any case, this procedure is adequate to match our primary
goal which is to check whether the tomographic masks probe
distinct atmospheric layers. It allows us to relate optical- and
geometrical-depth scales. The accurate measurement of the at-
mospheric extension is deferred to a forthcoming paper using
VLTI/GRAVITY (Gravity Collaboration et al. 2017) data.
The UD fit was performed in two ways. First, we fitted the
squared visibility amplitudes separately for each line in a given
mask. The resulting UD angular diameters are shown as dots
with error bars in the top panel of Fig. 4. Second, we performed
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a UD-model fit of visibilities for all lines contributing to a given
mask at once (see Fig. A.6 illustrating the fit). The resulting an-
gular diameters for this global approach show a steady increase
from mask C1 to C3 with values of 10.59 ± 0.09, 11.84 ± 0.17,
and 14.08 ± 0.15 mas (see Table 4) and are shown in the top
panel of Fig. 4 as horizontal dashed lines. Results from the two
methods agree fairly well and reveal a clear increase of the an-
gular diameter with increasing mask number or decreasing ref-
erence optical depth. Thus, Fig. 4 confirms the capability of the
tomographic method to probe distinct geometrical depths in the
stellar atmosphere. Finally, Fig. 5 displays our measured UD di-
ameters as a function of the reference optical depth for each line
of a tomographic masks (top panel) and averaged over a given
mask (bottom panel). Thus, Fig. 5 achieves our goal of linking
geometrical- and optical-depth scales.
The UD diameters of S Ori derived in the top panel of Fig. 4
differ from those derived in previous studies. For example, com-
pared to the UD diameters derived from low-resolution AMBER
observations of S Ori by Wittkowski et al. (2008) at phase 0.78
(9.5 mas in the K-band near-continuum, and 10 mas in the CO
band), our UD diameters in the near-continuum (mask C1) and
CO band (mask C3) are larger. This could result from the fact
that, with the tomographic method, angular diameters are mea-
sured in specific spectral lines rather than averaging visibilities
over spectral regions containing both continuum and lines. In
addition, the systematic uncertainties in the absolute visibility
calibration of S Ori (Sect. 2) may partially be responsible for the
discrepancy.
We converted the UD angular diameters of S Ori into linear
radii using a distance based on the period-luminosity (P-L) rela-
tion. Whitelock et al. (2008) derived the K-band P-L relation for
O-rich Galactic Miras, which resulted in a distance of 390 pc to
S Ori. Using this value for the distance, we computed the linear
radii of S Ori in the different masks. We found that the radius
of S Ori is 2.07 ± 0.02 au in mask C1, 2.31 ± 0.03 au in mask
C2, and 2.75 ± 0.03 au in mask C3. These values are consistent
with previous observations of AGB stars. In particular, the ra-
dius of S Ori in mask C1 is comparable to the photospheric radii
of Mira variables from Wittkowski et al. (2016). In addition, the
atmospheric extension of S Ori in mask C3 is consistent with
the previous observations of other AGB stars by Ohnaka et al.
(2016, 2019), who showed that their molecular layers are located
at ∼1.5 R∗ and further away. A similar agreement is present in
the results from the dynamical model atmospheres reported in
Sects. 4.2 and 4.3 (see also Table 4).
Another way to convert the UD angular diameters into linear
radii is by using the Gaia DR2 parallax. Unfortunately, nowa-
days astrometric observations of Mira stars experience problems
which strongly affect the accuracy of stellar parallaxes. This is
particularly the case for Miras with diameters larger than their
parallaxes. First, Mira stars are characterized by very red colors
and, thus, produce chromatic effects caused by the wavelength-
dependent diffraction. Second, the variability of Mira stars leads
to colour variations over the light cycle. Third, the convection-
related variability in these stars produces a displacement of the
photocentre with respect to the barycentre. In particular, Chi-
avassa et al. (2018) analyzed 3D RHD simulations of AGB stars
and showed that the position of the photocentre moves by ∼5–
11% of the stellar radius and accounts for a significant fraction
of the Gaia DR2 parallax error. Finally, the photocenter position
and the surface pattern of Mira stars change with time scales sim-
ilar to the parallactic motion. Improvements should come with
the future Gaia data releases. Since it is not possible to use the
Gaia DR2 parallax to compare with the results from the P-L re-
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Fig. 4. Top panel: Angular diameters obtained from the fit of AMBER
visibilities with a UD model, separately for each line of a mask. Lines
belonging to a given mask are coded in the corresponding color (see
Fig. 3). Dashed horizontal lines correspond to the UD diameters ob-
tained from a UD-model fit of all AMBER visibilities contributing to
a given mask at once. Shaded areas correspond to errorbars. Middle
panel: Same as top panel for the best-matching 1D CODEX model (see
Sect. 4.2). Bottom panel: Same as top panel for the best-matching snap-
shot from the 3D RHD simulation (see Sect. 4.3).
lation and since the comparison of linear sizes between S Ori
and dynamical models is meaningless for the same reasons, the
following sections only describe the comparison of angular di-
ameters.
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4.2. Comparison with 1D pulsation CODEX models
In this Section, we compare AMBER visibilities of S Ori to
those predicted by 1D self-excited pulsation CODEX model at-
mospheres of Mira variables (Ireland et al. 2008, 2011). We se-
lected the o54 model series with Teff = 3370 K (the closest
to S Ori as compared to other model series5), mass of 1.1 M
and pulsation period of 330 d. The model series consists of 66
snapshots, each of them corresponding to a different variability
phase. As a first step, we computed synthetic visibilities from the
tabulated intensity profiles (as in Wittkowski et al. 2016) for all
the snapshots from the model series using the Hankel transform.
To account for the spectral resolution of AMBER, we averaged
the monochromatic squared visibility amplitudes over the AM-
BER wavelength bins. Then, we fitted the S Ori visibilities to ev-
ery snapshot from the model series by keeping the photospheric
angular diameter ΘPhot6 as a free parameter. The fitting process
and the selection of the best-fit snapshot was done by comput-
ing and minimizing χ2, where the error term corresponds to the
statistical errors on the squared visibility amplitudes of AMBER
observations (see Sect. 2). Table 3 summarizes the parameters
of the best-matching CODEX snapshot o54/289240, which, in
addition, has parameters close to those of S Ori. The reduced
χ2 value equals 84. The next best χ2 values are above 90. The
large χ2 may arise from uncertainties in the absolute visibility
calibration of S Ori or/and mismatch in the model stratification
with respect to S Ori. This has little impact on our analysis since
we aim at comparing the relative spatial extensions in different
tomographic masks, for S Ori and for dynamical models, rather
than measuring accurate stellar diameters. The synthetic visibil-
ities of the best-fit CODEX snapshot are compared to those of
S Ori in Appendix A for all AMBER wavelength settings and
reveal a good agreement with the observations. In particular, the
snapshot reproduces the observed decrease in the visibility func-
tion at the locations of the CO bands. This further confirms the
capability of 1D CODEX models to predict extended molecular
atmospheres of Mira stars (as already shown by Wittkowski et al.
2016, for other Mira variables).
In order to check whether the CODEX model atmospheres
predict larger UD diameters with increasing mask number as
well, we extracted squared visibility amplitudes computed from
our selected CODEX snapshot at wavelengths contributing to the
tomographic masks and fitted them with a UD model in the same
way as was done in Sect. 4.1 for S Ori.
Results are shown in the middle panel of Fig. 4, in Table 4,
and in Fig. A.7. As for S Ori, the UD diameters of the CODEX
snapshot increase along the mask sequence C1, C2 to C3 with
values 10.97 ± 0.09, 12.02 ± 0.14, and 14.50 ± 0.09 mas, respec-
tively. Thus, the relation between geometrical and optical depth
scales illustrated in Fig. 5 is confirmed by predictions from 1D
pulsation CODEX model atmospheres.
4.3. Comparison with 3D radiative-hydrodynamics
CO5BOLD simulations
In this Section, we compare AMBER visibilities of S Ori to
those predicted by time-dependent 3D radiative-hydrodynamics
5 There are only four CODEX model series available, and none of
them matches well the parameters of S Ori.
6 In CODEX models, the photospheric radius RPhot and photospheric
angular diameter ΘPhot are defined as the Rosseland linear radius (RRoss)
and the Rosseland angular diameter (ΘRoss), respectively. RRoss and ΘRoss
correspond to the model layer where the Rosseland optical depth equals
unity (Ireland et al. 2008, 2011).
(RHD) simulations of convection in the outer envelope and at-
mosphere of AGB stars, as computed by Freytag et al. (2017)
using the CO5BOLD code (Freytag et al. 2012). The model ge-
ometry is of the kind "star-in-a-box". It is characterized by an
equidistant cartesian grid with the same open boundary condi-
tions for all sides of the simulation box.
From the sample of Freytag et al. (2017), we selected
the st29gm06n001 simulation having stellar parameters closely
matching those of S Ori: Teff = 2822 K, log g = −0.65, mass
1 M and pulsation period of 1.15 yr (i.e. about 420 d). The
simulation is characterized by the "grey" frequency dependence
of the radiation field. The pulsations are self-excited, as in the
1D CODEX models, and the pulsation period and amplitude are
outputs of the 3D simulation.
We calculated intensity maps for 13 snapshots of the simula-
tion using the pure-LTE radiative-transfer code Optim3D (Chi-
avassa et al. 2009). The code performs the detailed radiative
transfer using opacity tables constructed as a function of tem-
perature and density, and using solar elemental abundances from
Asplund et al. (2009). Instead of micro-turbulence broadening,
Optim3D takes into account the Doppler shifts caused by the
convective motions in the stellar atmosphere. The intensity maps
were computed for the spectral windows 2.10 – 2.15 µm, 2.18 –
2.24 µm and 2.26 – 2.35 µm to cover the wavelength range of our
AMBER observations. We used a constant spectral resolution of
60 000 in order to average in a subsequent step the monochro-
matic squared visibilities over each AMBER spectral channel.
Next, we computed the intensity profiles by azimuthally averag-
ing the intensity maps (as explained in Chiavassa et al. 2009).
Then, the synthetic visibilities were computed from the inten-
sity profiles using the Hankel transform and averaging over each
AMBER spectral bin.
The following steps were performed in the same way as for
the CODEX model series described in Sect. 4.2. First, we fit-
ted visibilities of S Ori to every 3D snapshot until finding the
best-matching one. The photospheric angular diameter ΘPhot7
has been kept as a free parameter during the fit (see Sect. 4.2
for the fitting procedure). The parameters of the best-fit snap-
shot are shown in Table 3, and the reduced χ2 equals 51, and the
next best χ2 are above 60 (about the large χ2 value even for the
best-fit snapshot, see the discussion in Sect. 4.2). Its synthetic
visibilities are compared to those of S Ori and to the best-fit
1D CODEX snapshot in Appendix A, and are consistent with
both. The 3D snapshot visibilities nicely reproduce the decrease
of the S Ori visibilities in the CO band. This means that, sim-
ilar to CODEX models, 3D RHD simulations are also able to
predict the extended molecular layers in Mira-star atmospheres
(Wittkowski et al. 2016). The photospheric diameters ΘPhot of
the best-fit CODEX snapshot and of the 3D snapshot in Table 3
are comparable, considering the differences in stellar parameters
and in the definitions of RPhot (and ΘPhot) between the models.
As a final step, we extracted the squared visibility amplitudes
of the best-matching 3D snapshot and performed a UD-model
fit in two ways as was done in Sects. 4.1 and 4.2. The result-
ing UD diameters for different tomographic masks are shown in
the bottom panel of Fig. 4 and are compared to those of S Ori
and to the best-fit 1D CODEX snapshot in Table 4 and Fig. 5
(see Fig. A.8 illustrating the fit). The UD diameters of the 3D
snapshot increase from mask C1 to mask C3 with values 11.13
7 In CO5BOLD simulations, the photospheric radius RPhot of a snap-
shot corresponds to the snapshot’s radius, which is calculated from the
luminosity and effective temperature averaged over spherical shells (see
Chiavassa et al. 2009, for more details).
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Table 4. UD angular diameters of S Ori for the different tomographic
masks constructed in Sect. 3 compared to those from the best-fit 1D pul-
sation CODEX model and the snapshot from the 3D RHD CO5BOLD
simulation.
Mask UDS Ori ΘCODEX ΘCO5BOLD
[mas] [mas] [mas]
C1 10.59 ± 0.09 10.97 ± 0.09 11.14 ± 0.09
C2 11.84 ± 0.17 12.02 ± 0.14 12.21 ± 0.12
C3 14.08 ± 0.15 14.50 ± 0.09 15.34 ± 0.08
± 0.09, 12.21 ± 0.12, and 15.34 ± 0.08 mas. Thus, the link be-
tween optical and geometrical depth scales displayed in Fig. 5 is
further validated by 3D stellar convection simulations.
According to Table 4, the UD diameters of the best 1D and
3D snapshots are systematically larger than those measured for
S Ori. As mentioned in the previous sections, there are system-
atic uncertainties in the absolute visibility calibration of S Ori,
which may contribute to the discrepancy. In addition, the strati-
fication of the CODEX and CO5BOLD atmosphere models may
not perfectly match S Ori. Moreover, the stellar parameters of the
models are not exactly the same as the observed ones. Neverthe-
less, the relative distances between the masks, and even absolute
UD angular diameters, are very well reproduced by the models.
5. Summary and conclusions
In the present paper, we report the results of the first appli-
cation of the tomographic method to high-resolution near-IR
spectro-interferometric VLTI/AMBER observations of the Mira
star S Ori. The flow chart of the methodology used in the pa-
per is illustrated in Fig. 6. We extracted interferometric squared
visibility amplitudes of S Ori at wavelengths contributing to the
tomographic masks and fitted them with a UD model in order to
estimate the relative spatial extension of different line-forming
regions. We observe an increase of the measured UD angu-
lar with decreasing optical depths probed by the tomographic
masks. This reveals, for the first time, the relation between op-
tical (provided by tomography) and geometrical (provided by
interferometry) depth scales for a Mira-type star. Comparison
to 1D pulsation CODEX model atmospheres and 3D RHD con-
vection simulations of M-type AGB stars allowed us to recover
similar relations, thus supporting the S Ori results. The recovery
of the link between optical and geometrical depth scales further
validates the tomographic method and its capability to probe dis-
tinct atmospheric layers.
In addition, we detected in S Ori an intermediate atmospheric
layer probed by the mask C2 (optical depth −1.75 < log τ0 ≤
−1.00, UD diameter 11.84 ± 0.17 mas) located slightly above
the near-continuum layer (mask C1, −0.65 < log τ0 ≤ 0.25,
10.59 ± 0.09 mas) and much less extended than the CO layer
(mask C3, −3.00 < log τ0 ≤ −2.10, 14.08 ± 0.15 mas). The
presence of such an intermediate layer in both AMBER observa-
tions and dynamical models as well as its chemical composition
(mainly strong atomic lines and molecular H2O lines) indicate
that atmospheres of AGB stars have a very complex multi-layer
structure unlike modeled by some earlier theories (e.g. MOL-
sphere, Tsuji 2000).
In the future, we aim at expanding the present study to
spectro-interferometric observations of Mira-type stars, and
S Ori in particular, with the VLTI/GRAVITY instrument. It is
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Fig. 5. Top panel: UD angular diameters of S Ori for each line of a mask
versus their corresponding reference optical depths (Fig. 3). The color
coding is the same as in Figs. 3 and 4. Bottom panel: UD angular di-
ameters of S Ori (black), the best-fit 1D CODEX snapshot (red) and the
best-fit snapshot from the 3D RHD simulation (green) from Table 4 for
the different tomographic masks versus their corresponding reference
optical depths (Table 2). The errorbars are shown as shaded areas.
characterized by higher fringe-tracking precision and combines
four telescopes, thus improving the uv coverage. The latter is
important in the context of recovering the true intensity profile
of a star in order to constrain more complex geometrical mod-
els (rather than using UD) and to derive more accurate angular
diameters in different tomographic masks.
The knowledge of the link between optical and geometrical
depth scales opens a way to derive the shock-wave propagation
velocity in atmospheres of Mira-type stars, which has not been
measured yet. This can be done by combining high-resolution
spectro-interferometric and spectroscopic observations of Mira
stars. This will be possible in the near future by combining
VLTI/GRAVITY and VLT/CRIRES+ (Follert et al. 2014) instru-
ments or VLT/CRIRES+ and VLT/SPHERE (Vigan et al. 2018)
instruments in the near-IR domain. The knowledge of the shock
wave velocity in real stars will allow us to perform a unique test
of dynamical model atmospheres and to better understand the
role of shocks in driving the mass loss. In addition, the deriva-
tion of the link between optical and geometrical depth scales for
a sample of close benchmark stars will provide constraints to 1D
and 3D dynamical model atmospheres, which will be later used
to interpret more distant and only spectrally accessible stars.
The tomographic method is a valuable tool, which has po-
tential to simultaneously probe the structure and dynamics of
stellar atmosphere. In future, the application of the tomographic
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Fig. 6. The flow chart of the methodology used in the paper.
method to different types of observations will allow us to obtain
a three-dimensional view on stellar atmospheres and to better
understand the processes and mechanisms driving the mass loss
in evolved stars.
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Appendix A: Additional figures
Here, we provide additional figures. Figure A.1 shows the uv-
coverage of our observations (top panel) and average squared
visibilities for each baseline (bottom panel). Figures A.2–A.5
show all the obtained AMBER visibility data including the
comparison to 1D CODEX and 3D CO5BOLD stellar atmo-
sphere models. Figures A.6–A.8 illustrate the fit of the AMBER,
CODEX and CO5BOLD visibilities with a UD model for differ-
ent tomographic masks.
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Fig. A.1. Top panel: uv-plane of AMBER observations. Colors corre-
spond to different baselines. Bottom panel: Average squared visibility
amplitudes < V2 > versus spatial frequencies for the three baselines and
different observing dates.
Appendix B: Tomographic masks
Here, we summarize properties (element, wavelength λmask, ex-
citation potential χ, log gf and equivalent width) of spectral lines
probed by the tomographic masks constructed in Sect. 3.
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Fig. A.2. Top panel: Squared visibility amplitudes of S Ori (black) obtained with the 2.133 µm AMBER setting (Table 1). They are compared to
the best-fit 1D CODEX snapshot (red) and the best-fit snapshot from the 3D RHD CO5BOLD simulation (green) described in Sects. 4.2 and 4.3
respectively. Only data corresponding to the short (G0-E0, dashed lines) and medium (H0-G0, solid lines) AMBER baselines are shown. Average
errorbars (mainly arising from the uncertainty on the angular diameter of the calibrator) of AMBER observations are shown in black on the left
side of each visibility spectrum. Systematic errorbars associated with the percentage of the best frames being averaged (see Sect. 2) are shown in
blue. Errorbars which are too small to discern are shown as ten-fold errors and labeled accordingly. Middle panel: Residuals between the AMBER
and model squared visibilities for the short baseline. The color coding is the same as in the top panel. Bottom panel: Same as the middle panel, but
for the medium baseline.
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Fig. A.3. Same as Fig. A.2, but for data obtained with the 2.211 µm AMBER setting (Table 1).
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Fig. A.4. Same as Fig. A.2, but for data obtained with the 2.288 µm AMBER setting (Table 1).
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Fig. A.5. Same as Fig. A.2, but for data obtained with the 2.326 µm AMBER setting (Table 1).
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Fig. A.6. UD fit of VLTI/AMBER visibilities of S Ori (dashed lines) for
the different tomographic masks. Two clusters of points correspond to
two baselines: small (G0-E0) and medium (H0-G0). Each point corre-
sponds to a squared visibility extracted at a wavelength contributing to
a given tomographic mask. Colors correspond to different masks.
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Fig. A.7. Same as Fig. A.6, but for the best-matching CODEX model
(Sect. 4.2).
0 20 40 60 80 100 120
Spatial frequency [1/arcsec]
0.0
0.2
0.4
0.6
0.8
1.0
S
q
u
a
re
d
v
is
ib
il
it
y
a
m
p
li
tu
d
e C1
C2
C3
Fig. A.8. Same as Fig. A.6, but for the best-matching 3D snapshot
(Sect. 4.3).
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Table B.1. Properties of lines contributing to the tomographic mask C1.
Element λmask [Å] χ log gf Equivalent width [mÅ ]
CN 21343.5 1.08 -1.93 77.06
CN 21435.6 1.05 -1.79 96.16
CN 21441.8 1.30 -1.93 48.99
CN 21858.2 1.13 -1.89 72.99
CN 21905.9 1.25 -1.87 58.88
CN 21936.4 1.02 -2.14 63.10
CN 21963.2 1.04 -2.28 48.49
CN 21972.8 1.16 -1.84 73.53
OH 21976.4 2.41 -3.79 99.30
Fe i 21988.7 6.84 0.15 94.85
CN 22136.4 1.26 -1.67 76.62
CN 22151.5 1.42 -1.89 39.11
CN 22236.4 1.11 -2.26 42.35
CN 22243.8 1.25 -1.75 70.81
CN 22248.3 1.46 -1.88 36.60
CN 22302.3 1.33 -1.66 68.87
Ca i 22654.3 4.68 -0.99 168.20
Si i 22665.8 6.62 -0.68 107.85
CN 22692.4 1.36 -1.66 63.54
CN 22747.7 1.34 -1.97 40.12
Fe i 22750.7 3.41 -5.08 50.91
Fe i 22812.6 5.79 -0.90 140.60
CN 22817.7 1.40 -1.64 60.47
CN 23066.1 1.30 -1.99 41.01
CN 23079.5 1.31 -2.20 28.10
Table B.2. Properties of lines contributing to the tomographic mask C2.
Element λmask [Å] χ log gf Equivalent width [mÅ ]
H2O 21130.9 1.13 -4.08 32.19
H2O 21255.9 1.17 -3.48 102.95
H2O 21281.5 1.22 -3.64 60.55
H2O 21418.4 1.15 -3.57 95.48
H2O 21493.9 0.95 -4.02 86.34
Ti i 21897.5 1.74 -1.45 567.19
Ti i 22004.5 1.73 -1.88 493.12
Sc i 22052.5 1.45 -0.76 494.91
Sc i 22065.3 1.44 -0.96 467.74
Ti i 22211.2 1.73 -1.77 512.89
Ti i 22232.9 1.74 -1.66 531.34
Sc i 22266.9 1.43 -1.33 420.76
Ti i 22274.1 1.75 -1.76 511.40
H2O 22283.4 0.95 -4.26 51.43
H2O 22911.2 0.52 -4.49 200.13
CO 23109.5 1.51 -4.91 412.65
H2O 23337.9 0.95 -4.00 94.21
CO 23458.1 0.43 -5.32 333.88
Table B.3. Properties of lines contributing to the tomographic mask C3.
Element λmask [Å] χ log gf Equivalent width [mÅ ]
CO 22930.0 0.56 -5.22 650.04
CO 22935.3 0.49 -5.26 665.86
CO 22937.7 0.47 -5.27 670.73
CO 22940.5 0.45 -5.28 675.83
CO 22943.8 0.43 -5.30 680.45
CO 22947.4 0.41 -5.31 684.95
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CO 22951.5 0.39 -5.32 689.32
CO 22956.1 0.37 -5.33 693.57
CO 22960.9 0.35 -5.35 697.49
CO 22966.3 0.33 -5.36 701.45
CO 22971.9 0.32 -5.37 705.45
CO 22978.1 0.30 -5.39 708.94
CO 22984.9 0.28 -5.40 712.11
CO 22991.7 0.27 -5.42 715.49
CO 22999.0 0.25 -5.44 718.18
CO 23006.8 0.24 -5.45 720.90
CO 23015.0 0.22 -5.47 723.45
CO 23023.5 0.21 -5.49 725.68
CO 23032.6 0.19 -5.50 727.92
CO 23041.9 0.18 -5.52 729.47
CO 23051.8 0.17 -5.54 731.22
CO 23061.8 0.16 -5.56 732.44
CO 23072.2 0.14 -5.58 733.50
CO 23083.1 0.13 -5.60 734.39
CO 23094.4 0.12 -5.62 734.94
CO 23106.1 0.11 -5.64 734.95
CO 23118.3 0.10 -5.67 734.79
CO 23130.8 0.09 -5.69 734.46
CO 23143.8 0.08 -5.72 733.40
CO 23157.1 0.07 -5.74 731.97
CO 23170.8 0.06 -5.77 730.37
CO 23185.0 0.06 -5.80 728.24
CO 23199.5 0.05 -5.83 725.72
CO 23214.6 0.04 -5.86 722.66
CO 23221.3 0.82 -4.74 648.38
CO 23230.4 0.04 -5.90 718.86
CO 23233.7 0.69 -4.81 677.66
CO 23237.3 0.67 -4.83 682.15
CO 23241.4 0.65 -4.84 686.34
CO 23245.7 0.03 -5.93 714.70
CO 23250.8 0.61 -4.87 694.11
CO 23256.4 0.60 -4.88 697.87
CO 23261.7 0.03 -5.98 709.44
CO 23267.8 0.56 -4.91 704.59
CO 23274.3 0.55 -4.92 707.57
CO 23281.2 0.53 -4.94 710.39
CO 23288.4 0.51 -4.96 713.23
CO 23295.9 0.50 -4.97 715.75
CO 23304.3 0.49 -4.99 717.77
CO 23312.9 0.47 -5.01 719.98
CO 23321.9 0.46 -5.02 721.87
CO 23331.1 0.44 -5.04 723.43
CO 23341.3 0.43 -5.06 724.84
CO 23351.4 0.42 -5.08 725.91
CO 23362.2 0.41 -5.10 726.83
CO 23367.9 0.00 -6.33 655.14
CO 23373.4 0.40 -5.12 727.42
CO 23406.2 0.00 -6.56 617.62
CO 23421.2 0.35 -5.21 727.15
CO 23434.3 0.35 -5.23 726.23
CO 23447.6 0.34 -5.26 724.62
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