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ABSTRACT 
We show that a square matrix A with at least one positive entry and all principal 
minors negative can be characterized in terms of the number of solutions the linear 
complementarity problem (4, A) with the matrix A has for different vectors 4. Such a 
matrix can also be characterized in terms of a sign nonreversal property. These results 
complement the known results for a square matrix A < 0 with all its principal minors 
negative. 
1. INTRODUCTION 
We call a square matrix A of order n a P-matrix if all the principal 
minors of A are positive. A is called an N-matrix if all its principal minors 
are negative. An N-matrix A is said to be of the first category if it has at 
least one positive element. Otherwise it is said to be of the second category. 
In fact, it is known that if A is an N-matrix of the first category, then each 
row and column of A has a positive entry. See [ll, p. 581. N-matrices arise in 
the theory of global univalence of functions, [2, lo], in multivariate analysis 
[7], and in linear complementarity problems [ll, 31. 
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Given a square matrix A of order n, and a vector q E R”, the linear 
complementarity problem is to find vectors u;, .a E R” such that 
w-Az=q, (1) 
u: 2 0, .z >o, (2) 
w’z = 0. (3) 
We denote this problem by (q, A). A pair (w, .a) of vectors satisfying (1) to (3) 
is called a solution to (q, A). 
A square matrix B of order n whose jth column B.i is either - A. j or 
I. j for 1~ j < n is called a complementary matrix of [I :-A]. The cone 
generated by a complementary matrix B, 
pos(B)={z:,_=By,y>O], (4) 
is called a complementary cone. A well-known result in the theory of the 
linear complementarity problem is the following characterization of P- 
matrices due to Samelson, Thrall, and Wesler [12]. 
THEOREM 1.1. A is a P-matrix if and only if the complementary cones of 
[I :-A] partition R”, or equivalently, A is a P-matrix if and only if (q, A) has 
a unique solution for each q E R”. 
The linear complementarity problem with A as an N-matrix has earlier 
been studied by Saigal [ll] and Kojima and Saigal [3]. They prove in [3] the 
following theorem. 
TIIEOREM 1.2. lf A is an N-matrix of the second category, then (q, A) 
has exactly two solutions for any q > 0 and no solution for any q > 0. Zf A is 
an N-matrix of the first category, then for any q 3 0, (q, A) has a unique 
solution, and for any q > 0 which is nondegenerate with respect to A, (q, A) 
has exactly three solutions. 
However, until recently there has been no published proof of the 
converse, viz., a characterization of N-matrices using the number of solutions 
to (q, A). Recently, Parthasarathy and Ravindran [9] proved the following. 
THEOREM 1.3. Let A < 0. Then A is an N-matrix if and only if (q, A) has 
exactly two solutions for each q > 0. 
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Another characterization of N-matrices of the second category is given by 
Maybee [4]. 
A main result proved in this paper is the converse of the Kojima-Saigal 
result for N-matrices of the first category. This is posed as an open problem 
in [9]. As a consequence, we also obtain a characterization of N-matrices of 
the first category in terms of a sign nonreversal property (such a characteriza- 
tion of N-matrices of the second category has been proved in [9]; see 
Theorem 2.2 in Section 2 below). 
2. PRELIMINARIES 
The (i,j)th entry of a matrix A is denoted by ajj. Let J and K be 
subsets of (1,2,. . , n). The matrix A,, denotes the submatrix of A with row 
and column indices in J and K respectively, arranged in the natural order. If 
J={1,2,..., n}, then we write A,, as A.,. 
We say that a square matrix A of order n reverses the sign of a vector 
x E R” if x~(Ax)~ < 0 Vi = 1,. . , n. We say that x is unisigned if xi < 0, 
1 < i < 12, or xi > 0, 1 < i < n. 
If ~c{l,2 ,..., n], th en j={l,2,...,n)\J={i:l<i<n, i@J). For any 
two subsets J and K of (1,2,. . . , n), JAK = (J n i?)u(j n K) is the symmet- 
ric difference between / and K. For J ~{1,2,. ,n), x E R”, x =(x,, xi)’ 
denotes the partitioned form of x after a suitable permutation of its indices. 
R: denotes the nonnegative orthant, i.e., R: = (X E R” : xi 2 0, 1 < i < n). 
Given a square matrix A of order n, the pair of column vectors ( - A. j, ‘.j} 
for 1~ j < n is called a complementary pair. Let C be a matrix formed by 
taking one column each from any n - 1 complementary pairs of columns of 
A. If rank C = n - 1, then we call pas(C) an (n - l)-face. In what follows, we 
assume that the principal minors of A are all nonzero. 
Let F = pas(C) b e an (n - I)-face. We say that a complementary cone 
pas(B) is incident on F if all the columns of C are columns of B also. Hence 
any (n - I)-face F has exactly two complementary cones incident on it. 
Under our assumption about the principal minors of A, it then follows that 
all the complementary matrices are nonsingular, and the subspaces generated 
by their (n - I)-faces are hyperplanes. We may then talk of the complemen- 
tary cones incident on an (n - l)-face F, lying on the same side or opposite 
side of F. We say that the two cones incident on an (n - 1)-face F are 
properly situated if they lie on opposite sides of F. We say that F is a proper 
face if either the two complementary cones incident on F are properly 
situated, or F is on the boundary of the set 
D(A)={q~R”:(y,A)hasasolution}. (5) 
234 S. R. MOHAN AND R. SRIDHAR 
These notions are due to Saigal [ll]. Saigal proves the following theorem 
1111. 
TI~EOHEM 2.1. Let A be an N-matrix. If it is of the second category, then 
all the (n - 1)-f aces are properly situated; ifit is of the first category, then all 
the (n - l&faces other than those of pas(l) are properly situated. 
DEFINITION (Principal pivot transform). Let B be a nonsingular com- 
plementary matrix. Note that we can write the n by 2n matrix [I : -A] as - 
[A :B], where B is the matrix of columns [I : - A] not in Z?. We can transform 
the original problem (q,A) to an equivalent problem (4, A), where A= 
- R-‘B and 9 = B-‘y. The matrix x is then called a principal pivot 
transform of A with respect to the complementary matrix B. 
Let J=(j: -A.j IS a column of B}. We then rewrite B (if necessary with 
a rearrangement of rows and columns) as 
where if J = 0, then B(J) = I. We then have the following lemma which 
relates the determinant of a principal submatrix of A to the determinant of a 
principal submatrix of A. 
LEMMA 2.1. Let B(J) be a nonsingular complementary matrix with the 
index set as defined before. Z.et x be the principal pivot transform qf A with 
respect to B(J). Then for any K C_ (LT.. . , n) + J, 
detx,x=detA.,,,..,/det A,,. (7) 
See [l], [8], and [14]. 
We say that A is a Q-matrix if (q, A) has a solution for all 4 E R”. Notice 
that if A is a Q-matrix and x is a principal pivot transform of A, then x is 
also a Q-matrix. 
The sign nonreversal property for N-matrices of the second category 
given by Parthasarathy and Ravindran [9] is as follows. 
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THEOREX~ 2.2 (Theorem 2 of [9]). L.et A be a syuare matrix of order n 
with aji < 0 for all i, j. Then the following are equivalent: 
(i) A is un N-matrix. 
(ii) A does not reverse the sign of any non-unisigned vector. 
3. SIGN PATTERN OF N-MATRICES 
We note that if A is an N-matrix, then no entry of A can be zero. The 
following lemma is due to Ravindran [lo]; see also [9]. 
LEX~‘MA 3.1. Let A he a square matrix of order n, whose principal minors 
of order 3 or less are negative. Then there is a diagonal matrix S whose 
diagonal entries are either + 1 or - 1 such that 
SAS < 0. (8) 
This lemma determines the sign pattern of entries of an N-matrix. To 
obtain an explicit form, we define the following. 
DEFINITION. Let x, y E R” have nonzero coordinates; we say that x and 
y have the same sign pattern if xiyi > 0 Vi = 1,. .,n. If x and y have the 
same sign pattern, they are said to be sign equivalent. 
We have the following lemma on the sign equivalence of columns of a 
matrix A. 
LEMMA 3.2. Let A be a square matrix of order n, n > 3, with all of its 
principal minors of order 3 or less negative. Then sign equivalence is an 
equivalence relation on the set of columns of A which partitions the columns 
of A into two classes, ] and j, where J = (i: allali > 0, 1~ i < n}. 
Proof. Let A.i and A., be two columns of A. Suppose aiiaik > 0. Then 
clearly, aik < 0, and considering the 2 by 2 principal submatrix 
(9) 
we see that ski < 0. Thus akiakk > 0. We now claim that ajiajk > 0 vj. 
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Suppose for some r z i or k, aria,+ < 0. Consider the 3 by 3 principal 
submatrix 
The sign pattern of this matrix is either 
[ 
_ + - 
1 [ 
- - - + - - or - - +, 1 (11) - - - - + - 
according as a,., > 0 or a,i < 0. But these are not the sign patterns of an 
N-matrix of order 3: see Parthasarathy and Ravindran [9]. Hence if aiiaik > 0, 
then ajiajk > 0 Vj. Similarly, we can show that if aiiakk < 0, then ajiajk < 0 
Vj, for any i, k E (1,2,. . , n}. 
Now consider the index set 
J = (i : allali > 0, 1< i < n}. (12) 
J is nonempty, and it follows that all the columns of A whose indices are in J 
are sign equivalent. The index sets J and j induce the desired partition of 
the columns of A. If J is empty, then A < 0. n 
REMARK 3.1. It follows from the above lemma that if A is a square 
matrix of order n > 3, all of whose order 3 or less principal minors are 
negative, then A can be written in the partitioned form 
A= AlI Al,_ 
[ 1 AI, All ’ (I31 
where the index set J is as given in (12), A, < 0, AJ~ < 0, and A,,- and Al, 
are matrices with all positive entries. This representation also specifies 
immediately the matrix s in (8). 
The following theorem is about the number of solutions to (9, A), when A 
is an N-matrix of the first category and 9 E R;. This result has been 
observed by Kojima and Saigal [3]. But here, we give a different proof. 
THEOREM 3.1. L.et A be an N-matrix of the first category. Then fm each 
9 > 0, (9, A) has exactly three solutions. lf 9 is on a face of pas(I), then 
(9,A) has at most two solutions. 
N-MATRICES USING LINEAR COMPLEMENTARITY 237 
Proof. Let J be as defined in (12). Let the matrix A be partitioned as in 
Remark 3.1. 
Consider any 9 > 0, and let 9 = (9,, 9i)t. As A,, is an N-matrix of the 
second category, from [3] and [O] we see that there is exactly one solution 
(w,?, 2;) to the subproblem (9,, A,,) in which z,? z 0. Now define E E R”, 
ZE R” by 
2L: =w* 
I I ’ 2, = zl*, 
(14) 
Wi = 9i + A,&, zJ= 0. 
It is easy to see that (U;, Z) solves (9, A), and Z, z 0. Since (~7, ~7) uniquely 
determines WJ, there is exactly one solution to (9, A) with .zI # 0, .zi = 0. 
By a similar argument, we can show that there is exactly one solution 
(u, v) in which 0, = 0 and ui f 0. In addition, we have the trivial solution 
w = 9, z = 0, and hence we have three solutions to (9, A). 
To show that (9,A) has exactly three solutions, we show that there is no 
solution (x, y ) to (9, A) in which y, and yi are nonzero. Suppose on the 
contrary, there is a solution (x, y) to (9, A) with y, f 0 and ye f 0. Let 
L={s:y,>O, l,<s<n}. By our hypothesis, LnJz0 and LnJ#rZI. 
Therefore the principal submatrix A,, is an N-matrix of the first category. 
Further we have 
-~L=ALLYL, (15) 
which contradicts a well-known property of N-matrices of the first category 
due to Inada (see Nikaido [6, p. 3621). 
If 9 is contained in a face of pas(I), then the above arguments show that 
there are at most two solutions to (9, A). This completes the proof. n 
REMARK 3.2. Let us define two classes of complementary cones of A. 
Let 
C,={pos(B):B 1s a complementary matrix of [I :-A] 
with B., = I., Vk E j}, 
(16) 
C, = {pos( B): B 1s a complementary matrix of [ 1 :-A] 
with B., = I., Vk E J}. 
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Geometrically Theorem 3.1 shows that the complementary cones in C, other 
than pas(I), intersected with B’; , make a partition of the positive orthant [if 
there is only one complementary cone in C,, it covers the whole of pos( I) 
when intersected with R”,]. So also for the cones in C,. 
REMAHK 3.3. The above theorem corrects a wrong assertion in the 
statement of Theorem 3.3 of Kojima and Saigal [3], which claims that the 
number of solutions to (q,A) when y > 0 is degenerate with respect to A is 
two. This mistake has also been pointed out by Stone [13]. 
REMAHK 3.4. Theorem 3.4 in Kojima and Saigal [3], on the number of 
solutions to (4, A) when y is contained in a face of pas(l), is also wrong. It 
asserts that the number of solutions is exactly two when y 2 0 with yi = 0 for 
at least one i, i = 1,. . , n. The following example shows that this need not 
be so. 
EXA~IPLE 
-1 2 -1 
A= 1 -1 1 -2 2 -1  
is an N-matrix of the first category. Here, for y = (O,O, l)‘, (4, A) has a 
unique solution. 
4. SOME CHARACTERIZATION THEOREMS FOR N-MATRICES 
In this section we prove some theorems characterizing N-matrices. The 
first theorem is a converse of Kojima and Saigal’s result [3] on the number of 
solutions to (q, A) when A is an N-matrix of the first category. We start with 
two lemmas. 
LEMMA 4.1. Let F he an (n - l&face on which pas(B) and pos(B’) are 
incident. Let det B # 0. Then the complementary cones pas(B) and pos(B’) 
are properly situated on F if and only if 
det Br/det B ,< 0. (17) 
This is from Lemma 5.1 of Saigal [ll]. 
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LEMMA 4.2. Suppose X is a square matrix C$ order n with nuxero 
principal minors. ZA the two complementary cones incadent on tiny (n - I)- 
face which is not a face of pos( - X) be properly sztuated. Then all the proper 
principal minors of X are positioe. 
Proof. The proof is by induction on the order of the principal minors of 
X. We first show that all the principal minors of order 1 of X are positive. To 
show that xjj > 0, 1~ j < n, consider 
pos(B’)=pos(Z., ,..., Z.j_,,-x.j,z.j+, ,..., I.,,) 
and 
pas(B) =pos(z). 
Since these two cones are properly situated on the (n - l)-face, 
F = pos(Z., ,..., Z.j_r,Z.j+l ,..., I.,*); 
using Lemma 4.1, it follows that 
det B’/det B < 0, 
which implies 
detB'=-~~~<O, or Xjj>O> l<j<n. (18) 
Let us assume that all the principal minors of order r (r < n - 1) of X are 
positive; consider a submatrix X,, oforder r+l. Let sEJand L=J\(sI; 
consider the two cones 
pos( B’) = pOS{ - X.j, j E _I; Z.j, j ’ JI ) 
pos( B) = POS{ - X.,, j E Li Z.j, j ’ LI 
and the face 
F = pas{ - x.~, j E L; Z.j, j E L and .i # s). 
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Since pos(Bl and pos(B’) are properly situated on F, it follows from (17) 
that 
detB’/detB<O. 
Now det B = (- 1)‘det X,,, and by induction, det X,, > 0. Hence 
det B < 0 if r is odd, and det B > 0 if r is even. It follows that det B’ > 0 if r 
is odd, and det B’ < 0 if r is even. Since det B’ = (- ljr+’ det X,,, it is clear 
that det X,, > 0 in either case. The proof is complete. n 
The following theorem characterizes N-matrices of the first category in 
terms of the number of solutions to (q, A), for q E R”. 
THEOREM 4.1. L.et A be a square matrix of order n, each column of 
which contains a positiz;e entry. Suppose (q,A) has a unique solution when- 
ever q & 0 and a finite number of solutions whenever q > 0, with more than 
one solution for at least one q > 0. Then A is an N-matrix of the first category. 
Proof. Since (q, A) has a finite number of solutions for any q E R”, it 
follows that none of the principal minors of A are zero. See K. G. Murty [5]. 
We shall show that, if F is an (n - ll-face which is not a face of pas(Z), 
then the two complementary cones of A incident on F are properly situated. 
Suppose not. Let F be an (n - II-face generated by k columns of Z and 
n - k - 1 columns of - A, 1~ k < n - 2, such that the two complementary 
cones pas(B) and pos(B’) incident on it lie on the same side of F. 
If F c pas(Z), then for some r, - A .r, which is in the set of columns 
generating F, is in pas(Z), contrary to the hypothesis. Hence FP pas(Z). 
Suppose the complementary pair of vectors left out in generating F are 
- A .,s and I.,. Since pas(B) and pos(B’) lie on the same side of F and 
F g pas(Z), we can find a q E F, q P pas(Z), and an .s > 0 such that 
q+e(-A.,$)Epos(B)npos(B’). 
But q+e(-A.,)&Oand(q+s(--A.,J,A)h as at least two solutions, which 
contradicts our hypothesis. Hence our assertion follows. 
Let X = A-‘. By Lemma 6.4 of Saigal [ll], it follows that if F is an 
(n - l)-face of [I: - X] other than pos(- Xl, then the two complementary 
cones incident on it are properly situated. We note from Lemma 4.2 that all 
the proper principal minors of X are positive. 
Now if det X > 0, then X, and hence X-’ = A, is a P-matrix, which 
contradicts our hypothesis about the number of solutions to (q, A) for q > 0. 
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Hence det X < 0. From Lemma 2.4 of Kojima and Saigal [3], it follows that A 
is an N-matrix, and it is of the first category. n 
THEOREM 4.2. Let A be a square matrix of order n, with each column of 
A having at least one positive entry. A is an N-matrix of the first category af 
and only if (q, A) has a unique solution fm all q > 0, exactly three solutions 
for all q > 0, and at most two solutions for any other q E R'J . 
Proof. This follows from the results of Kojima and Saigal [3] and our 
Theorem 4.1. W 
The next theorem gives a characterization of N-matrices of the first 
category in terms of a sign nonreversal property. 
THEOREM 4.3. A square matrix A of order n is an N-matrix of the first 
category if and only if 
(i) A can be written in the partitioned form (after a principal rearrange- 
ment of its rows and columns, if necessary) 
AJJ AJj 
[ 1 A,J Aij 
with A JJ < 0, AJJ < 0, A ,J > 0, and A,, > 0 where 0 # J ~{1,2,. . , n}; and 
(ii) A (as partitioned in (i)) reverses the sign of only the vectors of the 
form (x,, xjjt with either xl < 0 and XJ > 0 or xl 2 0 and XJ < 0. 
Proof. This theorem easily follows from the sign nonreversal property 
proved in Theorem 2 of [9] by observing that A reverses the sign of a vector 
x E R” if and only if SAS reverses the sign of Sx, where S is a diagonal 
matrix with diagonal entries as + 1 or - 1. However, our proof of this 
theorem is based on linear complementarity. 
“Only if”: Suppose A is an N-matrix of the first category; then by 
Lemma 3.2, A has the partition specified above (after a principal rearrange- 
ment of rows and columns, if necessary) where J is as defined in (12). Thus 
condition (i) follows. It is clear that the partitioned form of A reverses the 
sign of all vectors (x,, ~1)~ if either xl < 0 and XJ > 0 or xl > 0 and XJ < 0. 
To show that A does not reverse the sign of any other vector, we proceed as 
follows. 
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Suppose A reverses the sign of x, where xI and xi are nonnegative with 
at least one coordinate in x, and one coordinate in xj positive. Consider the 
index set ~={i:x,>O, I<i<n). We have 1,n~+0, Lnjz0. 
Let (Ax)~ = qL = A,,x,. Note that yL < 0. Note also that A,, is an 
N-matrix of the first category. Thus we arrive at a contradiction to the result 
of Inada cited in connection with (15). See [6, p. 3621. 
The only other possibility to be considered is the possibility of A 
reversing the sign of a vector of mixed signs in x, and xi. Let the sign of x 
where xI has both a positive and a negative coordinate be reversed by A. Let 




-xi if xi < 0, 
0 otherwise. 
Now X=X+-X-, and we see that with u = Ax, 
u+ -Ax+zu--Ax-=,j 
Thus (q, A) has two distinct solutions, (u’, x’)and(u-,x-),as x+#x-f0. 
There are two cases: 
Case (i): ?j & 0. We have a contradiction to the result that for such a ?j, 
(4, A) has a unique solution. 
Case (ii): ,?j > 0. If xi = 0, then we have at least three solutions to 
<ye, A,,), a contradiction to Theorem 1.2. If xj f 0, then we have a contradic- 
tion to Theorem 3.1. 
Similarly, we can show that A does not reverse the sign of a vector 
(x,, xi)’ when xf has both a positive and a negative coordinate. This 
completes the proof of the “only if” part. 
“If”: Suppose A can be partitioned as in (i) and A does not reverse the 
sign of any nonzero vector x =(x,, xi)’ except when xJ 2 0 and xi < 0 or 
when x, < 0 and XI > 0. By taking either x, = 0 or XI = 0 we see from 
Theorem 2 of [9] that this implies A,, and All are N-matrices of the second 
category. Let C,, C, be the classes of complementary cones of [I: -A], as 
defined in (16). Then by the proof of Theorem 3.1, any q > 0 is contained in 
exactly one complementary cone from C, other than pos( I). We now show 
that for such a 4 > 0, there is no solution (u;, z) in which zz > 0 for some 
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i E J and zk > 0 for some k E j. Suppose this is not true. Let 
L={k:zk >o, l<k<n}, 
and note that L n J # 0, L f~ j ~0. Note also that 
yL = - A,,z,. 
Define y by taking yL = zL; yz = 0. Note that A reverses the sign of y, 
contradicting our hypothesis. This contradiction shows that under our hy- 
pothesis about A, for any 4 > 0, (4, A) has exactly three solutions. 
We now show that no principal subdeterminant of A (including det A) is 
zero. Suppose not. Suppose det A,, = 0 for some set L c {1,2,. . . , n); then 
there is a 0 # x E RILl such that A,,x = 0. Without loss of generality we may 
assume that no coordinate of x is 0. Let y E R” be defined by taking yL = x 
and yz = 0. Then note that A reverses the sign of the vector y. Note also 
that 
(AY)L=A,,Y,+ALLYE=O. (19) 
Suppose yJ < 0 and ye > 0. From the sign of A and the fact that at least one 
coordinate of either y, or yi is nonzero it follows that 
(-4~) Ln] - ALn,Ln,YLn, +ALnIr.n~YLnj>O~ 
contradicting (19). Similarly, the case y, 2 0, yj < 0 does not arise. Thus A 
reverses the sign of a vector y, contrary to our hypothesis. This contradiction 
shows that no principal subdeterminant of A is zero. 
In particular, it follows that (0, A) has a unique solution. Also the number 
of solutions to any (4, A) is finite. 
Now consider any 4 $0. Suppose (q, A) has a solution. We then claim 
that the solution is unique. Suppose not. Then let (w’,.zl) and (w’,z’) be 
two distinct solutions to (q,A). Note that A reverses the sign of the vector 
.z 
1 
- z2. Suppose now (Z-‘-Z”), < 0 and (UJI - z”)j> 0. From the sign 
pattern of A and the fact that (w’ - w”), > 0 and (w’ - w”)j < 0, it follows 
that Z) = 0 and zj = 0. Now it is easy to check that qi = to? - Ai,zf - Ajj~f- 
> 0. Similarly, q, > 0. This however contradicts our assumption about q. The 
claim is proved. 
Let q = - Ae. By our sign nonreversal hypothesis about A, it is easy to 
see that ?j p 0. Moreover (q, A) h as a solution w = 0, z = e. Hence by our 
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previous argument the solution is unique. Now the facts that (0, A) and 
(Q, A) have unique solutions imply that A is a Q-matrix. It follows that (4, A) 
has a unique sohrtion whenever y $0. Thus we see that A satisfies all the 
hypotheses of Theorem 4.2 and hence is an N-matrix of the first category. 
This concludes the proof. n 
We conclude this paper with a theorem characterizing an N-matrix based 
on the signs of diagonal entries in each of its principal pivot transforms. This 
is similar to a theorem characterizing P-matrices. See [S]. 
THEOREM 4.4. Let A be a square matrix of order n. Then A is an 
N-matrix $ and only $ the following hold: 
(i) All the diagonal entries of A are negative. 
(ii) Let0 z J ~{1,2 ,..., n). Let B(J) b e as defined in (6), and let x(J) be 
the principal pivot transform of 4 with respect to B(J). Then whenever 
1 ]I > 2, all the diagonal entries of A(J) are positive. 
Proof. “Only if”: When A is an N-matrix, all the principal minors are 
negative-in particular, the diagonal entries. Hence we can take a principal 
pivot transform with respect to B(J) f or any J c (1,2,. . , n}. Condition (ii) 
now follows easily from (7). 
“If”: By hypothesis, all the diagonal entries are negative. Consider any 
2 by 2 principal submatrix A,, of A. Let L = (i,j). Consider J = L \ (i}. 
Since the diagonal element ajj is negative, we can take a principal pivot 
transform with respect to B( J>. Now let K = Ii); then using (7) 
det A,, = det A KAI,KAl/det A,, = det ALL /det A,,. 
By hypothesis this is positive. Since det A,, < 0, it follows that det A,, < 0. 
We can now complete the proof by induction on the order of the principal 
minors. n 
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