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Povzetek
V diplomskem delu predstavimo znane rezultate inverznega problema lastnih
vrednosti za evklidsko razdaljne matrike.
Najprej pokazˇemo kako iz podanih lastnih vrednosti, od katerih je samo
ena pozitivna in katerih vsota je nicˇ, konstruirati simetricˇno nenegativno
matriko z nicˇlami po diagonali. S tem si kasneje pomagamo pri resˇevanju
inverznega problema lastnih vrednosti evklidsko razdaljnih matrik. V dru-
gem delu podrobneje pogledamo inverzni problem lastnih vrednosti evklidsko
razdaljnih matrik velikosti tri, na koncu pa podamo sˇe povezavo med Hada-
mardovimi matrikami in inverznim problemom lastnih vrednosti evklidsko
razdaljnih matrik.
Kljucˇne besede: Evklidsko razdaljne matrike, inverzni problem lastnih
vrednosti, inverzni problem lastnih vrednosti evklidsko razdaljnih matrik,
Hadamardove matrike.

Abstract
The objective of the thesis is to present various results of an inverse eigenvalue
problem for Euclidean distance matrices.
The first part describes the construction of a non-negative symmetrical
matrix with zeros on the diagonal with given eigenvalues, one of which is
positive and the sum of which equals zero. This is of help when solving the
inverse eigenvalue problem of Euclidean distance matrices. The second part
of the thesis focuses on the inverse eigenvalue problem of 3x3 Euclidean dis-
tance matrices. Lastly, the connection between Hadamard matrices and the
inverse eigenvalue problem for Euclidean distance matrices, is explained.
Keywords: Euclidean distance matrix, inverse eigenvalue problem, inverse
eigenvalue problem for Euclidean distance matrix, Hadamard matrix.

Poglavje 1
Uvod
Matrika D ∈ Rn×n je evklidsko razdaljna, cˇe obstajajo tocˇke x1,x2, . . . ,xn ∈
Rr za nek r, tako da za vse i, j = 1, 2, . . . , n velja
di,j = ∥xi − xj∥2.
Evklidsko razdaljne matrike imajo nicˇle po diagonali, so simetricˇne, ne-
negativne, njihovi elementi pa predstavljajo kvadrate razdalj med tocˇkami
v evklidskem prostoru. Imajo natanko eno pozitivno lastno vrednost, vsota
vseh lastnih vrednosti pa je enaka 0.
Inverzni problem lastnih vrednosti evklidsko razdaljnih matrik je kon-
struirati tako evklidsko razdaljno matriko D, ki bo za podana realna sˇtevila
λ1 > 0 > λ2 > · · · > λn, katerih vsota je 0, imela spekter λ1, λ2, . . . , λn.
Za n = 2 je resˇitev problema enostavno
D =
[
0 −λ2
−λ2 0
]
.
Podali bomo resˇitev za n = 3 in pokazali, da jih obstaja neskoncˇno mnogo.
S pomocˇjo konstrukcije simetricˇno nenegativnih matrik z nicˇlami po di-
agonali in podanim spektrom, bomo pogledali resˇitev inverznega problema
lastnih vrednosti za evklidsko razdaljne matrike.
Na koncu bomo definirali sˇe Hadamardove matrike in pogledali kako so
le-te povezane z inverznim problemom lastnih vrednosti evklidsko razdaljnih
matrik.
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Najmanjˇsi odprti inverzni problem lastnih vrednosti evklidsko razdaljnih
matrik je primer, ko je n enak 7.
Poglavje 2
Evklidsko razdaljne matrike
V tem poglavju bomo povedali nekaj o evklidsko razdaljnih matrikah ter o
njihovih lastnih vrednostih. Povzeto je po [2, 7, 8].
Definicija 2.1 Matrika D = [di,j] ∈ Rn×n je evklidsko razdaljna, cˇe ob-
stajajo tocˇke x1,x2, . . . ,xn ∈ Rr za nek r, tako da za vse i, j = 1, 2, . . . , n
velja
di,j = ∥xi − xj∥2.
Oznaka ∥·∥ pomeni evklidsko normo, r pa je dimenzija najmanjˇsega prostora,
v katerega lahko vlozˇimo tocˇke x1,x2, . . . ,xn. Velja r 6 n− 1, saj lahko z n
tocˇkami opiˇsemo prostor, ki je dimenzije najvecˇ n− 1.
Za vsak element di,j evklidsko razdaljne matrike D mora veljati:
1. di,j > 0, i ̸= j
2. di,j = 0, i = j
3. di,j = dj,i
4.
√
di,j 6
√
di,k +
√
dk,j, i ̸= j ̸= k.
MatrikaD je torej simetricˇna, nenegativna, njeni elementi pa predstavljajo
kvadrate razdalj med tocˇkami v evklidskem prostoru.
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Slika 2.1: Tocˇke v ravnini, ki jim pripada razdaljna matrika D.
Primer 2.1 Tocˇke x1 = (1, 2), x2 = (4, 1), x3 = (3, 4), x4 = (2, 9) v ravnini
generirajo evklidsko razdaljno matriko
D =
⎡⎢⎢⎢⎢⎣
0 d1,2 d1,3 d1,4
d2,1 0 d2,3 d2,4
d3,1 d3,2 0 d3,4
d4,1 d4,2 d4,3 0
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0 10 8 50
10 0 10 68
8 10 0 26
50 68 26 0
⎤⎥⎥⎥⎥⎦ .
Glej sliko 2.1.
Opazimo, da vsak vzporedni premik, vrtenje ali zrcaljenje sˇtirikotnika, ki
ga dolocˇajo tocˇke iz primera 2.1, ne spremeni matrike D.
5Evklidsko razdaljne matrike (angl.: Euclidian distance matrix ), v na-
daljevanju EDM, tocˇk v evklidskem prostoru ne dolocˇajo enolicˇno.
Poglejmo si trditev o evklidsko razdaljnih matrikah in izrek, ki ga bomo
uporabili v naslednjem poglavju.
Definicija 2.2 Matrika A ∈ Rn×n je reducibilna, cˇe in samo cˇe obstaja
permutacijska matrika P , tako da je matrika P TAP blocˇno zgornje trikotna.
Cˇe matrika ni reducibilna, recˇemo da je ireducibilna.
Trditev 2.1 Nenicˇelne EDM so ireducibilne.
Dokaz. Naj bo A = (aij) ∈ Rn×n nenicˇelna EDM. Predpostavimo, da je
n > 1, saj bi za n = 1 matrika A bila nicˇelna. Poglejmo poljuben element
matrike
B = (I + A)n−1 = I + (n− 1)A+
(
n− 1
2
)
A2
+
(
n− 1
3
)
A3 + · · ·+
(
n− 1
n− 1
)
An−1.
Ker je A nenegativna in ima nicˇle po diagonali, sledi
(B)ij = (n− 1)(A)ij +
(
n− 1
2
)
(A2)ij + · · ·+
(
n− 1
n− 1
)
(An−1)ij
> (n− 1)aij > 0 (2.1)
za razlicˇna indeksa i, j = 1, 2, . . . , n, ter
(B)ii = 1 + (n− 1)(A)ii ++
(
n− 1
2
)
(A2)ii + · · ·+
(
n− 1
n− 1
)
(An−1)ii
> 1 > 0,
za enaka. Cˇe ima matrika A izvendiagonalne elemente aij nenicˇelne, je
(B)ij > 0. Prepostavimo, da za nek par razlicˇnih indeksov i in j velja
(B)ij = 0. Ker so vsi cˇleni v vsoti (2.1) nenegativni, sledi
(A)ij = (A
2)ij = · · · = (An−1)ij = 0. (2.2)
6 POGLAVJE 2. EVKLIDSKO RAZDALJNE MATRIKE
Iz pogoja (2.2) vidimo, da je razdalja med tocˇkama xi in xj enaka 0, kar
pomeni, da sta tocˇki enaki, zato sta vrstici i in j v matriki A enaki. Elementi
matrike A so nenegativni, zato iz (A2)ij =
∑n
k=1 aikakj = 0 sledi aikakj = 0
za vsak k = 1, 2, . . . , n. Zaradi enakosti i-te in j-te vrstice, sta potem celi
vrstici nicˇelni. To je mogocˇe le, cˇe je cela matrika A nicˇelna, kar pa je v
protislovju s predpostavko. 
Za dokaz izreka bomo potrebovali naslednjo lemo.
Lema 2.1 Naj bo A ∈ Rn×n simetricˇna matrika in x ∈ Rn nenicˇeln vektor.
Velja
λ1 >
xTAx
xTx
> λn,
kjer sta λ1 in λn najvecˇja in najmanjˇsa lastna vrednost matrike A.
Dokaz. Naj bodo u1,u2, . . . ,un lastni vektorji simetricˇne matrike A ∈
Rn×n, ki pripadajo lastnim vrednostim λ1 > λ2 > · · · > λn in naj tvorijo orto-
normirano bazo. Vzemimo poljuben nenicˇeln vektor x ∈ Rn in ga zapiˇsimo
po izbrani bazi
x = α1u1 + α2u2 + · · ·+ αnun,
kjer so α1, α2, . . . , αn ∈ R. Velja
xTAx
xTx
=
α21λ1 + α
2
2λ2 + · · ·+ α2nλn
α21 + α
2
2 + · · ·+ α2n
6 λ1(α
2
1 + α
2
2 + · · ·+ α2n)
α21 + α
2
2 + · · ·+ α2n
6 λ1
in
xTAx
xTx
=
α21λ1 + α
2
2λ2 + · · ·+ α2nλn
α21 + α
2
2 + · · ·+ α2n
> λn(α
2
1 + α
2
2 + · · ·+ α2n)
α21 + α
2
2 + · · ·+ α2n
> λn,
s tem pa je dokaz koncˇan. 
Izrek 2.1 Naj bo A = (aij) ∈ Rn×n ireducibilna simetricˇna nenegativna
matrika. Potem velja naslednje:
(1) Obstaja t.i. Perronova lastna vrednost r za matriko A, za vse pre-
ostale lastne vrednosti λ matrike A pa velja |λ| 6 r.
7(2) Obstaja t.i. Perronov lastni vektor v = (v1, v2, . . . , vn) matrike A, ki
pripada lastni vrednosti r in ima vse komponente pozitivne.
Dokaz. Ker je A simetricˇna, ima realne lastne vrednosti λ1, λ2, . . . , λn,
ki jih lahko uredimo po velikosti λ1 > λ2 > · · · > λn. Zaradi nenegativnosti
matrike A velja
n∑
i=1
aii =
n∑
i=1
λi > 0,
iz cˇesar sledi r := λ1 > |λi|, i = 2, 3, . . . , n.
Pokazati moramo sˇe, da ima lastni vektor v, ki pripada lastni vrednosti
r, vse komponente pozitivne. Najprej pokazˇimo, da ima vse komponente
nenegativne. Naj bo Av = rv in ∥v∥2 = 1. Velja vTAvvTv = r. Definirajmo sˇe
vektor u s komponentami ui = |vi|. Velja ∥u∥2 = 1 in
r 6 v
TAv
vTv
=
n∑
i,j=1
aijvivj 6
n∑
i,j=1
aijuiuj =
uTAu
uTu
6 r. (2.3)
Prva neenakost v (2.3) sledi iz trikotniˇske neenakosti, druga pa iz leme 2.1.
Iz tega sledi, da je u
TAu
uTu
= r, kar pomeni, da je u lastni vektor matrike A,
ki pripada najvecˇji lastni vrednosti r. Recimo, da za i = 1, 2, . . . , k, k < n,
velja vi = 0, za k + 1 6 i 6 n pa vi > 0. Potem za vse i = 1, 2, . . . , n velja
(rv)i = (Av)i =
n∑
j=1
aijvj =
n∑
j=k+1
aijvj = 0,
od koder sledi ai,k+1 = ai,k+2 = · · · = ai,n = 0, kar pa je v nasprotju s
predpostavko, da je A ireducibilna matrika. Zato so vse komponente vektorja
v pozitivne. 
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Poglavje 3
Inverzni problem lastnih
vrednosti
V tem poglavju bomo govorili o inverznem problemu lastnih vrednosti. Pov-
zeto je po [1].
Lastne vrednosti se uporabljajo v fizikalnih sistemih, inzˇenirstvu, grad-
beniˇstvu. Dinamika fizikalnega sistema in njegov odziv sta dostikrat odvisna
od lastnih frekvenc. Lastne vrednosti dolocˇajo lastne frekvence nihanja, la-
stni vektorji pa smer in amplitudo.
Kadar iz zˇe znanih parametrov nekega fizikalnega sistema (masa, dolzˇina,
prostornina itd.) analiziramo njegovo dinamicˇno obnasˇanje s pomocˇjo spek-
tralnih podatkov, govorimo o direktnem problemu. Pri inverznem pro-
blemu pa skusˇamo z opazovanjem in pricˇakovanim obnasˇanjem sistema oceni-
ti njegove parametre. V fizikalnih sistemih se srecˇujemo z obema problemoma.
Inverzni problemi so v vecˇini primerov zelo zahtevni in nimajo samo ene
resˇitve.
V kontekstu matrik inverzni problem lastnih vrednosti pomeni kon-
struirati matriko iz podanega spektra. Za matrike, katerih struktura ni ome-
jena, je ta problem trivialen, saj je resˇitev kar diagonalna matrika s spektrom
po diagonali. Postane pa tezˇek, kadar so za matriko predpisane dodatne zah-
teve kot so simetricˇnost, predpisana diagonala, nenegativni elementi, tako
9
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da je problem matematicˇno in fizikalno smiseln. V tem primeru govorimo o
strukturiranem inverznem problemu lastnih vrednosti. Tukaj mora
matrika ustrezati spektralnim (imeti mora predpisan spekter) ter struktur-
nim (ustrezati mora predpisanim omejitvam) zahtevam.
Inverzni problem lastnih vrednosti (angl.: inverse eigenvalue problem)
bomo v nadaljevanju oznacˇevali s kratico IEP.
Definicija 3.1 Inverzni problem lastnih vrednosti je konstruirati matriko
D ∈ Rn×n, ki ima za spekter podano mnozˇico {λ1, λ2, . . . , λn}. Sˇtevila λi
so lahko realna ali kompleksna.
Pri snovanju in sˇtudiju inverznega problema lastnih vrednosti moramo
uposˇtevati sˇtiri stvari. Resˇljivost, kjer je potrebno dolocˇiti potrebne in
zadostne pogoje, pri katerih ima inverzni problem resˇitev. Obcˇutljivost,
kjer obravnavamo numericˇno stabilnost sistema, cˇe spremenimo spektralne
podatke oz. so nam znani samo priblizˇki spektra, izracˇunani z raznimi nu-
mericˇnimi metodami. Izracˇunljivost, kjer nas zanima, kako konstruirati
matriko na numericˇno stabilen nacˇin, cˇe vnaprej vemo, da so podani spek-
tralni podatki mozˇni. Uporabnost, kjer se ukvarjamo s tem, ali so podani
podatki tocˇni ali priblizˇni, popolni ali nepopolni in ali je potrebna tocˇna
vrednost parametrov, ali pa zadostuje le priblizˇna.
Dolocˇanje naravnih frekvenc vibrirajocˇega telesa je eden od osnovnih pro-
blemov na podrocˇju analize klasicˇnih vibracij. Resˇitev inverznega problema,
konstrukcija modela/sistema iz podanih frekvenc, bi bila zelo dobrodosˇla v
tej veji uporabne mehanike. Poglejmo si primer inverznega problema.
Primer 3.1 Naj bodo 4 kroglice, vsaka z maso mi, nataknjene na napeto
vrv z enako medsebojno razdaljo h. Vrv je napeta horizontalno s silo F .
Opazujemo vibracije teh kroglic. Glej sliko 3.1.
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Slika 3.1: Vibracije sˇtirih kroglic na napeti vrvi.
Enacˇbe gibanja sistema za sˇtiri kroglice so:
m1
d2x1
dt2
= −F x1
h
+ F
x2 − x1
h
,
m2
d2x2
dt2
= −F x2 − x1
h
+ F
x3 − x2
h
,
m3
d2x3
dt2
= −F x3 − x2
h
+ F
x4 − x3
h
,
m4
d2x4
dt2
= −F x4 − x3
h
+ F
x4
h
.
Cˇe imamo na vrvi n kroglic, lahko te enacˇbe predstavimo z matricˇno formo:
d2x
dt2
= −DJ0x,
kjer je x = [x1, x2, . . . , xn]
T , D diagonalna matrika D = diag (d1, d2, . . . , dn)
z elementi di =
F
mih
, J0 pa Jacobijeva matrika
J0 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1
−1 2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Naravne frekvence sistema so koreni lastnih vrednosti produkta DJ0. Inverzni
problem lastnih vrednosti v tem primeru je taksˇna postavitev kroglic, da bo
sistem imel predpisane naravne frekvence.
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Inverzni problem lastnih vrednosti uporabljamo v seizmologiji, uporabni
mehaniki, geofiziki, ipd. V gradbeniˇstvu ga uporabljajo pri simulacijah po-
tresov in njihovem vplivu na zgradbe. Predstavljajmo si, da imamo v vsakem
nadstropju stavbe vpeto vzmet z razlicˇnim prozˇnostnim koeficientom, vsako
nadstropje pa ima neko maso. Iz znanih lastnih frekvenc nihanja bi radi
predvideli obnasˇanje sistema glede na zunanje parametre, tako da bo stavba
cˇim bolj varna.
V praksi nas zanimajo predvsem konstruktivni dokazi.
3.1 IEP za simetricˇno nenegativne matrike
V tem razdelku bomo za podana sˇtevila λ1 > 0 > λ2 > λ3 > · · · > λn,
za katera velja
∑n
i=1 λi = 0, skonstruirali simetricˇno nenegativno matriko z
nicˇelno diagonalo in lastnimi vrednostmi λi. S tem si bomo kasneje pomagali
pri iskanju resˇitve IEP za EDM. Povzeto je po [3, 5].
Podajmo najprej t.i. Fiedlerjevo lemo, ki nam bo kasneje v pomocˇ. Dokaz
leme si bralec lahko pogleda v [3].
Lema 3.1 Naj bo A simetricˇna m×m matrika z lastnimi vrednostmi α, α2,
. . . , αm in u lastni vrednosti α pripadajocˇi normiran lastni vektor. Naj bo
B simetricˇna n × n matrika z lastnimi vrednostmi β, β2, . . . , βn in v lastni
vrednosti β pripadajocˇi normiran lastni vektor. Potem ima za vsak ρ matrika
C =
[
A ρuvT
ρvuT B
]
lastne vrednosti α2, α3, . . . , αm, β2, β3, . . . , βn, γ1, γ2, kjer sta γ1 in γ2 lastni
vrednosti matrike
Cˆ =
[
α ρ
ρ β
]
.
Po definiciji 2.1 so EDM simetricˇne in nenegativne, so pa tudi ireducibilne
(trditev 2.1), zato po Perron-Forbeniusovem izreku 2.1 za lastne vrednosti
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λ1 > λ2 > λ3 > · · · > λn EDM D ∈ Rn×n velja λ1 > |λi|, i = 2, 3, . . . , n.
Dominantna lastna vrednost je Perronova lastna vrednost, pripadajocˇi lastni
vektor z nenegativnimi elementi pa je Perronov lastni vektor.
Naj bodo λ1, λ2, . . . , λn realna sˇtevila, katerih vsota je 0 in
λ1 > 0 = λ2 = λ3 = · · · = λl−1 > λl > · · · > λn, 2 6 l 6 n. (3.1)
Za l = 2 velja λi < 0, i = 2, 3, . . . , n. Naj bo
vl :=
[
1√
l − 1e
T , 1
]T
∈ Rl
in
ρk :=
√λk k∑
i=l
λi, k = l, l + 1, . . . , n,
vk :=
[
− ρk
λk
uTk−1, 1
]T
, k = l + 1, l + 2, . . . , n,
kjer je e vektor samih enic ustrezne dimenzije ter
uk :=
vk
∥vk∥2 , k = l, l + 1, . . . , n.
Konstruiramo sedaj druzˇino simetricˇnih nenegativnih matrik Mk ∈ Rk×k
takole
Ml :=
[
0 − λl√
l−1e
− λl√
l−1e
T 0
]
,
Mk :=
[
Mk−1 ρkuk−1
ρku
T
k−1 0
]
, k = l + 1, l + 2, . . . , n. (3.2)
MatrikaMn je resˇitev IEP simetricˇno nenegativnih matrik za nabor (3.1).
Izrek 3.1 MatrikaMn, definirana v (3.2), ima lastne vrednosti λ1, λ2, . . . , λn
in normiran Perronov lastni vektor un.
Opomba 3.1 Zgornji izrek velja tudi za vse matrike Mk, kjer je k = l, l +
1, . . . , n. Matrika Mk ima namrecˇ lastne vrednosti −
∑k
i=l λi, λ2, λ3, . . . , λk
in normiran Perronov lastni vektor uk.
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Dokaz. Poglejmo najprej matriko Ml. Matrika[
0 e
eT 0
]
ima lastni vrednosti ±√l − 1 in pripadajocˇa lastna vektorja
[
± eT√
l−1 , 1
]T
.
Ker ima matrika Ml nicˇelno diagonalo in je njen rang enak 2, sledi, da so
njene lastne vrednosti enake−λl, 0, . . . , 0, λl, normiran Perronov lastni vektor
pa ul =
vl√
2
.
Sedaj uporabimo matematicˇno indukcijo. Naj bo l < k 6 n. Predpo-
stavimo, da ima matrika Mk−1 lastne vrednosti −
∑k−1
i=l λi, λ2, λ3, . . . , λk−1
ter normiran Perronov lastni vektor uk−1. Po Fiedlerjevi lemi 3.1 ima za
A = Mk−1, α = −
∑k−1
j=l λj, αi = λi, i = 2, 3, . . . , k − 1, u = uk−1, B = 0,
β = 0, v = 1 in ρ = ρk matrika Mk lastne vrednosti λ2, λ3, . . . , λk−1, γ1, γ2,
kjer sta γ1 in γ2 lastni vrednosti matrike[
−∑k−1i=l λi ρk
ρk 0
]
.
Hitro lahko pokazˇemo, da je γ1 = −
∑k
i=l λi in γ2 = λk. Da je uk normiran
Perronov lastni vektor matrike Mk pa drzˇi, cˇe velja Mkvk = −
∑k
i=l λivk.
Utemeljimo torej prejˇsnjo enakost:
Mkvk =
[
− ρk
λk
Mk−1uk−1 + ρkuk−1
− ρ2k
λk
]
=
[
(−∑ki=l λi)(− ρkλk )uk−1
−∑ki=l λi
]
= −
k∑
i=l
λivk.
Cˇe vzamemo k = n in uposˇtevamo, da je vsota lastnih vrednosti enaka 0,
koncˇamo z dokazom. 
Poglavje 4
Inverzni problem lastnih
vrednosti za evklidsko razdaljne
matrike
IEP za EDM je konstruirati tako EDM D, ki bo za podana realna sˇtevila
λ1 > 0 > λ2 > · · · > λn, katerih vsota je 0, imela spekter λ1, λ2, . . . , λn.
Za n = 2 je resˇitev enostavno
D =
[
0 −λ2
−λ2 0
]
.
4.1 Konstrukcija resˇitve za EDM
V tem razdelku bomo pogledali konstrukcijo resˇitve IEP za EDM. Povzeto
je po [4, 5].
Izrek 4.1 Naj bo D ∈ Rn×n nenicˇelna EDM s Perronovo lastno vrednostjo r
in pripadajocˇim normiranim Perronovim lastnim vektorjem u. Naj bo Dw =
e, wTe > 0 in ρ > 0. Potem je obrobljena matrika
Dˆ =
[
D ρu
ρuT 0
]
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EDM, cˇe in samo cˇe je ρ ∈ [α−, α+], kjer je
α± :=
r
(uTe∓
√
reTw)
. (4.1)
Opomba 4.1 Cˇe je u = e√
n
, je imenovalec v (4.1) enak 0, zato tedaj vza-
memo α+ =∞.
Opomba 4.2 Ker je pri konstrukciji uporabljen Perronov lastni vektor u,
dobimo posebne EDM. V splosˇnem naj bi vzeli poljuben nenegativen vektor.
Pred dokazom si poglejmo sˇe izrek, na katerega se bomo sklicevali v tem
poglavju. Dokaz tega izreka si bralec lahko pogleda v [4].
Izrek 4.2 Naj bo D = (dij) ∈ Rn×n nenicˇelna matrika z nicˇelno diagonalo.
Matrika D je EDM, cˇe in samo cˇe ima samo eno pozitivno lastno vrednost
in obstaja tak vektor w ∈ Rn, da je Dw = e in wTe > 0.
Dokaz. [Izrek 4.1]. Z izrekom 4.2 so avtorji pokazali, da je matrika
Dˆ EDM, cˇe ima natanko eno pozitivno lastno vrednost in obstaja vektor
wˆ ∈ Rn+1, tako da je Dˆwˆ = e in wˆTe > 0. Po Fiedlerjevi lemi 3.1 spekter
matrike Dˆ sestoji iz n− 1 nepozitivnih lastnih vrednosti matrike D in dveh
lastnih vrednosti matrike [
r ρ
ρ 0
]
,
ki sta
r±
√
r2+4ρ2
2
. Ker je
√
r2 + 4ρ2 > r, ima matrika Dˆ samo eno pozitivno
lastno vrednost. Naj bo
wˆ :=
[
w − (uT e
r
− 1
ρ
)u
1
ρ
(uTe− r
ρ
)
]
.
Potem je Dˆwˆ = e. Dolocˇiti moramo sˇe vrednosti ρ, da bo veljalo eT wˆ > 0,
kjer je
eT wˆ = eTw − 1
r
(uTe)2 +
2
ρ
(uTe)− r
ρ2
. (4.2)
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Cˇe je u = e√
n
, potem je w = e
r
in eT wˆ = 2ρ
√
n−r
ρ2
. Torej je eT wˆ > 0 cˇe
in samo cˇe je ρ > r
s
√
n
. Ker je α± = r√
n∓√n , je e
T wˆ > 0 samo takrat, ko je
ρ ∈ [α−, α+] = [ r
2
√
n
,∞].
Naj bo
κ := − 1
rρ2((uTe)2 − r(eTw)) .
Potem lahko za u ̸= e√
n
, enacˇbo (4.2) zapiˇsemo kot
eT wˆ = κ
(
ρ− r
uTe−√r(eTw)
)(
ρ− r
uTe+
√
r(eTw)
)
.
Neenakost eT wˆ > 0 velja, cˇe ρ lezˇi med nicˇlama α− in α+ dobljene kvadratne
enacˇbe.
Interval [α−, α+] je za ρ dobro definiran. Iz Dw = e sledi, da je uTDw =
uTe, iz uTD = ruT pa uTDw = ruTw. Torej je ruTw = uTe. Naj bodo
r > 0 > λ2 > λ3 > · · · > λn lastne vrednosti EDM D in u,u2,u3, . . . ,un
pripadajocˇi normirani lastni vektorji. Iz spektralne dekompozicije matrike
D, to je
D = ruuT + λ2u2u
T
2 + λ3u3u
T
3 + · · ·+ λnunuTn ,
sledi
wTe = r(wTu)2 + λ2(w
Tu2)
2 + · · ·+ λn(wTun)2 6 r(wTu)2 = (u
Te)2
r
.
Zato je
(uTe)2 > rwTe. (4.3)
Ker je u Perronov lastni vektor, je uTe > 0, zato je tudi uTe >
√
rwTe.
Sledi uTe±
√
rwTe > 0 in α+ > 0. 
Naslednji izrek je posplosˇitev prejˇsnjega.
Izrek 4.3 Naj bosta D1 ∈ Rk×k in D2 ∈ Rl×l nenicˇelni EDM. Naj velja
D1u = r1u in D2v = r2v, kjer sta r1 in r2 Perronovi lastni vrednosti za ma-
triki D1 in D2, u in v pa pripadajocˇa normirana Perronova lastna vektorja.
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Naj bosta w1 in w2 taka vektorja, da velja D1w1 = e, w
T
1 e > 0 in D2w2 = e,
wT2 e > 0. Za ρ > 0, ρ2 ̸= r1r2 in skonstruiramo matriko
Dˆ =
[
D1 ρuv
T
ρvuT D2
]
.
Cˇe je u = e√
k
in v = e√
l
, potem je matrika Dˆ EDM natanko takrat, ko je
ρ2 > r1r2 in
ρ > r2
2
√
k
l
+
r1
2
√
l
k
.
Sicer je matrika Dˆ EDM natanko takrat, ko je ρ2 > r1r2,
β :=
(
(uTe)2 − r1wT1 e− r1wT2 e
)(
(vTe)2 − r2wT1 e− r2wT2 e
)
> 0
in ρ lezˇi na intervalu [α−, α+], kjer je
α± :=
(uTe)(vTe)±√β
(uT e)2
r1
+ (v
T e)2
r2
− eTw1 − eTw2
.
Dokaz. Vzemimo vektor w1 ∈ Rk, tako da velja D1w1 = e, wT1 e > 0 in
vektor w2 ∈ Rl, tako da velja D2w2 = e, wT2 e > 0. Naj bo ρ tako pozitivno
sˇtevilo, da je ρ2 ̸= r1r2. Po izreku 4.2 je matrika Dˆ EDM natanko tedaj, ko
ima samo eno pozitivno lastno vrednost in obstaja vektor wˆ ∈ Rk+l, tako da
je Dˆwˆ = e in wˆTe > 0.
Pokazˇimo najprej, da ima matrika Dˆ eno samo pozitivno lastno vrednost,
cˇe in samo cˇe je ρ2 > r1r2. Po Fiedlerjevi lemi 3.1 so lastne vrednosti Dˆ
nepozitivne lastne vrednosti matrik D1 in D2 ter lastni vrednosti matrike[
r1 ρ
ρ r2
]
,
ki sta
r1 + r2 ±
√
(r1 + r2)2 + 4(ρ2 − r1r2)
2
. (4.4)
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Cˇe je ρ2 − r1r2 > 0, potem je√
(r1 + r2)2 + 4(ρ2 − r1r2) > r1 + r2
in matrika Dˆ ima samo eno pozitivno lastno verdnost. Obratno, cˇe ima Dˆ
samo eno pozitivno lastno vrednost, je
r1 + r2 −
√
(r1 + r2)2 + 4(ρ2 − r1r2) 6 0.
Iz tega sledi (r1 + r2)
2 6 (r1 + r2)2 + 4(ρ2 − r1r2) in ρ2 − r1r2 > 0. Ker pa
ρ2 − r1r2 ̸= 0, je ρ2 > r1r2.
Pokazˇimo sedaj, da obstaja tak vektor wˆ, za katerega je Dˆwˆ = e in
wˆTe > 0. Naj bo
wˆ =
⎡⎢⎢⎣w1 +
ρ
r1r2−ρ2
(
ρ
r1
(uTe)− vTe
)
u
w2 +
ρ
r1r2−ρ2
(
ρ
r2
(vTe)− uTe
)
v
⎤⎥⎥⎦ .
Potem je
Dˆwˆ =
⎡⎢⎢⎣e+ ρ
(
vTw2 − r1r1r2−ρ2 (vTe) +
ρ2
r2(r1r2−ρ2)(v
Te)
)
u
e+ ρ
(
uTw1 − r1r1r2−ρ2 (uTe) +
ρ2
r1(r1r2−ρ2)(u
Te)
)
v
⎤⎥⎥⎦
=
⎡⎢⎢⎣e+ ρ
(
( 1
r2
D2v)
Tw2 − 1r2 (vTe)
)
u
e+ ρ
(
( 1
r1
D1u)
Tw1 − 1r1 (uTe)
)
v
⎤⎥⎥⎦ = e.
Oznacˇimo
ϕ :=
(uTe)2
r1
+
(vTe)2
r2
− eTw1 − eTw2.
Iz dokaza izreka 4.1 sledi
(uTe)2 > r1eTw1 in (vTe)2 > r2eTw2, (4.5)
torej je ϕ > 0. Sledi
eT wˆ = eTw1 + e
Tw2 +
ρ
r1r2 − ρ2
(
ρ
r1
(uTe)2 +
ρ
r2
(vTe)2 − 2(uTe)(vTe)
)
=
1
r1r2 − ρ2
(
ϕρ2 − 2(uTe)(vTe)ρ+ r1r2(eTw1 + eTw2)
)
. (4.6)
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Cˇe je ϕ > 0, potem je (4.6) kvadratna enacˇba v spremenljivki ρ in jo lahko
zapiˇsemo kot
eT wˆ =
1
r1r2 − ρ2
(
ρ− (u
Te)(vTe) +
√
β
ϕ
)(
ρ− (u
Te)(vTe)−√β
ϕ
)
.
Ocˇitno je eT wˆ > 0, cˇe in samo cˇe je β > 0 in
(uTe)(vTe)−√β
ϕ
6 ρ 6 (u
Te)(vTe) +
√
β
ϕ
,
oz. ρ ∈ [α−, α+].
Ostane nam samo sˇe primer, ko je ϕ = 0. To se lahko zgodi le v primeru,
ko sta v neenakostih (4.5) dosezˇeni enakosti, kar pa je mogocˇe samo v pri-
meru, ko je u = e√
k
in v = e√
l
. Takrat sta w1 =
e
r1
in w2 =
e
r2
, kvadratna
enacˇba (4.6) pa postane linearna,
eT wˆ =
1
ρ2 − r1r2
(
2(uTe)(vTe)ρ− r1r2(eTw1 + eTw2)
)
.
Torej je eT wˆ > 0 cˇe in samo cˇe
ρ > r1r2(e
Tw1 + e
Tw2)
2(uTe)(vTe)
=
r2
2
√
k
l
+
r1
2
√
l
k
.
S tem je dokaz koncˇan. 
Opomba 4.3 V primeru ρ =
√
r1r2 vzamemo
wˆ =
[
w1 − uT er1+r2u
w2 − vT er1+r2v
]
,
tako da je Dˆwˆ = e natanko tedaj, ko je
√
r2u
Te =
√
r1v
Te. Potem je Dˆ
EDM za tak wˆ, cˇe in samo cˇe je wˆTe > 0.
Po izreku 3.1 ima simetricˇna nenegativna matrikaMn z nicˇelno diagonalo
lastne vrednosti
λ
(n)
1 := −
n∑
i=2
λi, λ2, λ3, . . . , λn,
od katerih je natanko ena pozitivna. Poglejmo, kaj so potrebni in zadostni
pogoji za matriko Mn, da je EDM. Za zacˇetek naj bo Mn nesingularna.
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Lema 4.1 Naj bo matrika Mn nesingularna. Potem je
M−12 = −
1
λ2
[
0 1
1 0
]
,
M−1k =
⎡⎣M−1k−1 + λk−1ρ2k−1uk−1uTk−1 1ρkuk−1
1
ρk
uTk−1
ρ2k−1
ρ2kλk−1
⎤⎦ , k = 3, 4, . . . , n.
Dokaz. Z uporabo enakosti
λk−1
ρ2k−1
= − 1
λ
(k−1)
1
, Mk−1uk−1 = λ
(k−1)
1 uk−1, u
T
k−1M
−1
k−1 =
1
λ
(k−1)
1
uTk−1,
(4.7)
lahko izracˇunamo, da je MkM
−1
k = I. 
Tako pridemo do naslednjega rezultata.
Lema 4.2 Resˇitev enacˇbe Mkwk = e je
wk =
⎡⎢⎢⎣wk−1 +
(
λk−1
ρ2k−1
uTk−1e+
1
ρk
)
uk−1
1
ρk
(
uTk−1e+
ρ2k−1
ρkλk−1
)
⎤⎥⎥⎦ , k = l + 1, l + 2, . . . , n,
z wl =
[− √l−1
λl
, 0, . . . , 0,−
√
l−1
λl
]T ∈ Rl. Tu je
uTl e =
1√
2
(1 +
√
l − 1),
uTk e =
(
1− ρk
λk
uTk−1e
)
1
∥vk∥ , ∥vk∥ =
√
1− λ
(k)
1
λk
. (4.8)
Dokaz. Za nesingularno matrikoMk uporabimo lemo 4.1. Z enakostmi (4.7)
pa dokazˇemo zgornjo lemo tudi za singularno matriko Mk. 
Ker je vektor uk−1 Perronov, velja uTk−1e > 0. Vemo pa tudi, da je
wTl e = −2
√
l−1
λl
> 0. Zato sledi
wTk e = w
T
k−1e+ u
T
k−1e
(
λk−1
ρ2k−1
uTk−1e+
2
ρk
)
+
ρ2k−1
ρ2kλk−1
= wTk−1e+
λk−1
ρ2k−1
(
uTk−1e+
ρ2k−1
ρkλk−1
)2
= −2
√
l − 1
λl
+
k∑
j=l+1
λj−1
ρ2j−1
(
uTj−1e+
ρ2j−1
ρjλj−1
)2
. (4.9)
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Tukaj lahko uposˇtevamo sˇe enakosti (4.7) in (4.8).
Matrika Ml je torej EDM za vsak λl < 0. Da pa bo Mk EDM za k > l,
mora biti izraz (4.9) nenegativen.
Izrek 4.4 Naj bodo λ1 > 0 > λ2 > · · · > λn,
∑n
i=1 λi = 0, lastne vrednosti
matrike Mn, definirane v (3.2). Matrika Mn je EDM, cˇe in samo cˇe je w
T
ne
iz (4.9) nenegativen.
Dokaz. MatrikaMn je simetricˇna z nicˇelno diagonalo in ima po izreku 3.1
natanko eno pozitivno lastno vrednost λ1. Po izreku 4.2 je dovolj pokazati,
da obstaja vektor wn ∈ R, da je Mnwn = e in wTne > 0. Tak vektor pa je
podan z lemo 4.2. 
Opomba 4.4 Zahteva wTne >, izrazˇena v (4.9), nam da nelinearne pogoje
za dane λi. Vkljucˇuje tudi dejstvo, da mora biti vsaka glavna podmatrika
matrike Mn EDM.
Lema 4.3 Naj bo λl+1 6 λl. Potem je matrika Ml+1 EDM natanko tedaj,
ko λl+1 ∈ [b−l , λl], kjer je
b±l :=
4
(xl ± 1)2
(
(xl ± 1)2 +
√
8 + (xl ±+1)4
)λl,
in xl :=
4
√
l + 1.
Dokaz. S pomocˇjo izrekov 4.1 in 3.1, ter izraza (4.9) lahko izracˇunamo
meje α∓ za parameter ρl+1. Nadaljnje racˇunanje in analiza nas pripelje do
pogoja
λl+1 ∈ [b−l , b+l ].
Sedaj ni tezˇko preveriti, da je λl 6 b+l , s cˇimer je dokaz koncˇan. 
Opomba 4.5 Omejitve v lemi 4.3 so odvisne od l. Cˇe je λl+1 = λl, potem
je ρl+1 =
√
2ρl = −
√
2λl. Tako je matrika Ml+1 EDM samo za l 6 17.
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Prejˇsnji rezultat je precejˇsnja omejitev pri konstrukcijah EDM, kjer na
vsakem koraku dodajamo najmanjˇso lastno vrednost. Taka konstrukcija se
lahko na nekem koraku hitro koncˇa, brez mozˇnosti nadaljevanja. Konstruk-
cijo pa lahko izboljˇsamo, cˇe ta pogoj izpustimo in lastne vrednosti dodajamo
v drugacˇnem vrstnem redu.
Izrek 4.5 Za λk obstaja tak dopustni interval [b
−
k , b
+
k ] ⊂ (−∞, 0), kjer je
b∓k := −
2λ
(k−1)
1(
uTk−1e±
√
λ
(k−1)
1 w
T
k−1e
)2 · 1
1 +
√1 + 4(
uTk−1e±
√
λ
(k−1)
1 w
T
k−1e
)2 ,
da je φk(λk) := w
T
k e > 0.
Dokaz. Funkcija φk je zvezna na intervalu (−∞, 0) in vsota v izrazu (4.9)
je negativna. Velja
wTk e = w
T
k−1e+
λk−1
ρ2k−1
(
uTk−1e+
ρ2k−1
ρkλk−1
)2
→ wTk−1e−
(uTk−1e)
2
λ
(k−1)
1
, (4.10)
ko gre λk → −∞. Ker pa je uk−1 nekolinearen z e, ter zaradi neenakosti (4.3),
velja tudi
wTk−1e−
(uTk−1e)
2
λ
(k−1)
1
< 0.
Iz (4.10) se vidi, da gre wTk e→ −∞ ko λk ↑ 0 in da je
d
dλk
φk = − 1
ρ3k
(
uTk−1e+
ρ2k−1
ρkλk−1
)
(−λ(k−1)1 + 2λk).
Torej ima funkcija φk natanko en lokalni maksimum na intervalu (−∞, 0), ki
je dosezˇen pri
λ∗k = −
2λ
(k−1)
1
uTk−1e
(
λ
(k−1)
1 +
√
(λ
(k−1)
1 )
2 + 4
λ
(k−1)
1
uTk−1e
) .
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Ker je φk(λ
∗
k) = w
T
k−1e > 0, obstaja dopustni interval [b−k , b+k ] ⊂ (−∞, 0) za
λk, dolocˇen z nicˇlami funkcije φk. Z nekaj racˇunanja lahko enacˇbo φk(λk) =
0 zapiˇsemo kot kvadratno enacˇbo v spremenljivki λk, kjer moramo zaradi
kvadriranja enacˇbe med resˇevanjem obravnavati dve mozˇnosti. Pri vsaki od
teh dobimo 2 resˇitvi, skupaj torej 4, vendar lahko dve zavrzˇemo, saj sta
pozitivni. S preostalima dvema, b∓k , pa smo pokazali, da obstaja interval
znotraj (−∞, 0), na katerem je funkcija φ nenegativna. 
Opomba 4.6 Dopustni interval se v primeru, ko je wTk−1e = 0, skrcˇi v tocˇko
λ∗k. Ker pa je vsota v (4.9) negativna, se dolˇzina intervala [b
−
k , b
+
k ] z vecˇanjem
parametra k manjˇsa proti 0.
Cˇe zahtevamo, da je λk 6 λk−1, je zgornja meja za izbiro λk nenarasˇcˇajocˇa
funkcija parametra k. Pri predstavljeni konstrukciji EDM se tezˇava pojavi,
cˇe je b−k > λk−1. V takem primeru je potrebna sprememba prejˇsnjih lastnih
vrednosti, tako da so izpolnjeni pogoji izreka 4.4. Na ta nacˇin lahko sicer
konstruiramo vecˇje EDM, vendar se izgubi smisel resˇevanja IEP za EDM.
Cˇe so zaporedne vrednosti λk neurejene glede na velikost, lahko kon-
struiramo poljubno velike EDM. Paziti moramo le, da lastne vrednosti λk
izbiramo iz intervala [b−k , b
+
k ], definiranega v (4.5).
Glavna omejitev konstrukcije (omenjeno v opombi 4.2) je zahteva, da
v izreku 4.1 za konstrukcijo obrobljene matrike uporabimo Perronov lastni
vektor. Da bi resˇili ta problem v splosˇnem, bi morali izbrati drugacˇen pri-
stop. Izbran spekter bi lahko razdelili na dva dela in tako konstruirali matriki
D1 in D2 z izbranima spektroma. Po izreku 4.3 bi dobili EDM s predpisa-
nimi lastnimi vrednostmi ter novo negativno lastno vrednost in pripadajocˇi
Perronov lastni vektor (glej 4.4).
Poglejmo si sˇe nekaj primerov.
Skonstruirajmo najprej simetricˇno nenegativno matriko z nicˇlami po di-
agonali in lastnimi vrednostmi −1,−200,−3000,−40000,−500000, 543201 z
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uporabo (3.2):
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 141.774 1551.37 14952 135074
1 0 141.774 1551.37 14952 135074
141.774 141.774 0 2188.5 21092.7 190547
1551.37 1551.37 2188.5 0 28913.9 261203
14952 14952 21092.7 28913.9 0 361352
135074 135074 190547 261203 361352 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Matrika D ni EDM, saj je wTe = −0.00049, njena glavna podmatrika veli-
kosti 4 pa je.
Kot drugi primer skonstruirajmo EDM s pozitivno lastno vrednostjo
k(k+1)
2
ter negativnimi lastnimi vrednostmi −1,−2, . . . ,−k. Opazimo, da
lahko konstrukcijo izvajamo le do k = 14. Vrednosti wTj e so prikazane v
tabeli 4.1.
λj −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14
wTj e 2.00 0.98 0.64 0.46 0.34 0.27 0.21 0.16 0.13 0.10 0.07.0.05 0.03 0.01
Tabela 4.1: Vrednosti wTj e pri konstrukciji EDM z lastnimi vrednostmi
−1,−2, . . . ,−l.
Cˇe v spekter dodamo −15, matrika ni vecˇ EDM, saj je wT16e = −0.001.
Lahko pa z nekaj permutacijami lastnih vrednosti sestavimo tudi vecˇjo EDM,
na primer za k = 19, cˇe uredimo negativne lastne vrednosti v vrstnem redu
−1,−2,−10,−3,−4,−18,−6,−19,−8,−11,−17,−5,−9,−7,−16,−15,−12,
−14,−13.
Lahko pa konstruiramo matrikiD1 z lastnimi vrednostmi−1,−3, . . . ,−15
ter D2 z lastnimi vrednostmi −2,−4, . . . ,−14. Tedaj je wTe(D1) = 0.07
in wTe(D2) = 0.11. Cˇe vzamemo ρ = 83.85 ∈ [α−, α+] = [59.89, 120.37]
in uporabimo izrek 4.3, je dobljena matrika EDM z lastnimi vrednostmi
−1,−2, . . . ,−15 ter −23.95 in 143.95.
Podobno lahko konstruiramo tudi tri matrike D1 z lastnimi vrednostmi
−1,−4, . . . ,−19, D2 z lastnimi vrednostmi −2,−5, . . . ,−20 ter D3 z la-
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stnimi vrednostmi −3,−6, . . . ,−18. Cˇe uporabimo izrek 4.3 in vzamemo
prvicˇ ρ = 85.74 ∈ [73.6, 137.5] in drugicˇ ρ = 108.39 ∈ [101.9, 123.8], dobimo
EDM z lastnimi vrednostmi −1,−2, . . . ,−20 ter −7.45,−12.31 in 229.76.
Poglejmo sˇe primer konstrukcije EDM, kjer vsako naslednjo lastno vred-
nost λk ∈ [b−k , b+k ] izbiramo nakljucˇno. V tabeli 4.2 so prikazane izbrane vred-
nosti λk, vrednosti w
T
k e ter pripadajocˇi dopustni intervali [b
−
k , b
+
k ]. Zacˇne se z
l = 50. Vidimo, da svoboda izbire naslednje λk postaja vedno bolj omejena,
saj se dopustni intervali vedno bolj krcˇijo.
k λk w
T
k e [b
−
k , b
+
k ]
50 −10 1.4 [−2.22931,−0.111956]
51 −1.075960 0.638181 [−1.09134,−0.15639]
52 −0.313009 0.635631 [−1.08586,−0.156395]
53 −0.251166 0.568287 [−0.987141,−0.161144]
54 −0.545484 0.410772 [−0.828302,−0.179206]
55 −0.437008 0.363314 [−0.785359,−0.186227]
56 −0.584940 0.187426 [−0.613773,−0.220174]
57 −0.504901 0.0977203 [−0.522209,−0.249657]
58 −0.415578 0.0773968 [−0.500496,−0.259432]
59 −0.478392 0.0171767 [−0.41584,−0.305288]
60 −0.373645 0.0151735 [−0.412289,−0.308296]
Tabela 4.2: Konstrukcija EDM z neurejenimi in nakljucˇno izbranimi lastnimi
vrednostmi.
4.2 IEP za EDM velikosti 3
Tukaj bomo najprej podali resˇitev IEP za EDM velikosti 3, kasneje pa poka-
zali, da jih obstaja neskoncˇno mnogo. Povzeto je po [6, 8, 9].
Podajmo najprej lemo, ki nam bo v pomocˇ pri dokazovanju naslednjega
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izreka.
Lema 4.4 Naj bodo λ1 > 0 > λ2 > λ3 > · · · > λn poljubna realna sˇtevila, za
katere velja
∑n
i=1 λi = 0. Potem je (n− 1)|λn| > λ1 in (n− 1)|λ2| 6 λ1.
Dokaz. Ker je λ1 =
∑n
i=2 |λi| in |λ2| 6 |λ3| 6 · · · 6 |λn|, velja
λ1 =
n∑
i=2
|λi| 6
n∑
i=2
|λn| = |λn|(n− 1),
po drugi strani pa velja tudi
λ1 =
n∑
i=2
|λi| >
n∑
i=2
|λ2| = |λ2|(n− 1).

Izrek 4.6 Naj bo σ = {λ1, λ2, λ3} ⊂ R in naj velja λ1 > 0 > λ2 > λ3 ter
λ1 + λ2 + λ3 = 0. Potem obstaja EDM D ∈ R3×3 s spektrom σ.
Dokaz. Cˇe je λ1 = 0, je tudi λ2 = λ3 = 0 in je pripadajocˇa EDM nicˇelna.
V primeru λ1 > 0 pa skonstruirajmo enokrak trikotnik z vrhom v izhodiˇscˇu
in ogliˇscˇema
(√
λ2
4
+
√
(λ2 + λ3)λ3
2
,±
√−λ2
2
)
.
Pripadajocˇa EDM je sedaj
D =
⎡⎢⎢⎢⎣
0 −λ2
√
(λ2+λ3)λ3
2
−λ2 0
√
(λ2+λ3)λ3
2√
(λ2+λ3)λ3
2
√
(λ2+λ3)λ3
2
0
⎤⎥⎥⎥⎦ .
Karakteristicˇni polinom p matrike D je
p(x) = −x3 + (λ2λ3 + λ22 + λ23)x− λ2λ3(λ2 + λ3)
= −(x− λ2)(x− λ3)(x+ λ2 + λ3),
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torej je σ res spekter skonstruirane EDM.
Preverimo sˇe, cˇe so ogliˇscˇa dobro definirana. Po lemi 4.4 je 2|λ3| =
2(−λ3) > λ1 oziroma −λ3 > λ12 , zato velja
λ2
4
+
√
(λ2 + λ3)λ3
2
=
λ2
4
+
√
−λ1λ3
2
> λ2
4
+
√
λ21
4
=
λ2 + 2λ1
4
=
λ1 − λ3
4
> 0,
iz cˇesar sledi, da so ogliˇscˇa dobro definirana. 
Primer 4.1 Naj bo podan spekter sˇtevil σ = {2−3√6,−4, 2+3√6}. Matrika
D =
⎡⎢⎢⎣
0 4 5
4 0 5
5 5 0
⎤⎥⎥⎦
je EDM s podanim spektrom. Na sliki 4.1 so tocˇke T1 = (2, 1), T2 = (2,−1)
in T3 = (0, 0), ki dolocˇajo matriko D.
Slika 4.1: Trikotnik, ki ga dolocˇajo tocˇke matrike D.
Naj bodo λ1 > 0 > λ2 > λ3, tako da velja λ1 + λ2 + λ3 = 0. Za tocˇke xi,
ki ustrezajo EDM D, lahko brez sˇkode za splosˇnost vzamemo kar (0, 0), (a, 0)
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in (b, c), kjer velja a > 0, b > 0, c > 0, saj je EDM invarianta za vzporedne
premike, vrtenja in zrcaljenja. Tako dobimo matriko
D =
⎡⎢⎢⎣
0 a2 b2 + c2
a2 0 (a− b)2 + c2
b2 + c2 (a− b)2 + c2 0
⎤⎥⎥⎦ .
Karakteristicˇni polinom te matrike je
pD(λ) =− λ(λ2 − ((a− b)2 + c2)2)− a2(−λa2 − ((b2 + c2)((a− b)2 + c2)))
+ (b2 + c2)(a2((a− b)2 + c2) + λ(b2 + c2)) = −λ3 + 2λ((a2 − ab+ b2)2
+ ((a− b)2 + b2)c2 + c4) + 2a2((a− b)2 + c2)(b2 + c2).
Cˇe ga zapiˇsemo faktorizirano, dobimo
pD(λ) =− (λ− λ1)(λ− λ2)(λ− λ3) = −λ3 + λ2λ2 + λ2λ1
− λλ1λ2 + λ2λ3 − λλ2λ3 − λλ1λ3 + λ1λ2λ3.
Po primerjavi koeficientov ter uposˇtevanju enakosti λ1 = −(λ2+λ3), dobimo
sistem dveh nelinearnih enacˇb
2a2((a− b)2 + c2)(b2 + c2) = −λ2λ3(λ2 + λ3),
2((a2 − ab+ b2)2 + ((a− b)2 + b2)c2 + c4) = λ22 + λ2λ3 + λ23. (4.11)
Imamo torej trikotnike, katerih najdaljˇse stranice so dolzˇine a,
√
b2 + c2 in√
(b− a)2 + c2. Cˇe vsakega od njih zrcalimo preko navpicˇne osi, dobimo 6
mozˇnih trikotnikov. Ker pa je lahko vsak od njih v vsakem kvadrantu, je
vseh mozˇnih resˇitev 24.
Elemente matrike D lahko izrazimo z a, saj izbiri a =
√
b2 + c2 in a =√
(b− a)2 + c2 predstavljata isti trikotnik, samo v drugem polozˇaju.
Resˇimo sistem (4.11) za neznanki b in c in dobimo
b =
a5 +
√−a4(a2 + λ1)(a2 + λ2)(a2 + λ3)
2a4
, (4.12)
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c =
√
2a3
√−(a2 − λ1)(a2 − λ2)(a2 − λ3) + λ1λ2λ3 − a2(λ22 + λ2λ3 + λ23)
2a2
,
(4.13)
ter
d12 = d12(a) := a
2,
d13 = d13(a) := b
2 + c2
=
√−(a2 − λ1)(a2 − λ2)(a2 − λ3)−√−(a2 + λ1)(a2 + λ2)(a2 + λ3)
2a
,
d23 = d23(a) := (b− a)2 + c2
=
√−(a2 − λ1)(a2 − λ2)(a2 − λ3) +√−(a2 + λ1)(a2 + λ2)(a2 + λ3)
2a
.
(4.14)
Pogoj d13 > 0 je izpolnjen zaradi 2λ1λ2λ3 > 0. Tudi zadnji izraz je ne-
negativen. Tako lahko napiˇsemo naslednji izrek.
Izrek 4.7 Matrika
D =
⎡⎢⎢⎣
0 d12 d13
d12 0 d23
d13 d23 0
⎤⎥⎥⎦
s cˇleni iz (4.14) je nenegativna, ima nicˇle po diagonali, ter ima predpisane
lastne vrednosti λ1 > 0 > λ2 > λ3, kjer je λ1 + λ2 + λ3 = 0, cˇe in samo cˇe
so njeni elementi dobro definirani, kar pomeni
−λ2 6 a2 6 −λ3. (4.15)
Da bo matrikaD EDM, mora biti izpolnjen sˇe en pogoj: tocˇke x1 = (0, 0),
x2 = (a, 0), x3 = (b, c) morajo obstajati. Oznacˇimo I := [
√−λ2,
√−λ3].
Glede na (4.13), iˇscˇemo torej take parametre a ∈ I, da bo
f(a) :=2a3
√
−(a2 + λ2 + λ3)(a2 − λ2)(a2 − λ3)
− (λ2 + λ3)λ2λ3 − a2(λ22 + λ2λ3 + λ23) > 0. (4.16)
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Cˇe za a vstavimo
√−λ2, dobimo resˇitev iz dokaza izreka 4.6. Obstaja torej
vsaj en a ∈ I, saj je
f(
√
−λ2) = λ22(λ2 + 2
√
2
√
λ3(λ2 + λ3)) > λ22(λ2 + 2
√
2
√
2λ22) = −3λ32 > 0.
Z izbiro a =
√−λ3 dobimo
f(
√
−λ3) = λ23(λ3 + 2
√
2
√
λ2(λ2 + λ3)).
Ta vrednost je nenegativna za λ3 ∈ [2(2 +
√
6)λ2, λ2]. Za izbran λ3 na tem
intervalu vsak a ∈ I pripelje do resˇitve IEP za EDM.
Naj bo t := λ3/λ2 za t ∈ [1,∞) in λ2 = −1. Funkcija f je tedaj
f(a) := 2a3
√
(−a2 + t+ 1)(a2 + t)(a2 + 1) + t(t+ 1)− a2(t2 + t+ 1).
Vemo, da je f nenegativna na intervalu t ∈ [1, 2(2+√6)] .= [1, 8.9]. Opazujmo
sedaj obliko funkcije f za t ∈ [1, 2(2+√6)), t = 2(2+√6) ter za t > 2(2+√6).
Na sliki 4.2 vidimo, da je f za majhne t pozitivna za vse vrednosti intervala
I = [1,
√
t]. Prav tako je pozitivna za t = 2(2 +
√
6), razen v nicˇli
√
t na
robu intervala I, ter v drugi nicˇli az :=
√
t
2
. Kot vidimo na sliki 4.3, je az
tudi lokalni minimum f na tem intervalu. Pri velikih t se nicˇla az razcepi v
dve nicˇli z1 in z2, nastane pa sˇe ena nicˇla z3 <
√
t. Na sliki 4.4 vidimo, da
je funkcija f sedaj nenegativna na intervalu [1, z1] ∪ [z2, z3], resˇitev IEP za
EDM pa obstaja samo za vrednosti a iz tega intervala.
Povzemimo zgornje rezultate v naslednjem izreku.
Izrek 4.8 Naj bo I := [
√−λ2,
√−λ3] in naj bo funkcija f definirana s pred-
pisom v (4.16). Cˇe je
(1) λ2 > λ3 > 2(2 +
√
6)λ2 in a ∈ I ali
(2) λ3 < 2(2 +
√
6)λ2 in a ∈ [
√−λ2, z1] ∪ [z2, z3], kjer so z1, z2, z3 nicˇle
funkcije f na I,
potem je matrika D iz izreka 4.7 EDM.
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Slika 4.2: Oblika funkcije f za t = 6. Funkcija je pozitivna na intervalu
[1,
√
t].
Slika 4.3: Oblika funkcije f za t = 2(2 +
√
6). Na intervalu [1,
√
t] je ne-
negativna in ima dve nicˇli.
Slika 4.4: Oblika funkcije f za t = 30. Funkcija ni vecˇ nenegativna na
celotnem intervalu [1,
√
t].
4.2. IEP ZA EDM VELIKOSTI 3 33
Obmocˇje za parameter a je veliko in pokriva vse mozˇne trikotnike, ki
dolocˇajo matriko D. Tako je en trikotnik opisan trikrat (a je enak dolzˇini
vsake stranice posebej). Za bolj natancˇno mnozˇico resˇitev pa moramo ob-
ravnavati nekaj dodatnih lastnosti funkcije f .
Lema 4.5 Lokalni maksimum funkcije f na intervalu I za λ3 < 2(2+
√
6)λ2
je dosezˇen pri
lM =
1
3
√
6
√
3
√
6(λ22 + λ2λ3 + λ
2
3)
Z(λ2, λ3)
+ Z(λ2, λ3), (4.17)
kjer je
Z(λ2, λ3) :=
3
√
−9λ2λ3(λ2 + λ3) +W (λ2, λ3)
in
W (λ2, λ3) :=
√
3
√
−(λ22 − 2λ2λ3 − 2λ23)(2λ22 + 2λ2λ3 − λ23)(λ22 + 4λ2λ3 + λ23).
Njen lokalni minimum na I pa pri
lm =
√− λ2
6
√
2
⎛⎜⎝√ k
3
√
r
−
√− 3√r + 54√2t(1 + t)√
k
3√r
+ 20u− 49u
2
3
√
r
⎞⎟⎠,
kjer je
t = λ3/λ2,
u = 1 + t+ t2,
s =
√
578 + 1734t+ 4197t2 + 5504t3 + 4197t4 + 1734t5 + 578t6,
p = 235 + 705t+ 2139t2 + 3103t3 + 2139t4 + 705t5 + 235t6,
r = p+ i3
√
3s(−2− 3t+ 3t2 + 2t3),
k =
3
√
r2 + 10 3
√
r(1 + t+ t2) + 49(1 + t+ t2)2.
Lema 4.6 Funkcija f dosezˇe svoj lokalni maksimum (4.17) na I pri para-
metru a, za katerega tocˇke (0, 0), (a, 0), (b, c) matrike D tvorijo pravokotni
trikotnik s pravim kotom pri ogliˇscˇu (b, c).
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Dokaz. Tocˇke (0, 0), (a, 0) in (b, c) tvorijo pravokotni trikotnik s pravim
kotom pri (b, c), cˇe in samo cˇe velja a2 = (
√
b2 + c2
2
+
√
(a− b)2 + c22). To
pomeni, da mora za elemente matrike D iz (4.14) veljati d12 = d13 + d23
oziroma
a3 =
√
−(a2 − λ1)(a2 − λ2)(a2 − λ3). (4.18)
Cˇe funkcijo f odvajamo, dobimo
f ′(a) =2a
(
3a
√
−(a2 − λ1)(a2 − λ2)(a2 − λ3)
− a
3(3a4 + λ2λ3 + λ1λ3 + λ1λ2)√−(a2 − λ1)(a2 − λ2)(a2 − λ3 − (λ22 + λ2λ3 + λ23)
)
.
Zvezo (4.18) uporabimo v odvodu in dobimo f ′ = 0. Lokalni ekstrem je torej
dosezˇen za a, ki ustreza pogoju (4.18). Resˇitev enacˇbe f ′ = 0 pa je ravno
lokalni maksimum (4.17). 
Lema 4.7 Generirajocˇe tocˇke matrike D tvorijo enakokraki trikotnik za
a =
√
−λ2, b = a
2
=
1
2
√
−λ2, c = 1
2
√
λ2 + 2
√
2
√
λ3(λ2 + λ3). (4.19)
Dolˇzine stranic trikotnika so√
−λ2, 4
√
λ3(λ2 + λ3)
2
,
4
√
λ3(λ2 + λ3)
2
. (4.20)
Ta izbira da resˇitev iz dokaza izreka 4.6.
Dokaz. Da bo trikotnik enakokrak, mora veljati
√
b2 + c2 =
√
(a− b)2 + c2.
Iz tega izraza sledi b = a/2. To vstavimo v enacˇbo (4.12) in vidimo, da je
edina mozˇna resˇitev a =
√−λ2. Izracˇunamo sˇe c in dolzˇine stranic. S tem je
dokaz koncˇan. 
Spomnimo se, da cˇe je a neka dopustna resˇitev, potem sta tudi izbiri
a =
√
b2 + c2 in a =
√
(a− b)2 + c2 dopustni resˇitvi. Dovolj je, cˇe sˇtudiramo
primer za a ∈ [√−λ2, z1], saj ostali dve izbiri lezˇita na [z2, z3].
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Ker je funkcija f v tocˇkah z1, z2, z3 enaka 0 in se po (4.13) c izrazˇa kot√
f(a)
2a2
, dobimo za a = zi, i = 1, 2, 3 vrednost c enako 0 in generirajocˇe tocˇke
matrike D kolinearne: (0, 0), (a, 0), (b, 0). Tukaj je a = zi, b = b(a) = b(zi),
i = 1, 2, 3. Dolzˇine stranic trikotnika a,
√
b2 + c2 in
√
(a− b)2 + c2 so zvezne
funkcije parametra a na intervalu I, zato se njegova oblika zvezno spreminja
od izrojenega (ko je f(z1) = f(z2) = f(z3) = 0) do enakokrakega (lema 4.7),
ko parameter a pada od z1 proti
√−λ2. Ostali dve stranici konvergirata od
z1 in z2 v
4
√
λ3(λ2+λ3)
2
.
Sedaj lahko podamo natancˇnejˇso verzijo izreka 4.8.
Izrek 4.9 Naj bo I := [
√−λ2,
√−λ3] in naj bo funkcija f definirana s pred-
pisom v (4.16). Cˇe je
(1) λ2 > λ3 > 2(2 +
√
6)λ2 in a ∈ I ali
(2) λ3 < 2(2 +
√
6)λ2 in a ∈ [
√−λ2, z1], kjer je z1 prva nicˇla funkcije f na
I,
potem je matrika D iz izreka 4.7 EDM. S temi pogoji so dolocˇene vse mozˇne
razlicˇne konfiguracije generirajocˇih tocˇk matrike D.
Iz neenakosti (4.15) sledi, da za λ3 = λ2 obstaja samo ena resˇitev a =√−λ2.
Nicˇle funkcije f so zvezne funkcije λ2 in λ3. Podamo lahko dobre meje za
nicˇlo z1 in pokazˇemo, da interval dopustnih resˇitev za a konvergira k {
√−λ2},
ko se razdalja med λ2 in λ3 vecˇa.
Izrek 4.10 Naj bo t := λ3/λ2. Dobra spodnja in zgornja meja za z1 (a1 <
z1 < a2 in f(a1) > 0, f(a2) < 0) sta enaki
a1 =
t−√2
t− 2√2
√
−λ2, a2 = 5t− 11
5t− 22
√
−λ2, t > 2(2 +
√
6).
Ko gre t → ∞, se interval dopustnih resˇitev za a skrcˇi iz [√−λ2, z1] na
{√−λ2}.
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Dokaz. Meji a1 in a2 lahko zapiˇsemo kot
a1 =
1
2− 1
1−
√
2
t
√
−λ2, a2 = 1
2− 1
1− 22
10t
√
−λ2.
Iz te oblike se lepo vidi, da meji konvergirata k
√−λ2, ko gre t→∞.
Cˇe oznacˇimo γ := a
2
−λ2 , potem lahko funkcijo f zapiˇsemo
f(a) = 2γ
√
−γ(γ − 1− t)(γ + 1)(γ + t)− λ32(t(t+ 1)− γ(t2 + t+ 1)),
kjer je t = λ3/λ2. Sedaj lahko hitro preverimo, da je f(a1) vecˇje in f(a2)
manjˇse od 0. 
4.3 Hadamardove matrike in IEP za EDM
V tem razdelku bomo povedali kaj so Hadamardove matrike in kako je njimi
povezan IEP za EDM. Pokazali bomo, da za poljubna sˇtevila λ1 > 0 >
λ2 > λ3 > · · · > λn, za katera velja
∑n
i=1 λi = 0, obstaja EDM s spektrom
{λ1, λ2, . . . , λn}, cˇe za n obstaja Hadamardova matrika velikosti n. Povzeto
je po [4].
Definicija 4.1 Matrika H je Hadamardova, cˇe je hij = ±1 za vse i, j =
1, 2, . . . , n ter velja
HTH = nI = HHT .
Stolpci in vrstice matrike H so paroma ortogonalni.
Opomba 4.7 Obstoj Hadamardove matrike je do danes dokazan le za ma-
trike reda n = 1, n = 2 ali n ≡ 0 (mod 4), kjer je najvecˇji n enak 664 ter za
nekatere n ≡ 0 (mod 4) vecˇje od 664.
Podajmo sedaj izrek (dokaz si bralec lahko pogleda v [8]) ter lemo, na
katera se bomo kasneje sklicevali.
Definicija 4.2 Naj bo prostorM definiran s predpisomM := {x ∈ Rn;xTe =
0}. Simetricˇna matrika A ∈ Rn×n je negativno semidefinitna na M , cˇe za
vsak vektor x iz M velja xTAx 6 0.
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Izrek 4.11 Simetricˇna matrika D = (dij) ∈ Rn×n z nicˇlami po diagonali je
EDM natanko takrat, ko je negativno semidefinitna na M .
Lema 4.8 Naj bo matrika D ∈ Rn×n simetricˇna in z nicˇlami po diagonali.
Ima naj samo eno nenegativno lastno vrednost λ1 in pripadajocˇi lastni vektor
e, kjer je e vektor samih enic. Potem je matrika D EDM.
Dokaz. Naj bo matrika D ∈ Rn×n simetricˇna, nenicˇelna ter z nicˇlami
po diagonali. Njene lastne vrednosti naj bodo λ > 0 > λ2 > λ3 > . . . λn,
pripadajocˇi lastni vektorji pa e,u2,u3, . . . ,un. Zapiˇsemo lahko
D = λeeT + λ2u2u
T
2 + λ3u3u
T
3 + · · ·+ λnunuTn .
Vzemimo vektor x iz prostora M , definiranega v izreku 4.11. Sledi
xTDx = λxTeeTx+ λ2x
Tu2u
T
2 x+ · · ·+ λnxTunuTnx
= λ2(x
Tu2)
2 + λ3(x
Tu3)
2 + · · ·+ λn(xTun)2 6 0,
saj so λ2, λ3, . . . , λn nepozitivne lastne vrednosti. Iz tega po istem izreku
sledi, da je D EDM. 
Naj bo n tak, da za njega obstaja Hadamardova matrika. Naslednji izrek
poda resˇitev IEP za EDM velikosti n.
Izrek 4.12 Izberimo tak n, za katerega obstaja Hadamardova matrika reda
n. Cˇe za λ1, λ2, . . . , λn velja λ1 > 0 > λ2 > · · · > λn in je
∑n
i=1 λi = 0,
potem obstaja nenicˇelna EDM D z lastnimi vrednostmi λ1, λ2, . . . , λn.
Dokaz. Naj bo H ∈ Rn×n Hadamardova matrika in U = ( 1√
n
)H. Matrika
U je ortogonalna, saj velja
UUT =
HHT
n
= I =
HTH
n
= UTU.
Naj bo Λ = diag (λ1, λ2, . . . , λn), kjer je λ1 > 0 > λ2 > · · · > λn. Potem
ima matrika D = UTΛU lastne vrednosti λ1, λ2, . . . , λn. Ker lahko za vsako
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Hadamardovo matriko predpostavimo, da ima en stolpec enak e, ima matrika
D lastni vektor e. Iz definicije matrike U sledi
D = UΛUT =
HΛHT
n
=
(λ1h1h
T
1 + λ2h2h
T
2 + · · ·+ λnhnhTn )
n
,
kjer so h1,h2, . . . ,hn stolpci matrikeH. Vidimo, da so vsi diagonalni elemen-
ti matrike D enaki
∑n
i=1
λi
n
= 0. Po lemi 4.8 je torej D EDM. 
Po izreku 4.13 vidimo, da obstaja resˇitev IEP za EDM za vsak n+ 1, za
katerega obstaja Hadamardova matrika reda n.
Cˇe je n = 4, 8, 12 ali 16, pa obstaja resˇitev tudi za n + 2 (izrek 4.14).
Dokaza obeh izrekov lahko najdemo v [4].
Izrek 4.13 Izberimo tak n, za katerega obstaja Hadamardova matrika reda
n. Cˇe za λ1, λ2, . . . , λn+1 velja λ1 > 0 > λ2 > · · · > λn+1 in je
∑n+1
i=1 λi = 0,
potem obstaja nenicˇelna (n + 1) × (n + 1) EDM D z lastnimi vrednostmi
λ1, λ2, . . . , λn+1.
Izrek 4.14 Naj bo n = 4, 8, 12 ali 16, za katerega obstaja Hadamardova
matrika reda n. Cˇe za λ1, λ2, . . . , λn+2 velja λ1 > 0 > λ2 > · · · > λn+2 in je∑n+2
i=1 λi = 0, potem obstaja (n+ 2)× (n+ 2) EDM D z lastnimi vrednostmi
λ1, λ2, . . . , λn+2.
Najmanjˇsi odprti inverzni problem lastnih vrednosti evklidsko razdaljnih
matrik je torej za primer n = 7.
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