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Preface
In this book we construct the Nonsymmetric Jordan–Thiry Theory unifying N.G.T.
(Nonsymmetric Gravitation Theory), the Yang–Mills’ field, the Higgs’ fields and scalar
forces in a geometric manner. In this way we get masses from higher dimensions.
We discuss spontaneous symmetry breaking, the Higgs’ mechanism and a mass gen-
eration in the theory. The scalar field Ψ (as in the classical Jordan–Thiry Theory) is
connected to the effective gravitational constant. This field is massive and has Yukawa-
type behaviour. We discuss the relation between R+ invariance andU(1)F from G.U.T.
(Grand Unified Theory) within Einstein λ-transformation, and fermion number con-
servation. In this way we connect Wµ-field from N.G.T. with a gauge field A˜
F
µ from
G.U.T. We derive the equation of motion for a test particle from conservation laws in
the hydrodynamic limit. We consider a truncation procedure for a tower of massive ρk
(or Ψk) scalar fields using Friedrichs’ theory and an approximation procedure for the
lagrangian involving Higgs’ field up to the second order with respect to hµν = gµν−ηµν
and ζk0
a˜b˜
. The geodetic equations on the Jordan–Thiry manifold are considered with
an emphasis to terms involving Higgs’ field. We consider also field equations in linear
approximation and an influence of electromagnetic and Wµ fields on field equations.
We consider a dynamics of Higgs’ field in the framework of cosmological models
involving the scalar field Ψ . The field Ψ plays here a roˆle of a quintessence field. We
consider phase transition in cosmological models of the second and the first order. Due
to a tower of massive scalar fields Ψk derived from the theory we are able to get a
warp factor known from some modern approaches. Using a warp factor we build a
time-machine in the theory.
We consider a mass of a quintessence particle, various properties of a quintessence
field. We calculate a speed of sound in a quintessence and fluctuations of a quintessence
caused by primordial metric fluctuations.
The nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory has been developed here.
It unifies the gauge invariance principle with the coordinate invariance principle but
in more than four-dimensional space-time. In particular in the case of electromagnetic
and gravitational interactions in 5-dimensional theory.
A general nonabelian Yang–Mills fields have been unified with gravity in (n + 4)-
dimensional space-time (n—a dimension of gauge group). The theory uses a nonsym-
metric metric defined on a metrized (in a nonsymmetric way) principal fibre bundle
over a space-time with a structural group U(1) in an electromagnetic case and in gen-
eral case nonabelian semi-simple compact group G. The connection on space-time and
on a metrized principal fibre bundle is compatible with this metric. This connection is
similar to a connection from Einstein’s Unified Field Theory, however we use its higher
dimensional analogue. This connection is right-invariant with respect to an action of
the group G (a gauge group).
In the electromagnetic case the metric and the connection are bi-invariant with
respect to the group U(1). The theory has been developed to include a scalar field
leading to an effective gravitational constant and space-time dependent cosmological
terms. It is possible to extend the theory to include Higgs’ fields and spontaneous
symmetry breaking of a gauge group to get massive vector boson fields. Some exact
solution of the fields equations has been found and a proposition to solve a confinement
of color in QCD has been posed.
The theory is fully relativistic and unifies electromagnetic field, gauge fields, Higgs’
field and scalar forces with NGT (Nonsymmetric Gravitation Theory) in a nontrivial
way. By ‘in a nontrivial way’ we mean that we get from the theory something more than
NGT, ordinary Kaluza–Klein (Jordan–Thiry) Theory, classical electrodynamics, Yang–
Mills’ field theory with Higgs’ field and spontaneous symmetry breaking. These new
features are some kind of “interference effects” between all of them. This theory unifies
two important approaches in higher-dimensional philosophy: Kaluza–Klein principle
and a dimensional reduction principle.
The beautiful theories such as Kaluza–Klein theory (a Kaluza miracle) and its
descendents should pass the following test if they are treated as real unified theories.
They should incorporate chiral fermions. Since the fundamental scale in the theory is a
Planck’s mass, fermions should be massless up to the moment of spontaneous symmetry
breaking. Thus they should be zero modes. In our approach they can obtain masses
on a dimensional reduction scale. Thus they are zero modes in (4 + n1)-dimensional
case. In this way (n1 + 4)-dimensional fermions are not chiral (according to very well
known Witten’s argument on an index of a Dirac operator). Moreover, they are not
zero modes after a dimensional reduction, i.e., in 4-dimensional case. It means we can
get chiral fermions under some assumptions.
We expect some nonrelativistic effects leading to nonnewtonian gravity.
The real motivation of this book is to find a geometric unifications of fundamental
interactions of Nature and to find applications in Modern Cosmology including infla-
tion, dark matter and dark energy using a paradigm of physics, which unifies two fun-
damental concepts of invariance in physics: coordinate invariance principle and gauge
invariance principle. The first is known in General Relativity and in vaiable alternative
theories of gravitation. The second is known in Electrodynamics and Yang–Mills field
theory. Yang–Mills field theory governs Standard Model, i.e.: Glashow–Salam–Weiberg
(GSW) model of electro-weak interactions and the theory of strong interactions (QCD)
using SU(2)L × U(1) and SU(3)c groups as gauge groups. It governs also any Grand
Unified Theorems.
The book is addressed to graduate students in theoretical physics, mathematical
physics, cosmology, particle physics and field theory. It is also addressed to scientists
working in these domains and to any reader who is interested in these rapidly developing
domains.
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Introduction
In this work we develop a unification of the Nonsymmetric Gravitational Theory
and gauge fields (Yang–Mills’ fields) including spontaneous symmetry breaking and
the Higgs’ mechanism with scalar forces connected to the gravitational constant and
cosmological terms appearing as the so-called quintessence. The theory is geometric
and unifies tensor-scalar gravity with massive gauge theory using a multidimensional
manifold in a Jordan–Thiry manner (see Refs. [1–70]). We use a nonsymmetric version
of this theory (see [23], [24], [25], [26], [27]). The general scheme is the following. We
introduce the principal fibre bundle over the base V = E ×G/G0 with the structural
group H, where E is a space-time, G is a compact semisimple Lie group, G0 is its
compact subgroup and H is a semisimple compact group. The manifold M = G/G0
has an interpretation as a “vacuum states manifold” if G is broken to G0 (classical
vacuum states). We define on the space-time E, the nonsymmetric tensor gαβ from
N.G.T., which is equivalent to the existence of two geometrical objects
g = g(αβ)θ
α ⊗ θβ
g = g[αβ]θ
α ∧ θβ
the symmetric tensor g and the 2-form g. Simultaneously we introduce on E two
connections from N.G.T. W
α
βγ and Γ˜
α
βγ . On the homogeneous space M we define the
nonsymmetric metric tensor
ga˜b˜ = h
0
a˜b˜
+ ζk0
a˜b˜
where ζ is the dimensionless constant, in a geometric way. Thus we really have the
nonsymmetric metric tensor on or V = E ×G/G0.
γAB =
(
gαβ 0
0 r2ga˜b˜
)
r is a parameter which characterizes the size of the manifold M = G/G0. Now on the
principal bundle P we define the connection ω, which is the 1-form with values in the
Lie algebra of H.
After this we introduce the nonsymmetric metric on P right-invariant with respect
to the action of the group H, introducing scalar field ρ in a Jordan–Thiry manner
(see Ref [18]). The only difference is that now our base space has more dimensions
than four. It is (n1 + 4)-dimensional, where n1 = dim(M) = dim(G) − dim(G0). In
other words, we combine the nonsymmetric tensor γAB on V with the right-invariant
nonsymmetric tensor on the group H using the connection ω and the scalar field ρ.
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We suppose that the factor ρ depends on a space-time point only. This condition can
be abandoned and we consider a more general case where ρ = ρ(x, y), x ∈ E, y ∈ M
resulting in a tower of massive scalar field ρk, k = 1, 2 . . . . This is really the Jordan–
Thiry theory in the nonsymmetric version but with (n1+4)-dimensional “space-time”.
After this we act in the classical manner as in Refs. [1], [18], [22], [23], [24], [26],
[27]. We introduce the linear connection which is compatible with this nonsymmetric
metric. This connection is the multidimensional analogue of the connection Γ˜αβγ on the
space-time E. Simultaneously we introduce the second connection W . The connection
W is the multidimensional analogue of the W -connection from N.G.T. and Einstein’s
Unified Field Theory. It is the same as the connection from Refs. [23], [24]. Now
we calculate the Moffat–Ricci curvature scalar R(W ) for the connection W and we
get the following result. R(W ) is equal to the sum of the Moffat–Ricci curvature
on the space-time E (the gravitational lagrangian in Moffat’s theory of gravitation),
plus (n1 +4)-dimensional lagrangian for the Yang–Mills’ field from the Nonsymmetric
Kaluza–Klein Theory plus the Moffat–Ricci curvature scalar on the homogeneous space
G/G0 and the Moffat–Ricci curvature scalar on the groupH plus the lagrangian for the
scalar field ρ. The only difference is that our Yang–Mills’ field is defined on (n1 + 4)-
dimensional “space-time” and the existence of the Moffat–Ricci curvature scalar of the
connection on the homogeneous space G/G0. All of these terms (including R(W )) are
multiplied by some factors depending on the scalar field ρ.
This lagrangian depends on the point of V = E × G/G0 i.e. on the point of the
space-time E and on the point of M = G/G0. The curvature scalar on G/G0 also
depends on the point of M .
We now go to the group structure of our theory. We assume G invariance of the
connection ω on the principal fibre bundle P , the so called Wang-condition (see Refs.
[59], [71]–[76]). According to the Wang-theorem and the Ref. [72] the connection
ω decomposes into the connection ω˜E on the principal bundle Q over space-time E
with structural group G and the multiplet of scalar fields Φ. Due to this decompo-
sition the multidimensional Yang–Mills’ lagrangian decomposes into: a 4-dimensional
Yang–Mills’ lagrangian with the gauge group G from the Nonsymmetric Kaluza–Klein
Theory, plus a polynomial of 4th order with respect to the fields Φ, plus a term which
is quadratic with respect to the gauge derivative of Φ (the gauge derivative with re-
spect to the connection ω˜E on a space-time E) plus a new term which is of 2nd order
in the Φ, and is linear with respect to the Yang–Mills’ field strength. After this we
perform the dimensional reduction procedure for the Moffat–Ricci scalar curvature on
the manifold P . We average R(W ) with respect to the homogeneous space M = G/G0
as in Refs. [73], [74], [75]. In this way we get the lagrangian of our theory. It is the
sum of the Moffat–Ricci curvature scalar on E (gravitational lagrangian) plus a Yang–
Mills’ lagrangian with gauge group G from the Nonsymmetric Kaluza–Klein Theory
(see [23]), plus a kinetic term for the scalar field Φ, plus a potential V (Φ) which is of 4th
order with respect to Φ, plus Lint which describes a nonminimal interaction between
the scalar field Φ and the Yang–Mills’ field, plus cosmological terms, plus lagrangian
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for scalar field ρ. All of these terms (including R(W )) are multiplied of course by some
factors depending on the scalar field ρ. We redefine tensor gµν and ρ (as in [18], [19],
[50]) and pass from scalar field ρ to Ψ
ρ = e−Ψ
After this we get lagrangian which is the sum of gravitational lagrangian, Yang–Mills’
lagrangian, Higgs’ field lagrangian, interaction term Lint and lagrangian for scalar field
Ψ plus cosmological terms. These terms depend now on the scalar field Ψ . In this
way we have in our theory a multiplet of scalar fields (Ψ, Φ). As in the Nonsymmetric-
Nonabelian Kaluza–Klein Theory we get a polarization tensor of the Yang–Mills’ field
induced by the skewsymmetric part of the metric on the space-time and on the group
G. We get an additional term in the Yang–Mills’ lagrangian induced by the skewsym-
metric part of the metric gαβ (see Ref. [23]). We get also Lint, which is absent in the
dimensional reduction procedure known up to now (see [73]–[76], [77]–[80]). Simul-
taneously, our potential for the scalar—Higgs’ field really differs from the analogous
potential from Refs. [73]–[80]. Due to the skewsymmetric part of the metric on G/G0
and on H it has a more complicated structure. This structure offers two kinds of crit-
ical points for the minimum of this potential: Φ0crt and Φ
1
crt. The first is known in the
classical, symmetric dimensional reduction procedure (see [73], [80]) and corresponds
to the trivial Higgs’ field (“pure gauge”). This is the “true” vacuum state of the theory.
The second, Φ1crt, corresponds to a more complex configuration. This is only a local
(no absolute) minimum of V . It is a “false” vacuum. The Higgs’ field is not a “pure”
gauge here. In the first case the unbroken group is always G0. In the second case, it is
in general different and strongly depends on the details of the theory: groups G0, G,
H, tensors ℓab, ga˜b˜ and the constants ζ, ξ. It results in a different spectrum of mass
for intermediate bosons. However, the scale of the mass is the same and it is fixed
by a constant r (“radius” of the manifold M = G/G0). In the first case V (Φ
0
crt) = 0,
in the second case it is, in general, not zero V (Φ1crt) 6= 0. Thus, in the first case, the
cosmological constant is a sum of the scalar curvature on H and G/G0, and in the
second case, we should add the value V (Φ1crt). We proved that using the constant ξ
we are able in some cases to make the cosmological constant as small as we want (it
is almost zero, from the observational data point of view). Here we can perform the
same procedure for the second term in the cosmological constant using the constant ζ.
In the first case we are able to make the cosmological constant sufficiently small but
this is not possible in general for the second case.
The transition from “false” to “true” vacuum occurs as a second order phase tran-
sition (see [81]–[85]). We discuss this transition in context of the first order phase
transition in models of the Universe (see [81]–[85]). In this work the interesting point
is that there exists an effective scale of masses, which depends on the scalar field Ψ .
Using Palatini variational principle we get an equation for fields in our theory. We
find a gravitational equation from N.G.T. with Yang–Mills’, Higgs’ and scalar sources
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(for scalar field Ψ) with cosmological terms. This gives us an interpretation of the
scalar field Ψ as an effective gravitational constant
Geff = GNe
−(n+2)Ψ
We get an equation for this scalar field Ψ . Simultaneously we get equations for Yang–
Mills’ and Higgs’ field. We also discuss the change of the effective scale of mass, meff
with a relation to the change of the gravitational constant Geff .
In the “true” vacuum case we get that the scalar field Ψ is massive and has Yukawa-
type behaviour. In this way the weak equivalence principle is satisfied. In the “false”
vacuum case the situation is more complex. It seems that there are possible some scalar
forces with infinite range. Thus the two worlds constructed over the “true” vacuum and
the “false” vacuum seem to be completely different: with different unbroken groups,
different mass spectrum for the broken gauge and Higgs’ bosons, different cosmological
constants and with different behaviour for the scalar field Ψ . The last point means that
in the “false” vacuum case the weak equivalence principle could be violated and the
gravitational constant (Newton’s constant) would increase in distance between bodies.
We discuss in the work R+ and U(1)F invariance in a continuation of our consider-
ation from Refs. [26], [27]. We develop the first possibility from Section 8 of Ref. [26].
In this way we decide that U(1)F invariance from G.U.T. is a local invariance. Due to
a geometrical construction we are able to identify Wµ from Moffat’s theory of gravita-
tion with the four-potential A˜Fµ corresponding to the U(1)F group (internal rotations
connected to fermion charge). In this way, the fermion number is conserved and plays
the role of the second gravitational charge. Due to the Higgs’ mechanism A˜Fµ is mas-
sive and its strength, H˜Fµν , is of short range with Yukawa-type behaviour. This has
important consequences. The Lorentz-like force term (or Coriolis-like force term) in
the equation of motion for a test particle is of short range with Yukawa-type behaviour.
The range of this force is smaller than the range of the weak interactions. Thus it is
negligible in the equation of motion for a test particle. We discuss the possibility of
the cosmological origin of the mass of the scalar field Ψ and geodetic equations on
P . We consider an infinite tower of scalar fields Ψk(x) coming from the expansion of
the field Ψ(x, y) on the manifold M = G/G0 into harmonics of the Beltrami–Laplace
operator. Due to Friedrichs’ theory we can diagonalize an infinite matrix of masses
for Ψk transforming them into new fields Ψ
′
k. The truncation procedure means here to
take a zero mass mode Ψ0 and equal it to Ψ from the preceding section.
We discuss here cosmological models involving field Ψ which plays a roˆle of a
quintessence field. We find inflationary models of the Universe and we discuss a dynam-
ics of the Higgs field. Higgs’ field dynamics undergoes a second order phase transition
which causes a phase transition in an evolution of the Universe. This ends an inflation-
ary epoch and changes an evolution of the field Ψ . Afterwards we consider the field Ψ
as a quintessence field building some cosmological models with a quintessence and even
with a K-essence. A dynamics of a Higgs field in several approximations gives us an
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amount of an inflation. We consider also a fluctuation spectrum of a primordial fluc-
tuations caused by a Higgs field and a speed up factor of an evolution. We speculate
on a future of the Universe based on our simple model with a special behaviour of a
quintessence.
We consider a possibility to take seriously additional dimensions in our theory in
a framework similar to a Randall–Sundrum scenario. In our theory the additional
dimensions connecting to the manifold M (a vacuum manifold) could be considered in
such a way. They are not directly observable because the size of the manifold is very
small. In order to see them it is necessary to excite massive modes of the scalar field
(a tower of these fields). We find an interesting toy model (a 5-dimensional model)
which can describe a possibility to travel with speed higher than the speed of light
using the fifth dimension. This dimension has nothing to do with the fifth dimension
in Kaluza–Klein theory. We do some analysis on an energy to excite a scalar field Ψ
to get this special solution to the theory. We also discuss some quantitative relations
involving traveling signals in the model via the fifth dimension. We consider the various
possibilities to excite a warp factor due to fluctuations of a tower of scalar fields finding
a density of an excitation energy. Eventually we find a zero energy (or almost zero)
condition for such an excitation.
We also develop the approximation procedure for the lagrangian involving the
Higgs’ field up to the second order of expansion with respect to hµν = gµν − ηµν
and ζ. We find V (Φ), L( gauge∇ Φ), Lint(A˜, Φ) up to this order.
The book is organized as follows. In section 1 we introduce the notation and the
definitions of geometrical quantities which we use throughout this part. In sec. 2 we de-
fine nonsymmetric tensor on a group Lie. The third section deals with a nonsymmetric
metrization of the fibre bundle.We define the skewsymmetric tensor onM = G/G0 and
examine its properties in the fourth section. Section 5 is devoted to the Nonsymmetric
Jordan–Thiry Theory over the manifold V = E×G/G0. We introduce the connections
ωAB and W
A
B which are analogues of the connections W
α
β and ω
α
β from N.G.T.
We calculate Moffat–Ricci curvature scalar for WAB and the density for this scalar.
In section 6 we perform the dimensional reduction procedure for R(W ) using results
from section 5. We find the integral of action in our theory and the lagrangian. In
section 7 we perform a conformal transformation for the nonsymmetric tensor gµν and
a transformation for the scalar field ρ. We pass from ρ to Ψ . In section 8 we discuss
symmetry breaking in our theory with two kinds of critical points corresponding to two
minimas, to the “true” and “false” vacuums. We deal also with the Higgs’ mechanism,
mass generation in the theory and the scale of mass for intermediate bosons. We also
discuss a problem of cosmological terms and phase transition in the models of Universe
based on our theory. We consider a possibility of nontrivial gauge configurations in
our theory with topological magnetic charges (monopoles). Section 9 is devoted to the
Palatini variational principle and field equations. We find the interpretation of the
scalar field Ψ as a gravitational “constant”. In section 10 we discuss the properties of
the scalar field Ψ . We prove that this field is massive. We discuss also cosmological
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drifting of the effective scale of masses for the intermediate bosons. In section 11 we
discuss R+ and U(1)F invariance. In section 12 we discuss the geometrical construc-
tion which allows us to identify Wµ with the four-potential A˜
F
µ connected to U(1)F
(fermion number subgroup of G). In section 13 we derive equation of motion for a
test particle from conservation laws in the hydrodynamic limit. Section 14 is devoted
to the problem of a cosmological origin of the mass of a scalar field Ψ (or ρ). We
consider here cosmological models with a quintessence and a dynamics of Higgs’ field
with phase transitions. Section 15 deals with geodetic equations on P and geodetic
equation deviation. In Sec. 16 we consider a tower of scalar fields coming from the
factor ρ depending on a point of M = G/G0. We consider here a toy model with a
warp factor and we find a zero energy condition to excite the factor using a tower of
scalar fields and (n1+4)-dimensional equations for cosmological solutions. We consider
a possibility to use a warp factor in order to send an effective superluminal signal and
to create a time machine. Section 17 is devoted to the approximation procedure for
the lagrangian involving Higgs’ field and geodetic equations on the manifold P . We
consider also linear approximation of full field equations and an influence of Wµ–field
and electromagnetic field on field equations.
Section 18 is devoted to examination of cosmological consequences of our theory.
We calculate spectral functions of primordial fluctuations and masses of quintessence
particles in both de Sitter phases of an evolution of the Universe. In Section 19 we
consider properties of a quintessence. We calculate a mass of a quintessence particle of
order 10−5 eV, a speed of sound for a quintessence and various solutions of quintessence
field equation. We consider also primordial fluctuations of a quintessence field.
In Section 20 we consider a charge confinement in the Nonsymmetric Kaluza–Klein
Theory in an electromagnetic case, reminding some notion of this theory in a new
setting. Section 21 is devoted to the gravito–electromagnetic waves and in Section 22
we consider in details an exact solution of field equation with cosmological constant in
a stationary and spherically symmetric case, which is a generalization of that derived
earlier.
In Appendix A we give some useful formulae in the Nonsymmetric Kaluza–Klein
(Jordan–Thiry) Theory.
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1. Elements of Geometry
In this section we introduce notations and define geometric quantities used in the
paper. We use a smooth principal fibre bundle P , which includes in its definition the
following list of differentiable manifolds and smooth maps:
a total (bundle) space P
a base space E; in our case it is a space time (or E ×G/G0 as in sec. 4)
a projection π : P → E
a map Φ : P × G → P defining the action of G on P ; if a, b ∈ G and ε ∈ G is the
unit element then Φ(a) ◦Φ(b) = Φ(ba) and Φ(ε) = id and Φ(a)p = Φ(p, a) = Rap = pa,
moreover π ◦ Φ(a) = π. ω is a 1-form of a connection on P with values in the Lie
algebra of the group G.
Let Φ′(a) be the tangent map to Φ(a) whereas Φ∗(a) is contragradient to Φ(a) at
the point a. The form ω is a form of Ad-type i.e.:
Φ∗(a)ω = Ada−1 ω, (1.1)
where Ada ∈ GL(g) is the tangent map to the internal automorphism of the group G
(i.e. it is an adjoint representation of a group G)
ada(b) = aba
−1.
Due to the form ω we can introduce the distribution field of linear elements Hr, r ∈ P ,
where Hr ⊂ Tr(P ) is a subspace of the space tangent to P at a point r and
v ∈ Hr ⇔ ω(v) = 0. (1.2)
We have
Tr(P ) = Vr ⊕Hr, (1.3)
where Hr is called a subspace of horizontal vectors and Vr of vertical vectors. For
vertical vectors v ∈ Vr we have π′(v) = 0.
This means that v is tangent to fibres. Let us define
v = hor(v) + ver(v), hor(v) ∈ Hr, ver(v) ∈ Vr. (1.4)
It is well known that the distribution Hr is equivalent to a choice of the connection ω.
We can reproduce the connection form ω demanding that π′|Hr : Hr → Tπ(r)(E) is a
vector space isomorphism (dimHr = dimE = 4), HΦ(r,g) = Φ
′(g)Hr, (Tπ(r)(E) is a
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tangent space to space-time E at a point π(r)). We use the operation “hor” for forms,
i.e.:
(hor β)(X, Y ) = β(horX, horY ), (1.5)
where X, Y ∈ Tr(P ). The 2-form of curvature of the connection ω is:
Ω = hor dω. (1.6)
It is also a form of Ad-type like ω. Ω obeys the structural Cartan’s equation
Ω = dω +
1
2
[ω, ω], (1.7)
where
[ω, ω](X, Y ) = [ω(X), ω(Y )].
Bianchi’s identity for ω is:
hor dΩ = 0. (1.8)
For the principal fibre bundle we use the following convenient scheme (Fig. 1A). The
map e : U → P , U ⊂ E (U open), so that e ◦ π = idU is called a local section. From
the physical point of view it means choosing the gauge. Thus
e∗ω = e∗(ωaXa) = Aaµθ
µ
Xa = A,
e∗Ω = e∗(ΩaXa) =
1
2
F aµνθ
µ ∧ θνXa.
(1.9)
P
E
pi
ω
GV
︸ ︷︷ ︸
u
e
Fig. 1A. The principal fibre bundle P
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Further we introduce a notation
Ωa =
1
2
Haµνθ
µ ∧ θν , (1.10)
where θµ = π∗(θ
µ
) and
F aµν = ∂µA
a
ν − ∂νAaµ + CabcAbµAcν
Xa, (a = 1, 2 . . .dimG = n) are generators of the Lie algebra g of the group G and
[Xa, Xb] = C
c
abXc.
Analogically we can introduce a second local section f : U → P , and corresponding
to it A = f∗ω, F = f∗Ω. For every x ∈ U ⊂ E there is an element g(x) ∈ G such
that f(x) = e(x)g(x) = Rg(x)e(x) = Φ(e(x), g(x)). Due to Eq. (1.1) and an analogical
formula for Ω one gets A = Adg−1 A+ g
−1dg and F = Adg−1 F . These formulae give
a geometrical meaning of gauge transformation.
In this paper we use also a linear connection on manifolds P and E using the
formalism of differential forms. So the basic quantity is a 1-form of a connection
ωAB.This is an R-valued (coefficient) connection form and it is referred to the principal
fibre bundle of frames with P or E as a base. The 2-form of curvature is the following
ΩAB = dω
A
B + ω
A
C ∧ ωCB (1.11)
and the 2-form of torsion
ΘA = DθA, (1.12)
where θA are basic forms, D means the exterior covariant derivative with respect to
ωAB. The following relations define the interrelation between our symbols and generally
used ones
ωAB = Γ
A
BCθ
C,
ΘA =
1
2
QABCθ
B ∧ θC, (1.13)
ΩAB =
1
2
RABCDθ
C ∧ θD.
Where ΓABC are coefficients of the connection (they do not have to be symmetric in
indices B and C), RABCD is a tensor of curvature and Q
A
BC is a tensor of torsion.
Covariant exterior differentiation with respect to ωAB is given by the formula
DΞA = dΞA + ωAC ∧ΞC,
DΣAB = dΣ
A
B + ω
A
C ∧ΣCB − ωCB ∧ΣAC.
(1.14)
The forms of curvature ΩAB and torsion Θ
A obey Bianchi’s identities
DΩAB = 0,
DΘA = ΩAB ∧ θB.
(1.15)
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In the paper we use also Einstein’s + and − differentiations for the nonsymmetric
metric tensor gAB.
DgA+B− = DgAB − gADQDBCθC, (1.16)
where D is the covariant exterior derivative with respect to ωAB and Q
D
BC is the
tensor of torsion for ωAB. In a homolonomic system of coordinates we easily get:
DgA+B− = gA+B−;CθC = [gAB,C − gDBΓDAC − gADΓDCB]θC. (1.17)
All quantities introduced in this section and their precise definitions can be found in
Refs. [51], [59], [60], [61].
Finally let us connect a general formalism of the principal fibre bundle with a
formalism of a linear connection on E or P .
Let M be a m-dimensional pseudo-Riemannian manifold with metric g of arbitrary
signature. Let T (M) be the tangent bundle and O(M, g) the principal fibre bundle
of frames (orthonormal frames) over M . The structure group of O(M, g) is the group
Gl(m,R) or the subgroup of Gl(m,R), O(m− p, p) which leaves the metric invariant.
Let Π be the projection of O(M, g) onto M . Let X be a tangent vector at a point x in
O(M, g). The canonical or soldering form θ˜ is an Rm-valued form on O(M, g) whose
Ath component θ˜A at x of X is the Ath component of Π ′(X) in the frame x. The
connection form ω˜ = ωABX
B
A is a 1-form on O(M, g) which takes its values in the Lie
algebra gl(m,R) of Gl(m,R) or in o(m−p, p) of O(m−p, p) and satisfies the structure
equations
dω˜ +
1
2
[ω˜, ω˜] = Ω˜ = H˜or dω˜, (1.18)
where H˜or is understood in the sense of ω˜ and Ω˜ = Ω˜ABX
B
A is a gl(m,R)(o(m−p, p))
valued 2-form of the curvature. We can write Eq (1.18) using R2m valued forms and
commutation relations of the Lie algebra gl(m,R)(o(m,m− p))
Ω˜AB = dω˜
A
B + ω˜
A
C ∧ ω˜CB. (1.19)
Taking any local section ofO(M, g) e, one can get forms of coefficients of the connection,
torsion, curvature, basic forms
e∗ω˜AB = ωAB,
e∗Ω˜AB = ΩAB,
e∗θ˜A = θA,
e∗Θ˜A = ΘA.
(1.20)
The forms of the right-hand side of the Eq. (1.20) are the forms defined in Eq. (1.11),
(1.12), (1.13), (1.14) etc. We call this formalism a linear (affine, metric, Riemannian,
Einstein) connection on M .
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Πpi
pi′
P ′′ ω˜
P ω
E
P ′ W
Gl(n+ 4,R)
G
Gl(4,R)
P ′′′
Π ′′′ ω̂
Gl(n,R)
.
.
.
Fig. 1B. Principal fibre bundles P , P ′, P ′′ and P ′′′,
P ′′′ is principal fibre bundle of frames over G.
In our theory it is necessary to consider at least four principal fibre bundles. A
principal fibre bundle P over E with, a structural group G (a gauge group), connection
ω and horizontality operator “hor”, a principal fibre bundle P ′ of frames over (E, g)
with the connection ω˜αβX
β
α =W, a structural group Gl(4,R)(O(1, 3)) an operator of
horizontality “hor”, a principal fibre bundle P” of frames over (P, γ) (a metrized fibre
bundle P ) with a structural group Gl(4+n,R)(O(n+3, 1)), a connection ω˜ABX
B
A = ω˜
and an operator of horizontality “hor” and a principal fibre bundle of frames P ′′′ over
G with a projection Π ′′′, operator of horizontality (hor)′′′, a connection ω and the
structural group Gl(n,R). Moreover in order to simplify considerations we are using
in the work the formalism of linear connection coefficients on manifolds (E, g), (P, γ)
and a principal fibre bundle formalism for P i.e. (a principal fibre bundle over E with
the structural group G a gauge group). In the meaning of the author of this work this
is a way to make the formalism more natural and readable (see Fig. 1B).
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2. The Nonsymmetric Tensor on a Lie Group
Let G be a Lie group and let us define on G a tensor field h = habv
a ⊗ vb and a
field of a 2-form k = kabv
a ∧ vb, where
dva = −1
2
Cabcv
b ∧ vc, (2.1)
va is a usual left-invariant frame on G, Cabc are structure constants. Let Xa be
generators of a Lie algebra G− g, Xa are left-invariant vector fields on G and they are
dual to the forms va.
[Xa, Xb] = C
c
abXc. (2.2)
Using h and k we construct a tensor field on G
ℓab = hab + µkab, (2.3)
where µ is a real number. Let us remind that the left-invariant vector fields on G are
infinitesimal transformations of a right action of G on G. The symbol AdG(g) means
a matrix of the adjoint representation of the group G. Shortly we denote it Ad g.
R-means a right action of the group G on G, L, a left action (R(g), L(g), g ∈ G).
We are looking for the following h and k
R∗(g)h = h, (2.4)
R∗(g)k = k, (2.5)
or in terms of the tensor ℓab
R∗(g)ℓ = ℓ. (2.6)
The condition (2.5) can be rewritten
(R∗(g))kg1(Xg1 , Yg1) = kg1g(Xg1g
′, Yg1g
′) = kg1(Xg1 , Yg1), (2.5a)
where g, g1 ∈ G.
Moreover X , Y are left-invariant vector fields on G. Thus Xg = Xε,= X , Yg =
Yε = Y and
(R∗(g))kg1(X, Y ) = kg1g(Xg
′, Y g′) = kg1(X, Y ), (2.5b)
where ε ∈ G, is a unit element of G.
In order to find h and k satisfying (2.4) and (2.5) we define a linear connection on
G such that ̂˜ωab = −Cabcvc. (2.7)
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Let the covariant differentiation with respect to ω̂ab be ∇̂c and an exterior covariant
differentiation D̂. It is easy to see that this connection is flat
Ω̂ab = dω̂
a
b + ω̂
a
c ∧ ω̂cb = 0 (2.8)
with non-zero torsion
Θ̂a = D̂va = dva + ω̂ab ∧ vc = 1
2
Cabcv
b ∧ vc (2.8a)
and with a tensor of torsion
Q̂abc = C
a
bc. (2.9)
This connection is also metric. It means that the Killing–Cartan tensor on the
group G is absolutely parallel with respect to ω̂ab. A parallel transport according to
this connection is a right action of the group G on G.
One can easily find that (2.4), (2.5), (2.6) are equivalent to the condition
∇̂cℓab = 0. (2.10)
Thus in order to find h and k we should solve the Eqs. (2.10) on the group G. The
tensor ℓab satisfies an equation equivalent to (2.10)
Xfℓcd + ℓndC
n
cf + ℓcnC
n
df = 0. (2.11)
It is easy to see that a bi-invariant tensor h on G satisfies (2.11) identically (for
example a Killing–Cartan tensor).
Thus one gets for a tensor kab
∇̂ckab = Xckab + knbCnac + kanCnbc = 0. (2.12)
It is easy to see that if kab satisfies (2.12) b · kab satisfies this condition as well for
b = const.
In the case of an abelian group k is bi-invariant on G.
The interesting case in our theory is a semisimple group G. In this case kab can
not be bi-invariant. The only bi-invariant 2-form on the semisimple Lie group G is a
zero form. Moreover the Eq. (2.12) has always a solution on a semisimple group and
k is right-invariant. Moreover we suppose that the symmetric part of ℓ is bi-invariant
(left and right-invariant) and k only right-invariant.
We can also define k in a special way
k(A,B) = h([A,B], V ), A = AaXa, B = B
aXa, (2.13)
where
∇̂cVd = 0, (2.14)
V = Vd ⊗ vd is a covector field on G (it is right-invariant) and h is a Killing–Cartan
tensor on G.
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In order to be more familiar with the notion of a tensor k we find it for the group
SO(3). In this case we have left-invariant vector fields
e1 = cosψ
∂
∂θ
− sinψ
(
cos θ
∂
∂φ
− 1
sin θ
∂
∂φ
)
,
e2 = sinψ
∂
∂θ
+ cosψ
(
cot θ
∂
∂ψ
− 1
sin θ
∂
∂φ
)
, (2.15)
e3 =
∂
∂ψ
,
such that
[ea, eb] = −εabcec; a, b, c = 1, 2, 3, (2.16)
θ, φ, ψ are Euler angles—usual parametrization of SO(3)
0 ≤ θ ≤ π,
0 ≤ ψ ≤ 2π, (2.17)
0 ≤ φ ≤ 2π
and ε123 = 1 and εabc is a Levi–Civita symbol (see [62])
In this case one can easily integrate (2.14) and finds
V1(θ, φ, ψ) = a(cosφ cosψ − cos θ sinφ sinψ) + b sinψ sin θ
− c(sinφ cosψ + cos θ cosφ sinψ),
V2(θ, φ, ψ) = a(sinψ cosφ+ cos θ cosψ sinφ)− b cosψ sin θ
+ c(cos θ cosφ cosψ − sinφ sinψ),
V3(θ, φ, ψ) = a sinφ sin θ + b cos θ + c sinφ sin θ, a, b, c = const .
(2.18)
In a simpler case a = c = 0, b 6= 0, one gets:
V1 = b sin θ sinψ,
V2 = −b sin θ cosψ, (2.19)
V3 = b cos θ, b = const .
For
kab = εabcVc (2.20)
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we get
kab = (2.21)
(a sinψ sin θ + b cos θ+ −[a(sinψ cos φ+ cos θ cosψ sinφ)+
0 +c sinφ sin θ) −b cosψ sin θ
+c(cos θ cos φ cosψ − sinφ sinψ)]
−(a sinφ sin θ + b cos θ+ [a(αφ cosψ − cos θ sinφ sinψ)+
+c sinφ sin θ) 0 +b sinψ sin θ+
−c(sinφ cosψ + cos θ cos φ sinψ)]
a(sinψ cos φ+ cos θ cosψ sinφ)+ −[a(cos φ cosψ − cos θ sinφ sinψ)+
−b cosψ sin θ+ +b sinψ sin θ+ 0
+c(cos θ cos φ cosψ − sinφ sinψ) −c(sinφ cosψ + cos θ cosφ sinψ)]

,
In a simpler case for a = c = 0, b 6= 0 one gets:
kab =
 0 , b cos θ , −b sin θ cosψ−b cos θ , 0 , b sin θ cosψ
b sin θ cosψ , −b sin θ sinψ , 0
 (2.22)
Thus if we choose for h a Killing–Cartan tensor on SO(3) (this is a unique bi-invariant
tensor on SO(3) modulo constant factor)
hab = −2δab (2.23)
we easily get:
ℓab =
µ(a sinψ sin θ + β cos θ+ −µ[α(sinψ cos φ+ cos θ cosψ sinφ)+
−2 +γ sinφ sin θ) −β cosψ sin θ+
+γ(cos θ cos φ cosψ − sinφ sinψ)]
µ[α(cos φ cosψ − cos θ sinφ sinψ)+
−2 +β sinψ sin θ+
−γ(sinφ cosψ + cos θ cos φ sinψ)]
µ(sinψ cos φ+ cos θ cosψ sinφ)+ −µ[α(cos φ cosψ − cos θ sinφ sinψ)+
−β cosψ sin θ+ +β sinψ sin θ+ −2
+γ(cos θ cos φ cosψ − sinφ sinψ) −γ(sinφ cosψ + cos θ cos φ sinψ)]

(2.24)
where µ = η
√
a2 + b2 + c2, η2 = 1, α =
a
µ
, β =
b
µ
, γ =
c
µ
.
In a simpler case i.e. for a = c = 0, b 6= 0 one gets (absorbing β by µ):
ℓab =
 −2 , µ cos θ , −µ sin θ cosψ−µ cos θ , −2 , µ sin θ cosψ
µ sin θ cosψ , −µ sin θ sinψ , −2
 (2.24a)
For an inverse tensor ℓab such that
ℓabℓac = ℓ
baℓca = δ
b
c (2.25)
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we have
ℓab =
∆ab
∆
. (2.26)
where ∆ = det(ℓab) = −2(4 + µ2) ∆ab is a factor matrix and
∆11 = 4 + µ2 sin2 θ sin2 ψ,
∆12 = −(2µ cos θ + µ2 sin2 θ sinψ cosψ),
∆13 = (µ2 cos θ sin θ sinψ − 2µ sin θ cosψ),
∆21 = (2µ cos θ − µ2 sin2 θ sinψ cosψ),
∆22 = (4 + µ2 sin2 θ cos2 ψ), (2.27)
∆23 = −(2µ sin θ sinψ + µ2 cos θ sin θ cosψ),
∆31 = (µ2 cos θ sin θ sinψ + 2µ sin θ cosψ),
∆32 = (2µ sin θ sinψ − µ2 cos θ sin θ cosψ),
∆33 = (4 + µ2 cos2 θ),
In the case of SO(3) Eq. (2.21) is the most general tensor satisfying (2.5) except a
constant factor in front. Thus this tensor is unique for SO(3) modulo a constant factor.
In the case of any SO(n) one can find k and ℓ similarly using Euler angles param-
etrization and so for classical groups SU(n), Sp(2n), G2, F4, E6, E7, E8. In the case
of solvable and nilpotent groups we can also try to find a bi-invariant skew-symmetric
tensors.
Finally we suggest a general form of the tensor kab on a semi-simple group G i.e.
such that Eq. (2.4) is satisfied. The solution of the Eq. (2.10) and (2.12) are as follows
ℓab(e
c) = ℓa′b′(ε)(e
Ad′ c)a
′
a (e
Ad′ c)b
′
b
and
kab(e
c) = ka′b′(ε)(e
Ad′ c)a
′
a (e
Ad′ c)bb.
One writes
kab(g) = fa′b′U
a′
a(g)U
b′
b(g), g ∈ G, (2.28)
where U(g) = AdG(g) is an adjoint representation of the group G. It is easy to see
that for (2.28) we have
∇̂ckab = 0, (2.29)
fab = −fba = const (2.30)
and it is defined in the representation space of the adjoint representation of the group
G. In the case of the group SO(3) one has
fab = εabcfc, (2.31)
kab = εabcVc (2.31a)
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and
Va = fc′U
c′
a(g). (2.32)
If we choose fc = (0, 0, b) we get Eq. (2.19). Moreover it is always possible because an
orthogonal (SO(3)) transformation can transform any vector f into (0, 0,±‖f‖), where
‖f‖ is the length of f .
The semisimple Lie group G can be considered a Riemannian manifold equipped
with a bi-invariant tensor h (a Killing–Cartan tensor) and a connection induced by
this tensor. This Riemannian manifold has a constant curvature. Such a manifold has
a maximal group of isometries H of a dimension
1
2
n(n+ 1), n = dimG (see Ref [59]).
(The isometry is here understood in a sense of the metric measured along geodetic
lines in a Riemannian geometry induced by a Killing–Cartan tensor.) This group is
a Lie group. It is easy to see that for G = SO(3) we have H = SO(3) ⋊ SO(3) and
dimSO(3) ⋊ SO(3) = 6, dimSO(3) = 3. The group SO(3) leaves the Killing-Cartan
tensor hab invariant
ha′b′A
a′
aA
b′
b = hab, (2.33)
where A ∈ SO(3).
Moreover fab has exactly 3 arbitrary parameters and solutions of Eq. (2.12) have
the same freedom in arbitrary constants. This suggests that the tensor (2.28) could
be in some sense unique modulo an isometry on SO(3) and a constant factor b. In this
case the classification of kab tensors on a SO(3) could be reduced to the classification of
skewsymmetric tensors fab with respect to the action of the group SO(3). In general the
situation is more complex, because SO(n), n = dimG does not leave the commutator
(Lie bracket) invariant.
Let us suppose that G is compact. In this case we should find all inequivalent fab-
tensors with respect to an orthogonal transformation A ∈ SO(n). It means we should
transform fab to a canonical form via an orthogonal matrix i.e.
(fab) = f → f ′ = (f ′ab) = ATfA = A−1fA. (2.34)
For skewsymmetric matrices we have the following canonical forms, the so-called block-
diagonal matrices For n = 2m
f =

0 ξ1
−ξ1 0 0
. . .
0
0 ξm
−ξm 0
 (2.35)
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or for n = 2m+ 1
f =

0 ξ1
−ξ1 0 0
. . .
0
0 ξm 0
−ξm 0 0
0 0 0
 , (2.36)
where ξ1, ξ2 . . . ξm are real numbers. In order to find them we should solve a secular
equation for f
det(µIn − f) = µn + a1(f)µn−2 + a2(f)µn−2 + . . . (2.37)
(In = (δ
i
j)i,j=1,2...n).
The coefficients a1, a2 . . . are invariant with respect to an action of the group O(n)
(SO(n)) and they are functions of ξ1, . . . ξm. Thus in the case of a compact semisimple
Lie group the skewsymmetric tensor kab on G is defined as follows
kab(g) = b · f˜a′b′Ua
′
a(g)U
b′
b(g), (2.38)
where b is a constant real factor and (f˜ab) = f˜ is given by
f˜ = AT

0 1
−1 0 0
0 ξ1
−ξ1 0
. . .
0
0 ξm−1
−ξm−1 0

A, (2.39)
for n = 2m, or
f˜ = AT

0 1
−1 0 0
0 ξ1
−ξ1 0
. . .
0
0 ξm−1
−ξm−1 0

A, (2.39a)
for n = 2m+ 1.
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Supposing that hab = diag(λ1, λ2, . . . , λn) where n = 2m or n = 2m+ 1 one gets
ℓab(ε) = A
T

λ1 ζ
1
ζ1 λ2
0
λ3 ξ
2
−ξ2 λ4
. . .
0
λ2m−1 ξm
−ζm λ2m

A = ATℓ˜(ε)A (2.39∗)
for n = 2m or
ℓab(ε) = A
T

λ1 ζ
1
ζ1 λ2
0
λ3 ξ
2
−ξ2 λ4
. . .
0
λ2m−1 ξm
−ζm λ2m
λ2m+1

A = ATℓ˜(ε)A (2.39a∗)
for n = 2m+ 1.
Moreover if G is compact, we have λi = λ, i = 1, 2 . . . n and λ < 0. This is because
any bi-invariant symmetric tensor is proportional to the Killing–Cartan tensor. In
particular the Tr-tensor commonly used in Yang–Mills’ theory is proportional to hab.
Thus hab = λ(Tr)ab = λδab, λ < 0. (For a particular normalization of generators
Tr({Xa, Xb}) = 2δab)}. Let us remark that, in general if kab(ε) and hab commute (in
this moment I do not suppose that G is compact) we have ℓab(ε) = (A
−1ℓ˜(ε)A)ab where
A ∈ Gl(n,R) and ℓab(g) = Ua′a(g)U b′b(g)(A−1ℓ˜(ε)A)a′b′ .
One can say, of course, that kab, tensors are defined with more arbitrarility than
bi-invariant, symmetric tensors. This is because k is only right-invariant.
Let us notice that
fab = kab(ε) (2.40)
(ε is a unit element of G) and
Rg, kab(g) = kab(gg
′) = kcd(g)U ca(g′)Udb(g′), (2.41)
where g, g′ ∈ G.
In the case of G = SO(3) kab is unique up to a isometry of the Riemannian manifold
with the bi-invariant tensor as a metric tensor and a constant factor. This suggests that
the kab tensor given in the form (2.13÷14) and (2.31–32) is an analogue of the Killing–
Cartan tensor for kab (skewsymmetric). Moreover the vector f can be transformed by
an orthogonal (O(n)) transformation into
(0, 0, . . . ,±‖f‖)
n times
. (2.42)
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Thus one gets
kab(g) = b · Ccabf0c′U c
′
c(g), (2.43)
where b is a constant factor and
(f0c′) = f
0 = (0, 0, . . . , 1)
n times
. (2.44)
Thus we can write k in a more compact form
k(A,B)(g) = b · h([A,B],Adg f0), (2.45)
where A = AaXa, B = B
aXa
Using a bi-invariancy of the Killing–Cartan tensor one can write
k(A,B)(g) = b · h(Adg−1 [A,B], f0). (2.45a)
Moreover if there is g˜ ∈ G such that g˜2 = g we get
k(A,B)(g2) = b · h(Adg˜−1 [A,B],Adg˜ f0). (2.46)
We find an interpretation of a factor b for k given by formulae (2.45–46).
One gets
kabk
ab = haa
′
hbb
′
kabka′b′ = b
2‖Adg fO‖2 = b2. (2.47)
Thus we have
b = ±
√
kabkab. (2.48)
Finally let us notice that we can repeat the considerations changing right(left)-invariant
to left(right)-invariant in all the places. In this case we can consider left-invariant 2-
form k and left-invariant nonsymmetric tensor on a Lie group G.
In general we can simply say that our right invariant tensor on a group G can
be constructed as follows. We define a skew-symmetric tensor at a unit element of a
group and afterwards propagate it on G via group translations (if the group is simply
connected). If it is not simply connected, we define it for a universal covering group
or only for simply connected part containing a unit element.
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3. The Nonsymmetric Metrization of the Bundle P
Let us introduce the principal fibre bundle P over the space-time E with the struc-
tural group G and with the projection π. Let us suppose that (E, g) is a manifold with
a nonsymmetric metric tensor of the signature (−,−,−,+)
gµν = g(µν) + g[µν] (3.1)
Let us introduce a natural frame on P
θA = (π∗(θ
α
), θa = λωa), λ = const . (3.2)
It is convenient to introduce the following notations. Capital Latin indices A,B,C run
1, 2, 3, . . .n + 4, n = dimG. Lower Greek indices α, β, γ, δ = 1, 2, 3, 4 and lower Latin
cases a, b, c, d = 5, 6, . . . n + 4. The symbol “−” over θα and over other quantities
indicates that these quantities are defined on E.
It is easy to see that the existence of the nonsymmetric metric on E is equivalent
to introducing two independent geometrical quantities on E.
g = gαβθ
α ⊗ θβ = g(αβ)θα ⊗ θβ , (3.3)
g = gαβθ
α ∧ θβ = g[αβ]θα ∧ θβ, (3.4)
i.e. the symmetric metric tensor g on E and 2-form g. On the group G we can introduce
a bi-invariant symmetric tensor called the Killing–Cartan tensor.
h(A,B) = Tr(Ad′A ◦Ad′B), (3.5)
where AdA(C) = [A,C] (it is tangent to Ad i.e. it is an “infinitesimal” Ad-transforma-
tion). It is easy to see that
h(A,B) = habA
a ·Bb, (3.6)
where
hab = C
c
adC
d
bc, hab = hba, A = A
aXa, B = B
aXa.
This tensor is distinguished by the group structure, but there are of course other bi-
invariant tensors on G. Normally it is supposed that G is semisimple. It means that
det(hab) 6= 0. In this construction we use ℓ(ab) = hab (the bi-invariant tensor on G) in
order to get a proper limit (i.e. the Nonabelian Kaluza–Klein Theory) for µ = 0.
For a natural 2-form k on G, or a natural skewsymmetric right-invariant tensor
we choose k described in sec. 2, k is zero for U(1). Let us turn to the nonsymmetric
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natural metrization of P . Let us suppose that:
γ(X, Y ) = g(π′X, π′Y ) + λ2ρ2h(ω(X), ω(Y )), (3.7)
γ(X, Y ) = g(π′X, π′Y ) + µλ2ρ2k(ω(X), ω(Y )), (3.8)
µ = const and is dimensionless, X, Y ∈ Tan(P ) and ρ = ρ(x) is a scalar field defined on
E. The first formula (2.9) was introduced by A. Trautman (in the case with ρ = 1) for
the symmetric natural metrization of P and it was used to construct the Kaluza–Klein
Theory for U(1) and nonabelian generalizations of this theory. It is easy to see that
γ = π∗g ⊕ ρ2habθa ⊗ θb, (3.9)
γ = π∗g + µρ2kabθa ∧ θb, (3.10)
or
γ(AB) =
(
g(αβ) 0
0 ρ2hab
)
, (3.11)
γ[AB] =
(
g[αβ] 0
0 µρ2kab
)
. (3.12)
For
γAB = γ(AB) + γ[AB]
one easily gets
γAB =
(
gαβ 0
0 ρ2ℓab
)
, (3.13)
where ℓab = hab+µkab. Tensor γAB has this simple form in the natural frame on P, θ
A.
This frame is unholonomical, because:
dθa =
λ
2
(
Haµνθ
µ ∧ θν − 1
λ2
Cabcθ
b ∧ θc
)
6= 0 (3.14)
γ is invariant with respect to the right action of the group on P . In the case with
kab = 0 we have
γAB =
(
gαβ 0
0 ρ2hab
)
. (3.15)
For the electromagnetic case (G = U(1)) one easily finds
γAB =
(
gαβ 0
0 −ρ2
)
. (3.16)
Now let us take a section e : E → P and attach to it a frame υa, a = 5, 6 . . . n + 4,
selecting Xµ = const on a fibre in such a way that e is given by the condition e∗υa = 0
and the fundamental fields ζa such that υ
a(ζb) = δ
a
b satisfy [ζb, ζa] =
1
λC
c
abζc.
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Thus we have
ω =
1
λ
υaXa + π
∗(Aaµθ
µ
)Xa,
where
e∗ω = A = Aaµθ
µ
Xa.
In this frame the tensor γ takes the form
γAB =
(
gαβ + λ
2ρ2ℓabA
a
αA
b
β λρ
2ℓcbA
c
α
λρ2ℓcbA
c
β ρ
2ℓab
)
, (3.17)
where
ℓab = hab + µkab.
This frame is also unholonomic. One easily finds
dυa =
−1
2λ
Cabcυ
b ∧ υc. (3.18)
The nonsymmetric theory of gravitation uses the nonsymmetric metric gµν such that
gµνg
βν = gνµg
νβ = δβµ , (3.19)
where the order of indices is important. If G is semisimple and kab = 0
ℓab = hab, det(hab) 6= 0
and
habh
bc = δba. (3.20)
Thus one easily finds in this case:
γACγ
BC = γCAγ
CB = δBA. (3.21)
where the order of indices is important. We have the same for the electromagnetic case
(G = U(1)). In general if det(ℓab) 6= 0 then
ℓabℓ
ac = ℓbaℓ
ca = δcb , (3.22)
where the order of indices is important. From (3.22) we have (3.21) for the general
nonsymmetric metric γ.
It is easy to see that
Φ′(g)γ = γ,
Φ′(g)γ = γ
(3.23)
and γAB is invariant tensor with respect to the right-action of the group G on P (this
means it is covariant and right-invariant).
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In the case of any abelian group the condition (3.23) is stronger and we get that
γAB is bi-invariant. Thus in the case of G = U(1) (electromagnetic case)
ξ5γ = 0 = ξ5γ, (3.24)
where ξA is a dual base
θA(ξB) = δ
A
B, (3.25)
A,B = 1, 2, 3, 4, 5
ξA = (ξα, ξ5). (3.26)
Let us come back to the connection ω̂ab defined on the group G. For a typical fibre
is diffeomorphic to G we can define ω̂ab on every fibre Fx ≃ G, x ∈ E. Due to a local
trivialization of the bundle P we can define ω̂ab on every set U ×G, where U ⊂ E and
is open. Thus we get a linear connection on P such that
ω̂AB =
(
0 0
0 − 1λcabcθc
)
(3.27)
defined in a frame θA = (π∗(θ
α
), θa) where θ
α
is a frame on E and θa is a horizontal
lift base.
This connection can be examined in a systematic way. Let us introduce a metric
on P in a following way
p = π∗η ⊕ habθa ⊗ θb, (3.28)
where η = ηµνθ
µ ⊗ θν is a Minkowski tensor and hab is a Killing–Cartan tensor on G.
One gets
pAB =
(
ηαβ 0
0 hab
)
and pAB =
(
ηαβ 0
0 hab
)
. (3.29)
The connection ω̂AB can be defined as
ω̂AB =
(
π∗ω̂
α
β 0
0 φ0xω̂
a
b
)
, (3.27a)
where ω̂
α
β is a trivial connection on the Minkowski space, ω̂
a
b is the connection defined
in sec. 2 and φx is a diffeomorphism φx : Fx → G, x ∈ U .
It is easy to check that
D̂pAB = 0 = D̂p
AB, (3.30)
where D̂ is an exterior covariant differential with respect to ω̂AB. One can easily
calculate the torsion for ω̂AB
Q̂aµν = λH
a
µν , (3.31a)
Q̂abc =
1
λ
Cabc (3.31b)
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and the curvature tensor
R̂abµν = λXbH
a
µν (3.32)
(the remaining torsion and curvature components are zero).
The connection ω̂AB is neither flat nor torsionless. Moreover it is still metric as a
connection ω̂ab from sec. 2.
The covariant differentiation with respect to this connection is connected to the
right action of the group G on P . Thus the condition of the right-invariance of the
p-form ΞA1...AlB1...Bm on P is equivalent to
∇̂aΞA1...AlB1...Bm = 0, (3.33)
where ∇̂k is a covariant derivative with respect to ω̂AB in vertical directions on P .
This means right-invariance of Ξ. This can be written
∇̂ver(X)Ξ = 0, (3.33a)
ver is understood in the sense of ω.
Φ′(g)Ξ = Ξ, (3.34)
where g ∈ G and Ξ = (Ξ)A1...AlB1...Bm) = (pB1B′1pB2B′2 . . . pBmB′mΞA1...AlB1...Bm).
For a connection on a bundle P , ω, its curvature Ω one gets
∇̂kω = ∇̂kΩ = 0. (3.34∗)
Thus we can rewrite Eq. (3.23)
∇̂aγ = ∇̂aγ = 0. (3.35)
This means that
∇̂aγAB = 0, (3.36)
or
∇̂ver(X)γ = 0. (3.36a)
For every linear connection ωAB defined on P compatible in some sense with γAB we
get
Φ∗(g)ωAB = Adg ωAB, (3.37)
which means that ωAB is right-invariant with respect to the right-action of the group
G on P . The same we say for a 2-form of torsion and 2-form of curvature derived for
ωAB i.e.
∇̂aΩAB = ∇̂aΘA = 0. (3.38)
The curvature scalar is invariant with respect to the right action of the group G on P .
0 = ∇̂aR = XaR = ζaR. (3.39)
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The condition (3.37) is the same as in the classical Kaluza–Klein (Jordan–Thiry) theory
in a nonabelian case. A parallel transport with respect to the connection ω̂AB means
simply a right action of the group G on P .
Our subject of investigations consists in looking for a generalization of the geometry
from Einstein Unified Field Theory (the so called Einstein–Kaufmann Theory (see [4,5],
[61])) defined on P i.e. for a connection ωAB such that
DγAB = γADQ
D
BEθ
E, (3.40)
where D is an exterior, covariant differential with respect to the connection ωAB and
QDBE is a tensor of torsion for ω
A
B. We suppose that this connection is right-invariant
with respect the right action of the group G.
We can write Eqs. (3.37–39) for a torsion, curvature and a scalar of curvature for
ωAB. In this way we consider Einstein–Kaufmann G-structure on the bundle of linear
frames over the manifold P (i.e. a right G-structure).
We can repeat all the considerations changing right(left)-invariant into left(right)-
invariant in all places.
In this section we define ωAB as a collection of 1-forms defined on the manifold P
(a gauge bundle manifold) and we choose for ωAB a lift horizontal frame (connected
to the connection ω on the gauge bundle).
The collection of 1-forms ωAB becomes a linear connection on P iff it satisfies the
following transformation properties
ω,A
′
B′ = Σ
−1A′
A(p)ω
A
BΣ
−1B
B′(p)−Σ−1A
′
A(p) dΣ
A
B′(p), (3.41)
where ∑
(p) ∈ GL(n+ 4,R), p ∈ Up ⊂ P
and
θC = ΣCC′(p)θ
,C′ (3.42)
is a simultaneous transformation property of a frame. Having ωAB with (3.41–42)
transformation properties we can lift it on a principal fibre bundle of frames over P
with the structural group GL(n+ 4,R) getting a 1-form of connection ω˜
ω˜p = AdGL(n+4,R)(g
−1
p )[Π
∗(ωABXBA)− g−1p dgp], (3.43)
where Π is a projection defined on this principal fibre bundle of frames and
gp : z ∈ Π−1(Up)→ gp(z) = (prGL(n+4,R)Ψp(z))−1 ∈ Gl(n+ 4,R),
p ∈ Up ⊂ P,
pr means a projection on Gl(n + 4,R) in a local trivialization of the bundle P ′′, Ψ is
an action of GL(n + 4,R) on principal fibre bundle of frames over P , Ψ → Gl(n +
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4,R) × P ′′ → P ′′, Ψp is defined for Gl(n + 4,R) × Up. In this way we have an action
of GL(n+ 4,R) on the bundle and for ω˜.
Ψ∗(g)ω˜ = AdGL(n+4,R)(g−1)ω˜, (3.44)
XAB are generators of the Lie algebra gl(n+4,R) of GL(n+4,R) and g ∈ Gl(n+4,R).
For a soldering forms θ˜A one gets
θ˜A = gpΠ
∗(θA). (3.45)
Taking any two sections of the principal fibre bundle of P ′′ frames E and F such that
E∗ω˜ = ω,A
′
B, X
B′
A′ ,
F ∗ω˜ = ωABXBA, (3.46)
E∗θ˜A = θ,A,
F ∗θ˜A = θA, (3.47)
one gets transformation properties (3.41) and (3.42). In such a way that
E(p) = F (p)Σ(p). (3.48)
Eq. (3.40) can be rewritten in a more compact form
∇γ = S, (3.49)
where
S(X, Y, Z) = [Tr(γ ⊗Q)](X, Y, Z) =∑A γ(X, eA)θA(Q(Y, Z)),
Q(Y, Z) = −Q(Z, Y ),
is a torsion of the connection ω˜, X , Y , Z are contravariant vector fields and θA, eB
θA(eB) = δ
A
B are dual bases.
Or in a different shape
∇Zγ(X, Y ) = S(X, Y, Z), (3.50)
∇ is a covariant derivative with respect to the connection ω˜ on the fibre bundle of
frames.
Moreover now we consider γ, Q, X , Y , Z etc. as geometrical objects living on
appropriate associate fibre bundles to the fibre bundle of frames. The condition (3.50)
gives us Einstein–Kaufmann connection ω˜ on the principal fibre bundle of frames over
P . For ω˜ is right-invariant with respect to the action of group G on this bundle of
frames (lifted to this bundle from P , the condition (3.50) is also right-invariant. Let
us consider the right-invariance of the Einstein connection on (P, γ) from a different
point of view.
Let Φ : G × P → P be a right action of the group G on P and let Φ∗(g) be a
contragradient map to Φ′(g), a tangent map to Φ at g ∈G. Let∑ : G→ GL(n+4),R)
be a homomorphism of groups and let us consider a connection ω˜ on a fibre bundle of
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frames over P with a structural group GL(n+4,R) compatible in Einstein-Kaufmann
sense with the nonsymmetric tensor γ. The connection is right-invariant with respect
to the action of the group G on P if one has Φ̂∗(g)ω˜ = AdGL(n+4,R)(
∑
(g−1)ω˜ (Φ̂ is
an action of G on P lifted to this bundle) or for any local section E of the bundle of
frames over P
Φ∗(g)Γ = AdGL(n+4,R)
(∑
(g−1)
)
Γ +
∑−1
(g)d
∑
(g), (3.51)
where Γ = E∗ω˜
Γ = ΓABCθ
CXBA and
Thus one gets
Φ∗(g)ΓA
′
B′C′ ,=
∑A′
A(g
−1)ΓABC′(g−1)
∑B
B′(g
−1)
∑C
C′(g
−1)+
+
∑−1A′
A(g)dC
∑A
B′(g)
∑C
C′(g), (3.52)
where dC is a vector field dual to θ
C. The reper transforms
Φ∗(g)θC =
∑C
C′(g
−1)θC
′
. (3.52′)
Let us take the lift horizontal basis. In this case one gets
∑A
B(g) =
(
δαβ 0
0 U
a
b(g)
)
,
∑
(g) = idE ⊗U(g), (3.53)
where Uab(g) = (AdG(g
−1))ab is a matrix of the adjoint representation of G. Thus we
have
Φ∗(g)θα = θα,
Φ∗(g)θa = U
a
a′(g)θ
a′ (3.54)
Φ∗(g)Γαβγ = Γαβγ ,
Φ∗(g)Γ a
′
β′γ′ = U
a′
a(g
−1)Γ aβ′γ′ , (3.55)
Φ∗(g)Γ a
′
β′c′ = U
a′
a(g
−1)Γ aβ′cU cc′(g),
Φ∗(g)Γ a
′
b′γ = U
a′
a(g
−1)Γ abγU bb′(g−1),
Φ∗(g)Γα
′
β′a′ = Γ
α
β′aU
a
a′(g
−1).
For ωab = Γ˜
a
bcθ
c one gets
Φ∗(g)ωa
′
b′ = U
a′
a(g
−1)ωabU
b
b′(g
−1). (3.56)
In this way Γ˜ abc has tensorial properties in the lift horizontal basis (Ad-type).
Moreover Eq. (3.56) has a natural interpretation a right-invariancy of the connection
ω˜ab with respect to the right action of the group G on G. The second equation of
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Eq. (3.54) means Ad-property of the connection on the principal fibre bundle P (a
gauge bundle).
Eq. (3.56) can be rewritten in a more familiar form
R∗(g)Γ˜ = Ad
(∑˜
(g−1)
)
Γ˜ +
∑˜
(g)d
∑˜
(g), (3.57)
where Γ˜ = ω˜abY
b
a and Y
b
a are generators of the Lie algebra gℓ(n,R) of the group
GL(n,R) and AdGL(n,R) is an adjoint representation of GL(n,R) and R is a right action
of G on G. ∑˜
: G→ GL(n,R) (3.58)
is a smooth homomorphism of groups such that∑˜a
b(g) = (AdG(g
−1))ab = U
a
b(g). (3.59)
In this way we are coming to the notion of the fibre bundle of frames over a group
G and to the right invariant connection defined on this bundle. Eq. (3.57) can be
rewritten:
R̂∗(g)ω̂ = ω̂, (3.60)
where ω̂ is a connection on the principal fibre bundle of frames over G with the struc-
tural group GL(n,R) and
Γ˜ = f∗ω̂, (3.61)
f is a local section of this bundle. R̂ is an action of G on G lifted to the bundle of
frames.
Let us notice that our considerations are valid for any connection defined on a fibre
bundle of frames over P , not only for Einstein–Kaufmann one. The same we can say
for a connection on a fibre bundle of frames over G. The above considerations justify
some AdG-properties of ω
A
B defined on manifold P (a gauge bundle) and ω˜
a
b defined
on G (a group manifold). They are treated there as some 1-forms defined on P or G
according to our conventions. From Eq. (3.51) one easily gets transformation laws for
the curvature
Φ̂∗(g)Ω˜ = Ω˜ (3.62)
and from (3.60)
R̂∗(g)Ω˜ = Ω˜. (3.63)
For the curvature scalars we get
Φ̂∗(g)R(ω˜) = R(ω˜), (3.64)
R̂∗(g)R(ω˜) = R(ω˜). (3.65)
In this work we consider a non-symmetric metrization of the principal fibre bundle
defined over a base manifold V = E ×G/G0, where E is a space-time and M = G/G0
is a certain homogeneous space.
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4. Preliminary Remarks
Let us introduce the principal fibre bundle P over the V = E×M with the structural
group H and with the projection π, where M = G/G0 is a homogeneous space, G is
a compact Lie group (semisimple), G0 ⊂ G is a semisimple compact subgroup of G
and let ω = ωaXa is a connection defined on P (Fig. 2A). Notice that now we have in
the place of E, E × G/G0 and in the place of G, H. Let us suppose that (V, γ) is a
manifold with a nonsymmetric metric tensor
γAB = γ(AB) + γ[AB]. (4.1)
P
V = E ×G/G0
pi
ω Hu
︸ ︷︷ ︸
u0
e
Q
E
piE
ωE G
u2
︸ ︷︷ ︸
u1
f
Fig. 2A. Principal fibre bundles P and Q
The signature of the tensor γ is (+−−−,−−− . . .−︸ ︷︷ ︸
n1
). Let us introduce a natural
frame on P
θA˜ = (π∗(θA), θa = λωa), λ = const . (4.2)
It is convenient to introduce the following notations. Capital Latin indices with tilde
A˜, B˜, C˜ run 1, 2, 3, . . . , m + 4, m = dimH + dimM = n + dimM = n + n1, n1 =
dimM , n = dimH. Lower Greek indices α, β, γ, δ = 1, 2, 3, 4 and lower Latin cases
a, b, c, d = n1+5, n1+6, . . . , m+4. Capital Latin indices A,B,C = 1, 2, 3, . . . , n1+4,
lower Latin cases with tilde a˜, b˜, c˜ run 5, 6, . . . , n1 + 4. The symbol “−” over θA and
over other quantities indicates that these quantities are defined on V . We have of
course dimH = n, dimM = dim(G/G0) = n1, dimG = n2, dimG0 = n2 − n1, and
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m = n1 + n. It is easy to see that the existence of the nonsymmetric metric on V is
equivalent to introducing the two independent geometrical quantities on E.
γ = γABθ
A ⊗ θB = γ(AB)θA ⊗ θB, (4.3)
γ = γABθ
A ∧ θB = γ[AB]θA ∧ θB, (4.4)
i.e. the symmetric metric tensor γ on V and the 2-form γ. On the group H we can
introduce a bi-invariant symmetric tensor called the Killing–Cartan tensor.
h(A,B) = habA
a ·Bb, (4.5)
where
hab = hba, A = A
aXa, B = B
aXa,
Xa—are generators of a Lie algebra of H, (h).
It is supposed that H is semisimple; it means that det(hab) 6= 0. Let us introduce
a skewsymmetric right-invariant tensor on H
k(A,B) = kbcA
b ·Bc, kbc = −kcb. (4.6)
Let us turn to the nonsymmetric metrization of P .Let us suppose that
κ(X, Y ) = γ(π′X, π′Y ) + ρ2λ2h(ω(X), ω(Y )), (4.7)
κ(X, Y ) = γ(π′X, π′Y ) + ρ2ξλ2k(ω(X), ω(Y )), (4.8)
ξ = const and is dimensionless, X, Y ∈ Tan(P ) and ρ = ρ(x) is a scalar field on E. It
is easy to see that:
κ = π∗γ ⊕ ρ2habθa ⊗ θb, (4.9)
κ = π∗γ ⊕ ρ2ξkabθa ∧ θb, (4.10)
For
κA˜B˜ = κ(A˜B˜) + κ[A˜B˜]
one easily gets
κA˜B˜ =
(
γAB 0
0 ρ2ℓab
)
, (4.11)
where ℓab = hab + ξkab and det(ℓab) 6= 0. One easily writes:
κA˜C˜κ
B˜C˜ = κC˜A˜κ
C˜B˜ = δB˜A˜, (4.12)
where the order of indices is important. The signature of the tensor κ is
(+−−−,−−−− . . .−︸ ︷︷ ︸
n1
,−−− . . .−︸ ︷︷ ︸
n
). If det(ℓab) 6= 0 then
ℓabℓ
ac = ℓbaℓ
ca = δcb , (4.13)
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where the order of indices is important.
[Xa, Xb] = C
c
abXc (4.13a)
are commutation relation for the Lie algebra of H, (h).
Let us pass to the nonsymmetric metrization of the homogeneous space G/G0. Let
M be a homogeneous space for G (with left action of group G) (see [86], [87]). Let us
suppose that the Lie algebra of G, g has the following reductive decomposition
g = g0+˙m, (4.14)
where g0 is a Lie algebra of G0 (a subalgebra of g) and m (the complement to the
subalgebra g0) is Ad G0 invariant, +˙ means a direct sum. Such a decomposition might
not be unique in general, but we shall assume that one has been chosen. Sometimes
one assumes a stronger condition for m, the so called symmetry requirement
[m,m] ⊂ g0.
Let us introduce the following notation for generation of g.
Yi ∈ g, Yi˜ ∈ m, Yaˆ ∈ g0.
This is a decomposition of a basics of g according to (4.14).
If G is a connected Lie group and G0 is a closed subgroup, G/G0 is the space of
cosets {gG0}, ϕ : G→ G/G0 is defined by ϕ(g) = {gG0}, g ∈ G. Let us suppose that G
is a compact Lie group and define a field of 2-form k0(x), x ∈M on G/G0. Let us notice
that G→
ϕ
M = G/G0 gives us a principal fibre bundle over M with a projection ϕ and
a structural group G0. We use the complement m in order to introduce a coordinate
system on G/G0. Let g ∈ G and let “exp” be an exponential mapping exp : g → G.
Thus
(x5, x6, . . . , xn1+4)→ ϕ
(
g exp
∑
a˜
xa˜Ya˜
)
(∗)
is a diffeomorphism of a neighbourhood of zero in m on a neighbourhood of ϕ(g)
in G/G0. An inverse mapping is a local coordinate system in a neighbourhood of
ϕ(g) ∈ G/G0 on M = G/G0
The mapping ϕ : G→ G/G0 has a tangent mapping ϕ′ which maps g in a tangent
space to M = G/G0 at a point o = {ǫG0}. A kernel of ϕ′ is equal to g0. The operator
of left action τ(g) : hG0 → ghG0 satisfies ϕoL(g) = τ(g)oϕ, h ∈ G.
For ϕoRg0 = ϕ, AdG(g)Y = R
′
g−1oL
′
g(Y ) we get ϕ
′oAdg(g0)Y = τ ′(g0)0oϕ′(Y ),
Y ∈ g.
Thus m ≃ g/g0 ≃ Tan0(G/G0) and using the left action of the group G on M we
can get vector fields at any point x ∈ M from Tan0(M) ≃ m. Thus let Ya˜ ∈ m. Due
to an isomorphism of m and Tan0(M) we get
Y˜a˜(x) = L
′
g(o), x = go, g ∈ G,
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Y (x) is left invariant on M . If k(g) is a field of 2-forms on G and being left-invariant
we define a field of 2-form k0(x) on M in the following way: Let us restrict it to the
subspace m (a complement)
k′(g) = k(g)|m,
i.e ∧
g∈G
k(g)|m(x, y) = o if x or y do not belong to m and consider a 2-form k0(x).
The form k(g) is left-invariant on G. The form k(g)|m is G0 Ad’-invariant, for m is
Ad′G0 invariant. Let us consider a local section σ1 : U1 → G, U1 ⊂M of the bundle G.
We get
kσ1(x) = σ∗1k(σ1(x))|m, x ∈ U1. (4.15)
Let us take a different local section σ2 : U2 → G, U2 ⊂M
kσ2(x) = σ∗2k(σ2(x))|m. (4.16)
One has
σ2(x) = p(x)σ1(x), (4.17)
where p(x) ∈ G0
x ∈ U1 ∩ U2.
Thus one obtains
kσ2(x) = R∗p(x)k
σ1(x) = kσ1(x). (4.18)
Thus we get
k0(x) = kσ(x), (4.19)
for any local section of G. Let us examine a transformation properties of k0 with
respect to the left action of the group G on M . There is a natural action of G on left
cosets, such that G acts with an isotropy subgroup G0. One gets
L∗gk
0(x) = k0(x). (4.21)
In this way k0(x) is left invariant with respect to the action of the group G on M =
G/G0 .
This fact allows us to define k being left-invariant on G in such a way that k = ϕ∗k0
and k0 is left-invariant 2-form on M = G/G0. This gives us a construction of a left-
invariant 2-form on G if we have a left-invariant 2-form on M = G/G0.
In the same way we can define a tensor field h0(x) on G/G0, x ∈ G/G0 using tensor
field h on G. Moreover if we suppose that h is a biinvariant (Ad-invariant) metric on
G (a Killing–Cartan tensor) we have a simpler construction.
The complement m is a tangent space to the point {εG0} of M, ε is a unit element
of G. We restrict h to the space m only. Thus we have h0({εG0}) at the one point of
M . Now we propagate h0({fG0}) using a left action of the group G.
h0({fG0}) = (L−1f )∗(h0({εG0}), (4.22)
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h0({εG0}) is of course Ad G0 invariant tensor defined on m and
L∗fh
0 = h0,
where f ∈ G.
Let us find k0(x) in the case of SO(3)/SO(2) ≃ S2, where SO(2) subgroup is defined
by the exponentiation of e3, i.e. rotations around an axis z and m ∼= Span{e1, e2}. One
finds
k(g)|m = k′(g) = 2k12v1 ∧ v2,
where v1 and v2 are dual with respect to e1 and e2 being right-invariant vector fields
on SO(3). Thus
k′
a˜b˜
(ϑ, φ, ψ) =
(
0 cosϑ
− cosϑ 0
)
, (4.23)
k0
a˜b˜
(ϑ, φ) =
(
0 cosϑ
− cosϑ 0
)
. (4.23c)
We can also try to find and classify such tensors for all homogeneous spaces. This will
be done elsewhere. The classification of homogeneous spaces for which G and G0 are
nilpotent or solvable will be done elsewhere as well. In this case the same construction
as for h0 is applicable for k0 (coming from bi-invariant from defined on a nilpotent or
a solvable Lie algebra).
Let f ijk are the structure constants of the Lie algebra g, i.e.
[Yj , Yk] = f
i
jkYi, (4.24)
Yj are generators of Lie algebra g. Let us construct a natural left-invariant frame on
M = G/G0. To do this we choose the local section σ : U → G/G0, of the natural
bundle G→ G/G0 where U ⊂M = G/G0 (see Fig. 2B).
G,ϕ
k|m
ωm
ωσ
m
k0
M = G/G0
ωMC G0
︸ ︷︷ ︸
u
σ
Fig. 2B. The principal fibre bundle G over G/G0 =M
and some details on the constructions of the form k0(x) on M
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The local section σ can be considered an introduction of coordinate system on M
i.e (∗). Let σ∗ means a pull-back of σ and let us define
ωσMC = σ
∗ωMC, (4.25)
where ωMC is a left-invariant Maurer–Cartan form. Using the decomposition (4.14) we
have
ωσMC = ω
σ
0 + ω
σ
m
= θˆiYˆ
i
+ θ
a˜
Ya˜. (4.26)
It is easy to see that θa˜ is the natural left-invariant frame on M and we have
h0 = h0
a˜b˜
θ
a˜ ⊗ θb˜, (4.27)
k0 = k0
a˜b˜
θ
a˜ ∧ θb˜. (4.28)
According to our notation we have a˜, b˜ = 5, 6, . . . , n1+4. Thus we have a nonsymmetric
metric on M
γa˜b˜ = r
2(h0
a˜b˜
+ ζk0
a˜b˜
) = r2ga˜b˜, (4.29)
where ζ is a real dimensionless parameter and r has length-dimension. r characterizes
the size of the manifoldM and plays the role of a “radius”. The tensor field ga˜b˜θ
a˜⊗θb˜ =
(h0a˜b˜+ζk
0
a˜b˜
)θ
a˜⊗θb˜ is left-invariant onM = G/G0. For k0 is left-invariant with respect
to the action of the group G on M one gets
Yℓk
0 = 0 (4.30)
and in particular
Yℓ˜k
0 = 0,
Yℓ˜ ∈ m = g/g0.
(4.31)
Let
̂˜
D be an exterior covariant derivative with respect to the Riemannian connection
on M induced by the tensor field h0.
If ̂˜
Dk0 = dk0 = 0 (4.32)
the form k0 is closed and it can define a symplectic structure on M (of course if k0 is
nondegenerate and dimM = 2k, i.e. it is even). In this case we havê˜∇[a˜kb˜c˜] = 0. (4.33)
In this case we can define an almost complex structure compatible with the Riemannian
and the symplectic structure on M i.e
J : T (M)→ T (M), J2 = − id, (4.34)
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such that
h0(JX, Y ) = k0(X, Y ), (4.35)
for any X, Y ∈ T (M).
If those three structure are compatible we have:̂˜∇zJ = 0, z ∈ T (M). (4.36)
The almost complex structure J can be integrated into a complex structure (a unique
one) if the torsion (torsion of J , not of a nonriemannian connection) vanishes i.e.
S(X, Y ) = [X, Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ] = 0, X, Y ∈ T (M). (4.37)
In this case we get Ka¨hlerian structure on the manifold M . If dimM = 2, this can be
always achieved.
Thus in the case of dimG/G0 = 2 we can always integrate the left-invariant sym-
metric tensor ga˜b˜ introduced in this section if
̂˜∇c˜k0a˜b˜ = 0 into Ka¨hlerian geometry.
In particular we get in this way for M = S2 = SO(3)/SO(2) a Ka¨hlerian geometry
which is holomorphically equivalent to the standard one. Holomorphically means here
also conformally.
In the case of Ka¨hlerian structure, one easily gets that̂˜
Dga˜b˜ = 0. (4.38)
Eq. (4.38) has important consequences.
The Ka¨hlerian structure on M = G/G0 (G-invariant) induces a left-invariant 2-
form on M , k0. Moreover k0 induces a skew-symmetric form on G. This has some
important consequences, because we can induce on an G a left-invariant nonsymmetric
tensor coming from Ka¨hlerian structure on G/G0.
Thus we are able to write down the nonsymmetric metric on V = E × M =
E ×G/G0.
γAB =
(
gαβ 0
0 r2ga˜b˜
)
, (4.39)
where
gαβ = g(αβ) + g[αβ],
ga˜b˜ = h
0
a˜b˜
+ ζk0
a˜b˜
,
k0
a˜b˜
= −k0
a˜b˜
, h0
a˜b˜
= h0
a˜b˜
,
α, β = 1, 2, 3, 4. a˜, b˜ = 5, 6, . . . , n1 + 4 = dimM + 4 = dimG− dimG0 + 4. The frame
θ
a˜
is unholonomic one:
dθ
a˜
=
1
2
κ
a˜
b˜c˜θ
b˜ ∧ θc˜, (4.40)
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where κa˜b˜c˜ are coefficients of nonholonomicity and they depend on the point of the
manifold M = G/G0 (they are not constant in general). They depend on the section
σ and on the constants f a˜b˜c˜.
Let us pass to the group structure of our theory. We have there three groups H, G
and G0 which have up to now been disconnected. Let us suppose that there exists a
homomorphism µ between G0 and H
µ : G0 → H, (4.41)
such that the centralizor of µ(G0) in H, C
µ is isomorphic to G. Cµ, the centralizor of
µ(G0) in H is the set of all elements of H which commute with elements of µ(G0) (it
is a subgroup of H, of course).
Cµ = G, (4.42)
This means that H has the following structure:
µ(G0)⊗G ⊂ H. (4.43)
If we suppose that µ is an isomorphism between G0 and µ(G0) we get:
G0 ⊗G ⊂ H. (4.44)
Let us denote µ′ as the tangent map to µ at a unit element. Thus µ′ is the differential
of µ acting on the Lie algebra elements. Let us suppose that the connection ω on the
fibre bundle P is invariant under group action of G on the manifold V = E × G/G0.
According to Ref. [23] this means the following. Let e be a local section of P , e : U ⊂
V → P and A = e∗ω. Then for every g ∈ G there exists a gauge transformation ρg
such that:
f∗(g)A = Adρ−1g A+ ρ
−1
g dρg, (4.45)
f∗ means a pull-back of the action f of the group G on manifold V . According to Refs.
[71], [72], [73] we are able to write a general form for such an ω. Following Ref. [72]
we have:
ω = ω˜E + µ
′ ◦ ωσ0 + Φ ◦ ωσm, (4.46)
where ωσ0 + ω
σ
m
= ωσMC are components of the pull-back of the Maurer–Cartan form
from the decomposition (4.14), ω˜E is the connection defined on the fibre bundle Q over
space-time E with structural group Cµ and the projection πE. Moreover C
µ = G, and
ω˜E is a 1-form with values in the Lie algebra g. This connection describes the ordinary
Yang–Mills’ field with gauge group G = Cµ on the space-time E. Φ is a function on E
with values in the space S˜ of linear maps:
Φ : m→ h (4.47)
satisfying
Φ([X0, X ]) = [µ
′X0, Φ(X)], X0 ∈ g0 (4.48)
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thus
ω˜E = ω˜
i
EYi, Yi ∈ g,
ωσ0 = θˆ
iYˆ
i
, Yˆ
i
∈ g0,
ωσ
m
= θ
a˜
Ya˜, Ya˜ ∈ m.
Let us write condition (4.46) in the base of left-invariant form θˆi and θ
a˜
, which
span respectively dual spaces to g0 and m.
It is easy to see that
Φ ◦ ωσ
m
= Φaa˜(x)θ
a˜
Xa, Xa ∈ h (4.49)
and
µ′ = µa
iˆ
θˆiXa, (4.50)
where Φaa˜(x) is the scalar field on E and µ
a
iˆ
is a constant matrix. From (4.48) one gets
Φc
b˜
(x)f b˜
iˆa˜
= µa
iˆ
Φba˜(x)C
c
ab, (4.51)
where f b˜
iˆa˜
are structure constants of the Lie algebra g and Ccab are structure constants
of the Lie algebra h. (4.51) is a constraint on the scalar field Φaa˜(x). For a curvature
of ω one gets:
Ω =
1
2
HABθ
A ∧ θBXc =
=
1
2
H˜iµνθ
µ ∧ θναciXc +
gauge
∇µ Φca˜θµ ∧ θa˜Xc+
+
1
2
CcabΦ
a
a˜Φ
b
b˜
θa˜ ∧ θb˜Xc − 1
2
µc
iˆ
f iˆ
a˜b˜
θa˜ ∧ θb˜Xc − 1
2
Φc
d˜
f d˜
a˜b˜
θa˜ ∧ θb˜Xc. (4.52)
Thus we have:
Hcµν = α
c
iH˜
i
µν , (4.53)
Hc
a˜b˜
=
gauge
∇µ Φca˜ = −Hca˜µ, (4.54)
Hc
a˜b˜
= CcabΦ
a
a˜Φ
b
b˜
− µc
iˆ
f iˆ
a˜b˜
− Φc
d˜
f d˜
a˜b˜
, (4.55)
where
gauge
∇µ means gauge derivative with respect to the connection ω˜E defined on the
bundle Q(E,G),
Yi = α
c
iXc (4.56)
and H˜iµν is the curvature of the connection ω˜E in the base {Yi}, generators of the Lie
algebra of the Lie group G, g, αci is the matrix which connects {Yi} with {Xc}. Now
we would like to remind that indices a, b, c refer to the Lie algebra h, a˜, b˜, c˜ to the
space m (tangent space toM), î, ĵ, k̂ to the Lie algebra g0 and i, j, k to the Lie algebra
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of the group G, g. The matrix αci establishes a direct relation between generators of
the Lie algebra of the subgroup of the group H isomorphic to the group G.
Finally let us consider a different way to introduce a G-invariant (left-invariant)
skewsymmetric form on M = G/G0. Let us suppose that G is a connected compact
simple Lie group with center {ε} and G0 has nondiscrete center and is a maximal
connected proper subgroup of G. Really we need suppose that a center of G0, ZG0
is isomorphic to U(1) (a circle group). In this case (see the first position of Ref. [86]
p. 382) there is an Hermitian structure (really Ka¨hlerian) invariant with respect to the
action of the group G.
Let us denote the unique G-invariant almost complex structure on M by J2 = −1.
J is integrable to complex structure and let us denote by h0 a G-invariant Riemannian
structure on M , which is Hermitian h0(JX, JY ) = h0(X, Y ), X, Y ∈ Tan(M) and̂˜∇xJ = 0, ̂˜∇ is covariant derivative induced by a Riemannian connection on M .
This allows us to introduce a skewsymmetric G-invariant 2-form on M . One has
k0(X, Y )
df
= h0(JX, Y ). (4.57)
One easily gets that
k0(X, Y ) = −k0(Y,X), (4.58)̂˜∇zk0 = 0 (4.59)
and k0 is G-invariant.
Thus one can write
g˜(X, Y ) = h0(X, Y ) + ζk0(X, Y ) = h0(X, Y ) + ζh0(JX, Y ). (4.60)
Let us notice that we get a stronger result, for a symmetric space then for a group G.
The form k0 is defined uniquely for any G-invariant metric. We can define the metric
h0 using a bi-invariant tensor on G (a Killing-Cartan tensor), supposing the reductive
decomposition of g or even the symmetry requirement. For the group G is compact
any bi-invariant tensor on G is proportional to Killing–Cartan tensor. In this way any
nonsymmetric metric on M = G/G0 is proportional to (4.60). To be safe we can use
in the place of h0, 12(h
0(X, Y ) + h0(JX, JY )).
Thus we get a left-invariant (G-invariant) nonsymmetric tensor on G, such that
̂˜∇xg = 0. (4.61)
In particular let us notice that S2 is an Hermitian symmetric space (and Ka¨hlerian)
with SO(3) invariant scalar product and SO(3) invariant symplectic form.
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In the first position of Ref. [86] p. 518 S.Helgason quoted all the Ka¨hlerian structures
on the symmetric spaces of compact type:
SU (p+ q)/S(Up × Uq), dimM = 2pq, p, q = 1, 2 . . . ,
SO(2n)/U(n), dimM = n(n− 1), n = 1, 2 . . . ,
SO(p+ 2)/SO(p)× SO(2), dimM = 2p, p = 2, 3 . . . , (4.62)
Sp(n)/U(n), dimM = n(n+ 1), n = 1, 2 . . . ,
(e6(−78), so(10) +R), dimM = 32,
(e7(−133), e6 +R), dimM = 54.
On every of these manifold of even dimension (real) and compact there is a Ka¨hlerian
structure. Thus there is a symmetric metric and a skewsymmetric 2-form (nondegen-
erate) inducing a nonsymmetric metric which is covariantly constant with respect to
the Riemannian connection (induced by a symmetric metric tensor) and left-invariant
with respect to the action of the group G onM . In this way a torsion of the connection
compatible with nonsymmetric tensor on M vanishes. This has some interesting con-
sequences, which we use in further sections. The skewsymmetric G-invariant 2-form
on M induces in a natural way a skewsymmetric left-G-invariant form on G, which
together with the Killing–Cartan form on G form a nonsymmetric metric on G. Now,
however the covariant derivative of the skewsymmetric tensor G with respect to the
Riemannian connection on G (induced by a Killing–Cartan tensor) does not vanish in
general.
In this way the torsion of the connection compatible with the nonsymmetric tensor
on G does not vanish. This is different as for the Hermitian homogeneous space with
left-invariant 2-form. In sec. 5 we find a general shape for such a connection which can
be applied for our case i.e for the skewsymmetric form obtained from the left-invariant
2-form on M .
Let us calculate how many nonsymmetric (Einstein–Kaufmann) left-invariant struc-
ture we get in this way from (4.62). One gets
E6 − 1, E7 − 1, (4.63)
Sp(n)− 1, n = 1, 2 . . . ,
SU(n)−
[
n+ 1
2
]
, n = 2, 3 . . . ,
SO(2n+ 1)− 1, n = 1, 2 . . . ,
SO(2n)− 2, n = 1, 2 . . . ,
Thus except SU(n) we have really 1 or 2 inequivalent Einstein–Kaufmann connections
on G obtained from Ka¨hlerian structure on a homogeneous space (being a symmetric
space).
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Moreover for lower dimensions we have some coincidences, i.e.
SU(2)/S(U1 × U1) ≃ Sp(1)/U(1),
SO(5)/SO(3)× SO(2) ≃ Sp(2)/U(2), (4.64)
SU(4)/S(U(2)× U(2)) ≃ SO(6)/U(3),
SO(8)/SO(4)× SO(4) ≃ SO(8)/U(4).
Notice the absence in (4.63) G2, F4 and E8. Moreover we can introduce on those
groups left-invariant skewsymmetric forms. Let us notice that in (4.62) we have the
symmetric space SU(4)/S(U3 × U1) which can have some physical applications. The
same we can say for SO(10)/U(5) and for the last two symmetric spaces in (4.62).
We can introduce almost complex (almost Ka¨hlerian) structures on homogeneous
spaces which are not symmetric spaces. They have the following shape: G/K, where
K is a fixed point set of an automorphism of G of order 3. If dim(G/K) ≥ 6 these
manifolds are not complex (Ka¨hlerian). For example we have the following possibilities:
1. G = SU(n)/Zn,
K = S(U(r1)× U(r2)× U(r3))/Zn,
0 ≤ r1 ≤ r2 ≤ r3, r1 + r2 + r3 = n,
0 < r2 (4.65)
2. G = SO(2n+ 1),
K = U(r)× SO(2n− 2r + 1),
1 ≤ r ≤ n.
3. G = Sp(n)/Z2,
K = {U(r)× Sp(n− r)}/Z2, 1 ≤ r ≤ n.
4. G = SO(2n)/Z2, n ≥ 3,
K = {U(r)× SO(2n− 2r)}/Z2, 1 ≤ r ≤ n.
Except the above example we have the following
G = G2, K = U(2),
G = F4, K = (Spin(7)× T 1)/Z2,
G = F4, K = (Sp(3)× T 1)/Z2,
G = E6/Z3, K = (SO(10)× SO(2))/Z2,
G = E6/Z2, K = (S(U(5)× U(1))× SU(2))/Z2,
G = E6/Z2, K = (SU(6)/Z3 × T 1)/Z2,
G = E6/Z2, K = [(SO(8)× SO(2))× SO(2)]/Z2,
G = E7/Z2, K = E6× T 1/Z3,
G = E7/Z2, K = (SU(2)× (SO(10)× SO(2)))/Z2,
G = E7/Z2, K = S(U(7)× U(1))/Z1,
G = E8, K = SO(14)× SO(2),
(4.66)
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G = E8, K = (E7× T 1)/Z2,
G = G2, K = SU(3),
G = F4, K = (SU(3)× SU(3))/Z3,
G = E6/Z3, K = (SU(3)× SU(3)× SU(3))/(Z2 × Z2),
G = E7/Z3, K = (SU(3)× (SU(6)/Z2))/Z3,
G = E8, K = (SU(3)× E6)/Z3,
G = E8, K = SU(9)/Z3,
G = Spin(8), K = SU(3)/Z3,
G = Spin(8), K = G2.
(4.66 cont.)
One can find all the details concerning a construction of an almost complex structure on
the above homogeneous spaces in the fourth position of Ref. [86]. Due to the almost
complex structure on G/K we can construct a left-invariant skewsymmetric form on G.
Let us remind to the reader that in this case G/K is not a symmetric space.
In this way we can introduce some nonsymmetric metrics on:
SO(2n)− n, n ≥ 3,
SO(8)− 6,
Sp(n)− n,
SO(2n+ 1)− n,
SU(n)− a number of partitions of n in such a way that n = r1 + r2+ r3, r1 ≤ r2 ≤ r3,
r2 > 0, G2−2, F4−3, E6−5, E7−4, E8−4 different Einstein–Kaufmann structures
coming from almost Ka¨hlerian structures on (4.65–66).
All details concerning constructions presented here can be found in Refs. [7], [8],
[9], [10], [16], [21]–[27], [51], [52], [64], [70], [71]–[77].
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5. The Nonsymmetric Jordan–Thiry Theory
over V = E ×G/G0
Let P be the principal fibre bundle with the structural groupH, over V = E×G/G0
with a projection π and let us define on this bundle a connection ω (Fig. 2A). Let us
suppose that H is semisimple. On the base V = E ×G/G0 we define a nonsymmetric
metric tensor such that:
γAB = γ(AB) + γ[AB],
γABγ
CB = γBAγ
BC = δCA,
(5.1)
where the order of the indices is important. We also define on V the connection ωAB,
ωAB = Γ
A
BCθ
C
(5.2)
such that:
DγA+B− = DγAB − γADQDBC(Γ )θC = 0, (5.3)
where D is the exterior covariant derivative with respect to ωAB and Q
A
BC(Γ ) is the
torsion of ωAB. Using (4.39) one easily finds that the connection (5.2) has the following
shape:
ωAB =
ω˜αβ 0
0 ω̂
a˜
b˜
 , (5.4)
where ω˜
α
β is the connection on the space-time E and ω̂
a˜
b˜ is the connection on the
manifold M = G/G0 with the following properties:
D˜gα+β− = D˜gαβ − gαδQ˜
δ
βγ(Γ˜ )θ
γ = 0,
Q˜
α
βα(Γ˜ ) = 0, (5.5)
D̂ga˜+b˜− = D̂ga˜b˜ − ga˜d˜Q̂
d˜
b˜c˜(Γ̂ )θ
c˜
= 0, (5.6)
D is the exterior covariant derivative with respect to the connection ωαβ on E, Q
α
βγ(ω)
is the tensor of torsion for ωαβ . D̂ means the exterior covariant derivative with respect
to the connection ω̂
a˜
b˜ and Q̂
a˜
b˜c˜(Γ̂ ) is the tensor of torsion for ω̂
a˜
b˜. The second condition
of Eq. (5.5) is not necessary to define Einstein connection on E. Moreover we suppose
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it to be in line with some classical results. On the space-time E we also define the
second affine connection W
α
β such that:
W
α
β = ω
α
β − 2
3
δαβW, (5.7)
where
W =W γθ
γ
=
1
2
(W
σ
γσ −W σσγ)θγ .
Thus on the space-time E we have all the geometrical quantities from N.G.T.: two
connections ωαβ and W
α
β and the nonsymmetric metric gαβ (see [18], [34], [47], [65],
[66]). Now let us turn to the nonsymmetric metrization of the bundle P . According
to section 4 we have:
κA˜B˜ =
(
γAB 0
0 ρ2ℓab
)
, (5.8)
where ρ = ρ(x, y) is a scalar field on E ×M and
γAB =
(
gαβ 0
0 r2ga˜b˜
)
and
ℓab = hab + ξkab, det(ℓab) 6= 0
or
κ(A˜B˜)θ
A˜ ⊗ θB˜ = γ(AB)θA ⊗ θB + ρ2habθa ⊗ θb,
κ[A˜B˜]θ
A˜ ∧ θB˜ = γ[AB]θA ∧ θB + ρ2ξkabθa ∧ θb,
(5.9)
where θa = λωa. From the Kaluza–Klein Theory and Jordan–Thiry we know that λ
is proportional to
√
GN (see [1], [2], [7], [8], [9], [10], [18]), λ ∼
√
GN . We work with
such a system of units that λ = 2.
Now we define on P , a connection ωA˜B˜ right-invariant (Ad-covariant) with respect
to the action of group H on P such that:
DγA˜+B˜− = DγA˜B˜ − γA˜D˜QD˜B˜C˜(Γ )θC˜ = 0, (5.10)
where ωA˜B˜ = Γ
A˜
B˜C˜θ
C˜. D is the exterior covariant derivative with respect to the
connection ωA˜B˜ and Q
A˜
B˜C˜(Γ ) is the tensor of torsion for the connection ω
A˜
B˜. After
some calculations one finds:
ωA˜B˜ =(
π∗(ωAB)− ρ2ℓdbγMALdMBθb LaBCθC − 1ργBDγ˜
(DC)ρ,Cθ
a
ρ2ℓbdγ
AB(2HdCB − L
d
CB)θ
C
− ργ˜(AB)ρ,Bℓbcθ
C 1
ργBDγ˜
(DC)ρ,Cδ
a
b θ
B + ω˜ab
)
, (5.11)
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where γ˜(AB) is the inverse tensor for γ(AB)
γ(AB)γ˜
(AC) = δCB,
LdMB = −LdBM,
(5.12)
is an Ad-type tensor (Ad-covariant) on P such that
ℓdcγMBγ
CMLdCA + ℓcdγAMγ
MCLdBC = 2ℓcdγAMγ
MCHdBC, (5.13)
ω˜ab = Γ˜
a
bcθ
c,
ℓdbΓ˜
d
ac + ℓadΓ˜
d
cb = −ℓdbCdac, (5.14)
Γ˜ dac = −Γ˜ dca, Γ˜ dad = 0.
We define on P a second connection:
W A˜B˜ = ω
A˜
B˜ −
4
3(m+ 2)
δA˜B˜W. (5.15)
Thus we have on P all (m + 4)-dimensional analogues of geometrical quantities from
N.G.T., i.e.:
W A˜B˜, ω
A˜
B˜ and κA˜B˜.
Formulae (5.11)–(5.13) are similar to the analogous formulae from Refs. [23], [24] (see
also [18]). The one difference is that now we have E×M in place of E. The connection
(5.15) is analogous to the connectionW from Refs. [19], [23] and from Part 4. The form
W is horizontal one, hor W =W (in the sense of the connection ω on the bundle P ).
Let us calculate the Moffat-Ricci curvature scalar for the connection W A˜B˜.
R(W ) = κA˜B˜
(
RC˜A˜B˜C˜(W ) +
1
2
RC˜C˜A˜B˜(W )
)
, (5.16)
where RA˜B˜C˜D˜(W ) is the curvature tensor for the connection W
A˜
B˜. Using results from
Refs. [19], [23], [24] one gets:
R(W ) = R(W ) +
1
r2
R(Γ̂ ) +
1
λ2ρ2
R˜(Γ˜ )+
− λ
2ρ2
4
ℓab(2H
aHb − LaMNHbMN )− 2λ
2M˜
ρ2
γ˜(BN)ρ,Bρ,N + P (ρ), (5.17)
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where:
P (ρ) =
λ2n
8ρ
γDBγ˜
(DC)ρ,Cγ
MNQ
B
MN(ω)+
+
λ2n
4ρ2
∇A(ργ˜(AB)ρ,B) + λ
2
4
nγBC∇C
(
1
ρ
γBDγ˜
(DE)ρ,E
)
+
+
λ2ρ
8
γMN
{
∇M
(
1
ρ
γDNγ˜
(DC)ρ,C
)
−∇N
(
1
ρ
γDMγ˜
(DC)ρ,C
)}
, (5.18)
M˜ = ℓ[dc]ℓ[dc] − n(n− 1), (5.19)
Q
B
MN(ω) means the torsion of the connection ω
A
B on V = E×M = E×G/G0 and∇A
is the covariant derivative with respect to this connection. R(W ) is the Moffat–Ricci
curvature scalar on the space-time E for the connection W
α
β . R(Γ̂ ) is the Moffat–
Ricci curvature scalar for the connection ω̂
α
β on the homogeneous space M = G/G0,
R˜(Γ˜ ) is the Moffat–Ricci curvature scalar for the connection ω˜ab. Notice that in the
curvature scalar we pass from λ = 2 to the arbitrary value of this constant.
Ha = γ[AB]Ha[AB] = g
[αβ]Haαβ +
1
r2
g[a˜b˜]Haa˜b˜, (5.20)
LaMN = γAMγBNLaAB = δ
M
µδ
N
γg
αµgβγLaαβ+
+
1
r2
(gαµgb˜n˜Laαb˜ + g
a˜n˜gβγLaa˜β)δ
M
µδ
N
n˜+
+
1
r4
ga˜m˜gb˜n˜Laa˜b˜δ
M
m˜δ
N
n˜. (5.21)
Let us consider the condition (5.13). One gets:
ℓdcgµβg
γµLdγα + ℓcdgαµg
µγLdβγ = 2ℓcdgαµg
µγHdβγ , (5.22)
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜ + ℓcdga˜m˜g
m˜c˜Ldb˜c˜ = 2ℓcdga˜m˜g
m˜c˜Hdb˜c˜, (5.23)
ℓdcgµβg
γµLdγa˜ + ℓcdga˜m˜g
m˜c˜Ldβc˜ = 2ℓcdga˜m˜g
m˜c˜Hdβc˜. (5.24)
One finds that:
−ℓabLaMNHbMN = − ℓab
(
gαµgβνLaαβH
b
µν+
+
2
r2
gαµgb˜n˜Laαb˜H
b
µn˜ +
1
r4
ga˜m˜gb˜n˜Laa˜b˜H
b
m˜n˜
)
=
= − ℓab
(
LaµνHbµν +
2
r2
gb˜n˜Lαµb˜H
b
µn˜+
+
1
r4
ga˜m˜gb˜n˜Laa˜b˜H
b
m˜n˜
)
, (5.25)
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where:
Lαµν = gαµgβνLaαβ ,
Lαµb˜ = g
αµLaαb˜.
For ℓabH
aHb = habH
aHb, we have the following:
habH
aHb = habH
a
0H
b
0 +
2
r2
habH
a
0H
b
1 +
1
r4
habH
a
1H
b
1, (5.26)
where
Ha0 = g
[αβ]Haαβ (5.27)
and
Ha1 = g
[a˜b˜]Haa˜b˜. (5.28)
And finally we get for R(W ):
R(W ) = R(W ) +
1
r2
R(Γ̂ ) +
4
λ2r2
R˜(Γ˜ )− λ
2ρ2
4
ℓab(2H
a
0H
b
0 − LaµνHbµν)+
− λ
2ρ2
4r2
ℓab(4H
(a
0 H
b)
1 − 2gb˜n˜Laµb˜ H
b
µn˜)+
− λ
2ρ2
4r4
ℓab(2H
a
1H
b
1 − ga˜m˜gb˜n˜Laa˜b˜Hbm˜n˜+
− M˜
ρ2
gγδg˜
(δν)ρ,ν g˜
(γβ)ρ,β + P (ρ), (5.29)
where g˜(δν) is the inverse tensor of g(αβ) such that:
g˜(δν)g(δµ) = δ
ν
µ. (5.30)
Let us calculate the density for the Moffat–Ricci curvature scalar for the connection
W A˜B˜. We have: √
|κ|R(W ) = √−grn1
√
|g˜|
√
|ℓ|ρnR(W ), (5.31)
where
g = det(gαβ), g˜ = det(ga˜b˜), ℓ = det(ℓab) (5.32)
and
κ = det(κA˜B˜) = g · rn1 · g˜ · ρnℓ. (5.33)
After some calculation one gets:
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√
|κ|R(W ) = √−grn1
√
|g˜|ℓ
{
ρnR(W ) +
R˜(Γ˜ )
λ2ρ2−n
+
ρn
r2
R(Γ̂ )+
+
λ2
4
ρn+2ℓab(2H
a
0H
b
0 − LaµνHbµν)+
+
λ2
4r2
ρn+2ℓab(4H
(a
0 H
b)
1 − 2gb˜n˜Laµb˜Hbµn˜)+
+
λ2
4r4
ρn+2ℓab(2H
a
1H
b
1 − ga˜m˜gb˜n˜Laa˜b˜Hbm˜n˜)+
+
λ2
4
ρn−2(Mg˜(γµ)ρ,γρ,µ+
+ n2g[µν]gδµg˜
(δγ)ρ,νρ,γ)
}
+ ∂MK
M, (5.34)
where
M = (ℓ[dc]ℓ[dc] − 3n(n− 1)) (5.35)
and
KM =
n
2
ρn−1
√
|κ|(5γ˜(MC) − γNMγDNγ˜(DC)) · ρ,C. (5.35′)
If we define an integral of action:
S ∼
∫
U
√
|κ|R(W )dm+4x, (5.36)
(where dm+4x = d4x dµH(h) · dm(y), dµH(h) is a biinvariant measure on a group H
and dm(y) is a measure on M induced by a biinvariant measure on a group G, x ∈ E,
h ∈ H, y ∈ M), and the variation principle for R(W ) then the full divergence ∂MKM
does not play any role. It could play a certain role in topological problems.
One can write
Kµ =
n
2
ρn−1
√
gg˜(5g˜(µγ) − gνµgδν g˜(δγ))ρ,γ
and
Km˜ =
n
2r2
ρn−1
√
gg˜(5g(m˜c˜) − gn˜m˜gd˜n˜g˜(d˜c˜))ρ,c˜.
Thus we really only have to deal with B(W ):
B(W ) =
√
κR(W )− ∂MKM. (5.37)
In the calculations we use results from Refs. [23], [24], [26], [27] and we suppose that
ρ = ρ(x) is really the scalar field on the manifold E (space-time). The latest means
that:
ρ,a˜ = 0, (5.38)
for every a˜ = 5, 6, 7, . . . , n1 + 4.
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Moreover it is interesting to consider a more general case with ρ depending on
x ∈ E and y ∈M i.e.
ρ = ρ(x, y). (5.39)
In this case we expand ρ into a complete set of real functions defined on M .
ρ =
∞∑
k=0
ρk(x)χk(y) (5.40)
and consider such a ρ that:
‖ρ˜(x)‖2 =
∞∑
k=0
ρ2k(x) <∞. (5.41)
The condition (5.41) means that ρ˜(x) ∈ ℓ2 (a Hilbert space) x ∈ E i.e. ℓ2–valued
function defined on E. If functions χk(y) defined on M form an orthogonal basis in
L2(M, dm,
√|g˜|) i.e.
‖χk‖2 = 1
V2
∫
M
√
|g˜|χ2k(y) dm(y) <∞ (5.42)
and
(χk, χl) =
1
V2
∫
M
√
|g˜|χk(y)χl(y) dm(y) = ‖χk‖2δkl k, l = 0, 1, 2 . . . (5.43)
and for every real f(y) such that
‖f‖2 = 1
V2
∫
M
√
|g˜|f2(y) dm(y) <∞, (5.44)
f(y) =
∞∑
k=0
fkχk(y), (5.45)
∞∑
k=0
f2k <∞, (5.46)
fk =
1
V2
∫
M
√
|g˜|f(y)χk(y) dm(y). (5.47)
The convergence of (5.40), (5.45) is understood in the sense of L2 norm. Thus in this
more general case we have to do with a tower of scalar fields ρk(x), k = 0, 1, 2, 3 . . .
We can arrange a basis χk(y) in such way that:
χ0(y) = 1. (5.48)
It is easy to see that this function is normalized to one:
‖χ0‖ = 1. (5.49)
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Using a Schmidt orthogonalization procedure one gets remaining χk, k = 1, 2 . . . from
generalized harmonics on M such that:
(χk, χl) = δkl. (5.50)
In this way the condition (5.38) means a truncation condition for ρ i.e.
ρ(x) = ρ0(x) +
∞∑
k=1
ρk(x)χk(y) (5.51)
and we consider only the first term ρ0
ρ(x) = ρ0(x). (5.52)
The general treatment of ρ is given in section 16.
The generalized harmonics on (M,h0) are eigenfunctions of the usual Beltrami–
Laplace operator on (M,h0) (which is an elliptic operator forM is compact and without
boundaries).
∆ηk = akηk, (5.53)
where ηk is an eigenfunction of ∆ and ak is an eigenvalue, k = 0, 1, 2 . . .
u∆ =
1
2
(d ∗ d ∗+ ∗ d ∗ d) (5.54)
is the Beltrami–Laplace operator on M , ∗—means a Hodge’s star and d is an exterior
derivative on M , u means a volume form on M (n1-form). Sometimes we define
δ = ∗d∗. One can write ∆ in a more convenient form:
∆f = div(grad(f)) = − 1√|h0|(h0a˜b˜√|h0|f,b˜),a˜, (5.54a)
where h0 = det(h0
a˜b˜
).
It is easy to see that ak = 0 corresponds to a constant function (a manifold M is
compact).
Functions ηk form a basis in a different Hilbert space of L
2-type i.e. ηk ∈ L2(M, dm).
Moreover L2(M, dm) and L2(M, dm,
√|g˜|) are unitary equivalent since measures dµ1 =
dm and dµ2 =
√|g˜| dm are such that µ2 ≪ µ1 and µ1 ≪ µ2. The isomorphism
U : L2(M, dm,
√
|g˜|)→ L2(M, dm),
f2 = U(f1) = |g˜|1/4f1
establishes this equivalence.
The truncation procedure can be obtained in a different way taking
ρ(x, y) = ρ0(x)ρ1(y), x ∈ E, y ∈M.
In this way after averaging over the manifold M we get basically the same shape of
the lagrangian with exactly the same factors depending on the scalar field ρ0(x).
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It is worth to notice that the formulae (5.21)–(5.23) do not change under the general
conformal transformation—the redefinition of the tensor gµν . This is a general property
of these formulae i.e.
gµν → C · gµν , (5.55)
where C = C(x) is the conformal factor.
R(W ) is invariant with respect to the right action of the group H on P . Thus an
integration over the group H is trivial. Let us consider the following two AdH-type
2-forms with values in the Lie algebra of H, (h).
L =
1
2
LdMBθ
M ∧ θBXd (5.56)
and
Q =
1
2
QdMBθ
M ∧ θBXd. (5.57)
One gets
L = Ω − 1
2
Q, (5.58)
where Ω is the curvature of the connection ω on P (over E×G/G0) and QdMB is torsion
in additional gauge dimensions. This generalizes our considerations in Nonabelian
Kaluza-Klein Theory to higher dimensional space-time.
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S6. Dimensional Reduction Procedure
Let us consider equation (5.21), (5.23) and (5.24) modulo equation (4.37), (4.38)
and (4.39). One finds:
ℓijgµβg
γµL˜iγα + ℓjigαµg
µγL˜iβγ = 2ℓjigαµg
µγH˜iβγ, (6.1)
where ℓij = ℓcdα
c
iα
d
j is a right-invariant nonsymmetric metric on the group G and
Lcµν = α
c
iL˜
i
µν , (6.2)
L˜iµν plays the role of the second tensor of strength (an induction tensor) for the Yang–
Mills’ field with the gauge group G. H˜iµν is of course the first tensor of strength of this
field. The polarization tensor is defined as usual (see [18], [19], [23], [24], [26], [27]).
L˜iµν = H˜
i
µν − 4πM˜ iµν . (6.3)
We introduce two AdG-type 2-forms with values in the Lie algebra g (of G)
L˜ =
1
2
L˜iµνθ
µ ∧ θνYi,
M˜ =
1
2
M˜ iµνθ
ν ∧ θνYi
and one easily writes
L˜ = Ω˜E − 4πM˜ = Ω˜E − 1
2
Q,
where Q˜ = 12Q˜
i
µνθ
µ ∧ θνYi.
In this way we get a geometrical interpretation of a Yang–Mills’ induction tensor
in terms of the curvature and torsion in additional dimensions (see Ref. [18]).
From (5.24) and (4.38) one gets:
ℓdcgµβg
γµLdγa˜ + ℓcdga˜m˜g
m˜c˜Ldβc˜ = 2ℓcdga˜m˜g
m˜c˜
gauge
∇ β(Φdc˜). (6.4)
From (5.22) and (4.39) one gets:
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜ + ℓcdga˜m˜g
m˜c˜Ldb˜c˜ = 2ℓcdga˜m˜g
m˜c˜(CdabΦ
a
b˜
Φb
b˜
− µd
iˆ
f iˆ
b˜c˜
− Φd
d˜
f d˜
b˜c˜
), (6.5)
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One can rewrite the formula (6.5) in the following shape
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜(1) + ℓcdga˜m˜g
m˜c˜Ldb˜c˜(1) = 2ℓcdga˜m˜g
m˜c˜CdabΦ
a
b˜Φ
b
c˜, (6.5a)
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜(2) + ℓcdga˜m˜g
m˜c˜Ldb˜c˜(2) = 2ℓcdga˜m˜g
m˜c˜µd
iˆ
f iˆ b˜c˜, (6.5b)
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜(3) + ℓcdga˜m˜g
m˜c˜Ldb˜c˜(3) = 2ℓcdga˜m˜g
m˜c˜f d˜b˜c˜Φ
d
d˜ (6.5c)
and
Lda˜b˜ = L
d
a˜b˜(1)− Lda˜b˜(2)− Lda˜b˜(3). (6.5∗)
Moreover we can write L(i), i = 1, 2, 3 in the following forms
Lda˜b˜(1) = C
d
beΨ
b
a˜Ψ
e
b˜, (6.5a∗)
Lda˜b˜(2) = µ
d
iˆ
·miˆ b˜c˜, (6.5b∗)
Lda˜b˜(3) = r
d˜
a˜b˜Φ
d
d˜, (6.5c∗)
where Ψ ba˜(x) is a multiple of scalar fields transforming with respect to groups G and
H as Φba˜(x), m
iˆ
b˜c˜ are left-invariant skewsymmetric 2-forms on M with values in the
Lie algebra g0, r
d˜
a˜b˜ is a left-invariant tensor field on M . One gets
ℓdcgm˜b˜g
c˜m˜Ψ bc˜Ψ
e
a˜ + ℓcdga˜m˜g
m˜c˜Ψ bb˜Ψ
e
c˜ = 2ℓcdga˜m˜g
m˜c˜Φbb˜Φ
e
c˜, (6.5a∗∗)
ℓdcgm˜b˜g
c˜m˜miˆ c˜a˜ + ℓcdga˜m˜g
m˜c˜miˆ b˜c˜ = 2ℓcdga˜m˜g
m˜c˜f iˆb˜c˜, (6.5b∗∗)
ℓdcgm˜b˜g
c˜m˜rd˜c˜a˜ + ℓcdga˜m˜g
m˜c˜rd˜b˜c˜ = 2ℓcdga˜m˜g
m˜c˜f d˜a˜b˜ (6.5c∗∗)
and
Lda˜b˜ = C
d
beΨ
b
a˜Ψ
e
b˜ − µdiˆ ·miˆ a˜b˜ + rd˜a˜b˜Φdd˜. (6.5∗∗∗)
It seems that sometimes the last formula will be easier to apply in order to find an
explicit form of the Higgs’ potential.
Now we have the following formula for B(W ):
B(W ) =
√
−g|g˜||ℓ|
{
rn1ρnR(W ) +
ρn−2
λ2
rn1R˜(Γ˜ ) +
+ rn1−2ρnR̂(Γ̂ )− rn1ρn+2λ
2
4
ℓ˜ij(2H˜
iH˜j − L˜iµνH˜jµν)+
+
λ2ρn+2rn1−2
2
ℓabg
b˜n˜Laµb˜
gauge
∇ µΦbn˜+
− λ
2ρn+2rn1−4
4
ℓab[2g
[a˜b˜](CacdΦ
c
a˜Φ
d
b˜ − µaiˆf iˆa˜b˜ − Φad˜f d˜a˜b˜)×
× g[n˜m˜](CbefΦen˜Φf m˜ − µbiˆf
jˆ
n˜m˜ − Φbe˜f e˜n˜m˜)+ (6.6)
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− ga˜m˜gb˜n˜Laa˜b˜ · (CbcdΦcm˜Φdn˜ − µbiˆf iˆm˜n˜ − Φbe˜f e˜m˜n˜)]+
− λ
2ρn+2rn1−2
2
habα
a
iH˜
ig[a˜b˜](CbcdΦ
c
a˜Φ
d
b˜ − µbiˆf iˆa˜b˜ − Φbd˜f d˜a˜b˜)+
− rn1ρn−2(Mg˜(γµ)ρ,γρ,µ + n2g[µν]gδµg˜(δγ)ρ,νρ,γ)
}
. (6.6 cont.)
Where
L˜iµν = gαµgβνL˜iαβ (6.7)
and L˜iαβ obeys (6.1).
One can define the following two AdH -type 2-forms with value in the Lie algebra
of H, (h)
∨
L =
1
2
Lda˜b˜θ
a˜ ∧ θb˜Xd,
∨
Q =
1
2
Qda˜b˜θ
a˜ ∧ θb˜Xd,
in such a way that
∨
L =
∨
Ω−1
2
∨
Q,
where
∨
Ω =
1
2
Hda˜b˜θ
a˜ ∧ θb˜Xd. These forms are defined on P (over G/G0). In this way
we get similar formulae for the Higgs’ field and for Yang–Mills’ field.
Let us define the following quantity Mda˜b˜ such that
Lda˜b˜ = H
d
a˜b˜ − 4πMda˜b˜. (6.8)
This quantity is an analogue of the polarization tensor for the Higgs’ field.
In this way we have
∨
Q = 8π
∨
M = 4πM
d
a˜b˜θ
a˜ ∧ θb˜Xd. (6.8a)
The form
∨
M is an AdH-type 2-form.
H˜i = g[αβ]H˜iαβ , (6.9)
Laαβ obeys (6.5) and scalar field Φ
a
b˜ satisfies the following constraints:
Φcb˜f
b˜
iˆa˜
= µa
iˆ
Φba˜C
c
ab. (6.10)
Let us define the integral of action for B(W )
S = − 1
V1V2rn1
∫
U
((B(W ) dnx)dn1x)d4x, (6.11)
where U = V ×M ×H, V ⊂ E.
V1 =
∫
H
√
−ℓ dnx, (6.12)
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where dnx = dµH(h) is a biinvariant measure on a group H and
V2 =
∫
M
√
|g˜| dn1x, (6.13)
dn1x = dm(y) is a measure onM which is quasi-invariant with respect to the action ofG
on M and d4x means integration over space-time coordinates. After some calculations
one gets:
S = −
∫
V
√−gB(W, g, A˜, ρ, Φ) d4x, V ⊂ E, (6.14)
where
B(W, g, A˜, ρ, Φ) = ρn ·R(W ) + λ
2
4
[
8πρn+2LYM(A˜) + ρn+2 2
r2
Lkin(
gauge
∇ Φ)+
+ ρn+2
1
r4
V (Φ)− ρn+2 4
r2
Lint(Φ, A˜) + ρn−2Lscal(ρ)
]
+ λc, (6.15)
R(W ) is the Moffat–Ricci curvature scalar on the space-time E and plays the role of
the gravitational lagrangian
LYM(A˜) = − 1
8π
ℓij(2H˜
iH˜j − L˜iµνH˜jµν) (6.16)
is the lagrangian for the Yang–Mills’ field with the gauge groupG in the Nonsymmetric-
Nonabelian Kaluza–Klein Theory (see Appendix A for further details). H˜i is defined
in (6.9) and L˜iµν by (6.1).
Lkin(
gauge
∇ Φ) = 1
V2
∫
M
√
|g˜|dn1x(ℓabgb˜n˜Laµb˜
gauge
∇ µΦbn˜) =
= ℓabg
αµ 1
V2
∫
M
√
|g˜|dn1x(gb˜n˜Laαb˜
gauge
∇ µΦbn˜) (6.17)
is the kinetic part of the lagrangian for the scalar field Φbn˜. It is easy to see that
Lkin is a quadratic form with respect to
gauge
∇ Φ (gauge derivative with respect to the
connection ω˜E) and is invariant with respect to the action of the groups H and G.
V (Φ) =
ℓab
V2
∫
M
√
|g˜|dn1x[2g[m˜n˜](CacdΦcm˜Φdn˜ − µaiˆ f
iˆ
m˜n˜ − Φae˜f e˜m˜n˜)g[a˜b˜]·
· (CbefΦea˜Φf b˜ − µbjˆf jˆ a˜b˜ − Φba˜f d˜a˜b˜)+
− ga˜m˜gb˜n˜Laa˜b˜(CbcdΦcm˜Φdn˜ − µbiˆf
iˆ
m˜n˜ − Φbe˜f e˜m˜n˜)] (6.18)
is the self-interacting term for the field Φ. It is invariant with respect to the action
of the groups H and G. This term is a polynomial of 4th order in Φ’s (a Higgs’ field
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potential term).
Lint(Φ, A˜) = habµai H˜ig[a˜b˜] · (CbcdΦca˜Φdb˜ − µbiˆf iˆa˜b˜ − Φbd˜f d˜a˜b˜) (6.19)
is the term describing nonminimal coupling between the scalar field Φ and the Yang–
Mills’ field where
g[a˜b˜] =
1
V2
∫
M
√
|g˜|dn1xg[a˜b˜], (6.20)
λc =
ρn
λ2
R˜(Γ˜ ) +
ρn
r2V2
∫
M
√
|g˜|R̂(Γ̂ ) dn1x = ρ
n
λ2
R˜(Γ˜ ) +
ρn
r2
P˜ . (6.21)
This term is also invariant with respect to the action of groups H and G. One can
write (6.17) and (6.18) in a different form.
Lkin(
gauge
∇ Φ) = ℓab(gβνLaµb˜
gauge
∇ µΦbn˜)av
= ℓabg
αµ(gb˜n˜Laαb˜
gauge
∇ µΦbn˜)av, (6.22)
V (Φ) = 2ℓab([g
([m˜n˜][a˜b˜])(CacdΦ
c
m˜Φ
d
n˜ − µaiˆf iˆm˜n˜ − Φae˜f e˜m˜n˜)×
× (CbefΦea˜Φf b˜ − µbjˆf
jˆ
a˜b˜ − Φbd˜f d˜a˜b˜)+
+ ga˜m˜b˜n˜Laa˜b˜(C
b
cdΦ
c
m˜Φ
d
n˜ − µbiˆf iˆm˜n˜ − Φbe˜f e˜m˜n˜)])av, (6.23)
where
(. . . )av =
1
V2
∫
M
√
|g˜| dxn1(. . . ),
ga˜m˜b˜n˜ = ga˜m˜gb˜n˜, (6.24)
g([m˜n˜][a˜b˜]) = g[m˜n˜] · g[a˜b˜]
(see Appendix A for further details). The connection Γ̂ a˜b˜c˜ on M satisfies the following
compatibility conditions:
gd˜b˜Γ̂
d˜
a˜c˜ + ga˜d˜Γ̂
d˜
c˜b˜ = ga˜d˜κ
d˜
b˜c˜ + ga˜b˜,c˜, (6.25)
where κd˜b˜c˜ are nonholonomicity coefficients, “,” means the action of a vector field
defined on M and induced by a left invariant vector field on G. For ga˜b˜,c˜ one easily
finds
ga˜b˜,c˜(x) = ζk
0
a˜b˜,c˜ + h
0
a˜b˜,c˜. (6.26)
For Lscal(ρ) we have the following:
Lscal(ρ) = (Mg˜(γµ)ρ,γρ,µ + n2g[µν]gδµg˜(δγ)ρ,νρ,γ), (6.27)
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where
M = (ℓ[dc]ℓ
[dc] − 3n(n− 1)) ≥ 0. (6.27a)
According to section 3 B(W, A˜, Φ, Ψ) is invariant with respect to the right action of
the group G on the bundle Q(E,G). Thus we do not see any additional dimensions.
They can be easily dropped due to the integration over the group G.
Let us consider M = S2 ∼= SO(3)/SO(2) (see sec. 4 and in particular Eq. (4.23)).
One gets for h0 = h0a˜b˜V˜
a˜ ⊗ V˜ b˜
h0a˜b˜ =
(
1 0
0 1
)
, (6.28)
where
V˜ 1 = dθ, V˜ 2 = sin θ dϕ (6.29)
and
dV˜ 1 = 0, dV˜ 2 = cot θV˜ 1 ∧ V˜ 2. (6.30)
On S2 = SO(3)/SO(2) we introduce a coordinate system in a known way, i.e.
(θ, ϕ) = ϕ˜(g exp(θe1 + ϕe2)), g ∈ SO(3), SO(3) →˜
ϕ
S2 (∗)
and getting it in a neighbourhood of ( θ0, ϕ0 ). In particular for (0, 0). In this way we
have a local trivialization of the bundle G, (θ, ϕ, ψ). Moreover we have a local section
of G, σ: in a neighbourhood of ϕ˜(g) due to (∗). The forms V˜1, V˜2 are pullbacks of V1,
V2.
V˜i = σ
∗Vi, i = 1, 2.
They are dual to left-invariant vector fields e˜1, e˜2 onM , e˜i(θ, ϕ) = L
′
g−1ei(0, 0), i = 1, 2.
We have (
e˜1(θ, ϕ)
e˜2(θ, ϕ)
)
=

∂
∂θ
1
sin θ
∂
∂ϕ
 and [e˜1, e˜2] = − cot θe˜2.
Thus we have
ga˜b˜ =
(
1 ζ cos θ
−ζ cos θ 1
)
. (6.31)
Substituting Eqs. (6.30–31) into (6.25) one finds
Γ̂
1
11 = Γ̂
2
22 = 0 (6.32)
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and
Γ̂
1
22 + Γ̂
2
11 − ζ cos θΓ̂
2
21 = ζ cos θ,
Γ̂
2
11 + Γ̂
1
21 + ζ cos θΓ̂
2
21 = −3ζ sin θ,
Γ̂
1
12 + Γ̂
1
21 − ζ cos θΓ̂
2
12 + ζ cos θΓ̂
2
21 = 2ζ sin θ, (6.33)
Γ̂
2
12 + Γ̂
1
22 + ζ cos θΓ̂
1
12 = 0,
Γ̂
1
22 + Γ̂
2
21 + ζ cos θΓ̂
2
21 = 2 cot θ,
Γ̂
2
21 + Γ̂
2
12 + ζ cos θΓ̂
1
21 − ζ cos θΓ̂
1
12 = −2 cot θ.
The existence of the connection Γ̂ (a nonsymmetric) is guaranteed by the theorem
from the second position of Ref. [3]. In order to apply it let us transform h0 and g to
holonomic system of coordinates.
One gets
ga˜′b˜′ =
(
1 ζ sin θ cos θ
−ζ sin θ cos θ sin2 θ
)
, (6.34a)
h0a˜′b˜′ =
(
1 0
0 sin2 θ
)
, (6.34b)
g = det(ga˜′b˜′) = sin
2 θ(1 + ζ2 cos2 θ) 6= 0, (6.35a)
h0 = det(h0a˜′b˜′) = 4 sin
2 θ 6= 0, (6.35b)
σ =
(2g[12])
2
g
=
4 cos2 θ
(1 + ζ2 cos2 θ)
, (6.35c)
W =
(
∂σ
∂θ
,
∂σ
∂ϕ
)
= (σ,θ, 0) 6= 0, (6.35d)
Thus all the conditions are satisfied except θ = 0, π, 0 ≤ ϕ ≤ 2π and because of this
the nonsymmetric connection ω̂ exist (except singular line θ = 0, π, 0 ≤ ϕ ≤ 2π, where
it is symmetric i.e. Riemannian one). The system of linear equations (6.33) can be
solved because its matrix is invertible. The determinant of this matrix is equal to
2(2ζ2 cos2 θ − ζ3 cos3 θ + ζ cos θ − 1)
and nonzero.
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Let us write the remaining connection coefficients. One gets
Γ̂
1
22 =
(3ζ2 cos2 θ − 10ζ4 cos4 θ − 6ζ4 cos3 θ sin θ − 4ζ3 cos4 θsin θ − 3ζ2 cos θ sin θ − 2 cot θ)
2(ζ3 cos3 θ − 2ζ cos2 θ − ζ cos θ + 1) ,
Γ̂
2
11 =
5ζ sin θ(ζ2 cos2 θ − 2ζ2 cos θ sin θ + 1)
2(2ζ2 cos2 θ − ξ3 cos θ + ζ cos θ − 1) ,
Γ̂
2
21 =
2ζ cos θ(ζ2 cos θ sin θ + 2 cat θ − ζ cos θ − 2ζ sin θ)
(2ζ2 cos2 θ − ζ3 cos3 θ + ζ cos θ − 1) ,
Γ̂
1
21 =
(2ζ3 cos3 θ+4ζ cos θ cot θ+2ζ3 cos2 θ sin θ+3ζ sin θ−2ζ2 cos θ sin θ−ζ cos θ−4ζ2 cos θ cot θ)
2(ζ3 cos3 θ−2ζ cos2 θ−ζ cos θ+1) ,
Γ̂
1
12 =
(4ζ3 cos θ sin θ − 5ζ sin θ + ζ2 cos2 θ + 3ζ2 cos θ sin θ + 2ζ cos θ cot θ − ζ cos θ − 2 cot θ)
(2ζ2 cos2 θ − ζ3 cos3 θ − ζ cos θ + 1) ,
Γ̂
2
12=
(7ζ4 cos3 θ sin θ+12ζ2 cos2 θ cot θ−5ζ2 cos θ sin θ−4 cot θ+ζ4 cos4 θ−4ζ4 cos4 θ cot θ−ζ2 cos2 θ
2(2ζ2 cos2 θ−ζ3 cos3 θ+ζ cos θ−1) ,
(6.36)
Eqs. (6.32–3) and (6.36) give us an example of Einstein–Kaufmann connection on a
homogeneous space −S2 ∼= SO(3)/SO(2). Let us calculate the Moffat–Ricci scalar of
the curvature for the connection Γ̂
a˜
b˜c˜, (ω̂
a˜
b˜). In order to do this let us find g
a˜b˜. One
finds
ga˜b˜ =
1
(1 + ζ2 cos2 θ)
(
1 −ζ cos θ
ζ cos θ 1
)
. (6.37)
Moreover it is easier to calculate the scalar of curvature using results from the second
position of Ref. [4]. In this paper one has found the general solution of compatibility
conditions for Einstein–Kaufmann connection in 2-dimensional case. In particular
ω̂
n˜
b˜ = ω˜
n˜
b˜ +
1
g
hn˜a˜∇˜a˜k0b˜m˜V m˜ −
2
g
[(∇˜αk0(b˜n˜)k0m˜)a˜]V m˜, (6.38)
where ω˜n˜b˜ is the Riemannian connection for h
0
n˜b˜ = g(n˜b˜).
g =
det(ga˜b˜)
det(hoa˜b˜)
is a scalar, and ∇˜ means a covariant derivative with respect to ω˜a˜b˜.
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One gets
R̂(Γ̂ ) = gb˜m˜R˜b˜m˜(Γ˜ ) +
1
4
ζgb˜m˜
(
∇˜b˜
(
1
g
∇a˜k0a˜m˜
)
− ∇˜m˜
(
1
g
∇˜a˜k0a˜b˜
))
+
− ζ2gb˜m˜
(
∇˜q˜
(
1
g
(∇˜k0
(b˜
q˜)k0m˜)
)
− ∇˜(m˜
(
1
g
(∇˜a˜k0 b˜)q˜)k0q˜ a˜
))
, (6.39)
where R˜b˜m˜(Γ˜ ) is the Ricci tensor for the Riemannian connection Γ˜ (ω˜
a˜
b˜). One gets
after some algebra
R̂(Γ̂ ) = R(θ, ζ) =
2
(1 + ζ2 cos2 θ)
+
ζ2 cos2 θ(1 + 9ζ2 − 8ζ4 + ζ2(16ζ2 − 1) cos2 θ)
2(1 + ζ2 cos2 θ)3
+
− 4ζ
2 sin θ(1− 4 cos θ − 4ζ2 cos3 θ)
2(1 + ζ2 cos2 θ)3
. (6.39a)
In a general case i.e. for dimM ≥ 3 we should transform Eq. (6.25) to the holonomic
system of coordinates and to use recurrence relations for the connection in order to
find it (see Ref. [3] for more details).
In this case we can find a general solution (Ref. [3]).
ωn˜z˜ = ω˜
n˜
z˜ + u
n˜
z˜ (6.40)
(see Appendix A for further details), where ω˜n˜z˜ is a Riemannian connection for h
0
a˜b˜
and
un˜z˜ = u
n˜
z˜m˜θ
m˜, (6.41)
un˜z˜m˜ =
1
2
(Ln˜z˜m˜ − 2ζ2k0[m˜a˜Lz˜]a˜b˜k0n˜b˜) + ζh0n˜e˜{La˜e˜(z˜k0m˜)a˜+
+ζk0c˜
b˜(k0(m˜
c˜Lz˜)a˜b˜k
0
e˜
a˜ − Le˜a˜b˜k0(z˜k0m˜)c˜)}, (6.42)
for La˜b˜c˜ one has
La˜b˜c˜ = −ζ(∇˜a˜k0b˜c˜ + ∇˜b˜k0a˜b˜ − ∇˜ck0a˜b˜), (6.43)
∇˜ means a covariant derivative with respect to the connection ω˜a˜b˜.
For a scalar of curvature one gets:
R̂(Γ̂ ) = gb˜d˜R˜b˜d˜ + g
b˜d˜(∇˜a˜ua˜b˜d˜ − ∇˜a˜ua˜b˜a˜) +
1
2
gb˜d˜(∇˜b˜ua˜a˜d˜ − ∇˜a˜ua˜a˜b˜). (6.44)
Let us notice that if k0 is induced by the Ka¨hlerian structure onM = G/G0 (see sec. 4)
we have
La˜b˜c˜ = 0 (6.45)
and
ω̂
n˜
z˜ = ω˜
n˜
z˜ . (6.46)
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In this case one simply gets
R̂(Γ̂ ) = gb˜d˜R˜b˜d˜(ω). (6.47)
Moreover the Riemannian Ricci tensor can be easily calculated in terms of structure
constants of G and G0. One gets
R˜b˜c˜(ω) = −
1
4
hb˜c˜ −
3
4
h
eˆfˆ
f e˜a˜c˜f
f˜
b˜a˜. (6.48)
Thus we have finally from (6.47)
R̂(Γ̂ ) = −1
4
gb˜c˜hb˜c˜ −
3
4
h
eˆfˆ
gb˜c˜f eˆaˆc˜f
fˆ
b˜a˜, (6.49)
i.e. in the case of ω̂
n˜
z˜ = ω˜
n˜
z˜. In general one gets Eq. (6.44) where the first term is
given by Eq. (6.49).
Let us reconsider S2 in a different context i.e introducing on S2 Riemannian and
symplectic structures coming from C via stereographic projection.
One gets
ξ =
x
1 + |z|2 , η =
y
1 + |z|2 , χ =
|z|2
1 + |z|2 , (6.50)
where (ξ, η, χ) ∈ S2 and z = x+ iy ∈ C and
x =
ξ
1− χ, y =
η
1− χ. (6.50a)
Using spherical coordinates on S2 one easily obtains
z = x+ iy = ctg
θ
2
e−iϕ, (6.51)
where −π
2
< θ <
π
2
, 0 ≤ ϕ < 2π and
ξ = sin θ cosϕ,
η = sin θ sinϕ, (6.51a)
χ = cos θ.
On the complex plane C we have a Ka¨hlerian structure induced by a Hermitian metric
tensor
p = dz dz = (dx2 + dy2). (6.52)
The symplectic form is given by
k =
1
2i
dz ∧ dz = dx ∧ dy. (6.53)
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After some calculation one gets using Eq. (6.51)
p =
1
4 sin4
θ
2
(dθ2 + sin2 θ dϕ2) (6.52a)
and
k =
1
4 sin4
θ
2
(
−1
2
sin θ dθ ∧ dϕ2
)
. (6.53a)
The tensor
ds2 = dθ2 + sin2 θ dϕ2 (6.54)
is a Riemannian metric tensor on S2 induced by the euclidean metric in E3. It is
conformally equivalent to the flat geometry on C (locally). The symplectic form
−1
2
sin θ dθ ∧ dϕ (6.55)
corresponds to the symplectic form on C with the same conformal factor (4 sin4 θ
2
)−1.
The metric ds2 = dθ2 + sin2 θ dϕ2 and the 2-form k0 = sin θ dθ ∧ dϕ from Riemannian
and symplectic structure on S2 (really Ka¨hlerian). Thus we have on S2a nonsymmetric
tensor
ga˜b˜ = h
0
a˜b˜
+ ζk0a˜b˜, (6.56)
such that
∇˜a˜k0 b˜c˜ = 0, (6.57)
∇˜ means covariant derivative with respect to Riemannian metric induced by (6.54) on
S2
ga˜b˜ =
(
1 ζ sin θ
−ζ sin θ sin2 θ
)
, (6.58)
ga˜b˜ =
1
(1 + ζ2) sin2 θ
(
sin2 θ −ζ sin θ
ζ sin θ 1
)
. (6.59)
One gets
R̂(Γ̂ ) = ga˜
ˆ˜
bR˜(˜̂ω) = 4
(1 + ζ2)
. (6.60)
The form k0 introduced here can be lifted to SO(3) to get a left-invariant 2-form on
SO(3).
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7. Conformal Transformation of gµν.
Transformation of the Scalar Field ρ
In section 6 we obtained the lagrangian density B(W, g, A˜, ρ, Φ) such that:
B(W, g, A˜, ρ, Φ) =
√−g =
{
ρn ·R(W ) + λ
2
4
[
8πρn+2LYM(A˜) +
+ ρn+2
2
r2
Lkin(
gauge
∇ Φ) − ρn+2 1
r4
V (Φ) − ρn+2 4
r2
Lint(Φ, A˜)
]
+
− λ
2
4
ρn−2Lscal(ρ) + 4
λ2ρ2−n
R˜(Γ˜ ) + ρn
1
r2
P˜
}
, (7.1)
where LYM, Lkin, V , Lint, Lscal and P˜ are defined in section 6 by formulae (6.16),
(6.17), (6.18), (6.19) and (6.21). This lagrangian density is a generalization of the
lagrangian from Bergmann’s paper (see Ref. [50]). P. G. Bergmann considers the la-
grangian for the tensor-scalar theory of gravitation including Jordan–Thiry theory and
Brans–Dicke theory. Our lagrangian is more general for two reasons. We have non-
symmetric metric tensor gµν as a metric (R(W ) is the lagrangian of gravitational field
from the Nonsymmetric Theory of Gravitation). The lagrangian (7.1) possesses also
apart from lagrangian for gauge field (in the Bergmann’s paper it is an electromagnetic
field) lagrangian for Higgs’ field coupled to Yang–Mills’ field. We also get two terms
which play the role of the cosmological terms. In the Bergmann’s paper there are four
arbitrary functions of scalar field ρ, f1, f2, f3, f4. Here we have more such functions:
f1(ρ) = ρ
n, f2(ρ) = 8πρ
n+2,
f2′(ρ) = − 2
r2
ρn+2, f2′′(ρ) =
1
r4
ρn+2,
f2′′′(ρ) =
4
r2
ρn+2, f3(ρ) = ρ
n+2,
f4′(ρ) =
4
λ2ρ2−n
, f4′′(ρ) =
1
r2
ρn−2.
(7.2)
63
Now we proceed with the conformal transformation for the metric gµν and the trans-
formation of the scalar field ρ. This is only the redefinition of gµν and ρ.
ρ = e−Ψ , (7.3)
gµν → enΨ · gµν = 1
ρn
gµν . (7.4)
This procedure comes of course from Ref. [50]. The only difference is that gµν is now
nonsymmetric. After transformations (7.3) and (7.4) we get the following:
B(W, g, A˜, Ψ, Φ) =
√−g
{
R(W ) +
λ2
4
(
8πe−(n+2)ΨLYM(A˜) + 2e
−2Ψ
r2
Lkin(
gauge
∇ Φ)+
−e
(n−2)Ψ
r4
V (Φ)− 4e
(n−2)Ψ
r2
Lint(Φ, A˜)
)
−λ
2
4
Lscal(Ψ)+ 1
λ2
e(n+2)Ψ R˜(Γ˜ )+
enΨ
r2
P˜
}
, (7.5)
where
Lscal(Ψ) = (Mg˜(γν) + n2g[µν]gδµg˜(δγ))Ψ,νΨ,γ , (7.6)
M = (ℓ[dc]ℓ[dc] − 3n(n− 1)).
It is easy to see that the scalar field Ψ is chargeless (it has no colour charges). However,
it couples the gauge (Yang–Mills’) field and the Higgs’ field due to the terms:
8πe−(n+2)ΨLYM(A˜), (7.7a)
+
2e−2Ψ
r2
Lkin(
gauge
∇ Φ), (7.7b)
−e
(n−2)Ψ
r4
V (Φ), (7.7c)
−4e
(n−2)Ψ
r2
Lint(Φ, A˜), (7.7d)
It also couples the cosmological terms:
4
λ2
e(n+2)Ψ R˜(Γ˜ ), (7.8a)
enΨ
r2
P˜ . (7.8b)
These six terms (7.7a–d) and (7.8a–b) suggest that the scalar field is massive. This
is different than in Brans–Dicke theory, where the scalar field couples the trace of the
energy-momentum tensor for matter. Our results from this section generalize results
from Refs. [23], [24].
We can consider a more general case for the lagrangian in the theory i.e.
(R(W ) + β)
√
|κ|. (7.9)
64
In this case we get an additional cosmological term βρn or in terms of the field Ψ and
after a redefinition of the nonsymmetric metric gµν(
β
∫
dm(y)
√
|g˜|
)
enΨ . (7.10)
This term can be added to remaining cosmological terms in the theory. Moreover we do
not consider this term anymore because it is not in the real spirit of the Kaluza–Klein
(Jordan–Thiry) Theory.
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8. Symmetry Breaking. Higgs’ Mechanism.
Mass Generation. Cosmological Constant
Before passing to symmetry breaking in our theory we do some cosmetic manipu-
lations, connecting constants. The connection ω on the fibre bundle P has no correct
physical dimensions. It is necessary to pass in all formulae from ω to αS
1√
~c
ω
ω → αS 1√
~c
ω, (8.1)
where ~ is the Planck’s constant, c is the velocity of light in the vacuum and αS is
dimensionless coupling constant for the Yang–Mills’ field if this field couples matter.
For example in the electromagnetic case αS =
1√
137
. We use αg = α
2
S =
g2
~c
where g
is a coupling constant for a gauge field. The redefinition of ω is equivalent to a usual
treatment in a local section e : V ⊃ U → P , e∗ω = g
~c
A. Now our quantities have
correct physical dimensions.
Using (8.1) one easily writes the integral of action (6.11):
S = − 1
r2
∫
U
√−g d4x
[
R(W ) +
8πλ2α2s
4c~
·
(
e−(n+2)Ψ · LYM+
+
e−2Ψ
4πr2
Lkin − e
(n−2)Ψ
8πr2
V (Φ)− e
(n−2)Ψ
2πr2
Lint(Φ, A˜)−Lscal(Ψ)
)
+ λc
]
. (8.2)
Thus we get the integral of action for the matter described by the Yang–Mills’ field
and scalar field coupled to gravity. If we want to be in line with the ordinary coupling
between gravity and matter we should put:
8πλ2α2S
4c~
=
8πGN
c4
. (8.3)
One gets:
λ =
2
αS
ℓpl =
2√
αg
ℓpl, (8.4)
where ℓpl is the Planck’s length ℓpl =
√
GN~
c3
≃ 10−33 cm. In this case we have:
λc =
(
e(n+2)Ψα2S
ℓ2pl
R˜(Γ˜ ) +
enΨ
r2
P˜
)
. (8.5)
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For V (Φ) one gets:
V (Φ) = 2ℓab
(
g([m˜n˜],[a˜b˜]) ×
(
αS
1.√
~c
CacdΦ
c
m˜Φ
d
n˜ − 1
αS
√
.~cµ
a
iˆ
f iˆm˜n˜ − Φae˜f e˜m˜n˜
)
×
×
(
αS
1.√
~c
CbefΦ
e
a˜Φ
f
b˜ −
1
αS
√
.~cµ
b
jˆ
f jˆ a˜b˜ − Φbd˜f d˜a˜b˜
))
av
+
− ℓab
V2
∫
M
√
|g˜| dn1x
[
ga˜n˜gb˜m˜Laa˜b˜·
×
(
αS
1.√
~c
CbcdΦ
c
m˜Φ
d
n˜ − 1
αS
√
.~cµ
b
iˆ
fhatim˜n˜ − Φbe˜f e˜m˜n˜
)]
, (8.6)
where
g([m˜n˜],[a˜b˜]) = g[m˜n˜]g[a˜b˜] (8.7)
(see Appendix A for further details). Let us pass to spontaneous symmetry breaking
and the Higgs’ mechanism in our theory. In order to do this we look for the critical
points (the minima) of the potential V (Φ). The scalar factor before V (Φ) is positive and
has no influence on these considerations. However, our field Φ satisfies the constraints
Φcb˜f
b˜
iˆa˜
− µa
iˆ
Φba˜C
c
ab = 0. (8.8)
Thus we must look for the critical points of
V ′ = V + ψiˆd˜c(Φcb˜f
b˜
iˆd˜
− µa
iˆ
Φbd˜C
c
ab), (8.9)
where ψiˆd˜c is a Lagrange multiplier. Let us calculate
δV ′
δΦ
. One finds
δV ′
δΦwv˜
= ℓab
({[
4g([m˜n˜],[a˜b˜])
(
αS
1√
~c
CacdΦ
c
m˜Φ
d
n˜ − 1
αS
√
~cµa
iˆ
f iˆm˜n˜ − Φac˜f c˜m˜n˜
)]
+
− gn˜a˜,m˜b˜ · Lan˜m˜ − gm˜n˜,r˜p˜ ·
(
δLam˜n˜
δHba˜b˜
)
×
×
(
αS
1√
~c
CdceΦ
c
r˜Φ
e
p˜ − 1
αS
√
~cµa
iˆ
f iˆr˜p˜ − Φdc˜f c˜r˜p˜
)
×
×
(
αS
1√
~c
CdceΦ
c
r˜δ
f
wδ
v˜
b˜ − δbwδd˜v˜f d˜a˜b˜
)})
av
+
+ ψiˆd˜c(δ
c
wf
v˜
iˆd˜
− µa
iˆ
Ccawδ
v˜
d˜), (8.10)
where
Hbαβ =
(
αS
1√
~c
CdcdΦ
c
a˜Φ
d
b˜
− 1
αS
√
~cµb
iˆ
f iˆa˜b˜ − Φbc˜f c˜a˜b˜
)
(8.11)
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and
δLam˜n˜
δHba˜b˜
satisfies the following equation:
ℓdcgm˜b˜g
c˜m˜ δL
d
e˜a˜
δHwp˜q˜
+ ℓcdga˜m˜g
m˜c˜ δL
d
b˜e˜
δHwp˜q˜
= 2ℓcdga˜m˜g
m˜c˜δdwδ
p˜
b˜δ
q˜
c˜ . (8.12)
It is easy to see that, if
Ham˜n˜ = 0, (8.13)
then
δV ′
δΦ
= 0, (8.14)
if (8.8) is satisfied. This was noticed in Refs. [73], [78] and it is known in the symmetric
theory. Ham˜n˜ is the part of the curvature of ω over the manifold M . Thus this means
that Φ0crt , satisfying (8.13), is a “pure gauge”. If potential V (Φ) is positively defined,
then we have the absolute minimum of V .
V (Φ0crt) = 0. (8.15)
But apart from this solution there are some others. Potential V (see (8.6)) is the
result of the subtraction of two positively defined terms. This means that there exist
some local minima of V and the shape of the potential is shown on Fig. 3. Values of
V at these local minima are not zero. If the potential is not positively defined, the
critical point Φ0crt is not a point of the minimum and the shape of the potential is as
on Fig. 4. In this case we have no minimum. All of these properties depend on values
of the constants ξ and ζ and on groups G, G0, H. The case with no minimum is
not interesting from the physical point of view. Radiative corrections may change the
situation as shown on Fig. 5 (see [81], [88]). Let us examine the situation described in
Fig. 3. At the point of local minimum we have:
V (Φ1crt) 6= 0 (8.16)
and
Ham˜n˜(Φ
1
crt) 6= 0. (8.17)
This means that Φ1crt is not a “pure gauge” and the gauge configuration connected
to Φ1crt is not trivial. This indicates that the local minimum is not a vacuum state. It
is a “false vacuum” in contradistinction to “true vacuum” for the absolute minimum
Φ0crt. It is possible that the “tunnel effect” from point A to B (see Fig. 3) results in a
second or first order phase transition (see [81–85]). Such a possibility was considered
by Weinberg and a second (local) minimum occurred due to radiative corrections. Here
we have this from the very beginning on the classical level.
Now we answer the question of what is symmetry breaking in our theory if we choose
one of the critical values of Φ0crt (We choose one of the degenerated vacuum states and
the spontaneous breaking of symmetry takes place). In Ref. [73] it was shown that if
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Fig. 3. Two shapes of the potential V (Φ) in the case that there exist two minima,
absolute and local (the “true” and “false” vacua)
V
Φ
.
.
Fig. 4. The shape of potential V (Φ) in the case without minima
Ham˜n˜ = 0 and (8.8) is satisfied then the symmetry is reduced to G0. In the case of the
second minimum (local minimum—false vacuum), the unbroken symmetry will be in
general different. Let us called it G′0 and its Lie algebra g
′
0. This will be the symmetry
which preserves Φ1crt and the constraint (8.8) imposed on Φ
1
crt. It is easy to see that
the Lie algebra of this unbroken group preserves Eq. (8.10) and constraint (8.8) under
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Ad-action. Thus it is necessary to find all symmetries of these equations. The other
possibility is to find symmetries of the hypersurface, defined by V (Φ) = const. and
the constraints (8.8). This strongly depends on the details concerning ξ, ζ, G, G0,
H in contradistinction to the absolute minimum Φ0crt—true vacuum. Maybe it would
be possible to find a similar geometrical interpretation as in the case of Φ0crt. But in
general this group will be completely different.
V
Φ
.
.
Fig. 5. The possible influence of radiative corrections
on the shape of the potential V (Φ) in the case without minima
For the symmetry group of V is larger than G (it isH) we expect some scalars which
remains massless after the symmetry breaking in both cases (i.e. k = 0, k = 1, “true”
and “false” vacuum cases). They became massive only through radiative corrections.
They are often referred as the pseudo-Goldstone bosons.
Let us consider a problem of the Higgs’ multiplet Φca˜ on E. One can find a repre-
sentation space (N) of Φca˜ in the following way (see Ref. [80]). Let
AdG →
∑
i
⊕ni ⊕ AdG0 (8.18)
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be the decomposition of the adjoint representation of G, where ni are irreducible rep-
resentations of G0 and let us consider the branching rule of AdH
AdH →
∑
j
⊕(n′j ⊗mj), (8.19)
where n′j are irreducible representations of G0 and mj are irreducible representations
of G. The latest formula comes from the known fact that
G0 ⊗G ⊂ H. (8.20)
Thus for each pair (ni, n
′
j) where ni and n
′
j are identical irreducible representations of
G0 there is an mj multiplet of Higgs’ field on E. In this way we can decompose Φ into
a sum:
Φ =
∑
(n
i
,n′
j
)
⊕Φ(nin
′
j
)
m
j
, or N =
∑
(n
i
,n′
j
)
⊕mj .
Thus the multiplet of Higgs’ field is quite complicated in contradistinction to the usual
case where the Higgs’ field belongs to the adjoint representation of a chosen group.
Moreover in our case we have a smaller number of parameters in the theory. The theory
(it means a symmetry breaking) is established by a coupling constant αS , a radius r,
parameters coming from the nonsymmetricity of the theory ξ, ζ a homomorphism µ,
an embedding of G in H(αci ) and an embedding of G0 in G i.e. the manifold M .
In the classical approach we need much more parameters in order to get a desired
symmetry breaking pattern.
Let us notice that in the branching rule for AdH we have a term AdG0 ⊗ I and in
the decomposition for Ad G, the Ad G0. Thus the space N contains the representation
space for I.
Let us pass to the integral of action (8.2) in the two vacuum cases: Φ0crt and Φ
1
crt.
Let us expand the Higgs’ field Φa˜b in the neighbourhood of (Φ
k
crt)
a
b˜, k = 0, 1.
Φab˜ = (Φ
k
crt)
a
b˜ + (φ
k)ab˜ (8.21)
and apply this formula for e∗
gauge
∇µ Φba˜ and V (Φ). We get
e∗
gauge
∇µ Φba˜ = e∗
gauge
∇µ (φk)ba˜ + αS 1√
~c
((Φkcrt)
a
a˜C
b
acα
c
jA˜
j
µ + (Φ
k
crt)
a
b˜f
b˜
a˜jA˜
j
µ), (8.22)
V (Φ) = V (Φkcrt) + V˜
k(φk), k = 0, 1, (8.23)
where V (Φkcrt) is the value of V for the critical value of Φ and V˜
k is the polynomial of
fourth order in φk. If we put (8.19) to (6.4) and to (6.5) we can solve these equations
with respect to Lam˜n˜ and L
b
µα in a certain order of approximation (there are some
procedures in N.G.T. (see Refs. [79], [80] and sec. 17). Thus we can expand the kinetic
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term Lkin(
gauge
∇µ Φ) with respect to the decomposition (8.19) and we get a mass-matrix
for vector bosons A˜jµ which strongly depends on Φ
k
crt.
−e−2ΨNµνM2ij(Φkcrt)A˜iµA˜jν . (8.24)
Let us consider the expression
(Φkcrt)
m
n˜C
b
msα
s
i + (Φ
k
crt)
b
m˜f
m˜
n˜i (∗)
in order to find its interpretation. One easily notices that it equals to
([Ad′H(Yi) + Ad
′
G(Yi)] · [Φkcrt])bm˜
(AdH and AdG mean the adjoint representation of the group H and G respectively.)
Thus if k = 0 (∗) equals zero for Yi ∈ g0 and if k = 1 (∗) equals zero for Yi ∈ g′0.
The latest statements come from the invariancy of the vacuum state with respect to the
action of the group G0 for k = 0 (G
′
0 for k = 1). Generators of g0 (g
′
0) should annihilate
vacuum state. Thus the matrix elements M2ij(Φ
k
crt) are zero for i, j corresponding to
g0 (g
′
0).
From the invariancy of the potential V with respect to the action of the group G
one gets
∂2V
∂Φbn˜∂Φdd˜
∣∣∣∣
Φ=Φkcrt
(T bn˜
c
c˜)i[Φ
k
crt]
c˜
c = 0, (∗∗)
where
(T bn˜
c
c˜)i[Φ
k
crt]
c˜
c = [Φ
k
crt]
m
n˜C
b
msα
s
i + [Φ
k
crt]
b
m˜f
m˜
n˜i.
Matrix Nµν depends on the tensor gαβ and for gαβ = gβα we have N
µν = gµν . In the
zeroth order of approximation for gαβ we get:
−e−2ΨηµνM2ij(Φkcrt)A˜iµA˜jν , (8.24a)
where ηµν is the Minkowski tensor. Eigenvalues of M2ij (Φ
k
crt are the squares of the
masses of the gauge bosons. The secular equation det(M2−m2J) = 0 gives us a mass
spectrum of massive vector bosons.
Thus there is an orthogonal matrix (Aij) = A such that A
T = A−1 and
A−1M2(Φkcrt)A =
m
2
1(Φ
k
crt) . . . 0
...
. . .
...
0 . . . m2ℓk(Φcrt)
 , k = 0, 1. (8.25)
ℓ0 = n1, ℓ1 = dimG− dimG′0.
In this way we transform the broken vector fields into massive vector fields
B˜i
′
µ =
lk∑
j=1
Ai
′
jA˜
j
µ, (8.26)
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such that
ηµν
lk∑
j=1
m2j (Φ
k
crt)B˜
j
µB˜
j
ν = η
µνM2ij(Φ
k
crt)A˜
i
µA˜
j
ν (8.27)
(see Appendix A for further details). The matrix A depends of course, on the critical
point of the Higgs’ potential.
Moreover we should remember the formula (4.51) which is a constraint for Higgs
field. In this way we should differentiate with respect to independent components of Φ.
In all the formulae concerning Higgs field we suppose (removing spurious components)
that we have to do with independent components. Solving the equation (4.51) we get
independent components of Higgs field. Let the components be Φ̂a1 a˜1 and
Φaa˜ = Φ
a
a˜(Φ̂
a1
a˜1).
In this case we get
δV
δΦ̂a1 a˜1
=
δV
δΦaa˜1
δΦ̂a1 a˜1
δΦ̂a1 a˜1
and
δ2V
δΦ̂b1 b˜1δΦ̂
a1 a˜1
=
δ2V
δΦ̂bb˜δΦ
a
a˜
· δΦ
b
b˜
δΦ̂b1 b˜1
δΦaa˜
δΦ̂a1 a˜1
.
In all the formulae containing the derivatives of V we suppose to pass from
δ
δΦ
to
δ
δΦ̂
using above formulae (the same in the matrix below).
The matrix of the masses for Higgs’ bosons can be obtained in a similar way i.e.
V (Φ) = V (Φkcrt) +
1
2
δ2V
δΦaa˜δΦbb˜
∣∣∣∣
Φ=Φkcrt
φaa˜φ
b
b˜ + . . . (8.28)
The matrix
m2(Φkcrt)
a˜
a
b˜
b = − δ
2V
δΦaa˜δΦ
b
b˜
∣∣∣∣
Φ=Φkcrt
(8.29)
is positively defined and symmetric (see Appendix A for further details). Thus we can
diagonalize it and we get
δ2V
δΦaa˜δΦbb˜
∣∣∣∣
Φ=Φkcrt
φa˜aφ
b˜
b = −
ℓk∑
j=1
m2j (Φ
k
crt)
a
a˜Ψ
a
a˜Ψ
a
a˜, (8.30)
where
Ψaa˜ =
∑
b,b˜
Ab˜b
a˜
aφb˜
b. (8.31)
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The matrix Aa˜a
b˜
b depends on the critical point of the Higgs’ potential. For the mass
matrix one has:
(A−1)c˜caa˜m2(Φkcrt)
a˜
a
b˜
bA
d˜
d
b
b˜ = (m
2(Φkcrt)
c˜
c)δ
d˜
c˜δ
c
d. (8.32)
The eigenvalue problem for m2(Φkcrt) can be posed as follows
m2(Φkcrt)
a˜b˜
abX
a
a˜ = m
2(Φkcrt)X
b˜
b. (8.33)
The mass spectrum of Higgs’ particles one gets from the secular equation
det([m2(Φkcrt)]−m2(Φkcrt)J) = 0. (8.34)
One easily writes the shape of mass matrix:
m2(Φkcrt)
a˜
a
r˜
r = − 1
r2
· δ
2V
δHcn˜m˜δHdp˜q˜
[
αs
√
~
c
Ccav(δ
a˜
n˜(Φ
k
crt)
v
m˜−(Φkcrt)vn˜δa˜m)−f a˜n˜m˜δca
]
·
·
[
αs
√
~
c
Cdru(δ
r˜
p˜(Φ
k
crt)
u
q˜ − (Φkcrt)up˜δr˜ q˜ − f r˜ p˜q˜
]
+
+
αs
r2
√
~
c
(
δV
δHcn˜m˜
)
Ccar(δ
a˜
n˜δ
r˜
m˜ − δa˜m˜δr˜ n˜) (8.35)
(see Appendix A for further details). The diagonalization procedure of the matrix
m2(Φkcrt)
a˜
a
b˜
b can be achieved in the two following ways. The first way more theoretical
is as follows.
The matrix defines a quadratic form on the representation space—N for Higgs’ field.
Moreover the space N can be decomposed into Higgs’ multiplets mj and according this
decomposition the matrix can be written in a block diagonal form
[m2(Φkcrt)] =
∑
j
⊕m2j (Φkcrt). (8.36)
We can diagonalize every matrix m2j (Φ
k
crt). Corresponding to the multiplet mj .
The second way is based on the following observation.
The matrix m2(Φkcrt)
a˜
a
b˜
b can be transformed into a different matrix (n1n)× (n1n)
forming an index from two indices a˜ and a
a = αa+ βa˜ + γ, (8.37)
where α, β, γ are integers. The new index a should be unambigous. Thus we must
choose α, β, γ in such a way that for every a ∈ Nn1n1 the equation (8.37) has only one
solution for a ∈ Nn1 , a˜ ∈ Nn11 .
After this we can diagonalizem2(Φkcrt) as an ordinary matrix. In sec. 17 we consider
some expansion procedures for m2(Φkcrt) and the second way is more convenient in this
case.
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What is the scale of these masses? It is easy to see that:
mA˜
∼= αS
r
(
~
c
)
, (8.38)
where mA˜ is the mass of a typical vector boson which obtained mass due to the Higgs’
mechanism. The parameter, radius r, defines the scale of these masses as in Refs. [75],
[80]. The spectrum of masses of all massive vector bosons depends, of course, on the
details of the theory. One can say the same about masses of scalar particles (Higgs’
particles). Due to decomposition (8.18), we get mass terms from the expansion (8.20)
and the scale of mass for massive scalars will be the same as for massive vector bosons.
We can also define a so called deconfinement parameter Λ(G) of order of a mass of
typical Higgs’ particle. Λ(G) in our theory is of the same order as mA˜. An interesting
point will arise here if some of these particles remain without a rest mass or not. This
has some importance in the hierarchy of mass scales and the hierarchy of physical
interactions (see Ref. [89]). Moreover we expect massless scalars, the so-called pseudo-
Goldstone bosons. It is interesting to notice that the scale of masses is the same in
both cases k = 0, 1, however there is a different spectrum of masses for the vector and
scalar particles and with different unbroken groups. It is easy to notice that due to a
factor e−2Ψ in Eq. (8.22) we will have to do with an effective scale of masses depending
on Ψ .
Let us consider the following decomposition of the connection ωE defined on the
principal fibre bundle Q(E,G)
ωE = ω
0
E + σE, (8.39)
ω0E ∈ g, σE ∈ m, (8.40)
corresponding to the decomposition of the Lie algebra g
g = g0+˙m.
In this way we consider a reduction ofQ(E,G) to Q0(E,G) induced by an embedding of
G0 into G. The form ω
0
E is a connection defined on Q0(E,G) and σE is a tensorial form
defined on Q(E,G). We suppose that the reduction of the bundle Q to Q0 is possible.
The condition for this is quoted in sec. 12. In this way the transport of the connection
is possible, because G0 is a closed subgroup of G. The form ω
0
E corresponds to the
Yang–Mills’ field (massless vector bosons) which remains after symmetry breaking.
The tensorial form σE corresponds to massive vector bosons.
One gets for the curvature form
ΩE = Ω
0
E +D
0σE + [σE, σE], (8.41)
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where Ω0E is a curvature form for ω
0
E and D
0 means a covariant derivative with respect
to ω0E. Thus
Ω0E =
1
2
H˜ iˆµνθ
µ ∧ θνβi
iˆ
Yi, (8.42a)
σE = σ
a˜Ya˜, (8.42b)
e∗D0σE =
gauge
∇0[µ σa˜ν]θ
µ ∧ θνYa˜, (8.42c)
gauge
∇0[µ σa˜ν] = ∂[µσa˜ν] + f a˜b˜iβiiˆσbˆ[νA
iˆ
µ], (8.42d)
e∗σE = σa˜νθ
ν
Ya˜ = σ
i
νθ
ν
βa˜i Ya˜, (8.42e)
e∗ω0E = A˜
i
µβ
i
iˆ
θ
µ
Yi, (8.42f)
The matrices βa˜i , β
i
iˆ
define an embedding of g0 into g (G0 into G),
gauge
∇0µ means a gauge
derivative with respect to the connection ω0E and e is a local section.
The above decomposition of ωE corresponds to a case, where the symmetry group
is broken from G to G0, i.e. to the first type of the critical points of the Higgs’
potential. Moreover in the case of the second type of the critical point we can repeat
the decomposition of ωE according to the decomposition
g = g′0+˙m
′, (8.43)
where g′0 corresponds to G]0—a group which remains unbroken. One gets
ωE = ω
,o
E + σ
′
E
and Q(E,G) is reduced to Q(E,G′0).
One easily connects σE and σ
′
E with B˜ (i.e. fields with defined non-zero rest mass,
because A˜ have not defined masses) fields
e∗σE =
g
~c
B˜i,µθ
µ
Yi′ , (8.44)
where
Yi′ = (A
−1)ii′Yi = (A
−1)ii′β
a˜
i Ya˜. (8.45)
The matrix A is defined by the Eq. (8.25∗). The same holds for σ′E.
Let us consider the following gauge transformation i.e. a change of a local section
of Q(E,G) from e to f
e(x) =
(k)
U −1(x)f(x), (∗∗∗)
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where
(k)
U (x) = exp
(∑
ν
a
ην
a
(x)Yν
a
)
,
for k = 0, Yν
a
∈ m i.e. νa = a˜, for k = 1, Yν
a
∈ m′.
and
(k)
η ν
a
(x) is a multiplet of scalar fields on E transforming according to the Ad G0
(Ad G′0). Yνa span m or m
′ (k = 0 or k = 1). Such a gauge condition is called a “unitary
gauge”.
Let us consider the following parametrization of the Higgs’ field
Φca˜ = AdG(
(k)
U (x))a˜
′
a ·AdH(
(k)
U (x))cc′ · ((Φ)kcrt)c
′
a˜′ +
(k)
φ c
′
a˜′(x)). (∗∗∗∗)
For k = 0 we suppose that
(0)
φ c0a˜ = 0, where c0 is an established index. For k = 1
it is more complex and strongly depends on the details of the theory. Moreover this
is always possible to give similar condition. The nonzero
(k)
φ ca˜ fields are usually called
surviving Higgs’ fields.
Thus we can transform Higgs’ and gauge fields i.e.
(Φ
(k)
U )ca˜ = AdH(
(k)
U −1)cc′ ·AdG(
(k)
U −1)a˜
′
a˜ Φ
c′
a˜′ = (Φ
k
crt)
a
a˜ +
(k)
ϕ ca˜(x),
B˜
′i
µ (x)Yi = AdH(
(k)
U (x))ijB˜
j
µ(x)Yi −
~c
g
∂µ
(k)
U (x)
(k)
U −1(x).
One easily notice that
[
(k)
φ kcrt]
c
a˜ = [
(k)
η kcrt]a˜ = 0. (8.46)
Moreover simple counting of the degrees of freedom on both sides of the Eq. (∗∗∗∗)
reveals that some of
(k)
φ ca˜ fields are not independent (neglecting the fact that Φ
c
a˜ satisfies
a constraint).
Thus we should constrain
(k)
φ ca˜ in such a way that (dimG−dimG0) dimH = dim
(k)
G+
rank(
(k)
φ ) where
(0)
G = G0 and
(1)
G = G′0. One easily gets
gauge
∇0µ Φca˜ = AdH(
(k)
U (x))cc′ ·AdG(
(k)
U −1(x))a˜
′
a˜ ·
gauge
∇0µ (
(k)
Φ u)c
′
a˜′ .
On the level of the tensorial form σE one establishes that
f∗
(k)
σ E = AdG(
(k)
U −1(x))(e∗
(k)
σ E)− d
(k)
U (x)·
(k)
U −1(x)
and
LYM(A˜) = LYM(B˜) = LYM(B˜′).
It is important to notice that we should consider a local section for ℓij i.e aij = e
∗ℓij
in the lagrangian for the Yang–Mills’ field.
The fields B˜′ are massive with the same masses as B˜. The important point to notice
is that the full lagrangian is still G—gauge invariant. Moreover a choice of a particular
value of Φkcrt (which is G0 invariant) reduces symmetry from G to G0 (spontaneously).
The fields ην
a
(x) disappear. They are “eaten” by the gauge transformation and due to
this the massive vector fields have 3 polarization degrees of freedom. Sometimes ην
a
(x)
are called “would-be Goldstone bosons”. In the matrix of masses they corresponds
to zero modes. It means the mass matrix m2(Φkcrt)
a˜
a
b˜
b should be transformed into
m,2(Φ0crt)
a˜
a
b˜
b where a, b 6= c0 for k = 0 and for k = 1 intom2(Φ1crt)a˜
′
a′
b˜′
b′Λ
a˜′
a
a˜
a˜′Λ
b′
b
b˜
b˜′ ,
where Λb
′
b
b˜
a˜′ = 0 for those a˜, a for which
(1)
φ aa˜ is constrained to zero. Moreover we
can check it by a direct calculations of the eigenvalues of m2(Φkcrt)
a˜
a
b˜
b that it has
(dimG − dimG0) ((dimG − dimG′0)) zero eigenvalues corresponding to the “eaten”
Goldstone bosons. This result can be obtained directly using invariancy of the classical
vacuum with respect to the action of the group G0 or G
′
0.
One of simplest condition to choose independent parametrization of Φaa˜ is to take
such
(k)
φ aa˜ that ∑
a˜
(k)
φ c0a˜ Ya˜ =
(k)
φ c0
and ∑
aˇ
(k)
η ν
a
Yν
a
=
(k)
η
are orthogonal in g i.e. h˜(
(k)
φ c0 ,
(k)
η ) = 0, where c0 is an established index.
For both cases if the vector boson B˜i is massive after spontaneous symmetry break-
ing and the Higgs’ mechanism, the strength of the Yang–Mills’ field which corresponds
to B˜i has Yukawa-type behaviour with short range
H˜iµν ∼
1
R
e−(R/r).
Due to equation (6.1) we have similarly for
L˜iµν ∼
1
R
e−(R/r)
and for M˜ iµν (see (6.3))
M˜ iµν ∼
1
R
e−(R/r)
Thus we get that for the Yang–Mills polarization induced by the skew-symmetric part
of the metric for “broken”, massive vector bosons is of short range. Let us pass to the
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cosmological terms in both of these cases.
λck = e
(n+2)Ψ α
2
S
ℓ2pl
R˜(Γ˜ ) +
enΨ P˜
r2
+ e(n−2)Ψ
4
~cr2
(
ℓ2pl
r2
)
V (Φkcrt), k = 0, 1, (8.47)
where P˜ is defined by (6.21). These two terms are different and both depend on the
scalar field Ψ . Using (8.20) one gets:
λck = e
(n+2)Ψ α
2
S
ℓ2pl
R˜(Γ˜ ) + enΨ
m2
A˜
α2S
(
c
~
)2
P˜ + 4e(n−2)Ψ
m4
A˜
α4S
(
~3
c5
)
ℓ2plV (Φ
k
crt). (8.48)
We get that:
R˜(Γ˜ ) =
Qs(ξ)
Ps+1(ξ)
, or
Qs(ξ)
Ps(ξ)
, (8.49)
where Qs and Ps are polynomials of the s
th order and Ps+1 is the polynomial of (s+1)
th
order with respect to ξ. Qs and Ps+1(Ps) have not common divisors.
ℓab = hab + ξkab. (8.50)
In a similar way we can prove that:
R̂(Γ̂ ) =
Wk(x, ζ)
Vk+1(x, ζ)
, or
Wk(x, ζ)
Vk(x, ζ)
, x ∈ G/G0, (8.51)
where Wk(x, ζ), Vk(x, ζ) are polynomials of the k
th order with respect to ζ with coef-
ficients depending on x ∈ G/G0 and Vk+1(x, ζ) is the polynomial of the (k + 1) order
with respect to ζ with coefficients depending on x ∈ G/G0. Wk and Vk+1(Vk) have
not common divisors.
g˜a˜b˜ = h
0
a˜b˜
+ ζk0
a˜b˜
. (8.52)
However:
P˜ =
∫
M
√|g˜|dn1xR̂(Γ̂ )∫
M
√|g˜|dn1x =
1
V1
∫
M
√
|g˜|dn1x Wk(x, ζ)
Vk+1(x, ζ)
=
=
Rr(ζ)
Sr+1(ζ)
φ(ζ), or
Rr(ζ)
Sr(ζ)
φ(ζ) (8.53)
and φ(ζ) is a function of ζ where Rr, Sr are polynomials of the r
th order with respect
to ζ and Sr+1 is the polynomial of (r + 1)
st order with respect to ζ. In both cases we
have similar asymptotic behaviour with respect to ξ and ζ if the function φ is bounded.
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Rr and Sr+1(Sr) have not common divisors (see Appendix A for further details).
R˜(Γ˜ ) ∼ C1
ξ
or ∼ C1, (8.54)
P˜ ∼ C2
ζ
or ∼ C2, (8.55)
where C1 and C2 are constants. If the polynomials Qs and Rr have real roots ξ0 and
ζ0 such that:
Qs(ξ0) = 0 (8.56)
and
Rr(ζ0) = 0 (8.57)
we get:
λck(ξ0, ζ0) = 4e
(n−2)Ψm
4
A˜
α4S
(
~
3
c5
)
ℓ2plV (Φ
k
crt), k = 0, 1. (8.58)
In the case for sufficiently large ξ, ζ one gets:
λck(ξ, ζ) =
(
e(n+2)Ψ
C′1
ξ
+ enΨ
C′2
ζ
)
+ 4
m4
A˜
α4S
(
~3
c5
)
· e(n−2)Ψ ℓ2plV (Φkcrt)
or
λck(ξ, ζ) = (e
(n+2)ΨC′1 + e
nΨC′2) + 4
m4
A˜
α4S
(
~
3
c5
)
· e(n−2)Ψ ℓ2plV (Φkcrt), (8.59)
k = 0, 1; C′1, C
′
2 are constants.
Thus in some cases we are able to make the first part of λck as small as we want.
From the observational data point of view we know that the cosmological constant is
almost zero. Thus it occurs in the first or second case (real roots of polynomials Qs
and Rr or in the limit of large ξ and ζ). One gets:
λ0 = 0, (8.60)
λ1 = 4
m4
A˜
α4S
(
~
3
c5
)
ℓ2plV (Φ
1
crt). (8.61)
For the “false vacuum” the cosmological constant is not zero. It is zero only for the
“true vacuum”—absolute minimum of the potential V . Thus we get that worlds corre-
sponding to two critical points of the potential V are completely different with different
unbroken groups, different mass spectrum for intermediate bosons and different cos-
mological constants. Thus the “tunnel effect” from point A to B (see Fig. 3) results
in a transition between completely different worlds.
In some cosmological models (see [81–85]) one introduces in a phenomenological way
the Higgs potential of this type with two critical points: first (true vacuum) with zero
cosmological constant and second (false vacuum) with nonzero cosmological constant.
If the model of the universe is divided into some number of clusters with the “false” and
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the “true” vacuum then evolution of clusters with different vacua will be completely
different. There are different laws of expansion for cosmological models in General
Relativity (in Moffat’s theory too) for two cases: with zero and nonzero cosmological
constants (radiation and de Sitter universes). Transition from point A to B results in
the first order phase transition in models of the universe. Clusters with “true vacuum”
devour clusters with “false vacuum” (see [81]). Thus we can reproduce the inflationary
scenario of the Universe (old scenario). If the point A on Fig. 3 is identical with the
maximum of V we can reproduce the new inflationary scenario of the Universe (without
the “tunnel effect”) as well (the so-called “rolling penny” scenario). We can also work
with an extended inflationary scenario, because our theory is equipped with a scalar
field Ψ , which plays the role of dilatation scalar field.
In Moffat’s theory of gravitation there are some cosmological models with the phase
transition of the second order in the early stages of the universe (see [90–91]). This
occurs due to the skewsymmetric part of the metric gµν on the space-time. It is easy
to see that if the metric on the homogeneous space M = G/G0, ga˜b˜ is symmetric
ga˜b˜ = h
0
a˜b˜, (8.62)
we never obtain a second local minimum for the potential V .
Let us calculate P˜ forM = S2 = SO(3)/SO(2) (a cosmological constant). One gets
P˜ =
1
V2
∫
S2
R̂(Γ̂ )
√
|g˜| dm = 4π
V2
π∫
0
R(θ, ζ)
√
1 + ζ2 cos2 θ sin θ dθ. (8.63)
One gets after some algebra (for ζ 6= 0)
P˜ (ζ) =
{
16|ζ|3(ζ2 + 1)
3(2ζ2 + 1)(1 + ζ2)5/2
(
ζ2E
( |ζ|√
ζ2 + 1
)
− (2ζ2 + 1)K
( |ζ|√
ζ2 + 1
))
+
+8 ln(|ζ|
√
ζ2 + 1) +
4(1 + 9ζ2 − 8ζ4)|ζ|3
3(1 + ζ2)3/2
}/
(ln(|ζ|+
√
ζ2 + 1) + 2ζ2 + 1). (8.64)
For V2 =
∫
S2
√|g˜| dm we get
V2 =
2π
|ζ| (ln(|ζ|+
√
ζ2 + 1) + 2ζ2 + 1) 6= 0, (8.65)
where
K(k) =
π/2∫
0
dθ√
1− k2 sin θ , (8.65a)
E(k) =
π/2∫
0
√
1− k2 sin θ dθ, 0 ≤ k2 ≤ 1 (8.65b)
are first and second order elliptic integrals.
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.. ζ
.
.
P˜
0.25−0.25 0.50−0.50 0.75−0.75 1.00−1.00 1.25−1.25 1.50−1.50 1.75−1.75 2.00−2.00
10.00
−10.00
−20.00
−30.00
−40.00
−50.00
PmaxPmax
0.93−0.93
5.48
1.36−1.36
Fig. 6. The function P˜ plotted versus ζ
It is easy to see that for ζ = 0, P˜ (0) = 0. The function P˜ is plotted on Fig. 6. Let
us look for zeros of P .
P˜ (ζ0) = 0, ζ0 6= 0 is a transcendental equation and we should find a solution using
numerical methods. One gets ζ0 = ±1.36 . . . and P˜ (ζ) → −∞ if |ζ| → +∞. Let us
notice that the integral (8.69) has been calculated under the assumption ζ 6= 0. For
ζ = 0 we should do it in a different way. It is easier of course and corresponds to the
symmetric connection on S2.
Let us consider a more general case given by Eq. (6.49).
One gets in the case of the Ka¨hlerian structure.
P˜ =
1
V2
∫
M
R̂(Γ̂ )
√
|g˜| dm(g) = 1
V2
∫
M
√
|g˜| ga˜b˜R˜a˜b˜(ω˜) dm(g). (8.66)
Moreover R̂(Γ̂ ) is left-invariant with respect to the action of the group G on M . Thus
we have
R̂(Γ̂ (y)) = R̂(Γ̂ (gy)), g ∈ G, y ∈M. (8.67)
In particular
R̂(Γ̂ ({εG0})) = R̂(Γ̂ (y)). (8.68)
Thus one gets
P˜ = ga˜b˜R˜a˜b˜(ω˜). (8.69)
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Let us notice that in the case of S2 equipped with the nonsymmetric tensor coming
from Ka¨hlerian structure on S2 one simply gets (see Eq. (6.60)).
P =
4
(1 + ζ2)
. (8.70)
Thus for a large ζ we have
P ∼ 4
ζ2
. (8.71)
The interesting point in our theory is a place of electromagnetic field in the theory.
Let us suppose that U(1)el ⊂ G is a subgroup of the gauge group and let us consider
the case when this group is broken to the U(1)el only. The Higgs field Φ
a
a˜(x) in this
case takes the special value (Φ0crt)
a
a˜ or (Φ
′
crt)
a
a˜ (depending on the appropriate minimum
of the Higgs potential V (Φ). If the Higgs field takes value from the vacuum manifold
G/G0 (G/G
′
0) we can suppose that
gauge
∇µ Φaa˜ = 0. (8.72)
We can consider a transformation
Σ(Φ) ∈ G/G0, Σ : S˜ → G/G0 (8.73)
such that
gauge
∇µ Φ̂ca˜(x) = 0. (8.74)
Now we consider G0 = U(1)el. This is beyond our considerations, because U(1)el is
not semisimple. However in that case we can reduce the problem to much more simpler
one. The Higgs field just belongs to the adjoint representation of the group G and we
really have to do with φ(x) = φˆi(x)Yˆ
i
. Thus we can consider a gauge field
h˜ˆ
iˆj
φˆi(x)ω˜iˆE = ωel,
gauge
∇µ φ = 0, (8.75)
which is a one-from with values in R (a U(1)-group Lie algebra). This form will be
considered as an electromagnetic connection. (φ belongs to vacuum manifold G/U(1)).
Let us notice that
π2(G/U(1)) = π1(U(1)) = Z. (8.77)
This means that the topological type of the field is characterized by an integer, the
topological charge.
Thus we can define a strength Fµν(x) of an electromagnetic field.
Fµν(x) = h˜ˆiˆjH˜
iˆ
µνP
jˆ(Σ(φ)), (8.78)
where
Σ : g→ G/U(1) (8.79)
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and takes the field φ to a vacuum manifolds. P is a generator for the stabilized U(1)φ,
φ ∈ G/U(1) satisfying the normalization condition:
h˜ˆ
iˆj
P iˆ(φ)P jˆ(φ) = 1. (8.80)
Moreover, we can compute the electromagnetic field strength in a more general way
finding a gauge-invariant expression that coincide with the previous one.
One consider the following expression
Fµν(x) = h˜ˆiˆjH˜
iˆ
µνP
jˆ(Σ(φ)) + κˆ
iˆj
(φ(x))
gauge
∇µ φˆi(x)
gauge
∇ν φjˆ(x), (8.81)
where
κˆ
iˆj
= −κ
jˆ iˆ
. (8.82)
This could be rewritten in a different form.
Fµν(x) = h˜ˆiˆjH˜
iˆ
µνP
jˆ(Σ(φ)) + κφ(
gauge
∇µ φ,
gauge
∇ν φ), (8.83)
where
κφ(X,Z) = κˆiˆj(φ)X
iˆZ jˆ , (8.84)
X = X iˆYˆ
i
, Z = Z jˆY
jˆ
(8.85)
This form satisfies the following conditions:
κφ(X,Z) =κΣ(φ)(Σ
′X,Σ′Z), (8.86)
κφ0(AdG(A)φ0,AdG(B)φ0) = −h˜ˆiˆj [A,B ]ˆiP jˆ(φ0), (8.87)
A,B ∈ g and φ0 is the critical value of the Higgs field. Σ′ means a tangent transfor-
mation of Σ at φ i.e.
Σ′ =
(
∂Σ iˆ(φ)
∂φjˆ
)
. (8.88)
Let us notice that
dωel =
1
2
Fµνθ
µ
∧θ
ν
In the case of G = SU(2) one simply gets φ(x) ∈ A1, φ = φˆiXiˆ, and φ is a three-
dimensional vector in R3 i.e. φ =
−→
φ (see the second position of Ref. [17]).
One writes
Σ(
−→
φ ) = a
−→
φ
‖φ‖ , ‖φ‖ =
√
φ21 + φ
2
2 + φ
2
3. (8.89)
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We also get
−→
P (φ) =
−→
φ
‖φ‖ , (8.90)
Σ′(φ)ij =
a
‖φ‖
(
δij −
1
‖φ‖2φ
iφj
)
(8.91)
and
κφ(X,Z) =
1
‖φ‖3 εˆiˆjkˆφˆ
iX jˆZ kˆ. (8.92)
Recently have appeared some papers on Higgs’-bosonless Standard Model (see the
last two positions of the Ref. [75]). In this approach the remaining Higgs’ boson is
eliminated from the theory (after spontaneous symmetry breaking) due to conformal
invariance of the theory. This interesting approach wants to cure the problem with
difficulty in Higgs’ boson hunting (maybe because of its very big mass). In our theory
we can make the Higgs boson masses very big and we can eliminate one of the remaining
Higgs’ boson connecting it to the scalar field Ψ (but only one). This makes our approach
closer to the mentioned one.
This can be achieved in the following way. Let us suppose that one of the surviving
Higgs’ field is ϕ and let us connect it to the Ψ field by a transformation ϕ = g(Ψ),
where g is a smooth function of one variable. In this way the Higgs’ field ϕ disappears
from the theory becoming a Ψ field connected to the variable gravitational ,,constant”
(an effective one). If the field ϕ is the field H0 from Weinberg–Salam Model, we can
remove H0 from the theory. Let us remind to the reader that the Weinberg–Salam
Model (a bosonic part of the model) is covered by the theory (see Ref. [75]). The form
of the function g could be established by a requirement that the full lagrangian of Ψ
in a linear approximation looks classical.
Let us consider a more general case of symmetry breaking i.e. G to G0 or to G
′
0
corresponding to two possible critical point of the Higgs’ potential. In this case we use
a smooth transformation
Σ : S˜ → G/G0 (or G/G′0) (8.93)
is such a way that
gauge
∇ν Φca˜ = 0. (8.94)
Moreover due to decomposition (a reducive one) of the Lie algebra of the group G
g = g0+˙m = g
′
0+˙m (8.95)
we have a natural parametrization of the homogeneous space G/G0 (or G/G
′
0) in forms
of the complement m (m′) in such a way that:
(x5, x6, . . . , xn1+4)→ ϕ
(
g exp
(∑
a˜
xa˜Ya˜
))
, (8.96)
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which maps a neighbourhood of zero in m(m′) on a neighbourhood of ϕ(g) in G/G0.
An inverse mapping is a local coordinate system in a neighbourhood of ϕ(g) ∈ G/G0
on M = G/G0. ϕ is a natural (canonical) map G→
ϕ
M = G/G0. Let us call this map
ψ. One gets
Σa(Φ) = ψ(Φaa˜), (8.97)
where
ψ−1(xa5 , x
a
6, . . . , x
a
n1+4) = ϕ
(
g exp
(∑
a˜
Φaa˜(x)Ya˜
))
, x ∈ E, g ∈ G. (8.98)
It is easy to see that for every a, Σa(Φ) ∈ G/G0 (G/G′0). In this way we do not
suppose
gauge
∇µ Φaa˜ = 0. (8.99)
Now we can construct a gauge covariant form of the gauge strength
H˜ iˆµν = hijH˜
i
µνP
j(Σ(Φ)µ′ˆia) + κ
a˜b˜(Φ(x))[(
gauge
∇µ Φaa˜)(
gauge
∇µ Φbb˜)µ′kˆaµ′
jˆ
b]f
iˆ
kˆjˆ
, (8.100)
where P j(Φa) are generators for the stabilizator of (G0)Φa , Φ
a ∈ G/G0 (the same for
G′0 case). Satisfying the normalization conditions
‖P j(Φa)‖ = 1. (8.101)
This is the gauge field strength which remains massless after the symmetry breaking.
If we take under consideration
π2(G/G0) = π1(G0), (8.102)
(the same for the G′0 case) we can consider a nontrivial topological configuration of the
gauge field i.e. the so called ,,coloured” magnetic monopoles. The gauge field strength
defined above is simply the curvature of the connection ω0E (or ω
0′
E).
gauge
D ω˜
0
E =
1
2
H˜ iˆµνθ
µ
∧θ
ν Yˆ
i
or
gauge
D ω˜
0′
E =
1
2
H˜ ′ˆiµνθ
µ
∧θ
ν Yˆ
i
′(
gauge
D ω˜
0
E = dω˜
0
E +
1
2
[ω0E , ω
0
E ]
)
.
and analogically for ω˜0′E .
The form κa˜b˜(Φ(x)) satisfies the following conditions:
κ
a˜b˜ = κb˜a˜. (8.103)
If we define a form
κ(Φ(x)(X,Z) =
∑
a˜,b˜
κ
a˜b˜(Φ(x))X a˜Z a˜ (8.104)
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the formula for the strength of the gauge field can be rewritten as follows:
H˜ iˆµν(x) = 〈H˜µν(x), P (Σa(Φ)µ′ˆia)〉+
+ κ(Φ(x))(µ′kˆa
gauge
∇µ Φaa˜, µ′jˆb
gauge
∇ν Φbb˜)f iˆkˆjˆ . (8.105)
The form κ(Φ) can be found from the requirements:
κ(Φ)(X,Z) = κ(ΣΦ)(Σ′X,Σ′Y ), (8.106)
where Σ′ = (Σa)′ =
(
∂Σa
∂Φba˜
)
is tangent map to Σ
κ(Φkcrt)(AdG(A)
kˆ
′
kˆ
µ′kˆaAdG(A)
a˜′
a˜ (Φ
k
crt)
a
a˜′ ,AdG(B)
jˆ
′
jˆ
µ′ jˆb AdG(B)
b˜′
b˜
(Φkcrt)
b
b˜′
) =
−〈[A,B], pi(Φkcrt)〉, k = 0, 1, (8.108)
where 〈X, Y 〉 = hijX iXj and A,B,X, Y ∈ g.
We can consider in our theory topologically nontrivial field configurations labeled
by π2(G/G0) or π2(G/G
′
0). They are ,,coloured” magnetic charges. In the case of
G0 = U(1) we have to do with ordinary magnetic charges.
Let us define a magnetic and a ,,coloured” magnetic field
−→
H (−→x ) = (F23(−→x ), F31(−→x ), F12(−→x )), (8.109)
−→
H iˆ(−→x ) = (F iˆ23(−→x ), F iˆ31(−→x ), F iˆ12(−→x )) (8.110)
and magnetic and coloured magnetic charge (monopole):
m =
1
4π
∮ −→
H (−→x ) d−→S , (8.111)
miˆ =
1
4π
∮ −→
H iˆ(−→x ) d−→S , (8.112)
where the integrals are taken over a sphere infinitely far away i.e. for a sphere at
infinity. In this case we suppose that
Φaa˜(
−→x ) ∈ G/G0 if ‖−→x ‖ → ∞ and
gauge
∇µ Φaa˜(−→x )→ 0, if ‖−→x ‖ → ∞,
where ‖−→x ‖ =√|x1|2 + |x2|2 + |x3|2.
For example we can get a nontrivial topological gauge configurations for the fol-
lowing classical Lie groups
SO(n), π1(SO(n)) = Z2, for n > 1,
U(n), π1(U(n)) = Z, for n ≥ 1.
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In the case of SU(n), Sp(n), and Spin(n), n ≥ 1 we get trivial gauge configurations,
became
π1(SU(n)) = π1(Spin(n)) = π1(Sp(n)) = 0.
Thus we can expect ,,coloured” magnetic charges (monopoles) for SO(n+1) and U(n),
n ≥ 1 (equal to G0 or G′0).
Finally let us remind to the reader that in the case of G0 group (a ,,true” vacuum
case) we have to do with a trivial gauge configuration of the Higgs’ field Φaa˜(x) (i.e. Φ
0
crt
case). In this case a part of a strength of the multi-dimensional gauge field connected
to Higgs’ field does vanish. In the case of G0-group (a ,,false” vacuum care) this
part of the strength of the multidimensional gauge field does not vanish. Thus
the ,,magnetic” coloured charges (monopoles) in both cases have different physical
meanings. In some sense in the second care they corresponds to something which
could be called ,,exited” magnetic monopoles (coloured ones) i.e. for Φ1crt case.
It is worth to say we suppose now that G0 or G
′
0 is simply connected. The topo-
logical (magnetic) charges depend only on the configurations of Higgs’ fields Φaa˜(
−→x )
and does not depend on the gauge field ω˜0E or ω˜
0′
E (ω˜el in the case of electromagnetic
field).
We defined the topological type of the field by looking of the asymptotic behaviour
of the scalar field Φ. Thus the topological type of the field is an element of {S2, G/G0}
that is a homotopy class of mapping from S2 into the vacuum manifold. When G0
is simply connected, the set {S2, G/G0} can be identified with π2(G/G0) = π1(G0),
which is a finite group.
Thus there are r topological charges, as many as there are magnetic charges.
Clearly, the magnetic charges completely determine the integral values of the topo-
logical charges of a field. In addition to integral topological charges, there may be
charges taking values in a finite group Zm (i.e. Z2), these do not correspond to mag-
netic charges. They are coloured magnetic charges (monopoles). In general we can
consider topological charges for H˜iµν field
χ(ω˜E) =
1
16π2
∫
E
〈H˜ ∧ H˜〉, (8.113)
where
〈H˜ ∧ H˜〉 = −1
2
h˜ijH˜
i
αβH˜
j
γδθ
d
∧θ
p
∧θ
γ
∧θ
δ
and similarly for H˜ iˆµν
χ̂(ω˜0E) =
1
16π2
∫
E
〈 ̂˜H ∧ ̂˜H〉, (8.114)
where
〈 ̂˜H ∧ ̂˜H〉 = −1
2
h˜ˆ
iˆj
H˜ iˆαβH˜
jˆ
γδθ
α
∧θ
β
∧θ
γ
∧θ
δ
.
88
The topological number of a field ω˜E (or ω˜
0
E) on E can be defined when the strength of
the fields H˜ iˆαβ or H˜
i
αβ tends to zero sufficiently fast as ‖x‖ → ∞, ‖x‖2 = x21+x22+x23+x24
(In this case we take E = R4). If the field H˜ decays quickly ω˜E coincides asymptotically
with a pure gauge field, that is it has asymptotics of g−1 dg, where g(x) is a G-valued
function. In that case we have
χ(ω˜E) = − 1
96π2
∫
S3
〈ω˜E ∧ [ω˜E , ω˜E ]〉
= − 1
96π2
∫
S3
〈g−1 dg ∧ [g−1 dg, g−1 dg]〉, (8.115)
where S3 is taken as a sphere at infinity. In this case the topological charges are
classified by π3(G), π3(G0) or π3(G
′
0).
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9. Variational Principle. Equations of Fields.
Interpretation of the Scalar Field Ψ
Let us consider Palatini variational principle for the action S.
δS = 0. (9.1)
It is easy to see that (9.1) is equivalent to
δ
∫
U
L(g,W, A˜, Ψ, Φ)
√−gd4x = 0, U ⊂ E. (9.2)
We have the following independent quantities gµν , W
λ
µν , ω˜E, Ψ and Φ. We vary with
respect to the independent quantities. After some calculations one gets:
Rµν(W )− 1
2
gµνR(W ) =
8πK
c4
(
gauge
Tµν +Tµν(Φ) +
scal
Tµν(Ψ) +
int
Tµν +gµνΛ), (9.3)
∼
g[µν] ,ν = 0, (9.4)
∇νg[µν] = 0, (9.4a)
gµν,σ − gξνΓ ξµσ − gµξΓ ξσν = 0, (9.5)
((n2 + 2M)g˜(αµ) − n2gνµgδν g˜(αδ)) ∂
2Ψ
∂xα∂xµ
+
+
1√−g ∂µ
{√−g[n2g˜(αµ) − n2
2
gδν(g
ναg˜(µδ) + gνµg˜(µα))− 2Mg˜(µα)
]}
×
× ∂Ψ
∂xα
− 8π(n+ 2)e−(n+2)ΨLYM(A˜)− 4e
−2Ψ
r2
Lkin(Φ, A˜)+
+
(n− 2)
r4
e(n−2)ΨV (Φ) +
4(n− 2)
r2
e(n−2)ΨLint(Φ, A˜)+
− n
r2
enΨ P˜ − (n+ 2)α
2
S
ℓ2pl
e(n+2)Ψ R˜(Γ˜ ) = 0,
(9.6)
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gauge
∇µ (ℓ˜ij∼˜L
iαµ
) = 2 ∼g
[αβ]
gauge
∇β (h˜ijg[µν]H˜iµν)+
+ 2
√−gαS 1√
~c
enΨ
r2
[
ℓabg
b˜n˜gµαLaµb˜(Φ
d
c˜C
b
dcα
c
j + Φ
b
a˜f
a˜
n˜j)+
+
(
δLaβb˜
δ
gauge
∇α Φwv˜
)
ℓabg
b˜n˜gβµ(
gauge
∇µ Φbn˜)(Φdw˜Cwdcαcj + Φwa˜ f a˜n˜j)
]
av
+
+ 4
√−g e
2nΨ
r2
habµ
a
k ℓ˜ijℓ
kig˜[a˜b˜]
gauge
∇µ
{
g[µα]×
×
[
1
αS
√
~cCbcdΦ
c
a˜Φ
d
b˜ − αS
(
~
c
µb
iˆ
f iˆa˜b˜ − αS
1√
~c
Φbd˜f
d˜
a˜b˜
)]}
+
+ (n+ 2)∂βΨ [ℓ˜ij∼˜L
iβα − 2 ∼g
[µν] (h˜ijg
[µν]H˜iµν)], (9.7)
gauge
∇µ (ℓab ∼Laµ b˜)av = −
√−g e
nΨ
2r2
{(
δV ′
δΦbn˜
)
gb˜n˜ +
− 2√−genΨµei (H˜iµνg[µν])hed
(
2
αS
√
~cg[a˜n˜]CdcbΦ
c
a˜gb˜n˜+
− αS 1√
~c
g[c˜d˜]f n˜c˜d˜gb˜n˜
)
+ 2∂µΨℓab ∼L
aµ
b˜
}
av
, (9.8)
where
gauge
Tαβ = − ℓ˜ij
4π
{
gγβg
τρgεγL˜iραL˜
j
τε − 2g[µν]H˜(iµνH˜j)αβ +
− 1
4
gαβ[L˜
iµνH˜jµν − 2(g[µν]H˜iµν)(g[γσ]H˜jγσ)]
}
(9.9)
is the energy-momentum tensor for the gauge (Yang–Mills’) field with the zero trace.
gauge
Tαβ g
αβ = 0, (9.10)
scal
Tαβ(Ψ) = − e
(n+2)Ψ
16π
{
(gκαgωβ + gωαgκβ)×
× g˜(γκ)g˜(νω) ·
[
n2
2
(gξµgνξ − δµν )Ψ,µ +MΨ,ν
]
Ψ,γ+
− gαβ[Mg˜(νµ) + n2g[µν]gδµg˜(γδ)Ψ,νΨ,γ
]}
(9.11)
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is the energy-momentum tensor for the scalar field Ψ with nonzero trace
scal
Tαβ(Ψ)g
αβ 6= 0 (9.12)
K = GNe
−(n+2)Ψ = Geff (Ψ). (9.13)
It plays the role of an effective gravitational constant.
Tµν(Φ) =
e(n−4)Ψ
4πr2
ℓabg
b˜n˜Laµb˜
gauge
∇ν Φbn˜+
− 1
2
gµν
(
−e
2(n−2)Ψ
8πr4
V (Φ) +
e(n−4)Ψ
4πr2
ℓab(g
b˜n˜gαβLaαb˜
gauge
∇β Φbn˜)av
)
. (9.14)
It is an energy-momentum tensor for the Higgs’ field.
int
Tµν = − e
2(n−2)Ψ
2πr2
habµ
a
i H˜
i
µν g˜
[a˜b˜]
(
1
αS
√
~cCbcdΦ
c
a˜Φ
d
b˜+
− αS 1√
~c
µb
iˆ
f iˆa˜b˜ − αS
1√
~c
Φbd˜f
d˜
a˜b˜
)
+
+
e2(n−2)Ψ
4πr2
gµν
[
habµ
a
i (H˜
i
αβg
[αβ])g˜[a˜b˜]×
×
(
1
αS
√
~cCbcdΦ
c
a˜Φ
d
b˜
− αs ~
c
µb
iˆ
f iˆa˜b˜ − αS
1√
~c
Φbd˜f
d˜
a˜b˜
)]
. (9.15)
It is an energy-momentum tensor corresponding to the nonminimal interaction term
Lint(A˜, Φ).
Λ =
1
16πGN
(
e(2n+4)Ψα2S
ℓ2pl
R˜(Γ˜ ) +
e(n+2)Ψ
r2
P˜
)
= 16πGNe
−(n+2)Ψλc. (9.16)
It plays the role of the “cosmological constant”, which now depends on the scalar field
Ψ . The quantity
δLa
βb˜
δ
gauge
∇α Φwv˜
satisfies the following equation:
ℓdcgµβg
γµ
δLdγa˜
δ
gauge
∇α Φwv˜
+ ℓcdga˜m˜g
m˜c˜
δLdβc˜
δ
gauge
∇α Φwv˜
= 2ℓcdga˜m˜g
m˜c˜δαβδ
v˜
c˜δ
d
w, (9.17)
∼˜L
iµν
=
√−ggβµgγνL˜iβγ , (9.18)
∼g
[µν]=
√−gg[µν], (9.18a)
L˜iβγ satisfies equation (9.1) and L
a
βb˜ the equation (9.4)
δV ′
δΦbn˜
is defined by the equation
(8.10). The scalar field Φca˜ satisfies constraints (8.8). Let us pass to the interpretation of
the field equations (9.3–8). Equations (9.3), (9.4) and (9.5) are gravitational equations
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from N.G.T. with the following matter sources: Yang–Mills’ field (in the nonsymmetric
version), Higgs’ field, scalar field Ψ with a presence of the cosmological term depending
on scalar field Ψ . Equation (9.6) is the equation for the scalar field Ψ . This field
is of course chargeless, but it interacts with Yang–Mills’ field and Higgs’ field due
to some terms in (9.6). It interacts also with cosmological terms, which effectively
depend on Ψ . This field due to equation (9.13) has an interpretation as an effective
gravitational constant. Equation (9.7) is the equation for Yang–Mills’ field. Now
as in the Nonsymmetric Kaluza–Klein Theory we have for this field two tensors of
strength H˜µν and L˜
i
µν (ordinary and an induction one) and the nonsymmetric parts
of metrics on E and on G induce the polarization M˜ iµν . In the equation (9.7) we have
sources connected to a skewsymmetric part of metric gµν and to Higgs’ field. Due to
the existence of a skewsymmetric part of metric ℓab and ga˜b˜ the current connected to
Higgs’ field is more complicated. Equation (9.8) is an equation for Higgs’ field. We
write this equation in terms of tensor
Laµb˜ = g
αµLaαb˜. (9.19)
This tensor plays a similar role for
gauge
∇α Φab˜ as L˜iµα for H˜iµα.Thus we have in the
theory an analogue of the polarization tensor Maαb˜ for Higgs’ field
Laαb˜ =
gauge
∇α Φaβ −
4π
c
Maαb˜. (9.20)
Let us consider the following two AdH− type two-forms L̂ = L
a
αb˜θ
α ∧ θb˜Xa and
M̂ =Maαb˜θ
α ∧ θb˜Xa. One gets L̂ = Ω̂ − 4π
c
M̂ = Ω̂ − 1
2
Q̂, where
Q̂ =
gauge
∇α Φab˜θα ∧ θαXa, Q̂ = Qaαb˜θα ∧ θbXa.
In this way we get a geometrical interpretation of the polarization 2-form of the Higgs’
field as a part of a torsion.
The field Ψ due to (9.13) is connected to the effective gravitational constant. How-
ever, it also enters the definition of energy-momentum tensors Tµν(Φ) and
int
Tµν . Thus
it plays the role of the universal factor. In the next section we deal with this field in
details.
Let us notice that the left-hand side of Eq. (9.7) can be rewritten in the following
way
gauge
∇µ (l˜ij∼˜L
iαµ
) =
√−g
gauge
∇˜µ (l˜ijL˜iαµ),
where
gauge
∇˜µ means a covariant derivative with respect to the connection ω˜αβ on E and
ωE on Q(E,G) at once. The Eqs. (9.4–4a) are equivalent to the second condition of
Eq. (5.5).
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Let us consider a case with a trivial group G0 = {ε}. This means a complete
broken G symmetry group and M = G/G0 ≃ G, V ≃ E × G. Thus we get that the
Higgs’ field Φci transforms according to the adjoint representation of the group H and
G and it does not obey any constraints. They are satisfied trivially. Thus it transforms
according to AdH ⊗AdG. If we choose H = G one gets AdG⊗AdG.
The Higgs’ potential looks like:
V (Φ) =
ℓab
VG
∫
G
√
|ℓ˜|dn2x[2ℓ˜[ij](CacdΦciΦdj − Φakfkij)ℓ˜[mn](CbefΦemΦfn − Φbpfpmn)+
− ℓ˜imℓ˜jnLaij(CbcdΦcmΦdn − Φbefemn)]. (9.21)
The kinetic part of the Higgs’ field lagrangian is as follows:
Lkin(
gauge
∇ Φ) = 1
VG
∫
G
√
|ℓ˜|dn2x(ℓabℓ˜bnLaµgb
gauge
∇µ Φbn), (9.22)
where
ℓdcgµβg
γµLdγa + ℓcdℓ˜amℓ˜
mpLdβp = 2ℓcdℓ˜amℓ˜
mp
gauge
∇µ Φdp (9.23)
and
ℓdcℓ˜mbℓ˜
pmLdpa + ℓcdℓ˜amℓ˜
mpLdbp = 2ℓcdℓ˜amℓ˜
mpHdbp. (9.24)
For Hdbp one gets:
Hdbp = C
d
acΦ
a
bΦ
c
p − Φdqf qbp. (9.24a)
In the above formulae ℓ˜ij is the same as in sec. 6.
The nonsymmetric tensor on G is left-invariant and on H is right-invariant.
The interaction term in the lagrangian is as follows:
Lint(Φ, A˜) = habµai H˜i
∫
G
√
|ℓ˜|
VG
dn2xℓ˜[pq] · (CbcdΦcpΦdq − Φbefepq). (9.25)
The cosmological term takes the shape:
λc =
e(n+2)Ψα2S
ℓ2pl
R˜(Γ˜ ) +
enΨ
r2
RG, (9.26)
where RG is the scalar curvature of the connection defined on the group G. In order
to vanish it we take ξ = ξ0 and ζ = ζ0 such that R˜(Γ˜ (ξ0)) = 0 and R (ζ0) = 0.
VG =
∫
G
√
|ℓ˜| dµG(g) =
∫
G
√
|ℓ˜| dn2x. (9.27)
The dimensional reduction procedure can be described in terms of Ω, Q (see 5.56–58).
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In this way Ω decomposes into Ω˜E,
∨
Ω, Ω̂, and L into L˜, L̂,
∨
L (see paragraphs below
formula (6.3), below (6.7) and below (9.20)). Similarly we get a decomposition for M
and Q into M˜ , M̂ ,
∨
M and into Q˜, Q̂,
∨
Q.
According to Eqs. (4.53–55) one gets for L, M and Q
L = L˜⊕ L̂⊕ ∨L,
M = M˜ ⊕ M̂ ⊕ ∨M, (9.28)
Q = Q˜⊕ Q̂⊕
∨
Q,
similarly as for Ω
Ω = Ω˜ ⊕ Ω̂ ⊕ ∨Ω (9.29)
(see Eq. (4.52)), where
ΩE = dωE +
1
2
[ωE, ωE]. (9.30)
Let us incorporate in our scheme a hierarchy of a symmetry breaking. In order to
do this let us consider a case of the manifold
M =M0 ×M1 × . . .×Mk−1 (9.31)
where
dimMi = ni, i = 0, 1, 2, . . . , k − 1
dimM =
k−1∑
i=0
ni, (9.32)
Mi = Gi+1/Gi . (9.33)
Every manifold Mi is a manifold of vacuum states if the symmetry is breaking from
Gi+1 to Gi, Gk = G.
Thus
G0 ⊂ G1 ⊂ G2 ⊂ . . . ⊂ Gk = G. (9.34)
We will consider the situation when
M ≃ G/G0. (9.35)
This is a constraint in the theory. From the chain (9.34) one gets
g0 ⊂ g1 ⊂ . . . ⊂ gk = g (9.36)
and
gi+1 = gi
.
+mi, i = 0, 1, . . . , k. (9.37)
95
The relation (9.35) means that there is a diffeomorphism g onto G/G0 such that
g :
k−1∏
i=0
(Gi+1/Gi)→ G/G0 . (9.38)
This diffeomorphism is a deformation of a product (9.31) in G/G0. The theory has
been constructed for the case considered before with G0 and G. The multiplet of
Higgs’ fields Φ breaks the symmetry from G to G0 (equivalently from G to G
′
0 in the
false vacuum case). gi mean Lie algebras for groups Gi and mi a complement in a
decomposition (9.37). On every manifold Mi we introduce a radius ri (a “size” of a
manifold) in such a way that ri > ri+1. On the manifold G/G0 we define the radius r
as before. The diffeomorphism g induces a contragradient transformation for a Higgs
field Φ in such a way that
g∗Φ = (Φ0, Φ1, . . . , Φk−1) (9.39)
decomposes into fields Φi, i = 0, 1, . . . , k − 1.
In this way we get the following decomposition for a kinetic part of the field Φ and
for a potential of this field:
Lkin(
gauge
∇ Φ) =
k−1∑
i=0
Likin(
gauge
∇ Φi) (9.40)
V (Φ) =
k−1∑
i=0
V i(Φi) (9.41)
Likin(
gauge
∇ Φi) = 1
Vi
∫
Mi
√
|g˜i| dn¯ix
(
labg
b˜in˜i
i L
aµ
b˜i
gauge
∇µΦbin˜i
)
(9.42)
where
Vi =
∫
Mi
√
|g˜i| dn¯ix (9.43)
g˜i = det
(
gib˜ia˜i
)
. (9.44)
gib˜ia˜i is a nonsymmetric tensor on a manifold Mi.
V i(Φi) =
lab
Vi
∫
Mi
√
|g˜i| dn¯ix
[
2g[m˜in˜i]
(
CacdΦ
c
im˜i
Φdin˜i − µaıˆif ıˆim˜in˜i − Φaie˜if e˜im˜in˜i
)
× g[a˜ib˜i]
(
CbefΦ
e
ia˜iΦ
f
ib˜i
− µbˆif ˆia˜ib˜i − Φ
b
ia˜if
d˜i
a˜i b˜i
)
− ga˜im˜ii gb˜in˜ii Laa˜i b˜i
(
CbcdΦ
c
im˜iΦ
d
n˜i − µbıˆif ıˆim˜in˜i − Φbe˜if e˜im˜in˜i
)]
,
(9.45)
f ˆi
a˜i b˜i
are structure constants of the Lie algebra gi.
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The scheme of the symmetry breaking acts as follows from the group Gi+1 to Gi
(G′i) (if the symmetry has been broken up to Gi+1). The potential V
i(Φi) has a
minimum (global or local) for Φkicrt, k = 0, 1. The value of the remaining part of the
sum (9.41) for fields Φj , j < i, is small for the scale of energy is much lower (rj > ri,
j < i). Thus the minimum of V i(Φi) is an approximate minimum of the remaining part
of the sum (9.41). In this way we have a descending chain of truncations of the Higgs
potential. This gives in principle a pattern of a symmetry breaking. However, this is
only an approximate symmetry breaking. The real symmetry breaking is from G to G0
(or to G′0 in a false vacuum case). The important point here is the diffeomorphism g.
g∗Φb =
(
Φb0, Φ
b
1, . . . , Φ
b
k−1
)
(9.46)
Φbi = Φ
b
ia˜i
θ˜a˜i , i = 0, . . . , k − 1. (9.47)
The shape of g is a true indicator of a reality of the symmetry breaking pattern. If
g = Id + δg (9.48)
where δg is in some sense small and Id is an identity, the sums (9.40–41) are close
to the formulae (6.17) and (6.18). The smallness of δg is a criterion of a practical
application of the symmetry breaking pattern (9.34). It seems that there are a lot of
possibilities for the condition (9.38). Moreover, a smallness of δg plus some natural
conditions for groups Gi can narrow looking for grand unified models. Let us notice
that the decomposition of M results in decomposition of cosmological terms
P˜ =
k−1∑
i=0
P˜ i (9.49)
where
P˜ i =
1
r2i Vi
∫
Mi
√
|g˜i| R̂i(Γ̂ i) dnix (9.50)
where Γ̂ i is a nonsymmetric connection on Mi compatible with the nonsymmetric
tensor gia˜ib˜i and R̂i(Γ̂ i) its curvature scalar. The scalar field Ψ is now a function on a
product of Mi,
Ψ = Ψ(x, y0, . . . , yk−1), yi ∈Mi, i = 0, 1, . . . , k − 1.
The truncation procedure can be proceeded in several ways. Finally let us notice that
the energy scale of broken gauge bosons is fixed by a radius ri at any stage of the
symmetry breaking in our scheme. The possible groups in our symmetry breaking
pattern can be taken from section 4 (see 4.62–4.66).
Let us consider Eq. (9.39) in more details. One gets
Aa˜ia˜i(y)Φ
b
a˜(y) = Φ
b
a˜i
(yi), y ∈M, yi ∈Mi (9.51)
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where
g∗(y) =
(
A0
∣∣∣∣∣ A1
∣∣∣∣∣ A2
∣∣∣∣∣ . . .
∣∣∣∣∣ Ak−1
)
, (9.52)
Ai =
(
Aa˜ia˜i
)
a˜=1,2,... ,n1, a˜i=1,2,... ,n¯i
, i = 0, 1, 2, . . . , k (9.53)
is a matrix of Higgs’ fields transformation.
According to our assumptions one gets also:(ri
r
)2
gia˜i b˜i(yi) = A
a˜
a˜i(y)A
b˜
b˜i
(y)ga˜b˜(y). (9.54)
For g is an invertible map we have det g∗(y) 6= 0.
We have also
n1 =
k−1∑
i=0
ni (9.55)
and
Φba˜(y) =
k−1∑
i=0
A˜a˜iia˜(y)Φ
b
a˜i
(yi) (9.56)
or
g∗−1(y) =

A˜0
A˜1
...
A˜k−1
 (9.57)
A˜i =
(
A˜a˜iia˜
)
a˜i=1,2,... ,n¯i, a˜=1,2,... ,n1
(9.58)
such that
g(y0, . . . , yk−1) = y (9.59)
(y0, y1, . . . , yk−1) = g−1(y) (9.59a)
For an inverse tensor ga˜b˜ one easily gets(
r2i
r2
)
ga˜b˜ =
k−1∑
i=0
A˜a˜ia˜ig
a˜ib˜i
i A
b˜
ib˜i
. (9.60)
We have
r2n1 det(ga˜b˜) =
k−1∏
i=0
r2n¯ii det(gia˜ib˜i). (9.61)
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In this way we have for the measure
dµ(y) =
k−1∏
i=0
dµi(yi) (9.62)
where
dµ(y) =
√
det g rn1 dn1y (9.63)
dµi(yi) =
√
det gi r
n¯i
i d
n¯iyi . (9.64)
In the case of Lint(Φ, A˜) one gets
Lint(Φ, A˜) =
k−1∑
i=0
Lint(Φi, A˜) (9.65)
where
Lint(Φi, A˜) = habµai H˜ig[a˜ib˜i]i
(
CbcdΦ
c
ia˜iΦ
d
ib˜i
− µbıˆf ıˆa˜i b˜i − Φ
b
d˜i
f d˜i
a˜i b˜i
)
(9.66)
where
g[a˜i b˜i]
i
=
1
Vi
∫
Mi
√
|g˜i| dn¯ix g[a˜ib˜i]i , i = 0, 1, 2, . . . , k − 1. (9.67)
Moreover, to be in line in the full theory we should consider a chain of groups Hi,
i = 0, 1, 2, . . . , k − 1, in such a way that
H0 ⊂ H1 ⊂ H2 ⊂ . . . ⊂ Hk−1 = H. (9.68)
For every group Hi we have the following assumptions
Gi ⊂ Hi (9.69)
and Gi+1 is a centralizer of Gi in Hi. Thus we should have
Gi ⊗Gi+1 ⊂ Hi, i = 0, 1, 2, . . . , k − 1. (9.70)
We know from elementary particles physics theory that
G0 = Uel ⊗ SU(3)color,
G1 = SU(2)L ⊗ U(1)Y ⊗ SU(3)color
and that G2 is a group which plays the role of H in the case of a symmetry breaking
from SU(2)L⊗UY(1) to Uel(1). However, in this case because of a factor U(1),M = S2.
Thus M0 = S
2 and G2 ⊂ H0.
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It seems that in a reality we have to do with two more stages of a symmetry
breaking. Thus k = 3. We have
M ≃ S2 ×M1 ×M2 (9.71)
M = G/(U(1)⊗ SU(3)) (9.72)
M1 = G1
/
(SU(2)× U(1)× SU(3))
U(1)⊗ SU(3) ⊂ SU(2)⊗ U(1)⊗ SU(3) ⊂ G2 ⊗ SU(3) ⊂ G3 = G (9.73)
and
G1 ⊂ H1 ⊂ H (9.74)
U(1)⊗ SU(3)⊗G ⊂ H (9.74a)(
U(1)⊗ SU(2)⊗ SU(3))⊗G2 ⊂ H1 (9.74b)
and
G2 ⊗G ⊂ H2 = H (9.74c)
M2 = G/G1. (9.75)
We can take for G SU(5), SO(10), E6 or SU(6). Thus there are a lot of choices
for G2, H1 and H.
We can suppose for a trial that
G2⊗ SU(3) ⊂ H0. (9.75a)
We have also some additional constraints
rank(G) ≥ 4. (9.75b)
Thus
rank(H0) ≥ 4. (9.75c)
We can try with F4 = H0.
In the case of H
rank(H) ≥ rank(G) + 3 ≥ 7. (9.75d)
Thus we can try with E7, E8
rank(H1) ≥ rank(G2) + 4
rank(H) ≥ rank(G2) + rank(G) ≥ rank(G2) + 4 ≥ rank(G) + 4 ≥ 8. (9.75e)
In this way we have
rank(H) ≥ 8. (9.75f)
Thus we can try with
H = E8. (9.75g)
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But in this case
rank(G2) = rank(G) = 4.
This seems to be nonrealistic. For instance, if G = SO(10), E6,
rank(SO(10)) = 5
rankE6 = 6.
In this case we get
rank(H) = 9
rank(H) = 10
and H could be SU(10), SO(18), SO(20).
In this approach we try to consider additional dimensions connecting to the man-
ifold M more seriously, i.e. as physical dimensions, additional space-like dimensions.
We remind to the reader that gauge-dimensions connecting to the group H have dif-
ferent meaning. They are dimensions connected to local gauge symmetries (or global)
and they cannot be directly observed. Simply saying we cannot travel along them.
In the case of a manifold M this possibility still exists. However, the manifold M is
diffeomorphically equivalent to the product of some manifoldsMi, i = 0, 1, 2, . . . , k−1,
with some characteristic sizes ri.
The radii ri represent energy scales of symmetry breaking. The lowest energy scale
is a scale of weak interactions (Weinberg-Glashow-Salam model) r0 ≃ 10−16 cm. In this
case this is a radius of a sphere S2. The possibility of this “travel” will be considered
in section 16. In this case a metric on a manifold M can be dependent on a point
x ∈ E (parametrically).
It is interesting to ask on a stability of a symmetry breaking pattern with respect
to quantum fluctuations. This difficult problem strongly depends on the details of the
model. Especially on the Higgs sector of the practical model. In order to preserve this
stability on every stage of the symmetry breaking we should consider remaining Higgs’
fields (after symmetry breaking) with zero mass. According to S. Weinberg, they can
stabilize the symmetry breaking in the range of energy
1
ri
(
~
c
)
< E <
1
ri+1
(
~
c
)
, i = 0, 1, 2, . . . , k − 1, (9.76)
i.e. for a symmetry breaking from Gi+1 to Gi.
In this place we can introduce deconfinement parameters Λ(Gi) =
αs
ri
(
~
c
)
which
introduce a scale of energy for a symmetry breaking.
It seems that in order to create a realistic grand unified model based on nonsym-
metric Kaluza–Klein (Jordan–Thiry) theory it is necessary to nivel cosmological terms.
This could be achieved in some models due to choosing constants ξ and ζ and µ. After
this we can control the value of those terms, which are considered as a selfinteraction
potential of a scalar field Ψ . The scalar field Ψ can play in this context a role of a
quintessence.
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Let us notice that using (4.51) and (9.56) one gets
k−1∑
i=0
A˜a˜i
ib˜
Φca˜if
b˜
ıˆa˜ = C
c
abµ
a
ıˆ
k−1∑
i=0
A˜a˜i
i˜a
Φba˜i . (9.77)
In this way we get constraints for Higgs’ fields Φ0, Φ1, . . . , Φk−1,
Φi =
(
Φba˜i
)
, i = 0, 1, . . . , k − 1.
Solving these constraints we obtain some of Higgs’ fields as functions of independent
components. This could result in some cross terms in the potential (9.41) between Φ’s
with different i. For example a term
V (Φ′i, Φ
′
j),
where Φ′ means independent fields. This can cause some problems in a stability of
symmetry breaking pattern against radiative corrections. This can be easily seen from
Eq. (4.51) solved by independent Φ′,
Φ = BΦ′ (9.78)
Φc
b˜
= Bc
˜¯b
b˜c¯
Φ′ c¯˜¯b (9.79)
where B is a linear operator transforming independent Φ′ into Φ.
We can suppose for a trial a condition similar to (4.51) for every i = 0, . . . , k − 1,
Φci
b˜i
f b˜iıˆia˜i = µ
ai
ıˆi
Φbia˜iC
ci
aibi
(9.80)
where Cciaibi are structure constants for the Lie algebra hi of the group Hi. f
b˜i
ıˆia˜i
are
structure constants of the Lie algebra gi+1, ıˆi are indices belonging to Lie algebra gi
and a˜i to the complement mi.
In this way
Φc
b˜i
= Φci
b˜i
δcci . (9.81)
In this case we should have a consistency between (9.80) and (9.77) which impose
constraints on C, f, µ and Ci, f i, µi where Ci, f i, µi refer to Hi, Gi+1. Solving (9.80)
via introducing independent fields Φ′i one gets
Φci
ib˜i
= Bci
˜¯bi
ic¯ib˜i
Φ′i
c¯i
˜¯bi
. (9.82)
Combining (9.79), (9.81–82) one gets
Bc
˜¯b
b˜c¯
Φ′c¯˜¯b =
k−1∑
i=0
A˜a˜i
ib˜
δcciB
ci
˜¯bi
ic¯ib˜i
Φ′i
c¯i
˜¯bi
. (9.83)
Eq. (9.83) gives a relation between independent Higgs’ fields Φ′ and Φ′i. Simultaneously
it is a consistency condition between Eq. (4.51) and Eq. (9.80). However, the condition
(9.80) seems to be too strong and probably it is necessary to solve a weaker condition
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(9.77) which goes to the mentioned terms V (Φ′i, Φ
′
j). The conditions (9.80) plus a
consistency (9.83) avoid those terms in the Higgs potential. This problem demands
more investigations.
It seems that the condition (9.38) could be too strong. In order to find a more
general condition we consider a simple example of (9.34). Let G0 = {e} and K = 2.
In this case we have
{e} ⊂ G1 ⊂ G2 = G (9.84)
M0 = G1, M1 = G/G1 (9.85)
g : G1 ×G/G1 → G. (9.86)
In this way G1 ×G/G1 is diffeomorphically equivalent to G.
Moreover, we can consider a fibre bundle with base space G/G1 and a structural
group G1 with a bundle manifold G. This construction is known in the theory of
induced group representation (see [51] and section 4). The projection ϕ : G→ G/G1 is
defined by ϕ(g) = {gG1}. The natural extension of (9.86) is to consider a fibre bundle
(G,G/G1, G1, ϕ). In this way we have in a place of (9.86) a local condition
gU : G1 × U −→
in
G (9.87)
where U ⊂ G/G1 is an open set. Thus in a place of (9.38) we consider a local diffeo-
morphism
gU :M0 ×M1 × . . .×Mk−1 −→
in
G/G0 . (9.88)
where
U = U0 × U1 × . . .× Uk−1,
Ui ⊂Mi, i = 0, 1, 2, . . . , k−1, are open sets. Moreover we should define projectors ϕi,
i = 0, 1, 2, . . . , k − 1,
ϕi : G/G0 → Gi+1/Gi, (9.89)
i.e.
ϕi ({gG0}) = {gi+1Gi}, (9.90)
g ∈ G, gi+1 ∈ Gi+1, G0 ⊂ Gi ⊂ Gi+1 ⊂ G
in a unique way. This could give us a fibration of G/G0 in
k−1∏
i=0
(Gi+1/Gi).
For g ∈ Gi+1 we simply define
ϕi ({gG0}) = {gGi}. (9.91)
If g ∈ G, g /∈ Gi+1, we define
ϕi ({gG0}) = {Gi}. (9.92)
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Thus in general
ϕi ({gG0}) = {p(g)Gi} (9.93)
where
p(g) =
{
g, g ∈ Gi+1
e, g /∈ Gi+1 .
(9.94)
Thus in a place of (9.38) we have to do with a structure{
G/G0,
k−1∏
i=0
(Gi+1/Gi) , ϕ0, ϕ1, . . . , ϕk−1
}
(9.95)
such that
gU ◦ ϕ|U = id (9.96)
where
ϕ|U =
k−1∏
i=0
ϕi|Ui . (9.97)
This generalizes (9.38) to the local conditions (9.88). Now we can repeat all the
considerations concerning a decomposition of Higgs’ fields using local diffeomorphisms
gU (g
∗
U ) in the place of g (g
∗). Let us also notice that in the chain of groups it would
be interesting to consider as G2
G2 = SU(2)L ⊗ SU(2)R ⊗ SU(4)
suggested by Salam and Pati, where SU(4) unifies SU(3)color ⊗ U(1)Y. This will be
helpful in our future consideration concerning extension to supersymmetric groups,
i.e. U(2 | 2) which unifies SU(2)L ⊗ SU(2)R to the super Lie group U(2 | 2) consid-
ered by Mohapatra. Such models on the phenomenological level incorporate fermions
with a possible extension to the supersymmetric SO(10) model. They give a natural
framework for lepton flavour mixing going to the neutrino oscillations incorporating
see-saw mechanism for mass generations of neutrinos. In such approaches the see-saw
mechanism is coming from the grand unified models. Our approach after incorporating
manifolds with anticommuting parameters, super Lie groups, super Lie algebras and in
general supermanifolds (superfibrebundles) can be able to obtain this. However, it is
necessary to develop a formalism (in the language of supermanifolds, superfibrebundles,
super Lie groups, super Lie algebras) for nonsymmetric connections, nonsymmetric
Kaluza–Klein (Jordan–Thiry) theory. In particular we should construct an analogue
of Einstein–Kaufmann connection for supermanifold, a nonsymmetric Kaluza–Klein
(Jordan–Thiry) theory for superfibrebundle with super Lie group. In this way we
should define first of all a nonsymmetric tensor on a super Lie group and afterwards a
nonsymmetric metrization of a superfibrebundle.
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Let us notice that on every stage of symmetry breaking, i.e. from Gi+1 to Gi, we
have to do with group G′i (similar to the group G
′
0). Thus we can have to do with a
true and a false vacuum cases which may complicate a pattern of a symmetry breaking.
105
10. Properties of the Scalar Field Ψ .
Cosmological Drifting of the Mass Scale
In section 9 we get the equation for scalar field Ψ (see (9.6)). It has the following
shape:
̂Ψ + I(Ψ) = 0, (10.1)
where ̂ is a wave operator (differential linear operator of the second order) and I(Ψ)
describes interaction of Ψ with Higgs’ field, Yang–Mills’ field and cosmological terms.
In the terms of the effective gravitational constant the field Ψ is defined:
Ψ = − 1
(n+ 2)
· ln
(
Geff
GN
)
. (10.2)
Simultaneously the field Ψ enters the equation (8.21) and (8.22). It means that there
exists an effective scale of masses for broken gauge bosons. It is
meff = e
−ΨmA˜ ≃ e−Ψ
αS
r
~
c
, (10.3)
The field Ψ enters also the effective cosmological constant for “false vacuum” case. We
get:
λc1 = e
(n−2)Ψ 4
~cr2
(
ℓ2pl
r2
)
V (Φ1crt). (10.4)
Using effective scale of masses one gets:
λc1 = 4e
(n+2)Ψm
4
eff
α4S
(
~3
c5
)
ℓ2plV (Φ
1
crt). (10.5)
Let us suppose that we have a situation corresponding to one of the minima of the
potential V (Φ). It means that:
Lint(A˜, Φ) = 0,
V (Φ) = V (Φkcrt),
Lkin(
gauge
∇ Φ) = NµνM2ij(Φkcrt)A˜iµA˜jν ,
LYM = 0.
(10.6)
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Let us suppose that the cosmological terms are negligible. In this case we have for
I(Ψ):
I(Ψ) =
4e−2Ψ
r2
NµνM2ij(Φ
k
crt)A˜
i
µA˜
j
ν +
(n− 2)
r4
e(n−2)ΨV (Φkcrt). (10.7)
In the vacuum state the fields A˜iµ and Ψ fluctuate only around this state. Thus
A˜iµ = A˜
i
0µ + δA˜
i
µ, (10.8)
Ψ = Ψ0 + δΨ.
It means that:
I(Ψ) ≃
(
4e−2Ψ0
r2
ηµνM2ij(Φ
k
crt)A˜
i
0µA˜
j
0ν +
(n− 2)
r4
e(n−2)Ψ0V (Φkcrt)
)
+
+
(−8e−2Ψ0
r2
ηµνM2ij(Φ
k
crt)A˜
i
0µA˜
j
0ν +
(n− 2)2
r4
e(n−2)Ψ0V (Φkcrt)
)
δΨ =
= d1 + d2δΨ, (10.9)
d1, d2 are constants and we put N
µν = Mηµν (in zero order of approximation). And
from (10.1) we get:
(δΨ) +
(
d1
M
)
+
(
d2
M
)
δΨ = 0. (10.10)
It means that (10.1) becomes the Klein–Gordon equation for the fluctuation of the
scalar field Ψ and δΨ is a massive field. Thus it has Yukawa-type behaviour.
δΨ ∼ 1
r
e−αr + const, α > 0. (10.11)
For the field Ψ we get:
Ψ ∼ const′+1
r
e−αr, α > 0. (10.12)
Due to this we preserve the weak equivalence principle for the gravitational field. The
scalar forces connected to the field Ψ are of the short range. This is possible if d2 > 0.
The first term in d2 is greater than zero and we have no troubles in the true vacuum case
(V (Φ0crt) = 0). In the case of the false vacuum the situation may be different (d2 ≤ 0).
Thus the world built over the false vacuum state can violate the weak equivalence
principle. Summing up we get that in the case of true vacuum the field Ψ is massive
with short range. It is in accordance with the weak equivalence principle, the universal
fall of all bodies in gravitational field. This property is connected, from cosmological
point of view of course, to space dependence of Ψ (or Geff ). It is interesting to ask
what will happen if Geff = Geff(t). It means that Ψ = Ψ(t) depends on the time t
only. Now it is a cosmological time. In this case Ψ(t) plays the role of the cosmological
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factor. Let us estimate the dependence on time for the effective scale of masses, meff ,
using some estimations for Geff . We have (see [56], [57]):
η =
∆Geff
Geff∆t
=
10−11 − 10−10
yr
, (10.13)
η =
d
dt
lnGeff (t) = −(n+ 2)
(
dΨ
dt
)
. (10.14)
Thus we get
∆Ψ = − η
(n+ 2)
∆t. (10.15)
For the effective scale of mass one gets:
ω =
∆meff
meff∆t
=
d
dt
lnmeff (t) = − d
dt
Ψ(t) = −∆Ψ
∆t
. (10.16)
Thus we get
ω =
η
(n+ 2)
(10.17)
and
ω =
10−12 − 10−11
yr
, (10.18)
if we suppose that n ≥ 24 (n = dimG and for G = SU(5) we can have n = 24). Thus
we are able to connect changing of the effective gravitational constant with very small
drifting of the scale of masses for the broken gauge bosons. This drifting is really very
small and it does not contradict experimental data. It is worth to notice that the sign
of changing of Geff and meff is the same. If Geff increases then meff increases too and
vice-versa. This behaviour is in agreement with Mach’s principle.
Let us remind to the reader the Dirac large number hypothesis. He gets that
e2
GNmemp
≃ 1040, (10.19)
where me, mp mean electron and proton mass, respectively, and
t
e2/mec3
≃ 1040, (10.20)
where t is an age of the Universe and e
2
mec3
is a time needed for light to pass a distance
of a classical radius of an electron.
If those large numbers are equal forever one gets
e2
GNmemp
≃ t
e2/mec3
(10.21)
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and we get an interesting cosmological dependence
1
t
=
(
mpc
3
e4
)
Gm2e. (10.22)
The mass of a proton is established by ΛQCD and we do not expect the cosmological
drifting of ΛQCD. Thus mp = const. However, in the case of me is different
me ∼ mEWeff ∼ 1
r
e−Ψ ∼ mWe−Ψ (10.23)
and
G = Geff = GNe
−(n+2)Ψ . (10.24)
Thus we get
1
t
= Ce−(n+4)Ψ (10.25)
where C is a constant.
And finally
Ψ(t) =
1
n+ 4
ln(Ct), (10.26)
which gives an evolution law for a scalar field Ψ . This could be incorporated as an
ansatz for some cosmological models, where
C ≃ 10
20
tpl
(10.27)
and tpl is a Planck time.
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11. Fermion Number, R+ and U(1)F Invariance
In N.G.T. and in Einstein Unified Field Theory there exists a gauge invariance for
the 2-form of curvature
Ω
α
β(W ) = dW
α
β +W
α
β ∧W γβ (11.1)
such that
Ω
α
β(W ) = Ω
α
β(W
′
), (11.2)
where
W
α
β → W ′αβ =Wαβ − 2
3
δαβ dφ (11.3)
and where φ is a function on E. This results as a gauge transformation for the 1-form
W
W →W ′ =W + dφ. (11.4)
It is easy to see that the 2-form of curvature for the connection W A˜B˜ is also invariant
under (11.4)
ΩA˜B˜(W ) = Ω
A˜
B˜(W
′), (11.5)
where
W ′A˜B˜ =W
A˜
B˜ −
4
3(m+ 2)
δA˜B˜dφ. (11.6)
In N.G.T. (see [34], [47], [65], [66]) the vector fieldWµ is coupled to the fermion current
(fermion number plays in this theory the role of the second gravitational charge).
Thus (11.4) results in the conservation law for the fermion current. Fermion current
is simultaneously the source of the skew-symmetric part of the metric (see for details
[34], [47], [65]). The fermion current for a Dirac particle has the same shape as an
electric current
Sµ ∼ ΨγµΨ. (11.7)
We have only a different coupling constant between Sµ and Wµ.
One can ask what is the origin of the transformation (11.3). It is very well known
that the linear connection (coefficients of the connection) W
α
β obeys the following law
of transformation: (the linear connection is not a geometrical quantity of σ-type in
a Shouten sense as for example tensor, vector, spinor, 2-form of curvature, etc., see
Ref. [59] for more details).
AµνW
′ν
β =W
µ
νA
ν
β + dA
µ
β , (11.8)
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if we change basic forms θ
α
into θ
′α such that
θ
α
= Aαβθ
′β , (11.9)
where Aαβ is a matrix valued function on the manifold E (space-time) with values
in GL(4,R), det(Aαβ) 6= 0. If we restrict GL(4,R) to the subgroup GL↓(4,R) =
{(Aαβ), det(Aαβ) > 0} we may consider the following transformation:
Aαβ = δ
α
βe
− 23φ (11.10)
and we get from (11.8) Eq. (11.3). It is easy to see that (11.10) is a dilatation. Let us
write every matrix A from GL↓(4,R) in the form:
A = eB . (11.11)
This is possible, because detA > 0 and let us decompose B into two parts
Bαβ = (B
α
β − bδαβ) + bδαβ = B′αβ − bδαβ , (11.12)
where b = 1/4Bαα and B
′α
β is a traceless matrix. According to (11.12) one gets
A = ebeB
′
. (11.13)
But
detA = eTrB = e4b. (11.14)
Comparing (11.13), (11.14) and (11.10) one gets:
φ = −3
8
ln(detA), (11.15)
where A ∈ GL↓(4,R). In this way we have the decomposition
GL↓(4,R) = R+ ⊗ SL(4,R), (11.16)
where R+ = {eρ, ρ ∈ R} and SL(4,R) = {A ∈ GL(4,R), detA = 1}. The gauge trans-
formation (11.3), (11.4) and (11.6) are the gauge transformations corresponding to R+
in the decomposition (11.16). Transformation (11.4) induces the following dilatation
transformations for spinor fields Ψ and Ψ (see Ref. [92])
Ψ → Ψ ′ = Ψe−iβφ, (11.17)
Ψ → Ψ ′ = Ψeiβφ, (11.18)
where β is a constant connected to the universal coupling constant a from Moffat’s
theory. In this way we have compactification of the group R+ from the decomposition
(11.16) (see Ref. [92] for details) and spinors transform according to the following
group:
U(1)F ⊗ SL(2,C). (11.19)
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In the case of electromagnetic fields we have
U(1)el ⊗ SL(2,C) (11.20)
and the transformation law for Ψ and Ψ
Ψ → Ψ ′ = Ψe−i e~cχ, (11.21)
Ψ → Ψ ′ = Ψei e~cχ, (11.22)
A→ A′ = A+ dχ. (11.23)
The difference between (11.19) and (11.20) is significant, because U(1)F is a compact-
ification of R+ and U(1)el is compact from the very beginning. But there is a more
fundamental difference, R+ (dilatations) belong to space-time symmetries and U(1)el
to the internal symmetry of the electromagnetic field. It is easy to see that we can get
(11.19) from the following scheme
GL(4,R)→GL↓(4,R)→R+⊗SL(4,R)→R+⊗SO(1, 3)→U(1)F⊗SL(2,C) (11.24)
and U(1)F is a compactification of R+ in the following sense:
U(1)F =
{
e−iψ , ψ =
3
8
ln(det(Aµν)), det(A
µ
ν) > 0
}
. (11.25)
Fermion number is independently connected to the internal symmetries of elementary
particles. We know that there are no forces with long range connected to fermion
number (weak equivalence principle). In N.G.T. there are also no forces with long
range connected to this charge. The theory satisfies the weak equivalence principle
— universal fall of all bodies. In the Newtonian approximation of N.G.T. there is no
Coulomb force connecting to the Wµ potential or to the skew-symmetric part of the
metric g[µν]. On the other hand fermion number is conserved in a similar manner to
that of electric charge and it is usually connected to the U(1)F internal invariance.
In the Grand Unified Theory based on the SO(10) group (see [93]), fermion number
is one of the generators of the Lie algebra of SO(10), YF, and F = B−L, where B is the
baryon number and L the lepton number. Thus we have the local symmetry U(1)F.
After spontaneous symmetry breaking the intermediate gauge boson corresponding to
YF in the adjoint representation obtains a rest mass and we have no forces of long
range connecting to F .
This symmetry breaking is the spontaneous symmetry breaking and the lagrangian
of the theory is invariant under local transformations of SO(10) (thus under U(1)F
too). Symmetry is breaking only due to choosing a concrete representative of the
vacuum, which is here degenerated.
In the Grand Unified Theory based on SU(5) we have no U(1)F local invariance,
we have only global U(1)F invariance.
In the SO(10) G.U.T. we get after symmetry breaking U(1)F global invariance and
the fermion number F = B − L is conserved. Space-time symmetries and internal
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symmetries are usually disconnected. Only some geometrical approaches similar to di-
mensional reduction or Kaluza–Klein theory or maybe supersymmetry are able to con-
nect these symmetries treating them as “space-time” symmetries on many-dimensional
manifolds.
In our theory we have this situation. We have a many-dimensional manifold and
after dimensional reduction we get gravity coupled to the Yang–Mills’ field and to the
Higgs’ field with spontaneous symmetry breaking and the Higgs’ mechanism. Simulta-
neously gravitation in our theory is described by N.G.T. Thus we should try to connect
R+ symmetry from N.G.T. with U(1)F internal symmetry. There are two possibilities
for such relations.
1) Let us suppose that U(1)F is a subgroup of the group G
U(1)F ⊂ G (11.26)
in such a way that YF ∈ m. This means that after symmetry breaking the intermediate
boson corresponding to YF (for “true” vacuum case) obtains the rest mass and we will
have no long range forces connecting to F . This is similar to the SO(10) G.U.T.
Now let us suppose that there exists a homomorphism between GL↓(4,R) and G
ε : GL↓(4,R)→ G, (11.27)
such that
ε(A) = e−(i
3
8 ln(detA)YF), (11.28)
where A = (Aµν), detA > 0.
(11.28) is really the homomorphism between GL↓(4,R) and U(1)F. It projects
GL↓(4,R) to a one-parameter subgroup of G. This has the result that dilatations on
the space-time from R+ induce internal rotations of U(1)F.
2) Let us suppose that the group H has the following structure
U(1)F 6⊂| G, G⊗G0 ⊂ H, U(1)F ⊂ H. (11.29)
Let there exists a homomorphism between GL↓(4,R) and H
η : GL↓(4,R)→ H, (11.30)
such that
η(A) = e−(i
3
8 ln(detA)YF), (11.31)
where A = (Aµν), detA > 0. Now dilatations from the space-time also induce internal
U(1)F rotations. However the situation is different. Now YF does not belong to the
Lie algebra of the group G and due to the Wang condition there is no gauge boson
connecting to U(1)F (to fermion number). There is no gauge field defined on space-
time connecting to YF . The U(1)F symmetry acts only on the Higgs’ multiplet and it
is really global. Thus we have a situation similar to SU(5) G.U.T.
Moreover the correct interpretation of YF can be obtained if we consider a funda-
mental representation of G (if U(1)F ⊂ G). In this case we put fermion fields into
113
the representation and eigenvalues of YF tell us what is the meaning of F . In the case
of U(1)F ⊂ H and U(1)F 6⊂ G the interpretation of F is more complex. We should
consider a fundamental representation of H and try to span its space by fermion fields
looking for eigenvalues of YF. However the problem of fermion fields in the Nonsym-
metric Jordan–Thiry Theory seems to be interesting and it will be done elsewhere.
We do not identify our group G with SU(5) or SO(10) from G.U.T. The relationship
between these classical G.U.T.’s and dimensional reduction procedures seems to be
more complex (see Ref. [80]). The feature concerning the second possibility of the place
of the U(1)F group seems to be more general than for U(1)F only. The dimensional
reduction scheme offers us a treatment of global symmetries in elementary particle
physics. Let S be a group such that the group H has a structure:
S ⊂ H, S 6⊂ G, G⊗G0 ⊂ H. (11.32)
We have here S in a place of U(1)F in (11.29). Due to the Wang condition we do not
get any gauge field corresponding to the gauge group S. This group is really global.
Thus the dimensional reduction scheme allows us to consider both global and local
symmetries. Both symmetries can be unified by the one group H. The group S acts,
of course, on the Higgs’ field Φ and would be broken spontaneously, without the Higgs’
mechanism. The group S is the symmetry group of the potential V . Thus we should
get after symmetry breaking from G to G0 massless scalars, the so-called pseudo-
Goldstone bosons. The number of those zero modes is equal or greater dimS. They
can get masses through radiative corrections. The correct interpretation of generators
of the Lie algebra of S can be obtained in a similar way as YF. In the next section we
consider in details the first possibility (1)).
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12. Fermion Number as the Second Gravitational Charge
W µ and A˜
F
µ Potentials
Let us consider the principal fibre bundle P̂ of frames over the manifold E (space-
time) with the structural group
GL↓(4,R) = {(Aαβ), det(Aαβ) > 0}. (12.1)
Let π̂ be a projection π̂ : P̂ → E. For every x ∈ E we have that
Fx = π̂
−1({x}) ∼= GL↓(4,R), (12.2)
i.e., the fibre Fx is equivalent to the structural group GL↓(4,R). LetW be a connection
on this bundle and let us decompose the Lie group GL↓(4,R) into
GL↓(4,R) = R+ ⊗ SL(4,R), (12.3)
where
SL(4,R) = {A ∈ GL(4,R), detA = 1}
and
R+ =
{
eρ, ρ =
1
4
ln(detA), A ∈ GL↓(4,R)
}
.
The decomposition (12.3) can be used to construct two subbundles of P̂ : P̂1 and P̂2 see
Fig. 7. They are defined over E with structural groups R+ and SL(4,R). For SL(4,R)
is a closed subgroup of GL↓(4,R), the transport of the connection from P̂ to P̂1 and
P̂2 is possible (see Ref. [59]).
In general the condition for a reduction of the principal bundle P (M,G) to a sub-
bundle P ′(M,G′) where G′ is a Lie subgroup of G is as follows. There is an open
covering {Uα} of M with a set of transition functions {Ψβα} with values in G′. We
suppose that this condition is satisfied in our cases (see Ref. [59]).
In this way we have, for the connection W, a decomposition
W = W˜ ⊕ Ŵ , (12.4)
where W˜ is a 1-form with values in the Lie algebra SL(4,R) and Ŵ is a 1-form with
values in the Lie algebra of R+. W˜ is a connection on P̂2 and Ŵ on P̂1. Thus we have
Ŵ =WZ, (12.5)
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P˜1
pi1
W
R+ QF
piF
ω˜FE
U(1)
F
E E
P˜2
pi2
W˜
SL(4,R)
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pi
W
GL↓(4,R)
.
.
Fig. 7. Principal fibre bundles P̂1, P̂2, QF and P̂
where W is a 1-form with real values and Z is a generator of the Lie algebra R+. Let
us take a local section f of the bundle P̂
f : E → P̂ . (12.6)
One gets:
f∗W = (Wαβγθγ)Xβα, (12.7)
where Xβα, are generators of the Lie algebra of the group GL↓(4,R). We can define
the second connection W˜ (coefficients of a connection W˜αβ) according to Eq. (12.7) in
terms of Wαβ .
Let us consider the general transformation law for the coefficients of the connection
W
α
β
AλµW
′µ
ν =W
λ
µA
µ
ν + dA
λ
µ, (12.8)
where Aλµ is a matrix valued function from GL↓(4,R) and a frame transforms as
θ
α
= Aαβθ
′β . (12.9)
If we choose
Aαβ = e
−2/3φδαβ (12.10)
we get
W
′λ
µ = W
λ
µ − 2
3
δλµ dφ (12.11)
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or
W
′λ
µ = ω
λ
µ − 2
3
δλµW
′
, (12.12)
where
W
′
= W + dφ (12.13)
and
ωλµ = f
∗W˜λµ, W˜ = W˜λµXµλ.
Thus it is possible to consider (12.10) and (12.13) as a gauge transformation for the
1-form W . This was done in Refs. [34], [26], [27], [47], [65], [66]. It is easy to see that
the 2-form of the curvature for the connection Wαβ , Ωαβ(W) is invariant under this
transformation (see Refs. [26], [27]).
We can call this transformation the Einstein-λ-transformation (see Ref. [3]). This
is also true for the curvature of the WA˜B˜ connection, i.e. ΩA˜B˜ (see Refs. [26], [27]).
Let us consider the decomposition (12.4) for the connection W corresponding to the
decomposition (12.3) for the group GL↓(4,R).Thus for every local section f of the
bundle P̂ we get:
f∗W = ωλµX˜µλ +WZ, (12.14)
X˜µλ are generators of the Lie algebra of SL(4,R). This means that we have chosen the
decomposition of the Lie algebra of GL↓(4,R) into SL(4,R) and R (R is a real axis).
Thus for every section of P̂ or P̂2 and P̂1 one gets
f∗W˜ = ωλµX˜µλ, (12.15)
f∗Ŵ = W vθvZ. (12.16)
Let us consider the decomposition (11.3) and compare it with formula (11.15). We
have
φ = −3
8
ln(detA). (12.17)
The group R+ is called the dilatation group. Thus the gauge transformation (12.13)
for the 1-formW is connected to the dilatation subgroup of GL↓(4,R). Let us consider
the principal bundle Q (see Fig. 2A) with the structural group G and with a projection
πE over E (space-time). On this bundle we have defined a 1-form of a connection ω˜E.
(see Fig. 7).
Let U(1)F be a subgroup of the group G such that
U(1)F 6⊂ G0 (12.18)
and let us call this group the fermion charge group. Eq. (12.18) means that this sub-
group is broken spontaneously and the Higgs’ mechanism makes massive the gauge
boson corresponding to this group. Let YF ∈ g be a generator of U(1)F. For U(1)F is
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broken spontaneously YF ∈ m. Let us suppose that there exists the following homo-
morphism between GL↓(4,R) and G
σ : GL↓(4,R)→ G, (12.19)
such that
σ(A) = e−(i
3
8 ln(detA)YF). (12.20)
In this way we project the group GL↓(4,R) on the U(1)F subgroup of G. The
Eq. (12.20) is really the smooth homomorphism between R+ and U(1)F. Simulta-
neously (12.20) can be made a smooth morphism between typical fibres of the bundles
P̂ and Q. This suggests the following. Let us consider the morphism of the bundles P̂
and Q
Σ : P̂ → Q or (Σ1 : P̂1 → QF), (12.21)
such that we have (12.20) and on the space-time E (base manifold)
idE : E → E, (12.22)
where idE means the identity on E. The morphism Σ has the following meaning. The
fibre bundle P̂ is reduced to the principal fibre bundle P̂1 over E with a structural
group R+. Simultaneously the principal fibre bundle Q is reduced to the U(1)F fibre
bundle over E i.e. QF . This is possible because of the property of the U(1)F subgroup
of G and the definition of R+ subgroup of GL↓(4,R). The transport of the connections
of both bundles to their subbundles is possible. We can write our construction as a
chain of morphisms:
P̂ →
r1
P̂1→
Σ1
QF←r2 Q,
where r1 means a reduction of P̂ to P̂1, r2a reduction of Q to QF and Σ1 a morphism
induced by (12.20). Let us consider the contragradient transformation for Σ (a pull-
back), Σ∗ and apply it for ωE . One gets:
Σ∗(ω˜E) = Ŵ (12.23)
or
Σ∗(ω˜E) = Σ∗(ω˜FEYF) =WZ. (12.24)
Let us take a local section f of P̂ . One finds
−3
2
A˜Fµθ
µ
=Wµθ
µ
. (12.25)
Thus we get a relationship between the gauge field A˜Fµ, corresponding to the fermion
number F , and the field Wµ which couples the fermion current in the nonsymmetric
theory of gravitation. For the curvature of the connection ω˜E, Ω˜E one gets:
Σ∗(Ω˜E) = Σ∗(H˜FYF) = Σ∗(dω˜FEYF) = Ω̂ = dŴ = dWZ. (12.26)
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One easily finds that:
−4
3
W [µ,ν] = F˜
F
µν = ∂µA˜
F
ν − ∂νA˜Fµ. (12.26a)
In this way, we can make the following statements:
1) local gauge invariance on the space-time E connected to the R+ group is the
same as the local gauge invariance U(1)F for the fermion number.
2) the gauge field A˜Fµ and Wµ are the same. We have that
W
λ
µ = ω
λ
µ + δ
λ
µ(A˜
F
νθ
ν
) (12.27)
and in the gravitational lagrangian
−4
3 ∼
g[µν] W [µ,ν] =∼g
[µν] H˜Fµν (12.28)
Due to the spontaneous symmetry breaking the field A˜Fµ is massive and has short
distance. Thus the Lorentz force term which appears for W[µ,ν] is of short distance
2
3
f g˜(µν)W[µ,α]u
α = −2f g˜(µν)H˜Fµαuα, (12.29)
(see Ref. [95]). In this way the weak equivalence principle is satisfied. This is really
impossible to do in pure N.G.T., where the Lorentz force term (or Coriolis force term)
appears as a term of long distance forces and it is necessary to remove it using the so
called splitting of the conservation laws (see Refs. [34], [47], [65]). We do not need these
additional assumptions, which are not of geometric nature. Moreover, the splitting of
the conservation laws is an integral part of Moffat’s theory. It seems that it provides a
contradiction with the field equations with electromagnetic or scalar sources in N.G.T.
(see Ref. [34]). It seems that it is also in contradiction with the Lagrange formulation of
hydrodynamics. However the splitting of the conservation laws is necessary in N.G.T.
in order to get the equation of motion for the test particle from conservation laws
(Bianchi identities) as in G.R.T. In this manner Moffat fits the anomalous perihelion
precession of Mercury and Icarus in the presence of a non-zero quadrupole moment of
the sun
Otherwise, he gets an equation with a Lorentz force term (Coriolis force term) for
W[µ,ν].
In some new formulations of N.G.T. (Ref. [95]) J.W. Moffat abandons the splitting
of the conservation laws getting equation of motion for a test particle with Lorentz-like
(Coriolis force term).
The additional force term in the equation of motion has been connected to the
“fifth force” (Refs. [54], [53]). However, it seems that the fifth force term (if this force
really exists) should be of exponential decaying, not 1r5 as in Moffat’s approach ([95]).
In our meaning the “fifth force” is rather scalar than vector-like.
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The conditions (12.23), (12.24), (12.25) are really constraints in the theory. Thus
we should add to the full lagrangian the term:
8πGN
c4 ∼
Lµ
(
A˜F µ +
2
3
W
)
, (12.30)
where
∼λ
µ=
√−gλµ (12.31)
is a Lagrange multiplier and because of the gauge invariance (R+ and U(1)F ) we
suppose
∂µ ∼λ
µ= 0. (12.32)
The Lagrange multiplier becomes a source for g[µν]
∼
g[µν] ,ν = −κ ∼λµ= 4πa2 ∼Sµ, κ =
8πGN
c4
. (12.33)
Thus it has a natural physical interpretation as a fermion current. It is coupled to
the A˜Fµ and simultaneously to Wµ. In this way the fermion charge plays the role
of the second gravitational charge. The field Wµ disappears from the theory. In
the place of Wµ we have A˜
F
µ which is massive and due to this the weak equivalence
principle is satisfied. The Lorentz force term (Coriolis force term) for A˜Fµ is of short
range. From the Nonsymmetric Gravitational Theory we know that there are not any
Lorentz forces and Coulomb potentials connected to g[µν]. Thus the weak equivalence
principle is satisfied and we have two gravitational charges: a mass and a fermion
charge.
In this way the argument raised by C. Will (see 4th of Ref. [47]) does not concern
our case. The arguments is of course valid in the case of N.G.T., because there W is
not of a short range.
Let us notice that we choose the second possibility of the role of U(1)F in our
scheme from Ref. [26] and sec. 11. This corresponds to the situation similar for SO(10)
G.U.T., i.e. the first possibility from Ref. [26] and sec. 11. It seems that this possibility
is more natural. Some possibilities concerning the intermediate stages of the symmetry
breaking will be considered elsewhere.
Finally we can say that the SU(5) scheme of G.U.T. seems to be in contradiction
with experiment (proton decay). For this kind of scheme we cannot proceed with the
construction presented here. U(1)F is global and YF ∈ (Lie algebra of the group H),
and YF 6∈.
Let us conclude that in this section we have obtained the physical interpretation of
the Einstein-λ-transformation (Ref. [3]). It seems that this transformation is a local
U(1)F gauge transformation corresponding to the fermion-number generator in G.U.T.
In this way the problem seems to be solved. The Einstein Unified Field Theory in a
real version was used as a theory of the pure gravitational field. It was necessary to
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combine it with the Yang–Mills’ and Higgs’ field via the Nonsymmetric Jordan–Thiry
Theory.
Let us consider the lagrangian of the theory and find his part which contains the
gauge field A˜Fµ = −23Wµ. In order to do this we consider Eq. (6.1) with the H˜Fµν
contribution. One gets:
Q˜jigδβg
σδL˜iσα + gαδg
σδL˜jβσ = 2gαδg
δσH˜jβσ, (12.34)
where
Q˜ji = ℓ˜
kj ℓ˜ik.
If j = F we have
Q˜Figδβg
σδL˜iσα + gαδg
δσL˜Fβσ = 2gαδg
δσH˜Fβσ. (12.35)
For
H˜Fµν = −4
3
W[µ,ν] (12.36)
one gets
QF igδβg
σδL˜iσα + gαδg
δσL˜Fβδ = −8
3
gαδg
δσW[β,σ]. (12.37)
This means that the field Wµ has a contribution to the full induction tensor of the
theory.
The Yang–Mills’ field lagrangian with a direct contribution of Wµ looks as follows:
LYM(W ) = − 1
6π
ℓ˜FF
[
8
3
(g[µν]W [µ,ν])
2 + L˜FµνW [µ,ν]
]
. (12.38)
There is also a usual part of N.G.T. lagrangian containing Wµ field i.e.
2
3
g[µν]W [µ,ν]. (12.39)
We have also a contribution of the field Wµ in the kinetic part of the lagrangian for a
Higgs’ field if the gauge derivative of the Higgs’ field contains A˜Fµ = −23Wµ i.e.
e∗(
gauge
∇µ Φaa˜) = ∂µΦaa˜ +
g
~c
(Cadeα
e
jA˜
j
µΦ
d
a˜ + f
b˜
a˜jA˜
j
µΦ
a
b˜
) =
= ∂µΦ
a
a˜ −
3g
2~c
(Cadeα
e
FWµΦ
a
a˜ + f
c˜
a˜FWµΦ
a
c˜ )+
+
g
~c
∑
j 6=F
(Cadeα
e
jA˜
j
µΦ
a
a˜ + f
c˜
a˜jA˜
j
µΦ
a
c˜ ) =
=
gauge
∇wµ Φaa˜ +
g
~c
∑
j 6=F
(Cadeα
e
jA˜
j
µΦ
a
a˜ + f
c˜
a˜jA˜
j
µΦ
a
c˜ ). (12.40)
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Thus one gets:
LWkin(
gauge
∇µ Φ) = (
gauge
∇wµ Φaa˜Lµa˜a)av. (12.41)
Taking everything together we have:
L(W ) = 2
3
g[µν]W [µ,ν] − e−(n+2)Ψ λ
2
3
ℓ˜FF
[
8
3
(g[µν]W [µ,ν])
2 + L˜FµνW [µ,ν]
]
+
− λ
2
2r2
e−2Ψ (
gauge
∇wµ Φaa˜Lµa˜a)av. (12.42)
However because of the Eq. (6.1) and Eq. (6.4) we have the Wµ field contribution via
an induction tensor L˜iµν and L
µa˜
a in the remaining parts of LYM and Lkin(
gauge
∇µ Φ).
Finally let us rewrite the field equations modulo constraint A˜Fµ = −23Wµ.
R(αβ)(Γ ) =
8πK
c4
(
tot
T (αβ) − 1
2
g(αβ)T
)
, (12.43)
R[[αβ],λ](Γ ) =
8π
c4
(
K
tot
T [αβ] − 1
2
g[[αβ]T
)
,λ], (12.44)
where
tot
Tαβ =
gauge
T αβ +
scal
T αβ + Tαβ(Φ) +
int
Tαβ + Λgαβ (12.45)
and
T = gαβ
tot
Tαβ,
∼
g[µν] ,ν = 4π ∼S
µ, (12.46)
gµν,σ − gρνΛ˜ρµσ − gµρΛ˜ρσν = 0, (12.47)
where
∼S
µ=
3λ2α2S
c~
√−g δ
δWµ
(
e−(n+2)ΨLYM + e
−2Ψ
4πr2
Lkin(gauge∇ Φ)+
−e
(n−2)Ψ
2πr4
Lint(Φ, A˜)
)
, (12.48)
Λ˜µσ = Γ˜
ρ
µσ +D
ρ
µσ(S) (12.49)
and
gρνD
ρ
µσ + gµρD
ρ
σν =
4π
3
Sρ(gµσgρν − gµρgσν + gµνg[σρ]), (12.50)
R˜αβ(Γ˜ ) is a Moffat–Ricci tensor for a connection ω˜
α
β = Γ˜
α
βγθ
γ . It is easy to see
that we have sources for equation (9.4) and (9.5). This is similar to the situation with
the second pair of Maxwell equations in the Nonsymmetric Kaluza–Klein Theory in
comparison to the classical Kaluza–Klein Theory.
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The above equations have been obtained as results of variations with respect to gµν
and
W
λ
µ = ω˜
λ
µ − 2
3
δλµW = ω˜
λ
µ + δ
λ
µA˜
F.
Moreover if we vary with respect to
ω˜E = ω˜
F
EXF +
∑
i6=F
ω˜iEXi
the variation with respect to the first part of ω is included in the variation of W
λ
µ
because of
e∗ω˜FE = A˜
F = −2
3
W, (12.51)
Thus we get Eq. (9.7) for j 6= F only.
We can easily calculate the form of Sµ. One gets
∼S
α=
−8GN~
c4
{
gauge
∇µ (ℓ˜iF∼˜L
iαµ
) + 2
∼
g[αβ]
gauge
∇β (h˜iFg[µν]H˜iµν) +
+
2
√−g
r2
αS
√
~cenΨ
[
ℓabg
b˜n˜gµαLaµb˜(Φ
d
n˜C
b
dcα
c
F + f
e˜
nF˜
Φbe˜+
+
( δLa
βb˜
δ
gauge
∇α Φwv˜
)
ℓabg
b˜n˜gβµ(
gauge
∇µ Φbn˜)(Φdw˜CwdcαcF + f e˜w˜FΦwe˜ )
]
av
+
+ 4
√−g e
2nΨ
r2
habµ
a
k ℓ˜iFℓ˜
kig˜[a˜b˜]
gauge
∇µ
{
g[µα] ×
×
[
αs√
~c
CbcdΦ
c
a˜Φ
d
b˜
− ~c
αs
µb
iˆ
f iˆ
a˜b˜
− φb
d˜
f d˜
a˜b˜
]}
+
+ (n+ 2)∂βΨ [ℓ˜iF∼˜L
iβα − 2
∼
g[βα] (h˜iFg
[µν]H˜iµν)]
}
. (12.52)
The remaining equations i.e. Eqs. (9.6), (9.8) are the same substituting for H˜Fµν ,
−4
3
W [µ,ν] and for A˜
F
µ, −23Wµ.
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13. Equation of Motion for a Test Particle
in the Nonsymmetric Jordan–Thiry Theory
Let us derive the equation of motion for a test particle in our theory from the
Bianchi identities in the hydrodynamic limit.
In N.G.T. one derives the following Bianchi identity (see Refs. [5], [97], [98])
1
2
(Gρν ∼
gαν),α +
1
2
(Gνρ ∼
gνα),α +
1
2 ∼
G
εν
gεν,ρ = 0, (13.1)
where
Gρν = Rρν(Γ )− 1
2
gρνR(Γ ), (13.2)
∼Gεν =
√−gGεν , (13.3)
Rρν(Γ ) is the Moffat–Ricci tensor for the connection ω
α
β and R(Γ ) is the scalar of
curvature.
From Eq. (9.3) one gets:
Rαρ(W )− 1
2
gαρR(W ) =
8πG
c4
e−(n+2)Ψ
tot
Tαβ, (13.4)
where
tot
Tαρ =
gauge
T αρ + Tαρ(Φ) +
scal
T αρ + gαρΛ+
int
Tαρ. (13.5)
If we suppose the constraints (12.30) we have to use an effective energy-momentum
tensor
eff
Tαρ =
tot
Tαρ +
constraints
T αρ, (13.6)
where
constraints
T αρ = e
(n+2)Ψ
[
λα
(
W ρ +
2
3
A˜Fρ
)
− 1
2
gαρλ
µ
(
Wµ +
2
3
A˜Fµ
)]
. (13.7)
Now Eq. (13.4) takes the form:
Rαρ(W )− 1
2
gαρR(W ) =
8πG
c4
e−(n+2)Ψ
eff
Tαρ. (13.8)
Simultaneously for Eq. (9.4) we have
∼g
[µν]
,ν =
3
2 ∼
λµ= 4πa2 ∼S
µ . (13.9)
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From Eq. (13.1) one derives:
[e−(n+2)Ψ (gαν
eff
∼Tνρ + g
να
eff
∼Tνρ)],α + g
µν
,ρe
−(n+2)Ψ eff
Tµν +
2
3
W[ρ,ν] ∼S
ν= 0. (13.10)
Let us suppose that:
1) The field configuration described by Eqs. (9.3)–(9.8) and constraints (12.30)
correspond to a situation close to the “true” vacuum case.
2) The hydrodynamic limit for this field configuration.
From 1) we have (see Eq. (10.12)):
e−(n+2)Ψ ≃ const, (13.11)
Λ ≃ 0, (13.12)
−2
3
W [µ,ν] = A˜
F
[µ,ν] ≃ 1
r2
e−βr ≃ 0, (13.13)
where
1
β
is the range of the gauge field A˜Fµ.
Thus from Eq. (13.10) one gets:
(gαν
eff
∼Tρν + g
να
eff
∼Tνρ) + g
µν
,ρ
eff
∼Tµν = 0. (13.14)
2) means that our field configuration is described by the macroscopical (averaged)
hydrodynamic quantities: uα (four-velocity of a fluid), p (pressure), ρ (density), T
(temperature) and Fµν (macroscopic electromagnetic field) which is the only gauge
field with long range.
eff
Tρν =
eff
Tρν(u
α, p, ρ, T, Fµβ). (13.15)
Thus Eq. (13.14) would be treated as an energy-momentum conservation law in N.G.T.
for phenomenological sources.
Let us derive the equation for a test particle from Eq. (13.14). In order to do this
let us go to the limit of one uncharged particle. This means:
p = 0, Fµν = 0, (13.16a)
Tρν = m0gραgβνu
αuβ , (13.16b)
du = d(
√−guνθν) = 0. (13.16c)
The last equation gives:
∼u
α
,α = 0, (13.17)
where uα is a four-velocity of a test particle and m0 its mass. Putting Eqs. (13.16b)
and (13.17) into (13.14) one gets after some algebra:
d2xγ
dt2
+
{
γ
αβ
}(
dxα
dt
)(
dxβ
dt
)
= 0, (13.18)
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where uα =
dxα
dt
and
{
γ
αβ
}
are Christoffel symbols formed for the metric g(αβ).
Thus we get that a test particle (without spin and electric charge) moves along a
geodetic line for the metric g(αβ). The Eq. (13.6) fits the anomalous perihelion shift of
Mercury and Icarus in the presence of a nonzero mass quadrupole moment for the sun
if we use the symmetric part of the spherically symmetric, static solution in N.G.T.
(see Ref. [45]). In this limit we suppose that Mercury and Icarus can be treated as test
particles in the gravitational field of the sun.
It works also very well in the case of the anomalous periastron movement of the
closed binary system DI Hercules (DI Her i.e. HD175227), which contradicts G.R.T.
predictions up to 21σ (standard deviations) (see Refs. [67], [99]). The equation fits
the observational data. In the case of different closed binary systems (AG Per, AS
Cam.αVir, V541 Cyg, V1143 Cyg, V889 Aql) with strange movement of the periastron
the equation can also fit the observational data. Using the equation under above
conditions we can also fit the data for X-ray bursters (Ref. [49]).
Let us notice that the Eq. (13.15) could be treated as a fundamental equation in
any post-Newtonian approximation for N.G.T. using the hydrodynamic formalism as
in Ref. [100].
Finally let us consider the Newtonian limit for Ψ . Let us expand e−(n+2)Ψ into a
power series:
e−(n+2)Ψ ∼= 1− (n+ 2)Ψ + . . . (13.19)
The field Ψ has a Yukawa-type behaviour i.e.
Ψ ∼= C′ + C
r
e−γr, (13.20)
where γ, C′, C = const and γ, C > 0. One gets:
e−(n+2)Ψ ≃ (1 + C′)− (n+ 2)C
r
e−γr. (13.21)
We can consider a correction to the Newtonian potential coming from the scalar field
Ψ . One has:
Veff(r) = −GeffM
r
= −(G˜e−(n+2)Ψ )M
r
= −GNM
r
+
α
r2
e−γr, (13.22)
where GN = G˜(1 + C
′) plays the role of the Newton constant and
α = G˜C(n+ 2) > 0. (13.23)
Thus the correction to the Newtonian potential has a repulsive character. Putting
Eq. (13.18) into linearized equation of motion for a test particle we can get a composi-
tion-dependent repulsive correction with a short range. This could be considered as
something similar to the fifth force (Refs. [53], [54]). We can also try to get an equation
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of motion from the conservation laws under conditions (13.17) and (13.19), i.e.
(gαν
eff
∼Tρν + g
να
eff
∼Tνρ) + g
µν
,ρ − (n+ 2)Ψgµν,ρ
eff
∼Tµν = 0. (13.24)
Recently J. W. Moffat and his coworkers have renamed ([10]) N.G.T. into N.G.E.T.
(Nonsymmetric Gravitational and Electromagnetic Theory), taking the Lagrangian for
the electromagnetism from Nonsymmetric Kaluza–Klein Theory ([18]). They found
nonsingular solutions in the case for pure gravitational field with interesting physical
interpretations ([102], [103]).
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14. On a Cosmological Origin of the Mass
of the Scalar Field Ψ (or ρ).
Cosmological Models with Quintessence and Inflation
Let us consider the lagrangian in our theory supposing that Yang–Mills’ and Higgs’
fields are zero. One gets in terms of the field Ψ (see Eq. (7.5)):
L =
[
R(W ) +
λ2
4
(
− e(n−2)Ψ V (0)
r4
− Lscal(Ψ) + 8
λ4
e(n+2)Ψ R˜(Γ˜ ) +
4enΨ
λ2r2
P˜
)]
. (14.1)
If we suppose that we have to do with a cosmological background i.e. R(W ) = R0 =
const and Ψ is constant we get in terms of ρ = e−Ψ (ρ > 0)
L =
[
R0 +
λ2
4ρn+2
(
− ρ4V (0)
r4
+
8
λ4
R˜(Γ˜ ) + 4ρ2
P˜
λ2r2
)]
=W (ρ). (14.2)
Eq. (14.2) is a self-interacting potential for a scalar field ρ. The potential has a critical
point if
dW
dρ
= 0, (14.3)
i.e.
−(n− 1)
(
λ2V (0)
4r4
)
ρ4 + n
(
P˜
4r2
)
ρ2 + 4(n+ 2)
R˜(Γ˜ )
λ2
= 0. (14.4)
Eq. (14.4) has real positive solutions if
P˜ 2 ≥ −
(
16(n− 1)(n+ 2)
n2
)(
R˜(Γ˜ )V (0)
λ2
)
(14.5a)
and
nλ2P˜
V (0)
≤
√
n2λ2P˜ 2 + 16(n− 1)(n+ 2)V (0)R˜(Γ˜ )
V (0)
. (14.5b)
In this case we have:
ρ±0,1,2 = ±
r
λ
√√√√√n2λ2P˜ 2 + 16(n− 1)(n+ 2)V (0)R˜(Γ˜ )± nλP˜
V (0)
(14.6)
128
i.e. in general two positive real roots. The potential W has a minimum at ρ = ρ0 if
d2W
dρ2
∣∣∣∣
ρ=ρ0
> 0 (14.7)
i.e.−(n− 1)(n− 2)
λ2V (0)
4r4
ρ4 +
n(n+ 1)P
4r2
ρ2 + (n+ 1)(n+ 2)
4R˜(Γ˜ )
λ2
ρn+2

∣∣∣∣∣∣∣∣
ρ=ρ0
> 0.
(14.8)
All of these conditions could be easily satisfied if R˜(Γ˜ ) = 0 and
P˜
V (0)
> 0. The
condition (14.8) can be satisfied for only 2 roots of Eq. (14.4). For R˜(Γ˜ ) = 0 Eq. (14.6)
has the shape:
ρ±0 = ±
r
λ
√
nP˜
(n− 1)V (0) . (14.6
′)
In terms of a scalar field Ψ one gets:
W (ρ(Ψ)) =W (ρ0) +
dW
dΨ
∣∣∣∣
Ψ=Ψ0
Ψ ′ +
1
2
d2W
dΨ2
∣∣∣∣
Ψ=Ψ0
(Ψ ′)2 + . . . , (14.9)
where
Ψ = − ln ρ0 + Ψ ′ = Ψ0 + Ψ ′.
One finds
W (Ψ) =W (ρ0) +
ρ20
2
d2W
dρ2
∣∣∣∣
ρ=ρ0
(Ψ ′)2 + higher order terms in Ψ ′. (14.10)
For (14.7) is satisfied we can write:
ρ20
d2W
dρ2
∣∣∣∣
ρ=ρ0
=
λ2
4
m20M (14.11)
and rewrite Eq. (14.2) in terms of Ψ ′. One easily gets:
L = R0 + λ
2
4
(
Λ0 +
m20
2
M(Ψ ′)2 + higher order terms
)
, (14.12)
where
λ2
4
Λ0 =W (ρ0)−R0,
is a new cosmological constant.
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Thus one can write Eq. (14.1) in terms of Ψ ′ using Eq. (14.12).
L = R(W )+ λ
2
4
(
−Lscal(Ψ ′)+Mm
2
0
2
(Ψ ′)2+ higher order terms in Ψ ′+Λ
)
. (14.13)
Thus the cosmological background can induce a mass for the scalar field Ψ(ρ) via usual
mechanism known in solid state physics if (14.5a), (14.5b), (14.7) are satisfied. In this
way a mass m0 for Ψ
′ has a cosmological origin and the field Ψ or ρ has a short range
(Yukawa-type) behaviour. Moreover we should redefine a field Ψ ′.
The scalar field Ψ(ρ) is connected to the effective gravitational constant and the
mechanism presented in this section gives us a cosmological reason for a slow change of
the gravitational constant. This mechanism gives also some explanation for the origin
of the possible “fifth force” similar in spirit to the Fujii theory (see Ref. [96]). It is
easy to see that if we choose ρ0 > 0 the reflection symmetry of W (ρ) is spontaneously
broken.
Let us notice that the value R0 does not enter to the formulae for ρ0 and m0. Thus
we can abandon in principle a constancy of R0 and consider a slow changing in time
of R i.e.
R(t) = R0 − 24πGNd0H0(t− t0), (14.14)
where R0 is the scalar curvature at the present epoch time t0, d0 is a present rest mass
galaxies density and H0 is the Hubble constant.
Finally let us calculate the mass of the scalar field Ψ ′ and the cosmological constant
Λ0.
m0 =
4
λ
√√√√√−(n− 2)(n− 1)λ2V (0)4r4 ρ40 + n(n+ 1)P˜4r4 ρ20 + (n+ 2)(n+ 3)4R˜(Γ˜ )λ2
Mρn0
(14.15)
and
Λ0 =
ρ40
V (0)
r4
+ ρ20
P˜
4r2λ2
+
4R˜(Γ˜ )
λ2
ρn+20
, (14.16)
where ρ0 is given by Eq. (14.6). In the case R˜(Γ˜ ) = 0 one easily gets
m0 =
(
λ
r
n
2
)√
P˜ (n− 2n− 2)
4
√
|M |
(
nP˜
(1− n)V (0)
)−n4
(14.17)
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and a range
r0 =
~
m0c
, (14.17a)
Λ0 = (±1)n λ
n+2P˜
(1− n)rn−2
(
nP˜
(n− 1)V (0)
)−n2
. (14.18)
We can calculate V (0) using Eq. (6.18). One gets:
V (0) =
ℓab
V2
∫
M
√
|g˜|dn1x(2g[m˜n˜]g[b˜n˜]µa
iˆ
µb
jˆ
f iˆm˜n˜f
jˆ
a˜b˜ − ga˜m˜gb˜n˜µbiˆf
iˆ
m˜n˜L
a
a˜b˜(0)), (14.19)
where
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜(0) + ℓcdga˜m˜g
m˜c˜Ldb˜c˜(0) = −2ℓcdga˜m˜gm˜c˜µdiˆ f
iˆ
b˜c˜. (14.20)
In the symmetric case one easily finds:
V (0) = − 1
V2
∫
M
√
|g˜|dn1xga˜m˜gb˜n˜f iˆm˜n˜f jˆ a˜b˜habµajˆµ
b
jˆ
. (14.21)
Let us consider the effective gravitational constant Geff close to the minimum of W (ρ).
One gets:
Geff = G0e
−(n+2)Ψ = GNe−(n+2)/
√
|M|Ψ ′ ∼= GN
(
1− α
r
e−(r/r0)
)
, (14.22)
where
GN = G0ρ
n+2
0 (14.23)
and
0 < α =
n+ 2√|M |γ, (14.24)
(γ is a positive constant).
According to new observational data [104] concerning distances of type Ia super-
novae it seems that we need some kind of “dark energy” which drives the evolution of
the Universe. This “dark energy” can be considered as a cosmological constant or more
general as cosmological terms in field equations (in the lagrangian). In the case of cos-
mological model this type of “dark energy”—“vacuum energy” is a cause to accelerate
the evolution of the Universe (a scale factor R(t)) (see Ref. [105]). The cosmological
constant is negligible on the level of the Solar System and on the level of the Galaxy.
Moreover it can be important if we consider even nonrelativistic movement of galax-
ies in a cluster of galaxies (see Ref. [106]). In some papers considered cosmological
terms result in changing with time of a cosmological constant (see Ref. [107]). Some
of them introduce additional scalar field (or fields) in order to give a field-theoretical
description of such an evolution of a cosmological “constant”. Those scalar fields are
independent in general of the additional scalar fields in inflationary models.
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Thus the inflation field (or fields in multicomponent inflation, which can be
the same as some of Higgs’ fields from G.U.T.-models) can be different from those
fields. In particular considering scalar-tensor theories of gravitation results in so called
quintessence models (see Ref. [108]). Moreover in such theories there is a natural field-
theoretical background for an inconstant “gravitational constant”. In such a way this
quintessence field can be used in twofold ways. First as a source of change in space and
time of a gravitational constant. Secondly as a source of cosmological terms leading
to the model of quintessence and a change in time of a cosmological “constant”. In
our theory we have a natural occurrence of these phenomena due to the scalar field Ψ
(or ρ). Let us consider the lagrangian of our theory paying a special attention to the
part involving the scalar field Ψ , i.e.:
L = R(W ) + 8πGN
(
e−(n+2)ΨLYM(A˜) + e
−2Ψ
4πr2
Lkin(
gauge
∇ Ψ)
− e
(n−2)Ψ
8πr2
V (Φ)− e
(n−2)Ψ
2πr4
Lint(Φ, A˜)
)
− 8πGNLscal(Ψ) + enΨ
(
e2Ψα2s
l2pl
R˜(Γ˜ ) +
P˜
r2
)
,
(14.25)
where all the terms are defined by Eqs (6.16–22).
Lscal(Ψ) =
(
Mg˜(γν) + n2g[µν]gδµg˜
(δγ)
)
Ψ,νΨ,γ
and M is defined by Eq. (6.27a). We put c = ~ = 1.
Now we rewrite the lagrangian (14.25) in the following form.
L = R(W )− 8πGNe−(n+2)ΨLmatter
− 8πGNLscal(Ψ) + enΨ
(
e2Ψ
l2pl
α2sR˜(Γ˜ ) +
P˜
r2
)
,
(14.25a)
where in Lmatter we include all the terms from Eq. (14.25) with Yang-Mills’ fields,
Higgs’ fields, their interactions and coupling to the scalar field Ψ .
The effective gravitational constant is defined by
Geff = GNe
−(n+2)Ψ
in such a way that the lagrangian of the Yang-Mills field in Lmatter is without any
factor involving scalar field Ψ . If the scalar field Ψ is constant (e.g. Ψ = 0) we can
redefine all the fields in such a way that we get ordinary (standard) lagrangians for
these fields.
Let us consider the situation after a spontaneous symmetry breaking and simplify
to the case of g[µν] = 0. We get
L = R˜− 8πGeffLmatter − 8πGNLscal(Ψ) + 8πGNU(Ψ) (14.26)
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where
Lscal =Mg
γνΨ,ν · Ψ,γ , M > 0 (14.27)
8πGNU(Ψ) = −V (Φ
K
crt)
r4
l2ple
(n−2)Ψ + e(n+2)Ψ
(
α2sR˜(Γ˜ )
l2pl
)
+
P˜
r2
enΨ . (14.28)
We get the following equations
R˜µν − 1
2
R˜gµν = 8πGeff
matter
Tµν + 8πGN
scal
Tµν , (14.29)
where R˜µν and R˜ are a Ricci tensor and a scalar curvature for a Riemannian geometry
generated by gµν = g(µν),
matter
T µν = (p+ ρ)uµuν − pgµν (14.30)
is an energy-momentum tensor for a matter considered as a radiation plus a dust.
8πGN
scal
Tµν = 8πGN
(
M
2
gµν · (gαβΨ,α · Ψ,β)−MΨ,µ · Ψ,ν
)
+ gµνλcK (14.31)
where
λcK = 2e
(n−2)Ψm
4
A˜
α4s
l2plV (Φ
K
crt)− e(n+2)Ψ
α2s
2l2pl
R˜(Γ˜ )− enΨ
m2
A˜
2α2s
P˜ , (14.32)
where m
A˜
is a scale of a mass for massive Yang-Mills’ fields (after a spontaneous
symmetry breaking for a true vacuum case). It is convenient to write
λcK =
e(n−2)Ψ
2
αK − e
nΨ
2
γ − e
(n+2)Ψ
2
β (14.33)
αK = αK(ξ, ζ,mA˜, αs)
β = β(ξ, αs, mA˜)
γ = γ(ζ,m
A˜
, αs)
(14.33a)
K = 0, 1 corresponds to true and false vacuum case, i.e.
V (Φ0crt) = 0, V (Φ
1
crt) 6= 0, (14.34)
α0 = 0, α1 6= 0. (14.34a)
For a scalar field Ψ we have the following equation:
16πGNMg
αβ
(
∇˜α(∂βΨ)
)
+ (n− 2)e(n−2)ΨαK − (n+ 2)e(n+2)Ψβ
− nenΨγ − (n+ 2)GeffT = 0
(14.35)
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where T = ρ− 3p is a trace of an energy-momentum tensor for a matter field. For we
are interested in cosmological models we take for a metric tensor a Robertson-Walker
metric:
ds2 = dt2 −R2(t)
[
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdϕ2
]
, k = −1, 0, 1 (14.36)
and we suppose that Ψ, ρ, p are functions of t only.
One gets
1
M2pl
Ψ¨ =
3
M2pl
HΨ˙ −
(
n− 2
M
)
αKe
(n−2)Ψ +
(n+ 2)
M
βe(n+2)Ψ
+
n
M
enΨγ +
(n+ 2)
M2pl
e−(n+2)Ψ · (ρ− 3p)
(14.37)
Mpl =
(√
8πGN
)−1
=
mpl√
8π
.
In this case we get standard equations for a cosmological model adapted to our
theory
3R¨
R
= −8πGeff
(
1
2
(ρ+ 3p)
)
− 8πGN
(
1
2
(ρΨ + 3pΨ )
)
, (14.38)
RR¨+ 2R˙+ 2k = 8πGeff
(
1
2
(ρ− p)
)
R2 + 8πGN
(
1
2
(ρΨ − pΨ )
)
R2. (14.39)
Using Eqs (14.38–39) one easily gets
H2 + k =
8πGeff
3
ρ+
8πGN
3
ρΨ (14.40)
where H =
R˙
R
is a Hubble constant
8πGNρΨ = 8πGN
M
2
Ψ˙2 +
1
2
λcK
8πGNpΨ = 8πGN
M
2
Ψ˙2 − 1
2
λcK .
(14.41)
Let us consider a cosmological model for a “false vacuum” case, i.e. without matter
and only with a scalar Ψ and a vacuum energy V (Φ1crt) 6= 0. In this case ρ = p = 0
and we get
2MΨ¨ − 6MR˙
R
Ψ˙ −M2pl
dλc1
dΨ
= 0 (14.42)
R˙2 + k =
1
3
(
1
2
M
M2pl
Ψ˙2 +
1
2
λc1
)
R2 (14.43)
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3R¨
R
= − M
M2pl
Ψ˙2 +
1
2
λc1. (14.44)
Let us take
Ψ = Ψ1 = const. (14.45)
Thus we get
dλc1
dΨ
(Ψ1) = 0 (14.46)
and
(n+ 2)βx41 + nγx
2
1 − (n− 2)α1 = 0 (14.47)
R˙2 + k =
1
6
λc1(x1)R
2 (14.48)
3R¨
R
=
1
2
λc1(x1) (14.49)
x1 = e
Ψ1 . (∗)
One gets from Eq. (14.49)
R(t) = R0e
H0t (14.50)
where
H0 =
√
λc1(x1)
6
(14.51)
is Hubble constant (really constant). From Eq. (14.47) we obtain
x1 =
√
−nγ +√n2γ2 + 4(n2 − 4)α1β
2(n+ 2)β
. (14.52)
For α1 > 0, β > 0 we get √
n2γ2 + 4(n2 − 4)α1β > n|γ| (14.53)
λc1(x1) =
xn−21
2(n+ 2)2β
[
nγ2 − γ
√
n2γ2 + 4(n2 − 4)α1β + 4α1β(n+ 2)
]
(14.54)
H0 =
x
(n−2)/2
1
2(n+ 2)
√
3β
[
nγ2 − γ
√
n2γ2 + 4(n2 − 4)α1β + 4α1β(n + 2)
]1/2
. (14.55)
Thus we get an exponential expansion of the Universe. Using Eq. (14.48) we get also
k = 0 (i.e. a flatness of a space).
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In this way we get de Sitter model of the Universe. This is of course a very special
solution to the Eqs (14.42–44) with very special initial conditions
R(0) = R0
dR
dt
(0) = H0R0
Ψ(0) = Ψ1
dΨ
dt
(0) = 0

(14.56)
Let us disturb the solution by a small perturbation and examine its stability. Let
Ψ = Ψ1 + ϕ, |ϕ|, |ϕ˙| ≪ Ψ1
R = R+ δR, |δR|, |δR˙| ≪ R. (14.57)
One gets in a linear approximation
2Mϕ¨+ 6MH0ϕ˙+M
2
pl
d2λc1
dΨ2
(Ψ1)ϕ = 0 (14.58)
3δR¨
R
= −Mϕ˙2 (14.59)
2R˙δR˙+ k =
1
6
Mϕ˙2(R
2
+RδR). (14.60)
One gets
ϕ = ϕ0e
− 32H0t sin
(√
p
2
t+ δ
)
(14.61)
where (we take for simplicity M =
M
M2pl
)
p = −∆ = 1
2M
d2λc1
dΨ2
(Ψ1)− 9H20 > 0 (14.62)
if
M < M0 =
4
3
× n(n+ 2)γ
√
n2γ2 + 4(n2 − 4)α1β − 4(n+ 2)2(n− 1)α1β − n2(n+ 2)γ2
nγ2 + 4(n+ 2)α1β − γ
√
n2γ2 + 4(n2 − 4)α1β
.
(14.63)
Thus we get an exponential decay of the solution ϕ, i.e. a damped oscillation around
Ψ = Ψ1. It means the solution Ψ = Ψ1 is stable against small perturbations of initial
conditions for Ψ , i.e.
Ψ(0) = Ψ1 + ϕ0 sin δ (14.64)
dΨ
dt
(0) = ϕ0
(−32H0 sin δ + cos δ) . (14.65)
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Making ϕ0 and δ sufficiently small we can achieve smallness of perturbations of initial
conditions. The exponential decay of the solution to Eq. (14.58) can be satisfied also
for some different conditions than Eq. (14.63) if we consider aperiodic case. However,
we do not discuss it here.
Thus we get
0 ≤ 1
2
Mϕ˙2 ≤ a2e−3H0t (14.66)
where a2 is a constant.
From Eq. (14.59) one gets
0 ≤ δR¨ ≤ a2e−4Hot, (14.67)
which means that δR¨ ∼ 0 and δR˙ = O(δR(0)). It means δR = δR(0) + δR˙(0)t.
Moreover from Eq. (14.60) we get that k = 0 due to the fact that δR is a linear
function of t. In this way we get
R(t) ∼= R(t) + δR(0) + δR˙(0)t =
(
R0 +
δR(0) + δR˙(0)t
eH0t
)
eH0t. (14.68)
This means that the small perturbations for initial conditions for R result in a
perturbation of R0 in such a way that R0 is perturbed by a quickly decaying function.
Thus our de Sitter solution is stable under small perturbations and is an attractor
for any small perturbed initial data. One can think that this evolution will continue
forever. However, we should remember that we are in a “false” vacuum regime and
this configuration of Higgs’ fields is unstable. There is a stable configuration—a “true”
vacuum case for which αK = 0 (K = 0). For α = 0 the considered de Sitter evolution
cannot be continued. Thus we should take under consideration a second order phase
transition in the configuration of Higgs’ fields from metastable state to stable state,
from “false” vacuum to “true” vacuum, from Φ1crt to Φ
0
crt. In this case the Higgs fields
play a roˆle of an order parameter. Let us suppose that the scale time of this phase
transition is small in comparison to
1
H0
and let it take place locally. We suppose locally
a conservation of a density of an energy. Thus
scal
T44 =
scal
T44 +
matter
T44. (14.69)
We suppose also that the scalar field Ψ will be close to the new equilibrium (new
minimum for cosmological terms) and that the matter will consist of a radiation only:
scal
T44 =
1
2
λc1(x1) (14.70a)
scal
T44 +
matter
T44 =
1
2
λc0(x0) + 8πGN
ρr
xn+20
. (14.70b)
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For x0 = e
Ψ0 is a new equilibrium point we have:
dλc0
dΨ
(Ψ0) = 0 (14.71)
λc0 = −e(n+2)Ψβ − enΨγ (14.72)
dλ0
dΨ
= −enΨ ((n+ 2)βe2Ψ + nγ) . (14.73)
One gets
eΨ0 = x0 =
√
n|γ|
(n+ 2)β
(14.74)
and supposing
γ < 0 (14.75)
thus
λc0(Ψ0) =
2|γ|n2+1nn2
β
n
2 (n+ 2)
n
2+1
. (14.76)
From Eqs (14.70ab) one gets
ρr =
1
16πGN
{
xn−21
(n+ 2)2β
[
nγ2 − γ
√
n2γ2 + 4(n2 − 4)α1β + 2α1β(n + 4)
]
− 2|γ|
n
2+1
β
n
2 (n+ 2)
n
2+1
}
n
n+2
2 γ
n+2
2
(n+ 2)
n+2
2 β
n+2
2
.
(14.77)
This gives us matching condition for a second order phase transition and simultaneously
it is an initial condition for a new epoch of an evolution of the Universe plus a condition
Ψ˙(tr) = 0, R(tr) = R(tr), where tr is a time for a phase transition to occur. Notice we
have simply Ψ0 6= Ψ1. Thus we have to do with a discontinuity for a field Ψ . Let us
consider Hubble’s constants for both phases of the Universe
H20 =
λc1(x1)
6
H21 =
λc0(x0)
6
=
|γ|n2+1nn2
3β
n
2 (n+ 2)
n
2+1
H20 6= H21
(14.79)
Summing up we get
R(tr) = R(tr) = R0e
+H0tr
Ψ˙1(tr) = Ψ˙0(tr) = 0
Ψ1 6= Ψ0
H20 6= H21
(14.80)
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Thus we see that the second order phase transition in the configuration of Higgs’
fields results in the first order phase for an evolution of the Universe. We get disconti-
nuity for Hubble constants and values of scalar field before and after phase transition.
Let us calculate deceleration parameters before and after phase transition
q = −RR¨
R˙2
(14.81)
q = −1 (14.82)
before phase transition and
q = −1 (14.83)
after phase transition.
Let us come back to the Eqs (14.38), (14.40), (14.37). Let us rewrite Eq. (14.37)
in the following form
MΨ¨ +
6MR˙
R
Ψ˙ +M2pl
dλc0
dΨ
= 0. (14.84)
(Remember we now have to do with a radiation for which the trace of an energy-
momentum tensor is zero.)
Let us suppose that Ψ˙ ≈ 0. Thus Eq. (14.84) simplifies
1
M2pl
MΨ¨ +
dλc0
dΨ
= 0 (14.85)
and we get the first integral of motion
M
2M2pl
Ψ˙2 + λc0 =
1
2
δ = const. (14.86)
MΨ˙2 =M2pl(δ − 2λc0). (14.86a)
One gets from Eqs (14.38) and (14.40)
3R¨
R
= − 1
M2pl
· ρr
e(n+2)Ψ
− 1
2
(
2M
M2pl
Ψ˙2 − λc0
)
(14.87)
R˙2 + k =
1
3M2pl
· ρr
e(n+2)Ψ
R2 +
1
3
(
M
2M2pl
Ψ˙2 +
1
2
λc0
)
R2. (14.88)
Using Eq (14.86a) we get:
3R¨
R
= − 1
M2pl
· ρr
e(n+2)Ψ
− δ + 5
2
λc0 (14.89)
R˙2 + k =
1
3M2pl
· ρr
e(n+2)Ψ
R2 +
1
6
(δ − λc0)R2. (14.90)
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One can derive from Eqs (14.89–90)
d
dt
(RR˙) = −1
6
δR2 +
2
3
λc0R
2 − k (14.91)
λc0 = −enΨ (βe2Ψ + γ). (14.92)
Let us take k = 0 and δ = 0 and let us change independent and dependent variables
in (14.91) using (14.92) and (14.86a). One gets
2y2(y2 − 1)d
2f
dy2
+ y
(
(n+ 4)y2 − (n+ 1)y − 2) df
dy
=
4M
3
(y2 − 1)f(y) (14.93)
where
y =
√
β
|γ|e
Ψ (14.94)
and
f = R2. (14.95)
It is easy to see that y2 > 1 for
dΨ
dt
= ±Mpl√
M
· |γ|
n+2
4
β
n
4
√
yn(y2 − 1). (14.96)
Moreover according to our assumptions Ψ˙ ≈ 0 and this can be achieved only if 0 <
y − 1 < ε, where ε is sufficiently small.
Thus for further investigations we take z = y − 1, y = z + 1. One gets
2z(z + 2)(z + 1)2
d2f
dz2
+ (z + 1)
(
(n+ 4)z2 + (n+ 7)z − (n+ 3)) df
dz
− 4M
3
z(z + 2)f(z) = 0.
(14.97)
Let us consider Eqs (14.89–90) supposing k = 0 and δ = 0.
After eliminating R¨ (via differentiation of Eq. (14.90) with respect to time t) and
changing independent and dependent variables one gets:
d
dy
[(
8πGN
ρ˜r
yn+2
+
1
2
yn(y2 − 1)
)
f2
]
= − d
dy
(f2)yn(y2 − 1) (14.98)
where
ρr = ρr
|γ|n
βn+1
. (14.99)
It is convenient for further investigations to consider a parameter
r =
4M
3
. (14.100)
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In such a way we get
2y2(y2 − 1)d
2f
dy2
+ y
(
(n+ 4)y2 − (n+ 1)y − 2) df
dy
− r(y2 − 1)f(y) (14.101)
and
2z(z + 2)(z + 1)2
d2f
dz2
+ (z + 1)
(
(n+ 4)z2 + (n+ 7)z − (n+ 3)) df
dz
− rz(z + 2)f(z) = 0.
(14.102)
One can transform Eq. (14.98) into
d
dy
[(
8πGN
ρ˜r
yn+2
+
3
2
yn(y2 − 1)
)
f2
]
= yn−1
[
(n+ 2)y2 − n] f2. (14.103)
Changing the independent variable from y to z = y − 1 one gets:
d
dz
[(
8πGN
ρ˜r
(z + 1)n+2
+
3
2
(z + 1)nz(z + 2)
)
f2
]
= (z + 1)n−1
[
(n+ 2)(z + 1)2 − n] f2. (14.104)
Let us come back to Eq. (14.96) in order to find time-dependence of Ψ . One gets∫
dΨ√
βe(n+2)Ψ − |γ|enΨ = ±
t− t1√
M
Mpl (14.105)
or ∫
dx
x
√
βxn+2 − |γ|xn = ±
t− t1√
M
Mpl. (14.105a)
If n = 2l, where l is a natural number, one gets for β > 0( |γ|
β
)− 12{ l∑
k=1
k∑
p=0
(
k
p
)
(−2)k−p
2p
(√√
βx−√|γ|√
βx+
√|γ|
)2p+1
+
1
2
√
3
ln
(√√
βx− |γ| −
√
3(
√
βx+ |γ|)√√
βx− |γ|+
√
3(
√
βx+ |γ|)
)}
= ±(t− t1)√
M
Mpl.
(14.106)
In this case it can be expressed in terms of elementary functions. For a general case
of n, β and γ one gets
2x−
n
2 1F2(
1
2 ,−n4 , (1− n4 ); x
2β
γ )√
γn
= ±(t− t1)√
M
Mpl (14.107)
where 1F2(a, b, c; z) is a hypergeometric function. For a small z (around zero) one finds
the following solution to Eq. (14.102)
f(z) = C1z
(n+7)
4
(
1− (n+ 7)(5n+ 23)
8(n+ 1)
z
)
+ C2
(
1 +
r
(n− 1)z
2
)
, (14.108)
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C1, C2 = const. Thus
R(y) =
[
C1(y − 1)
(n+7)
4
(
1− (n+ 7)(5n+ 23)
8(n+ 1)
(y − 1)
)
+ C2
(
1 +
r
(n− 1)(y − 1)
2
)] 12 (14.109)
where y > 1 (but only a little).
Let us make some simplifications of the formulae taking under consideration that
y − 1 is very small.
One gets
f(y) = C
(
1 +
r
(n− 1)(y − 1)
2
)
, C > 0 (14.110)
R(y) = R1
(
1 +
r
(n− 1)(y − 1)
2
) 1
2
. (14.111)
After some calculations one gets
8πGN ρ˜r = y
2(n+1)
(
− 2(n+ 5)
(n+ 4)(n− 1)y
4 +
10r(n+ 2)
(n− 1)(n+ 4)y
3
+
(8r − (n− 1)(n+ 4))
2(n− 1)(n+ 4) y
2 − 2r(n+ 3)
(n2 − 1) y +
(r − n+ 1)
(n− 1)
) (14.112)
(taking into account that (y − 1) is very small). Let us make some simplifications in
the formula (14.96) for y close to 1. We find:∫
dy√
y − 1 = ±
|γ|n+44 √2
β
n
4
√
M
(t− t1)Mpl (14.113)
and finally
y =
|γ|n+42
2Mβ
n
2
(t− t1)2 + 1 (14.114)
such that y = 1 for t = t1.
Let us pass to the minimum value for ρ˜r with respect to y close to 1. Thus we are
looking for a minimum of a function
ρ˜ =
1
8πGN
y2(n+1)
[
− 2(n+ 5)
(n+ 4)(n− 1)y
4 +
10r(n+ 2)
(n− 1)(n+ 4)y
3
+
(8r − (n− 1)(n+ 4))
2(n− 1)(n+ 4) y
2 − 2r(n+ 3)
(n2 − 1) y +
(r − n+ 1)
(n− 1)
]
=
1
8πGN
y2(n+1)W4(y)
(14.115)
for such a y that is close to 1.
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Let us write y = 1 + η, where η is very small and develop W4(1 + η) up to the
second order in η. One finds
W4(1 + η) ≃ V2(η) (14.116)
and
V2(η) = aη
2 + bη + c (14.117)
where
a =
(−n2 + 3n(20r − 9) + 4(32r − 31))
2(n+ 4)(n− 1) (14.118)
b =
(−n3 − 4n2(7r − 3) + 5n(18r − 11) + 22(3r − 2))
(n+ 4)(n2 − 1) (14.119)
c =
(−3n3 + 2n2(9r − 8) + n(50r − 29) + 4(7r − 4))
2(n+ 4)(n2 − 1) (14.120)
Let us find minimum of V2(η) for η > 0 such that V2(η) ≥ 0. For a < 0, b < 0,
c > 0 we get
V2(ηmin) = 0 (14.121)
and
ηmin =
b+
√
b2 + 4|a|c
2|a| . (14.122)
In this case
(1 + ηmin)
2(n+1)W4(1 + ηmin) > 0 (14.123)
and will be close to the real minimum of the function (14.115). Simultaneously
ηmin < 1.
For
ρ˜r =
|γ|n
βn+1
σT 4 (14.124)
(where σ is a Stefan-Boltzmann constant) we get Tmin and we call it a Td (a decoupling
temperature-decoupling of matter and radiation). Thus yd = 1 + ηmin. yd is reached
at a time td (a decoupling time)
td = t1 +
ηminMβ
n
2
2|γ|(n+42 )
Mpl. (14.125)
From that time (td) the evolution of the Universe will be driven by a matter (with
good approximation a dust matter) and the scalar field Ψ . The radius of the Universe
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at t = td is equal to
R(td) = R1
(
1 +
r
(n− 1)η
2
min
) 1
2
. (14.126)
The full field equations (generalized Friedmann equations) are as follows:(
R˙
R
)2
=
8πGeff
3
ρm +
1
3
(
1
2
M
M2pl
Ψ˙2 +
1
2
λc0
)
(14.127)
3R¨
R
=
8πGeff
3
ρm − 1
2
(
2
M
M2pl
Ψ˙2 − λc0
)
(14.128)
− 2M
M2pl
Ψ¨ − 6M
M2pl
· R˙
R
Ψ˙ − dλc0
dΨ
+ (n+ 2)8πρmGeff = 0. (14.129)
Before we pass to those equations we answer the question what is a mass of the
scalar field Ψ during the de Sitter phases and the radiation era. One gets:
−m21 =
M2pl
2M
d2λc1
dΨ2
(Ψ1) (14.130)
−m20 =
M2pl
2M
d2λc0
dΨ2
(Ψ0). (14.131)
The second question we answer is an evolution of the Universe during a period from
tr to t1, i.e. when y is changing from y =
√
n
n+2 to y = 1.
This will be simply the de Sitter evolution
R(t) = ReH1t (14.132)
where
H1 =
√
λc0(x0)
6
. (14.133)
This will be unstable evolution and will end at t = t1, i.e. for Ψ˙ ≃ 0 and value of the
field Ψ will be changed to the value corresponding to y = 1, i.e.
Ψ(t1) =
1
2
ln
β
|γ| . (14.134)
Thus we have to do with two de Sitter phases of the evolution with two different Hubble
constants H1 and H0. In the third phase (a radiation era) the radius of the Universe
is given by the formula
R(t) = R0e
H0tr+H1(t1−tr) ·
(
1 +
|γ|n+4
3M(n− 1)βn (t− t1)
4
) 1
2
(14.135)
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and such an evolution ends for t = td,
R(td) = R0 exp(H0tr +H1(t1 − tr)) ·
(
1 +
r
(n− 1)η
2
min
) 1
2
. (14.136)
In both de Sitter phases the equation of state for the matter described by the scalar
field Ψ is the same:
ρΨ = −pΨ . (14.137)
In the radiation era we get
pΨ =
4
3ρΨ . (14.138)
Now we go to the matter dominated Universe and we change the notation intro-
ducing a scalar field Q such that
Q =
√
M
Ψ
Mpl
. (14.139)
In this case we have
ρQ =
1
2
Q˙2 + U(Q) (14.140a)
pQ =
1
2
Q˙2 − U(Q) (14.140b)
where
U(Q) =
1
2
λc0
(
QMpl√
M
)
= −β
2
eaQ +
1
2
|γ|ebQ (14.141)
a =
(n+ 2)√
M
Mpl, b =
n√
M
Mpl. (14.142)
Let us write Eqs (14.127–129) in terms of Q:
Q¨+ 3HQ˙+ U ′(Q)− 8π(n+ 2)Geffρm = 0 (14.143)
where
Geff = GNe
− (n+2)√
M
MplQ
(14.144)
H2 =
1
3
(
8πGeffρm +
1
2
Q˙2 + U
)
(14.145)
3R¨
R
=
1
2
(
8πGeffρm + 2(Q˙
2 − U)
)
. (14.146)
Let us define an equation of state
WQ =
pQ
ρQ
=
1
2 Q˙
2 − U
1
2 Q˙
2 + U
(14.147)
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and a variable
xQ =
1 +WQ
1−WQ =
1
2 Q˙
2
U
, (14.148)
which is a ratio of a kinetic energy to a potential energy density for Q. It is interesting
to combine (14.143) and (14.145) using (14.147) and (14.148).
Let us define
ΩQ =
1
2
Q˙2 + U
3H2
(14.149)
Ωm =
8πGeffρm
3H2
. (14.150)
One gets
Ωm +ΩQ = 1 (14.151)
or
8πGeffρm = 3(1−ΩQ)H2. (14.152)
We call ρm an energy density of a background and for such a matter the equation of
state is
Wm =
pm
ρm
= 0. (14.153)
It is natural to define
ρ˜m = 8πGeffρm (14.154)
as an effective energy density of a background with the same equation of a state
as (14.153).
Under an assumption of slow roll for Q, i.e.
1
2
Q˙2 ≪ U(Q) (14.155)
one gets
WQ ≃ −1, (14.156)
i.e. an equation of state of a cosmological constant evolving in time. In this case
xQ ≃ 0. This can give in principle an account for an acceleration of an evolution of
the Universe if we suppose those conditions for our contemporary epoch.
Let us come back to the inflationary era in our model. For our Higgs’ field is
multicomponent, i.e. it is a multiplet of Higgs’ fields, we have to do with so called
multicomponent inflation (see Ref. [109]). In this case we can define slow-roll parameter
for our model in equations for Higgs’ fields.
One gets from Eq. (9.8)
d
dt
(
Ld0
b˜
)
av
− 3H (Ld0
b˜
)
av
= −e
nΨ1
2r2
ldb
{
δV ′
δΦbn˜
gb˜n˜
}
av
(14.157)
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where Ld0a˜ = L
d
ta˜ (a time component of L
d
µa˜) is defined by
ldcL
d
0a˜ + lcdga˜m˜g
m˜c˜Ld0c˜ = 2lcdga˜m˜g
m˜c˜ d
dt
(
Φdc˜
)
, (14.158)
V ′,
δV ′
δΦbn˜
and
{
δV ′
δΦbn˜
}
av
are defined by Eqs (8.6–12) and Eq. (6.24).
3H2 = 8πGN
(
e(n−2)Ψ1
r4
V ′(Φ)− 2e
−2Ψ1
r2
Lkin(Φ˙) + 1
2
λc1(Ψ1)
)
(14.159)
H˙ = 8πGN
(
−2e
−2Ψ1
r2
Lkin(Φ˙)
)
(14.160)
where H is a Hubble constant and
Lkin(Φ˙) = lab
{
gb˜n˜La
0b˜
d
dt
Φbn˜
}
av
. (14.161)
Ψ1 is a constant value for a field Ψ . The slow-roll parameters are defined by
ε =
lab
{
gb˜n˜La
0b˜
d
dt
Φbn˜
}
av
H2
(14.162)
δ =
lab
{
gb˜n˜ ddt
(
La
0b˜
)
d
dt
(
Φbn˜
)}
av
H2
(
lab
{
gb˜n˜La
0b˜
d
dt
(
Φbn˜
)}
av
) (14.163)
with the assumptions of the slow roll
ε = O(η), δ = O(η) (14.164)
for some small parameter η.
Under slow-roll conditions we have
3H
(
Ld
0b˜
)
av
+
enΨ1
2r2
ldb
(
δV ′
δΦbn˜
gb˜n˜
)
av
∼= 0 (14.165)
H2 ∼= 8π
3M2pl
{
e(n−2)Ψ1
r4
V ′(Φ)
}
+
1
2
λc1(Ψ1) (14.166)
and with a standard extra assumption
δ˙
H
= O(η2). (14.167)
We remind that the scalar field Ψ is the more important agent to drive the inflation.
However, the full amount of time the inflation takes place depends on an evolution of
Higgs’ fields (under slow-roll approximation). The evolution must be slow and starting
for Φ = Φ1crt. It ends at Φ = Φ
0
crt.
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Thus we have according to Eq. (14.50)
N = ln
R(tend)
R(tinitial)
= H0(tend − tinitial)
where
Φ(tend) = Φ
0
crt (14.169)
Φ(tinitial) = Φ
1
crt (14.170)
tend = tr
(we omit indices for Φ).
Thus we should solve Eq. (14.165) for initial condition (14.169) and with an as-
sumption H = H0. We have of course a short period of an inflation with H = H1 from
tend = tr to t = t1, i.e.
N tot = N +N1 = H0(tr − tinitial) +H1(t1 − tr). (14.171)
Let us remind to the reader that N is called an amount of inflation. Let us consider
inflationary fluctuations of Higgs’ fields in our theory. We are ignoring gravitational
backreaction for the cosmological evolution is driven by the scalar field Ψ . We write
the Higgs field Φam˜ as a sum
Φam˜(~r, t) = Φ
a
m˜(t) + δΦ
a
m˜(~r, t) (14.172)
where Φam˜(t) is a solution of Eq. (14.165) with boundary condition (14.169–170) and
δΦam˜(~r, t) is a small fluctuation which will be written in terms of Fourier modes
δΦam˜(~r, t) =
∑
~K
δΦa~Km˜(t)e
i ~K~r. (14.173)
The full field equation for Higgs’ field in the de Sitter background linearized for δΦa~Km˜(t)
can be written
d2
dt2
(
Md~Kb˜
)
av
+ 3H0
d
dt
(
Md~Kb˜
)
av
+
1
R2
~K2
(
Md~K
)
av
= −e
nΨ1
2r2
ldb
δ
2V ′
(
Φa
b˜
(t)
)
δΦbn˜δΦ
c
m˜
gb˜n˜
 δΦc~K ~m(t)
(14.174)
where
ldcM
d
~Kb˜
+ lcdga˜m˜g
m˜c˜Md~Kc˜ = 2lcdga˜m˜g
m˜c˜δΦd~Kc˜. (14.175)
148
Let us change dependent and independent variables.
dτ =
dt
R(t)
, R(t) = R0e
H0t (14.176)
R(τ) = − 1
H0τ
(14.177)
−∞ < τ < 0 (a conformal time) (14.178)
and
δΦa~Km˜ =
χa~Km˜
R
. (14.179)
Simultaneously we neglect the term with the second derivative of the potential. Even-
tually we get
d2
dτ2
(
M˜d~Kb˜
)
av
− 2
τ2
d
dτ
(
M˜d~Kb˜
)
av
+ ~K2
(
M˜d~Kb˜
)
av
= 0 (14.180)
where
ldcM˜
d
~Kb˜
+ lcdga˜m˜g
m˜c˜M˜d~Kc˜ = 2lcdga˜m˜g
m˜c˜χd~Kc˜. (14.181)
Let us notice that | ~Kτ | is the ratio of the proper wavenumber |K|R−1 to the Hubble
radius
1
H0
. At early times |Kτ | ≫ 1, the wavelength is small in comparison to Hubble
radius and the mode oscillates as in Minkowski space. However, if τ goes to zero,
|Kτ | goes to zero too. The wavelength of the mode is stretched far beyond the Hubble
radius. It means the mode freezes. Thus the analyzes of the modes are similar to
those in classical symmetric inflationary perturbation theory neglecting the fact that
we have to do with multicomponent inflation and that the structure of representation
space of Higgs’ fields should be taken into account.
However, the form of Eq. (14.180) is exactly the same as in one component sym-
metric theory if we take M˜d~Ka˜ a field to be considered. The relation (14.181) between
M˜d~Ka˜ and χ
d
~Ka˜
is linear and under some simple conditions unambigous.
It is possible to find an exact solution to Eq. (14.180) and Eq. (14.181). One gets
χa~Km˜ = C
a
1 ~Km˜
(
τ | ~K| cos(τ | ~K|)− sin(τ | ~K|)
τ
)
+ Ca
2 ~Km˜
(
τ | ~K| sin(τ | ~K|) + cos(τ | ~K|)
τ
) (∗)
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and
Md~Kb˜ = N
d
1 ~Kb˜
(
τ | ~K| cos(τ | ~K|)− sin(τ | ~K|)
τ
)
+Nd
2 ~Kb˜
(
τ | ~K| sin(τ | ~K|) + cos(τ | ~K|)
τ
) (∗∗)
where
ldcN
d
i ~Kb˜
+ lcdga˜m˜g
m˜c˜Nd
i ~Kc˜
= 2lcdga˜m˜g
m˜c˜Cd
i ~Kc˜
, i = 1, 2. (∗∗∗)
In this way one obtains
δΦa~Km˜ =
1
R0
e−H0tχa~Km˜
(
−e
−H0t
R0H0
)
(∗∗∗∗)
and using (∗) one easily gets
δΦa~Km˜ = C˜
a
1 ~Km˜
(
− |
~K|
R0H0
e−H0t cos
(
| ~K|
R0H0
e−H0t
)
+ sin
(
| ~K|
R0H0
e−H0t
))
+ C˜a
2 ~Km˜
(
| ~K|
R0H0
sin
(
| ~K|
R0H0
e−H0t
)
+ cos
(
| ~K|
R0H0
e−H0t
)) (V∗)
where
C˜a
i ~Km˜
= −H0Cai ~Km˜ . (VI∗)
However, it is not necessary to use a full exact solution (V∗) to proceed an analysis
which we gave before.
Thus the primordial value of R ~K(t) is equal to
R ~K = −
[
H0
d
dt (Φ
d
m˜)
δΦd~Km˜
]
∣∣t=t∗ (14.182)
where R ~K(t) is defined in cosmological perturbation theory as
R(3)(t) = 4
~K2
R2
R ~K(t) (14.183)
(see Ref. [7]) and t∗ is such that | ~K| = R(t∗)H0, i.e.
t∗ =
1
H0
ln
[ | ~K|
R0H0
]
, | ~K| = K. (14.184)
The primordial value is of course time-independent. We suppose that fluctuations of
Higgs’ fields (the initial values of them) are independent and Gaussian.
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Thus we can repeat some classical results concerning a power spectrum of primordial
perturbations. One gets [∣∣δΦd~Km˜∣∣2] = (H02π
)2
. (14.185)
Thus
PR(K) ∼=
(
H0
2π
)2∑
m˜,d
(
H0
d
dt (Φ
d
m˜)
)2
∣∣t=t∗ (14.186)
for t∗ given by Eq. (14.184).
Taking a specific situation with concrete groups H,G,G0 and constants ξ, ζ, r we
can in principle calculate exactly PR(K) and a power index ns. Thus using some
specific software packages (i.e. CMBFAST code) we can obtain theoretical curves of
CMB (Cosmic Microwave Background) anisotropy including polarization effects.
Let us give the following remark. The condition for slow-roll evolution for Φ can be
expressed in terms of the potential V ′. If those are impossible to be satisfied for some
models (depending on G,G0, H,G
′
0 and parameters ξ, ζ), we can employ a scenario with
a tunnel effect from “false” to “true” vacuum and bubbles coalescence. In the last case
the time of an inflation (in the first de Sitter phase) depends on the characteristic time
of the coalescence.
Let us consider a more general model of the Universe filled with ordinary (dust)
matter, a radiation and a quintessence.
From Bianchi identity we have:
d
dt
ρtot + (ρtot + ptot)
3R˙
R
= 0 (14.187)
where
ρtot = ρQ + ρ˜m + ρ˜r (14.188)
ptot = pQ + p˜r. (14.189)
Let us suppose that the evolution of radiation, ordinary matter (barionic + cold dark
matter) and a quintessence are independent. In this way we get independent conser-
vation laws
d
dt
(R3ρ˜m) = 0 (14.190)
d
dt
(R4ρ˜r) = 0 (14.191)
and
ρ˙Q + (ρQ + pQ)
3R˙
R
= 0. (14.192)
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One gets
ρ˜m =
A
R3
, A = const. (14.193)
ρ˜r =
B
R4
, B = const. (14.194)
From Eq. (14.192) we get
ρ˙Q + (1 +WQ)ρQ · 3R˙
R
= 0. (14.195)
Substituting Eqs (14.193–194) into Eqs (14.38) and (14.40), remembering Eqs (14.139)
and (14.141–142) one gets(
R˙
R
)2
+ k =
1
3M2pl
(
A
R
+
B
R2
)
+
1
3M2pl
ρQR
2 (14.196)
3R¨
R
= − 1
M2pl
(
A
2R3
+
2B
3R4
)
− 1
2M2pl
(1 + 3WQ)ρQ (14.197)
and from Eq. (14.143)
Q¨+ 3HQ˙− (n+ 2)A
M2plR
3
= 0. (14.198)
However, now Q and U(Q) are redefined in such a way that
1
M2pl
factor appears be-
fore ρQ. This is a simple rescaling. We have of course
ρ˜m = e
−(n+2)Ψρm = e−aQρm (14.199)
ρ˜r = e
−(n+2)Ψρr = e−aQρr. (14.200)
Thus we get
ρm =
A
R3
eaQ (14.201)
ρr =
B
R4
eaQ. (14.202)
Let us consider Eqs (14.196–198) and Eq. (14.192). Combining these equations we
get the following formula
(n+ 2)A
M2plR
3
√
(1 +WQ)ρQ = 0. (14.203)
The one way to satisfy this equation is to put WQ = −1. It is easy to see that if A = 0
then Eq. (14.203) is satisfied trivially. The condition A = 0 does not imply B = 0 and
we can still have B 6= 0. For such a solution Q = Q0 = const. and Q0 =
√
M
Mpl
Ψ0 found
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earlier
eΨ0 = x0 =
√
n|γ|
(n+ 2)β
=
1
αs
(
mA˜
mpl
)√
n|P˜ |
(n+ 2)R˜(Γ˜ )
. (14.204)
Thus
e−aQ0 = e−(n+2)Ψ0 = αn+2s
(
mpl
mA˜
)n+2 (
n+ 2
n
)n+2
2
(
R˜(Γ˜ )
|P˜ |
)n+2
2
(14.205)
or
e−aQ0 = αn+2s
(
r
lpl
)(
n+ 2
n
)n+2
2
(
R˜(Γ˜ )
|P˜ |
)n+2
2
. (14.206)
Let us put WQ = −1 into Eqs (14.196–197). One gets
R˙2 + k =
1
3M2pl
(
A
R
+
B
R2
+ ρQR
2
)
(14.207)
3R¨
R
= − 1
M2pl
(
A
2R3
+
2B
3R4
+ ρQ
)
. (14.208)
From Eq. (14.207) one gets
±RdR√
ρQ
3M2
pl
R4 − kR2 + A
3M2
pl
R + B
3M2
pl
= dt (14.209)
if A = 0,
±RdR√
ρQ
3M2
pl
R4 − kR2 + B
3M2
pl
= dt. (14.210)
Taking x = R2 one gets∫
dx√
ρQ
3M2
pl
x2 − kx+ B
3M2
pl
= ±2(t− t0) (14.211)
and finally
±
∫
dy√
y2 − 3kM
2
pl√
BρQ
y + 1
=
2
√
3
√
ρQMpl
B
(t− t0) (14.212)
where
x =
√
B
ρQ
y. (14.213)
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For a flat case k = 0 we find:
±
∫
dy√
y2 + 1
=
2
√
3
√
ρQMpl
B
(t− t0). (14.214)
The last formula can be easily integrated and one gets
R = 4
√
B
ρQ
√√√√sinh(2√3√ρQMpl
B
(t− t0)
)
(14.215)
where we take a sign + in the integral on the left hand side of Eq. (14.214).
Let us calculate a Hubble parameter (constant) for our model. One gets
H =
R˙
R
=
√
3Mpl
(√
ρQ
B
)
ctgh
(
2
√
3
√
ρQMpl
B
(t− t0)
)
. (14.216)
For a deceleration parameter one obtains
q = − R¨R
R2
= −
(
2 sinh2(u)− cosh(u))
cosh(u) sinh
1
2 (u)
(14.217)
where
u =
2
√
3
√
ρQMpl
B
(t− t0). (14.218)
Thus we get a spatially flat model of a Universe dominated by a radiation which is
expanding and an expansion is accelerating.
Let us take k = 0 and B = 0 in Eq. (14.209). One gets
±RdR√
ρQ
3M2
pl
R4 + A
3M2
pl
R
= dt (14.219)
R = 3
√
A
ρQ
x, x = R 3
√
ρQ
A
. (14.220)
One finally gets ∫
x dx√
x(x3 + 1)
= ± 1
3Mpl
√
ρQ(t− t0). (14.221)
Let us notice that
H2 =
(
R˙
R
)2
=
1
3M2pl
(
A
R3
+ ρQ
)
>
ρQ
Mpl
(14.222)
R¨R
R˙2
=
(2ρQR
4 − A)R
2(A+ ρQR3)
. (14.223)
Thus the model of the Universe is expanding and accelerating.
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Let us consider the integral on the left hand side of Eq. (14.221). One gets after
some tedious algebra:∫
x dx√
x(x3 + 1)
=
√√
3 + 2
12
(
9− 2
√
3
)
lnW +
9
√
2
52
√
4 +
√
3
(
6
√
3 + 11
)
Π
−
√
6
598
(
92
√
4
√
3 + 3
(
141
√
3 + 272
)
+
(
9
√
3− 15
)√
598
√
16 + 9
√
3
)
F
(14.224)
where
W =
−20− 9
√
3
2
+
(16− 7√3)
2
(
2x+
√
3− 1
2x−√3− 1
)2
+ 2
√
6−
√
3
√√√√√
((2x+√3− 1)
(2x−√3− 1)
)2
+ 7− 4
√
3
( (2x+√3− 1)
(2x−√3− 1)
)2
− 1 +
√
3
2


×
( (2x+√3− 1)
(2x−√3− 1)
)2
− 1
−1 ,
(14.225)
Π = Π
arccos(( (2x+ (√3− 1))
(2x− (√3 + 1))
)√
2(2 +
√
3)
)
,
(√
3− 1
)
,
√
(5− 2√3)
13

(14.226)
F = F
arccos(( (2x+ (√3− 1))
(2x− (√3 + 1))
)√
2(2 +
√
3)
)
,
√
(5− 2√3)
13
 (14.227)
where Π is an elliptic integral of the third kind and F is an elliptic integral of the first
kind
F (u, k) =
u∫
0
dϕ√
1− k2 sin2 ϕ
(14.228)
k =
√
(5− 2√3)
13
(14.229)
Π(u, n, k) =
u∫
0
dϕ
(1− n sin2 ϕ)
√
1− k2 sin2 ϕ
(14.230)
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n =
√
3− 1 (14.231)
and with the same modulus as F (u, k)
k2 =
5− 2√3
13
.
However, the most important condition for an existence of a physical solution is coming
from the first part of a sum in the right hand side of Eq. (14.224).
We should have
W > 0. (14.232)
In order to analyze condition (14.232) let us write W in the following way
W =
−20− 9
√
3
2 +
(16−7√3)
2 y + 2
√
6−√3
√
(y + 7− 4√3)
(
y − 1 +
√
3
2
)
y − 1 (14.233)
where
y =
(
2x+
√
3− 1
2x−√3− 1
)2
. (14.234)
Obviously y ≥ 0.
We have two possibilities:
I y > 1 (14.235)
and
−20− 9
√
3
2 +
(16−7√3)
2 y + 2
√
6−
√
3
√
(y + 7− 4
√
3)
(
y − 1 +
√
3
2
)
> 0 (14.236)
II y < 1 (14.237)
and
−20− 9
√
3
2 +
(16−7√3)
2 y + 2
√
6−
√
3
√
(y + 7− 4
√
3)
(
y − 1 +
√
3
2
)
< 0. (14.238)
The first possibility can easily be solved:
I y > 4.0612 (14.239)
or for the second possibility
II
2−√3
2
≤ y < 1. (14.240)
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We have finally
0.7916 < x <
√
3 + 1
2
, (14.241)
3
√
3− 5
2
< x <
1
2
. (14.242)
For
x >
√
3 + 1
2
(14.243)
we get
x < 3.072. (14.244)
Let us notice the following: the function W has a finite limit at x =
√
3+1
2 . Thus
we can remove a singularity at x =
√
3+1
2
. In this way we get
0.7916 < x < 3.072 (14.245)
or
3
√
3− 5
2
< x <
1
2
. (14.246)
This simply means that the solution exists only for
0.7916 3
√
A
ρQ
< R < 3.072 3
√
A
ρQ
(14.247)
or
3
√
3− 5
2
3
√
A
ρQ
< R <
1
2
3
√
A
ρQ
. (14.248)
Let us calculate a density of a quintessence energy:
ρQ =M
2
plU(Q0) = −
1
2
enΨ0
(
βe2Ψ0 − |γ|)
=
(
n
n+ 2
)n
2
(
mA˜
α
2(n+1)
s
)(
mA˜
mpl
)n( |P˜ |
R˜(Γ˜ )
)n
2
|P˜ |.
(14.249)
An energy density of a matter is equal to
ρm =
A
R3
eaQ0 ≃ ρQeaQ0 (14.250)
and
ρm
ρQ
∼= eaQ0 =
(
1
αs
)n+2 (
mA˜
mpl
)n+2(
n
n+ 2
)n+2
2
(
R˜(Γ˜ )
|P˜ |
)n+2
2
. (14.251)
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Let us consider the behaviour of the “effective” gravitational constant in our model
Geff = GNe
−(n+2)Ψ0 = GNe−aQ0 = GN
(
1
x0
)n+2
= GNα
2(n+2)
s
(
mpl
mA˜
)n+2
2
(
R˜(Γ˜ )
|P˜ |
)n+2
2 (
n+ 2
n
)n+2
2
(14.252)
Thus Geff is a constant. For we are living in that model we should rescale the constant
and consider Geff(Q0) (Eq. (14.252)) a Newton constant. Thus
GN = G0α
2(n+2)
s
(
mpl
mA˜
)n+2
2
(
n+ 2
n
)n+2
2
(
R˜(Γ˜ )
|P˜ |
)n+2
2
(14.253)
where G0 is a different constant responsible for a strength of gravitational interactions
in earlier epochs of an evolution of the Universe. It means we should write
Geff =
GNα−2(n+2)s (mA˜mpl
)n+2
2
(
n
n+ 2
)n+2
2
(
|P˜ |
R˜(Γ˜ )
)n+2
2
 · e−(n+2)Ψ . (14.254)
The obtained solution (i.e. (14.224)) is for WQ = −1. However, this is not an attractor
of the dynamical equations. This is similar to the tracker solution of Steinhardt (see
Ref. [111]). Moreover we cannot apply his method because our equation for a scalar
field Ψ (or Q) is different. It contains an additional term with a trace of the energy-
momentum tensor (matter + radiation). Only with a radiation filled Universe our
equation is the same (if we identify ρ˜r with Steinhardt density of a matter). In this
case we could apply Steinhardt tracker solution method and apply his criterion for a
potential U(Q). In our case U(Q) is given by Eq. (14.141)
U ′(Q) = − Mpl
2
√
M
(
(n+ 2)βeaQ − n|γ|ebQ) (14.255)
U ′′(Q) = − M
2
pl
4
√
M
(
(n+ 2)2βeaQ − n2|γ|ebQ) . (14.256)
The Steinhardt criterion consists in finding
Γ =
U ′′U
(U ′)2
=
(
(n+ 2)2βeaQ − n2|γ|ebQ) (βeaQ − |γ|ebQ)
((n+ 2)βeaQ − n|γ|ebQ)2
. (14.257)
To get a tracker solution we need
Γ ≥ 1. (14.258)
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In our case
Γ = 1− 4β|γ|e
(a+b)Q
((n+ 2)βeaQ − n|γ|ebQ)2
(14.259)
Γ ≃ 1− 4|γ|
(n+ 2)β
e(b−a)Q = 1− 4|γ|
β(n + 2)
e
− 2Mpl√
M
Q
= 1− 4|γ|
β(n+ 2)
e−2Ψ . (14.260)
Thus asymptotically we are close to Γ = 1. Moreover the Steinhardt criterion is
only a sufficient condition. Our radiation filled Universe seems to be unstable due to
appearing of a matter (a dust matter). Moreover a quintessential period of a Universe
model has a severe restrictions of a value of a radius. Thus the solution withWQ = −1
and a matter independently evolving cannot evolve forever.
In order to answer a question what is a further evolution of the Universe we come
back to Einstein equations with a scalar field Ψ and matter sources. Supposing as usual
a Robertson-Walker metric and a spatial flatness of the metric we write once again a
Bianchi identity  scalT µν
M2pl
+
1
M2pl
e−(n+2)Ψ
matter
T µν

;ν
= 0 (14.261)
where
matter
T µν = ρmu
µuν (14.262)
is an energy-momentum tensor for a dust matter. One gets
1
M2pl
e−(n+2)Ψ
(
ρm + ρ˙m + ρm
3R˙
R
− (n+ 2)ρmΨ˙
)
+
dλc0
dΨ
Ψ˙ − M
M2pl
Ψ˙ Ψ¨ − M
M2pl
Ψ˙2
3R˙
R
= 0.
(14.263)
We make the following ansatz concerning an evolution of a matter density
ρm = ρ0e
(n+2)Ψ (14.264)
ρ0 = const. (14.265)
In that moment the scalar field Ψ and the matter ρm interact nontrivially.
Using Eqs (14.264–265), (14.263) and an equation for a scalar field Ψ one obtains
ρ0
M2pl
− (n+ 2)
M2pl
ρ0 +
ρ0
M2pl
3R˙
R
= 0. (14.266)
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Using Eq. (14.266) and Eq. (14.127) one gets
dΨ
dt
= ±
√
2Mpl√
3M
√(
n+ 1
Mpl
)2
− 3ρ0
M2pl
− 3
2
λc0 (14.267)∫
dx
x
√
δ + 3βxn+2 + 3γxn
= ±Mpl√
M
(t− t0) (14.268)
where
δ = 2
(
n+ 1
Mpl
)2
− 3ρ0
M2pl
(14.269)
x = eΨ . (14.270)
Using Eq. (14.268) and Eq. (14.127) one gets
d
dt
lnR =
(n+ 1)
Mpl
(14.271)
or
R = R0e
(n+1
Mpl
)(t−t0)
. (14.271a)
Let us consider Eq. (14.268) and let us suppose that x < 1 (and practically small). In
this case we can simplify∫
dx
x
√
δ + 3βxn+2 + 3γxn
≃
∫
dx
x
√
δ + 3γxn
(14.272)
and finally we get
Ψ =
1
2n
ln
(
δ
3|γ|
)
− 1
n
√
2δ
3M
Mpl(t− t0). (14.273)
Thus our prediction that x < 1 and is small has been justified. Using Eq. (14.273) one
easily gets
pΨ =
δM2pl
3n2
+
√|γ|δ
2
√
3
exp
(
−
√
2δ
3M
Mpl(t− t0)
)
(14.274)
ρΨ =
δM2pl
3n2
−
√|γ|δ
2
√
3
exp
(
−
√
2δ
3M
Mpl(t− t0)
)
. (14.275)
It is easy to see that
pΨ
ρΨ
−→
t→∞ 1. (14.276)
Thus in this model we have to do asymptotically (practically very quickly) with a stiff
matter equation of state:
p = ρ. (14.277)
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Simultaneously an energy density for a scalar field Ψ is dominated by a kinetic
energy which is practically constant and
1
2
Q˙2 ∼=
δM2pl
3n2
. (14.278)
In this sense a dark matter generated by Ψ in the model is in some sense K-essence
(not a quintessence).
Let us calculate an energy density for a matter
ρm = ρ0
(
δ
3|γ|
) (n+2)
2n
exp
(
−(n+ 2)
n
√
2δ
3M
Mpl(t− t0)
)
. (14.279)
The effective gravitational constant reads
Geff = GN
(
3|γ|
δ
) (n+2)
n
exp
((
n+ 2
n
)√
2δ
3M
Mpl(t− t0)
)
. (14.280)
It is easy to write R as a function of Ψ :
R = R0 exp
n+ 1
M2pl
√
M
eΨ∫
x0
dx
x
√
δ + 3βxn+2 + 3γxn
 (14.281)
where
x0 =
(
3|γ|
δ
)2n
. (14.282)
Eq. (14.281) can be easily reduced to the Eq. (14.271) using Eq. (14.268).
Thus an energy density of matter goes to zero in an exponential way. The effective
gravitational constant is growing exponentially. What does it mean for the future of
the Universe? First of all the Universe will be very diluted after some time of such an
evolution. Secondly, a relative strength of gravitational interactions will be stronger.
This means that if we take substrat particles as cluster of galaxies then in a quite short
time any cluster will be a lonely island in the Universe without any communication
with other clusters. All the clusters will be beyond a horizon. On the level of a single
cluster the strength of gravitational interactions will be stronger and eventually they
collapse to form a black hole. In an intermediate time a gravitational dynamics on the
level of galaxies’ clusters will be governed by a Newtonian dynamics (nonrelativistic)
with a gravitational potential corrected by a cosmological constant. The cosmological
constant induces a positive pressure (a stiff matter) and will be important up to a
moment of sufficiently large gravitational constant. After a sufficiently long time only
a classical Newtonian gravity will drive a dynamics of galaxies’ clusters. Let us roughly
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estimate this effect. In order to do this let us suppose that
ρΨ = pΨ =
δM2pl
3n2
= const. (14.283)
In an energy momentum we get
scal
T µν = 2 · δM
2
pl
3n2
uµuν − δM
2
pl
3n2
gµν . (14.284)
However, we have in the place of Newtonian constant GN a Geff which is a function
of cosmological time and in the equation for gravitational field for gµν we should put
1
(M effpl )
2
scal
T µν =
δ
3n2
(
Mpl
M effpl
)2
(2uµuν − gµν) (14.285)
where
M effpl =
1√
8πGeff
=Mpl
(
αs
mplmA˜
)n+2(
2(n+ 1)2 − 3ρ0
3|P˜ |
)n+2
2
× exp
[(
1
2
(
n+ 2
2
)√
2δ
3M
)
Mpl(t− t0)
]
.
(14.286)
Thus
1
(M effpl )
2
scal
T µν = A˜e−κ(t−t0) (2uµuν − gµν) (14.287)
where
κ =
1
2
((
n+ 2
2
)√
2δ
3M
)
(14.288)
A˜ =
3n2
δ
(
αs
mplmA˜
)−(n+2)(
2(n+ 1)2 − 3ρ0
3|P˜ |
)−(n+22 )
. (14.289)
Consider the following case (the justification will be given below):
1
(M effpl )
2
scal
T µν = −A˜e−κ(t−t0)gµν . (14.290)
Now let us solve the following problem. Let Λ be a value A˜e−κ(t¯−t0) in an established
cosmological time t = t and the same for G = Geff(t). Let us consider a gravitational
field of a point mass M0 static and spherically symmetric. Consider a metric
ds2 = B(r)dt2 − dr
2
B(r)
− r2 (dθ2 + sin2 θ dϕ2) (14.291)
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in spherical coordinates and Einstein equations
Rµν − 1
2
gµνR = −Λgµν (14.292)
for the metric (14.291) where
Λ = A˜e−κ(t¯−t0). (14.293)
Via a standard procedure one obtains
B(r) = 1− 2GM0
r
− Λr
2
3
. (14.294)
Thus an effective nonrelativistic Newton-like gravitational potential has a shape
V (r) = −GM0
r
− Λr
2
6
. (14.295)
Remembering that G is growing exponentially in time and Λ is decaying in time ex-
ponentially we see that the second term is important only for a short time. For a
contemporary time
Λ ≃ 10−52m−2 (14.296)
according to the Perlmutter data and it could be important on the level of a size of
galaxies’ cluster. However, in a short time it will be negligible even on that level.
Let us calculate a Schwarzschild radius for a mass M0 with an effective gravitational
constant Geff. One gets
reffg =
√
2M0G =
√
2M0Geff(t) = rg
(
mplmA˜
αs
)n+2
×
(
3|P˜ |
2(n+ 1)2 − 3ρ0
)n+2
2
exp
[(
1
2
(
n+ 2
2
)√
2δ
3M
)
Mpl(t− t0)
] (14.297)
Thus reffg (calculated for an effective gravitational constant Geff(t)) is growing ex-
ponentially. It means that after some time it will be of an order of size of galaxies’
cluster. Then galaxies’ clusters collapse to form black holes. The time of a collapse is
easy to calculate.
reffg = rcluster (14.298)
tcollapse = t0 + (n+ 2)
√
6M
[
ln
(
rcluster
rg
)
+ (n+ 2) ln
(
mplmA˜
αs
)
+
(
n+ 2
2
)
ln
(
3|P˜ |
2(n+ 1)2 − 3ρ0
)]
·
[√
δ(n+ 2)Mpl
]−1
(14.299)
where rg is a gravitational radius of a mass of a galaxies’ cluster with G = GN .
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Let us calculate a Hubble constant and a deceleration parameter for our model.
One gets
H =
R˙
R
= (n+ 1)Mpl (14.300)
q = − R¨R
R˙2
= −1. (14.301)
Summing up we get the following scenario of an evolution. The Universe starts in a
“false” vacuum state and its stable evolution is driven by a “cosmological constant”
formed from R˜(Γ˜ ), P , V (Φ1crt) and Ψ1 being a minimal solution to an effective self-
interacting potential for Ψ . This evolution is stable against small perturbation for Ψ
and R. The evolution is exponential and a Hubble constant is calculable in terms of
our theory (the nonsymmetric Jordan–Thiry theory). This evolution ends at a moment
the “false” vacuum state changes into a “true” vacuum state. In that moment an en-
ergy of a vacuum is released into radiation (and a matter). The Universe is reheating
and a big-bang scenario begins at a very hot stage. Moreover the evolution is still
governed by a scalar field Ψ which attains a new minimum of an effective potential.
The effective potential is different and a new value of Ψ , a Ψ0, is different too. The
evolution is exponential and a new Hubble constant H1 is also calculable in terms of
the underlying theory. In this background we have an evolution of a multiplet of scalar
fields Φam˜ from Φ
1
crt to Φ
0
crt. This goes to a spectrum of fluctuations calculable in the
theory. After that time the field Ψ is slowly changing Ψ˙ ≈ 0 and the temperature of
the Universe is going down. The evolution of a radiation is in the second inflationary
stage adiabatic and afterwards during next phase (Ψ˙ ≃ 0) nonadiabatic. The last
means there is an energy exchange between radiation and a scalar field Ψ . The total
amount of an inflation N tot is calculable in the theory. The evolution of a factor R(t)
is governed by a simple elementary function of a small rise. After this the radiation
condenses into a matter (a dust with zero pressure) and a matter (a dust), a radiation
and a scalar field evolve adiabatically without interaction among them. The evolution
of a scalar field is governed by a quintessence, i.e. pQ =WQρQ, where WQ ∼= −1.
The quintessence field Q is a normalized scalar field Ψ . During a radiation era
(Ψ˙ ≃ 0) an equation of state for a scalar field Ψ is different: pΨ = 43ρΨ (similar
to stiff matter equation of state). The scale factor R(t) evolves according to some
elementary function built from hyperbolic function in radiation + quintessence scenario
and according to complicated function formed from the first and the second elliptic
integrals (after reversing of those functions). It expands and accelerates. The solution
with radiation and quintessence has a restricted behaviour (Eq. (14.247–248)). The
energy density of radiation is going to zero. Only a quintessence energy density is
constant. The energy of a quintessence is a potential energy dominated. However,
the solution cannot be continued up to the end for an interaction between a matter
and a scalar field starts to be important. The effective gravitational constant remains
constant during the period. Let us remind to the reader that during inflationary epochs
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the effective gravitational constant was constant. Only during a radiation era it was
slightly changing. In order to keep the Universe to evolve forever it is necessary to
find a solution with an interaction between a matter and a scalar field Ψ . Using an
appropriate ansatz for an evolution of an energy density of a matter we get such a
solution. The scale factor R(t) is exponentially expanding.
An energy density of a matter is going to zero and an energy density of a scalar
field is approaching (exponentially) a constant. However, now a scalar field Ψ forms
a different form of a matter—a stiff matter with an equation of a state ρΨ ≃ pΨ
(WΨ ≃ 1). The effective gravitational constant is growing exponentially in time. In
contradistinction with the previous period of an evolution the scalar field Ψ forms a
matter with a kinetic energy dominance (i.e. K-essence). In the previous period we
have to do with a potential energy dominance (i.e. quintessence).
Let us give some remarks on a spatial curvature of a model of the Universe. In the
first period (inflationary scenario) the spatial curvature has to be zero and any pertur-
bations of initial conditions cannot change it. In next periods it is natural to suppose
that it is not changed. Thus our model of a Universe is spatially flat. In the moment of
change of a phase of an evolution we should apply a matching conditions for an energy
density and for a scale factor (a radius of a model of a Universe). However, an evolu-
tion in such moments undergoes phase transitions for a law of an evolution of a scalar
field and a scale factor, which can be considered as a second order or even a first order
phase transition. It is worth to notice that in formulae concerning Hubble constants,
deceleration parameters, gravitational constants (effective) meet some parameters from
unification theory of fundamental interactions and from cosmology. It seems that we
are on a right track to give an account for large number hypothesis by P. Dirac. This
demands of course some investigations especially in developing nonsymmetric Kaluza–
Klein (Jordan–Thiry) theory. It is also interesting to mention that the scalar field Ψ
plays many roˆles in our theory. It works as an inflation field during an inflation epoch.
(However Higgs’ fields Φa
b˜
play an important roˆle in creating fluctuations spectrum.) It
plays also a roˆle of a quintessence and a K-essence, except its influence on an effective
gravitational constant and on an effective scale of masses in unification of fundamental
interactions. This field is massive getting masses from several mechanisms. During
inflation phases it acquires mass due to spontaneous symmetry breaking, different in
both epochs. It gets a mass from a cosmological background mentioned earlier in this
section. It can get a mass from interactions with Higgs’ fields (see sec. 10). Thus except
its cosmological importance the fluctuations of a scalar field around its cosmological
value could be detected (in principle) as massive scalar particles of a large mass. In
this way an effective gravitational potential in nonrelativistic limit takes a form
V (r) = −GNM0
r
(
1− α
r
e−(
r
r0
)
)
eκ(t−t0) − A˜r
2
6
e−κ(t−t0) (14.302)
where κ, A˜ are given by Eqs (14.288–289), r0 is a range of massive scalar δΨ (a fluc-
tuation of a scalar field Ψ in a cosmological background). This could be detected as
a tiny change of a Newton constant in gravitational law (e.g. the fifth force) on short
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distances. Let us notice that on short distances and on short time scales an effective
gravitational potential reads:
V (r) = −GNM0
r
(
1− α
r
e
−( r
r0
)
)
. (14.303)
On large distances and short time scales
V (r) = −GNM0
r
− Λr
2
6
. (14.304)
On short distances and large time scales
V (r) = −GNM0
r
(
1− α
r
e−(
r
r0
)
)
eκ(t−t0). (14.305)
On intermediate distances and large time scales
V (r) = −GNM0
r
eκ(t−t0). (14.306)
The latest being a cause to collapse a cluster of galaxies into a black hole. It seems
also possible to consider an effective coupling constant αeffs for αs enters mA˜ and m
eff
A˜
.
However
meff
A˜
= e−Ψ
(αs
r
)
, (14.307)
r is a radius of a manifold G/G0 (e.g. a radius of a sphere S
2). If we rewrite Eq. (14.307)
as
meff
A˜
αeffs
=
1
r
e−Ψ , (14.308)
it would be quite difficult to distinguish a drift of meff
A˜
from αeffs drift. Only a quotient
has a definite dependence on the scalar field Ψ . Especially it is interesting to consider a
drift of αem (a fine structure constant) reported from several sources. However, without
extending our theory to include fermion (spinor) fields this is impossible. Thus it is
necessary to construct a nonsymmetric-geometric version with supersymmetry and
supergravity including noncommutative (anticommutative) coordinates to settle the
problem. The scalar field Ψ can form an infinite tower of massive scalar fields which
could have important astrophysical and high-energy consequences (see sec. 16).
Let us consider Eqs (4.51) and (4.56) and changing a base in the Lie algebra h we
get
µaıˆ = δ
a
ıˆ (14.309)
and
αci = δ
c
i . (14.310)
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Simultaneously for G ⊂ H (g ⊂ h) we get
f ıˆ
a˜b˜
= C ıˆ
a˜b˜
(14.311a)
f d˜
a˜b˜
= C d˜
a˜b˜
(14.311b)
where a˜, b˜, c˜ refer to the complement m in g (g = g0+˙m), ıˆ, ˆ, kˆ to the subalgebra g0
of g. Let us suppose a symmetry requirement
[m,m] ⊂ g0. (14.312)
From Eq. (14.312) it follows that
C a˜
b˜c˜
= f a˜
b˜c˜
= 0. (14.313)
Eq. (4.51) looks like
Φc
b˜
C b˜ıˆa˜ = Φ
b
a˜C
c
ıˆb. (14.314)
Eq. (4.55)
Hc
a˜b˜
= CcabΦ
a
a˜Φ
b
b˜
− Cc
a˜b˜
− Φc
d˜
C d˜
a˜b˜
. (14.315)
Let us come back to Eq. (14.157).
For our inflation driving agent is a scalar field Ψ we do not carry any backreaction
of Higgs’ fields and we can consider some nonstandard scenarios of an evolution of
those fields. Thus we can consider an evolution which is not a slow-roll evolution. Let
us suppose that
d
dt
(Φam˜) ≃ 0. (14.316)
In this way we get from (14.316)
d
dt
(
Ld0
b˜
)
av
+
enΨ1
2r2
ldb
{
δV ′
δΦbn˜
gb˜n˜
}
. (14.317)
The next step in simplification is such that we collapse all the degrees of freedom of
Higgs’ fields into one
Φam˜ = δ
a
m˜Φ. (14.318)
In this way constraints (14.314) are satisfied trivially and Eq. (14.315) is as follows:
Hc
a˜b˜
= Cc
a˜b˜
(
Φ2 − 1− Φ) . (14.319)
In this way V = V ′ (no constraints) and
V =
A
α2s
(
α2sΦ
2 − 1− αsΦ
)2
(14.320)
where
A =
[
lab
(
2g[m˜n˜]g[a˜b˜]Ccm˜n˜C
b
a˜b˜
− Cbm˜n˜ga˜n˜gb˜m˜L˜aa˜b˜
)]
av
(14.321)
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and
La
a˜b˜
= L˜a
a˜b˜
(
αsΦ
2 − 1
αs
− Φ
)
(14.322)
ldcgm˜b˜g
c˜m˜L˜dc˜a˜ + lcdga˜m˜g
m˜c˜L˜d
b˜c˜
= 2lcdga˜m˜g
m˜c˜Cd
b˜c˜
. (14.323)
We can get the following identity
ldcg
c˜q˜ga˜p˜L˜dc˜a˜C
c
p˜q˜ + lcdg
p˜c˜gq˜b˜L˜d
b˜c˜
Ccp˜q˜ = 2lcdg
p˜c˜gq˜b˜Cd
b˜c˜
Ccp˜q˜. (14.324)
Using Eq. (14.317) we get the following equation for Φ:
d2Φ
dt2
+
enΨ1
2r2
δV
dΦ
= 0 (14.325)
if the following constraints are satisfied∫ √
|g˜|dnx
(
gq˜c˜ l˜
p˜e˜ + le˜n˜gc˜n˜δ
p˜
q˜
)
= 2V2δ
e
c˜δ
p˜
q˜ . (14.326)
Thus from Eq. (14.325) one gets a first integral of motion
Φ˙2
2
+
enΨ1
2r2
V =
B
2
= const. (14.327)
From Eq. (14.327) one gets
Φ∫
Φ0
dΦ√
− e
nΨ1
r2α2s
A (α2sΦ
2 − αsΦ− 1)2 +B
= ±(t− t0) (14.328)
and finally
ϕ∫
ϕ0
dϕ√
(a− ϕ2 + ϕ+ 1)(a+ ϕ2 − ϕ− 1) = ±
√
AenΨ1
r2
(t− t0) (14.329)
where
a = αs
√
Br2
AenΨ1
(14.330)
Φ =
1
αs
ϕ. (14.331)
In order to find an integral on the left hand side of Eq. (14.329) and its inverse
function we use a uniformization theory of algebraic curves. Let
f(ϕ) = (a− ϕ2 + ϕ+ 1)(a+ϕ2 − ϕ− 1) = −ϕ4 + 2ϕ3 + ϕ2 − 2ϕ+ (a2 − 1). (14.332)
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One easily notices that
ϕ0 =
1 +
√
5 + 4a
2
(14.333)
is a root of the polynomial f(ϕ) (a real root).
In this way one gets
ϕ =
f ′(ϕ0)
4
(
P (z)− 124f ′′(ϕ0)
) + ϕ0 (14.334)
where
P (z) = P (z; g2, g3) (14.335)
is a P Weierstrass function with invariants:
g2 =
5− 3a2
3
(14.336)
g3 =
a2
12
+
10
27
. (14.337)
One easily finds
f ′(ϕ0) = 12(5 + 3a)
√
5 + 4a (14.338)
f ′′(ϕ0) = −2(5 + 6a) (14.339)
and
z =
∫ ϕ
ϕ0
[f(x)]−
1
2 dx. (14.340)
In this way one gets
Φ(t) =
(5 + 3a)
√
5 + 4a
8αs
(
P (z) + 1
12
(5 + 6a)
) + 1 +√5 + 4a
2αs
(14.341)
where
z = ±
√
AenΨ1
r2
(t− t0). (14.342)
Let us come back to the potential V Eq. (14.320) and let us look for its critical
points. One gets
dV
dΦ
=
2A
αs
(
α2sΦ
2 − αsΦ− 1
)
(2αsΦ− 1) (14.343)
and from
dV
dΦ
= 0 (14.344)
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easily finds
Φ1 =
1
2αs
(14.345a)
Φ2 =
1−√5
2αs
(14.345b)
Φ3 =
1 +
√
5
2αs
(14.345c)
One obtains
V (Φ1) =
25A
16α2s
(14.346a)
V (Φ2) = 0 (14.346b)
V (Φ3) = 0. (14.346c)
It is easy to see that Φ1 is a maximum and Φ2 and Φ3 are minima of the potential V .
However, in our simplified model of an evolution of Higgs’ fields we have not a
second (local) minimum. Thus in order to mimic a real situation we start an evolution
of a Higgs field from the value
Φ = 0. (14.347)
In this case
V (0) =
A
α2s
. (14.348)
Thus
Φ(tinitial) = 0 (14.349)
Φ(tend) =
1 +
√
5
2αs
. (14.350)
Coming back to Eq. (14.329) we get
1+
√
5
2∫
0
dϕ√
(a− ϕ2 + ϕ+ 1)(a+ ϕ2 − ϕ− 1) =
√
AenΨ1
r2
(tend − tinitial). (14.351)
Thus the amount of inflation obtained in our evolution is equal to
N0 = H0
√
r2
AenΨ1
1+
√
5
2∫
0
dϕ√
(a− ϕ2 + ϕ+ 1)(a+ ϕ2 − ϕ− 1) . (14.352)
Supposing simply
a <
5
4
(14.353)
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one gets
N0 = H0
√
2r2
5AaenΨ1
( ϕ1∫
0
dθ√
1− ( 4a+510 ) sin2 θ −
ϕ2∫
0
dθ√
1− ( 4a+510 ) sin2 θ
)
(14.354)
where
cos2 ϕ1 =
1
5 + 4a
(14.355)
cos2 ϕ2 =
5
5 + 4a
(14.356)
or
N0 = H0
√
2r2
5AaenΨ1
ϕ1∫
ϕ2
dθ√
1− ( 4a+5
10
)
sin2 θ
(14.357)
or
N0 =
H0√
5αs
4
√
4r2
ABenΨ1
ϕ1∫
ϕ2
dθ√
1− ( 4a+5
10
)
sin2 θ
. (14.358)
In order to get 60-fold inflation
N0 ≃ 60 (14.359)
we should play with parameters in our theory. Let us notice that in our simple model
the constant α1 equals
α1 = m
2
A˜
(
mA˜
mpl
)2(
A
α6s
)
=
1
r2
(
lpl
r
)2 (
A
α6s
)
(14.360)
(see Eqs (14.32–33a).
Let us consider a slow-roll dynamic of Higgs’ field in this simplified model. From
Eq. (14.165) one gets
d
dt
(
Φfp˜
)
= − e
nΨ1
12V2r2H0
(
lfbgp˜n˜ + l
bfgn˜p˜
) δV ′
δΦbn˜
. (14.361)
Using our simplifications from Eqs (14.309–319) and Eqs (14.300–306) one gets
dΦ
dt
= − e
nΨ1
12r2H0
dV
dΦ
(14.362)
supposing a condition
δfp˜ = l
fn˜gp˜n˜ + l
n˜fgn˜p˜ (14.363)
or
dΦ
dt
+
enΨ1A
6αsr2H0
(
α2sΦ
2 − αsΦ− 1
)
(2αsΦ− 1) = 0. (14.364)
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Changing the dependent variable into
ϕ = αsΦ (14.365)
one gets
dϕ
dt
+ b
(
ϕ2 − ϕ− 1) (2ϕ− 1) = 0 (14.366)
where
b =
enΨ1A
6r2H0
> 0. (14.367)
From Eq. (14.366) one finds
ϕ2 − ϕ− 1
(ϕ− 12)2
= e−5b(t−t0) (14.368)
and finally
Φ(t) =
1
2αs
[
1±
√
5
1− e−5b(t−t0)
]
. (14.369)
One easily notices that for (t− t0)→∞
Φ(t)→ 1
αs
(
1±√5
2
)
. (14.370)
It simply means that a slow-roll inflation never ends.
If we suppose that an inflation starts at ϕ = 3, i.e. for
tinitial = t0 +
1
5b
ln
5
4
, (14.371)
it is evident that to complete it we need an eternity.
Summing up we get in our simplified model a finite amount of an inflation for a
nonstandard dynamic of a Higgs field and an infinite amount of inflation for a slow-roll
dynamic. The truth probably is in a middle.
Probably it would be necessary to consider a full equation for a Higgs field in a
simplified model
d2Φ
dt2
− 3H0 dΦ
dt
− 3bH0
(
α2sΦ
2 − αsΦ− 1
)
(2αsΦ− 1) = 0 (14.372)
or
d2ϕ
dt2
− 3H0 dϕ
dt
− 3bαsH0
(
ϕ2 − ϕ− 1) (2ϕ− 1) = 0. (14.372a)
Changing an independent variable from t to τ = H0t one gets
d2ϕ
dτ2
− 3dϕ
dτ
− 3bαs
H0
(
ϕ2 − ϕ− 1) (2ϕ− 1) = 0. (14.372b)
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Let
3bαs
H0
= a (14.373)
and let us change a dependent variable ϕ into
z = 2ϕ− 1 (14.374)
ϕ =
z + 1
2
. (14.375)
One gets
d2z
dτ2
− 3dz
dτ
− a
4
z3 − (15a)
2
z = 0. (14.376)
Now let us take a special value for a = − 415 and let us change z into r:
z = i
√
5r. (14.377)
One gets
d2r
dτ2
+ 3
dr
dτ
− 2r3 + 2r = 0. (14.378)
This equation can be solved in general ([112])
r(τ) = iC1e
τ sn(C1e
τ + C2,−1). (14.379)
Thus
z(τ) = −
√
5C1e
τ sn(C1e
τ + C2,−1). (14.380)
sn(u,−1) is a Jacobi elliptic function with a modulus K2 = −1, C1 and C2 are
constants. In this way
Φ(t) =
1
2αs
(
1−
√
5C1e
H0t sn(C1e
H0t + C2,−1)
)
. (14.381)
However, we are forced to put a = − 415 . Let us remind that
a =
enΨ1
2r2H20
A (14.382)
and we are supposing A > 0. However (see Eq. (14.321) for a definition of A), it is
possible to consider A < 0 only for a pleasure to play. Thus we use formula (14.381)
to consider a dynamics of a Higgs field. Let us start an inflation for t = 0 with Φ = 0.
Φ(0) = 0. (14.383)
One finds
1
C1
√
5
= sn(C1 + C2,−1) (14.384)
(i.e. tinitial = 0).
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Let
Φ(tend) =
1
αs
(
1 +
√
5
2
)
(14.385)
(a true minimum—a “true” vacuum). One gets
1
2
= −C1eH0tend sn
(
C1e
H0tend + C2,−1
)
. (14.386)
Let us calculate the derivative of Φ(t). One gets
dΦ
dt
= −
√
5
2αs
C1H0e
H0t
(
sn
(
C1e
H0t + C2,−1
)
+ cn
(
C1e
H0t + C2,−1
) · dn (C1eH0t + C2,−1)). (14.387)
Let us suppose a slow movement of Φ such that
dΦ
dt
(0) = 0. (14.388)
From (14.388) one gets
sc(C1 + C2,−1) = − dn(C1 + C2,−1). (14.389)
This gives us an equation for a sum of integration constants. Thus we can get from
Eq. (14.389) and Eq. (14.384) integration constants C1 and C2 and from Eq. (14.386)
tend, which can give us an amount of inflation
N0 = H0tend. (14.390)
In some sense Eq. (14.386) is an equation for an amount of inflation
1
2
= −C1eN¯0 sn
(
C1e
N¯0 + C2,−1
)
. (14.391)
Using Eq. (14.389) and Eq. (14.384) one easily gets
C1 = −
√
5−√5
10
≃ −0.5256. (14.392)
One gets
C1 + C2 =
1√
2
(F (90◦\45◦)− F (32◦\45◦)) = 0.9431 (14.393)
where F is an elliptic integral of the first kind and
arcsin
√5−√5
10
 ≃ arcsin(0.5256) ≃ 32◦. (14.394)
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Let us come back to Eq. (14.391) and let us denote
eN¯0 = x0. (14.395)
One gets using (14.393) and (14.392)
C2 ≃ 1.4687 (14.396)
and finally
1.4866x0 − 5.0354 = F (ϕ/45◦) , (14.397)
where
cosϕ =
1.9026
x0
. (14.398)
From Eq. (14.397) one finds
2.8284
cosϕ
− 5.0354 =
ϕ∫
0
dθ√
1− 12 sin2 θ
. (14.399)
We come back to this equation later.
Thus we get the following results. The Higgs field evolves from a “false” vacuum
value (Φ = 0) to the “true” vacuum value (Φ = Φ0) completing a second order phase
transition. The potential of selfinteracting Ψ field changes and a new equilibrium Ψ0 is
attained. However, the field Ψ evolves from Ψ0 to new value a little different from Ψ0
and afterwards a radiation era starts. The change of the value of a scalar field Ψ is
small in terms of a variable y (see Eq. (14.94) for a definition) only from
√
n
n+2
to 1
(n is a natural number n = dimH, and H is at least G2, dimG2 = 14). Let us consider
an evolution of a field Ψ in this epoch. From Eq. (14.84) we get
ϕ¨+ ω20ϕ = 0 (14.400)
where
ω20 =
M2pl
2M
(n+ 2)
(
n
n+ 2
)n
2
|γ|
( |γ|
β
)n
2
(14.401)
Ψ = Ψ0 + ϕ (14.402)
and we linearize Eq. (14.84) around Ψ0 neglecting a term with a first derivative of ϕ.
Thus a scalar field Ψ undergoes small oscillations around the equilibrium Ψ0. These
oscillations cannot be too long for a field should change from
Ψ0 = ln
(√
n|γ|
(n+ 2)β
)
(14.403)
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to
Ψ = ln
(√
|γ|
β
)
. (14.404)
In terms of a field ϕ from ϕ = 0 to ϕ = 12 ln(1 +
2
n ) ≃ 1n . Thus we have
ϕ = ϕ0 sin(ω0t). (14.405)
For t = 0, ϕ = 0 the time ∆t to go from ϕ = 0 to ϕ = 1n is simply equal to
∆t =
∣∣∣arcsin( 1ϕ0n )∣∣∣
ω0
≤ π
2ω0
. (14.406)
Thus the full amount of an inflation in this epoch is equal to
N1 = ∆tH1 =
H1
ω0
∣∣∣∣arcsin( 1ϕ0n
)∣∣∣∣ ≤ πH12ω0 = πMpl2√6M(n+ 2) . (14.407)
In our notation
t1 = tr +∆t (14.408)
(see Eq. (14.114)).
After a time t1 the Universe goes to the phase of radiation domination with a strong
interaction between a radiation and a scalar field Ψ up to a minimal temperature where
an ordinary (a dust) matter appears. This matter evolves afterwards independently of
a radiation and of a scalar field Ψ . The scalar field now is evolving as a quintessence.
In order to get some comparison let us consider an evolution of a scalar field Ψ
during the second de Sitter phase in a slow-roll approximation. Using Eq. (14.84) one
gets
dy
dt
=
By
(n−2)
2 (y2 − ( n
n+2
))√
1− y2 (14.409)
or ∫ √
1− y2 dy
y(
n−2
2 )(y2 − ( nn+2 ))
= B(t− t0) (14.410)
where
B = 2(n+ 2)|γ|
(
n
n+ 2
)n
2
( |γ|
β
)n
2
(14.411)
and
y =
√
β
|γ| · e
Ψ . (14.412)
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Let
I =
∫ √
1− y2 dy
y(
n−2
2 )(y2 − ( n
n+2
))
≃
∫ √
1− y2 dy
(y2 − ( nn+2 ))
(14.413)
for
n
n+ 2
≤ y2 ≤ 1 (14.414)
n > dimG2 = 14. (14.415)
For the integral I one finds:
I = − arcsin(y) + 1√
n(n+ 2)
√
1− y2
+
(√
2
n
+
√
n
2
)
1
n+ 2
· ln
2
[(
1 + y
√
n
n+2
)(
y +
√
n
n+2
)
+
√
2
n+2
√
1− y2
]
(
y +
√
n
n+2
)

− 1
n+ 2
(√
2
n
+
√
n
2
)
· ln
2
[(
1− y
√
n
n+2
)(
y −
√
n
n+2
)
+
√
2
n+2
√
1− y2
]
(
y −
√
n
n+2
)
 .
(14.416)
In order to find an amount of an inflation let us find limits of I for y = 1 and y =
√
n
n+2 .
One finds
lim
y→1
I = −π
2
+
(√
2
n
+
√
n
2
)
ln
(
2
(
1 +
√
n
n+2
))
(n+ 2)
−
(√
2
n
+
√
n
2
)
ln
(
2
(
1−
√
n
n+2
))
(n+ 2)
(14.417)
lim
y→√ n
n+2
I = −∞. (14.418)
Thus we see that a slow-roll approximation offers an infinite in time evolution of a
field y from
√
n
n+2
to 1. It is similar to an evolution of a Higgs field in some slow-roll
approximation schemes. The inflation never ends. Let us come back to the Eq. (14.135)
and let us calculate a Hubble constant and a deceleration parameter for this model
H =
R˙
R
=
(
2|γ|n+4
3Mβn(n− 1)
)
(t− t1)3(
1 + |γ|
n+4
3Mβn(n−1) (t− t1)4
) (14.419)
q = − R¨R
R˙2
= −2
3
(
1
(t− t1)4 +
|γ|n+4
9Mβn
)
. (14.420)
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Let us compare Eq. (14.419) with the similar equation for radiation dominated
Universe in General Relativity
HGR =
2
3(t− t1) (14.421)
and let us calculate a speed up factor
∆1 =
H
HGR
=
|γ|n+4
Mβn(n− 1)
(t− t1)4(
1 + |γ|
n+4
3Mβn(n−1) (t− t1)4
) (14.422)
and let us do the same for a model Eq. (14.215) (i.e. radiation dominated with a
quintessence). Using Eq. (14.216) one gets
∆2 =
H
HGR
=
3
√
3mplρQ(t− t1)
2B tgh
(
2
√
3ρQ
B mpl(t− t1)
) . (14.423)
Let us notice that for a (t− t1) ∼ 0
∆1 ≃ 0 (14.424)
and
lim
t→∞
∆1 = +∞. (14.425)
Thus at early stages model Eq. (14.135) is slower than that in General Relativity.
For large time the behaviour depends on details of the theory. In the case of model
Eq. (14.215) we have
lim
t→t1
∆2 =
3
4 (14.426)
and
lim
t→∞∆2 = +∞. (14.427)
Thus in the first case ∆ is monotonically going from 0 to +∞ and in the second case
from 34 to infinity. According to modern ideas an expansion rate in early Universe has
an important influence on a production of light elements, the so called primordial abun-
dance of light elements (see Ref. [113]). If at a beginning of primordial nucleosynthesis
the Universe expansion rate is slower than in GR, then we have 4He underproduction.
This can be balanced by considering a larger ratio of a number density of barions to
number density of photons (remember the barion number is a conserved quantity)
η =
nB
nγ
(14.428)
where nB, nγ—barion and photon density numbers for a high redshift z = 10
10. In con-
trast to the latest if an expansion rate became faster than in GR during nucleosynthesis
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process, those bigger η (traditionally one uses the so called) η10
η10 = 10
10η (14.429)
do not result in excessive burning of deuterium because this happens in a shorter time.
The standard model of big-bang nucleosynthesis (SBBN) demands
3 ≤ η10 ≤ 5.6. (14.430)
It seems in the light of observational data from cosmic microwave background (CMB)
(BOOMERANG and MAXIMA) and from the Lyman α-forest that η10 = 8.8 ± 1.4,
significantly higher than the SBBM value (for CMB) and 8.2±2 or 12.3±2 for Lyman
α-forest. Thus the second model could help in principle to explain the data without
modification of nuclear reaction rates due to neutrino degeneracy or introducing new
decaying particles. As the Universe expands, cools and becomes more dilute, the
nuclear reactions cease to create and destroy nuclei. The abundances of the light
nuclei formed during this epoch are determined by the competition between a time
available (an expansion rate) and a density of reactans: neutrons and protons.
The abundances of D, 3He, 7Li are limited by an expansion rate and are deter-
mined by the competition between the nuclear production/destruction rates and an
(universal) expansion of the Universe. The SBBN theory is based on a flat radiation
dominated Universe model in General Relativity and found in a laboratory nuclear
reaction rates. Thus it is strongly constrained. Any significant discrepancy between
observed and calculated value of η10 (known as baryometry) could be very dangerous.
Thus changing the ratio of an universal expansion relative to the model of General
Relativity can give some margin in a primordial alchemy.
In our theory after two inflationary phases we have in principle two radiation domi-
nated phases described by Eq. (14.135) and Eq. (14.215) with speed up factors (14.422)
and (14.423). However, the important point is to match those models. We get
R(td) = R0 exp (H0tr +H1(t1 − tr))
(
1 +
r
(n− 1)η
2
min
) 1
2
= 4
√
B
ρQ
(
sinh
(
2
√
3
√
ρQ
B
mpl
(
t1 − t0 +
√
2Mβ
n
4
|γ|n+44
η
1
2
min
))) 1
2
(14.431)
and
B = ρr(td)R
3(td) = ρr
(
t1 +
√
2Mβ
n
4
|γ|n+44
η
1
2
min
)
R3
(
t1 +
√
2Mβ
n
4
|γ|n+44
η
1
2
min
)
= ρminR
3
0 exp (3H0tr + 3H1(t1 − tr))
(
1 +
r
(n+ 1)
η2min
) 3
2
(14.432)
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where ρmin is given by
ρmin =M
2
pl
βn+1
|γ|n (1 + ηmin)
2(n+1)
W4(1 + ηmin), (14.433)
W4(y) is given by formula (14.115) and ηmin by formula (14.122).
The time tr = tend in any inflation model for an evolution of the Higgs field in the
first de Sitter phase. The time t1 = tr +∆t can be calculated from Eq. (14.406)
∆t =
arcsin( 1
ϕ0n
)
ω0
(14.434)
and is bounded by
∆t ≤ 1
ω0
=
1
Mpl|γ| 12
√
2M
(n+ 2)
(
n+ 2
n
)n
4
(
β
|γ|
)n
4
. (14.435)
From Eq. (14.431) we can get the constant t0
t0 = t1 +
√
2Mβ
n
4
|γ|n+44
η
1
2
min − T (14.436)
where
T =
B arsinh
[
R20
√
ρQ
B
exp (2H0tr + 2H1(t1 − tr))
(
1 + r
(n−1)η
2
min
)]
2
√
3
√
ρQMpl
(14.437)
and B is given by Eq. (14.432).
Let us notice that for t = td the Universe undergoes a phase transition due to a
change in an equation of state for a scalar field Ψ from pΨ =
4
3
ρΨ in a first radiation
dominated phase to pΨ = −ρΨ in a second radiation dominated phase (a quintessence
phase).
A matter which appears in the second phase does not play any roˆle in an evolution
of the Universe. For t = td we have a discontinuity in Hubble constants (parameters)
for both phases
H(td) =
2|γ|n+4
3M(n− 1)βn ·
(td − t1) 32(
1 + r(n−1)η
2
min
) (14.438)
in the first phase and
H(td) =
√
3mpl
(√
ρQ
B
)
ctgh
(
2
√
3
B
√
ρQmplT
)
(14.439)
for the second one,
H(td) 6= H(td) (14.440)
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ρQ =
1
2
λc0(Ψ0) =
|γ|n2+1nn2
β
n
2 (n+ 2)
n
2+1
. (14.441)
Let us notice that a speed up factor ∆1 changes from
∆1(t1) = 0 (14.442)
to
∆1(td) =
|γ|n+4
M(n− 1)βn ·
(td − t1)4(
1 + r
(n−1)η
2
min
) (14.443)
and an expansion rate can be slower than in General Relativity.
The speed up factor ∆2 has a more complicated behaviour than ∆1. It is natural
to expect a rapid speed up of a rate of expansion resulting in non-equilibrium nuclear
synthesis of light elements. Thus the presented scenario offers interesting possibilities
for an evolution of early Universe. Recently some papers have appeared on scalar-
tensor theories of gravitation exploiting the idea of a speed up factor in primordial
nucleosynthesis [114].
Finally let us come back to the model (14.221), (14.224). We cannot invert analyti-
cally the formula (14.224). Moreover taking under consideration Eqs (14.242–245) and
making some natural simplifications we come to the following approximative formulae
for R(t).
For x < 1.1969 (Eq. (14.243))
R(t) = 3
√
A
ρQ
(0.44 + 0.085N) (14.444)
where
N = exp
(
0.374
√
ρQ
Mpl
(t− t0) + 157.93
)
. (14.445)
One can calculate a Hubble parameter and a deceleration parameter and gets:
H =
R˙
R
=
√
ρQ
Mpl
3.17N
44 + 8.5N
(14.446)
−q = R¨R
R˙2
=
5.21
N
+ 1. (14.447)
We have H > 0, and q < 0. Thus the model expands and accelerates. First of all we
consider
ρm =
A
R3
eaQ
and we take boundary for R. In this way one gets
ρm = ai · ρQeaQ, i = 1, 2, 3, 4, (14.448)
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a1 = 2.015
a2 = 0.034
a3 = 1060
a4 = 8
(14.449)
If we reconsider a contemporary gravitational constant GN as GNe
−(n+2)Ψ0 we would
get interesting ratios. Thus we get
ρm
ρQ
= 0.034÷ 2.015 or 8÷ 1060 (14.450)
which for the first is an excellent agreement with recent data concerning an acceleration
of the Universe. Solving Eq. (14.445) for N if R = 1.33
√
A
ρQ
gives us
N = 10.47 (14.451)
H =
√
ρQ
Mpl
· 0.25 (14.452)
−q = 1.5. (14.453)
Using Eq. (14.445) and Eq. (14.452) we can estimate a time of our contemporary
epoch
t = − 1
h
· 1015yr− t0 (14.454)
where h is a dimensionless Hubble parameter, H = h ·H0 (we take for a contemporary
Hubble parameter H0 = 100
km/s
Mps ), 0.7 < h < 1, which seems to be too much.
We can also estimate a density of a quintessence
ρQ =
H2
GN
· 0.571 = h2 · 0.08 · 10−23 kg
m3
= 8h2 · 10−29 g
cm3
. (14.455)
Let us come back to the Eqs (14.334) and (14.341). In Eq. (14.341) a Higgs field is
given by a P Weierstrass function. This function can be expressed by Jacobi elliptic
function
P (z) = e3 + (e1 − e2) ns2
(
z(e1 − e2) 12
)
(14.456)
with
K2 =
e2 − e3
e1 − e3 (14.457)
where e1, e2, e3 are roots of the polynomial
4x3 − g2x− g3. (14.458)
Thus we should solve a cubic equation
x3 − 1
12
(
5− 3a2)− 1
12
(
a2
4
+
10
9
)
= 0. (14.459)
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We want Eq. (14.459) to have all real roots. Thus we need
p = − 1
12
(
5− 3a2) < 0 (14.460)
and
D =
p3
27
+
q2
4
< 0 (14.461)
where
q = − 1
12
(
a2
4
+
10
9
)
. (14.462)
Both conditions (14.460) and (14.461) are satisfied if
0 < a < 0.3115 . (14.463)
In this case we get
e1 =
1
3
√
5− 3a2 cos ϕ
3
(14.464)
e2 =
1
3
√
5− 3a2 cos ϕ+ 2π
3
(14.465)
e3 =
1
3
√
5− 3a2 cos ϕ+ 4π
3
(14.466)
where
cosϕ = − (9a
2 + 40)
12(5− 3a2)3/2 . (14.467)
From (14.464–466) one gets
K2 =
sin ϕ
3
sin ϕ+2π3
(14.468)
e1 > e2 > e3 (14.469)
Thus
Φ(t) =
(5 + 3a)
√
5 + 4a
8αs(A1 ns2(u) +A2)
+
(
1 +
√
5 + 4a
)
2αs
(14.470)
where
u =
4
√
AenΨ1 (5AenΨ1 − 3α2sr2)
r4
√
sin
ϕ+ π
3
(t− t0) (14.471)
A1 = e1 − e2 =
√
5
3
− a2 sin ϕ+ π
3
(14.472)
A2 = e3 +
1
12
(5 + 6a) =
√
5
3
− a2 cos ϕ+ 4π
3
+
1
12
(5 + 6a) (14.473)
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and
cosϕ = −
√
Ae
n
2 Ψ1
(
9α2sBr
2 + 40AenΨ1
)
12 (5AenΨ1 − 3α2sBr2)3/2
(14.474)
0 <
√
α2sBr
2
AenΨ1
< 0.3115 (14.475)
and a is given by Eq. (14.330).
The function ns(u,K) is an elliptic Jacobi function with a modulus K given by
Eq. (14.468)
ns(u,K) =
1
sn(u,K)
(14.476)
sn(u,K) = sinam(u,K). (14.477)
In order to justify our treatment of Eqs (14.287) and (14.290) we consider the full field
equations
Rµν − 1
2
gµνR = 2Λuµuν − Λgµν (14.478)
(where Λ is given by Eq. (14.293)).
However, in this case we consider Λ arbitrary. Let us consider static and spherically
symmetric metric
ds2 = ev dt2 − eλ dr2 − r2 (dθ2 + sin2 θ dϕ2) (14.479)
where v = v(r) and λ = λ(r).
From Eqs (14.478–479) one gets
r2Λ = e−λ(rv′ + 1)− 1 (14.480)
r2Λ = e−λ(rλ′ − 1) + 1 (14.481)
Λ
′
= −Λv′ (14.482)
where ′ means derivation with respect to r. Summing up (14.480) and (14.481) one
gets
e−λ(λ′ + v′) = 2Λr. (14.483)
Moreover in our case Λ is very small. Thus we get approximately
dΛ
dr
≃ 0 (14.484)
and
λ′ ∼= −v′. (14.485)
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In this way we go to the solution (14.294) for a small Λ which is our case. In this way
λ = −v and
B(r) = ev = e−λ. (14.486)
Let us check a consistency of our solution. In order to do this we consider Eqs
(14.480–482) in full. One gets from Eq. (14.482)
Λ = e−µ0e−v. (14.487)
For Λ is very small we should suppose that µ0 is positive and very large (µ0 → ∞).
From Eqs (14.480–481) one gets
d
dr
(λ+ v) = 2e−µ0 · r · e(λ−v). (14.488)
Supposing that
λ(r0) + v(r0) = 0 (14.489)
for an established r0 > 0 (r0 is greater than a Schwarzschild radius of the mass M0
from the solution (14.294)). Taking sufficiently big µ0 we get approximately
d
dr
(λ+ v) ≃ 0 (14.490)
and of course
λ ∼= −v. (14.491)
Let us come back to the Eq. (14.399) and consider it for
ϕ = kπ + π
2
− ε, k = 0,±1,±2, . . . , (14.492)
where ε is considered to be small. One gets
2.8284(−1)k
sin ε
− 5.0354 =
π
2−ε∫
0
dθ√
1− 12 sin2 θ
+ 2kK
(
1
2
)
, (14.493)
where
K
(
1
2
)
=
π
2∫
0
dθ√
1− 12 sin2 θ
= 1.8541 (14.494)
is a full elliptic integral of the first kind for a modulus equal 1
2
. For a small ε we can
write
sin ε ≃ ε (14.495)
π
2−ε∫
0
dθ√
1− 12 sin2 θ
∼= K
(
1
2
)−√2 ε. (14.496)
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Thus one gets for k = 2l
2.8284
ε
− 5.0354 = −
√
2 ε+ (4l + 1)1.8541. (14.497)
It is easy to notice that we can realize a 60-fold inflation in our model for
x0 =
1.9026
|ε| (14.497a)
can be arbitrary big for sufficiently big l.
Let us take l = 25 · 1024. In this case we have for ε an equation
ε2 − ((4l + 1)1.3110 + 5.0354)ε+ 2 = 0 (14.498)
or
ε2 − (1026 + 6.0354) ε+ 2 = 0, (14.498a)
i.e.
ε2 − 1026ε+ 2 = 0, (14.498b)
and finally
|ε| ≃ 10−26 (14.499)
x0 ≃ 1.9026 · 1026 (14.500)
lnx0 ≃ 60.51 (14.501)
which gives us a 60-fold inflation.
Moreover the Eq. (14.399) has an infinite number of solutions for 0 ≤ ψ ≤ π
2
,
ϕ = kπ + ψ,
2.8284
cosψ
− 5.0354 =
ψ∫
0
dθ√
1− 1
2
sin2 θ
+ 7.5164 · l (14.502)
with
x0 =
1.9026
cosψ
, l = 0, 1, 2, 3, . . . , k = 2l. (14.503)
One can find roots of Eq. (14.502) for
l = 5
x0 = 16.83
lnx0 = 2.82,
(14.504a)
l = 50
x0 = 0.24 · 103
lnx0 = 5.48
(14.504b)
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and lnx0 for l = 5 · 1024. In the last case one finds using 70-digit arithmetics
lnx0 ≃ 58.479 . . . (14.505)
which gives us an almost 60-fold inflation. In general an amount of inflation
N0 = lnx0 (14.506)
is a function of l = 0, 1, 2, . . . and probably can be connected to the Dirac large number
hypothesis.
Finally let us take l = 10n where n > 10. In this case one can solve Eq. (14.498a)
and get
|ε| ≃ 2
[(4 · 10n + 1)1.3110 + 5.0354] . (14.507)
Thus for x0 we find
x0 ≃ 5 · 10n (14.508)
and
N0(n) ≃ 1.60 + 2.30n. (14.509)
In this way, for large l, N0 is a linear function of a logarithm of l,
N0(10) ≃ 24.6, N0(20) ≃ 47.6, N0(24) ≃ 56.8,
N0(25) ≃ 59.1, N0(26) ≃ 61.4
(14.510)
or
N0(log10 l) = 1.6 + ln l. (14.511)
It is easy to see that Eq. (14.511) is an excellent approximation even for l = 50.
Let us come back to the Eq. (14.186) in order to find a power spectrum for our
simplified model of inflation. Using Eqs (14.318), (14.387), (14.392) and (14.396) one
gets after some algebra
PR(K) ∼= 2.8944
(
H0
2π
)2
n1α
2
sf
(
K
R0H0
)
(14.512)
where
f(x) = x−2
(
sn(1.4687− 0.5256x,−1)
+ cn(1.4687− 0.5256x,−1) dn(1.4687− 0.5256x,−1)
)−2
.
(14.513)
Using some relations among elliptic functions one gets
f(x) =
1
x2
· 2 dn
4(u, 12 )(
sn(u, 12) dn(u,
1
2 ) +
√
2 cn(u, 12 )
)2 (14.514)
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where
u = 2.0770− 0.7433x. (14.515)
Let us consider a more general situation for the Eq. (14.388), i.e.
dΦ
dt
(0) = h (14.516)
where h 6= 0. In this way one gets
h = −
√
5
αs
C1H0
(
sn(C1 + C2,−1) + cn(C1 + C2,−1) dn(C1 + C2,−1)
)
. (14.517)
Using Eq. (14.384) one gets
C2 =
K( 12 )√
2
−
√
10√√(
1 + αshH0
)4
+ 4− (1 + αshH0 )2
− 1√
2
∫ arccos
√√
(1+αshH0 )
4
+4−(1+αshH0 )
2
2
0
dϕ√
1− 12 sin2 ϕ
(14.518)
and
|C1| =
√
10√√(
1 + αsh
H0
)4
+ 4− (1 + αsh
H0
)2 . (14.519)
Let us come back to the Eq. (14.386) to find an amount of inflation for C2 and C1
given by Eqs (14.518–519). One gets
√
2C2 −K
(
1
2
)
=
arccos
(
1
2C1e
N0
)∫
0
dθ√
1− 1
2
sin2 θ
−
√
2C1e
N0 , (14.520)
or using a natural substitution
cosϕ =
1
2C1eN0
, (14.521)
√
2C2 −K
(
1
2
)
=
ϕ∫
0
dθ√
1− 1
2
sin2 θ
−
√
2
2 cosϕ
. (14.522)
Taking as usual
ϕ = 2lπ + π2 − ε, l = 0, 1, 2, . . . , (14.523)
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one gets for small ε
ε ≃ 1√
2(4l + 2)K( 12)− 2C2
≃ 1
(4l + 2)
√
2K( 12 )
(14.524)
(for large l) and eventually
eN0 ≃ 4
√
2K( 1
2
)
C1
l
N0 = ln
(
4
√
2K( 12)
C1
)
+ ln l.
(14.525)
Let us calculate dΦ
dt
for t = t∗ = 1
H0
ln
(
K
R0H0
)
. One gets
dΦ
dt
(t∗) = −
√
5
2αs
C1H0
(
K
R0H0
)(
sn
(
C1
( K
R0H0
)
+ C2,−1
)
+ cn
(
C1
( K
R0H0
)
+ C2,−1
)
dn
(
C1
( K
R0H0
)
+ C2,−1
))
.
(14.526)
Thus we can write down a PR(K) function.
PR(K) =
(
H0
2π
)2
· 4α
2
sn1
5C21
f
(
K
R0H0
)
(14.527)
where
f(x) =
1
x2
(
sn(C1x+ C2,−1) + cn(C1x+ C2,−1) dn(C1x+ C2,−1)
)−2
. (14.528)
Using some relation among elliptic functions one finds
PR(K) =
(
H0
2π
)2
· 4α
2
sn1
5C21
g
(
K
R0H0
)
(14.529)
where
g(x) =
1
x2
· 2(
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 )
)2 (14.530)
and
u =
√
2C1x+
√
2C2 . (14.531)
Moreover we can reparametrize (14.530–531) in the following way
u =
√
2C1x+K(
1
2 )− C1
√
2−
arccos
(√
5
C1
)∫
0
dϕ√
1− 12 sin2 ϕ
(14.532)
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where
αsh
H0
= −1± 1|C1|
√
C41 − 25
5
(14.533)
|C1| >
√
5. (14.534)
For large C1 one gets
u ∼=
√
2C1(x− 1) (14.535)
αsh
H0
≃ C1√
5
. (14.536)
Using Eq. (14.525),
u =
4
√
2K( 1
2
)l
eN0
(x− 1). (14.537)
If we take large C1 (it means, a large h)
h =
C1H0√
5αs
(14.538)
and simultaneously sufficiently large l we can achieve a 60-fold inflation with a function
PR(K) given by the formula (14.530). Large C1 means here C1 ≃ 100, large l means
l ≃ 1025.
Let us calculate the spectral index for our PR(K) function, i.e.
ns(K)− 1 = d lnPR(K)
d lnK
. (14.539)
One gets
ns(K)− 1 = −2− 2C1x
√
2 cd(u, 1
2
)− sd3(u, 1
2
)
sd(u, 12 ) +
√
2 cd(u, 12) nd(u,
1
2 )
(14.540)
where
u =
√
2(C1x+ C2) =
√
2
R0H0
(C1K + C2R0H0)
x =
K
R0H0
(14.541)
A very interesting characteristic of PR(K) is also
dns(K)
d lnK
. One gets
dns(K)
d lnK
= −2C1x
√
2 cd(u, 12 )− sd3(u, 12)
sd(u, 12 ) +
√
2 cd(u, 12) nd(u,
1
2 )
− 2C21x2 sd2(u, 12 )− 2C21x2
(√
2 cd(u, 12 )− sd3(u, 12)
)2(
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 )
)2
(14.542)
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where u and x are given by Eq. (14.541).
Let us take for a trial C1 = −0.5256 and C2 = 1.4687. In this case one finds
ns(K)− 1 = −2 + 1.0512x
√
2 cd(u, 12)− sd3(u, 12 )
sd(u, 1
2
) +
√
2 cd(u, 1
2
) nd(u, 1
2
)
(14.543)
dns(K)
d lnK
= 1.0512x
√
2 cd(u, 12 )− sd3(u, 12 )
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 )
− 0.5525x2 sd2(u, 1
2
)− 0.5525x2
(√
2 cd(u, 1
2
)− sd3(u, 1
2
)
)2(
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 )
)2
(14.544)
u = 2.0771− 0.7433x
x =
K
R0H0
(14.544a)
The interesting point is to find ns(K) ≃ 1 (a flat power spectrum). One gets
sd(u, 1
2
) +
√
2 cd(u, 1
2
) nd(u, 1
2
) = C1x
(
sd3(u, 1
2
)−
√
2 cd(u, 1
2
)
)
(14.545)
and
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 ) 6= 0. (14.546)
Using (14.545–546) one gets
dns
d lnK
= −2C21x2 sd2(u, 12) (14.547)
if Eqs (14.545–546) are satisfied.
In the case of special C1 and C2 one gets
dns
d lnK
= −0.5525x2 sd2(u, 1
2
) (14.548)
where x, u are given by Eq. (14.544a).
Let us reparametrize the Eq. (14.545). One gets
sd(u, 12) +
√
2 cd(u, 12 ) nd(u,
1
2) =
u−√2C2√
2
(
sd3(u, 12)−
√
2 cd(u, 12 )
)
. (14.549)
For sufficiently big u one gets (the equation has infinite number of roots)
u = u1 + 2lK(
1
2 ), l = 0,±1,±2, . . . (14.550)
where u1 satisfies the equation
sn(u1,
1
2
) =
1
3
(
1 +
3
√
5
(
3
√
65 +
√
20357− 3
√√
20357− 65
)) 1
2
≃ 0.65 . . . (14.551)
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Moreover for x = KR0H0 > 0 we have the condition
u1 + 2lK(
1
2)−
√
2C2√
2C1
> 0. (14.552)
One finds
sd2(u1,
1
2 ) = 0.53 . . . (14.553)
Thus
dns
d lnK
(
u1 + 2lK(
1
2 )
) ≃ −0.53(u1 + 2lK( 12 )−√2C2√
2C1
)2
,
l = 0,±1,±2, . . .
(14.554)
One gets
arcsin 0.65 ≃ 40◦.54 (14.555)
u1 ∼=
40◦.54∫
0
dθ√
1− 1
2
sin2 θ
= F (40◦.54/45◦) ∼= 0.73 . . . (14.556)
Taking special value of C1 and C2 one gets
x ∼= 1.81− 4.68l (14.557)
where l = 0,±1,±2, . . . . For x > 0 it is easy to see that l should be nonpositive.
Practically l should be a negative integer
l < −3 (14.558)
and
dns
d lnK
∼= −0.29(1.81− 4.68l)2. (14.559)
Thus for
Kl = R0H0(1.81− 4.68l)
we get
ns(Kl) ∼= 1. (14.560)
The important range of lnK, ∆ lnK is about 10.
Thus
ns(K) ≃ 1± 2.9(1.81− 4.68l)2. (14.561)
Taking l = −3 one gets
−300 < ns(K) < 300 (14.562)
and
PR(K) ∼ K1−ns(K)
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is not flat in the range considered.
Moreover we can improve the results considering Eq. (14.554) for large C1. For
large C1 one gets
C2
C1
≃ −1. (14.563)
Thus we find
dns
d lnK
≃ −1.06 (u1 + 2lK( 12) + C1)2 . (14.564)
Taking large value of C1 in such a way that
C1 = −2lK( 12)− u1 + ε (14.565)
where ε is a small number,
ε ≃ 10−n,
one gets
dns
d lnK
≃ −1.06 · 10−2n. (14.566)
The last condition means that we should take
h ∼= H0|C1|√
5αs
=
H0√
5αs
(
0.73− 2lK( 12 )− 10−n
)
(14.567)
where l is an integer, l ≃ −100.
Thus for some special values of h we can get arbitrarily small
dns
d lnK
which means
we can achieve a flat power spectrum in the range considered (∆ lnK ∼ 10),
ns(K) = 1± 10−(2n−1), (14.568)
n arbitrarily big.
Let us consider the value of K coresponding to our value of ns(K) = 1. One gets
x =
0.73 + 2lK( 1
2
)−√2C2√
2C1
. (14.569)
Using our assumption on a large C1 and Eq. (14.565) one finds
x ∼=
(
1− 1√
2
)
− ε
2lK( 1
2
)
(14.570)
or (for ε is small and l quite big)
x ≃ 0.293 (14.571)
and
K ≃ 0.3R0H0 (14.572)
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with the range ∆ lnK ∼ 10. It means that
0.3e−10 ≤ K
R0H0
≤ 0.3 · e10 (14.573)
which gives us a full cosmologically interesting region
10−4 ≤ K
R0H0
≤ 104. (14.574)
We consider some cosmological consequences of the Nonsymmetric Kaluza–Klein
(Jordan–Thiry) Theory. Especially we use the scalar field Ψ appearing in order to
get cosmological models with a quintessence and phase transitions. We consider a
dynamics of Higgs’ fields with various approximations and models of inflation.
Eventually we develop a toy model of this dynamics to obtain an amount of inflation
and PR(K) function (a spectral function for fluctuations). We calculate a spectral index
ns(K) and
dns
d lnK
for this model (see Ref. [115]).
Finally let us consider in this section two problems. First we match our solutions
of an evolution of the Universe, i.e. both de Sitter phases, radiation dominated Uni-
verse, matter dominated Universe and K-essence Universe (kinetic energy dominated
quintessence). In order to simplify calculations we match the first de Sitter phase to
radiation dominated Universe using some issues from the second de Sitter phase. Sec-
ondly we write down solution to the evolution of Universe with a cosmological constant
(from the second de Sitter phase), with a radiation and with a matter (a dust). All of
these material ingredients are evolving independently in this case, similarly as a matter
(dust) and a quintessence for the model (14.224).
Let us consider Eq. (14.50) and let us match it to Eq. (14.215). One gets
R1 =
4
√
B
ρQ
√√√√sinh(2√3√ρQMpl
B
tend
)
(14.575)
R1 = R0e
H0tend (14.576)
where
tend =
N0
H0
(14.577)
is the time of the end of the first de Sitter phase. (N0 is the amount of an inflation.)
Simultaneously we need a local conservation of an energy, i.e.
ρ˜r(R1) =
B
R41
(14.578)
where
ρ˜r(R1) = 6
(
H20 −H21
)
(14.579)
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(see the formula (19.57)). After some calculations one gets
B =
2
√
3Mpl
√
ρQtend
arsinh
(√
ρQ
ρ˜r
) . (14.580)
Now we need match a solution with a radiation dominated period to the solution
with matter dominated period (with the same cosmological constant—quintessence
energy density). One gets
A
R32
+ ρQ =
B
R42
+ ρQ (14.581)
and finally
A =
B
R2
(14.582)
where
R2 = 0.7916
3
√
A
ρQ
= 4
√
B
ρ0
√√√√sinh(2√3√ρQMpl
B
t1
)
, (14.583)
t1 is a time to match (see (14.247)). Let us consider
N1 = H1 (t1 − tend) (∗)
as an amount of an inflation during the second de Sitter phase. In this way one gets
t1 =
N1
H1
+
N0
H0
(14.584)
and finally
A = 2.015 ·
M
3/4
pl ρ
5/8
Q
(
N0
H0
)3/4
arsinh4/3
√
ρQ
ρ˜r
sinh3/2
(√
ρQ
ρ˜r
(
N1
N0
H0
H1
+ 1
))
(14.585)
B =
2
√
3Mpl
√
ρQ
arsinh
(√
ρQ
ρ˜r
) N0
H0
. (14.586)
However, we should match also a time. In this way we get from Eqs (14.444–445)
t0 =
418.48√
ρQ
Mpl +
N1
H1
(14.587)
or using the value ρQ = λc0 = 10
−52 1
m2
we get
t0 = 0.447 · 1014yr + N1
H1
. (14.588)
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If R0 is an initial value of “a radius” of the Universe we get
R0 = R1e
−N0 = 4
√√√√ 2√3Mpl√ρQ
ρ˜r arsinh
(√
ρQ
ρ˜r
) · exp(−(N0 + n+ 2
4
Ψ0
))
= 4
√√√√ 2√3Mpl√ρQ
ρ˜r arsinh
(√
ρQ
ρ˜r
) · ( (n+ 2)β
n|γ|
)(n+2)/8
e−N0 .
(14.589)
The only one ingredient from the second de Sitter phase is using the formula (∗). Now
we should match the solution (14.444–445) with conditions (14.247) to the solution
(14.281), (14.273), (14.279). We should match a field Ψ , a density of an energy, a
radius and a time. One gets
R3 = R0 exp
(
n+ 1
Mpl
(t2 − t0)
)
= 3.07 3
√
A
ρQ
(14.590)
Ψ(t2) =
1
2n
ln
(
δ
3|γ|
)
− 1
n
√
2δ
3|M |Mpl(t2 − t0) = Ψ0 (14.591)
ρQ +
A
R33
= ρ0e
(n+2)Ψ0 + ρΨ (14.592)
where
ρΨ =
δM2pl
3n2
−
√|γ|δ
2
√
3
exp
(
−
√
2δ
3M
Mpl(t2 − t0)
)
(14.593)
δ = 2
n+ 1
M2pl
− 3ρ0
M2pl
(14.594)
t0 6= 0. (14.594a)
One finds:
t2 =
√
3M
2δ
1
Mpl
ln
(√
δ(n+ 2)nβn
3|γ|n+1nn
)
+ t0 (14.595)
and t2 is large,
ρΨ ∼=
δM2pl
3n2
=
M2pl
3n2
(
2
n+ 1
M2pl
− 3ρ0
M2pl
)
(14.596)
ρ0 =
n2λc0 − 3(n+ 1)
n2xn+20 − 1
. (14.597)
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From
A
R33
= −ρQ + ρ0
(
xn+20 −
1
n2
)
+
3(n+ 1)
n2
R3 = 3.072
3
√
A
ρQ
(14.598)
one obtains
δ =
1
M2pl
(
2(n+ 1)− 3 λc0n
2 − 3(n+ 1)
n2xn+20 − 1
)
. (14.599)
From Eqs (14.247), (14.444) and (14.445) we get
t2 =
N1
H1
+
5.38√
ρQ
Mpl (14.600)
t0 =
N1
H1
+
5.38√
ρQ
Mpl −
√
3M
2δ
1
Mpl
ln
(√
δ(n+ 2)nβn
3|γ|n+1nn
)
(14.601)
Mpl
5.38√
ρQ
= 5.64 · 1010 yr. (14.602)
Finally we find R0:
R0 = R3 exp
(
−n + 1
Mpl
(t2 − t0)
)
= 3.072 3
√
A
ρQ
exp
(
−n+ 1
Mpl
(t2 − t0)
)
. (14.603)
In this way we match an evolution of the Universe from the very beginning up
to K-essence dominance. We find all the constants. Let us notice that the solution
(14.247), (14.444–445) has a quite known behaviour in the theory of ordinary nonlin-
ear differential equations. The solution cannot be extended after some value of the
dependent variable (and also independent). One says the solution dies. Due to this
interesting behaviour we obtain physical consequences. Matter and a quintessence
cannot evolve independently. We get also a ratio between a density of matter and a
quintessence which agrees with observational data and helps (in principle) to calculate
a time of our contemporary epoch.
If we use Eqs (14.444) and (14.445) we can calculate a time of our contemporary
epoch, i.e. a time when the ratio of a density of a matter to a quintessence density is 37
(this is this ratio measured now). One gets
tcontemporary = 8.97
Mpl√
ρQ
+
N1
H1
= 9.42 · 1010 yr + N1
H1
. (I)
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In the same way using Eqs (14.444), (14.445) and (14.446) we calculate a Hubble
parameter for our contemporary epoch.
Hcontemporary = hcontemporary
100kms
Mpc
(II)
where
hcontemporary = 1.21. (IIa)
Both values are a little too big.
Moreover one can improve the results. However, the age of the Universe is a little
longer,
tage of the Universe = tcontemporary + t1 = 9.42 · 1010 yr + 2 N1
H1
+
N0
H0
. (Ia)
In general one gets
H =
√
ρQ
Mpl
32.27 3
√
ρQ
ρm
− 16.38
14.96 3
√
ρQ
ρm
− 0.03
and
−q = 5.21
11.76 3
√
ρQ
ρm
− 5.17
+ 1
where
ρQ
ρm
is a ratio of a quintessence energy density to a matter (dust) energy density,
or
h = 0.9115
32.27 3
√
ρQ
ρm
− 16.38
14.96 3
√
ρQ
ρm
− 0.03
.
Finally, let us express an age of the Universe in terms of the ratio
ρQ
ρm
. One gets
t
(
ρQ
ρm
)
= 2.667 ln
(
31.87 3
√
ρQ
ρm
− 14.03
)
Mpl
ρQ
+ 2
(
N1
H1
)
+
(
N0
H0
)
or
t
(
ρQ
ρm
)
= 2.82 · 1010 yr · ln
(
31.87 3
√
ρQ
ρm
− 14.03
)
Mpl
ρQ
+ 2
(
N1
H1
)
+
(
N0
H0
)
.
For ρmρQ = 0.0034 one gets
t(294.12) = 14.91 · 1010 yr + 2
(
N1
H1
)
+
(
N0
H0
)
.
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For ρmρQ = 2.015
t(0.496) = 6.76 · 1010 yr + 2
(
N1
H1
)
+
(
N0
H0
)
.
∆t = t(294.12)− t(0.496) = 8.15 · 1010 yr.
The last number is a duration time of the epoch for ρQ is equal to the contemporary
value of a cosmological constant.
Let us come back to the Eq. (14.209) and consider it in the flat case K = 0. One
gets
RdR√
ρQ
3M2
pl
·R4 + A
3M2
pl
·R+ B
3M2
pl
= ±dt. (14.604)
We change R into x:
R = 3
√
A
ρQ
x (14.605)
and finally get
±
∫
x dx√
x4 + x+ a
=
√
ρQ
3M2pl
(t− t0) (14.606)
where
0 < a =
B
A
3
√
ρQ
A
. (14.607)
This is an evolution of a flat Universe with radiation, matter (dust) and a density of
a quintessence (this is a cosmological constant λc0). The integral on LHS of Eq. (14.606)
is an elliptic integral and can be calculated. The properties of the result of calculations
strongly depend on the value of a. Let us notice that the integral we have calculated
here has a = 0 (no radiation).
The evolution of a quintessence, a matter and a radiation is here independent. One
gets the following results for
I =
∫
x dx√
x4 + x+ a
. (14.608)
In general there are two cases:
I B2 > 0 (14.609)
II B2 < 0 (14.610)
where
B2 =
√
12b41 − a− 2b21 −
√
4b41 − a
2
√
12b41 − a
(14.611)
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and b1 > 0 is a solution of the cubic equation
y3 − ay − 18 = 0 (14.612)
y = 2b41 (14.613)
Eq. (14.612) can be solved by using the Cardano formulae in two cases
1) D > 0,
2) D < 0,
D =
27− 256a3
27 · 256 . (14.614)
In case 1) one gets
b1 =
1
2
4
√
3
√
4 + 1
2
√
27− 256a3 + 3
√
4− 1
2
√
27− 256a3 > 0
0 < a <
3
4 3
√
4
= 0.472470393 . . .
(14.615)
In case 2) one gets
b1 =
4
√
a
3
√
cos
ϕ
3
(14.616)
where
cosϕ =
3
16a
√
3
a
(14.617)
a >
3
4 3
√
4
, ϕ ∈ 〈0, π2 〉. (14.618)
Condition I can be transformed into
4b21 < a+ 1 (14.619)
for both cases 1) and 2). In case 1) this condition has no solution. It means we have
always B2 < 0. In case 2) we have always (14.619). It means
B2 > 0 (14.620)
for an equation
1
4
√
4
cos2
(
ϕ
3
)
cos4/3 ϕ
=
3
4 3
√
4 cos2/3 ϕ
+ 1. (14.621)
has no solution in (0, π
2
) and in ( 3π
2
, 2π).
The fact that in case 1) we have always
4b21 > a+ 1 (14.622)
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is caused by a nonexistence of real solutions of an equation
4(a+ 1)1/2 =
3
√
4 + 12
√
27− 256a3 + 3
√
4− 12
√
27− 256a3 (14.623)
where
0 < a <
3
4 3
√
4
. (14.624)
Thus for sufficiently small a we always have case I (in a limit a = 0, no radiation also).
One can express b1 and a in terms of ϕ:
b41 =
3
4 3
√
4
cos2(ϕ3 )
cos2/3 ϕ
(14.625)
a =
3
4 3
√
4
cos−2/3 ϕ. (14.626)
Thus one obtains in case I
I =
1
2
ln
e(x−αx−β )
2 + f + 2
√(
(x−αx−β )
2 + c
)(
(x−αx−β )
2 + d
)
(1 + c)(1 + d)
(x−αx−β )
2 − 1
+K1(b1, a)Π
(
arctg
[
P (b1, a)
x− α
x− β
]
, n1, q1
)
+ L1(b1, a)F
(
arctg
[
P (b1, a)
x− α
x− β
]
, q1
)
(14.627)
P1(b1, a) =
(√
12b41 − a− 2b21 −
√
4b41 − a√
12b41 − a+ 2b21 +
√
4b41 − a
)1/2
(14.628)
q1 =
√
6|b1|(
3b21 +
√
12b41 − a
)1/2 (14.629)
K1(b1, a) =
(
2b21 +
√
4b41 − a+
√
12b41 − a√
12b41 − a− 2b21 −
√
4b41 − a
)3/2
(14.630)
n1 =
2
√
12b41 − a
2b21 +
√
4b41 − a+
√
12b41 − a
(14.631)
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L1(b1, a) =
(
M(b1, a) +
2b21 +
√
4b41 − a+
√
12b41 − a
2
√
12b41 − a
)
1(
3b21 +
√
12b41 − a
)1/2
×
2(12b41 − a)1/2
(√
4b41 − a− b21
)1/2
(
2b21 +
√
4b41 − a−
√
12b41 − a
)(
2b21 +
√
4b41 − a+
√
12b41 − a
)1/2 (14.632)
M(b1, a) =
β
α− β
=
(
(6b41 + a)
√
4b41 − a+ 2b21a+
√
192b121 − 112b81a+ 20b41a+ a3
+
√
576b121 − 240b81a+ 28b41a− a3 + 6b21
√
48b81 − 16b41a+ a2
+ (a− 4b41)
√
12b41 − a
)1/2
×
((
(12b41 − a)
√
4b41 − a+ 4b41
√
12b41 − a− 4b21a+ 24b61 + 4b41
√
12b41 − a
−
√
192b121 − 112b81a+ 20b41a+ a3 −
√
576b121 − 240b81a+ 28b41a− a3
)1/2
−
(
8b21
√
48b81 − 16b41a+ a2 + 2(6b41 − a)
√
4b41 − a− 4b41
√
12b41 − a
+ 4b61 + 6b
2
1a+
√
192b121 − 112b81a+ 20b41a+ a3
+
√
576b121 − 240b81a+ 28b41a− a3
)1/2)−1
. (14.633)
α =
√√
48b81 − 16b41a+ a2 + 6b21
√
4b41 − a+ 2b21
√
12b41 − a+ a
2b21 +
√
4b41 − a+
√
12b41 − a
> 0 (14.634)
β =
√√
48b81 − 16b41a+ a2 + 6b21
√
4b41 − a− 2b21
√
12b41 − a+ a
2b21 −
√
4b41 − a−
√
12b41 − a
> 0 (14.635)
c =
(
3b21 +
√
12b41 − a
)(
2b21 −
√
4b41 − a−
√
12b41 − a
)
(√
4b41 − a+ 2b21
)(√
12b41 − a− 3b21
)
d =
√
12b41 − a+ 2b21 +
√
4b41 − a√
12b41 − a− 2b21 −
√
4b41 − a
, |d| > 1 (14.636)
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e =
2
√
12b41 − a
(√
12b41 − a+
√
4b41 − a− 4b21
)
(√
4b41 − a+ 2b21 +
√
12b41 − a
)(√
12b41 − a− 3b21
) (14.637)
f =
2
√
12b41 − a(√
12b41 − a− 3b21
)(√
12b41 − a− 2b21 −
√
4b41 − a
)
×
(
2b21 +
√
4b41 − a+
√
12b41 − a
)−2
×
(
2(14b41 − a)
√
4b41 − a− 4b21a+ 2
√
192b121 − 112b81a+ 20b41a+ a3
+ 2(b41 − a)
√
12b41 − a− 2
√
576b121 − 240b81a+ 28b41a− a3
)
. (14.638)
Case II
I =
1
2
ln
e(x−αx−β )
2 + f + 2
√(
(x−αx−β )
2 + c
)(
(x−αx−β )
2 + d
)
(1 + c)(1 + d)
(x−αx−β )
2 − 1
+K2(b1, a)Π
(
arccos
[
P2(b1, a)
x− α
x− β
]
, n2, q2
)
+ L2(b1, a)F
(
arccos
[
P2(b1, a)
x− α
x− β
]
, q2
)
(14.639)
q2 =
1
q1
=
(
3b21 +
√
12b41 − a
)1/2
√
6|b1|
(14.640)
n2 =
2b21 +
√
4b41 − a+
√
12b41 − a
2
√
12b41 − a
(14.641)
K2(b1, a) =
(
2b21 +
√
4b41 − a−
√
12b41 − a
)√
12b41 − a
(√
4b41 − a− b1
)1/2
(√
12b41 − a+ 2b21 +
√
4b41 − a
)(√
12b41 − a− 3b21
)3/2 (14.642)
P2(b1, a) =
(
2b21 +
√
4b41 − a−
√
12b41 − a√
12b41 − a+ 2b21 +
√
4b41 − a
)1/2
(14.643)
L2(b1, a) =M(b1, a)
−
4(12b41 − a)
(√
4b41 − a− b21
)1/2 (√
12b41 − a− 2b21 −
√
4b41 − a
)
(
3b21 −
√
12b41 − a
)3/2 (
2b21 +
√
4b41 − a+
√
12b41 − a
) . (14.644)
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The function (14.606) cannot be inverted globally. It can be inverted only locally
in some intervals where the solution lives. The solution dies on the end of an interval
being reborning on beginning of a next interval. All the intervals can be obtained from
the condition
W > 0 (14.645)
where
W =
e(x−αx−β )
2 + f + 2
√(
(x−αx−β )
2 + c
)(
(x−αx−β )
2 + d
)
(1 + c)(1 + d)
(x−αx−β )
2 − 1 (14.646)
and ∣∣∣∣x− αx− β
∣∣∣∣ 6= 1 (14.647)
In the case I c > 0, d > 0.
In the case II c > 0, d < 0.
Thus one can get very interesting behaviour from the physical point of view, because
every end of an interval of living (existence) of the solution of an evolution equation
means a start of nontrivial interaction between a matter, a radiation and a quintessence.
In all of these intervals one can find an approximate inverse function, i.e. one can write
R = F (t) (14.648)
where
F (t1) = R1 < R < R2 = F (t2) (14.649)
and
t1 < t < t2. (14.650)
Moreover we do not develop this project here in details. F and Π are usual elliptic
integrals of the first and of the third kind given by the formulae (14.228) and (14.230).
For future convenience of this project we find roots of the polynomial
P (x) = x4 + x+ a, a > 0. (14.651)
First of all according to the Ferrari method we should solve a resolvent equation which
is a cubic equation. One gets
z3 − 4az − 1 = 0. (14.652)
The discriminant of Eq. (14.652) reads
D =
27− 256a3
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and we have two cases
D > 0, 0 < a <
3
4 3
√
4
, (14.653)
D < 0, a >
3
4 3
√
4
, (14.654)
In the case (14.653) one gets
z1 =
3
√√
27− 256a3 + 3√3
6
√
3
− 3
√√
27− 256a3 − 3√3
6
√
3
(14.655)
z2,3 =
1
2
 3√√27− 256a3 − 3√3
6
√
3
− 3
√√
27− 256a3 + 3√3
6
√
3

± i
√
3
2
 3√√27− 256a3 − 3√3
6
√
3
+
3
√√
27− 256a3 + 3√3
6
√
3
 (14.656)
In the second case (14.654)
z1 = 4
√
a
3
cos
(
ϕ
3
)
(14.657)
z2 = 4
√
a
3
cos
(
ϕ
3
+
2π
3
)
(14.658)
z3 = 4
√
a
3
cos
(
ϕ
3
+
4π
3
)
(14.659)
where cosϕ =
√
3
16a
.
We can also distinguish the special case D = 0 (a = 3
4 3
√
4
):
z1 =
3
√
4 (14.660)
z2,3 = −12
3
√
4 (14.661)
In the first case we get one real and two complex conjugated roots, in the second
three real roots, in the third case two different real roots (one of them is double).
According to the Ferrari method one gets
2x1 =
√
z1 +
√
z2 +
√
z3 (14.662a)
2x2 =
√
z1 −√z2 −√z3 (14.662b)
2x3 = −√z1 +√z2 −√z3 (14.662c)
2x4 = −√z1 +√z2 +√z3 (14.662d)
z1z2z3 = 1. (14.663)
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In the future analysis of an evolution of our model of the Universe there are three
important cases for z1, z2 and z3:
A. All z1, z2, z3 are real and positive. In this case all x1, x2, x3 and x4 are real.
B. One root (e.g. z1) is positive, two remaining (z2, z3) are negative. In this case we
have two pairs of conjugate roots.
C. One root (e.g. z1) is positive, two remaining (z2, z3) are complex conjugate. In this
case we have two real roots and one pair of complex conjugate roots.
This analysis is quite important because only for positive real roots the integral I
can have singular points. It means in A and C case. This gives us some restrictions
on the parameter a.
Let us notice that in the case of a = 0 (considered before) we have to do with the
case C. Fortunately one real root is zero and the second real root is negative (x2 = −1).
Let us notice that our case with a = 0 is in some sense exceptional from the point
of view of a general theory. In that case some of the formulae are singular and because
of this it was considered separately.
Let us notice that for sufficiently big a the polynomial (14.651) has no real roots.
This is true for a > 3
4 3
√
4
. In this case the integral (14.608) has no singular points. This
is case II.
Let us notice a simple relation between D and D, D = 64D. This connects
Eq. (14.652) to Eq. (14.612) and gives the same restriction for a.
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15. Geodetic Equations on the Manifold P
Let us consider geodetic equation for a curve Γ ⊂ P on the manifold P i.e. a
nonsymmetrically metrized fibre bundle over E×G/G0 with respect to the connection
ωA˜B˜. Such equations have a usual interpretation as test particle equations of motion.
One gets (∇uu = 0, where u is tangent to Γ ):
uA˜∇A˜uB˜ = 0. (15.1)
Using formulae (15.1), (5.8), (5.9), (5.11) one gets:
Duα
dτ
+
(
qc
m0
)
uβ
[
ℓcdg
αδHdβδ − 1
2
(ℓcdg
αδ − ℓdcgδα)Ldβδ+
−‖q‖
2
8m20
g˜(αβ)
(
1
ρ2
)
,β
+
(
qc
m0
)
ub˜
[
ℓcdg
αδ
gauge
∇δ Φdb˜+
−1
2
(ℓcdg
αδ − ℓdcgδα)Ldb˜δ
]
= 0, (15.2)
D˜ua˜
dτ
+
1
r2
(
qc
m0
)
uβ
[
ℓcdg
a˜d˜
gauge
∇β Φdd˜ −
1
2
(ℓcdg
a˜d˜ − ℓdcgd˜a˜)Ldβd˜
]
+
+
1
r2
(
qc
m0
)
ub˜
[
ℓcdg
a˜d˜(CdabΦ
a
d˜
Φb
b˜
− µd
iˆ
f iˆd˜b˜ − Φde˜f e˜d˜b˜)+
−1
2
(ℓcdg
a˜d˜ − ℓdcgd˜a˜)Ldb˜d˜
]
= 0, (15.3)
d
dτ
(
qb
m0
)
= 0, (15.4)
where D means a covariant derivative along a line with respect to the connection ωαβ
on E, D˜ means a covariant derivative along a line with respect to the connection ω˜a˜b˜
on G/G0 (r = const).
uA˜ = (uα, ua˜, ua) = (hor(u), ver(u)) (15.5)
and
2ρ2ua =
qa
mo
(q = m0κ̂(veru(τ))),
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uα — is a four-velocity of a test particle, qa its colour (isotopic) charge, ua˜a charge asso-
ciated with a Higgs’ field. This charge transforms according to the properties of a com-
plement m with respect toG0 andG. One has hor(u) = (PE(hor(u), PM=G/G0(hor(u))))
where PE is a projection on E and PM=G/G0 on M in the Cartesian product V =
E ×M = E ×G/G0.
Eq. (15.2) describes a movement of a test particle in a gravitational, gauge and
Higgs’ field. We should consider (of course) physical world-lines on E i.e. time-like or
null-like.
Eq. (15.3) is an equation for a charge associated with Higgs’ field. This charge
describes a coupling between a test particle and a Higgs’ field.
Eq. (15.4) has a usual meaning (a constancy of a colour (isotopic) charge).
In order to understand the significance of a new term in equation of motion for a
test particle with nonzero colour and Higgs’ charges let us suppose that:
gαβ = gβα, ℓcd = ℓdc = hcd, ga˜b˜ = h
0
a˜b˜ = gb˜a˜,
i.e. that we have to do with a symmetric case. We suppose also that ρ = const. One
easily gets:
Duα
dτ
+
(
qc
m0
)
hcdg
αδHdβδu
β +
(
qc
m0
)
hcdg
αδ
gauge
∇δ Φdb˜ub˜ = 0, (15.6)
D˜ua˜
dτ
+
(
qc
m0
)
hcdh
0a˜d˜
gauge
D Φd
d˜
dτ
+
+
(
qc
m0
)
hcdh
0a˜d˜(CdabΦ
a
d˜
Φb
b˜
− µd
iˆ
f iˆ
d˜b˜
− Φde˜f e˜d˜b˜)ub˜ = 0. (15.7)
In Eq. (15.6) we have an additional term:(
qc
m0
)
hcdg
αδ
gauge
∇δ Φdb˜ub˜, (15.8)
which plays the role of Lorentz force term for a Higgs’ field. The test particle couples
Higgs’ (its gauge derivative) via a Higgs’ charge ua˜. Propagation properties of the
Higgs’ charge are described by the Eq. (15.7). They are much more complex than that
of a colour charge. In general this charge is not constant during a motion. We put:
gauge
D
dτ
Φd
d˜
=
gauge
∇β Φdd˜uβ. (15.9)
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It is interesting to consider Eqs. (15.6) and (15.7) in the case of the completely broken
group G i.e.
Duα
dτ
+
(
qc
m0
)
hcdg
αδHdβδu
β +
(
qc
m0
)
hcdg
αδ
gauge
∇δ Φdbub = 0, (15.10)
dub
dτ
+
1
r2
(
qc
m0
)
hcdh˜
pq
gauge
D Φdq
dτ
+
1
r2
(
qc
m0
)
hcdh˜
bq(CdapΦ
a
qΦ
p
k − Φefeqk)uk = 0. (15.11)
In this case h˜ab is a Killing–Cartan tensor on G, u
b is an Ad-type quantity with respect
to G. Moreover ub is not a Yang–Mills’ gauge independent charge. This indicates
that a charge which couples a test particle to the Higgs’ field has completely different
properties than that known for Yang–Mills’ field.
Moreover for a vacuum state of the Higgs’ potential one gets:
Duα
dτ
+
(
qc
m0
)
hcdg
αδHdβδu
β = 0, (15.12)
dub
dτ
= 0 (15.13)
and ub decouples from equations of motion.
If the Higgs’ field is closed to the vacuum configuration the Eq. (15.13) is not
satisfied, but instead of it
d
dτ
(
ub +
(
qc
m0
)
hcdh˜
bqΦdq
)
∼= 0 (15.14)
and we can define a “constant” Higgs’ field charge:
gb = ub + (
qc
m0
)hcdh˜
bqΦdq (15.15)
and substitute it to Eq. (15.10). Thus we get:
Duα
dτ
+
(
qc
m0
)
hcdg
αδHdβδu
β +
(
qcgb
m0
)
hcdg
αδ
gauge
∇δ Φdb+
−
(
qcqe
m0
)
hef h˜
bqΦfqhcdg
αδ
gauge
∇δ Φdb = 0. (15.16)
The Eq. (15.2) has the following first integral of motion:
κ(u(τ), u(τ)) = g(αβ)u
αuβ + r2ga˜b˜u
a˜ub˜ + ρ2ℓabu
aub = const . (15.17)
Introducing the following notation:
u˜2 = −ga˜b˜ua˜ub˜ (15.18)
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one gets:
g(αβ)u
αuβ − r2u˜2 − ‖q‖
2
4ρ2
= const . (15.18′)
However in general the length of the charge ub˜ is not constant even in the symmetric
case. For a constant field ρ = const, one gets:
g(αβ)u
αuβ = r2u˜2 + const . (15.19)
Thus the interpretation of the Eq. (15.3) demands more investigations.
Finally let us consider Eqs. (15.2–3) in a more general case for the scalar field
ρ = ρ(x, y). In this case we get one more term in Eq. (15.3) involving the field ρ
(ρ ∈ C1 (E ×M)) i.e.:
− ‖q‖
2
8m20r
2
g˜(a˜b˜)
(
1
ρ2
)
,b˜
(15.20)
and the term in Eq. (15.2):
− ‖q‖
8m20
g˜(αβ)
(
1
ρ2
)
,β
(15.21)
depends on the point y ∈M .
If we suppose that:
ρ(x, y) = ρ0(x)ρ1(y),
then we get
− ‖q‖
2
8m20r
2ρ20
g˜(a˜b˜)
(
1
ρ21
)
,b˜
(15.20a)
and
− ‖q‖
2
8m20ρ
2
1
g˜(αβ)
(
1
ρ20
)
,β
. (15.21a)
In the case of the expansion of ρ into generalized harmonics one gets:
‖q‖2
4m20r
2ρ3
g˜(a˜b˜)
( ∞∑
k=1
ρk(x)χk,b˜(y)
)
(15.20b)
and
‖q‖2
4m20ρ
3
g˜(αβ)
(
ρ0,β +
∞∑
k=1
ρk,βχk(y)
)
. (15.21b)
The last two terms describe an interaction of a test particle with a tower of scalar
fields ρk(x), k = 0, 1, 2, . . . The truncation procedure for the field ρ substitutes ρ0 in
place of ρ. We can give an interpretation of normal coordinates as velocities, gauge-
independent charges and Higgs’ charges for test particles. We can consider in our
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theory geodetic deviation equations. In this way we can derive “tidal-forces” for the
Higgs’ field additionally to gravitational and Yang–Mills’ ones.
Eventually let us remark that in the Kaluza–Klein Theory we can treat the Higgs’
field as a part of a multidimensional Yang–Mills’ field. However the Lorentz-like force
term for the Higgs’ field seems to be more complex.
Let us consider a geodetic deviation equation in our theory
uB˜∇B˜vA˜ +RA˜C˜M˜B˜uC˜ζM˜uB˜ −QN˜ M˜B˜∇N˜uA˜ζM˜uB˜ = 0 (15.22)
and for uB˜ Eq. (15.1) is satisfied, where
uA˜ =
dxA˜
dτ
, vA˜ =
dζA˜
dτ
.
In this way we consider a generalization of the geodetic deviation equation to the
(n+ n1 + 4)-dimensional case in non-Riemannian geometry.
RA˜C˜M˜B˜ is a curvature tensor for a connection ω
A˜
B˜ on P and Q
A˜
C˜B˜ is a tensor of
a torsion for ωA˜B˜, ∇N˜ is a covariant derivative with respect to ωA˜B˜.
One gets using formulae from sec. 5 and Eqs (14.56) and (14.57) from the fourth
point of Ref. [18]
uB∇BvA +RABMNuBζMuN −QNMB∇NuAζMuB
+
(
qb
2m0ρ2
)
lbdγ
AB
(
2HdNB − LdNB
)
vN − ρ2vnldnγDALdDBuB
−
(
qn
2m0ρ2
)
γ˜(AB)ρ,Blbnv
b
+ 2ρ2
(
lcdγ
AP
(
2HdP [M − LdP [M
)
LcN ]B + ldbγ
DALdDBH
b
NM
)
uBζMuN
+
qb
2m0ρ2
[
2∇[M
(
ρ2ldbγ
AB
(
2HdN ]B − LdN ]B
))
+ ρ2ldbγ
AB
(
2HdCB − LdCB
)
QCMN − ργ˜(AB)ρ,BlbcHcMN
+ 2ρlbdγ
AB
(
2Hd[M|B| − Ld[M|B|
)
γ|D|N ]γ˜
(DC)ρ,C
]
ζMuN
+
{
ρlbdγ
APγBD γ˜
(DZ)ρ,Z
(
HdMP − LdMP
)−∇M (ρ2ldbγDALdDB)
− ργ˜(AP )ρ,P lcdLcBM
}
uB
(
ζM
qb
2ρ2m0
− ζbuM
)
+
(
2ρ4ld[bl|e|f ]γDAγZCLdDCL
e
ZB + γ˜
(AP )ρ,PγBD γ˜
(DZ)ρ,Z l[bf ]
(15.23)
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+
ρ2
2
ldpγ
DALdDBC
P
bf
)
uB
(
ζbqf
2m0ρ2
)
+
{
∇M
(
ργ˜(AB)ρ,B
)
lba + ∇˜a
(
ρ2lbdγ
AB
(
2HdMB − LdMB
))
− ρ4ldalbfγDAγCBLdDC
(
2HdMB − LdMB
)
− γ˜(AZ)ρ,ZγDM γ˜(DN)ρ,N lba
}(
qb
2m0ρ2
)(
ζauM − ζM q
a
2m0ρ2
)
+
(
ργ˜(AB)ρ,BlbkC
k
ac + 2ρ
3γ˜(CB)ρ,Bγ
DALdDC ld[al|b|c]
)( qbζaqc
4ρ4m20
)
− (2ρ2lbdγNBHdCB + ρ2 (lbdγNB + ldbγBN)LdBC)
×
(
∇NuA + 1
2
(
lfdγ
AB
(
2HdNB − LdNB
)( qf
m0
)))(
vC
qb
2ρ2m0
− vbuC
)
− 2µργ˜(NB)ρ,Bkbc
(
∇NuA + 1
2
ldfγ
AC
(
2HdNC − LdNC
)( qf
m0
))(
qcvb
2m0ρ
)
+ 2 (HnMN − LnNM )
(
ρ2ldnγ
DALdDBu
B +
1
2ρ2
γ˜(AB)ρ,Blbn
(
qb
m0
))
vMuN
−
(
γZM γ˜
(AC)ρ,Cρlbmγ
DZLbDBu
B +
1
2ρ2
γ˜(AB)ρ,Blbm
(
qb
m0
))
×
(
vM
(
qm
2ρ2m0
)
− vmuM
)
− 1
2ρ2
Q˜nmb
(
ρ2ldnγ
DALdDBu
B − 1
2ρ
γ˜(AB)ρ,Blpn
(
qp
m0
))
vm
(
qb
m0
)
= 0
(15.23cont.)
and
dva
dτ
+ R˜abcd
(
qb
2ρ2m0
)
ζc
(
qd
2ρ2m0
)
− Q˜amb∇˜n
(
qa
2ρ2m0
)
vm
(
qb
2ρ2m0
)
+
(
2ρ2lbdγ
CB
(
2Hd[N|B| − Ld[N|B|
)
La|C|M ] +
1
ρ
δabγDAγ˜
(DC)ρ,CQ
A
MN
− 2δab∇[N
(
1
ρ
γ|D|M ]γ˜
(DC)ρ,C
))(
qbζMuN
2ρ2m0
)
+
(
ργ˜(CB)ρ,BlbcL
a
CM + ρlbdγ˜
(BN)
(
2HdMB − LdMB
)
δac
)
(15.24)
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×
(
qb
2ρ2m0
)(
ζcuM − ζM
(
qc
2ρ2m0
))
+
(
∇˜bLaBC −∇C
(
1
ρ
γBD γ˜
(DN)ρ,N
)
δab + ρ
2ldbγ
DMLaMCL
d
DB
− 1
ρ2
γDC γ˜
(DE)ρ,EγBN γ˜
(NM)ρ,Mδ
a
b
)
uB
(
ζbuC − ζC
(
qb
2ρ2m0
))
+
(
−1
ρ
γBDγ˜
(DC)ρ,CC
a
bc + 2ργCN γ˜
(NM)ρ,Mg
DCLdDBld[bδ
a
c]
)
uB
(
ζbqc
2ρ4m0
)
− 2γCDγ˜(DM)ρ,M γ˜(CB)ρ,Blb[cδad]
(
qbζdqc
4ρ2m20
)
+
(
2∇[MLa|B|N ] + LaBCQCMN +
2
ρ
γBDγ˜
(DC)ρ,CH
a
MN
+
2
ρ
γC[ML
a
|B|N ]γ˜
(DC)ρ,C
)
uBζMuN
− 1
2ρ
Q˜ambγBD γ˜
(DC)ρ,Cu
Bvm
(
qb
m0
)
− Q˜NMZuZvM
(
− 1
ρ3
ρ,N
(
qa
m0
)
+ LaBNu
B +
1
2ρ3
γDN γ˜
(DC)ρ,C
(
qc
m0
))
− 1
ρ
γZM γ˜
(ZP )ρ,P
(
∇˜b
(
qa
2ρ2m0
)
+
1
ρ
γBDγ˜
(DC)ρ,Cu
Bδab
)
×
(
vM
(
qb
2ρ2m0
)
− vbuM
)
− 2 (HnMN − LnMN )
(
∇˜n
(
qa
2ρ2m0
)
+
1
ρ
γBD γ˜
(DC)ρ,Cu
Bδan
)
vMuN
− 2µργ˜(NM)ρ,Mkbc
(
− 1
ρ2
(
qa
m0
)
ρ,N + L
a
CNu
C
+
1
2ρ3
γDN γ˜
(DC)ρ,C
(
qa
m0
))(
vbqc
2ρ2m0
)
− (2ρ3lbdγNBHdCB + ρ2 (lbdγNB + ldbγBN)LdBC)
×
(
− 1
ρ3
(
qa
m0
)
ρ,N + L
a
CNu
C +
1
2ρ3
γDN γ˜
(DC)ρ,C
(
qa
m0
))
×
(
vC
(
qb
2ρ2m0
)
− vbuC
)
(15.24cont.)
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+
1
2ρ3
γBD γ˜
(DC)ρ,Cv
B
(
qa
m0
)
+ LaBNv
BuN
+
1
ρ
γDN γ˜
(DC)ρ,Cv
auN
= 0
(15.24cont.)
where in both Eqs (15.23–24) QAMN is a torsion on E × M for a connection ωAB
defined here, R
A
BCD is a tensor of a curvature for this connection, ∇N is a covariant
derivative for this connection. A field ρ is defined on E ×M , ρ = ρ(x, y).
∇˜n is a covariant derivative with respect to a connection on H (a nonsymmetric
connection on a group manifold H), Q˜abc is a torsion of this connection, R˜
a
bcd a tensor
of a curvature. HaMN is a curvature of a connection ω on fibre bundle defined over base
manifold E ×M , LaMN is defined by Eq. (5.13). We have
uA˜ = (uA, ua) (15.25)
vA˜ = (vA, va). (15.26)
ζA˜ = (ζA, ζa) (15.27)
and of course
vA =
dζA
dτ
(15.28)
va =
dζa
dτ
(15.29)
γ˜(AB) is defined by Eq. (5.12). In this way we have geodetic deviation equation
on P . Moreover, we need a dimensional reduction procedure to obtain them in terms
of Yang–Mills’ and Higgs’ fields. It is easy to see that
d
dτ
qb = 0 (15.30)
or
qb = const. (15.30a)
Let us consider Eq. (15.23) according to sections 5 and 6. In this way one gets for
A = α (i.e. for space-time E):
uβ∇βvα +Rαβuβζµuν −Qνµβ
(∇νuα) ζµuβ
+
(
qb
2ρ2m0
)
lbdg
αβ
[(
2Hdνβ − Ldνβ
)
vν +
(
2
gauge
∇β Φdn˜ − Ldβn˜
)
vn˜
]
− ρ2vnldngδα
(
Ldδβu
β + Ld
db˜
ub˜
)
−
(
qn
2ρ2m0
)
g˜(αβ)ρ,βlbnv
b
(15.31)
214
+ 2ρ2
[(
lcdg
αω
(
2Hdω[µ − Ldω[µ
)
Lcν]β + ldbg
δαLdδβH
b
µν
)
ζµuνuβ
+
(
1
2
lcdg
αω
(
2
gauge
∇ω Φdm˜ − Ldωm˜
)
Lcνβ − ldbgδαLdδβ
gauge
∇ν Φbm˜
)
ζm˜uνuβ
+
(
1
2
lcdg
αω
(
2Hdωµ − Ldωµ
)
Lcn˜β + ldbg
δαLdδβ
gauge
∇µ Φbn˜
)
ζµun˜uβ
+
(
1
2
lcdg
αω
(
2Hdωµ − Ldωµ
)
Lc
νb˜
+ ldbg
δαLd
δb˜
Hbµν
)
ζµuνub˜
+
(
1
2
lcdg
αω
(
2
gauge
∇ω Φdm˜ − Ldωm˜
)
Lc
n˜b˜
+ ldbg
δαLd
δb˜
Hbm˜n˜
)
ζm˜un˜ub˜
+
(
1
2
lcdg
αω
(
2
gauge
∇ω Φdm˜ − Ldωm˜
)
Lc
νb˜
− ldbgδαLdδb˜
gauge
∇ν Φbm˜
)
ζm˜uνub˜
+
(
1
2
lcdg
αω
(
2Hdωµ − Ldωµ
)
Lc
n˜b˜
+ ldbg
δαLd
δb˜
gauge
∇µ Φbn˜
)
ζµun˜ub˜
+
(
1
2
lcdg
αω
(
2
gauge
∇ω Φdm˜ − Ldωm˜
)
Lcn˜β + ldbg
δαLdδβH
b
m˜n˜
)
ζm˜un˜uβ
]
+
qb
2ρ2m0
{[
2∇[µ
(
ρ2ldbg
αβ
(
2Hdν]β − Ldν]β
))
+ ρ2ldbg
αβ
(
2Hdγβ − Ldγβ
)
Qγµν − ρg˜(αβ)ρ,βlbcHcµν
+ 2ρlbdg
αβ
(
2Hd[µ|β| − Ld[µ|β|
)
g|δ|ν]g˜
(δγ)ρ,γ
]
ζµuν
+
[
2∇˜[m˜
(
ρ2ldbg
αβ
(
−2
gauge
∇β Φdn˜ + Ldβn˜
))
+ ρ2ldbg
αβ
(
2Hdγβ − Ldγβ
)
Qγm˜n˜
− ρlbdgαβ
(
2
gauge
∇β Φdm˜ − Ldβm˜
)
gd˜n˜g˜
(d˜c˜)ρ,c˜
]
ζm˜un˜
+
[
∇˜m˜
(
ρ2ldbg
αβ
(
2Hdνβ − Ldνβ
))
+ ρ2ldbg
αβ
[(
2Hdγβ − Ldγβ
)
Qγm˜ν +
(
−2
gauge
∇β Φdc˜ + Ldβc˜
)
Qc˜m˜ν
]
+ ρg˜(αβ)ρ,βlbc
gauge
∇ν Φcm˜
+ ρlbdg
αβ
(
−
gauge
∇β Φdm˜ + Ldβm˜
)
gδν g˜
(δγ)ρ,γ
]
ζm˜uν
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+[
∇µ
(
ρ2ldbg
αβ
(
−2
gauge
∇β Φdn˜ + Ldβn˜
))
+ ρ2ldbg
αβ
[(
2Hdγβ − Ldγβ
)
Qγµn˜
+
(
−2
gauge
∇β Φdc˜ + Ldβc˜
)
Qc˜µn˜
]
− ρg˜(αβ)ρ,βlbc
gauge
∇µ Φcn˜
+ 2ρlbdg
αβ
(
2Hdβµ − Ldβµ
)
gd˜n˜g˜
(n˜c˜)ρ,c
]
ζµun˜
}
+
{
ρlbdg
αωgβδg˜
(δζ)ρ,ζ
(
2Hdµω − Ldµω
)−∇µ (ρ2ldbgδαLdδβ)
− ρg˜(αω)ρ,ωlcdLcβµ
}
uβ
(
ζµ
qb
2ρ2m0
− ζbuµ
)
+
(
2ρ4ld[bl|e|f ]gδα
(
gζγLdδγL
e
ζβ +
1
r2
gz˜c˜Ldδc˜L
e
z˜β
)
+ g˜(αω)ρ,ωgβδg˜
(δζ)ρ,ζl[bf ] +
ρ2
2
ldpg
δαLdδβC
p
bf
)
uβ
(
ζbqf
2ρ2m0
)
+
(
2ρ4ld[bl|e|f ]gδα
(
gζγLdδγL
e
ζb˜
+
1
r2
gz˜c˜Ldδv˜L
e
z˜b˜
)
+ µg˜(αω)ρ,ωg
b˜d˜g˜(d˜z˜)ρ,z˜kbf +
ρ2
2
ldpg
δαLd
δb˜
Cpbf
)
ub˜
(
ζbqf
2ρ2m0
)
+
{
∇µ
(
ρg˜(αβ)ρ,β
)
lba + ∇˜a
(
ρ2lbdg
αβ
(
2Hdµβ − Ldµβ
))
− ρ4ldclbfgδαgγβLdδγ
(
2Hfµβ − Lfµβ
)
− ρ
4
r2
ldclbfg
δαgc˜b˜Ldδc˜
(
2
gauge
∇µ Φfb˜ − L
f
µb˜
)
− g˜(αζ)ρ,ζgδµg˜(δν)ρ,νlbc
}(
qb
2ρ2m0
)(
ζauµ − ζµ q
a
2ρ2m0
)
+
{
∇̂m˜
(
ρg˜(αβ)ρ,β
)
lba − ∇˜a
(
ρ2lbdg
αβ
(
2
gauge
∇β Φdm˜ − Ldβm˜
))
+ ρ4ldclbfg
δαgγβL
d
δγ
(
2
gauge
∇β Φfm˜ − Lfβm˜
)
− ρ
4
r2
ldclbfg
δαg˜(c˜b˜)Ldδc˜
(
2Hf
m˜b˜
− Lf
m˜b˜
)
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− r2g˜(αζ)ρ,ζgd˜m˜g˜(d˜n˜)ρ,n˜lbc
}(
qb
2ρ2m0
)(
ζaum˜ − ζm˜ q
a
2ρ2m0
)
+
(
ρg˜(αβ)ρ,βlbkC
k
ac + 2ρ
3g˜(γβ)ρ,βg
δαLdδγ ld[al|b|c]
+
2ρ3
r2
g˜(αβ)ρ,βg
d˜a˜Ld
d˜c˜
ld[al|b|c]
)(
qbζaqc
4ρ2m20
)
−
(
2ρ2lbdg
αβHdγβ + ρ
2
(
lbdg
νβ + ldbg
βν
)
Ldβγ
×
(
∇νuα + 1
2
lbfg
αβ
(
2Hdνβ − Ldνβ
)( qf
m0
)))(
uγ
qb
2ρ2m0
− vbuγ
)
−
(
2
r2
ρ2lbdg˜
(n˜b˜)
gauge
∇γ Φdb˜ +
ρ2
r2
(
lbdg
n˜b˜ + ldbg
b˜n˜
)
Ld
γb˜
×
(
∇̂n˜uα + 1
2
lbfg
αβ
(
2
gauge
∇β Φdn˜ − Ldβn˜
))(
qf
m0
))(
uγ
qb
2ρ2m0
− vbuγ
)
− 2µρg˜(νβ)ρ,βkbc
(
∇νuα + 1
2
(
ldfg
αγ
(
2Hdνγ − Ldνγ
)( qf
m0
)))(
qcvb
2ρ2m0
)
− 2µρ
r2
g˜(n˜b˜)ρ,b˜kbc
(
∇̂n˜uα − 1
2
(
ldfg
αγ
(
2
gauge
∇γ Φdn˜ − Ldγn˜
)(
qf
m0
)))(
qcvb
2ρ2m0
)
+
(
2Hnµν − Lnµν
)(
ρ2ldng
δα
(
Ldδβu
β + Ld
δb˜
ub˜
)
+
1
2ρ2
g˜(αβ)ρ,βlbn
(
qb
m0
))
vµuν
+ (2Hnm˜n˜ − Lnm˜n˜)
(
ρ2ldng
δα
(
Ldδβu
β + Ld
δb˜
ub˜
)
+
1
2ρ2
g˜(αβ)ρ,βlbn
(
qb
m0
))
vm˜un˜
+ 2
(
gauge
∇µ Φnn˜ − Lnµn˜
)(
ρ2ldng
δα
(
Ldδβu
β + Ld
δb˜
ub˜
)
+
1
2ρ2
g˜(αβ)ρ,βlbn
(
qb
m0
))
vµun˜
− 2
(
gauge
∇ν Φnm˜ − Lnνm˜
)(
ρ2ldng
δα
(
Ldδβu
β + Ld
δb˜
ub˜
)
+
1
2ρ2
g˜(αβ)ρ,βlbn
(
qb
m0
))
vm˜uµ
− gζµg˜(αγ)ρ,γ
(
ρlbmγ
δζ
(
Lbδβu
β + Lb
δb˜
ub˜
)
+
1
2ρ2
g˜(ζβ)ρ,βlbm
(
qb
m0
))(
vµ
(
qm
2ρ2m0
)
− vmuµ
)
− gz˜m˜g˜(αγ)ρ,γ
(
ρ
r2
lbmg
d˜z˜
(
Lb
d˜β
uβ + Ld
d˜b˜
ub˜
)
+
1
2r2ρ2
g˜(z˜b˜)ρ,b˜lbm
(
qb
m0
))
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×
(
vz˜
(
qm
2ρ2m0
)
− vmuz˜
)
− 1
2ρ2
Q˜nmb
(
ρ2ldng
δα
(
Ldδβu
β + Ld
δb˜
ub˜
)
− 1
2ρ
g˜(αβ)lpn
(
qp
m0
))
vm
(
qb
m0
)
= 0
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where Ham˜n˜ are given by Eq. (4.55) and
gauge
∇ means a derivative with respect to the
connection ω˜E on a bundle P (over a space-time E). Q
ν
µβ means a torsion on the space-
time E with respect to a connection ωαβ and ∇µ a covariant derivative with respect
to this connection. R
α
βµν means a curvature tensor calculated for this connection.
∇̂m˜ means a covariant derivative with respect to a connection ω̂m˜n˜ on M , ∇˜a means
a covariant derivative with respect to a connection ω˜ab on a group manifold H.
Haµν is a curvature of a connection ω˜E given by Eq. (4.53), L
a
µν is given by Eq. (5.22),
Laβn˜, L
a
a˜b˜
are given by Eq. (5.23) and Eq. (5.24), respectively.
Let us consider Eq. (15.23) for A = a˜ (i.e. for a manifold M). One gets
uβ∇βva˜ + ub˜∇˜b˜va˜ + R̂a˜b˜m˜n˜ub˜ζm˜un˜ − Q̂n˜m˜b˜∇̂n˜ua˜ζm˜ub˜
+
1
r2
(
qb
2ρ2m0
)
lbdg
a˜b˜
(
2
gauge
∇µ Φdb˜ − Ldµb˜
)
vµ
+
1
r2
(
qb
2ρ2m0
)
lbdg
a˜b˜
(
2Hb
n˜b˜
− Lb
n˜b˜
)
vb˜
− ρ
2
r2
vnldng
d˜a˜
(
Ld
d˜b˜
ub˜ + Ld
d˜β
uβ
)
−
(
qn
2ρ2m0
)
g˜(a˜b˜)ρ,b˜lbnv
b
− 2ρ
2
r2
(
lcdg
a˜p˜
(
2
gauge
∇[µ Φd|p˜| − Ld[µ|p˜|
)
Ldv]β + ldbg
d˜a˜Ld
βd˜
Hbµν
)
uβζµuν
+
2ρ2
r2
(
lcdg
a˜p˜
(
2Hdp˜[m˜ − Ldp˜[m˜
)
Lc
N˜ ]β
+ ldbg
d˜a˜Ld
d˜β
Hbm˜n˜
)
uβζm˜un˜
+
2ρ2
r2
(
lcdg
a˜p˜
(
2Hdp˜[m˜ − Ldp˜[m˜
)
Lc
n˜]b˜
+ ldbg
d˜a˜Ld
d˜b˜
Hbm˜n˜
)
ub˜ζm˜un˜
− 2ρ
2
r2
(
1
2
lcdg
a˜p˜
(
2
gauge
∇µ Φdp˜ − Ldµp˜
)
Lc
n˜b˜
− ldbgd˜a˜Ldd˜b˜
gauge
∇µ Φdn˜
)
ub˜ζµun˜
+
2ρ2
r2
(
1
2
lcdg
a˜p˜
(
2Hdp˜m˜ − Ldm˜p˜
)
Lc
νb˜
− ldbgd˜a˜Ldd˜b˜
gauge
∇ν Φdm˜
)
ub˜ζm˜uν
− 2ρ
2
r2
(
lcdg
a˜p˜
(
2
gauge
∇[µ Φd|p˜| − Ld[µ|p˜|
)
Lc
ν]b˜
− ldbgd˜a˜Ldd˜b˜Hdµν
)
ub˜ζµuν
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− 2ρ
2
r2
(
1
2
lcdg
a˜p˜
(
2
gauge
∇µ Φdp˜ − Ldp˜µ
)
Lcn˜β − ldbgd˜a˜Ldd˜β
gauge
∇µ Φbn˜
)
uβζµun˜
+
2ρ2
r2
(
1
2
lcdg
a˜p˜
(
2Hdp˜m˜ − Ldp˜m˜
)
Lcνβ − ldbgd˜a˜Ldd˜β
gauge
∇ν Φbm˜
)
uβζm˜uν
+
qb
2m0r2ρ2
[
2∇[µ
(
ρ2ldbg
a˜b˜
(
2
gauge
∇ν] Φdb˜ − Ldν]b˜
))
+ ρ2ldbg
a˜b˜
(
2
gauge
∇γ Φdb˜ − Ldγb˜
)
Qγµν − ρg˜(a˜b˜)ρ,b˜lbcHcµν
]
ζµuν
+
qb
2m0r2ρ2
[
∇µ
(
ρ2ldbg
a˜b˜
(
2Hd
n˜b˜
− Ld
n˜b˜
))
− ρg˜(a˜b˜)ρ,b˜lbc
gauge
∇µ Φcn˜ + ρlbdga˜b˜
(
2
gauge
∇µ Φdb˜ − Ldµb˜
)
gd˜n˜g˜
(d˜c˜)ρc˜
]
ζµun˜
+
qb
2r2m0ρ2
[
2∇̂[m˜
(
ρ2ldbg
a˜b˜
(
2Hd
n˜]b˜
− Ld
n˜]b˜
))
+ ρ2ldbg
a˜b˜
(
2Hd
c˜b˜
− Ld
c˜b˜
)
Q̂c˜m˜n˜ − ρg˜(a˜b˜)ρ,b˜lbcHcm˜n˜
+ 2ρlbdg
a˜b˜
(
2Hd
[m˜|b˜| − Ld[m˜|b˜|
)
g|d˜|n˜]g˜
(d˜c˜)ρ,c˜
]
ζm˜un˜
+
1
r2
{
ρlbdg
a˜p˜gβδg˜
(δζ)ρ,ζ
(
2
gauge
∇µ Φdp˜ − Ldµp˜
)
−∇µ
(
ρ2ldbg
d˜a˜Ld
d˜β
)
− ρg˜(a˜p˜)ρ,p˜lcdLcβµ
}
uβ
(
ζµ
(
qb
2ρ2m0
)
− ζbuµ
)
+
1
r2
{
ρlbdg
a˜p˜gb˜d˜g˜
(d˜z˜)ρ,z˜
(
2
gauge
∇µ Φdp˜ − Ldµp˜
)
−∇µ
(
ρ2ldbg
d˜a˜Ld
d˜b˜
)
+ ρg˜(a˜p˜)ρ,p˜lcdL
c
µb˜
}
ub˜
(
ζµ
(
qb
2ρ2m0
)
− ζbuµ
)
+
1
r2
{
ρlbdg
a˜p˜gb˜d˜g˜
(d˜z˜)ρ,z˜
(
2Hdm˜p˜ − Ldm˜p˜
)− ∇̂m˜ (ρ2ldbgd˜a˜Ldd˜b˜)
− ρg˜(a˜p˜)ρ,p˜lcdLcb˜m˜
}
ub˜
(
ζm˜
(
qb
2ρ2m0
)
− ζbum˜
)
+
1
r2
(
2ρ4ld[bl|e|f ]gd˜a˜
(
1
r2
gz˜c˜Ld
d˜c˜
Lez˜β + g
ζγLd
d˜γ
Leζβ
)
+ g˜(a˜p˜)ρ,p˜gb˜d˜g˜
(d˜z˜)ρ,z˜l[bf ] +
ρ2
2
ldpg
d˜a˜Ld
d˜β
Cpbf
)
uβ
(
ζbqf
2ρ2m0
)
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+
1
r2
{
∇µ
(
ρg˜(a˜b˜)ρ,b˜
)
lba + ∇˜a
(
ρ2lbdg
a˜b˜
(
2
gauge
∇µ Φdb˜ − Ldµb˜
))
− ρ4ldclbfgd˜a˜
(
1
r2
gc˜b˜Ld
d˜c˜
(
2
gauge
∇µ Φfb˜ − L
f
µb˜
)
+ gγβLd
d˜γ
(
2Hfµβ − Lfµβ
))
− g˜(a˜z˜)ρ,z˜gδµg˜(δν)ρ,ν lbc
}(
qb
2ρ2m0
)(
ζauµ − ζµ
(
qa
2ρ2m0
))
+
1
r2
{
∇̂m˜
(
ρ2g˜(a˜b˜)ρ,b˜
)
lba + ∇˜a
(
ρ2lbdg
a˜b˜
(
2Hd
m˜b˜
− Ld
m˜b˜
))
− ρ2ldclbfgd˜a˜
(
1
r2
gc˜b˜Ld
d˜c˜
(
2Hf
m˜b˜
− Lf
m˜b˜
)
− gγβLd
d˜γ
(
2
gauge
∇β Φfm˜ − Lfβm˜
))
− g˜(a˜z˜)ρ,z˜gd˜m˜g˜(d˜n˜)ρ,n˜lbc
}(
qb
2ρ2m0
)(
ζaum˜ − ζm˜
(
qa
2ρ2m0
))
+
1
r2
(
ρg˜(a˜b˜)ρ,b˜lbkC
k
ac
+ 2ρ3gd˜a˜
(
1
r2
Ld
d˜c˜
g˜(c˜b˜)ρ,b˜ + L
d
d˜γ
g˜(γβ)ρ,β
)
ld[al|b|c]
)(
qbζaqc
4q4m20
)
−
{
2ρ2lbd
[
1
r2
(
gn˜b˜Hd
c˜b˜
+ ρ2
(
lbdg
n˜b˜ + ldbg
b˜n˜
)
Ld
b˜c˜
)
×
(
∇̂n˜ua˜ + 1
r2
lfdg
a˜b˜
(
2Hd
n˜b˜
− Ld
n˜b˜
)( qf
m0
))
+
(
−gνβ
gauge
∇β Φdc˜ + ρ2
(
lbdg
νβ + ldbg
βν
)
Ldβc˜
)
×
(
∇νua˜ + 1
r2
lfdg
a˜b˜
(
2
gauge
∇ν Φdb˜ − Ldνb˜
)(
qf
m0
))]}(
uc˜
(
qb
2ρ2m0
)
− vbuc˜
)
−
{
2ρ2lbd
[
1
r2
(
gn˜b˜
gauge
∇γ Φdb˜ + ρ2
(
lbdg
n˜b˜ + ldbg
b˜n˜
)
Ld
b˜β
)
×
(
∇̂n˜ua˜ + 1
r2
lfdg
a˜b˜
(
2Hd
n˜b˜
− Ld
n˜b˜
)( qf
m0
))
+
(
gνβHdβγ + ρ
2
(
lbdg
νβ + ldbg
βν
)
Ldβγ
)
×
(
∇νua˜ + 1
r2
lfdg
a˜b˜
(
2
gauge
∇ν Φdb˜ − Ldνb˜
)(
qf
m0
))]}(
uγ
(
qb
2ρ2m0
)
− vbuγ
)
− µ
[
g˜(n˜b˜)ρ,b˜kbc
(
∇̂n˜ua˜ + 1
2
ldfg
a˜c˜
(
2Hdn˜c˜ − Ldn˜c˜
)( qf
m0
))
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+ g˜(νβ)ρ,βkbc
(
∇νua˜ + 1
2
ldfg
a˜c˜
(
2
gauge
∇ν Φdc˜ − Ldνc˜
)(
qf
m0
))](
qcvb
m0
)
+
2
r2
(
ρ2ldng
d˜a˜
(
Ld
d˜b˜
ub˜ + Ld
d˜β
uβ
)
+
1
2ρ2
g˜(a˜b˜)ρ,b˜lbn
(
qb
m0
))
×
((
Hnµν − Lnµν
)
vµuν + (Hnm˜n˜ − Lnm˜n˜) vm˜un˜
+
(
gauge
∇µ Φnn˜ − Lnµn˜
)
vµun˜ −
(
gauge
∇ν Φnm˜ − Lnνm˜
)
vm˜uν
)
− 1
r2
(
gζµg˜
(a˜c˜)ρ,c˜ρlbng
δζ
(
Lbδβu
β + Lb
δb˜
ub˜
)
+
1
2ρ2
g˜(a˜b˜)ρ,b˜lbm
(
qb
m0
))
×
(
vµ
(
qm
2ρ2m0
)
− vmuµ
)
− 1
r2
(
gz˜m˜g˜
(a˜c˜)ρ,c˜ρlbng
d˜z˜
(
Ld
d˜β
uβ + Ld
d˜b˜
ub˜
)
+
1
2ρ2
g˜(a˜b˜)ρ,b˜lbm
(
qb
m0
))
×
(
vm˜
(
qm
2ρ2m0
)
− vmum˜
)
− 1
2r2ρ2
Q˜nmb
(
ρ2ldng
d˜a˜
(
Ld
d˜β
uβ + Ld
d˜b˜
ub˜
)
− 1
2ρ
g˜(a˜b˜)ρ,b˜lpn
(
qp
m0
))
× vm
(
qb
m0
)
= 0
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where R̂a˜b˜m˜n˜ means a curvature tensor of a connection ω̂
a˜
b˜ on M and Q̂
n˜
m˜b˜ its tensor
of torsion. g˜(a˜b˜) and g˜(αβ) are defined similarly to γ˜(AB). We have
ζA = (ζα, ζ a˜) (15.33)
vA = (vα, va˜) (15.34)
uA = (uα, ua˜). (15.35)
Let us pass to the Eq. (15.24) and develop it according to our scheme. One gets:
dva
dτ
+ R˜abcd
(
qb
2ρ2m0
)
ζc
(
qd
2ρ2m0
)
− Q˜cmb∇˜c
(
qa
2ρ2m0
)
vm
(
qb
2ρ2m0
)
+
(
2ρ2lbdg
γδ
(
2Hd[ν|δ| − Ld[ν|δ|
)
La|γ|µ] +
1
ρ
δabgδαg˜
(δγ)ρ,γQ
α
µν
(15.36)
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− 2δab∇[ν
(
1
ρ
g|δ|µ]g˜
(δγ)ρ,γ
)
+
(
1
r2
gc˜d˜
(
2
gauge
∇[ν Φd|d˜| − Ld[ν|d˜|
)
La|d˜|µ]
))(
qbζµuν
2ρ2m0
)
+
(
2ρ2lbdg
γδ
(
−
gauge
∇δ Φdn˜ +
1
2
Ldδn˜
)
Laγµ − δab∇̂n˜
(
1
ρ
gδµg˜
(δγ)ρ,γ
)
+
1
2r2
(
gc˜d˜
(
2Hd
n˜d˜
− Ld
n˜d˜
)
La
d˜µ
))(qbζµun˜
2ρ2m0
)
+ 2ρ2lbd
(
gγδ
(
−
gauge
∇δ Φdn˜ +
1
2
Ldδn˜
)
Laγm˜
+
1
ρ
δabgd˜a˜g˜
(d˜c˜)ρ,c˜Q̂
a˜
m˜n˜ − 2δab∇̂[n˜
(
1
ρ
g|d˜|m˜]g˜
(d˜c˜)ρ,c˜
)
+
1
r2
gc˜d˜
(
2Hd
[n˜|d˜| − Ld[n˜|d˜|
)
La|c˜|m˜]
)(
qbζm˜un˜
2ρ2m0
)
+ 2ρ2lbd
(
1
2
gγδ
(
2Hdνδ − Ldνδ
)
Laγm˜ − δab∇ν
(
1
ρ
gd˜m˜g˜
(d˜c˜)ρ,c˜
)
+
1
2r2
gc˜d˜
(
2
gauge
∇ν Φdd˜ − Ldνd˜
)
Laγm˜
)(
qbζm˜uν
2ρ2m0
)
+
(
ρg˜(γβ)ρ,βlbcL
a
γµ +
1
r2
ρg˜(c˜b˜)ρ,b˜lbcL
a
b˜µ
+ ρlbdg˜
(βν)ρ,ν
(
2Hdµβ − Ldµβ
)
δac
+
1
r2
ρlbdg˜
(b˜n˜)ρ,n˜
(
2
gauge
∇µ Φdb˜ − Ldµb˜
)
δac
)(
qb
2ρ2m0
)(
ζcuµ − ζµ
(
qc
2ρ2m0
))
+
(
ρg˜(γβ)ρ,βlbcL
a
γm˜ +
1
r2
ρg˜(c˜b˜)ρ,b˜lbcL
a
b˜m˜
− ρlbdg˜(βν)ρ,ν
(
2
gauge
∇β Φdm˜ − Ldβm˜
)
δac
+
1
r2
ρlbdg˜
(b˜n˜)ρ,n˜
(
2Hd
m˜b˜
− Ld
m˜b˜
)
δac
)(
qb
2ρ2m0
)(
ζcum˜ − ζm˜
(
qc
2ρ2m0
))
+
(
∇˜bLaβγ −∇γ
(
1
ρ
gβδg˜
(δν)ρ,ν
)
δab + ρ
2ldbg
δµLaµγL
d
δβ
− 1
ρ2
gδγ g˜
(δβ)ρ,βgβν g˜
(νµ)ρ,µδ
a
b
)
uβ
(
ζbuµ − ζµ
(
qb
2ρ2m0
))
+
(
∇˜bLaβc˜ − ∇̂c˜
(
1
ρ
gβδg˜
(δν)ρ,ν
)
δab +
1
r2
ldbg
d˜m˜Lam˜c˜L
d
d˜β
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+ ρ2ldbg
δµLaµc˜L
d
δβ −
1
ρ2
gd˜c˜g˜
(d˜b˜)ρ,b˜gβν g˜
(νµ)ρ,µδ
a
b
)
uβ
(
ζbuc˜ − ζ c˜
(
qb
2ρ2m0
))
+
(
∇˜bLab˜c˜ − ∇̂c˜
(
1
ρ
gb˜d˜g˜
(d˜n˜)ρ,n˜
)
δab + ρ
2ldbg
δµLaµc˜L
d
δb˜
+ ρ2ldbg
d˜m˜Lam˜c˜L
d
d˜b˜
− 1
ρ2
gd˜c˜g˜
(d˜e˜)ρ,e˜gb˜n˜g˜
(n˜m˜)ρ,m˜δ
a
b
)
ub
(
ζbuc˜ − ζ c˜
(
qb
2ρ2m0
))
+
(
∇˜bLab˜γ −∇γ
(
1
ρ
gb˜d˜g˜
(d˜n˜)ρ,n˜
)
δab + ρ
2ldbg
δµLaµγL
d
δb˜
+ ρ2ldbg
d˜m˜Lam˜γL
d
d˜b˜
− 1
ρ2
gδγ g˜
(δε)ρ,εgb˜n˜g˜
(n˜m˜)ρ,m˜δ
a
b
)
ub˜
(
ζbuγ − ζγ
(
qb
2ρ2m0
))
+
(
−1
ρ
gβδg˜
(δγ)ρ,γC
a
bc
+ 2ρ
(
gγν g˜
(νµ)ρ,µg
δγLdδβ +
1
r2
gc˜n˜g˜
(n˜m˜)ρ,m˜g
d˜c˜Ld
d˜β
)
ld[bδ
a
c]
)(
ζbqc
2ρ2m0
)
uβ
+
(
−1
ρ
gb˜d˜g˜
(d˜c˜)ρ,c˜C
a
bc
+ 2ρ
(
gγν g˜
(νµ)ρ,µg
δγLd
δb˜
+
1
r2
gc˜n˜g˜
(n˜m˜)ρ,m˜g
d˜c˜Ld
d˜b˜
)
ld[bδ
a
c]
)(
ζbqc
2ρ2m0
)
ub˜
− 2
(
gγδg˜
(δµ)ρ,µg˜
(γβ)ρ,β +
1
r2
gc˜d˜g˜
(d˜m˜)ρ,m˜g˜
(c˜b˜)ρ,b˜
)
lb[cδ
a
d]
(
qbζdqc
4ρ4m20
)
+
(
2∇[µLa|β|ν] + LaβγQγµν +
2
ρ
gβδg˜
(δγ)ρ,γH
a
µν +
2
ρ
gδ[µL
a
|β|ν]g˜
(δγ)ρ,γ
)
uβζµuν
+
(
2∇̂[m˜La|b˜|n˜] + Lab˜c˜Q̂c˜m˜n˜ +
2
ρ
gb˜d˜g˜
(d˜c˜)ρ,c˜H
a
m˜n˜ +
2
ρ
gd˜[m˜L
a
|b˜|n˜]g˜
(d˜c˜)ρ,c˜
)
ub˜ζm˜un˜
+
(
2∇[µLa|b˜|ν] + Lab˜γQγµν +
2
ρ
gb˜d˜g˜
(d˜c˜)ρ,c˜H
a
µν +
2
ρ
gδ[µL
a
|b˜|ν]g˜
(δγ)ρ,γ
)
ub˜ζµuν
+
(
∇̂m˜Laβν −
2
ρ
gβδg˜
(δγ)ρ,γ
gauge
∇ν Φam˜ +
1
ρ
gd˜m˜L
a
βν g˜
(d˜c˜)ρ,c˜
)
uβζm˜uν
+
(
∇νLaβn˜ +
2
ρ
gβδg˜
(δγ)ρ,γ
gauge
∇µ Φan˜ +
1
ρr2
gδµL
a
βn˜g˜
(δγ)ρ,γ
)
uβζµun˜
+
(
2∇̂[m˜La|β|n˜] + Laβc˜Q̂c˜m˜n˜ +
2
ρ
gβδg˜
(δγ)ρ,γH
a
m˜n˜ +
2
ρ
gd˜[m˜L
a
|β|n˜]g˜
(d˜c˜)ρ,c˜
)
uβζm˜un˜
+
(
∇µLab˜n˜ +
2
ρ
gb˜d˜g˜
(d˜c˜)ρ,c˜
gauge
∇µ Φan˜ +
1
ρ
gδµL
a
b˜n˜
g˜(δγ)ρ,γ
)
ub˜ζµun˜
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+(
∇̂m˜Lab˜ν −
2
ρ
gb˜d˜g˜
(d˜c˜)ρ,c˜
gauge
∇ν Φam˜ +
1
ρ
gd˜m˜L
a
b˜ν
g˜(δc˜)ρ,c˜
)
ub˜ζm˜uν
− 1
2ρ
Q˜ambv
m
(
qb
m0
)(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
)
+ Q̂n˜m˜z˜u
z˜vm˜
(
ρ,n˜
ρ3
(
qa
m0
)
−
(
Laβn˜u
β + La
b˜n˜
ub˜
)
− 1
2ρ3
gd˜n˜g˜
(d˜c˜)ρ,c˜
(
qa
m0
))
+Qνµζu
ζvµ
(
ρ,ν
ρ3
(
qa
m0
)
−
(
Laβνu
β + La
b˜ν
ub˜
)
− 1
2ρ3
gδν g˜
(δγ)ρ,γ
(
qa
m0
))
− 1
ρ
gζµg˜
(ζω)ρ,ω
(
∇˜b
(
qa
2ρ2m0
)
+
1
ρ
(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
)
δab
)(
vµ
(
qb
2ρ2m0
)
− vbuµ
)
− 1
ρ
gz˜m˜g˜
(z˜p˜)ρ,p˜
(
∇˜b
(
qa
2ρ2m0
)
+
1
ρ
(
gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜ + gβδg˜
(δγ)ρ,γu
β
)
δab
)(
vm˜
(
qb
2ρ2m0
)
− vbum˜
)
− 2 (Hnµν − Lnµν)(∇˜n( qa2ρ2m0
)
+
1
ρ
(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
)
δan
)
vµuν
− 2 (Hnm˜n˜ − Lnm˜n˜)
(
∇˜n
(
qa
2ρ2m0
)
+
1
ρ
(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
)
δan
)
vm˜un˜
− 2
(
gauge
∇µ Φnn˜ − Lnµn˜
)(
∇˜n
(
qa
2ρ2m0
)
+
1
ρ
(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
))
vµun˜
+ 2
(
gauge
∇ν Φnm˜ − Lnνm˜
)(
∇˜n
(
qa
2ρ2m0
)
+
1
ρ
(
gβδg˜
(δγ)ρ,γu
β + gb˜d˜g˜
(d˜c˜)ρ,c˜u
b˜
))
uνvm˜
−
{[
2µρg˜(νµ)ρ,µkbc
(
− 1
ρ2
(
qa
m0
)
ρ,ν +
(
Laγνu
γ + Lac˜νu
c˜
)
+
1
2ρ3
gδν g˜
(δγ)ρ,γ
(
qa
m0
))]
+
[
2µρg˜(n˜m˜)ρ,m˜kbc
(
− 1
ρ2
(
qa
m0
)
ρ,n˜ +
(
Laγn˜u
γ + Lac˜n˜u
c˜
)
+
1
2ρ3
gd˜n˜g˜
(d˜c˜)ρ,c˜
(
qa
m0
))]}(
vbqc
2ρ2m0
)
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− (2ρ3lbdgνβHdγβ + ρ2 (lbdgνβ + ldbgβν)Ldβγ)
×
(
− 1
ρ3
(
qa
m0
)
ρ,ν + L
a
δνu
δ + La
d˜ν
ud˜ +
1
2ρ3
gδν g˜
(δε)ρ,ε
(
qa
m0
))
×
(
vγ
(
qb
2ρ2m0
)
− vbuγ
)
−
(
2ρ3lbdg
n˜b˜
gauge
∇γ Φdb˜ + ρ2
(
lbdg
n˜b˜ + ldbg
b˜n˜
)
Ld
b˜γ
)
×
(
− 1
ρ3
(
qa
m0
)
ρ,n˜ + L
a
αn˜u
α + Lac˜n˜u
c˜ +
1
2ρ3
gd˜n˜g˜
(d˜c˜)ρ,c˜
(
qa
m0
))
×
(
vγ
(
qb
m0
)
− vbuγ
)
−
(
2ρ3lbdg
n˜b˜Hd
c˜b˜
+ ρ2
(
lbdg
n˜b˜ + ldbg
b˜n˜
)
Ld
b˜c˜
)
×
(
− 1
ρ3
(
qa
m0
)
ρ,n˜ + L
a
c˜n˜u
c˜ + Laαn˜u
α +
1
2ρ3
gd˜n˜g˜
(d˜e˜)ρ,e˜
(
qa
m0
))
×
(
vc˜
(
qb
m0
)
− vbuc˜
)
−
(
−2ρ3lbdgνβ
gauge
∇β Φdc˜ + ρ2
(
lbdg
νβ + ldbg
βν
)
Ldβc˜
)
×
(
− 1
ρ3
(
qa
m0
)
ρ,ν + L
a
e˜νu
e˜ + Laανu
α +
1
2ρ3
gδν g˜
(δγ)ρ,γ
(
qa
m0
))
×
(
vc˜
(
qb
m0
)
− vbuc˜
)
+
1
2ρ3
(
qa
m0
)(
gβδg˜
(δγ)ρ,γv
β + gb˜d˜g˜
(d˜c˜)ρ,c˜v
b˜
)
+ Laβνv
βuν + La
b˜n˜
vb˜un˜ + La
b˜ν
vb˜uν + Laβn˜v
βun˜
+
1
ρ
gδν g˜
(δγ)ρ,γv
auν +
1
ρ
gd˜n˜g˜
(d˜c˜)ρ,c˜v
aun˜
= 0
(15.36cont.)
where R˜abcd is a tensor of a curvature for a connection ω˜
a
b on a group H and Q˜
a
bc is
a tensor of a torsion for this connection. It is worth to notice that Qγm˜ν , Q
γ
µn˜ are
equal to zero. Moreover for a convenience of a future consideration it is good to keep
them there (i.e. in Eq. (15.32)).
Let us notice that uα, uβ satisfy equations (15.2) and (15.3). In this way we get
geodetic deviation equations in our theory. If we suppose that we are close to the
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minimum of a Higgs’ potential we should put in our equation Hn
a˜b˜
= 0. What is the
physical meaning of geodetic deviation equations? In order to find it let us consider a
flow of geodesic Γ (σ), σ ∈ U ⊂ R given by
xA˜ = xA˜(τ, σ), (15.37)
ζA˜ =
(
∂xα
∂σ
,
∂xa˜
∂σ
,
∂xa
∂σ
)∣∣σ=σ0 , (15.38)
σ0 ∈ U.
σ is a parameter such that for every σ1 6= σ2, xA(τ, σ1) and xA(τ, σ2) are different
geodesics. One can say that we have a family of geodesic curves, Γ (σ). The geodesic
considered here is Γ (σ0), i.e. for σ = σ0.
Thus
dxa
dτ
= ua =
1
2ρ2
(
qa
m0
)
(15.39)
where ρ = ρ(τ, σ) = ρ(x(τ, σ)).
Thus one gets
xa =
1
2
(
qa
m0
)
(σ)
τ∫
τ0
dτ
ρ2(τ, σ)
+ xa0(σ) (15.40)
and
ζa =
∂
∂σ
[
qa
m0
(σ)
τ∫
τ0
dτ
ρ2(τ, σ)
]∣∣σ=σ0 + dx
a
0
dσ
(15.41)
va =
dζa
dτ
=
∂
∂τ
(
qa
m0
(σ)
1
ρ2(τ, σ)
)∣∣σ=σ0 . (15.42)
va is (of course) an Ad-type quantity. In this way we get
dva
dτ
= − ∂
∂σ
(
qa
m0
(σ)
1
ρ3
∂ρ
∂τ
)∣∣σ=σ0 . (15.43)
In this way Eq. (15.22) together with Eq. (15.1) give us an interpretation of geode-
tic deviation equations in our theory. They are analogous to the deviation equations
for charged particles moving in nonabelian Yang-Mills’ field and Higgs’ field and non-
symmetric gravitational field as well.
Let us give some remarks on a physical interpretation of the vector ζA˜ = (ζα, ζ a˜, ζa).
The vector ζA˜—“geodesic separation”—is a displacement (tangent vector) from point
on a fiducial geodesic to a point on nearby geodesic characterized by the same value
of an affine parameter τ . Thus vA˜ = (vα, va˜, va) means a relative “velocity” and
uB˜∇B˜vA˜—a relative “acceleration”—equals, according to Eq. (15.22) terms with a
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curvature and torsion. Thus we get “tidal forces” in our theory ((n+n1+4)-dimensional
case), for charged (in a nonabelian gauge field sense and Higgs’ field) test particles. In
this equation we get gravitational “tidal forces” from NGT, Yang-Mills’ “tidal forces”,
Higgs’ field “tidal forces” and additional effects which can be treated as gravito-Yang-
Mills-Higgs tidal forces. The scalar field ρ is also a source of additional “tidal forces”.
These new effects are “interference effects” between gravitational, nonabelian Yang-
Mills’ interactions and Higgs’ field. We can project our equation on a space-time E
(they are defined on a bundle manifold P ), taking any local section e of the bundle P .
In this way we get gauge dependent charges Qa (Yang-Mills’ charged-colour charges)
and gauge dependent va. We can substitute va into Eq. (15.36). However, we should
substitute in the place of dv
a
dτ the expression
dva
dτ
− CabcAcµuµvb − CabcΦcb˜vb˜ (15.44)
where
e∗ω = Aaµθ
µXa + Φ
a
b˜
θ˜b˜Xa . (15.45)
Finally, let us remark that Eq. (15.31) represents tidal gravito-Yang-Mills-Higgs
forces and Eq. (15.36) is a relative change of ( q
a
m0
)(σ) for different test particles via va
(or (Q
a
m0
)(r) via va).
Eq. (15.32) is a relative change of a Higgs charge ub˜ for different test particles via vb˜.
The interpretation of this equation is much more complex for the “Higgs charge” ub˜ is
not “conserved” during a motion of a test particle. The existence of a “constant Higgs
charge” introduced here can help us in physical understanding of these interesting
phenomena. Our gravito-Yang-Mills-Higgs-scalar tidal forces are a strict and natural
generalization of gravito-electromagnetic-scalar tidal forces from the Nonsymmetric
Kaluza–Klein (Jordan–Thiry) Theory (in an electromagnetic case) and gravito-Yang-
Mills-scalar tidal forces from the Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory
in a general nonabelian case (see Ref. [18]).
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16. A Tower of Scalar Fields
in the Nonsymmetric-Nonabelian Jordan–Thiry Theory.
The Warp Factor
In section 5 we mention a more general case of the scalar field ρ = ρ(x, y), x ∈ E,
y ∈M . Moreover it is more convenient to consider the field Ψ in place of ρ.
ρ = e−Ψ . (16.1)
In this case one finds:
Ψ(x, y) =
∞∑
k=0
Ψk(x)χk(y). (16.2)
Let us find a condition for the function ρ(x, y) such that Ψ(x, y) is an L2(M, dm,
√|g˜|)-
valued function of x ∈ E. From (16.1) one finds that ln(ρ) is an L2(M, dm,
√
|g˜|)-valued
function i.e.: ∫
M
(ln(ρ))2
√
|g˜|dm(y) <∞. (16.2a)
Thus the sufficient condition for ρ is that ρ and ρ−1 are bounded on M − A, where
m(A) = 0. It means that ρ˜(x), ρ˜−1(x) ∈ L∞(M, dm,
√
|g˜|) and ‖ρ˜(x)‖∞ =
ess supy∈M |ρ(x, y)| <∞. The convergence ρ˜n(x, ·)→ ρ˜(x, ·) with respect to the norm
‖ · ‖∞ means a uniform limit. We have the same for ρ˜−1(x). We can also consider a
decomposition of ρ(x, y) into a series of generalized harmonics on M i.e.
ρ(x, y) ∼ ρ0(x) +
∞∑
k=1
ρk(x)χk(y) (16.2b)
such that
ρk(x) =
1
V2
∫
M
√
|g˜|ρ(x, y)χk(y)dm(y),
ρ0(x) =
1
V2
∫
M
√
|g˜|ρ(x, y)dm(y).
(16.2c)
If
∞∑
k=0
ρ2k(x) < ∞, x ∈ E the series on the right-hand side of (16.2b) converges to the
function ρ(x, y) in L2(M, dm,
√|g˜|) sense. The limit can be understood in a uniform
sense if ρ(x, y) is continuous and V (x) = Var(ρ˜(x)) <∞ in M for every x ∈ E.
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Moreover it is interesting to know properties of Ψ˜(x) if ρ˜(x) is an L2(M,dm,
√
|g˜|)-
valued function. One gets:
‖ρ˜(x)‖2 ≤ V2 +
∞∑
n=1
2n
n!
(‖Ψ˜(x)‖n)n <∞, (16.2d)
where
‖Ψ(x)‖n =
( ∫
M
√
|g˜||Ψ(x, y)|ndm(y)
)1/n
is an Ln(M, dm,
√|g˜|) norm. Let us suppose that for every n ∈ N∞1 , Ψ˜(x) is an
Ln(M, dm,
√|g˜|)-valued function. For
V2 =
∫
M
√
|g˜|dm(y) <∞
one gets
‖Ψ˜(x)‖n ≤ ‖Ψ˜(x)‖n′V 1/n−1/n
′
2 ,
if 1 ≤ n ≤ n′ ≤ ∞ and
L∞(M, dm,
√
|g˜|) ⊂ Ln′(M, dm,
√
|g˜|) ⊂ Ln(M, dm,
√
|g˜|) ⊂
⊂ L1(M, dm,
√
|g˜|) = L(M, dm,
√
|g˜|).
Thus if n′ →∞ one obtains
‖Ψ˜(x)‖n ≤ ‖Ψ˜(x)‖∞V 1/n2 = (ess supy∈M |Ψ(x, y)|)V 1/n2 . (16.2e)
From (16.2d) and (16.2e) we have
‖ρ˜(x)‖2 ≤ V2e2‖Ψ(x˜)‖∞ . (16.2f)
Thus if Ψ˜(x) ∈ L∞(M, dm,√|g˜|)ρ˜(x) is an L2(M, dm,√|g˜|)-valued function . This
means that Ψ(x, y) is bounded on M − A where m(A) = 0. In this way we get an
interesting duality. The sufficient condition for Ψ˜(x) to be an L2(M, dm,
√|g˜|)-valued
function is ρ˜(x), ρ˜−1(x) ∈ L∞(M, dm,√|g˜|) and the sufficient condition for ρ˜(x) to
be an L2(M, dm,
√|g˜|) is Ψ˜(x) ∈ L∞(M, dm,√|g˜|). In the second case we can try
an expansion of Ψ(x, y) into a series of generalized harmonics similarly as for ρ (i.e.
Eqs. (16.2b–c).
The (n1 + 4)-dimensional lagrangian for the scalar field Ψ looks like:
Lscal(Ψ) = (Mγ˜(CM)Ψ,CΨ,M + n2γ[MN ]γDM γ˜(DC)Ψ,NΨ,C) (16.3)
or
Lscal(Ψ) = (Mg˜(γµ)Ψ,γΨ,µ + n2g[µν]gδµg˜(δγ)Ψ,νΨ,γ)+
+
1
r2
(Mg˜(c˜m˜)Ψ,c˜Ψ,m˜ + n
2g[m˜n˜]gd˜m˜g˜
(d˜c˜)Ψ,n˜Ψ,c˜) = L˜scal(Ψ) +Q(Ψ). (16.4)
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Moreover we should average over M and H.
Thus one gets using (16.2), (16.4) and (5.50):
1
V1V2
∫
M
(Lscal(Ψ) +Q(Ψ))
√
|g˜|
√
|ℓ|dm(y)dµH(h) =
=
∞∑
k=0
Lscal(Ψk) + 1
2
∞∑
k,l=1
M̂klΨkΨl, (16.5)
where Lscal(Ψk) is given by the formula (7.6) i.e. is a usual lagrangian for the scalar
field Ψ in our theory and
1
2
M̂kl =
(−1)
V2r2
∫
M
(Mg˜(c˜m˜) + n2g[m˜n˜]gd˜m˜g˜
(d˜c˜))χk,c˜χl,n˜
√
|g˜| dm(y) <∞ (16.6)
and M̂kl = M̂lk, k, l = 1, 2 . . .
It is easy to see that we get a tower of fields Ψk such that according to (16.6) the
field Ψ0 is massless and remaining fields are massive with a scale of a mass
1
r2
.
The infinite dimensional quadratic form
1
2
∞∑
k,l=1
M̂klΨk(x)Ψl(x)
is convergent in ℓ2 for every x. This is easily satisfied if the derivatives of χk belong
to L2(M, dm,
√|g˜|) and ga˜b˜ are continuous functions on M , which is always satisfied
for our case (M is compact without boundaries and ga˜b˜ defined in section 4). For
L2(M, dm,
√|g˜|) is unitary equivalent to L2(M, dm) we can consider χk eigenfunctions
of Beltrami–Laplace operator on M .
In some cases we can diagonalize the infinite dimensional matrix M̂kl getting some
new fields
Ψ ′k′(x) =
∞∑
k=1
Ak′kΨk(x), (16.7)
such that
bkδkl =
∞∑
k′,l′=1
Akk′All′M̂k′l′ , (16.8)
where A = (Ak′k) is a unitary operator in ℓ
2 space i.e.
‖Aa‖ = ‖a‖ (16.9)
and A(ℓ2) = ℓ2.
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The diagonalization procedure can be achieved if M̂kl is a symmetric unbounded
(Hermitian) operator in ℓ2. This is equivalent to
M̂kl = M̂lk (16.10)
and M(ℓ2) = ℓ2. Thus we get for the lagrangian:
Lscal(Ψ) =
∞∑
k=0
Lscal(Ψ ′k)−
∞∑
k=1
bk
2
(Ψ ′k)
2, (16.11)
(
bk
M
)
have an interpretation as m2k for Ψ
′
k. If M̂kl is a negatively defined operator
in ℓ2 we have for every k bk ≥ 0 if Mkl is invertible bk > 0 for every k. The latest
condition means that every Ψ ′k is massive with
1
r2
as a scale of the mass. Let us write
down a self-interaction term for Ψ ′k coming from cosmological terms. One gets:
V ({Ψ ′k}) =
1
V2
∫
M
√
|g˜|dm(y)
(
α2S
ℓ2pl
R˜(Γ˜ )e(n+2)Ψ(x,y) +
enΨ(x,y)
r2
R̂(Γ̂ )
)
, (16.12)
where
Ψ(x, y) = Ψ0(x) +
∞∑
k=1
Ψk(x)χk(y) (16.13)
and
Ψ ′k =
∞∑
k=1
Akk′Ψk′ . (16.14)
The field Ψ0(x) can get a mass from a cosmological background. If we suppose Ψ = Ψ(x)
it means really that Ψ(x) = Ψ0(x) i.e. a truncation. In this more general case for the
field ρ (or Ψ) one can easily get similar formulae for the remaining part of the lagrangian
involving this field i.e. averaging over the manifold M .
All the factors in front of lagrangian terms are exponential functions of Ψ . The
sufficient condition to make all the integration over M convergent is to suppose that
Ψ˜(x) ∈ L2(M, dm,
√
|g˜|) ∩ L∞(M, dm,
√
|g˜|) i.e. Ψ˜(x) is L∞-valued function.
In the case of a completely broken group G we should put G for M .
Let us give a more rigorous justification for an intuitive procedure concerning di-
agonalization of the infinite matrix M̂ .
Let us consider a bilinear form in L2(M, dm,
√|g˜|) = L2 ≃ L2(M, dm)
M̂(f, g) =
1
V2r2
∫
M
(Mg˜(c˜m˜) + n2g[m˜(n˜]gd˜n˜g˜
(|d˜|c˜)))f,c˜g,m˜
√
|g˜|dm(y), (16.15)
for f, g ∈ L2(M, dm,√|g˜|) ∩ C1(M).
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This form is always defined for f and g, because ga˜b˜ are smooth functions on a
compact manifold and f,c˜, g,m˜ ∈ L2(M, dm,
√|g˜|) (if they exist). C1(M) is linearly
dense in L2(M, dm,
√|g˜|). Let us suppose that the tensor P (c˜m˜), where
P c˜m˜ = (Mg˜c˜m˜ + n2g[m˜n˜]gd˜n˜g˜
(d˜c˜))
is invertible and negatively defined.
One notices that P c˜m˜ is G-invariant on M . The same is of course true for P(c˜m˜)
being an inverse tensor of P˜ (c˜m˜). Moreover every G-invariant metric is induced by
a scalar product < ., . > on g/g0 = m which is invariant under the action of AdG0
on m. Thus P is induced by such a scalar product. The tensor Pc˜m˜ induces on M
an additional Einstein–Kaufmann geometry compatible with it. We can repeat some
consideration concerning symmetric and skewsymmetric forms on M from section 4.
If P[d˜b˜] is not degenerate and ∇̂a˜P[d˜b˜] = 0 we can get an almost complex structure on
M induced by Pc˜m˜ = P(c˜m˜) + P[c˜m˜] (if dimM is even).
Let us consider a linear functional on L2 ∩ C1(M) = D
Ff (g) = M̂(f, g), g, f ∈ D ⊂ L2, (16.16)
Ff ∈ (L2)∗ = L2 (Riesz theorem). Thus for every f we have a functional F .
Thus we can define a linear operator on L2 such that
L(f) = Ff , or (Lf, g) = M̂(f, g). (16.17)
It is easy to see that if f1 = f2 then Ff1 = Ff2 . Thus L is well defined. Simultaneously
we find that KerL = constant functions on M ∼= R1. This is a subspace of L2. Thus
we can consider L a quotient space of H and denote it L̂, where
H = L2/(KerL). (16.18)
Let Ff1 = Ff2 then one gets ∧
g∈L2−(KerL)
M̂(f1, g) = M̂(f2, g). (16.19)
Using (16.15) one gets that f1,c˜ = f2,c˜ modulo a set of a zero measure. Thus [f1] =
[f2] ∈ H. One can easily check that L̂ is symmetric because M̂(f, g) = M̂(g, f).
The operator L̂ is unbounded on D and it is negatively strictly defined i.e.
(−L̂(f), f) ≥ C‖f‖2, (16.20)
C is a positive constant.
For this we can apply Friedrichs’ theory for L̂. We denote the Friedrichs’ space for
L̂, L20(M) and the scalar product in L
2
0(M) is given by
(f, g)F = (−L̂f, g), (16.21)
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(D/(KerL) is dense in L20(M) in a sense of the norm ‖ · ‖F ). Let L˜ = L̂ (a closure
of L˜) denotes a Hermitian extension of L̂ in L20(M), which exists due to Friedrichs’
theorem and it is invertible. Moreover L˜−1 is compact.
For this we can proceed a spectral decomposition of L˜. Such an operator has a
pure point unbounded spectrum on a negative part of a real axis and eigenvectors
(eigenfunctions) span L20(M). One gets
L˜ = −
∞∑
k=1
µ2kPk, µk 6= 0, µk →∞, (16.22)
where P 2k = 1, PkPl = δklI are projective operators in L
2
0(M). The sum is understood
in a weak topology at a point.
The above considerations justify an intuition of a diagonalization procedure for an
infinite matrix M̂kl.
The existence of the tower of scalar fields in our theory can help in renormalization
problems. The fields can work as regulator fields if we change some parameters in our
theory.
The Friedrichs’ theory gives us the following properties of eigenvectors for L˜,
L˜ζk = −µ2kζk k = 1, 2 . . . (16.23)
They are normalized and orthogonal:∫
M
ζ2k(y)
√
|g˜|dm(y) = 1, (16.24)∫
M
ζk(y)ζl(y)
√
|g˜|dm(y) = 0 if k 6= l. (16.25)
If the spectrum is degenerated i.e. µ2k is repeated q times (q is a natural number)
µ2k = µ
2
k+1 = . . . = µ
2
k+q−1, (16.26)
then ζk, ζk+1, . . . , ζk+q−1 form an algebraic basis of a finite dimensional linear space
of functions f ∈ L20(M) ∩ C2(M) satisfying Eq. (16.26). After the orthogonalization
procedure of {ζk, ζk+1, . . . , ζk+q−1} (for example Schmidt procedure) we can define
projectors:
Pk = Pζk for every k = 1, 2 . . .
The orthonormal set of eigenfunctions ζk, k = 1, 2 . . . is complete in L
2
0(M). Thus
I =
∞∑
k=1
Pk =
∞∑
k=1
Pζk , (16.27)
233
where I is an identity operator in L20(M). Thus we can expand the field Ψ into a
complete set of functions ζk
Ψ(x, y) = Ψ0(x) +
∞∑
k=1
Ψk(x)ζk(y), (16.28)
such that
∞∑
k=1
Ψ2k (x) <∞, (16.29)
for x ∈ E.
Let us find conditions of a diagonalization of the infinite matrix M̂kl. It means we
are looking for conditions of the existence of the unitary transformation from the basis
χk, k = 1, 2 . . . to the basis ζk, k = 1, 2 . . . in H (or in L20(M)). Later we give those
conditions.
For {ζk} is complete one always gets
χk =
∞∑
l=1
Aklζl for every k (16.30)
and
∞∑
l=1
A2kl <∞. (16.31)
Moreover one has
Akl = (χk, ζl). (16.32)
For the same reasons we have
ζk =
∞∑
l=1
Bklχl, (16.33)
∞∑
l=1
B2kl <∞ (16.33′)
and
Bkl = (ζk, χl). (16.34)
One gets
Akl = Blk (16.35)
and
χk =
∞∑
l=1
Akl
∞∑
p=1
Blpχp =
∞∑
p=1
( ∞∑
l=1
AklBlp
)
χp. (16.36)
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This is possible only if
∞∑
l=1
AklBlp =
∞∑
l=1
AklApl = δkp. (16.37)
Thus Akl is an isometry in the ℓ
2-space and Bkl either. Moreover Akl and Bkl are
invertible and A is an inverse operation of B. This means A is an unitary transfor-
mation. The transformation A diagonalizes the infinite dimensional matrix M̂kl. The
only one condition for the existence of A is the following. The set {χk} or {ηk} are
complete bases in L20(M).
Let us consider the operator L˜ in more details and find its shape for f ∈ C2(M)/
KerL). The operator L˜ can be considered a Gateaux derivative of the quadratic form
M̂ in L20(M). One finds:
L˜f =
1√|g˜| (√|g˜|pa˜b˜f,a˜),a˜ = (ln√|g˜|,b˜pa˜b˜f,a˜ + pa˜b˜,b˜f,a˜ + pa˜b˜f,a˜,b˜), (16.38)
where
pc˜m˜ = pm˜c˜ =
[
g˜(c˜m˜) +
n2
2
(g[m˜n˜]gd˜n˜g˜
(d˜c˜) + g[c˜n˜]gd˜n˜g˜
(d˜m˜))
]
(16.39)
The operator L˜ slightly differs from the Beltrami–Laplace operator defined on (M, p).
p = pa˜b˜θ
a˜ ⊗ θb˜, pa˜b˜pa˜c˜ = δc˜b˜
because det(pa˜b˜) 6= det(ga˜b˜) = g˜. It differs also from the Beltrami–Laplace operator on
(M,h0).
Moreover L˜ is a left-invariant operator on C2(M) of the second order. Supposing
the reductive decomposition of g = g0+˙m we have a complete description of an algebra
of G-invariant operators onM , D(G/G0) in terms of Lie algebra g and g0. The algebra
is commutative if M is a symmetric space. Let M be a symmetric space (of compact
type of course) and let rank (M) = K. The algebra D(G/G0) has finite numbers
of generators i.e D1, D2 . . .DK . In this case every D ∈ D(G/G0) is a symmetric
polynomial of Di, i = 1, 2 . . . K,D = W (D1, D2, . . .DK). Notice that degrees of Di,
i = 1, 2 . . .K di = 1, 2 . . .K are canonically established by G.
Thus ∆ = W1(D1, . . .DK) and L˜ = W2(D1 . . .DK , ζ) and W1 6= W2W1(. . . ) =
W2(. . . , 0).
The existence of the unitary operator A in ℓ2-space means that L̂ and ∆̂ = ∆|H
have the same Friedrichs’ theory i.e. the same L20(M). For M is compact without
boundaries and h0a˜b˜θ
a˜⊗θb˜, g˜a˜b˜θa˜⊗θb˜, pa˜b˜θa˜⊗θb˜ are smooth functions on M one gets:
m2(−∆̂f, f) ≤ (−L̂f, f) ≤ m1(−∆̂f, f), (16.40)
m1, m2 are positive constants.
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This means that L20(M) for ∆̂ and L̂ are equivalent and the conditions we need to
imposed for ga˜b˜ and pa˜b˜ are
det(ga˜b˜) 6= 0 and det(pa˜b˜) 6= 0.
These are the only conditions for the existence of the unitary operator A in ℓ2-space.
Let us consider M = S2 with the nonsymmetric tensor (6.58). One gets
L˜f =
(
M +
n2ζ2
(ζ2 + 1)
)
∆f, (16.41)
where ∆ is an ordinary Beltrami–Laplace operator on S2 in spherical coordinates. In
this case we do not need any procedure described above, because eigenfunction for L˜
are simply spherical functions Yℓm(θ, ϕ) and
L˜Yℓm = −
(
M +
n2ζ2
(ζ2 + 1)
)
ℓ(ℓ+ 1)Yℓm. (16.42)
The mass spectrum is degenerated for m = −ℓ, −(ℓ− 1) . . .0 . . . ℓ− 1, ℓ, ℓ = 1, 2, 3, . . .
and
m(ℓ,m) =
1
r
√(
1 +
n2ζ2
M(ζ2 + 1)
)
ℓ(ℓ+ 1), ℓ = 1, 2, 3. (16.43)
Let us notice the following fact: if the homogeneous space M = G/G0 is a two-point
homogeneous space the operator L˜ is proportional to the Beltrami–Laplace operator
on M . This fact is coming from left-invariancy of L˜ and from this fact that L˜ is of
the second order differential operator for f ∈ C(2)(M). In general this is not true.
Moreover for ζ = 0
L˜ =M∆. (16.44)
Let us notice that for S2 (see Eq. (8.71)) we need ζ →∞ in order to kill cosmological
constant. Thusm(ℓ,m) ≃ 1r
√
2(ℓ+ 1)ℓ. We have the following two-point homogeneous
spaces SU(p+1)/S(U(1)×U(p)), SO(n+1)/SO(n), (fu(−52), so(9)) of compact type,
which can serve as the manifoldM = G/G0. Only the first one is Hermitian (Ka¨hlerian)
and in this case one gets
L˜ =
(
M +
n2ζ2
(ζ2 + 1)
)
∆ (16.45)
the same formula as for S2. Moreover for every two-point symmetric space L˜ is pro-
portional to ∆ (Beltrami–Laplace operator)
L˜ = g(ζ)∆, (16.45a)
g(0) =M. (16.45b)
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It is interesting to find L20(M) in terms of irreducible spaces of representations of the
group G. In the case of S2 = SO(3)/SO(2) one simply gets
L20(M) =
∞∑
i=1
⊕Hℓ, (16.46)
where Hℓ is space of an irreducible representation of the group SO(3)
dimHℓ = 2ℓ+ 1.
In this case a dynamical group of L˜ is SO(3,1) (the so called spectrum generation
group) SO(3)⊂SO(3,1).
∞∑
i=0
⊕Hℓ = L2(M) = L20(M)⊕R is a representation space of a unitary represen-
tation of SO(3,1).
In general the situation is more complex.
Let G be a simple compact Lie group and let G0 be its closed subgroup such that
it is a semisimple or G0 = U(1)⊗G0, where G0 is semisimple.
Let C = habY
aY b be a Casimir operator of G and let C0 be a Casimir operator of
G0 (or G
′
0). Let us suppose a reductive decomposition of the Lie algebra g, g = g0+˙m
(or g0
′) and consider an operator
−D = C − C0 = ha˜b˜Y a˜Y b˜. (16.47)
This operator acts in the complement m, which is diffeomorphic to Tan0(G/G0), 0 =
ϕ(ε).
Let us define a left-invariant differential operator ∆ on M corresponding to D, via
a pull-back of the left action of the group G on M . Let us find eigenfunctions of this
operator and its eigenvalues. This can be done as follows. Let Hλ¯k be invariant spaces
of irreducible representations of G corresponding to the value of the Casimir operator,
C, λk and Hµ¯ℓ be invariant spaces of irreducible representations of G0 corresponding
to the value of the Casimir operator C0, µℓ. Both groups are compact and those
representations are finite-dimensional and unitary. All invariant spaces Hλ¯k and Hλ¯ℓ
are Hilbert spaces. One gets
L2(M) =
∑
λ¯k
⊕Hλ¯k =
∑
λ¯k
⊕
∑
µ¯ℓ∈λ¯k
⊕b(λ¯k, µ¯ℓ)Hµ¯ℓ , (16.48)
where µℓ ∈ λk, means that Hλ¯k is decomposed into some irreducible representation
spaces µℓ of the subgroup of G, G0. b(λk, µℓ) means a multiplicity of Hµ¯ℓ in Hλ¯k .
Thus one gets
∆fk,ℓ,ℓ′ = η(k, ℓ)fk,ℓ,ℓ′, (16.49)
where
η(k, ℓ) = λk − µℓ < 0, (16.50)
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fk,ℓ,ℓ′ ∈ L2(M) and fk,ℓ,ℓ′ ∈ H(ℓ
′)
µ¯ℓ , µℓ ∈ λk.
H1µ¯ℓ ⊕ . . .⊕Hℓ
′ ⊕ . . .⊕Hb(λ¯k,µ¯ℓ)µ¯ℓ ⊂ Hλ¯k .
The dimension of the space corresponding to η(k,ℓ) can be easily calculated.
dimHη¯(k,ℓ) = b(λk, µℓ) dimHµ¯ℓ . (16.51)
Thus η(k, ℓ) is in general degenerated. The most important results is this that
L2(M) =
∑
λ¯k
⊕Hλ¯k , λ 6= 0 (16.52)
or
L2(M) = L20(M)⊕H0, dimH0 = 1, H0 ≃ R′, (16.52a)
or
L2(M) = L20(M)/R
′. (16.52b)
In the case of a U(1) factor we get similarly
∆f(k,ℓ,ℓ′,m) = η(k, ℓ)f(k,ℓ,ℓ′,m), (16.53)
where
f(k,ℓ,ℓ′,m) = fk,ℓ,ℓ′gm, m = 0,±1,±2, . . . , (16.54)
gm is a function of a one-dimensional irreducible representation of U(1), m = 0, ±1,
±2, . . . . Thus the construction of eigenfunctions of ∆ is known from representation
theory of G and G0 (G
′
0) and the spectrum is known as well. The interesting problem
which arises here is as follows. What is the group (noncompact in general) for which
L2(M) (L20(M)) is the invariant space of a unitary, irreducible representation. In other
words what is an analogue of SO(3,1) for ∆ on S2 in a general case. This group (if
exists) we call dynamical group of ∆, Ĝ or a spectrum generating group. We suppose
that such a group is minimal for the above requirement. In this way G must be
maximally compact subgroup of this group, G ⊂ Ĝ. Thus L2(M) is a space of a
unitary representation of Ĝ (which is up to now unknown) T : Ĝ→ L(L2(M), L2(M))
such that
T|G =
∑
λk
⊕Hλ¯k , (16.55)
where the sum is over all the irreducible representation of G with multiplicity equals
one. Such an representation of Ĝ, T is called maximally degenerated (or most de-
generated). Such a situation is possible only if G is a maximal compact subgroup of
Ĝ.
Thus the dynamical group Ĝ for ∆ is defined as follows:
1. G ⊂ Ĝ and is a maximal compact subgroup Ĝ (Ĝ is noncompact, of course)
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2. Ĝ/G is a symmetric irreducible space of noncompact type, such that for a given G
its rank is minimal.
3. The maximally degenerated, unitary, irreducible, infinite dimensional representa-
tion of Ĝ, T restricted to G is equivalent to the simple sum of all irreducible
representation of the group G (which are finite dimensional).
In our case G is simple and compact. Thus we have the following possibilities:
Space Rank
SL(n,R)/SO(n) , n− 1
(e6(6), sp(4)) , 6
(e6(−26), f4) , 2
(e7(7), su(8)) , 7
(e8(8), so(16)) , 8
(f4(−20), so(9)) , 1
Except the listed above there are also some additional.
SO0(p, 1)/SO(p) , 1
SO0(3, 1) is a Lorentz group and this is our example with S
2.
SU(p, 1)/U(p) , 1
These are the only possibilities for which we have pairs (Ĝ, G) suspected to be a dynam-
ical for ∆ on G/G0. Thus we need maximally degenerated representations of SO0(p, 1),
SU(p,1), SL(n,R), e6(6), e6(−26) e7(7), e8(8), e4(−20) and their decompositions, after a
restrictions to the maximally compact subgroup, to the irreducible representations of
those subgroups.
Let us consider SO0(p, 1). The most degenerate discrete series consists of
T̂ (L), L = −
{
1
2
(p+ 1)− 4
}
,−
{
1
2
(p+ 1)− 4
}
+ 1,−
{
1
2
(p+ 1)− 4
}
+ 2, . . .
in L2(Hp,1, µ).
Hp,1 — means a hyperboloid in Rp+1,
p∑
i=1
(xi)2 − (xp+1)2 = 1 and µ is a measure
on Hp,1, quasiinvariant with respect to the action of the group SO0(p) on H
p,1. In
this case after a restriction of T̂ (L) to the subgroup SO(p) every representation (finite
dimensional, unitary, irreducible) enters with a multiplicity equal one (see 2nd position
of Ref. [62]).
T̂g(L)|G =
∑
ℓ[p/2]
⊕T̂ ℓ[p/2], (16.56)
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where T̂ ℓ[p/2] are symmetric finite-dimensional representations of SO(p) determined by
the highest weight
m = [ℓ[p/2], 0, 0 . . . ],
ℓ[p/2] = L+ 2n, n = 0, 1, 2, . . .
Thus in the case of G = SO(p), Ĝ = SO(p, 1).
In the case of SU(p, 1) the situation is even easier. Let us come back to the operator
L˜. It is a G-invariant operator on M of the second order.
Thus it is a linear combination of ℓ = rankM , independent operators of on M ,
left-invariant. If the rank ofM is 1 it is proportional to the Beltrami–Laplace operator
on M . Thus we have
L˜ =M
ℓ−1∑
i=0
gi(ζ)∆i, (16.57)
such that ∆0 = ∆ (Beltrami–Laplace operator on M) and
g0(0) = 1 (16.58)
gi(0) = 0, i = 1, 2, . . . ℓ− 1,
∆i, i = 1, 2, . . . , ℓ−1 are remaining G-invariant differential operators on M . Moreover
if they commute we can find the spectrum of L˜ using eigenfunctions of ∆ finding spec-
trum of masses for the tower of scalar fields Ψk. The matrixMke can be diagonalized in
L2(M, dm) which is equivalent to L2(
√
g˜,M, dm) and to Friedrichs’ Hilbert space for
∆. Thus the operator has the same spectrum in L0
2(M), moreover the eigenfunctions
differ in their form from eigenfunctions of Beltrami–Laplace operator due to different
scalar product in L0
2(M).
mk =
1
2
√√√√−2ℓ−1∑
i=0
µigi(ζ). (16.59)
The spectrum generating group Ĝ is the same for L˜ as for the Beltrami–Laplace oper-
ator on M .
Ĝ ⊃ G ⊃ G0.
Let us remind to the reader that the maximally degenerated representation means that
all the Casimir operators are polynomials of the Casimir operator of the lowest order.
In our case of the Casimir of the 2nd order. Our group Ĝ is a spectrum generated
group for the tower of scalar field Ψk(x), (Ψ(x, y) on M × E).
Let us come back to the Eqs (5.17–19) and let us release the condition that ρ is
independent of y. Thus ρ = ρ(x, y), y ∈ G/G0. In Eq. (5.34) we get in a place of
λ2
4
ρn−2
(
Mg˜(γµ)ρ,γρ,µ + n
2g[µν]gδµg˜
(δγ)
)
ρ,ν · ρ,γ (16.60)
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the formula
λ2
4
ρn−2
(
Mγ˜(CM)ρ,Cρ,M + n
2γ[MN ]γDM γ˜
(DC)ρ,N · ρ,C
)
. (16.61)
This ρ has nothing to do with a density of energy considered below.
Now let us repeat the procedure from Section 7, i.e. the redefinition of gµν and ρ.
We get the formula (7.5), but in a place of Lscal(Ψ) we get the formula (16.3). Simul-
taneously Ψ = Ψ(x, y), x ∈ E, y ∈ G/G0 and the metric on a space-time E depends
on y ∈ G/G0, i.e.
gµν = gµν(x, y), x ∈ E, y ∈ G/G0. (16.62)
Thus gµν is parametrized by a point of G/G0. Simultaneously we can interpret a
dependence on higher dimensions as an existence of a tower of scalar fields ΨK (see
Eqs (16.4–8), Eqs (16.11–14) and a discussion below).
The interesting point will be to find physical consequences of this dependence
for gµν . This can be achieved by considering cosmological solutions of the theory.
Thus let us come to Eq. (7.5) supposing the lagrangian of matter fields is written as
Lmatter, gµν = gνµ and depends on y ∈ G/G0. We get
L
√−g
√
|g˜| = √−g
√
|g˜|
(
R(Γ˜ ) +
λ2
4
e−(n+2)ΨLmatter
+
λ2
4
Lscal(Ψ) + 1
λ2
e(n+2)Ψ R˜(Γ˜ ) +
1
r2
enΨ P˜
)
.
(16.63)
According to the standard interpretation of the constant λ we have
λ2
4
∼ 1
m2pl
(16.64)
and
1
r2
∼ m2
A˜
(16.65)
where mA˜ is a scale of a mass of broken gauge bosons in our theory and mpl is a Planck
mass, c = 1, ~ = 1.
Thus one gets form variation principle with respect to gµν and Ψ
R˜µν − 1
2
R˜gµν =
e−(n+2)Ψ
m2pl
matter
Tµν +
1
m2pl
scal
Tµν
+
(
m2pl
8
e(n+2)Ψ R˜(Γ˜ ) +m2Ae
nΨ P˜
)
gµν
(16.66)
Mgµν∇˜µ∇˜νΨ + 1
r2
L˜Ψ +
m4pl
4
(n+ 2)e(n+2)Ψ R˜(Γ˜ )
+ (mA˜mpl)
2nenΨ P˜ − (n+ 2)Te−(n+2)Ψ = 0
(16.67)
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where R˜µν and R˜ are a Ricci tensor and a scalar curvature of a Riemannian geometry
induced by a metric gµν (which can depend on y ∈ G/G0).
L˜ is an operator on G/G0 defined by Eq. (16.38), ∇˜µ a covariant derivative with
respect to a connection induced by gµν (a Riemannian one).
matter
T µν = (p+ ̺)uµuν − pgµν . (16.68)
Let us consider a simple model with a metric
ds24 = e
2v(y) dt2 − d~r 2 (16.69)
and let us suppose that G/G0 = S
2 = SO(3)/SO(2). Thus
ds22 = r
2
(
dχ2 + sin2 χdχ2
)
, (16.70)
(χ, λ) = y, x ∈
〈
0,
π
2
)
, λ ∈ 〈0, 2π).
In this case v = v(χ, λ) and
g[a˜,b˜] = g[56] = −ζ sinχ, (16.71)
L˜ is defined by Eq. (16.41),
Ψ = Ψ(~r, t, χ, λ), ̺ = ̺(~r, t, χ, λ), p = p(~r, t, χ, λ). (16.72)
Finally let us come to the toy model for which we suppose χ = π2 and we get
effectively a 5-dimensional world E × S1, i.e.
ds25 = e
2v(λ) dt2 − d~r 2 − r2 dλ2. (16.73)
One easily gets
R44 =
(
v′′ + (v′)2
)
ev (16.74)
R55 = r
2
(
v′′ + (v′)2
)
e−v (16.75)
where ′ means a derivative with respect to λ. For simplicity we suppose ̺ = p = 0 and
Ψ = Ψ(λ) (does not depend on ~r and t). In this way
L˜ =
(
M +
n2ζ2
ζ2 + 1
)
∂2
∂λ2
. (16.76)
From Eq. (16.63) one obtains(
d2
dλ2
ev
)
e−v =
(
m2pl
8
e(n+2)Ψ R˜(Γ˜ ) +m2
A˜
enΨ P˜
)
. (16.77)
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m2
A˜
(
M +
n2ζ2
ζ2 + 1
)
d2
dλ2
Ψ +
m4pl
4
(n+ 2)e(n+2)Ψ R˜(Γ˜ )
+ (m
A˜
mpl)
2nenΨ P˜ = 0.
(16.78)
The last equation can be transformed into
d2Ψ
dλ2
= Ae(n+2)Ψ +BenΨ (16.79)
where
A = − m
4
pl(n+ 2)
4m2A(M +
n2ζ2
ζ2+1 )
R˜(Γ˜ ) (16.80)
B = − m
2
pln
(M + n
2ζ2
ζ2+1)
P˜ . (16.81)
Supposing Ψ = Ψ0 = const. one gets
Ae2Ψ0 +B = 0 (16.82)
eΨ0 =
√
−B
A
=
4mA˜
mpl
√
n|P˜ |
(n+ 2)R˜(Γ˜ )
. (16.83)
Thus from Eq. (16.77) one gets (z = ev)
d2z
dλ2
= A˜z (16.84)
where
A˜ =
m2pl
8
e(n+2)Ψ0R˜(Γ˜ ) +m2Ae
nΨ0 P˜
= m2
A˜
(
4mA˜
αsmpl
)n((
n
n+ 2
) |P˜ |
R˜(Γ˜ )
)n
2 (
n− 2
n+ 2
)
|P˜ | > 0.
(16.85)
And eventually one gets
z = z0e
√
A˜λ + z′0e
−
√
A˜λ. (16.86)
Taking z′0 = 0 we get
e2v = z20e
2
√
A˜λ. (16.87)
Simply rescaling a time in the metric (16.73) we finally get
ds25 = e
2
√
A˜λ dt2 − d~r 2 − r2 dλ2. (16.88)
In this way we get a funny toy model. We are confined on 3-dimensional brane in a 4-
dimensional euclidean space for a λ = 0. Moreover λ is changing from 0 to 2π resulting
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in some interesting possibilities of communication and travel in extra dimensions. This
is due to a fact that an effective speed of light depends on λ in an exponential way:
ceff = e
√
A˜λ. (16.89)
If we move in λ direction (even a little, remember r = 1mA˜
) from 0 to λ0 < 2π and after
this move in space direction from ~r0 to ~r1 and again from λ0 to 0 (we effectively travel
from ~r0 to ~r1), then we can be in a point ~r1 even very distant from ~r0 (L = |~r1 − ~r0|)
in a much shorter time than L
c
(where c is the velocity of light taken to be equal 1).
In some sense we travel in hyperspace from Star Wars or Wing Commander.
Thus we consider a metric (see Ref. [116])
ds25 = e
2
√
A˜λ dt2 − d~r 2 − r2 dλ2. (16.90)
We get the following geodetic equations for a signal travelling in ~r, λ direction with
initial velocity at λ = 0, dλ
dt
(0) = u, d~r
dt
(0) = ~v,
d~r
dt
= ~v e
√
A˜λ (16.91)(
dλ
dt
)2
= e
√
A˜λ − (1− u2)e2
√
A˜λ. (16.92)
One integrates
~r(λ) = ~r0 − ~v0 · 2(1− u
2)3/2√
A˜
arctg
(√
1− 1
(1− u2)1/2 e
−
√
A˜λ
)
, (16.93)
λ =
1√
A˜
ln
(
4(1− u2)5/2
A˜(t− t0)2 + 4(1− u)3
)
(16.94)
and
~r(t) = ~r0 − ~v0 (1− u
2)3/2√
A˜
arctg
(√
1 +
4(1− u2)2
A˜(t− t0)2 + 4(1− u2)3
)
, (16.95)
0 < λ < min
[
2π,
1
2
√
A˜
ln
(
1
1− u2
)]
. (16.96)
Let us consider a signal travelling along an axis x from 0 to x0. The time of this
travel is simply x0. But now we can consider a travel from zero to λ0 (in λ direction)
and after this from (0, λ0) to (x0, λ0) and after to (x0, 0). The time of this travel is as
follows:
t = 2t1 + t2 (16.97)
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where
t1 = r
λ0∫
0
dλ
e
√
A˜λ
=
r√
A˜
(
1− e−
√
A˜λ0
)
(16.98)
and
t2 = x0e
−
√
A˜λ0 . (16.99)
For r is of order of a scale of G.U.T. the first term is negligible and
t = x0e
−
√
A˜λ0 . (16.100)
Taking maximal value of λ0 = 2π we get
t = x0e
−2π
√
A˜. (16.101)
Thus we achieve really shorter time of a travelling signal through the fifth dimension.
Let us consider the more general situation when we are travelling along a time-like
curve via fifth dimension from ~r = ~r0 to ~r = ~r1. Let the parametric equations of the
curve have the following shape:
~r = ~r(ξ)
t = t(ξ)
λ = λ(ξ).
(16.102)
0 ≤ ξ ≤ 1,
λ(0) = 0, λ(1) = λ0,
~r(0) = ~r0
~r(1) = ~r1.
(16.103)
Let a tangent vector to the curve be (t˙(ξ), ~˙r(ξ), λ˙(ξ)), where dot “˙” means a derivative
with respect to ξ. For a total time measured by a local clock of an observer one gets
∆t =
1∫
0
dξ
(
e2
√
A˜λ(ξ)
(
dt
dξ
)2
−
(
d~r
dξ
)2
− r2
(
dλ
dξ
)2) 12
. (16.104)
Let us consider a three segment curve such that
1) a straight line from ~r = 0, λ = 0 to ~r = 0, λ = λ0,
2) a straight line from ~r = 0, λ = λ0 to ~r = ~r0, λ = λ0,
3) a straight line from ~r = ~r0, λ = λ0 to ~r = ~r0, λ = 0.
The additional assumptions are such that the traveller travels with a constant
velocity vλ on the first segment and on the third segment and with a velocity ~v on the
second one.
Thus we have a parametrization:
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1) On the first segment
~r = 0
t =
λ0
vλ
ξ, 0 ≤ ξ ≤ 1
λ = ξλ0.
(16.105)
2) On the second segment
~r(ξ) = ~r0ξ
t =
|~r0|
|~v| ξ, 0 ≤ ξ ≤ 1
λ = λ0.
(16.106)
3) On the third segment
~r = ~r0
t =
λ0
|~v| (1− ξ), 0 ≤ ξ ≤ 1
λ = (1− ξ)λ0.
(16.107)
From Eq. (16.104) one easily gets
∆t = ∆t1 +∆t2 (16.108)
∆t1 =
2r√
A˜
(
1√
vλλ0
(√
e2
√
A˜λ0 − vλλ0 −
√
1− vλλ0
)
+ arctg
(√
e2
√
A˜λ0 − vλλ0
vλλ0
)
− arctg
(√
1− vλλ0
vλλ0
))
(16.109)
∆t2 =
|~r0|
|~v|
√
e2
√
A˜λ0 − |~v|2 (16.110)
For r is of order of an inverse scale of G.U.T., the first term in Eq. (16.108) is
negligible and
∆t ≃ |~r0||~v|
√
e2
√
A˜λ0 − |~v|2. (16.111a)
The traveller passing from ~r = 0 to ~r = ~r0 (having λ = 0 during his travel) reached
~r = ~r0 at time
∆t′ =
|~r0|
|~v|
(
1− |~v|2)1/2 . (16.111b)
The first traveller has the following condition for ~v:
|~v| ≤ e
√
A˜λ0 , 0 ≤ λ0 ≤ 2π. (16.112a)
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The second
|~v| ≤ 1. (16.112b)
Thus we see that we can travel quicker taking a bigger ~v.
For an unmoving observer the time needed for a travel in the first case is
∆t =
2rλ0
vλ
+
|~r0|
|~v| ≃
|~r0|
|~v| ,
|~v| ≤ e
√
a˜λ0 , 0 ≤ λ0 ≤ 2π.
(16.111a∗)
In the second case
∆t′ =
|~r0|
|~v| ,
|~v| ≤ 1
(16.111b∗)
Thus in some sense we get a dilatation of time:
∆t′ =
(
e2
√
A˜λ0 − ~v 2
)1/2
∆t (16.111a∗∗)
in the first case,
∆t′ = (1− ~v 2)1/2∆t (16.111b∗∗)
in the second case.
Let us come back to the Eqs (16.94–96). We see that a particle coming along a
geodesic is confined in a shell surrounding a brane in the fifth dimension
0 ≤ λ ≤ r√
A˜
ln
(
1
(1− u2)1/2
)
. (16.113)
The particle oscillates in the shell. Moreover 0 ≤ λ ≤ 2π, thus if λ excesses 2π, we
take for a new value λ − 2π (i.e. modulo 2π). Usually for u not close to 1 this is a
really thin shell of order r (a length of a unification scale).
Let us come back to our toy model for a cone with A˜ = 0. In this case an equation
of cone in 5-dimensional Minkowski space is
x2 + y2 + z2 + r2λ2 = t2. (16.114)
An interesting question is what is an analog for (16.114) if A˜ 6= 0. One easily gets that
x2 + y2 + z2 + r2λ2 = t2r2λ2A˜2e2
√
A˜λ. (16.115)
There is no simple way to get Eq. (16.114) from Eq. (16.115). Moreover if we
change a coordinate t into rtλA˜ one gets
x2 + y2 + z2 + r2λ2 = t2e2
√
A˜λ. (16.116)
and for A˜ = 0 we get Eq. (16.114).
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Let us notice that Eq. (16.116) is necessary to be considered for λ modulo 2π. It
means even λ could be any real number in the equation we should put in a place of λ,
[λ], where [λ] is defined as follows
λ = [λ] + 2πn, [λ] ∈ 〈0, 2π),
n is an integer and λ ∈ (−∞,+∞). In this way in a place of Eq. (16.116) we get
x2 + y2 + z2 + r2[λ]2 = t2e2
√
A˜[λ]. (16.116∗)
The last equation defines an interesting 4-dimensional hypersurface in 5-dimensional
space (R5).
For λ = 0 we get a light cone on a brane (4-dimensional Minkowski space). For
branes with 0 < λ = λ0 < 2π we have a “cone”
x2 + y2 + z2 = t2e2
√
A˜λ0 − λ20 (16.117)
which is a 3-dimensional hyperboloid.
In our model we get in a quite natural way a warp factor known from Ref. [117].
Moreover we have a different reason to get it. The reason of this warp factor is a many
dimensional dependence of a scalar field Ψ = Ψ(x, λ). In particular higher-dimensional
excitations of Ψ forming a tower of massive scalar fields. In this model Ψ can be
developed in a Fourier series
Ψ(x, λ) =
∞∑
m=0
ψ1m(x) cos(mλ) +
∞∑
m=1
ψ2m(x) sin(mλ) (16.118)
where
ψ1m(x) =
1
π
2π∫
0
Ψ(x, λ) cos(mλ) dλ (16.119)
ψ2m(x) =
1
π
2π∫
0
Ψ(x, λ) sin(mλ) dλ (16.120)
m = 1, 2, . . .
ψ10(x)
2
=
1
π
2π∫
0
Ψ(x, λ) dλ. (16.121)
Thus an interesting point will be to find a spectrum of mass for this tower. This is
simply
m2m = m
2
A˜
(
M +
n2ζ2
ζ2 + 1
)
m2, m = 0, 1, 2, . . . (16.122)
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Now we come to the calculation of a content of a warp factor (a content in terms of a
tower of scalar fields). Thus we calculate
ψ1m =
1
π
2π∫
0
e2
√
A˜λ sin(mλ) dλ, m = 1, 2, 3, . . . (16.123)
ψ2m =
1
π
2π∫
0
e2
√
A˜λ cos(mλ) dλ, m = 1, 2, 3, . . . (16.124)
1
2
ψ10 =
1
π
2π∫
0
e2
√
A˜λ dλ. (16.125)
One gets
1
2
ψ10 =
1
2π
√
A˜
(
e4π
√
A˜ − 1
)
(16.126)
ψ1m = −
m
π
(e4π
√
A˜ − 1)
(4A˜+m2)
(16.127)
ψ2m =
2
√
A˜(e4π
√
A˜ − 1)
π(4A˜+m2)
. (16.128)
The simple question is what is the energy to excite the warp factor in terms of a tower
of scalar fields. The answer is as follows:
Ewf =
2π∫
0
scal
T44
(
e2
√
A˜λ
)
dλ (16.129)
where
scal
T44 is a time component of an energy-momentum tensor for a scalar field cal-
culated for Ψ = e2
√
A˜λ.
One gets
scal
T44 =
1
2
(
dΨ
dλ
)2
+
1
2
λc0(Ψ), λc0(Ψ) =
1
2
|γ|enΨ − β
2
e(n+2)Ψ (16.130)
2π∫
0
1
2
(
d
dλ
e2
√
A˜λ
)2
dλ =
√
A˜
2
(
e8π
√
A˜ − 1
)
(16.131)
and
1
2
λc0
(
e2
√
A˜λ
)
= −1
2
en(e
2
√
A˜λ)
(
βe2(e
2
√
A˜λ) − |γ|
)
, (16.132)
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where
γ =
m2
A˜
α2s
P˜ =
1
r2
P˜ ,
β =
α2s
l2pl
R˜(Γ˜ ) = α2sm
2
plR˜(Γ˜ ).
One easily gets
Ewf =
√
A˜
2
(
e8π
√
A˜ − 1)− 1
4
√
A˜
[
|γ|
(
Li
(
exp
(
e4π
√
A˜
n
))
− Li( n√e))
− β
(
Li
(
exp
(
e4π
√
A˜
(n+ 2)
))
− Li( n+2√e))]
(16.133)
where
Li(x) = −
x∫
0
dz
ln z
, x > 1, (16.134)
is an integral logarithm. The integral is considered in the sense of a principal value.
Let us consider Eq. (16.133) using asymptotic formula for Li(x) for large x:
Li(x) ∼ x
[
1
lnx
+
∞∑
m=1
m!
lnm+1 x
]
.
One gets
Ewf =
√
A˜
2
(
e8π
√
A˜ − 1
)
− e
−4π
√
A˜
4
√
A˜
(
n|γ| exp
(
e4π
√
A˜
n
)
− (n+ 2)β exp
(
e4π
√
A˜
n+ 2
))
.
(16.133a)
However, let us think quantum-mechanically in a following direction. Let us create
(maybe in an accelerator as some kind of resonances) scalar particles of mass mn
(Eq. (16.122)) with an amount of |ψ1m|2 + |ψ2m|2. In this way we create the full warp
factor (for they due to interference will create it as a Fourier series). The question is
what is an energy needed to create those particles. The answer is simply
E =
∞∑
m=1
(|ψ1m|2 + |ψ2m|2)mm. (16.135)
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One easily gets
E =
mA˜
π2
(
e4π
√
A˜ − 1
)2 (
M +
n2ζ2
ζ2 + 1
) 1
2 ∞∑
m=1
m
4A˜+m2
. (16.136)
The series
∑∞
m=1
m
4A˜+m2
is divergent for
m
4A˜+m2
≃ 1
m
. (16.137)
Thus we need a regularization technique to sum it. We use ζ-function regularization
technique similar as in Casimir-effect theory. Let us introduce a ζA˜-function on a
complex plane
ζA˜ =
∞∑
m=1
(
m
4A˜+m2
)s
(16.138)
for Re(s) ≥ 1 + δ, δ > 0.
This function can be extended analytically on a whole complex plane. Obviously
ζA˜ has a pole for s = 1 (as a Riemann ζ function). Thus we should regularize it at
s = 1. One gets
E =
mA˜
π2
(
e4π
√
A˜ − 1
)2(
M +
n2ζ2
ζ2 + 1
) 1
2
ζr
A˜
(1) (16.139)
where ζr
A˜
means a regularized ζA˜.
Let us introduce a ζ-Riemann function
ζR(s) =
∞∑
m=1
1
ms
, Re(s) ≥ 1 + δ, δ > 0. (16.140)
One can write
“ζA˜(1)” = “ζR(1)” + 4A˜
∞∑
m=1
1
m(4A˜+m2)
(16.141)
or
“ζA˜(1)” = “ζR(1)” + 4A˜ζR(3)− 16A˜2
∞∑
m=1
1
m3(4A˜2 +m2)
. (16.142)
The series in Eqs (16.141–142) are convergent. Moreover ζR(s) has a pole at s = 1 and
lim
s→1
[
ζR(s)− 1
s− 1
]
= γE (16.143)
where γE is an Euler constant.
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Thus we can regularize ζA˜(s) in such a way that
ζr
A˜
(s) = ζR(s)− 1
s− 1 + 4A˜
∞∑
m=1
1
m(4A˜+m2)
. (16.144)
Thus
ζr
A˜
(1) = γE + 4A˜
∞∑
m=1
1
m(4A˜+m2)
. (16.145)
The series
∞∑
m=1
1
m(4A˜+m2)
(16.146)
is convergent for every z2 = −4A˜ and defines an analytic function
f(z) =
∞∑
m=1
1
m(m2 − z2) . (16.147)
Using some properties of an expansion in simple fraction for
ψ(x) =
d
dx
logΓ (x) (16.148)
where Γ (x) is an Euler Γ -function, one gets
ψ(x) = −γE −
∞∑
m=0
(
1
m+ x
− 1
m+ 1
)
(16.149)
ζr
A˜
(1) = −1
2
(
ψ(2
√
A˜) + ψ(−2
√
A˜)
)
(16.150)
or
ζr
A˜
(1) =
1
4
√
A˜
+
π
2
ctg 2
√
A˜π (16.151)
(where we use Γ (z)Γ (−z) = − π
z sinπz
).
And finally
E =
mA˜
8π2
(
M +
n2ζ2
ζ2 + 1
)(
e4π
√
A˜ − 1
)2(
1
2
√
A˜
+ π ctg(2
√
A˜π)
)
. (16.152)
It is easy to see that E = 0 for A˜ = 0,√
A˜ = mA˜
(
4
√
nmA˜
αs
√
n+ 2mpl
)n
2
(
|P˜ |
R˜(Γ˜ )
)n
4 (
n− 2
n+ 2
|P˜ |
) 1
2
. (16.153)
For we use a dimensionless coordinate λ (not λ˜ = r · λ = λmA˜ ), we can omit a factor
mA˜ in front of the right-hand side in the formula (16.153).
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It is interesting to notice that for A˜ = 0, e2
√
A˜ = 1 and we have to do with a Fourier
expansion of a constant mode only (m = 0). This mode is a massless mode. However,
a massless mode can obtain a mass from some different mechanism (as in Section 14).
Thus in some sense we have to do with an energy
1
4
∣∣∣ψ10(A˜ = 0)∣∣∣2mΨ = mΨ . (16.154)
One gets the following formula
mψ = mpl
√√√√ |P˜ |(n+ 2)
(M + n
2ζ2
ζ2+1 )
 4√n
√
|P˜ |mA˜
αs
√
n+ 2
√
R˜(Γ˜ )mpl

n
2
. (16.155)
Thus it seems that in order to create a warp factor e2
√
A˜λ in a front of dt2 we should
deposite an energy of a tower of scalar particles
E˜ = E +mψ . (16.156)
Even a factor equal to 1 is not free. This is of course supported by a classical field
formula (Eq. (16.134)). For A˜ = 0 we get
Ewf = −π · en(βe2 − |γ|) (16.157)
or
Ewf = −πe
n
α2s
(
e2α4sm
2
plR˜(Γ˜ )−m2A˜|P˜ |
)
. (16.158)
To be honest we should multiply Ewf and E by V3, where V3 is a volume of a space
and a result will be divergent. Moreover, if we want to excite a warp factor only locally,
V3 can be finite and the result also finite.
Let us come back to the Eq. (16.63). The variational principle based on (16.63)
lagrangian is really in (n1+4)-dimensional space E×G/G0, where a size of a compact
space M = G/G0 is r. In this way the gravity lives on (n1 + 4)-dimensional manifold,
where n1 dimensions are curled into a compact space ([117]). The scalar field Ψ lives
also on (n1+4)-dimensional manifold. The matter is 4-dimensional. Thus we can repeat
some conclusions from Randall-Sundrum ([118]) and Arkani-Hamed, Savas Dimopoulos
and Dvali ([119]) theory. Similarly as in their case we have gravity for two regions
(V (R) is a Newtonian gravitational potential).
1) R≪ r
V (R) ∼= m1 ·m2
mn1+2pl(n1+4)
1
Rn1+1
, (16.159)
2) R≫ r
V (R) ∼= m1 ·m2
mn1+2pl(n1+4)r
n1
1
R
, (16.160)
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where mpl(n1+4) is a (n1 + 4)-dimensional Planck’s mass. So
m2pl = m
n1+2
pl(n1+4)
· rn1 =
mn1+2pl(n1+4)
mn1
A˜
=
(
mpl(n1+4)
mA˜
)n1
·m2pl(n1+4) . (16.161)
Thus
mpl(n1+4) = (mpl)
2
n1+2 · (mA˜)
n1
n1+2 . (16.162)
Eqs (16.161–162) give us a constraint on parameters in our theory and establish a
real strength of gravitational interactions given by mpl(n1+4).
However, in our case we have to do with a scalar-tensor theory of gravity. Thus
our gravitational constant is effective
Geff = GNe
−(n+2)Ψ = GNρn+2. (16.163)
In this case we have to do with effective “Planck’s masses” in n1+4 and 4 dimensions
m2pl(n1+4) −→ m2pl(n1+4) · e(n+2)Ψ(n1+4) (16.164)
m2pl −→ m2pl · e(n+2)Ψ (16.165)
where Ψ(n1+4) is a scalar field Ψ for R≪ r and Ψ is for R≫ r.
In this way Eq. (16.161) reads
m2ple
(n+2)Ψ =
(
mpl(n1+4)e
(n+2)
2 Ψ(n1+4)
mA˜
)n1
·m2pl(n1+4) · e(n+2)Ψ(n1+4) . (16.166)
For our contemporary epoch we can take e(n+2)Ψ ≃ 1.
If we take as in the case of Ref. [119]
mpl(n1+4) ≃ mEW, (16.167)
where mEW is an electro-weak energy scale. We get(
mpl
mEW
)2
=
(
mEW
mA˜
)n1
· e 12 (n+2)(n1+2)Ψ(n1+4) . (16.168)
For R≪ r the field Ψ(n1+4) has the following behaviour
Ψ(n1+4)
∼= Ψ0 + α
Rn1+1
. (16.169)
Thus we can approximate Ψ(n1+4) by Ψ0 where Ψ0 is a critical point of a selfinter-
acting potential for Ψ . In this way one gets(
mpl
mEW
)(
mA˜
mEW
)n1
= exp
(
(n+ 2)(n1 + 2)
2
Ψ0
)
(16.170)
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where Ψ0 is given by Eq. (14.204). Thus one gets:(
mpl
mEW
)(
mA˜
mEW
)n1 (mpl
mA˜
) (n+2)(n1+2)
2
=
(
1
αs
) (n+2)(n1+2)
2
(
n|P˜ |
(n+ 2)|R˜(Γ˜ )|
) (n+2)(n1+2)
4
.
(16.171)
It is easy to see that we can achieve a solution for a hierarchy problem if
∣∣∣∣ P˜
R˜(Γ˜ )
∣∣∣∣ is
sufficiently big, e.g. taking R˜(Γ˜ ) sufficiently small and/or P˜ sufficiently big playing
with constants ξ and ζ. In this way a real strength of gravity will be the same as
electro-weak interactions and the hierarchy problem has been reduced to the problem
of smallness of a cosmological constant (i.e. R˜(Γ˜ ) ≃ 0).
Let us consider Eq. (16.152) in order to find such a value of A˜ for which E is
minimal. One finds that
E = 0 (16.172)
for
A˜ =
x2
4π2
(16.173)
where x satisfies an equation
x = − tg x, x > 0. (16.174)
Eq. (16.174) has an infinite number of roots. One can find some roots of Eq. (16.174)
for x > 0. We get
x1 = 4.913 . . .
x2 = 7.978 . . .
x3 = 11.086 . . .
x4 = 14.207 . . .
(16.175)
We are interested in large roots (if we want to have ceff considerably big).
In this case one finds
x = ε+ π
2
(2l + 1) (16.176)
where ε > 0 is small and l = 1, 2, . . . . Moreover, to be in line in our approximation,
l should be large. One gets
π
2 (2l + 1) + ε = ctg ε. (16.177)
For ε is small, one gets
ctg ε ≃ 1
ε
. (16.178)
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Finally one gets
ε2 + (2l + 1)π2 − 1 = 0 (16.179)
and
ε ≃ 2
(2l + 1)π
(16.180)
x =
π
2
(2l + 1) +
2
(2l + 1)π
(16.180a)
A˜ =
1
4π2
(
π
2
(2l + 1) +
2
(2l + 1)π
)2
. (16.181)
It is easy to notice that our approximation (16.180a) is very good even for small l, e.g.
for l = 4 we get x4 (Eq. (16.175)).
In this way an effective velocity of light can be arbitrarily large,
cmaxeff = c exp
(
1
2
(
π
2
(2l + 1) +
2
(2l + 1)π
))
(16.182)
(i.e. for λ = 2π). However, in order to get such large ceff we should match Eq. (16.153)
with (16.181). One gets
π
2
(2l + 1) +
2
(2l + 1)π
= 2π
(
4
√
nmA˜
αs
√
n+ 2mpl
)n
2
(
|P˜ |
R˜(Γ˜ )
)n
4 (
n− 2
n+ 2
|P˜ |
) 1
2
. (16.183)
In this way we get some interesting relations between parameters in our theory. To
have a large ceff we need to make |P˜ | large and R˜(Γ˜ ) small. In this case only the first
term of the left-hand side of (16.183) is important and we should play with the ratio(
mA˜
αsmpl
)
in order to get the relation
(2l + 1) = 4
(
4
√
nmA˜
αs
√
n+ 2mpl
)n
2
(
|P˜ |
R˜(Γ˜ )
)n
4 (
n− 2
n+ 2
|P˜ |
) 1
2
(16.184)
where l is a big natural number. In this way we can travel in hyperspace (through extra
dimension) almost for free. The energy to excite the warp factor is zero (or almost
zero). Thus it could be created even from a fluctuation in our Universe.
Let us notice that Eq. (16.174) is in some sense universal for a warp factor. It means
that it is the same for any realization of the Nonsymmetric Jordan-Thiry (Kaluza-
Klein) Theory.
However, if we take Eq. (16.133) and if we demand
Ewf = 0, (16.185)
we get some roots (they exist) depending on n, β and |γ|. Thus the roots, some
values of A˜ > 0 depend on details of the theory, they are not universal as in the case
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of Eqs (16.172–174). In this case the Eq. (16.153) is in some sense a selfconsistency
condition for a theory and more restrictive. The fluctuations of a tower of scalar fields
in the case of
√
A˜ = 14 (2l + 1) are as follows
1
2
ψ10 =
2
(
eπ(2l+1) − 1)
2l + 1
(16.186)
ψ1m = −
m
π
· 2
(
eπ(2l+1) − 1)
((2l + 1)2 + 4m2)
(16.187)
ψ2m =
2(2l + 1)
(
eπ(2l+1) − 1)
π ((2l + 1)2 + 4m2)
. (16.188)
In the case of very large l (which is really considered) one gets
1
2
ψ10 =
eπ(2l+1)
l
(16.186a)
ψ1m = −
m
π
· e
π(2l+1)
4(l2 +m2)
(16.187a)
ψ2m =
l · eπ(2l+1)
π(l2 +m2)
(16.188a)
m = 1, 2, . . .
According to our calculations the energy of the fluctuations (excitations) (16.186a–
188a) is zero.
Thus the only difficult problem to get a warp factor is to excite a tower of scalar
fields coherently in a shape of (16.186–188a) or to wait for such a fluctuation. In the
first case it is possible to use some techniques from quantum optics applied to the
scalar fields ψm. In our case we get
ψ0 =
eπ(2l+1)
l
(16.189)
ψm =
eπ(2l+1)
√
16l2 +m2
4π(l2 +m2)
sin(mλ+ δm)e
immt (16.190)
where
tg δm = −m
4l
(16.191)
and mm is given by the formula (16.122).
For ψ0 is constant in time and does not contribute to the total energy of a warp
factor (only to the energy of a warp factor equal to 1), we consider only
ψ(λ, t) =
eπ(2l+1)
4π
[ ∞∑
m=1
√
16l2 +m2
l2 +m2
sin(mλ+ δm)e
immt +
4π
l
]
. (16.192)
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For t = 0 we get
ψ(λ, 0) = eπ(2l+1)λ (16.193)
and the wave packet (16.192) will disperse. Thus we should keep the wave packet to
not decohere in such a way that
ψ(λ, t) =
eπ(2l+1)
8π
[ ∞∑
m=1
√
16l2 +m2
l2 +m2
sin(mλ+ δm) +
4π
l
]
. (16.194)
It means ψ(λ, t) should be a pure zero mode for all the time t ≥ 0 (see Ref. [120]).
Let us come back to the Eq. (16.184) (earlier to Eq. (16.153)) taking under consid-
eration that in a real model mA˜ =
αs
r ). One can rewrite Eq. (16.184) in the following
way: (
2l + 1
4αs
)4/n(
n+ 2
(n− 2)|P˜ |
)2/n(
αs
√
n+ 2mpl
4
√
nmA˜
)2
=
|P˜ |
R˜(Γ˜ )
(16.195)
or
R˜(Γ˜ ) =
(
4αs
2l + 1
)4/n(
(n− 2)|P˜ |
n+ 2
)2/n(
4
√
nmA˜
αs
√
n+ 2mpl
)2
|P˜ | = 2F (ζ). (16.196)
We want to find some conditions for µ and ζ (or ξ and ζ) in order to satisfy
Eq. (16.153) for large l in a special model with H = G2, dimG2 = n = 14 for M = S2
and R˜(Γ˜ ) calculated for G = SO(3). In this case one finds
F (ζ) = 32/7 · 7 ·
(αs
l
)4/7( mA˜
αsmpl
)2
|P˜ |15/7 (16.197)
where P˜ is given by the formula (8.64).
We calculate R˜(Γ˜ ) for a group SO(3) in the fourth point of Ref. [18] (Eq. (7.21))
and we get
R˜(Γ˜ ) =
2(2µ3 + 7µ2 + 5µ+ 20)
(µ2 + 4)2
. (16.198)
The polynomial
W (µ) = 2µ3 + 7µ2 + 5µ+ 20 (16.199)
possesses only one real root
µ0 = −
3
√
1108 + 3
√
135645
6
− 7
6
− 19
6 · 3
√
1108 + 3
√
135645
= −3.581552661 . . . .
(16.200)
It is interesting to notice that W (−3.581552661) = 2.5 · 10−9 and for 70-digit approxi-
mation of µ0, µ˜ equal to
−3.581552661076733712599740215045436907383569800816123632201827285932446,
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we have
W (µ˜) = 0.1 · 10−67.
The interesting point in µ˜ is that any truncation of µ˜ (it means, removing some digits
from the end of this number) results in growing W , i.e.,
0 < W (µ˜n) < W (µ˜n−1),
where µ˜n means a truncation of µ˜ with only n digits, n ≤ 70, µ˜70 = µ˜. This can help
us in some approximation for R˜(Γ˜ ) > 0, close to zero.
Substituting (16.198) into Eq. (16.196) we arrive to the following equation:
−F (ζ)µ4 + 2µ3 + µ2(7− 4F (ζ)) + 5µ+ 4(−2F (ζ) + 5) = 0. (16.201)
Considering F (ζ) small we can write a root of this polynomial as
µ = µ0 + ε (16.202)
where µ0 is the root of the polynomial (16.199) and ε is a small correction. In this way
one gets the solution
µ = −3.581552661 . . .+ 47
(αs
l
)4/7(mA˜
mpl
)2
q(ζ) (16.203)
where q(ζ) is given by the formula
q(ζ) =
∣∣∣∣∣ 16|ζ|3(ζ2 + 1)3(2ζ2 + 1)(1 + ζ2)5/2
(
ζ2E
(
|ζ|√
ζ2 + 1
)
− (2ζ2 + 1)K
(
|ζ|√
ζ2 + 1
))
+ 8 ln
(
|ζ|
√
ζ2 + 1
)
+
4(1 + 9ζ2 − 8ζ4)|ζ|3
3(1 + ζ2)3/2
∣∣∣∣∣
15
7
×
[
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
]− 157
,
(16.204)
|ζ| > |ζ0| = 1.36 (see Fig. 6), and K and E are given by the formulae (8.65a) and
(8.65b).
In this way taking sufficiently large l we can choose µ such that R˜(Γ˜ ) > 0 and
quite arbitrary ζ (P˜ < 0) to satisfy a zero energy condition for an excitation of a warp
factor.
Taking mA˜ = mEW ≃ 80GeV, mpl ∼= 2.4 · 1018GeV, αs =
√
αem =
1√
137
, one gets
from Eq. (16.203)
µ = −3.581552661 . . .+ 4.1 · 10−35 q(ζ)
l4/7
(16.205)
which justifies our approximation for ε and simultaneously gives an account for a
smallness of a cosmological constant R˜(Γ˜ (µ)) ≃ 0. Thus it seems that in this simple
toy model we can achieve a large ceff without considering large cosmological constant.
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Let us give some numerical estimation for a time needed to travel a distance of
200Mps
ttravel =
L
cmaxeff
=
L
c
· e−(2l+1)π/4.
One gets for L = 200Mps, ttravel = 2 · 1013 s · e−lπ/2 and for l = 100, ttravel ∼= 12 ns.
Let us notice that for l = 100, µ from Eq. (16.205) is equal to
µ = −3.581552661 . . .+ 5.94 · 10−44q(ζ). (16.206)
q(ζ) cannot be too large (it is a part of cosmological term q(ζ) = |P˜ |15/7). If P˜ is of
order 0.1, q is of order 10−16; if P˜ is of order 1.1, q is of order 0.6. Thus µ is very close
to µ0 for some reasonable values of |P˜ |. It is interesting to ask how to develop this
model to more dimensional case. It means, to the manifold M which is not a circle. It
is easy to see that in this case we should consider a warp factor which depends on more
coordinates taking under consideration some ansatzes. For example we can consider a
warp factor in a shape
exp
( m∑
i=1
√
A˜i fi(y)
)
(16.207)
where fi(y) = xi, i = 1, 2, . . . , m =
1
2n1(n1 + 1) are parametric equations of the
manifold M in m-dimensional euclidean space and
ds2M =
( m∑
k=1
(
∂fk
∂yi
)(
∂fk
∂yj
))
dyi ⊗ dyj (16.207a)
is a line element of the manifold M . In the case of the manifold S2 it could be
f1 = cos θ sinλ
f2 = cos θ cosλ
f3 = sin θ
m = 3
(16.208)
and a warp factor takes the form
exp
(√
A˜1 cos θ sinλ+
√
A˜2 cos θ cosλ+
√
A˜3 sin θ
)
,
θ ∈ 〈0, π), λ ∈ 〈0, 2π).
(16.209)
Afterwards we should develop a warp factor in a series of spherical harmonics on the
manifold M and calculate an energy of a tower of scalar particles connected with this
development. We should of course regularize the series (divergent) using ζ-functions
techniques. In this case we should use ζ-functions connected with the Beltrami-Laplace
operator on the manifold M . Afterwards we should find a zero energy condition for
special types of constants A˜i, i = 1, 2, . . . , m. We can of course calculate the energy
of an excitation of the warp factor using some formulae from classical field theory. In
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the case of M = S2 we have to do with an ordinary Laplace operator on S2 and with
ordinary spherical harmonics with spectrum given by Eq. (16.14). The Fourier analysis
of (16.209) can be proceeded on S2.
Moreover a toy model with S1 can be extended to the cosmological background in
such a way that
ds25 = e
√
A˜ λ dt2 −R2(t)(dx2 + dy2 + dz2)− r2dλ2. (16.210)
It seems that from practical (calculational) point of view it is easier to consider a
metric of the form
ds25 = dt
2 − e−
√
A˜ λR2(t)(dx2 + dy2 + dz2)− r2 dλ2 (16.211)
where R(t) is a scale factor of the Universe. For further investigations we should also
consider more general metrics, i.e.
ds26 = dt
2 − exp
(
−
√
A˜
(
cos θ(sinλ+ cosλ) + sin θ
))
×R2(t)(dx2 + dy2 + dz2)− r2 (dθ2 + sin2 θ dλ2) (16.212)
or even
ds24+n1 = dt
2 − exp
(
−
m∑
i=1
√
A˜1fi(y)
)
·R2(t) dx
2 + dy2 + dz2
1− k(x2 + y2 + z2)
− r2
(( m∑
k=1
(
∂fk
∂yi
)(
∂fk
∂yj
))
· dyi ⊗ dyj
) (16.213)
where
m = 12 n1(n1 + 1). (16.214)
Let us notice that our toy model with a travel in a hyperspace (this is really a travel
along dimensions of a vacuum state manifold) can go to some “acausal properties”.
This is evident if we consider two signals: one sent in an ordinary way with a speed of
light and a second via the fifth dimension to the same point. The second signal will
appear earlier than the first one at the point. Thus it will affect this point earlier.
Effectively it means a superluminal propagation of signals in a Minkowski space (or in
Friedmann-Robertson-Walker Universe). In this way we can construct a time-machine
using this solution (even if it does not introduce tachyons in a 4-dimensional space-
time), i.e. a space-time where there are closed time-like (or null) curves.
Let us notice that given a superluminal signal we can always find a reference frame
in which it is travelling backwards in time. Suppose we send a signal from A to B (at
time t = 0) at an effective speed ueff > 1 in frame S1 (it means we send a signal through
a path described here earlier and an effective speed ueff > 1) with coordinates (t, x)
(we consider only one space dimension). In a frame S2 moving with respect to S1 with
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velocity v > 1ueff , the signal travels backwards in t
′ time. This follows from the Lorentz
transformation, i.e.
t′B =
tB(1− vueff)√
1− v2 (16.215)
x′B =
tB(1− vueff )√
1− v2 . (16.216)
We require both x′B > 0, t
′
B < 0, that is
1
ueff
< v < ueff which is possible only if
ueff > 1.
However this by itself does not mean a violation of a causality. For that we require
that the signal can be returned from B to a point in the past of light cone of A.
Moreover, if we return the signal from B to C with the same effective speed (it means
we send a signal through the fifth dimension with the same effective speed using the
warp factor) in frame S1, then it arrives at C in the future cone of B. The situation
is physically equivalent in the Lorentz boosted frame S2—the return signal travels
forward in time t′ and arrives at C in the future cone of A. This is a frame-independent
statement. If a backwards-in-time signal AC is possible in frame S1, then a return
signal sent with the same speed ueff will arrive at a point D in the past light cone
of A creating a closed time-like curve ACDA. In a Minkowski space (a space for
λ = 0, or in general for λ = λ0 = const.), local Lorentz invariance results in that if a
superluminal signal such as AB is possible, then so is one of AC for it is just given by
an appropriate Lorentz boost. The existence of a global inertial frames in a Minkowski
space guarantees the existence of the return signal CD.
Thus we get unacceptable closed time loops. Moreover the theory for the five-
dimensional world is still causal, as in five-dimensional General Relativity. Let us
notice that in a cosmological background described by a metric (16.211) the situation
will be very similar. We have here also global inertial frame for λ = 0, and similar
possibility to send a superluminal signal through fifth dimension. However, in this
case we should change a shape of Lorentz transformation to include a scale factor R(t)
which slightly complicates considerations. Moreover in order to create a warp factor
we need a zero energy condition. If this condition is not satisfied we need an infinite
amount of an energy to create it. The zero energy condition imposes some restriction
on parameters which are involved in our unified theory. Maybe it is impossible to
satisfy these conditions in our world. In this way it would be an example of Hawking’s
chronology protection conjecture: “the laws of physics do not allow the appearance of
closed timelike curves”. However, if a zero energy condition is satisfied in a realistic
Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory (it means in such a theory which
is consistent with a phenomenology of a contemporary elementary particle physics)
then we meet possibility of effective closed time-like loops (even the higher dimensions
are involved). In this case we should look for some weaker conjectures (especially in an
expanding Universe, not just in a Minkowski space). Such weaker condition protects
us from some different causal paradoxes as the following paradox: a highly energetic
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signal can destroy a laboratory before it was created. In some sense it means some
kind of selfconsistency conditions.
Thus what is a prescription to construct a time-machine in our theory? It is enough
to have a 5-dimensional (or (n1 + 4)-dimensional) space-time with a warp factor de-
scribed here earlier. Afterwards we need two frames S1 and S2 in relative motion with
relative velocity v > 1ueff where ueff is an effective superluminal velocity ueff > 1. This
could be arranged e.g. as two spaceships with relative motion (A and C). Sending a
signal with effective velocity ueff from A to C we get the signal in a past of C. Af-
terwards we send a signal (through the fifth dimension) from C to A. In this way we
arrive in a past of A.
If we want to travel into a future we should reverse a procedure with
−1 < v < 0.
In both cases we use an effective time-like loop, constructed due to a warp factor in a
five-dimensional space-time. Using this loop several times we can go to the future or
to the past as far as we want. (As in a TVP spectacle Through the Fifth Dimension.)
An interesting point which can be raised consists in an effectiveness of such a travel.
It means how much time we need to get e.g. 1 s to past or 1 s to future. It depends on
a relative velocity v and ueff. The effectiveness can be easily calculated.
η =
ueffv√
1− v2 . (16.217)
If we use our estimation for ceff (see Eq. (16.182)), we get
η =
v√
1− v2 e
(2l+1)π/4 (16.218)
for l large. It is easy to see that η →∞ if v → 1 and if l→∞.
Let us take v = 110 and l = 100. In this case one gets
η ≈ 1067. (16.219)
What does this number mean? It simply means that in order to go 1 s into the past or
into the future we loose 10−67 s of our life.
However, to be honest, we should use as ueff a velocity different from ceff. In this
case a time needed to travel through the fifth dimension really matters. Let a speed
along the fifth dimension be equal to the velocity of light (or close to it). In this case
one gets
ueff =
ceff
1 + 2( r0L )ceff
(16.220)
where r0 ≃ 10−16 cm, L is the distance between A and B, e.g. 1000km. In this case
ueff is smaller,
ueff = 10
26 (16.221)
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and
η ≃ 1025. (16.222)
In this case we can estimate how much time we loose to go 2000 years back or forward.
It is 6.3 ·10−15 s. However, if we want to see dinos we should go back 100mln yr and we
loose 10−10 s. Of course in the formula for ueff we can use smaller L and a velocity in
the place ceff can be smaller too. We can travel more comfortably changing smoothly
a velocity. Any time a time to loose to travel back or forward in time for our time
machine is very small. In some sense it is very effective (if it is possible to construct).
Let us notice that the warp factor (or A˜) is fixed by the constants of the theory
(especially by a cosmological constant λc0). In this way only in some special cases we
get a zero energy condition. However, in the case of the warp factor existence we have
to do with a tower of scalar fields (not only with a quintessence). The quintessence
field is a zero mode of this tower. Thus in the case of an existing of a tower of scalar
fields we will have to do with a corrected cosmological constant, which is really an
averaged cosmological term over S1 (in general over M)
λcorrectedc0 =
1
2π
∫ 2π
0
(
|γ| − βe2Ψ(λ)
)
enΨ(λ) dλ (16.223)
where Ψ(λ) is given by Eq. (16.118). In this way according to our considerations
concerning an energy of excitation
λcorrectedc0 = Ewf . (16.224)
However, in the formula for Ewf we dropped an energy for a zero mode for a tower of
scalar fields (i.e., for a quintessence). Thus
λtotc0 = λc0(Ψ0) + λ
corrected
c0 . (16.225)
If the zero energy condition for a warp factor is satisfied, we get
λtotc0 = λc0 (16.226)
and we do not need any tunning of parameters in the theory. However, now we should
write down full 5-dimensional equations in our theory (n1 + 4 in general) to look for
more general solutions mentioned here earlier.
In Fig. 8 we draw a time-like loop in our theory together with a realistic path in
five-dimensional space-time with a warp factor corresponding to the loop.
Let us consider a (n1 + 4) formalism of the lagrangian in our theory given by
Eq. (7.5). In this case we do not suppose that a scalar field does not depend on a point
of a manifold M . In general Ψ = Ψ(x, y), x ∈ E, y ∈ M . Simultaneously we should
suppose that gµν = gµν(x, y) for we use the transformation (7.4). From the variation
principle
δ
∫
U
d4x dn1y L(g,W, A˜, Ψ, Φ)
√−g
√
g˜ = 0, U ⊂ E ×M (16.227)
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Fig. 8. A closed time-like curve (a time-like loop) ACDA in a Minkowski space with a warp factor.
AA′C′CC′′D′D′′A′′A means a realistic path in a 5-dimensional space-time with a warp factor.
we get equations (9.3÷9.18a) with some differences connected with the fact that now
we do not average over a manifoldM . It means that in definitions for V (Φ) there are no
integrals and the same is true for P˜ . Now in the place of P˜ we have simply R̂(Γ̂ ) (i.e. a
scalar curvature for a metric ga˜b˜). In the place of g˜
[a˜b˜] we have simply g[a˜b˜] and so on.
Moreover the only one “material source” which lives in (n1+4)-dimensional space-time
is a scalar field Ψ . For this reason in a lagrangian of this field we have the formula
(16.4) (or (16.3)). In this way a full set of field equations should be supplemented with
R(µa˜) =
8πK
c4
scal
T(µa˜)(Ψ) (16.228)
R(a˜b˜) =
8πK
c4
scal
T(a˜b˜)(Ψ) (16.229)
and
gµν,s˜ − Γ ξµs˜gξν − Γ ξs˜νgµξ = 0 (16.230)
where
scal
T(µa˜),
scal
T(a˜b˜) are remaining parts of an energy-momentum tensor for a scalar
field Ψ and Γ ξµs˜, Γ
ξ
s˜ν are remaining coefficients of a connection. Rµν are constructed
from W
α
β connection and R(µa˜), R(a˜b˜) are constructed from the connection induced
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by relations (9.5), (6.25), (9.4) and the condition
Γ ξξs˜ = Γ
ξ
s˜ξ. (16.231)
A metric tensor has a general form
ds2n1+4 = g(µν)(x, y) dx
µ ⊗ dxν − r2g(a˜b˜)θa˜ ⊗ θb˜. (16.232)
We have the formula
scal
TAB(Ψ) = −e
(n+2)Ψ
16π
{
(gKAgZB + gZAgKB)
× g˜(CK)g˜(NZ)
[
n2
2
(
gSMgNS − δMN
)
+MΨ,N
]
Ψ,C
− gAB
[
Mg(NM) + n2g[MN ]g[DM ]g˜
(CD)Ψ,NΨ,C
]} (16.233)
gAB tensor is here in the place of γAB in order to stress that gAB depends on x
and y. We suppose however that gAB has the following structure
gAB =
(
gµν 0
0 r2ga˜b˜
)
. (16.234)
This tensor is of course nonsymmetric, g = det(gAB).
These field equations are fundamental equations to find our solutions. For we are
looking for some cosmological solutions (with warp factor), we suppose additionally
that
gµν = g(µν)(x, y) (16.235)
ga˜b˜ = ga˜b˜(y) (16.235a)
The metric on a manifold M is still nonsymmetric.
We will also suppose that the total energy momentum tensor (except for a scalar
field) is given by a sum of several hydrodynamics energy-momentum tensors including
a dust and a radiation. We get five-dimensional field equations for M = S1 and
6-dimensional for M = S2 (a 6-dimensional Weinberg–Salam model). Moreover, there
is a different approach to derive (n1 + 4)-dimensional equations in the Nonsymmetric
Kaluza–Klein (Jordan–Thiry) Theory.
Let us consider an (n1 + 4) generalization of 4-dimensional field equations in the
Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory. According to the second point
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of Ref. [18] we get (see Eqs (4.8.3)÷(4.8.14)):
RMN (W )− 1
2
gMNR(W ) = 8πK
(
gauge
TMN +
scal
TMN + gMNF
)
(16.236)
g
∼
[MN ]
,N = 0 (16.237)
gMN,S − gZNΓZMS − gMZΓZSN = 0 (16.238)
gauge
∇M
(
labL∼
aAM
)
= 2g
∼
[AB]
gauge
∇B
(
habg∼
[MN ]HaMN
)
+ (n+ 2)∂BΨ
[
labL
aBA − 2g[BA]
(
habg
[MN ]HaMN
)]
(16.239)[
(n2 + 2M)g˜(AM) − n2gNM g˜(AS)
] ∂2Ψ
∂xA∂xM
+
1√−g ∂M
{√−g(n2g˜(MA)
− n
2
2
gDN
(
gNAg˜(MD) + gNM g˜(AD)
)
− 2Mg˜(MA)
)}
∂Ψ
∂xA
− 8π(n+ 2)πe−(n+2)Ψ (LYM − 2F ) = 0 (16.240)
where
gauge
T AB = − lab
4π
{
gCBg
TZgECLaZAL
b
TE − 2g[MN ]H(aMNHb)AB
− 1
4
gAB
[
LaMNHbMN − 2
(
g[MN ]HaMN
)(
g[CS]Hb[CS]
)]} (16.241)
is the energy momentum tensor for the (n1 + 4)-dimensional gauge (Yang-Mills) field,
scal
TAB(Ψ) is given by the Eq. (16.233)
K = G(n1+4)e
−(n+2)Ψ (16.242)
F = e2(n+2)Ψ
R˜(Γ˜ )
16π
(16.243)
L∼
aMN =
√−g gBMgCALaBC (16.244)
g
∼
[MN ] =
√−g g[MN ] (16.245)
where
G(n1+4) =
1
Mpl(n1+4)
is an (n1 + 4)-dimensional gravitational constant,
gauge
∇N means a gauge derivative for a
connection defined on P (over an (n1 + 4)-dimensional base),
ldcgMBg
CMLdCA + lcdgAMg
MCLdBC = 2lcdgAMg
MCHdBC (16.246)
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LYM = 1
8π
lcd
(
HcHd − LcMNHdMN
)
(16.247)
Hc = g[AB]HcAB (16.248)
HcAB is a curvature of a connection ω on a fibre bundle P (over an (n1+4)-dimensional
base).
Now let us suppose that a base manifold is a Cartesian product E×M , M = G/G0
(as in sec. 4) and let us suppose a symmetry conditions on a connection ω over E×M
(dimM = n1), i.e. an invariancy of ω with respect to the action of the group G on
E × G/G0 (see sec. 4 for details). Simultaneously we suppose that gAB has a form
given by Eq. (16.234), where ga˜b˜ is defined and examined in sec. 4. In this way we can
reduce the field equation to simpler form described above.
The connection WAB is given by the equation
WAB = ω
A
B − 2
(n1 + 3)
WδAB (16.249)
where
ωAB = Γ
A
BCθ
C (16.250)
W =WCθ
C =
1
2
(
WSCS −WSSC
)
θC (16.251)
The dimension reduction procedure (described in sec. 4) reduces (n1 + 4)-dimen-
sional Yang-Mills’ field to a 4-dimensional Higgs’ field. RAB is a Ricci (Moffat–Ricci)
tensor for the connection WAB. In our approximation we can consider those fields as
4-dimensional matter fields (i.e. hydrodynamics energy-momentum tensors). Remem-
bering that only gµν = gνµ(x, y) and Ψ = Ψ(x, y) are functions depending on y ∈ M
we can try to solve our equations for metrics defined earlier. Eventually let us remark
that both approaches described here are not strictly equivalent. Moreover for the class
of problems considered here they are equivalent.
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17. The Approximation Procedure for the Lagrangian
of the Higgs Field
in the Nonsymmetric Jordan–Thiry Theory
In this section we develop the approximation procedure for the lagrangian involving
Higgs’ field up to the second order of expansion in ζ and hµν = gµν − ηµν . We
also deal with geodetic equations on the Jordan-Thiry manifold in the first order of
approximation with respect to ζ and hµν for terms coupled to Higgs’ field. We find also
the field equations in linear approximation and an influence ofWµ and electromagnetic
fields in this approximation. In this section we use pab to denote the Killing–Cartan
tensor.
Let us consider the lagrangian for the Higgs’ field i.e.:
L(Φ, Ψ) = 2
r2
e−2ΨLkin
( gauge
∇ Φ
)− 1
r4
e(n−2)ΨV (Φ)− 4
r4
e(n−2)ΨLint(Φ, A˜) (17.1)
where
Lkin
( gauge
∇ Φ
)
= ℓab
(
gb˜n˜gαµLaα˜
gauge
∇µ Φbn˜
)
av
(17.2a)
V (Φ) = 2ℓab(g
([m˜n˜][a˜b˜])Ham˜n˜H
b
a˜b˜
− ga˜m˜b˜n˜La
a˜b˜
Hbm˜n˜)av (17.2b)
Lint(Φ, A˜) = pabµaiH˜ig[a˜b˜]Hba˜b˜ (17.2c)
g([m˜n˜][a˜b˜]), ga˜m˜b˜n˜ and g[a˜b˜] are given by the formula (6.24) andHb
a˜b˜
by the formula (4.55).
Moreover for Laαb˜ and L
a
a˜b˜ we have
ℓdcgβµg
γβLdγa˜ + ℓcdga˜m˜g
m˜c˜Ldµc˜ = 2ℓcdga˜m˜g
m˜c˜
gauge
∇µ Φdc˜ (17.3a)
ℓdcgm˜b˜g
c˜m˜Ldc˜a˜ + ℓcdga˜m˜g
m˜c˜Ldb˜c˜ = 2ℓcdga˜m˜g
m˜c˜Hd
b˜c˜
(17.3b)
Let us consider an expansion for ga˜b˜ and g
a˜b˜
ga˜b˜ = h
0
a˜b˜ + ζk
0
a˜b˜
gm˜a˜gn˜a˜ = (h
0m˜a˜ + h1m˜a˜ + h2m˜a˜ + . . . ) · (h0n˜a˜ + ζk0n˜a˜) = δm˜n˜ (17.4)
From (17.4) we get:
h1m˜n˜ = −ζh0m˜a˜h0n˜b˜k0 b˜a˜ (17.5)
h2m˜n˜ = −ζh0n˜b˜h1m˜a˜k0 b˜a˜ = ζ2h0n˜b˜h0m˜e˜h0a˜s˜k0s˜e˜k0b˜a˜ (17.6)
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and
gm˜n˜ = h0m˜n˜ − ζh0m˜a˜h0n˜b˜k0 b˜a˜ + ζ2h0n˜b˜h0m˜e˜h0a˜s˜k0s˜e˜k0 b˜a˜ + . . . (17.7)
Let us write the Eq. (17.3b) in a more convenient form:
ℓdc(δ
c˜
b˜
− 2ζk0b˜d˜g˜c˜d˜)Ldc˜a˜ + ℓcd(δc˜a˜ − 2ζk0d˜a˜g˜d˜c˜)Ldb˜c˜ =
= 2(δc˜a˜ − 2ζk0d˜a˜g˜d˜c˜)Hdb˜c˜ℓcd. (17.8)
Let us expand Ldb˜c˜ into a power series with respect to ζ:
Ldb˜c˜ = L
(0)
d
b˜c˜ + L
(1)
d
b˜c˜ + L
(2)
d
b˜c˜ + . . . (17.9)
Using (17.5) and (17.6) one gets up to the second order:
ℓdcL
d
b˜a˜ + ℓcdL
d
b˜a˜ = 2ℓcdH
d
b˜a˜ − 4ζk0d˜a˜ℓcdHdb˜c˜·
· (h0d˜c˜ − ζh0d˜t˜h0d˜s˜k0s˜t˜ + ζ2h0d˜e˜h0c˜r˜h0s˜t˜k0s˜e˜k0r˜t˜)+
+ 2ζ(h0c˜d˜ − ζh0c˜s˜h0d˜t˜k0 t˜s˜ + ζ2h0c˜r˜h0d˜e˜h0s˜t˜k0s˜r˜k0e˜t˜)·
· (k0b˜d˜ℓcdLdc˜a˜ + k0c˜a˜ℓcdLdb˜d˜) (17.10)
One easily finds:
L
(0)
a
b˜a˜ = p
abℓbcH
c
b˜a˜ = H
a
b˜a˜ + ξp
abkbcH
c
b˜a˜ (17.11)
L
(1)
a
b˜a˜ = ζh
0d˜c˜pacpbdℓbe(k
0
d˜a˜ℓcdH
e
b˜a˜ + k
0
b˜d˜ℓdcH
e
c˜a˜)− 2ζk0d˜a˜pacℓcdHdb˜c˜h0d˜c˜ (17.12)
or
L
(1)
a
b˜a˜ = ζ(δ
a
e − ξ2pabkbcpcdkde) · h0c˜d˜(k0b˜d˜Hec˜a˜ − k0a˜d˜Hec˜b˜) (17.13)
L
(2)
a
b˜a˜ = ζ
2ξh0c˜d˜h0t˜s˜(ka+bk
b
−c)p
crkrd×
× (k0 b˜d˜Hds˜b˜k0a˜b˜ − k0c˜t˜k0d˜b˜Hds˜a˜ + 2k0 b˜t˜k0d˜a˜Hds˜c˜) (17.14)
where
ka±b = δ
a
b ± ξparkrb (17.15)
Let us consider the potential for the Higgs’ field V (Φ) and expand it into a power series
with respect to ζ.
V (Φ) =
(0)
V (Φ) +
(1)
V (Φ) +
(2)
V (Φ) + . . . (17.16)
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Using (17.12–14) and (17.2b) one gets after some calculations:
(0)
V (Φ) =
∫
M
√
h0
V2
dm(y)(pcb + ξ
2kcrp
rsksb)H
c
b˜c˜H
b
m˜a˜h
0b˜m˜h0c˜a˜ (17.17)
(1)
V (Φ) =
∫
M
√
h0
V2
2ζξdm(y)(pab + ξkab)h
0b˜s˜h0m˜t˜h0c˜a˜par
× (krs + ξkrpppqkqs)k0t˜s˜Hsb˜c˜Hbm˜a˜ (17.18)
(2)
V (Φ) =
ζ2
V2
∫
M
√
h0dm(y)(pab + ξkab)H
s
b˜c˜H
b
m˜a˜k
0
t˜s˜k
0
d˜e˜×
×
[
(2hob˜e˜hom˜t˜hos˜d˜hoa˜c˜ + hob˜s˜hom˜t˜hoc˜e˜hoa˜d˜)ka+s+
+ (h0e˜s˜hom˜t˜hoc˜a˜hob˜d˜ − hod˜s˜hom˜t˜hoc˜a˜hob˜e˜+
+ hoc˜s˜hom˜t˜hoe˜a˜hob˜d˜ − hoc˜s˜hom˜t˜hod˜a˜hob˜e˜)ka+rkr−s+
+
ξ
2
(hoc˜m˜hot˜a˜hod˜b˜hoe˜s˜ + hoc˜m˜hot˜a˜hoe˜b˜hod˜s˜+
− hoc˜m˜hos˜a˜hod˜b˜hoe˜t˜ − hoc˜m˜hos˜a˜hoe˜b˜hod˜t˜)ka+rkr−s+
+
ξ
2
(hoc˜m˜hot˜a˜hod˜b˜hoe˜s˜ + hoc˜m˜hot˜a˜hoe˜b˜hod˜s˜+
− hoc˜m˜hos˜a˜hod˜b˜hoe˜t˜ − hoc˜m˜hos˜a˜hoe˜b˜hod˜t˜)(ka+rkr−s)ppqkqs+
+
ξ
2
(hoc˜d˜hot˜b˜hos˜m˜hoe˜a˜ − hoc˜d˜hos˜b˜hot˜m˜hoe˜a˜+
− hoc˜e˜hot˜b˜hos˜m˜hod˜a˜ + hoc˜e˜hos˜b˜hot˜m˜hod˜a˜)(ka+rkr−p)ppqkqs+
− ξ
2
(hos˜m˜hoa˜t˜hob˜e˜hoc˜d˜ − hom˜t˜hoa˜s˜hob˜e˜hoc˜d˜+
− hos˜m˜hoa˜t˜hob˜e˜hoc˜e˜ + hom˜t˜hoa˜s˜hob˜d˜hoc˜e˜)δas
]
(17.19)
Up to the first order of approximation in ζ one gets:
V (Φ) =
∫
M
[(pcb + ξ
2kcrp
rsksb)H
c
b˜c˜H
b
m˜a˜h
ob˜m˜hoc˜a˜+
+ 2ξζparkrs(pab + ξkab)(δ
s
p + ξp
sqkqp)×
× hob˜s˜hom˜t˜hoc˜a˜kot˜s˜Hpm˜c˜Hbm˜c˜]
√|h0|
V2
dm(y). (17.20)
It is easy to see that V (Φ) has only the first type of the critical point corresponding
to the trivial gauge configuration for the Higgs’ field up to the first order of expansion
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with respect to ζ.
(2)
V (Φ) gives a contribution to the Higgs’ potential resulting in the
second type of critical point for the potential corresponding to the nontrivial gauge
configuration of the Higgs’ field.
Let us consider Eq. (17.3a) and rewrite it in a more convenient form.
ℓdc(δ
γ
β − 2g[βδ]gγδ)Ldγa˜ + ℓcd(δc˜a˜ − 2ζkod˜a˜g˜d˜c˜)Ldβc˜ =
= 2ℓcd(δ
c˜
a˜ − 2ζkod˜a˜gd˜c˜)
gauge
∇β Φdc˜ . (17.21)
Let us expand Ldµc˜ into a power series with respect to ζ and with respect to hµν =
gµν − ηµν
Ldµc˜ = L
(0)
d
µc˜ + L
(1)
d
µc˜ + L
(0)
d
µc˜ + . . . , (17.22)
gµαgνα = (
1
hµα +
1
hµα +
2
hµα + . . . ).
Using (17.21), (17.5), (17.6) one gets up to the second order in ζ and hµν .
ℓdcL
d
βa˜ + ℓcdL
d
βa˜ − 2ζkod˜a˜(hod˜c˜ − ζhod˜p˜hoc˜b˜kob˜p˜ + ζ2hoc˜b˜hod˜e˜hop˜s˜kos˜e˜kob˜p˜)ℓcdLdβc˜+
−2h[βδ](ηγδ − ηγαηδµhµα + ηγµηδσηανhνµhδα)ℓdcLdγa˜ =
= 2ℓcd
gauge
∇β Φda˜ − 4ζℓcdkod˜a˜(hod˜c˜ − ζhod˜p˜hoc˜b˜kob˜p˜+
+ξ2hoc˜b˜hod˜e˜hop˜s˜kos˜e˜k
o
b˜p˜)
gauge
∇β Φbc˜. (17.23)
From (17.23) one obtains:
(0)
L aµc˜ = p
abℓbc
gauge
∇µ Φcc˜ =
gauge
∇µ Φac˜ + ξpabkbc
gauge
∇µ Φcc˜, (17.24)
(1)
L 1βa˜ = ζk
o
d˜a˜h
od˜c˜pfc(ℓcdp
dbℓbp − 2ℓcp)
gauge
∇β Φpc˜+
+ ηγδh[βδ]p
fcpdbℓbpℓcd
gauge
∇γ Φpa˜, (17.25)
(2)
Lmβa˜ = ζ
2pcmkod˜a˜ℓcdh
od˜p˜hoc˜q˜[−koq˜p˜pdbℓbf
gauge
∇β Φfc˜+
+ koc˜p˜(p
dnℓnqp
qpℓbp
gauge
∇β Φpq˜ + pdqℓqp
gauge
∇β Φpq˜ + 2
gauge
∇β Φdc˜)]+
+ ζpcmηγδh[βδ]k
o
d˜a˜h
od˜c˜(ℓcdp
ndpqbℓbpℓnq+
+ ℓdcp
dqℓqap
abℓbp + p
dqℓdcℓqp)
gauge
∇γ Φpq˜+
+ h[βδ]η
δµηγαpcmℓdcℓbp(hµαp
db + h[µα]p
dqpabℓqa)
gauge
∇γ Φpa˜. (17.26)
Let us expand Lkin(
gauge
∇ Φ) into a power series with respect to ζ and hµν .
Lkin(
gauge
∇ Φ) =
(0)
L kin(
gauge
∇ Φ) +
(1)
L kin(
gauge
∇ Φ) +
(2)
L kin(
gauge
∇ Φ) + . . . (17.27)
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Using (17.2a) and (17.24–26) one gets:
(0)
L kin(
gauge
∇ Φ) = 1
V2
∫
M
√
|h0|dm(y)ηαµh0b˜n˜(ℓabpaf ℓfc)
gauge
∇α Φcb˜
gauge
∇µ Φbn˜ =
=
∫
M
[ηαµhob˜n˜(pcb + ξ
2pafkabkfc)
gauge
∇α Φcb˜
gauge
∇µ Φbn˜
√
|h0|dm(y), (17.28)
(1)
L kin(
gauge
∇ Φ) = 1
V2
∫
M
{−ζηαµ(pcb + ξ2pafkabkfc)kod˜b˜hod˜n˜hob˜m˜×
× (
gauge
∇α Φcm˜
gauge
∇µ Φbn˜ + pceℓedpdbℓbp
gauge
∇α Φpm˜
gauge
∇µ Φbn˜+
− 2(ppb + ξ2pqgkqbkgd)ppiℓid
gauge
∇µ Φbn˜
gauge
∇α Φdm˜]+
− (pcb + ξ2pafkabkfc)ηαµηγδhob˜n˜×
× [hδα
gauge
∇µ Φcb˜
gauge
∇γ Φbn˜ + h[δα]pce(pep + ξ2pdfkdpkfe)×
×
gauge
∇µ Φbn˜
gauge
∇γ Φpb˜ ]}
√
|h0|dm(y), (17.29)
(2)
L kin(
gauge
∇ Φ) =
∫
M
√|h0|
V2
dm(y)×
× [ζ2(ηαµℓabpadℓdchob˜c˜hon˜s˜hoa˜p˜kop˜c˜kos˜a˜
gauge
∇µ Φbn˜
gauge
∇α Φcb˜+
+ ηαµhob˜r˜hon˜s˜hod˜c˜kod˜b˜k
o
r˜s˜ℓabp
acℓcdp
dqℓqp
gauge
∇α Φpc˜
gauge
∇µ Φbn˜+
+ 2ηαµhob˜r˜hom˜s˜hod˜c˜kos˜r˜k
o
d˜b˜ℓabp
acℓcd
gauge
∇α Φdc˜
gauge
∇µ Φbn˜)+
+ ζ(2ηαρηµβhβρh
ob˜n˜hod˜c˜kod˜b˜ℓabp
acℓcd
gauge
∇µ Φbn˜
gauge
∇α Φdc˜+
+ ηαρηµβhβρh
ob˜a˜hon˜r˜kor˜a˜ℓabp
acℓcd
gauge
∇µ Φbn˜
gauge
∇α Φcc˜+
− ηαρηµβhβρhob˜n˜hod˜c˜kod˜b˜ℓabpacℓcdℓdq
gauge
∇µ Φbn˜
gauge
∇α Φpc˜+
− ηαµηγδh[αδ]hob˜r˜hom˜s˜kos˜r˜ℓabpacpdqℓqpℓcd
gauge
∇γ Φpb˜
gauge
∇µ Φbm˜+
+ ηαµηγδh[αδ]h
ob˜n˜hod˜c˜kod˜b˜ℓabp
caℓcdp
ndpqmℓmpℓnq×
×
gauge
∇µ Φbn˜
gauge
∇γ Φpc˜+
+ ηαµηγδh[αδ]h
ob˜n˜hod˜c˜koa˜b˜ℓabp
caℓdcp
dqℓqnp
nmℓmp×
×
gauge
∇µ Φbn˜
gauge
∇γ Φpc˜+
+ ηαµηγδh[αδ]h
ob˜n˜hod˜c˜kod˜b˜ℓabp
caℓdcp
dqℓqp
gauge
∇µ Φbn˜
gauge
∇γ Φpc˜)+
+ hon˜b˜(ηαµηδνηγρh[αδ]h(νρ)ℓabp
caℓdcℓnpp
dqpnmℓqm×
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×
gauge
∇µ Φbn˜
gauge
∇γ Φpb˜+
+ 2ηαµηδνηγρh[αδ]h[νρ]ℓabp
caℓdcℓnpp
dqpmnℓqm×
×
gauge
∇µ Φbn˜
gauge
∇γ Φpb˜+
+ ηαγηµσηρβhβγhσρℓabp
adℓdc
gauge
∇µ Φbn˜
gauge
∇α Φcc˜+
− ηαρηµβηγδhβρh[γδ]ℓabpacpdqℓqpℓcd
gauge
∇µ Φbn˜
gauge
∇α Φpb˜)]. (17.30)
It is easy to see that the skewon field h[µν] enters the lagrangian Lkin(
gauge
∇ )Φ) in the
first order of approximation similarly as for the Yang–Mills’ field. Moreover it couples
here the gauge derivative of the Higgs’ field.
Let us consider Lint(Φ, A˜). One gets:
(0)
L int(Φ, A˜) =
(1)
L int(Φ, A˜) = 0 (17.31)
and
(2)
L int(Φ, A˜) = ζ
V2
∫
M
√
|h0|dm(y)×
×(pabµai ηµαηνβhβαhom˜a˜hon˜b˜kob˜a˜H˜iµνHbm˜n˜). (17.32)
The nonminimal interaction term enters from the second order of approximation.
(17.32) gives us an interpretation of a constant ζ. It plays the role of a coupling
constant between the skewon field h[µν] and the Higgs’ field. The coupling constant ζ
is simultaneously connected to a part of the cosmological constant in our theory. Thus
we get an interesting relation between cosmological constant and coupling constants ζ
and ξ between skewon field h[m˜ν] and Higgs’ and Yang–Mills’ fields.
Thus we get V (Φ), Lkin(
gauge
∇ Φ), Lint(Φ, A˜) up to the second order in an approxi-
mation with respect to ζ and hµν = gµν−ηm˜ν . The higher order terms can be obtained
in a similar way.
Let us give a remark concerning a convergence of series appearing here. They are
double power series with respect to ζ and hµν and they converge for sufficiently small
ζ and hµν . However all the functions of ζ and hµν considered here (i.e. L
a
b˜c˜, L
a
αa˜,
ga˜b˜, gµν , Lkin(
gauge
∇ Φ), V (Ψ), Lint(Φ, A˜)) are well defined for any ζ and hµν . They are
rational functions of these variables. Moreover the exact form of all of these functions
is hard to get.
Let us consider the terms involving Higgs’ field in the geodetic equation in the first
order of approximation with respect to ζ and hµν i.e. the fourth term in Eq. (15.2) and
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Eq. (15.3). One gets:(
qc
mo
)
ub˜[ηαδℓcd
gauge
∇δ Φdb˜ − ξηαδkcdpdbℓbf
gauge
∇δ Φfb˜+
−ζξηαδkcdkod˜b˜hod˜c˜pdf (ℓfepeqℓqp − 2ℓfp)
gauge
∇δ Φpc˜+
−ηαρηδβhβρℓcd
gauge
∇δ Φdb˜ −
1
2
(ℓcdη
αδηρβ − ℓdcηδρηαβ)×
×hβρpdbℓbf
gauge
∇δ Φfb˜ − ξη
αδηγρh[δρ]kcdp
dfpebℓfeℓbp
gauge
∇γ Φpb˜ ]. (17.33)
This is the fourth term in Eq. (15.2) i.e. the term involving the Higgs’ field in the fist
order of approximation. Let us write the equation for the Higgs’ charge in the first
order of approximation. One easily finds:
D˜ua˜
dτ
+
1
r2
(
qc
m0
)
uβ{ℓcdhoa˜d˜
gauge
∇β Φdd˜ − ξkcdhoa˜d˜pdbℓbp
gauge
∇β Φpd˜ +
+
1
2
ζ[(ℓcdh
oa˜n˜hod˜m˜ − ℓdchod˜n˜hoa˜m˜)kom˜n˜pdbℓbp
gauge
∇β Φpd˜+
− 2hoa˜n˜hod˜m˜kom˜n˜
gauge
∇β Φdd˜]+
− ζξkcdhoa˜d˜kof˜d˜hof˜ c˜pfe(ℓeppprℓrq − 2ℓeq)
gauge
∇β Φqc˜+
− ξηγδh[βδ]kcdpdrpspℓpf ℓrs
gauge
∇β Φfd˜}+
+
1
r2
(
qc
mo
)
ub˜{ℓcdhoa˜d˜
gauge
∇β Hdd˜b˜ − ξkcdhoa˜d˜pdf ℓfeHeb˜d˜+
+
1
2
ζ[(ℓcdh
oa˜n˜hod˜m˜ − ℓdchod˜n˜hoa˜m˜)kom˜n˜pdf ℓfeHeb˜d˜+
− 2hoa˜n˜hod˜m˜kom˜n˜Hdd˜b˜]+
− ζξkcdhoa˜d˜(hof˜ c˜pdppbqℓbe(kof˜ d˜ℓpqHeb˜c˜ + kob˜f˜ℓqpHec˜d˜)+
− 2koe˜d˜hoe˜c˜pdpℓpqHqb˜c˜))}.
(17.34)
Eventually one easily writes down the explicit form of the mass matrix for massive vec-
tor bosons (i.e. M2ij(Φ
k
crt) from (8.21–22) in zeroth order of expansion with respect ζ.
(0)
M2ij(Φ
k
crt) = −
(
αs
r
)2(
~
c
)2
hob˜n˜(ℓabp
af ℓfc)·
·((Φkcrt)pb˜C
c
pqα
q
j + (Φ
k
crt)
c
p˜f
p˜
b˜j
) · ((Φkcrt)pb˜C
b
msα
s
i + (Φ
k
crt)
b
m˜f
m˜
n˜i). (17.35)
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The next terms i.e. the first and the second can be obtained similarly from Eq. (17.28–
30). Thus we get an expansion with respect to ζ
M2ij(Φ
k
crt) =
(0)
M2ij(Φ
k
crt) +
(1)
M2ij(Φ
k
crt) +
(2)
M2ij(Φ
k
crt) + . . . , (17.36)
where
(1)
M2ij(Φ
k
crt) = ζ
∫
M
(
αs
r
)2(
~
c
)2
[(pcb + ξ
2pafkabkfc) · kod˜b˜hod˜n˜hob˜m˜·
· ((Φkcrt)pm˜Ccpqαqj + (Φkcrt)cp˜f p˜m˜j) · ((Φkcrt)sn˜Ccsrαri + (Φkcrt)bq˜f q˜n˜i)+
+ pceℓedp
dbℓbp·
· ((Φkcrt)um˜Cpuwαwj + (Φkcrt)pu˜f u˜m˜j) · ((Φkcrt)vn˜Cbvzαzi + (Φkcrt)bv˜f v˜n˜i)+
− 2(ppb + ζ2pqgkqbhgp)pplℓld·
· ((Φkcrt)wn˜Cbwqαqj + (Φkcrt)bv˜f v˜n˜j) · ((Φkcrt)zn˜Cdzvαvi + (Φkcrt)dp˜f p˜n˜i)]·
·
√|h0|
V2
dm(y), (17.37)
(2)
M2ij(Φ
k
crt) =
∫
M
ζ2
(
αs
r
)2(
~
c
)2
[(ℓab + p
adℓdch
ob˜c˜hon˜s˜hoa˜p˜kop˜c˜k
o
s˜a˜·
· ((Φkcrt)un˜Cbuqαqj + (Φkcrt)bm˜f m˜n˜j) · ((Φkcrt)vb˜Ccvwαwi + (Φkcrt)cq˜f
q˜
b˜i
)+
+ hob˜r˜hon˜s˜hod˜c˜kod˜b˜k
o
r˜s˜ℓabp
ceℓcdh
dqℓqp·
· ((Φkcrt)rc˜Cprfαfj + (Φkcrt)pq˜f q˜c˜j) · ((Φkcrt)sn˜Cbsgαgi + (Φkcrt)bm˜f m˜n˜i)+
− 2hob˜r˜hom˜s˜hod˜c˜kos˜r˜kod˜b˜ℓabpacℓcd·
· ((Φkcrt)qc˜Cdqpαpj + (Φkcrt)dm˜f m˜c˜j ) · ((Φkcrt)en˜Cbefαfi + (Φkcrt)bp˜f p˜n˜i)]·
·
√
|h0|
V2
dm(y). (17.38)
After a diagonalization procedure for M2ij(Φ
k
crt) we get a mass spectrum for vector
bosons. For k = 0 in the “true” vacuum case and for k = 1 for the “false” vacuum
case.
Let us consider the mass matrix for Higgs’ particles (see sec. 8)
m2(Φkcrt)
a˜
a
r˜
r =
1
4
(
δ2V
δΦaa˜δΦ
r
r˜
∣∣∣∣
Φ=Φkcrt
)
(17.39)
and expand it in a power series with respect to ζ. One gets
m2(Φkcrt)
a˜
a
r˜
r =
(0)
m2(Φkcrt)
a˜
a
r˜
r +
(1)
m2(Φkcrt)
a˜
a
r˜
r +
(2)
m2(Φkcrt)
a˜
a
r˜
r + . . . (17.40)
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One finds
(0)
m2(Φkcrt)
a˜
a
r˜
r =
1
r4
{
(pcd + ξ
2prskcrksd) · hon˜p˜hm˜q˜·
·
(
αs√
~c
Ccav(δ
a˜
n˜[Φ
k
crt]
v
m˜ − [Φkcrt]vn˜δa˜m˜)− f a˜n˜m˜δca
)
·
·
(
αs√
~c
Cdru(δ
r˜
p˜[Φ
k
crt]
u
q˜ − [Φkcrt]up˜δr˜q˜)− f r˜p˜q˜δud
)
+
+
2αs√
~c
Ccar(δ
a˜
n˜δ
r˜
m˜ − δa˜m˜δr˜n˜)(pcd + ξ2prskcrksd)hop˜n˜hoq˜m˜·
·
(
αs√
~c
Cbzx[Φ
k
crt]
z
p˜[Φ
k
crt]
x
q˜ − [Φk˜crt]bz˜f z˜p˜q˜ −
√
~c
αs
µb
iˆ
f iˆp˜q˜
)}
, (17.41)
(1)
m2(Φkcrt)
a˜
a
r˜
r =
ζξ
r4
∫
M
{(
αs√
~c
Ccav(δ
a˜
n˜[Φ
k
crt]
v
m˜ − [Φkcrt]vn˜δa˜m˜)− f a˜n˜m˜δca
)
·
·
(
αs√
~c
Cdru(δ
r˜
p˜[Φ
k
crt]
u
q˜ − [Φkcrt]up˜δr˜q˜)− f r˜p˜q˜δud
)
·
· hon˜s˜hop˜t˜hon˜q˜pcdpar(krs + ξkrpppqkqs)kot˜s˜+
+
αs√
~c
Ccar(δ
a˜
n˜δ
r˜
m˜ − δa˜m˜δr˜n˜)parkot˜s˜·
· [ℓbchoa˜m˜hob˜s˜hon˜t˜(krs + ξkrpppqkqs)+
+ ℓabh
om˜s˜hob˜t˜hon˜a˜(krc + ξkrpp
pqkqc)]·
·
(
αs√
~c
Cbzx[Φ
k
crt]
z
b˜
[Φkcrt]
x
a˜ − [Φk˜crt]bz˜f z˜b˜a˜ −
√
~c
αs
µb
iˆ
f iˆp˜q˜
)}
·
·
√|h0|
V2
dm(y), (17.42)
(2)
m2(Φkcrt)
a˜
ar
r˜ = −
∫
M
ζ2
r4
{
αs√
~c
Ccav(δ
a˜
n˜[Φ
k
crt]
v
m˜ − [Φkcrt]vn˜δa˜m˜)− f a˜n˜m˜δca
)
·
·
(
αs
√
~
c
Cdru(δ
r˜
p˜[Φ
k
crt]
u
q˜ − [Φkcrt]up˜δr˜q˜)− f r˜p˜q˜δdr
)
·
· ℓackot˜s˜kod˜e˜·
·
[
(2hop˜q˜hom˜t˜hos˜d˜hon˜c˜ + hop˜s˜hom˜t˜hoq˜e˜hon˜d˜)ka+d+
+ (hoc˜s˜hom˜t˜hoq˜n˜hop˜d˜ − hod˜s˜hom˜t˜hoq˜n˜hop˜c˜+
+ hoq˜s˜hom˜t˜hod˜n˜hop˜c˜)ka+dk
s−d+
+
ξ
2
(hoq˜m˜hot˜n˜hod˜p˜hoe˜s˜ + hoq˜m˜hot˜n˜hoe˜p˜hod˜s˜+
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− hoq˜m˜hos˜n˜hod˜p˜hoe˜t˜ − hoq˜m˜hos˜n˜hoe˜p˜hod˜t˜)ka+sks−d+
+
ξ
2
(hoq˜m˜hot˜n˜hod˜p˜hoe˜s˜ + hoq˜m˜hot˜n˜hoe˜p˜hod˜s˜+
+ hoq˜m˜hos˜n˜hod˜p˜hoe˜t˜ − hoq˜m˜hos˜n˜hoe˜p˜hod˜t˜)(ka+sks−d)ppqkqd+
− ξ
2
(hom˜s˜hon˜t˜hop˜p˜hoq˜d˜ − hom˜t˜hon˜s˜hop˜e˜hoq˜d˜+
− hom˜s˜hon˜t˜hop˜e˜hoq˜e˜ + hom˜t˜hon˜s˜hop˜d˜hoq˜e˜)δad
]
+
+
αs√
~c
Ccar(δ
a˜
n˜δ
r˜
m˜ − δa˜m˜δr˜n˜)kot˜s˜kod˜e˜·
·
{[
(2hob˜c˜hom˜t˜hos˜d˜hon˜c˜ + hob˜s˜hom˜t˜hoc˜e˜hon˜d˜)ka+b+
+ (hoe˜s˜hom˜t˜hoc˜n˜hob˜d˜ − hod˜s˜hom˜t˜hoc˜n˜hob˜e˜+
+ hoc˜s˜hom˜t˜hoe˜n˜hob˜d˜ − hoc˜s˜hom˜t˜hod˜n˜hob˜e˜)ka+rkr−b+
+
ξ
2
(hoc˜m˜hot˜n˜hod˜b˜hoe˜s˜ + hoc˜m˜hot˜n˜hoe˜b˜hod˜s˜+
− hoc˜m˜hos˜n˜hod˜b˜hoe˜t˜ − hoc˜m˜hos˜n˜hoe˜b˜hod˜t˜)ka+rkr−b+
+
ξ
2
(hoc˜m˜hot˜n˜hod˜b˜hoe˜s˜ + hoc˜m˜hot˜n˜hoe˜b˜hod˜s˜+
− hoc˜m˜hos˜n˜hod˜b˜hoe˜t˜ − hoc˜m˜hos˜n˜hoe˜b˜hod˜t˜)(ka+skr−p)ppqkqd+
+
ξ
2
(hoc˜d˜hot˜b˜hos˜m˜hoe˜n˜ − hoc˜d˜hos˜b˜hot˜m˜hoe˜n˜+
+ hoc˜e˜hot˜b˜hos˜m˜hod˜n˜ + hoc˜e˜hos˜b˜hot˜m˜hod˜n˜)(ka+rk
s−d)ppqkqb+
− ξ
2
(hom˜s˜hon˜t˜hob˜s˜hoc˜d˜ − hom˜t˜hon˜s˜hob˜e˜hoc˜d˜+
− hom˜s˜hon˜t˜hob˜d˜hoc˜e˜ − hom˜t˜hon˜s˜hob˜d˜hoc˜e˜)δad
]
ℓac+
− ℓab((2hoh˜e˜hoc˜t˜hos˜d˜hob˜m˜ + hon˜s˜hoc˜t˜hom˜e˜hob˜d˜)ka+c+
+ (hoe˜s˜hoc˜t˜hom˜b˜hon˜d˜ − hod˜s˜hoc˜t˜hom˜b˜hon˜e˜+
+ (hoe˜s˜hoc˜t˜hom˜b˜hon˜d˜ − hod˜s˜hoc˜t˜hom˜b˜hon˜e˜+
+ hom˜s˜hoc˜t˜hoe˜b˜hon˜d˜ − hom˜s˜hoc˜t˜hod˜b˜hon˜e˜)ka+rkr−c+
+
ξ
2
(hoc˜m˜hot˜b˜hod˜n˜hoe˜b˜ + hoc˜m˜hot˜b˜hod˜n˜hoe˜s˜+
− hoc˜m˜hos˜b˜hod˜n˜hoe˜t˜ − hoc˜m˜hos˜b˜hoe˜n˜hod˜t˜)ka+rkr−c+
+
ξ
2
(−hom˜d˜hot˜n˜hos˜c˜hoe˜b˜ + hom˜d˜hos˜n˜hot˜c˜hoe˜b˜+
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− hom˜e˜hot˜n˜hos˜c˜hod˜b˜ + hom˜e˜hos˜n˜hot˜c˜hod˜b˜)(ka+skr−p)ppqkqc+
+
ξ
2
(−hoc˜m˜hot˜b˜hod˜n˜hoe˜s˜ + hoc˜m˜hot˜b˜hoe˜n˜hod˜s˜+
+ hoc˜m˜hos˜b˜hod˜n˜hos˜t˜ − hoc˜m˜hos˜b˜hoe˜n˜hod˜t˜)(ka+rkr−p)ppqkqc+
− ξ
2
(hoc˜s˜hob˜t˜hon˜s˜hom˜d˜ − hoc˜t˜hob˜s˜hon˜e˜hom˜d˜+
− hoc˜s˜hob˜t˜hon˜d˜hom˜e˜ + hoc˜t˜hob˜s˜hon˜d˜hom˜e˜)δdc
)
·
(
αs√
~c
Cbuv[Φ
k
crt]
z
c˜ [Φ
k
crt]
v
b˜
− [Φk˜crt]bz˜f z˜c˜b˜ −
√
~c
αs
µb
iˆ
f iˆp˜q˜
)}}
·
·
√
|h0|
V2
dm(y). (17.43)
After a diagonalization of the matrix m2(Φkcrt)
a˜
a
b˜
b we get a mass spectrum for Higgs’
particles. k = 0 corresponds to the “true” vacuum case and k = 1 to the “false”
vacuum case. In both cases i.e. for vector bosons and Higgs’ particles this is the
mass spectrum up to the second order of expansion with respect to ξ. Next orders
of expansion can be obtained in a similar way. The lagrangian involving Higgs’ field
depends on the scalar field Ψ .
Let us consider the full lagrangian of the theory in the second order of approximation
with respect to h[µν] and Wµ. Thus let us take this part of Yang–Mill’s and Higgs’
lagrangian which depends on Wµ only. We remind to the reader that we suppose in
section 12 an identification A˜Fµ = −
2
3
Wµ and H˜
F
µν = −
4
3
W [µ,ν].
Let us take the Yang–Mill’s lagrangian in the zeroth order
(0)
L YM = 2
9π
[p˜FF + ξ˜
2k˜Frp˜
rsk˜sF ]W [β,γ]W [µ,α]η
βµηγα+
+
1
12π
[p˜Fb + ξ˜
2k˜Frp˜
rsk˜sb]W [β,γ]H
b
[µ,α]η
βµηγα (17.44)
and in the first order:
(1)
L YM = − 4
9π
(p˜FF + ξ˜
2k˜Frp˜
rsk˜sF )η
βσηµτηγαh(τσ)W [β,γ]W [µ,α]+
+
2
3π
(p˜Fb + ξ˜
2k˜Frp˜
rsk˜sb)η
βσηµτηγαh(τσ)W [β,γ]H
b
[µ,α]+
− 4ξ˜
3π
(p˜aF + ξ˜k˜aF )p˜
ark˜rs(δ
s
F + ξ˜p˜
sqk˜qF )η
βσηµτηγαh[τσ]W [β,γ]W [µ,α]+
− ξ˜
3π
(p˜aF + ξ˜k˜aF )p˜
ark˜rs(δ
s
p + ξ˜p˜
sqk˜qp)η
βσηµτηγαh[τσ]W [β,γ]W [µ,α]+
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− 4ξ˜
3π
(p˜ab + ξ˜k˜ab)p˜
ark˜rs(δ
s
F + ξ˜p˜
sqk˜SF )η
βσηµτηγαh[τσ]W [β,γ]W
b
[µ,α], (17.45)
where ℓ˜ab = p˜ab + ξ˜k˜a˜b˜ is the nonsymmetric right-invariant tensor on the gauge group
G (being a subgroup of H). The field Wµ appears also in Lint(Φ, A˜). One gets
(2)
L (Φ, A˜) = − 4ξ˜
3V2
∫
M
√
|h0| dm(y)·
·{p˜abµaF ηµαηαβhβαhom˜a˜hon˜b˜kob˜a˜W [µ,ν]Hbm˜n˜}. (17.46)
Moreover, the field A˜F µ = −2
3
Wµ couples the Higgs field via the gauge derivative.
Thus we should consider Lkin(
gauge
∇ Φ) up to the second order of Wµ. Moreover, we
do not consider in this case the full lagrangian Lkin(
gauge
∇ Φ) because according to our
assumption the A˜F µ field becomes massive after a symmetry breaking from G to G0
and it is enough to consider a mass term for this field in the lagrangian
1
2
ηµνm2F A˜
F
µA˜
F
ν p˜FF =
2
9
m2F p˜FF η
µνWµW ν , (17.47)
where mF is the mass of boson corresponding to the broken A˜
F
µ field (the U(1)F
subgroup G, U(1)F 6⊂ G0). The remaining part of the full lagrangian of the theory
containing Wµ is the term
2
3
g[µν]W [µ,ν]. (17.48)
Taking this term up to the second order with respect to h(µν), h[µν] and Wµ one gets:
−2
3
η[µ|α|ην]hβαW [µ,ν]. (17.49)
We should add of course a quadratic approximation of R4(Γ˜ ) in N.G.T. to have full
lagrangian containing Wµ. This is known in N.G.T. The Nonsymmetric–Nonabelian
Jordan–Theory (Kaluza–Klein) Theory with Higgs’ mechanism gives us several ad-
ditional couplings between h[µν], h(µν) and Wµ, which are absent in pure N.G.T. It
seems that they can help in solving some serious problems in N.G.T. raised recently
by Damour (see Ref. [121]).
In order to have a more clear situation we take only this terms which does not
depend on the gauge field (broken or unbroken) and which are at least quadratic in
Wµ, h[µν], h(µν). One gets:
Lquadratic(W ) = 2
9π
(p˜FF + ξ˜
2k˜Frp˜
rsk˜sF )η
βµηγαW [β,γ]W [µ,α]+
−2
9
p˜FFm
2
F η
µνWµW ν − 2
3
ηνβηµαh[β,α]W [µ,ν]. (17.50)
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Thus we get the lagrangian which is a Proca-field lagrangian interacting with h[βα].
Let us consider linearization of Eqs. (12.44 ÷ 49) with respect to h(µν), h[µν] and
Wµ and let us neglect all Yang–Mill’s field and Higgs’ field except Wµ field (A˜
F
µ).
One easily gets
R˜µρ +
1
4
Fλµρ,λ +
(
α+
5
6
)
h[µλ],ρ,
λ+
−
(
α+
1
2
)
h[ρξ],
λ
,µ +
1
2
h[ρµ],
λ ,λ+
2
3
(1 + 4α)W [µρ] = ahµρ. (17.51)
Notice that we omit the energy—momentum tensor for Wµ, because it is of the second
order with respect to Wµ, ahµρ is a cosmological term with a being a constant, R˜µρ is
the usual Ricci tensor for h(µν) in the linear approximation
Fλµρ = 3h[[λµ],ρ]. (17.52)
In the formula (17.51) we take for a full Ricci tensor the following sum.
Rµν(W ) = R
λ
µνλ + αR
λ
χµν . (17.53)
In the work we are using α =
1
2
.
The most interesting case is the interaction of the skewon field h[µν] with Wµ.
The lagrangian for the Wµ field looks as follows
L(W ) = −A
2
8π
W [µ,ν]W
[µ,ν]
+B2WµW
µ
+
2
3
(1 + 4α)h[µν]W [µ,ν], (17.54)
where A and B are constants and
h[µν] = ηµαηνβh[αβ], (17.55)
ηµν is a Minkowski’s tensor.
The constants A and B depends on the details of the theory presented before (i.e.
groups, constants ξ, µ, ζ).
Now we redefine the field Wµ introducing a new field Vµ
Vµ =
1
2
AWµ. (17.56)
One gets:
L(V ) = − 1
8π
VµνV
µν +
m2
4π
VµV
µ − 2
3
gV h
[µν]Vµν , (17.57)
where
Vµν = ∂µVν − ∂νVµ (17.58)
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and mV is a mass of the Proca field Vµ, and gV is a coupling constant, gV > 0. The
equation for the field Vµ is as follows:
(−ηµλ+ ∂µ∂λ − ηµχm2V )Vλ =
8π
3
gV ∂νh
[νµ]. (17.59)
The equation can be rewritten in the following form:
∂νV
νµ +m2V V
µ = −8π
3
gV ∂νh
[νµ]. (17.60)
Now we come back to Eq. (17.51) and write them for the symmetric and antisymmetric
part eliminating Wµ field. One gets:
R˜µρ + 2
(
α +
5
6
)
(h[µλ],ρ,
λ + h[ρλ],µ,
λ)+
−1
2
(
α+
1
2
)
(h[ρλ],
λ
,µ + h[µλ],
λ
,ρ) = ah(µρ), (17.61)
Fλ[µρ,|λ|,γ] + 2
(
α+
5
6
)
(h[[µ|λ|],ρ,λ, γ] + h[[ρ|λ|],µ,λ,γ])+
−2
(
α+
1
2
)
(h[[ρ|λ|],|λ|,µ,γ] − h[[µ|λ|],|λ|,ρ,γ]) +
1
2
h[[ρµ],
|λ|
,|λ|,γ] =
1
3
aFµργ . (17.62)
The Eq. (17.61) describes linear G.R.T. with skewon sources and Eq. (17.62) is the
equation for skewon field which couples to the Vµ field in Eq. (17.60). For R˜µρ we have
a simple formula
R˜µρ = −hµρ, (17.63)
where hµρ = h(µρ) − 12ηαβh(αβ)ηµρ, and h
µν
,ν = 0.
Thus the Eq. (17.61) takes the form
−hµρ + 1
2
(
α+
5
6
)
(h[µλ],ρ,
λ + h[ρλ],µ,
λ)+
−1
2
(
α +
1
2
)
(h[ρλ],
λ
,µ + h[µλ],
λ
,ρ) = ahµρ − a
2
ηαβh(αβ)ηµρ, (17.64)
where h
µρ
,ρ = 0, hµρ = hρµ.
Moreover, it seems that we should consider also some nonlinear terms connected to
Vµ as a source of gravitational field in (17.64). It seems also that we should include an
electromagnetic field, which remains massless after symmetry breaking and the scalar
field Ψ . In this way we consider lagrangians and energy—momentum tensors for Vµ,
Aµ and Ψ .
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In the lowest order the lagrangians for electromagnetic and scalar fields take forms
Lem = − 1
8π
FµνF
µν , (17.65)
Lscal = 1
8π
(
MηµνΨ,µΨ,ν +
m2
2
Ψ2
)
, (17.66)
where M = (ℓ[dc]ℓ[dc] − 3n(n− 1)).
According to our considerations the scalar field Ψ obtains a non-zero mass. More-
over, we should redefine the field Ψ in such a way that
Lscal = 1
8π
ηµνϕ,µϕ,ν +
m2ϕ
16π
ϕ2, (17.67)
where mϕ is a mass of the field ϕ.
It is easy to see that
ϕ =MΨ. (17.68)
According to the Eq. (12.44–50) we really need the quantity
Tµρ = Tµρ − 1
2
ηµρ(η
αβTαβ). (17.69)
One easily finds for Vµ and electromagnetic fields
Tαρ =
1
4π
[
ητµVµαVτρ − 1
4
ηµρ(VµβV
µβ) +m2V VαVρ
]
, (17.70)
em
T αρ =
1
4π
(
ητµFµαFτρ − 1
4
ηαρ(FµνF
µν)
)
. (17.71)
For scalar field ϕ we have
scal
T αρ =
1
4π
(
ϕ,αϕ,ρ − 1
4
ηαρ(ϕ,µϕ
,µ) +
m2ϕ
4
ηαρϕ
2
)
. (17.72)
We should add of course to the set of equations of fields, equations for electromagnetic
and scalar fields. Thus one gets:
−hµρ + 1
2
(
α+
5
6
)
(h[µλ],ρ,
λ + h[ρλ],µ,
λ)− 1
2
(
α+
1
2
)
(h[ρλ],
λ
,µ + h[µλ],
λ
,ρ) =
= ahµρ − a
2
ηαβh(αβ)ηµρ +
κ
4π
(
ητβ(FβµFτρ + VβµVτρ) + ϕ,µϕ,ρ − 1
4
ηµρ(VαβV
αβ+
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+FαβF
αβ + ϕ,αϕ,
α −m2ϕϕ2) +m2V VµVρ
)
, (17.73)
∂µF
µν = 0, F[ρλ,ν] = 0, (17.74)
(+m2ϕ)ϕ = 0, (17.75)
∂νV
νµ +m2V V
µ = −8π
3
gV ∂νh
[νµ], V[µν,λ] = 0, (17.76)
Fλ[µρ,|λ|,γ] + 2
(
α+
5
6
)
(h[[µ|λ|],ρ,|λ|, γ] + h[[ρ|λ|],µ,|λ|,γ])+
−2
(
α+
1
2
)
(h[[ρ|λ|],|λ|,µ,γ] − h[[µ|λ|],|λ|,ρ,γ]) + 1
2
h[[ρµ],
|λ|
,|λ|,γ] =
1
3
aFµργ , (17.77)
where
Fµργ = 3h[[µρ],γ], (17.78)
hµρ = h(µρ) − 1
2
ηαβh(αβ)ηµρ, (17.79)
h = ηµρhµρ (17.80)
and
h
µν
,ν = 0 (17.81)
and κ =
8πGN
c4
.
The Eqs. (17.73÷ 17.81) are full set of equations for coupled fields in our approxi-
mation.
Let us notice that in Eq. (17.77) we have on the right-hand ride a term 13aFµργ .
This term induces a mass term for the field h[µν]. In this way the skewon field h[µν]
is massive (due to cosmological term) and some problems raised in Ref. [121] are not
applicable.
Let us recall that the fields Vµ, ϕ are also massive. h[µν], Vµ, ϕ are additional
fields which are connected to gravitational interaction (except h(µν)-field). They are
massive and in linear approximation they are of short range (having a Yukawa-type
behaviour). Due to this we have no problems with gravitational radiation from closed
binary systems. Only the famous quadrupole radiation formula enters the equation for
a secular changing of an orbital period. This is exactly the same as in G.R.T. ([122]).
Recently J. W. Moffat has proposed a reformulation of N.G.T. ([123]). It seems
that many of additional phenomenological terms in his gravitational lagrangian can be
obtained from our theory. In particular in the approximation presented here they are
coming from an effective interactions with massive multiplet of Higgs fields. In our the-
ory Higgs’ field is a part of multidimensional gauge field in nonsymmetric Kaluza–Klein
(Jordan–Thiry) theory. In some sense this is a little similar to Connes Noncommu-
tative Geometry ([124]). Moreover in order to be closer to this approach we should
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extend our formalism to include supersymmetry and supergravity in a nonsymmetric
version of our theory.
The interesting point in our approach is to find a quantum version of this classical
field theory. It simply means how to quantize the theory? It seems that the best way to
achieve it is to use Ashtekar approach of canonical quantization ([125]). In his approach
applied to gravity there is a possibility to extend the formalism to include gauge fields
and Higgs’ fields. In such a way we can work with a group SU(2)⊗G(SL(2,C)⊗G)
in the place of SU(2)(SL(2,C)).
Let us notice that there is a different possibility to quantize our theory (even in
a perturbative regime). This possibility is to consider the theory as an effective one
to some energy scale. In this way our Lagrangian is an “effective Lagrangian”. It
describes low energy interactions and we are using only those degrees of freedom and
interactions appropriate for those energies. Whether or not is this theory fundamental,
at low energy it can be described by an effective theory. The lowest energy Lagrangian
can be used to determine the propagators and low energy vertices, and the rest can be
treated as perturbations. When we quantize the theory (introducing propagators for
graviton, skewon, photon, gluons, higsons, scalarons, intermediate bosons and vertices
for them) and calculate loops, the usual ultraviolet divergences can be absorbed into
definitions of renormalized couplings in the most general Lagrangian.
Those effects can be left-over in the amplitudes for long distance propagation (low
energy). Roughly speaking we can consider a full Lagrangian of the theory as a sum
of local Lagrangians (the most general local effective Lagrangian) absorbing infinities
into all couplings’ constants. Afterwards we use an energy expansion and order the
most general Lagrangian in powers of the low energy scale divided by the high energy
scale. If we want to quantize a full theory with a tower of scalar fields, we can use those
massive fields as regulator fields in some kind of Pauli-Villars’ renormalization scheme.
In this way we can get some interesting results similar to J. Donoghue’s approach
in quantization of General Relativity (see Ref. [126]). In some sense J. Donoghue’s
approach is an attempt to renormalize nonrenormalizable theory. In both approaches to
quantization of this unified theory we can use generalized functions of J. F. Colombeau
(see Ref. [127]).
The interesting problem to consider in our theory is to find a reason to existence
of a cosmological constant (λc0 = Λ, see Eq. (14.296)). A natural assumption is to put
both cosmological terms to zero. This is possible by taking special values of µ and ζ
such that
R˜(Γ˜(µ0)) = P˜ (ζ0) = 0. (17.82)
In this way we control a value of a cosmological constant. In order to get a specific value
of λc0 we should take some values of µ and ζ different from µ0 and ζ0. For µ and ζ
enter some observables connected to elementary interactions and other cosmological
predictions (see sections 18 and 19), we should be very careful. In this way we have
to do with some kind of fine tunning of µ and ζ. It seems moreover that the non-zero
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cosmological terms are connected to a breaking of some kind of invariance in the theory.
Probably to a conformal invariance.
In order to examine this conjecture let us linearize full field equations of our theory
(Eqs (9.3)÷(9.26)). It is easy to see that those (linearized) equations are conformally
invariant if both cosmological terms are zero and r →∞. We linearize gµν around ηµν
and Ψ around Ψ0. Equations for Yang-Mills field are not linearized. In a general case
in order to get a scale invariance we should have a condition
tot
T αβg
αβ = 0 (17.83)
where
tot
T αβ is a total energy momentum tensor (including cosmological terms). For
this we should develop a theory to include fermions in order to get more conclusive
results. Thus we should extend this approach to supermanifolds with anticommuting
coordinates and to superfibrebundles with super Lie groups (algebras).
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18. On some Cosmological Consequences
of the Nonsymmetric
Kaluza–Klein (Jordan–Thiry) Theory
We consider some consequences of the Nonsymmetric Kaluza–Klein (Jordan–Thiry)
Theory. We calculate primordial fluctuation spectrum functions, spectral indices, and
first derivatives of spectral indices.
Let us consider Eq. (14.341).
Φ(t) =
(5 + 3a)
√
5 + 4a
8αs(A1 ns2(u) +A2)
+
(
1 +
√
5 + 4a
)
2αs
(18.1)
where
u =
4
√
AenΨ1 (5AenΨ1 − 3α2sr)
r2
·
√
sin
ϕ+ π
3
(t− t0) (18.2)
A1 =
√
5
3
− a2 sin ϕ+ π
3
(18.3)
A2 =
√
5
3
− a2 cos ϕ+ 4π
3
+
1
12
(5 + 6a) (18.4)
and
cosϕ = −
√
Ae
n
2 Ψ1
(
9α2sBr
2 + 40AenΨ1
)
12 (5AenΨ1 − 3α2sBr2)3/2
(18.5)
0 < a =
√
α2sBr
2
AenΨ1
< 0.3115, (18.6)
ns is the Jacobi elliptic function for the modulus
m2 =
sin
(
ϕ
3
)
sin
(
ϕ+2π
3
) , (18.7)
B is an integration constant, r is a radius of manifold of vacuum states (a scale of
energy), αs a coupling constant. A is given by the equation (14.321) and is fixed by
the details of the theory. Ψ1 is a critical value of a scalar field Ψ . n is a dimension of
the group H. Eq. (18.1) gives a solution to the equation of an evolution of the Higgs
field under some special assumptions (in the cosmological background). Due to this
solution we are able to calculate PR(K)—a spectrum of primordial fluctuations in the
Universe.
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According to the Eq. (14.186)
PR(K) =
(
H0
2π
)2∑
m˜,d
(
H0
d
dt
(Φdm˜)
)2
∣∣t=t∗ . (18.8)
Using Eq. (18.1) and the assumption
Φdm˜(t) = δ
d
m˜Φ(t) (18.9)
one gets for t = t∗ = 1H0 ln
K
R0H0
PR(K) = P0
(
A1 + A2 sn
2(v)
)2
sc2(v)
dn2(v)
(18.10)
where H0 is a Hubble constant
P0 =
12H40α
2
sn1A
3/2e(3/2)nΨ1 · sin−3 (ϕ+π3 ) · π−2(
5
√
AenΨ1 + 3αs
√
Br2
)(
5A
√
AenΨ1 + 4αs
√
Br2
)
(5AenΨ1 − 3α2sBr2)
(18.11)
v = (lnK − t0H0 − ln(H0R0)) 1
H0
4
√
AenΨ1 (5AenΨ1 − 3α2sBr2)
r4
√
sin
ϕ+ π
3
, (18.12)
n1 means a dimension of the manifold M = G/G0 (a vacuum states manifold), K
2 =
~K2 means as usual the square of the length of a fluctuations wave vector. We calculate
a spectral index of a power spectrum
ns(K)− 1 = d lnPR(K)
d lnK
, (18.13)
ns(K)− 1 = 2C
(
dn(v)
cn(v) sn(v)
−m2 sn(v) cn(v)
dn(v)
+
2A2 sn(v) cn(v) dn(v)
A1 + A2 sn2(v)
)
(18.14)
and an important parameter
dns(K)
d lnK
= 2C2
[(
sn2(v) dn(v)− cn2(v) dn(v)−m2 sn(v) cn(v))
×
(
1
cn(v) sn(v)
+
m2
dn(v)
)
+ 2A2
cn2(v) dn2(v)− sn2(v) dn2(v)−m2 sn2(v) cn2(v)
A1 +A2 sn2(v)
+ 4A22
sn2(v) cn2(v) dn2(v)
(A1 + A2 sn2(v))
2
]
(18.15)
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where v is given by the formula (18.12) and all the Jacobi elliptic functions in the
formulae (18.10), (18.14–15) have the same modulus
m2 =
sin ϕ3
sin ϕ+2π
3
,
C =
1
H0
4
√
AenΨ1 (5AenΨ1 − 3α2sBr2)
r4
√
sin
ϕ+ π
3
. (18.16)
In this theory we have some arbitrary parameters which can be translated to param-
eters A1, A2, C and m. Thus we can consider Eqs (18.10), (18.14–15) as parametrized
by P0, A1, A2, C and m. Simultaneously v can be rewritten as
v = C (lnK −K ′0) (18.17)
where K ′0 is an arbitrary parameter. Let us remind that in our theory we have ar-
bitrary parameters: r, ζ, ξ, αs (they could be fixed by some data from elementary
particle physics, however, they are free as some parameters of the theory) and inte-
gration constants B and t0 (R0 also in some sense). The interesting idea for future
research consists in applying CMBFAST or CMBEASY software [128] to calculate all
the cosmological CMB characteristics with mentioned parameters considered as free.
Afterwards we should fit them to existing cosmological data [104] as good as possible
in order to find some constraints for parameters from our theory.
Let us consider the function PR(K) from Eq. (18.10). It is easy to see that the
function
f(v) =
(
A1 +A2 sn
2(v)
)2
sc2(v)
dn2(v)
(18.18)
is a periodic function
f(v) = f(v + 2K(m2)l), l = 0,±1,±2, . . . , (18.19)
K(m2) =
π/2∫
0
dθ√
1−m2 sin2 θ
. (18.20)
Thus we get
PR(K) = PR(Ke
lη), (18.21)
η =
2K(m2)H0 4
√
r4
AenΨ1(5AenΨ1−3α2sBr2)√
sin ϕ+π3
(18.22)
or
η =
2K(m2)
C
. (18.23)
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Thus it is enough to consider PR(K) in the interval
e−η/2 ≤ K ≤ e+η/2 (18.24)
(a little similar to the first Brillouin zone). In order to have an interesting cosmological
region we should have
η ≃ 20 (18.25)
which gives us a constraint
2K(m2)
C
=
2K(m2)H0√
sin ϕ+π3
4
√
r4
AenΨ1 (5AenΨ1 − 3α2sBr2)
≈ 10. (18.26)
Moreover we should consider a region with ns(K) ∼= 1. This can be satisfied if
dn2(v)
(
A1 +A2 sn
2(v)
)−m2 sn2(v) cn2(v) (A1 + A2 sn2(v))
+ 2A2 sn
2(v) cn2(v) dn2(v) = 0
(18.27)
with the condition
sn(v) cn(v) dn(v)
(
A1 +A2 sn
2(v)
) 6= 0. (18.28)
Using some simple relations among Jacobi elliptic functions and introducing a new
variable
x = sn2(v) (18.29)
one gets a cubic equation
x3 +
A1m
2 − 4A2m2 − 2A2
3A2m2
x2 +
3A2 − 2A1m2
3A2m2
x+
A1
3A2m2
= 0 (18.30)
or
x3 +
ρm2 − 4m2 − 2
3m2
x2 +
3− 2ρm2
3m2
x+
ρ
3m2
= 0, (18.31)
where
ρ =
A1
A2
=
√
5
3 − a2 sin ϕ+π3√
5
3 − a2 cos ϕ+4π3 + 5+6a12
. (18.32)
This equation can be reduced to
y3 + py + q = 0 (18.33)
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where
p =
−m4(ρ2 + 10ρ+ 16) +m2(4ρ+ 11)− 4
27m4
(18.34)
q =
2m6(ρ3 + 15ρ2 + 92ρ− 64) + 6m4(49 + 25ρ− 2ρ2) + 6m2(43ρ− 64)− 16
272m6
(18.35)
x = y −
(
ρm2 − 4m2 − 2
9m2
)
. (18.36)
The discriminant of Eq. (18.33) can be written as
D =
q2
4
+
p3
27
(18.37)
and one gets after some tedious algebra
D(ρ,m) =
1
274m10
[
−m10 (387ρ4 + 7376ρ3 + 29456ρ2 + 114944ρ+ 258048)
+m8
(
243ρ4 + 6660ρ3 + 19062ρ2 + 15000ρ+ 116352
)
+m6
(
246ρ4 + 2292ρ3 − 4716ρ2 + 3299ρ+ 2473)
+m4
(
144ρ3 + 1512ρ2 + 10476ρ+ 19251
)
+m2
(−1548ρ3 + 3584ρ2 + 35190ρ− 26460)
+ 48 (75− 39ρ)
]
.
(18.38)
We use the Cardano formulae to find a root x0. Afterwards we get
v± = ±
arcsin
√
x0∫
0
dθ√
1−m2 sin2 θ
. (18.39)
Thus we need 0 < x0 < 1.
It is easy to see that every
vl = v± + 2K(m2)l, l = 0,±1,±2, . . . , (18.40)
satisfies Eq. (18.27).
If D(m, ρ) > 0, we have only one real root
x0 =
3
√
−q
2
+
√
D + 3
√
−q
2
−
√
D −
(
ρm2 − 4m2 − 2
9m2
)
(18.41)
where q is given by Eq. (18.35) and D by Eq. (18.38). Moreover we need 0 < x0 < 1.
In order to find a criterion let us transform Eq. (18.31) via
x =
1 + w
1− w . (18.42)
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This transformation maps a unit circle on a complex plane |x| < 1 into Rew < 0. One
gets
w3 +
13m2 + ρm2 − 1 + 3ρ
7m2 − 3ρm2 + 5− ρ w
2
+
5m2 + 3ρm2 − 5− 3ρ
7m2 − 3ρm2 + 5− ρ w +
ρ+ 1−m2 − ρm2
7m2 − 3ρm2 + 5− ρ = 0.
(18.43)
It is easy to see that the map (18.42) transforms roots of Eq. (18.31) into roots of
Eq. (18.43) and real roots into real roots. Especially roots inside the unit circle into
roots with negative real part. Thus if Eq. (18.31) possesses only one real root inside
the unit circle then Eq. (18.43) possesses only one real root with the negative real part.
Let w0 be such a root of Eq. (18.43) and z and z be the remaining roots. One gets
(w − w0)(w − z)(w − z)
= w3 − (2Re(z) + w0)w2 +
(|z|2 + 2Re(z)w0)w − w0|z|2 = 0. (18.44)
Thus we only need
−w0|z|2 > 0, (18.45)
x0 =
1 + w0
1− w0 , (18.46)
which means
ρ+ 1−m2 − ρm2
7m2 − 3ρm2 + 5− ρ > 0. (18.47)
The last condition means also that Eq. (18.31) has a real root inside the unit circle,
i.e. x0. Now we only need to satisfy x0 > 0, which simply means
ρ
3m2
< 0 (18.48)
or (if m2 > 0)
ρ < 0. (18.49)
In this way we get conditions
(ρ+ 1−m2 − ρm2)(7m2 − 3ρm2 + 5− ρ) > 0, (18.50)
ρ < 0. (18.51)
From (18.50–51) we get two solutions:
I 0 > ρ > −1, 1 > m2 > 5− ρ
7− 3ρ (18.52)
II ρ < −1, 0 < m2 < 5− ρ
7− 3ρ . (18.53)
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Simultaneously we have
D(ρ,m) > 0. (18.54)
Under these conditions our solution given by Eq. (18.41) is non-negative with modulus
smaller than one.
In this way we have
ns(K) = 1 (18.55)
for
lnK =
v± + 2K(m2)l
C
+K ′0 (18.56)
K = K0 exp
(
v± + 2K(m2)l
C
)
(18.57)
where K ′0 = lnK0.
Moreover we are interested in a deviation from a flat power spectrum. Thus we
consider
ns(K) = 1± dns(K)
d lnK
∆ lnK (18.58)
where ∆ lnK ∼ 10 and dns(K)
d lnK
is calculated for lnK given by the formula (18.55).
According to the formula (18.15) dns(K)
d lnK
is proportional to C2.
Thus using (18.26) we get
dns(K)
d lnK
∆ lnK ∼ 10
(
K(m2)
10
)2
∼ 0.1 (18.59)
which gives us rough estimate of a deviation from a flat power spectrum.
For K given by Eq. (18.57) one gets
dns(K)
d lnK
= 2C2
[
ε
(
ε0x0
√
1−m2x0 −
(
1 + x0(m
2 − 1))√1− x0)
×
√
1−m2x0 + εε0m2
√
x0(1− x0)√
x0(1− x0)(1−m2x0)
+
1 + 3m2x20 − x0(2m2 + 1)
ρ+ x0
+
4x0(1− x0)(1−m2x0)
(ρ+ x0)2
] (18.60)
where
ε20 = ε
2 = 1. (18.61)
It is interesting to estimate a range of K. One can consider
K0 exp
(
v+ −K(m2)
C
)
≤ K ≤ K0 exp
(
v+ +K(m
2)
C
)
. (18.62)
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Let us consider Eq. (18.58). If we find conditions for dns(K)d lnK to be zero, we get
a local flat spectrum (around K given by Eq. (18.57)). One gets using (18.29) and
(18.60) (
ε0x0
√
1−m2x0 −
(
1 + x0(m
2 − 1))√1− x0)
×
√
1−m2x0 + εε0m2
√
x0(1− x0)√
x0(1− x0)(1−m2x0)
=
x0(2m
2 + 1)− 1− 3m2x20
ρ+ x0
+
4x0(x0 − 1)(1−m2x0)
(ρ+ x0)2
.
(18.63)
For x0 = x0(m, ρ) (see Eq. (18.41)) is a known function of m and ρ, the condition
(18.63) can be considered as a constraint for m and ρ. Together with (18.52), (18.53)
and (18.54) it can give an interesting range for parameters m and ρ. In this range the
spectrum function (18.10) looks flat (around K given by Eq. (18.57)).
Let us consider a formula for an evolution of Higgs’ field given by Eq. (14.369):
Φ(t) =
1
2αs
(
1±
√
5
1− e−5b(t−t0)
)
(18.64)
where b = e
nΨ1A
6r2H0
> 0,
lim
t→∞Φ(t) =
1
αs
(
±√5 + 1
2
)
.
It is easy to see that for
tmax − t0 = 2
b
, (18.66)
Φ
(
2
b
+ t0
)
≃ 1
αs
(
1±√5
2
)
. (18.67)
Thus we can consider from practical point of view that an inflation has been completed
for t = t0 +
2
b . The inflation starts for
tinitial = t0 +
1
5b
ln
5
4
. (18.68)
Let us calculate PR(K), a spectral function for this kind of evolution of Higgs’ field.
One gets from Eqs (18.8) and (18.9)
PR(K) = P0
(
K
K0
)5µ¯
((
K
K0
)µ¯
− 1
)3 , (18.69)
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P0 =
4H40α
2
sn1
125π2b2
(18.70)
K0 = R0H0e
t0H0 . (18.71)
For a spectral index we get
d lnPR(K)
d lnK
= ns(K)− 1 = µ
2
(
K
K0
)µ¯
− 5(
K
K0
)µ¯
− 1
(18.72)
µ =
5b
H0
. (18.73)
For the first derivative of ns
dns
d lnK
=
8µ2
(
K
K0
)µ¯
((
K
K0
)µ¯
− 1
)2 . (18.74)
An interesting question is to find the range of K. Taking
t∗initial =
1
H0
(
Kinitial
R0H0
)
= t0 +
1
5b
ln
5
4
= tinitial (18.75)
one gets
Kinitial = K0
(
5
4
)1/µ¯
(18.76)
t∗max =
1
H0
(
Kmax
R0H0
)
= t0 +
2
b
= tmax (18.77)
Kmax = K0e
2H0/b = K0e
10/µ¯ (18.78)
and finally
K0
(
5
4
)1/µ¯
< K < K0e
10/µ¯. (18.79)
Let us find K˜ such that
ns(K˜) = 1. (18.80)
One gets
K˜ = K0
(
5
2
)1/µ¯
(18.81)
K0
(
5
4
)1/µ¯
< K˜ < K0e
10/µ¯. (18.82)
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For such a K˜ one gets
dns(K˜)
d lnK
= 5µ2 (18.83)
ns(K˜) ∼= 1± 5µ2∆ lnK. (18.84)
If we take as usual ∆ lnK ≃ 10, we get
ns(K) ∼= 1± 1250
H20
b2 = 1± 625
18r4H40
e2nΨ1A2. (18.85)
We can try to make it sufficiently close to 1 taking a big H0.
In this case we have parametrized a spectral function and a spectral index by only
three parameters µ, P0 and K0, from which only µ matters. Taking K from the range
1.21/µ¯ <
K
K0
< 104.3/µ¯ (18.86)
we can calculate in principle all CMB characteristics (see Ref. [128]) and to fit to
observational data (as good as possible) parameters µ (and K0). This will be a subject
of future investigations.
Finally (in order to give a complete set of spectral functions) let us come back to
some formulae (see Eqs (14.529–531)):
PR(K) = P0g
(
K
R0H0
)
(18.87)
g(x) =
1
x2
· 2(
sd(u, 1
2
) +
√
2 cd(u, 1
2
) nd(u, 1
2
)
)2
u =
√
2C1x+K
(
1
2
)− C1√2− arccos(
√
5/C1)∫
0
dϕ√
1− 1
2
sin2 ϕ
(18.88)
P0 =
(
H0
2π
)2
· 4α
2
sn1
5C21
(18.89)
ns(K)− 1 = −2− C1x ·
√
2 cd(u, 12)− sd2(u, 12 )
sd(u, 12) +
√
2 cd(u, 12 ) nd(u,
1
2)
(18.90)
dns(K)
d lnK
= −2C1x ·
√
2 cd(u, 1
2
)− sd2(u, 1
2
)
sd(u, 12 ) +
√
2 cd(u, 12 ) nd(u,
1
2 )
− 2C21x2 sd2(u,
1
2
)
− 2C1x2 ·
(√
2 cd(u, 12)− sd3(u, 12 )
)2(
sd(u, 1
2
) +
√
2 cd(u, 1
2
) nd(u, 1
2
)
)2 (18.91)
In this case independent parameters are C1 and K0 = R0H0. The amount of
inflation in three cases can be calculated. In the first case (function (18.18)) it is given
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by the corrected formulae (14.357–358), i.e.
N0 = H0
√
2r2
5AaenΨ1
ϕ1∫
ϕ2
dθ√
1− ( 4a+510 ) sin2 θ (18.92)
or
N0 =
H0√
5αs
4
√
4r2
ABenΨ1
ϕ1∫
ϕ2
dθ√
1− ( 4a+5
10
)
sin2 θ
(18.93)
cos2 ϕ1 =
1
5 + 4a
, cos2 ϕ2 =
5
5 + 4a
. (18.94)
It is interesting to notice that we can calculate N0 from Eq. (18.92) for simplified
Weinberg-Salam model (see the first point of Ref. [75] in the nonsymmetric version).
One gets
N0 = J ·
√
2
15
(
mA˜
mplαs
)7/2
2−27/4
×
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)5/4
(2µ3 + 7µ2 + 5µ+ 20)
7/4 |ζ|1/4(µ2 + 4)1/2
×
(1 + ζ2)1/4
(
49g2(ζ, µ) + g(ζ, µ)(µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ)
)1/2
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)3/2
((5ζ2 + 4) ln 2− 2µ2(1 + ζ2))1/4
(18.92a)
where
f(ζ) =
16|ζ|3(ζ2 + 1)
3(2ζ2 + 1)(1 + ζ2)5/2
(
ζ2E
(
|ζ|√
ζ2 + 1
)
− (2ζ2 + 1)K
(
|ζ|√
1 + ζ2
))
+ 8 ln
(
|ζ|
√
ζ2 + 1
)
+
4(1 + 9ζ2 − 8ζ4)|ζ|3
3(1 + ζ2)3/2
(18.95)
g(ζ, µ) = −f(ζ)(µ2 + 4) (18.96)
h(ζ, µ) = |ζ|(2µ3 + 7µ2 + 5µ+ 20)(1 + ζ2)−1
× ((5ζ2 + 4) ln 2− 2µ2(1 + ζ2)) (ln(|ζ|+√ζ2 + 1)+ 2ζ2 + 1) (18.97)
J =
ϕ1∫
ϕ2
dθ√
1− (4a+510 ) sin2 θ (18.98)
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a =
(
mpl
mA˜
)7
235/2α16s B
1/2 1
mA˜
×
 (2µ3 + 7µ2 + 5µ+ 20)
(µ2 + 4)
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)
7/2
×
(1 + ζ2)1/2
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)4
|ζ|1/2 ((5ζ2 + 4) ln 2− 2µ2(1 + ζ2))1/2
(18.99)
and a satisfies the condition (18.6), which is a condition for an integration constant B,
B > 0. All of these formulae are subject to conditions
µ > µ0 = −3.581552661 . . . (R˜(Γ˜ ) > 0) (18.100a)
|ζ| > ζ0 = 1.36 . . . (P˜ (ζ) < 0) (18.100b)
µ2 <
(5ζ2 + 4) ln 2
2(1 + ζ2)
(A > 0). (18.100c)
In the second case considered here the amount of an inflation is infinite (in princi-
ple). Moreover, it can be given by a finite formula
N = H0 (tend − tinitial) = H0 (tmax − tinitial)
= H0
(
2
b
− 1
5b
ln
5
4
)
=
H0
b
(
2− 1
5
ln
5
4
)
∼= 1.96 H0
b
.
(18.101)
In the third case the amount of an inflation is given by the formula (14.520)
√
2C2 −K
(
1
2
)
=
arccos
(
1
2C1e
N0
)∫
0
dθ√
1− 12 sin2 θ
−
√
2C1e
N0 , (18.102)
which is a transcendental equation for N0.
All of those PR(K) functions will be treated by numerical methods from Ref. [128]
and afterwards we compare the results with observational data. This will be the first
stage of an application of our theory in cosmology. Afterwards we try to estimate
intrinsic parameters of our theory and to start a multicomponent inflation.
Now we calculate a total amount of an inflation during two de Sitter phases in our
cosmological models and corresponding masses of quintessence particles.
We consider a total amount of an inflation in cosmological models. In our approach
we get two de Sitter phases governed by two different Hubble constants H0 and H1.
We underline that we have to do with phase transitions: of the second order in the
configuration of Higgs’ field and of the first order in the evolution of the Universe.
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The Hubble constant in the first phase is given by the formula (~ = c = 1)
H0 =
(
−nγ +√n2γ2 + 4(n2 − 4)α1β)(n−2)/4
2(n+2)/4(n+ 2)(n+2)/4
√
3βn/4
×
(
n2γ2 − γ
√
n2γ2 + 4(n2 − 4)α1β + 4α1β(n + 2)
)1/2
,
(18.103)
where
γ =
m2
A˜
α2s
P˜ =
1
r2
P˜ (18.104)
β =
α2s
l2pl
R˜(Γ˜ ) = α2sm
2
plR˜(Γ˜ ) (18.105)
α1 =
α2s
r2
(
αslpl
r
)2(
A
α6s
)
= m2
A˜
(
mA˜
mpl
)2(
A
α6s
)
. (18.106)
αs is a coupling constant, mpl and lpl are Planck’s mass and Planck’s length, respec-
tively, mA˜ and r are a scale of an energy (a scale of a mass of broken gauge bosons).
R˜(Γ˜ ) is a scalar of a curvature of a connection on a group manifold H.
P˜ =
1
V2
∫
M
R(Γ̂ )
√
|g˜| dn1x, (18.107)
where V2 is a measure of a manifold M (a vacuum states manifold), R(Γ̂ ) is a scalar
of a curvature for a connection defined on M , g˜ = det(ga˜b˜).
A =
1
V2
∫
M
(
lab
(
g[m˜n˜]g[a˜b˜]Cb
a˜b˜
Cam˜n˜ − Cbm˜n˜ga˜n˜gb˜n˜L˜aa˜b˜
))√
g˜ dn1x, (18.108)
ldcgm˜b˜g
c˜b˜L˜dc˜a˜ + lcdga˜m˜g
m˜c˜L˜d
b˜c˜
= 2lcdg
a˜m˜gm˜c˜Cd
b˜c˜
. (18.109)
Cd
b˜c˜
are structure constants for a Lie algebra h (a Lie algebra of a group H).
Using Eqs (18.104–106) one gets
H0 =
(
mA˜
αs
)(
mA˜
α2smpl
)n/2 (−nP˜ +√n2P˜ 2 + 4(n2 − 4)R˜(Γ˜ )A)(n−2)/4
2(n+2)/4(n+ 2)(n+2)/4
√
3(R˜(Γ˜ ))n/4
×
(
n2P˜
2 − P˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ ) + 4(n+ 2)AR˜(Γ˜ )
)1/2
,
(18.103a)
In the case of more general models (two different types of critical points for Higgs’ field
configuration) we take for A
A = 4α2sV (Φ
1
crt) (18.110)
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where V (Φ1crt) is a value of Higgs’ potential for Φ
1
crt (a metastable state Higgs’ field
configuration).
In the case of a Hubble constant H1 we get
H1 =
|γ|(n+2)/4nn/4√
3βn/4(n+ 2)(n+2)/4
(18.111)
or
H1 =
(
mA˜
mpl
)n/2
mA˜
αn+1s
|P˜ |(n+2)/4nn/4√
3(n+ 2)(n+2)/4(R˜(Γ˜ ))n/4
(18.111a)
In this case we suppose that γ < 0 and α1, β > 0. This is possible because γ is a
function of a constant ζ and can have any sign. In the case of β it is the same. β is a
function of a constant ξ (µ here). This is because of properties of R˜(Γ˜ ) and P˜ .
We consider here several consequences of Higgs’ field dynamics on primordial fluc-
tuations (perturbations) spectrum. We find three different functions and examine their
properties. We write down also an equation for an amount of an inflation in the first de
Sitter phase for these functions. They are calculable for functions (18.10) and (18.87).
In the case of a function (18.69) we get under some practical assumption
N0 = 1.96
H0
b
= 1.96
6r2H20
enΨ1A
=
1.96
α4s
(
mA˜
mpl
)2
F (β, γ, α1) (18.112)
where F (β, γ, α1) is given by the formula
F (β, γ, α1) =
(
n2γ2 − γ√n2γ2 + 4(n2 − 4)α1β + 4α1β(n + 2))
(n+ 2)α1
(
−nγ +√n2γ2 + 4(n2 − 4)α1β) (18.113)
or
N0 = 1.96
(
mA˜
mpl
)4
F (R˜(Γ˜ ), P˜ , A). (18.113a)
Now let us come to the second de Sitter phase. During this phase the inflation is
driven by the field Ψ which changes (slowly Ψ˙ ≈ 0) from Ψ0 to 12 ln
(
β
|γ|
)
. We develop
in Sec. 14 two approximation schemes for an evolution of Ψ . In the case of a harmonic
oscillation we calculate an amount of an inflation. We find also a different scheme—the
so called slow-roll approximation which offers an infinite in time evolution of Ψ .
Moreover from practical point of view we can suppose that an evolution starts if Ψ
is very close to 12 ln
(
n|γ|
(n+2)β
)
. In term of a variable
y =
√
β
|γ| e
Ψ (18.114)
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y is close to
√
n
n+2
. Let y be
y =
√
n
n+ 2
+ ε (18.115)
where ε > 0 is very small. Let us take
ε =
1
n(n+ 1)(n+ 2)
. (18.116)
We remind that n ≥ 14. Thus
ε < 3 · 10−4. (18.117)
Let us consider the formula (14.416) and let us calculate the limit
lim
y→√ n
n+2+ε
I. (18.118)
One gets after some simplifications (taking under consideration the fact that n > 14)
lim
y→√ n
n+2+ε
I = −π
2
− 1
2
√
2n
ln 2. (18.119)
From the other side we have
lim
y→1
I = −π
2
+
1√
2n
ln
(
n+ 1 +
√
n(n+ 2)
)
. (18.120)
We have
I = B(t− t0) (18.121)
where
B = 4
√
2π(n+ 2)|γ|
(
n
n+ 2
)n/2( |γ|
β
)n/2
1
mpl
√
M (18.122)
or
B = 4
√
2π
(
mA˜
mpl
)n+1
(n+ 2)
(
n
n+ 2
)n/2
mA˜
α
2(n+1)
s
|P˜ |
(
|P˜ |
R˜(Γ˜ )
)n/2
1√
M
. (18.122a)
Writing
I(1) = B(tIIend − t0) (18.123)
I
(√
n
n+ 2
+ ε
)
= B(tIIinitial − t0) (18.124)
where tIIinitial and t
II
end mean an initial and end time of the second de Sitter phase, one
gets
∆tII = tIIend − tIIinitial =
1
B
1√
2n
ln
(√
2
(
n+ 1 +
√
n(n+ 2)
))
(18.125)
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where ∆tII means a period of time of the second de Sitter phase. Thus the amount of
inflation for this phase is
N1 = H1∆t
II =
H1
B
ln
(√
2
(
n+ 1 +
√
n(n+ 2)
))
√
2n
. (18.126)
Using formulae (18.122) and (18.111) one gets
N1 =
√
2π
(
β
|γ|
)n/4(
n+ 2
n
)n/4 ln(√2(n+ 1 +√n(n+ 2)))√
6n|γ|(n+ 2)3 ·
mpl√
M
(18.127)
or
N1 =
(
2
√
2π√
M
)(
mpl
mA˜
)(n+2)/2(
R˜(Γ˜ )
|P˜ |
)n/4(
n+ 2
n
)n/4
×
ln
(√
2
(
n+ 1 +
√
n(n+ 2)
))
2
√
6αn−1s |P˜ |1/2(n+ 2)3
.
(18.127a)
For large n one finds
N1 ≃
√
2π
√
e
6
(
β
|γ|
)n/4
lnn
|γ|1/2n7/2 ·
mpl√
M
(18.128)
or
N1 ≃
√
e
6
(
R˜(Γ˜ )
P˜
)n/4 (
mpl
mA˜
)(n+2)/2(√
2π√
M
)
lnn
αn−1s |P˜ |1/2n7/2
. (18.128a)
The total amount of an inflation considered in the paper is
Ntot = N0 +N1 (18.129)
and should be fixed to ∼ 60.
In order to give an example of these calculations let us consider a six-dimensional
Weinberg-Salam model (see Ref. [75], the first point). It is of course a bosonic part of
this model. In this case H = G2, dimH = 14,M = S2 (two-dimensional sphere). This
will be of course the model in Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory. In
order to simplify the calculations we take
R˜(Γ˜ ) =
2(2µ3 + 7µ2 + 5µ+ 20)
(µ2 + 4)2
(18.130)
(see formula (7.21) from the fourth point of Ref. [18]).
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The scalar curvature has been calculated here for H = SO(3) ≃ SU(2). Moreover
it gives a taste of the full theory
P˜ = P˜ (ζ)
=
{
16|ζ|3(ζ2 + 1)
3(2ζ2 + 1)(1 + ζ2)5/2
(
ζ2E
(
|ζ|√
ζ2 + 1
)
− (2ζ2 + 1)K
(
|ζ|√
ζ2 + 1
))
+ 8 ln
(
|ζ|
√
ζ2 + 1
)
+
4(1 + 9ζ2 − 8ζ4)|ζ|3
3(1 + ζ2)3/2
} / (
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
(18.131)
(see formula (8.64)).
For V2 one gets
V2 =
2π
|ζ|
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
(18.132)
(see formula (8.65)), where
K(k) =
π/2∫
0
dθ√
1− k2 sin2 θ
, (18.133)
E(k) =
π/2∫
0
√
1− k2 sin2 θ dθ. (18.134)
P˜ has been calculated for an Einstein-Kaufmann connection defined on S2. We
need P˜ < 0, thus in our case
|ζ| > ζ0 = 1.36 . . . (18.135)
(see Fig. 6).
In order to write the formula in this case we need to calculate A from Eq. (18.108).
We should calculate L˜d
b˜c˜
from Eq. (18.109). In our case this is quite easy for S2 is
2-dimensional and a˜, b˜ = 1, 2 (a˜, b˜ = 5, 6 if we embed S2 as a vacuum state manifold
in the full theory).
In this case one easily finds
L˜c
a˜b˜
= hceledC
d
a˜b˜
(18.136)
where Cd
a˜b˜
are structure constants of the group H in such a way that a˜, b˜ correspond
to the complement m, g = g0 +˙ m,
g ⊂ h (18.137)
where g = A1, lab = hab+µkab, h
efhfd = δ
e
d. Using the exact form of the nonsymmetric
tensor on SO(3) and the nonsymmetric tensor on S2 (see formulae (2.24a), (6.31)) one
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gets
A = lab
(
g[m˜n˜]g[a˜b˜]Cam˜n˜C
b
a˜b˜
− Cbm˜n˜ga˜n˜gb˜m˜L˜aa˜b˜
)
= −
(
ζ2
(1 + ζ2)2 sin2 θ
+
4 + µ2 sin2 θ
(1 + ζ2) sin2 θ
) (18.138)
and finally
A =
1
V2
∫
S2
A
√
g˜ dθ dϕ =
1
V2
2π∫
0
π∫
0
dϕ dθ A
√
g˜, (18.139)
A =
|ζ| [(5ζ2 + 4) ln 2− 2µ2(1 + ζ2)]
(1 + ζ2)
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
) (18.140)
where the integral
∫ π
0
dθ
sin θ has been calculated in the sense of a principal value:
π∫
0
dθ
sin θ
= lim
ε→0+
π−ε∫
ε
dθ
sin θ
= − ln 2. (18.141)
Using Eqs (18.130–131), (18.140) one writes the formula (18.103a) in the form (n = 14)
H0 =
1
219
√
3
(
mA˜
α2smpl
)7
· mA˜
αs
×
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)3
(µ2 + 4)3(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
(2µ3 + 7µ2 + 5µ+ 20)
7/2
×
(
98g2(ζ, µ) + (µ2 + 4)g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)1/2
(18.142)
where
g(ζ, µ) = −f(ζ)(µ2 + 4) (18.143)
h(ζ, µ) = |ζ|(2µ3 + 7µ2 + 5µ+ 20) ((5ζ2 + 4) ln 2− 2µ2(1 + ζ2))
×
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
(1 + ζ2)
(18.144a)
H(ζ, µ) = h(ζ, µ)
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
(18.144b)
f(ζ) =
16|ζ|3(ζ2 + 1)
3(2ζ2 + 1)(1 + ζ2)5/2
(
ζ2E
(
|ζ|√
ζ2 + 1
)
− (2ζ2 + 1)K
(
|ζ|√
ζ2 + 1
))
+ 8 ln
(
|ζ|
√
ζ2 + 1
)
+
4(1 + 9ζ2 − 8ζ4)|ζ|3
3(1 + ζ2)3/2
. (18.145)
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From Eq. (18.111a) one gets
H1 =
√
2
3
(
mA˜
mpl
)7
mA˜
α15s
· 7
7
213
× g
4(ζ, µ)(µ2 + 4)4
(2µ3 + 7µ2 + 5µ+ 20)
7/2
·
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)−4
.
(18.146)
From Eq. (18.113a) one finds
N0 = 0.12
(
mA˜
mpl
)4
×
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)−1
(µ2 + 4)2(1 + ζ2)
|ζ| ((5ζ2 + 4) ln 2− 2µ2(1 + ζ2))
×
(
98g2(ζ, µ) + (µ2 + 4)g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)
.
(18.147)
Equation (18.122a) is transformed into
B =
(
mA˜
mpl
)15(
77mA˜
216α30s
)( |f(ζ)|
2µ3 + 7µ2 + 5µ+ 20
)7
· 1√
|M |
× |f(ζ)|(µ
2 + 4)6(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)8 . (18.148)
And finally Eq. (18.127a) gives
N1 ≃ 5.47 · 104
(
mpl
mA˜
)9( |f(ζ)|
2µ3 + 7µ2 + 5µ+ 20
)7/2
· αs√
|M |
×
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)3/2
|f(ζ)|1/2(µ2 + 4)3 .
(18.149)
Let us notice that according to our assumption f(ζ) < 0 (P˜ < 0), 2µ3+7µ2+5µ+
20 > 0 (R˜(Γ˜ ) > 0), and
(5ζ2 + 4) ln 2
2(1 + ζ2)
> µ2 (18.150)
(from A > 0).
The function on the left hand side of the inequality (18.150) is rising for ζ > 0 and
falling for ζ < 0, having a minimum at ζ = 0 equal to 2 ln 2. For ζ → ±∞ it is going
to 52 ln 2. For a specific value ζ = ζ0 = ±1.36 (see Eq. (18.135)), it is equal to 1.61.
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Thus we get
|µ| ≤
√
2 ln 2 ≈ 1.17741. (18.151)
Moreover the polynomial W (µ) = 2µ3 + 7µ2 + 5µ+ 20 possesses one real root
µ0 = −
3
√
1108 + 3
√
135645
6
− 7
6
− 19
6 · 3
√
1108 + 3
√
135645
= −3.581552661 . . . .
Thus we can have R˜(Γ˜ ) > 0 for µ > µ0 and in the region given by (18.151). Let us
notice that taking sufficiently big |ζ| we can make N0 in (18.147) arbiratrily big, i.e.
about 60. From the other side if we take |ζ| sufficiently big, N1 can also be arbitrarily
large (i.e. ∼ 60). Thus it seems that in this simple example it is enough to consider
arbitrarily big ζ in order to get large amount of an inflation.
It is interesting to find in this simplified model a constant a (see Eq. (18.6)). One
gets after some algebra
a2 =
α4sB
Am2
A˜
enΨ1
=
(
mpl
mA˜
)14
235α32s
(
B
m2
A˜
)
×
 2µ3 + 7µ2 + 5µ+ 20
(µ2 + 4)
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)
7
×
(1 + ζ2)
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)8
|ζ| ((5ζ2 + 4) ln 2− 2µ2(1 + ζ2))
(18.153)
(we put n = 14).
The condition
0 < a2 < 0.09703 (18.154)
gives a constraint on an integration constant B. In this case A > 0. However we
consider in Sec. 14 a special type of a dynamics of Higgs’ field with A < 0. In this
case we have the following constraint imposed on the constant a. One gets after some
algebra
a =
enΨ1m2
A˜
A
2H20α
2
s
=
192
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
98g2(ζ, µ) + (µ2 + 4)g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
× |ζ|(µ
2 + 4)
(
(5ζ2 + 4) ln 2− 2µ2(1 + ζ2))
1 + ζ2
.
(18.155)
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Moreover in this case we should put
a = − 4
15
, (18.156)
i.e. A < 0 and we get
720
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)
× |ζ|(µ2 + 4) (2µ2(1 + ζ2)− (5ζ2 + 4) ln 2)
=
(
98g2(ζ, µ) + (µ2 + 4)g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)
(1 + ζ2).
(18.157)
Eq. (18.157) gives a constraint among parameters of the theory. If Eq. (18.157) is
satisfied, we have the dynamics of Higgs’ field described by Eq. (14.381).
In this way we can consider the spectral function (14.107) and all the consequences
coming from it. We need of course some supplementary conditions
1
2
· 5ζ
2 + 4
1 + ζ2
· ln 2 < µ2 (18.158)
and as usual
f(ζ) < 0 (18.159)
2µ3 + 7µ2 + 5µ+ 20 > 0. (18.160)
In the case when condition (18.154) is satisfied we can consider a different dynamics of
Higgs’ field described by Eq. (18.1) leading to the spectral function (18.10) with all the
consequences of this function. In this case we have condition (18.150) and conditions
(18.159) and (18.160). They are easily satisfied.
The programme of research given here will give an additional constraint and could
(in principle) lead to the realistic theory with more complicated groups and patterns
of symmetry breaking.
Let us notice that in our theory we get cosmological terms. These terms are de-
scribed by constants β, γ and α1 which are proportional to R˜(Γ˜ ), P˜ and A. The
importance of a cosmological constant is now obvious. Thus it is necessary to control
these terms. They depend on constants ζ and µ. The first step in order to control
them is to find conditions when they are equal to zero. In the simplified model we have
found these conditions:
β(µ0 = −3.581552661 . . . ) = 0 (18.161)
γ(ζ = ±1.36 . . . ) = 0 (18.162)
and
α1 = 0 (18.163)
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for
µ = ±
√
ln 2(5ζ2 + 4)
2(ζ2 + 1)
. (18.164)
In this way we control the sign of A, P˜ and R˜(Γ˜ ) playing with constants ζ and µ:
R˜(Γ˜ ) > 0 for µ > µ0 = −3.581552661 . . . (18.165)
P˜ < 0 for |ζ| > 1.36. (18.166)
The sign of A is also controllable. All of these results give us interesting cosmological
consequences.
It is interesting to find some conditions on stability of the first de Sitter evolution
of the Universe. In Sec. 14 we find a criterion
M > M0 (18.167)
where
M0 =
4
3
× (n+ 2)γ
√
n2γ2 + 4(n2 − 4)α1β − 4(n+ 2)2(n− 1)α1β − n2(n+ 2)γ2
nγ2 + 4(n+ 2)α1β − γ
√
n2γ2 + 4(n2 − 4)α1β
(18.168)
or
M0 =
4
3
×
(n+ 2)P˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )− 4(n+ 2)2(n− 1)AR˜(Γ˜ )− n2(n+ 2)P˜ 2
nP˜ 2 + 4(n+ 2)AR˜(Γ˜ )− P˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )
,
(18.168a)
If
P˜ > 0, R˜(Γ˜ ) > 0, A > 0, (18.169)
then
M0 > 0. (18.170)
Moreover if
P˜ < 0, R˜(Γ˜ ) > 0, A > 0, (18.171)
the stability condition is (M0 < 0)
M < 0. (18.172)
Moreover for A < 0 the condition M0 < 0 is not trivial and we should have
4(n+2)2(n− 1)|A|R˜(Γ˜ ) > (n+2)|P˜ |
(
n2|P˜ |+
√
n2P˜ 2 − 4(n2 − 4)|A|R˜(Γ˜ )
)
. (18.173)
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In the case of SO(3) group and S2 vacuum states manifold (with n = 14) we have
M(SO(3)) = − 2(36 + 7µ
2)
(4 + µ2)M2pl
< 0 (18.174)
(see the equation on p. 260 of the second point of Ref. [18]).
Thus if M0 < 0 the first de Sitter evolution of the Universe is stable. It means it
happens if condition (18.173) is satisfied. One finds:
416|ζ|
1 + ζ2
(
2µ2(1 + ζ2)− (5ζ2 + 4) ln 2) · (2µ3 + 7µ2 + 5µ+ 20)
>
g(ζ, µ)
(
49g(ζ, µ) +
√
49g2(ζ, µ)− 384|h(ζ, µ)|
)
ln
((
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
) . (18.175)
We have also supplementary conditions
|ζ| > |ζ0| = 1.36 . . . (18.176)
µ > µ0 = −3.581552661 . . . (18.177)
µ2 >
ln 2
2
· 5ζ
2 + 4
ζ2 + 1
. (18.178)
During the second de Sitter phase the evolution of the Universe is unstable against
small perturbation of initial data. Moreover it can be made stable if M < 0. However,
the second de Sitter phase in our model should be unstable because it ends with a
radiation epoch. The instability of this phase in this particular case is caused by some
physical processes beyond cosmological models.
The interesting point in the theory is a mass of the scalar field (a scalar particle)
during both de Sitter phases. However, in that case we should consider a quintessence
field Q
Q =
√
|M | Ψ
Mpl
. (18.179)
In both de Sitter phases we can consider small oscillations qk of the quintessence field
around an equilibrium
Q = Qk + qk, k = 0, 1. (18.180)
For these small oscillations one finds
m2k = −
1
2
d2λck
dΨ2
(Ψk) (18.181)
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or
m21 =
−
(
−nγ +√n2γ2 + 4(n2 − 4)α1β)(n−2)/2
2(n+4)/2(n+ 2)n/2βn/2
×
(
nγ
√
n2γ2 + 4(n2 − 4)α1β − 2γ2n2 − 4(n+ 2)(n− 3)α1β
)
=
(
mA˜
αsmpl
)n(
mA˜
αs
)2
(n+ 2)−n/22−(n+4)/2
×
(
−P˜ +
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )
)(n−2)/2
· 1(
R˜(Γ˜ )
)n/2
×
(
2n2P˜ 2 + 4(n+ 2)(n− 3)AR˜(Γ˜ )− nP˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )
)
(18.182)
m20 =
1
2
n|γ|
(
n
n+ 2
)n/2( |γ|
β
)n/2
=
n
2
·
(
mA˜
α2smpl
)n(
n
n+ 2
)n/2(
mA˜
αs
)2
· |P˜ | ·
(
|P˜ |
R˜(Γ˜ )
)n/2
.
(18.183)
Using our simplified model for R˜(Γ˜ ), P˜ and A one gets
m21 =
(
mA˜
αs
)2(
mA˜
α2smpl
)14
· 2−36
×
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)6
(µ2 + 4)8(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)6
(2µ3 + 7µ2 + 5µ+ 20)
7
×
(
7g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ)− 98g2(ζ, µ)− 352h(ζ, µ)
)
.
(18.184)
Taking mA˜ ≃ mEW = 80GeV (an electro-weak energy scale) and mpl ≃ 2.4 · 1018GeV,
α2s = αem =
1
137 , one gets
m1 ≃ 3.34 · 10−105mEWG(ζ, µ) (18.185)
where
G(ζ, µ) =
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)3
(µ2 + 4)4(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)3
(2µ3 + 7µ2 + 5µ+ 20)
7/2
×
(
7g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ)− 98g2(ζ, µ)− 352h(ζ, µ)
)1/2
.
(18.186)
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In the second de Sitter phase one gets
m20 =
1
4
(
7
4
)8 (
mA˜
α2smpl
)14(m2
A˜
α2s
)(
µ2 + 4
2µ3 + 7µ2 + 5µ+ 20
)7
×
 g(ζ, µ)
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
8 . (18.187)
Taking as before for mA˜ an electro-weak energy scale and for α
2
s =
1
137 , one gets
m0 ∼= 10−102mEWF (ζ, µ) (18.188)
where
F (ζ, µ) =
(µ2 + 4)7/2(g(ζ, µ))4
(2µ3 + 7µ2 + 5µ+ 20)
7/2
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)4 . (18.189)
According to modern ideas a mass of scalar-quintessence particle should be smaller
than 10−3 eV. For the cosmological constant from the second de Sitter phase is the
same for our contemporary epoch, m0 is also a mass of a scalar quintessence particle
for our epoch.
It is interesting to ask what is a number of scalar-quintessence particle per unit
volume during both de Sitter phases of the evolution of the Universe (if a quintessence
has been deposed as particles which is not so obvious). (It can be deposed in a form
of a classical scalar field.) One gets
n1 =
ρ1Q
m1
=
6H20
m1
=
(
mA˜
αs
)(
mA˜
αsmpl
)n/2
(2(n+ 2))−(n+4)/4 · 25
×
n2P˜ 2 − P˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ ) + 4(n+ 2)AR˜(Γ˜ )(
2n2P˜ 2 + 4(n+ 2)(n− 3)AR˜(Γ˜ )− nP˜
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ ))
)1/2
×
(
−nP˜ +
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )
)(n−2)/4
.
(18.190)
In the second de Sitter phase one gets
n0 =
ρQ
m0
=
6H21
m0
=
(
mA˜
mpl
)n/2 (
mA˜
αns
)(
n
n+ 2
)(n+4)/4
|P˜ |1/2
(
|P˜ |
R˜(Γ˜ )
)n/4
.
(18.191)
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Using our simplified model with n = 14 one gets from (18.190)
n1 = 2
−19
(
mA˜
αsmpl
)7 (mA˜
αs
) (7g(ζ, µ) +√49g2(ζ, µ) + 384h(ζ, µ))3
(2µ3 + 7µ2 + 5µ+ 20)
7/2
×
(µ2 + 4)3
(
98g2(ζ, µ) + (µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)
(
7g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ)− 98g2(ζ, µ)− 352h(ζ, µ)
)1/2
×
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)−1
(18.192)
and from the formula (18.191)
n0 =
(
mA˜
mpl
)7(
mA˜
α14s
)(
79/2
217
)
× |f(ζ)|
1/2(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)15/2 ·( |f(ζ)|(µ2 + 4)22µ3 + 7µ2 + 5µ+ 20
)7
.
(18.193)
For the cosmological constant from the second de Sitter phase is the same for our
contemporary epoch, n0 is also a number of scalar quintessence particles for our epoch.
Taking as usual mA˜ = mEW and α
2
s =
1
137
one gets
n1 ≃ 9 · 10−106mEW ·K(ζ, µ) (18.194)
n0 ≃ 6.2 · 10−96mEW · L(ζ, µ), (18.195)
where
K(ζ, µ) =
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)3
(µ2 + 4)3
(2µ3 + 7µ2 + 5µ+ 20)
7/2
×
(
98g2(ζ, µ) + (µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)
(
7g(ζ, µ)
√
49g2(ζ, µ) + 384h(ζ, µ)− 98g2(ζ, µ)− 352h(ζ, µ)
)1/2 , (18.196)
L(ζ, µ) =
|f(ζ)|1/2(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)15/2 · ( |f(ζ)|(µ2 + 4)22µ3 + 7µ2 + 5µ+ 20
)7
, (18.197)
f(ζ), g(ζ, µ), h(ζ, µ), H(ζ, µ) are given by the formulae (18.143–145). In this way the
masses of scalar particles and their numbers per unit volume in both de Sitter phases
and for our contemporary epoch depend on geometric parameters in our theory.
We can connect µ and N from the formula (18.101):
µ =
9.8
N
. (18.198)
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If N ≃ 60, one gets
µ = 0.16 (18.199)
and
5µ2 = 0.13. (18.200)
Using Eq. (18.83) one finds:
ns(K) = 1± 0.13∆ lnK. (18.201)
We can also find µ using the formulae (18.113) and (18.113a). One gets
µ =
(
mpl
mA˜
)2
α4sF (β, γ, α1) =
(
mpl
mA˜
)4
F (R˜(Γ˜ ), P˜ , A). (18.202)
Using Eq. (18.83) one also gets
ns(K) = 1± 5
(
mpl
mA˜
)8
F 2(R˜(Γ˜ ), P˜ , A)∆ lnK. (18.203)
Using our simplified model on gets
µ = 81.67
(
mpl
mA˜
)4
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
(µ2 + 4)2(1 + ζ2)
× |ζ|
(
(5ζ2 + 4) ln 2− 2µ2(1 + ζ2))(
98g2(ζ, µ) + (µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
) (18.204)
and respectively
ns(K) = 1± 408.35
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)2
(µ2 + 4)4(1 + ζ2)2
× |ζ|
2
(
(5ζ2 + 4) ln 2− 2µ2(1 + ζ2))2 ∆ lnK(
98g2(ζ, µ) + (µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
)2 .
(18.205)
It is easy to see that we can get ns(K) close to 1 (a flat power spectral function)
using parameters µ and ζ in such a way that
(5ζ2 + 4) ln 2− 2µ2(1 + ζ2)
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is close to zero. One can express cosϕ (see Eq. (18.5)) in terms of parameters of the
theory and get
cosϕ = −
(
mA˜
α2smpl
)n/2
P
n/4
1
3 · 2(n+8)/4(n+ 2)n/4
(
R˜(Γ˜ )
)n/4
×
40A
(
mA˜
α2smpl
)n
m2
A˜
P
n/2
1 + 9Bα
4
s2
n/2(n+ 2)n/2
(
R˜(Γ˜ )
)n/2
5A
(
mA˜
α2smpl
)n
m2
A˜
P
n/2
1 − 3α4sB2n/2(n+ 2)n/2
(
R˜(Γ˜ )
)n/2 ,
(18.206)
where
P1 = −nP˜ +
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ ). (18.207)
For the constant a (see Eq. (18.6)) one gets
a = α2s
(√
B
mA˜
)(
α2smpl
mA˜
)n/2 2n/4(n+ 2)n/4 (R˜(Γ˜ ))n/4
√
A
(
−nP˜ +
√
n2P˜ 2 + 4(n2 − 4)AR˜(Γ˜ )
)n/4 (18.208)
(see Refs [129], [130]).
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19. Properties of a Quintessence
In this section we consider several consequences of the Nonsymmetric Kaluza–
Klein (Jordan–Thiry) Theory. We consider a value of a mass of quintessence particle,
several interesting relations among energy scales, radiation density in the second de
Sitter phase. We find a spatial dependence of a quintessence field (and an effective
gravitational constant Geff) in a case of spherical-statical symmetry, cylindrical-statical
symmetry, flat-static symmetry. We find a time dependences of a quintessence field
(with no spatial dependence). We get a solution for a quintessence field (a travelling
wave) and two-dimensional wave solution applying those solutions for Geff. We propose
some kind of statistical approach to our results. We calculate a speed of sound in a
quintessence.
Let us consider a value of mass of a quintessence particle (a scalar particle) (18.183)
obtained from Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory:
m0 =
√
n
2
(
n
n+ 2
)n/4
|γ|1/2
( |γ|
β
)n/4
. (19.1)
The value of this mass has been obtained by this particle during the second de
Sitter phase. Moreover during our contemporary epoch it is the same. The parameters
n, γ and β are defined in Sec. 14 (Eq. (14.33)). During the second de Sitter phase a
cosmological constant has been calculated and one finds
λc0 = 6H
2
1 =
2|γ|(n+2)/2nn/2
βn/2(n+ 2)(n+2)/2
. (19.2)
The value of a cosmological constant remains the same during our contemporary epoch.
H1 is a Hubble constant during the second de Sitter phase (see Eq. (14.79)).
Thus for our contemporary epoch one gets
m0 =
1
2
√
n(n+ 2)
√
λc0 . (19.3)
In this way we can connect the value of a cosmological constant of our contemporary
epoch to the value of a mass of a quintessence particle. From recent observational data
we get
λc0 = Λ = 10
−52 1
m2
. (19.4)
Moreover in order to get a correct dimension for a mass we should add a factor with ~
and c (now we abandon the system of units with ~ = c = 1).
315
One gets
m0 =
1
2
~
c
√
n(n+ 2)
√
λc0 . (19.3a)
Using the value of λc0 one finally gets
m0 ≃
√
n(n+ 2) · 0.17 · 10−39 g (19.5)
or
m0 ≃
√
n(n+ 2) · 0.95 · 10−5 eV. (19.5a)
For example, if we take n = 14(= dimG2), one finally gets
m0 ≃ 14.2 · 10−5 eV. (19.6)
This value is bigger than that considered by different authors. Moreover, still
sufficiently small. The particle interacts only gravitationally and because of this it is
undetectable by using known experimental methods. Taking a density of dark energy
as 0.7 of a critical density,
ρc = 1.88h
2 · 10−29 g
cm3
, (19.7)
one gets a number of quintessence particles per unit volume
n =
h2√
n(n+ 2)
· 1.31 · 1010 1
cm3
(19.8)
where h is a dimensionless Hubble constant 0.7 < h < 1. Taking n = 14 and h = 0.7
one finally gets
n = 4 · 108 1
cm3
(19.8a)
which is many orders of magnitude smaller than Loschmidt number. Thus a gas of
quintessence particles is not so dense from the point of view of our earth conditions.
However, if this number of particles per unit volume is considered in a container of size
200Mpc, the gas can be considered as extremely dense.
In order to settle—is this gas dense or not—we should calculate a mean scattering
length. The scattering cross-section for a quintessence particle
σ =
1
λc0
= 1052m2. (∗)
A mean scattering length
l =
1
σn
(∗∗)
where n is a number of quintessence particles per unit volume (Eq. (19.8a)).
One gets
l = 10−60m. (∗∗∗)
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It means that a gas of quintessence particles is extremely dense (if we apply the Knud-
sen criterion—a gas is dense if l≪ L, where L is the size of the container) even in the
Solar System.
Let us consider the Eq. (16.170) which connects several scales of energy and gives
an account of the smallness of gravitational interactions in our theory. We rewrite this
equation in the form(
mpl
mEW
)(
mA˜
mEW
)n1
=
(
n|γ|
(n+ 2)β
)(n+2)(n1+2)/2
(19.9)
where mEW is an electro-weak interactions energy scale. Taking
mA˜ = mEW
n1 = 2 (M = S
2)
n = 14 (H = G2)
one gets
mpl
mEW
=
(
7
8
κ
)24
(19.10)
where
κ =
|γ|
β
(19.11)
and eventually one gets
κ =
(
mpl
mEW
)1/24
· 8
7
. (19.12)
Taking mEW ≃ 80GeV and mpl ≃ 2.4 · 1018GeV one gets
κ ≃ 6.19 (19.13)
which is very reasonable for it establishes a relation between two cosmological terms
γ and β as of the same order. Simultaneously this is a consistency condition for our
model with energy scales (the 6-dimensional Planck’s mass is equal to mEW). In this
way we can calculate a mass of a quintessence particle for our contemporary epoch
from Eq. (19.1)
m0 = 2 · 1015 eV · |P˜ |1/2. (19.14)
This gives us an estimation for |P˜ | and R˜(Γ˜ ):
R˜(Γ˜ ) =
1
κ
(
mEW
mplαem
)2
|P˜ | (19.15)
where αem =
1
137
is a fine coupling constant. Using Eq. (19.13) and values of mpl and
mEW one gets
R˜(Γ˜ ) = 24.75 · 10−31|P˜ |. (19.16)
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From Eq. (19.14) and Eq. (19.6) one gets
|P˜ | = 5 · 10−39 (19.17)
and
R˜(Γ˜ ) ∼= 1.2 · 10−68. (19.18)
Moreover in our simplified theory we have
R˜(Γ˜ ) =
2(2µ3 + 7µ2 + 5µ+ 20)
(µ2 + 4)2
(19.19)
and µ should be very close to the root of the polynomial
W (µ) = 2µ3 + 7µ2 + 5µ+ 20. (19.20)
From (19.18) and (19.19) one gets
2µ3 + 7µ2 + 5µ+ 20 ∼= 1.3 · 10−66. (19.21)
Thus µ is very close to the 70-digit approximation of the root of the polynomial (19.20)
(W (µ) = 0.1 · 10−67). Due to this we can control the cosmological terms.
In the case of |P˜ | we have the formula (8.64) and one gets
P˜ (ζ0 + ε) ∼= P˜ (ζ0) + dP˜
dζ
(ζ0)ε (19.22)
P˜ (ζ0 = ±1.38 . . . ) = 0 (19.23)∣∣∣dP˜
dζ
(|ζ0| = 1.38 . . . )
∣∣∣ = 25. (19.24)
Thus one gets from (19.17) and (19.23–24)
ε ≃ 2 · 10−40. (19.25)
Thus we need an approximation of ζ0 up 40-digit arithmetics. We see that cosmological
terms coming from the Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory are very
small, but not zero, and that they are easily controllable by µ and ζ parameters.
Let us consider a self-interaction potential for a quintessence field for our contem-
porary epoch (which is the same as for the second de Sitter phase). One gets from
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cosmological terms λc0(Ψ)
λc0(Ψ) = −1
2
(
βe2Ψ − |γ|) enΨ (19.26)
U(q0) = − |γ|
2(n+ 2)
(
n|γ|
(n+ 2)β
)n
2
exp
 nmpl
2
√
2π|M |
q0

×
n exp
 mpl√
2π|M |
q0
− (n+ 2)
 (19.27)
or
U(q0) = −1
4
λc0 exp
 nmpl
2
√
2π|M |
q0
n exp
 mpl√
2π|M |
q0
− (n+ 2)
 (19.27a)
where λc0 is a cosmological constant for our contemporary epoch and
Ψ = Ψ0 +
mpl
2
√
2π|M |
q0 = Ψ0 + βq0 = Ψ0 + ϕ. (19.28)
For λc0 is very small (10
−52 1
m2 ), this interaction is very small. For n = 14(= dimH =
dimG2) one gets
U(q0) = −1
2
λc0 exp
 7mpl√
2π|M |
q0
7 exp
 mpl√
2π|M |
q0
− 8
 . (19.29)
Even in the potential U(q0) we have exponential terms, the strength of the inter-
actions is negligible for small value of q0. The interesting point in our theory is the
effective gravitational constant (depending on a scalar field Ψ). Let us describe it by
a quintessence field q0. One gets
Geff = G0e
−(n+2)Ψ . (19.30)
After some calculations one finds
Geff = G0
(
(n+ 2)β
n|γ|
)n+2
exp
−n + 2
2
mpl√
2π|M |
q0
 (19.31)
or
Geff =
G0
λ2c0
· 4(n+ 2)
2β2
n2
exp
−n + 2
2
mpl√
2π|M |
q0
 . (19.31a)
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It is easy to see that the roˆle of a Newton’s constant GN is played by
GN =
G0
λ2c0
(
2(n+ 2)β
n
)2
. (19.32)
This is the reason that we put a constant G0 in the formula (19.30).
One gets
G0 = GNλ
2
c0
(
n
2(n+ 2)β
)2
. (19.33)
For
β = α2sm
2
plR˜(Γ˜ ) = α
2
s
R˜(Γ˜ )
l2pl
(19.34)
one gets
GN =
G0α
4
s
(λc0l2pl)
2
(
2(n+ 2)R˜(Γ˜ )
n
)2
(19.35)
or
G0 = GN
(
n
2(n+ 2)R˜(Γ˜ )
)2(
λc0l
2
pl
α2s
)2
. (19.36)
Let us connect to G0 a new Planck’s mass m
0
pl. In terms of this mass and ordinary
mpl mass one gets
m0pl = mpl
2(n+ 2)R˜(Γ˜ )
n
α2s
λc0l2pl
(19.37)
or
mpl = m
0
pl
n
2(n+ 2)R˜(Γ˜ )
λc0l
2
pl
α2s
. (19.38)
If we take our simplified model with R˜(Γ˜ ) given by Eq. (19.19)
α2s = αem =
1
137
, n = 14,
we get
m0pl = mpl
32(2µ3 + 7µ2 + 5µ+ 20)
7(µ2 + 4)2
αem
λc0l
2
pl
(19.39)
or
G0 = GN
(
7(µ2 + 4)2
32(2µ3 + 7µ2 + 5µ+ 20)
)2(λc0l2pl
αem
)2
. (19.40)
Moreover we can connect unknown constant G0 (m
0
pl) with an energy scale of electro-
weak interactions mEW in a way suggested and developed here (Sec. 16).
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It is enough to use the formula (19.10) and we get
m0pl = mEW
(
7κ
8
)24
32(2µ3 + 7µ2 + 5µ+ 20)
7(µ2 + 4)2
αem
λc0l2pl
. (19.41)
If we take for λc0 the known value of the cosmological constant (Eq. (19.4)) for lpl =
4 · 10−32 cm and κ = 6.19 we get
m0pl = 8.12 · 10132 ·
2µ3 + 7µ2 + 5µ+ 20
(µ2 + 4)2
mEW . (19.42)
Moreover we see that µ must be very close to the root of the polynomial 2µ3 + 7µ2 +
5µ+ 20 (see (16.199)) and we get
m0pl = 2 · 10130(2µ3 + 7µ2 + 5µ+ 20)mEW . (19.43)
If we take 70-digit approximation of the root of the polynomial (19.20) and considered
value of W (µ) (Eq. (19.18)) obtained here, we get
m0pl = 4.6 · 1064mEW (19.44)
or
m0pl = 4.6 · 1064
mEW
mpl
mpl = 1.5 · 1048mpl = 3.2 · 1043g = 1.6 · 1010M⊙ (19.45)
where M⊙ = 1.99 · 1033 g is a Solar mass. (This is a mass of our Galaxy.)
Moreover the present critical density of matter in the Universe is
ρc,0 = 2.775h
−1 × 1011 M⊙
(h−1Mpc)3
. (19.46)
So we can find a volume containing m0pl. One gets
V0 =
m0pl
ρc,0
= 5 · 10−3h2(Mpc)3. (19.47)
Thus the size of this volume is of order
L0 ≃ 3
√
h2 0.17Mpc. (19.48)
Taking under consideration the fact that our calculations are quite rough (for ex-
ample κ could be bigger a little, or W (µ˜) a little bigger), we come to the conclusion
that m0pl is of order of the mass of our visible Universe (a volume of size of 10
4Mpc,
see the second point of Ref. [129]). In this way it seems natural to suppose that
m0pl =MU (19.49)
whereMU is the total mass of the visible Universe. However, this intriguing conjecture
demands many investigations.
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Moreover it is in a real spirit of Dirac’s large number hypothesis and can give a link
between cosmology and fundamental interactions theory. Thus if we suppose (19.49)
we get
G0 = GU =
1
M2U
. (19.50)
Let us come back to the equation for an effective gravitational constant (Eq. (19.32)):
Geff = GN exp
−n+ 2
2
mpl√
2π|M |
q0
 . (19.51)
q0—a quintessence scalar field—possesses a mass and because of this it has a finite
range with Youkawa type behaviour
q0 =
α
R
exp
(
−R
r0
)
(19.52)
where
r0 =
2√
n(n+ 2)
√
λc0
and α is a positive constant (19.53)
or taking for n = 14 and for λc0 Eq. (19.4),
r0 = 3 · 1023m = 10Mpc. (19.54)
The formula (19.52) is valid for R ≃ r0. Thus we cannot observe scalar gravitational
radiation from closed binary sources and the quadrupole radiation formula is satisfied
for a gravitational field.
Moreover for R < r0 we should take under consideration a full self-interaction
potential of a field q0 (Eq. (19.29)). Moreover, because of the constant λc0 in front of
the formula (19.29) this is negligible. Because of this we can repeat some considerations
from Sections 10 and 14 coming back to the field Ψ and consider different sources of
mass for this field due to interaction with the matter. In this way in both cases
Geff = GN . (19.55)
However, we can expect some small effects on short distances.
Let us notice that in the previous approximation we consider a weak field, it means
|q0| ≪ 1. This is different from small field. A small field considered below is such that
q0 is small in a usual sense. It is negative. Moreover it can be big in the sense of the
absolute value.
Let us calculate a radiation density in the moment when the second de Sitter phase
starts. It means the radiation released after the phase transition. One gets
ρr = λc1(Ψ1)− λc0(Ψ0) = λc0(Ψ0)
(
H20
H21
− 1
)
. (19.56)
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Using Eqs (18.103a) and (18.111a) one gets
ρr = λc0(Ψ0)
×
n2|P˜ |2 + |P˜ |
√
n2|P˜ |2 + 4(n2 − 4)AR˜(Γ˜ ) + 4AR˜(Γ˜ )(n+ 2)
2(n+2)/2|P˜ |(n+2)/2nn/2
×
(
n|P˜ |+
√
n2|P˜ |2 + 4(n2 − 4)AR˜(Γ˜ )
)(n−2)/2
− 1
 ,
(19.57)
λc0(Ψ0) = 6H
2
1 = 2
(
mA˜
mpl
)n m2
A˜
α
2(n+1)
s
· |P˜ |
(n+2)/2nn/2
(n+ 2)(n+2)/2
(
R˜(Γ˜ )
)n/2 . (19.58)
The density ρr is of course an effective radiation density, because we adsorbe into ρr a
factor with an effective gravitational constant.
In our simplified model we get
ρr = Λ
(
98g2(ζ, µ) + (µ2 + 4)
√
49g2(ζ, µ) + 384h(ζ, µ) + 32H(ζ, µ)
g8(ζ, µ)(µ2 + 4)2 · 211 · 714
×
(
7g(ζ, µ) +
√
49g2(ζ, µ) + 384h(ζ, µ)
)6
×
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)6
− 1
)
,
(19.59)
Λ =
(
mA˜
mpl
)14
· m
2
A˜
α36s
· 7
14
224
× g
8(ζ, µ)(µ2 + 4)8
(2µ3 + 7µ2 + 5µ+ 20)7
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)8 . (19.60)
In the formulas (19.59–60) we should put mA˜ = mEW and α
2
s = αem =
1
137 . Let us
notice that Λ is our contemporary cosmological constant given by (19.4). It gives a
scale for ρr.
The functions g(ζ, µ), h(ζ, µ), H(ζ, µ) are given by Eqs (18.143), (18.144a),
(18.144b), (18.145). The numerical factor in front of Λ can be calculated and we
get
Λ = 1.04 · 10−178m2EWa(ζ, µ) (19.61)
where
a(ζ, µ) =
g8(ζ, µ)(µ2 + 4)8
(2µ3 + 7µ2 + 5µ+ 20)7
(
ln
(
|ζ|+
√
ζ2 + 1
)
+ 2ζ2 + 1
)8 . (19.62)
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The calculated radiation density evolves in time according to the theory developed in
Sec. 14.
Let us write an equation for the scalar field Ψ in terms of the scalar field ϕ (see Eq.
(19.28)). One easily gets
gαβ(∇˜α∂βϕ)− n(n+ 2)
16πM
λc0m
2
ple
nϕ(e2ϕ − 1) = 0 (19.63a)
or in terms of q0
gαβ(∇˜α∂βq0) + ε˜α(exp(2βq0)− 1) = 0. (19.63b)
In order to find some influence of q0 (quintessence) field on the value of the effective
gravitational constant we consider a field equation for the scalar q0 field in empty space.
One gets (
∂2q0
∂t2
−−→∇ 2q0
)
+ ε˜α exp(nβq0)
(
exp(2βq0)− 1
)
= 0 (19.63c)
where
α =
λc0n(n+ 2)m
2
pl
16π ·M (19.64)
β =
mpl
2
√
2π|M |
(19.65)
ε˜ = sgnM, ε˜2 = 1. (19.66)
Let us consider a static, spherically symmetric case. In the spherical coordinates
one gets
0 =
1
r2
d
dr
(
r2
dq0
dr
)
− ε˜α exp(nβq0)
(
exp(2βq0)− 1
)
(19.67)
where q0 = q0(r) is a function of r only. In order to treat this equation it is easier to
come back to the old variable ϕ = βq0 (see Eq. (19.28)). One gets
1
r2
d
dr
(
r2
dϕ
dr
)
− 1
4
ε˜λc0 exp(nϕ) (exp(2ϕ)− 1) = 0. (19.68)
We change the independent variable r into τ
1
τ2
d
dτ
(
τ2
dϕ
dτ
)
− ε˜ exp(nϕ) (exp(2ϕ)− 1) = 0 (19.69)
where
r =
2√
λc0
τ (19.70)
and
λc0 =
n(n+ 2)λc0
8πM
m2pl . (19.71)
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We consider Eq. (19.69) in two regions:
1) for small fields ϕ,
2) for large fields ϕ.
In the first region we get
1
τ2
d
dτ
(
τ2
dϕ
dτ
)
+ ε˜enϕ = 0. (19.72)
In the second region we get
1
τ2
d
dτ
(
τ2
dϕ
dτ
)
− ε˜e(n+2)ϕ = 0. (19.73)
Let us notice that both equations have similar nature and can be reduced to the
equation
1
x2
d
dx
(
x2
dy
dx
)
+ εε˜ey = 0 (19.74)
where in the first region ε = 1,
y = nϕ, (19.75)
x =
√
n τ, (19.76)
and in the second region ε = −1,
y = (n+ 2)ϕ, (19.77)
x =
√
n+ 2 τ, (19.78)
We can transform (19.74) into
x
d2y
dx2
+ 2
dy
dx
+ εε˜xey = 0 (19.79)
which is the celebrated Emden-Fowler equation known in the theory of gaseous spheres
(see [131]). Let us notice that the first region (small fields) means large distances and
the second region (large fields) means small distances.
In this way we should consider Eq. (19.79) in the region of small and large x. In
the case of εε˜ = 1 the equation (19.74) has an exact solution
y = ln
(
2
x2
)
. (19.80)
Let us apply this to both regions (remembering that ε˜ in both cases has a different
sign).
One gets in the first region
q0 = −
2
√
2π|M |
mpln
ln
 r
2
√
2√
nλc0
 (19.81)
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and
Geff = GN
 r
2
√
2√
nλc0

(n+2)/n
. (19.82)
In the second region
q0 = −
2
√
2π|M |
mpl(n+ 2)
ln
 r
2
√
2√
(n+2)λc0
 (19.83)
and
Geff = GN
 r
2
√
2√
(n+2)λc0
 . (19.84)
In this way we get an interesting prediction for the behaviour of the strength of gravi-
tational interactions. In this very special solution Geff is going to zero if r → 0 and to
infinity if r →∞.
Let us come to Eq. (19.79) supposing εε˜ = 1. Thus we get
x
d2y
dx2
+ 2
dy
dx
+ xey = 0. (19.85)
Using an exact solution (19.80) we write
y = y1 + y˜ (19.86)
and consider Eq. (19.85) for large x.
In this way we get an approximate solution (given by Chandrasekhar [131])
y = ln
(
2
η2
)
+
A√
η
cos
(√
7
2
ln η
)
− 2 ln δ, |A| ≪ 1, (19.87)
where η = x
δ
, A and δ are integration constants, δ > 0. In this way we get in the first
region
Geff = Geff · exp
(
− A√
η
cos
(√
7
2
ln η
))
(19.88a)
where A is a constant (|A| ≪ 1) and
η =
√
nλc0 δ
2
√
2
r, (19.88b)
Geff is given by the formula (19.82).
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In the second region
Geff = Geff · exp
(
− A√
η
cos
(√
7
2
ln η
))
(19.88c)
where A is a constant (|A| ≪ 1), Geff is given by the formula (19.84) and
η =
√
(n+ 2)λc0 δ
2
√
2
r. (19.88d)
In this way we have very interesting non-Newtonian behaviour of Geff for large dis-
tances. Let us notice that the length scale is completely arbitrary, because it is given
by an integration constant δ.
Let us consider Eq. (19.63) in Cartesian coordinates supposing flat symmetry for a
quintessence field q0 = q0(z, t) (nonstatic). One gets(
∂2q0
∂t2
− ∂
2q0
∂z2
)
− ε˜α exp(nβq0)
(
exp(2βq0)− 1
)
= 0. (19.89)
Let us change dependent and independent variables to ξ, η, ϕ:
z =
2√
λc0
ξ (19.90)
t =
2√
λc0
η (19.91)
ϕ = βq0. (19.92)
One gets (
∂2ϕ
∂η2
− ∂
2ϕ
∂ξ2
)
− ε˜enϕ (e2ϕ − 1) = 0. (19.93)
Eq. (19.93) is an equation for flat scalar (quintessence) waves in our theory. Let us
consider it for large and small field ϕ (as before).
In this way one gets the equation(
∂2y
∂T 2
− ∂
2y
∂x2
)
+ εε˜ey = 0, (19.94)
where in the region of small field ϕ we have ε = 1 and
y = nϕ (19.95)
x =
√
n ξ (19.96)
T =
√
nη (19.97)
327
and in the region of large field ϕ, ε = −1 and
y = (n+ 2)ϕ (19.98)
x =
√
n+ 2 ξ (19.99)
T =
√
n+ 2 η. (19.100)
Eq. (19.94) is the famous Liouville equation which can be transformed via a Ba¨ck-
lund transformation into a two-dimensional wave equation and afterwards solved ex-
actly. The general solution depends on two arbitrary functions f and g of one variable,
sufficiently regular. It is possible to consider several problems for this equation: Cauchy
initial problem, Darboux problem and Goursat problem.
The general solution of (19.94) looks like (εε˜ = −1)
y(T, x) = ln
[
2g′(x− T )f ′(x+ T )(
g(x− T ) + f(x+ T ))2
]
(19.101)
where g′ and f ′ are derivatives of g and f .
Thus one gets in the first region (small field)
q0(t, z) =
2
√
2πM
mpln
· ln
[
2g′
(
z−t
a
)
f ′
(
z+t
a
)(
g
(
z−t
a
)
+ f
(
z+t
a
))2
]
, (19.102)
a =
2
√
2√
nλc0
, (19.103)
and
Geff = GN
((
g
(
z−t
a
)
+ f
(
z+t
a
))2
2g′
(
z−t
a
)
f ′
(
z+t
a
) )(n+2)/n . (19.104)
In the second region (large field)
q0(t, z) =
2
√
2πM
mpl(n+ 2)
· ln
[
2g′
(
z−t
b
)
f ′
(
z+t
b
)(
g
(
z−t
b
)
+ f
(
z+t
b
))2
]
, (19.105)
b =
2
√
2√
(n+ 2)λc0
, (19.106)
and
Geff = GN ·
(
g
(
z−t
b
)
+ f
(
z+t
b
))2
2g′
(
z−t
b
)
f ′
(
z+t
b
) . (19.107)
In this way we get a spatio-temporal pattern of changing the effective gravitational
constant for small and large field regions. In both cases we have εε˜ = −1. However, in
the small field region we have ε = 1 and because of this ε˜ = −1. In the case of large
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field region ε = −1 and ε˜ = 1. In order to be in line with our assumptions we should
consider in the first case such functions f and g that the expression in (19.105) is small
and for the second case vice versa.
Let us consider Eq. (19.63) in cylindrical coordinates supposing cylindrical symme-
try for the field q0, q0 = q0(ρ). One gets
1
ρ
(
ρ
dq0
dρ
)
− εα exp(nβq0)
(
exp(2βq0)− 1
)
= 0. (19.108)
This equation can be transformed into
1
τ
d
dτ
(
τ
dϕ
dτ
)
− ε˜ exp(nϕ) (e2ϕ − 1) = 0, (19.109)
ρ =
2√
λc0
τ. (19.110)
As usual we consider Eq. (19.109) in two regions for small and large fields.
In the first region
1
τ
d
dτ
(
τ
dϕ
dτ
)
+ ε˜enϕ = 0. (19.111)
In the second region we get
1
τ
d
dτ
(
τ
dϕ
dτ
)
− ε˜e(n+2)ϕ = 0. (19.112)
Both equations can be reduced to the equation
1
x
d
dx
(
x
dy
dx
)
+ εε˜ey = 0, (19.113)
where in the first region ε = 1 and
y = nϕ (19.114)
x =
√
n τ (19.115)
and in the second region ε = −1 and
y = (n+ 2)ϕ (19.116)
x =
√
n+ 2 τ. (19.117)
We can transform (19.113) into
x
d2y
dx2
+
dy
dx
+ εε˜xey = 0 (19.118)
which is the equation considered in [132] for εε˜ = 1.
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Following H. Lemke we write down a solution to Eq. (19.118) in a compact form in
three cases (concerning an integration constant introduced by H. Lemke). We adopt
his solutions to our problem.
1) C = κ2 > 0, κ—arbitrary positive number:
y(x) = −2 ln
(
x
a
((
a
x
)κ
+
( x
a
)κ))
+ ln
(
4κ2a2
)
(19.119)
where a > 0 is an arbitrary constant.
2) C = −ω2 < 0, ω is an arbitrary positive number:
y(x) = −2 ln (2x sin(ω lnx+ δ)) + ln(4ω2) (19.120)
where δ is an arbitrary constant.
3) C = 0:
y(x) = −2 ln
( x
a
ln
( x
a
))
− 2 lna (19.121)
where a > 0 is an arbitrary constant.
Using these solutions we write down a spatial dependence of Geff in the case of
small and large fields. In the case of small fields one gets
1) Geff = GN
(
4κ2a2
)(n+2)/n (1 + r2κ)2(n+2)/n
r2(κ−1)(n+2)/n
(19.122)
where
r =
1
2a
√
nλc0 ρ. (19.123)
2) Geff =
GN (δ)
2(n+2)/n
(ω2)(n+2)/n
r2(n+2)/n
(
sin(ω ln r)
)2(n+2)/n
(19.124)
where
r =
1
2δ
√
nλc0 ρ (19.125)
ω ln δ = −δ (19.126)
3) Geff = GNa
2(n+2)/nr2(n+2)/n(ln r)2(n+2)/n (19.127)
and r is given by Eq. (19.123).
In the case of large field one gets:
1) Geff = GN (4κ
2a2)
(1 + r2κ)2
r2(κ−1)
(19.128)
where
r =
1
2a
√
(n+ 2)λc0 ρ. (19.129)
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2) Geff = GN
(
δ
ω
)2
r2
(
sin(ω ln r)
)2
(19.130)
where
r =
1
2δ
√
(n+ 2)λc0 ρ, ln δ = − δ
ω
. (19.131)
3) Geff = GNa
2r2(ln r)2 (19.132)
and r is given by Eq. (19.129).
Let us notice that in that spatial dependence for large and small field we have
κ and a (δ, ω) as integration constants. In this way integration constants induce a
power law of this dependence and also a scale. For sufficiently big n (n > 14) there is
no significant difference between both cases. It means the quintessence field behaves
everywhere as for large field case (in these solutions of course). It is evident that the
spatial dependence (in cylindrical symmetry case) of Geff goes to some kind of the fifth
force. However, we have to do not with a universal law of Nature but rather with some
kind of initial conditions. Thus the real dependence of Geff on spatial coordinates can
be obtained after averaging Geff with respect to initial conditions. Let us describe it
using Eq. (19.128).
Let us write Geff in a form where κ and a are explicitly visible:
Geff = GN
(
4κ2a2
) ·
(
1 +
(
x
a
)2κ)2(
x
a
)2(κ−1) , (19.133)
x =
1
2
√
(n+ 2)λc0 ρ. (19.134)
The constants a and κ are chosen randomly for they are dependent on initial conditions.
Let µ be a measure defined on (0,+∞)2, positive and normalized to 1, i.e.
+∞∫
0
+∞∫
0
dµ(a, κ) = 1. (19.135)
This measure gives an account how frequently we have to do with some initial conditions
(i.e. with integration constants a, κ). In this way an experimental dependence of Geff
on x should be obtained from
E(Geff) = 4GN
+∞∫
0
+∞∫
0
κ2a2
(
1 +
(
x
a
)2κ)2(
x
a
)2(κ−1) dµ. (19.136)
It means it is an expectation value of Geff with respect to the measure µ. µ need not
be absolutely continuous with respect to the Lebesgue measure on R2. The formula
(19.136) could give an account on some serious problems with comparisons of several
measurements of G (a Newton constant). Maybe we have to do with different initial
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conditions for quintessence field. These initial conditions appear with different proba-
bilities according to the measure dµ(a, κ) going to an expectation value E(Geff). The
second central moment of dµ(a, κ) (if it exists) can express a deviation from the law
described by E(Geff).
In the simplest case we can suppose a continuous Gaussian distribution for κ only:
dµ(κ) =
1√
2π σ
e−(κ−κ0)
2/(2σ2) dκ.
In this case we have
Geff(x) = E(Geff(x)) =
GNa
2
√
2π σ
+∞∫
−∞
dκ e−(κ−κ0)
2/(2σ2)κ2
(
1 +
(
x
a
)2κ)2(
x
a
)2(κ−1) . (19.136a)
One gets after some algebra
Geff(x) = GNκ0 exp
(
a− κ
2
0
2σ2
)( x
a
)2
×
[
4σ4 exp
(
2 ln
(
x
a
)
σ2 + κ20
)2
2σ2
ln
( x
a
)
+ (2σ2 + κ40) exp
(
2 ln
(
x
a
)
σ2 + κ20
)2
2σ2
− 4σ4 exp (σ + κ0)
2
2
ln2
( x
a
)
+ 2(σ2 + κ20) exp
(σ + κ0)
2
2
]
.
(19.136b)
In the case of the solution (19.107) parametrized by two functions of one variable
we can consider them as random variables parametrized by z and t. Moreover in this
case we should consider a measure µ on an infinite-dimensional space of functions f
and g, supposing that solution (19.107) is generalized to this space. Afterwards we
can use as µ the Wiener or Gaussian measure in L2 space. If we use for Gaussian
distribution the normalized distribution N(0, 1), the formula (19.136b) simplifies to
Geff(x) = e
a¯
√
eGN
×
[
4
( x
a
)2(1+ln(x/a¯))
ln
( x
a
)
+
( x
a
)2(1+ln(x/a¯))
− 4 ln2
( x
a
)
+ 2
]
.
(19.136c)
Let us consider three our cases (19.119), (19.120) and (19.121) for small and large
fields cases.
The small field case is such that
eϕ < 1, i.e. ϕ < 0. (19.137)
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The large field case is if
eϕ > 1, i.e. ϕ > 0. (19.138)
For (19.119) we have for the small case
f(r) > 1,
where
f(r) = r1−κ + rκ+1, r =
( x
a
)
. (19.139)
Let us consider two cases
0 < κ < 1 and κ > 1.
In the first case f(r) ր in [0,+∞) and we have simply r > r0 where r0 satisfies the
equation
r2κ+10 + r0 − 1 = 0. (19.140)
In the second case κ > 1,
lim
r→0
f(r) = +∞ and lim
r→∞
f(r) = +∞.
The function f(r) has a minimum at
r1 =
(
κ− 1
κ+ 1
)1/κ
. (19.141)
Let us calculate f(r1).
f(r1) =
(
κ+ 1
κ− 1
)κ−1/κ
+
(
κ− 1
κ+ 1
)κ+1/κ
. (19.142)
It is easy to see that if κ > 1, then κ− 1/κ > 0. This means that
f(r1) > 1 (19.143)
and therefore f(r) > 1 for all r > 0. Thus simultaneously we get a solution for large
field only if κ < 1, i.e.
r < r0. (19.144)
If κ = 1, we always have f(r) ≥ 1 (i.e. only a small field).
Let us consider (19.120). In this case the small field condition reads
h(r) = r sin(ω ln r) > 1, where r =
x
δ
. (19.145)
First of all we need h(r) > 0. Let us observe that |h(r)| ≤ r for every r > 0. Next we
see that the roots of h(r) are the numbers
r0,k = e
kπ/ω, k = 0,±1,±2, . . . (19.146a)
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and
h(r) > 0 if r0,2k < r < r0,2k+1, k = 0,±1,±2, . . . (19.146b)
The maximum of the function h(r) in the interval (r0,2k, r0,2k+1) is greater than
h(r0,2k+1/2) = e
2kπ/ω · eπ/(2ω), (19.147)
but smaller than r0,2k+1. Thus the maxima are smaller than 1 for negative k and greater
than 1 if k = 0, 1, 2, . . . . It means that in each interval (r0,2k, r0,2k+1), k = 0, 1, 2, . . . ,
there exist two numbers r3,2k and r2,2k such that r3,2k < r2,2k,
h(r3,2k) = h(r2,2k) = 1 (19.148)
and
h(r) > 1 if r3,2k < r < r2,2k . (19.149)
The condition for large fields, 0 < h(r) < 1, is satisfied if
r0,2k < r < r0,2k+1, k = −1,−2, . . . (19.150)
or
r0,2k < r < r3,2k, or r2,2k < r < r0,2k+1, k = 0, 1, 2, . . . (19.151)
In the third case, i.e. Eq. (19.121), one has for the small field case
r ln r > 1 (19.152)
where r = xa . Let r4 ln r4 = 1, r4 > 1. We have r > r4 = 1.7632 . . . . In the large field
case
0 < r < r4 = 1.7632 . . . . (19.153)
Thus we have in general large fields on large distances.
In this way we have solutions for large and small distances. One can try to connect
them to get a solution for all distances. However in this case it is necessary to be very
careful, for our solutions depend on some integration constants which can be different
for both asymptotic regions.
Let us consider Eq. (19.63) in two special cases:
I q0 = q(z) — static and depending only on z;
II q0 = q0(t) — non-static and spatially constant.
Let us consider also these cases for small and large fields ϕ. In all of these cases we
come to the following equation
d2y
dx2
+ ε1εε˜e
y = 0 (19.154)
where ε1 = 1 for case I and ε1 = −1 for case II.
Eq. (19.154) can easily be reduced to the integral
x− x0 = ε3√
2
∫
dy√
ε2ω2 − ηey
(19.155)
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where η = ε1εε˜, η
2 = 1, C = 2ε2ω
2, ω ≥ 0, ε22 = 1 is an integration constant, ε23 = 1
and x0 also is an integration constant.
After some calculation we get the following solutions:
A. y(x) = 2
[
lnω − ln
∣∣∣∣∣sinh
(√
2 (x− x0)ω
2
)∣∣∣∣∣
]
, η = −1, ε2 = 1 (19.156)
B. y(x) = 2
[
lnω − ln
∣∣∣∣∣sinh
(√
2 (x− x0)ω
2
)∣∣∣∣∣
]
, η = 1, ε2 = 1 (19.157)
where √
2 (x− x0)ω
2
> ln(1 +
√
2) (19.158)
or √
2 (x− x0)ω
2
< ln(
√
2− 1). (19.159)
C. y(x) = 2
[
lnω − ln
∣∣∣∣∣cos
(√
2 (x− x0)ω
2
)∣∣∣∣∣
]
, η = −1, ε2 = −1. (19.160)
Let us apply these solutions to our problems. First of all let us consider a static
configuration with z dependence only. In this case ε1 = 1 and η = εε˜. For the small
field case one gets, ε = 1, η = ε˜,
Geff =
GN
ω2(n+2)/n
|sinh p|(n+2)/n (19.161)
where
p =
ω(z − z0)
4
√
nλc0 . (19.162)
For the large field case we get, ε = −1, η = −ε˜,
Geff =
GN
ω2
|cos p| (19.163)
where
p =
ω(z − z0)
4
√
(n+ 2)λc0 . (19.164)
In this case ε˜ = 1 for η = −1.
In a nonstatic configuration ε1 = −1 and η = −εε˜. For the small field case (ε = 1),
η = −ε˜,
Geff =
GN
ω2(n+2)/n
|sinh q|(n+2)/n (19.165)
where
q =
ε3ω(t− t0)
4
√
nλc0 (19.166)
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and analogically for the large field case (ε = −1), η = ε˜,
Geff =
GN
ω2
|cos q| , (19.167)
q =
ω(t− t0)
4
√
(n+ 2)λc0 . (19.168)
In this case ε˜ = −1 for η = −1.
Let us notice that in a static configuration for small field we have two possibilities
for η = −1 (no condition on p) and η = 1 (conditions (19.158–159)). Thus without
conditions we have ε˜ = −1 and with conditions ε˜ = 1. In a non-static configuration
for small field we have vice versa ε˜ = 1 without conditions and ε˜ = −1 with conditions
(19.158–159).
Let us come back to the Eq. (19.89) and consider it in a travelling wave scheme. In
this way we have
q0(z, t) = q˜(z − vt) (19.169)
where v is a velocity of the travelling wave (a soliton), |v| < 1. Let us consider this
equation in both regimes (for small and large fields). In this way we come to the
expression
(1− v2) d
2χ
dξ2
− εε˜eχ = 0 (19.170)
where χ is a shape function of a soliton. Changing an independent variable from ξ to λ
one gets
d2χ
dλ2
− ε1εε˜eχ = 0 (19.171)
where ε1 = −1, i.e. we get Eq. (19.154) with η = −εε˜,
λ =
ξ√
1− v2 , ξ =
√
1− v2 λ. (19.172)
In this way we adopt our solutions A, B, C in both regimes: small and large field
(changing χ into λ). For small field we get (ε = 1, η = −ε˜)
q0(z, t) =
2
βn
[lnω − ln |sinh p|] (19.173)
where
p =
ω
√
nλc0
4
√
1− v2 (z − vt). (19.174)
For large field we get (ε = −1, η = ε˜)
q0(z, t) =
2
β(n+ 2)
[lnω − ln |cos p|] (19.175)
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where
p =
ω
√
(n+ 2)λc0
4
√
1− v2 (z − vt). (19.176)
For (19.173) we have η = −ε˜ and because of this ε˜ = 1 without any conditions and if
ε˜ = −1 we have conditions (19.158–159). In the case of the formula (19.174) η = −1
and ε˜ = −1.
We can write down formulas for Geff in the soliton case
Geff =
GN
ω2(n+2)/n
|sinh p|(n+2)/n (19.177)
and p is given by the formula (19.174) (with or without conditions (19.158–159)). This
is of course a small field case.
In the large field case
Geff =
GN
ω2
|cos p| , (19.178)
and p is given by the formula (19.176). In this case ε˜ = −1. (Let us notice that this is
a case of SO(3) group in our theory.)
Let us notice that conditions (19.158–159) can be considered as conditions for small
field in z or t domains. Let us notice that in our solutions concerning a behaviour of an
effective gravitational constant we get completely arbitrary length or time scale (given
by integration constants). In this way a spatial or time dependence of Geff can be
(except the solution (19.80) and simultaneously the approximate solution in the case
of spherical symmetry) such that Geff can be really constant on distances (or times)
accessible in experiments. Only a statistical approach mentioned here can give a light
on this dependence to compare it with an experiment.
In order to connect our results to the ordinary gravitational physics we consider
again Eq. (19.67) in small field regime for initial conditions ϕ(0) = 0 and dϕdx (0) = 0.
The first condition means that we want to have Geff(0) = GN and the second that the
quintessence field does not grow quickly. The problem cannot be solved analytically.
Moreover R. Emden in the first point of Ref. [131] did it for us. We quote here his
results adopted to our notation (ε = +1 and ε˜ = −1).
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x −y ey Geff/GN
0.00 0.00000 1.00000 1.00000
0.25 0.01037 0.98969 0.98823
0.50 0.04113 0.95971 0.95409
0.75 0.09113 0.91290 0.90109
1.00 0.15903 0.85296 0.83380
1.25 0.24225 0.78486 0.75816
1.50 0.33847 0.71285 0.67920
1.75 0.44488 0.64090 0.60143
2.00 0.55967 0.57140 0.52749
2.50 0.80584 0.44671 0.39813
3.00 1.06226 0.34537 0.29670
3.50 1.31937 0.26730 0.22138
4.00 1.57071 0.20790 0.16611
4.50 1.81246 0.16325 0.12601
5.00 2.04264 0.12968 0.09686
6.00 2.46598 0.08493 0.05971
7.00 2.84160 0.05833 0.03887
8.00 3.17489 0.04180 0.02656
9.00 3.47128 0.03108 0.01893
10.00 3.73646 0.02384 0.01398
100 8.59506 0.000175 5.0854 · 10−5
1000 13.09847 0.000002 3.0683 · 10−7
where
x =
1
2
√
nλc0 r ∼=
(
r
10Mpc
)
, (19.179)
Geff
GN
= (ey)
(n+2)/n
= (ey)
8/7
. (19.180)
We take n = 14.
It is easy to see that for large n
Geff
GN
= ey. (19.181)
It is easy to see that on a distance of 1Mpc Geff does not differ from GN . Even
on a distance of 10Mpc it is about 10% smaller. Thus in the Solar System Newtonian
gravitational physics does not change. Even on the level of a galaxy this change is
minimal and cannot be observed. Moreover, there is an important conclusion: on
distances about 200Mpc the strength of gravitational interactions is about 10−5 times
this on short distances measured in the Solar System (and for 103Mpc of 10−7). It is
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hard to tell how it influences a mass of a cluster of galaxies if we realize that from any
observational data only a product GM has been obtained (not M).
From the other side on distances of 100Mpc the strength of gravitational interac-
tions is very weak (not only because of the distance). Thus if we consider clusters of
galaxies as substrat particles in cosmology then they do not interact.
Let us consider Eq. (19.63) in Cartesian coordinates for two-dimensional static case
(i.e. ∂∂z = 0,
∂
∂t = 0). One gets(
∂2q0
∂x2
+
∂2q0
∂y2
)
− ε˜α exp(nβq0)
(
exp(2βq0)− 1
)
= 0 (19.182)
(where α, β are given by formulas (19.64) and (19.65)).
As usual, we come to the formula(
∂2ϕ
∂x21
+
∂2ϕ
∂x22
)
− ε˜enϕ(e2ϕ − 1) = 0 (19.183)
where
x
y
}
=
2√
λc0
xi, i = 1, 2. (19.183a)
We consider Eq. (19.183) for small and large fields and we get(
∂2χ
∂z21
+
∂2χ
∂z22
)
− εε˜eχ = 0 (19.184)
where as usual for a small field ε = 1 and
χ = nϕ, (19.185)
zi =
√
nxi (19.186)
and for a large field ε = −1 and
χ = (n+ 2)ϕ, (19.187)
zi =
√
n+ 2xi . (19.188)
Thus we come to the equation known as Liouville equation
∆χ = eχ (19.184a)
if εε˜ = 1.
This equation can be explicitly solved. First of all we change independent variables
into
Z =
1√
2
(z1 + iz2) (19.189)
χ(Z) = − ln ( 1
2
(1− |g|2))+ 1
2
ln
∣∣∣∣ dgdZ
∣∣∣∣ (19.190)
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where g is an arbitrary analytic function on a complex plane Z.
In this way we get for the small field case
Geff = GN
(
1− |g(Z)|2
2
)(n+2)/n(∣∣∣∣ dgdZ (Z)
∣∣∣∣)−(n+2)/(2n) (19.191)
where
Z =
√
λc0
2n
· (x+ iy). (19.192)
In the large field case
Geff = GN
(
1− |g(Z)|2
2
)(∣∣∣∣ dgdZ (Z)
∣∣∣∣)−1/2 (19.193)
where
Z =
√
λc0
2(n+ 2)
· (x+ iy). (19.194)
Eqs (19.191) and (19.193) can have very interesting behaviour for dg
dZ
could have some
singularities. The physical interpretation of these singularities can be very interesting.
Similarly as for Eqs (19.104) and (19.107) we can consider an expectation value of
Geff with respect to some kind of normalized measure for a space of analytic functions
on the complex plane (respectively chosen).
It seems that an assumption all the energy of a quintessence is stored as quint-
essence particles is unrealistic. Let us suppose that only a fraction of this energy is
stored as particles. Let this fraction be η,
0 < η < 1. (19.195)
η can be a function of time and even of a space-point (locally).
Let us suppose that a gas of quintessence particles is a perfect gas governed by the
Clapeyron equation. Thus we have
p1
ρ1
=
KBT
m0
=
T
T0
, T0 =
m0
KB
≃ 0.11 ◦K (19.196)
(if we take m0 ≃ 10−5 eV). T is the temperature of a gas.
One gets
ρ1 = ηρQ = ηρ (19.197)
p = pQ + p1 = pQ + η
T
T0
ρ = −ρ(1− η) + ρ T
T0
η. (19.198)
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Eventually one gets
p = ρ
(
η
(
1 +
T
T0
)
− 1
)
(19.199)
p = wρ (19.200)
w = η
(
1 +
T
T0
)
− 1. (19.201)
Now we can calculate an isothermic speed of sound in a quintessence.
C21 =
p
ρ
= w = η
(
1 +
T
T0
)
− 1. (19.202)
For
0 < C21 < 1 (19.203)
we get
T0
T + T0
< η < min
[
2T0
T0 + T
, 1
]
. (19.204)
Let us remind to the reader that an isothermic sound is appropriate for low frequency
of acoustic waves (we have to do with this sound in astrophysics). In general we have to
do with so called adiabatic sound. In order to calculate a speed of an adiabatic sound
in a quintessence we should find an analogue for a Poisson adiabate for our equation
of state. One gets supposing that an internal energy of a quintessence is an energy of
one-atomic gas of quintessence particles
dU + p dV = 0 (19.205)
or
3
2
dT =
dρ
ρ
(
η − 1 + T
T0
η
)
(19.206)
and finally
p
ρκ
= const. (19.207)
κ =
2η + 3
3
(19.208)
and a speed of an adiabatic sound simply reads
C2 =
√
κp
ρ
=
√
κ
(
η
(
1 +
T
T0
)
− 1
)
. (19.209)
It is interesting to ask what kind of a polythrope κ represents. Let us remind to the
reader that in general
κ =
cp − c
cv − c (19.210)
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where c is a specific heat of a polythrope in mind.
One gets in our case
c =
3(η − 1)
2η
R (19.211)
where R is a universal gas constant.
Thus we found both speeds of sound in a quintessence for low frequency and for
high frequency of sound. The measurement of both speeds can help us to find η and
T . One gets
η =
3
2
((
C2
C1
)2
− 1
)
(19.212)
and
T =
T0
3(C22 − C21 )
(
C21 (2C
2
1 + 5)− 3C22
)
. (19.213)
Let us notice that a gas of quintessence particles is quite cold. Moreover these particles
are highly relativistic. For the temperature T ≃ T0 = 0.11 ◦K one sees that a speed of
a quintessence particle is about 0.91 of the speed of light. Moreover we can consider
lower temperatures. It is interesting to notice that the speed of sound is of the same
order.
Thus if we want to have both speeds smaller than a speed of light,
0 < C2i < 1, i = 1, 2, (19.214)
we get
η >
1 +
√
13 + 12t
1 + t
= f(t) (19.215)
where
t =
T
T0
. (19.216)
The condition
t =
T
T0
> 13 (19.217)
guarantees that f(t) < 1. Moreover for t = 14 one gets
η ≥ 0.96357. (19.218)
This seems quite interesting, however maybe too much. Let us calculate a mean scat-
tering length of quintessence particles for such a big η = 0.96357
lscattering =
1
ησn
= 1.0378 · l. (19.219)
We have still to do with a very dense gas of quintessence particles.
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It seems that it would be reasonable to repeat these calculations using a different
equation of state for quintessence particles gas. In particular we can consider a gas
of quintessence particles as a massless boson gas (with spin zero). In this case the
equation of state looks:
p = pQ + p1 = −(1− η)ρ+ 4ησρ
3
T 4 (19.220)
and an adiabate equation
dU = cv dT + p dV = 0 (19.221)
where
cv = 16σT
3, (19.222)
σ is the Stefan-Boltzmann constant.
One easily integrates
p
ρκ¯
= const. (19.223)
where
κ =
3 + η
3
. (19.224)
We have as before two kinds of sound: an isothermic sound
C1 =
√
p
ρ
=
√
η − 1 + 4ησ
3
T 4 (19.225)
and an adiabatic sound
C2 =
√
κ
(
η − 1 + 4ησ
3
T 4
)
=
√
κp
ρ
. (19.226)
From 0 < C
2
i < 1, i = 1, 2, one gets
1
1 +
(
T/ T 0
)4 < η < min
[
1,
2
1 +
(
T/ T 0
)4
]
(19.227)
and
η >
−3t4 − 1 +√9t8 + 18t4 + 13
2(1 + t4)
= f(t) (19.228)
with the condition
t =
T
T 0
>
1√
2
≃ 0.707. (19.229)
This condition guarantees that
f(t) < 1 (19.230)
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where T 40 =
3
4σ or
T 0 =
1
KB
4
√
360
π
≃ 3.27
KB
, (19.231)
KB is the Boltzmann constant.
From the measurements of C1 and C2 we can obtain as before η and T . One gets:
η = 3
((
C2
C1
)2
− 1
)
(19.232)
and
T =
T 0
4
√
3
(
4C
2
1 + C
4
1 − 3C
2
2
C
2
2 − C
2
1
)1/4
. (19.233)
Recently many papers have appeared concerning the speed of sound in a quintessence
(see Ref. [133]). In some of them the authors propose to measure this speed.
There are interesting propositions to include primordial gravitational waves to fluc-
tuations of a quintessence and vice versa.
We consider a mass of a quintessence particle, a speed of sound in a quintessence
and several solutions to quintessence equations coming to the interesting behaviour
of an effective gravitational constant (see [135]). Some of issues of our theory are
considered in self-interacting Brans-Dike theory [134].
The fraction η can be connected with the part of an energy density of quintessence
field Q in such a way that it is a fraction of fluctuation energy density around an
equilibrium Q0. In this way the q0 field which can evolve due to an evolution of Q
and due to fluctuations of primordial gravitational waves will be a source of a gas of
thermalized particles. It seems that an approach with a boson equation of state is
more appropriate to consider.
It is interesting to consider a fraction of a dark energy stored as boson particles as
a dark matter in the Universe.
Now we can also calculate a mass of a skewon particle in a linear approximation
from Sec. 17. Let us consider Eq. (17.77) for a field Fµργ given by Eq. (17.78). The
constant in the formula (17.77) is a square of mass of a skewon particle (in a linear
approximation of course). This is of course our λc0. Thus we have
mskewon =
√
λc0 ≃ 10−5 eV. (19.234)
Using Eqs (19.3) and (19.234) we get a relation between a skewon mass and a
quintessence mass particle
m0 =
1
2
√
n(n+ 2)mskewon . (19.234a)
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Let us consider a primordial spectrum of gravitational waves in our approach. This
spectrum is flat for our Hubble constant is really constant
Pgrav =
2
M2pl
(
H0
2π
)2
(19.235)
(see Ref. [110]). Thus
ngr = 1. (19.236)
Now we start to examine quintessence fluctuations caused by fluctuations of a
metric. In order to do it we follow Ref. [110] to perturb a spatial part of a metric
ds2 = R2(τ)
[
−dτ2 +
(
δij + 2E˜
T
ij
)
dxi dxj
]
, (19.237)
τ is a conformal time.
If we expand Einstein equations for (19.237) up to linear terms, we get
d2ET
ij~k
dτ2
+ 2RHK
dET
ij~k
dτ
+ k2ET
ij~k
= 0, K = 0, 1, (19.238)
where E˜Tij is a spatial perturbation of the metric, R(τ) is a scale factor depending on
a conformal time, ET
ij~k
is a ~k Fourier component E˜Tij
E˜Tij =
1
(2π)3/2
∫
ET
ij~k
e−i
~k~r d3~k
~k = (k1, k2, k3), |~k|2 = k2, ~r = (x, y, z).
(19.239)
The important quantity is an amplitude of gravitational wave corresponding to ETij ,
i.e.
hij~k = RE
T
ij~k
. (19.240)
HK is a Hubble constant. We take K = 1. The relation between a conformal time τ
and ordinary time t is given by
R(τ) = − 1
H1τ
, −∞ < τ < 0, (19.241)
R(t) = R1e
H1t. (19.242)
For hij~k one gets
d2hij~k
dτ2
− 2
τ2
dhij~k
dτ
+ k2hij~k = 0. (19.243)
This equation can be easily solved. For further investigations we need only
h~k = h
i
i~k
(19.244)
h~k = A~k (τ |k| cos(τ |k|)− sin(τ |k|)) +B~k (τ |k| sin(τ |k|) + cos(τ |k|)) (19.245)
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and especially
dh~k
dτ
= A~kτ sin(τ |k|) +B~kτ cos(τ |k|) (19.246)
where A~k and B~k are constants.
We need also a quintessence field time dependence (e.g. in a slow roll approxima-
tion). We use our solution from Sec. 14 (see Eq. (14.416)), making some simplifications
and changing t into τ :
Ψ = ln
(√
n+ 2
n
√
β
|γ|
)
+ ln
(
1− C(−τ)k˜
1 + C(−τ)κ˜
)
. (19.247)
Moreover what we really need is a derivative of Ψ .
Ψ ′ =
dΨ
dτ
=
2Cκ˜(−τ)κ˜−1
1− C2(−τ)2κ˜ (19.248)
where
κ˜ =
B
√
2n
H1
(19.248a)
C = eB
√
2nt0 (R1H1)
B
√
2n/H1 = eB
√
2nt0 (R1H1)
κ˜
. (19.248b)
Now we proceed to a quintessence fluctuation equation (see Refs [111,133]):
δQ¨~k + 3H1δQ˙~k +
(
c2sk
2 +R2U ′′(Q)
)
δQ~k =
1
2β
h′k · Ψ ′. (19.249)
One gets
δQ¨~k + 3H1δQ˙~k +
(
c2sk
2 +R2U ′′(Q)
)
δQ~k
=
Cκ˜
β
(
A~k
(−τ)κ˜−1 sin(τ |k|)
1− C2(−τ)2κ˜ +B~k
(−τ)κ˜−1 cos(τ |k|)
1− C2(−τ)2κ˜
)
=
Cκ˜
β
C~k
sin(τ |k|+ δ~k)
1− C2(−τ)2κ˜ (−τ)
2κ˜.
(19.250)
β is a normalization constant in a definition of Q = Ψ
β
, 1
β2
= 8π|M|
m2
pl
(see Eqs (14.139)
and (19.28)).
Let us consider δQ~k as a Fourier component of a q0 field subject to the following
initial conditions:
dq0~k(0)
dτ
= 0 = q0~k(0). (19.251)
In this case one gets
d2q0~k
dτ2
+3H1
dq0~k
dτ
+
(
c2sk
2 +
m20
H21τ
2
)
q0~k =
(−τ)κ˜−1Cκ˜
β (1−C2(−τ)2κ˜)C~k sin
(
τ |k|+δ~k
)
, (19.252)
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cs is a speed of sound in a quintessence, C~k and δ~k are constants. Let us notice that
τ = 0 corresponds to t → ∞. Thus in some sense we have asymptotic conditions for
gravitational waves.
For further convenience it is good to change τ into −τ . In this way we get
d2q0~k
dτ2
− 3H1
dq0~k
dτ
+
(
c2sk
2 +
m20
H21 τ
2
)
q0~k = −
Cκ˜τ κ˜−1
β (1−C2τ2κ˜)C~k sin
(
τ |k|−δ~k
)
, (19.253)
τ ∈ (0,+∞), τ = 1
R1H1
e−H1t. (19.254)
The fluctuations (the field q0) of a quintessence Q are driven by gravitational waves
and a quintessence field Q. It is easy to see that we are interested in solutions for small τ
(large t). In this case one gets
d2q0~k
dτ2
− 3H1
dq0~k
dτ
+
m20
H21 τ
2
q0~k = −
Cκ˜τ κ˜−1
β
C~k sin(τ |k| − δ~k). (19.255)
Let us calculate a constant κ˜. One gets
κ˜ =
B
√
2n
H1
=
(
n
n+ 2
)n/4 ( |γ|
β
)n/4 √
M
mpl
· 4(n+ 2)|γ|1/2
= 8
√
3πn(n+ 2)
√
M
(
n
n+ 2
)n/4(
mA˜
mpl
)(n+2)/2 |P˜ |1/2
α
(n+1)
s
(
|P˜ |
R˜(Γ˜ )
)n/2
.
(19.256)
If we use our simplified model with n = 14, α2s = αem, mA˜ = mEW, we get
κ˜ ∼= 1092. (19.257)
Thus this is really a large number.
Moreover for small τ we have
q
o~k
(τ) ≃ 0, dq0~k
dτ
≃ 0. (19.258)
In this way we arrive to an equation
d2q0~k
dτ2
= −Cκ˜
β
(
B~kkτ
κ˜ + A~kτ
κ˜−1) (19.259)
and finally
q0~k(τ) = −
B~k|k|Cκ˜
β(κ˜+ 2)(κ˜+ 1)
τ κ˜+2 − A~kCκ˜
β(κ˜+ 1)κ˜
τ κ˜+1 (19.260)
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or (taking under consideration that κ˜ is very large)
q
0~k
(τ) = − C
βκ˜
(
B~kkτ
κ˜ + A~kτ
κ˜−1) (19.261)
q0~k(τ) = −
C
βκ˜
(
A~k(R1H1)
−B√2n/H1e−B
√
2nt
+ kB~k(R1H1)
−((B√2n/H1)−1)e−B
√
2nt · eH1t
)
(19.262)
q0(t, ~r) =
∫
q0~k(t)e
i~k~r d~k. (19.263)
One gets
q0(t, ~r) = − C
βκ˜
(
g(~r)
(
H1
R1
)B√2n/H1
e−B
√
2nt
+ f(~r)
(
H1
R1
)(B√2n/H1)−1
e−2B
√
2nt · eH1t
) (19.264)
where
f(~r) =
∫
A~ke
i~k~r d3~k (19.265)
g(~r) =
∫
|k|B~kei
~k~r d3~k. (19.266)
g(~r) and f(~r) characterize a spatial dependence of gravitational waves background.
For large t we have to do with g(~r), i.e.
q0(t, ~r) = − C
βκ˜
g(~r)(R1H1)
−((B√2n/H1)−1) · e−B
√
2nteH1t. (19.267)
In this way one gets from an energy-momentum tensor for q0
Tµν = ∂µq0 · ∂νq0 − 12ηµν
(
∂αq0 · ∂αq0 +m20q20
)
(19.268)
ρq0 = T44 = q˙
2
0 −
1
2
(
q˙20 − |
−→∇ q0|2 −m20q20
)
=
1
2
q20
((
H1 −B
√
2n
)2
+ |−→∇ ln g(r)|2 +m20
)
=
ρgr2nB
2R21
((
H1 −B
√
2n
)2
+ |−→∇ ln g(r)|2 +m20
)
β2e2B
√
2nt
e2H1teB
√
2nt0
(19.269)
where
ρgr =
1
2g
2 (19.270)
is an energy density of primordial gravitational waves.
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For κ˜ = B
√
2n
H1
is a large number,
B
√
2n≫ H1 (19.271)
and ρq0 is going to zero if t→∞. This density will be frozen (no dependence on time)
at an end of the second de Sitter phase t = tIIend, t0 = t
II
initial. In this way one gets
ρq0
ρgr
=
2nB2R21
((
H1 −B
√
2n
)2
+ |−→∇ ln g(r)|2 +m20
)
β2 exp
(
2B
√
2nN1
H1
) e2N1 (19.272)
where N1 is an amount of inflation during the second de Sitter phase. If g(~r) = const.,
ρq0 is isotropic and homogeneous.
The function g(~r) can be written in a form
g(~r) = g0 + δg(~r) (19.273)
where δg(~r) is a small deviation and g0 = const. One gets
−→∇ (ln g(~r)) ≃ 1
g0
−→∇ δg(~r). (19.274)
In this way one writes
ρq0 = ρ
0
q0
+ δρq0 (19.275)
where
ρ0q0 =
2nB2R21ρgr
((
H1 −B
√
2n
)2
+m20
)
β2 exp
(
2B
√
2nN1
H1
) e2N1
δρq0 = |
−→∇g(~r)|2 2nB
2R21ρgr
β2 exp
(
2B
√
2nN1
H1
) e2N1 (19.276)
According to our ideas the energy ρq0 should be stored as a gas of quintessence
particles. The measurement of a low frequency speed of sound and a high frequency
speed of sound can give us η and its spatial variation. In this way we get also a square
length of a gradient of δg(~r). If we suppose that ρgr is stored as a gas of gravitons
(massless particles with two polarization states) then one can write
pgr = ρgr
(
Tgr
T 0
)4
(19.277)
(see Eq. (19.231)).
Probably we should also consider a gas of skewons. However, this is a different
story. Taking into account (19.235) and (19.236) we should expect δρq0 as extremely
small and we can neglect it in our theory. Moreover, ρgr is very important. Let us
consider Eq. (19.253) for these values of τ for which the variable t is close to tIend (the
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end of the first de Sitter phase or beginning of the second de Sitter phase). In this way
one writes
τ =
1
H1R1
e−H1t
I
end + ξ = τ0 + ξ, 0 < ξ ≪ 1. (19.278)
Taking into account that ξ is very small we arrive to the following equation
d2q0~k
dξ2
− 3H1
dq0~k
dξ
+
(
c2sk
2 +
m20
H21 τ
2
0
)
q0~k = −
C~kτ0
2ξβ
sin
(
ξ|k|+ δ~k
)
(19.279)
where
δ~k = τ0|k| − δ~k . (19.280)
We have also initial conditions
dq0~k
dξ
(0) = q0~k(0) = 0. (19.281)
Eq. (19.279) can be solved by a Laplace transform method in the case of δ~k = 0.
Let
c2sk
2 +
m20
H21τ
2
0
= b2. (19.282)
One gets
s2q0~k(s)− 3H1sq0~k(s) + b2q0~k(s) = −
C~kτ0
2β
arctg
( |k|
s
)
(19.283)
q0~k(s) = −
C~kτ0
2β
arctg
( |k|
s
)
s2 − 3H1s+ b2 (19.284)
and
q0~k(ξ) = −
C~kτ0
2β
∞∫
0
arctg
( |k|
s
)
esξ
s2 − 3H1s+ b2 ds. (19.285)
However, we cannot get any compact form of this solution. Moreover for we are looking
for a solution around zero, for δ~k = 0 we get
−C~kτ0
2ξ
sin(ξ|k|) ≃ −C~kτ0|k|
2
. (19.286)
In this case the Laplace transform method is successful:
q0~k(ξ) = −
C~kτ0|k|
2β
∞∫
0
esξ
s(s2 − 3H1s+ b2) ds (19.287)
q
0~k
(ξ) = −C~kτ0|k|
2β
(
1
b2
+
es1ξ
s1(s1 − s2) +
es2ξ
s2(s2 − s1)
)
(19.287a)
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where s1 and s2 are roots of the polynomial
s2 − 3H1s+ b2 = 0. (19.288)
Moreover ξ is small. Thus we write
esiξ ∼= 1 + siξ, i = 1, 2, (19.289)
and get
q0~k(ξ) = −
C~kτ0|k|
2b2β
(
1 +
3H1√
∆
)
(19.290)
if
∆ = 9H21 − 4b2 = 9H21 − 4
(
c2sk
2 +
m20
H21τ
2
0
)
> 0. (19.291)
If ∆ < 0, one gets
q0~k(ξ) = −
C~kτ0|k|
2b2β
(
1 + exp( 32H1ξ)
(
3H1
ω
sin(ωξ)− cos(ωξ)
))
(19.292)
where
4ω2 = −∆ = 4
(
c2sk
2 +
m20
H21 τ
2
0
)
− 9H21 > 0. (19.293)
For small ξ one gets
q
0~k
(ξ) = −3C~kτ0|k|H1
4b2β
ξ, (19.294)
the dependence on t is as follows:
ξ =
−1
R1H1
(
e−H1t − e−H1tIend). (19.295)
Moreover t is close to tIend and we get
ξ ≃ e
−H1tIend
R1
(t− tIend) (19.296)
for t very close to tIend.
In this way we get fluctuations of a quintessence in the moment of the first order
phase transition of the first de Sitter phase to the second de Sitter phase.
Finally one gets
q0~k(t) = −
C~k|k|e−H1t
I
end
2H1R1
(
c2s|k|2 +R21m20e2H1t
I
end
)
β
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)
 (19.297)
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for
|k| < 1
2cs
√
9H21 − 4R21e2H1t
I
endm20 = k0 (19.298)
with a condition
3H1 > 2R1e
H1t
I
endm0 (19.299)
and
q0~k(t) = −
3C~ke
−2H1tIend(t− tIend)|k|
4R21
(
c2sk
2 +R21m
2
0e
2H1tIend
)
β
. (19.300)
for k > k0.
One finds
q0(~r, t) = −e
−H1tIend
2βR1
 1
H1
∫
|k|<k0
d3~k ei
~k~r C~k|k|(
c2sk
2 +R21m
2
0e
2H1tIend
)
×
1 + 3H1√
9H21 − 4
(
c2sk
2 +R21m
2
0e
2H1tIend
)

+
3(t− tIend)
2R1
e−H1t
I
end
∫
|k|>k0
d3~k ei
~k~r C~k|k|(
c2sk
2 +R21m
2
0e
2H1tIend
)

(19.301)
Equation (19.301) gives us space-time fluctuations of a quintessence field after a
phase transition from the first to the second de Sitter phase. Let us notice that (19.297)
is singular for k → k0.
In an approach developed here we consider Eq. (19.250) with zero initial conditions
in various approximations. Moreover there is a different approach. In this approach
we write a solution to Eq. (19.250)
q0~k(t) = q˜0~k(t) + q0~k(t) (19.302)
where q˜0~k(t) is a solution of a homogeneous equation (a general integral) and q0~k(t) is a
special solution to inhomogeneous equation. This different approach consists in taking
q˜0~k(t) ≡ 0 and considering only q0~k(t). In this case we get nonzero initial conditions for
quintessence fluctuations. However, this approach is not unambigous. Our approach
is unambigous. The zero initial conditions are in some sense distinguished.
Let us calculate an energy density of this scalar field. In order to do this let us
write q0(~r, t) in a form
q0(~r, t) = A(~r) +B(~r)(t
I
end − t) (19.303)
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where
A(~r) = −e
−H1tIend
2βR1H1
∫
|k|<k0
d3~k ei
~k~r C~k|k|(
c2sk
2 +R21m
2
0e
2H1tIend
)
×
1 + 3H1√
9H21 − 4
(
c2sk
2 +R21m
2
0e
2H1tIend
)
 (19.304)
B(~r) = −3e
−2H1tIend
4βR21
∫
|k|>k0
d3~k ei
~k~r C~k|k|(
c2sk
2 +R21m
2
0e
2H1tIend
) . (19.305)
One gets from the Eq. (19.268)
ρq0 = T44 =
1
2
(
C(~r) +D(~r)(tIend − t) + E(~r)(tIend − t)2
)
(19.306)
where
C(~r) = B2(~r) +m20A
2(~r) +
∣∣−→∇ (A(~r))∣∣2 (19.307)
D(~r) = 2
(−→∇ (A(~r)) · −→∇ (B(~r)) +m20A(~r)B(~r)) (19.308)
E(~r) =
(∣∣−→∇ (B(~r))∣∣2 +m20B2(~r)) . (19.309)
All these formulae are satisfied for t close to tIend. In general ρq0 is anisotropic and
inhomogeneous. For tIend − t is very small we get
ρq0 =
1
2
(
C(~r) +D(~r)(tIend − t)
)
. (19.310)
It is interesting to calculate a time t(~r) for which ρq0 is zero (t(~r) depends on a
space point). One gets (neglecting gradients of A(~r) and B(~r))
t(~r) = tIend +
1
2m20
(
f(~r) +
m20
f(~r)
)
(19.311)
where
f(~r) =
3H1
2R1
·
e−H1t
I
end
∫
|k|>k0 d
3~k ei
~k~r C~k|k|
(c2sk
2+R2
1
m2
0
e
2H1t
I
end )∫
|k|<k0 d
3~k ei~k~r
C~k|k|
(c2sk
2+R21m
2
0e
2H1t
I
end )
(
1 + 3H1√
9H21−4(c2sk2+R21m20e
2H1t
I
end )
) .
(19.312)
The conclusion from these calculations is that after a very short time an energy
density of quintessence fluctuations is going to zero (almost zero) and probably is frozen
on a very low level. A time of this process depends on a space point. Moreover, after
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sufficiently long time (which is really very short) we get a homogeneity and isotropy,
as far as our rough calculations advise us. Let us come back to Eq. (19.253). Our
solutions obtained here are for large t and t close to tIend. One can try to match them.
It seems reasonable to suppose that ρ0q0 (see Eq. (19.276)) is equal to this very low
level energy density, mentioned above.
The quintessence field q0(~r, t) considered above can be a source of fluctuations of
an effective gravitational constant Geff.
Geff = GN exp
(−(n + 2)βq0(~r, t)) (19.313)
(see Eq. (19.28)). If we use Eq. (19.267), we get
Geff = GN exp
(
−
√
2 (n+ 2)
√
ρq0 β√(
(H1 −B
√
2n)2 +
∣∣−→∇ ln g(~r)∣∣2 +m20)
)
(19.314)
and we connect contemporary fluctuations of an effective gravitational constant to an
energy density of quintessence fluctuations. Taking a quintessence field from (19.303)
we get
Geff = GN exp
(−(n+ 2)β (A(~r) +B(~r)(tIend − t))) . (19.315)
In this way an effective gravitational constant depends on a speed of a sound in a
quintessence.
In order to get some comparison let us consider a different approximation of a
quintessence evolution given by Eqs (14.402) and (14.405),
Q(t) = Q0 +
ϕ0
β
sin(ω0t) (19.316)
where
ω20 =
Mpl
2M
(n+ 2)
(
n
n+ 2
)n/2
|γ|
( |γ|
β
)n/2
(19.317)
or
ω0 =
mA˜
√
mpl
2α
(n+1)/2
s
√
2H
√
|M |
(
mA˜
mpl
)n/2
(n+ 2)1/2
×
(
n
n+ 2
)n/4
|P˜ |1/2
(
|P˜ |
R˜(Γ˜ )
)n/4
.
(19.318)
In terms of a conformal time τ one gets
Q(τ) = Q0 − ϕ0
β
sin
(
ω0
H1
ln(−τR1H1)
)
(19.319)
dQ
dτ
= −ϕ0ω0
βH1
· 1
τ
cos
(
ω0
H1
ln(−τR1H1)
)
(19.320)
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Let us notice that ϕ0 is an arbitrary constant.
Using Eq. (19.246) and Eq. (19.249) one gets
δQ¨~k − 3H1δQ˙~k +
(
c2s|k|2 +
m20
H21 τ
2
)
δQ~k
=
ϕ0ω0
2H1β
(
A~k sin(τ |k|)−B~k cos(τ |k|)
)
cos
(
ω0
H1
ln(τR1H1)
) (19.321)
where we change τ → −τ , τ ∈ (0,+∞).
Let us consider δQ~k as quintessence field q0~k (as before) and let us consider equation
(19.321) for
τ = τ0 + ξ =
1
H1R1
e−H1t
I
end + ξ, 0 < ξ ≪ 1 (19.322)
(also as before).
We can consider Eq. (19.321) only for τ given by (19.322), for our approximation
works only here.
Changing a variable from τ to ξ and doing some simplifications we get
d2q0~k
dξ2
− 3H1
dq0~k
dξ
+
(
c2s|k|2 +
m20
H21 τ
2
0
)
q0~k
= − ϕ0ω0
2H1β
C~k cos(ω0t
I
end) sin(|k|ξ + δ~k)
(19.323)
where δ~k = τ0|k| − δ~k (as before).
For a very small ξ we get
sin(|k|ξ + δ~k) ≃ sin δ~k (19.324)
and we get Eq. (19.279) for δ~k = 0 and for small ξ, C~k is expressed in terms of A~k and
B~k,
C~k =
√
A2~k
+B2~k
. (19.325)
In this way using a Laplace transform method for this equation with initial conditions
(19.281) one gets
q0~k(ξ) = −F
(
1
b2
+
es1ξ
s1(s1 − s2) +
es2ξ
s2(s2 − s1)
)
(19.326)
where s1 and s2 are roots of the equation (19.288) and
F =
ϕ0ω0C~k sin δ~k cos(ω0t
I
end)
2H1β
. (19.327)
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In this way we get similar solutions as before
q
0~k
(t) = − C~k sin δ~k cos(ω0t
I
end)ϕ0ω0
2βH1
(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)
 (19.328)
for |k| satisfying condition (19.298) and
q0~k(t) = −
3ϕ0ω0C~k sin δ~k cos(ω0t
I
end)e
−H1tIend
4βR1H1
(
c2s|k|2 +R21m20e2H1t
I
end
) (t− tIend) (19.329)
for k > k0 (see Eq. (19.298)).
In this way one gets
q0(~r, t) = −ϕ0ω0 cos(ω0t
I
end)
2βH1
 ∫
|k|<k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)

+
(t− tIend)
2R1
e−H1t
I
end
∫
|k|>k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)

(19.330)
Thus we get similar dependence on time as before (see Eq. (19.303)). Now with
the functions
A(~r) = −ϕ0ω0 cos(ω0t
I
end)
2βH1
∫
|k|<k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)
 (19.331)
B(~r) =
3ϕ0ω0 cos(ω0t
I
end)
4βR1H1
e−H1t
I
end
∫
|k|>k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
) (19.332)
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and
f(~r) =
3e−H1t
I
end
∫
|k|>k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)
2R1
∫
|k|<k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)

(19.333)
in the place of A(~r), B(~r), f(~r) (see Eqs (19.306÷312) and a discussion below which
is applicable here).
The general conclusion from our recent calculations is such that a behaviour of
quintessence fluctuations does not depend on an evolution law of a quintessence for
time close to tIend.
Let us consider Eq. (14.402) for M < 0. In this case one gets
Q = Q0 + ϕ0 sinh(ω0t) (19.334)
where ω0 is given by Eq. (19.318). It is easy to see that we can repeat all the con-
siderations given above, changing sin into sinh and cos into cosh. In this way one
gets
q0~k(t) = −
C~k sin δ~k cosh(ω0t
I
end)ϕ0ω0
2βH1
(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)
 (19.335)
for |k| satisfying condition (19.298) and
qo~k(t) = −
3ϕ0ω0C~k sin δ~k cosh(ω0t
I
end)e
−H1tIend
4βR1H1
(
c2s|k|2 +R21m20e2H1t
I
end
) (t− tIend) (19.336)
for k > k0 (see Eq. (19.298)).
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One finds
q0(~r, t) = −ϕ0ω0 cosh(ω0t
I
end)
2βH1
 ∫
|k|<k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)
×
1 + 3H1√
9H21 − 4
(
c2s|k|2 +R21m20e2H1t
I
end
)

+
(t− tIend)
2R1
e−H1t
I
end
∫
|k|>k0
d3~k ei
~k~r C~k sin δ~k(
c2s|k|2 +R21m20e2H1t
I
end
)

(19.337)
and consequently
A(~r) =
cosh(ω0t
I
end)
cos(ω0tIend)
A(~r) (19.338)
B(~r) =
cosh(ω0t
I
end)
cos(ω0t
I
end)
B(~r) (19.339)
f(~r) = f(~r) (19.340)
with the same conclusions as for a case withM > 0. In this case an amount of inflation
reads
N1 = ∆tH1 =
H1
ω0
∣∣∣∣arsinh( 1ϕ0n
)∣∣∣∣ = H1ω0 ln
(
1 +
√
ϕ20n
2 + 1
ϕ0n
)
=
Mpl√
6|M | (n+ 2)
ln
(
1 +
√
1 + ϕ20n
2
ϕ0n
) (19.341)
Let us give simple applications of our inflation theory (which is effectively similar
to a hybrid inflation) to CMB anisotropy problem. In order to do this we remind to
the reader some notions of CMB anisotropy theory:
∆T (~e)
T
=
∑
l,m
almYl,m(~e) (19.342)
where Ylm(~e) = Ylm(θ, ϕ) are spherical harmonics and alm are multipole coefficients
of CMB. ∆T (~e)T means fluctuations of a temperature of CMB measured in a direction
of ~e parametrized by two angles θ and ϕ. A direction of a photon is ~n = −~e.
After averaging one gets
〈alma∗l′m′〉 = δll′δmm′Cl. (19.343)
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For a two point correlation function one gets〈
∆T
T
(~e1) · ∆T
T
(~e2)
〉
~e1·~e2=cos θ
=
1
4π
∑
l
(2l + 1)ClPl(cos θ) (19.344)
(see Refs [110] for more details) where Pl(cos θ) is a Legendre polynomial. Thus in
order to compare a theory with observations it is necessary to calculate Cl in some
region of l (i.e., 2 < l < lmax). Usually we subtract effects of relative movement and
C0 = C1 = 0.
Cl can have different origins coming from several types of perturbations (i.e. scalar,
vector, tensor) (see Refs [110] for details). In our theory we have scalar perturba-
tions due to inflation and tensor perturbations due to gravitational waves. In our
three models of Higgs’ field evolution we get a power spectrum of primordial scalar
fluctuations (see Eqs (18.87), (18.69), (18.10)) and a power spectrum for tensorial fluc-
tuations (gravitational waves fluctuations) Eq. (19.235). The tensor fluctuations are
scale invariant
nT = ngr − 1 = 0.
In the case of scalar fluctuations we calculate ns and
dns
d lnK (see Eqs (18.14), (18.15),
(18.72), (18.74), (18.90), (18.91)) and we find conditions for ns = 1. Thus we get
(under some conditions) a Harrison-Zel′dovich spectrum. Moreover dnsd lnK can be in
general nonzero and it is possible to use it to compare with observations in order to
falsificate some models. In general we get in three cases
P sR(K) = P
s
0K
ns−1. (19.345)
Thus via a standard procedure (see Refs [110]) one gets
Csl =
(P s0 )
2
9
· Γ (3− ns)Γ (l −
1
2 +
ns
2 )
23−nsΓ 2(2− ns2 )Γ (l + 52 − ns2 )
(19.346)
where ns ≃ 1.
If we take ns = 1 we get
l(l + 1)Csl = const. (19.347)
which is in an agreement with observational data. In the case of tensorial (gravitational
waves) perturbations one gets
PT (K) = P gr0 K
ngr−1 = P gr0 K
nT (19.348)
and by a standard procedure
CTl = C
gr
l = (P
gr
0 )
2 · (l + 2)!
(l − 2)! ·
Γ (6− nT )Γ (l − 2 + nT2 )
26−nT Γ 2( 72 − nT )Γ (l + 4− nT2 )
. (19.349)
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For nT = 0 or ngr = 1 one gets
Cgrl = (P
gr
0 )
2 · 8
15π
· l
2(l + 1)2
(l + 3)(l − 2) (19.350)
(see Refs [110]). The singularity for l = 2 is not realistic, there is only an amplification
for l = 2.
Let us notice that our power flat spectrum (scale-invariant) is a good starting
point for every structure formation theory in the Universe. Using our full P sR(K)
spectras we can do more precise calculations for Csl . Especially in order to compare
with future very precise cosmological observations (Planck satellite) we should take
under consideration dnsd lnK and deviations from scale invariant spectrum, which has
been reported from WMAP data. Some further developments of our PR(K) spectras
are beyond the scope of this work for they strongly depend on details of cosmological
models involved (see Refs [110]). In particular we can consider Csl and C
gr
l only for
l . 100. For l & 100, ∆TT is dominated by acoustic oscillation (see Refs [110]). C
gr
l are
very small for l ≥ 60 (they decay on sub-horizon scales). Finally we write
Csl l(l + 1) = const.
∼=
〈(
∆T
T
(θl)
)2〉
, (19.351)
θl =
π
l
(19.352)
and
Cgrl l(l + 1) = (P
gr
0 )
2 · 8
15π
· l(l + 1)
(l + 3)(l − 2) . (19.353)
The behaviour of Cl for l > 100 is beyond the scope of this work (now).
The interesting point in future calculations is to consider an influence of quint-
essence fluctuations. Those fluctuations are of scalar nature. For they depend on
gravitational waves fluctuations their influence on Csl is negligible.
We can consider some applications of a quintessence in astrophysics. First of all we
can develop a formalism concerning a macroscopic flow of a quintessence gas (i.e., a
relativistic hydrodynamics of a quintessence). For a quintessence field has an influence
on an effective gravitational constant, such a flow can disturb gravitational interactions
between galaxies or even stars. In this approach we should add some assumptions,
e.g. that a quintessence energy density is an energy density of quintessence field in a
statistical field theory. However, this is beyond a scope of this work.
Secondly, it is interesting to consider a Bose-Einstein condensation of quintessence
particles. They are massive scalar particles. Under some assumptions (beyond this
theory) we can find a wave function of a condensat. This wave function can be consid-
ered a field of a quintessence and afterwards enters the formula for Geff. In this way
Einstein-Bose condensation can influence effective gravitational interactions between
galaxies and stars. This is also beyond a scope of the work.
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As a typical astrophysical application we can consider a problem of N bodies with
the quintessence field. In this problem N points interact gravitationally with an ef-
fective gravitational constant depending on a distance. The simplest case is of course
a two bodies problem. However, this problem cannot be solved analytically. It can
be considered numerically using some codes for the N bodies problem. This is also
beyond a scope of our work. Moreover, some numerical solutions can be applied for
galaxies movement in a cluster of galaxies.
In all of those problems we should consider quintessence fluctuations developed here
as a source of quintessence gas and Bose-Einstein condensat. In the third problem we
should also consider an interaction of a quintessence field with mass points.
It is interesting to consider a continuous distribution of a matter (a dust) under
gravitational interaction and a quintessence. In this way we consider hydrodynamic
equation coupled to a quintessence field in a Newtonian physics limit (i.e. selfgravitating
system with Geff depending on a quintessence).
Let us notice the following fact. In our theory we have two natural candidates for
a dark matter. They are a skewon and a quintessence particle. Both particles are
massive with a mass of the same order (10−5 eV, see Eqs (19.234–234a)). They are
weakly interacting with an ordinary matter, they are a part of gravity. Skewon is a
quant of a quantized (in a linear approximation) skew-symmetric part of the metric. In
contradiction to a graviton it obtains a mass due to a cosmological constant. A quint-
essence particle is a quant of a quantized scalar field Ψ in a linear approximation. The
scalar field Ψ plays many roles in the theory. It influences an effective gravitational
constant and cosmological terms.
Simultaneously we explain cosmological constant via our quintessence scenario.
Both particles interact gravitationally—they are part of gravity. A dark matter
problem appears on many levels in the Universe. On the level of galaxies, clusters of
galaxies and on the level of cosmological models. It seems, it is quite universal. This
universality is similar to the universality of gravitational interactions. Some researchers
claim that because of this it is natural to change a gravitational theory in order to give a
pure gravitational explanation of the effect of a dark matter. Moreover, in our proposal
we have to do with a deformation of General Relativity (due to nonsymmetric metric
and a scalar field from the Nonsymmetric Jordan–Thiry Theory). The theory satisfies
a Bohr correspondence principle. The additional gravitational degrees of freedom are
universal as a gravity itself. Thus both massive particles corresponding to these degrees
of freedom can be considered seriously as a dark matter (gravitons cannot be “a dark
matter”, they are massless, they are a part of a radiation). Cosmological models with
such a dark matter will be examined elsewhere.
Let us consider a scale of length from (19.63a)
L =
√
n(n+ 2)λco
16π|M | ≃ 10Mpc, (19.354)
where λco is a cosmological constant.
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L has been calculated for n = 14 = dimG2 and for |M | = 1. Moreover, G2
has been considered as a group H in the Nonsymmetric Kaluza–Klein (Jordan–Thiry)
Theory. G2 is important only for Glashow–Weinberg–Salam model of unification of
electroweak interactions. If we want to unify all fundamental interactions we need a
bigger group H, such that G2 ⊂ H. We need of course a group G such that
SU(2)L × U(1)× SU(3)c ⊂ G. (19.355)
There are a lot of possibilities. One of the most promising is G = SO(10). Moreover,
we need also a group G0 such that M = G/G0.
In our world G0 = U(1)em × SU(3)c. The group H for G = SO(10) and G0 =
U(1)em × SU(3)c should be such that
SO(10)× (U(1)em × SU(3)c) ⊂ H. (19.356)
The simplest choice is H = SO(16). Why?
First of all G2 ⊂ SO(16) and SO(10)×SO(6) ⊂ SO(16). Moreover, SO(6) ≃ SU(4)
and U(1) × SU(3) ⊂ SU(4). Thus if we identify U(1) with U(1)em and SU(3) with
SU(3)c we get what we want. In this way
M =
SO(10)
/
U(1)× SU(3), S
2 ⊂M,
dimSO(16) = 120, dimSO(10) = 45, n1 = dimM = 36.
Thus the scale of length should be rescaled and we get for n = 120
L =
80.2Mpc√
|M |
. (19.357)
For a scale of time
T =
258.56√
|M |
× 106 yr. (19.358)
Moreover, we still have L = ξ · 10Mpc, T = ξ · 32× 106 yr, where ξ is of order 1.
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20. Charge Confinement
in the Nonsymmetric Kaluza–Klein Theory
We give some elements of the Nonsymmetric Kaluza–Klein Theory in order to
remind some notions to the reader.
Let P be a principal fibre bundle with a structural group G = U(1) over a space-
time E with a projection π and let us define on this bundle a connection α. We call
this bundle an electromagnetic bundle and α an electromagnetic connection. We define
a curvature 2-form for the connection α
Ω = dα ≡ 1
2
π∗(Fµνθ
µ ∧ θµ) (20.1)
where
Fµν = ∂µAν − ∂νAµ, e∗α = Aµθµ. (20.2)
Aµ is a 4-potential of the electromagnetic field, e is a local section of P , Fµν is an
electromagnetic field strength, and θ
µ
is a frame on E. Bianchi identity is
dΩ = 0, (20.3)
so the 4-potential exists. This is of course simply the first pair of Maxwell equations.
On the space-time E we define a nonsymmetric metric tensor gαβ such that
gαβ = g(αβ) + g[αβ]
gαβg
γβ = gβαg
βγ = δγα,
(20.4)
where the order of indices is important. In such a way we suppose that
g = det gαβ 6= 0. (20.5)
We suppose also that
g˜ = det g(αβ) 6= 0, (20.6)
defining an inverse tensor g˜(αβ) for g(αβ) such that g˜
(αβ)g(βµ) = δ
α
µ . We define also on
E two connections wαβ and W
α
β
wαβ = Γ
α
βγθ
γ
(20.7)
and
W
α
β =W
α
βγθ
γ
(20.8)
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such that
W
α
β = w
α
β − 23 δαβW, (20.9)
where
W =W γθ
γ
=
1
2
(
W
σ
γσ −W σσγ
)
θ
γ
.
For the connection wαβ we suppose the following conditions
Dgα+β− = Dgαβ − gαδQδβγ(Γ )θ
γ
= 0
Q
α
βα(Γ ) = 0,
(20.10)
where D is the exterior covariant derivative with respect to wαβ and Q
α
βα(Γ ) is a
torsion of wαβ . Thus we have defined on space-time all quantities present in Moffat’s
theory of gravitation (NGT, see Ref. [34]). Let us introduce on P a frame
θA =
(
π∗(θ
α
), λα = θ5
)
, λ = const. (20.11)
Now we turn to the natural nonsymmetric metrization of the bundle P . We have
γ = π∗g − θ5 ⊗ θ5 = π∗(gαβθα ⊗ θβ)− θ5 ⊗ θ5. (20.12)
From the classical Kaluza–Klein theory we know that λ = 2
√
G
c2 . We work with such a
system of units that G = c = 1 and λ = 2. Thus we have
γAB =
(
gαβ 0
0 −1
)
,
γ = γABθ
A ⊗ θB.
(20.13)
Now we define on P a connection wAB such that
wAB = Γ
A
BCθ
C
DγA+B− = DγAB − γADQDBC(Γ )θC = 0,
(20.14)
which is invariant with respect to an action of the group U(1) on P . D is an exterior
covariant derivative with respect to the connection wAB and Q
D
BC(Γ ) is its torsion.
In the fifth position of Ref. [18] it is shown that
wAB =
(
π∗(wαβ) + gγαHγβθ5 Hβγθγ
gαβ(Hγβ + 2Fβγ)θ
γ 0
)
(20.15)
where Hβγ is a tensor on E such that
gδβg
γδHγα + gαδg
δγHβγ = 2gαδg
δγFβγ . (20.16)
It is possible to prove that
Hγβ = −Hβγ (if Fµν = −Fνµ). (20.17)
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We define on P a second connection
WAB = w
A
B − 49δABW
W = horW.
(20.18)
Let us calculate a Moffat–Ricci curvature scalar for WAB . One gets
R(W ) = R(W ) +
(
2(g[µν]Fµν)
2 −HµνFµν
)
(20.19)
where
R(W ) = gµνRµν(Γ ) +
2
3
g[µν]W [µ,ν] (20.20)
is a Moffat–Ricci scalar for the connection W
α
β and Rαβ(Γ ) is a Moffat–Ricci tensor
for the connection wαβ . In particular
Rµν(Γ ) = R
α
µνα(Γ ) +
1
2R
α
αµν(Γ ), (20.21)
where Rαµνρ(Γ ) are components of the ordinary curvature tensor for Γ . In addition
Hµα = gβµgγαHβγ. (20.22)
Using Palatini variation principle with respect to gαβ, Aµ, W
α
β , i.e.
0 = δ
∫
V
√
det γAB R(W ) d
5x = 2πδ
∫
U
√−g
(
R(W ) +
(
2(g[µν]Fµν)
2 −HµνFµν
))
d4x
where V = U × U(1), U ⊂ E, one gets from (20.19) fields equations
Rαβ(W )− 12gαβR(W ) = 8π
em
T αβ (20.23)
∼g
[µν]
,ν
= 0 (20.24)
gµν,σ − gζνΓ ζµσ − gµζΓ ζσν = 0 (20.25)
∂µ(∼H
αµ) = 2∼g
[αβ]∂β(g
[µν]Fµν) (20.26)
where
em
T αβ =
1
4π
{
gγβg
τµgεγHµαHτε − 2g[µν]FµνFαβ
− 14 gαβ
(
HµνFµν − 2(g[µν]Fµν)2
)}
(20.27)
∼g
[µν] =
√−g g[µν] (20.28)
∼H
µν =
√−g gβµgγαHβγ =
√−g Hµα (20.29)
One can prove
HµνHµν = F
µνHµν , (20.30)
g[µν]Fµν = g
[µν]Hµν (20.31)
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and
gσνgανHσαFµν + g
µσgνβHβσFµν = 2g
µσgνβFµνFβσ.
We have also
gαβ
em
T αβ = 0. (20.32)
Equations (20.21)–(20.26) can be written in the form
R(αβ)(Γ ) = 8π
em
T (αβ) (20.33)
R[[αβ],γ](Γ ) = 8π
em
T [[αβ],γ] (20.34)
Γµ = 0 (20.35)
gµν,σ − gζνΓ ζµσ − gµζΓ
ζ
σν = 0 (20.36)
∂µ
(
∼H
αµ − 2∼g
[αµ](g[νβ]Fµν)
)
= 0 (20.37)
where Rαβ(Γ ) is a Moffat–Ricci tensor for the connection w
α
β = Γ
α
βγθ
γ
and
Γµ = Γ
α
[µα], (20.38)
,γ means a partial derivative with respect to x
γ (as usual).
In the theory we get a current density
J
α
= 2∂µ
(√−g g[αµ](g[νβ]Fνβ)) (20.39)
which is conserved by its definition (in this way it is a topological current). Equation
(20.37) can be written in the form
∇µHαµ = Jα (20.40)
Jα = 2∇µ
(
g[αµ](g[νβ]Fνβ)
)
= 2g[αβ]∇µ(g[νβ]Fνβ) (20.41)
where ∇µ is a covariant derivative for the connection wαβ .
Equation (20.16) can be solved with respect to Hνµ
Hνµ = Fνµ − g˜(τα)Fανg[µτ ] + g˜(τα)Fαµg[ντ ]. (20.42)
However the form of Eq. (20.16) is easier to handle from theoretical point of view.
Writing Hµν in the form
Hµν = Fµν − 4πMµν (20.43)
we get
Q5µν = 8πMµν = 2g˜
(τα)
(
Fαµg[ντ ] − Fανg[µτ ]
)
, (20.44)
where Q5µν is a torsion in the fifth dimension for the connection w
A
B on P and Mµν
is an electromagnetic polarization tensor induced by a nonsymmetric tensor gαβ (if
gαβ = g(αβ), Fµν = Hµν). In this way Hµν can be considered as an induction tensor
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of an electromagnetic field. Moreover, the second pair of Maxwell equations (20.40)
suggests that rather Hµν should be considered as an induction tensor.
In the theory we get an electromagnetic field lagrangian
Lem = − 1
8π
(
HµνFµν − 2(g[µν]Fµν)2
)
(20.45)
which can be written in the form
Lem = − 1
8π
(
(gµαgνβ − gνβ g˜(µα) + gνβgµω g˜(τα)gωτ )FαβFµν − 2(g[µν]Fµν)2
)
(20.46)
or
Lem = − 1
8π
(
FµνFµν − 2(g[µν]Fµν)2 + (gνβgµωg˜(τα)gωτ − gνβg˜(µα))FαβFµν
)
(20.47)
where
Fµν = gµαgνβFαβ .
Let us consider energy–momentum tensor of an electromagnetic field in the Non-
symmetric Kaluza–Klein Theory, i.e.
em
T αβ . Using Eq. (20.42) one gets
em
T αβ =
o
Tαβ +
1
4π
tαβ (20.48)
where
o
Tαβ =
1
4π
(
F ταFτβ − 1
4
gαβF
µνFµν
)
(20.49)
is an energy–momentum tensor of an electromagnetic field in N.G.T.,
F τα = g
τγFγα = −Fατ (20.50)
and
tαβ = gγβFν
τFωτg
εγ g˜(ρν)g˜(δω)g[αρ]g[εδ] − gγβ g˜(ρν)
(
FµγFνµg[αρ] + FµαFν
µgεγg[αρ]
)
− 2g[µν]FµνFαβ + 1
4
gαβ
(
2
(
g[µν]Fµν
)2 − (gνδgµω g˜(τε)gωτ − gνδg˜(µε))FεδFµν) (20.51)
is a correction coming from the Nonsymmetric Kaluza–Klein Theory.
Let us consider the second pair of Maxwell equations in the Nonsymmetric Kaluza–
Klein Theory. One writes them in the following form (using (20.42)):
∇µFαµ = Jαp + Jα (20.52)
where Jα is a topological current and Jαp is a polarization current
Jαp = 4π∇µMαµ = 4π√−g ∂µ
(√−gMαµ) = ∇µ(gαβgµγ g˜(τρ)(Fργg[βτ ] − Fρβg[γτ ]))
=
1√−g ∂µ
(
∼g
αβgµν g˜(τρ)
(
Fργg[βτ ] − Fρβg[γτ ]
))
. (20.53)
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The energy momentum tensor in the form (20.48) and the second pair of Maxwell
equations can be obtained directly from Palatini variation principle with respect to
W
α
β , gµν and Aµ for
R(W ) = R(W ) + 8πLem (20.54)
where Lem is given by Eq. (20.47).
Writing as usual
Fµν =

0 −B3 B2 −E1
B3 0 −B1 −E2
−B2 B1 0 −E3
E1 E2 E3 0
 (20.55)
Hµν =

0 −H3 H2 −D1
H3 0 −H1 −D2
−H2 H1 0 −D3
D1 D2 D3 0
 (20.56)
and introducing Latin indices a, b = 1, 2, 3 we get
Ea = F4a, D
a = H4a (20.57)
−→
D = (D1, D2, D3),
−→
E = (E1, E2, E3) (20.58)
−→
B = −(F23, F31, F12), −→H = −(H23, H31, H12) (20.59)
or
Ba = −1
2
εa
bcFbc, Fcm = −εcmeBe (20.60)
Ha = −1
2
εabcH
bc, Hcm = −εcmeHe. (20.61)
εabc is a usual 3-dimensional antisymmetric symbol. ε123 = 1 and it is unimportant
for it if its indices are in up or down position. We keep those indices in up and down
position only for a convenience.
Using Eq. (20.42) one gets
Da = AacEc + C
adBd (20.62)
Ha = A
ac
Ec + C
ad
Bd. (20.63)
In formulae (20.62) and (20.63) Aac can be identified with εac (a dielectric constant
tensor) and C
ab
with (µ−1)ab (an inverse of magnetic constant tensor). Remaining
coefficients have more complex interpretation. Moreover, it is possible to think about
them as on material properties of some kind generalized medium. A medium with
nonzero Cad and Cad is called bianisotropic. In our case they are induced by the
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nonsymmetric tensor gαβ, where
Ame = gµeg[δµ]g˜
(4δ)gm4 − g44(g[δµ]gµeg˜(mδ) − gme)
+ gω4g[δω]g
4eg˜(mδ) − gm4g4e (20.64)
Cpe = εmz
p
(
gz4gme + gµeg[δµ]g
z4g˜(mδ) − gω4g[δω]gmeg˜(zδ)
)
(20.65)
A
pm
= 12ε
p
ek
(
g4kgme − gmkg4e − (gmkg˜(4δ) + g4kg˜(mδ))gµeg[δµ]
− gωkg[δω]gmeg˜(4δ)
)
(20.66)
C
pf
= 12ε
p
ekεwm
f
(
gwkgme − gwkgµeg[δµ]g˜(mδ) − gωkg[δω]gmeg˜(wδ)
)
(20.67)
Let us notice that in the case of a diagonal g(αβ) Fµν = Hµν , also in the case of
spherically symmetric gµν we have Fµν = Hµν , which was extensively used in order to
find an exact solution for field equations (see the fifth position of Ref. [18]).
Formulae (20.55)–(20.56) have a formal character. The physical meaning of (
−→
D,
−→
H )
and (
−→
E ,
−→
B ) as induction or strength vectors of electric or magnetic fields is sound only
in a stationary case.
Let us consider a nonsymmetric tensor for axially symmetric and stationary space-
time in cylindrical coordinates (see Ref. [136])
gµν =

−e2(n−l) 0 aden den
0 −e2(n−l) kaem ken
−aden −aken ca2e2l − r2e−2l ace2l
−den −ken ace2l ce2l
 (20.68)
where c = 1+d2+k2, x1 = r, x2 = z, x3 = θ, x4 = t, and all the functions n, l, a, b, d, k
are functions of r and z only,
g = r2e4(n−l), g˜ = −r2e4(n−l)(1 + d2 + k2). (20.69)
An electromagnetic field is described by
Fµν =

0 0 p s
0 0 q u
−p −q 0 0
−s −u 0 0
 (20.70)
p = Bz, s = −Er, q = −Br, u = −Ez,
and all the functions depend on r and z only.
In this case we can calculate Hµν and H
µν . One gets
Hµν =
1
g˜

0 r2m1 −pr2m2 −r2sm2
−r2m1 0 −qr2m2 −r2um2
pr2m2 qr
2m2 0 r
2m3
r2sm2 r
2um2 −r2m3 0
 (20.71)
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where m1 = (du − ks)e5n−6l, m2 = (1 + d2 + k2)e4(n−l), m3 =
(
d(p − as) +
k(q − as))e3n−2l,
Hµν =
1
P

0 0 r4m4 ar
4m4 + r
6m6
0 0 r4m5 −ar4m5 + r6m7
−r4m4 −r4m5 0 0
−ar4m4 − r6m6 ar4m5 − r6m7 0 0
 (20.72)
where
P = e12(n−l)r6(1 + d2 + k2),
m4 = e
10n−8l(1 + d2 + k2)(as− p), m5 = e10n−8l(1 + d2 + k2)(au− q),
m6 = e
10n−12l(s+ d2s+ dku), m7 = e10n−12l(dks+ u+ k2u).
(20.73)
Let us come back to Eq. (20.26) (the second part of Maxwell equations) and let us
consider it for α = 4
∂m∼H
4m = 2∼g
[4b]∂b
(
g[µν]Fµν
)
, m, b = 1, 2, 3, (20.74)
or
div
(√−g−→D ) = ρ√−g. (20.75)
In this equation ρ represents a density of an electric charge.
If
−→
D = 0 the density of charge equals zero. The problem which we now pose is as
follows. Is it possible to have
−→
D = 0 and
−→
E 6= 0? This means that we have a condition
AaeEe + C
aeHe = 0. (20.76)
This means we have a confinement of a charge induced by a special properties of
“vacuum” (i.e. a gravitational field described by nonsymmetric tensor gµν).
In the case of a stationary, axially symmetric field we have conditions
as− p = r
2(s+ d2s+ dku)
a(1 + d2 + k2)
e−4l (20.77)
au− q = r
2(dks+ u+ k2u)
a(1 + d2 + k2)
e−4l (20.78)
with u, s 6= 0.
These conditions can be imposed on functions n, l, d, k, a to be satisfied for any
nonzero u, s with some dependence on p and q. One gets
e4la2(1 + d2 + k2) = r2(1 + d2)
p = −u r
2dk
a(1 + d2 + k2)
e−4l
e4la2(1 + d2 + k2) = r2(1 + k2)
q = −s dkr
2
a(1 + d2 + k2)
e−4l
(20.79)
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and finally
d = k, a = re−2l
√
1 + d2
1 + 2d2
, (20.80)
p = −αu, q = −αs, (20.81)
where
α =
rde2l√
(1 + d2)(1 + 2d2)
(20.82)
or
Bz = αEz (20.83)
Br = −αEr. (20.84)
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21. Gravito–electromagnetic Waves Solutions
in the Nonsymmetric Kaluza–Klein Theory
Let us consider the following nonsymmetric metric in cartesian coordinates
gµν =

−1 0 r −r
0 −1 s −s
−r −s e− 1 −e
r s −e 1 + e
 (21.1)
where
e = e(x, y, z − t)
s = s(x, y, z − t)
r = r(x, y, z − t)
which describes generalized plane wave for gµν and
Fµν =

0 0 k −k
0 0 p −p
−k −p 0 0
k p 0 0
 (21.2)
where
p = p(x, y, z − t)
q = q(x, y, z − t)
which describes generalized plane electromagnetic wave. All the functions mentioned
here are subject of field equations in Nonsymmetric Kaluza–Klein Theory. Using results
from Ref. [137] one gets the following equations
−∆e+ 4Q−
[( ∂r
∂x
− ∂s
∂y
)2
+
(∂r
∂y
+
∂s
∂x
)2]
= 4
[(∂A
∂x
)2
+
(∂A
∂y
)2]
(21.3)
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where
Q =
[( ∂r
∂x
)2
+ r
∂2r
∂x2
+
1
2
∂s
∂x
(∂r
∂y
+
∂s
∂x
)
+
1
2
s
( ∂2r
∂x∂y
+
∂2s
∂x2
)
+
(∂s
∂y
)2
+ s
∂2s
∂y2
+
1
2
∂r
∂y
(∂r
∂y
+
∂s
∂x
)
+
1
2
r
(∂2r
∂y2
+
∂2s
∂x∂y
)]
(21.4)
∆A(x, y, z − t) = 0 (21.5)
p =
∂A
∂x
, q = −∂A
∂y
(21.6)
∂r
∂y
=
∂s
∂x
+H(x, y, z − t), ∆H(x, y, z − t) = 0 (21.7)
where ∆ = ∂
2
∂x2
+ ∂
2
∂y2
is the Laplace operator in two dimensions. Equation (21.3) is a
Poisson equation for e. Using Eq. (20.24) one gets
∂s
∂y
= − ∂r
∂x
or s = −∂B
∂x
, r =
∂B
∂y
.
In this way we get
∆B = H. (21.8)
A and H are arbitrary harmonic functions in two dimensions with arbitrary de-
pendence on (z − t) of C2 class. B is an arbitrary solution of Poisson equation and
arbitrary function for (z − t) of C2 class. The function e can be obtained from the
Poisson equation
∆e = f (21.9)
where f is given in terms of B,A,H and takes a simple form
f = −4
[(∂A
∂x
)2
+
(∂A
∂y
)2]
+
(
∂2B
∂y2
− ∂
2B
∂x2
)2
+ 2
(∂B
∂x
∂H
∂x
+
∂B
∂y
∂H
∂y
)
.
The dependence on (z − t) is parametric and is given by the dependence on (z − t) of
B,A,H. This solution describes a generalized plane gravito-electromagnetic wave.
Now we consider the following nonsymmetric tensor in cartesian coordinates
gµν =

−a 0 r −r
0 −a s −s
−r −s −b 0
r s 0 b
 , (21.10)
a = a(x, y), r = r(x, y, z − t),
b = b(x, y), s = s(x, y, z − t),
373
and an electromagnetic field tensor
Fµν =

0 0 p −p
0 0 q −q
−p −q 0 0
p q 0 0
 , (21.11)
p = p(x, y, z − t), q = q(x, y, z − t). (21.12)
We put (21.10) and (21.11) into the field equation (20.23)–(20.29). Using the results
from Ref. [138] we get the following equations:
∆(α/a) = 4aβ2 − 2
a
[(∂ψ
∂x
)2
+
(∂ψ
∂y
)2]
(21.13)
p =
∂ψ
∂y
, q = −∂ψ
∂x
(21.14)
ψ = ψ(x, y, z − t), ∆ψ = 0
β =
1
2a
(∂r
∂y
− ∂s
∂x
)
(21.15)
α = r2 + s2. (21.16)
From the remaining field equation we get
∆β = 0, (21.17)
where ∆ = ∂
2
∂x2 +
∂2
∂y2 ,
a = eA, (21.18)
where A is an arbitrary harmonic function in two variables,
∆A = 0. (21.19)
The function b is given by
b = G1(z + t)G2(z − t) (21.20)
where G1 and G2 are arbitrary functions of C
2 class (of on variable). The function β
should be written in the following form
β(x, y, z, t) = f0(z − t)β0(x, y) (21.21)
where β0 is an arbitrary harmonic function and f0 is an arbitrary function of one
variable (of C2 class). Let us consider Eq. (20.24). One gets
∂r
∂y
+
∂s
∂x
= 0. (21.22)
From this equation we get
r =
∂ϕ
∂x
, s = −∂ϕ
∂y
(21.23)
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where ϕ is a function (arbitrary) of two variables (of C3) and a function of z − t.
One gets
∆ϕ = 2eAf0β0. (21.24)
Let ϕ˜ be any arbitrary solution of Eq. (21.24) (remembering that A, f0 and β0 are
arbitrary). In this way
α = r2 + s2 =
(
∂ϕ˜
∂y
)2
+
(
∂ϕ˜
∂x
)2
. (21.25)
Let us consider Eq. (21.13) in the following form
∆g = 4eAβ20f
2
0 −
2
eA
[(
∂ψ
∂x
)2
+
(
∂ψ
∂y
)2]
(21.26)
and let g˜ be any solution of this Poisson equation.
Thus
α
a
= g˜ (21.27)(
∂ϕ˜
∂y
)2
+
(
∂ϕ˜
∂x
)2
= g˜eA. (21.28)
Eq. (21.28) gives us a consistency condition for an existence of gravito-electromagnetic
wave.
Let us consider the following nonsymmetric metric
gµν =

0 0 0 1
0 b 0 l + q
0 0 b m+ p
1 l − q m− p −v
 (21.29)
and an electromagnetic field strength tensor
Fµν =

0 0 0 0
0 0 0 s
0 0 0 u
0 −s −u 0
 (21.30)
in cartesian coordinates
x1 = x, x2 = y, x3 = z, x4 = t.
It is possible to consider x4 as z − t. We suppose that
∂
∂x1
gµν =
∂
∂x1
Fµν = 0.
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Using results from Refs [139], [140] and field equation of the Nonsymmetric Kaluza–
Klein Theory we get the following equations
s =
∂ψ
∂x3
,
u =
∂ψ
∂x2
,(
∂2
∂(x2)2
+
∂2
∂(x3)2
)
ψ = 0, ψ = ψ(x2, x3, x4).
(21.31)
Supposing
b = 1, q = 0 (21.32)
we get further
p = p(x2, x4)
∂3
∂(x2)3
p = 0
∂l
∂x3
=
∂m
∂x2
,
∂l
∂x2
= − ∂m
∂x3
l = l(x2, x3, x4), m = m(x2, x3, x4).
(21.33)
Thus l and m are harmonically conjugate.
Writing
v = 1 + f, f = f(x2, x3, x4), (21.34)
where f satisfies the equation
∆f = 2p2
(
p,22
p
+
(p,2
p
)2)
− 2((ψ,2)2 + (ψ,3)2), (21.35)
the form of p can be easily found
p =
(x2)2
2
ϕ1(x
4) + x2ϕ2(x
4) + ϕ3(x
4)
where ϕi, s = 1, 2, 3, are arbitrary functions of one variable of C
3 class.
This solution represents a gravito-electromagnetic wave if we interpret x4 as wave
front variable z − t. “,” means a derivative with respect to x2 or x3, f is a solution of
a Poisson equation with a parametric dependence on x4 imposed by ψ, ϕi, i = 1, 2, 3.
Functions ψ, l and m are arbitrary functions of x4 variable of C2 class.
For all three solutions considered here tµν = Mµν = J
µ = Jµp = 0. Moreover,−→
D 6= −→E for all solutions.
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22. An Influence of a Cosmological Constant
on a Solution
in the Nonsymmetric Kaluza–Klein Theory
Let us consider Eqs. (20.23)–(20.29) and let us change
em
T αβ into
Tαβ =
em
T αβ − Λ
8π
gαβ.
It means we introduce a cosmological constant Λ to the theory.
In the Nonsymmetric Kaluza–Klein Theory Λ = 0. Moreover, in the Nonsymmetric
Nonabelian Kaluza–Klein Theory this constant is in general non-zero. The Yang–Mills
field can be reduced to a U(1) subgroup of a group G (see Section 5 for more details).
We also consider Nonsymmetric Kaluza–Klein Theory with external sources, and a
cosmological constant term can be added to the external energy momentum tensor
(see the fifth position of Ref. [18]).
Let us consider corrected field equations in a static, spherically symmetric case.
Using results from the fifth position of Ref. [18] we get the following exact solution
gµν =

−α 0 0 ω
0 −r2 0 0
0 0 −r2 sin2 θ 0
−ω 0 0 γ
 (22.1)
where
ω =
l2
r2
(22.2)
α−1 =
(
1 +
Q2
br
g
(r
b
)
+
Λr2
3
)
(22.3)
γ =
(
1 +
l4
b
4
)(
1 +
Q2
br
g
(r
b
)
+
Λr2
3
)
(22.4)
F14 = E = −Q
r2
(
r4
r4 + b
4
)
(22.5)
b = 4l4 (22.6)
Q is an electric charge and l is an integration constant of length dimension. Let us
notice that a solution with a cosmological constant differs from the previous solution
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only by a term Λr
2
3
similarly as in General Relativity. All the details concerning this
solution can be found in the fifth position of Ref. [18].
Let us introduce the following notation
a =
Q2
2l2
(
a =
GQ2
2c2l2
)
(22.7)
b =
2l2Λ
3
(22.8)
In this notation one gets
α−1 = 1 + a
g(x)
x
+ bx2 (22.9)
where
g(x) =
1
4
√
2
log
(
x2 +
√
2x+ 1
x2 −√2x+ 1
)
− 1
2
√
2
[
arctan(
√
2x+1)+arctan(
√
2x−1)
]
(22.10)
(see the fifth position of Ref. [18]),
x =
r√
2l
. (22.11)
Now it is interesting to examine an influence of the cosmological constant Λ (via b)
on properties of the solution. The most interesting case is to find horizons for such a
solution. It means, to find zeros of the function
f(x) = α−1 = 1 + a
g(x)
x
+ bx2 = 0. (22.12)
In the previous case b = 0 we get that there is a critical value of a = acrt = 3.17 . . .
such that for a < acrt there is not any horizon, for a = acrt there is one horizon, and
for a > acrt there are two horizons. Let us suppose that Λ > 0 (b > 0) and examine
acrt in this case. One gets
for b = 0.001, acrt ∼= 3.2
for b = 0.01, acrt ∼= 3.6
for b = 0.1, acrt ∼= 4
for b = 1, acrt ∼= 11
Thus the cosmological constant results in a higher value of acrt.
It is interesting to consider a negative value of Λ (b < 0). In this case we have
always one more horizon (the so-called de Sitter horizon, a cosmological horizon). For
example for a = 0.1, b = −0.001 we have only one horizon. For a = 5, b = −0.001
we have three horizons, two as before for b > 0 and one de Sitter horizon. For a = 3,
b = −0.01 we have two horizons, one de Sitter horizon and one double as before for
b > 0. In this case a = 3 is a critical value for b = −0.001. For lower negative values
of b, i.e. b = −0.1, we have for a = 0.1, 0.7, 3 only one (de Sitter) horizon.
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Summing up, for Λ > 0 we get two horizons, one horizon or no horizon, 0 < rH1 <
rH2 , 0 < rH (as in the case of Reissner–Nordstro¨m solution). For Λ < 0 we have a
de Sitter horizon
0 < rS
0 < rH1 < rH2 < rS
0 < rH < rS
and inside it one or two horizons or a case without an inside horizon. In Figures 9, 10,
11, 12 we give plots of the function f(x) for several values of parameters a and b.
One gets a value of critical parameter acrt and a critical value of a horizon radius
from the following equations
0 = f(xcrt) = 1 + acrt
g(xcrt)
xcrt
+ bx2crt
0 =
df
dx
(xcrt) = 2bxcrt +
acrt
xcrt
dg
dx
(xcrt)− acrt
x2crt
g(xcrt).
(22.13)
After some algebra we get
x3crt(1 + bx
2
crt) + g(xcrt)(x
4
crt + 1)(3bx
2
crt + 1) = 0 (22.14)
acrt = −(1 + bx
2
crt)xcrt
g(xcrt)
=
(1 + x4crt)
x2crt
(3bx2crt + 1) (22.15)
Eq. (22.14) has one solution for b ≥ 0. However in the case of b0 < b < 0 it has two
solutions, one solution for b = b0 and no solutions for b < b0. Thus we can write
acrt = acrt(b), xcrt(b) only for b ≥ 0 (and b = b0). In the remaining case b0 < b < 0 we
rewrite these equations as
b = acrt
x3crt + g(xcrt)(1 + x
4
crt)
2x3crt(x
4
crt + 1)
(22.16)
acrt = − 2xcrt(x
4
crt + 1)
x3crt + 3g(xcrt)(x
4
crt + 1)
.
The estimated value of b0 is −0.0302993. It seems that in the case of de Sitter horizon
for b < b0 = −0.0302993 there are not any horizon except the mentioned one.
In the case of b < 0 we have an interesting phenomenon due to the fact that the
function f has two local extrema (one minimum and one maximum). For a special
value of b0 they collapse to one inflection point. This results in one horizon as a
solution of a system of equations
f(xcrt, acrt, b0) = 0
∂f
∂x
(xcrt, acrt, b0) = 0
∂2f
∂x2
f(xcrt, acrt, b0) = 0
(22.17)
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One finds xcrt ≈ 2.30331, acrt ≈ 2.8446, b0 = −0.0302993.
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The points xcrt ≈ 2.30331, acrt ≈ 2.8446 correspond to the minimum of the function
b(x) defined by the first equation (22.16).
In Figures 13, 14 we give plots for xcrt(b) and acrt(b) for b > 0 and for b < 0. In
the case of b < 0 we have two branches xcrt and acrt. In the same figure we give also
plots of the function f for some interesting values of a and b (b < 0).
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Conclusions
The nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory has been developed. It
unifies the gauge invariance principle with the coordinate invariance principle but in
more than four-dimensional space-time. In particular in the case of electromagnetic
and gravitational interactions in 5-dimensional theory.
A general nonabelian Yang–Mills fields have been unified with gravity in (n + 4)-
dimensional space-time (n—a dimension of gauge group). The theory uses a nonsym-
metric metric defined on a metrized (in a nonsymmetric way) principal fibre bundle
over a space-time with a structural group U(1) in an electromagnetic case and in gen-
eral case nonabelian semi-simple compact group G. The connection on space-time and
on a metrized principal fibre bundle is compatible with this metric. This connection is
similar to a connection from Einstein’s Unified Field Theory, however we use its higher
dimensional analogue. This connection is right-invariant with respect to an action of
the group G (a gauge group).
In the electromagnetic case the metric and the connection are bi-invariant with
respect to the group U(1). The theory has been developed to include a scalar field
leading to an effective gravitational constant and space-time dependent cosmological
terms. It is possible to extend the theory to include Higgs’ fields and spontaneous
symmetry breaking of a gauge group to get massive vector boson fields. Some exact
solution of the fields equations has been found and a proposition to solve a confinement
of colour in QCD has been posed.
The theory is fully relativistic and unifies electromagnetic field, gauge fields, Higgs’
field and scalar forces with NGT (Nonsymmetric Gravitation Theory) in a nontrivial
way. By ‘in a nontrivial way’ we mean that we get from the theory something more than
NGT, ordinary Kaluza–Klein (Jordan–Thiry) Theory, classical electrodynamics, Yang–
Mills’ field theory with Higgs’ field and spontaneous symmetry breaking. These new
features are some kind of “interference effects” between all of them. This theory unifies
two important approaches in higher-dimensional philosophy: Kaluza–Klein principle
and a dimensional reduction principle.
The beautiful theories such as Kaluza–Klein theory (a Kaluza miracle) and its
descendents should pass the following test if they are treated as real unified theories.
They should incorporate chiral fermions. Since the fundamental scale in the theory is a
Planck’s mass, fermions should be massless up to the moment of spontaneous symmetry
breaking. Thus they should be zero modes. In our approach they can obtain masses
on a dimensional reduction scale. Thus they are zero modes in (4 + n1)-dimensional
case. In this way (n1 + 4)-dimensional fermions are not chiral (according to very well
known Witten’s argument on an index of a Dirac operator). Moreover, they are not
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zero modes after a dimensional reduction, i.e., in 4-dimensional case. It means we can
get chiral fermions under some assumptions.
We expect some nonrelativistic effects leading to nonnewtonian gravity.
In this work we consider the Nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory
with spontaneous symmetry breaking and Higgs’ mechanism with a scalar field Ψ (see
Introduction for a short description). We get inflation from this theory with a quint-
essence and several testable cosmological predictions. We find a dynamical model for a
cosmological constant. In the models of the Universe we get several phase transitions
of the second and of the first order. The real source of a quintessence is a scalar field Ψ .
Due to its very unusual selfinteraction potential (coming from higher dimensions) it
can proceed to the very unexpectable features. Of course this is not the end of the
story. This is really a beginning.
Especially we should develop a supersymmetric (supergravitational) extension of
our theory. In order to do this it is necessary to use a general formalism of super-
manifolds [141] and super-Lie algebra theory [142, 143]. We should develop Einstein-
Kaufmann connections on supermanifolds and super-Yang-Mills fields based on super-
Lie group. From physical point of view the formalism by P. Nath and R. Arnowitt
[144] will be very helpful. On the other side we can use also a theory of symplectic
structure on homogeneous spaces [145].
In that way we want to connect our approach to classical approach with supersym-
metry and supergravity [146] with a geometric formulation [147] geometrizing fermion
fields. Perhaps our approach is one of the phases of M-theory (see [148]) as a low
energy theory.
There are some further prospects:
1. To find conditions for confinement (of colour) in a nonabelian version in the theory.
2. To find gravito–Yang–Mills waves.
3. To find spherical and cylindrical waves in the theory.
Finally, we give some remarks. There are some misunderstandings connecting
Kaluza–Klein Theory, Einstein’s Unified Field Theory, Nonsymmetric Gravitation The-
ory (NGT), Nonsymmetric Kaluza–Klein Theory (NKKT), Nonsymmetric Jordan–
Thiry Theory (NJTT).
1. First of all we comment a constant λ = 2
√
GN
c2
. The constant λ appeared as
a free parameter in this theory. Moreover in order to get Einstein equations with
electromagnetic sources known from GR it is fixed and it is not free any more. Why
is there not a Planck’s length? I explain it shortly. The Kaluza theory is classical for
a paper published by him is classical as a classical paper in the scientific literature.
It is also classical for this theory is not quantum. For this we cannot get here a
Planck’s constant. This is simply for we need a Planck’s constant in order to construct
the Planck’s length. Planck’s constant is absent in Kaluza theory for this theory is
classical (non-quantum). The Planck’s length appeared in the further development
done by O. Klein. O. Klein considered a Klein–Gordon equation in 5-dimensional
extension. The Planck’s constant is present in Klein–Gordon equation. This equation
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can be considered as an equation for a classical scalar field. In Kaluza–Klein theory
Planck’s length appears as a scale of length.
2. The classical Kaluza theory has been abandoned by 1950’s. Moreover, due
to some mathematical investigations a deep structure has been discovered behind the
theory. Let me describe it shortly. First of all it happens that behind Maxwell theory
of electromagnetism there is a principal fibre bundle over a space-time with a struc-
tural group U(1) and a connection defined on this bundle is an electromagnetic field.
Gauge transformation, four-potential, the first pair of Maxwell equation obtained a
clear geometrical meaning in terms of a fibre bundle approach.
It happens also that a classical Kaluza theory is a theory of metrized (in a natural
way) electromagnetic fibre bundle (see Ref. [51]).
This is a true unification of the two fundamental principles of invariance in physics:
a gauge invariance principle and a coordinate invariance principle, as we mention in
Section 1.
In Section 2 of Ref. [16] a classical KKT in this setting has been described (see also
the last two lines of page 576 with a fixing of the constant λ).
Moreover this paper is devoted to the KKT with torsion in such a way that we put
in the place of GR the Einstein–Cartan theory obtaining new features the so-called
“interference effects” between gravity and electromagnetism going to some effects which
are small, moreover in principle measurable in experiment.
3. Let us consider Einstein Unified Field Theory. A. Einstein started this theory
in 1920’s. In 1950 he came back to this theory describing it in Appendix II of the fifth
edition of his famous book The Meaning of Relativity (see Ref. [3]).
It is worth to mention that there are many versions of this theory. The oldest
Einstein–Thomas theory and after that Einstein–Strauss theory, Einstein–Kaufmann
theory. There are also two approaches, weak and strong field equations. The Ein-
stein Unified Field Theory can be also considered as a real theory and Hermitian
theory. A slight deviation is the so-called Bonnor’s Unified Field Theory. In all of
these approaches there are two fundamental notions: nonsymmetric affine connection
Γλµν 6= Γλνµ and the nonsymmetric metric gµν 6= gνµ. Connection and metric can
be real or Hermitian. In this theory there is also a second connection Wλµν 6= Wλνµ.
Connection Γλµν is a so-called constrained connection, W
λ
µν is called unconstrained.
All of these approaches have no free parameters. Some parameters which appear in
solutions of field equations are integration constants.
What was an aim to construct such theories? The aim was to find a unified theory
of gravity and electromagnetism in such a way that GR and Maxwell theory appear as
some limit of the theory. This approach ended with fiasco. It was impossible to obtain
a Lorentz force. It was impossible to obtain a Coulomb law too.
One can find all references to all versions of Einstein Unified Field Theory in Refs
[4], [5], [6] and we will not quote them here. Moreover, it is worth to mention that
A. Einstein considered this theory as a theory of an extended gravitation. Moreover,
there is a reference of A. Einstein’s idea to treat this theory as a theory of an extended
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gravity only. A. Einstein published a paper on it in Scientific American (the only one
Einstein’s paper in this journal).
Geometrical–mathematical properties of Einstein Unified Field Theory have been
described in a book by Vaclav Hlavaty´ (see Ref. [43]).
In those times A. Einstein started a program of geometrization of physics. Some
notions of this program have been described in Ref. [149].
There is also an approach to this theory going in a different direction. It has been
summarized in the book by A. H. Klotz (see Ref. [150].
4. Let us comment NGT (Nonsymmetric Gravitational Theory) by J. W. Moffat.
J. W. Moffat reinterpreted Einstein Unified Field Theory as a theory of a pure grav-
itational field (see Ref. [34]). He introduced material sources to the formalism. He
and his co-workers developed this idea getting many interesting results which are in
principle testable by astronomical observations in the Solar System and beyond. He
was using both real and Hermitian theory. Simultaneously he developed a formalism
with two connections Γλµν and W
λ
µν . I refer to some of these papers.
5. Let us comment the Nonsymmetric Kaluza–Klein and the Nonsymmetric
Jordan–Thiry Theory. I posed and developed these theories using the nonsymmet-
ric metrization of an electromagnetic fibre bundle using differential forms formalism as
in my paper (see Ref. [16]).
Early results concerning the Nonsymmetric Kaluza–Klein Theory have been pub-
lished (see Refs [18] (the first item), [25], [30]).
The final result of the theory with some developments has been published in the
fifth position of Ref. [18]. The paper contains also an extension to the Nonsymmetric
Jordan–Thiry Theory with a scalar field Ψ (or ρ). In order to get a pure Nonsymmetric
Kaluza–Klein Theory it is enough to put Ψ = 0 (or ρ = 1). All new features as some
“interference effects” between electromagnetic fields and gravitation have been quoted
in Introduction. The theory has no free parameters except integration constants in
solutions.
It is possible to get an extension of the theory to the non-Abelian case. In this case
we have one free parameter. Moreover, this parameter can be fixed by a cosmological
constant. The final version of this theory can be found in Ref. [18] (the fourth and
fifth items). In Ref. [18] (the second item) one can find also an extension to the case
with Higgs’ field and spontaneous symmetry breaking. In the last case there are three
free parameters which can be fixed by a cosmological constant and scales of masses.
I do not refer in my work to the paper Ref. [151], for the authors are using completely
different approach (it is better to say three approaches). This approach is far away from
investigations in my work. Moreover, in future both approaches can meet and we will
shake hands. The only one point which is now common is a starting point, a classical
Kaluza Theory. We do not refer to Ref. [152].
This paper deals with some problems in NGT. However, NGT considered by them
has only a little touch with NGT considered here. They introduced a mass for skew-
symmetric field Bµν = −Bνµ (in our notation it is g[µν]). Moreover, the g[µν] can
obtain a mass in a linear approximation of Nonsymmetric Non-Abelian Kaluza–Klein
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Theory due to a cosmological constant and it is not necessary to introduce a mass
term. It seems that this is a completely different approach (see Ref. [152]). For a cure
of NGT by a cosmological constant see also Ref. [153].
Let us notice the following fact. Einstein’s Unified Field Theory has been aban-
doned for it has been proved using EIH (Einstein–Infeld–Hoffman) method that there
is not a Lorentz force term and Coulomb like law.
These are disadvantages of Einstein Unified Field Theory but not NGT. This works
now for our advantage, for we do not see any term like Lorentz force and Coulomb-
like law in gravitational physics (I do not mean a Newton gravitational law which
can be obtained in Einstein Unified Field Theory). Someone said: “it is clever to
use advantages, moreover, more clever is to use disadvantages” and this is a case.
Moreover, in the Nonsymmetric Kaluza–Klein Theory we get Lorentz force term from
(N+4)-dimensional (5-dimensional in an electromagnetic case) geodetic equations (see
Ref. [18] and Section 15).
All additional notions in the Nonsymmetric Kaluza–Klein Jordan–Thiry Theory
have been described in Section 5. We get from (N + 4)-dimensional theory (N =
n + n1) four-dimensional equations due to an invariance of a nonsymmetric metric
and a connection with respect to the right invariance action of the group (in the
electromagnetic case this is a biinvariance of the group U(1)).
Let us notice also the following fact. Equations obtained in the Nonsymmetric
Kaluza–Klein Jordan–Thiry Theory are different from these in pure NGT. Due to this
we can obtain nonsingular solutions of field equations in the electromagnetic case.
These solutions possess a nonsingular metric g(αβ) and nonsingular electric field. The
asymptotic behaviour is as in the case of Reissner–Nordstro¨m solution (see Ref. [18],
the fifth item, and Section 22). This is impossible to get in pure NGT.
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Appendix A
In this Appendix we give some useful formulae in the Nonsymmetric Kaluza–Klein
(Jordan–Thiry) Theory. First of all we can solve explicitly Eq. (5.22) getting
Lnωµ = H
n
ωµ + µh
nakadH
d
ωµ +
(
Hnαω g˜
(αδ)g[δµ] −Hnαµg˜(αδ)g[δω]
)
− 2µhnakadg˜(δτ)g˜(αβ)Hdδαg[τω]g[βµ] − 2µhnakadg˜(δβ)g˜(ατ)Hdβ[ωgµ]τg[δα]
+ 2µ2hnahbckackbdg˜
(αβ)Hdα[ωg[µ]β] (A.1)
where
lab = hab + µkab
as usual.
We can raise indices Lnων and we get
Lnτε = gωτgνεLnων . (A.2)
Now we write Haµν and L
aµν in terms of
−→
E a = (Ea¯
a) = (Ea1 , E
a
2 , E
a
3 ), a = 1, 2, 3, and−→
B a = (Ba¯
a) = (Ba1 , B
a
2 , B
a
3 ), L
nµν in terms of
−→
D a = (Da¯a) = (D1a, D2a, D3a) and−→
H a = (H a¯a) = (H1a, H2a, H3a), i.e.
Haµν =

0 −Ba3 Ba2 −Ea1
Ba3 0 −Ba1 −Ea2
−Ba2 Ba1 0 −Ea3
Ea1 E
a
2 E
a
3 0
 (A.3)
Laµν =

0 −H3a H2a −D1a
H3a 0 −H1a −D2a
−H2a H1a 0 −D3a
D1a D2a D3a 0
 (A.4)
In this way
Eaa¯ = H
a
4a¯, D
a¯a = La4a¯
−→
B a = −(Ha23, Ha31, Ha12) (A.5)−→
H a = −(La23, La31, La12)
or
Baa¯ = −12 εa¯b¯c¯Habc, Hac¯m¯ = −εc¯m¯e¯Bae¯ (A.6)
H a¯a = −12 εa¯b¯c¯Lab¯c¯, Lac¯m¯ = −εc¯m¯e¯H e¯a (A.7)
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εa¯b¯c¯, a, b, c = 1, 2, 3, is a usual 3-dimensional antisymmetric symbol, ε123 = 1 and it is
unimportant for it if its indices are in up or down position. We keep these indices in
up or down position only for a convenience.
One gets
Dne¯ = Bnf
d¯e¯Bf d¯ +A
n
f
v¯e¯Ef v¯ (A.8)
where
B
n
d
p¯e¯ = εm¯z¯
p¯
(
gz¯4gm¯e¯δnd + µk
n
dg
z¯4gm¯e¯ + gµe¯g[δµ]g
z¯4g˜(m¯δ)δnd
− gω4g[δω]gm¯e¯g˜(z¯δ)δnd + µkndgµe¯g˜(ατ)g[µτ ]g[δα]gz¯4g˜(δm¯)
+ µkndg
ω4g˜(ατ)g[µτ ]g[δα]g
m¯e¯g˜(δz¯) − µ2knckcdgµτg[µβ]gz¯4g˜(m¯β)
− µ2knckcdgω4g[ωβ]gm¯e¯g˜(z¯β) − 2µkndgω4gµτg[τω]g[βµ]g˜(z¯τ)g˜(m¯β)
)
(A.9)
A
n
d
m¯e¯ = g44gm¯e¯δnd − µkndgm¯4g4e¯ + µkndg44gm¯e¯
+ gµe¯g[δµ]g˜
(4δ)gm¯4δnd − gµe¯g[δµ]g44g˜(m¯δ)δnd
− gω4g[δω]g˜(4δ)gm¯e¯δnd + gω4g[δω]g4e¯g˜(m¯δ)δnd
− µkndgµe¯g˜(ατ)g[µτ ]g[δα]gm˜4g˜(δµ) + µkndgµτ g˜(ατ)g[µτ ]g[δα]g44g˜(δm¯)
+ µkndg
ω4g˜(ατ)g[µτ ]g[δα]g
m¯e¯g˜(δµ) − µkndgω4g˜(ατ)g[µτ ]g[δα]g4e¯g˜(δm¯)
− µ2knckcdgµe¯g[µβ]gm¯4g˜(µβ) − µ2knckcdgµe¯g[µβ]g44g˜(m¯β)
− µ2knckcdgω4g[ωβ]gm¯e¯g˜(4β) + µ2knckcdgω4g[ωβ]g4e¯g˜(m¯β)
+ 2µkndg
ω4gµe¯g[τω]g[βµ]g˜
(m¯τ)g˜(4β)
− 2µkndgω4gµe¯g[τω]g[βµ]g˜(4τ)g˜(m¯β) − δndgm¯4g4e¯ (A.10)
Hnd¯ = Cnf
d¯p¯Bf p¯ +D
n
f
d¯v¯Ef v¯ (A.11)
where
Cnd
p¯f¯ = 1
2
εp¯e¯k¯εw¯m¯
f¯
(
gw¯k¯gm¯e¯δnd + µk
n
dg
w¯k¯gm¯e¯ − gw¯k¯gµe¯g[δµ]g˜(m¯δ)δnd
− gωk¯g[δω]gm¯e¯g˜(w¯δ)δnd − 2µkndgωk¯gµe¯g[τω]g[βµ]g˜(w¯β)g˜(m¯τ)
+ µkndg
ωk¯g˜(ατ)g[ωτ ]g[δα]g
m¯e¯g˜(δw¯) − µ2knckcdgωk¯g[ωβ]gm¯e¯g˜(w¯β)
)
(A.12)
Dnd
p¯m¯ = 12 ε
p¯
e¯k¯
(
g4k¯gm¯e¯δnd − gm¯k¯g4e¯δnd − µkndgm¯k¯g4e¯
+ µkndg
w¯k¯g4k¯ + gm¯k¯gµe¯g[δµ]g˜
(4δ)δnd − g4k¯gµe¯g˜(m¯δ)g[δµ]δnd
− gωk¯g[δω]gm¯e¯g˜(4δ)δnd + 2µkndgωk¯gµe¯g[τω]g[βµ]g˜(m¯β)g˜(4τ)
− 2µkndgωk¯gµe¯g[τω]g[βµ]g˜(4β)g˜(m¯τ) + µkndgµe¯g[δα]g[µτ ]g˜(ατ)g4k¯g˜(δm¯)
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− µkndgµe¯g[δα]g[µτ ]g˜(ατ)gm¯k¯g˜(δ4) + µkndgωk¯g˜(ατ)g[ωτ ]g[δα]gm¯e¯g˜(4δ)
+ µ2knck
c
dg
µe¯g[µβ]g
m¯k¯ g˜(4β) − µ2knckcdgµe¯g[µβ]g4k¯g˜(m¯β)
− µ2knckcdgωk¯g[ωβ]gm¯e¯g˜(4β) + µ2knckcdgωk¯g[ωβ]g4e¯g˜(m¯β)
)
(A.13)
The confinement condition in this theory means
Da¯a = 0 (A.14)
with E a¯a 6= 0 and can be satisfied by special arrangement of the nonsymmetric tensor
gµν . This generalizes a notion of a charge confinement from Section 20 and can be
considered as a color confinement in the case of G = SU(3)c (QCD).
The condition (6.4) can be explicitly solved. One gets
Lnωm˜ =
gauge
∇ω Φnm˜ + ξknd
gauge
∇ω Φdm˜ −
(
ζ
gauge
∇ω Φna˜hoa˜d˜kod˜m˜ + g˜(αµ)
gauge
∇α Φnm˜g[µω]
)
− 2ξζknd
gauge
∇ω Φdd˜g˜(δα)g[αω]hod˜a˜koa˜m˜
+ ξknd
(
ζ2hd˜a˜
gauge
∇ω Φda˜kod˜b˜kom˜c˜hoc˜b˜ +
gauge
∇β Φdm˜g˜(δβ)g[δα]g[ωµ]g˜(αµ)
)
− ξ2knbkbd
(
ζ
gauge
∇ω Φda˜hoa˜b˜kom˜b˜ + g˜(αβ)
gauge
∇α Φdm˜g[ωβ]
)
, (A.15)
where
knb = hnahbpkap. (A.16)
The condition (6.5) can be explicitly solved. One gets
Lnw˜m˜ = H
n
w˜m˜ + µk
n
dH
d
w˜m˜ + ζ
(
hoa˜d˜Hna˜w˜k
o
d˜m˜ − hoa˜d˜Hna˜m˜koa˜w˜
)
− 2µζ2hod˜c˜hoa˜b˜Hdd˜a˜koc˜w˜kob˜m˜ − 2µζkndhoa˜p˜hod˜b˜Hdb˜[w˜kom˜]p˜kd˜a˜
+ 2µ2ζknbkbdH
d
a˜[w˜k
o
m˜]p˜h
op˜a˜. (A.17)
Using the above formulae we can express the Yang–Mills lagrangian in the Non-
symmetric Nonabelian Kaluza–Klein Theory and the lagrangian for Higgs’ field.
The Yang–Mills lagrangian reads
LYM = 1
8π
(
hnkH
kωµHnωµ − 2hcdHcHd + 2hnkHkωµHnδωg[αµ]g˜(αδ)
+ µ
[
2knkH
kωµHnδωg˜
(δα)g[αµ] − 2kkdHkωµHdδαg˜(δβ)g˜(αρ)g[βω]g[ρµ]
− kkdHkωµHdηωg˜(ηβ)g˜(αρ)g[µα]g[βρ] + kkdHkωµHdηµg˜(ηδ)g˜(αρ)g[δρ]g[ωδ]
]
+ µ2
[
knkk
n
dH
kωµHdηµg˜
(ρβ)g˜(ηα)g[ωβ]g[αρ]
− 2knkkndHkωµHdδαg˜(δη)g˜(αρ)g[ηω]g[ρµ]
− knkkndHkωµHdηωg˜(ρα)g˜(ηβ)g[µα]g[βρ] + kkbkbdHkωµHdαωg˜(αβ)g[µα]
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+ kk
bkbdH
kωµHdαω g˜
(αβ)g[µα] − kkbkbdHkωµHdαµg˜(αβ)g[ωβ]
+ kpnkpkH
kωµHnωµ
]
+ µ3
[
knkk
nbkbdH
kωµHdαω g˜
(αβ)g[µβ]
− knkknbkbdHkωµHdαµHkωµg˜(αβ)g[ωβ]
])
(A.18)
The kinetic term for Higgs’ field is given by
Lkin(∇Φ) = 1
V2
∫
M
√
|g˜| dn1x
[
lnkg
ωµgm˜p˜
gauge
∇µ Φkp˜
{gauge
∇ω Φnm˜ + ξknd
gauge
∇ω Φdm˜
− ζ
gauge
∇ω Φda˜hoa˜q˜koq˜m˜ −
gauge
∇α Φam˜g˜(αη)g[ηω]
− 2ξζ
gauge
∇δ Φda˜kndg˜(δα)g[αω]hod˜q˜koq˜m˜
− ξ(ζ2kndgauge∇ω Φda˜hob˜q˜hoa˜w˜koq˜m˜kow˜b˜ + kndgauge∇β Φdm˜g˜(αν)g˜(βρ)g[νω]g[ρα])
+ ξ2
(
ζknbkbd
gauge
∇ω Φda˜hoa˜q˜koq˜m˜ +
gauge
∇α Φdm˜g˜(αβ)g[βω]
)}]
(A.19)
In the case of gµν = ηµν (a Minkowski tensor) one gets
Lkin(∇Φ) = 1
V2
∫
M
√
|g˜| dn1x
[
lnkg
m˜p˜
gauge
∇ω Φkp˜
{gauge
∇ω Φnm˜ + ξknd
gauge
∇ω Φdm˜
− ζ
gauge
∇ω Φda˜koa˜m˜ − ξζ2kndkob˜m˜koa˜b˜
gauge
∇ω Φda˜
+ ξ2ζknbkbdk
oa˜
m˜
gauge
∇ω Φda˜
}]
, (A.20)
where
gauge
∇ω Φkp˜ = ηωµ
gauge
∇µ Φkp˜, koa˜b˜ = hoa˜c˜koc˜b˜.
A mass matrix for broken gauge bosons can be calculated.
M2ij(Φ
k
crt) =
α2S
~c
1
V2
∫
M
√
|g˜| dn1x{
lnpg
m˜p˜
(k)
B pp˜i
((k)
B dm˜j + ξk
n
d
(k)
B dm˜j − ζ
(k)
B da˜jk
oa˜
m˜
− ξζ2kndkob˜m˜koa˜b˜
(k)
B da˜j + ξ
2ζknbkbdk
oa˜
m˜
(k)
B da˜j
)}
(A.21)
k = 0, 1, where
(k)
B bn˜i =
[
δm˜n˜C
b
msα
s
i + δ
b
mf
m˜
n˜i
]
[Φkcrt]
m
m˜. (A.22)
In the case of symmetric theory (lab = hab, ga˜b˜ = h
o
a˜b) one gets
M2ij =
α2S
~c
1
V2
∫
M
√
|g˜| dn1x{hbnhom˜p˜Bbp˜iBnm˜j}. (A.23)
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The Higgs’ potential is given by
V (Φ) =
1
V2
∫
M
√
|g˜| dn1x
{
gw˜p˜gm˜q˜
[
hnkH
n
w˜m˜ + 2ζhnkH
n
d˜w˜k
od˜
m˜
+ µζ
(
2knkH
n
d˜w˜k
od˜
m˜ + ζ
(−2kkdHdd˜a˜kod˜w˜koa˜m˜
− kkdHdl˜w˜kom˜a˜kol˜a˜ + kkdHdl˜m˜kol˜a˜kow˜a˜
))
+ µ2ζ
(
kn
bkbdH
d
a˜w˜k
o
m˜
a˜ − kkbkbdHda˜m˜kow˜a˜ + ζ
(
knkk
n
dH
d
l˜m˜k
o
w˜
r˜kl˜r˜
− 2knkkndHdd˜a˜kod˜w˜koa˜m˜ − knkkndHdl˜w˜kom˜r˜kd˜r˜
))
+ µ3ζ
(
knkk
nbkbdH
d
a˜w˜k
o
m˜
a˜ − knkknbkbdHda˜m˜kow˜a˜
)] ·Hkp˜q˜
− 2hcd
(
Hcp˜q˜g
[p˜q˜]
)(
Hda˜b˜g
[a˜b˜]
)}
(A.24)
or
V (Φ) =
1
V2
∫
M
√
|g˜| dn1x
(
Pkl
[p˜q˜][a˜b˜]Hkp˜q˜H
l
a˜b˜ − 2hkl
(
Hkp˜q˜g
[p˜q˜]
)(
H la˜b˜g
[a˜b˜]
))
=
1
V2
∫
M
√
|g˜| dn1xQsk[c˜d˜][p˜q˜]Hsc˜d˜Hkp˜q˜ (A.25)
Qsk
[c˜d˜][p˜q˜] = Qks
[p˜q˜][c˜d˜] = −Qsk[d˜c˜][p˜q˜] = −Qsk[c˜d˜][q˜p˜] = Qsk[d˜c˜][q˜p˜]
Psk
[c˜d˜][p˜q˜] = g[c˜[p˜gd˜]q˜]hsk − 2ζhskko[d˜|e˜|gc˜][p˜g|e˜|q˜]
+ µζ
(
−2kskko[d˜|e˜|gc˜][p˜g|e˜|q˜] + ζ
(
2kskk
o[c˜|e˜|kod˜]f˜g
e˜[p˜g|f˜ |q˜]
− kskkoe˜a˜ko[d˜|a˜|gc˜][p˜g|e˜|q˜] − kskko[c˜|a˜|gd˜][q˜g|e˜|p˜]koe˜a˜
))
+ µ2ζ
(
−kbskkbko[d˜|a˜|gc˜][p˜g|a˜|q˜] − kbskkbkoa˜[c˜g|a˜|[p˜gd˜]q˜]
+ ζ
(
knsknkk
o
a˜
r˜ko[c˜|r˜|ga˜[p˜gd˜]q˜] − 2knsknkko[c˜|e˜|kod˜]f˜ge˜[p˜g|f˜|q˜]
))
+ µ3ζ
(−kbsknbknkkoe˜[d˜gc˜][p˜g|e˜|q˜] − kbsknbknskoe˜[c˜g|e˜|[p˜gd˜]q˜])
+ µ2g[c˜[p˜gd˜]q˜]kpskpk (A.26)
Qsk
[c˜d˜][p˜q˜] = Psk
[c˜d˜][p˜q˜] − 2hskg[c˜d˜]g[p˜q˜]
One can decompose the Higgs field into independent components according to
Ref. [80] and rules from Chapter 8 in the following way
Φc
b˜
= Φ˜c
b˜
=
∑
(ni,n′j)
(
Φ
(ni,n
′
j)
mj
)c
b˜
(A.27)
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where
AdG
∣∣
G0
=
∑
i
⊕ni ⊕AdG0 (A.28)
AdH
∣∣
G0⊕G =
∑
j
⊕(n′j ⊗mj). (A.29)
ni are irreducible representations of G0 and mj are irreducible representations of G. In
the sum (A.27) ni and n
′
j are identical representations of G0 from (A.28) and (A.29)
decomposition. In this way a constraint is satisfied identically and we can put Φ˜c
b˜
given
by (A.27) into (A.16–17,18–25). Thus the analysis of a mass spectrum in the theory
can be simplified (a little).
For k = 0, Φ0crt, H
k
p˜q˜ = 0 one gets the following matrix for Higgs’ bosons
m2h˜f
e˜
a =
−1
V2
∫
M
{
8α2S
~c
Qsk
[e˜a˜][h˜q˜]CsacC
k
ef (Φ
0
crt)
c
a˜(Φ
0
crt)
e
q˜
− 2αS√
~c
Qas
[p˜q˜][h˜a˜]f e˜p˜q˜C
s
ef (Φ
0
crt)
e
a˜ +
4αS√
~c
Qsf
[e˜a˜][p˜q˜]f h˜p˜q˜C
s
ea(Φ
0
crt)
a
a˜
+Qaf
[c˜d˜][p˜q˜]fec˜d˜f
h˜
p˜q˜
}√
|g˜| dn1x (A.30)
For k = 1, Φ1crt, H
k
p˜q˜ 6= 0 and Φ1crt (if exists) satisfies the following equation:
2αS√
~c
Qsk
[e˜a˜][p˜q˜]Csac(Φ
1
crt)
c
a˜ = Qak
[c˜d˜][p˜q˜]f e˜c˜d˜ (A.31)
and a supplementary condition
Φc
b˜
f b˜
ıˆd˜
− µaıˆ Φba˜Ccab = 0. (A.32)
A mass matrix for Higgs’ bosons looks like
m2h˜f
e˜
a =
−1
V2
∫
M
(
4αS√
~c
Qsk
[e˜h˜][p˜q˜]Hkp˜q˜(Φ
1
crt)C
s
af
)√
|g˜| dn1x. (A.33)
Hbm˜n˜(Φ
k
crt) = αS
1√
~c
Cbcd(Φ
k
crt)
c
n˜(Φ
k
crt)
d
m˜ −
1
αS
√
~c µbıˆf
ıˆ
n˜m˜ − (Φkcrt)bc˜f c˜n˜m˜. (A.34)
Hbm˜n˜(Φ
0
crt) = 0 (A.35)
Finally, let us give a formula for a lagrangian of an electromagnetic field in the
NKK.
Lem = 1
8π
(
2
(
g[µν]Fµν
)2 − (gµαgνβ − gνβg˜(µα) + gνβgµωg˜(τα)gωτ)FαβFµν) (A.36)
In order to calculate cosmological terms in the theory it is necessary to know
Einstein–Kaufmann connections on a group G and on a homogeneous manifold M =
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G/G0. Let us give those connections. On a group G a right invariant Einstein–
Kaufmann connection reads:
Γnwm = −12 Cnwm + 12
(
Kwm
n − 2µ2k[maKw]abknb
)
+ hme
{
µKe(w
akm)a + µ
2kc
b
[
k(m
ckw
cKw)abke
a −Keabk(wakm)c
]}
(A.37)
where
Kabc = −µ
(∇˜akbc − ∇˜bkca + ∇˜ckab). (A.38)
∇˜a means a Riemannian covariant derivative on a Lie-semisimple group G with respect
to a biinvariant Killing tensor hab.
One gets
∇˜kbc = −12
(
Cfbckfc + C
f
cakbf
)
(A.39)
and
Kabc = µ
(
Cfbakfc + C
f
ackfb − Cfbckfa
)
. (A.40)
Let us remind that kab is a right-invariant antisymmetric tensor on G.
If we write a connection Γ on G in the form
Γnwm = −12 Cnwm + unwn, (A.41)
one gets
Rbd = R˜bd + ∇˜auabd − ∇˜duaba + 12
(∇˜buaad − ∇˜duaab) (A.42)
where
∇˜auced = −12
(
Cfeau
c
fd + C
f
dau
c
ef − Ccfaufed
)
(A.43)
unwm =
1
2 µ
(
Lwm
n − 2µk[maLw]abknb
)
− µ2hne(Le(wakm)a + µ2kcb[k(mcLw)abkea − Lebk(wakm)c]) (A.44)
where
Labc = C
f
bakfc + C
f
ackfb − Cfbckfa. (A.45)
Finally
Rbd = R˜bd− 12 Cfdb(uaaf +uafa)− 14 Cafa(2ufba+ufab)+ 14 (Cafbufad−Cfbduafd), (A.46)
R˜bd = −14 hbd. (A.47)
For example, for G = SO(3),
R˜bd(SO(3)) =
1
2 δbd. (A.48)
If
kab = C
f
abVf (A.49)
∇̂kVf = 0 (A.50)
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one gets
unwm =
µ
2
CsnwC
p
msVp − µ3CpasVpCrnbVrCq [maVqCsbw]
+ µ4Cf c
bVf
[
Cp(m
cVpC
s
bw)C
q
asVqC
rnaVr
− CsbnCpasVpCq(waVqCrm)Vr
]
. (A.51)
Let us remind to the reader that
∇˜kVf = −12 CffkVe. (A.52)
unwm can be calculated explicitly in a general form. One gets
unwm =
1
2
µ
(
Cfmwkf
n + Cfw
nkfm − Cfmnkfw
)
− 12 µ2
[
Cfbwkfa(k
nakm
b − knbkma) + Cfmbkfa(knakwb − knbkwa)
− 2knbkmaCfabkfw −
(
kf
akmcC
f
w
n + 2kfmC
anfkwa
− Cfwakf akma + Cfmnkfakwa − Cfmakf akwa
)]
+ 1
2
µ4
[
3kc
bCfabkf
nkw
akm
a + Cfbwkfakm
c(kc
aknb − kcbkna)
+ Cfbmkfakw
a(kc
aknb − kcbkna) + Cfabkcbkwckamknf
+ Cfnbkfakm
c(kc
akw
b − kcbkwa)
+ Canfkb
f (kc
bkmakw
c − kwbkmckac)
]
(A.53)
RG = l
abRab. (A.54)
In the case of the Einstein–Kaufmann connection on a M = G/G0 manifold one gets
Γ̂ n˜w˜m˜ =
{
n˜
w˜m˜
}
+
1
2
(
Kw˜m˜
n˜ − 2g˜[m˜a˜]Kw˜]a˜b˜g˜[n˜b˜]
)
+ h0n˜e˜
{
Ke˜
a˜
(w˜ g˜|m˜|a˜) + g˜[c˜b˜]
[
g˜[(|m˜| c˜]Kw˜)a˜b˜g˜[e˜
a˜
] −Kc˜a˜b˜g˜[(w˜a˜]g˜[m˜)c˜]
]}
(A.55)
where
Ka˜b˜c˜ = −∇˜a˜g˜[b˜c˜] − ∇˜b˜g˜[c˜a˜] + ∇˜c˜g˜[a˜b˜] = ζ
(−∇˜a˜k0b˜c˜ − ∇˜b˜k0c˜a˜ + ∇˜c˜k0a˜b˜) (A.56)
where ∇˜ means a covariant derivative with respect to the Riemannian connection on
a manifold M = G/G with a left-invariant metric tensor h0
a˜b˜
,
{
a˜
b˜c˜
}
mean Christoffel
symbols built from h0
a˜b˜
. In this way a cosmological term reads
P =
1
V1
∫
M
√
|g˜| R̂(Γ̂ ) dn1x (A.57)
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where
R̂(Γ̂ ) = ga˜b˜R̂a˜b˜(Γ̂ ) (A.58)
R̂b˜d˜ = R˜b˜d˜ + ∇˜a˜ua˜b˜d˜ − ∇˜d˜ua˜b˜a˜ + 12
(∇˜b˜ua˜a˜d˜ − ∇˜d˜ua˜a˜b˜) (A.59)
where R˜b˜d˜ is a Ricci tensor for a Riemannian connection onM formed from g(a˜b˜) = h
0
a˜b˜
.
In order to facilitate some calculations of a particle spectrum in the theory let us
write
Hbm˜n˜ =
∑
i
(
H
(ni,n
′
j)
mj
)b
m˜n˜ (A.60)
where (
H
(ni,n
′
j)
mj
)b
m˜n˜ = αS
1√
~c
(n′j ⊗mj)bef
(
Φ
(ni,n
′
j)
mj
)e
m˜
(
Φ
(ni,n
′
j)
mj
)f
n˜
− 1
αS
√
~c
((
ni
)b
m˜n˜ +
(
AdG0
)b
m˜n˜
)
− (ni)e˜m˜n˜(Φ(ni,n′j)mj )be˜ − (AdG0)e˜m˜n˜(Φ(ni,n′j)mj )be˜. (A.61)
In this formalism the supplementary condition (A.32) is satisfied identically.
Let us notice that we can use all the formulae for Higgs’ field potential, kinetic
energy of Higgs’ field, a mass matrix for broken gauge bosons and a mass matrix for
Higgs’ bosons derived here for hierarchy problem of symmetry breaking as described
in Section 9.
Let us consider some geometrical notion in the theory. Using Eq. (A.1) and the
results from the fifth position of Ref. [18] one gets
Qnωµ = −2
(
µhnakadH
d
ωµ +
(
Hnαωg˜
(αδ)g[δµ] −Hnαµg˜(αδ)g[δω]
)
− 2µhnakadg˜(δτ)g˜(αβ)Hdδαg[τω]g[βµ] − 2µhnakadg˜(δβ)g˜(ατ)Hdβ[ωgµ]τg[δα]
+ 2µ2hnahbckackbdg˜
(αβ)Hdα[ωg[µ]β]
)
(A.62)
where Qnωµ is a tensor of a torsion in additional dimensions connected to the Yang–
Mills’ field. In the same way we can write for the Higgs’ field, using Eq. (A.17),
Qnw˜m˜ = −2
(
µkndH
d
w˜m˜ + ζ
(
hoa˜d˜Hna˜w˜k
o
d˜m˜ − hoa˜d˜Hna˜m˜koa˜w˜
)
− 2µζ2hod˜c˜hoa˜b˜Hdd˜a˜koc˜w˜kob˜m˜ − 2µζkndhoa˜p˜hod˜b˜Hdb˜[w˜kom˜]p˜kd˜a˜
+ 2µ2ζknbkbdH
d
a˜[w˜k
o
m˜]p˜h
op˜a˜
)
, (A.63)
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where Qnw˜m˜ is a tensor of a torsion over a manifold M = G/G0 for Higgs’ field. And
finally (using (A.15))
Qnωm˜ = −
(
ξknd
gauge
∇ω Φdm˜ −
(
ζ
gauge
∇ω Φna˜hoa˜d˜kod˜m˜ + g˜(αµ)
gauge
∇α Φnm˜g[µω]
)
− 2ξζknd
gauge
∇ω Φdd˜g˜(δα)g[αω]hod˜a˜koa˜m˜
+ ξknd
(
ζ2hd˜a˜
gauge
∇ω Φda˜kod˜b˜kom˜c˜hoc˜b˜ +
gauge
∇β Φdm˜g˜(δβ)g[δα]g[ωµ]g˜(αµ)
)
− ξ2knbkbd
(
ζ
gauge
∇ω Φda˜hoa˜b˜kom˜b˜ + g˜(αβ)
gauge
∇α Φdm˜g[ωβ]
))
, (A.64)
where Qnωm˜ = −Qnm˜ω is a tensor of torsion over E and M .
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Abstract
In this book we construct the Nonsymmetric Jordan–Thiry Theory unifying
N.G.T., the Yang–Mills’ field, the Higgs’ fields and scalar forces in a geometric manner.
In this way we get masses from higher dimensions. We discuss spontaneous symmetry
breaking, the Higgs’ mechanism and a mass generation in the theory. The scalar field
Ψ (as in the classical Jordan–Thiry Theory) is connected to the effective gravitational
constant. This field is massive and has Yukawa-type behaviour. We discuss the rela-
tion between R+ invariance and U(1)F from G.U.T. within Einstein λ-transformation,
and fermion number conservation. In this way we connect Wµ-field from N.G.T. with
a gauge field A˜Fµ from G.U.T. We derive the equation of motion for a test particle from
conservation laws in the hydrodynamic limit. We consider a truncation procedure for a
tower of massive ρk (or Ψk) scalar fields using Friedrichs’ theory and an approximation
procedure for the lagrangian involving Higgs’ field up to the second order with respect
to hµ,ν = gµ,ν − ηµ,ν and ζk0a˜b˜. The geodetic equations on the Jordan–Thiry manifold
are considered with an emphasis to terms involving Higgs’ field. We consider also field
equations in linear approximation and an influence of electromagnetic and Wµ fields
on field equations.
We consider a dynamics of Higgs’ field in the framework of cosmological models
involving the scalar field Ψ . The field Ψ plays here a roˆle of a quintessence field. We
consider phase transition in cosmological models of the second and the first order. Due
to a tower of massive scalar fields Ψk derived from the theory we are able to get a
warp factor known from some modern approaches. Using a warp factor we build a
time-machine in the theory.
We consider a mass of a quintessence particle, various properties of a quintessence
field. We calculate a speed of sound in a quintessence and fluctuations of a quintessence
caused by primordial metric fluctuations.
The nonsymmetric Kaluza–Klein (Jordan–Thiry) Theory has been developed here.
It unifies the gauge invariance principle with the coordinate invariance principle but
in more than four-dimensional space-time. In particular in the case of electromagnetic
and gravitational interactions in 5-dimensional theory.
A general nonabelian Yang–Mills fields have been unified with gravity in (n + 4)-
dimensional space-time (n—a dimension of gauge group). The theory uses a nonsym-
metric metric defined on a metrized (in a nonsymmetric way) principal fibre bundle
over a space-time with a structural group U(1) in an electromagnetic case and in gen-
eral case nonabelian semi-simple compact group G. The connection on space-time and
on a metrized principal fibre bundle is compatible with this metric. This connection is
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similar to a connection from Einstein’s Unified Field Theory, however we use its higher
dimensional analogue. This connection is right-invariant with respect to an action of
the group G (a gauge group).
In the electromagnetic case the metric and the connection are bi-invariant with
respect to the group U(1). The theory has been developed to include a scalar field
leading to an effective gravitational constant and space-time dependent cosmological
terms. It is possible to extend the theory to include Higgs’ fields and spontaneous
symmetry breaking of a gauge group to get massive vector boson fields.
The theory is fully relativistic and unifies electromagnetic field, gauge fields, Higgs’
field and scalar forces with NGT (Nonsymmetric Gravitation Theory) in a nontrivial
way. By ‘in a nontrivial way’ we mean that we get from the theory something more than
NGT, ordinary Kaluza–Klein (Jordan–Thiry) Theory, classical electrodynamics, Yang–
Mills’ field theory with Higgs’ field and spontaneous symmetry breaking. These new
features are some kind of “interference effects” between all of them. This theory unifies
two important approaches in higher-dimensional philosophy: Kaluza–Klein principle
and a dimensional reduction principle.
The beautiful theories such as Kaluza–Klein theory (a Kaluza miracle) and its
descendents should pass the following test if they are treated as real unified theories.
They should incorporate chiral fermions. Since the fundamental scale in the theory is a
Planck’s mass, fermions should be massless up to the moment of spontaneous symmetry
breaking. Thus they should be zero modes. In our approach they can obtain masses
on a dimensional reduction scale. Thus they are zero modes in (4 + n1)-dimensional
case. In this way (n1 + 4)-dimensional fermions are not chiral (according to very well
known Witten’s argument on an index of a Dirac operator). Moreover, they are not
zero modes after a dimensional reduction, i.e., in 4-dimensional case. It means we can
get chiral fermions under some assumptions.
We expect some nonrelativistic effects leading to nonnewtonian gravity.
The real motivation of this book is to find a geometric unifications of fundamental
interactions of Nature and to find applications in Modern Cosmology including infla-
tion, dark matter and dark energy using a paradigm of physics, which unifies two fun-
damental concepts of invariance in physics: coordinate invariance principle and gauge
invariance principle. The first is known in General Relativity and in vaiable alternative
theories of gravitation. The second is known in Electrodynamics and Yang–Mills field
theory. Yang–Mills field theory governs Standard Model, i.e.: Glashow–Salam–Weiberg
(GSW) model of electro-weak interactions and the theory of strong interactions (QCD)
using SU(2)L × U(1) and SU(3)c groups as gauge groups. It governs also any Grand
Unified Theorems.
The book is addressed to graduate students in theoretical physics, mathematical
physics, cosmology, particle physics and field theory. It is also addressed to scientists
working in these domains and to any reader who is interested in these rapidly developing
domains.
We find exact solutions of the field equations of the Nonsymmetric Kaluza–Klein
Theory in an electromagnetic case, i.e. gravito–electromagnetic waves and spherically
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symmetric stationary solution with a cosmological constant. We consider also a charge
confinement in this theory with a generalization to color confinement in nonabelian
theory (e.g. QCD).
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A brief information of a text
In this book we construct the Nonsymmetric Jordan–Thiry Theory unifying N.G.T.
(Nonsymmetric Gravitation Theory), the Yang–Mills’ field, the Higgs’ fields and scalar
forces in a geometric manner. In this way we get masses from higher dimensions. The
Nonsymmetric Jordan–Thiry Theory unifies a coordinate invariance principle and a
gauge invariance principle. We discuss spontaneous symmetry breaking, the Higgs’
mechanism and a mass generation in the theory. The scalar field Ψ (as in the clas-
sical Jordan–Thiry Theory) is connected to the effective gravitational constant. This
field is massive and has Yukawa-type behaviour. We discuss the relation between
R+ invariance and U(1)F from G.U.T. (Grand Unified Theory) within Einstein λ-
transformation, and fermion number conservation. In this way we connect Wµ-field
from N.G.T. with a gauge field A˜Fµ from G.U.T. We derive the equation of motion
for a test particle from conservation laws in the hydrodynamic limit. We consider a
truncation procedure for a tower of massive ρk (or Ψk) scalar fields using Friedrichs’
theory and an approximation procedure for the lagrangian involving Higgs’ field up to
the second order with respect to hµν = gµν − ηµν and ζk0a˜b˜. The geodetic equations on
the Jordan–Thiry manifold are considered with an emphasis to terms involving Higgs’
field. We consider also field equations in linear approximation and an influence of
electromagnetic and Wµ fields on field equations.
We consider a dynamics of Higgs’ field in the framework of cosmological models
involving the scalar field Ψ . The field Ψ plays here a roˆle of a quintessence field. We
consider phase transition in cosmological models of the second and the first order. Due
to a tower of massive scalar fields Ψk derived from the theory we are able to get a
warp factor known from some modern approaches. Using a warp factor we build a
time-machine in the theory.
We consider a mass of a quintessence particle, various properties of a quintessence
field. We calculate a speed of sound in a quintessence and fluctuations of a quintessence
caused by primordial metric fluctuations.
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