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The process through which an observer allocates his/her attention based on the attention
of another person is known as joint attention. To be able to do this, the observer
effectively has to compute where the other person is looking. It has been shown that
observers integrate information from the head and the eyes to determine the gaze of
another person. Most studies have documented that observers show a bias called
the overshoot effect when eyes and head are misaligned. That is, when the head is
not oriented straight to the observer, perceived gaze direction is sometimes shifted in
the direction opposite to the head turn. The present study addresses whether body
information is also used as a cue to compute perceived gaze direction. In Experiment
1, we observed a similar overshoot effect in both behavioral and saccadic responses
when manipulating body orientation. In Experiment 2, we explored whether the overshoot
effect was due to observers assuming that the eyes are oriented further than the head
when head and body orientation are misaligned. We removed horizontal eye information
by presenting the stimulus from a side view. Head orientation was now manipulated in a
vertical direction and the overshoot effect was replicated. In summary, this study shows
that body orientation is indeed used as a cue to determine where another person is
looking.
Keywords: gaze perception, perceived gaze direction, social attention, joint attention, overshoot effect, head–body
orientation, implied motion
Introduction
Human primates use a plethora of visual cues to direct their attention. Some of these are social
in nature, like another person’s attention. The process through which an observer allocates his/her
attention based on the attention of a looker has also been referred to as joint attention (Emery, 2000).
This process of joint attention allows humans to gain insight in the mental state (Baron-Cohen,
1994) and intentions of conspecifics (Manera et al., 2010), and also has been shown to influence
language processing (Hanna and Brennan, 2007; Staudte and Crocker, 2011; Staudte et al., 2014).
Furthermore, an individual looking at the observer can be a cue for social interaction (Argyle and
Cook, 1976; Pönkänen and Hietanen, 2012) while an averted gaze could indicate another emotional
relation. Lastly, the location at which another person is looking can signal the presence of potentially
interesting or threatening objects in the environment.
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Essentially, these processes of determining another person’s
attention boil down to computing gaze direction of the other
person. Indeed, Bayliss et al. (2011) have recently obtained
evidence suggesting a direct link between perceived gaze direction
and social attention. That is, they showed that adapting to gaze
direction attenuated gaze cueing effects.
The importance of gaze perception for the human visual
system is reflected in the fact that it involves different neural
pathways than face-selective processing. For example, cells in
the superior temporal sulcus (STS) have been shown to be
responsive to perceived gaze direction in general (Perrett et al.,
1992; Carlin et al., 2011), direct gaze has been shown to activate
the amygdala (George et al., 2001) and neuropsychological
studies have indicated that prosopagnosics show normal gaze
discrimination and adaptation (Duchaine et al., 2009).
Several factors have been documented to play an influential role
in perceiving gaze direction. For example, manipulating contrast
polarity (Ricciardelli et al., 2000; Sinha, 2000) or luminance
(Ando, 2002, 2004) of the eye region has detrimental influences
on accurately perceiving gaze direction. Moreover, determining
another person’s gaze does not solely depend on information
available from the eyes. It involves integrating several sources
of information available from the face and body. For example,
it has been reported that head orientation (Wollaston, 1824;
Gibson and Pick, 1963; Cline, 1967; Anstis et al., 1969; Noll, 1976;
Maruyama and Endo, 1983; Masame, 1990; Todorović, 2006),
nose angle (Langton et al., 2004), face eccentricity (Todorović,
2009), eyebrows (Watt et al., 2007), the epicanthal fold (West et al.,
2000), iris color (West, 2011), and monocular or binocular eye
information (West, 2010) all modulate perceived gaze direction.
Generally, observers are quite accurate in determining where
another person is looking. Indeed, some studies have shown
that gaze acuity (the threshold for detecting a difference in gaze
direction) is quite high (Gibson and Pick, 1963; Symons et al.,
2004; Bock et al., 2008). Some biases in perceived gaze direction
have been reported however, especially with respect to integrating
eye and head information. That is, when the head is not oriented
straight to the observer, perceived gaze direction is sometimes
shifted in the direction opposite to the head turn. Because this
shift in perceived gaze direction is in the direction opposite to the
head orientation, this effect has also been called the overshoot or
repulsion effect (Gibson and Pick, 1963; Anstis et al., 1969; Noll,
1976; Masame, 1990; Langton et al., 2004; Todorović, 2006, 2009).
An explanation for this overshoot effect was suggested by Anstis
et al. (1969) and Otsuka et al. (2014), more recently. That is, when
head orientation is varied while the eyes keep fixating at the same
point in space, the position of the pupil rotates in the direction
opposite to the head. Anstis et al. (1969) argued that this change of
the amount of visible sclera to both sides of the pupil is the primary
determinant of the overshoot effect.
In sum, an extensive literature exists on estimating gaze
direction and the modulatory nature of several variables
(especially head orientation) on perceived gaze direction.
Nevertheless, it is possible that not only information from the
eyes and head act as a cue to judge gaze direction and, accordingly,
guide attention (Perrett et al., 1992; Hietanen, 2002; Seyama and
Nagayama, 2005). Indeed, the whole body might also play a
prominent role. However, this issue has been addressed to a
limited extent in the literature.
Direct behavioral evidence for the hypothesis that body
information influences perceived gaze direction is sparse. The
available evidence mainly comes from indirect behavioral
paradigms like cueing and Simon paradigms and neurophy-
siological studies. The gaze cueing literature frequently relies on
the classical Posner cueing paradigm in which a cue is presented
either centrally or peripherally causing participants to respond
faster to a target on the location congruent with the cue than
incongruent with the cue. Presenting a face with a certain gaze
direction has been shown to reflexively direct attention to the
gazed-at location (Friesen and Kingstone, 1998; Driver et al.,
1999). Hietanen (2002) manipulated head and body orientation
while keeping the eyes and head aligned and reported an influence
of body orientation on reflexive attention orienting. That is, when
head and body were misaligned (i.e., incongruent) a cueing effect
was found in contrast with no cueing effect for congruent head
and body orientations. Seyama and Nagayama (2005) extended
these findings by independently manipulating eye, head, and
body orientation and asking participants to decide whether a
computer-generated character was looking at the observer or not.
Again, an effect of body orientation was shown. Pomianowska
et al. (2012) have recently provided additional evidence for the
role of body orientation in attentional orienting using a Simon
task. The Simon effect refers to the observation that observers are
generally faster and more accurate when the stimulus is presented
in the same relative location as the response, irrespective of the
relevance of the stimulus location to the task. Their findings
were in accordance with Hietanen (2002) in that a Simon effect
was found only for incongruent head and body orientations.
That is, a body oriented to the left of the observer with a head
oriented straight at the observer elicited a faster response at the
right rather than the left response location and vice versa for
bodies oriented to the right of the observer. The observation that
congruent eye/face or face/body orientations did not result in
attentional cueing effects could be due to the fact that an averted
head or body with a congruently averted gaze is a less powerful
social signal in that the observed person is interpreted to be less
related to the observer. That is, according to Hietanen, if multiple
cues (eyes, head, and body) are processed in an allocentric frame
of reference (i.e., related to the observed person), aligned eyes
and head or head and bodies suggest no attentional shift from the
observed person whereas misaligned eyes and head or head and
body do suggest an attentional shift from the observed person.
These psychophysical findings have been backed up by
neurophysiological evidence suggesting that there are cells
responsive for body posture in the macaque STS (Wachsmuth
et al., 1994; Jellema and Perrett, 2003). Furthermore, these
cells respond to specific conjunctions of eye, head, and body
posture. Based on these findings, Perrett et al. (1992) proposed a
hierarchical model for the neuronal responses in themacaque STS
inwhich information from the eyes can override head information
which, in turn, can override body information.
As is apparent from the above-mentioned studies, most of them
relied on indirect attentional measures to study the influence
of body orientation on perceived gaze direction. The goal of
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the present study was to provide direct behavioral evidence
for the question whether body information is integrated with
head information to determine another person’s gaze direction.
Specifically, the aim was to examine whether the information
from the head and body is integrated in a similar manner as
eye and head information for perceiving another person’s gaze.
That is, we examine gaze estimation rather than gaze cueing. It
is important to note that the focus of the present study is on
perceived gaze direction (more specifically, the influence of body
orientation on perceived head orientation), not on the perception
of eye orientation per se. In fact, our stimuli would not be suitable
to properly study perceived eye orientation since the eye region in
our stimulus was very small, making eye orientation information
hardly available, and the eyes were always aligned with the head
such that any information derived from the eyes would always be
congruent with the orientation of the avatar’s head.
Experiment 1
In Experiment 1, we manipulated head and body orientation in
a factorial way. The eyes were always aligned with the head. We
hypothesized that an overshoot effect would be observed similar
to the effect reported in Anstis et al. (1969) and Gibson and
Pick (1963) when the integration of head and eye information
was studied. In addition, eye movements were monitored for
two reasons. First, previous studies on gaze estimation relied
on manual responses of the participant to measure perceived
gaze direction. If gaze following indeed is a prerequisite for
establishing joint attention, eye movements could afford a more
direct and ecologically validmeasurement. Second, eyemovement
parameters could grant an extra window on underlying processes.
For instance, saccade latencies (i.e., the time from stimulus onset
to the first saccade) can provide information about the amount of
cognitive processing for each stimulus. Indeed, Hietanen (1999,
2002) suggested that head and eyes aligned or body and head
aligned contain less information (thanmisaligned body parts) and
therefore elicit no gaze cueing. In contrast, incongruent head and
body orientations do elicit cueing. This would be the case because
themultiple cues are processed in an allocentric frame of reference
(i.e., related to the observed person). When eye and head or head
and body are aligned, this would suggest that there is no implied
attentional shift from the observed person and would thus not
indicate a point of interest for the observer whereas misaligned
eyes and head or head and body do indicate an implied attentional
shift of the observed person. Therefore, we hypothesized that
saccade latencies would be longer for aligned head and body than
for maximally misaligned head and body.
Methods
Participants
Seven students from the University of Leuven participated in
the experiment (mean age of 22 years, two male students). All
participants had normal or corrected-to-normal vision and were
naïve with respect to the purpose of the study. Participation in this
experimentwas completely voluntary and prior to the experiment,
every participant provided informed consent, conform to the
ethical standards laid down in the 1964 Declaration of Helsinki.
Apparatus
A DELL Workstation PWS 370 Intel Pentium 4 3 GHz PC was
used to display the stimuli on a 22-inch CRT color monitor
with a refresh rate of 75 Hz, using the Experiment Builder
v.1.10.1 software package (SR Research Osgood, ON, Canada).
Participants were seated in a darkened room at a distance of 80 cm
from the monitor. Head position was restrained using a chin-rest.
Eye movements of both eyes were recorded using the Eyelink II
video-based eye-tracker (SR Research Osgood, ON, Canada), at a
rate of 250Hz (using both pupil and corneal reflection). Recording
was controlled by a second DELL Dimension 4700 Intel Pentium
4 3 GHz PC. Responses were registered via a computer mouse.
Stimuli
Four different human characters (two male and two female) were
used as stimuli. They were positioned on the ground surface
of a scene, which contained a depth-perspective cue (Figure 1).
The images of the characters subtended a visual angle of 9° in
the vertical direction. The head of the characters subtended a
visual angle of 1.1°  0.7°, approximately. The characters were
(individually) presented at the center of the screen. The ground
surface contained 25markers, black circles with a yellow number1
(subtending a visual angle of approximately 0.5°), positioned on
a virtual circle surrounding the character. The markers were
positioned on the circumference of the circle in such away that the
central marker was right in front of the character (i.e., a position
of 0°). The rest of the markers were evenly divided on the circle
(12 to the left and right of the middle marker) and separated from
each other by 5° (on the circle in depth). Therefore, the total region
of the circumference covered by the markers was 120° (60° on
the left and on the right). Due to perspective, however, the actual
on-screen separation between the markers decreased as they were
further from the central marker.
Poser™ body modeling software (version 7.0, E-Frontier Inc.)
was used to generate the four characters, two male and two
female. Each of them wore different clothing and had a neutral
face expression. To create smooth shading on the models, three
“infinite” lights were used to illuminate the characters (one frontal
light and two lights 30° to the left and right of the character
positioned 45° above the viewer). Rendering of the images was
done in color without shadows. The characters’ heads were tilted
downward to ensure that they were facing the markers. By
combining four head (40° left, 20° left, 20° right, 40° right) and
five body orientations (40° left, 20° left, 0°, 20° right, 40° right), 20
different images were created for each character, yielding a total of
80 different stimuli. Eye and head orientationwere always aligned.
Design
The experiment consisted of a 2  2  5 within-subjects design
with spatial hemifield of the head (left or right), head orientation
(20° or 40°) and body orientation ( 40°,  20°, 0°, 20°, 40°) as
within-subject factors, which were manipulated in a factorial way.
1The numbers ranging from 20 to 44 were picked. The only reason to do this
was to achieve double digits everywhere and amore or less perceptually similar
number in each circle. The order of numbers on the markers was randomized
for every stimulus.
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FIGURE 1 | Example of the stimuli. Stimulus with a head orientation of
40° to the left and a body orientation of 40° (A), 0° (B), and  40° (C). The
rectangle indicates the region of interest in which a fixation had to be recorded
to switch to the response screen. The circle depicts the range outside which the
landing position of a saccade had to fall to use its starting time to compute
saccade latency.
Procedure
Each trial began with the presentation of a fixation cross
(subtending 0.72°  0.72° of visual angle) for 1000 milliseconds
(ms) at the same position as where the head of the character would
be displayed (Figure 2). Then, the fixation cross disappeared and
a blank screen was shown for 80 ms. After the blank screen,
the character appeared together with the 25 markers and the
ground surface. Participants were instructed to make an eye
movement to the marker of which they perceived the character
was looking at and to remember the number of this marker.
Since eye movements were not yet recorded during practice trials,
stimulus presentation lasted 600 ms. During the experimental
session, stimulus presentation was gaze-contingent. If a fixation
was detected within a predefined rectangular region of interest
(subtending 22.6°  3° of visual angle, Figure 1), an additional
400 ms was given to the participants to encode the number of the
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FIGURE 2 | Example of the trial sequence.
marker they were looking at. Subsequently, a grid with numbers
20–44 (subtending 6.9°  7.3° of visual angle, approximately)
was displayed and participants had to respond through a mouse
click which number they thought the character was looking
at. After responding, the next trial started. When no fixation
was detected within 2000 ms from stimulus onset, an automatic
switch to the response screen occurred. When no answer was
given within 10000 ms after the onset of the response screen,
the trial ended automatically (time-out response). Participants
were encouraged to click outside the response grid when they
did not encode the number of the marker or were not sure
of their answer2 (“do not know” responses). No feedback was
provided.
First, participants completed 20 practice trials to get acquainted
with the task. These trials consisted of stimuli with a head
orientation of 0° (i.e., looking straight forward) and all possible
body orientations. Subsequently, they completed 10 blocks of
80 trials. At the beginning of each block, the pupil and corneal
reflection were checked and the system was calibrated and
validated according to the standard procedures (nine point
calibration and validation). In each block, the 80 stimuli were
presented in a random order. Taking a break was encouraged after
every two blocks, but possible after every block. The experiment
lasted approximately one and a half hour after which participants
were debriefed.
Results
Data preprocessing was done with custom code written in Python
2.6 and all subsequent analyses were carried out in R (R Core
Team, 2014). All statistical analyses were performed in a Bayesian
framework relying on Bayes factors (BFs) calculated using the
BayesFactor package (Rouder and Morey, 2012; Rouder et al.,
2012). BFs constitute a relative measure of evidence, quantifying
how much more likely one statistical model is compared to
another. For example, a BF of 3 for a statistical model including
2Additionally, participants were also asked to click in the middle of the
number. This was done because the coordinates of the mouse clicks were the
output data and these coordinates were transformed offline to the associated
target number. If a region in between two numbers was clicked it would be
possible that the response was transformed to a wrong number.
TABLE 1 | Bayes factor analysis for the behavioral data.
Model Bayes factor
40° Head orientation
Body orientation + hemifield 1
All other models >100
20° Head orientation
Body orientation + hemifield 1
Body orientation * hemifield 22
All other models >100
Bayes factors are relative to the best fitting model (the model for which the Bayes factor
is 1).*Indicates a model containing the main effects and the interaction between the
variables.
TABLE 2 | Bayes factor analysis for the saccade latencies.
Model Bayes factor
40° Head orientation
Hemifield 1
Body orientation + hemifield 37
All other models >100
20° Head orientation
Hemifield 1
Body orientation + hemifield 5
All other models >100
Bayes factors are relative to the best fitting model (the model for which the Bayes factor
is 1).
TABLE 3 | Bayes Factor analysis for the behavioral data of Experiment 2.
Model Bayes factor
Angle 1
Angle + hemifield 16
All other models >100
Bayes factors are relative to the best fitting model (the model for which the Bayes factor
is 1).
two main effects versus a statistical model including two main
effects and their interaction indicates that the former model
is three times more likely than the latter. This would indicate
that no interaction is present in the data. It should be stressed
that a BF does not constitute an absolute measure of model
fit, but is always a relative measure of one model compared to
another. For clarity, all BFs reported in this study are always
relative to the best fitting model (i.e., the model that is most
likely). Thus, a model for which the BF is 1 indicates the
best fitting model (see Tables 1–4). BFs >1 then indicate
how much more likely the best fitting model is compared to
another model. All models for which BFs were computed were
ANOVA-style models including random intercepts and slopes
for participants. The models that were considered ranged from
the simplest possible model (no main effect or interaction) to
the most complex one (including all main effects and their
interaction) and all that fell in between. BFs >3 are considered
to be substantial evidence for the best fitting model over the
other (Jeffreys, 1961). Please note that in all Tables all models
for which BF >100 are collapsed under the term “all other
models.”
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TABLE 4 | Parameter estimates for a model including only Angle (coded
from  30° to 30°).
Predictor Estimate 95% posterior CI
Lower Upper
Intercept  3.72  7.20  0.21
Angle 1.27 1.25 1.29
Behavioral Data
Inspection of the raw data took place before applying any
statistical test. “Do not know” and time-out responses were
identified and removed from the raw data (1.8% of total).
Subsequently, a criterion of a deviation of 30° or more from
the correct response (i.e., six markers to the left or right from
the correct response) was used to identify extreme or, rather,
highly unlikely responses. These responses could be due to not
remembering the number of themarker anymore or an inaccurate
mouse click. This criterion yielded 19 data points to be extreme
(0.3% of the data) and visual analysis of these points confirmed
that these responses were probably due to a wrong transformation
from coordinates to response location. Therefore, these data
points were also removed from the data set.
For each head orientation (20° vs. 40°), a separate BF analysis
was performed to assess which model fitted the data best3,
summarized in Table 1. For both head orientations, the analysis
indicated that models with main effects of body orientation and
spatial hemifield were most likely.
As can be seen in Figure 3, for a head orientation of 40°,
participants perceived the character as looking further away from
the veridical direction of the head (in the direction opposite to
body orientation) as the misalignment between head and body
orientation increased. When misalignment was maximal (i.e.,
head 40° and body  40°), the mean response location was 48.7°.
Decreasing the misalignment between head and body until they
both were aligned resulted in a mean response location of 41.1°.
There was, therefore, a slight overall tendency to overestimate
the character’s veridical gazed-at location (i.e., head and body
congruent did not yield a mean response location of 40°).
However, the perceived gaze direction of the characters was
systematically biased in the direction opposite to the direction of
the body relative to the head (i.e., an overshoot effect).
For a head orientation of 20° there was, in contrast to a head
orientation of 40°, a general tendency to underestimate the gaze
direction of the character (Figure 4). When head and body were
aligned (i.e., both 20°), the mean response location was 14.5°.
Nevertheless, increasing the misalignment between body and
head orientation yielded the same relative effect. The perceived
gaze direction shifted in the direction opposite to the direction of
the body relative to the head. This resulted in a mean response
location of 20.4° when the body was oriented 40° in the direction
opposite to the head. Orienting the body 40° in the same direction
as the head also resulted in an estimated gazed-at location in the
3Because of the fact that, depending on the level of head orientation,
the meaning of body orientation is different (e.g., 20° body orientation is
congruent for 20° head orientation but not for 40° head orientation), it was
decided to carry out two separate analyses.
FIGURE 3 | Mean target response for a head orientation of 40° in
function of body orientation and spatial hemifield. Negative orientations
indicate that the body is oriented in the direction opposite to the head. Error
bars depict 95% confidence intervals according to the method of Cousineau
(2005) adjusted with the correction suggested by Morey (2008). The dashed
line indicates the veridical gazed-at target location of the character.
FIGURE 4 | Mean target response for a head orientation of 20° in
function of body orientation and spatial hemifield. Negative orientations
indicate that the body is oriented in the direction opposite to the head. Error
bars depict 95% confidence intervals according to the method of Cousineau
(2005) adjusted with the correction of Morey (2008). The dashed line indicates
the veridical gazed-at target location of the character.
opposite direction of the body orientation and lower than the
estimation of head and body aligned (i.e., an “overshoot” in a
direction opposite to the “overshoot direction” observed for the
other body orientations). Although there was an effect of spatial
hemifield for both head orientations, note that this effect went in
opposite directions for both head orientations and was very small
compared to the effect of body orientation. Therefore, we do not
consider it further.
Altogether, an overshoot effect was observed for both head
orientations. Perceived gaze direction was systematically biased
in the direction opposite to the body orientation. Furthermore,
a head orientation of 20° was generally underestimated.
Eye movement Data
The eyemovement data were analyzed in twoways. First, the angle
of the first fixation within a predefined interest area relative to the
fixation cross (centered on the character’s head) was computed
and compared to the manual response. The goal of this analysis
was to validate the manual responses. Indeed, to ensure we
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capitalized on the first estimate of perceived gaze direction, the
eye movement data had to be in close agreement with the manual
response. Second, saccade latencies were analyzed in function of
head and body orientation and spatial hemifield. Specifically, the
hypothesis that saccade latencies would be longer for aligned head
and body orientations in comparison with maximally misaligned
orientations was investigated.
Validation of manual responses
To validate manual responses, the angle between a fixation and
the center of the character’s head was computed. This fixation
was the first fixation of which the (Euclidian) distance to one of
the targets was less than 1° of visual angle. The rationale behind
this analysis was that if the angle between the first target fixated
by the participants and the character’s head would show a high
correspondence with the manual response, this would indicate
that participants indeed reported the target number at which
they looked. The correlation between this angle and the manual
response4 was 0.92 (BF = 19). This suggests that there is a strong
linear relationship between the looking angle and the subsequent
response. However, this correlation does not inform us whether
the manual response was equal to the looking angle. Therefore,
the difference between the looking angle and themanual response
was computed and a one sample t-test on this difference revealed
that this difference was not credibly different from 0 (BF = 54 in
favor of the null model).
In summary, a high agreement between the looking angle
and the subsequent response of the participants was found. It is
therefore unlikely that participants did not respond in accordance
with where they looked.
Saccade Latencies
The first saccade ofwhich the landing position fell outside a region
of 4° of visual angle (centered on the character’s head) was taken to
compute saccade latencies (see Figure 1). Latencies were defined
as the difference between starting time of the selected saccade
and stimulus onset. Latencies lower than 100 ms were considered
as anticipatory (i.e., the average latency between programming
the eye movement and its onset is between 100 and 200 ms) and
removed from the data set (two data points). A cut-off point at
the upper tail of the distribution was set at 1000 ms, leading
to the removal of 4% of the data. Mean saccade latencies were
then subjected to a BF analysis, separately for 20° and 40° head
orientation, with body orientation and hemifield as factors. For
both head orientations, the best fitting models included only a
main effect of spatial hemifield. That is, participants’ saccades
were faster for the left than for the right hemifield. Critical for
our predictions, however, no main effect of body orientation was
observed (Table 2). Nevertheless, it should be noted that as the
misalignment between body and head increased, saccade latencies
decreased (Figure 5). Furthermore, simple comparisons between
saccade latencies for aligned and maximally misaligned head and
4Due to perspective, the angle at which the targets were placed did not always
match the angle with which the target number was associated. For example, a
target at 60°was not placed at a 60° angle from the character’s head. Because the
angle computed from the eye movement data does not take this into account,
the veridical angle at which targets were placed was used.
FIGURE 5 | Mean saccade latencies (ms) for a head orientation of 40°
(A) and 20° (B) in function of body orientation. Panel (C) depicts the
hemifield effect. Negative body orientations denote orientations in the
direction opposite to head orientation. Error bars depict 95% confidence
intervals according to the method of Cousineau (2005) adjusted with the
correction of Morey (2008).
body orientations indicated that, for both head orientations, 0
always fell in the credible interval (95% posterior CI: [ 12; 12]
for a 20° head orientation and [ 0.03; 25.58] for a 40° head
orientation) yet for a head orientation of 40° the difference
went in the predicted direction and the difference approached
significance.
Discussion
The goal of Experiment 1 was to examine whether head and
body orientation are integrated in a similar way as eye and head
orientation in perceiving gaze direction. In analogy with the
studies of Gibson and Pick (1963) and others, head and body
orientation were independently manipulated and participants
had to indicate where a computer-modeled character was
looking. In line with the hypothesis, an overshoot effect was
observed. The nature of this overshoot effect differed for the
two head orientations. For a 40° head orientation, an absolute
overshoot effect was observed. That is, when head and body
were misaligned, people tended to judge the perceived gaze
direction as being further away from the veridical gazed-at
target location. Furthermore, aligned head and body orientations
yielded a perceived gaze direction that mapped on to the
character’s veridical gazed-at target location. In contrast, a
20° head orientation resulted in a relative overshoot effect.
That is, when head and bodies were misaligned, perceived
gaze direction again shifted in the direction opposite to body
orientation. However, aligned head and body orientations yielded
a perceived gaze direction that underestimated the veridical
gazed-at target location. Only for maximally misaligned head
and body orientations, perceived gaze direction was equal to
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the character’s veridical gazed-at target location. Why this
discrepancy between the two head orientations was observed, is
not clear. However, it has been observed before that observers
underestimate veridical gaze direction for small head orientations
(Masame, 1990; West et al., 2000; Kluttz et al., 2009).
As discussed in the introduction, a lot of research has been
conducted regarding the critical features for perceiving gaze
direction based on eye and head information. To date, the
perception of body orientation has only been addressed to a
limited extent. A recent adaptation study suggests that body
orientation is represented by a multichannel system (Lawson
et al., 2009). That is, distinct pools of cells would be coding for
different body orientations, providing converging evidence with
studies on macaque STS cells (Wachsmuth et al., 1994; Jellema
and Perrett, 2003). Which body feature is critical for perceiving
body orientation has not yet been studied. A plausible mechanism
builds on the observations of Wilson et al. (2000). They showed
that the perception of head orientation critically depends on the
deviation of bilateral symmetry. Moreover, Lawson et al. (2011)
recently documented that head orientation is represented similar
to body orientation by a multichannel coding system. Thus, by
extension, body orientation could be perceived in a similar way
as head orientation, i.e., as the deviation from bilateral symmetry.
Gaze direction would then be computed based on a combination
of these two deviation cues. Nevertheless, this account does not
explain why an overshoot effect was observed in Experiment 1.
The literature on perceived gaze direction has not (yet) explicitly
provided a theoretical account on the overshoot effect. However,
the theoretical frameworks developed in the context of attentional
orienting in response to gaze cues can be extrapolated to gaze
estimation.
Two main theories have been proposed concerning how
observers integrate information from the eyes, head, and body to
estimate gaze direction and consequently allocate attention. Based
on neurophysiological findings, Perrett et al. (1992) proposed a
hierarchical model in which the attention of an observed person
would be determined by the highest cue in the hierarchy only.
For example, given eye, head, and body information only the eyes
would be used as a cue. This implementation of a hierarchical
model is contradicted not only by the findings of the present study
but also by the seminal studies on the influence of head orientation
on perceived gaze direction (Wollaston, 1824; Gibson and Pick,
1963; Anstis et al., 1969). In contrast with the model of Perrett
et al. (1992), Langton (2000) and Langton et al. (2000) suggested
that these cues are integrated in parallel having independent and
additive effects on perceived direction of attention. This kind of
model is able to predict an overshoot effect if body orientation
is effectively taken into account into the additive combination of
all available cues. Indeed, a recent study by Otsuka et al. (2014)
showed perceived gaze direction can be modeled by a weighted
sum of eye and head orientation information.
The model Hietanen (1999, 2002) proposes based on his own
results provides an interesting framework. As has been discussed
above, he argues that the different cues are not integrated in
a frame of reference centered on the observer (egocentric) but
in a frame centered on the observed at person (allocentric).
This would imply that, when the orientation of the eyes and
head are congruent (for any head orientation), this does not
indicate a shift in attention of the looker (because he/she is
looking straight ahead, but not necessarily in the direction of
the observer) and, hence, elicits no cueing as Hietanen (1999)
observed. Similarly, Hietanen (2002) reported no gaze cueing for
congruent head and body orientations. Furthermore, incongruent
eye and head or head and body orientations would imply a shift
of attention. If computing another person’s attention happens in
an allocentric frame of reference, then his/her gaze direction is
presumably computed similarly. Since incongruent head and body
orientations suggest a shift of the lookers’ attention, increased
misalignment between head and body possibly generates a
stronger directional spatial code than for the congruent head and
body orientations. This stronger spatial code could then result in
an overshoot effect as observed in Experiment 1. Putative evidence
for this stronger spatial code could be the small differences
between saccade latencies for congruent and incongruent head
and body orientations observed in Experiment 1.
One possibility how allocentric coding may induce a stronger
directional spatial code is by the activation of implied motion
(Freyd, 1983; Verfaillie and d’ Ydewalle, 1991; Pomianowska
et al., 2012). Indeed, an incongruent head and body orientation
could indicate a rotating action from a resting posture. Implied
motion may signal an intentional component of the looker
which subsequently influences the perceived gaze direction of the
observed person. For example, observers could implicitly assume
that the eyes are oriented further than the head when there is a
stronger intentional component present in the stimulus (i.e., when
the body and head are gradually more and more misaligned).
Experiment 2 was set out to test this hypothesis.
Experiment 2
The goal of Experiment 2 was to examine the hypothesis that
people implicitly assume that when the head and body are
misaligned more and more, the eyes are oriented further than the
head because of the stronger intentional component present in the
stimulus (maybe due to the activation of implied motion). This
could be a possible explanation of why an overshoot effect was
observed in Experiment 1 (on top of a general bias in perceived
gaze direction). To address this hypothesis, the stimulus was now
presented from a side view (making eye information less salient)
and head orientation of the characterwasmanipulated in a vertical
manner. If people indeed assume that gaze direction and head
orientation are not equal, the hypothesis was that perceived gaze
would be higher or lower than the character’s veridical gazed-at
location, especially for large head orientations since these contain
a stronger intentional component. More specifically, the rationale
was that, if observers assume that the eyes are not aligned with
the head as the intentional component in the stimulus rises, this
would yield a more pronounced shift in perceived gaze for larger
than for smaller head orientations. From a statistical viewpoint,
this implies that the estimated slope for the relation between
veridical head orientation and perceived gaze direction is reliably
different from 1. If the intentional component does not affect
perceived gaze direction, the prediction is that the slope does not
differ from 1, yet the intercept can differ from 0.
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FIGURE 6 | An example of the stimuli of Experiment 2. The character’s
head is tilted 20° upward.
Methods
Participants
Nine students of theUniversity of Leuven participated in the study
(mean age 21, three male students). All participants had normal
vision and were naïve with respect to the goal of the study. They
all signed an informed consent prior to participation.
Apparatus
The equipment was the same as in Experiment 1.
Stimuli
One of the four characters from Experiment 1 was picked and
shown from a sagittal orientation (Figure 6). Thirty-one different
stimuli were generated by increasing or decreasing the head
orientation of the character by 2°, resulting in a range of head
orientations from 30° downward to 30° upward. The ground
surface was used to create a room-like setting by pasting it to the
left, right and above the character.
Targets were added on the surface in front of the character’s
head, i.e., on the right side of the display. The distance from
the character to the targets was not the same as in Experiment
1 because this distance did not allow for using large angles
in the upper and lower part of the display. The targets were
equally spaced on the wall, 0.6° of visual angle apart and each
subtended 0.4° of visual angle, ranging from 44° downward to 44°
upward. In other words, targets reached from the ceiling to the
floor.
Design
Head orientation was manipulated within-subjects and treated as
a continuous variable.
Procedure
The procedure of Experiment 2 was the same as Experiment 1
except as noted here. The time for a trial to automatically switch
to the response screen was reduced from 2000 to 1000 ms. Prior
to the start of the experiment, participants completed a practice
block of 31 trials in which every stimulus was presented once
in a random order. The experimental sessions consisted of five
blocks of 62 trials. Every stimulus was repeated twice in a random
order. After every block, participants had the opportunity to take
a small break. The system was recalibrated every block, even if
participants did not wish to take a break.
Results
Behavioral Data
The data were cleaned in the same way as in Experiment 1.
About 4% of the data was removed due to “do not know” and
time-out responses. Subsequently, a criterion of responses higher
or lower than 10° if the character was looking downward or
upward, respectively, was used to additionally clean the data (i.e.,
similar to the 30° deviation criterion in Experiment 1). This
led to the removal of an additional 5% of the data. The data
were analyzed with a Bayesian mixed-effects model including a
randomeffect for participants (Rouder et al., 2012; see Rouder and
Morey, 2012, for examples). Again, all models from the simplest
to the most complex one were considered. Head orientation of
the character was coded from  30° (downward) to 30° (upward)
as was the perceived looking angle ( 44° to 44°). The goal of
this analysis was to examine (1) whether a character that was
objectively looking straight ahead also was perceived as such (i.e.,
whether the intercept was different from 0 or not) and (2) whether
an increase in head orientation resulted in a similar increase in
perceived looking angle (i.e., whether the slope was different from
one or not).
A model with objective looking angle as single predictor was
fit to the data since this model was preferred in the BF analysis
(Table 3). Table 4 depicts the parameter estimates of the fixed
effects of this model5 and the associated 95% posterior credible
intervals. The intercept is reliably different from 0 indicating
that a computer-defined character looking straight ahead was not
perceived as such, but looking a bit more downward. A character
looking a bit upward was thus perceived as gazing straight ahead.
Individual regressions showed that this was the case for seven
out of nine participants. Furthermore, the slope associated with
objective looking angle is reliably different from one as the 95%
credible interval indicates. An increase of 1° in objective looking
angle is associated with an expected increase in perceived looking
angle of 1.27°. Thus, objective looking angles were overestimated
and this overestimation was larger for larger head orientations.
5Because some participants were at ceiling for the lower hemifield, this analysis
was done againwithout these data points. This revealed nodifferences from the
analysis reported here. Furthermore, because of the ambiguity of the subjective
point at which participants perceive the character as gazing straight ahead, data
points with an objective looking angle around 0° were possibly not consistently
judged as looking upward or downward. Therefore, the subjective point at
which the avatar was judged to be gazing straight ahead was computed for
every participant (based on individual regressions) and this range of looking
angles was removed from the data of every participant. Again, this did not
change the conclusions.
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FIGURE 7 | Relationship between objective and reported looking
angle. Crosses are the data points. The dashed line indicates a “veridical”
one-to-one relationship. The thick black line depicts the predictions according
to the model in Table 4.
Note however that, due to the downward bias, in the upper
hemifield the overestimation actually yields perceived looking
angles on the “veridical” line for most of the tested looking angles.
Figure 7 depicts the relation between objective looking angle and
perceived looking angle.
In summary, these analyses indicate that (1) a computer-
defined 0° looking angle is not perceived as such and (2)
objective looking angles are consistently overestimated and this
overestimation is larger for larger head orientations.
Eye movement Data
The behavioral responses were again validated with the same
method as in Experiment 1 by taking the angle between the
fixation and the character’s head as an indication where the
participant was looking. The correlation between this angle and
the manual response was again high (r = 0.89, BF = 52). The
difference between the physical angle of the targets and the angle
of the fixation again was not credibly different from 0 (BF = 40
in favor of the null model). Again, this indicates that participants’
responses were in accordance with the target at which they were
looking.
Discussion
The results of Experiment 2 indicate that there is a tendency to
judge a computer-defined 0° looking angle as looking slightly
downward. Furthermore, since the slope associated with objective
looking angle was reliably different from one, veridical gaze
direction was more strongly overestimated as the degree of
intentionality in the stimulus rose (i.e., for large head orientations
upward or downward). These results thus are in line with the
predictions derived from the hypothesis that, when the stimulus
has an implied intentional component, observers do not assume
that gaze direction is equal to head orientation when they have
to determine the gaze direction of a looker in the absence of
horizontal information from the eyes.
General Discussion
The goal of this paper was to study whether body information
is integrated with head information to estimate the direction of
another person’s gaze. In Experiment 1, body orientation was
manipulated for two different head orientations. It was shown
that body orientation indeed has an influence on perceived gaze
direction and an overshoot effect was observed for both head
orientations. That is, increasing the misalignment between head
and body orientation yielded a perceived gaze direction in the
direction opposite to the body orientation. In Experiment 2,
a possible explanation for the observed overshoot effect was
explored. Indeed, observers may assume that the looker does
not have his/her eyes aligned with his head when there is
a stronger intentional component present in the stimulus. In
Experiment 2, the stimulus was presented from a side view and
only head orientationwas varied in a vertical direction. The results
were in line with the predictions derived from the hypothesis
that observers implicitly assume that gaze direction and head
orientation are incongruent. Gaze direction was consistently
overestimated in both the upper and lower hemifield. Importantly,
the degree of overestimation was larger when the stimulus
contained a stronger intentional component.
From amethodological point of view, the experiments have two
implications. First, the eye movement results of both experiments
indicate that it is valid to use this paradigm in future studies.
Participant’s manual responses did not differ significantly from
the target at which they were looking before their response. The
advantage of using eye movements instead of manual responses is
that it capitalizes on the first estimate of perceived gaze direction
after stimulus onset. Indeed, measuring eye movements to the
object gazed at by the looker is amore direct overtmeasure of joint
attention (at least more direct than the manual responses used in
most other paradigms).
Second, the results of Experiment 1 have some implications
for further research on gaze perception in general. Indeed, since
body orientation has an influence on perceived gaze direction, it
is important to control for the orientation of the body in order
to disentangle the possible influence of head/eye orientation and
body orientation when the stimulus also includes the torso or full
body. One example is the study of Poppe et al. (2007). The goal of
this study was to examine the perception of head orientation in a
triadic gaze task. The stimulus also included the torso, but head
orientation was manipulated independently of body orientation.
Therefore, their results are possibly confoundedwith the influence
of body orientation on perceived gaze direction.
The main limitation of both experiments is that 2-D computer
models were used as stimuli instead of 3-D live models. Indeed,
differences have been reported between 2-D and 3-D stimuli (see
Kluttz et al., 2009, for an overview), especially for turned heads.
In the ideal case, a future study could repeat Experiment 1 with
3-D live models although this presents a lot more methodological
challenges compared to the stimuli used here. Nevertheless, this
would greatly contribute to the ecological validity of the present
study.
It should be noted that one could argue that the results we
obtained in Experiment 2 might not be specific to gaze stimul
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per se, but reflect a general overestimation effect in function
of the increasing discrepancy between the head orientation and
the body posture. Whereas a non-face control stimulus is often
employed in the gaze cueing literature to assess the reflexive
nature of the attentional shift (Frischen et al., 2007), this is almost
never done in the gaze estimation literature. The degree to which
this methodological concern impacts the current findings and
those in the gaze estimation literature more generally has to
be resolved in future studies. To our knowledge, there is one
study, however, that sheds some light on this issue. Hudson
et al. (2009) examined how perceived gaze direction impacts the
judgment of how far a an agent’s head had rotated. In this study,
a non-face control stimulus was also used. The results indicated
that, whereas an effect of perceived gaze direction was found
for the face stimuli, none was observed for the non-face control
stimuli, implying that the observed effect was specific to gaze
stimuli.
Due to the static nature of our stimuli, the overshoot effect
reported in this study is necessarily limited to implied attentional
shifts. The question remains whether the use of dynamic stimuli
(e.g., containing motion-based attentional shifts) would affect
the integration of eye/head and body information such that
qualitatively different results would be observed. For example,
dynamic stimuli might convey more information regarding the
nature and type of attentional shift of the looker which could
attenuate the overshoot effect as observed in this study for static
stimuli. Indeed, Bock et al. (2008) report that observers are quite
accurate in a triadic gaze task when they are allowed to follow the
gaze of a live model.
The results of these experiments fit best with the model
(Hietanen, 1999, 2002) proposed for how the different directional
cues of eye, head, and body orientation are integrated. From a
looker-related (allocentric) frame of reference, eye orientation
would be processed relative to head orientation and head
orientation relative to body orientation to determine whether the
looker has an averted attention. This model suggests that the
different cues are always integrated with each other in order to
determine the looker’s attention. It is possible, however, that the
extent to which these cues are integrated depends on the context.
For example, if both eye and head information already indicate
that the looker has averted his attention one can ask whether
head orientation will still be referenced to body orientation.
However, in the absence of eye information or when eye and head
orientation are congruent, it would be informative to reference
head to body orientation. The viability of this model could be
addressed by conducting an experiment in which eye, head, and
body orientation are manipulated independently. Seyama and
Nagayama (2005) conducted such a study and their findings
indicate that congruent eye–head relationships and incongruent
eye–torso relationships both trigger attentional shifts. They never
consider the head–torso relationship, however. A future study
could manipulate eye, head, and body orientation independently
to study whether there still is an influence of body orientation
when eye and head orientation are not congruent.
Conclusion
The results of this study indicate that body information is
integrated with head information to perceive where another
person is looking. In the first experiment, head and body
orientation were independently manipulated and an overshoot
effect was observed. This overshoot effect was explained in
terms of an allocentric coding mechanism for computing
another person’s gaze. This mechanism would activate a stronger
directional spatial code as the stimulus has a stronger intentional
component due to incongruent head and body orientations.
This spatial code could be exerted by the implicit assumption
that gaze direction and head orientation are not equal given an
intentional component in the stimulus. This was confirmed in the
second experiment. In the absence of horizontal eye information,
overestimation of gaze direction was larger when the intentional
component in the stimulus became stronger. These results have
implications for theoretical frameworks that explain how different
directional cues are integrated to estimate another person’s gaze.
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