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The onset of impulsive bursty reconnection at a two-dimensional
current layer
J. Fuentes-Ferna´ndez,a) C. E. Parnell, and E. R. Priest
Department of Mathematics and Statistics, University of St Andrews, North Haugh, St Andrews KY16 9SS,
United Kingdom
(Received 17 February 2012; accepted 9 May 2012; published online 3 July 2012)
The sudden reconnection of a non-force free 2D current layer, embedded in a low-beta plasma,
triggered by the onset of an anomalous resistivity, is studied in detail. The resulting behaviour
consists of two main phases. First, a transient reconnection phase, in which the current in the layer
is rapidly dispersed and some flux is reconnected. This dispersal of current launches a family of
small amplitude magnetic and plasma perturbations, which propagate away from the null at the
local fast and slow magnetosonic speeds. The vast majority of the magnetic energy released in this
phase goes into internal energy of the plasma, and only a tiny amount is converted into kinetic
energy. In the wake of the outwards propagating pulses, an imbalance of Lorentz and pressure
forces creates a stagnation flow which drives a regime of impulsive bursty reconnection, in which
fast reconnection is turned on and off in a turbulent manner as the current density exceeds and falls
below a critical value. During this phase, the null current density is continuously built up above a
certain critical level, then dissipated very rapidly, and built up again, in a stochastic manner.
Interestingly, the magnetic energy converted during this quasi-steady phase is greater than that
converted during the initial transient reconnection phase. Again essentially all the energy converted
during this phase goes directly to internal energy. These results are of potential importance for solar
flares and coronal heating, and set a conceptually important reference for future 3D studies. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4729334]
I. INTRODUCTION
Many theoretical studies of magnetic reconnection have
focused on steady-state reconnection since this is far simpler
to analyse than non-steady reconnection and because many
examples of reconnection, such as solar flares, are either
steady or have a long-time quasi-steady component lasting
for many Alfve´n travel times. In the case of the solar flare,
typically there are two intermingled components, namely, an
“impulsive” phase lasting for 100–1000 s with extremely
rapid rises and falls and substructure over a second or less
(e.g., hudson10 (Ref. 1)), and a “gradual” phase for which
the soft x-ray and Ha emission slowly rises and falls (some-
times lasting a day or more). Other examples of non-steady
reconnection include flux-transfer events at the Earth’s mag-
netopause and the process of coronal heating,2–4 for which a
prime candidate is the creation of nanoflares by reconnection
in many small rapidly forming and dissipating current sheets,
as described by Parker’s braiding theory5 or its more effec-
tive update (coronal tectonics6), which takes account of the
magnetic carpet.7
However, it is important to understand the physical na-
ture of two aspects of time-varying reconnection, namely,
transient reconnection8,9 caused by the sudden onset of an
anomalous resistivity, and so-called impulsive bursty recon-
nection,10 in which the reconnection continually either rap-
idly switches on and off or rapidly changes between slow
and fast reconnection. This last regime can occur in a manner
that is either quasi-periodic or random. The general observa-
tional consequences of these time-dependent reconnection
regimes on the Sun are either smoothly varying or impulsive
energy release (depending on the quasi-periodic timescale of
bursts), particle acceleration, and generation of waves that
propagate away from energy release sites. There are several
physical ways in which impulsive bursty reconnection could
in principle occur, one of them being closely related to a trig-
ger mechanism for transient reconnection, i.e., in response to
a magnetic diffusivity that depends on current density and
that is greatly enhanced to a turbulent value when the current
exceeds a threshold for microinstabilities. It is this mecha-
nism that we focus on in the present paper.
In practice, reconnection takes place in three dimensions
at several types of magnetic structures,11–13 namely, 3D null
points,14–18 separators,19–22 and quasi-separatrix layers
(QSL).23–26 In preparation for studying transient and impul-
sive bursty reconnection at such structures we focus here on
the simpler, but conceptually important, problem of 2D
reconnection, since the insights gained here will be invalu-
able for future 3D studies.
At two-dimensional magnetic X-points, the way magnetic
energy is converted into other forms in a steady manner has
been a subject of study for decades. On the Sun, the continu-
ous slow photospheric motions of the magnetic footpoints
feed energy to the coronal magnetic field and store it in the
form of force-free fields and current density layers.5,27,35,39
Locally within these current layers, the properties of the
plasma may trigger the onset of reconnection. For instance,
a)Author to whom correspondence should be addressed. Electronic mail:
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current layers may undergo current induced microinstabilities
creating an anomalous resistivity,28–30 which then permits the
dissipation of the current via reconnection. In this process, part
of the magnetic energy is transferred into kinetic and/or inter-
nal energy of the plasma (plus particle acceleration in kine-
matic models). This is likely to be the case in solar flares,31,32
and is a possible mechanism for coronal heating via myriads
of small-scale nano-flares.33 The onset of these instabilities, as
well as the energy partitioning, is still not well understood.
Recently, the source and the nature of energy conversion
associated with 2D spontaneous reconnection at magnetic
X-points have been considered by Longcope and Priest.8 They
make an analytical study of the fast magnetosonic waves
launched by reconnection in a current sheet after a sudden
increase in the resistivity, neglecting the effects of plasma pres-
sure. By conducting a one-dimensional analysis in which they
investigate the leading order m¼ 0 term only, they find a prop-
agating sheath of current that travels out from the null at the
local Alfve´n speed, converting the magnetic energy into kinetic
energy as it moves through the volume. Current dissipation is
then modelled by introducing a uniform diffusivity, g, which is
large enough for their dynamics to be approximated by the lin-
ear resistive magnetohydrodynamic (MHD) equations.
Their analytical solution has two distinct parts: The first is
described by a diffusion equation and the second by a propagat-
ing wave equation. As soon as the resistivity is enhanced, diffu-
sion expands the current rapidly (at a rate much quicker than
any wave travel time), and this current expansion then slows
down to the point where the speed of expansion couples to the
local fast magnetosonic (FMS) mode. From that point on, a
propagating fast wave expands outwards from the edge of the
diffusion region, carrying most of the energy converted in the
reconnection process.
Based on Longcope and Priest,8 Fuentes-Ferna´ndez et al.9
considered this same question numerically, starting from a non-
force-free numerical equilibrium obtained by Fuentes-Ferna´ndez
et al.34 through the ideal MHD evolution of a perturbed magnetic
X-point embedded in a high-beta plasma. In this equilibrium, a
thick current layer is formed at the location of the null, which
extends along the four separatrices. The current density at the
location of the null is slowly evolving in an asymptotic manner
towards an infinite time singularity, while the central current
layer becomes gradually thinner and shorter in time.
Starting from the quasi-static equilibrium described above,
Fuentes-Ferna´ndez et al.9 studied the consequences of sponta-
neous reconnection40,41 after the sudden onset of an anomalous
resistivity in a high plasma beta regime. The present study fol-
lows on from this, but instead considers a lower beta plasma
case. In order to compare and understand the differences
between the two experiments, we briefly summarise here the
key characteristics and results from Fuentes-Ferna´ndez et al.9:
(1) The amount of magnetic energy available for the recon-
nection process and the rate of conversion of this energy
depend on the value of the anomalous resistivity, in con-
trast to the steady-state reconnection models, such as
some fast reconnection regimes,10,42,43 where the rate
with which the reconnection is being driven is the same
as the actual rate with which the flux is reconnected.
(2) The resistivity rapidly diffuses the current, converting
magnetic energy into both kinetic and internal energies,
and expanding slightly the initial current layer. Most of
the transferred energy during the reconnection is directly
used to heat the plasma.
(3) By the end of the diffusion phase, the speed of expansion
of the current layer couples with the local magnetosonic
speeds and various pulses are launched out of the diffu-
sion region. These pulses transport both a plasma and a
magnetic perturbations outwards from the null. Due to
the high values of the plasma beta, the slow and fast
magnetosonic speeds are very similar, and the overall
expansion is nearly circular.
(4) The forces that are responsible for these perturbations
are such that in their wake there remains a reconnection
velocity flow pattern (inwards above and below the null
and outwards to the sides).
The numerical relaxation of magnetic fields and plasmas
driven by physical viscous forces to form the current layer
equilibrium field is complex and computationally demand-
ing. In the past, several people have used a fictitious damping
mechanism in magneto-frictional codes. In addition, numeri-
cal resolution is a tough problem that has to be faced when
doing numerical simulations. In our particular case, the
smaller the plasma pressure, the thinner the current structures
will become, and hence, the better the resolution needs to be.
There have been a number of studies of 2D current sheet for-
mation and current singularities using AMR (adaptive mesh
refinement) codes.44,45 Our approach here is to use the same
code as Fuentes-Ferna´ndez et al.,9,34 with a high resolution
homogeneous grid, and to focus on the nature of the subse-
quent reconnection process, rather than the formation of the
singularity, which would require higher resolution.
The paper is structured as follows. In Sec. II, we briefly
describe the numerical code and state the equations govern-
ing the evolution of the system. In Sec. III, we present the
initial non-resistive evolution of the field, and the formation
of a thin current layer at the location of the null, which
serves as a starting point for the reconnection experiments,
described in Sec. IV. Finally, we end with a summary and
some discussion in Sec. V.
II. NUMERICAL SCHEME AND SETUP
For the numerical experiments studied in this paper, we
have used Lare2D,46 a staggered Lagrangian-remap code with
user controlled viscosity and resistivity, that solves the full
MHD equations. The staggered grid is used to build conserva-
tion laws and maintains r  B ¼ 0 to machine precision, by
using the Evans and Hawley’s constrained transport47 method
for the magnetic flux.
The numerical code uses the normalised MHD equations
where the normalised magnetic field, density, and lengths,
x ¼ Lx^ ; y ¼ Ly^ ; B ¼ BnB^ ; q ¼ qnq^ ;
imply that the normalising constants for pressure, internal
energy, current density, and plasma velocity are, respectively,
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pn ¼ B
2
n
l
; en ¼ B
2
n
lqn
; jn ¼ BnlL ; and vn ¼
Bnﬃﬃﬃﬃﬃﬃﬃ
lqn
p :
The subscripts n indicate the normalising constants, and the
hat quantities are the dimensionless variables used in the
code. The expression for the plasma beta can be obtained
from this normalization as
b ¼ 2p^
B^
2
:
In this paper, we will work with the normalised quantities,
but the hat is removed from the equations for simplicity.
The (normalised) equations governing our MHD proc-
esses are
@q
@t
þ $  ðqvÞ ¼ 0 ; (1)
q
@v
@t
þ qðv  $Þv ¼ $pþ ð$ BÞ  Bþ F ; (2)
@p
@t
þ v  $p ¼ cp$  vþ H þ j
2
r
; (3)
@B
@t
¼ $ ðv BÞ þ gr2B ; (4)
where g is the magnetic diffusivity (which, in the normalised
equations, equals the resistivity), F and H are the terms for
the viscous force and viscous heating, and j2=r is the ohmic
dissipation. The internal energy, e, is given by the ideal gas
law, p ¼ qeðc 1Þ, with c ¼ 5=3.
Magnetic field lines are line-tied at the four boundaries
and all components of the velocity are set to zero on the
boundaries. The other quantities have their derivatives per-
pendicular to each of the boundaries set to zero. This means
that there are no losses of mass or energy through the boun-
daries, so these two quantities are conserved in the experi-
ment, to within numerical error.
Finally, the time unit used in our numerical results is the
fast mode crossing time, tF, i.e., the time for a fast magneto-
sonic wave to travel from the null (y¼ 0) to the top
(y¼ 0.35) or bottom boundary. This time is calculated ana-
lytically as
tF ¼
ðy¼0:35
y¼0
dy
cFðyÞ ; (5)
where cFðyÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2A þ c2s
p
is the local fast magnetosonic
speed.
III. NON-RESISTIVE VISCOUS RELAXATION
By setting g ¼ 0 (and r!1) in Eqs. (1) to (4) above,
we can eliminate the last terms of Eqs. (3) and (4), obtaining
the non-resistive MHD equations with which no reconnec-
tion is permitted, leaving aside numerical effects.
The initial state for the non-resistive experiment is a
hyperbolic X-point, Az ¼ ðx2  y2Þ=2, squashed in the verti-
cal y-direction by a given amount (1 h) times the height of
the original system, such that the flux function of the initial
state is given by
Azðx; y; 0Þ ¼ 1
2
x2  y
2
h2
 
: (6)
The squashing creates a uniform current density whose only
non-zero component is
jzðx; y; 0Þ ¼ 1
h2
 1 : (7)
The squashing is characterised by the height of the box, nor-
malised to the original height, h. The initial plasma pressure
p0, is set to a constant everywhere, such that the initial sys-
tem is not in equilibrium. There are no initial flows in the
domain.
For the experiment studied in this paper, the height of the
box is h¼ 0.7; the initial background values of the current
density and the plasma pressure are, respectively, j0 ¼ 1:04
and p0 ¼ 0:05; and the viscosity is isotropic and has a value
of  ¼ 0:0001. The resolution of the numerical grid is
3072 3072, which uniformly covers the domain extending
from 0.5 to 0.5 in the x-direction and 0.35 to 0.35 in the
y-direction.
The dynamical evolution of the system, driven by the
viscous forces, concentrates the current density in a thin and
elongated current layer at the location of the null point, as
seen in Fig. 1(a). The vast majority of the total current den-
sity in the final equilibrium state is confined to the central
layer, whose width is less than the size of a numerical grid-
cell. Hence, for a small background plasma pressure, we are
no longer able to resolve the current structures, in contrast
with the larger plasma pressure experiments in Fuentes-
Ferna´ndez et al.34 In addition to the main current layer, a sig-
nificant current density extends along the separatrices, as
already mentioned in previous non-force-free studies.34,36–38
But this time, in low value plasma pressure case, a different
scenario is found, in which the length of the central current
layer is well defined (Fig. 1(b)), and the current along the
separatrices is only 0.1% of the value of the peak current
(Fig. 1(b)).
By the end of the viscous relaxation, the system has
entered an asymptotic regime and is heading towards an
infinite-time singularity owing to tiny residual forces which
very slowly build up the current at the central layer (for a
detailed discussion of this behaviour, see Fuentes-Ferna´ndez
et al.34). In Fig. 2(a), we show the time evolution of the peak
current density (i.e., the current density at the null), for two
experiments with different numerical resolution, namely
30722 and 51202. The same qualitative behaviour is
observed, although the growth rate of the singularity is larger
for the highest resolution. This is due to the fact that the cen-
tral current layer is not well resolved in width. Although
both current layers contain the same total current, the higher
resolution experiment has a thinner current sheet, and hence,
a larger peak current. Fig. 2(a) shows the infinite-time singu-
larity being formed, but the value of the growth rate is not
physical, due to the resolution problem. This problem did
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not arise in experiments with higher background plasma
pressure values,34 which allow the current structures to be
thicker (thus, resolvable) but shorter.
In Fig. 2(b), we show the time evolution of the length of
the current sheet, calculated as the full width at half maxi-
mum, for the same two resolutions as in Fig. 2(a). The over-
all behaviour is the same for both experiments. During the
first part of the evolution (i.e., the viscous relaxation), the
central current layer gets more elongated as time elapses.
However, when the viscous forces stop acting, and the field
enters the asymptotic regime, then the length of the current
layer starts decreasing. This is in agreement with the results
from Fuentes-Ferna´ndez et al.,34 where the initial current
layers were well resolved. The length of the central current
layers follows a negative power law with slope 0.05 (Fig.
2(b)).
In contrast with the force-free scenarios studied analyti-
cally in the past,10,48 where the magnetic field is believed to
collapse towards a long and thin current sheet, here, the
effect of the plasma pressure is to drive an infinite-time sin-
gularity by concentrating the current at the location of the
null, causing the current layer to change its shape, hence
reducing its length gradually.
IV. RECONNECTION EXPERIMENT
The non-force-free quasi-equilibrium state found above
is the starting point for our reconnection experiment. The
equations governing the evolution of the field are now the
full MHD equation set given by Eqs. (1) to (4). The resistiv-
ity is anomalous. It vanishes below a critical value of the cur-
rent density, jcrit, and is constant above it,
g ¼ 0 if jz < jcrit ;
g0 if jz  jcrit :
(
(8)
This approach allows diffusion only about the null, where
the current density is large. For the experiment analysed
here, we have chosen jcrit ¼ 40 and g0 ¼ 0:001. The esti-
mated numerical diffusivity, due to the finite grid resolution,
is 0.0001. In the absence of the enhanced diffusivity, the cur-
rent layer would keep evolving slowly in time becoming
shorter and thinner, with its peak current increasing until the
onset of the numerical diffusion through which reconnection
would occur resulting in a decrease in peak current. No such
reduction in the peak current is evident during the formation
of the initial equilibrium; thus, we are confident that the
experiment has not reached the numerical diffusion limit.
A. Energetics
In Fig. 3, we show the changes in magnetic, internal,
and kinetic energies, normalised to the value of the initial in-
ternal energy, and the ratio of the change in kinetic energy to
the change in internal energy. Note, that the kinetic energy is
zero in the initial equilibrium state. In Fig. 4, we show the
time evolution of the viscous and ohmic heating, and the cur-
rent density and flux function at the location of the null. In
all these plots, the time interval shown extends from the
moment the reconnection starts until the instant that a fast
magnetosonic pulse, launched from the null at t=tF ¼ 0,
arrives at the upper boundary (t=tF ¼ 1).
We may divide the evolution of the system into two
parts. The first extends from t=tF ¼ 0 to when the null cur-
rent density first decreases to the critical value jcrit ¼ 40
(t=tF  0:014), below which there is no diffusion. This first
energetic phase is associated with the transient diffusion,
FIG. 1. Plots of (a) the current density map and magnetic field lines, and (b) a horizontal cut of current density along the x-axis of the central current layer, in
the non-force-free equilibrium state reached after the non-resistive relaxation. In (a), the current levels have been cut-off at jz ¼ 50 in order to see the extension
along the four separatrices.
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FIG. 2. Time evolution of (a) the null current density and (b) the length of the
central current (full width half maximum), for two experiments with different
numerical resolution. In (b), the dashed line is a power law with slope0.05.
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which eliminates the pronounced current density peak
obtained in the previous ideal relaxation (this is studied in
Sec. IV B). Right after the transient reconnection phase, the
system enters a quasi-steady state in which reconnection
seems to keep occurring at the null (as indicated by the flux
function in Fig. 4(d)), but in a chaotic manner, as shown by
the behaviour of the null current density and the ohmic heat-
ing (Figs. 4(b) and 4(c), respectively). This impulsive bursty
reconnection (studied in Sec. IV D) is produced by a contin-
uous build-up of current density at the null in an environment
with an anomalous resistivity that switches off below a given
critical value of the current density.
During the first reconnection phase, we can see the sud-
den decrease of magnetic energy (Fig. 3(a)), due to transient
magnetic reconnection occurring at the null, which is
directly transferred into both internal (Fig. 3(b)) and kinetic
energies (Fig. 3(c)). The relative changes of energy follow a
power law distribution. These changes in energy are very
small, due to the very narrow initial diffusion region, which
only allows a small amount of magnetic flux to be recon-
nected within the transient diffusion phase. However, the
subsequent impulsive bursty phase is shown to convert much
more magnetic energy in the long term, both into internal
and kinetic energies, and it does it faster than by following a
simple power law. This impulsive bursty regime is not pres-
ent in the high beta case,9 as will be discussed in Sec. IV D.
The ratio of converted internal energy to kinetic energy
(Fig. 3(d)) in the transient phase is surprisingly small (about
0.01), and increases rapidly to a value of 0.1 by the end of
the experiment. Therefore, most of the released magnetic
energy directly heats the plasma, in contrast with past stud-
ies8 where plasma pressure effects were neglected.
In Figs. 4(a) and 4(b), we show the time evolution of the
integrated viscous and ohmic heating, respectively. As indi-
cated by the energy partitioning, the viscous damping term,
caused by the dissipation of the kinetic energy, is much smaller
than the ohmic heating coming directly from the magnetic field
dissipation. The impulsive bursty phase shows a complex non-
smooth pattern which will be evaluated later, in Sec. IV D.
B. Transient phase
The onset of an anomalous resistivity produces a sudden
reconnection, which very quickly diffuses the current density
below the level given by jcrit. During this transient phase, the
current density and the flux function at the null point
decrease following a power law of the form c ðt=tFÞ0:5 (see
Figs. 4(c) and 4(d), respectively).
We want to determine the dependence of this diffusion
rate on the value of the resistivity. But first, we consider the
diffusion of a 1D current sheet given by a magnetic field
B ¼ Bðx; tÞ ez, with
FIG. 3. Time evolution of the different energies of the system, after the reconnection has begun, with logarithmic axes. Showing, the change in (a) magnetic,
(b) internal, and (c) kinetic energy. In (d), we show the ratio of the change in kinetic energy to the change in internal energy. Note, that the initial kinetic energy
is zero. The initial values of magnetic energy and internal energy are 0.08 and 0.06, respectively. The vertical dotted line indicates the time at which the diffu-
sive regime finishes.
FIG. 4. Logarithmic time evolution of (a) the viscous heating, (b) the ohmic heating, (c) the current density at the null, and (d) the flux function at the null.
The vertical dotted line indicates the time where the null current density goes below the level of jcrit ¼ 40 (the dotted horizontal lines in (c)), i.e., where the dif-
fusive regime finishes. For the null current density and flux function (c and d), the diffusive behaviour is modelled with a function of the form c ðt=tFÞd , with
d¼ 0.5 in both cases.
072901-5 Fuentes-Ferna´ndez, Parnell, and Priest Phys. Plasmas 19, 072901 (2012)
Downloaded 22 Aug 2013 to 138.251.14.57. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://pop.aip.org/about/rights_and_permissions
Bðx; 0Þ ¼ B0; if x > 0 ;B0; if x < 0 :
(
The generic solution to the diffusion equation, @B=@t
¼ gr2B, for small values of jxj, is
Bðx; tÞ ¼ B0 erf xﬃﬃﬃﬃﬃﬃ
4gt
p
 
 B0 xﬃﬃﬃﬃﬃﬃﬃpgtp :
Therefore, assuming j ¼ jðx; tÞ ey and B ¼ @A=@x, we get
jð0; tÞ ¼ 1
g
@B
@x
 1ﬃﬃﬃﬃ
gt
p ; (9)
Að0; tÞ ¼ 
ð0 ﬃﬃﬃﬃﬃ
pgt
p B dx 
ﬃﬃﬃﬃ
gt
p
: (10)
Now, to determine the functionality of our numerical solu-
tion with resistivity, we run a series of experiments for four
different values of g0. In Fig. 5, we show plots of the null
flux function and the null current density during the transient
reconnection phase, for 6 different experiments with g0 rang-
ing from 0.0002 to 0.0012. Each of these plots is modelled
with a function of the form
Anull ¼ bðg0Þ ðt=tFÞ0:5 ¼ mb
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0 t=tF
p
; (11)
jnull ¼ cðg0Þ ðt=tFÞ0:5 ¼
mcﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0 t=tF
p ; (12)
in an equivalent manner as in Eqs. (9) and (10). Note, that
the experiment is different from the analytical study in Long-
cope and Priest,8 in which they consider the solution of the
current in an infinitesimally thin wire, as jnull ¼ C0=ð2g0tÞ.
It is clear from Fig. 5 that the diffusion time depends on
the value of the resistivity. This diffusion time may be calcu-
lated as the time that the current takes to reach a specific
value of jnull, for all the different values of g0. This calcula-
tion results in an expression of the form tD ¼ jg10 , i.e., the
diffusion time is inversely proportional to the value of the
resistivity.
Combining now Eqs. (11) and (12), we find
dAnull
dt
¼ n g0 jnull ¼ 0:17 g0 jnull : (13)
If during this transient phase, the current at the null had
decreased purely due to the reconnection, then, n should
have the value of 1. Instead, reconnection accounts for just
17% of the change in current density at the null. The other
83% is a result of the rapid and very localised dispersal of
the peak current density. Under the effects of an anomalous
resistivity, this leads to a decrease in the total reconnection
occurring during the initial transient phase.
On the other hand, the rate of the transient reconnection
is completely independent of the critical current, jcrit. This
means that the duration of the reconnection increases as jcrit
decreases. This has been established numerically by running
experiments with different values of jcrit. The initial current
density diffusion and transient reconnection occur indistin-
guishably for all cases, apart from their duration: The value
of the critical current defines only the instant at which this
reconnection phase finishes.
C. Wave initiation and propagation
Immediately after the short diffusive phase, various
magnetosonic waves are launched in all directions. In Figs.
6(a)–6(c), we show contour plots of perturbations in current
density, plasma pressure, and magnitude of the velocity, for
three different times during the propagation of the wave
pulses, namely at t ¼ 0:18tF; t ¼ 0:47tF, and t ¼ 0:82tF.
In the first time frame (left column in the plot), we see
that a pair of planar current density pulses is launched from
the top and the bottom of the diffusion region, each of these
carrying a positive and a negative component of current.
The plasma pressure map in the same frame shows a nega-
tive perturbation (deficit) which corresponds to the planar
current density perturbation described before. In addition,
we can see two semicircular positive pulses coming from
the left and right edges of the diffusion region. The out-
wards propagation of these pulses can be clearly seen from
the velocity map. Here, a negative pressure perturbation
corresponds to an inwards velocity field, and a positive
pressure perturbation corresponds to an outwards velocity
field. Note the circular shape of the pulses coming from the
two vertices.
FIG. 5. Logarithmic plots of the null flux function (top) and null current
density (bottom), for the initial transient reconnection phase, for six experi-
ments with different values of the resistivity, g0, ranging from 0.0002 to
0.0012 (from left to right in the plots). All these are modelled with functions
of the form Anull ¼ bðg0Þðt=tFÞ0:5 and jnull ¼ cðg0Þðt=tFÞ0:5. Then, the func-
tions bðg0Þ and cðg0Þ are plotted (top and bottom inserts, respectively), again
using logarithmic axes, showing further power laws as a function of g0.
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In an attempt to track the propagation speed of these
structures, we have added four symbols in the current density
and plasma pressure maps. Black dots move radially at the
local fast magnetosonic speed, one upwards from the null
point (marked with an “x”), and two from the right edge of
the diffusion region (also marked with an “x”), moving hori-
zontally and diagonally (at an angle of 45). The diamond
moves at the local slow magnetosonic speed, from the right
edge of the diffusion region, moving at an angle of 45.
In the second time frame (center column in the plot), we
see how the propagating pulses of current density have
decayed in amplitude. The two semi-circular pulses, as can
be seen from the pressure and velocity plots, are losing their
radial symmetry, and instead, the horizontal motion seems to
be faster than the diagonal one. Looking at the third time
frame and comparing the position of the wave front with the
black dots and the diamond, we can conclude that both the
vertical and the horizontal propagations (that move across
the magnetic field lines) are moving with the fast magneto-
sonic speed. In contrast, the diagonal propagations (that
move roughly along the magnetic field lines) move with the
slow magnetosonic speed, as one might expect for such a
non-uniform magnetic field configuration.
The whole domain is squashed in the vertical direction,
and the plasma pressure is greater above and below the diffu-
sion region than it is to the left and right of it. Thus, the fast
magnetosonic speed grows faster in the vertical than in the
horizontal direction. Hence, despite the fact that the initial
overall wave structure is elongated in the x-direction, its ge-
ometry changes such that, finally, it is more elongated in the
vertical y-direction.
In order to evaluate the damping of the propagating
pulses, in Fig. 7, we show horizontal and vertical cuts of
both the current and the plasma pressure perturbations, for
seven different times over the propagation of the wave,
before it reaches any of the boundaries of the system. For all
cases, we have fitted an envelope of the form a ebr, in ac-
cordance with the standard Fourier solution for a damping
wave. The damping rates obtained are all very similar to
each other and show a clear fading of the waves as they
move throughout the domain. This fading may be due to two
effects. First, the perturbations expand in area as they travel,
FIG. 6. Contour plots of (a) current density perturbation, (b) plasma pressure perturbation, and (c) velocity field (where red arrows indicate the direction of the
velocity vector field at each point), with isotropic axes. In order to show the expanding motion of the pulses, we show three different times, namely t ¼ 0:18tF
(left), t ¼ 0:47tF (center), and t ¼ 0:82tF (right). Black dots move radially at the local fast magnetosonic speed, from the null point and from the edge of the
diffusion region (starting points are marked with an “x”). The diamond moves at the slow magnetosonic speed, radially from the edge of the diffusion region.
Note that the pressure bar values are to be multiplied by 103.
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so they decrease in amplitude. Second, the viscous terms act
to slowly convert kinetic energy into internal energy of the
system. This effect is not really significant as an overall con-
tribution to the internal energy of the system (see Figs. 4(a)
and 4(b)). Therefore, in contrast with the results from the
experiment by Longcope and Priest,8 the propagating wave
does not release a significant amount of energy away from
the null. This is due to the fact that the initial amount of mag-
netic energy used in accelerating the plasma in the form of
different magnetosonic waves is much smaller than the
energy used in direct heating.
D. Impulsive bursty reconnection
The energy plots in Fig. 3 show a further energy conver-
sion after the initial transient phase (at t  0:02tF), which
takes place in a completely new and different regime. This
new phase is somewhat more chaotic than the first phase, as
can be seen from the ohmic heating (Fig. 4(b)) and the null
current density (Fig. 4(c)).
When the null current density has reached the critical value,
jcrit, the resistivity switches off and reconnection stops. Never-
theless, the outward propagation of the magnetosonic waves,
created by the initial rapid diffusion, leaves behind a reconnec-
tion flow (inwards at the top and bottom and outwards to the left
and right), which drives a new regime of reconnection. This pro-
cess evolves by constantly concentrating the current density at
the null point during a short period of ideal evolution, and then
quickly diffusing it, allowing a small amount of flux to be recon-
nected. The process repeats itself indefinitely in a random man-
ner, reconnecting the field slowly, and in small sections. Hence,
from this point, the null current density oscillates up and down,
as the ohmic heating rises and falls at the same rate. This recon-
nection process is different from the first phase, as it is now
driven by an actual reconnection flow and occurs in a quasi-
steady manner. This type of reconnection is referred to as impul-
sive bursty reconnection.10
This impulsive bursty regime is a natural consequence
of the reconnection-type forces left behind by the propagat-
ing waves, which build up the remaining current at the loca-
tion of the null, combined with our choice of anomalous
resistivity, which enables the possibility of switching the
reconnection on and off in a continuous manner. Note that
this impulsive bursty phase was not found in the higher
plasma beta experiments9 and is also not found if a uniform
instead of an anomalous resistivity is used. Hence, such a re-
gime only occurs when (i) the microscopic properties of the
plasma are favorable to induce an anomalous resistivity and
(ii) the plasma pressure and the initial current accumulation
are such that the return reconnection flows are strong enough
to drive the initiation of the impulsive bursty reconnection.
In Fig. 8, we show the ohmic heating and the null cur-
rent density during the impulsive bursty regime. The oscilla-
tion in both magnitudes is continuous, but does not show a
well defined period. The application of a FFT (Fast Fourier
Transform) indicates no dominant frequency, since the oscil-
lations are stochastic. In future, a quantitative study of the
impulsive bursty reconnection period is planned.
On the other hand, although the reconnection is not con-
tinuous, it always happens in the same direction, so that the
overall change in flux function at the null is a monotonically
decreasing function of time. The evolution of the null flux
function is shown in Fig. 9, for different values of both the
resistivity, g0, and the critical current, jcrit. In all cases, the
flux function is modelled with a function of the form
Anull ¼ aðg0; jcritÞ ebðg0;jcritÞt=tF : (14)
FIG. 7. One-dimensional plots of the
current density perturbation (top) and the
plasma pressure perturbation (bottom)
along the x-axis and the y-axis (left and
right, respectively). A range of different
times are overplotted, in order to show
the propagation of the perturbations both
in the horizontal and in the vertical
directions. In each case, the damping of
the pulses is modelled with an envelope
of the form a ebr (red dashed lines),
where r can be either x or y. The damp-
ing rates are shown in the figure.
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Experimentally, it is found that both a and b increase monot-
onically with g0 and decrease monotonically with jcrit.
Overall during this impulsive bursty phase, although the
reconnection happens slowly at first, the long duration of this
phase means more magnetic energy is converted than during
the initial transient reconnection phase (as can be seen from
Fig. 3). An obvious question that arises is whether this recon-
nection diffuses all the current at the null point in a finite
amount of time. The answer is not obvious and needs to be
investigated further.
V. DISCUSSION
A. Comparison with the high-beta scenario
The experiment undertaken in Sec. IV follows on from
the study of Fuentes-Ferna´ndez et al.9 The main difference
between the two experiments is the background plasma pres-
sure in which the non-resistive relaxation of the magnetic
X-point evolution towards the formation of a current layer
occurs. The initial state for the reconnection experiments in
both cases is a current layer in a non-force-free equilibrium,
with current extended along the separatrices, held by a non-
zero plasma pressure gradient which is positive inside the
cusps and negative outside the cusps. Here, we compare the
low-beta (this paper) and the high-beta experiments.9
The key differences between the initial states of the two
experiments are the dimensions and amplitude of the central
current layer, which in the low-beta scenario is much thinner
and more elongated with a peak of about 60 times larger
than in the low beta case. Also, the fast and slow magneto-
sonic speeds in the low-beta case have different local values,
while they have effectively the same speed in the high-beta
case, and hence, are indistinguishable.
These aspects lead to a different structure and evolution
for the pulses propagating out from the central diffusion
region. The main similarities and differences in the results of
the two experiments are as follows:
(1) In both cases, the converted kinetic energy is much
smaller (of the order of 1%) than the converted internal
energy. Hence, the magnetic energy mainly causes
ohmic heating of the plasma.
(2) In both cases, there are initially four main propagating
pulses. Two planar pulses come from the top and bottom
of the diffusion region, carrying a deficit in plasma pres-
sure and an inwards velocity flow. Two circular pulses
come from the left and right vertices, carrying an excess
in plasma pressure and an outwards velocity flow.
(3) In both cases, the magnetic field perturbation (i.e., the
current perturbation) shows a dominating m¼ 4 mode,
with a leading positive current front for the vertical and
horizontal propagations across the field lines, and a lead-
ing negative current front for the diagonal propagation
along the field lines. These structures create (or are cre-
ated by) the required forces for a typical reconnection
flow (see Fig. 8 in Fuentes-Ferna´ndez et al.9).
(4) In the low-beta case, the main conversion of energy
occurs in the impulsive bursty phase rather than the ini-
tial transient phase. The impulsive bursty regime did not
take place in the high-beta scenario, because the forces
created by the reconnection flow were too small.
(5) In the low-beta case, the amplitude of the outgoing mag-
netic perturbations is about 105 times larger than in the
high-beta case.
(6) In the low-beta case, the structure of the overall perturba-
tion is highly asymmetric, and its geometry changes with
time, while the overall structure of the high-beta case
perturbation remains quasi-circular. This is due to two
factors. In the low-beta case, (i) the initial diffusion
region is much more elongated, and (ii) the speeds of
FIG. 8. Time evolution of (a) ohmic heating and (b) the null current density,
for the time interval 0:4 < t=tF < 0:8.
FIG. 9. Plots of the null flux function, Anull, during the impulsive bursty re-
gime, for different experiments varying the value of g0 (left) and of jcrit
(right). All the curves are fitted by a function of the form Anull ¼ aebt=tF
(dashed red), where both a and b depend on the two parameters, g0 and jcrit.
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propagation are different inside and outside the cusps. In
contrast, in the high-beta case, the slow and fast magne-
tosonic speeds take roughly the same value everywhere.
B. Final conclusions
Together with Fuentes-Ferna´ndez et al.,9 we have pre-
sented numerical studies on the rapid dissipation of a non-
force-free current sheet, a non-trivial equilibrium obtained
after the MHD viscous relaxation of a perturbed magnetic
X-point.
The first important result is that, regardless of the initial
energy and plasma state, the converted magnetic energy via
reconnection goes almost entirely to direct heating of the sur-
rounding plasma. Only a small portion is converted into ki-
netic energy, accelerating a complex pattern of fast and slow
magnetosonic waves outwards from the diffusion region.
Moreover, the amplitude of these waves is such that their lat-
ter dissipation via viscous damping, far from the null, is not
important for the overall heating of the plasma.
However, under the assumptions of an anomalous resis-
tivity, over a longer time, the reconnection in the initial tran-
sient phase is not the only contribution to the heating of the
surrounding plasma. Subsequently, the system around the
null point enters a reconnection regime in which the recon-
nection flows themselves accumulate the current at the null
bringing it to the values above the critical level (which marks
the level above which the resistivity switches on), causing a
subsequent reconnection and repeating the process indefi-
nitely. This impulsive bursty reconnection occurs in a contin-
uous chain of reconnection events, which are able to transfer
a higher amount of energy to the plasma than the initial
spontaneous phase. However, this reconnection is stochastic
and, due to numerical constraints, a quantitative parameter
study is not possible with our present set up. The impulsive
bursty reconnection regime described in this paper requires
an anomalous resistivity, together with strong enough mag-
netic and plasma perturbations, such that the remaining
reconnective flows can drive its initiation. Under this
assumprions, in some realistic low-beta scenarios such as in
the solar corona, this may be a plausible mechanism for the
continuous release of magnetic energy.
A small amount of the energy released in the transient
reconnection phase is transferred into kinetic energy, gener-
ating waves that travel out from the null at the local fast and
slow speeds. These waves propagate with high-order modes,
showing a complex family of fast and slow magnetosonic
pulses, visible both in the plasma pressure and in the mag-
netic field. In a low plasma beta environment surrounding a
magnetic null point, the magnetic field (current density) per-
turbation is larger than the plasma perturbation. Also, if the
initial current layer is long enough, the two main planar
pulses travelling in the direction perpendicular to the current
layer become the dominant contribution and carry most of
the kinetic energy released during the reconnection.
In a non-force-free reconnection scenario caused by the
sudden onset of an anomalous resistivity, magnetic recon-
nection may be a contribution to heating the local plasma.
This plasma heating occurs directly by ohmic heating first
during a transient spontaneous reconnection phase and then,
to a greater extent, in the long term release during an impul-
sive bursty reconnection phase. The continual reconnection at
the null is similar to that of Longcope and Priest,8 who
obtained a persistent electric field at the X-point, which con-
tinues flux transfer without accomplishing a significant energy
dissipation. Nevertheless, our case is different in nature,
mostly due to our anomalous resistivity, since it permits a fur-
ther larger energy transfer than in the initial transient phase.
The consequences of the present study, together with
Fuentes-Ferna´ndez et al.,9 are of potential importance for
flare and coronal heating, since it has been shown that the
current layer formation in the solar atmosphere (due to, for
example, motions of the photospheric footpoints of the mag-
netic field lines) can lead to spontaneous and driven null-
point reconnection, as a source for direct plasma heating, in
non-zero beta environments, plus a small contribution to
accelerating waves out from the diffusion region, whose
overall energetic consequences are insignificant (under the
assumptions taken in this paper). Similar experiments for
three-dimensional magnetic null point reconnection are to be
carried out as a natural continuation of the present study.
ACKNOWLEDGMENTS
The authors would like to thank Professor A. W. Hood,
Professor D. W. Longcope, and Dr. I. De Moortel for many
useful discussions, good ideas, and meaningful contributions
to the present research. Computations were carried out on
the UKMHD consortium cluster funded by STFC and SRIF.
J.F.F. is funded from the St. Andrews Rolling Grant (ST/
H001964/1). E.R.P. gratefully acknowledges support from
the Leverhulme Trust.
1H. S. Hudson, Heliophysics: Space Storms and Radiation: Causes and
Effects (Cambridge University Press, 2010), pp. 123–157.
2R. W. Walsh and J. Ireland, Astron. Astrophys. Rev. 12, 1–41 (2003).
3J. A. Klimchuk, Sol. Phys. 234, 41–77 (2006).
4A. W. Hood, Coronal Heating, Lecture Notes in Physics Vol. 793
(Springer-Verlag, Berlin, 2010), p. 109.
5E. N. Parker, Astrophys. J. 174, 499–510 (1972).
6E. R. Priest, J. Heyvaerts, and A. M. Title, Astrophys. J. 576, 533–551 (2002).
7C. J. Schrijver, A. M. Title, A. A. Van Ballegooijen, H. J. Hagenaar, and
R. A. Shine, Astrophys. J. 487, 424–436 (1997).
8D. W. Longcope and E. R. Priest, Phys. Plasmas 14, 122905 (2007).
9J. Fuentes-Ferna´ndez, C. E. Parnell, A. W. Hood, E. R. Priest, and D. W.
Longcope, Phys. Plasmas 19, 022901 (2012).
10E. R. Priest and T. G. Forbes, J. Geophys. Res. 91, 5579–5588 (1986).
11K. Schindler, M. Hesse, and J. Birn, J. Geophys. Res. 93, 5547–5557 (1988).
12E. R. Priest and V. S. Titov, Philos. Trans. R. Soc. London 335,
2951–2992 (1996).
13D. W. Longcope, Living Rev. Solar Phys. 2, 1–72 (2005).
14D. I. Pontin, G. Hornig, and E. H. Priest, Geophys. Astrophys. Fluid Dyn.
98, 407–428 (2004).
15D. I. Pontin, G. Hornig, and E. H. Priest, Geophys. Astrophys. Fluid Dyn.
99, 77–93 (2005).
16A. K. Al-Hachami and D. I. Pontin, Astron. Astrophys. 512, A84 (2010).
17D. I. Pontin, A. K. Al-Hachami, and K. Galsgaard, Astron. Astrophys.
533, A78 (2011).
18E. R. Priest and D. I. Pontin, Phys. Plasmas 16, 122101 (2009).
19D. W. Longcope and S. C. Cowley, Phys. Plasmas 3, 2885–2897 (1996).
20D. W. Longcope, Phys. Plasmas 8, 5277–5289 (2001).
21A. L. Haynes, C. E. Parnell, and K. Galsgaard, Proc. R. Soc. London, Ser.
A 463, 1097–1115 (2007).
072901-10 Fuentes-Ferna´ndez, Parnell, and Priest Phys. Plasmas 19, 072901 (2012)
Downloaded 22 Aug 2013 to 138.251.14.57. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://pop.aip.org/about/rights_and_permissions
22C. E. Parnell, A. L. Haynes, and K. Galsgaard, J. Geophys. Res. 115, 2102
(2010).
23E. R. Priest and P. De´moulin, J. Geophys. Res. 100, 23,443–23,463
(1995).
24P. De´moulin, J. C. He´noux, E. R. Priest, and C. H. Mandrini, Astron.
Astrophys. 308, 643–655 (1996).
25P. De´moulin, L. G. Bagala, C. H. Mandrini, J. C. He´noux, and M. G.
Rovira, Astron. Astrophys. 325, 305–317 (1997).
26G. Aulanier, E. Pariat, P. De´moulin, and C. R. Devore, Sol. Phys. 238,
347–376 (2006).
27A. A. van Ballegooijen, Astrophys. J. 298, 421–430 (1985).
28A. A. Galeev and R. Z. Sagdeev, in Handbook of Plasma Physics, edited
by A. A. Galeev and R. N. Sudan (North Holland, Amsterdam, 1984), Vol.
2, pp. 271–303.
29M. A. Raadu and J. J. Rasmussen, Astrophys. Space Sci. 144, 43–71 (1988).
30M. Yamada, H. Ji, S. Hsu, T. Carter, R. M. Kulsrud, N. Bretz, F. Jobes, Y.
Ono, and F. W. Perkins, Phys. Plasmas 4, 1937–1944 (1997).
31S. K. Antiochos and P. A. Sturrock, Astrophys. J. 254, 343–348 (1982).
32M. Ba´rta, J. Bu¨chner, M. Karlicky´, and J. Ska´la, Astrophys. J. 737, 24 (2011).
33K. Galsgaard and A˚. Nordlund, J. Geophys. Res. 101, 13445–13460
(1996).
34J. Fuentes-Ferna´ndez, C. E. Parnell, and A. W. Hood, Astron. Astrophys.
536, A32 (2011).
35I. J. D. Craig, Astron. Astrophys. 283, 331 (1994).
36L. Rasta¨tter, A. Voge, and K. Schindler, Phys. Plasmas 1, 3414 (1994).
37I. J. D. Craig and Y. E. Litvinenko, Phys. Plasmas 12, 032301 (2005).
38D. I. Pontin and I. J. D. Craig, Phys. Plasmas 12, 072112 (2005).
39R. M. Green, “Modes of annihilation and reconnection of magnetic fields,”
Stellar and Solar Magnetic Fields, edited by R. Lust (IAU Symposium,
1965), Vol. 22, p. 389.
40D. W. Longcope and H. R. Strauss, Astrophys. J. 426, 742–757 (1994).
41I. J. D. Craig and S. M. Henton, Astrophys. J. 434, 192–199 (1994).
42H. E. Petschek, Magnetic Field Annihilation (NASA Special Publication,
1964), Vol. 50, p. 425.
43D. Biskamp, Magnetic Reconnection in Plasmas (Cambridge University
Press, 2000).
44H. Friedel, R. Grauer, and C. Marliani, J. Comp. Phys. 8001 (1996).
45R. Grauer and C. Marliani, Phys. Plasmas 5, 25441 (1998).
46T. D. Arber, A. W. Longbottom, C. L. Gerrard, and A. M. Milne, J. Comp.
Phys. 171, 151–181 (2001).
47C. R. Evans and J. F. Hawley, Astrophys. J. 332, 659–677 (1988).
48I. Klapper, Phys. Plasmas 5, 910 (1997).
072901-11 Fuentes-Ferna´ndez, Parnell, and Priest Phys. Plasmas 19, 072901 (2012)
Downloaded 22 Aug 2013 to 138.251.14.57. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://pop.aip.org/about/rights_and_permissions
