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Abstract
Given a conformal QFT local net of von Neumann algebras B2 on the two-dimensional
Minkowski spacetime with irreducible subnet A ⊗A, where A is a completely rational
net on the left/right light-ray, we show how to consistently add a boundary to B2: we
provide a procedure to construct a Boundary CFT net B of von Neumann algebras on
the half-plane x > 0, associated with A, and locally isomorphic to B2. All such locally
isomorphic Boundary CFT nets arise in this way. There are only finitely many locally
isomorphic Boundary CFT nets and we get them all together. In essence, we show how
to directly redefine the C∗ representation of the restriction of B2 to the half-plane by
means of subfactors and local conformal nets of von Neumann algebras on S1.
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1 Introduction
The Operator Algebraic description of Boundary Conformal Quantum Field Theory has
been set up in [29] and turned out to be successful in various directions: not only it provides
a simple, general, model independent framework but it allows a classification for the discrete
series [18, 21], a method for constructing new Boundary QFT models [32, 1, 2, 35] and is
suitable to describe various contexts [31].
A Boundary CFT net B of von Neumann algebras on the half Minkowski plane M+
associated with the chiral net A (that we always assume to be completely rational) is
defined in Section 4. In particular, B is locally isomorphic to the restriction to M+ of a
local CFT net of factors on the two-dimensional Minkowski plane with chiral subnet A⊗A
(the two-dimensional net on M , that is the product of the two chiral one-dimensional nets
on the light-rays that we assume to be coincide with A) and the restriction to A⊗A of the
vacuum representation of B is to be induced by a representation of A, see Subsection 3.3.
One of the main results in [29] is that Haag dual BCFT nets are in one-to-one corre-
spondence with non-local, but relatively local, irreducible, one-dimensional extensions of the
local net A on the real boundary line. In particular, given such an extension B0 ⊃ A, the
corresponding BCFT net Bind0 on M+ is given by
Bind0 (O) = B0(K)
′ ∩ B0(L) ;
here O is the double cone O ≡ I × J of M+ (so I, J are intervals of the boundary real line
with disjoint closures and J > I), L is the smallest interval containing I and J and K is
the interval between I and J .
Despite its simplicity and effectiveness, the above holographic correspondence has some
limitations. Firstly, only Haag dual BCFT nets appear and the non-dual ones are not
directly visible, although present in the structure as intermediate subnets. Secondly, the
local isomorphism of the BCFT net with a 2D CFT net on the full Minkowski plane can
be seen quite indirectly through the computation of combinatorial data. Because of this
last point, a more natural construction of the corresponding 2D net on the plane was later
provided by shifting directly the boundary at infinity [30].
The converse problem, how to consistently add a boundary condition in any 2D CFT
(without affecting the algebraic structure away from the boundary) has however so far
remained unsettled.
The purpose of this paper is indeed to provide a general algebraic procedure to this
end. Given any 2D CFT net B2 on the Minkowski plane with chiral net A ⊗ A, where A
is completely rational, we construct a BCFT local net B on the half-plane based on A and
locally isomorphic to B2.
Our procedure will generate all the BCFT local isomorphism class at one’s hand. There
are finitely many local, irreducible BCFT nets on M+, locally isomorphic to B2, and all
of them appear as irreducible subrepresentations of a reducible net that we are going to
construct.
Our construction only depends on the restriction of B2 toM+ so, starting with a Bound-
ary CFT net on M+, it also give a procedure to produce all the BCFT nets that are locally
isomorphic to B.
The reader willing to compare our Operator Algebraic construction to other works in
more traditional approaches to Boundary CFT in Physics, e.g. to the work of Cardy [7, 8], is
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referred to the discussion in the paper [29], where he can find motivations and illustrations.
We say a couple of words here in the outlook.
We also mention that there are results, related to the ones in this paper, that were
previously obtained by Kong and Runkel within the context of modular tensor categories,
see [22].
2 Preliminaries
We shall denote by M the Minkowski plane,1 that is R2 with the Lorentz metric t2 − x2. A
double cone O in M is a rectangle in the chiral coordinates, namely a subset of the form
O = {〈t, x〉 : u ≡ t+ x ∈ I, v ≡ t− x ∈ J} with I, J open, non-empty intervals of R and we
set O ≡ I × J . We denote by K the set of double cones of M .
If E ⊂ M is an open region, K(E) denote the set of double cones contained in E with
positive distance from the boundary of E. The half-plane x > 0 is denoted by M+ and in
this case we shall put K+ ≡ K(M+).
The Mo¨bius group G acts locally2 on R and globally on the one point compactification
S1 of R; the universal cover G¯ of G acts globally on the universal cover of S1. The product
action on the chiral lines of M gives a local action of G¯× G¯ on M , and a global action of (a
quotient of) G¯× G¯ on the Einstein universe (the cylinder). We shall be mainly concerned
with the local action of G on M obtained by restricting the local action of G ×G to the
diagonal, this action restricts to local actions of G onM+ and on its boundary, the time-axis
of M .
If E is an open subset of M , the above local action of G on M clearly restricts to a local
action of G on E.
A net of von Neumann algebras B on E is an isotonous map
B : O ∈ K(E) 7→ B(O)
where the B(O)’s are von Neumann algebras on a fixed Hilbert space H = HB.
B is local if B(O1) and B(O2) commute if O1 and O2 are spacelike separated. In this
paper all nets will be local.
Clearly, if B is a net on E and E1 ⊂ E we may restrict B to a net on E1.
Suppose G is a Lie subgroup of G¯, containing the translation subgroup, thus acting
locally on E ⊂M . The net B is G-covariant if there exists a unitary representation U of (a
covering of) G on HB such that
U(g)B(O)U(g)∗ = B(gO)
for every O ∈ K(E) with g,O path connected to the identity within E namely there exists a
path of elements gs ∈ G connecting the identity of G with g such that gsO ∈ K(E).
Moreover we assume the generator of the translation one-parameter subgroup to be
positive and the existence of a unique (up to a phase) U -invariant unit vector Ω ∈ HB.
1We deal here with two-dimensional spacetimes, the reader may recognize how certain facts hold in more
generality.
2If a Lie group G acts on the manifold P then, in particular, for every compact set K ⊂ P there is a
neighborhood VK of the identity of G such that gK ⊂ P for all g ∈ VK . For the notion of local action see
[4].
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A representation of the net B on a E is a map
O ∈ K(E) 7→ piO
where piO is a normal representation of B(O) on a fixed Hilbert space Hpi such that
piO˜|B(O) = piO, O ⊂ O˜ .
The representation pi of B on the Hilbert space Hpi is covariant (with positive energy) if
there exists a unitary representation Upi on Hpi of a covering group G¯ of G such that
pigO(U(g)XU(g)
∗) = Upi(g)piO(X)Upi(g)
∗, X ∈ B(O), O ∈ K(E),
with g ∈ G¯ and g,O path connected to the identity within E
We shall say that two nets B1, B2 on E, acting on the Hilbert spaces H1 and H2, are
locally isomorphic if for every O ∈ K(E) there is an isomorphism ΦO : B1(O)→ B2(O) such
that
ΦO˜|B1(O) = ΦO
if O and O˜ belong to K(E) with O ⊂ O˜; G-covariantly isomorphic if furthermore
U2(g)ΦO(X)U2(g)
∗ = ΦgO(U1(g)XU1(g)
∗), X ∈ B1(O) ,
with U1 and U2 the corresponding unitary representation of G on H1 and H2; and (unitarily)
equivalent if they are covariantly isomorphic and the isomorphism ΦO is implemented by a
unitary H1 → H2 independent of O.
Let B be a local net on E. We denote by C∗(B) = C∗(B, E) the (locally normal)
universal C∗-algebra of B, that can be defined similarly as in chiral CFT context [12, 14, 9]:
C∗(B) is the unique C∗-algebra with embeddings ιO : B(O) → C
∗(B), O ∈ K(E), such
that ιO˜|BO) = ιO if O ⊂ O˜, generated by {ιO(B(O)) : O ∈ K(E)}, with a one-to one
correspondence between locally normal representations of pi of C∗(B) and representations
{piO}O∈K(E) of B on a Hilbert space H given by the commutative diagram
C∗(B)
pi
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
B(O)
piO //
ιO
OO
B(H)
Here pi locally normal means that pi · ιO is normal, O ∈ K(E). Moreover C
∗(B) is minimal
with this universality property: if C∗(B)∼ is another C∗-algebra with the same properties,
there exists a homomorphism C∗(B)∼ → C∗(B) interchanging the embeddings of the B(O)’s.
Note that locally isomorphic nets have canonically isomorphic universal C∗-algebras.
We shall denote by B(E) the C∗-algebra on the defining (vacuum) Hilbert space HB
generated by the von Neumann algebras B(O) as O runs in K(E). By the universality
property, B(E) is naturally a quotient of C∗(B, E), indeed
B(E) = pi0
(
C∗(B, E)
)
, (1)
where pi0 is the lift to C
∗(B, E) of the identity representation of B.
If F ⊂ E we have B(F ) ⊂ B(E). On the other hand, by the universally property, there
a homomorphism
C∗(B, F )→ C∗(B, E) ,
cf. the general covariance principle [3].
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Lemma 2.1. If K(E) is an inductive family and the B(O) are type III factors (on a
separable Hilbert space), then C∗(B, E) is equal to B(E) and is a simple, purely infinite
C∗-algebra in Cuntz standard form (cf. [17, 9]).
Proof. B(E) is the C∗ inductive limit of the type III factors B(O). As the B(O)’s
are simple C∗-algebras, also B(E) is simple and it has the above universality property so
C∗(B) = B(E). As a type III factor is purely infinite in Cuntz standard form, so is B(E).

The following notion will be crucial in this paper.
Let A ⊂ B unital C∗-algebras. If B acts on a Hilbert space H, we shall say that ξ ∈ H is
a bicyclic vector for A ⊂ B if ξ is cyclic for A, hence for B. If ϕ is a state on B, we shall
say that ϕ is a bicyclic state for A ⊂ B if the vector ξϕ in the GNS representation piϕ of B
is bicyclic for piϕ(A) ⊂ piϕ(B).
Lemma 2.2. Let
N ⊂ M
∪ ∪
N0 ⊂ M0
be a square of inclusions of infinite factors and ε : M → M0 a normal faithful conditional
expectation with ε(N) = N0. Suppose that N0 ⊂ N and M0 ⊂ M are irreducible inclusions
with the same finite index: [M :M0] = [N : N0].
If ϕ0 is normal state on M0 which is bicyclic for N0 ⊂M0, then the state ϕ ≡ ϕ0 · ε on
M is bicyclic for N ⊂M .
Proof. We can assume we are in the Hilbert space H of the GNS representation of ϕ with
cyclic vector ξ. By assumption H0 ≡ N0ξ =M0ξ.
Now, following the argument in [14, Prop. 2.3], there is an isometry T ∈ N such that
N = N0T and M = M0T , cf. [26, 27]. Therefore H = Mξ = T ∗M0ξ = T ∗H0 = T ∗N0ξ,
namely ϕ is bicyclic for N ⊂M . 
3 Nets on M+ and on a wedge
We now discuss more explicitly the nets of von Neumann algebras on the half-plane M+, on
a wedge region W , and their relations.
3.1 Nets on M+
Let I1, I2 be intervals of time-axis and O = I1× I2 be the double cone of M associated with
I1, I2. Then O ⊂ M+ iff I2 > I1 and in this case O ∈ K+ iff the closures of I1 and I2 have
empty intersection.
Let G be a Lie subgroup of G with the inherited local action on M , hence on M+,
by the diagonal action as above. We will always assume that G contains the translation
one-parameter subgroup.
A (local, G-covariant) QFT net B of von Neumann algebras on M+ on a Hilbert space
H = HB is a triple (B, U,Ω) where
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• B is a isotonous map
O ∈ K+ 7→ B(O) ⊂ B(H)
where B(O) is a von Neumann algebra on H;
• U is a unitary representation of G on H, with positive generator for translation one-
parameter subgroup, such that
U(g)B(O)U(g)∗ = B(gO), O ∈ K+,
for all g ∈ G such that g,O is path connected to the identity within M+ (in particular
for all g in the translation subgroup).
• Ω ∈ H is a unit vector such that CΩ are the U -invariant vectors and Ω is cyclic for
B(O) for each fixed O ∈ K+.
• B(O1) and B(O2) commute if O1,O2 ∈ K+ are spacelike separated.
We shall shortly indicate the triple (B, U,Ω) by B.
Proposition 3.1. Let B be a local, G-covariant net as above. Then Ω is separating for
every B(O), O ∈ K+, and B is irreducible, namely B(M+) is irreducible.
Proof. If O ∈ K+ there is O1 ∈ K+ space like to O. By locality B(O1) ⊂ B(O)
′, so Ω is
cyclic for B(O)′, thus separating for B(O).
Concerning the irreducibility, since the one-parameter translation group of unitaries
U(t) has positive generator, U(t)Ω = Ω and U(t)B(M+)U(t)
∗ = B(M+), we have U(t) ∈
B(M+)
′′ by a theorem by Borchers as Ω is cyclic, see [24]. So the one-dimensional projection
onto CΩ belongs to B(M+)
′′ and this implies B(M+)
′′ = B(H), see [24]. 
A representation of the QFT net B of von Neumann algebras on M+ on a Hilbert space H
is a map
pi : O ∈ K+ 7→ piO (2)
where piO is a normal representation of B(O) on H and piO˜|O = piO if O ⊂ O˜.
pi is covariant (with positive energy) if there exists a unitary representation Upi of G on
H (with translation positive generator) s.t.
Upi(g)piO(X)Upi(g)
∗ = pigO
(
U(g)XU(g)∗
)
(3)
if X ∈ B(O) with g ∈ G, O ∈ K+ and g,O is path connected to the identity within M+.
3.2 Nets on the wedge W
We shall always denote by W the right wedge {〈t, x〉 : x > |t|}. Thus W ⊂M+.
If B is a G-covariant QFT net of von Neumann algebras on M+, clearly B restricts to a
G-covariant QFT net of von Neumann algebras on W , which is G-covariant w.r.t. the local
action of G on W . Conversely:
Lemma 3.2. Let BW a local, G-covariant QFT net of von Neumann algebras on W on
a Hilbert space H. There exists a unique local, G-covariant QFT net B of von Neumann
algebras on M+ on H whose restriction to W is BW .
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Proof. With U the unitary representation of (a covering of) G associated with BW , we set
B(gO) ≡ U(g)BW (O)U(g)
∗, O ∈ K(W ) , (4)
with g,O path connected to the identity within M+. Note that all double cones in K+ have
this form, indeed every O ∈ K+ is a translated of a double cone in K(W ).
It is enough to check that (4) well defines B, as then the net properties of B are then
immediate. So let O1 ∈ K+ and g1 ∈ G, with g1,O1 be path connected to the identity
within M+ and satisfy U(g1)BW (O1)U(g1)
∗ = U(g)BW (O)U(g)
∗. Then
U(h)BW (O)U(h)
∗ = BW (O1), h ≡ g
−1
1 g .
We show now that h is unique. Indeed, as an element of G¯, the equation hO = O1 determines
h uniquely up to a Mo¨bius 2pi-rotation (on the boundary line an element of G is determined
by its action on four different points). But then h is unique by the path connectedness
property. So gO = g1O1.
The locality of B follows because, if O1,O2 a pair of spacelike separated double cones
in K+, there is a pair O1W ,O2W of spacelike separated double cones in K(W ) and a time-
translation mapping O1W ,O2W onto O1,O2. 
Proposition 3.3. Let B a local, G-covariant QFT net of von Neumann algebras on M+
and BW its restriction to W .
Every (covariant) representation of B restricts to a (covariant) representation of BW .
Conversely, every covariant representation of BW extends uniquely to a covariant repre-
sentation of B.
Proof. The first statement is obvious.
As for the second statement, let U be the covariant unitary representation of G. Let pi
be a covariant representation of BW . We set
p˜igO
(
U(g)XU(g)∗
)
≡ Upi(g)piO(X)Upi(g)
∗, X ∈ BW (O), O ∈ KW , (5)
where g,O is path connected to the identity within M+ and Upi is the covariant unitary
representation of G in the representation pi.
By the argument in Lemma 3.2, p˜igO is well defined. It is immediate to check that
p˜i : O ∈ K+ 7→ p˜iO is a covariant representation of B extending pi. 
Let B aG-covariant net onW as above andB(W ) the the associated C∗-algebra (isomorphic
to C∗(BW )). If g ∈ G, O ∈ K(W ) with g,O path connected to the identity within W , we
denote by αOg the isomorphism of B(O) onto B(gO) given by
αOg (X) = U(g)XU(g)
∗ , X ∈ B(O) . (6)
A state ϕ of B(W ) is α-invariant if
ϕ(αOg (X)) = ϕ(X), X ∈ B(O),
for all g ∈ G and O ∈ K(W ) with g,O path connected to the identity within W .
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Lemma 3.4. Let ϕ be an α-invariant state of B as above and suppose ϕ to be bicyclic for
B(O) ⊂ B(O˜) if O ⊂ O˜ ∈ K(W ). Then the GNS representation piϕ of B is covariant,
indeed there exists a unique unitary representation Uϕ of (a cover of) G implementing the
covariance of piϕ as in eq. (3) and Uϕ(g)ξϕ = ξϕ.
Proof. Note that ξϕ is cyclic for piϕ(B(O) for every O ∈ K(W ). Indeed we can find an
increasing sequence of double cones On ∈ K(W ) containing O such that ∪nOn =W . Then
piϕ(B(O))ξϕ = piϕ(B(On))ξϕ =
⋃
k
piϕ(B(Ok))ξϕ = piϕ(B(W ))ξϕ = Hϕ .
Let O ∈ K(W ) and VO a connected neighborhood of the identity of G such that gO ∈ K(W )
for all g ∈ VO. For each fixed g ∈ VO, the formula
Uϕ(g)piϕ(X)ξϕ = piϕ(α
O
g (X)), X ∈ B(O),
defines an isometric map Uϕ(g) from piϕ(B(O))ξϕ to piϕ(B(gO))ξϕ, thus a unitary on Hϕ.
One can immediately see that U(gh) = U(g)U(h) if g, h, gh belong to VO, so U extends to
a unitary representation of a covering of G, independent of O, implementing the covariance.
The uniqueness is clear. 
3.3 The net A+ and its induced representations
We first recall the definition of a local Mo¨bius covariant of von Neumann algebras on R. See
[24] for more details. We denote by G the Mo¨bis group, that naturally acts on S1.
3.3.1 Mo¨bius covariant nets
A local, Mo¨bius covariant net of von Neumann algebras A on S1 is a map A : I → A(I)
from I, the set of (open, proper) intervals of S1, to the set of von Neumann algebras on a
Hilbert space H that verifies the following properties:
Isotony: If I1, I2 belong to I and I1 ⊂ I2, then A(I1) ⊂ A(I2) .
Mo¨bius covariance: There is a strongly continuous unitary representation U of G on H
such that U(g)A(I)U(g)∗ = A(gI), g ∈G, I ∈ I.
Positivity of the energy: U is a positive energy representation.
Existence and uniqueness of the vacuum: There exists a unique (up to a phase) unit U -
invariant vector Ω (vacuum) and Ω is cyclic for the von Neumann algebra ∨I∈IA(I)
Locality: If I1 and I2 are disjoint intervals, the von Neumann algebras A(I1) and A(I2)
commute: A(I1) ⊂ A(I2)
′
The uniqueness (up to a phase) of the vacuum vector Ω is equivalent to the irreducibility
of A (i.e.
(
∪I A(I)
)′′
= B(H)) and to the factoriality of the local von Neumann algebras
A(I), see [4, 24].
A local Mo¨bius covariant net on R is the restriction of a local Mo¨bius covariant net on S1
to R = S1 r {−1} (identification by the stereographic map).
Concerning completely rational nets, we refer the reader to [20].
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3.4 Inducing representations
Let then A be a local Mo¨bius covariant net of von Neumann algebras on R, that we shall
always assume to be completely rational, on a Hilbert space H = HA. If L ⊂ R is an open,
non-empty subset, we shall denote by A(L) the C∗-algebra generated by A(I) as I runs in
the intervals contained in L.
By a locally normal representation pi of A(R) on a Hilbert space Hpi we shall mean a
representation pi of A(R) on Hpi such that pi|A(I) is normal for all intervals I of R. (If Hpi is
separable, every representation of A(R) is locally normal.)
By a representation (or DHR representation) pi of A(R) we shall mean as usual a
consistent family of normal representations piI of A(I) on Hpi associated to intervals of
S1 = R ∪ {∞}.
There is a natural correspondence between a representation pi of A and a representation
of pi of A(R) such that pi|A(RrI) is normal for every open non-empty interval I of R, see [20,
Appendix].
Starting with the local, Mo¨bius covariant net A on H, we have a local G covariant net
A+ on M+ defined by
A+(O) ≡ A(I) ∨ A(J), O = I × J ∈ K+ . (7)
Note that by the split property A+(O) is naturally isomorphic to A(I)⊗A(J), and we have
a left identification of A(I) with the subalgebra A(I)⊗C of A(O) and a right identification
of A(J) with the subalgebra C⊗A(J) of A(O).
The unitary representation U of the Mo¨bius group G giving the covariance for A also
gives the G-covariance for A+:
U(g)A+(O)U(g)
∗ = A+(gO)
where O = I × J and gO ≡ gI × gJ .
Note that the vacuum vector Ω is bicyclic for A(I) ⊂ A+(O) and for A(J) ⊂ A+(O)
with the left and right identification.
We explicitly recall the following basic fact.
Proposition 3.5. The net A+ is covariantly locally isomorphic to (A ⊗ A)|M+ , the re-
striction to M+ of the 2D net A⊗ A on M with covariance unitary representation U ⊗ U
(diagonal action of G ⊂ G×G). A+ and (A⊗A)|M+ are not unitarily equivalent.
Proof. The local isomorphism follows by the split property of A, see [11]. That A+ and
(A⊗A)|M+ are not equivalent follows, for example, from the fact that the split property fails
for contiguous intervals so the von Neumann algebra associated with O = (−1, 0) × (0, 1)
by the net A+ is not naturally isomorphic with A(−1, 0) ⊗A(0, 1). 
Therefore A+ and (A ⊗ A)|M+ share the same representations, indeed one could consider
one a representation of the other.
If pi is a locally normal representation of A(R) on a Hilbert space Hpi, there is an induced
representation pi+ of A+ on Hpi given by
pi+O(XY ) ≡ pi(XY ), X ∈ A(I), Y ∈ A(J), O = I × J ∈ K+ .
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Clearly pi+ is G-covariant with positive energy if so is pi. Namely there is a unitary repre-
sentation Upi of G with positive energy such that
Upi(g)piO(X)Upi(g)
∗ = pi+gO(U(g)XU(g)
∗), X ∈ A+(O) ,
with U the unitary covariance representation of G.
Note that this is always the case if pi is a (DHR) representation of A, because every
representation of a completely rational net is G-covariant with positive energy.
If pi0 is the vacuum (i.e. identity) representation of A, we call pi0+ the vacuum represen-
tation of A+.
Lemma 3.6. Let pi be a representation of A+ on a Hilbert space H. The following are
equivalent:
(i): pi is G-covariant with positive energy and there is a Upi-invariant unit vector Ω ∈ H
which is bicyclic for piO(A(I)) ⊂ piO(A+(O)) and for piO(A(J)) ⊂ piO(A+(O)), O ≡ I × J ,
with the left and right identification.
(ii): pi is unitarily equivalent to the vacuum representation pi0+.
Proof. (ii) ⇒ (i) is immediate by the Reeh-Schlieder property of the vacuum vector for
A, see [24] or [4].
(i) ⇒ (ii): With I an interval of R, set C(I) ≡ Api(WI) where WI ≡ {〈t, x〉 : t ± x ∈
I, x > 0} is the left wedge of M+ spanned by I and Api(WI) is the von Neumann algebra
generated by piO(A+(O)) as O ∈ K+ runs within WI . Note that C is a net, Ω is cyclic
for each C(I) because Api(WI) ⊃ piO(A+(O)) if O ⊂ WI , separating for each C(I) because
Api(WI) commutes with piO(A+(O)) if O ⊂ W
′
I , and Upi implements the G-covariance for
C. Therefore C is a Mo¨bius covariant net on R (we shall soon show that C is local and
irreducible), in its vacuum representation.
Now we set
pi(A(I)) ≡
⋂
J
piO(A(O)), O = I × J,
(intersection over all intervals of R). By the split property pi(A(I)) is naturally isomorphic
to A(I).
Nowt pi(A(I)) ⊂ C(I) for every open interval I; in fact if I0 ⋐ I is an open interval with
I0 ⊂ I, then pi(A(I0)) ⊂ C(I) with the left identification because I0×Jε ⊂WI for a suitable
small interval Jε.
Now the map I 7→ pi(A(I)) is a Mo¨bius covariant net on H in the vacuum representation,
as Ω is cyclic for it by the bicyclicity assumption. Moreover pi(A(I)) is local because if I1, I2
are disjoint intervals there is an interval I ⊃ I1, I2 and pi(A(I1)) and pi(A(I2)) are commuting
subalgebras of pi(A(I)).
So, by the bicyclicity property of Ω, we have pi(A(I)) = C(I) with the left (and analo-
gously with the right) identification; this follows by the Bisognano-Wichmann property for
A, see [4], and the Tomita-Takesaki theory (C(I)′ is a cyclic von Neumann subalgebra of
pi(A(I))′ globaly invariant under the modular group action).
Then the net C+ is given by
C+(O) = C(I) ∨ C(J) = pi(A(I)) ∨ pi(A(J)) = piO(A(O)), O = I × J,
namely pi = pi0+ where pi0 is the vacuum representation of C; as C is naturally isomorphic
to A, the proof is completed. 
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If E ⊂M+, we denote by A+(E) the C
∗-algebra on HA associated with E by A+ as in (1).
Lemma 3.7. We have:
(a): If W1 = (−∞,−δ1)× (δ2×∞) is a wedge contained in W , δ1, δ2 ≥ 0, then A+(W1)
is the C∗-algebra generated by A(−∞,−δ1) and A(δ2 ×∞).
(b): A+(W1) is a simple C
∗-algebra.
(c): If pi is a locally normal representation of A(R) then pi+(A+(W ))
′′ = pi(A(R))′′.
Proof. (a) is immediate by the definition of A+.
(b) holds true as A+(W1) is the inductive limit of the A+(O)’s, O ∈ K(W1) and the each
A(O) is simple because it is a type III factor.
(c) We have A+(W ) = A(R r {0}) so pi+(A+(W ))
′′ = pi(A(R r {0}))′′ ⊂ A(R)′′. So we
have to show that pi(A(R r {0}))′′ = A(R)′′, namely that pi(A(R r {0}))′′ ⊃ pi(A(I)) if I is
an interval of R and 0 ∈ I. But this is true because by strong additivity A(Ir{0})′′ = A(I),
so pi(A(I r {0}))′′ = pi(A(I)) by the local normality of pi. 
Proposition 3.8. Let σ be a representation of A+ on a Hilbert space H. Suppose there is
a unit vector Ω ∈ H such that the state ω ≡ (Ω, · Ω) is bicyclic for σO(A(I)) ⊂ σO(A+(O))
and for σO(A(J)) ⊂ σO(A+(O)), for every double cone O = I × J , with the left and right
identification, and that ω is bicyclic for σO˜(A(O)) ⊂ σO˜(A(O˜)) too, if O ⊂ O˜ belong to
K(W ).
Let H0 be the Hilbert subspace σO(A+(O))Ω of H (independent of O), σ0 the restriction
of σ to H0 and assume that σ0 is G-covariant with positive energy and Ω a is a fixed
Uσ0-vector.
If Ω is separating for σ(A+(W1))
′′, for any wedge W1 ⊂W with positive distance to the
boundary of W , then σ is equivalent to pi+ with pi a (DHR) representation of A.
Proof. By Lemma 3.6, the restriction σ0 of σ to H0 is equivalent to pi0+ where pi0 is the
vacuum representation of A.
The restriction map rO : σO(X) 7→ σ0O(X) ≡ σO(X)|H0 , X ∈ A+(O), is normal and
one-to-one because Ω is separating for σ(A+(O)) and we have
σO = r
−1
O · σ0O = r
−1
O · pi0+O = pi+O ,
where pi is the locally normal representation of A(R) determined by pi(X)|H0 = pi0(X),
X ∈ A(R).
We want to show that pi is a DHR representation of A.
The restriction map σ(X) 7→ σ0(X) ≡ σ(X)|H0 , X ∈ A+(W1), extends to a normal
map rW1 : σ(A+(W1))
′′ → σ0(A+(W1))
′′ which is invertible because Ω is separating for
σ(A+(W1))
′′. We have:
σ|A+(W1) = r
−1
W1
· σ0|A+(W1) ≃ r
−1
W1
· pi0+|A+(W1) = r
−1
W1
· pi0|A(I1∪J1) (8)
where I1 and J1 are the left and right half-lines such that W1 = I1 × J1.
Therefore pi ≡ r−1 · pi0 is a locally normal representation of A(R) such that such that
σ = pi+ and, by eq. (8), pi is normal on A(I1 ∪ J1), hence pi is a DHR representation, see
the appendix of [20]. 
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4 Boundary CFT nets and their characterization
A Boundary CFT net of von Neumann algerbras on M+ was defined in [30], here we give
an equivalent, slightly different, definition (see Remark 4.1).
Let A be a Mo¨bius covariant local net of factors on R.
A local Boundary CFT (BCFT) net B associated with A is a local, isotonous map
B : O ∈ K+ 7→ B(O),
where the B(O) are von Neumann algebras on a Hilbert space HB, such that
(a) there is a unitary representation U of the covering of the Mo¨bius group G¯ with
positive generator for the subgroup of translations, such that
U(g)B(O)U(g)∗ = B(gO) (9)
whenever g ∈ G¯ takes the double cone O = I × J ∈ K+ into another double-cone gO ≡
gI × gJ within M+, with an invariant vector unit Ω ∈ HB (the vacuum vector).
(b) There is a representation pi of A on HB such that B+(O) contains pi+(A+(O)) with
pi+(A+(O))
′ ∩ B(O) = C and
U(g)pi+(A+(O))U(g)
∗ = pi+(A+(gO)) (10)
whenever O and gO belong to K+.
(c) The vector Ω is cyclic and separating for each B(O), O ∈ K+.
We shall say that B is irreducible if the C∗-algebra B(M+) is irreducible.
Remark 4.1. In [30] a local, irreducible BCFT net B associated as above but the irreducibility
of the inclusion pi+(A+(O))
′ ∩B(O) = C is not assumed there, moreover Ω is only assumed
to be cyclic or separating although it has to be cyclic for B(M+) which is irreducible. On
the other hand joint irreducibility is assumed there:
pi+(C
∗(A+))
′′ ∨ B(O) = B(H)
for any double cone O ∈ K+.
As shown in [30], the definition of a BCFT net implies the above properties (a), (b), (c).
On the other hand, if we assume the above properties (a), (b), (c) and that U(g) ∈
pi+(C
∗(A+))
′′, g ∈ G¯, then B is a BCFT net in the sense of [30].
While we shall deal here with the above definition, we shall obtain the property that
U(g) ∈ pi+(C
∗(A+))
′′ in Corollary 5.6, so our constructed nets will be BCFT nets in the
sense of [30].
We now give an equivalent formulation for a boundary CFT net.
Proposition 4.2. Let B a (local) BQFT net on M+ that we assume to be G¯-covariant with
positive energy. We assume that B contains A+ as an irreducible subnet, where A+ is the
net on M+ associated to a chiral local Mo¨bius covariant net A as above (7). Suppose the
vacuum vector Ω of B gives a bicyclic state for A(I) ⊂ A+(O) and A(J) ⊂ A+(O) with the
left and right embedding, O = I × J .
Then B is a Boundary CFT net on M+associated with A.
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Proof. By assumption there is a representation σ of A+ such that σ(A+(O)) is an irre-
ducible subfactor of B+(O) and the covariance of σ is obtained from the covariance of B+
and we need to show that there is a representation pi of A such that pi+ = σ.
We then obtain the conclusion by Lemma 3.6 once we know that the vacuum vector Ω
is separating for σ(A+(W1))
′′ if W1 is a right translated of the wedge W . Now Ω is cyclic
for B(O) if O ∈ K+, O ⊂ W
′
1, hence for B+(W
′
1), therefore by locality Ω is separating for
B(W1). Since σ(A+(W1))
′′ is contained in B(W1), Ω is separating for σ(A+(W1))
′′ as well.

Proposition 4.3. Let B a local, Boundary CFT net on M+ associated with A as above
with A completely rational. For each O ∈ K+ there exists a unique conditional expectation
εO : B(O) → pi+(A+(O)) and the family is consistent: εO˜|B(O) = εO if O ⊂ O˜ belong to
K+.
Proof. Let O ∈ K+. Then pi+(A+(O)) ⊂ B(O) is irreducible with finite index [29] so there
exists a unique conditional expectation εO : B(O)→ pi+(A+(O)). To check the consistency,
it is enough to assume that O˜ ⊃ O has one corner in common with O (by iterating the
argument). So O˜ = I˜× J˜ and O = I×J and I1 ≡ I˜rI, J1 ≡ J˜rJ are (not open) intervals,
so O′ ∩ O˜ = O1 where O1 ≡ I1 × J1 ∈ K+. Then
A+(O1)
′ ∩A+(O˜) =
(
A(I1) ∨ A(J1)
)′
∩
(
A(I˜) ∨A(J˜)
)
=
(
A(I1)
′ ∩A(I˜)
)
∨
(
A(J1)
′ ∩ A(J˜)
)
= A(I) ∨ A(J) = A+(O)
because A is split and strongly additive.
If X ∈ A+(O) then
εO˜(X) ∈ pi+
(
A+(O1)
′ ∩ A+(O˜)
)
= pi+(A+(O1))
′ ∩ pi+(A+(O˜)) = pi+
(
A+(O)),
so εO˜ restricts to an expectation B(O)→ pi+(A+(O)) that is equal to εO by the uniqueness
of the expectation. 
With B(1),B(2) local BCFT nets, we shall say that B(1) is (unitarily) equivalent to B(2) if
there is a unitary equivalence of nets onM+ and the unitary interchanges the representations
of the corresponding A-subnets.
We shall say that B(1),B(2) are locally isomorphic if they are isomorphic as nets on M+
and the isomorphism interchanges the corresponding A-subnets.
5 Adding a boundary
Let B2 a CFT local net of von Neumann algebras on the Minkowski plane M , acting on the
Hilbert space H2, with U the associated covariance positive energy representation of G¯× G¯
with vacuum unit vector Ω (see [19]). We assume that B2 is irreducible (or, equivalently,
that, Ω is the unique U -invariant vector up to a phase), so the local von Neumann algebras
B2(O), O ∈ K, are factors. Then B2 is an irreducible extension of the CFT subnet A2,
the tensor product of the chiral subnets that we assume to be equal (parity symmetry), so
A2 ≃ A⊗A, namely A2(O) = A(I)⊗A(J) with I × J = O ∈ K where A is a local Mo¨bius
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covariant net on R. More precisely, there exists a representation pi2 of A2 on HB2 such
that pi2(A2(O)) ⊂ B2(O) is an irreducible inclusion of factors and U(g)pi2(A2(O))U(g)
∗ =
pi2(A2(gO)), O ∈ K.
3
A we are assuming A to be completely rational, also B2 is completely rational and
pi2(A2(O)) ⊂ B2(O) has finite index [20, 19].
We want to construct a BCFT net B on M+ based on A in the sense of [30], as specified
in Sect. 4, and isomorphic to the restriction of B2 to M+. Namely we want to construct a
net B on M+, a representation pi of A on HB and a local isomorphism Φ of B with B2|M+
such that ΦO : pi+(A+(O))→ pi2(A2(O)), O ∈ K(M+). Moreover Φ is to be covariant with
respect to covariance unitary representation of G¯ associated with B and the restriction to
G¯ of the covariance unitary representation of G¯ × G¯ associated with B (where G¯ is the
diagonal subgroup of G¯× G¯).
As K+ is not a direct family, our procedure will go through the restriction of B2 to the
wedgeW . So, denote by B2(W ) the C
∗-algebra generated by B2(O) as O runs in K(W ). As
K(W ) is a direct family, B2(W ) is the induct limit of the B2(O)’s and C
∗(B2,W ) = B(W ).
Analogously, A+(W ) is the C
∗-algebra generated by A2(O) as O runs in K(W ).
Clearly pi2(A+(W )) ⊂ B2(W ) and there is a conditional expectation ε : B2(W ) →
pi2(A+(W )) extending the unique finite index expectation εO : B2(O) → pi2(A+(O)) for
each O ∈ K(W ). By continuity, ε satisfies the Pimsner-Popa bound
ε(X) ≥ λX
for every positive element X ∈ B2(W ), where λ > 0 is the inverse of the Jones index.
Now consider the BCFT net A+ on M+ associated with A acting on HA in Sect. 3.3:
A+(O) ≡ A(I) ∨ A(J) ,
where O = I × J ∈ K+.
Theorem 5.1. With B2 a local, Mo¨bius covariant net on M as above, there exists a
Boundary CFT net B on M+ based on A such that B is G-covariantly locally isomor-
phic to the restriction B2|M+ of B2 to M+ as explained above. In particular the inclusions
pi+(A+(O)) ⊂ B(O) and pi2(A2(O)) ⊂ B2(O) are isomorphic, O ∈ K+.
This theorem will be a consequence of Thm. 5.7 that we are going to prove.
Let Ω be the vacuum vector in the Hilbert space of HA and ϕ0 the associated vacuum state
on A+(W ) implemented by Ω:
ϕ0(XY ) = (Ω,XY Ω), X ∈ A(I), Y ∈ A(J), O = I × J ∈ K(W ).
We now extend ϕ0 to a state ϕ on B2(W ) by composing it with the conditional expectation
ε:
ϕ ≡ ϕ0 · ε .
As A+(W ) is a simple C
∗-algebra by Lemma 2.1, pi2 is one-to-one on A+(W ); to simplify
the notations we are identifying A+(W ) with pi2(A+(W )) here and in the following.
3
A2 is a canonical subnet of B2 and its irreducibility follows by diffeomorphism covariance [19]. In this
paper only Mo¨bius covariance is assumed, so pi2(A2(O))
′
∩ B2(O) = C is indeed an assumption.
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Lemma 5.2. The GNS representation piϕ of ϕ decomposes into finitely many irreducible
representations of B2(W ). Indeed piϕ|A+(W ) decomposes into finitely many irreducible rep-
resentations of A+(W ).
Proof. By Lemma 2.1, A+(W ) and B(W ) are simple, purely infinite C
∗-algebras in Cuntz
standar form. So the lemma follows by a result by Izumi [17, Lemma 5.2] because ε has
finite index and ϕ0 is a pure state by Lemma 3.7. 
Denote by BW the restriction of B2 to W .
Lemma 5.3. piϕ gives a covariant (reducible) representation of BW , hence a covariant
representation p˜iϕ of B2|M+ (by Prop. 3.3).
Proof. By Lemma 3.4, the covariance of piϕ will follow once we check that ϕ is α-invariant
and bicyclic for B(O) ⊂ B(O˜) if O ⊂ O˜ ∈ K(W ). Here α is the local action on B2(W ) given
by the covariance unitary representation of G¯ for B2 as in eq. (6) (G¯ the diagonal subgroup
of G¯× G¯).
Now ϕ0 is α-invariant and bicyclic for A+(O) ⊂ A+(O˜), indeed in the GNS representa-
tion of ϕ0 the vector ξϕ0 is the vacuum vector forA which is invariant with the Reeh-Schlieder
property.
Now the conditional expectation ε restricts to the unique expectation εO : B2(O) →
pi2(A+(O)), so ε
gO · αOg = α
O
g ε
O, namely ε is α-invariant, therefore ϕ is α-invariant. As the
index of pi2(A+(O)) ⊂ B2(O) is independent of O, ϕ is then bicyclic for B2(O) ⊂ B2(O˜) by
Lemma 2.2. 
Lemma 5.4. The restriction of p˜iϕ to A+ is equivalent to σ+ where σ is a DHR represen-
tation of A.
Proof. Clearly the restriction of piϕ to A+(W ) contains piϕ0 and piϕ0 gives, by covariance,
the representation pi+ of A+, where pi is the vacuum representation of A. So p˜iϕ restricts to
pi+ on A+.
Thus we can apply Prop. 3.8 with Ω ≡ ξϕ ∈ HB2 , indeed ξϕ implements ϕ0 on A+, so
it has the needed bicyclicity properties. The only point to check is that ξϕ is separating for
W1; but this is true by Prop. 3.1. 
Lemma 5.5. Let p˜iϕ be representation of the net B2|M+ on M+ obtained by Lemma 5.3.
Then piϕ(B2(W ))
′′ = p˜iϕ(C
∗(B2,M+))
′′
(
=
(⋃
O∈K+
p˜iϕ(B2(O)
)′′)
.
Proof. By Lemma 5.2 the restriction of piϕ to A+(W ) is the direct sum of finitely many
irreducible representations, so piϕ(A+(W ))
′ is finite dimensional.
Let U be the unitary representation of G¯ implementing the covariance of p˜iϕ on Hϕ.
Then U implements the covariance of the representation σ of A on Hϕ, given by Lemma
5.4, such that σ+ = p˜iϕ.
Now, by Lemma 3.7, σ is the direct sum of finitely many irreducible representations of A,
so σ is covariant with positive energy, moreover there exists a unique unitary representation
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V of G implementing the covariance of σ (because V (g) ∈ σ(A)′′), therefore U = V has
positive energy and belongs to σ+(A+(M+))
′′, see [15, Prop. 2.2.].
If X belongs to B2(W )
′, then X ∈ σ+(A+(W ))
′ = σ(A)′, hence X commutes with U .
So X commutes with U(g)B2(W )U(g)
∗, g ∈ G¯, hence with B2(M+) as desired. 
During the proof of Lemma 5.5 we have proved the following.
Corollary 5.6. Let U be the unitary representation of G¯ implementing the covariance of
p˜iϕ on Hϕ, and σ the representation of A on Hϕ given by Lemma 5.4. Then U has positive
energy and U(g) ∈ σ+(A(W ))
′′.
Theorem 5.7. p˜iϕ is the direct sum of finitely many irreducible representations of B2|M+ .
Each irreducible component of p˜iϕ is covariant and defines an irreducible, local Boundary
CFT net on M+.
Proof. The first statement is immediate from Lemmas 5.2 and 5.5.
p˜iϕ is covariant, see Lemma 5.3, and let U be the covariance unitary representation
of G; as the center of p˜iϕ(C
∗(B))′′ is finite-dimensional and globally AdU -invariant, it is
indeed AdU pointwise fixed because G is connected, so each irreducible component of piϕ is
covariant.
We have only to check the positivity of the energy. But this the content of Corollary
5.6. 
6 The local isomorphism class of a BCFT net
Given a local, G¯ × G¯-covariant net of factors B2 on M with chiral subnet isomorphic to
A⊗A, in Section 5 we have shown how to construct finitely many boundary CFT nets B(i)
on M+ based on A
B(i)(O) ≡ p˜iϕ,i(B2(O)), O ∈ K+, i = 1, . . . n , (11)
where p˜iϕ = p˜iϕ,1 ⊕ p˜iϕ,2 ⊕ · · · ⊕ p˜iϕ,n and each p˜iϕ,i is an irreducible representation of
C∗(B2,M+).
The B(i) are all isomorphic as QFT nets on M+, so all locally isomorphic, indeed each
B(i) isomorphic to the restriction of B2 to M+, and the isomorphism interchanges the rep-
resentation of A+. Motivated by the algebraic and tensor categorical description of BCFT,
we shall say the two BCFT nets on M+ are Morita equivalent if they are locally isomorphic
as QFT nets on M+ and the isomorphism interchanges the A+ subnets. The B
(i)’s are
Morita equivalent since the isomorphism of of B(i) with B|M+ carries the A+-subnet onto(
A⊗A
)
|M+ .
In this Section we show that the Morita equivalence class is complete, namely every
irreducible BCFT net Morita equivalent to B|M+ is unitarily equivalent to one of the B
(i)’s.
The fact that every BCFT net arise in this way, by restriction of a CFT net on M+, has
been shown in [30].
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So let B a BCFT net on M+ based on the chiral (completely rational) local conformal
net A, and Morita equivalent to B2|M+ (in a similar sense as above). Let ΩB ∈ HB be the
vacuum vector of B and ω the associated state of C∗(B,M).
Notice that the construction of the representation p˜iϕ of C
∗(B2,M+) only depends on
the QFT net B2|M+ on M+ and its A ⊗ A-subnet. Therefore all we have to show is that
the representation piω of C
∗(B,M) is contained in p˜iϕ of C
∗(B,M), where piω is the identity
representation of B, i.e. the GNS representation associated with the vacuum state ω of B.
Now the state ϕ of B(W ) is invariant under the the conditional expectation: ϕ = ϕ0 · ε
and ω restricts to ϕ0 on A+(W ), therefore
ϕ(X) = ϕ0(ε(X)) = ω(ε(X)) ≥ λω(X),
for all positive X ∈ B(W ), due to the Pimsner-Popa inequality ε(X) ≥ λX, with λ the
inverse of the Jones index.
Namely ω|B(W ) is dominated by ϕ. Thus piω|B(W ) is the subrepresentation of piϕ cor-
responding to a projection z ∈ B(W )′ = B(M+)
′ by Lemma 5.5. Thus piω is contained in
p˜iϕ.
So we have:
Theorem 6.1. The construction in Theorem 5.7 gives all BCFT nets on M+ that are
covariantly locally isomorphic to B2|M+ .
Indeed the BCFT nets B(i) in (11) are Morita equivalent and they exhaust the Morita
equivalence class.
By the same construction, we have also implicitly shown that, starting with a BCFT net B
on M+, all BCFT nets on M+ locally isomorphic to B are obtained as above.
Outlook
It would be interesting to extend and analyze our results in various directions.
First of all, an extension of our construction in the setting of [32] could lead to new
boundary QFT models where one starts with two chiral nets. Related to this point would
also be the analysis in the contexts of thermal states and different boundary regions, cf.
[31, 5, 6].
A natural problem is to classify the (finitely many) Boundary CFT nets that are obtained
by adding the boundary to a given completely rational, local conformal net on the Minkowski
plane. As described in [29], this is related to the computation of the DHR orbits of an
extension of a corresponding local net A on the boundary real line. One simple example
were this can be illustrated is the Ising model A: in this case there are only two irreducible
chiral extensions: the identity A ⊃ A and the Fermi extensions F ⊃ A. Hence, it follows
from [29] that there are exactly (up to equivalence) two Haag-dual BCFT nets based on A:
the dual net Adual+ of A+ and a net B whose restriction to the boundary is F (see [29] for
a description). The two chiral extensions A and F belong to the same DHR orbit (cf. [29,
page 950]) so Adual+ and B are both locally equivalent to the unique maximal two-dimensional
extension A2 of A⊗A (the Longo-Rehren extension), see also [19]. Now let B˜ be any other
BCFT based on A which is locally isomorphic to A2 and let B˜
dual the corresponding dual
BCFT net. Then, either B˜dual = B or B˜dual = Adual+ . In the first case B˜ is intermediate
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between A+ and B and the local isomorphism implies that B˜ = B as they have the same
index. Similarly, in the second case, we have B˜ = Adual+ . Hence A
dual
+ and B are the only
BCFT nets based on A and locally equivalent to A2.
Another natural problem is to further relate our scheme with the tensor categorial view-
point, in particular to the analysis of conformal defects, see [13].
Aknwoledgments. We thank K.-H. Rehren for useful comments.
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