We describe a new way to organize a full search vector quantization codebook so that images encoded with it can be sent progressively and have resilience to channel noise. The codebook organization guarantees that the most signicant bits (MSB's) of the codeword index are most important to the overall image quality and are highly correlated. Simulations show that the eective channel error rates of the MSB's can be substantially lowered by implementing a Maximum A Posteriori (MAP) detector similar to one suggested by Phamdo and Farvardin [12] . The performance of the scheme is close to that of Pseudo-Gray [22] coding at lower bit error rates and outperforms it at higher error rates. No extra bits are used for channel error correction.
Introduction
Vector quantization (VQ) [1] [5] [6] is a lossy compression technique that has been used extensively for image compression. Full search VQ leads to higher image quality than is given by the popular tree-structured VQ (TSVQ), but TSVQ is amenable to progressive transmission due to its built-in successive approximation character. In a progressive image transmission system [18] , the decoder reconstructs increasingly better reproductions of the transmitted image as bits arrive to allow for early recognition of the image. In [18] , Tzou describes TSVQ's suitability for progressive transmission. Due to the successive approximation nature of TSVQ, the farther down the tree the vector is encoded, the better the reproduction. In [16] , we organized a full search VQ so that images coded with it could be sent progressively as in TSVQ. Related work on ordered VQ codebooks has been studied by Poggi and Cammorota to reduce the bit rate of standard and progressive transmission VQ [2, 14] , by Nasrabadi and Feng to lower the bit rate in nite-state VQ [10] and in our earlier work [15] .
One problem of transmitting any VQ codeword index is that VQ is sensitive to channel errors. When VQ codeword indexes are transmitted over a noisy channel, channel errors can cause a signicant increase in distortion if the VQ codebook is not organized for resilience to channel noise.
There has been signicant previous research on the transmission of VQ indexes over noisy channels. Phamdo, Farvardin and Moriya [13] designed a channel-matched TSVQ scheme that does not need extra bits for error correction. They developed an iterative algorithm to design a set of codebooks to minimize a modied distortion for dierent channel error rates. Their experiments showed substantial improvements over ordinary TSVQ when the channel is very noisy, but because their scheme uses a dierent codebook for each channel error rate, if there is a channel mismatch, the encoder does not use the best codebook for the channel. Phamdo and Farvardin also implemented Maximum A Posteriori (MAP) detection of Markov sources in which the correlation between successive VQ indexes is used to correct channel errors [12] .
In other work, Sayood and Borkenhagen [17] used residual redundancy to correct channel errors in the design of a joint source-channel DPCM image coding system. Zeger and Gersho [22] developed Pseudo-Gray coding to reassign the indexes of a VQ codebook to reduce the distortion introduced by noisy channels. They rearrange the codebook so that codewords with similar indexes lie near each other in the input space. They iteratively switch the codewords when the switch lowers the distortion caused by channel noise. They obtain a reordered codebook with distortion at a local minimum. Cheng and Kingsbury designed robust VQs using a codebook organization technique based on minimum cost perfect matching [3] and Knagenhjelm used a Kohonen method for designing VQs robust to channel noise [8] . Hung and Meng [7] adaptively change the codebook at the receiver, depending on the channel bit error rate, without suering performance degradation for noiseless transmission.
They also developed a modied annealing method to generate VQ codebooks that improve channel error robustness and have little performance degradation for noiseless transmission.
In this paper we extend our methods for using an organized xed rate full search codebook for progressive transmission [16] to protect against channel errors. First, a full search progressive transmission tree is constructed using the method of Principal Component Partitioning (PCP) [16] . The result is an assignment of codeword indexes which allows for progressive transmission and at the same time gives protection against channel noise. Second, the full search progressive transmission tree is modied by switching nodes in a way reminiscent of the switching that is done in Pseudo-Gray Coding [22] . The switching improves the ability to protect against channel noise without aecting the progressive transmission performance over noiseless channels. Finally, because the PCP method causes the most signicant bits of the codeword indexes to become highly correlated, we use a MAP detection scheme to further decrease distortion for noisy channels.
The remainder of the paper is organized as follows. In Section 2, we describe Principal Component Partitioning (PCP), our codebook organization technique. A complete description of it can be found in [16] . In Section 3, we derive an equation which can be used to calculate the distortion introduced by errors in each bit position of the codeword indexes and describe our switching algorithm in Section 4. In Section 5, we apply the MAP detector to correct channel errors in progressive image transmission, predict the eective and critical channel error rates of our MAP scheme, and propose a fast decoding scheme for the MAP detector. In Section 6, we present the results of using our MAP detector on images transmitted over simulated noisy channels. Finally, we conclude in Section 7.
Principal Component Partitioning
We developed Principal Component Partitioning (PCP) in [16] to build a full search progressive transmission tree to organize a full search VQ codebook for progressive transmission. The tree gives full search VQ the successive approximation character that is built into TSVQ.
The progressive transmission tree is a balanced tree whose terminal nodes or leaves are labeled by VQ codewords and whose internal nodes are labeled by intermediate codewords derived from the leaf codewords. The tree is used to reassign the original codeword indexes to new indexes that can be used for progressive transmission.
To build the tree, we initially nd a hyperplane perpendicular to the rst principal component of the training set used to design the full search codebook. The hyperplane partitions the codewords into two equal size sets. An iterative process is used to adjust the hyperplane [16] and the iteration terminates with two equal size sets of codewords which are used to build the next layer of the tree. The recursive application of PCP leads to a top-down construction of the full search progressive transmission tree. Wu and Zhang also used a method of principal components to build TSVQ's [21] . The image is coded to 2 bpp in Fig. 1 (b) with a size 256 codebook with vector dimension 4 designed on a training set of 20 MR images with the generalized Lloyd algorithm (GLA) [9] . We will use this MR image codebook throughout the paper. Fig. 2 is an example of the quality of intermediate progressive transmission images resulting from organizing the codebook with PCP. These images range from 1 bit per vector (bpv) to 8 bpv.
As a by-product of the PCP codebook organization, we have found that the PCP codebook indexes have natural resilience to channel noise. This is because the codewords whose indexes dier only in the least signicant bits (LSB's) lie near each other in the full search progressive transmission tree. Thus, errors occurring in the LSB's of the codeword index produce little distortion. We shall examine this further in Section 3 and see that errors in diering bits of the codeword index have dierent eects on the nal image. We shall see in Section 5 that they can be protected to a varying extent by a MAP detector. 
where jjC i 0C j jj 2 is the squared distance between C i and C j . We dene i to be the probability that the i-th bit ( 8 = most signicant bit (MSB), 1 = least signicant bit (LSB)) of the codeword index is in error. We use the binary symmetric channel (BSC) and in the analysis that follows, we assume that at most one bit of a codeword index is in error at a time. The average distortion of a vector transmitted over a BSC channel is then
where W = P N 01 j =0 W j is the size of the training set. The quantity Q j ji is the conditional probability that the index of C j is received given that the index of C i was transmitted. By 
where Q = Q log 2 N j =1 (1 0 j ) is the probability that a codeword index is transmitted with no error. Since we assumed the probability of more than one error per codeword to be highly unlikely, we get N 01 X j =0;j6 =i
We organized the MR codebook from Section 2 with the PCP algorithm on the same MR training set. For this codebook and data set, we calculate: 
where
is normalized against the bit sensitivity of the LSB. Let us dene the bit sensitivity for the k-th LSB to be
Equation 7 shows that for our data set,
This means that an error in the MSB will result in an increase in distortion that is 135 times larger than that caused by an error in the LSB (if the channel error rates of the MSB and LSB are the same). Fig. 3 shows the MR images at 2 bpp with 50% errors in each bit of the codeword index. We can clearly see that errors occurring in the MSB of the codeword index (top left) would make the images look much worse than errors in the LSB (bottom right).
Thus, the MSB's of the codeword index must be carefully protected against channel noise.
Generally speaking, using the PCP method to construct the full search progressive transmission tree will always have the eect that errors in the MSB's will cause more distortion than errors in the LSB's. Due to the PCP, the MSB separates the codewords into two equal size sets which are fairly well separated. Thus, an error in the MSB will cause the decoded codeword to be far from the one that was transmitted. Each succeeding split separates codewords that are closer together. Thus channel errors occurring in the LSB's are less detrimental to the image quality than are errors occurring in the MSB's.
Decreasing Average Distortion by Local Switching
After a codebook is organized by PCP, the average distortion between the original image and the decoded image transmitted over noisy channels is expressed as Equation 6 . The rst term on the right hand side of Equation 6 is the average distortion for a noiseless channel and is xed for a given codebook. In this section, we develop a method of switching nodes in the full search progressive transmissions tree (related to Pseudo-Gray Coding [22] ) which further decreases the second term of Equation 6, the distortion due to channel errors. The switching method does not aect the progressive transmission performance obtained from the PCP alone over noiseless channels.
We describe the switching method on a simple example of the size four codebook in In the general case, there are N codewords organized as leaves of a full search progressive transmission tree generated by the PCP. By a local switch, we mean the exchange of a left subtree with a right subtree as described in Fig. 6 . A local switch has the eect that for some i and x where 1 i log 2 N and 0 x < 2 log 2 N 0i , and for all y, 0 y < 2 i01 , the codewords with indexes y + 2 i x and y + 2 i01 + 2 i x are switched. We call i the level of the local switch. The root is at level log 2 N and the leaves at level 0. By switching nodes in the full search progressive transmission tree in this manner, it is possible to further reduce D av . Indeed, there is an optimal set of local switches which minimizes the average distortion D av but nding the optimal set of local switches requires searching exponentially many possibilities.
We are left to explore alternative heuristics that lead to suboptimal solutions.
Recall from Section 3 that the bit sensitivity of the k-th bit is dened to be
If we assume that the transmission error rate in all bit positions is identical, minimizing D av is equivalent to minimizing P log 2 N k=1 S k according to Equation 6 and Equation 9. Thus, the goal of our heuristics is to minimize this sum. As a practical matter, a local switch at level log 2 N does not change the value of Simple Greedy Heuristic with Simulated Annealing: In this approach, apply random switches to the initial tree without regard to decreasing D av (this is the annealing step).
With the result of this annealing step, apply the simple greedy heuristic. Repeat this algorithm a number of times with dierent starting trees and choose the tree with the smallest D av . Our experience is that the initial tree is a good starting point for the simple greedy heuristic, so that the annealing step should only be performed on a small percentage of the nodes. A good choice appears to be choosing to randomly switch about 5% of the nodes of the initial tree. The number of times the annealing should be repeated depends on the number of nodes in the initial tree. For our trees with 256 leaves, 100 annealing trials were adequate. We can see that the LS algorithm decreases the increase in distortion caused by channel errors by 11.6% in this case.
As we dened in Section 3, the bit sensitivity S k is the amount of increased distortion caused by the channel errors occurring in the k-th LSB of the codeword index. For our medical image codebook, the S k 's for a codebook organized with the PCP and the LS algorithm are in Equation 10 . As we can see, the S k 's are monotonically decreasing with k in a roughly exponential manner. This shows that the MSB's, whose bit sensitivities are larger, are more important to the image quality than the LSB's. While this monotonic eect is of course dependent on the data set and can not be proved in general for real images,
we prove a precise exponential relationship among the bit sensitivities for a 2-dimensional lattice VQ [19] .
MAP Detection for Images
In Section 3, we showed that the MSB's of codeword indexes from a codebook organized by the PCP are much more important to the image quality than the LSB's. Another consequence of the full search progressive transmission tree is that it results in a high amount of correlation between the MSB's of the codeword indexes. This is because images vary slowly and neighboring input vectors are likely to be coded from the same region of the organized codebook. This is the same observation used by Neuho and Moayeri in their interblock noiseless coding for TSVQ [11] .
Here we illustrate the high correlation between MSB's of the codeword indexes from our organized VQ. Fig. 7 is a display of the MSB (top left) to the LSB (bottom right) of the codeword indexes for a magnetic resonance brain image coded with our organized VQ (0 = black and 1 = white). The MSB is obviously highly correlated and is even a coarse approximation to the original image. An image coded with an unorganized codebook is not likely to display such high correlation. We see from Fig. 7 that the LSB is much more random but fortunately, this bit is not important to the image quality.
In this section, we use this correlation in the MSB's of the codeword index to apply MAP detection to images with channel errors. In addition, we predict the eective error rate, describe the fast MAP decoding scheme, and predict the critical channel error rate based on training data.
Applying MAP detection to images coded with organized VQ codebooks
We send one bit plane of the codeword index at a time from the MSB to the LSB. Because the MSB's of the codeword indexes of an image are highly correlated, we can use the redundancy between them to correct channel errors for progressive transmission over noisy communication channels. To implement this, we use a variation of Phamdo and Farvardin's MAP detector [12] . The received bit plane is simply scanned with a sliding 3 2 3 bit block and the middle bit is either changed or unchanged based on the channel bit error rate (BER) and conditional probabilities calculated from training data of the received 3 2 3 bit block.
In 
the received bit r 0 is decoded to r 0 ; otherwise it is unchanged. In other words, we change the central bit of the 3 2 3 block if the probability that the transmitted central bit is the same as the received central bit, conditioned on the received 3 2 3 block, is less than 0.5.
The eect of the error rate on the probabilities in Equation 11 can be factored out so that the probabilities (which we estimate as relative frequencies) depend only on the training set. The resulting inequality has many terms but, if the error rate is much less than 1, the following inequality (where the symbol^represents a logical AND) can be used in its place 
Prediction of Eective Error Rate
The MAP decoder changes or does not change the received data based on Equation 12. Thus, it not only corrects errors but may also introduce errors. As a result, the eective error rate of our MAP scheme consists of two parts. One is due to the MAP decoder not correcting an error caused by channel noise and the other is due to the MAP decoder introducing errors. When we design the MAP detector, we can calculate these two probabilities based on the training set and predict the eective error rate in advance. Our results show that the predicted eective error rates are very close to the simulated values. our MAP scheme in Fig. 9 , the received bit is R 0 , and R 0 is decoded to D 0 by the MAP scheme. Because the eective error rate eective is comprised of two terms, which depend only on channel and the training set, it can be calculated ahead of time as follows: can be also obtained in the same manner and thus we can directly calculate eective . The calculated and simulated results for the rst 4 MSB's from our medical image codebook are shown in Fig. 10 . We see that the curves estimated from the training data t the simulated results very closely. This result means that we can accurately predict the eective channel error rate from the training set and the channel error rate. We point out that the MAP detector works slightly worse here than on the test set; the reason is that two images from the test set of MR images include a signicantly larger amount of black background than is included in the training set images.
Errors in the black background are of course more easily corrected by the MAP detector than errors in other parts of the image.
Fast MAP Decoding Scheme
In this section, we show that each 3 2 3 pattern r has a channel error rate min (r) below which the MAP decoder would not change the central bit of the block. For each r, if we know the channel error rate is below min (r), then we would not apply the MAP decoder if pattern r is received. The estimate of the channel error rate can be derived from the signal power received at the decoder, the signal-to-noise ratio, or by using specic error correcting codes [7] . Here we show how to calculate min (r) from the training set. Equation 12 , the decision equation, is quadratic in and therefore can be expressed as:
2 ; (14) where the terms P 1 ; P 2 ; P 3 , and P 4 , whose meaning are clear from Equation 12 , can be calculated from the training set for each specic 3 2 3 binary block r. Then for each r, min (r) satises Equation 14 with equality. Thus, if the channel error rate is greater than min (r), the central bit of block r would be ipped, and if it is below min (r), it would not be changed. This simple decoding of our MAP scheme makes the MAP detection even faster.
If the channel error rate is less than min (r) for all r, the MAP decoder will make no corrections at all for any data pattern. Thus, we dene the critical channel error rate [12] as: critical = min r min (r): Table 1 
Results
In this section, we apply our codebook organization techniques (PCP and LS which we refer to as PCP-LS) and MAP detector to the magnetic resonance VQ codebook. In Fig. 11 , we plot the average decoded error rate against the channel error rate for the four MSB's of the codeword index. This is for 50 simulations of a BSC and is for a set of 5 MR images not included in the training set used to design the codebook and calculate the decision statistics.
At 1% channel bit error rate, we correct 67% (correct 75% and introduce 8%) of the errors in the MSB, correct 43% (correct 56% and introduce 13%) of the errors in the second MSB, correct 27% (correct 46% and introduce 19%) of the errors in the third MSB, and do not correct any errors in the fourth MSB. Having dierent error rates on each bit of the codeword index is related to work done by Farvardin [4] where he obtained unequal error probabilities through the use of channel coding and modied his VQ design accordingly.
Simulations of progressive image transmission with a BER of 10% without and with MAP detection are shown in Fig. 12 and Fig. 13 . We have selected a BER of 10% to better illustrate the eects of channel errors and correction in the photographic reproductions.
Here, the MAP detector is only applied to the rst three MSB's. The image in Fig. 12 (a) is the decoded image from only the MSB of the codeword index with 10% errors. The images in Fig. 12 (b) to (h) are the decoded image from two MSB's to eight bits of the codeword index with 10% errors. The image in Fig. 13 (a) is the decoded image from only the MSB of the codeword index with 10% errors and corrected by the MAP decoder. We can see that the MAP decoder corrects most of the errors in the background and some of the errors in the head region. In the same manner, the images in Fig. 13 (b) and (c) are the decoded image from two and three MSB's of the codeword index with 10% errors and corrected by the MAP decoder. The images in Fig. 13 (d) through (h) are for four through eight bit planes received (the MAP detector is not applied to these bits). We use the signal-to-noise Pseudo-Gray coding [22] , and a codebook that is randomly ordered. Pseudo-Gray coding slightly outperforms the GLA/PCP-LS. One dierence between the two schemes is that Pseudo-Gray coding is aected somewhat evenly by errors in each codeword index bit, while In Fig. 14, we also see that the GLA/PCP-LS+MAP and GLA/PCP-LS converge to the same curve at error rates less than 10 03 , because the MAP detector does not work at low error rates. We show the performance of Pseudo-Gray Coding, the GLA/PCP-LS, and the randomly ordered codebook for channel error rates of less than 10 03 in Fig. 15 in a larger scale. We see that because the PCP-LS also has resilience to channel noise, the performance is much better than the randomly ordered codebook at low error rates and very close to that of Pseudo-Gray coding. The largest dierence between Pseudo-Gray Coding and the GLA/PCP-LS is 0.36 dB at channel error rate 10 03 . Figure 15 : SNR of the decoded images over noisy channels for dierent error protection schemes for channels of low error rates at which MAP does not work.
Conclusion And Future Work
We organized a full search VQ codebook for progressive transmission. We found that the MSB's of the codeword index were most important to the image quality and were also highly correlated. We designed a MAP scheme to correct channel errors in these bits. Simulations show that we can get performance close to Pseudo-Gray Coding at low channel error rates and can outperform it at higher error rates while being able to send images progressively.
Future work will include improving the MAP detector, adding channel coding to the system along the lines of the work of Farvardin [4] , improving the performance at lower channel error rates by combining Pseudo-Gray Coding with PCP-LS+MAP, determining bounds on the amount of distortion caused by errors in the dierent codeword index bits, and applying PCP-LS to other VQ problems [20] .
