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ABSTRACT 
A convex quadratic program has Kuhn-Tucker conditions which are necessary 
and sufficient, and suggest a dual problem. These conditions may be formulated 
in a convenient schematic notation which leads to a finite class of equivalent problems 
displaying Cottle’s duality. An inductive argument shows how the original problem 
may be reduced in a finite number of steps to an equivalent problem which is trivial. 
The fundamental duality theorem for convex quadratic programs follows directly. 
INTRODUCTION 
The problem of minimizing a convex quadratic function of many 
variables constrained by linear inequalities has been studied extensively, 
and a number of algorithms have been developed [27,2, 6, 16, 17,251. Most 
of them are similar and are closely related to the simplex method for 
linear programming. 
This paper is essentially an extension of A. W. Tucker’s Combinatorial 
Theory Underlying Linear Programs [19] to convex quadratic programs. 
As such, it shares the purpose of that paper “to discover the underlying 
theoretical structure” of the problem, and to unite this with the actual 
steps of computation to make clear the limits of generality. 
* This paper contains parts of the author’s doctoral dissertation, written under 
the direction of Professor A. W. Tucker at Princeton University, and partially 
supported by the Office of Naval Research contract ONR N00014-67-A-0151-0010. 
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NOTATION 
Matrices and vectors are denoted by boldface letters, scalars by italic 
letters; all have entries from some arbitrary ordered field F. F” denotes 
the n-dimensional vector space of 1 x n matrices over F. Matrix and 
vector inequalities hold componentwise. MT denotes the transpose of 
the matrix M; transpose signs are omitted for vectors, however. The 
symbols, +, 0, 0, 0, - denote positive, nonnegative, zero, nonpositive, 
and negative elements of F. Other notations are defined in the text. 
1. CONVEX QUADRATIC PROGRAMS 
A square matrix M of order n is positive semidefinite over the ordered 
field F if xMx 2 0 for all x E Fn. (We do not require M to be symmetric.) 
Any convex quadratic function f : F” + F can be written as f(x) = 
&xPx + xd + 6, where P = PT is symmetric and positive semidefinite; 
conversely, any function which can be so written is convex quadratic. 
A convex quadratic program in canonical form is given by 
minimize f(xl) = it_x,Pxr + xrd for x1 20 and x,A + b G x2 2 0, 
(1) 
where P is symmetric positive semidefinite of order la and A and b are 
n x m and 1 x m for some m. 
This is just the generalization of Dantzig’s canonical form for linear 
programs (see [7]). By the usual devices for handling linear inequalities, 
such as the introduction of “slack” variables, any problem of minimizing a 
convex quadratic function subject to linear constraints can be transformed 
to an equivalent form (1). 
Following Kuhn and Tucker [14], we introduce the Lagrangian 
L(x,, ~1, ~2) = f(xd - X,Y, - (~4 + Wy, = f(xd - XY> 
where x = (x1, x2) and y = (yr, y2) are in Fn+. 
The necessary and sufficient Kuhn-Tucker conditions that x1* optimize 
(1) are that x1* and some y* satisfy 
y* 2 0, VL(y*) 5 0, y* * VL(y*) = 0, and VL(x,*) = 0, 
where VL(y*), VL(x,*) are the gradients of L with respect to y, x1, each 
gradient being evaluated at the point (x1*, y*). 
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We notice that, by considering one-sided or two-sided limits in the 
expressions for the partial derivatives of L, these are precisely conditions 
which must be satisfied at any solution (xi*, y*) of the problem 
maximize L(x,, y) for y20; 
hence this is a candidate for the dual of (l), as suggested by a result of 
Wolfe [SS]. Calculating 
VL(y) = - (xi, x2) and VL(x,) = x,P + d - y2AT - yi, 
we may use the condition VL(x,*) = 0 to substitute x,P + d - yzAT 
for yi in L(xi, yi, yZ) to get 
maximize g(x,, ya) = - +xiPx, - by, for y2 2 0 and 
x,P + a - yzAT E yi 2 0 (2) 
as a candidate for the dual of (1). (Of course, g is a concave function ; 
but, since maximizing g is equivalent to minimizing - g, which is convex, 
the program (2) can be considered to be convex quadratic. The use of 
“max” and “min” for duals is traditional in linear programming, so we 
retain the convention here.) We recognize (1) and (2) as the dual quadratic 
$rograms of W. S. Dorn [9]. 
If x1 is feasible for (1) and x,#, yz is feasible for (2), then 
/(xi) - g(x,#, YZ”) = ix,Px, + x,d + h”Px,# + by? 
= (xlA + b)y,# + (xi#P + d - y2#AT)x1 + +(x1 - x,#)P(x, - x,#) 2 0, 
since each term of the last sum is nonnegative by either feasibility condi- 
tions or the positive semidefiniteness of P. 
Therefore any feasible value of the minimand f of (1) bounds above 
any feasible value of the maximand g of (2). Furthermore, (1) and (2) 
have the same necessary and sufficient Kuhn-Tucker conditions for 
solution, and hence the same solutions. These conditions are 
x1* 2 0, yz* 2 0, x2* = x,*A + b 2 0, yi* = x,*P + d - y2*AT 2 0, 
and xl*yl* + x2*y2* = 0, (3) 
and we quickly verify that, if x1*, y2* satisfy (3), then f(xl*) = g(x,*, y2*) 
in the equation preceding (3). 
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Dropping the asterisks, we may write the conditions (3) schematically as 
3 
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where xi = (xi,. ., x,), yz = (yn+i,. ., Y~+~), and the equations 
yi = (yi,. . . , yn) = x,P - y2A’ + d and 
xp = (x,+1,. . , X,tm) = x,b + h 
may be read from the schema. These equations, along with the conditions 
x 2 0, y 2 0, and xy = 0 are necessary and sufficient for a solution to 
both (1) and (2). 
2. PRINCIPAL PIVOTS AND THE EXISTENCE THEOREM 
The schema (4) is a special instance of the schema 
m,, m,, 
41 . ‘. QT 
z = (z,, . . , z,) 
w = (w,, . . .) w,) = zM + rl 
(5) 
w, . . . =w 
where M is a square matrix of order Y. 
A solution z, w of (5) is feasible if z 2 0, w 2 0. For each i = 1,. . , Y 
the two variables zi, wi are said to be comjdementary. A complementary 
feasible solution [5] satisfies the conditions z 1 0, w 2 0, and zw = 0. 
The Kuhn-Tucker conditions in (4) are just the conditions for a complemen- 
tary feasible solution of that schema, in which M is positive semidefinite. 
A principal submatrix M,, of M is determined as the intersection of 
certain rows and the corresponding columns, indexed by some subvector 
I of (1,. . ., Y). Let J be the subvector which is the complement of I in 
(1,. , Y). Then I induces a partition of z, w, q into subvectors zI, z,[; 
WI, wJ; q,, qJ; and of M into submatrices M,,, M,,, M,,, M,,. 
If M,, is nonsingular, we may solve the system w = zM f (1 for z1 
in terms of w1 and zJ: 
WI = zIM,, + zJMJI + qI> 
‘vJ = z& + zJMJJ + qJ> 
so zI = wrM,’ + zJ(- MJrM;‘) + (- qrM,‘). We then substitute this 
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expression for z1 in the second equation to obtain 
‘vJ = w,(@KJ) + zJ(MJJ - MJF,lM,J) + (rlJ - 0’I,14J). 
We thus obtain a new linear system, solution-equivalent to the old 
one (in the usual sense of Gauss-Jordan elimination), with now wl, zJ 
as “independent” variables or “inputs” and with zl, wJ as “dependent” 
variables or “outputs.” This transformation is called a principal pivot 
on M,, (the pivot). We may visualize the change of schemata as follows: 
II 
= WI = WJ 
pivot 
MI; 
WI ML1 MiilMI J 
ZJ - MJI",l M~~--~~",lM~~ . 
1 - clrW? qJ - 'I&%J 
I 
= ZI =w J 
Here, for ease of visualization, we first perform a principal reawange- 
went (i.e., the same permutation of the rows and the columns of the schema) 
in (5) to get a schema corresponding to the partition induced by I. Then 
we pivot on M,, to obtain a new linear system. Were we to permute the 
rows and columns by the inverse principal rearrangement to that used 
before, so that the subscripts of the variables wl, zJ regain their natural 
order 1,. . ., Y (rather than I, J), we would obtain a schema which would 
be the result of a direct pivot on M,, in (5), without any intervening 
rearrangements. 
If we perform any sequence of principal pivots and principal rearrange- 
ments starting with the schema (5), we obtain a schema w’ = z’M’ + q’ 
called a principal transform of (5). Likewise, the matrix M’ of this schema 
is said to be a principal transform of the matrix M. The relation “is a 
principal transform of” is an equivalence relation which yields equivalence 
classes containing a finite number of elements. Principal pivot transforms 
are due to A. W. Tucker [20], who first noted the invariance of the 
product zw under principal transforms. 
In any principal transform schema w’ = z’M’ + q’, each pair zi’, CY~’ 
of variables is some complementary pair zi, wj or wj, zj of the schema (5). 
That is, the product 
z’w’ = zr’z@i + * - * + zv’zor’ G Z,Wl + * * . + z,zeJ, = zw 
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is preserved under principal transforms. By taking q = 0, it is an imme- 
diate consequence that, if M is positive semidefinite, then so is every 
principal transform M’ of M. Indeed, then q’ = 0 and, for any z’, 
z’M’z’ = z’w’ = zw = zMz 2 0. 
System (4) has M positive semidefinite, and thus the new systems 
w’ = z’M’ + q’ are of the same type. The idea is then to find a principal 
transform with q’ 2 0, for which the trivial solution z’ = 0, w’ = q’ 2 0 
gives us directly a solution z 2 0, w = zM + q 2 0, zm = 0 to the 
original schema (5). Theorem 1 says that this is possible whenever feasible 
solutions to (5) exist. 
THEOREM 1. When M is positive semidefinite, either some principal 
transform w’ = z’iI1’ + q’ of w = zM + q has q’ 2 0, OY else some such 
transform has a nonpositive column mij 5 0 (i = 1,. , Y) with a strictly 
negative entry qj’ < 0 in q’. Schematically, this means we may principal- 
transform to one of the forms 
(4 
3 @ . @ OY 
(9 0 
‘- 0 - 
This theorem was first proved by Dantzig and Cottle [6] in 1963, and 
Lemke [16] gave a different proof in 1964. These proofs assumed a 
nondegeneracy condition which essentially requires a one-one correspond- 
ence between the geometry (extreme points) and computation (basic 
feasible schemata) of the problem. Of course, this is no obstacle, since 
degeneracy is easily resolved by standard lexicographic or perturbation 
methods. 
Our proof is new, and does not require the use of a nondegeneracy 
assumption. 
Proof of Theorem 1. We shall need the simple facts that, if M is 
positive semidefinite, then so is every principal submatrix of M; further, 
the diagonal entries of M are nonnegative and, if some one of them mii = 0, 
we have mii + mj, = 0 for all i. 
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We begin with the schema w = zM + q of (5). The proof is by induc- 
tion on the order Y of M. If Y = 1, the theorem is trivial. Suppose then 
that Y > I and that the theorem holds for all orders less than Y. There 
are two cases (for a given problem, which case holds can be determined 
by well-known linear inequality methods). 
Case 1. There exists some z 2 0 such that w = zM + q 2 0. We 
begin with any such z. We may assume q > 0, else the theorem already 
holds trivially. 
Suppose z has only one positive component. In this case we lose 
no generality in assuming the positive component to be the first component, 
zi. By decreasing zi as far as possible while maintaining z 2 0, w 2 0 
we obtain a schema which, after a principal rearrangement, has the form 
(6) 
D 
1 e 
=o=+ . . . =+ =o . . . =o 
7@, . . . 
where the principal submatrix D (and the matrix c) is vacuous only if 
m,, > 0 and wr = 0. In that case we pivot on ml, to obtain a schema 
w’ = z’M’ + q’ with a solution in which z’ = 0 and w’ = q’ 2 0, so the 
theorem holds. If ml1 = 0 and w, = 0, there must be some entry m,, > 0 
above D, else we could further decrease z,; since nzi, = - m,, < 0, we 
reach form (A) of the theorem by a pivot on the nonsingular 2 x 2 
principal submatrix determined by rows 1 and i. 
Thus we may assume that wi > 0 and D # $. Applying the hypothesis 
of induction to the schema (D, c), which is of the same order as D (less 
than Y), we may perform a principal pivot within D in (6) to reach one 
of the forms 
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(a) 21 = + 
0 
0 
1 
(b) 21 = i 
0 
0 
1 
m,, . o... 0 
I)’ 
CD... @ 
-I 
=+ =+ =o . . . =o 
7J3 1 . . 
, 
ml1 . . . + 
0 
- @ . 0 . @ 
0 
(7) 
=+ . . . =+ =o . =O 
In case (a) we may strictly decrease z1 while maintaining z 2 0, 
w 2 0. This will not increase zq since HZ’ 11 2 0. Thus the product zw = 
zlwl decreases strictly. If we decrease z1 as far as possible while keeping 
z 2 0, w 2 0, we may perform a principal rearrangement and return - - 
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to a schema of the same form as (6), but with a new feasible solution in 
which the product zw has decreased strictly. 
In case (b), D’ has a nonpositive column with a strictly negative 
bottom-row entry (form (B) of the theorem, for this proper subschema). 
Since D’ is positive semidefinite, as is the order Y matrix M’, the diagonal 
entry in the nonpositive column must be zero; this implies that the 
corresponding row is the negative transpose of this column of M’. The 
first-row entry of the column must be positive, since the output at the 
base of the column is zero. If we pivot on the nonsingular 2 x 2 principal 
submatrix determined by the nonpositive column and the first column, 
after a principal rearrangement we obtain a schema of the form 
Wl = + 
0 
0 
1 
=+ . =+ =o . . . =o 
21 
in which we may strictly decrease ZLV~ as far as possible while maintaining 
z 2 0, w 2 0. Because this does not change the value of zi, the value 
of the product zw = ziz~i decreases strictly. After a principal rearrange- 
ment, we have a schema of the same form as (B), but with the roles of 
zi and ‘wl interchanged (ze~i is now an input, zi an output), and with a 
new solution with z 2 0, w 2 0, and zw = ziwi strictly less. 
We now repeat the above procedure to obtain a sequence of feasible 
solutions z 2 0, w 2 0 and the product zw = ziz~~i strictly decreasing. 
Since each solution was obtained from a schema by setting a single 
positive input (either zi or w,, depending on the schema) at its lowest 
feasible value, the solutions correspond uniquely to schemata. There 
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are at most 2’ such schemata (excluding the Y! principal rearrangements 
of each), so our sequence contains at most 2’ solutions before zi or ZU~ 
drops to zero and we pivot to form (A) of the theorem. 
If the solution z 2 0 with which we began has k positive components, 
we proceed by induction on k. We have just established the case k = 1. 
Suppose k > 1. We lose no generality in assuming the positive components 
to be the first k: zi = a, > 0 for i = 1,. . . , k and zi = 0 for i = k + 
1,. . , r. Let Mi denote the ith row of M. Let q1 = q + a,M, + - * * + 
a,M,. Then the solutions of the schema w = ZN + q differ from those 
of the schema w = zM + q1 only by adding ai to the value of zi in the 
latter for i = 2,. . ., k. That is, if w and z = (zr, . . , z,) satisfy w = 
zlM + qi, then 
IV = zM + q, 
= zM + a2M, + . . . + a,M, + q 
= (Zl, Z2 + U2,. . . > Zk + ak, zk+l,. . ., z,)M + q 
= (z + a)M + (1, 
where a = (0, aa,. . ., akr 0,. ., 0). 
The schema w = zM + q1 has a solution z 2 0, w 1 0, where zi = 
a, > 0, and zi = 0 for i = 2,. . . , Y. Hence, by the case k = 1, we may 
perform a principal pivot in M in this schema to reach a schema w’ = 
z’M’ + ql’, where qi’ 2 0. If we perform the same pivot in M in the 
schema w = zM + q, we obtain a schema w’ = z’M’ + q’. By adding 
a2,. . ., ak to the values of za, . . , zk in the solution z’ = 0, w’ = qi’ 2 0 
of the schema m’ = z’M’ + qi’, we obtain a solution of the schema w’ = 
z’M’ + q’ with at most k - 1 positive components in z’. Then, by 
hypothesis of induction on k, we may further transform to obtain a 
schema with a nonnegative bottom row, that is, form (A) of the theorem. 
Case 2. There is no z 2 0 such that w = zM + q 2 0. In this case 
we may readily construct a solution u 2 0 with Mu s 0 and qu < 0 
(see [12, 221, for example). Since M is positive semidefinite, 0 5 uMu = 
u(Mu) 5 0, so uMu = 0. Let - v = Mu, t = qu. Since t < 0, some 
positive component ui of u is paired with a negative component qi of q 
in the product qu. Thus we have a schema of the form 
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all . . . ZLi . u, 
0 . f . . . 0 
m,, . . . . %, 
mii (8) 
The linear system Mu = - v, qu = t is dual to the linear system 
w = ZM + q (see [12, 21, 221). If M,, is a nonsingular principal submatrix, 
we may solve the equation 
for - u1 = ME%, + M,‘MIJuJ and then substitute this for uI in the 
equations 
MJrur + MJJuJ = - vJ and qruI + qJuJ = t 
to obtain an equivalent system M’u’ = - v’, g’u’ = t, where u’ is composed 
of variables from vl, u, and v’ is composed of variables from ul, vJ. Here 
the matrices M’, (I’ are the same as those obtained by a pivot on M,, in 
the system w = zM + q. 
Beginning with the solution exhibited in schema (S), we shall show 
how to transform to a schema M’u’ = - v’, y’u’ = t, where u’ 2 0 has a 
single positive input, and where v’ 1 0 and t < 0. This schema will then 
exhibit form (B) of the theorem, with the nonpositive column of form 
(B) headed by the positive input of u’. 
We may assume that the ith column of M in (8) contains a positive 
element, else, since qi < 0, we already have form (B) of the theorem. 
Since v 2 0, this implies that u has at least one positive component in 
addition to ui. We must have vi = 0 since uui > 0 and uv = - uMu = 0. 
If m,, is positive, we may pivot on it to obtain a schema M’u’ = - v’, 
q’u’ = t, where the number of positive components in u’ is less than 
before. 
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If mii = 0, we increase zti as far as possible while maintaining u 2 0, 
v 2 0. This cannot increase the value of t since qi < 0, and it assures 
us that vuj = 0 for some i for which mj, > 0. Then mii = - mji < 0, 
so we may pivot on the nonsingular 2 x 2 principal submatrix of M 
determined by columns i and i. This exchanges v, and vj (which are both 
zero) with wi and uj (at least one of which is positive), and so reduces 
the number of positive inputs. 
Thus we may principal-transform to a schema M’u’ = - v’, q’u’ = t 
with a solution u’ 2 0, v’ 2 0, t < 0, where u’ has strictly fewer positive 
components than before. Of course, u’ will have at least one positive 
component since rl’u’ < 0. After at most Y - 1 iterations, we shall reach 
such a schema with a single positive component in u’, so form (B) of the 
theorem holds. 
By induction on the order 7 of M, the theorem follows. 
3. COMBINATORIAL EQUIVALENCE AND DUALIT 
Q.E.D. 
It was first observed (but never published) by Tucker and Wolfe 
that, if we perform a principal transform in (4), then after a principal 
rearrangement we obtain a schema with the bisymmetric form 
Xl’ 
YZ 
1 
x1’ = (Xl’, . .) A&‘), x2’ = &+,, . .‘ xi+,) 
Yl’ = (Yl’, . .rYk’), Yz’ = (Y;+i>. I .> Y:+m) 
where 0 2 k 5 n + m 
(9) 
where P’ and &’ are symmetric positive semidefinite matrices of orders k 
and n + m - k and where xi’, xs’, and yi’, ya’ are subvectors of x = 
(x1,. . .9 &z+wL) and Y = (yip. . . , yn+,) such that each complementary 
pair xi’, yi’ of variables of (9) is some complementary pair xj, yj of (4). 
If in the dual programs (1) and (2) we substitute for those variables 
of (4) which have become dependent in (9) the linear expressions now 
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defining them, we obtain an equivalent pair of dual programs associated 
with (9), in terms of its independent variables xi’ and ys’: 
(I) minimize /(x1’, ys’) = &xr’P’xi’ + &yz’Q’y2’ + xi’d’ + 8 
for xi’ 2 0 and x2’ E x,‘A’ + ys’Q’ + b’ 2 0, 
(II) maximize 6(x1’, ya’) = - &xi’P’xi - $y2’Q’y2’ - b’y,’ + 6 
for ya’ 2 0 and yi’ s xI’P’ - yz’A” + d’ 2 0, (10) 
where 6 is a constant which depends on the schema. (The value of 6 may 
be determined by setting xi’ = 0, y2’ = 0, yi’ = d’, and x2’ = b’ in the 
objective function of either (1) or (2).) 
These are the symmetric dual quadratic programs of R. W. Cottle 
[3]. We may quickly verify that the Kuhn-Tucker conditions for these 
programs simplify to xi’, x2’, yl’, yz’ 2 0 and xi’yi’ + xZ’y2’ = 0; that 
is, x 2 0, y 2 0, and xy = 0. 
We note that /(xi’, ya’) = &(xy + xi’d’ - b’y,‘) + 6 and g(x,‘, ya’) = 
- $(xy + b’y,’ - xl’d’) + 6, so f = g whenever xy = 0. The constraints 
for (I) can be written simply as x 2 0, and those for (II) as just y >= 0. 
As in Section 1, it is easy to show by a purely algebraic argument using 
only feasibility conditions and positive semidefiniteness that f 2 g holds 
for all feasible arguments of either side. Hence the duality of (I) and (II) 
can be justified on purely algebraic grounds, and so it holds over any 
ordered field F. The use of Kuhn-Tucker conditions, which involve limits 
and derivatives, is a strong motivation but is (strictly) unnecessary to 
establish mathematical validity in the duality of (I) and (II). 
Schema (4) is a special case of (9) in which Q’ = 0. Conversely, if we 
start with a schema of form (9), we may pivot to a schema with either 
Q’ = 0 or Q’ = 95 (i.e., k = n + yn) simply by eliminating as many 
variables of ya’ as possible. Both of these “extreme” cases correspond 
to a schema of form (4), the latter with A = q5, b = 4, so that the only 
constraints of (1) are xi 2 0. Similarly, starting with a schema (9), 
we may make P’ become 0 or r$ by a suitable principal transform. The 
nullities of P’ and Q’ are invariant under principal transforms however, 
so these two possibilities are mutually exclusive. In particular, the 
problem (1) we started with had Q = 0 of order m, so that the case Q’ = $ 
can never arise. 
Suppose we begin with the general programs (I), (II) of some schema 
(9). If P’ (or Q’) is nonsingular, we may pivot on it to get an equivalent 
Lznear Algebra and Its Afiplications 3(1970), 359-378 
CONVEX QUADRATIC PROGRAMMING 373 
schema with P = $ (Q = 4). Wl ien F is the real field, such schemata 
correspond to quadratic programs which are equivalent to the problem 
of finding the point nearest the origin of a convex polyhedron [23]. 
If both P’ and Q’ are singular, then all equivalent schemata display 
the “bisymmetry” of schema (9), with the sections “P”, “Q” both non- 
vacuous (but possibly zero). These intrinsically bisymmetric problems 
are intermediate between linear programmin g and least-distance programs, 
and will be discussed in another paper by A. W. Tucker and the author. 
It is e-dsy to verify that the bisymmetric form of the schema (9) and 
its associated dual programs (i) and (II) remains invariant under principal 
pivots (if we perform an appropriate principal rearrangement). We need 
only show by direct calculation that invariance holds for pivots of order 
1 (i.e., positive diagonal elements) and of order 2 with the special form 
0 a 
( 1 -a 0 
since any principal pivot in a positive semidefinite matrix can 
be achieved by a finite sequence of such simple pivots (see [17, p. 561). 
There are at most 2n+n1 nonsingular principal submatrices (counting 
the empty submatrix, which yields an “empty” pivot) of the order n + m 
square matrix of (4), so there are at most Znfm such schemata (9) (excluding 
rearrangements). Each schema formulates the necessary and sufficient 
Kuhn-Tucker conditions for its associated pair of dual quadratic programs. 
All these pairs of dual programs are combinatorially equivalent in the 
sense of A. W. Tucker [19], since their conditions for solution form 
combinatorially equivalent linear systems x 2 0, y 2 0 with an additional 
orthogonality condition xy = 0 which is the same for all the systems. 
By routine methods of linear programming [7, Chap. 51, we may either 
construct a feasible solution x 2 0, y 2 0 for a given schema, or else 
show that no feasible solutions exist for the schema. 
Applying Theorem 1, in the feasible case we may principal-transform 
from schema (4) to an equivalent schema (9) with d’ 2 0 and b’ 2 0 
whose dual programs therefore have a trivial optiwcal solution 
Xl ’ = 0, yz’ = 0, yl’ = d’ 2 0, x2’ = b’ 2 0 
obtained by setting the input variables equal to zero. This solution is 
feasible for both programs I, II of (lo), and gives the value 6 to both 
objectives f, g. Since the nonconstant part of f (of 6) is nonnegative 
(nonpositive) for all arguments feasible for I (II), it is obvious that a 
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better value than 6 cannot be found for either program I, II associated 
with the schema. (Here we used d’ 2 0 and d’ 2 0.) 
Of course, this solution is optimal for all the equivalent pairs of dual 
programs, including the original pair (l), (2). 
If there are no feasible solutions x, y 2 0 for the schema (4), the 
proof of Theorem 1 shows how we may obtain a transformed schema 
with form (B) which will be one of 
Xl’ 
Y 
1 
c 8 . . . @ 
x 
or 
YZ’ 
1 
- 
3 
0 
0 . . . G 
= Yl’ x ‘Y = x2’ 
depending on in which “half” of the bisymmetry the nonpositive column 
falls. Here the skew symmetry of the nonnegative row corresponding 
to the nonpositive column is due to the positive semidefiniteness of the 
order n + m matrix, since the diagonal entry of the nonpositive column 
must be zero. The zero row and column in Q’ in the first case, or in P’ 
in the second, are due to the additional fact that P’ and Q’ are symmetric. 
In the first case we see that program (I) is infeasible, since whenever 
xi 2 0 we must have the component x < 0. If program (II) is feasible 
here, we may increase its objective indefinitely while maintaining y 2 0 
by simply increasing the value of the component y in any II-feasible 
solution. 
To illustrate this, suppose xi’, ya’ is feasible for (II), so yi’ 2 0, 
ya’ 2 0. Let a be the nonnegative row vector above yi’ in the row of the 
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component y of ya’. Let e be the row, of the identity matrix, such that 
ey,’ = y. 
Then eb’ = b, the negative entry in the bottom row of the schema 
(above the component x), and exz’ = x = x,‘(- a) + b. The objective 
function of (II) is 
dx,‘, ~2') = - +(x,‘y,’ + xz’y2’ + 0,’ - x,/d’) + 6 
and, if we increase the value of y by t > 0, this becomes 
B - 8 [xI’(yl’ + ta) + xz’(y2’ + te) + (y2’ + te)b’ - xl'd'l = g(x,‘, YZ') - tb, 
which + + 00 as t + + 00 since b < 0. Of course, yi’, yz’ become yi’ + 
ta 2 0, y2’ + to 2 0 for all t 2 0 since a 2 0 and e 2 0. Thus the - 
feasibility of (II) is maintained. 
Similarly, in the second case, program (II) is infeasible and program 
(I) is either infeasible or unbounded. 
We have established the well-known “duality theorem.” 
THEOREM 2. The programs (I) and (II) are dual in the sense that: 
(i) If both are feasible, then all feasible values of f in (I) bound above 
all feasible values of g in (II). Both programs have the same nonempty set 
of solutions, for which f = g holds. These are the solutions of the Kuhn- 
Tucker conditions, which are the same for (I) and (II). 
(ii) If either program is infeasible, then the other is infeasible or else 
unbounded on some ray of its constraint set. 
(iii) The programs (I) and (II) generate a finite constructible equivalence 
class of pairs of dual programs. One member of this class is either trivially 
solvable or obviously unsolvable. 
4. CONCLUSION 
Our development of convex quadratic programming shows that the 
fundamental duality and existence theorem (Theorem 2) holds over an 
arbitrary ordered field. A given program generates a finite equivalence 
class of pairs of dual programs, at least one of which is trivial. Although 
we may explicitly construct this class, it is clear that this would not 
generally be an efficient way to find solutions. 
The proof of Theorem 1 implicitly gives an algorithm which might be 
expected to converge in a reasonable number of steps. 
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First we use one of the various procedures based on the Simplex method 
for linear programming to construct a feasible solution x 1 0, y 2 0 to 
(4), or else to show that none exists (in which case no optimal solutions 
exist). In the former case the solution is feasible for both (dual) programs 
(l), (2). There is essentially just a single routine which is repeated until 
an optimal solution appears. 
If the initial solution x 2 0, y 2 0 has only one positive input, then 
at each step we get a new solution x 2 0, Y 2 0 feasible for both programs 
(l), (2) where the “gap” 
/(Xi> Yz) - g(x,, Yz) = XlYl + %Y2 = XY 
between the objective functions decreases strictly from its value at the 
previous solution-until the “gap” is reduced (monotonically) to zero, 
at an optimum. 
If the initial feasible solution has more than one positive input, the 
procedure first “translates” to a coordinate system in which there is a 
single positive input, then applies the previous “monotonic” method to 
obtain a solution which, when “translated” back, has fewer positive 
inputs. The number of positive inputs is thus eventually decreased to 
zero, so xy = 0, and we have an optimum. 
Unfortunately the behavior of the gap function XY is not generally 
monotonic decreasing when there are more than one input in the initial 
feasible solution. Rather, the algorithm concentrates on decreasing 
monotonically the number of positive inputs. 
No computational experience is available at present except for small 
problems solvable by hand. 
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