We consider mostly Bayesian estimation of stochastic frontier models where one-sided inefficiencies and/or the idiosyncratic error term are correlated with the regressors. We begin with a model where a Chamberlain-Mundlak device is used to relate a transformation of time-invariant effects to the regressors. This basic model is then extended in several directions: First an extra one-sided error term is added to allow for time-varying efficiencies. Next, a model with an equation for instrumental variables and a more general error covariance structure is introduced to accommodate correlations between both error terms and the regressors. Finally, we show how the analysis can be extended to a nonparametric technology using Bayesian penalised splines. An application of the first and second models to Philippines rice data is provided. A limited Monte Carlo experiment is used to investigate the consequences of ignoring correlation between the effects and the regressors, and choosing the wrong functional form for the technology.
Introduction
Studies of stochastic frontier models that allow for correlation between inefficiency effects and regressors are few and have been mainly done under a fixed effects framework in which a panel data model with a two-sided error term is estimated first, and the inefficiency effects are later estimated by subtracting the effects from their maximum (see e.g. Sickles 2005 and references cited therein). Given that stochastic frontier models are more commonly estimated based on a one-sided random effects assumption, it is useful to investigate estimation within a framework where the one-sided random effects are correlated with the regressors. Also of interest are methods for accommodating correlation between the idiosyncratic error term and the regressors. The purpose of this paper is to propose a relatively general approach to modelling of stochastic frontiers with endogeneity, where one-sided efficiency effects, and idiosyncratic error terms, can be correlated with the regressors. We show that by transforming the inefficiency term into a normally distributed random term and modelling endogeneity through the mean or covariance of the normal errors, a range of stochastic frontier models with endogeneity can be handled.
We first consider a panel stochastic frontier model in which correlations between the effects and the regressors are based on a generalisation of the correlated random effects model proposed by Mundlak (1978) , extended by Chamberlain (1984) , and described further by Wooldridge (2010) .
Inefficiency effects are assumed to be correlated with the regressors through the mean of a transformation of the inefficiency errors. The main focus is on a log transformation implying the inefficiency errors have a lognormal distribution whose first argument depends on the regressors.
Pursuing Bayesian estimation of the model, we derive conditional posterior densities for the parameters and the inefficiency errors for use in a Gibbs sampler. We then extend the model in several directions. Following Colombi et al. (2012) , we add a time-varying inefficiency error leading to a model with both time invariant (permanent) and time-varying (transient) inefficiency errors; endogeneity is assumed to occur through correlation between the regressors and the time-invariant error. Necessary changes to the previously specified conditional posteriors are described. The second extension is to a more general model where endogeneity can exist because both the inefficiency errors and the idiosyncratic errors are correlated with the regressors. So that estimation can proceed, a "reduced form" type equation with instrumental variables is added to the earlier model. Details of how to estimate the model using both maximum simulated likelihood and Bayesian methods are provided.
Our final extension is to show how the frontier function can be modelled nonparametrically using splines estimated within a Bayesian framework. Although estimation of stochastic frontier models with nonparametric elements is popular -see Parmeter and Kumbhakar (2014) for a review -there are few (if any) studies that have considered both nonparametrics and endogeneity.
The paper is organised as follows. The basic Mundlak-type model where the mean of the transformed error is a function of the regressors is considered in Section 2. In Section 3 we extend this model to include both permanent and transient inefficiency errors. Specification and estimation of the model that makes provision for instrumental variables and accommodates endogeneity more generally are considered in Section 4. In Section 5 the analysis is extended to a nonparametric frontier modelled using splines. An application using Philippine rice data and the models from Sections 2 and 3 is provided in Section 6. A Monte Carlo experiment, designed to examine the effects of ignoring endogeneity and/or misspecifying the frontier function, is given in an Appendix.
Modelling correlation with a Chamberlain-Mundlak device
In the first instance we consider the following random effects stochastic production frontier model with a time invariant inefficiency term L and U are vectors containing the lower and upper truncation points for each of the elements in γ .
For  two alternative priors were considered: a gamma prior on 1 exp ln 2 ex 2. 
is employed, the conditional posterior density for 2   becomes the truncated gamma density
All the densities in (2.4)-(2.8) are recognised densities which are straightforward to draw from, with the exception of  
. Depending on available software, it might also be less straightforward to draw from the truncated gamma density in (2.9). Since these exceptions are univariate distributions, a convenient method for drawing from them is the slice sampler of Neal (2003 
Extension to a time-varying inefficiency model
A deficiency of the model considered in the previous section, and one that is likely to be particularly critical if the number of time periods is large, is the time invariance of the firm inefficiencies. One way to remedy this deficiency is to specify the inefficiency error as it u , allowing it to vary freely over both firms and time. In this case we can specify 2, ( )
and derive a corresponding set of conditional posterior densities. We do so in Section 4, but for a more general model that also accommodates other forms of endogeneity. Another way to allow for time varying inefficiency is to add an extra one-sided random term it  in the spirit of the generalised random effects model of Colombi et al. (2012) , Kumbhakar and Tsionas (2014) and Filippini and Greene (2014) . That is, , , , , , ,
As before, all these densities are of recognisable forms from which observations can be drawn directly, except for  
,which will require a Metropolis step or the slice sampler.
A model with full endogeneity and instrumental variables
In the previous two sections endogeneity was modelled as correlation between the inefficiency errors i u and the inputs. However, in a number of studies (e.g., Kutlu 2010 , Karakaplan and Kutlu 2013 , Tran and Tsionas 2013 allowance is made for correlations between idiosyncratic error terms and the inputs. In this section we consider a model that, in its most general form, allows for (i) time varying inefficiencies, (ii) correlation between the inputs and both the inefficiency error and the idiosyncratic error, (iii) correlation between the two types of errors, and (iv) the introduction of instrumental variables. We write the general model as
where it z is a (1 m  ) vector of instrumental variables, and it x is (1 k  ) vector of log-inputs, differing from 1,it x and 2,it x in that the latter may contain various transformations of the inputs. The ( 1 mk  ) vector π contains the parameters from the "reduced form" equations for it x .The error terms
v v  v are assumed to be normally distributed with zero mean, uncorrelated over firms and time, and with endogeneity modelled through the   The model in (4.1) extends the models considered in Kutlu (2010) and Tran and Tsionas (2013) in which only correlations between regressors and the conventional error terms are allowed -they have only the first and third equations in (4.1). Kutlu uses a two-step maximum likelihood procedure while Tran and Tsionas propose a GMM estimation method. Karakaplan and Kutlu (2013) consider a model that allows for full endogeneity but it is to some extent different from our model and our estimation methods are very different.
Estimation: some preliminaries
We consider two methods of estimating the model: maximum simulated likelihood, and
Bayesian estimation via Gibbs sampling. As a starting point for both methods, we derive the likelihood function by writing
From the third equation in (4.1), we have
p u x , we begin by noting that
The likelihood for a single observation is obtained by multiplying together (4.4), (4.5), and (4.6), and integrating out it u . Since such an integral is intractable, we consider maximum simulated likelihood and Bayesian estimation.
Estimation via maximum simulated likelihood
An estimate of the likelihood for a single observation is given by
p u x . This draw can be obtained from
where     is the standard normal cdf, and the ( ) r it  are independent draws from a uniform (0,1) distribution. The simulated log-likelihood function can be written as
Maximizing this likelihood function with respect to the parameters ( , , , )     gives estimates for these parameters. Using these estimates, and for each ( 1) NT  vector of draws ( ) r u , we can find an estimate of the conditional density for y and X defined as    
Then, to obtain estimates (predictions) of each of the inefficiency errors it u , we recognize that
and estimate this mean using 
Bayesian estimation
For Bayesian estimation, we derive the conditional posterior densities for each component of
for use in a Gibbs sampler. Assuming the Wishart prior
show that the conditional posterior for
For  , we assume the normal prior 
γ V , and a similar trick, leads to the normal conditional
, where
A similar argument can be used for π . With the normal prior
, and
Finally, the conditional posterior distribution for it u can be written as
With the exception of   
Extension to a nonparametric technology
A possible limitation of the models described so far is the parametric nature of the production technology. Although many of the so-called flexible functional forms such as translog and generalised
Leontief fit nicely within the framework of these models, it is useful to examine how one might incorporate a nonparametric function for the production frontier. Studies that have done so, but without allowing for endogeneity, include Fan et al. (1996) , Kumbhakar et al. (2007) , and MartinsFilho and Yao (2015) . Parmeter and Kumbhakar (2014) . We use penalised low-ranked splines to model f because they have a nice Bayesian counterpart, they can be used effectively to estimate our model, and they have good properties (see e.g., Ruppert et al. 2003 , Hajarghast 2006 , Claeskens et al. 2008 , Chib et al. 2009 Ruppert et al. (2003) , we write this and subsequent equations as an equality, although it needs to be recognised that the spline formulation is an approximation not an exact representation of any function f.
where 1 where y and v are NT-dimensional vectors containing the it y and it v , respectively,
Here and in what follows we use the notation it x to denote the regressors required for the spline formulation rather than a vector of logs of inputs as was the case in equation (5.1). When more than one regressor is introduced, the nonparametric function f is again replaced by 0 0 1  X β X w with a similar penalty on w , but, as we see below, the definitions of 0 X , 1 X and it x change. Thus, Bayesian estimation using (5.3) is equally applicable to the case of multivariate regressors, providing suitable changes are made for 0 X , 1 X and it x . and forming the posterior kernel leads to a Gibbs sampler that is very similar to that in equations (3.2)-(3.8). The differences are
(1) 1,it x is replaced with it x , (2) the conditional posterior for β changes to
and ( .
Multivariate cases
It is well-known that multivariate nonparametric estimation suffers from a curse of dimensionality: as the dimension of the regression function increases, estimation becomes less precise and sometimes impractical. Thus, we first describe some restricted multivariate models, and then move on to the general case. We start with a partially linear model and continue with an additive model. Additive models may lack flexibility in that they ignore interaction between variables. A model which includes interaction terms, known as the additive with interactions model, is also briefly discussed. Finally, we discuss modelling of general nonparametric multivariate functions using multivariate spline bases.
The regression function for a partially linear model can be written as
where it q is a row vector of explanatory variables exclusive of the variable it x that we are treating nonparametrically, and α is a conformable vector of unknown parameters. The regression spline representation of the model is
or, in matrix notation, , , 
In this case, we define 
, leading again to the standard model 0 0 1    y = X β + X w u i v which can be estimated using a Bayesian approach. A more general prior is needed for w , namely
A weakness of the purely additive model is that interactions between independent variables are completely ignored. It is possible to allow for second-order interactions. In the simple case with three regressors this results in the following model 1 2 3 0 1 1 2 2 3 3 12 1 2 13 1 3 23 2 3
The observation subscript it has been omitted for notational convenience. This model is referred to as an additive model with interactions (see e.g., Sperlich et al. 2002) . Parametric models with interactions are common in economics, but may lead to incorrect conclusions if the assumed parametric form is incorrect. In production economics parametric forms which are special cases of an additive model with interactions are the translog, generalised Leontief, and generalised quadratic. Bivariate functions such as 12 1 2 ( , ) f x x can be modelled using the multivariate approach to which we now turn.
Estimation of general multivariate nonparametric functions requires multivariate spline bases.
At least two approaches to creating multivariate splines have been proposed: one is by forming tensor products of univariate spline bases, and the other is by using radial basis splines (both are discussed in has been suggested. 5 The penalty constraint   Further information on multivariate splines and radial bases can be found in Ruppert et al. (2003) or Nychka (2000) .
An application to Philippines rice data
Since at least the 1970s some studies have reported an inverse relationship between farm size and productivity (efficiency) in developing countries (see e.g., Bardhan 1973 or Sen 1975 with several other studies that have used this data set. We assume time-invariant inefficiencies and allow them to be correlated with land size through
The square of land is included to account for a potential nonlinear relationship. The second model we consider is identical except that, following Section 3, an extra inefficiency error, it  , is included so that the model has both permanent and transient inefficiencies. It is assumed that it  follows an exponential distribution with parameter  . So that we can compare estimates obtained with and without the endogeneity assumption, we also estimate these models assuming that 1 2 0     .
Prior distributions
The priors that we used are as follows. In all cases, we have
. For the models with endogeneity, In Figure 1 we plot the marginal distributions for i u that correspond to each of the two prior specifications, with the graphs cut off at a maximum value of 1 (a minimum efficiency value of . Also, one criticism that might be levelled at the assumption of a lognormal distribution for the errors is that, because it does not have a nonzero mode, it does not accommodate a situation where most firms are close to 100% efficient. However, when one allows for uncertainty about the parameters of the lognormal distribution, that situation can be accommodated.
In Table 1 Koop and Steel (2001) . The uniform prior is very similar to the exponential prior, while, as already noted, our choice of hyperparameters for the gamma prior allows for a greater prevalence of relatively inefficient firms. Finally, we note that, in the application whose results are reported next, we experimented with less informative priors with no substantial changes in the results.
Results
Posterior means and standard deviations for the parameters for each of the 4 estimated models are presented in Table 2 . They were calculated after performing 600,000 MCMC iterations, discarding the first 100,000 and reserving every 50th draw. The elasticity estimates ( 1  to 4  ) all have reasonable magnitudes and are not overly sensitive to the assumed model. The largest differences occur in the coefficients 1  for land (which is assumed to be the source of any endogeneity), and 2  for labor (which is highly correlated with land). The estimates for  are considerably larger in the models without endogeneity, picking up variation in i u not attributable to Finally, although our results in Table 2 
Conclusions
By transforming the inefficiency error to a normally distributed random term, we have been able to construct a relatively general model for introducing endogeneity into stochastic frontier analysis.
Endogeneity can be introduced through either the mean of the transformed inefficiency error, or the covariance structure of the various errors, or both. The model can accommodate the introduction of instrumental variables, can be used with time-invariant and time-varying inefficiency terms, permits endogeneity with respect to both the inefficiency and idiosyncratic errors, allows for correlation between these errors, and is readily extended to a nonparametric frontier using splines. Although our conditional posterior densities were in terms of a general transformation, we focus mainly on a log transformation. Future research can be directed towards other transformations relevant for specific distributions for the inefficiency error. Our application showed some but not strong evidence of endogeneity, highlighted the importance of allowing for time-varying inefficiency, and also suggested that frontier parameters are not overly sensitive to these assumptions.
Results from a Monte Carlo experiment investigating the impact of ignoring endogeneity and choosing the incorrect functional form suggest that the nonparametric model and corresponding estimation procedure are robust. They successfully eliminate biases that are present if the wrong functional form is chosen or if endogeneity is ignored, and any improvement in results from modelling the correct functional form, and/or correctly ignoring endogeneity when it is not present, is small. regressors and the inefficiency errors, and (2) the effect of choosing an incorrect functional form for the technology.
A.1 Design of the experiment
We consider a bivariate stochastic frontier model of the following form 1, 2, Translog model:
Arctan model:
The first case is a translog function commonly used in production economics; the second function has been chosen so that it is not of translog form with respect to 2 x , but is still a reasonable candidate for a production function. The constant term in both these functions is zero; it was nevertheless treated as an unknown parameter to be estimated. derivative with respect to 1i x . Biases appear in the estimated derivatives for both 1i x and 2i x for estimators that ignore the correlation. We lose in terms of both MSE and bias by using the nonparametric estimator relative to the "correct" parametric translog estimator; a large part of this loss is attributable to bias in estimation at the end points.
The biases and MSE differences become much more pronounced when the level of correlation is increased. This is particularly evident in Figure A4 where the estimates that ignore the correlation are concentrated above the 45 degree line.
Figures A5, A6 and A7 provide the results for an arctan DGP with varying degrees of correlation between i u and 1it
x . In this case we are able to compare the performance of estimates from the incorrect translog functional form with those from the nonparametric estimator. Looking first at the case with no correlation ( Figure A5 ), we find that, if a translog model is estimated, there will be significant biases in all quantities of interest, including efficiency effects and derivatives with respect to 1 x and 2 x , no matter whether correlations are assumed or not. These biases are not present for the nonparametric estimator, except at the end points for the derivative with respect to 1 x . This indicates that choosing a wrong functional form could have serious consequences for estimation. It is interesting, however, that the MSE for the translog estimator of the derivative with respect to 1 x is smaller than its nonparametric counterpart. In terms of what we lose by assuming correlation when none exists, the results are mixed, but it does appear that the losses, if there are any, are not great.
Moving to the arctan DGP with correlation ( Figures A6 and A7 ), we find that the nonparametric estimator that allows for correlation is uniformly better than that which does not, but the same relativity does not hold for the translog function estimators. Allowing for correlation when you have the wrong functional form can be worse than ignoring that correlation even when it is present.
Collecting all this information, the results from the Monte Carlo experiment can be summarised as follows:
1. If there are strong correlations between the efficiency effects and the regressors, ignoring that correlation leads to significant biases in the estimates for elasticities and the efficiencies. True values are given on the horizontal axes and estimates on the vertical axes.
