Abstract-Communication data rate and energy constraints are important factors which have to be considered when investigating distributed coordination of multi-agent networks. Although many proposed average-consensus protocols are available, a fundamental theoretic problem remains open, namely, how many bits of information are necessary for each pair of adjacent agents to exchange at each time step to ensure average consensus? In this paper, we consider average-consensus control of undirected networks of discrete-time first-order agents under communication constraints. Each agent has a real-valued state but can only exchange symbolic data with its neighbors. A distributed protocol is proposed based on dynamic encoding and decoding. It is proved that under the protocol designed, for a connected network, average consensus can be achieved with an exponential convergence rate based on merely one bit information exchange between each pair of adjacent agents at each time step. An explicit form of the asymptotic convergence rate is given. It is shown that as the number of agents increases, the asymptotic convergence rate is related to the scale of the network, the number of quantization levels and the ratio of the second smallest eigenvalue to the largest eigenvalue of the Laplacian of the communication graph. We also give a performance index to characterize the total communication energy to achieve average consensus and show that the minimization of the communication energy leads to a tradeoff between the convergence rate and the number of quantization levels.
on consensus algorithms ( [1] , [2] ). The study of distributed consensus is closely related to an essential issue of the complexity science: how can local communications and cooperations among individuals lead to certain desirable global behaviors?
The average-consensus problem originated from distributed computation and decision-making, which usually means to design a network protocol such that, as time goes on, the states of all agents asymptotically reach the average of the initial states. In the 1980s, Tsitsiklis [3] and Tsitsiklis et al. [4] studied the consensus problem and proposed weighted-average protocols. Thereafter, Jadbabaie [5] studied similar protocols motivated by biological group behaviors and stirred the excitement of the research on distributed cooperative control in the control community. From then on, many valuable results ( [6] [7] [8] [9] [10] ) have appeared. However, most of the works in the literature assume that each agent can obtain the exact state information of its neighbors through local communications. When the states of agents are real-valued, this assumption is equivalent to the requirement that the communication channels between agents have unlimited capacity (bandwidth). It is well known that in real digital networks, communication channels have a finite channel capacity, thus, at each time step, agents can only transmit a finite amount of information to their neighbors. The communication between different agents can be viewed as such a process: At each time step, the sender encodes the quantized state and sends out the code. When the neighbors receive the code, they use a decoding algorithm to obtain an estimate of the sender's state. Thus, quantization plays an important role in information exchange among agents. Therefore, consensus problems based on quantized communication become interesting and more meaningful. Kashyap et al. ([11] , [12] ) and Nedic et al. ([13] ) designed average-consensus algorithms based on the assumption that the states of agents are integer-valued. These algorithms can drive each agent to some interger approximation of the average of the initial states. Carli et al. and Frasca et al. ([14] - [17] ) and Kar and Moura ( [18] ) studied the average-consensus problem with real-valued states based on quantized communication. Carli et al. ([14] - [16] ) proposed algorithms with a uniform quantizer of infinite levels to ensure the boundness of the consensus error and gave an error bound in terms of the system parameters. Furthermore, an algorithm based on dynamic quantization to ensure average consensus was developed in Carli et al. ([17] ). The number of quantization levels, however, will increase as the number of agents increases no matter how the control parameters are chosen. Kar and Moura ( [18] ) added a random dither to the sensor state before quantization to make the quantization error a "white" noise. By a distributed stochastic approximation method ( [19] [20] [21] [22] [23] ) and pathwise analysis, it was proved that, for an infinite-level quantizer, consensus can be achieved with 0018-9286/$26.00 © 2010 IEEE probability 1, while for a finite-level quantizer, the states of all agents will eventually enter into a small neighborhood of the average of the initial states with high probability. More relevant results with dithered quantizers can be found in [24] and [25] .
It is well known that for feedback control of single-agent systems with communication constraints, Tatikonda and Mitter ( [26] ) and Nair and Evans ( [27] ) gave the minimal bit rate (channel capacity) for stabilizing a linear time-invariant system and the case with a logarithmic quantizer was considered by Elia and Mitter ( [28] ) and Fu and Xie ( [29] ). For distributed cooperative control problems of multi-agent systems under communication constraints, though various kinds of algorithms have been proposed as mentioned above, some fundamental theoretic problems remain open. For example, to achieve consensus of the whole network, how many bits of information does each pair of adjacent agents need to exchange at each time step?
In this paper, we consider the average-consensus control for discrete-time first-order undirected networks under communication constraints. Each agent has a real-valued state but can only exchange symbolic data with its neighbors. The communication between agents is based on dynamic encoding and decoding with finite-level quantization. We design a distributed protocol with error compensation. The protocol is characterized by three parameters: the control gain, the scaling function, and the number of quantization levels.
We show that if the network is connected, then for any given uniform quantizer with finite levels, the control gain and the scaling function can be chosen properly such that under the protocol designed, the average state of the whole network is preserved and the deviation between the state of each agent and the average state of the whole network converges to zero exponentially. In particular, it is shown that the control parameters can be properly chosen such that the average consensus can be achieved by using a single-bit quantizer. This indicates that no matter how large a network is, as long as it is connected, we can always design a distributed protocol to ensure asymptotic average consensus with an exponential convergence rate using merely one bit information exchange between each pair of adjacent agents at each time step.
We also analyze the relationship between the convergence rate and the number of quantization levels, and show that under the protocol designed, faster convergence requires more bits for quantization. We give a performance index to characterize the total communication energy to achieve average consensus and show that the minimization of the communication energy leads to a tradeoff between the convergence rate and the number of quantization levels.
Our proposed consensus algorithm has potential applications in the distributed estimation over sensor networks, where the number of nodes is often large. This motivates us to investigate asymptotic properties as the number of nodes approaches infinity. We show that in some sense, the asymptotic convergence rate is when using a -level quantizer, where is the ratio of the second smallest eigenvalue (algebraic connectivity) to the largest eigenvalue (spectral radius) of the Laplacian matrix of the topology graph. The ratio is an important physical quantity reflecting the synchronizability of a network ( [30] ). Our result shows that the convergence rate of distributed consensus depends not only on the connectivity but also on the synchronizability of the communication graph for a given finite communication data rate. The remainder of this paper is organized as follows. In Section II, we present the model of the network, propose a distributed protocol, and formulate the problem to be investigated. In Section III, we prove that under the protocol designed and some mild conditions, average consensus can be achieved with an exponential convergence rate. Then we analyze the asymptotic performance as and give an explicit form of the asymptotic convergence rate. In Section IV, we give a performance index to characterize the total communication energy cost to achieve average consensus. In Section V, we consider how to select the control parameters for an important class of complex networks called expander networks. In Section VI, we give some concluding remarks and future research topics.
The following notation will be used throughout this paper: denotes a column vector with all ones. denotes the identity matrix with an appropriate size. For a given set , the number of its elements is denoted by . For a given vector or matrix , its transpose is denoted by , its -norm is denoted by , and its Euclidean norm is denoted by , its trace is denoted by . For a given positive number , the natural logarithm of is denoted by , the logarithm of with base 2 is denoted by , the maximum integer less than or equal to is denoted by ; the minimum integer greater than or equal to is denoted by . For a given random variable , the mathematical expectation of is denoted by .
II. PROBLEM FORMULATION

A. Average-Consensus Problem
In this paper, we consider the average-consensus control for a network of agents with the dynamics (1) where and are, respectively, the state and input of the th agent, and is the control gain. The communications between different agents are modeled as an undirected graph , where is the set of nodes with representing the th agent, is the set of edges and is the weighted adjacency matrix of . Note that is a symmetric matrix. 
B. Protocol Design
In [6] , a weighted-average protocol was proposed (2) In (2), the th agent needs the exact state information of its neighbors. In this paper, we assume that the exact state information is not available, but only symbolic data can be exchanged between agents, and the communication channels are modeled as noiseless digital channels each with a pair of encoder and decoder. The encoder of the th agent is given by (3) where is the internal state of , and , which is the output of , is sent to the neighbors of the th agent. Here, is a finite-level uniform quantizer, and is a scaling function.
The quantizer : is a map from to the set of quantized levels . In this paper, we consider a finite-level uniform symmetric quantizer with
The number of quantization levels is . The associated quantizer is given by
The encoder is a difference encoder with scaling, and is a one-step predictor. In this difference coding algorithm, what is quantized at each time step is a "prediction error", , rather than the state . Intuitively speaking, the amplitude of the prediction error is smaller than that of the state itself, so it can be represented by fewer bits.
Remark 2:
If consensus is achieved asymptotically, then the prediction error tends to zero as . Therefore, intuitively the scaling function should have the following properties. On one hand, should decay gradually to make the quantizer persistently excited, such that the agents receive the information from their neighbors continuously. On the other hand, should be large enough such that the quantizer will not be saturated.
Remark 3: The quantizer is implemented using the following strategy: when the output of the quantizer is zero, the th agent does not send any information, so for a -level quantizer , the communication channel , is required to be capable of transmitting bits without error at each time step. In particular, the quantizer given by (5) is a one-bit quantizer.
For each communication channel , the th agent receives , and then uses the following decoder to estimate :
where is the output of . Remark 4: The proposed encoder (3) and decoder (6) both require memory. Some related work on the exploitation of memory to speed up the convergence of distributed consensus can be found in [33] .
We propose a distributed protocol as (7) Denote (8) where . Remark 5: If is replaced by , then the protocol (7) becomes (9) The protocol (9) is a natural extension of the protocol (2) to the case with quantized communications and it has some computational advantage over the protocol (7) . One may wonder why we use the protocol (7) rather than the protocol (9) . We give some explanations below.
From (3) and (6), it follows that:
Thus, the internal state of encoder is equal to the estimates of by its neighbors. By the symmetry of and (10), the protocol (7) can be rewritten as (11) It can be seen that, in our protocol (7), the control input of the th agent consists of three terms. The first term, , which is just the control input of the protocol (2), plays the main role. The second term, , represents the weighted sum of estimation errors for the neighbors' states , . The last term is the weighted sum of estimation errors for by the neighbors.
The last term in (11), which we call an error-compensation term, plays an important role in our protocol. Substituting the protocol (3), (6) and (7) into the system (1) leads to (12) where . From the above, noting that , we have (13) It can be seen that the closed-loop system preserves the average state under the protocol (7) . If the error-compensation term is removed, then by (11), the protocol (7) reduces to the protocol (9) , and the closed-loop system becomes (14) Generally speaking, the closed-loop system (14) does not preserve the average state, and worse still, it can be shown that the closed-loop system (14) may be divergent if is a bounded white noise ( [34] ). That is why we use the protocol (7) rather than the protocol (9) . Indeed, a similar error compensation approach has been considered in [14] and [15] .
III. FINITE-LEVEL QUANTIZED CONSENSUS
For the protocol designed and the resulting closed-loop system (12), the following questions are naturally put forward:
Questions: Can the whole network achieve consensus with finite-level quantized communication? If so, how many bits are necessary for each pair of adjacent agents to exchange at each time step? What is the relationship between the convergence rate and the control gain, the scaling function and the number of quantization levels?
In this section, we will answer the above questions.
A. Convergence Analysis
We make the following assumptions: A1) is connected. 
and for any given , let (18) Then under the protocol given by (3), (6) and (7) with the -level uniform quantizer (4) and the scaling function , the closed-loop system (12) satisfies (19) and (20) where is the consensus error defined by (8) . Furthermore, , where (21) which is defined as convergence rate of average consensus ( [35] ).
Proof: Let be chosen as in (18) . By (12) , noting that and we have Then from (22) and , we get (25) which can be written as (26) where (27) Now we claim that if a -level uniform quantizer (4) with is applied, then the quantizer will never be saturated. Indeed, by (3), (6) and (10) This together with (29) and (18) leads to (37) So when , the quantizer is also unsaturated. Therefore, by induction, we conclude that if a -level uniform quantizer (4) with is applied, then it will never be saturated.
Noting that , by (36) and (18) , where is a known nonnegative constant. But we use Assumption A2) rather than A2 ), due to the following considerations: 1) In many cases, the bound of the initial consensus error may be much smaller than that of the initial states. 2) From the proof of Theorem 3.1, it is shown that the upper bound of the initial states and the initial consensus error have different impacts on the dynamic evolution of the scaled consensus error
. If the upper bound of the initial consensus error is known a priori, then the associated estimates can be obtained more accurately.
Remark 7: Here, the scaling function is designed offline. By Lemma A.2 and the property of Laplacian matrix, we have , then by , we know that (18) holds if By the above inequality, the choice of requires the knowledge of the upper bound of the initial states and the degree of the communication graph. This is a conservative selection, and in practice, smaller may be available.
Remark 8: Theorem 3.1 says that by using a scaling function decaying exponentially and a -bit uniform quantizer, the protocol (3), (6) and (7) can ensure average consensus to be achieved asymptotically. It is worth pointing out that for any given and , the bit number is a conservative estimate, and in practice, fewer bits may be required. However, the number gives us some intuitive clues on the relationship between the number of bits required and the control gain and the scaling factor .
Remark 9: Theorem 3.1 gives an estimate for the convergence rate of the consensus. The smaller the , the faster the consensus error converges to zero. Note that can be made arbitrarily close to , which is the convergence rate for the case with perfect communication ( [35] ). From Theorem 3.1, it is shown that a smaller , namely a faster convergence rate, requires more bits to be communicated, and when , the required number of bits goes to infinity.
B. Probabilistic Analysis
From the proof of Theorem 3.1, it can been seen that the quantizers of all agents are unsaturated, then it is shown that the convergence of the consensus error is no slower than . This result is based on the worst case analysis, since the upper bound of the quantization error , which is 1/2, is used. If the quantization errors are modeled as stochastic noises uniformly distributed on [ 1/2, 1/2] as in [15] and [16] , then we can show that the mean-square-root consensus error converges to zero asymptotically, and the convergence rate is just . Denote which is the vector with the th component as the quantization error of agent . Then the closed-loop system (22) can be written as (39) For a probabilistic analysis, we introduce a stochastic model of (39) (40) where are stochastic noises. (41), (42) and the definition of , we get .
C. Any-Rate Convergence
From Theorem 3.1, it can be seen that if the convergence rate is fixed (i.e., independent of the number of agents), then the number of quantization levels, , will tend to infinity as . However, in practical applications, the bit rate is usually limited. To satisfy this requirement, we can use a fixed number of quantization levels at the cost of slower convergence. We have the following result. 
where is defined by (15) and is defined by (17) . Then, (i) is nonempty.
(ii) For any , under the protocol given by (3), (6) and (7) with and the -level uniform quantizer (4), the closed-loop system (12) satisfies where is a constant satisfying (18) .
Proof: Thus, by (16) , one gets , which together with Theorem 3.1 leads to the conclusion of the theorem. Remark 10: From Theorems 3.1 and 3.3, it is shown that as long as the network is connected, we can always design a distributed protocol to ensure exponentially fast average consensus with each agent sending merely one bit of information to its neighbors at each time step.
The set is a plane point set described by three nonlinear inequalities. Generally speaking, it is difficult to get an explicit solution of these inequalities. However, by introducing a free parameter , we can get a simple algorithm to choose from for any given . The result below shows that any pair generated by Algorithm 1 belongs to and any point in can be generated by Algorithm 1. The proof of Lemma 3.2 is given in Appendix. Next we use an example to demonstrate the validity of the proposed consensus protocol and Theorem 3.3.
Example 1: We consider a network with 10 nodes and 0-1 weights, which means that , if , otherwise, . The edges of the graph are randomly generated according to , for any unordered pair . Here, and . The initial states are chosen as , . The control gain and the scaling factor are taken as 0.0075 and 0.9993 , respectively. From (16), we get . The one-bit quantizer is used. The evolution of the states is shown in Fig. 1 . It can be seen that average consensus is achieved asymptotically with an exponential convergence rate. Then we take . The evolution of the states is shown in Fig. 2. Comparing Fig. 1 with Fig. 2 , we can see that a smaller gives faster convergence.
D. Asymptotic Convergence Rate
In many cases, the number of the network nodes is large and we are concerned about asymptotic properties as approaches infinity. In this section, we investigate the asymptotic performance of the closed-loop system. It can be seen that the asymptotic value of has a very compendious expression. Instead of a given network topology graph , what we consider is a sequence of connected graphs with , . However, for succinctness, the subscript is omitted in the following.
Theorem 3.4: Suppose Assumption A1) holds. Then for any given (50) where . The proof of Theorem 3.4 is given in Appendix.
Remark 11:
is an important physical factor. It is shown that a network exhibits better synchronizability if is large ([30]) . Theorem 3.4 shows that in some sense, the asymptotic convergence rate we can achieve using the proposed protocol is . Therefore, the asymptotic convergence rate is closely related to the number of the quantization levels, the scale and the synchronizability of the network.
Note that we do not claim that the proposed protocol given by (3), (6) and (7) provides the optimal convergence rate among all possible coding and decoding schemes. Theorem 3.4 only gives the asymptotic highest convergence rate under the proposed protocol. It would be an interesting future topic to find the fundamental upper bound for convergence rate among all possible coding and decoding schemes.
IV. MINIMIZATION OF COMMUNICATION ENERGY COST
Average-consensus protocols can be viewed as distributed least-mean-square estimation algorithms in sensor networks ( [36] ). Limited power is perhaps the most critical constraint for applications of wireless sensor networks. Simulations show that for a large-scale sensor network, communications between nodes consume far more power than computation ( [37] ). For power saving, reducing the communication load for distributed estimation is a critical issue. This motivates us to consider how to minimize the total communication energy cost for average consensus. Define the convergence time constant as , which gives the asymptotic number of steps for the consensus error to decrease by ([35] ). For a -level quantizer, at each time instant, bits are sent by each sending node and are received by each receiving node. For simplicity, we assume that the transmission power and receiving energy cost for each node are the same. Therefore, if a -level quantizer is used, then the communication energy of the whole sensor network to achieve consensus is given by where , and and are respectively the energy costs for transmitting and receiving each bit. This model follows from [38] .
It can be seen that minimizing is equivalent to minimizing . By Theorem 3.1, we know that where which is a function of for the given network topology and the control gain . The smaller the , the smaller the , but the larger the . Minimizing with respect to subject to , we can get a good solution for .
Remark 12: Here, we only get a sub-optimal solution of , since what we minimize is the upper bound of . If the stochastic model of quantization errors is used as in Theorem 3.2, and the convergence time constant is defined as , then by Theorem 3.2, we have and minimizing
gives the optimal solution of . 1 Example 2: We consider a network with 30 nodes and 0-1 weights, where and . The curves of when , and are shown in Fig. 3 . The discontinuity of the curves is due to the rounding up and down operators. It is shown that the optimized value of decreases as increases.
V. QUANTIZED CONSENSUS FOR EXPANDER NETWORKS
From Theorem 3.3, to ensure average consensus by using any given -bit quantizer, it is sufficient that the control gain and the scaling factor be chosen from where and is a positive lower bound of . Therefore, the choice of and depends on a positive lower bound of the algebraic connectivity. Generally speaking, the positive lower bound of 1 In this case, 8() is defined as the communication energy of the whole network to achieve consensus in the stochastic average sense.
the algebraic connectivity of a complex network is not known, however, for an important class of regular networks, it can be worked out by using other physical parameters. 
and for any given let (54) Then under the protocol given by (3), (6) and (7) , under the protocol given by (3), (6) and (7) with and the -level uniform quantizer (4), the closed-loop system (12) satisfies where is a constant satisfying (54).
The proof of Theorem 5.2 is similar to that of Theorem 3.3 and is omitted here.
To choose from for any given , we have the following algorithm. . Ramanujan graphs are expanders which achieve the largest possible algebraic connectivity ( [39] [40] [41] [42] ). Recently, it was found that in fact, Ramanujan graphs are close to optimal graphs with the best synchronizability ( [30] , [43] ). For a Ramanujan graph with , . This property is of particular importance, since is lower bounded, independent of the graph . So by Theorem 5.2, for the case with a -regular Ramanujan graph with , we can choose and , such that and , where for any given .
Remark 14:
Since , the asymptotic convergence rate is slower than . In [30] , it is shown that entangled networks, which have largest will typically be Ramanujian graphs. In [43] , it is also shown that Ramanujian graphs asymptotically optimize for a large class of regular graphs. For a family of -regular Ramanujian graphs, . Therefore, the asymptotic convergence rate we can achieve is higher than .
VI. CONCLUSION
In this paper, the average-consensus control problem has been considered for undirected networks of discrete-time first-order agents under finite bit-rate communication. Based on uniform quantization with scaling, a dynamic difference encoding and decoding scheme is used for the communication between each pair of agents. A distributed protocol has been proposed, where the control input of each agent is a weighted sum of the difference between the estimate of its neighbor's state and the internal state of its own encoder. This type of protocol is equivalent to adding an error compensation term to the original weighted average type protocol. It is shown that for a connected undirected dynamic network with first-order agents, no matter how many agents there are, we can always design a distributed protocol to ensure that average consensus is achieved asymptotically with as few as one bit information exchange between each pair of adjacent agents at each time step. It is shown that the asymptotic convergence rate is related to the number of network nodes, the number of quantization levels and the synchronizability of the network.
In this paper, we assume that all agents are synchronized and the communication channels are noiseless. For future research, the case with asynchronous protocols, robustness with respect to packet-loss, link failures and time-delay may be considered, and the case with noisy digital communication channel is also interesting. 
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