Abstract. Rate-distortiontheory, as initiatedby Shannon in his celebrated 1948 paper, is a well known theory of lossy source coding. It is an asymptotic theory in the sense that the performance it prescribes is approachable only in the limit as code dimension increases. Less well known is the \other" asymptotic theory of lossy source coding, which goes by the names of high-rate, high-resolution and asymptotic quantization theory. This theory prescribes the performance of codes with a given dimension and asymptotically large rate. The purpose of the present paper is to compare and contrast the two theories, and to highlight some recent results in high-rate quantization theory. It is the thesis of this paper that high-rate quantization theory has surpassed rate-distortion theory in its relevance to practical code design, because of its ability to identify key characteristics of good codes and to analyze the performance of codes with complexity-reducing structure.
Introduction
Source coding is the process of encoding to produce a binary representation of the data from some source and decoding to create a reproduction of the data from the binary representation. In this paper, we are concerned with the data from discretetime, real-valued, stationary sources { the most illuminating case. As these cannot be encoded and decoded without introducing errors, the codes that are used are often called lossy.
The e ciency or compression of a lossy source code is measured by its rate, which is the average number of bits produced by the encoder per source symbol. The accuracy or delity of such a code is characterized by its distortion, which is a measure of the average loss associated with substituting the reproductions for the original data. Another important aspect of a source code is the complexity of implementing its encoder and decoder, as for example measured by the amount of storage required and the number of arithmetic operations required per sample.
The principal goals of a source coding theory include nding the following (for a given source):
(1) the least distortion of codes with rate R; (2) the least distortion of codes with dimension k and rate R;
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(3) the least distortion of codes with complexity c (with respect to some appropriate measure of complexity) and rate R; (4) the least distortion of codes in a given class C with rate R; (5) the key characteristics of codes that are optimal (or nearly so) in the above senses; and (6) methods to design optimal (or nearly optimal) codes. In this paper, we compare and contrast how two competing theories of lossy source coding attempt to serve these goals. The most well known is Shannon's rate-distortion theory. The \other", lesser-known theory has been called high-rate, high-resolution and asymptotic quantization theory. The rate of a vector quantizer is R = k ?1 log 2 N. (We choose this instead of dlog 2 Ne=N to simplify discussion.) As a measure of distortion, we choose mean squared error D = k ?1 EkX ? Q(X)k 2 , where kx ? yk denotes k-dimensional Euclidean distance and where the expectation is with respect to the k-dimensional source distribution, which we presume to be characterized by a density p k (x). (Later, we mention generalizations to other distortion measures.)
Given a codebook, the conceptually simplest method of encoding with the best quantizing partition is to compute the squared distance between the given source vector x and each quantization point. The encoder outputs the binary codeword corresponding to the closest quantization point. The decoder uses the binary codeword to address a table containing the quantization points. This full search method of quantization requires storage and arithmetic complexity proportional to N = 2 kR , which grows exponentially with kR, the dimension-rate product. Thus complexity is a serious issue in vector quantization. Indeed, nding low complexity codes is a principal goal of modern source coding.
As indicated by the rst of the aforementioned goals, given a source, we would like to nd the least distortion of any VQ with rate R. Viewed as a function of R, this least distortion is called the VQ Operational Distortion-Rate Function (ODRF) 1 and denoted (R) . Therefore, the rst goal is equivalent to nding (R). Similarly, each of the second through fourth goals is equivalent to nding a corresponding ODRF. For example, k (R) denotes the least distortion of k-dimensional VQ's with rate R. In summary, a principal goal of source coding theory is to nd the ODRF's of various classes of codes.
Of special interest, is nding how the ODRF's of various classes of codes relate to their complexity. For instance, one would like to know how close k (R) is to (R) for small to moderate values of k, because the complexity of coding increases rapidly with k. 2 As another example, the ODRF for a class of structured vector quantizers will indicate how its complexity-reducing structure a ects its performance. It is well known that, except for degenerate cases,
For small k, this bound is usually rather weak, and the kth-order distortion-rate function cannot be viewed as having much operational signi cance.
There are several well-known bounds to D(R) and D k (R) (c.f. 5, 6] ). An upper bound derives from known parametric formulas for D k (R) and D(R) for Gaussian sources and from the fact that among sources with a given covariance function, the Gaussian distortion-rate function is largest. The simplest and most widely used lower bounds are the Shannon lower bounds:
where h is the source di erential entropy-rate and h k is the kth-order di erential entropy, as de ned, respectively, by h = lim k!1 h k and h k = k ?1 R p k (x) log 2 p k (x)dx .
Both of these bounds are asymptotically tight in the sense that the ratio of the DRF to the lower bound goes to one as R tends to in nity.
4. High-Rate Quantization Theory The central result of high-rate quantization theory is Zador's theorem 8, 9], which shows that
where Z k (R) is the Zador-Gersho function, de ned as
k= (k+2) dx (k+2)=k depends on the source distribution and c k , called the tiling moment of k-dimensional space, is the least normalized moment of inertia (n.m.i.) among k-dimensional polyhedra that tesselate. The n.m.i. of a cell P about a point y is k ?1 R P kx ? yk 2 dx vol(P) ?(k+2)=k . It follows from (4.1) that
Another important result of high-rate quantization theory is Bennett's integral for scalar quantizers 10] and its recent extension to VQ's 11]. The latter shows that for a VQ with many, mostly small cells, and neighboring cells having similar sizes and shapes
where (x) is the point density and m(x) is the inertial pro le of the VQ. As suggested by its name, (x) is the density of quantization points in the vicinity of x, normalized to integrate to one. ( (x) = (Nvol(S i )) ?1 when x 2 S i .) The inertial pro le m(x) is a function that equals, approximately, the normalized moment of inertia of the cells in the vicinity of x. 4 Bennett's integral shows that the inertial pro le (cell shapes) and the point density (cell sizes) are key characteristics of a VQ with many points. It is natural, then, to seek the best inertial pro le and point density. Although never formally proved, there is a widely believed conjecture due to Gersho 9] that, for large N, most cells of the best k-dimensional quantizers are congruent, approximately, to the tesselating polytope with minimum normalized moment of inertia. Assuming this to be the case, the best inertial pro le is the constant function m(x) = c k . Assuming a constant inertial pro le such as this, either calculus of variations or H older's inequality can be used to show that Bennett's integral is minimized by the point density
Substituting k (x) and c k into Bennett's integral yields the Zador-Gersho formula 5 .
Comparisons
We now compare and contrast rate-distortion theory and high-rate quantization theory.
(1) The two theories are complementary: Rate-distortion theory prescribes the best possible performance of codes with a given rate and asymptotically large dimension. High-rate quantization theory prescribes the best possible performance of codes with a given dimension and asymptotically large rate. That is, (3) Underlying Principles: Rate-distortion theory is a deep and elegant theory based on the law of large numbers. High-rate quantization theory is a simpler, less elegant theory based on geometric characterizations and integral approximations over small cells.
(4) Siblings: Rate-distortion theory has siblings, also based on the law of large numbers, in almost lossless block source coding, channel coding and multiuser information theory. Siblings of high-rate quantization theory are the error probability analyses in channel coding based on minimumdistances and average power analyses for the additive Gaussian channel based on the continuous approximation.
(5) Distortion measures: Rate-distortion theory requires a per-letter delity criteria, whereas high-rate quantization theory requires a di erence distortion measure. Both, however, provide the most results for the squared-error distortion measure. Each requires the source to satisfy a nite moment condition, related to the speci c distortion measure.
(6) Sources: Rate-distortion theory is intended primarily for stationary, ergodic sources, although there are generalizations to asymptotically stationary and nonergodic sources (c.f. 12]). High-rate quantization theory is, fundamentally, a theory devoted to nite-dimensional random vectors, as opposed to random processes. However, for stationary sources, one may let dimension increase and obtain nice limiting formulas. Both theories give nice analytical formulas for Gaussian sources.
(7) Code structures: Rate-distortion theory applies primarily to vector quantizers, or block codes as they were originally called. However, there are converse theorems that show that no codes of any kind with rate R or less achieve distortion less than D(R). And other code structures, such as variable-length, sliding-block, tree and trellis have been shown to contain codes achieving D(R).
High-rate quantization theory was also developed primarily for vector quantizers. However, its ability to focus on vector quantizers with a speci c dimension is a major strength. Another, is that it can be tailored to speci c classes of VQ's. For example, it has long been used to nd the ODRF's of various scalar quantizer based codes such as PCM, transform coding and even DPCM, which is not a VQ. It has also been used to analyze lattice codes. And the recent extension of Bennett's integral to vector quantizers has lead to nding the ODRF's for tree-structured VQ 31] and two-stage VQ 32] . (8) Performance vs. complexity: Rate-distortion theory speci es the fundamental limits to the performance of lossy source coding without regard to cost or complexity. On the other hand, high-rate quantization theory, which analyzes the performance of codes with a given dimension and, sometimes, with a given structure, may be viewed as taking complexity into account, or at least, quantitatively showing the e ects of complexity reducing structure. For example, in lattice quantization, the point density is a constant (far from optimal), in TSVQ the point density is good but the cell shapes are no better than cubes 31], and in two-stage VQ, the point density is a ected but the cell shapes are optimal 32].
(9) Relationships: The following relations hold between distortion-rate functions and Zador-Gersho functions (c.f. 6]). The inequalities marked with \ " become tight as dimension k increases. Those marked with \+" become tight as R increases.
Thus, the Shannon lower bound and Zador's function are closely related. (10) How large is \su ciently large"? Both theories predict the performance of optimal codes as a certain parameter (k or R) becomes large. We now examine how large these parameters must be for the predictions to be reasonably accurate. Consider the case of an IID Gaussian source. By designing VQ's with the LBG algorithm 33] at low rates and by using high-rate theory at high rates, we nd that a dimension of 8 to 14 is needed to give distortion within 1 dB of D(R) . Thus, one may say that rate-distortion theory is applicable for VQ's with dimensions of the order of 10 or greater. For sources with memory, the dimension needs to be larger, roughly by the \length" of the memory.
On the other hand, designing VQ's with the LBG algorithm shows that, as a general rule, the Zador-Gersho formula is very accurate (to within tenths of a dB) for rates 3 or greater. It has also been found that Bennett's integral and other asymptotic analyses are accurate for roughly the same range of rates (c.f. 31]). Thus, one may say that high-rate quantization theory is accurate for rates 3 and up. Moreover, it is generally accurate enough at rate 2 to give indicative results.
(11) Code design: Each theory leads to its own design philosophy. On the one hand, rate-distortion theory shows that good high-dimensional codes have quanti-zation points that are typical of the output distribution of the test channel that achieves the distortion-rate function. Indeed, one can obtain a good code by randomly generating such quantization points. In the special case of IID Gaussian sources, the quantization points can be uniformly distributed either in a sphere or on the surface of a sphere. More generally, the points can be uniformly distributed in the region of typical sequences, where the source density is approximately uniform (see the asymptotic equipartition property (AEP) 5]).
On the other hand, high-rate quantization theory indicates that one obtains a good code with dimension k by making the quantization cells as spherical as possible, i.e. they should be shaped like the polyhedron with n.m.i. equal to c k , and by causing the quantization points to be distributed according to the optimal point density, k . For example, one can design essentially optimal scalar quantizers by choosing y i = F ?1 ((2i ? 1)=2N ) 10, 13, 27] , where F(x) = R x ?1 k (u)du is the distribution function corresponding to the optimal point density.
These two design philosophies are not inconsistent. When both k and R are large,high-rate theory shows that the points of an optimal k-dimensional VQ are distributed as k (x), which in this case is approximately equal to p k (x). It follows, then, from the AEP, that the points of an optimal k-dimensional VQ are spread uniformly throughout the typical sequences, just as rate-distortion theory indicates.
Which design philosophy is more useful? At low rates (say 1 bit per sample or less), one has no choice but to look to rate-distortion theory. But at moderate to high rates, we argue that the high-rate philosophy is the better choice. The reason is that codes designed by the rate-distortion theory approach require very large dimensions. To see this consider an IID Gaussian source, a desired rate R and a VQ of dimension k with 2 kR points distributed uniformly throughout a spherical support region. This is the ideal code suggested by rate-distortion theory. One may lower bound its distortion by assuming that source vectors outside the spherical support region are quantized to the closest point on the surface of the sphere, and by assuming that the cells within the support region are perfect k-dimensional spheres. In this case, at moderate to large rates (say rate 10), after choosing the diameter of the support region to minimize this lower bound to distortion, it has been found 34] that the dimension k must be larger than 250 in order that the mean squared error is within 1dB of the distortion-rate function.
We conclude that the fact that VQ's with dimension about 10 can have distortion within 1 dB of the distortion-rate function is not due to the rate-distortion theory design philosophy, the AEP, nor the use of ideal spherical codes. Rather it is due to the fact that good codes with small to moderate dimensions have appropriately tapered point densities, as suggested by high-rate theory. 6 12. The nature of the error process: From rate-distortion theory, we know that good VQ's with large dimension have codewords typical of the output of the test channel that achieves the distortion-rate function. One can use this fact to learn something about the error process resulting from an optimal high-dimensional VQ. For example, for a Gaussian source with memory, one discovers how the spectrum of the noise relates to that of the source (c.f. 5]).
Recently, in high-rate theory there has been developed an asymptotic formula for the density of the error that results from a VQ with many mostly small cells, with neighboring cells having similar sizes and shapes 30]. Taking the second moment of this density yields, of course, Bennett's integral. The form of the density depends intimately on the point density and the cell shapes. The original motivation for nding the asymptotic error density was a high-rate analysis of two-stage VQ 32] , where a second stage VQ is fed the error resulting from a rst-stage VQ. With knowledge of the rst-stage error density, Bennett's integral may be used to determine the overall distortion. It turned out that the formula is very sensitive to the shapes of the quantization cells. Thus, it has also proved useful in understanding the cell shapes of other VQ's, for example TSVQ 31].
13. Succesive approximation: Many vector quantizers operate in a successive approximation or progressive fashion, whereby a low-rate coarse quantization is followed by a sequence of ner and ner quantizations, which add to the rate. Tree-structured, multi-stage and hierarchical VQ's are examples of such. Successive approximation is useful in situations where the decoder needs to produce rough approximations of the data from the rst bits it receives and, subsequently, to re ne the approximation as more bits are received. Moreover, successive approximation VQ's are often structured in a way that makes them simpler than unstructured VQ's. Indeed, the three examples just cited are known more for their good performance with low complexity than for their progressive nature. An important question is whether the distortion of a successive re nement code will be larger than a one shot code. On the one hand, a recent rate-distortion theory analysis 35] has shown there are situations where successive approximation can be done without loss of optimality. On the other hand, recent high-rate analyses of TSVQ 31] and two-stage VQ 32] have quanti ed the loss of these particular codes. Thus, both theories have something to say about successive re nement.
Conclusions
As indicated in the abstract, the thesis of this paper is that high-rate quantization theory has surpassed rate-distortion theory in its relevance to practical code design and analysis, because of its ability to identify key characteristics of good codes and to be specialized to particular codes with complexity-reducing structure.
High-rate quantization theory also provides results concerning the performance of scalar and vector quantizers with variable-length binary codes 8,18,5(p.173), 20, 9, 22] , which space has precluded discussing.
