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In [Weigu Li, J. Llibre, Xiang Zhang, Extension of Floquet’s theory
to nonlinear periodic differential systems and embedding diffeo-
morphisms in differential ﬂows, Amer. J. Math. 124 (2002) 107–
127] we proved that for a germ of C∞ hyperbolic diffeomorphisms
F (x) = Ax + f (x) in (Rn,0), if A has a real logarithm with its
eigenvalues weakly nonresonant, then F (x) can be embedded in
a C∞ autonomous differential system. Its proof was very compli-
cated, which involved the existence of embedding periodic vector
ﬁeld of F (x) and the extension of the Floquet’s theory to nonlinear
C∞ periodic differential systems. In this paper we shall provide a
simple and direct proof to this last result.
Next we shall show that the weakly nonresonant condition in the
last result on the real logarithm of A is necessary for some C∞
diffeomorphisms F (x) = Ax+ f (x) to have C∞ embedding ﬂows.
Finally we shall prove that a germ of C∞ hyperbolic diffeomor-
phisms F (x) = Ax + f (x) with f (x) = O (|x|2) in (R2,0) has a C∞
embedding ﬂow if and only if either A has no negative eigenvalues
or A has two equal negative eigenvalues and it can be diagonaliz-
able.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
For a germ of Ck smooth diffeomorphisms in (Rn,0) with k ∈ N∪ {∞,ω}, a vector ﬁeld X deﬁned
in (Rn,0) is an embedding vector ﬁeld of F (x) if F (x) is the time one map of the ﬂow induced by X .
The ﬂow of X is called an embedding ﬂow of F (x). For a vector ﬁeld Y depending on the time (if it
is periodic in the time, we assume that its period is 1), if F (x) is the time one map of its solutions,
then Y is also called an embedding vector ﬁeld of F (x).
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embedding ﬂows for a given diffeomorphism with some smoothness. We should say that the em-
bedding ﬂow problem appears naturally when we study the relation between diffeomorphisms and
vector ﬁelds. Recently the results on the existence of embedding ﬂows were successfully applied to
study the integrability, especially the inverse integrating factor, of planar differential systems (see e.g.
[9–11]).
For 1-dimensional diffeomorphisms the embedding ﬂow problem has been intensively studied (see
for instance, [3,4,13–15]). For higher-dimensional diffeomorphisms, Palis [17] in 1974 pointed out that
the diffeomorphisms admitting embedding ﬂows are few in the Baire sense.
In 1988 Arnold [2, p. 200] mentioned that any C∞ local diffeomorphism F (x) = Ax + o(|x|) in
(Rn,0) with A having a real logarithm admits a C∞ periodic embedding vector ﬁeld in (Rn,0).
In 1992 Kuksin and Pöschel [12] solved the problem on embedding a C∞ smooth or an analytic
symplectic diffeomorphism into a C∞ smooth or an analytic periodic Hamiltonian vector ﬁeld in a
neighborhood of the origin.
The last two results proved the existence of periodic embedding vector ﬁelds for a given diffeo-
morphism. Arnold [2, p. 200] mentioned that it is usually not possible to embed a given mapping
in the phase ﬂow of an autonomous system. This implies that the embedding ﬂow problem is much
more involved.
In the past decade there are some progresses on the embedding ﬂow problem. For recalling these
results we need some deﬁnitions.
For a local diffeomorphism F (x) = Ax + f (x) in (Rn,0), the eigenvalues λ = (λ1, . . . , λn) of A
are resonant if there exists some k = (k1, . . . ,kn) ∈ Zn+ with |k|  2 such that λ j = λk for some j ∈{1, . . . ,n}, where Z+ denotes the set of nonnegative integers, and as usual |k| = k1 + · · · + kn and
λk = λk11 · · ·λknn .
For a vector ﬁeld X (x) = Bx+ v(x), the eigenvalues μ = (μ1, . . . ,μn) of B are
• resonant if there exists some k = (k1, . . . ,kn) ∈ Zn+ with |k|  2 such that μ j = 〈k,μ〉 for some
j ∈ {1, . . . ,n}, where 〈k,μ〉 = k1μ1 + · · · + knμn;
• weakly resonant if there exists some k ∈ Zn+ with |k| 2 such that μ j −〈k,μ〉 = 2lπ
√−1 for some
j ∈ {1, . . . ,n} and l ∈ Z \ {0}.
Now we recall some recent results on the embedding ﬂow problem. In 2002 Li, Llibre and Zhang
[16] solved the embedding ﬂow problem for a class of C∞ hyperbolic diffeomorphisms, stated as
follows.
Theorem 1.1. For any C∞ locally hyperbolic diffeomorphism F (x) = Ax + f (x) with f (x) = O (|x|2) in
(Rn,0), if A has a real logarithm B with its eigenvalues weakly nonresonant, then the diffeomorphism F (x)
admits a C∞ embedding ﬂow induced by a C∞ vector ﬁeld of the form Bx+ v(x) with v(x) = O (|x|2).
This last result was recently extended to the C∞ local diffeomorphisms in the Banach spaces [19]
by using the spectral theory of linear operators and using some ideas from [16]. In 2008 we solved
the embedding ﬂow problem for the volume-preserving analytically integrable diffeomorphisms [18].
For the ﬁnite smooth diffeomorphisms some partial results on this problem were recently obtained
in [20].
In [16], for proving Theorem 1.1 we ﬁrst proved that the given diffeomorphism F (x) can be em-
bedded in a C∞ periodic vector ﬁeld (in fact, it is a result mentioned by Arnold in [2] without a
proof), then we proved that the periodic vector ﬁeld is C∞ equivalent to an autonomous vector ﬁeld
by using the extended Floquet’s theory for nonlinear periodic differential vector ﬁeld, which is also
proved in [16]. The proof was very complicated and involved. In this paper we shall provide a simple
and direct proof to Theorem 1.1, i.e. without using the embedding periodic vector ﬁelds and so it is
not necessary to use the extended Floquet’s theory, see Section 2.2.
In Theorem 1.1 there is an additional condition: weakly nonresonance on the eigenvalues of the
real logarithm B of A. This condition was used in [16] for reducing a C∞ nonlinear periodic differen-
tial system to an autonomous one. For a long time we do not know if this condition is necessary or
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shows that this condition is necessary for some C∞ (resp. analytic) diffeomorphism to have a C∞
(resp. an analytic) embedding ﬂow.
Theorem 1.2. For n 3, there exist locally C∞ (resp. analytic) diffeomorphisms of the form F (x) = Ax+ f (x)
in (Rn,0) which have no C∞ (resp. analytic) embedding autonomous vector ﬁelds, where f (x) = O (|x|2) and
A has a real logarithm with its eigenvalues weakly resonant.
The proof of Theorem 1.2 will be given in Section 2.3. At the end of Section 2.2 we shall explain
the importance of weakly nonresonance to the existence of embedding ﬂows.
Let B be a real logarithm of A and let λ = (λ1, . . . , λn) and μ = (μ1, . . . ,μn) be the n-tuples of
eigenvalues of A and B , respectively. Then λ j = eμ j (by a permutation if necessary) for j = 1, . . . ,n.
Associated with Theorem 1.2 and its proof, we pose the following
Conjecture. If f (x) = O (|x|2) is C∞ (resp. analytic) and its jth component has a resonant monomial xme j
with m satisfying μ j − 〈m,μ〉 = 2kπ
√−1 for some k ∈ Z \ {0}, then the locally hyperbolic diffeomorphism
F (x) = Ax+ f (x) has no C∞ (resp. analytic) embedding ﬂows.
Recall that e j is the jth unit vector with its jth entry being equal to 1 and the others all vanishing.
Using Theorem 1.1 and the following Proposition 2.7 we can get the following
Theorem 1.3. For a locally hyperbolic C∞ diffeomorphism F (x) = Ax+ f (x) with f (x) = O (|x|2) in (Rn,0),
the following statements hold.
(a) For n = 2, F (x) has a C∞ embedding ﬂow if and only if either A has no negative eigenvalues, or A has the
Jordan normal form diag(λ,λ) with λ < 0.
(b) For n  3, if A has eigenvalues all positive, then the diffeomorphism F (x) admits a C∞ embedding ﬂow
induced by the vector ﬁeld of the form Bx+ v(x) with v(x) = O (|x|2).
We note that statement (a) solves completely the embedding ﬂow problem for the planar locally
hyperbolic C∞ diffeomorphisms.
Statement (b) is in fact Corollary 5 of [16] without a proof there. We list and prove it here for
completeness. Contrary to statement (b), if A has negative or conjugate complex eigenvalues, there
are hyperbolic C∞ diffeomorphisms of the form F (x) = Ax + f (x) which have no C∞ embedding
ﬂows. For example, the local diffeomorphisms in (R3,0)
F1(x, y, z) =
(−2x,−2y,4z + axy + bx2 + cy2),
with its linear part having a real logarithm
B =
( ln2 π 0
−π ln2 0
0 0 2 ln2
)
,
have neither C∞ nor analytic embedding autonomous vector ﬁeld provided that a2 + b2 + c2 = 0 and
b = c. Its proof follows from the same lines as that of Theorem 1.2, the details are omitted. We can
check easily that in this last example the eigenvalues of B are weakly resonant. From the proof of
Theorem 1.2 we can subtract an example of C∞ local diffeomorphisms with their linear parts having
conjugate complex eigenvalues and having a real logarithm which has no embedding autonomous
vector ﬁelds.
Finally we make a remark on the main result of [20]. According to Theorem 1.2 and its proof we
should add the weakly nonresonant condition to Theorem 1.1 of [20] for ensuring the existence of
embedding ﬂows. We restate it here with the additional condition on weakly nonresonance.
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and that A is hyperbolic and has a real logarithm Bwith its eigenvalues weakly nonresonant. If the eigenvalues
λ of A satisfy ﬁnite resonant conditions, then F(x) has a unique embedding vector ﬁeld. Furthermore, the
embedding vector ﬁeld is of the form X (x) = Bx+ v(x) with v(x) a resonant polynomial vector ﬁeld.
Having the additional weakly nonresonant condition, the proof of Theorem 1.4 follows from the
same line as that of Theorem 1.1 of [20]. In fact, the proof of Theorem 1.4 can also be completed by
using that of Lemma 2.10.
At the end of this section we pose the following
Open problem.What kinds of C∞ non-hyperbolic local diffeomorphisms can be embedded in a C∞ ﬂow?
We should mention that this last open problem was solved recently in [21] for smooth and an-
alytic integrable diffeomorphisms. In non-integrable case there are no any results except those local
diffeomorphisms which can be linearized by a C∞ near identity transformation.
This paper is organized as follows. In the next section we shall prove our main results. Section 2.1
is the preparation to the proof of the main results, which contains some necessary known results.
Section 2.2 is the new and direct approach to the proof of Theorem 1.1. Sections 2.3 and 2.4 are the
proofs of Theorem 1.2 and of Theorem 1.3, respectively.
2. Proof of the main results
2.1. Preparation to the proof
In this subsection we present some known results, which will be used in the proof of our main
results.
The ﬁrst one gives the relation between the embedding vector ﬁelds of two conjugate diffeomor-
phisms (see e.g. [16]). Its proof is easy.
Lemma 2.1. Let G and H be two conjugate diffeomorphisms on a manifold, i.e. there exists a diffeomorphism
J such that J ◦ G = H ◦ J . If X is an embedding vector ﬁeld of G, then J∗X is an embedding vector ﬁeld of H,
where J∗ denotes the tangent map induced by the conjugation J .
This lemma shows that in order for solving the embedding ﬂow problem for a given diffeomor-
phism, one way is to ﬁnd a conjugate diffeomorphism which has an embedding ﬂow.
The next result, due to Chen [6], characterizes the equivalence between C∞ conjugacy and formal
conjugacy, which is the key point to prove our main result.
Theorem 2.2. If two C∞ diffeomorphisms are formally conjugate at a hyperbolic ﬁxed point, then they are C∞
conjugate in a neighborhood of the ﬁxed point.
The following one, called the Poincaré–Dulac theorem, provides the existence of the analytic nor-
mal form for an analytic diffeomorphism (see for instance [1,15]), which will also be used in the proof
of our main results.
Theorem 2.3. Any local analytic diffeomorphism F (x) = Ax + f (x) in (Cn,0), with f (x) = o(x) and the
eigenvalues of A belonging to the Poincaré domain, is analytically conjugate to its normal form.
Recall that the eigenvalues of A belong to the Poincaré domain if their modulus are either all larger
than 1 or all less than 1.
The following result presents the spectrum of a class of linear operators associated with maps (for
a proof, see e.g. [20]).
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ﬁeld F, and let Hrn(F) be the linear space formed by n-dimensional vector-valued homogeneous polynomials
of degree r in n variables with their coeﬃcients in F. If A ∈ Mn(F) is a lower triangular Jordan normal form
matrix with the eigenvalues λ1, . . . , λn, then the linear operator in Hrn(F) deﬁned by
Lh(x) = Ah(x) − h(Ax), h ∈ Hrn(F), (2.1)
has the spectrum
{
λ j −
n∏
i=1
λ
mi
i ; m = (m1, . . . ,mn) ∈ Zn+, |m| = r, j = 1, . . . ,n
}
,
where Z+ denotes the set of nonnegative integers and |m| =m1 + · · · +mn.
The next result, due to Bibikov [5], provides the spectrum of a class of linear operators associated
with the vector ﬁelds.
Lemma 2.5. For B ∈ Mn(F), we deﬁne a linear operator L in Hrn(F) by
Lh(x) = Dh(x)Bx− Bh(x), h ∈ Hrn(F).
If μ1, . . . ,μn are the eigenvalues of B, then the spectrum of L is{
n∑
i=1
miμi − μ j; m = (m1, . . . ,mn) ∈ Zn+, |m| = r, j = 1, . . . ,n
}
.
The next lemma will be used in the proof of the following Lemmas 2.8 and 2.10 (for a proof, see
for instance [15,16]).
Lemma 2.6. For any sequence {am ∈ Rn; m = (m1, . . . ,mn) ∈ Zn+}, there exists a C∞ function q(y) such that
∂ |m|q(y)
∂ ym11 · · · ∂ ymnn
∣∣∣∣
y=0
= am for all m = (m1, . . . ,mn) ∈ Zn+.
The last one, due to Culver [8], provides the necessary and suﬃcient conditions for a real square
matrix to have a real logarithm (for a different proof, see for example Li, Llibre and Zhang [16]).
Proposition 2.7. A nonsingular real square matrix A has a real logarithm if and only if either A has no neg-
ative real eigenvalues, or the Jordan blocks in the Jordan normal form of A corresponding to the negative real
eigenvalues appear pairwise, i.e. there is an even number of such blocks: J1, . . . , J2m with J2i−1 = J2i for
i = 1, . . . ,m.
2.2. A simple and direct proof to Theorem 1.1
For any invertible real square matrix C of order n, the function C−1ACx+ C−1 f (Cx) is analytically
conjugate to F (x) = Ax+ f (x). By Lemma 2.1 these two diffeomorphisms either both have embedding
ﬂows with the same regularity or both have no embedding ﬂows. So without loss of generality we
assume that A is in the real normal form, i.e.
A = diag(A1, . . . , Ak, B1, . . . , Bl),
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Ar =
⎛
⎜⎜⎝
λr
1 λr
. . .
. . .
1 λr
⎞
⎟⎟⎠ , r ∈ {1, . . . ,k}, Bs =
⎛
⎜⎜⎝
Ds
E2 Ds
. . .
. . .
E2 Ds
⎞
⎟⎟⎠ , s ∈ {1, . . . , l},
where λr ∈ R and
Ds =
(
αs βs
−βs αs
)
, E2 =
(
1 0
0 1
)
.
Assume that m is the total number of the real eigenvalues of A taking into account their multiplicity,
and that Bs is of order 2ms . For s = 1, . . . , l, associated to the conjugate complex eigenvalues αs ±√−1βs and the corresponding real coordinates (xi, xi+1) with i =m+ 1+ 2(m0 + · · · +ms−1)+ 2 j for
s = 1, . . . , l; j = 0, . . . ,ms − 1 (where m0 = 0), we take zi = xi +
√−1xi+1 and set
F ∗i = Fi[x] +
√−1Fi+1[x], F ∗i+1 = Fi[x] −
√−1Fi+1[x],
where Fi is the ith component of F and [x] is (x) with x j for j ∈ {m + 1, . . . ,n} replaced by the
conjugate complex coordinates z j and z j through x j = (z j + z j)/2 and x j+1 = (z j − z j)/(2
√−1). Then
F ∗ = (F1, . . . , Fm, F ∗m+1, . . . , F ∗n ) has its linear part in the lower triangular normal form. Furthermore
if F ∗ has an embedding autonomous differential system
x˙i = gi, i = 1, . . . ,m,
z˙ j = g j, j =m + 1,m + 3, . . . ,n − 1,
z˙ j = g j,
then written back in the real coordinates the real autonomous system
x˙i = gi, i = 1, . . . ,m,
x˙ j = Re g j, j =m + 1,m + 3, . . . ,n − 1,
x˙ j+1 = Im g j
is an embedding differential system of F . Hence in what follows we only need to prove the existence
of the embedding autonomous differential system for F ∗ . For simplicity to notations, we still study
F (x) instead of F ∗ and assume that F (x) has A in the lower triangular Jordan normal form.
In the proof of our main results, we need to use the normal forms of a given diffeomorphism. First
we give some deﬁnitions. A diffeomorphism H(x) = Ax + h(x) is in the normal form if its nonlinear
term h(x) contains only resonant monomials. A monomial amxme j in the jth component of h(x) is
resonant if λm = λ j , where m ∈ Zn+ and |m| 2, λ = (λ1, . . . , λn) are the n-tuple of eigenvalues of the
matrix A. Recall that e j is the unit vector in Rn with its jth entry being equal to one and the others
vanishing. Recall that λm = λm11 · · ·λmnn and xm = xm11 · · · xmnn for m = (m1, . . . ,mn) and x = (x1, . . . , xn).
For a near identity transformation x = y + ζ(y) with ζ(y) = O (|y|2) from H(x) to its normal form
G(y), if ζ(y) contains only nonresonant term, then it is called distinguished normalization from H(x)
to G(y). Correspondingly, G(y) is called distinguished normal form of H(x). Recall that for a given
diffeomorphism, the asymptotic development of its distinguished normal form is unique. Of course, if
the distinguished normal form is a polynomial or an analytic function, it is uniquely determined.
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bolic diffeomorphisms. Part of its proof is well known. In order for our paper to be self-contained, we
shall provide a complete proof to it.
Lemma 2.8. The C∞ locally hyperbolic diffeomorphism F (x) = Ax+ f (x) is C∞ conjugate to its distinguished
normal form.
Proof. By the assumption given at the beginning of this subsection that A is in the lower triangular
normal form, F (x) may be nonreal in the case that A has complex conjugate eigenvalues.
Let x = y + h(y) be the conjugation (maybe only formally) between F (x) = Ax+ f (x) and G(y) =
Ay + g(y), where h(y), g(y) = O (|y|2). Then by deﬁnition we have
h(Ay) − Ah(y) = f (y + h(y))+ h(Ay) − h(Ay + g(y))− g(y). (2.2)
Expanding f , g,h in the Taylor series, i.e. for w ∈ { f , g,h} we have
w(x) ∼
∞∑
i=2
wi(x).
Then Eq. (2.2) can be written in
hk(Ay) − Ahk(y) = Fk(y) − gk(y), k = 2,3, . . . , (2.3)
where Fk(y), k = 2,3, . . . , obtained from re-expansion of f (y + h(y)) + h(Ay) − h(Ay + g(y)),
are inductively known homogeneous polynomials of degree k. They are functions of g j , h j for
j = 2, . . . ,k − 1 and of f j for j = 2, . . . ,k.
Deﬁne linear operators on Hkn(F) by
Lkh(y) = h(Ay) − Ah(y) for h ∈ Hkn(F).
Separate Fk(y) − gk(y) in two parts: one is formed by the nonresonant monomials written in
Fk1(y) − gk1(y) and the other is formed by the resonant monomials written in Fk2(y) − gk2(y).
Corresponding to the nonresonant part, it follows from Lemma 2.4 that Lk is invertible. We choose
gk1(y) = 0. Equation Lkh1(y) = Fk1(y) has a unique solution in Hkn(F), denoted by hk1(y), which con-
sists of nonresonant monomials. For the resonant part, we choose gk2 = Fk2 equation Lkh2(y) = 0 has
always the trivial solution hk2(y) ≡ 0. Set h(y) =∑∞k=2 hk(y) =∑∞k=2 hk1(y) and g(y) =∑∞k=2 gk(y) =∑∞
k=2 gk2(y). Then x = y+h(y) is the distinguished normalization (maybe formally) between F (x) and
Ay+ g(y). This proves that F (x) is conjugate (maybe formally) to its distinguished normal form G(y).
If G(y) = Ay+ g(y) is C∞ smooth, then by Theorem 2.2 F (x) and G(y) are C∞ conjugate, because
F (x) and G(y) both have the origin as a hyperbolic ﬁxed point.
If G(y) is only a formal series, we get from Lemma 2.6 that there exists a C∞ diffeomorphism
H(y) such that jet∞k=0H(y) = G(y), where jet∞k=0H(y) denotes the Taylor series of H(y) at y = 0.
Moreover H(y) has the origin as a hyperbolic ﬁxed point because H and G have the same linear
part. From the above proof we get that F (x) and H(y) are formally conjugate. Since F (x) and H(y)
have the origin as a hyperbolic ﬁxed point, it follows from Theorem 2.2 that F (x) is C∞ conjugate
to H(y). Obviously H(y) is the distinguished normal form of F (x), because G(y) and H(y) have the
same Taylor series. We complete the proof of the lemma. 
From Lemmas 2.1 and 2.8, in order for proving F (x) to have a C∞ embedding ﬂow, it is equivalent
to show that its C∞ conjugate distinguished normal form has a C∞ embedding ﬂow. We mention
that Lemma 2.8 will also be used in the proof of Theorem 1.2.
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system x˙ = Bx+ p(x), let μ = (μ1, . . . ,μn) be the n-tuple of eigenvalues of the matrix B . A monomial
pmxme j in the jth component of p(x), with m ∈ Zn+ and e j ∈ Rn the unit vector having its jth entry
being equal to one, is
• resonant if m satisﬁes μ j = 〈m,μ〉;
• weakly resonant if m satisﬁes μ j − 〈m,μ〉 = 2lπ
√−1 for some l ∈ Z \ {0}.
We should mention that for two real n × n matrices A and B with B the logarithm of A, if a
monomial xme j is resonant in a diffeomorphism Ax + f (x), it may be either resonant or weakly
resonant in a vector ﬁeld Bx+ v(x). For example, the matrix A∗ = diag(4,−2,−2) has a real logarithm
B∗ = diag(2 ln2, B2) with B2 =
( ln2 π
−π ln2
)
. If the monomial x2x3e1 appears in a diffeomorphism of the
form F ∗(x1, x2, x3) = A∗x + f ∗(x) and also appears in a vector ﬁeld of the form X ∗(x1, x2, x3) =
B∗x+ v∗(x), then it is a resonant term in both cases. But the monomials x22e1 and x23e1 are resonant
in F ∗ (if appear) and are only weakly resonant in X ∗ (if appear).
The next result characterizes the form of embedding vector ﬁelds for a diffeomorphism with its
nonlinear part consisting of resonant monomials. Part of its proof follows from that of Theorem 1.1
of [20].
Lemma 2.9. Assume that G(y) = Ay + g(y) is a C∞ diffeomorphism and is in the normal form in (Rn,0). If
G(y) has a C∞ embedding autonomous vector ﬁeld, then the embedding vector ﬁeld consists of only resonant
and weakly resonant monomials.
Proof. It is well known that if X (y) is an embedding vector ﬁeld of the diffeomorphism G(y)
in (Rn,0) and ϕt(y) is the corresponding embedding ﬂow, then X (ϕt(y)) = D(ϕt(y))X (y) for
y ∈ (Rn,0) and t ∈ R, where Dψ(y) denotes the Jacobian matrix of a differentiable map ψ at y.
This implies that
X (G(y))= D(G(y))X (y), (2.4)
because of G(y) = ϕ1(y) by the assumption. Eq. (2.4) is called the embedding equation of G(y).
We should say that the vector ﬁeld X (y) satisfying the embedding equation (2.4) is not necessary
an embedding vector ﬁeld of G(y). But the set of solutions X (y) of (2.4) provides the only possible
candidate embedding vector ﬁelds of the diffeomorphism G(y).
By the assumption of the lemma, the diffeomorphism G(y) has an embedding autonomous vector
ﬁeld, we denote it by X (y) = By+ v(y). Then it is necessary that B = log A. Furthermore we get from
Eq. (2.4) that v(y) satisﬁes
v
(
Ay + g(y))− Av(y) = Dg(y)v(y) + Dg(y)By − Bg(y). (2.5)
Let
g(y) ∼
∞∑
j=r
g j(y), Dg(y)By − Bg(y) ∼ −
∞∑
j=r
b j(y) and v(y) ∼
∞∑
j=r
v j(y),
with r  2, be the Taylor expansion of the given functions, where g j(y), b j(y) and v j(y) are the
vector-valued homogeneous polynomials of degree j. Equating the homogeneous polynomials of the
same degree of Eq. (2.5) yields that v j(y), j = r, r + 1, . . . , should satisfy
Lvr(y) = Avr(y) − vr(Ay) = br(y), (2.6)
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k−r+1∑
j=r
Dgk+1− j(y)v j(y) + hk(y) + bk(y), (2.7)
for k = r + 1, r + 2, . . . , where hk are the homogeneous polynomials of degree k in the expansions of∑
r j<k v j(Ay + g(y)) in y, and gs = 0 if s < r. We next prove that vk(y), k r, must be resonant in
the eigenvalues of A.
Since A = (aij) is in the lower triangular Jordan normal form, we assume without loss of generality
that aii = λi the eigenvalues of A, ai,i−1 = τi = 0 or 1 where if τi = 1 then λi−1 = λi and the other
entries are equal to zero. Then we have Ay + g(y) = (λ1 y1 + g1(y), λ2 y2 + τ1 y1 + g2(y), . . . , λn yn +
τn−1 yn−1 + gn(y)), where gi(y) is the ith component of g(y).
We claim that if g(y) has only resonant terms, then so is the function Dg(y)By − Bg(y). Its proof
follows from Lemma 2.5 (see also Lemma 2.3 of [20]). Especially if B is diagonal in the real Jordan
normal form, then Dg(y)By − Bg(y) ≡ 0. Its proof will be provided in Appendix A.
This last claim shows that all the vector-valued homogeneous polynomials b j(x) for j = r, r+1, . . .
are resonant. So it follows from Lemma 2.4 that the solution vr(y) of Eq. (2.6) should consist of
resonant monomials with resonance in the sense of A. Otherwise, corresponding to the nonresonant
monomials the operator L is invertible, and so they must vanish.
In what follows we shall prove by induction that the right-hand side of (2.7) consists of the reso-
nant monomials.
By induction we assume that v j(x) for j = r, . . . ,k − 1 are resonant homogeneous polynomial
solutions of degree j of Eq. (2.7). Since all monomials g(q)i y
q in gi are resonant by the assumption,
we have λq = λi . If τi−1 = 1 then yi−1 satisﬁes the same resonant conditions as those of yi . This
shows that all the monomials in the vector-valued polynomials hk are resonant. In the sum
∑
of the
right-hand side of (2.7) its ith component is the sum of the polynomials of the form
n∑
s=1
∂ gk+1− j,i
∂ ys
(y)v j,s(y). (2.8)
Since g(y) contains only resonant terms, it follows from the induction that the monomials in
∂ gk+1− j,i/∂ ys are of the form yq modulo the coeﬃcient with q satisfying λq+es = λi , and that the
monomials in v j,s have the power p satisfying λp = λs . This implies that the homogeneous polyno-
mial (2.8) contains only resonant terms. So we have proved that every monomial in the sum on the
right-hand side of (2.7) is resonant, and consequently all the terms on the right-hand side of (2.7) are
resonant.
From Lemma 2.4 we obtain that the solution vk(y) of Eq. (2.7) with k > r should be a resonant
homogeneous polynomial of degree k. Summarizing the above proof we get that if Eq. (2.5) has a
solution v(y), it should consists of resonant polynomials, where the resonance is in the sense of the
eigenvalues of A.
Let μ = (μ1, . . . ,μn) be the n-tuple of eigenvalues of B . Then we have λ j = eμ j . If a monomial
yme j is resonant in λ, then λ j = λm . It follows that e〈m,μ〉−μ j = 1. Hence we have 〈m,μ〉 − μ j =
2lπ
√−1 for some l ∈ Z. This implies that the nonlinear part of the vector ﬁeld X (y) = By + v(y)
consists of resonant and weakly resonant monomials. We complete the proof of the lemma. 
Lemma 2.10. Assume that G(y) = Ay+ g(y) is a C∞ locally hyperbolic diffeomorphismwith g(y) = O (|y|2)
and is in the distinguished normal form in (Fn,0). If A has the logarithm B with its eigenvalues weakly non-
resonant, then G(y) has a C∞ embedding ﬂow.
Proof. Let μ = (μ1, . . . ,μn) be the n-tuple of eigenvalues of B . Since B is a logarithm of A and it
is in the lower triangular Jordan normal form, if λ = (λ1, . . . , λn) are the n-tuple of eigenvalues of A,
then λ j = eμ j for j = 1, . . . ,n. If λ are resonant, i.e. there exists some j ∈ {1, . . . ,n} such that λ j = λm
with m ∈ Zn+ and |m|  2, then μ are either resonant or weakly resonant. In the latter, there exists
k ∈ Z such that μ j −∑ni=1miμi = 2kπ√−1.
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the coordinates under which X (y) is transformed to a new one with its linear part in the lower
triangular Jordan normal form (if necessary we may use the conjugate complex coordinates instead of
the pairs of real coordinates, which correspond to the conjugate complex eigenvalues). For simplifying
the notations we also use G(y) and X (y) to denote them in the new coordinates, respectively.
Since G(y) is in the distinguished normal form, it follows from Lemma 2.9 that X (y) consists of
resonant and weakly resonant monomials. By the assumption of the lemma that the eigenvalues of
the matrix B are weakly nonresonant, it follows that X (y) consists of only resonant monomials.
Let ϕ(t, y) be the ﬂow of X (y). Then we have
ϕ˙(t, y) = X (ϕ(t, y)), ϕ(0, y) = y. (2.9)
Now we prove the existence of X (y) whose ﬂow ϕ(t, y) satisﬁes ϕ(1, y) = G(y). Part of the ideas
follows from [7] on the proof of the Takens’ theorem, where they obtained the existence of a ﬁnite
jet of an embedding ﬂow for a ﬁnite jet of a diffeomorphism. Take the Taylor expansions of X (y) and
of ϕ(t, y) as
X ∼ By + X2(y) + X3(y) + · · · and ϕ(t, y) ∼ ϕ1(t, y) + ϕ2(t, y) + ϕ3(t, y) + · · · .
Then we get from Eq. (2.9) that
ϕ˙1(t, y) = Bϕ1(t, y), ϕ1(0, y) = y, (2.10)
ϕ˙k(t, y) = Bϕk(t, y) + Xk
(
ϕ1(t, y)
)+ Pk(t, y), ϕk(0, y) = 0, (2.11)
for k = 2,3, . . . , where ϕk and Xk are unknown, P2 = 0 and Pk for k > 2 are inductively known
vector-valued homogeneous polynomials of degree k in y and it is a polynomial in ϕ2, . . . , ϕk−1 and
X2, . . . , Xk−1. In fact, Pk is obtained from the expansion of X2(φ) + · · · + Xk−1(φ).
Eq. (2.10) has the solution ϕ1(t, y) = etB y. Its time one map is eB y = Ay by the assumption. Now
we shall prove by induction that for k = 2,3, . . . , Eq. (2.11) has a homogeneous polynomial solution
of degree k in y whose time one map is gr(y), where gr(y) is the homogeneous polynomial of degree
r in the Taylor expansion of G(y).
Be induction we assume that for k = 2, . . . , r − 1, system (2.11) has a homogeneous polynomial
solution ϕk(t, y) of degree k in y satisfying ϕk(1, y) = gk(y). For k = r, Pk(t, y) is known, ϕk(t, y)
and Xk(y) are both unknown. By the variation of constants formula, we get from (2.11) with k = r
that
ϕr(t, y) = etB
t∫
0
e−sB
(
Xr
(
esB y
)+ Pr(s, y))ds.
In order that ϕ(t, y) is the embedding ﬂow of G(y), we should have ϕ(1, y) = G(y). This means that
ϕr(1, y) = gr(y), so we should have
1∫
0
e−sB Xr
(
esB y
)
ds = e−B gr(y) −
1∫
0
e−sB Pr(s, y)ds. (2.12)
Deﬁne Rr to be the subspace of Hrn(F) which consists of the vector-valued resonant homogeneous
polynomials of degree r, where resonance is in the sense of eigenvalues of B . From Lemma 2.9 we
know that if the solution of Eq. (2.12) exists, it should be in Rr . For proving the existence of the
solution in Rr of Eq. (2.12), we deﬁne the operator
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Xr →
1∫
0
e−sB Xr
(
esB y
)
ds. (2.13)
Obviously T r is linear in Rr . Firstly we claim that T r(Xr) ∈ Rr for each Xr ∈ Rr . Indeed, since B is
in the Jordan normal form and B = diag( J1, . . . , Jm) with J i the nith lower triangular Jordan block.
Set z j = (yn j−1+1, . . . , yn j ) for j = 1, . . . ,m, where n0 = 0. Then esB y = (es J1 z1, . . . , es Jm zm)T , where
T denotes the transpose of a matrix. For each z j , j = 1, . . . ,m, its all components correspond to the
same resonant condition. So if Xr(x) is resonant as a function of x then Xr(esB y) is resonant as a
function of y. Moreover, using the block diagonal form of e−sB we get that T r(Xr(y)) consists of the
resonant monomials. This proves the claim.
Secondly we claim that T r is invertible in Rr . For proving this claim, we need to compute the
expression T r(yme j) for each base element yme j of Rr with j = 1, . . . ,n, m ∈ Zn+ and |m| = r. Recall
that e j is the jth unit vector with its jth entry being equal to 1 and the others vanishing.
Since B is in the lower triangular Jordan normal form, we assume without loss of generality that
B = S + N and SN = NS , where S is semisimple, and N is nilpotent and is in the lower triangular
normal form. Furthermore we can assume that S is in the diagonal form, i.e. S = diag(μ1, . . . ,μn).
For Xr(y) = yme j with |m| = r, since
(
esB y
)m
e j =
(
esSesN y
)m
e j and e
sN =
⎛
⎝1 0. . .
∗ 1
⎞
⎠ ,
where ∗ are the entries consisting of polynomials in s, we have
(
esB y
)m
e j = e〈m,μ〉s yme j + qr(s, y)e j,
where qr(s, y)e j is a polynomial consisting of monomials which are before yme j in the lexicographic
ordering. Recall that a monomial yσ is before yα in the lexicographic ordering if there exists an l
with 1  l  n such that σ j = α j for 0  j < l and σl > αl . It follows that for Xr(y) = yme j with
|m| = r
e−sB Xr
(
esB y
)= e−sB(esB y)me j = e(〈m,μ〉−μ j)s yme j + Qr(s, y)e j + n∑
k= j+1
Pk(s, y)ek, (2.14)
where Qr(s, y) is a homogeneous polynomial in y of degree r and is before e(〈m,μ〉−μ j)s ym , and
Pk(s, y) are also homogeneous polynomials in y of degree r for k = j + 1, . . . ,n. Since yme j is a
resonant monomial, we have 〈m,μ〉 − μ j = 0. This shows that
T r
(
yme j
)=
1∫
0
e−sB
(
esB y
)m
e j ds = yme j +
1∫
0
Qr(s, y)ds e j +
n∑
k= j+1
1∫
0
Pk(s, y)ds ek = 0.
This last expression implies that the matrix expression of T r under the basis {yme j; m ∈ Zn+ , |m| = r,
j = 1, . . . ,n} is a lower triangular matrix and its diagonal entries are all equal to 1. So T r is invertible
on Rr . The claim follows.
These last two claims mean that T r is an invertible linear operator in Rr . Furthermore, by induc-
tion and working in a similar way to the proof of T r(Xr) belonging to Rr we can prove that Pr(s, y) is
resonant as a function of y. So the right-hand side of (2.12) belongs to Rr . This shows that Eq. (2.12)
has a unique resonant homogeneous polynomial solution Xr in Rr .
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homogeneous polynomial solution Xk in Rk . Consequently, the given C∞ diffeomorphism G(y) has a
unique (maybe formal) autonomous embedding vector ﬁeld X (y) = By +∑∞k=2 Xr(y).
By Lemma 2.6 there exists a C∞ vector ﬁeld Y(y) such that jet∞k=1Y(y) = By +
∑∞
k=2 Xr(y). Con-
sider the C∞ vector ﬁeld Y(y), and denote by ψ(y) its time one map of the ﬂow associated with
Y(y). Then we have jet∞k=1ψ(y) = jet∞k=1G(y), and consequently they are formally conjugate. Since
ψ(y) and G(y) are hyperbolic at y = 0, it follows from Theorem 2.2 that ψ(y) and G(y) are C∞
conjugate. Since Y(y) is the embedding vector ﬁeld of ψ(y), we get from Lemma 2.1 that G(y) has a
C∞ embedding vector ﬁeld. This proves the lemma. 
Proof of Theorem1.1. Its proof follows from Lemmas 2.8, 2.10 and 2.1. More details, Lemma 2.8 shows
that the given C∞ hyperbolic diffeomorphism F (x) is C∞ conjugate to its distinguished normal form,
denoted by G(y). By Lemma 2.10 the diffeomorphism G(y) has a C∞ embedding autonomous vector
ﬁeld. Finally it follows from Lemma 2.1 that F (x) has a C∞ embedding autonomous vector ﬁeld, and
consequently has a C∞ embedding ﬂow. We complete the proof of the theorem. 
We remark that in the proof of Lemma 2.10, if Rr consists of both resonant and weakly res-
onant vector-valued monomials of Hrn(F), then the linear operator T r deﬁned in (2.13) is not in-
vertible. Because for those weakly resonant monomials yme j we get from (2.14) that T r(yme j) =∫ 1
0 Qr(s, y)e j +
∑n
k= j+1
∫ 1
0 Pk(s, y)ds ek , where Qr(s, y) consists of homogeneous polynomials in y
before ym and Pk(s, y) are also polynomials in y. This implies that the matrix expression of T r un-
der the basis {yme j; m ∈ Zn+, |m| = r, j = 1, . . . ,n} is in the lower triangular form and its diagonal
entries have both 1 and 0. This explains from a new point the importance of the weakly nonresonant
condition for ensuring the existence of smooth embedding ﬂows for a smooth diffeomorphism.
2.3. Proof of Theorem 1.2
For proving the theorem we provide a class of C∞ locally hyperbolic diffeomorphisms with their
linear part having a real logarithm whose eigenvalues are weakly resonant, but they do not have a
C∞ embedding autonomous vector ﬁeld.
Consider a C∞ or an analytic real local diffeomorphism of the form
F (x) = Ax+ f (x), x ∈ (Rn,0), (2.15)
with f (x) = o(x) and A = diag(A1, A2), where
A1 =
⎛
⎜⎝
e8 0 0
0
√
2
2 e
√
2
2 e
0 −
√
2
2 e
√
2
2 e
⎞
⎟⎠ ,
and A2 = diag(λ4, . . . , λn) with its eigenvalues λi > 1 for i = 4, . . . ,n. We assume that λ4, . . . , λn
are nonresonant, and that they are not resonant with the eigenvalues of A1. The matrix A2 with
the prescribed property can be easily illustrated. Obviously, A1 has the eigenvalues (λ1, λ2, λ3) =
(e8, e1+ π4
√−1, e1− π4
√−1). From the choice of A2 we know that the eigenvalues of A satisfy only the
resonant relations λ1 = λ42λ43, λ1 = λ82 and λ1 = λ83.
From the selection of A and Proposition 2.7, the matrix A has a real logarithm B = diag(B1, B2)
with
B1 =
⎛
⎝8 0 00 1 π4
π
⎞
⎠ ,0 − 4 1
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the eigenvalues of B are only
μ1 = 4μ2 + 4μ3, μ1 − 8μ2 = −2π
√−1 and μ1 − 8μ3 = 2π
√−1,
where (μ1,μ2,μ3) = (8,1+ π4
√−1,1− π4
√−1) are the eigenvalues of B1.
We can check easily that the eigenvalues of A belong to the Poincaré domain and that F (x) is
locally hyperbolic. Instead of x2, x3 we use the conjugate complex coordinates, and also denote them
by x2, x3. Then by Lemma 2.8 (resp. Theorem 2.3) we get that if the diffeomorphism F (x) is C∞ (resp.
analytic), it is C∞ (resp. analytically) conjugate to the local diffeomorphism of the form
G(x) = (e8x1 + ax42x43 + bx82 + dx83, e1+ π4 √−1x2, e1− π4 √−1x3, λ4x4, . . . , λnxn),
with a ∈ R and b = d ∈ C, where b = d follows form the fact that written in real coordinates the
ﬁrst component of G(x) should be real. Hence by Lemma 2.1, F (x) has a C∞ (resp. analytic) embed-
ding autonomous vector ﬁeld if and only if G(x) has a C∞ (resp. analytic) embedding autonomous
vector ﬁeld. So we turn to study the existence of embedding autonomous vector ﬁeld for the local
diffeomorphism G(x).
Since G(x) contains only resonant nonlinear terms, it follows from Lemma 2.9 that if the embed-
ding autonomous vector ﬁeld of G(x) exists, it should be of the form
X (x) =
(
8x1,
(
1+ π
4
√−1
)
x2,
(
1− π
4
√−1
)
x3, lnλ4x4, . . . , lnλnxn
)
+ g(x),
with g(x) consisting of resonant and weakly resonant monomials. So the candidate g(x) is only pos-
sible of the form
g(x) = (Ax42x43 + Bx82 + Dx83,0,0,0, . . . ,0).
Some easy computations show that the ﬂow of X (x) is
φt(x) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e8t[x1 + Ax42x43t + B2π√−1 (e2π
√−1t − 1)x82 − D2π√−1 (e−2π
√−1t − 1)x83]
e(1+ π4
√−1)t x2
e(1− π4
√−1)t x3
λt4x4
...
λtnxn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Clearly, the time one map of φt is (e8(x1 + Ax42x43), e(1+
π
4
√−1)x2, e(1−
π
4
√−1)x3, λ4x4, . . . , λnxn). So, if
b = d = 0, the diffeomorphism G(x) cannot have a C∞ or an analytic embedding autonomous vector
ﬁeld. Consequently F (x) cannot have a C∞ or an analytic embedding autonomous vector ﬁeld. This
proves the theorem.
2.4. Proof of Theorem 1.3
(a) Necessity. By the assumption F (x) has an embedding autonomous vector ﬁeld, denoted by
X (x) = Bx + v(x) with v(x) the higher-order terms. Then B is the real logarithm of A. It follows
from Proposition 2.7 that either A has no negative eigenvalues or the Jordan blocks corresponding to
the negative eigenvalues of A appear pairwise. Since we are in the two-dimensional space, the later
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the necessary part.
Suﬃciency. If A has no negative eigenvalues, then A has the Jordan normal form of the type either
J1 =
(
λ1 0
0 λ2
)
, or J2 =
(
λ1 0
1 λ1
)
, or J3 =
(
α β
−β α
)
,
with λ1, λ2 > 0 and αβ = 0. They have respectively the real logarithms
ln J1 =
(
lnλ1 0
0 lnλ2
)
, ln J2 =
(
lnλ1 0
λ−11 lnλ1
)
,
ln J3 =
⎛
⎝ 12 ln(α2 + β2) arccos α√α2+β2
−arccos α√
α2+β2
1
2 ln(α
2 + β2)
⎞
⎠ .
In any of the above three cases the eigenvalues are not possible weakly resonant.
If A has negative eigenvalues, by the assumption the Jordan normal form of A can only be of the
form J4 = diag(−λ,−λ) with λ > 0. It is easy to check that J4 has the real logarithm
ln J4 =
(
lnλ π
−π lnλ
)
.
Obviously, its eigenvalues are not weakly resonant.
The above proof shows that under the assumption of the suﬃciency the matrix A has a real
logarithm with its eigenvalues weakly nonresonant. So it follows from Theorem 1.1 that the diffeo-
morphism F (x) has a local C∞ embedding ﬂow. This proves the statement.
(b) For the diffeomorphism F (x) = Ax + f (x) with A having only positive eigenvalues, it follows
from Proposition 2.7 that A has a real logarithm. We claim that the real logarithm can be chosen such
that its eigenvalues are weakly nonresonant. Then statement (b) follows from Theorem 1.1.
We now prove the claim. Let J be the Jordan normal form of A and T be the nonsingular real
matrix such that A = T J T−1. By the assumption of the theorem we can assume that
J = diag(C1, . . . ,Cp),
with
Ci = γi Eni + Nni , i = 1, . . . ,n,
where n1 + · · · + np = n and Eni is the nith unit matrix, and
Nni =
⎛
⎜⎜⎝
0
1 0
. . .
. . .
1 0
⎞
⎟⎟⎠ .
Clearly, Ci has the ni-tuple of eigenvalues (γi, . . . , γi) with γi > 0 by the assumption.
We know that Ci has the real logarithm
lnCi = (lnγi)Eni +
∞∑
(−1)k+1 1
k
(
γ −1i Nni
)k
,k=1
X. Zhang / J. Differential Equations 250 (2011) 2283–2298 2297with the ni-tuple of real eigenvalues (lnγi, . . . , lnγi). Set B = T (ln C1, . . . , lnCp)T−1. Then A = eB , i.e.
B is the real logarithm of A.
Since the eigenvalues of B are all real, it is not possible weakly resonant. This proves the claim,
and consequently the statement (b). We complete the proof of the theorem.
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Appendix A
Lemma A.1. Let A be a real square matrix of order n. Assume that A has a real logarithm B. If B is diagonal in
the real Jordan normal form and the n-dimensional vector function g(y) contains only resonant terms in the
sense of diffeomorphism, then Dg(y)By − Bg(y) ≡ 0.
Proof. In the real Jordan normal form we have A = diag(A1, . . . , Ar, B1, . . . , Bs,C1, . . . ,Ck) with
Am =
⎛
⎜⎜⎝
λm
1 λm
. . .
. . .
1 λm
⎞
⎟⎟⎠ , λm > 0; Bm =
⎛
⎜⎜⎝
μm
1 μm
. . .
. . .
1 μm
⎞
⎟⎟⎠ , μm < 0,
Cm =
⎛
⎜⎜⎝
Dm
E2 Dm
. . .
. . .
E2 Dm
⎞
⎟⎟⎠ , Dm =
(
αm βm
−βm αm
)
, E2 =
(
1 0
0 1
)
.
Then B = ln A = diag(ln A1, . . . , ln Ar, ln B1, . . . , ln Bs, lnC1, . . . , lnCk). By the assumption that A has a
real logarithm, Bm should appear pairwise. Let Mm = diag(Bm, Bm), then Mm is similar to Λ+ Z with
Λ = diag(μmE2, . . . ,μmE2) and
Z =
⎛
⎜⎜⎝
0
E2 0
. . .
. . .
E2 0
⎞
⎟⎟⎠ .
We know that
ln(μmEn) =
(
ln |μm| (2k + 1)π
−(2k + 1)π ln |μm|
)
, k ∈ Z.
In addition,
ln Dm =
⎛
⎝ 12 ln(α2m + β2m) arccos
αm√
α2m+β2m
+ 2lπ
−arccos αm√
α2m+β2m
− 2lπ 12 ln(α2m + β2m)
⎞
⎠ , l ∈ Z.
So in order that B = ln A is diagonal in the real Jordan normal form, the necessary condition is that
the blocks Bm for m ∈ {1, . . . , s} and Cm for m ∈ {1, . . . ,k} do not appear in A. These show that A
2298 X. Zhang / J. Differential Equations 250 (2011) 2283–2298is similar to diag(λ1, . . . , λn) and B is similar to diag(lnλ1, . . . , lnλn). Without loss of generality we
assume that B = diag(lnλ1, . . . , lnλn).
Set μs = lnλs for s = 1, . . . ,n. Now the sth component of Dg(y)By − Bg(y) is ∑nj=1 ∂ gs∂ y j μ j y j −
μs gs , where gs is the sth component of g . Since gs is resonant, for illustration choosing one of
monomials of gs , saying ym = ym11 · · · ymnn , we have
n∑
j=1
∂ ym
∂ y j
μ j y j − μs ym = (μ1m1 + · · · + μnmn − μs)ym =
(
ln
λm
λs
)
ym = 0,
because ym is resonant and so λm = λs . This proves that ∑nj=1 ∂ gs∂ y j μ j y j −μs gs = 0, and consequently
Dg(y)By − Bg(y) = 0. The lemma follows. 
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