The Thin Plate Regression Spline (TPRS) was introduced as a means of smoothing off the differences between the satellite and in-situ observations during the two dimensional (2D) blending process in an attempt to calibrate ocean chlorophyll. The result was a remarkable improvement on the predictive capabilities of the penalized model making use of the satellite observation. In addition, the blending process has been extended to three dimensions (3D) since it is believed that most physical systems exist in the three dimensions (3D). In this article, an attempt to obtain more reliable and accurate predictions of ocean chlorophyll by extending the penalization process to three dimensional (3D) blending is presented. Penalty matrices were computed using the integrated least squares (ILS) and integrated squared derivative (ISD). Results obtained using the integrated least squares were not encouraging, but those obtained using the integrated squared derivative showed a reasonable improvement in predicting ocean chlorophyll especially where the validation datum was surrounded by available data from the satellite data set, however, the process appeared computationally expensive and the results matched the other methods on a general scale. In both case, the procedure for implementing the penalization process in three dimensional blending when penalty matrices were calculated using the two techniques has been well established and can be used in any similar three dimensional problem when it becomes necessary.
Introduction
As stated clearly by [1] , most physical systems exist in three space dimensions and that representation in one or two space dimensions entails a lot of approximation. The importance of the ocean environment and its constituent elements to the society as a whole and to decision makers in particular cannot be overemphasized especially when it concerns marine activities such as fishing and its effect on society. It is therefore not only important to study the ocean environment, but to study it accurately. Aquatic life and production revolve about the distribution and biomass of, phytoplankton, which are found in the upper layer of the ocean. Thus, to better understand the ocean food chain, it is necessary to track their existence and population in this environment. [2] outlined a technique on how to calibrate this phytoplankton in terms of their photosynthetic pigment content, chlorophyll, which is endemic across all taxonomic groups of algae. In fact, [3] and [4] emphasized that a better way to estimate primary productivity in the ocean is by determining the concentration of ocean chlorophyll.
The blending technique used by [5] in Sea Surface Temperature (SST) analysis was introduced in the calibration of ocean chlorophyll by [6] . In this technique, the in situ observations are assumed to be correct and inserted into the final blended field without modification. The technique acknowledges the fact that the in situ values may be noisy but fails to provide a means of treating it. Some of the problems they encountered were analyzed and solutions proposed by [7] with the Corrector Factor technique producing better results. In an attempt to improve on the predicting potentials of the blending technique, [8] extended the blending to three dimensions (3D). This was in conformity with the assertion of [1] . The resulting model did not only provide better predictions of the in situ observations in areas where bottle samples could not be obtained but also provide a smooth variation of the distribution of ocean chlorophyll throughout the year. In addition, it was computationally efficient since data set that could have been otherwise run severally would be run only once.
Research Problem
Under normal circumstances, one would expect in situ to have a smooth relationship with satellite data in areas where observations are available from both data sets. This expectation is not met, indicating that some unknown factors may be affecting this relationship. Apart from the drawbacks of the algorithm for converting reflectance data to ocean chlorophyll concentration by not taking into account weather conditions and water characteristics, which in turn vary with ocean depth, other factors like seasons of the year, day and location of sample collection could also have an influence on this relationship. In addition, [2] made it clear that since satellite data were obtained as an estimated average of chlorophyll concentration at the surface of the ocean, whereas the bottle data is an estimated average of chlorophyll concentration in the top 5 m of the ocean at a particular location on a specific date, it is not surprising that the two do not 
Research Objective
The lack of a smooth relationship between satellite and in situ field could be caused by the noisiness of both data sets as stated by [7] . In an attempt to treat the noisiness of the in situ observations, [2] suggested a nonparametric statistical approach using the penalized regression splines of [9] . Here, remote sensed chlorophyll data were calibrated by modeling in situ data as a smooth function of satellite observations, time of the year and ocean depth. In this approach, the difficulty was to find a means of scaling the parameters relative to one another since they were to be used as parameters of a single smooth function. Another attempt to treat the noisiness of the data set was suggested by [10] in which penalization was implemented on the two dimensional blending technique. Results obtained showed a remarkable improvement on the prediction of ocean chlorophyll from the satellite data.
This result motivated the main objective of the research, which is to extend the penalization of the blending technique from two dimensions to three dimensions (3D) since it is believed that most physical systems when expressed in three dimensions makes them closer to reality. The process of penalization requires smoothing, thus the efficiency of the technique will depend on the choices of the smoothing parameters. The procedure for selecting the smoothing parameter for the three dimensional penalization will follow some of the techniques used by [10] in case of two dimensions and results obtained by using each of the smoothing parameter shall be compared. In order to apply the penalization procedure, it was necessary to represent the blending process using basis function.
Expressing the Three Dimensional Blending Model Using Basis Function
The extension of smoothing the blending process from two to three-dimensions is very similar to the extension of the blending process itself from two to three dimensions. Hence expressing the three-dimensional blending process in the basis function mode can be done by extending the two dimensional basis function equation of [10] given as
where k g is the solution to 
Extension to three dimensions was done with the addition of time, averaged over weeks as the third variable. When this is done, Equation (1) can then be written in three dimensions as follows: (2) can be re-written with each of the k g separately as ( ) 
with external boundary points set to zero and the internal boundary points set to zero everywhere except at the k th position where it is set to 1.0, that is the knot of the basis. The blending process is performed using this knot as the sole boundary point, and the solution obtained is the basis for that knot. The sum of the product of each knot and its basis is added to the satellite field to give the final blended field of the basis function method.
Penalizing the Three Dimensional Blending
In order to penalize the three dimensional blending model, it was necessary to represent it in a regression equation form. This can be done using Equation (4) where the term of interest is
From the two dimensional regression equations in [9] , the three dimensional regression equations can be written in form
where j β are unknown parameters to be estimated and 
, , , ,
Fitting the penalized model will require the estimation of the parameters k s β ′ This shall be done by using the procedures of integrated least squares and the integrated squared derivatives. The ridge regression ended up in complete decoupling in the two dimensional case and thus shall not be tried here.
Using the Integrated Least Squares
Though this techniques was not successful in the two dimensional case because of the sparseness of data, its description here is to fine out its performance when more information is made available and secondly to provide a means of implementing it in three dimensions when it becomes necessary. Thus by using the integrated least squares, a collective penalty in the three dimensions was im- were be fitted to choose the optimum gcv score and optimum trace value.
These was then be used to fit the penalized model. The result obtained here was not encouraging, as predictions from these models were worse than those from the normal three-dimensional blending. This gave way to the examination of penalization using the integrated squared derivative in the three-dimensions.
Using Integrated Squared Derivative
In the case of the integrated squared derivative, the penalty is calculated based on the derivative of the basis function. This is represented by 
The penalty S will be obtained from evaluation the integral. Therefore the n × n penalty matrix S was obtained by evaluating 
The penalty matrix S is obtained by evaluating
These integrals can be approximated by the sums of product of the differences over all pairs of basis functions to obtain the n × n matrix S. This is then used to calculate the gcv score. The λ corresponding to the minimum gcv score is selected as the optimum smoothing parameter which is then used to fit the penalized regression model.
Validating the Three-Dimensional Blended Fields
The data set used for validation is an extract obtained from the archive maintained by the National Oceanic and Atmospheric Administration (NOAA) National Oceanography Data Centre (NODC), comprising observations from 1997
to 2002 averaged over a grid size of 0.75 longitude by 0.75 latitude and using the successive 8-day intervals over the year. This is justified by the fact that this same data set has been used in previous attempts to calibrate ocean chlorophyll and in addition, there is need to compare the performance of previous models and the model herein described.
Considering the large number of in situ observations available when looking at the data field in three-dimensions and the large amount of computer memory required running the evaluation of the penalty matrix, only data for the month of May was used in the validation exercise. This month was selected because it had the highest number of in situ observations. Validation data sets of size 150 were randomly selected from the in situ data field. Prediction of these validation data sets from the models fitted were compared to those obtained from the other blending methods. Figure 1 shows the plot of the mean squared differences between the predicted and the observed values obtained from the blended method (Normal blended) of [6] , corrector factor, (Corrected blend) and difference method (Difference blend) of [7] , basis function, (Basis blend) and Penalized model (Penalized blend) herein developed.
The plots of Figure 1 
Discussion on the Penalized Model Results
In this article the procedure for implementing smoothing on the blending process in three dimensions (3D) has been successfully established. This was achieved by expressing the interpolation formula used by the corrector factor of [7] using the basis function. The equivalence of these two methods is seen in Figure 1 where the plots of the mean squared differences between predictions and observed in situ values are the same for these methods in the three dimension models. The aim of expressing the blending process using basis functions was to pave the way to implement penalization. This was achieved by adding a penalty term to the least squares objective. This term contained the penalty function which penalizes the model and a smoothing parameter to control the smoothness of the model. The main issue here was to be able to choose the right Making use of the cross-validation score calculated from the integrated least squares did not improve on the results, this is similar to what was obtained by [10] in the case of two dimensions and also ties with the idea of [11] on sparse data. The motivation of using this technique was from the fact that there was more data in the three dimensional case than for the two dimensions and the belief was that this increase in data could improve results. However, this has established a procedure for using this technique in three dimensions whenever necessary.
The integrated squared derivative penalty is not expected to suffer from the same problems faced by the previous methods. This is because the action of the penalty is simply to try and flatten the smooth function around the vicinity of the omitted datum. If the smoothing parameter is large, it will increase the flattening and consequently pulls the estimate far away from the omitted datum.
The penalty obtained by this technique had very little or no effect on the smoothing function hence the equality in results from the penalized and the other correction models.
Though the validation process did not show a remarkable improvement in the prediction potential of the penalized method, in several instances the penalized model had better results than the other tested models.
Conclusions
The main objective of this research was to extend the implementation of the thin plate regression spline of [9] to the blending process in three dimensions. The motivation behind this was twofold; first, [8] had extended the blending process from the usual two dimensions to three dimensions based on the assertion of [2] who stated that most physical systems exist in three space dimensions and that representation in one or two space dimensions entails a lot of approximation.
The results obtained were very good; and secondly results obtained by [10] when penalization was implemented on the two dimensional blending, were outstanding when compared to other corrective methods.
Though penalized blended field obtained from the penalty matrix obtained by using the integrated least squares did not improve results, the process of implementing this technique in three dimensions was well established and could thus be used in other fields of application. The results obtained when the integrated squared derivative was used to obtain the penalty matrix were not different from the other corrective models in general but had better prediction in areas where the validation datum was surrounded by many satellite observations. This makes this result interesting since the satellite field can now be used for prediction with 
