Abstract The generation of traceability links or traceability matrices is vital to many software engineering activities. It is also person-power intensive, time-consuming, error-prone, and lacks tool support. The activities that require traceability information include, but are not limited to, risk analysis, impact analysis, criticality assessment, test coverage analysis, and verification and validation of software systems. Information Retrieval (IR) techniques have been shown to assist with the automated generation of traceability links by reducing the time it takes to generate the traceability mapping. Researchers have applied techniques such as Latent Semantic Indexing (LSI), vector space retrieval, and probabilistic IR and have enjoyed some success. This paper concentrates on examining issues not previously widely studied in the context of traceability: the importance of the vocabulary base used for tracing and the evaluation and assessment of traceability mappings and methods using secondary measures. We examine these areas and perform empirical studies to understand the importance of each to the traceability of software engineering artifacts.
Introduction
The importance of traceability of textual artifacts generated during the software development lifecycle has been well established in recent years [38] . The top-down traceability of documents from a software project document hierarchy (requirements-to-design, design-to-code, design-to-test cases, etc.) provides assurance that all required features (and only they) have been implemented and properly tested. The easiest and most efficient way to ensure traceability is to prepare traces at the time of creation of project artifacts, e.g., record the requirements-to-design traceability matrix (RTM) while preparing the design document. Often, however, this is not done (or not to the proper level of detail), leaving requirements tracing to post-development (e.g., to the Independent Verification and Validation (IV&V) 1 analyst or to a tester or stakeholder who finds that they need the RTM in order to perform their work). Tracing from scratch, or even validating an existing RTM, is a tedious, errorprone, and time-consuming process typically performed by analysts with minimal tool assistance. Traditional methods for tracing two documents to each other include manual keyword assignment and keyword searches in word processors or spreadsheets [17] .
Our work on the traceability problem has been motivated by the state-of-the-art in Independent Verification and Validation (IV&V) of software systems. IV&V is a mandatory stage in the process of development and deployment of most mission-or safety-critical software systems [18, 29] . Third-party analysts receive a full collection of artifacts for a software product and perform a set of verification and validation tasks prior to the final deployment of the software. Among the IV&V tasks performed, establishing after-the-fact traceability mapping (otherwise known as the Requirements Traceability Matrix or RTM) between the product requirements and design (as well as other artifacts, such as test cases) has traditionally been one of the most tedious and time-consuming tasks.
In our previous work [15, 16, 20] , we studied approaches to automating the requirements tracing process by using Information Retrieval (IR) methods to propose candidate links between a pair of project artifacts as well as ways to incorporate automated traceability into the IV&V process [14, 29] .
Incorporation of automated tracing in an IV&V process presents a number of challenges, chief among which is the still-remaining need for the IV&V analyst to validate and sign off on any RTM generated within the IV&V process [18] . The software tools we have built [14] are designed to work in concert with a human analyst. The software delivers the candidate traceability matrix to the analyst who can observe, validate, and correct the results, and provide feedback to trigger re-computation of certain portions of the candidate RTM. We have learned that automated methods can produce reasonably accurate results in much less time than it takes a human analyst to perform similar work [20] .
Tracing software engineering artifacts to each other is similar to traditional information retrieval tasks such as web search. Artifacts are broken into individual elements (e.g., requirements, design elements, test cases). Elements of one artifact are treated as documents in a document collection, while elements of the other are treated as search queries. At the same time, software artifacts pose a number of unique challenges as well. IR methods are designed for very large collections of reasonably large documents. On typical IR scale, a requirements specification, viewed as a collection of individual requirements, is quite small even for larger software projects. Additionally, elements from software artifacts are significantly smaller in size than typical documents in IR. A third issue is the fact that the corpus (i.e., collection of all words) used in creating the software artifacts is small and does not obey typical word distribution in English.
It is fair to qualify the state-of-the-art in automated tracing as follows. Multiple groups [1, 4, 20, 28] have achieved proof-of-concept success with the use of IR methods for tracing. These methods provide reasonable answers quickly. However, no method is yet capable of generating complete and correct RTMs from pairs of textual artifacts. IR methods tend to capture true links in the RTM very well, but typically at the price of a high rate of false positive detection.
At this point, there are three possible directions in which research on and practical adoption of automated traceability methodology for tracing can proceed. First, new automated methods can be developed with emphasis on higher quality output. Second, existing automated processes can be improved to produce better quality candidate RTMs. Third, the work of human analysts with the results of automated tracing methods can be studied with an eye on improving the human-computer interaction and the quality of the RTM revised by the human analyst. Human analysts are already a significant part of the traceability loop in Independent Verification & Validation processes such as tracing, testing, and change impact assessment [18, 29] . By introducing (and/or increasing) the role of human analysts to other processes, it may be possible to achieve better traceability and achieve it faster than the current state-of-industry.
The first direction is being actively explored [5, 6, 30] . However, the results so far suggest that use of new IR methods provides at best marginal improvement over the traditional retrieval methods. While this aspect of today's research on traceability was not the focus of this paper, some of the work conducted by our research group and reported here illustrates that point (see Sect. 3 for description of methods used and Sect. 4 
for results).
The third direction, introduced in [18] and discussed at TEFSE'07 [21] and TEFSE'09 [43] , is an emerging research area. We describe the importance and the role of human analysts within the IV&V process in Sect. 2, in the context of an overall overview of traceability research and practices today.
The second direction is the focus of this paper. The general idea behind this approach is straightforward. IR methods produce a candidate RTM. This RTM is not quite correct-e.g., it can contain multiple false positive links. We can use various analyses on the data (the textual artifacts and the candidate RTM built for them) to attempt to improve upon the original candidate RTM. Putting humans in the tracing loop is one such way. But the goal of the second direction is to minimize the work of humans by (1) getting the most out of the IR method(s) used for RTM recovery and (2) improving upon the candidate RTMs supplied by the IR methods.
In this paper, we present two sets of experiments that address issues (1) and (2) from above. Our first experiment was designed to understand the differences in performance of three IR methods, vector space retrieval, vector space retrieval with thesaurus, and latent semantic indexing, when run under two different sets of conditions. In a typical IR system, the document collection is available up-front. It is analyzed, and the results of the analysis are stored. When a query comes, it is analyzed and compared to the representations of individual documents in the collection. In such a system, the vocabulary or the corpus of terms used to match documents to queries comes exclusively from the document collection. In the case of RTM recovery, both artifacts are known up-front. We can analyze the ''queries'' (elements of the high-level artifact) and the ''documents'' (elements of the low-level artifact) together. Thus, we have a choice: we can follow the tradition of IR systems and use only the vocabulary of the low-level artifact as the corpus of terms, or we can use the joint vocabulary of both documents. The first experiment in the paper uses two regular datasets, one small and one of medium size, plus a third dataset which consists of 22 pairs of artifacts to see how the four IR methods listed above fare in RTM recovery when executed with each of the two possible vocabulary bases.
To understand how we can improve on candidate RTMs after they have been reported by IR methods, we need to be able to properly evaluate them. Our second set of experiments addresses the issue of proper assessment of the quality of candidate RTMs. Traditionally, Information Retrieval uses recall, the percentage of true links retrieved, precision, the percentage retrieved links that are true, and their harmonic mean called the f-measure to evaluate the quality of retrieval. However, it is possible to have two candidate RTMs that have the same precision and recall but are different in terms of their quality. The motivation for our work comes from the example in Fig. 1 . An IV&V analyst is using an automated tracing tool to search for the design elements that help satisfy a given high-level requirement. Two tracing tools, A and B, provide a similar user interface but differ in the methods that compute the candidate RTM. Each tool provides sorted results to the analyst's query, result list A (from tool A) and B (from tool B). Both result lists have recall of 100% (all correct links are found) and precision of 50% (half of the retrieved links are false positives): very good results. Result list A displays all the false positives in the top portion of the list, while result list B displays all the true links at the top of the list and false positives at the bottom of the list. Recall and precision indicate that these two tools have identical quality levels from the developer's perspective. However, from the perspective of the analyst who must review the results and make final selections, result list B (and thus tool B) is far superior since it requires less perusing of invalid results. Also, the analyst may have a more positive perception of the tool as the results seem more trustworthy or believable [16, 20] . As recall and precision cannot distinguish between tools A and B, more measures have to be introduced. Such secondary measures should be responsible for capturing the ''internals'' of the result lists (often called candidate lists), ensuring, for example, that list B will be deemed superior to list A.
We have found that secondary measures can be used to capture these characteristics and to help evaluate the quality of a returned list from the analyst's perspective. It is important to have a complete and correct picture of the effectiveness of IR methods and tools for requirementsrelated software engineering tasks. Otherwise, we may incorrectly reject good techniques or incorrectly accept poor techniques. Toward that end, we have developed several secondary measures and have examined their ability to evaluate returned lists. We illustrate the power of secondary measures with a number of examples where primary measures show one picture, but secondary measures tell a different story.
The paper is organized as follows. Section 2 provides a general overview of the state of research and practice in the area of software traceability, describes the software engineering processes that are affected and can be improved by better and faster traceability, and discusses the role of human analysts in the traceability loop. Section 3 explains the research approach and discusses vocabulary bases and secondary measures in detail. Section 4 details the vocabulary base experiments and the results obtained. Section 5 discusses the experimental design and the results obtained for the secondary measure study. Sections 4 and 5 include subsections on the corresponding related work. Finally, Sect. 6 presents the conclusions and future work.
2 Traceability in a nutshell: state-of-the-art and challenges
In this section, we provide a brief description of the stateof-the-art in traceability research in order to put the work described in this paper in broader context. Spanoudakis and Zisman [38] define software traceability as the ''ability to relate artefacts created during the development of a software system to describe the system from different perspectives.'' This purposefully broad definition yields a wide range of possible forms, processes, and reasons for studying software traceability. [38] There are two distinctly different contexts which give rise to the study of traceability: (1) process compliance and product improvement and (2) software understanding and reuse. In the former case, traceability work is performed as part of an ongoing software development process. Its results are applicable to the software project at hand. In the latter case, traceability work is performed on completed project data, and its results do not contribute directly to the product improvement but rather are used in the product and process analysis.
Motivations for traceability

Links between software artifact elements
The key to traceability is the notion of a link between the elements (e.g., requirements and design elements) of two software artifacts. In some settings [17] , links in the context of traceability are represented as or understood as navigable hyperlinks explicitly incorporated in one or both artifacts during the appropriate stage (requirements elicitation, design, testing, reengineering) of the software product lifecycle. This approach is illustrated by the RETH (Requirements Engineering Through Hypertext) system [9, 24] that uses a semi-automated process to engage the software engineer in the process reengineering of a textual artifact to incorporate hyperlinks between different elements. Such a process, in the case of the RETH system, lead to perfect precision.
In contrast to this understanding of the notion of link, our work assumes that a traceability link is a relationship between two elements of two (different) artifacts. This assumption is independent of the representation of the relationship. The representation or storing of the relationship, be it hyperlink, database index entry, pointer, etc., is an important area of further research in the traceability community. Generally speaking, the traceability research community has yet to focus on the aspects of link representation. We discuss prior work on traceability with this in mind.
2.3 Traceability in the software lifecycle [38] Within the software development process, traceability plays an important role in change impact analysis, change management, testing, and verification and validation (V&V). 2 Traceability of artifacts can usually be achieved in one of two ways: by creating and maintaining traceability information as a by-product of development or by performing after-the-fact tracing of necessary artifacts as a dedicated part of the process (e.g., change impact analysis or V&V). In general, while maintaining traceability as a by-product of development is desirable, it is also time-consuming and is rarely done to the necessary level of granularity. At the same time, development of mission-critical projects (e.g., mission-critical software produced by NASA [29] ) is subject to government regulations requiring Independent Verification & Validation (IV&V), part of which is validation, and, when necessary, recovery of traceability information across the entire hierarchy of project artifacts. [38] Three types of traceability analysis can be distinguished: manual, semi-automatic, and automatic. Manual analysis of traceability has the analyst responsible for the search for and final decisions on links between artifacts. Automatic traceability analysis is performed by special-purpose tracing software responsible for the searching for and retrieval of links and the final traceability matrix. A plethora of semi-automatic approaches have been posited including (a) rule-based approaches [10, 11, 27, 37] which generate links based on user-defined rules, used to match portions of different artifacts; (b) process-driven approaches [8, 34] which capture traceability information by using special-purpose software to monitor software development; and (c) collaborative approaches [18, 43] , which involve automated traceability tools guiding the search for traceability links and human analysts rendering final decisions on the candidate links.
Traceability analysis
State-of-the-art in traceability
While the study of traceability has been attracting more and more attention in recent years, the reality «on the ground» is sobering. In industry, traceability analysis most often is performed after-the-fact and manually. Analysts find little traceability information created in parallel with the artifacts, and when they do, this information is often unreliable and needs to be validated. Most traditional requirements management tools [22, 41] require manual generation of traceability links. Other approaches taken by analysts involve the use of word processing/spreadsheet software, manual keyword assignment, and use of text search functions to find candidate matches. In general, tracing processes are time-consuming and tedious and thus tend to be error-prone, as the analyst gets tired of the activity.
Traceability in IV&V
Our group has worked on automating traceability for the IV&V process. IV&V is an expensive process, as it involves third-party analysts. It is used for verification and validation of software when the necessity to guarantee proper operation outweighs the costs associated with hiring the third party to perform V&V. An example of such a situation is the IV&V analysis of all mission-critical and safety-critical software deployed by NASA on its manned and unmanned flight programs [29] .
Traceability is one of the most time-consuming activities in the IV&V process. Even if traceability information is present in the artifacts, IV&V analysts still must validate the RTMs provided to them, which commonly involves recreating the trace from scratch. This is typically done using one of the manual techniques described above.
While automated tracing methods can be used to supplant human IV&V analysts, they cannot be used to replace them. IV&V analysts must certify the correctness of the software system and/or discover latent defects. As such, IV&V analysts bear critical responsibilities, not associated with the work of analysts in other traceabilityrelated contexts (e.g., reverse engineering of existing software). IV&V analysts must inspect the results of any automated traceability analysis and certify or correct them. A comprehensive discussion of the issue of developing tracing software for IV&V is out of scope for this paper but has been detailed elsewhere [18] .
Research approach
This section presents the research approach for the two experiments in this paper.
Vocabulary base
In a typical IR setting, we have a collection of documents and a user information need expressed as a natural language query (or just as a sequence of keywords). The task of an IR method is to retrieve, for the collection, the documents deemed relevant to the query. Different IR methods define the notion of relevance in different terms and use different means to encode the content of the documents in the collection. When considered in the context of requirements tracing, IR methods can be applied as follows. The low-level artifact (a design document, for example) is treated as a ''document collection,'' with each low-level element viewed as an individual ''document'' in this collection. Each high-level element (say from a requirements document) is treated as the request to find low-level elements relevant to it. The low-level elements returned by an IR method, for each of the high-level requirements, form the candidate RTM.
Our work to date has concentrated on the study of three categories of IR methods: vector space retrieval (see Sect. 3.1.1) [15, 16, 20] , latent semantic indexing (LSI) (see Sect. 3.1.2) [13, 40] , and so-called keyword extraction methods [19] .
Vector space retrieval
Standard Vector space model [3] can be defined as follows. Let V = {k 1 ,…,k N } be the vocabulary of a given document collection. Then, a vector model of a document d is a vector (w 1 ,…,w N ) of keyword weights, where w i is computed as:
Here, tf i (d) is the so-called term frequency: the (usually normalized) frequency of keyword k i in the document d, and idf i , called inverse document frequency is computed as:
where n is the number of documents in the document collection, and df i is the number of documents in which keyword k i occurs. Given a document vector d = (w 1 ,…,w N ) and a similarly computed query vector q = (q 1 ,…,q N ), the similarity between d and q is defined as the cosine of the angle between the vectors:
simðd; qÞ ¼ cosðd; qÞ ¼
The above weighting scheme is called the tf-idf weighting scheme. In addition to tf-idf, we used two other weighting schemes, namely the Okapi weighting scheme [36] and LTU [23] .
In the Okapi scheme, the keyword weight is calculated as follows:
where dl is the length of the document under consideration, avg_dl is the average length of the documents in the document collection, n is the total number of documents, tf i ðdÞ is the term frequency of the ith term in document d and df i is the document frequency of the ith term in the document collection.
In the Linear Threshold Unit (LTU) weighting scheme, the keyword weight is calculated as follows:
Use of thesaurus. We have used vector space retrieval both with and without an artifact-specific thesaurus-a list of synonyms, homonyms, and abbreviations that allows us to match terms such as ''fault'' in the high-level document to terms such as ''error'' in the low-level document. Given a thesaurus T = {hk i , k j , a ij i}, where k i and k j are matching thesaurus keywords and a ij is the similarity coefficient between them, then the similarity between d and q can be calculated as follows:
simðd; qÞ ¼ cosðd; qÞ
Vocabulary base. As stated above, all vector space retrieval methods represent both documents and queries as vectors of weights over the space V = {k 1 ,…,k N } of keyword weights. In traditional IR settings, document collections are large, stable, and known up-front, while queries are generated dynamically. In such situations, V is the list of all keywords found in the document collection. Any query terms not found in the document collection will be ignored.
When performing traceability tasks, both high-level (queries) and low-level (documents) artifacts are known up-front, 3 and, in fact, both artifacts are usually processed at the same time and side-by-side. This raises the question of what is the ''proper'' vocabulary base in our case. Is it better to stick with the traditional approach of using only keywords from the low-level artifact, or will using the combined vocabulary of both documents yield improved results?
We note here that the influence of the vocabulary base on the performance of the vector space retrieval is quite subtle. In both cases (with the exception of thesauri-based retrieval), a direct keyword match can occur only if the keyword is found in both the high-level and the low-level documents. The presence of extra terms in the vocabulary will affect the relative importance of terms, but will not add new matches or negate existing ones.
Latent semantic indexing
Small datasets, as found in software engineering traceability applications, allow us to use latent semantic indexing (LSI) [7] . LSI is a dimension reduction technique based on singular value decomposition (SVD) of the term-by-document matrix that can be constructed by putting the tf-idf vectors of all documents in a single matrix. SVD transforms the original matrix into a product of two orthogonal matrices and a diagonal matrix of eigenvalues. By considering only the top k eigenvalues, we can obtain an approximation of the original matrix by a smaller matrix. Rows of the matrix can be compared to each other using the cosine similarity described above. For example, if L is a documentby-term weight matrix of dimension A 9 B, its SVD is written as L = TSD', where T is a matrix with orthogonal rows, D' is a matrix with orthogonal columns, and S is a diagonal matrix of eigenvalues of L. We can trim the list of eigenvalues of L from rank(L) to a smaller number k and obtain a decomposition L k = TS k D', where S k is the diagonal matrix of size k 9 k with the k largest eigenvalues of L on the diagonal. Rows of the matrix TS 2 k D can be compared to each other using the cosine similarity as defined above. Use of the matrix TS 2 k S instead of the original matrix L reduces the dimensionality of the document vectors from B to k [7] .
Vocabulary base. As with vector space retrieval, we consider two ways to build the reduced-dimensionality matrix:
• from the low-level artifact only. This is the standard approach to building the reduced matrix. Singularvalued decomposition (SVD) is applied to the elementby-keyword matrix consisting only of the low-level artifact vectors, and • from both low-level and high-level artifacts. Just as above, we can leverage the fact that we know our queries in advance (see footnote 3). Instead of generating query vectors after performing LSI on the low-level element vectors, we can add high-level element vectors to the element-by-keyword matrix on which SVD is performed.
Once SVD is complete and the new number of dimensions is selected, we extract the query vectors from the reduced matrix directly and compare them to the reduced vectors for the low-level documents.
Generally speaking, vocabulary base has a more pronounced effect on the behavior of LSI retrieval, as it affects the dimensionality of the starting matrix for the LSI process and thus may significantly alter the reduced matrix.
Methods for building the corpus
The IR methods described above typically start by building a corpus that contains all of the terms or words found in the artifacts that will be traced. As described above, the corpus can be built using both of the artifacts, or it can be built using just one of the artifacts. This distinction has not been studied by researchers, and we address it here. Our study will examine the impact of vocabulary base on the accuracy of the IR methods for tracing and is discussed in Sect. 4.
Secondary measures
As mentioned in the sect. 1 and illustrated in Fig. 1 , there are many situations where recall and precision do not provide sufficiently accurate information about the structure of the candidate lists. To address this need, we have developed secondary measures for evaluating IR techniques as applied to software engineering artifact tracing from the analyst's perspective. These can be applied to techniques used for a variety of purposes, but we focus on tracing in this paper. Our measures help assess the quality of returned candidate lists and help select a ''best list'' when recall and precision are about the same for all lists. This is useful in comparing different IR techniques (where each returns a list), different levels of analyst feedback etc.
Before defining the secondary measures, it is useful to examine the primary IR measures of recall, precision, and f-measure. Recall is defined as the ratio of the number of links returned by the IR method to the total number of possible links.
Recall ¼ Number of matches found by the IR method Total number of possible matches
Precision is computed as the fraction of the relevant documents in the list of all documents returned by the IR method.
Precision ¼ Number of true links found Total number of links returned by the IR method An ideal IR or traceability method should produce as high precision and recall as possible. F-measure is a harmonic mean of precision and recall:
It can be seen that achieving high precision and high recall is a balancing act. The above-mentioned formula puts equal preference to both recall and precision. The b parameter is introduced in the above formula to tilt the balance one way or the other. The parameter b can be altered to set the desirable significance for either recall or precision:
If b [ 1, the recall will be valued more than precision, and if b \ 1, the precision will be valued more than recall.
Relevance feedback takes advantage of the analyst input to improve the performance of the retrieval algorithms. Specifically, we use Standard Rochio method [3] to perform analyst feedback in our work. In the case of the vector space model, the relevance feedback technique adjusts the keyword weights of the query vector based on the information provided by the analyst. The new query vector q new is computed as follows:
As shown in the above formula, the factor corresponding to the document vectors identified as relevant can potentially increase the recall, and the factor corresponding to the document vectors identified as irrelevant can potentially increase the precision. The constants a, b, c in the formulas above can be adjusted in order to emphasize positive or negative feedback as well as the importance of the original query vector. D r is the set of documents deemed as relevant, and D irr is the set of documents deemed as irrelevant, as deemed by the user. Again, the similarity is recomputed with the query vector q new .
The proposed measures are presented below. The first three measures deal with the quality of the individual returned lists.
DiffAR
DiffAR is designed to evaluate the internal structure of candidate link lists. Informally, DiffAR is the difference between the average similarity of a relevant match (an item in the list that is truly relevant to the query) and a false positive (an item in the list that is not relevant) in 
)} be the set of all candidate matches returned by some IR method. L consists of two types of candidates: true matches and false positives. Let L T be the set of true matches and L F be the set of false positives of L. Then, DiffAR is defined as:
In general, the higher the value of DiffAR, the more distinct true matches become in the candidate lists.
DiffMR
Measures that rely on averages are known to be sensitive to extreme values. DiffMR is a version of the DiffAR measure that relies on medians rather than averages:
Lag
DiffAR and DiffMR look at the quantitative difference between the similarity scores of true matches and false positives. Note that L ¼ S h2H L h , where L h ¼ fd; hÞj simðd; hÞ [ 0g, i.e., L is constructed out of candidate lists for each element h € H. But, it is possible that for some h € H, a similarity of 0.3 is very high, whereas for some other h 0 € H, it is rather low, and such nuances are missed in the computation of DiffAR and DiffMR. Lag is the measure designed to address this potential problem.
Let d be an element of a textual artifact D and h be an element of another textual artifact H. Let (h, d) be a true match returned by an IR method in the list L h of candidate links for h. The Lag of the link (h, d), denoted Lag(h, d), is the number of false positive links (h, d 0 ) that have higher similarity scores than (h, d). Informally, the Lag of a true match is the number of false positives above it in the list of candidate matches. The overall Lag of a list of candidate matches L is the average Lag of a match:
Lag specifies, on average, how many false positives are found in the candidate lists above true links. The lower it is, the higher is the separation between true matches and false positives (note here that if a false positive has the highest relevance in a list of candidate links, it contributes 1 to the Lag of each true link in the same list).
Selectivity
The final secondary measure we describe here is selectivity. Unlike previously described DiffAR, DiffMR, and Lag, selectivity does not look into the internal structure of the list of candidates. Rather, it can be used in lieu of precision in order to determine whether the candidate lists returned by a text mining tool are of acceptable sizes.
In general, when an analyst has to perform a subcomponent matching (tracing) task manually, there are n 9 m potential candidate matches to be checked: each component of artifact H needs to be compared to each component of artifact D. As mentioned above, an automated mining method produces a list L of candidate matches. Selectivity of the method is defined as:
Selectivity measures the savings incurred by the analyst when manually going through the list generated by an automated method rather than manually comparing each pair of elements. The smaller the selectivity, the better the savings for the analyst. Selectivity is not an exact measure of effort savings, because it assumes that the analyst will be correcting only type I errors (errors of commission) found in the candidate RTM. It needs to be considered in concert with recall. The higher the recall, the fewer errors of omission the analyst needs to fix, the better selectivity approximates effort savings.
Vocabulary base study
In this study, we compare the results of using tf-idf term weighting for two different vocabulary bases: low-level artifact and both low-level and high-level artifacts. We have considered three different datasets.
Datasets
The datasets used are described below.
MODIS
The NASA Moderate Resolution Spectrometer (MODIS) dataset [26, 33] is a small dataset created from the full specification (high-and low-level requirements documents) for the MODIS space instrument software. This dataset contains 19 high-level requirements, 49 low-level requirements, and a validated RTM containing 41 links that we refer to as the ''answer set.'' The answer set was manually constructed by the authors and checked by a number of senior analysts with significant tracing experience [33] .
CM-1
The dataset consists of a complete requirement and a complete design document for a NASA space instrument. We manually extracted individual requirements (235) and design elements (220) from the documents. We consider the forward tracing task, from requirements to design elements. The answer set, containing 361 links, was constructed by a team of graduate students and junior analysts and was reviewed by a senior analyst and the authors.
Waterloo
The dataset consists of 22 projects completed by students in the graduate-level Software Engineering course taught by Dan Berry at the Department of Computer Science, University of Waterloo. The students were given the task of designing a voice-over-IP management software system. For the purpose of this study, we have used two documents from each of the 22 projects: the requirements specification and the use cases description. The requirements specification contained the same core functionality of the system for all groups as well as a number of personalized requirements. The use cases have been designed by students to match the functional requirements found in the specification. An example requirement from the requirement specification of project 1 (of the 22) follows: ''F35 The caller will hear a dial tone before placing a call. ' 
Results
We have implemented all the IR methods mentioned in Sect. 2 as a part of a requirements tracing tool called REquirements TRacing On target (RETRO) [16] . Each of the methods is enhanced with user feedback processing. We simulated the analyst vetting the candidate link list and indicating if links are true or false. If the simulation indicates TRUE, the keywords found in that document are given increased value in the query vector (the opposite occurs for FALSE). The IR method is then re-executed using the re-weighted query vectors. For Vector space retrieval, as well as for both keyword extraction approaches (with x = 30, 50), we use Standard Rochio Feedback [3] with equal weight assigned to the original query vector, positive feedback, and negative feedback. For LSI, we use the feedback technique from Deerwester et al. [7] . Each experiment is run for eight iterations. On iteration 0, the chosen IR method is run to build the initial list of candidate links. On each subsequent iteration, we simulate the examination of the top two (not yet visited) elements in the list for each high-level element. These elements are checked against the (known to the simulation) actual RTM, and correct feedback is provided. 4 The results of running each experiment were collected and analyzed against 4 We note that our simulation of analyst feedback concentrates on capturing the effects of the provided feedback, rather than the process. It is hard to imagine an actual analyst working with the system providing feedback in such a regular manner. Research into the actual analyst interaction with traceability tools is another part of our research agenda [18] and is currently underway. It is outside the scope of this paper, however.
existing answer sets. In this paper, we show only the results from iteration 0 (prior to feedback) and iteration 8.
In Tables 1, 2 , 3 and 4, we summarize the obtained results for the vector space model with tf-idf weighting, Okapi weighting, and LTU weighting, as well as for LSI for two different vocabulary bases (low-level artifact only and low-level plus high-level artifact), for iteration 0 and iteration 8, respectively. In each table, we show the results obtained for the three datasets: recall, precision, and f2. For example, we can see from Table 1 , iteration 0 that vector space with tf-idf weighting for the CM-1 dataset yielded recall of 0.98, precision of 0.02, and f2 of 0.07 for the lowlevel artifact only and recall of 0.98, precision of 0.02, and f2 of 0.08 for a vocabulary base of low-level plus highlevel artifact.
Results for CM-1 and MODIS are shown outright. Note that the LSI table adds a column for the number of dimensions used. For example, we see that LSI with 10 dimensions for the MODIS dataset yielded recall of 0.95, precision of 0.05, and f2 of 0.22 for the low-level artifact only and recall of 0.93, precision of 0.06, and f2 of 0.25 for a vocabulary base of low-level plus high-level artifact. For the Waterloo dataset, we show four results (moved to ''Appendix A'' for readability, Tables 7, 8  and 9 ): the average, the median, the maximum, and the minimum of each measure. Note that the measures are computed independently-e.g., maximum recall and maximum precision can be reached on different cases in the dataset. For example, in Table 7 , we see that vector space with tf-idf weighting for the first artifact pair of the Waterloo dataset (Waterloo_1) yielded recall of 0.872, precision of 0.09, and f2 of 0.318 for the lowlevel artifact only and recall of 0.769, precision of 0.411, and f2 of 0.788 for a vocabulary base of low-level plus high-level artifact.
From the tables, we observe the following. All methods exhibit high recall at iteration 0. For the CM-1 dataset, recall remains generally stable, while for the Waterloo dataset recall tended to remain the same for about 40% of the cases, improve for about 50%, and drop slightly for about 10% of the cases. Precision on smaller datasets (MODIS, Waterloo) tends to be between 5 and 15% for individual cases (with the exception of a couple of outliers in the Waterloo dataset) at iteration 0, improving by 8-10% by iteration 8. However, precision is around 2% for CM-1 at iteration 0 and does not improve.
The Waterloo dataset consists of 22 artifact pairs. This afforded us the ability to run statistical analyses of the results obtained when testing a variety of IR methods on this dataset. Table 5 shows the results of the statistical analysis for three methods: vector space retrieval using TF-IDF and LTU weightings and LSI. As mentioned above, Appendix A contains the full set of tables showing the recall, precision, and the f2 measure for all pairs of artifacts tested in the experiments. TF-IDF and LTU methods were applied to all 22 artifact pairs. LSI was applied to 11 of 22 artifact pairs which contained sufficient number of requirements and test cases to warrant the use of LSI (i.e., to allow for non-trivial dimensionality reduction). The LSI method was run for 5, 10, and 15 dimensions for low-level artifact vocabulary base and for 10, 25, and 40 dimension for low-level ? high-level vocabulary base. There are two cases of missing data: on two artifact pairs, 15-dimensional matrix for the low-level artifact could not be obtained (due to a small original number of keywords), these rows were removed from consideration. Table 5 shows the results of two statistical tests performed on the f2 measures computed for the test runs: the paired t-test and the Pearson correlation. The first column lists the method and iteration, the second column lists the number of artifact pairs considered, the third column provides the means for the low artifact vocabulary base, the fourth column provides the means for the low ? high artifact vocabulary base, and the fifth column presents the difference (if negative, low only was better than low ? high artifact vocabulary base; if positive, the opposite is true). The sixth column of Table 5 presents the standard error, followed by the tvalue, the eighth column has the p-value (alpha = 0.05), the ninth column shows the 95% confidence interval, and finally the last column provides Pearson's correlation. Vector space model with LTU weighting on iteration 0 on 22 artifact pairs had a mean f2 measure of 0.5164 for low only, 0.5101 for low ? high vocabulary base, a positive difference of 0.0063 (so low ? high was better), a standard error of 0.0535, a t-value of 0.12, a p-value of 0.907, a confidence interval of (-0.1049, 0.1175), and Pearson's was -0.165. Where the difference between the means of f2 measure of methods was deemed significant by the paired t-test, the text is in bold-face. We also applied bold-face to the high-correlation cases (all the LSI cases).
We examined the LSI method with small matrices, medium-sized matrices, and large matrices. In our case, for low-level artifact only this translated to 5, 10, and 15 dimensions. For low ? high-level, there were 10, 25, and 40 dimensions (due to an increase in the number of terms in the corpus). Table 5 has some entries labeled «all data». This means that small matrices have been compared to each other (5 dimensions to 10 dimensions as shown in Table 6 ), medium to medium, and large to large (15 dimensions to 40 dimensions). A straight comparison of 10 dimensions to 10 dimensions was also made as seen in Tables 5 and 9 : «LSI, 10 dim» tests paired the f2 measures reported by both low-level and low-level ? high-level artifact vocabulary base for 10 dimensions.
As can be seen from Table 5 , the results can be grouped into three distinct categories. There are results that show no significance and no correlation (not bolded). Specifically, the vector space runs with tf-idf and LTU weighting fall into this category. This is interesting because it tells us that using the low-level plus high-level artifact for the vocabulary base does something ''different'' than when just using the lowlevel artifact. In fact, this can be observed in the full experimental results found in ''Appendix A'': for example, of 22 cases reported in Table 7 , 11 showed improvement in f2-measure going from low to low ? high vocabulary base, while the other 11 showed improvement going in the opposite direction, with differences in the values of f2-measures exceeding 0.1 in most cases. Further investigation is warranted to discover, examine, and characterize ''different. '' Next are the methods that have statistical significance and high correlation. This describes three of the four LSI runs. Only LSI dimension 10 iteration 0 does not fall into this category. The three LSI runs all indicate that the low-level artifact yields a better mean for f2 than with both low-and high-level artifacts (difference is negative for all three).
The third and final category covers the method runs that showed no significance and high correlation. Only the LSI run left out above falls here. Note that the LSI run of interest (for dimension 10 iteration 0) shows that the lowlevel ? high-level yields a better f2 mean than low-level only, though not statistically significant.
The use of both high-and low-level artifacts for vocabulary base could bring significant payoff, but was risky, as overall it tended to decrease the accuracy of the results (lowered f2 measure, for example). For the MODIS dataset, using both artifacts lead to a significantly better overall result at iteration 8, as evidenced by the f-measure. However, within the Waterloo dataset, there was a wide range of diversity in the results that used both vocabulary bases.
Vocabulary base: related work
In software engineering, we have the luxury of having the queries ahead of time. This allows us to decide if we want to use the queries to assist in building the corpus or not. In information retrieval, the corpus is built just using the document collection because queries are not known in advance. However, researchers have tried to improve the queries and retrieval results based on the query logs and histories. Baeza-Yates et al. [2] propose a method that, given a query, will recommend similar queries that have been issued in the past. Using this information combined with the user behavior for those past results, the new query results can be improved.
In the information retrieval world, researchers have tried to mine the domain vocabulary to improve the query. Srinivasan et al. [39] used a combination of rough sets and fuzzy sets to create a framework to mine the vocabulary. They also examined the problem of co-coordinating multiple views of the vocabulary.
Secondary measures study
As mentioned in Sect. 2, human analysts must be an integral part of the traceability assessment process in the IV&V setting. Our final study concentrated on the importance of secondary measures to assisting in evaluating traceability methods from an analyst's perspective.
Our study included the following steps. High-and lowlevel elements were parsed from each artifact. The elements were then subjected to stemming [35] and stop word removal. The resulting information was passed to the specific IR method for creation of vectors of term weights.
Next, we simulated the work of an IV&V analyst aided by the selected IR technique. Initially, the IR technique was used to generate candidate links between the artifact levels. Then, perfect analyst feedback was simulated. We examined four different feedback strategies: Top 1, Top 2, Top 3, and Top 4. Using strategy Top i, the feedback simulator examined (for each high-level requirement) the top i unexamined candidate links in the list, looked for them in the true RTM or answer set for the dataset, and specified whether each examined link was a true link or a false positive. We chose to emulate perfect feedback because no software can be expected to reasonably recover from human judgment errors. At the same time, we want to investigate which IR methods are most receptive to correct user feedback.
The information collected via the process described above was encoded in XML and was passed to the feedback processor, which updated the query vectors and passed control back to the IR method for the next iteration. We ran eight iterations for each IR technique. Our analysis tool was used to compare the actual results (the answer set or true RTM) to the results obtained by the IR method (returned candidate link lists) for every iteration. The IR methods were implemented in our tool REquirements TRacing On target (RETRO) [14] . The resulting information was used to calculate primary and secondary measures for evaluation. Measures were then plotted to assist in analysis.
At each iteration of the tracing process, in addition to considering the full list of candidates returned by a specific method (i.e., the list of (d,
Examples
We present a number of examples discovered during the analysis of the results from our experiments that illustrate the importance of the secondary measures. In all examples, we compare two separate runs of the experiment side-byside. We then show that the picture painted by the precision and recall numbers (in terms of which run produced ''better'' results) needs to be altered, as demonstrated by the secondary measures. In some examples, secondary measures serve as ''tie-breakers,'' allowing us to choose the better of the two runs. In other examples, the information provided by the secondary measures bridges the gap between our assessments of the two runs.
The examples contain two types of graphs. We use recall-versus-precision trajectories to plot the behavior of the primary measures over the course of the feedback process. Each point represents a (precision, recall) pair after some iteration (0, 1,…,8) of the feedback loop. The lines connect the neighboring iterations. For secondary measures, we simply plot the value of the measure at each iteration.
Example 1
The graph in Fig. 2 shows the recall-versus-precision trajectories for tf-idf method with and without a thesaurus running on MODIS dataset with Top 2 feedback and filtered at a = 0.05. Based on primary measures alone, it appears that the tf-idf ? thesaurus technique is better in terms of recall and would be selected over the simple tf-idf method.
Next, we look at the secondary measure of Lag for the same scenario (Fig. 3) . The graph shows that in iterations four through six, the non-thesaurus technique achieves total separation between true links and false positives (Lag of 0) much sooner than the thesaurus technique. From an analyst's perspective, the non-thesaurus method may be preferable even at a reduction in recall, because the top portions of all candidate link lists will contain (almost) exclusively relevant matches sooner (in less iterations).
Example 2
The graph in Fig. 4 compares the recall-versus-precision trajectories obtained in our experiments for LSI and tf-idf methods using Top 2 feedback and no filtering on the MODIS dataset. The trajectories are close to each other, with LSI showing somewhat better recall, while tf-idf eventually moves toward better precision (over 18%). It is not very clear which technique is better. Unlike Example 1, where precision of both methods was quite high, the precision for LSI is significantly lower in this example. Now, we look at the secondary measure of Lag for the same scenario, shown in Fig. 5 . Both methods show similar trends in reducing Lag. However, we see that tf-idf reduces Lag to a much lower number (less than 1), while the Lag for LSI remains above 2 after iteration 8. This suggests that tf-idf is much more successful in separating the true links from false positives in candidate link lists during the feedback process.
This supposition receives even more support upon examination of the DiffAR trends shown in Fig. 6 : DiffAR for tf-idf shows a huge improvement over DiffAR for LSI. 5 Based on the secondary measures, an analyst would prefer tf-idf, even though recall is somewhat lower than for LSI.
Example 3
The graph in Fig. 7 compares the recall-versus-precision trajectories for LSI and tf-idf methods on the CM-1 dataset using Top 2 feedback and no filtering. The graph shows almost no change in precision (and precision itself is unacceptably low) and only a slight change in recall for both methods (these runs show that IR methods are not always very effective by themselves). However, in prior work [20] , we include graphs showing that, in these runs, filtering improves precision significantly without hurting recall significantly. It is not clear that one technique outperforms the other in any significant way.
Next, we look at the secondary measure of Lag for the same scenario, in Fig. 8 . For LSI, Lag drops from 8.3 to just above 6. But for tf-idf, Lag drops from 6 to 4.5. While both Lags start and end fairly large (our preference is for Lag to fall down to the 1-2 range), it is clear that tf-idf outperformed LSI, thus providing us with a clear tiebreaker. Again, consideration of a secondary measure changes the scenario assessment.
Example 4
Our last example looks at two runs over different datasets. The graph in Fig. 9 compares the recall-versus-precision trajectories for tf-idf method with Top 2 feedback on the MODIS (no filtering) and CM-1 (filter set to 0.1) datasets. We note that these two runs are very different-one is on a small dataset and another is on a large dataset. However, the precision-versus-recall trajectories of the runs look similar; in fact, they follow the same path on the last few iterations.
Next, we look at the secondary measure of Lag for the same scenario (in Fig. 10 ). There is a clear difference in the behavior of Lag for the MODIS and CM-1 cases. Lag for MODIS starts very high, at 7.5, and does not drop to an acceptable range until iteration 5. Once there, however, it outperforms the Lag of CM-1, which over the course of 8 iterations shows slow but steady decline from about 2.2 to 1.1.
Selectivity, plotted in Fig. 11 , also highlights the differences between these two runs. It shows a much better selectivity for the CM-1 dataset, which remains steady throughout the iterations. At the same time, selectivity for the MODIS run starts at around 0.41 and steadily improves to just over 0.2. How do we interpret this? Comparing these two runs for the purpose of determining which one was better is not very meaningful, as they relate to different datasets. However, we may notice that for all the differences between the runs, precision and recall do not distinguish between them, while our secondary measures, Lag and Selectivity, uncover the differences. 
Conclusions
The examples shown above illustrate some of the situations we encountered during our tracing experiments where the use of secondary measures either changed our perceptions about the results outright or provided us with the ability to distinguish between the quality of otherwise similar test runs. In person-power intensive requirements tasks such as tracing, we need reliable ways to assess a technique's effectiveness from the analyst's perspective. We feel that these examples provide support for and evidence of the ability of secondary measures to assist with such assessments. Additional comments can be made concerning one of the issues with the state-of-the-art in automating traceability work that has been illustrated in the examples described above: the low precision of the candidate RTMs obtained in experiments. Indeed, in many experiments described in our work [20] and the work of other research groups [1, 4, 28] , candidate RTMs generated by automated methods had rather high recall (80% and above), but low, by IR standards, precision (in single or low double digits). This, and similar situations in the use of data mining techniques to build predictive models in Software Engineering [31] , has led to a vigorous discussion [31, 32, 44] on the topic.
Zhang and Zhang [44] argue that predictive models with low precision are useless in software engineering. Menzies et al. [32] , writing in response to Zhang and Zhang [44] , argue that low precision alone is not sufficient to declare failure.
As discussed in Sect. 3.2.4, selectivity can be used together with recall to evaluate the quality of a candidate RTM much in the same way that precision and recall are used in IR. Indeed, given a specific candidate RTM, 6 a human analyst needs to examine it in its entirety regardless of how high the precision. Therefore, in the presence of high recall, the size of the candidate RTM is a good enough estimator of the human effort needed to complete the RTM generation task, and, perhaps, an even better estimate than precision.
In general, we would like to see higher precision candidate RTMs (at fixed high recall levels) as this means that the size of the candidate RTM decreases. However, as long as the savings from generating a candidate RTM using an automated method as measured by selectivity are significant, we maintain that such automated methods have practical uses. For further discussion of this topic, we refer the reader to Zhang and Zhang [44] for the critique of lowprecision methods and to Menzies et al. [32] for defense of such methods.
Secondary measures: related work
A number of other fields are using secondary measures in their evaluations. In the area of performance assessment, Le et al. [25] examined the effects of active queue management on response time experienced by web users. They found it necessary to use packet loss rates and link utilization as secondary measures to the primary measure of user perceived response time. Vincent et al. [42] modified existing multi-agent technologies to provide distributed control for a real-time environment. They found it necessary to use additional secondary measures because the measure hard scheduling deadline (in seconds) did not provide an appropriate grain size. Haritsa et al. [12] examined the parameters of a real-time database system that have significant impact on the performance of concurrency control algorithms. Their primary measure examines hard deadlines. A secondary measure, used when considering soft deadlines, measures the average time by which transactions miss their deadlines.
Hayes et al. [15] were able to achieve recall of 85% at precision of 40% on a small dataset using tf-idf ? thesaurus, no secondary measures were collected. Hayes et al. [16] found the secondary measures of Lag, DiffAR, and selectivity to be useful in evaluating the effectiveness of tfidf and tf-idf plus thesaurus with user feedback on a small dataset. Antoniol et al. [1] examined traceability of requirements to code using two IR techniques (tf-idf and probabilistic IR). They measured recall plus precision, achieving 100% recall at 13.8% precision for one dataset. Marcus and Maletic [28] applied latent semantic indexing (LSI) to the same datasets as Antoniol et al., again using recall plus precision to evaluate. They achieved 93.5% recall plus 54% precision for one dataset. Note that neither of these works used secondary measures.
Conclusions and future work
We undertook an examination of two areas that can be used to enhance traceability for software engineering. Each of the studies is discussed below.
Vocabulary base
In general, it was found that accuracy decreased when the vocabulary base was generated from both the high-and low-level artifact and that much stabler results were achieved when the vocabulary base considered only the low-level artifact. In the case of the tf-idf method with no filter, the difference in the vocabulary base did not seem to impact the results. However, the recall and precision values were slightly better for some of the filter values when both the documents and the queries were used to build the vocabulary base. This means that the new vocabulary base did not identify any new true links.
These results lend preliminary evidence that it may not be beneficial to use both artifacts as the vocabulary base. The results are not conclusive, however. This is not particularly surprising as we only examined three datasets. We plan to examine this idea again when additional datasets are available for experimentation. Also, we plan to investigate the ''different'' results for low ? high vocabulary base for vector space with tf-idf and LTU weighting-we want to understand why the low ? high behaved differently than low artifact only.
Secondary measures
We applied IR methods with relevance feedback to the problem of tracing textual artifacts and demonstrated that, in certain cases, secondary measures significantly affect the analyst's perception of the quality of the results. Thus, the secondary measures we studied prove to be an important asset in our quest to evaluate different methods for tracing requirements. We found support for the use of secondary measures. Specifically, we found numerous examples where the assessment of the results of a trace given primary measures was very different from the result assessment using secondary measures.
While the results of the study are encouraging, they also show clear avenues for improvement. Among them we identify the following:
1. Study of the work of analysts in requirements tracing, and 2. Study of the applicability of secondary measures to other retrieval activities in requirements and software engineering.
We note that the current study was an objective evaluation of the quality of results produced by the IR and relevance feedback algorithms. In practice, however, it will be up to human analysts to supply relevance feedback, and as such, it is impossible to envision analysts to be 100% correct in their decisions. Therefore, in order to make a tracing tool useful for analysts, we need to study how they tend to work with the candidate link lists produced by the software.
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Appendix A: full results from the Waterloo dataset
For the sake of completeness, we chose to include in this Appendix the full results of our experiments run on the Waterloo dataset. As mentioned above, we studied 22 pairs of artifacts (functional requirements, test cases). Each pair came with an RTM, which was used as the answer set when analyzing the results of the IR methods. The 22 pairs of artifacts are labeled Waterloo_1,…, Waterloo_22 in the tables below. As seen from the results, there was a clear variability of results on different pairs of artifacts. Some pairs (e.g., Waterloo_16) proved to be easier to trace than others (e.g., Waterloo_6). For each table, we present the following summary information:
• The row with the best value of the f2-measure (column F2) achieved. This row is highlighted in bold in the table and is reported separately at the bottom.
• The maximum, minimum, average, and median value of each parameter achieved. These are reported independently (i.e., the MAX value for Precision and the MAX value for Recall reported at the bottom in the same line may come from different artifact pairs).
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