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A notion of dimensional reduction for functional measures indexed by bounded 
rectangles in Euclidean spaces is introduced. For a general class of functional 
measures absolutely continuous with respect to a Gaussian functional measure, a 
sullicient condition for the dimensional reducibility is given. It is shown that 
functional measures associated with the P(4),- or the Albeverio-Hoegh-Krohn 
models in Euclidean quantum field theories are dimensionally reducible, so that 
functional integrals with respect to them can be approximated by one dimensional 
integrals. As an application, a limit theorem for quantum partition functions of the 
models in the two dimensional space-time is proved. ‘0 1988 Academx Press, Inc 
I. INTRODUCTION 
In this paper we are concerned with functional measures indexed by a 
family of rectangles A, in the v-dimensional Euclidean space R’ and 
investigate the asymptotic properties of them as A, shrinks to the lower 
dimensional one A v ~. , 
To state the problem more precisely, we first introduce a notion of 
dimensional reduction. Let {L., ), + , be a sequence with 0 < LJ < co, j= 
1, 2, 3, . . . and let 
For convenience, we set 
&={O}cR. 
(1.1) 
(1.2) 
Suppose that there exists a family of real linear topological spaces Q,,,, with 
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QA, = R and finite measures W,J ; 1,) on the smallest a-algebra generated 
by cylindrical sets in Q,, with the d-dimensional parameter 
I= (A,, .. . I,), Ajdj’),j= 1, . . . . d, (1.3) 
satisfying 
for all A,E Zj”),j= 1, . . . d, and fk E Q:,, the topological dual of Q,,, 
k = 1, . . . . n, n = 1, 2, . . . . where I;“) is an open interval in R (possibly depen- 
dent on A,) and d(f) denotes the duality pairing between q5 E QA, and 
fc Q?i,.. Let
I’“’ = Z\” x . . . x Q’. (1.5) 
Further, suppose that, for each v 2 1, there exists an operator J, from Q2;,_, 
to Q;,. Then we say that the triple {Q,,,, W,,( ., A), Jy} is dimensionally 
reducible if there exists a constant index < yO, (y, , . . . . yd) > E Rd+ ’ such that 
for all 2 E I(” ~ ‘) and all f, f, , . . . ,f, EQ?,,-, n = 1,2,3, ... . 
and 
lim L, -o Qn L:uodt(J,fi)...~(J,f,fdW,~(~;~(L,)) s , 
= 
I Kfi)...4(fn) dW,,-,(4; A), Qb, 
(1.6) 
(1.7) 
where 
/I( L,) = (L;:’ Al, . ..) L;d A,) (1.8) 
and we assume that, if 1 E I(“-‘), then I(L,) E I”‘. 
The following simple example illustrates the concept of the dimensional 
reduction: Let ,4, be given by (1.1) and A, be the Laplacian with the 
periodic boundary condition on A,, acting in L*(A,). Let W,,( .; ,I) be the 
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Gaussian probability measure with covariance (-d, + l)-’ and mean 
I. E R, so that its characteristic functional is given by 
s 
dW,,(f$; %) e’+(-‘) = exp 
L 
-; c/&t J-1 > 1 fe Lf(A,,), Q/Iv 
where Lz(/1,) denotes the real Hilbert space of square integrable real 
measurable functions on /i,, 
Q,, 3 L,2(/1,,) is a real linear topological space including the support of 
W,,( .; A) and independent of 2. For the case v = 0, we set 
We define the operator J,: Q;,+, + Qt;, by (J,,f)(x) =f(x,, . . . . x,- ,), 
x = (X,) . . . . x,-, , x,). Then, using the standard theory of Fourier series, one 
can easily show that 
lim C,~,(J~,:“~J,~, L;“‘l)= Cn ,,_, (f,l.), v= 1,2,3, .. . . 
L, - 0 
Therefore (1.6) holds with y0 = -l/2 and with A( L,) = L; II2 1 (in this case, 
d= 1). Similarly, one can prove (1.7) with the same scaling index. Thus, 
with index < y0 = -l/2, yI = -l/2), { Qn,, W,,“( .; I.), J,,} is dimensionally 
reducible. 
Remark. As a variant of this example, one can also consider the model 
with A, replaced by the Laplacian A, with the Dirichlet boundary con- 
dition on A,,. In this case, however, direct computations as in the above 
case show that the dimensional reduction does not hold. (Technically this 
is due to the fact that A, does not possess zero-eigenvalue.) 
With this definition of the dimensional reducibility, the problems we are 
interested in are: 
(P 1) What class of functional measures is dimensionally reducible in 
general? 
(P2) Are functional measures associated with (Euclidean) quantum 
field theories (e.g., [18, 63) dimensionally reducible? 
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As is easily seen from the definition, if {en,, W,j; A), Jy} is dimen- 
sionally reducible for all v = 1, . . . m, then the (scaled) moments and the 
(scaled) characteristic functional of the measure W,,J ; A) can be 
approximated by one dimensional integrals with respect to W,,,( ; A) as 
x5,-+0 (v=l,..., m). This may be an advantageous aspect for considering 
the dimensional reduction of functional measures. 
The problems proposed above have in fact some background in modern 
theoretical physics: In recent developments in supersymmetric quantum 
field theories (SUSY-QFT), a “dimensional reduction technique” has been 
exploited to calculate the so-called (regularized) Witten index, which plays 
an important role to discuss the spontaneous breaking of supersymmetry 
(e.g., [20, 3,2, 193 and references therein). It is formally shown that the 
Witten index is written in terms of a formal functional integral. The point 
of the dimensional reduction technique is then in reducing the formal 
functional integral to a finite dimensional integral by shrinking the total 
finite space-time region to a point, where it is assumed that the Witten 
index is invariant under such deformation. The assumption of deformation 
invariance of the Witten index may be reasonable in some sense, because 
the Witten index, if it is mathematically well-defined, isnothing but the 
index of a linear operator acting in a Hilbert space, a typical example of 
which is an operator of Dirac type with finite (resp. infinite) variables in 
quantum mechanical (resp. field theoretical) cases. Thus, from a 
mathematical point of view, the dimensional reduction technique suggests a
method to calculate the index of linear differential operators with finite or 
infinite variables. The present work comes from trying to examine the 
dimensional reduction technique on a mathematically rigorous basis and 
should be considered as a preliminary step towards a more complete 
solution to the problem including the case of SUSY-QFT. A different type 
of dimensional reduction has been considered in [ 131 and references 
therein. 
The outline of the present paper is as follows: In Section II, we give a 
partial answer to the problem (Pl) with a class of functional measures 
absolutely continuous with respect to a Gaussian measure. In Sections III 
and IV, we consider the problem (P2) with the P(b),-models [8,9, IS] and 
the Albeverio-Hoegh-Krohn models [ 11, 11, respectively. We show that 
the answer to the problem is in the affirmative for both of the models. In 
the last section we apply the results in Sections III and IV to obtain a limit 
theorem for quantum partition functions of the models in the two dimen- 
sional space-time. In the Appendix, we give a fundamental estimate needed 
in the text. 
580/77:2-IO 
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II. DIMENSIONAL REDUCIBILITY FOR A GENERAL CLASS 
OF FUNCTIONAL MEASURES 
In this section we consider a class of functional measures absolutely con- 
tinuous with respect o a Gaussian measure and give a sufficient condition 
for them to be dimensionally reducible. 
Let A ,, be given by (1.1) and denote by iA, 1 its Lebesgue measure. Let 
d, be the Laplacian on A, with the periodic boundary condition acting in 
L2(A,) (e.g., [9]). Then, the function 
1 
( 
2nn, 5 
f,".,,(x)=~ej"L.‘,xEn,,n,= r,..., L, , 
> 
n = (n1, ...) n,,) E Z", (2.1) 
is the normalized eigenfunction of -A, + 1 with the eigenvalue 
E(n,) = 1 + In, 12. (2.2) 
The orthonormal system {f,,,n}ne zl’is complete in L2(A,). 
For ,f in L’(A,) we define its Fourier transform f by 
P(4=[A" ~xf(x)fA,,JX)Y HEZ”. (2.3) 
By II flip we shall denote the norm off in E’(A,). 
For each t E R we define the real Hilbert space z(A,) as the completion 
of C,“(A,), the space of real functions in Cm(Ap), with respect o the inner 
product 
CL 8) n,,l=((-Ap+ l,“2fi (-A,+ 1)“2g)2,f;geC,“(A.). (2.4) 
The dual space of @(A,) can be identified with K,(A,)(e.g., [16]) 
Let a strictly positive sequence {a,,,(n)} on Z” be given with properties 
(i) 
C 
0 -=I a,&(n) 5 - 
E(nL)” ’ 
(2.5) 
where C > 0 and a > 0 are constants independent of L,; 
(ii) for all n E Z” and permutations n of v letters, 
(2.6) 
(2.7) 
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u”,,(n)I.~=,=u,“-,(n^), _ v22 
a,,(O) = a,, SE a, 
where, for n E Z”, fi EZ” - ’ is defined by 
ii = (n,, .,., n - ,). 
Then the sesquilinear form 
1 
(f, glA = 1 a,,b)f(n) k?(n) 
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(2.8) 
(2.9) 
(2.10) 
on L*(A,) x L*(A,) defines a unique strictly positive bounded operator 
,4(/i,,) on L’(A,) such that 
CL s),4 = (f, A(A,,) g)2. (2.11) 
In fact we have 
We denote by J?” the real Hilbert space obtained by completing Lf(A,), 
the real Hilbert space of real L2-functions on A,, with respect o the inner 
product ( , )A (note that A(A ,) leaves L,2(A ,) invariant because of (2.7)). 
Let ~1 be the Gaussian measure with covariance ,4(/i,) and mean 0. For 
v = 0, we set 
1 
4424) = ~2nu,~l,2 exp( -~*/hJ &. (2.13) 
Since the natural injection 
is Hilbert-Schmidt, it follows from a theorem of Sazonov, Minlos [S], 
[lo], and Gross [7] that the measure p> is actually supported in 
e‘4, = 3f- \,,2(n”). (2.14) 
We set 
q7 = ~W/l”~ &Y4)7 lSpSc0, (2.15) 
and denote its norm simply by 11 IIP if there is no possibility ofconfusion. 
The random variable 4(f) on (Q,,, &>)(r$ E Q,,,~E Ql;,) can be extended 
as an element in A’, to all f in HA ; We denote the extension by the same 
symbol. 
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Let I)“) and I(“) be as in Section I. Let a family of non-negative 
measurable functions (P,J& A)} on Q,,, be given with a d-dimensional 
parameter A E 1”’ independent of L,, satisfying 
(~1) for some p,, E (1, 001 and all 1 E I’“) 
(pII) there exist constants y,, . . . yd~R such that, for all AzZ(“~‘) 
IIPJ .;W,,) II,, 5 c 
with a constant C> 0 independent of L,, where A.(L,) is given by (1.8). 
Let S(Z’) be the space of sequences (cn} on Z’ satisfying 
c, = c n Y iZEZ”. 
We assume that, for each N= 1, 2, . . . there exists a family of non-negative 
measurable functions { p$T)( .; A)} on some L:o(Ay)(qoE [l,co]) with the 
following properties: 
(~111) For all 1 E I(“-‘), L, and N, 
with a constant CN independent of L, (possibly dependent on N) and 
where 
and xf means 
” b,l SN 
j= l,..,v 
(pIV) For each N, all {cn}, (d,) ES(Z”), and AEZ(“-‘), 
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(pV) For all I E I” ~ ‘I, 
lim N-a II ~5:) (#LT); A(&)) - Pn,(.; 4&))II,, = 0 
uniformly in L,. 
Let W,J .; A) be the finite measure given by 
dWA\,(h 1) = P/J& A) &i(4). (2.17) 
For functions f on A,_, we define functions Jf on A, by 
(JvfNx) =f(-% (2.18) 
where, for each x = (x, , . . . . x,) E ,4 “, 2 E A y _ , is assigned by 
2 = (X,) . ..) x, _ ,). (2.19) 
Notice that, iffis in %(/1,-r) (tzO), then J, f is in &(A,). 
We now proceed to state the main result: 
THEOREM 2.1. Let Q,,,, W,$ .; A) and J, be as above. Then, the triple 
{Qn,, W,v(.; 11, J,d is dimensionally reducible with the index ( -4, 
(Y 13 ...? YJ >. 
Let O<L,<L,<co and 
Q = [ - L,/2, L()/2]. (2.20) 
Let Lp.“(A, _, x Q) be the space of functions f on A,- 1 x Q such that, for 
each a.e. 2 E A y _ , , f(Z-, .) is a continuous function on R and 
Ilf II& = i dsf Il.f(-K .lll”, < ~0. (2.20)’ A,-1 
Theorem 2.1 is a special case of the following more general result: 
THEOREM 2.2. Let f, fi, . . . . f,, be in L:,“(,4- 1 x G)(n= I, 2, . ..). Then, 
for all I E I” - ’ ), 
lim eiLc”z4(J) dW,j& A(L,)) = j eio(T) dWAPm,(& ,I), (2.21) 
L,+O 
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where 
JZ)=f(%O,, TEA,-,. (2.23) 
In order to prove Theorem 2.2, we need some preliminaries. As is easily 
seen. the function 
z,(d) = u& .I, nEZ” (2.24) 
on Q,, is a complex valued Gaussian random variable with mean 0 and 
joint covariance given by 
satisfying 
(cf. [9]). Let 
z,=z+ (2.26) 
(Z”-“), = {n=(n,, . . . . nsmk, 0, . . . O)l njeZ,j= 1, . . . . v-k- 1, n,-,gO}, 
k = 0, . . . . v - 1, (2.27) 
and 
v-1 
Y,,= u (Z”-“1,. (2.28) 
k=O 
For each n E Y,, we define real random variables 
q.=l(z,+z fi A P.~=&kz-A (n+O), (2.29) 
40 = zo. 
Then, the q’s and p’s are independent Gaussian random variables and 
s d 4; =a,,,@ 1, s P;: 44=a,&). (2.30) 
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The random variable 45:) given by (2.16) is written as 
~~~)=~u.f~,,.+‘of~,;o, 
n 
where 
L (4,, + iP,)i 
3 
nE(Z”y+ 
24, = 
4, $ -,-ip-,); rlE(Z’Y . 
For functions fin Lj(n,) we define 
(2.31) 
(2.32) 
(2.33) 
which is a well-defined real random variable on Q,,,. 
LEMMA 2.3. Let t, q he such that 
1 1 1 
-+-=-, 
2 
1 
t 4 
<qs2, t>1 
Lx’ 
andf be in Lg(A,). Then for allpe [l, co) and N, 
(2.34) 
with a constant C > 0 independent ofL, and N. 
Proof: See Appendix. 1 
LEMMA 2.4. Let F(s,, .. . s,) be any polynomially bounded continuous 
function on R”, f,, . . . . fmE L,‘,“(A,-, xQ) (m= 1,2, . .). Then, for each N 
and all IE I’” -’ ), 
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Proof. By (2.33), (2.31), and (2.30), one can write as 
s FCL,“* 4$;‘(h), . . . ~5,“’ 4l;li)(fm)) P:“‘@$:’ ; i(L)) 44 
= s F(T, , . . J I$)( T; 4L)) 
x fi (2na,&))p1~2 expC - (4 +rfJP~&)l dx, dy, 
HEY, 1 
x (27x2,) ~ I'* exp( -x34 dxo, (2.36) 
where 
T, = L,: ‘1’ T(-f;), j = 1, . . . m. 
By change of variables 
J$)+xnqf$T)dyn 
for x, and y, with n E (Z”) + and using (2.8), we have 
[RHSof(2.36)]=j F('(,, . ... ~,,,)p!jj)(~;i(L,)) 
x 
L 
fi !270 ‘I* exp I -(xi -t yi)/2( dx, dyn 
n‘s (Z”l+ I 
x 
i 
fi (27%-,(w”* 
AEY,_, 
where 
xexpC-(x~+y~)/2a,,~,(~)l dxJyfi 1 
x ~27wl) - I’* exp( - ~$24,) dx,, (2.37) 
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Since 
Jzlconst. L;,n~(z”)+, 
I&n)l 5 14-1’2 L IIfiIIl,m~ 
) rj I is dominated by a polynomial of x,‘s and y,‘s uniformly in L,. This 
together with property (~111) allows us to use the Lebesgue dominated 
convergence theorem for interchanging the limit L, -+ 0 and the integral in 
(2.37). Then, property (pIV) and the fact that 
give the desired result. 0 
Proof of Theorem 2.2. By using the elementary inequality 
leix-e’YI 5 Ix-y/, x, Y E R 
and Holder’s inequality, we have 
where 
From this estimate, Lemma 2.3, and properties (pII) and (pV) it follows 
that 
lim 
N-cc I 
e’Q2dlw pp (qq; A(L,)) d/l; 
= 
f 
eiLF”2 4(f) dWAv($; A.( L,)) 
uniformly in L,. This fact combined with Lemma 2.4 gives (2.21). In the 
same way, one can prove (2.22). 1 
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As a corollary of Theorem 2.2, we have 
COROLLARY 2.5. Let& and % be as in Theorem 2.2. Let F(s,, . . . . s,) be in 
Y(R”), the Schwartz space of rapidly decreasing Cm-functions on R”. Then, 
Proof: One can write as 
F(L;“’ W-i), . . . &:I’* 4(fm)) 
1 =- ~(p,.....p~)exp[iL,‘I’~(~~Pj-t;)]dP,..~$.,~ 
(27p s 
where p denotes the Fourier transform of F on R”. Then, by (2.21) 
property (pII), and the dominated convergence theorem, one gets the 
desired result. 1 
Remark. The “free” (= Gaussian) measure ~1 considered in this sec- 
tion is essentially connected with the Laplacian on /i, with the periodic 
boundary condition. One can also consider other “free” measures associated 
with the Laplacian on A, with different boundary conditions. Take, for 
example, the “free” measure with the Dirichlet boundary condition. In this 
case, however, one can show that no non-trivial scaling limits exist. 
Namely, the dimensional reduction does not work. Roughly speaking, this 
may be understood. intuitively as follows: In the Dirichlet boundary con- 
dition, sample paths vanish at the boundaries and hence may tend to 
collapse to zero as boundaries shrink. 
III. P(4),-QUANTUM FIELD MODELS 
As examples in quantum field theories, we first consider the P(4),- 
models, which describe polynomial interactions of a scalar boson quantum 
field. General references for them are [S, 9, 18,6]. 
Let /i, be given by (1.1) and a,,(n) be as in the last section with CI = v/2. 
We shall carry over the notations in the last section unless otherwise stated. 
For functions f on /i, we define the “Wick-ordering” :f(x)“:, (n = 1,2, . ..) 
by 
$(X)n:N=[~’ (-lYn! 
m=02mm!(n-2m)! f(x)” ~ 2m Ki,. N 9 (3.1) 
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where [n/2] denotes the Gauss symbol and 
For f in L:(n,) and for each 4 E Qn, we define 
(3.2) 
:(Q))“(f) := jA, :d$y)(x)TNf(x) dx. (3.3) 
As is proved in the Appendix, for all n = 1, 2,..., and fE L’f(A,)(qE (1, 21) 
the random variable :(cjLt))“(f ):converges to a random variable 
$“( f ): = j” $(x)‘Y f (x) dx (3.4) 
in XP for every PE [l, co) as N+ co. 
Let d be a positive integer, Aj E R (j = 1,2, . . . 2d- 1 ), ,I,, > 0, and P be a 
polynomial given by 
P(X) = f AjY. (3.5) 
j= I 
Let g?O be in ,54(/i,) with qE (1,2] and 
VL;)(l; g) = i :P(q5>;)(x)):N g(x) dx = E Aj :(cQ)‘(g):, (3.6) 
A” j=l 
where 
1 = (A,, . ..) A,,). 
Then, by the fact mentioned above, VLy)(n; g) converges to 
(3.7) 
v,& g) - j- :P(d(x)): g(x) dx 
4” 
in X, for every PE Cl, co) as N- co. 
One can show ([S, 18,6]; see also Lemma 3.7 below) that 
Therefore we can define the finite measure 
(3.8) 
(3.9) 
(3.10) 
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on Q,,. For v = 0, we define 
~~~(4; 4 g) = expC-g: p(ti):l, (3.11) 
where g > 0 is a constant and 
:P(#): = z Ai :qV:, 
j=l 
.&y (-‘r-n! 4n-zr?Q$ 
m=O 2”m!(n-2m)! 
(3.12) 
(3.13) 
Then dW,,(& A; g) is defined by the RHS of (3.10) with v = 0. Let x,,, be 
the characteristic function of A,, and let 
Then the main results in this section are: 
THEOREM 3.1. Let J, be given by (2.18). Let I and dW,,(.;II) be as 
above. Then, the triple IQ,,,, W,,,( .; A), J,} is dimensionally reducible for all 
v 2 1 with the index ( - 1, ( - f, 0, . . . (j - 2)/2, .. . . (2d - 2)/2)). 
THEOREM 3.2. Let 
gEL:“(n,--, x52), g20, (3.15) 
with qE(1,2]. Let f, f ,,..., f, be in Lf,“(A,-,x52) (n=1,2 ,... ). Let 
3L E R2d- ’ x (0, 00). Then, for all v 2 2, 
lim L?/* #(f,) ~~~KfJ dW,J4; 4L);g) 
L-0 s 
(3.16) 
(3.17) 
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and, for v = 1, 
;;rflo eiL”‘2+(f)dW,,(d; A(L,);g) 
s 
= j eifco)@ dW,,,(& A; g(O)), 
R 
(3.18) 
(3.19) 
where 
A(&)= @;‘I2 11, L;&, . . . . Lv-2’i2 5, . . . . L;2d-2’i2 &d). 
Theorem 3.1 follows immediately from Theorem 3.2. 
To prove Theorem 3.2 we need some lemmas. Let 
(3.20) 
@f,,, ,U-1= j/iv W(x)):,&) dx. (3.21) 
Then, HGlder’s inequality implies that @;,, N defines a real-valued 
functional on Lfdq/(q- l)( A ,) with g in Lg(A,)(q E (1,2]). Let 
pLt)(f’ 1. g) = exp[ -@g 3 7 A,. NV- )I. (3.22) 
Then we have 
(3.23) 
LEMMA 3.3. Let gz0 and gE Lq(AY)(qE (1,2]). Then, for all f in 
Lfdq’(q- ‘)(A,) and N, 
Zd-I j 
Pi,, N(f) 2 -II gll 1 C 1 cj,m Dj,m(n) KZ,dj(N2d-i+m’ 3 (3.24) 
j=l m=O 
where 
0, ,(A) = 1,-d’- m)/(2d-j+m) i?d/(2d-j+m) 
J (3.25) 
and C,, ,,, > 0 is a constant independent of N, Lj, j = 1, . . . v, and A. 
Proof: One can write :P(~(x)):~ as a sum of terms of the form 
F~~~~~f(X)~~+~~Zi~,~f(xY'-~K~lf~ 
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(OSm=<j, j-m52d- 1, j= l,..., 2d- 1) with a positive constant C,,, . By 
an elementary calulation, we have 
X2d+a,r~ -la,12d”2d-n), 2d>n, 
for all XER. Therefore we get 
2dl(2d--j+m) 
KyU’,2” ~! + m 1 3 
from which (3.24) follows. 1 
We note that D,,,(A) given by (3.25) has the scaling property 
0, ,(A(L)) = LCd(m- 2)+/ mli(2d-i+mI D&), L >o, (3.26) 
where l(L) is given by (3.20) with L, = L. 
LEMMA 3.4. Let g be given by (3.15). Then, for allf in Lfdq/(q--‘)(Ay), 
~LiYfi WV); 8) 5 exp DU + log Nd II g II l, r ‘5’ f: Cj,m Dj.m(I)] 
j=l m=O 
(3.27) 
with a constant D independent of L,,, N, and A. 
ProoJ: It is obvious that 
IIgll15L Ilgll,,,. (3.28) 
Further, we have from (3.2) 
(1 +log N). (3.29) 
Then, (3.24) combined with (3.28), (3.29), and (3.26) gives (3.27). 1 
LEMMA 3.5. Let g be given by (3.15). Then, for all (CT,>, {d,} E S(Z”), 
an,(n)“24fA,, n; W.,); g 
n,n,#O > 
(3.30) 
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ProoJ: By direct computation using the fact that, for any fixed N, 
K A,,, N = - ; KA~-,,N+O(L:)(L,+O) ” 
and aAV(n)li2 = O(L:/2)(L, + 0) for n, ZO. 1 
LEMMA 3.6. Let g be given by (3.15). Then, for each p E [ 1, cc), 
lim llpLf)(tiL~); W,); g) - Pn,( .; l(L); g) Ilp = 0 (3.31) N-m 
uniformly in L,. 
To prove this lemma, we need some lemmas. Let 
2d-1 j 
F(A, Ly) = 11 g 111 1 1 Cj,, D,,,(A) L,~md’(2d-J+m’~ 
j=l m=O 
(3.32) 
LEMMA 3.7. Let N, = e’ and n, be any sequence of positive integers with 
n,=O. Let gz0 be in Lq(A,) with qE (1, 23. Then, for all Nz 1, 
x ewCK,F(A L,) N;d,, + 1 I, (3.33) 
where E > 0 is arbitrary and K, > 0 is a constant depending on E (but indepen- 
dent of L,, N, and A.). 
Proof By (3.24), (3.29), and the fact that m/(2d-j+ m) < 1 with j, m 
in (3.24), we have 
i:f @:,, N(f) 2 -CF(A, L,)( 1 + log N)d, (3.34) 
with a constant C > 0. For any E > 0, there exists a constant 6, > 0 such 
that 
(1 + log N) S 6, N”. 
Therefore we get from (3.34) 
i?f @s,, N(f) 1 -K,F(A, L,) Ned. 
Once one has an inequality of this kind, then it is a standard argument to 
derive an estimate like (3.33) (see, e.g., [4]). 1 
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LEMMA 3.8. Let g be given by (3.15). Then, there exists a constant K> 0 
independent of L, and N such that 
Proof: From (3.33), we have 
xexpC1 +UWU L) Wd,,l~ 
+ exp[ 1 + K,F(I(L,), L,) Nyd]. (3.36) 
We take N, = e’, so that N, 5 N for 0 5 r slog N. By the lemma in the 
Appendix, we have 
5 c [C,/LI’M”’ ]“r (n, - 1 )h/2 N,h, 
j= I 
where 6 > 0 is a constant and 
with a constant A,>0 independent of 1, N, and L,. Taking n, =exp(&), 
8 < 6/d, E < %Jd, 
,j,exp{--n,[(6-$)r-logC,-KCeCdF(II(LV),LV)]}. (3.37) 
By (3.26) and (3.32), we have 
sup F(I(L), L) < 00. (3.38) 
O<L<Lo 
Since 
,~roewC-n,al < 00 (a>01 
- 
for any roL 1, (3.36), (3.37), and (3.38) give (3.35). [ 
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LEMMA 3.9. Let (M, dp) be a probability measure space and f be a real- 
valued measurable function on M such that, for all N 2 N,, 
~{wlf(o)S -C(hN)"} SevC -W, 
where CI > 0 and C > 0 are constants independent ofN. Then, for all 2; > C, 
we have 
5 e-‘dp 5 K(N,, c, a), 
where K( N,, c, a) is a constant only dependent on N,, c and a, 
ProoJ As in the proof of Theorem V.7 in [18], we have from the 
assumption 
jePfdpsexp[C(log N,)“]+il* erexp[-ea’“‘C”“] dx 
5 exp[c(log N,,)“] + ib” e” exp[ -e’(X”‘)““] dx
<co. 1 
LEMMA 3.10. Let g be given as in (3.15). Then, 
llPn,( .;W,,); g)ll 1 s c 
with a constant C > 0 independent ofL,. 
ProofY By (3.34), we have for Nz 3 
V;j)(A; g) 2 1 - C, F’(2. L,)(log N)d 
with a constant C, > 0. Therefore, if 
v,,\,(k g)S -C, F(A L,)(log NY’, 
then 
Therefore, in the same way as in the proof of Lemma V.5 in [18], one can 
get for all N large enough 
pi{4 I vA,(4L); g) I -C,J’tW,), L)(lw N)“} S exp( -N”), 
580!77'2-11 
392 ASAO ARAI 
where a > 0 is a constant independent of L, and N. Then Lemma 3.9 and 
(3.38) give the desired result. 1 
Proof of Lemma 3.6. Using the elementary inequality 
(e’-eeJ’I 5 (x-yl(e”+e”),x,yER, 
and Holder’s inequality, we have 
(3.39) 
x sup IlP>~)(!q’ ; l(L); %)I1 :‘” + sup llPn,( .; 4L); %)I/ :‘” 
L. N 1. > 
with 
1 1 1 
;+s=i. 
By Lemmas 3.8 and 3.10, the second factor in the RHS is tinite. On the 
other hand, by the Lemma in the Appendix, the first factor in the RHS is 
dominated by C/N” with constants C> 0 and 6 > 0 independent of L,. 
Thus, the desired result follows. 1 
Proof of Theorem 3.2. In the above discussions, we have proved that, 
for all v 2 1 and for any g given by (3.15) P,,,( .; 2; g) and p>y)( .; 1; g) 
satisfy properties imilar to (pIt(pV) in the last section with 1(L,) given 
by (3.20), p0 2 1 arbitrary and some q. > 1. Therefore, in the same way as 
in the proof of Theorem 2.2, one can prove Theorem 3.2. 1 
IV. ALBEVERICFHC~EGH-KROHN MODELS 
The quantum field models we consider in this section are of interactions 
of exponential type and called the Albeverio-Hogh-Krohn models, for 
which general references are [ 11, 1, 181. This class of models is simpler 
than that of P(d),-models in the last section in some sense. We shall carry 
over the notations in Sections II and III unless otherwise stated. 
Let /1, and a,p(n) be as in the last section. We assume that the inverse 
Fourier transform of a,,,(n) 
(4.1) 
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is a positive function on AU\(O) with properties 
(i) for 1x1 >= 1 and L, small, 
S,“(X) 5 y 
1’ 
with a constant B!,‘)> 0 independent of L,; 
(ii) for (xl 5 1 and L, small, 
(4.2) 
1 
S,“(X) I - ( - c, log 1x1 + By’) 
--k 
(4.3) 
with constants C, > 0 for v 2 2, C, = 0 for v = 1 and B!?) independent of L,. 
Let ol~R, g10, gEL:(A,) and 
vpkg)=~ :expC44~)(x)l:,dx) dx, (4.4) 
A” 
where 
:exp(czf ):N E f $ :f”:N 
n=O . 
(4.5) 
(4.6) 
Then, Q’)(a; g) is well-defined with V$t)(cq g) E X2 and 
v$;‘(u; g) 2 0. (4.7) 
LEMMA 4.1. Let ltxl <,/m for ~22 and C(ER for v= 1. Let g 
be as in Theorem 3.2 with q = 2. Then, VLT’ (a A; g) converges to a 
function V,,” (u A; g) in X2 as N -+ cg with the estimate 
1,a3+(1-~1,.) llgl12,m) llgll2, (4.8) 
where C(c?, v) > 0 is a constant dependent on ~1~ and v, but independent of L, 
and N. 
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ProoJ: Let M> N. By direct computation we have 
II y)(F g) - c:k s)ll: 
= s Cexp(E’ <bLY)(x) #L!)(Y) > 
-ev(a2<4>~Yx) G%~YY))I g(x) g(v) dx 44 (4.9) 
where ( ) denotes the expectation value with respect to the measure p>. 
Using inequality (3.39) and the Schwarz inequality, we see that the RHS of 
(4.9) is dominated by 
cil 
wy(x) GyYY) - (Gy(‘(x) dYyv)> 2 g(x) g(Y) dx 4 1 
l/2 
a2 
x 2 
ij 
Cexp(2~2 (4$?(x) ~L~YY) > 1 
+exp(2a2<~~~‘(x)~~~‘(y)))lg(x)g(y)dxdy 
For O<B<(v-l)L,,/C,,,vL2, we have 
5 exp(P < 4LyYx) 45:)(v) >I g(x) g(y) dx 4 
+I exkWYVA) g(x) d.ddxv(.r-1’1 < I ]x-yylBW‘ 
5 -Wew(B WL) II sll f,, 
+evW2W F, Ilglli., b- 1 -W&d -‘I (4.10) 
with a constant F, > 0 only dependent on v. Further, we have 
J I <4!ii’Cx) Cii’b) - Wi:‘W Ki:W>12 g(x) g(y) dx 4 
=; II :wy’k): - :wy2(d: II: 
D Ilgll~ 
s l/ly(2D NC’- l)V/I’ 2 E (1721 
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with a constant D>O independent of L,, N, and M, where the last 
inequality follows from the lemma in the Appendix. These estimates give 
(4.8) with v 2 2. In the case v = 1, we have (4.10) withoui the second term 
in its RHS. Hence (4.8) with v = 1 follows. 1 
In what follows, we choose L, so that, for all v 2 2, 
C 
L&2\. 
v-l c,,; 
Let 
z”‘=(o,m)x(- (v-l)L/2C I’? J(v - 1) L&c), 
Z(‘)=(O, co)x 
(-& & 
z(O) = (0 9 00) x 
c-J& J&J 
For i = (AI, 2,) E I(“) we define 
Pn 
0 
(4; 1; g) = ,-j.lnexpCi.z~~(I:ud2)1 
and 
(4.11) 
v 2 2, (4.12) 
(4.13) 
(4.14 
(4.15 1
(4.16) 
(4.17) 
(4.18) 
THEOREM 4.2. For all v 1 1, the triple {Q,,, W,,( .; A), Jy} is dimen- 
sionally reducible with the index ( - t, ( - 1, +) ). 
Remark. On account of (4.12) 
i(L,)= (L,-’ A,, Li’2&) 
is in I(“) for all 2 E I”- ‘I. 
Theorem 4.2 is a special case of the following 
(4.19) 
THEOREM 4.3. Let g,f, f,, ..,, f  (n = 1, 2, 3, . ..) be as in Theorem 3.2 with 
q= 2. Then, (3.16)(3.19) hold with dW,,“( .; A;g) and A.(L,) given by (4.17) 
and (4.19), respectively. 
Let 
(4.20) 
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Then, pLtJ( .; &g) gives a positive functional on L,“(A,,) with the uniform 
bound 
0 < pLY)( f 1. g) 5 1 .3 9 (4.21) 
for all fin L,“(,4,) and AE (0, co) x R. It is easy to see that (3.30) holds 
with this pLy)( .; A; g) and I(&,) given by (4.19). 
It is clear that, for all ,! E I” ‘I, 
llPn,( ;4L); g)ll I5 1, (4.22) 
since we have I’,,,(a; g) > 0 for all /cl/ < ,/m. 
LEMMA 4.4, Let g be as in Theorem 4.3. Then, for all 1. EI” ~ I’, 
uniformly in L,. 
Proof: By the non-negativity of V>y)(A;g), V,,(A; g) and inequality 
(3.39), we have 
which, by (4.8), is dominated by CN-‘18 with a constant C > 0 independent 
of L,. Thus the assertion follows. 1 
Proof of Theorem 4.3. The above discussions and Lemma 4.4 show that 
P,,,( ; 1; g) and pLf)( ; A; g) given by (4.15)((4.16)) and (4.20), respectively, 
satisfy properties imilar to (PI)-(pV) in Section II. Thus, in the same way 
as in the proof of Theorem 2.2, one can get Theorem 4.3. 1 
V. APPLICATION 
In this section we apply the results in Sections III and IV to establish a
limit theorem for quantum partition functions of quantum field models in 
the two dimensional space-time. We shall freely use terminologies related 
to Fock spaces (see, e.g., [15, 16-J). 
Let ft be the complex Hilbert space of square summable sequences on 
27cZ/L (0 < L < co) and gB(/t) be the boson Fock space over 1;. Let 
H o, L= Who, L ) (5.1) 
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be the second quantization of the operator ho, L acting in It 
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defined by 
(5.2) 
where E(k) is given by (2.2) with v = 1. 
Let a(k)* (resp. u(k)) be the kernel of the creation (resp. annihilation) 
operator acting in gB(lt) and 
AL = ,& J& (a(k) eikr + u(k)* eeik}, (5.3) 
be the time zero field. For each K > 0, we dtine the momentum cutoff ield 
~L,Jx)= ,~~ ~~j {a(k) eiks + a(k)* edik\-J. (5.4) 
Let 
with 
ksZnZ/L 
(cf. (3.1)), where T> 0 is a finite number. Then, one can show (e.g., 
[ 17,9]) that, for each L, T and n = 1,2, . . . the operator 
L/2 
:d'~,.h)~:~,Tdx 
-L/2 
converges strongly to an operator symbolically denoted by 
s 
L/2 
:dL(X)R:~.TdX 
-L/2 
on a dense domain in SB(ri) as K + co. Let P(X) be given by (3.5) and let 
Zf$#“‘) = 1”” :P($L(x)):L, =dx, A(‘) = (A,, . ..) AZd), (5.7) 
-LIZ 
Hfl, T(I(2’) = A., s”” :eA2 4r(x): L, T dx, AC21 = (A, ) A,), (5.8) 
-L/2 
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where A1 (resp. &) in d (2’ is positive (resp. sufficiently small). It is shown 
(e.g., [17, 1, 11, 121) that the operator, called the Hamiltonian, 
fq’,( ACj’) = Ho, L + fly;, J 3,“‘), .i = 1>2, (5.9) 
is essentially self-adjoint on a dense domain and that, for all t > 0, 
exp[ - tHyI, (A”‘)] is trace-class. Therefore we can define the quantum 
partition functions by 
Zk’,(A(j’; t) = Tr(exp[ --tH~~)~(A(“)]), 
Z,.(t) = Wed - fHo..l 1, t > 0. 
With these quantities we have the following limit theorem: 
(5.10) 
(5.11) 
THEOREM. Let 
A”‘(t) = (2 l’*A,r tOA2, ...) t+wjr . ..) t’2dp2”2 AZd), 
R’2’(t)=(tr’i,, PA2), t > 0. 
Then, 
lim lim Z&-(A”‘(LT); T) 
s 
1. 
L-0 T-0 Z,.(T) = -z e 
where 
V”(s) = P(s), V2’(s) = i, f+‘, 
and the Wick ordering :s”: for the monomial S” is given by (3.13) with 4 = s 
and a,= 1. 
Proof It is proved in [12,9] that 
Z’,l’,( 11”‘; T)
io, AT) 
= pij:l(d; J”‘) &:(4), s 
where p: is the Gaussian measure in Section II with 
A2 = ( -L/2, L/2) x ( - T/2, T/2), a,,,(n) = 
1 
1 + (2nn,/L)* + (27cn,/T)* ’ 
n=(n,,n2)eZ2, 
and p$,‘( ; A) (resp. py’( ; A)) is given by (3.9) (resp. (4.15)) with v = 2 and 
g = X‘4j. Therefore, the dimensional reducibility proved in the previous 
sections gives the desired result. 1 
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APPENDIX: UNIFORM ESTIMATES FOR WICK ORDERINGS 
In the present paper, we need uniform estimates in the size L, of the vth 
direction in the v-dimensional rectangle A, given by (1.1) as L, + 0. In this 
appendix, we give fundamental estimates for that purpose. We shall use the 
same notations as those in Section III and assume that L,, CL, < 00. 
LEMMA. Let n=l,2 ,..., q~(1,2], p~[2,co), gELY(A,,) and M>N. 
Then, 
(A.1) 
;+I=“+‘, 
2 4 
t> 1, 
and D > 0 is a constant independent of L,>, N, M, and p. In particular, the 
limit 
J’-“, :(q55:‘)“( g : E :qY’( g): = jAv :4(x)“: g(x) dx 
exists in X,, for each p 2 2 and the estimate 
(A.21 
holds. 
Proof. The method to prove estimates like (A.1 ) is standard (e.g., 
[S, 18,6]). We need only to be careful about the L,-dependence of bounds. 
We first consider the case p = 2. Let Z M,N(g) be the square of the LHS of 
(A.l). Then, by direct computation, we have 
Z,,,(g)=n! 1 [ fi k&Q- fi hdmjJ][ fI am.]m~....,m,eZ” j=l ,=I j= 1 
x Iih + ... +mJl* 
IA”ln-’ ’ 
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where the function h, on Z” is defined by 
h,(m) =xdm,) . ..x.(m,.), m = (m,, . . . . m,) l Z”, 
with xN being the characteristic function for the interval [ -N, N]. By 
properties of an,(n) ((2.5)-(2.8) with c1= v/2), we have 
1‘44, N( 8) I 
nn! C” 
pmFz,, IhM(m)-hN(m)14m) (uy * li12)(m), 
where C > 0 is a constant in (2.5) and 
u(m) = 
1 
E(m,)‘12 ’ 
(ul * u2)(m) = C u,(m -n) u2(n). 
l!EZ’ 
By Holder’s and Young’s inequalities, we get 
I,,,(g) 5 + IlV,-h,)4lt Il~ll:~‘ll 181211s, (A.3) 
” 
where 
l/4, = ( C l,Olf)“l 
m E zv 
and 
;++I, l<tln 
--n-l’ 
l~S<co. 
We have 
II@,-h,)4:52 i Ii> 
,=I 
where 
c 
1 
m,=N m I,..., m , , m,, ,,..., m,sZ E(m,)““. 
The quantity Z, is dominated by a sum of elementary integrals which are 
easily estimated and we get 
il(h,-h,)ull,~~~(,C:~“x,, (A.4) 
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with a constant C, > 0 independent of L, , N, and M. In the same way we 
can show that 
llUll,SC* (A.51 
with a constant Cz >O independent of L,, . Further, we have from the 
Hausdorff-Young inequality 
1 
II l~1211v~ (A,,,(*,q)-, llgll$ 
1 1 
-+-= 1,1 <qs2. 
4 2s 
(A.6) 
Substituting estimates (A.4)-(A.6) into (A.3), we get (A.l) with p = 2. For 
p > 2, (A.l) follows from the result for p = 2 together with Nelson’s hyper- 
contractive stimate [14, IS]. 1 
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