We overview the current status of photometric analyses of images collected with Multi Conjugate Adaptive Optics (MCAO) at 8-10m class telescopes that operated, or are operating, on sky. Particular attention will be payed to resolved stellar population studies. Stars in crowded stellar systems, such as globular clusters or in nearby galaxies, are ideal test-particles to test AO performance. We will focus the discussion on photometric precision and accuracy reached nowadays. We briefly describe our project on stellar photometry and astrometry of Galactic globular clusters using images taken with GeMS at the Gemini South telescope. We also present the photometry performed with DAOPHOT suite of programs into the crowded regions of these globulars reaching very faint limiting magnitudes K s ∼21.5 mag on moderately large fields of view (∼1.5 arcmin squared). We highlight the need for new algorithms to improve the modeling of the complex variation of the Point Spread Function (PSF) across the field of view. Finally, we outline the role that large samples of stellar standards plays in providing a detailed description of the MCAO performance and in precise and accurate colour-magnitude diagrams.
INTRODUCTION
Resolved stellar populations are crucial diagnostics to improve our understanding of the early formation and evolution of giant and dwarf galaxies in the Local Group. The Local Group is an unique laboratory to constrain cosmological simulations. The current cold dark matter model predicts that large galaxies like Andromeda and the Milky Way assembled at early epochs from merging of several dwarf galaxies. Solid constraints on the early formation and evolution of giant galaxies rely on deep and accurate color magnitude diagrams (CMDs), covering optical and near infrared (NIR) bands, and on updated stellar evolutionary models ( 1 ).
These investigations are going to be extend out to the Local Universe in the near future thanks to the extremely large telescopes equipped with sophisticated Adaptive Optics (AO) systems. These new observing facilities will allow us to explore in detail the stellar content of elliptical galaxies, a morphological type that is not present among Local galaxies. We need to reach a very high spatial resolution, at the diffraction limit of 30-m class telescope, to resolve into stars the extremely crowded regions of these galaxies located at distances of ∼20 Mpc (Fornax, Virgo galaxy cluster). In the last few years we are contributing with detailed scientific cases to shape the technological requirements that will allow us to accomplish the quoted scientific goals. NFIRAOS ( 2 ) and MAORY ( 3, 4 ) will be the first light AO modules that will assist the Thirty Meter Telescope (TMT) and the European Extremely Large Telescope (E-ELT) respectively. The Multi Conjugate Adaptive Optics (MCAO) modules available in these facilities will assure spatial resolution at the diffraction limit for a quite large FoV (a few arcmin) when compared with Single Conjugate AO (SCAO, tens of arcsec) modules. This will allow us to increase stellar statistics across the FoV, a key ingredient in resolved stellar population studies of nearby galaxies. Paving the way for extremely large telescopes means to carry out: i) systematic and detailed analyses of the performance expected by the MCAO modules in combination with high resolution cameras (e.g., MAORY+MICADO 5 system); ii) a comprehensive investigation of the photometric and astrometric performance of AO facilities currently operating at 8-10m class telescopes. Resolved stellar populations in Galactic stellar clusters are the optimal benchmark to constrain these new observing facilities. They host thousands of stars extending several arcmin on the sky, thus sampling the full scientific FoV and they naturally provide several cluster bright stars to be used as natural guide stars (NGS) for the tip-tilt correction.
A significant fraction of the 23 nights (2007-2008 ) that were offered for science demonstration of the Multiconjugate Adaptive optics Demonstrator mounted at the VLT (MAD@VLT 6 ) were mainly dedicated to stellar clusters ( [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] ) plus a few exceptions ( 20, 21 ). MAD (pixel scale of 0.028 arcsec/pix) demonstrated the capability to correct the atmospheric turbulence effect reaching almost the diffraction limit on a large FoV of ∼2 arcmin. Although, MAD was built using "leftovers from previous ESO (AO) projects" ( 22 ), it has been a successful experiment and provided front-end science as clearly presented in the review paper by Melnick, Marchetti and Amico ( 22 ) . For this reason, in 2009, the scientific community was quite disappointed in learning that MAD was not going to be offered anymore. The choice of stellar clusters as targets was mainly driven by the opportunity to easily identify three bright (R ∼ < 13.5mag) NGS, within a circle of 2 arcmin of diameter, i.e., the asterism for MAD real time correction. It is worth mentioning that the issue of finding "bright" and ideal asterisms of NGS is an open problem for both SCAO and MCAO and will only partially be solved by future all-sky surveys (e.g. Gaia). This problem will be further enhanced when ELTs will become available, e.g., the limiting magnitude for NGS in MAORY is H∼22 mag. Future ground-based optical (LSST) and space NIR (WFIRST, EUCLID) surveys are going to alleviate these limitations. Melnick, Marchetti and Amico 2012 ( 22 ) summarized the toplevel scientific requirements for a MCAO imager, they are: i) stable and uniform PSF in a large FoV; ii) accurate photometry with a large dynamic range; iii) high astrometric precision, all three at or near the diffraction limit of the telescope. MAD satisfied most of them, but there was still room for improvements in terms of PSF stability with time ( 16 ) and in terms of astrometric precision (a factor of two larger than expected 18 ). The take home message from the MAD experiment was that classical photometric packages (like DAOPHOT 23 ) work well with MCAO images as soon as the PSF is uniform. Indeed, they usally prefer uniform image quality to non uniform, but high-strehl ratio images.
The use of laser guide stars provided by the Gemini Multi-conjugate adaptive optics System (GeMS) operating at the Gemini South telescope ( 24, 25 ) telescope was expected, and succeeded, to offer a much higher spatial uniformity and time stability for an almost diffraction limited PSF (in K s -band) across the ∼ 2 arcmin FoV. GeMS (pixel scale of 0.02 arcsec/pix) is the only MCAO module working with both laser (five) and natural (three) guide stars, thus resembling MAORY in its MCAO mode (six laser plus three NGS). GeMS requires three NGS with magnitude R ∼ < 15.5 mag, thus increasing the MAD sky-coverage. GeMS technical performance in terms of Strehl ratio and Full Width High Maximum reached across the FoV, their dependence on the wavelength are summarized in Tables 1 and 2 of ( 26 ). GeMS is routinely operating at the Gemini South and it already has had a strong impact on science ( [26] [27] [28] [29] [30] [31] [32] [33] [34] ).
During the last few years, we have collected data of crowded Galactic globular clusters (GCs) using the most sophisticated AO modules operating on sky, including FLAO@LBT ( 35 ), MAD@VLT, GeMS@Gemini. We plan to collect more data using new planned AO facilities, such as LUCI-FLAO@LBT, Linc-NIRVANA@LBT, ERIS@VLT and HAWK-I-AOF@VLT. Our systematic study is demonstrating that the exploitation of AO data is far from being trivial due to the variation of the PSF across the FoV and to its time-variability that either hamper or limit the co-adding of scientific frames to increase the overall Signal to Noise ratio. Nevertheless, these data allowed us to estimate the absolute ages of GCs with an unprecedented accuracy (a factor of two smaller than classical methods, 12, 31, 36, 37 
The range of Hubble constant values indicates that there is some tension between the results based on CMB and BAO and those based on primary and secondary distance indicators. This implies an uncertainty on the age of the universe -t 0 -of the order of 2 Gyr. Thus having a substantial impact not only on galaxy formation and evolution, but also on the age of the GCs.
It is worth mentioning that we are also facing a stark disagreement concerning the early formation of the Galactic halo. Using a sizable sample of GCs (∼60) observed with ACS at HST, it has been suggested that they do obey to two different age-metallicity relations ( 49 ). Their working hypothesis is that GCs of the metal-rich branch were formed in the disk (red solid line in Fig. 1 ), while those belonging to the metal-poor one were accreted into the Halo (blue solid line in Fig. 1 ). Oddly enough, a previous study using a very similar dataset suggested that only a subsample of GCs do obey to an age-metallicity relation whereas the bulk of them seems to be coeval (∼ 12.8 Gyr ± 5% 50 ). This suggests that the first sample was accreted from metal-poor dwarf galaxies (blue solid line in Fig. 1 ) while the coeval GCs were formed in situ (grey region in Fig. 1 ). This evidence indicates that current absolute age estimates of GCs are affected by theoretical, empirical and intrinsic uncertainties: Theoretical-Stellar evolutionary models adopted to construct cluster isochrones are affected by uncertainties in the physical inputs. In particular, in the adopted micro (opacity, equation of state, astrophysical screening factors) and in macro-physics (mixing length, mass loss, atomic diffusion, radiative levitation, color-temperature transformations). The impact that the quoted ingredients have on cluster isochrones have been discussed in detail in the literature ( 51 ). The typical uncertainty in the adopted clock -the main sequence Turn Off (MSTO)-is of the order of a few percent. Thus suggesting that theoretical uncertainties does not appear to be the dominant source in the error budget of the absolute age of GCs. Empirical-The main source of uncertainty in the absolute age estimate of GCs are the individual distances (∆µ 0 ∼0.1 mag in the true distance modulus implies an uncertainty of more than 1 Gyr in the absolute age). Intrinsic-Dating back to more than forty years ago, spectroscopic investigations brought forward a significant star-to-star variation in C and in N among cluster stars ( 52 ). This evidence was soundly complemented by variation in Na, Al, and in O and by anti-correlations in CN-CH and in O-Na and Mg-Al ( 53 ). The above evidence has further strengthened by the occurrence of multiple stellar populations in more massive clusters. 54, 55 However, detailed investigations concerning the different stellar populations indicate a difference in age that is, in canonical GCs, on average shorter than 1 Gyr. 56 The intrinsic uncertainty does not seem to be the main source of the error budget of the GCs absolute age. To overcome the quoted uncertainties, different approaches have been suggested mainly based on relative age estimates, the so-called vertical and horizontal methods ( 50, 51 ).
In this context the relative age is estimated as a difference between the clock (Main Sequence Turn Off, MSTO) and an evolved reference point either the horizontal branch (HB) or a specific point along the red giant branch. The key advantage of these methods is that they are independent of uncertainties on cluster distance and reddening. However, they rely on the assumption that the reference points are independent of cluster age and introduce new theoretical uncertainties (conductive opacities, extra-deep mixing along the RGB). It goes without saying that the transformation from relative to absolute ages using a reference GC introduces the typical uncertainties already discussed. In the following we describe a new method introduced by Bono and collaborators ( 12 ) and based mainly on deep NIR photometry.
Absolute ages of Globular clusters and the Main Sequence Knee-method
The Main Sequence Knee has been observed using NIR observations in several Galactic stellar systems, mainly globular 12, 30, 31, 55, [57] [58] [59] [60] [61] [62] and old open clusters, 63 in the bulge. 64 Although, this feature has been detected and characterized in optical bands, 36, 37 it can be easily identified in the NIR regime. In cold (effective temperatures less than ∼ 4000K) and low mass stars (∼ 0.5 M ), the opacity in the stellar atmosphere starts to be dominated by the collisional induced absorption (CIA) of transitional dipole state in molecules such as H 2 -H 2 , H 2 -He, 
The CIA mechanism acts as an absorber for wavelengths larger than 1.0 µm and an emitter in UV-visible light, thus causing a bluer main sequence for low mass stars. This means that a strong change in the main sequence slope can be observed at longer wavelengths, i.e., the Main Sequence Knee (MSK), see Fig. 2 .
Using MCAO images from MAD of the GC NGC 3201, 12 suggested a new diagnostic based on the change in slope of the low main sequence as a precise age-indicator * . The advantage of using this new vertical anchor when compared to other more popular features in the CMD, such as the HB, is its negligible age dependence. The HB instead does depend not only on the age but also on other unknown parameters, i.e. mass loss, chemical composition, rotation and everything is shaping the complex morphology of the HB. 68 However, in order to reach the NIR MSK (K s ∼ > 20 mag) in the core of GCs from the ground we need to build deep, precise and accurate CMDs.
Since the first estimate of the absolute age of NGC 3201, 12 
Space motions and stellar populations with GeMS
Our project is executed on Canadian time (PI A. McConnachie). We have collected GSAOI data assisted with GeMS for seven Galactic GCs. They are listed in Table 1 and are highlighted in Fig. 1 as black circles. The selection criteria adopted are the following: i) they are close enough to allow us the detection of the MSK (d ∼ < 12Kpc); ii) they suffer small amount of reddening (E(B-V) ∼ < 0.25); iii) they cover a large range in metallicity, thus providing a good sample to calibrate the MSK method as a function of the metal content (-2.4 ∼ < [Fe/H] ∼ < -0.8); iv) they have deep HST images that can be used as first epoch for deriving proper motions; v) they span several Kpc in Galactocentric distance (2Kpc ∼ < d G ∼ < 16Kpc). * Details on the actual point used to define the MSK is fully described in 12 and 31 and it is the flex point before the change of curvature of the low main sequence. Our sample (and in particular the age of NGC 6652), when fully analysed, will provide solid constraints on the two proposed Galactic halo formation scenarios (Fig. 1,  49, 50 ). So far we have carefully analysed data for NGC 1851 ( 30, 61 ) and NGC2808 ( 31 ) and we have obtained accurate and precise CMDs reaching K s ∼ 21.5 mag, thus well below the MSK point. However, firm conclusions require more data of metal-rich GCs belonging to the young branch (age smaller than 11.5 Gyr, see Fig. 1 
THE IMPACT OF PRECISE AND ACCURATE PHOTOMETRY ON RESOLVED STELLAR POPULATIONS
The difference between photometric precision and accuracy can be synthesized in our ability to repeat photometric measurements around a specific mean value (with a small dispersion) and in our ability to measure the true magnitude of a star. We discuss more in detail the impact that these two concepts have on the construction of CMDs. In a precise and accurate CMD we require evolutionary sequences to appear well defined within a few hundredths of a magnitude. Once properly modeled these CMDs allow us a complete characterization of the global properties of the stellar system, and in the understanding of their formation and evolution ( 1 ). Photometric precision and accuracy are tightly coupled issues in dealing with ground-based and space observations. The former issue is mainly related to how well we model the PSF across the scientific FoV; special attention is payed to crowded stellar environments (such as cores of GCs). The latter issue is linked to our knowledge of the observing facility (optics plus camera) and on the availability of a sizable sample of local stellar standards within the scientific FoV. The absolute photometric calibration might include several ingredients: magnitude and color terms, atmospheric-extinction and spatial dependence.
When dealing with AO observations (and in particular with SCAO), the complexity in modeling the spatial variation of the PSF and the limited FoV (small sample of calibrating stars) makes more difficult the effort to obtain accurate and precise CMDs. The former problem can be mitigated whenever a large number of bright and isolated sources are present in the field and a detailed approach in modeling the PSF is followed (  16, 69, 70 ). Using the NIR images collected for the GC M15 with PISCES-FLAO@LBT, we found that a careful data reduction has to be performed in dealing with images from SCAO modules. This limitation becomes even more severe when exploring the core of GCs ( 71 ). We have performed photometry of these images using an updated version of ROMAFOT that offers the opportunity to model the PSF variation across the FoV with asymmetric analytical functions. The impact of asymmetric PSF on the CMD of M15 is a well defined MSTO and narrower MS, RGB and HB sequences (see Fig. 6 in 71 ). The width in colour of the quoted evolutionary features is a solid science-based approach to quantify photometric errors. In principle photometric errors are the main cause of the broadening of the CMD features, since the underlying stellar population is almost coeval and chemically homogeneous. Furthermore, a large number of calibrating standard stars in the field is mandatory to obtain an accurate photometric calibration, and to check if residual positional effects are present, due to the variation of the PSF. Although, in the case of MCAO the above problems are naturally alleviated, they are still worrisome. We have presented the case of NGC 1851 observed with GeMS ( 30 ) where a fine-tuning in the PSF modeling and in the (absolute and inter-chips) calibration enabled us to disentangle the two sub-giant branches previously observed with HST in this cluster. The offset between the two sequences is δ OF F SET ∼ 0.05 mag at V=19mag. These double sub-giants may represent an age separation of ∼1 Gyr or a chemical difference between two coexisting populations in NGC 1851. 72 Evolutionary models, supported by detailed spectroscopic observations of Red Giant Branch stars, seem to prefer the latter hypothesis. They suggest that the bright sequence is associated to a stellar population with a normal α enhancement while the faint one to another population with an overabundance of C+N+O ( 73 ). A more detailed discussion of the full data reduction using DAOPHOT suite of programs and several technical issues can be found in Turri et al. 2016 74 we show how an increase in the degree of the PSF variation across the FoV is needed in order to minimize the residuals left over by the subtraction of all the stars from GeMS images using the assumed PSF model. This is also visible by an inspection of the CMDs obtained using different assumptions on the PSF variation. Furthermore, we have also shown that the choice of the PSF radius has a strong impact on the width of the main evolutionary sequences. We have performed a similar photometric analysis using GeMS data for NGC 2808 (fully described in 31 ). An example of our images is shown in Fig. 3 (left panel) together with the asterism used for the NGS. This GC has the same metallicity of NGC 1851, but different HB morphology. NGC 2808 hosts several (up to five) stellar sub-populations that could be modeled with different helium abundances (∆Y =0.13 75 ). The complexity of NGC 2808 is even enhanced by the discovery of five distinct groups of stars along the Na-O anti-correlation 76 not exactly corresponding to those identified using different helium abundances ( 75 ). Fig. 3 (right-sx panel) shows the expected maximum split in colour of the RGB due to ∆Y =0.13 is V−K s ∼ 0.05 mag at K s ∼16 mag. The optical-NIR CMD derived combining HST and GeMS data show a significant spread in the RGB not present in the SGB (right-dx panel). Although, we are not able to identify sub-structures in the RGB, its width in colour seems to be real. Using the images collected in eight different epochs we estimated the precision (repeatability) of our measurements that is σ(K s )∼ 0.03 mag. Thus supporting the lack of a clear color separation among the different sub-populations. In passing we note that the combination of optical (V) and NIR (K s ) bands it is not optimal for the study of multiple helium sequences. A complex helium abundance distribution, as that suggested for NGC 2808, would require a colour separation smaller than 0.01 mag to be fully detected. We have performed the calibration onto the 2MASS photometric system by means of an intermediate catalogue derived using archival HAWK-I data for NGC 2808. Mounted at UT-4, HAWK-I camera has the advantage to have a large FoV (∼ 7.5×7.5 arcmin) and a small pixel scale (0.106 arcsec/pixel). Thus it offers the maximum overlap with both the deep diffraction limited GeMS data (14 mag ∼ < K ∼ < 21.5 mag) and the shallow 2MASS seeing-limited data (K ∼ < 14 mag), thus improving the final photometric accuracy. We have selected a range of about 2 magnitudes (15 mag ∼ < K ∼ < 17 mag) that do not suffer non-linearity in order to make a reliable calibration of each GeMS chip to HAWK-I data. Although, we have applied only zero points (no trend with magnitudes and colours was found) and we have used the same approach in calibrating the four chips, the final result does not seem satisfactory neither for the inter-chips calibration 31 nor for the existence of spatial trend within each individual chip, as shown in Fig. 4 . We have divided the single-chip photometry in two catalogues along the x-axis. Stars on the left side of the chip (sx-stars) are indicated with red open circles and those on the right side (dx) with black crosses. By an inspection of this figure, it is clear that the mean position of the MSTO show a clear x-axis trend in three chips out of four. The only exception is Chip 2. This may depend on the major uniformity of the MCAO correction, i.e., the FWHM is ∼0.08 across the full Chip 2 as shown in Fig. 1 (left panel) of Massari et al. 2016 ( 31 ) . This allows us a better modeling of the PSF across the Chip 2. Only the photometry of Chip 2 was used for the estimation of the absolute cluster age with the MSK method.
Although, seeing-limited data strongly suffer of blending effect ( 74 ), we can use them to test the spatial dependency of our photometry across the FoV, see for the K-band in the Y-direction. Chip 2 again shows the smallest spatial dependence when compared with the others, even thought the slope of the K-band in the X-direction is not zero (-0.0018) we neglected the correction because the magnitude difference distribution shows a large scatter (σ/N stars ∼0.01 mag). In a forthcoming investigation we plan to better model this spatial variation in order to use the photometry of the four chips to build a precise and accurate CMD of NGC 2808.
Numerical experiments on crowding and photometric errors
In order to quantify photometric errors in the constructed CMDs, one of the most popular approach is to perform an artificial star test. This method consists in adding a certain number of artificial stars of known magnitude (injected synthetic stars) to real images and then in extracting their magnitudes by performing once again the photometry (see for more details 1, 77 ). This step is fundamental in the comparison between observations and theory, and in turn in the correct interpretation of the CMD. DAOPHOT suite of programs has a sub-routine (ADDSTAR algorithm 23 ) to inject artificial stars given a grid of magnitudes and positions. The comparison between injected and retrieved stellar magnitudes allow us to quantify the completeness and the photometric errors for each bin of magnitude. The full procedure is based on the assumption that we have a good model of the PSF that can allow us to add stars in real images. This is a solid assumption for space-based observations for which we have an accurate knowledge of the final PSF, since it is stable in space and in time. However, this is not the case for ground-based images, in particular, for those taken with AO-modules. As a matter of fact, the results of this test are expected to be strongly related to our ability in modeling the PSF across the FoV. This is the reason why artificial star tests have rarely been applied to AO-images. The most popular approach to quantify the photometric completeness of images collected with AO-modules has been the use of deep HST photometry ( 16, 31 ).
Here we present a simplified test for one image in K s -band of the GC NGC 2808. K s band is expected to have the largest spatial dependence as shown in Fig. 5 . In particular, we focus our attention on the two chips showing the smallest (Chip 2) and the largest (Chip 1) spatial colour variation along the X-direction (see Fig. 4 ). The PSF was modeled using DAOPHOT: i) we selected ∼100-200 bright and isolated stars uniformly distributed across the FoV; ii) we fit their brightness profile with an analytic function plus a look-up table of the residuals that vary across the FoV with a cubic dependence on the position; iii) we injected stars with instrumental magnitudes ranging from K s ∼ 9 to 14 mag accordingly to this PSF model. This interval corresponds to calibrated K s magnitudes from ∼14.5 to 19.5 mag. . Moreover, the photometric errors (Fig. 6 , right panel) also show a relevant decrease in the MCAO performance between the two chips. The difference K in -K out is less than ∼0.01 mag down to ∼12 mag and to ∼14 mag in Chips 1 and 2, respectively. The dispersion around the mean value of the magnitude difference is also a good approximation of the photometric error ( 78 ). It typically ranges-when moving from bright (K s ∼ 9 mag) to faint (K s ∼ 14 mag)-from 0.03 to ∼0.15 mag for Chip 1 and from 0.005 to ∼0.1 mag for Chip 2.
Finally, we investigated the behaviour of the magnitude difference between injected and retrieved stars as a function of the X and the Y-direction, (see Fig 7) . A glance at the content of this figure reveals that there is no trend with the position of the stars, this applies to both Chip 1 and Chip 2. However, we have already discussed in the previous section that real seeing limited stars-observed with HAWK-I at VLT-display a well defined radial trend in the X-direction of Chip 1. This evidence seems to suggest that a classical artificial star test applied to AO-images may underestimate photometric errors when a variation of the PSF across the FoV can not be neglected. This is the consequence of the poor a-priori knowledge of true PSF model, since we are forced to use the extracted PSF to inject stars into the real image. This notwithstanding the artificial star test seems to be appropriate to quantify the degree of completeness of the stellar populations and to estimate how the crowding affects the photometry.
SUMMARY AND CONCLUSIONS
During the last few years we are experimenting a new class of AO facilities at the 8-10 m class telescopes, e.g., MAD@VLT, MAD@VLT, GeMS@Gemini, PISCES and LUCI-FLAO@LBT, Linc-NIRVANA@LBT, ERIS and HAWK-I-AOF@VLT. In this investigation we have focussed our attention to MCAO systems that provide a quite uniform correction on a moderately large FoV (a few arcmin). These features are ideal to study in detail resolved stellar populations in the Milky Way (GCs, Galactic bulge, Nuclear Bulge) and in nearby galaxies. Detailed resolved stellar population studies allow us also to characterize the astrometric and photometric performance of these sophisticated AO systems. This is a nowadays stepping stone to fully exploit the unprecedented observing facilities of near future ELTs. We have focussed our attention on data taken with GeMS@Gemini-South telescope for some Galactic GCs. The overall scientific analyses show that the quality of GeMS data is enough to reach astrometric and photometric precisions similar to that of HST in optical bands. In this investigation we also outline the main issues when dealing with AO images and the need for a new genuine approach. The leading steps in this novel approach are the following:
PSF modeling: Although, MCAO corrects a quite large FoV and provide an almost uniform diffracted limited PSF across the images, the residual variation of the PSf can not be neglected and has to be carefully modeled. We have shown that standard photometric data reduction on MCAO images is feasible. However, there are still some residual effects that need to be undertaken to optimize the scientific return of these new challenging instruments. This requirement becomes even more relevant in dealing with SCAO images. In the last years, the community devoted a paramount effort in updating existing and in developing new software to accomplish data reduction of AO images: STARFINDER, with an hybrid modeling that allows the adaptation of the parameters of the analytical part over the FoV and also takes into account for the contribution of the numerical residuals ( 69, 79 ); PATCH, a software developed for image restoration with spatially variable PSF ( 80 ); ROMAFOT with an analytical PSF model that varies across the FoV and account also for asymmetric components ( 71, 81 ). It is worth to mention that information coming from PSF-reconstruction techniques 82 can provide a robust ingredient for these update versions of photometric data reduction codes.
Complex calibration: To obtain accurate and precise CMDs we need a careful absolute calibration. All sky NIR survey performed by 2MASS was a quantum jump in photometric accuracy, since it opened a new and solid approach to calibrate NIR photometry. However, it is too shallow (K ∼ < 14,H ∼ < 15,J ∼ < 15.8 mag) and the spatial resolution (∼ 0.5 arcsec) inadequate for crowded stellar fields. Indeed the large pixel scale makes difficult to select not blended stars in 2MASS catalogues and faint 2MASS stars are typically saturated in images collected with 8-10m class telescopes assisted with AO. An intermediate step is necessary and a possible strategy might be the pre-AO-imaging with similar 8-10m telescopes, but either in seeing limited conditions (e.g., Flamingos-2 at Gemini South) or enhanced by GLAO systems (e.g., HAWK-I at VLT). Once again the smaller FoV offered by SCAO systems makes these issues even more complex when compared with MCAO images. As extensively discussed here, the opportunity to have at disposal such intermediate catalogues allow us to investigate in detail the technical performance of AO-systems. These NIR calibrating stars will also be crucial in the future to select the NGS and in turn the optimal asterism for ELTs.
