Clustering is the most important and popular technique for finding pattern and relationships in databases. In this paper a comparative study has been done on the clustering techniques like k-means and k-mediod (PAM) with difference distance measures to classify the different varieties of mango based on physical characters of fruit. As the purity of result of a clustering algorithm depend upon the distance measure technique used in that algorithm we have validate the result using different distance measure also. Classification of agricultural data is still remains a challenge due to its high dimension and noise. This type of study may be helpful for the agricultural research as well as for the field of science and technology.
INTRODUCTION
The clustering techniques are proposed for partitioning a collection of data objects into k number of subsets or "clusters ( ) where { }" so that objects are more closely related to one another in same cluster than objects assigned to different clusters. Grouping is done on the basis of similarities or dissimilarities (distance, ) between objects [2] . The number of groups (k) may be user defined and it's an unsupervised technique as no pre classified data is provided as training set. Clustering can be used to discover interesting patterns in the data, or to verify pureness of predefined classes. There are various examples of both these applications in the microarray literature. [1] [10] . It is important to have knowledge of difference between clustering and classification. The classification techniques are supervised and some collection of pre-classified data objects should be provided, the problem is to label a newly encountered data records. Typically, the given labeled (training) patterns are used to learn the descriptions of classes which in turn are used to label a new pattern.
The clustering method may roughly divide into two types namely partitioning and hierarchical methods. In partitioning method classes are mutually exclusive each object belonging to one cluster. Each cluster may be represented by a centroid or a cluster representative. k-means [4] Each cluster is represented by the center of the cluster and k-medoids or PAM (Partition around medoids) [3] Each cluster is represented by one of the objects in the cluster are some hierarchical clustering methods.
On the other hand the hierarchical clustering methods are most commonly used. There are two types of hierarchical methods agglomerative and divisive method. The construction of an agglomerative hierarchical clustering, it repetitively finds a pair of closest points and merges them into one cluster, where a point is either an individual object or a cluster of objects until only one cluster remains. The hierarchy is build up in a series of N-1 agglomerations. The divisive methods starts with all objects in a single cluster and at each of N-1 steps divides some clusters into two smaller clusters, until each object resides in its own cluster. The divisive method is less popular one.
The different types of mangos are harvested within a year. One common question is that, how does mango of all corn are categorized by its size? The size of mango is dependent on different parameters like nature of fruit weight, length, breadth, width, stone weight, peel weight, and presentence of pulp [13] [14] . Here the comparative study of clustering methods has been done base on physical characters of fruits of different varieties of mango available in gangetic West Bengal. Comparison is made in respect accuracy and ability to handle high dimension of data.
Section II describes preliminaries of the difference distance measures k-means and k-mediod clustering algorithms. The details of the proposed scheme are described in section III. Section IV and V presents the experimental results and security analysis. The conclusion and future scope of proposed scheme are presented in Section VI.
PRELIMINARIES
In this paper a comparative study has been done on the clustering algorithm like k-means and k-mediod (PAM) with difference distance measures to classify the agricultural (mango) data set. For measuring distance Euclidean distance, City block (Manhattan) distance, Chebyshev Distance, Minkowski Distance of Order 2 and 3, Bray Curtis (Sorensen) distances are used. The author will like to put the distance measure techniques first as distance calculation is the most important step of clustering algorithm.
Euclidean distance:
Euclidean distance (Minkowski Distance of Order 2) gives distance between two points on Cartesian coordinate. It
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calculates distance as root of square differences between coordinates of a pair of objects.
The expiration given by
City block (Manhattan) distance:
Manhattan or Minkowski Distance of Order 1) distance is also known as Manhattan distance, boxcar distance, absolute value distance. It represents distance between points in a city road grid. It examines the absolute differences between coordinates of a pair of objects.
Correlation Distance:
The correlation between vectors i and j are defined as follows:
where μ i and μ j are the means of i and j respectively, and σi and σj are the standard deviations of i and j. The numerator of the equation is called the covariance of i and j, and is the difference between the mean of the product of i and j subtracted from the product of the means. Note that if i and j are standardized, they will each have a mean of 0 and a standard deviation of 1, so the formula reduces to:
Whereas euclidean distance was the sum of squared differences, correlation is basically the average product. There is a further relationship between the two. If we expand the formula for euclidean distance, we get this:
But if i and j are standardized, the sums Σx 2 and Σy 2 are both equal to n. That leaves Σxy as the only non-constant term, just as it was in the reduced formula for the correlation coefficient. Thus, for standardized data, we can write the correlation between i and j in terms of the squared distance between them:
K-Means Algorithm:
K-means has a rich and diverse history as it was independently discovered in different scientific fields by Steinhaus (1955) [6] , Lloyd (1957) [7] , Ball & Hall (1965) [8] and McQueen (1967) [9] . Even though K-means was first proposed over 50 years ago, it is still one of the most widely used algorithms for clustering. Ease of implementation, simplicity, efficiency, and empirical success are the main reasons for its popularity.
The aim of k-means clustering algorithm is to divide a data set X into disjoint clusters by optimizing am objective function .
Here
is the center or centriod of cluster , while is the distance between a point x and cluster centre . The objective function E attempts to minimize the distance between each object from the cluster center in a cluster. Initially we assign randomly k numbers of cluster centers. Then it starts assigning each records of data set to the cluster whose centre is closest one using some distance measure and recomputed the centers. The process continues until the center of cluster stops changing.
Considering a data set X with m objects i.e.
Step 1: initialize k number of cluster centers randomly based on some prior knowledge.
Step 2: cluster the cluster prototype matrix D (distance matrix of distances between cluster centers and data objects.) of size k x m.
Step 3: Assign each object in the data set to nearest cluster i.e.
Step 4: Calculate the average of element of each cluster and change the k cluster centers by their averages.
Step 5: Again calculate the cluster prototype matrix M.
Step 6: Repeat Step 3, 4 and 5 until there is no change for each cluster.
PAM Algorithm:
PAM uses a k-medoid method to identify the clusters. PAM selects k objects arbitrarily from the data as medoids. In each step, a swap between a selected object O i and a non-selected object O h is made as long as such a swap would result in an improvement of the quality of clustering .To calculate the effect of such a swap between O i and O h a cost C ih is computed, which is related to the quality of partitioning the non-selected objects to k clusters represented by the medoids. So, at this stage it is necessary first to understand the method of partitioning of the data objects when a set of k-medoids are given
The objective of PAM(Partitioning Around Medoids) [5] is to determine a representative object (medoid) for each cluster, that is, to find the most centrally located objects within the clusters. The PAM algorithm consists of two parts. The first build phase follows the following algorithm:
Step 1: Input: Database of object D.
Step 2: Select arbitrarily k representative objects. Mark these objects as "selected" and mark the remaining as "nonselected".
Step 3: Repeat until no more objects are to be classified. Step 4: Go to step 3 until there is no change of mediod.
Determining the Number of Clusters
Automatically determining the number of clusters has been one of the most difficult problems in data clustering. Usually, clustering algorithms are run with different values of K; the best value of K is then chosen based on a criterion function.
Figueiredo and Jain [10] used the minimum message length (MML) criteria in conjunction with the Gaussian mixture model (GMM) to estimate K. Their approach starts with a large number of clusters, and gradually merges the clusters if this leads to a decrease in the MML criterion. Gap statistics [11] is another commonly used approach for deciding the number of clusters. The key assumption is that when dividing data into an optimal number of clusters, the resulting partition is most resilient to the random perturbation. Dirichlet Process (DP) [12] introduces a non-parametric prior for the number of clusters. It is often used by probabilistic models to derive a posterior distribution for the number of clusters, from which the most likely number of clusters can be computed. Its key idea is to introduce a non-parametric Bayesian prior for the number of clusters. In spite of these objective criteria, it is not easy to decide which value of K leads to more meaningful clusters. 2.6.1(a) shows a 2-dimensional synthetic dataset generated from a mixture of six Gaussian components. The true labels of the points are shown in 2.6.1(e). When a mixture of Gaussians is fit to the data with 2, 5 and 6 components, shown in 2.6.1(b)-(d), respectively, each one of them seems to be a reasonable fit. This data is 2-dimensional, so we can easily visualize and assess how many clusters are good. But, this cannot be done when the data is high dimensional.
COMPARATIVE STUDY
We used physical characters of fruits of different varieties of mango to make a comparison study between k-means and PAM algorithms as well as four different distance majors for comparing the efficiency of these clustering algorithms with different distance majors. Brief description is given below with a sample data set: 
EXPERIMENTAL RESULTS
Here we apply k-means and PAM algorithms on characters of fruits of different varieties of mango data set to classify it into thirteen equivalent classes. We use three distance majors separately Euclidean distance, Manhattan distance, Correlation distance.
We observe that k-means giving the maximum accuracy when we are using Manhattan distance & PAM algorithm is showing better accuracy with Correlation distance.
FUTURE SCOPE & CONCLUSION:
Organizing data into sensible groupings arises naturally in many scientific fields. It is, therefore, not surprising to see the continued popularity of data clustering. While a large number of clustering algorithms have been published and new ones continue to appear, there is no best algorithm. Most algorithms, including the popular K-means, and k-medoids are admissible algorithms. Indeed, the search for a best clustering algorithm is fruitless and contrary to the exploratory nature of clustering. The challenge in data clustering is to incorporate domain knowledge in the algorithm, find appropriate representation and measure of similarity, validate clusters, devise a rational basis for comparing methods, combine 'multiple looks" of the same data, and develop efficient algorithms for clustering large datasets.
We have tried to obtain accurate results of clustering by using two popular clustering algorithms using three distance metrics (eucledian, manhattan and correlation). From the experimental results it can be concluded that on changing the value of the distance metric, the results of the clustering algorithm changes. The optimum number of clusters in our case is 13.That is if we divide the input data into 13 clusters, it produces the best and most likely division of all the mango varieties. This value has been decided by carefully examining the number of elements in each cluster for the two algorithms k-means and k-medoids using the three distance metrics, euclidean, manhattan and correlation distance.
