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1.1 Die Rolle mathematischer Methoden in der The-
oretischen Chemie
Die theoretische Chemie zielt auf die Berechenbarkeit molekularer Systeme auf der Grund-
lage hochentwickelter, quantenmechanischer Modelle. Angestrebt wird die Verwendung
von ab initio Verfahren, die keine experimentellen Parameter enthalten und prinzipiell
exakte Resultate liefern k

onnen. Dabei gibt es einen inversen Zusammenhang zwischen
der Gr

oe des betrachteten chemischen Systems und dem Niveau theoretischer Beschrei-
bung, das anwendbar ist. F

ur groe Systeme mu man auf semiempirische Verfahren oder
klassische Modelle (Kraftfeldmethoden) zur

uckgreifen.
Dabei werden numerisch sehr aufwendige Methoden verwendet, die massiven Compu-
tereinsatz erfordern. Quantenchemische und molekulardynamische Rechnungen geh

oren
dabei oft zur Spitzengruppe bei der Inanspruchnahme von Computerresourcen. Zum Bei-
spiel waren am San Diego Supercomputer Center in einem Zeitraum von etwa acht Mona-
ten unter den 10 Programmen mit dem gr

oten Rechenzeitanteil 6 Programme aus dem
Bereich der Quantenchemie oder Molek

uldynamik mit insgesamt 24.8 % Anteil, darun-
ter auch die drei Spitzenreiter. [80, Tab. 1.1, S. 9] Daher setzt sich im angels

achsischen
Bereich die Bezeichnung Computational Chemistry erg

anzend zu Theoretical Chemistry
immer mehr durch.
Durch den Einsatz immer leistungsf

ahigerer Computer, aber auch durch die Verwen-
dung verbesserter mathematischer Methoden und Algorithmen konnte in den vergangenen
30 Jahren die Grenze der Berechenbarkeit zu immer gr

oeren Systemen verschoben wer-
den. Bei den Computern geht dabei der Trend zu verst

arktem Einsatz von parallelen bis
hin zu massiv parallelen Systemen. In Bereich der mathematischen Verfahren wurden in
einer Untersuchung des amerikanischen National Research Council aus dem Jahre 1995
unter anderem die folgenden Methoden als erfolgreich bewertet [80]:
 Verfahren der Linearen Algebra bei der Diagonalisierung von groen Matrizen und
L

osung von linearen Gleichungssystemen,
1
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 statistische Methoden im Bereich von quantitativen Struktur-Wirkungs-Beziehungen









 topologische, graphentheoretische und kombinatorische Methoden bei der Beschrei-
bung der Topologie chemischer Systeme wie der von Polymeren, der Bestimmung
der Zahl chemischer Isomere, sowie der Beschreibung chemischer Reaktionen, die bei
dem Aufbau von Datenbanken im Bereich der Synthese sehr hilfreich sind.
Um gr

oere chemisch interessante Systeme berechnen zu k

onnen, ist neben einem wei-
teren Ausbau der Rechenkapazit

at ein Zusammenwirken von Chemie und Mathematik
unumg

anglich. Die folgenden Arbeitsgebiete wurden in der besagten Untersuchung des
National Research Council beispielsweise als vielversprechend eingestuft [80]:
 Numerische Methoden in der Theorie der Elektronenstruktur, unter anderem die Be-
rechnung und Abspeicherung groer Zahlen von Zweielektronenintegralen in einer
gew

ahlten Basis, die Diagonalisierung groer Matrizen, die Bestimmung ezienter
Suchverfahren f

ur Minima und Sattelpunkte der Energiehyper

ache, die Konstruk-





oe der Basis garantieren sollen, sowie Verfahren zur Berechnung von Fehler-
schranken f

ur die Energie und andere molekulare Eigenschaften [80, S. 48].
 Die Verschmelzung der Quantenmechanik mit einfacheren Modellen [80, S. 51].
 Molekulardynamische Algorithmen [80, S. 53].
 Theoretische Chemie in R

aumen mit nichtganzzahligen Dimensionen [80, S. 65].









 Die Berechnung von hochdimensionalen Integralen mit oszillierenden Integranden.
 Schnelle algebraische Transformationsmethoden [80, S. 105] wie zum Beispiel die
Fast Fourier Transformation (FFT) oder die Fast Multipole Method (FFM) [142,
143, 144, 296].
In der Chemie sind fast beliebig groe Systeme wie zum Beispiel Makromolek

ule oder
Polymere von Interesse, deren Struktur und deren Eigenschaften man derzeit eben auf-
grund ihrer Gr

oe nur unzureichend auf hohem theoretischen Niveau berechnen kann.
Daher wird in der erw

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uber die Arbeit und Abgrenzung des
Themas
Untersucht werden Extrapolationsmethoden und ihre Anwendungen in der Chemie. Die
Methoden und die Anwendungen sind dabei in je einem eigenen Teil zusammengefat.
Extrapolationsverfahren bilden ein rasch expandierendes Gebiet der Numerischen Ma-
thematik, mit Anwendungen auf Systeme linearer oder nichtlinearer Gleichungen, die Be-
rechnung von Eigenwerten und Eigenvektoren von Matrizen, die L

osung von Integral- und
Dierentialgleichungen, Interpolation und Approximation, Statistik sowie Integration und
Dierentiation. Das derzeitige Standardwerk vom mathematischen Standpunkt ist das









oen, das gesuchte Ergebnis ist
dann der Grenzwert dieser Folge. Bei den Folgenelementen kann es sich um Zahlen handeln,
wie zum Beispiel bei den Partialsummen unendlicher Reihen, aber auch um komplizier-
tere Objekte wie (endlichdimensionale) Vektoren und Matrizen, wie zum Beispiel bei den
Dichtematrizen bei der iterativen L

osung der Hartree-Fock-Roothaan-Gleichungen, oder
gar um Funktionen und Operatoren, wie zum Beispiel bei der iterativen L

osung von In-
tegralgleichungen. Die Extrapolation von Funktionen- und Operatorfolgen wird in dieser
Arbeit allerdings nicht behandelt werden.
Extrapolationsmethoden sind relativ gut untersucht f

ur Zahlenfolgen von einem Kon-
vergenztyp, wie man sie bei der Berechnung von Potenzreihen erh

alt. Trotzdem gibt es
auch in diesem Bereich noch Spielraum f

ur neue Verfahren, insbesondere im Bereich der
iterativen Verfahren, die leicht zu programmieren sind, deren theoretisches Verst

andnis
aber oft unzureichend ist. Hierzu sind Beitr

age in der vorliegenden Arbeit zu nden. Als




Schwieriger und weitaus weniger verstanden ist die Extrapolation von Orthogonalent-





ur Entwicklungen nach Orthogonalpolynomen werden umfangreiche Untersuchungen und
zahlreiche neue Methoden vorgestellt, deren Anwendung auf Multipolentwicklungen dis-
kutiert wird. Weitere Anwendungen im Bereich der Inversion der Laplace-Transformation





unden nicht diskutiert werden (Vergleiche aber den Artikel von Ho-
meier [162]).
Im Bereich der Vielteilchenst

orungstheorie nden spezielle Extrapolationsverfahren f

ur
Zahlenfolgen eine Anwendung, die direkt auf das Problem zugeschnitten sind. Dies wird
in der vorliegenden Arbeit diskutiert. Nicht eingehen werden wir auf die Summation von
divergenten St

orungsreihen, wie sie insbesondere von Weniger [78, 79, 368, 369, 372, 375,
374, 373, 377, 378] f

ur anharmonische Oszillatoren untersucht wurde.
Die Extrapolation von Iterationsfolgen ist eine wichtiges Gebiet und f

ur Zahlenfol-
gen recht gut verstanden. Als Anwendung wird die iterative L

osung der inversen Dyson-
Gleichung in diagonaler N





ur Vektor- und Zahlenfolgen werden zunehmend unter-
sucht. Einen Beitrag dazu wird in der vorliegenden Arbeit durch Einf

uhrung neuer Ver-
fahren geliefert. Als Anwendung wird die Konvergenzbeschleunigung von Iterationsver-
fahren behandelt, wie sie zur L

osung der Ornstein-Zernike-Gleichung mit verschiedenen
Abschlurelationen verwendet wird. Nicht eingegangen werden kann auf die Verwendung
dieser Verfahren f

ur die iterative L

osung von linearen Gleichungssystemen. [59]
Zusammenfassend kann man als Ziel der Arbeit angeben, Extrapolationsmethoden
besser zu verstehen, wobei auch neue Verfahren eingef

uhrt und charakterisiert werden,
sowie die N

utzlichkeit dieser Methoden im Bereich der Theoretischen und Physikalischen
Chemie anhand ausgew














achst werden Grundlagen zusammengestellt, die immer wieder im Verlauf dieser Arbeit
ben

otigt werden. Dann werden einige wichtige, bekannte Algorithmen vorgestellt, insoweit
sie f








uber das Folgende hinausgehende Informationen mu auf die Literatur ver-
wiesen werden, insbesondere auf die B

ucher von Brezinski und Redivo Zaglia [59] und
Wimp [394] sowie die Arbeiten von Weniger [368, 372, 375, 374], aber auch auf die B

ucher
von Baker [15], Baker und Graves-Morris [16, 17], Brezinski [50, 51, 53, 57, 56], Graves-
Morris [135, 136], Graves-Morris, Sa und Varga [141], Khovanskii [207], Lorentzen und
Waadeland [231], Nikishin und Sorokin [263], Petrushev und Popov [283], Ross [299], Sa




g, die nur langsam gegen einen Limes s konvergieren, ndet man in der Ma-
thematik und ihren Anwendungen in Naturwissenschaften und Technik sehr h

aug. Es
besteht daher ein Bedarf an Methoden, diese Konvergenz zu beschleunigen. Solche Folgen
k

onnen beispielsweise Partialsummen unendlicher Reihen sein oder auch Iterationsfolgen.
In anderen F

allen treten divergente Entwicklungen auf, die man zu einem sinnvollen Er-
gebnis summieren mu. Dieses Ergebnis s nennt man dann den Antilimes. Von Interesse
sind demnach Methoden zur Konvergenzbeschleunigung, zur Extrapolation und zur Sum-
mation.
Leider ist keine einzelne Methode in der Lage, alle Probleme von diesem Typ zu l

osen,
die in der Praxis auftreten. Es wurden daher eine ganze Reihe von Methoden entwickelt.
Gute allgemeine Einf

uhrungen in diese Methoden ndet man bei Wimp [394], bei Weniger
[368] und bei Brezinski und Redivo Zaglia [59].
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2.1.1 Klassikation von Zahlenfolgen



























ullen. Dann heit die Folge linear konvergent f

ur 0 < jj < 1. F

ur  = 1 heit sie
logarithmisch konvergent und f

ur  = 0 heit sie hyperlinear konvergent. F

ur jj > 1
divergiert die Folge.
2.1.2 Allgemeines zur Konstruktion von Extrapolationsverfah-
ren
Wir diskutieren einige allgemeine Fragen der Beschleunigung langsam konvergenter Folgen
fs
n
g. Bei vielen der folgenden allgemeinen Erw

agungen ist es unerheblich, ob es sich bei
den Folgenelementen um Zahlen, Vektoren oder Matrizen handelt.
Das Grundprinzip ist die Ausnutzung struktureller Informationen, die in den Daten
verborgen ist. Hat man diese Informationen extrahiert, kann man sie benutzen, um den























Die transformierte Folge konvergiert schneller, falls die Folgentransformation erfolgreich











Dabei mu man einerseits einen Weg nden, um den Typ der strukturellen Information
zu identizieren, und andererseits die Information nutzen, um eine Folgentransformation
zu konstruieren.
Ein wichtiges gedankliches Hilfsmittel zur Beschreibung solch struktureller Informa-


















Sowohl Identikation als auch Ausnutzung der strukturellen Information kann man
mit dem Verfahren der Modellfolgen gemeinsam behandeln. In diesem Verfahren benutzt
man Modelle f

ur den Rest. Dann sucht man Transformationen, die | f

ur die resultierende
Modellfolge | die exakte Berechnung des (Anti-)Limes erlauben.



























angt das Modell m
n
des Restes von einer endlichen Anzahl von Koezienten c
i
sowie von weiteren Parametern p
i
ab. Die Transformation T eliminiert die Koezienten c
i





. Die Transformation T ist spezisch f

ur das Modell und h

angt
parametrisch von den p
i
ab.
Die Transformation T kann aber auch auf die Problemfolge s
n
angewandt werden.














Die Erwartung ist, da die transformierte Folge ft
n





g konvergiert, wenn diese Problemfolge in irgendeinem Sinne der Modellfolge dicht

















ur den Rest, die im folgenden als Restabsch

atzungen bezeichnet werden. Diese












ullen, wobei c eine Konstante mit 0 < jcj <1 bezeichnet.



























aufgespalten wird. Parameter sind jetzt die 
i
. Man kann nat















von den Elementen s
n
der Problemfolge zuzulassen. Extrapo-
lationsverfahren, die auf derartig faktorisierten Modellen basieren, werden wir als Levin-
artige Verfahren bezeichnen, da sie eine Methode von Levin generalisieren, die weiter unten
besprochen wird.
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In der Praxis benutzt man f

ur Zahlenfolgen je nach Problemklasse meist auf Arbeiten
































mit dem Dierenzenoperator , der gem

a f(n) = f(n+ 1)  f(n) auf n wirkt.






uhren zu entsprechenden Varianten f

ur
alle Folgentransformationen, in die Restabsch

atzungen eingehen. Diese bezeichnen wir als
t-Variante im Falle von Gl. (2.10a), als
~
t-Variante im Falle von Gl. (2.10b), als u-Variante





ur Vektor- und Matrizenfolgen verwendbar. Andere
Methoden zur Gewinnung von Restabsch

atzungen werden gesondert besprochen.
Ein anderer erfolgreicher Zugang f

ur die Konstruktion von Folgentransformationen ist




























Dieses Konzept ist sehr erfolgreich im Falle von Zahlenfolgen [368, 370, 162, 160, 161].
Ein weiteres, relativ allgemeines Verfahren zur Konstruktion von Folgentransformation
besteht darin, eine funktionale Abh

angigkeit s(x; ~p) zu postulieren, wobei die Funktion von





Diese Funktion kann zum Beispiel ein Polynom in x sein, wobei die Parameter die Koef-






ur j = 0; 1; : : : ; n gilt.
Dies sind Interpolationsbedingungen. Hier ist x
n
eine bekannte Hilfsfolge, die gegen einen
Wert x
1
konvergiert. Diese Bedingungen xieren dann die Parameter ~p. Der (Anti-)Limes




ur nunmehr bekannte Parameter ~p durch s(x
1
; ~p) approximiert. Wird
x
1
= 0 verwendet, so sprechen wir von Extrapolation bei Null. Wird x
1
=1 verwendet,
so sprechen wir von Extrapolation bei Unendlich.
Von besonderer Bedeutung sind f






ur die die Transformation den Grenzwert s exakt berechnet. Der Kern der Folgentrans-




g ist deniert als die Menge aller Folgen fs
n


















































































Der Index n w

achst also, wenn man nach unten, der Index k, wenn man nach rechts
geht. In der ersten Spalte dieser Tafel steht sehr h


































Ist also die erste Spalte gegeben, so kann man sukzessive alle Elemente der zweiten Spalte
berechnen und so weiter.
Man kann aber auch aus den Werten T
(j)
n j
, 0  j  n einer Gegendiagonalen alle
Tafeleintr

age der benachbarten Gegendiagonale T
(j)
n+1 j








Ausgehend von den n+1 Werten T
(0)
0
; : : : ; T
(0)
n
der ersten Spalte kann man alle trans-

































; : : : ; s
n
)g ; (2.15)
im Falle von dreieckigen Rekursionsschemata.
Programmtechnisch hat das zur Folge, da man jeweils nur die Werte in geeigneten
Gegendiagonalen abspeichern mu, um aus einem weiteren Element der urspr

unglichen





achste Gegendiagonale und damit das n

achste Element der transformierten
Folge zu berechnen.





oglich, die allerdings etwas komplizierter zu programmieren sind. Wir ver-
weisen auf den Abschnitt 5.1.6, in dem ein Beispiel ausf

uhrlich behandelt wird, sowie auf
die Literatur [368, 59].
2.2 Algorithmen
Wir besprechen einige wichtige Extrapolationsalgorithmen.Wir benutzen die Schreibweise
f

ur das jeweilige Verfahren, die in der Literatur vorherrscht. Insbesondere wird h

aug |
im Gegensatz zur Indexanordnung wie in Gl. (2.11) | der Index n, der die transformierte
Folge numeriert, oben angebracht.
2.2.1 E-Algorithmus
Viele bekannte Extrapolationsverfahren werden auf der Grundlage von Modellfolgen her-











(n); n 2 N
0
; k 2 N ; (2.16)
mit dem (Anti-)Limes , reellen oder komplexen Konstanten a
j
, die die Rolle der zu elimi-
nierenden Koezienten spielen, sowie Funktionen g
j
(n), die den Parametern entsprechen.
Die g
j
(n) sind dabei Nullfolgen in n, falls die Modellfolge konvergiert. Schreibt man die-
se Gleichung f

ur k + 1 aufeinanderfolgende Folgenelemente 
n





man ein lineares Gleichungssystem f

ur die Unbekannten  und a
1




































































1    1
g
1































Anwendung auf eine Problemfolge fs
n
































































1    1
g
1






























Diese Folgentransformation hat nach Konstruktion als Kern genau die Modellfolge (2.16).
Die Transformation ist bekannt als E-Algorithmus, der von verschiedenen Autoren ent-
wickelt und in allgemeinerer Weise von Havie [154] und Brezinski [52] studiert wurde.
Diese Folgentransformation ist auch als Brezinski{Havie{Protokoll bekannt [394, Kap.
10]. Eine gute Einf

uhrung ndet man im Buch von Brezinski und Redivo Zaglia [59, Ab-









utzt sich nicht auf die direk-
te Auswertung der Determinanten, sondern kann wesentlich ezienter und stabiler

uber
Rekursionen erfolgen. Dazu kann man den urspr













(n); n 2 N
0














































; i = k + 1; k + 2; : : : (2.19c)

















ur die Berechnung der E
(n)
k
erfordert der Algorithmus von Ford
und Sidi [123], der allerdings im Gegensatz zum Brezinski-Algorithmus die Kenntnis der







(n); : : : ; g
k+1

































































































































































Selbst bei Verwendung des Ford-Sidi-Algorithmus handelt es sich um numerisch re-







ur die jeweils ein wesentlich einfacheres Rekursionsschema
angegeben werden kann.
2.2.2 Shanks-Transformation und -Algorithmus































































1 : : : 1
s
n



































, wobei der Dierenzenoperator  gem

a




okonomisch kann man die Shanks-Transformation durch den -Algorith-
























deniert. Die Elemente der -Tafel mit ungeraden unteren Indizes sind Hilfsgr

oen, die
mit geraden Indizes sind die eigentlich interessierenden Gr
























Die Shanks-Transformation ist exakt f















angt zusammen, da der -Algorithmus bzw. die Shanks-Transformation f

ur Fol-






mit polynomialen Koezienten darstellen lassen. Genau fat dies der folgende Satz [59,
Theorem 2.18].
Satz 2.1
Eine notwendige und hinreichende Bedingungen, da f














6= 0 und a
0
+   + a
k












  s) = 0 (2.29)








































ur i = 1; : : : ; p erf












ur i = 1; : : : ; p gleich dem Grad von A
i
plus Eins und f

ur i = p + 1; : : : ; q gleich

















= k   1 (2.31)
gilt, mit der Konvention m =  1, wenn es keinen Term im 
in
gibt (Kronecker-Symbol).





atzlich kann man die Shanks-Transformation, und demnach auch den -Algorith-









(z)) = [n + k = k ]
f
(z) ; (k  0 ; n  0) (2.32)












der Potenzreihe einer Funktion f(z) als Folgenelemente s
n
nimmt und als Eingabedaten
f

ur die Shanks-Transformation beziehungsweise (in der Praxis) f

ur den -Algorithmus ver-
wendet. Als Ergebnis erh

alt man rationale Funktionen, die Pade-Approximationen von






























Die Bedeutung von Pade-Approximationen und anderen rationalen Approximationen liegt
darin, da sie eine praktischen Weg f

ur die analytische Fortsetzung von Potenzreihen au-
erhalb ihres Konvergenzkreises bieten. Auerdem kann man derartige Approximationen
benutzen, um die Singularit





Eine Modikation des -Algorithmus ist der -Algorithmus von Brezinski [46], der
sowohl f

ur lineare als auch f












) ist identisch mit der 
2




















Diese hat den Kern
s
n










































Das iterierte Aitken-Verfahren sowie der -Algorithmus beschleunigen lineare Konvergenz




















im E-Algorithmus, so erh

alt man den
-Algorithmus von Wynn [400], den man





























berechnen kann. Hierbei ist x
n
eine Hilfsfolge, die f








= n+1. Der scheinbar kleine Unterschied im Rekursionsschema von - und -Algorith-
mus ist mit gewaltigen Unterschieden in der Anwendbarkeit verkn

upft. Im Gegensatz zum
-Algorithmus beschleunigt der -Algorithmus logarithmisch konvergente Folgen, versagt
aber bei linear konvergenten Folgen und bei alternierenden divergenten Reihen.





























. Der -Algorithmus ist infolgedessen mit rationaler Extrapo-
lation bei Unendlich verbunden.
2.2.5 Richardson-Verfahren
Betrachtet man die Modellfolge

n















die einer polynomialen Extrapolation bei Null entspricht, so ergibt sich als Folgentrans-


















































2.2.6 BDG-Algorithmus und Osada-Verfahren
Als Modikation des Aitken-Verfahrens f






nenten  < 0 (also f
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iterierten. Dies nennen wir den BDG-Algorithmus. Auf Arbeiten von Drummond [104]


























Dies nennen wir das Osada-Verfahren.






















Diese Verfahren beschleunigen Folgen aus der Menge L. Diese ist deniert als die















+   ) ; (n!1) (2.47)
mit  < 0 und c
0
6= 0 besitzen. F





  s = O(n
 2k





  s = O((n+ k)
 2k
) ; (n!1) : (2.49)
2.2.7 Levin-artige Verfahren



















( + n+ j)
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 + n+ j)
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ersetzt. Eine weitere Transformation ergibt sich bei Ersetzung durch ( n   )
j






ahler und Nenner der Transformationen von
Levin und Weniger ndet man in der Literatur [368, 59].
Die d
(m)
-Transformationen wurden von Levin und Sidi [223] als Verallgemeinerung der
u-Variante der Levin-Transformation eingef

uhrt. Ford und Sidi haben gezeigt, wie man
diese Transformationen rekursiv mit den W
(m)
-Algorithmen berechnen kann. [123] Wir
beschreiben eine leicht modizierte Variante der d
(m)
-Transformation [323]:














<    gegeben und  =
(n
1






. Dann ergibt die d
(m)






















































; j  l  j +N ; (2.56)











































ahlt und demnach  = (n; n; : : : ; n) gesetzt. Als transformierte Folge werden





ur n = 0; 1; : : : gew

ahlt. Die u-Variante der Levin-
Transformation entspricht dann dem Spezialfall m = 1,  =  und R
l
= l.





-Transformationen sind der wichtigste Spezialfall des von Sidi eingef

uhrten
generalisierten Richardson-Extrapolationsprozesses (GREP) [317, 318, 324].
Trotz der Indextransformation l ! R
l
kann man die d
(m)
-Transformationen auch als








(n) allerdings aus den h





ur r = R
l
berechnet




























. Auf diesen feinen Unterschied sollen auch die eckigen




] hinweisen. Diese Indextransformationen bewirken,
da nur eine Teilfolge von fA
r
g zur Berechnung der transformierten Folge verwendet wird.
Dies kann verwendet werden, um die Stabilit

at der Transformation zu erh

ohen.
Oensichtlich kann man derartige Indextransformation f

ur alle Levin-artigen Trans-
formationen verwenden. Dies werden wir sp

ater am Beispiel einer von uns eingef

uhrten





uhrt, um die Konvergenz unendlicher Reihen zu
beschleunigen, deren Terme u
r





























; (r !1) (2.58)







































[223, Theorem 2] In dieser asymptotischen Entwicklung erkennt man aber | abgesehen
von Indextransformationen | im wesentlichen die ersten Terme aus Gl. (2.56).
2.2.8 Overholt-Verfahren




































ur k 2 N and n 2 N
0
deniert. Diese Rekursion hat die oben diskutierte Dreiecksstruktur.
Das Overholt-Verfahren ist f






von Bedeutung. Es gilt der folgende Satz:
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Satz 2.2



























  s und a
1
6= 1 gilt, dann gilt f







































































+ : : : (2.64)


























+ : : : (2.65)








angig von n sind.













+ : : : ; (n!1) (2.66)













ugend dicht am Fixpunkt s liegt.
Wie Satz 2.2 zeigt, kann man durch das Overholt-Verfahren also die f

uhrenden Fehler-


















ur groe n, verglichen mit
s
n



























. Ist der Fixpunkt stabil, so gilt ja
1
j < 1 und die Konvergenz f

ur n !1
wird desto mehr beschleunigt, je gr

oer k ist.
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ur festes k und laufendes n in der Praxis nicht so





















; : : : ; s
n+1
)g (2.70)
Dadurch wird der Informationsgehalt der Iterationsfolge maximal ausgenutzt, was in vielen
F






In diesem Kapitel stellen wir die Ergebnisse von [160, 164, 163] vor.
Viele bekannte Folgentransformationen kann man als Spezialfall des E-Algorithmus







aug explizit bekannt sind. Dann kann man stets den
E-Algorithmus f

ur die Berechnung verwenden, der allerdings ein relativ kompliziertes Re-
kursionschema besitzt und damit numerisch relativ aufwendig ist. Deshalb ist es stets
vorteilhaft, bei spezieller Form der g
j
(n) nach alternativen Algorithmen zu suchen, die
eine einfachere Berechnung erlauben.
Ein anderer Zugang zu Folgentransformationen ist die Iteration einfacher Folgentrans-
formationen. Dann erh

alt man numerisch eziente Verfahren. Es treten dabei allerdings
zwei Probleme auf. Zum einen ist f

ur die meisten dieser iterativen Folgentransformationen
der Kern unbekannt.
Zum anderen gibt es methodische Schwierigkeiten. Es gibt in der Regel verschiedene
M

oglichkeiten, die Iteration zu f

uhren und in jeder Stufe der Iteration eine einfache Fol-
gentransformation zu w

ahlen. Diese werden im Abschnitt 3.1 genauer dargestellt.
Im allgemeinen sind f

ur die zugrundeliegenden einfachen Transformationen die Kerne
bekannt. Bei der Iteration der Transformationen wurde bisher nicht bedacht, wie die Kerne
der verschiedenen Transformationsstufen in Beziehung gebracht werden k

onnen, um eine
problemangepate iterierte Folgentransformation zu erhalten. Hier setzt nun das Prinzip
von der hierarchischen Konsistenz an, in dem man Hierarchien von Modellfolgen betrach-
tet und auf jeder Stufe der Iteration eine einfache Folgentransformation w

ahlt, die zur
Hierarchie pat. In dieser Weise kann man die oben besprochenen methodischen Schwie-
rigkeiten bei der Konstruktion iterierter Folgentransformationen l

osen oder zumindest auf
das einfachere Problem reduzieren, geeignete Hierarchien zu nden.







ur die vom Autor eingef

uhrte J -Transformation, die in Ab-
schnitt 3.3 im Detail vorgestellt wird. Diese Transformation h







mit k 2 N
0
ab. Die Hilfsfolgen sind verkn

upft mit der Wahl der Hierarchie der Modell-
folgen. F

ur jede Wahl der Hilfsfolge erh

alt man andere Hierarchien und damit andere
Formen der J -Transformation, die sich hinsichtlich ihrer numerischen Eigenschaften und
23
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ihrem Anwendungsbereich unterscheiden. Ferner h

















uhrt zu einer Anzahl von
Varianten f

ur jeder spezielle, einer Hierarchie angepate J -Transformation. Es verwundert
daher nicht, da sich die J -Transformation als eine sehr exible und allgemeine iterative
Folgentransformation herausstellt. Die J -Transformation subsummiert eine ganze Klas-










Die J -Transformation erlaubt aufgrund ihrer Konstruktion die Abtrennung der Frage
der problemangepaten Restabsch





Es stellt sich heraus, da man den Kern der J -Transformation allgemein angeben kann.
In die entsprechende Darstellung gehen nur die Hilfsfolgen fr
(k)
n





ein, nicht aber irgendwelche Transformationen aus anderen Stufen der Iteration.
Damit ist auch der Weg frei f

ur eine theoretische Analyse der Konvergenzbeschleunigungs-
eigenschaften der J -Transformation. Ferner kann man auch Determinantendarstellungen
f

ur die J -Transformation nden, die wichtige Hilfsmittel f

ur ein mathematisches Verst

and-
nis der Eigenschaften der Transformation darstellen. Als Folgerung ergibt sich ein relativ
allgemeiner Zugang f





Durch die Methode der hierarchischen Konsistenz ergibt sich ein formaler Rahmen
f

ur die Konstruktion von iterativen Folgentransformationen. Je nach Wahl der zugrun-
deliegenden einfachen Folgentransformation ergeben sich mehr oder weniger verschiedene
Klassen von Folgentransformationen, die von

ahnlicher Allgemeinheit wie die J -Transfor-
mation sein sollten. Die Methode der hierarchischen Konsistenz ist also von allgemeiner
Natur. Im Falle der J -Transformation erlaubt sie, die Eigenschaften groer Klassen von
iterativen Folgentransformationen gleichzeitig zu diskutieren. F

ur alle Transformationen,






ur den Kern, Determinantendarstellun-
gen, verschiedene rekursive Algorithmen sowie eine relativ grundlegende Konvergenzana-





atzlich zu diesen mehr theoretischen Vorteilen stellt sich heraus, da die Wahl





ist. Als Konsequenz erh

alt man Algorithmen, die wenig numerischen Aufwand erfordern
und trotzdem sehr gute Konvergenzbeschleunigungsergebnisse vorweisen k

onnen.
3.1 Zur Konstruktion iterativer Folgentransformati-
onen
Viele bekannte Folgentransformationen wurden auf der Basis von Modellfolgen erhalten.
In dieser Zugangsweise konstruiert man eine Methode so, da man mit einer endlichen
Anzahl von Operationen den Limes oder Antilimes der Modellfolge aus einer Anzahl ih-
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angen die Modellfolgen linear von
Koezienten ab, die bei der Berechnung eliminiert werden. Dann erh

alt man als Folge
der Konstruktion einen linearen Raum von Modellfolgen, den Kern. In Verallgemeine-
rung dieser Bezeichnungsweise versteht man unter dem Kern einer Folgentransformation
die Menge aller Folgen, f

ur die Transformation exakt ist. Dieser Raum von Folgen ist also
nicht notwendig linear. Die Methode liefert also das exakte Resultat f

ur Folgen aus diesem
Raum. Wenn man sie auf andere Folgen anwendet, ergibt sich eine Folgentransformation.
Solche eine Folgentransformation liefert eine neue Folge, die dann gut konvergieren sollte,





Eine Folgentransformation sollte demnach um so allgemeiner anwendbar sein, je um-
fassender ihr Kern ist. Deshalb verwendet man h




























g berechnet. Dann kann man in naheliegender Weise die einfache Folgentransforma-







g) ; (k  1) (3.2)
setzt.




-Methode von Aitken [4]. Man
erh











Man beachte, da die Anordnung der Indizes bez

uglich Hoch- und Tiefstellung in Gln.
(2.38) und (3.2) verschieden ist. Die Anordnung in Gl. (3.2) entspricht mehr der Vorstel-















. . . , w

ahrend die Anordnung in Gl. (2.38) die ist, die in der Literatur

uber das iterierte
Aitkenverfahren meist verwendet wird. Hier und im folgenden benutzen wir die Anordnung
aus Gl. (3.2) auer f

ur etablierte Verfahren. F

ur diese benutzen wir die in der Literatur

ubliche Anordnung. Wir bemerken, da eine in diesem Punkt

ahnliche Vorgehensweise in
dem Buch von Wimp verwendet wurde, da dort auch beide Anordnungsweisen gemischt
verwendet werden (vgl. [394, S. 73, Gl. (1), S. 138, Gl. (1)]).
Wir bemerken, da die 
2
-Methode aus Gl. (2.36) exakt ist f

ur die sehr einfachen
Modellfolgen, die in Gl. (2.37) angegeben sind. Diese Modellfolgen enthalten eine einzige
Konstante in linearer Weise, der Kern ist ein linearer Raum.
Wenn das iterierte Aitken-Verfahren (2.38) eine gegebene Folge fs
n
g gut extrapolieren
soll, sollte die Modellfolge (2.37) f
















; n 2 N
0
: (3.3)




einen als klein angenommenen Fehlerterm. Wenn auf irgendeiner Stu-




























oheren Werten von k) normalerweise nicht verf

ugbar sind. Dies zeigt, da es norma-
lerweise sehr schwierig ist, explizite Darstellungen f

ur den Kern iterierter Algorithmen zu
nden. Man vergleiche dazu auch [62].
Zus

atzlich ist die Konstruktion der iterierten Folgentransformation nicht eindeutig
vorgegeben, wenn man nur die zugrundeliegende einfache Transformation (3.1) als An-
haltspunkt hat. Anstelle der Denition (3.2) f

ur die iterierte Transformation kann man











g); k 2 N
0
(3.4)
verwenden, solange nur f
0
= f gilt. Beispielsweise k

onnte man anstelle des iterierten





































angen, wenn nur X
0





= (2k + 1)=(k + 1) verwenden. Ob diese modizierten Algorithmen
f

ur bestimmte Probleme n

utzlich sind oder nicht, kann man nicht a priori entscheiden.
Interessanterweise wurden Algorithmen mit einer zu Gl. (3.5) sehr

ahnlichen Struktur
schon untersucht [34, 370].
Weitere Vieldeutigkeiten bei der Konstruktion iterativer Folgentransformationen k

on-
nen in zwei F

allen entstehen:
1. Es gibt verschiedene Formeln, die f

ur die Berechnung der zugrundeliegenden Trans-
formation zueinander





2. Die zugrundeliegende Folgentransformation h









ur solche Vieldeutigkeiten ndet man in [370].
Iterative Folgentransformationen sind oft sehr einfach und schnell zu berechnen. Sie
sind exibel, da sie auf einfachen Modellen basieren, die man leicht an spezielle Probleme
anpassen kann. Iterierte Transformationen haben auch eine einfache Konvergenztheorie,
sofern man sich auf eine einzige Stufe der Iteration beschr

ankt. Dies kann man sich am
Beispiel des Kerns (2.37) der 
2
-Methode von Aitken klarmachen. Die Konstruktion von
iterierten Transformationen ist jedoch nicht eindeutig, explizite Formeln f

ur den Kern
der vielstugen iterierten Folgentransformation sind in der Regel schwer zu nden und
Konvergenzbeweise sind ebenfalls schwierig.
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Man kann also in Bezug auf diese Eigenschaften iterierten Folgentransformationen
einerseits und Folgentransformationen auf der Basis der Modellfolge (2.16) andererseits
mehr oder weniger komplement

are Eigenschaften zusprechen.
Man sollte sich in diesem Zusammenhang vor Augen halten, da es keine universelle
Folgentransformation gibt, die f

ur jede gegebene Folge zur Konvergenzbeschleunigung
f

uhrt. Die Existenz einer solchen universellen Transformation w

are ein Widerspruch zur
Theorie der Remanenz [89]. Trotzdem kann man sich die Frage stellen, ob es m

oglich ist,
eine iterative, vom Rechenaufwand her einfache iterierte Folgentransformation zu nden,
die einen groen Anwendungsbereich hat (indem man geeignete Varianten der Transfor-
mation betrachtet), und f

ur die man den Kern explizit angeben kann. So k

onnte man
die Vorteile beider oben beschriebener Verfahrensweisen kombinieren. Dies ist mit der
Einf

uhrung der J -Transformation gelungen, die im Abschnitt 3.3 ausf

uhrlich besprochen
wird. Doch zuvor soll das Konzept der hierarchischen Konsistenz von iterierten Folgen-
transformationen eingef

uhrt werden, mit dem man die Vieldeutigkeitsproblematik bei der




utzt sich im wesentlichen auf [160].
Wie im Abschnitt 3.1 gezeigt, ist das Hauptproblem bei der Bestimmung iterativer Fol-
gentransformation, wie die zugrundeliegende einfache Folgentransformation iteriert wer-
den soll. Es sollte eine Rechtfertigung daf

ur geben, die einfache Transformation wieder
und wieder zu benutzen. Es kann n

otig sein, Parameter der einfachen Transformation
abzu

andern und so eigentlich auf jeder Stufe der Iteration eine andere Variante der einfa-
chen Transformation zu benutzen. Man kann nun herauszunden versuchen, ob die einmal
transformierte Folge von

ahnlicher Form ist wie die Modellfolge, f

ur die die zugrundelie-
gende einfache Folgentransformation exakt ist. Um diese Frage genauer zu untersuchen,
verallgemeinern wir die Modellfolge zu einer Hierarchie von Modellfolgen. Modellfolgen,
die h

oher in der Hierarchie sind, sind komplizierter und enthalten mehr Parameter als
die weiter unten. Eine Folgentransformation, die durch Iteration einer zugrundeliegenden,
parameterabh

angigen einfachen Transformation entsteht, heit \hierarchisch konsistent"
oder \konsistent zur Hierarchie", wenn sie die folgenden Bedingungen erf

ullt:
1. Die zugrundeliegende einfache Transformation ist exakt f

ur die Modellfolgen zuun-
terst in der Hierarchie.
2. Die Anwendung einer geeigneten Variante der einfachen Transformation auf eine
Modellfolge, die h

oher in der Hierarchie steht, f

uhrt zu einer einfacheren Modellfolge,
die tiefer in der Hierarchie steht. Deren Parameter werden \renormierte Parameter"
genannt.
Durch die wiederholte Anwendung der einfachen Transformation, jeweils mit der Itera-
tionsstufe angepaten Parametern, kann man also in der passenden Hierarchie von Mo-
dellfolgen zu immer einfacheren Modellfolgen hinuntersteigen, bis man schlielich bei der
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arts, so kommt man zu Aussagen

uber die komplizierteren Modellfolgen,
f

ur die die iterierte Folgentransformation exakt ist.








angig von einem Koezientenvektor ~c 2 C
a
und weiteren Parametern ~p ist.
Ihr Grenzwert (~p ) sei von ~c unabh

angig und mittels der einfachen Folgentransformation

























eine Familie von Modellfolgen, so




aume streng monoton mit dem Index ` wachsen.





ur gegebenes ` < L und jedes `
0
> ` und `
0








































alt. Wenn man jetzt f































)  T (~p
(1)
)  : : :  T (~p
(`)
) (3.8)
hierarchisch konsistent und bildet Modellfolgen mit oberem Index ` auf konstante Fol-
gen ab, sofern die einfache Folgentransformation f











(~c; ~p )g exakt ist. Als Folgerung kann man Modellfolgen angeben f

ur die iterierte Fol-
gentransformation T
(`)
. Man sollte sich auch vergegenw

artigen, da die Zahl der unbe-




ur diesen Formalismus werden wir noch zeigen. Zu deren Verst

andnis sei
schon jetzt angemerkt, da man die Stufe der Iteration mittels L   ` abz

ahlen mu. Die
Stufe der Iteration und die Hierarchieebene ver

andern sich also gegenl

aug. Dies bedeutet,
da man dann eine gute Extrapolation auf den Limes von der iterierten Folgentransfor-
mation erwarten kann, wenn sich die transformierten Folgen im Laufe der Iteration immer




ur die die zugrundeliegende einfache Trans-
formation exakt ist.
Besonders wichtig ist, da die Parameter ~p der einfachen Folgentransformation auf
jeder Stufe der Iteration andere sind. F

ur vorgebene Hierarchie werden diese Parame-
ter gerade so gew

ahlt, da die jeweils betrachtete iterierte Folgentransformation hierar-
chisch konsistent ist. F






urlich mu man nun das Problem der Wahl problemangepater Hierarchien angehen.
Dieses Problem kann man aber leichter formal behandeln.
Zum Schlu dieses Abschnittes sei bemerkt,da man die Forderung (3.7) auch dahin-
gehend ab

andern kann, da man nur fordert, da die Abbildung f

ur n!1 asymptotisch
gilt. Das bedeutet, da die Anwendung der zugrundeliegenden Folgentransformation auf




g der Hierarchie der Modellfolgen eine neue Folge f
(`)
n
g ergibt, die nicht
selbst zur Hierarchie geh
































Iteriert man nun, so steigt man zumindest asymptotisch in der Hierarchie hinunter bis zum
Kern der zugrundeliegenden einfachen Transformation. F

ur eine derartige Vorgehenswei-
se im Rahmen einer asymptotischen hierarchischen Konsistenz sind Konvergenzbeweise
schwieriger anzutreten. Wir beschr

anken uns daher im folgenden auf hierarchische Konsi-
stenz im engeren Sinne.
3.3 Die J -Transformation
3.3.1 Heuristische Herleitung
Wir betrachten die sehr einfache Modellfolge

n
=  + c !
n
; n 2 N
0
: (3.10)









6= 0, und c ist eine unbekannte Konstante. Diese kann man eliminieren und dann den












mit dem Dierenzenoperator aus Gl. (A.13).
Dies kann als Folgentransformation aufgefat werden, die die Modellfolge f
n
g auf die








 ! f; ; : : :g : (3.12)
Die Folge der Restabsch

atzungen spielt die Rolle der zus

atzlichen Parameter ~p, die im
vorhergehenden Abschnitt betrachtet wurden.





























Bevor wir die Iteration von T besprechen, gehen wir kurz auf die Restabsch

atzungen
ein. Dies wird in sp

ateren Abschnitten dann noch vertieft.
In Gleichung (3.13) kann man verschiedene Restabsch










in Analogie zu den t- und u-Transformationen
von Levin [222]. F





, die von Smith und Ford [328] vorgeschlagen
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wurde, wird Gl. (3.10) identisch zur 
2


















basiert, bekommt man entsprechende Varianten. Wir erinnern daran,


















































atzungen wie in diesem Beispiel nicht explizit von den Folgenele-
menten s
n
ab, und man erh

alt im allgemeinen lineare Folgentransformationen. Dies kann
man am Beispiel der Transformation (3.13) explizit ablesen.
Wir bemerken, da die Transformation (3.13) in den folgenden, mathematisch

aquiva-
















































































S. 223, Gln. (5.1-6)-(5.1-12)].









(siehe [54, p. 381]).
Wir wenden uns jetzt der Frage zu, wie die einfache Folgentransformation (3.13) iteriert
werden kann. Der Begri der hierarchischen Konsistenz war in Abschnitt 3.2 eingef

uhrt
worden. Um dieses Konzept heuristisch anzuwenden, mu man eine Hierarchie von Mo-
dellfolgen einf

uhren, die eine Verallgemeinerung der einfachen Modellfolge (3.10) sind. Auf
diese wenden wir dann die Transformation (3.13) an und untersuchen, ob die Bedingungen





achst betrachten wir ein einfaches Beispiel. Eine relativ naheliegende Verallgemei-












; n 2 N
0
;  > 0 : (3.15)
Dies entspricht den ersten beiden Termen einer Poincare-artigen asymptotischen Ent-
wicklung statt der einfachen Konstante c. Im Sinne einer Ausnutzung von Gleichung (3.7)
wenden wir die Transformation (3.13) auf Gl. (3.15) an, um herauszunden, unter welchen
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Bedingungen die einmal transformierte Folge die Form der einfachen Modellfolge (3.10)
































(n+ )(n+  + 1)
(3.17)
setzen. Wie im Abschnitt 3.2 schon angek

undigt, mu man also die Parameter f

ur eine
erneute Anwendung der einfachen Transformation renormieren, was in unserem Falle be-
deutet, da man je nach Stufe der Iteration andere Restabsch

atzungen verwenden sollte,
die man aber aus denen fr

uherer Stufen berechnen kann. Im Sinne einer weiteren Verallge-
meinerung kann man auch zulassen, da in Abh

angigkeit von den Iterationsstufen andere
Werte f

ur  verwendet werden. Man erh





















































; ::: sind po-
sitive Zahlen, beispielsweise von der Form

k
=  + k ;  > 0 ;  > 0 : (3.19)
Man kann auch komplizierte Modellfolgen w




























































die die Rolle der fr
n
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erh










































































ur alle nichtnegativen ganzen Zahlen n und k erf

ullt ist. Dies wird sp

ater
noch genauer untersucht. Auerdem werden sp

ater die Modellfolgen angegeben, f

ur die die











































































ubersichtlicher zu gestalten, werden diese Details in der Notation f

ur die
J -Transformation im folgenden unterdr

uckt.
Die iterative Folgentransformation (3.24) wurde zuerst in [162] eingef

uhrt und in [160,
164, 163] genauer untersucht.
Wir bemerken, da die verschiedenen Ausdr

ucke in Gl. (3.14) zur Berechnung der
J -Transformation herangezogen werden k











ort die J -Transformation
nicht nur zur Klasse der iterativen, sondern auch zu den Levin-artigen Folgentransforma-
tionen. Man kann also durch geeignete Wahl von !
n
eine Anzahl von wichtigen Standard-





















































































g; f1=(n+  + (p  1)k)g) ; (3.29)
















































































g; f1=(n+ )g) (3.33)
verwendet.




atzlich zum denierenden Rekursionsschema (3.24) existieren weitere Algorithmen zur
Berechnung der J -Transformation. Diese wurden in [160] untersucht. Auf diesen Ergeb-
nissen fut der vorliegende Abschnitt.








































































] mit denselben Konstanten a
(k)
n
gelten. Die Bestimmung dieser Konstanten st
















































ucksichtigung von Gl. (3.23) ergibt sich der folgende Algorithmus zur























































Diese Darstellung zeigt, da die Verwandschaft zu Levin-artigen Transformationen [222,
368] nicht nur insofern besteht, da Restabsch

atzungen verwendet werden, sondern auch
insofern, da Z

ahler und Nenner separat mit der gleichen Rekursion berechnet werden
k

onnen, die sich nur hinsichtlich der Anfangswerte unterscheiden. Hierin zeigt sich auch
eine

Ahnlichkeit zu dem alternativen Berechnungsverfahren f

ur den E-Algorithmus, das
Ford und Sidi [123] eingef

uhrt haben. Dies wird sp

ater genauer diskutiert.
Die J -Transformation kann auch in einem Operatorformalismus dargestellt werden.
Hierzu f











ein, der auf n-abh

















































































] : ; (3.41b)
Gleichung (3.40) kann man mit dem Operatorformalismus von Weniger [368, Abschn. 7-9]














betrachtet, mit Operatoren P der Form







(n) ein Polynom vom Grade k   1 in n bezeichnet. Die Levin-Transformati-
on [222] wird beispielsweise von diesem Schema erfat. Der Operatorzugang wurde von
Brezinski und Mitarbeitern aufgegrien [58, 60, 62].
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Es gibt einen weiteren Algorithmus f

















































































die Gleichung (3.37) erf


































































































































































; k 2 N
(3.48)































































































































































































Die alternativen Algorithmen (3.49) und (3.50) erlauben die Diskussion von Trans-
formationen, die sich als Grenzfall f

ur n ! 1 ergeben. Diese Grenztransformationen
sind wichtig in der formalen Theorie der Regularit

at und der Beschleunigungseekte von
Transformationen linearkonvergenter Folgen von Germain-Bonne [131], die in [368] wei-









ahler und Nenner sowie die denierende Darstellung (3.24)



























ur ganzzahliges  und wurden von Brezinski und Walz [65] untersucht. Die Konsequenzen
dieser Beobachtung werden ebenfalls sp

ater betrachtet.
Eine wichtige Folgerung aus den Ergebnissen dieses Abschnittes ist, da der numerische








ur die Berechnung der Levin-Transformation [368, Abschn. 7.5]. Folglich kann man
die J -Transformation sehr g

unstig berechnen. Weitere numerische Fragestellungen werden
in folgenden Abschnitten diskutiert.
3.3.3 Allgemeine Eigenschaften der J -Transformation
Man sieht leicht ein, das die J -Transformation invariant unter Translation und homogen
in s
n





























ur beliebige Konstanten A und B.
Satz 3.2
Die J -Transformation ist multiplikativ invariant in !
n
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f

ur jede Konstante C 6= 0.
Beweis: Diese S

atze folgen direkt aus der Denition (3.24), da die zugrundeliegende Fol-
gentransformation (3.13) diese Eigenschaften hat. 2






























































ur alle Konstanten A 6= 0 und B.
Schlielich bemerken wir, da n-unabh







Die J -Transformation ist multiplikativ invariant in r
(k)
n


























ur alle Konstanten 
k
6= 0.
Beweis: Dies folgt unmittelbar aus der Tatsache, da die J -Transformation

uber den




























garantieren, da die J -Transformation wohldeniert ist.
Unter diesen Voraussetzungen h

angt die Transformation J
(k)
n






























; : : : ; !
n+k
) (3.56)


































auassen. Hier ist Y
(k)
n
eine geeignete Untermenge von C
k+1
: Da die J -Transformation






angt, ist eine notwendige Bedingung, da
keine Komponente irgendeines Vektors in Y
(k)
n
verschwindet. Unter dieser Voraussetzung
folgt aus der Darstellung (3.40), da J
(k)
n

















] 6= 0 (3.58)
38 KAPITEL 3. ITERATIVE FOLGENTRANSFORMATIONEN
gilt, das heit, wenn der Nenner in Gl. (3.40) nicht verschwindet. Das ist

aquivalent zu
der Aussage, da  
(k)
n
eine stetige Funktion von (y
1









































































































































die Nenner in Algorithmus






Wir erinnern daran, da die J -Transformation

uber die Rekursionsbeziehung (3.49)







angt, die in Gl. (3.48) deniert sind.
Wenn wir annehmen, da f






























existieren (es gilt stets 
0
















































































denieren. Diese wird im folgenden als Grenztransformation bezeichnet. Da die Koezi-
enten der Rekursionsbeziehungen nicht mehr von n abh








































































































































































ahler und Nenner der Grenztransformation (3.64) erf

ullen die gleichen Rekursionsbezie-
hungen, die man auch als verallgemeinerte Dierenzengleichung auassen kann. Zus

atzlich
sind sie lineare Funktionen der Anfangswerte f














; ~v = (v
1





darstellen. Diese Linearform wird angewandt auf den Vektor (1=!
n
; : : : ; 1=!
n+k
) im Falle
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Gleichung (3.64) impliziert, da die Koezienten l
(k)
j
nur von den Limiten 
0
; : : : ;
k 1
aus Gl. (3.63) abh



















; : : : ; y
k+1





eine lineare Funktion und damit eine homogene Funktion ersten Grades der




multiplikativ invariant in den letzten











, wobei man von dem Rekursionsschema (3.50)
ausgeht, so erh






















































jetzt von n abh






aus Gl. (3.48) sind. Folglich ist  
(k)
n
linear in den ersten (k + 1) Variablen. Ferner ist die
Transformation exakt f











; : : : ; y
k+1

= c : (3.75)














upft, falls die Grenzwerte (3.63) f

ur alle k 2 N existieren. Ferner kann man die





































formulieren. Unter Verwendung von Gl. (3.76) ergibt sich auer-



























Insgesamt haben wir damit den folgenden Satz bewiesen:

















in (3.60) deniert ist.
(J-1) Aufgrund der S

atze 3.1 und 3.2 ist  
(k)
n
eine homogene Funktion vom ersten Grade
in den ersten (k + 1) Variablen und eine homogene Funktion vom nullten Grade in
den letzten (k + 1) Variablen. F

ur alle Vektoren ~x 2 C
k+1










(~x j ~y) =  
(k)
n




(~x j~y) =  
(k)
n





ist linear in den ersten (k+1) Variablen. F

















j ~y) =  
(k)
n





j ~y) : (3.80)
(J-3) F

ur alle konstanten Vektoren ~c = (c; c; : : : ; c) 2 C
k+1







(~c j ~y) = c : (3.81)
(J-4) Wenn die Grenzwerte (3.63) f







































ebenfalls homogen und linear gem

a (J-1) und (J-2). Ferner
ist sie exakt auf konstanten Vektoren gem

a Gl. (3.73).
Im folgenden soll die Linearform L
k
genauer charakterisiert werden. F

ur jede Konstante




















  ) ; (3.84)
was man durch vollst
















  ) : (3.85)










































bestimmen. Damit ergibt sich das
folgende Lemma:
Lemma 3.6













, . . . , 
k
.
(ii) Sei  6= 0. Dann ist die Bedingung (1; ; 
2












. . . , 
k
g.
(iii) Wenn die Koezienten p
(k)
j














ur k  0 und 1  j  k + 1.
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((1; 1; : : : ; 1)) = 0 (3.91)
gilt als Folge von Lemma 3.6, folgt Gl. (3.88). 2
Mit Levin-artigen Transformationen teilt die J -Transformation die folgende Eigen-




ur eine gegebene Folge s
n




















g) = s f

ur alle n und k > 0.




























Als einfache Folgerung kann man zeigen, da die verschiedene Varianten der J -Trans-
formation f

ur die geometrische Reihe exakt sind. Bekanntermaen ist diese Tatsache be-
deutsam in der formalen Theorie von Germain-Bonne [131, 368].
Satz 3.9
Die J -Transformation ist exakt f








= s + c!
n


























. Dies impliziert, da die t-,
~
t- und v-Varianten der
J -Transformation f

ur die geometrische Reihe exakt sind.
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Beweis: Wenn s
n
= s + c!
n
gilt, folgt die Aussage aufgrund von Lemma 3.8. Diese
Gleichung gilt jedoch f

ur die die t-,
~





















































; jqj < 1 : (3.95)






demnach gleich einer Konstanten c. 2







































ur positive k und l benutzt. Leere Summen werden als Null angenommen.
Lemma 3.10
Man nehme an, da f

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. Dabei verschwinden alle Terme mit Koezienten c
0































































































































































































































































3.3.4 Der Kern der J -Transformation
In diesem Abschnitt studieren wir den Kern der J -Transformation. Das Ziel ist demnach,
alle Folgen fs
n
g zu nden, f

ur die die Transformation den (Anti-)Limes s exakt mit endlich
vielen Operationen liefert.
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Satz 3.11





































































































































































Die Darstellung (3.99) impliziert in Verbindung mit (3.40), da der Ausdruck in den ge-
schweiften Klammern verschwindet und demnach die Transformation f
















g) = s : (3.104)










































mit irgendeiner Konstante c
k 1









































































ur immer kleinere j eliminiert werden.
Dies f

uhrt schlielich auf Gl. (3.102). 2





























ur k = 0 h












ur den Kern gebracht.










































































































gegeben ist, kann man die Gln. (3.113) und (3.114) als Denition von 
(k)
n
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exakt ist. Dies kann mit der Darstellung (3.102) f




























































































































verallgemeinert werden, wie man unter Verwendung von (3.118) und (3.113) einsieht.
Wir bemerken, da die Modellfolgen (3.109) f

ur verschiedene Werte von k die Hier-
archie f

ur die J -Transformation darstellen, wobei die zugrundeliegende einfache Folgen-










auf. Wenn die Beziehungen (3.113) und (3.114) gelten, ist nach den vorange-
gangenen

Uberlegungen die J -Transformation konsistent mit dieser Hierarchie im Sinne
von Abschnitt 3.2.
3.3.5 Determinantendarstellungen
In diesem Abschnitt wird gezeigt, da man im Falle der J -Transformation explizite De-
terminantendarstellungen angeben kann, was f

ur viele andere iterative Verfahren nicht
m

oglich war. Diese Darstellungen sind f

ur theoretische Untersuchungen der J -Transfor-
mation bedeutsam. F

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der Gleichungen (3.112), (3.113) und (3.114) f










aus Satz 3.11 sind.



















































































































































































































































































































































Wir betrachten die Determinante im Z

ahler der Darstellung (3.121). Durch Subtraktion
von Spalten erh
































































































































































































Unter Verwendung von 
(k)
0;n
= 1 und 
(k)
0;n
= 0 kann man die letzte Determinante
nach der zweiten Zeile entwickeln. Mit Gln. (3.38) und (3.113) kann man den Faktor 
(k)
n+j















































































































































































Verwendet man Gl. (3.124) induktiv, so erh






























































































































































































































Dies gilt auch f














gefunden werden, die auf dem Rekursionsschema
(3.113) und (3.114) basieren. Da die Gleichungen (3.113) und das Rekursionsschema (3.38)
f

ur die Berechnung von Z





































































































































































































































sei hingewiesen. Wegen 
(k)
0;n



































































Diese Gleichung gilt f

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Aus Gl. (3.130) kann man eine v







man einfache alle N durch D ersetzt. Dies ist erlaubt, da die D die gleichen Rekursions-































































































































































































































Dividiert man Gl. (3.130) durch die letzte Gleichung, so erh

alt man Gl. (3.121).
In den Determinantendarstellungen (3.130) und (3.132) kann man auch Gl. (3.38)






















und Nenner hergeleitet werden k

onnen. Folglich sind die Gleichungen (3.121) und (3.122)









ur den E-Algorithmus gibt.
[59, Abschn. 2.1]
Es sei betont, da die Determinantendarstellungen (3.121), (3.122), (3.130) und (3.132)
der J -Transformation vollkommen explizit sind, da man die Denitionen (3.120) verwen-









Die Determinantendarstellungen kann man zu Satz 3.11 f

ur den Kern der J -Trans-
formation in Verbindung bringen. Verwendet man die Darstellung (3.122), so erh

alt man
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gilt. Die Z

ahlerdeterminante in Gl. (3.133) verschwindet, wenn die erste Zeile eine Line-
arkombination der folgenden Zeilen ist. Dies ist f

ur Folgen der Form (3.102) aufgrund der




Viele der oben untersuchten Eigenschaften der J -Transformation kann man ebenso
unter Verwendung der Determinantendarstellungen ableiten.
Schlielich soll die Verbindung zu der Theorie von Brezinski und Walz [65] herausge-




ormige Rekursionen der Form (3.51). F

ur
























































= 1 : (3.136)

















gilt. Dieses Lemma gibt auch Rekursionsbeziehungen f














ur die J -Transformation. Die Deter-
minantendarstellung (3.122) liefert durch Entwicklung der Z

ahlerdeterminante nach der












sind wichtig, da sie
| f




















denieren, das sogenannte Referenzfunktional [65]. Im Falle der J -Transformation folgt
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hat. Hier wurde am Schlu 1=!
n+j
aus der (j+1)-ten Spalte f

ur j = 0; 1; : : : ; k als Faktor
abgespalten, jeweils in der Z























; 0 <   k : (3.140)
Gleichung (3.139) zeigt, da diese Funktionen einen charakteristischen Raum im Sinne
von Lemma 3.1 aus [65] f
















verwechselt werden sollten. Es sei bemerkt, da mit dieser Wahl des charak-





= 1 die Darstellung (3.139) genau von der Form ist, die










das direkt aus der Denition (3.140) in Verbindung mit Gl. (3.120) und den Determinan-
tendarstellungen (3.132) und (3.139) folgt.






und den charakteristischen Raum des Referenzfunktionales zu bestimmen, ist also im
Falle der J -Transformation vollst






In diesem Abschnitt behandeln wir einige analytische Resultate zu den Konvergenzeigen-









achst erinnern wir an die S

atze 3.11 und 3.9, die Aussagen beinhalten, wann die
J -Transformation exakt ist.
Die folgenden beiden S

atze geben Bedingungen an, unter denen lineare Konvergenz
beschleunigt wird.
Satz 3.12
Man nehme an, da f

























=  ; 0 < jj < 1 :
(3.142)
gilt. Wenn (1; ; 
2










in Gl. (3.68) deniert ist, und falls die Grenz-
werte 
j
aus Gl. (3.63) f





mation die Konvergenz der Folge fs
n
g. Die Bedingung (1; ; 
2











ur 0  j  k verschieden ist.
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Beweis: Dies folgt aus Satz 3.5 und Lemma 3.7 in Verbindung mit [368, Theorem 12-
14, S. 308]. Die

Aquivalenz der beiden Bedingungen, die im letzten Satz behauptet wird,
ergibt sich aus Lemma 3.6. 2
Ein einfaches Korollar ist der folgende Satz:
Satz 3.13
Man nehme folgendes f
















=  ; 0 < jj < 1 : (3.143)
Wenn (1; ; 
2










in Gl. (3.68) deniert ist, und falls die Grenz-
werte 
j
aus Gl. (3.63) f






















g) aus Gl. (3.28) die
Konvergenz linearkonvergenter Folgen fs
n
g. Die Bedingung (1; ; 
2











ur 0  j  k verschieden ist.



















ullt ist. Die zweite Gleichung folgt aus [394, Theorem 1, S. 6]. Die erste ergibt sich aus





  s) ; n!1 ; (3.145)













J-Transformation fallengelassen werden kann,
da dann 
j
= 1 gilt f

ur alle j.
Der folgende Satz gibt eine Konvergenzaussage f

ur alternierende Vorzeichen der !
n
und
gleiche Vorzeichen der 
(k)
n
. Diese Annahmen sind beispielsweise im Fall der
p
T-Transfor-














einer alternierenden Reihe erf

ullt. Wichtige Beispiele solcher Reihen sind die an anderer
Stelle diskutierten Stieltjes-Reihen.
Satz 3.14
Man nehme an, da die folgenden Aussagen zutreen:
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(A-0 ) Die Folge fs
n
g hat den (Anti)limes s.
(A-1a) F

ur jedes n haben die Elemente der Folge f!
n














ur alle n 2 N
0








































6= 0 dargestellt werden.










































































b) Der Betrag des Fehlers s
(k)
n
























































a) Dies folgt aus Lemma 3.10 und Gl. (3.41b).
b) Dies folgt aus Gl. (3.148) und der Beobachtung, da Annahmen (A-1a) und (A-1b)













entstehen. Folglich ist der Betrag von  gr

oer gleich dem Betrag irgendeines der
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c) Dies folgt direkt aus Punkt b).
2
Dieser Satz erlaubt eine Absch

atzung des Fehlers der Extrapolation f

ur den Fall alter-
nierender Reihen. Der Rest dieses Abschnittes dient der Verallgemeinerung dieses Satzes.
Die Grundlage f






























































































Gleichung (3.154) ist eine wichtige Formel, die das Konvergenzverhalten der J -Trans-
formation f

ur groe n abzusch

atzen erlaubt. In Lemma B.2 im Anhang B werden Aussagen
dar







Man nehme an, da Annahme (A-2) aus Satz 3.14 gilt. Man beachte, da die Formel
(3.102) f

ur den Kern als Partialsumme der unendlichen Reihe in (A-2) aufgefat werden
































Die Annahme (3.156) im folgenden Satz ist also sinnvoll.
Satz 3.15










































6= 0 ; (3.158)
existieren f

ur alle k 2 N
0
.
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Beweis: Die Behauptungen folgen aus Gl. (3.154). Zus

atzlich mu man Lemma B.2 des
Anhangs benutzen. Der Beweis wird vervollst

andigt durch Anwendung von Gl. (B.8b) im
Falle a) und von Gl. (B.10) im Falle b). 2
Dieser Satz ist das zentrale Resultat dieses Abschnittes. Er ergibt durch Spezialisierung
auf den wichtigen Fall der
p




Die folgenden Annahmen seien erf

ullt:
(C-1) Sei  > 0, p  1 und 
(k)
n
= [(n +  + (p   1)k)
 1
]. Es handelt sich also um die
p















ur alle k (vgl. Gl. (3.63)).

























62 f0; 1g. Aufgrund
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Dann gilt f


























































in der Grenze n!1.




j < 1, wie man im Beweis von Satz 3.13 sah.
Satz 3.17
Die folgenden Annahmen seien erf

ullt:
(D-1) Sei  > 0, p  1 und 
(k)
n
= [(n +  + (p   1)k)
 1
]. Es handelt sich also um die
p















ur alle k (vgl. Gl. (3.63)).









(D-3) Es gibt Konstanten a
(j)
l































ur l 2 f0; 1; 2; : : : ; kg.





ur l 2 f0; 1; 2; : : : ; k   1g.
Dann erf

























































ultigkeit von Gl. (3.165) f

ur l = 0 kann aufgrund von Lemma B.3 im
Anhang auf l 2 f0; 1; 2; : : : ; kg ausgedehnt werden. Dann ergibt sich 

l
= 1 aus den
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Die S

atze 3.16 und 3.17 k









ur n!1 verallgemeinert werden.
Wenn Konstanten u
0





















gilt, dann folgt aus Aussage c) von Lemma B.3 im Anhang, da Gl. (3.165) f

ur l = 0
erf

ullt ist. Folglich ist Satz 3.17 wichtig f

ur den Fall, da Gl. (3.168) gilt, und damit f

ur
den Fall logarithmischer Konvergenz. Vergleich der S

atze 3.16 und 3.17 zeigt, da die
Konvergenzordnung, also der negative Exponent von n +  in Gln. (3.30) und (3.167),
von 2k auf k f

allt. Lineare Konvergenz l

at sich also ezienter beschleunigen als logarith-
mische.

Ahnliche Aussagen sind f

ur Levin-artige Extrapolationsmethoden bekannt [368,
S

atze 13.5, 13.9, 13.11, 13.12, 14.2].
Satz 3.16 zeigt, da im Falle linearer Konvergenz die
p
J-Transformation dem -Algo-
rithmus von Wynn [399]


















6= 0 ; n!1 (3.169)
eine asymptotische Entwicklung der Folgenelemente s
n
ist. Unter den Annahmen  6= 1













; n!1 : (3.170)
Auch hier erh





die 2k+1 Folgenelemente fs
n












das die gleiche Konvergenzordnung aufweist, werden jedoch nur die k + 1 Folgenelemente
fs
n




otigt, wenn man t- und u-Varianten verwendet, und zus

atzlich noch




t-Variante. Auch dies ist f

ur Levin-artige
Verfahren typisch [368, S. 333].
3.3.7 Relation zu anderen Folgentransformationen
Viele bekannte Algorithmen sind f

ur bestimmte Modellfolgen der Form
s
n









; n 2 N
0
: (3.171)
exakt. Diese Modellfolgen k








setzt, wie man durch Vergleich mit (2.16) sieht. In der Praxis
sind die  
j;n
in der Regel eine asymptotische Folge f








Um die Beziehung anderer Algorithmen zur J -Transformation herauszunden, kann man






aus der Denition (3.24) der J -Transformation als L

osung des













) berechnete J -Transformation mu dann
identisch sein zu der Folgentransformation mit Kern (3.171).
Es sei hier allerdings betont, da diese im Prinzip m

ogliche Vorgehensweise auf der
Basis der Modellfolge (3.171) f

ur die J -Transformation nicht optimal ist. Stattdessen ist
die iterative Verwendung viel einfacherer Modellfolgen das Ziel. Wie oben gezeigt, kann














uhren. Dies ist in der Praxis aber meist nicht nachteilig, da
man f

ur die meisten Probleme gar nicht a priori wei, welche  
j;n
denn optimal sind.
Die Modellfolgen approximieren die Probleme ja nur. Und heuristische Betrachtungen
funktionieren, wie wir gesehen haben, auf der Ebene der 
(k)
n
ebenso gut wie auf der der
 
j;n
. Der Hauptvorteil bei der Verwendung der 
(k)
n
ist, da sie viel enger mit dem Algo-
rithmus verkn

upft sind und daher sehr eziente Algorithmen resultieren.
Nach der Betonung dieses methodisch wichtigen Punktes kehren wir zur

uck zum Pro-





ur gegebene  
j;n
. Dieses Problem ist im Prinzip durch Gl.
(3.115) gel

ost. Demnach gibt es ein allgemeines Verfahren, f

ur irgendwelche gegebenen  
j;n
eine geeignete Variante der J -Transformation mit dem Kern (3.171) zu nden. Das be-
deutet, da die J -Transformation von

ahnlicher Allgemeinheit wie der E-Algorithmus ist.






Man sollte jedoch beachten, da die Operatoren r
(j)
n
aus Gl. (3.39), die in Gl. (3.115)





angen, die man allerdings vorher berechnen
kann. Gleichung (3.115) ist demnach keine explizite L

osung des Problems, kann aber




















































= 1=(n + ) ist.
Ebenso ist Gl. (3.173a) | abgesehen von einem n-unabh

angigen Faktor | ein Spezialfall
von Gl. (3.173b).
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Der f











in Verbindung mit Gln. (3.113) und (3.114), so erh

























= (k + 1)
1




=  (k + 1)
1
(n+  + 2k)
2
: (3.176)
Gleichung (3.173b) als Generalisierung von Gl. (3.173a) f


















((n+ j) +  + k)
=  (k + 1)
2
(n + 1 + ( + k   1)=)
k




Dies kann man durch Induktion unter Verwendung von Gl. (3.115) beweisen.
Im Falle des asymptotischen Systems (3.173d) kann man die Funktionen als dividier-
te Dierenzen ausdr

ucken. Zur Formulierung dieses Resultats ben

otigen wir bestimmte





; : : : ; x
n+`




; : : : ; x
n+`
] bezeichnet. Es




























berechnen kann, wenn die Interpolationspunkt paarweise verschieden sind. Auerdem sind
dividierte Dierenzen symmetrische Funktionen ihrer Argument [342, S. 39, Theorem








osungen der Rekursionen (3.113) und (3.114) mit den Anfangsbe-
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Beweis: Der Beweis erfolgt durch Induktion nach k. F













Wenn nun Gl. (3.179) f

ur gegegebenes k  0 gilt, m




















; : : : ; x
n+k+1
] : (3.182)




















Der Beweis von Gl. (3.179) wird vervollst

andigt durch die Beobachtung, da f

ur alle




; : : : ; x
n+k
] = 1 gilt. Dies ergibt sich aus dem folgenden
Lemma 3.19. Die G












; : : : ; x
n+k








, k 2 N an den Punkten x
n+j
,



























































auf beiden Seiten dieser Gleichung ergibt die Be-
hauptung. 2














osungen der Rekursionsbeziehungen (3.113) und (3.114) mit den Anfangsbedingun-
gen (3.172) sind im Falle von
 
j;n











; : : : ; (n+  + k)
 
] (3.186)
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Der Fall (3.173a) ergibt demnach genau die Modellfolgen der Kerns der Folgentrans-





ur  =  und  =  die Modellfolgen, f









) exakt ist [371]. Der Fall (3.173c) f

uhrt auf die Modellfol-
gen des Kernes der Levin-Transformation [222]. Der Fall (3.173d) ergibt die Modellfolgen
des Kernes des generalisierten Richardson-Extrapolationsprozesses, der von Sidi [318] ein-
gef

uhrt wurde. Dieses Verfahren wird auch alsW -Algorithmus bezeichnet und wurde auch
von anderen Autoren untersucht [368, Abschn. 7.4], [59, S. 71f, 116f]. Der dort angegebe-
ne Algorithmus auf der Grundlage dividierter Dierenzen ist identisch zum Algorithmus
(3.38) mit den Werten 
(k)
n











ur die Berechnung der J -Transformation zu verwenden. Andererseits zeigt die
Querverbindung zum W -Algorithmus, da man die J -Transformation auch als eine Ver-
allgemeinerung des Verfahrens der dividierten Dierenzen auassen kann.
Diese Betrachtungen zeigen, da man die J -Transformation zur Berechnung vieler
bekannter Folgentransformationen heranziehen kann. F







ahlt, ergeben sich numerisch attraktive Rekursionsverfahren.
Wir diskutieren jetzt die Beziehung der J -Transformation zum E-Algorithmus. Des-
sen Kern ist durch (2.16) gegeben. Der E-Algorithmus kann

uber das Rekursionsschema
(2.19) berechnet werden. Dieser Algorithmus benutzt also im Vergleich zur J -Transforma-
tion zus

atzliche Regeln (2.19c), die die Berechnung im allgemeinen Fall relativ aufwendig
machen. Etwas weniger aufwendig ist der von Ford und Sidi [123] stammende Algorithmus
(2.21) zur Berechnung des E-Algorithmus. Die dabei auftretenden Gr

oen 	 kann man

uber das Rekursionsverfahren (2.22) berechnen. Dies zeigt

Ahnlichkeiten zum alternati-





verwendet werden. Wesentlich bedeutsamer ist, da bei der











in (2.22) aufwendig rekursiv berechnet werden m

ussen. Man sollte im











uber iterierte Folgentransformationen eingegangen. Weniger [368, 370] hat Transfor-
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;    ;
(n+)
0
) ; n 2 N
0


















;    ;
(n+)
k
) ; k; n 2 N
0
; (3.190)


















;    ;
(n+)
k
) ; k; n 2 N
0
: (3.191)
Man sieht auch hier die fr

uher angesprochenen Probleme, da im allgemeinen die iterierte
Folgentransformation durch die zugrundeliegende einfache Transformation nicht eindeutig
bestimmt ist. Wenn n-Abh















;    ;
(n+)
k
) ; k 2 N
0
; n 2 N
0
(3.192)
zulassen. Dies wurde in [370] am Fall dreier verschiedener Algorithmen diskutiert, die alle
durch Iteration der einfachen Folgentransformation 
(n)
2
entstehen. Da solche Unterschie-
de nicht nur von akademischer Natur sind, zeigt sich daran [370], da die numerischen
Eigenschaften der drei Transformationen deutlich unterschiedlich sind und nur eine der
drei

ahnlich gute Extrapolationseigenschaften wie der -Algorithmus von Wynn [400] auf-
weist.
Wir zeigen jetzt, da das iterierte Aitken-Verfahren (2.38) mit der Wahl einer bestimm-
ten Hierarchie von Modellfolgen konsistent ist und als Spezialfall der J -Transformation










































Ein direkter Vergleich mit der Denition (3.24) der J -Transformation zeigt, da das ite-








































vornehmen. Das iterierte Aitken-Verfahren ist also ein
Spezialfall der J -Transformation. Da man aufgrund von Satz 3.11 wei, f

ur welche Mo-
dellfolgen die J -Transformation exakt ist, erh

alt man demnach sofort auch Gleichungen
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f

ur die Modellfolgen, f

ur die das iterierte Aitken-Verfahren exakt ist. Allerdings ist zu be-














Werten von k und n. Dies ist





































-Methode von Aitken reproduziert wird [368, Gln. (5.1-4), (5.1-6)]. Mit der
alternativen Wahl !
n
= (n + )s
n 1
in Gl. (3.195) leitete Weniger [370] verschiedene






































ab, wobei  > 0 ein Parameter ist. Genauso kann man von der Transformation (3.13)






















































































schreiben. Wie im Falle des iterierten Aitken-Verfahrens kann man dies zu Denition










































68 KAPITEL 3. ITERATIVE FOLGENTRANSFORMATIONEN

























ur den Kern an-







Wir zeigen, da das Overholt-Verfahren, Gl. (2.60) ein Spezialfall der J -Transforma-

























































































Demnach ist das Overholt-Verfahren tats

achlich ein Spezialfall der J -Transformation,





Folglich gelten beispielsweise die Determinantendarstellungen, die oben f

ur die J -
Transformation abgeleitet wurden, auch entsprechend f






































































































































































in Verbindung mit Satz 3.11, so erh

alt
man Familien von Folgen, f

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Dies ist eine nichtlineare Familie, die von zwei Parametern abh

angt.
Wir bemerken, da man modizierte J -Transformationen entwickeln kann, die auf der
hierarchisch konsistenten Iteration anderer einfacher Transformationen anstelle von (3.13)
beruhen, wie zum Beispiel auf 
(n)
2
[400] oder auf Gl. (3.195).
Die Methode der hierarchischen Konsistenz liefert einen neuen, relativ allgemeinen Zu-
gang zur Konstruktion und ezienten Benutzung von iterativen Folgentransformationen.
Die Honung ist, da dieses Konzept |

ahnlich wie das der perfekten Fehlersch

atzung
[54] | weitere zus

atzliche Einsichten hinsichtlich Konvergenzbeschleunigung, Extrapola-
tion und Summation liefern wird.
3.3.8 Numerische Tests
Wir stellen erste numerische Resultate der J -Transformation vor. Die Rechnungen wurden
in FORTRAN QUADRUPLE PRECISION durchgef

uhrt, was auf dem verwendeten Rech-





at in DOUBLE PRECISION (etwa 15 Dezimalstellen) wiederholt. Im
folgenden wird als Stellenzahl der negative dekadische Logarithmus des relativen Fehler-
betrages verwendet.




















in den folgenden Tabellen verwendet werden. Wir erinnern an die Abh

angigkeiten in Gl.
























Spaltenbezeichner der Form 
k





= 1=(n+ f(k)); 
(k)
n
=  1=(n + f(k))
2
(3.206)
verwendet wurden. Wenn f(k) linear in k ist, bedeutet das, da eine Variante der
p
J-
Transformation benutzt worden ist. In den meisten anderen F

allen wurden die T -,
~
T -
und U -Transformationen verwendet, die in Gln. (3.26), (3.27) und (3.28) deniert sind.
In einigen F
















normalerweise wie in Gl. (3.206) gew

ahlt.
In den Tabellen 3.1 | 3.3 wird die J -Transformation an einigen Beispielen getestet,
die von Brezinski und Redivo Zaglia [59, S. 273-275] als Testf

alle herangezogen wurden.
Ein genauer Vergleich mit den Resultaten dieser Autoren ist deshalb etwas schwierig,
weil nicht vollst

andig klar ist, mit welcher Zahl von Dezimalstellen in ihren Programmen
ihre Resultate berechnet wurden. Zum Zwecke des Diskussion nehmen wir hier an, da
man ihre Daten direkt zu unseren Daten vergleichen kann, die mit etwa 32 Dezimalstellen
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0 0.56727 0.5672720550613 0.5672720550613 0.5672720550613
2 0.67232 0.5603756979875 0.5794079651031 0.9346738122750
4 0.76045  3.9133118579674 0.5200219200969 0.9934529112438
6 0.83070 0.9741409601610 1.1225200986264 0.9996475153695
8 0.88371 0.9992780180258 1.0030337856181 0.9999906939002
10 0.92185 1.0009399107924 1.0007212883640 0.9999998864939
12 0.94832 1.0001496110197 1.0000244503126 0.9999999993860
14 0.96620 0.9999863330110 0.9999777232278 0.9999999999986
16 0.97806 0.9999925816547 0.9999958948632 1.0000000000000
18 0.98583 0.9999994267593 1.0000002197867 1.0000000000000
20 0.99087 1.0000001945383 1.0000001889768 1.0000000000000
22 0.99414 1.0000000523404 1.0000000215900 1.0000000000000
24 0.99624 1.0000000007212 0.9999999960285 1.0000000000000
26 0.99759 0.9999999979774 0.9999999984311 1.0000000000000
28 0.99846 0.9999999996350 0.9999999999071 1.0000000000000
30 0.99901 1.0000000000275 1.0000000000534 1.0000000000000
























berechnet wurden. Falls Brezinski und Redivo Zaglia weniger Stellen benutzt haben, sind
Ein

usse von Rundungsfehlern auf ihre Daten sehr wahrscheinlich.
Die Eintr






























 exp( a); n 2 N ; a 2 R (3.207)
betrachtet. Diese konvergieren gegen Eins, wenn die Hilfsfolge fx
n

























behandelt, in Tabelle 3.2 dagegen
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x
n
= 1=n. Folglich konvergieren die Eingabefolgen in Tabelle 3.1 linear und in Tabelle 3.2
logarithmisch.

















ahlt wurden. Da die J -Transfor-
mation in den r
(k)
n



































, wenn man wiederum Satz 3.4 ausn

utzt. Ebenso schliet



















































; n 2 N (3.209)
gegeben mit beliebigen Konstanten d
j
. Dies kann man auassen als die ersten Terme einer
Potenzreihe von s
n 1




art die ziemlich rasche Konvergenz in
der letzten Spalte von Tabelle 3.1. Die Konvergenz ist langsamer f

ur die anderen beiden
Varianten. Man sollte aber beachten, da diese beiden Varianten nur etwas weniger er-
folgreich sind als der -Algorithmus, der 10.56 Stellen f

ur n = 20 liefert, und besser als
Levins t-Transformation, die 7.4 Stellen f

ur diesen Wert von n liefert [59, S. 275].
F






waren die besten Resultate 7-8 exakte Stellen f

ur n  19 und 6-8 Stellen f















, stellten 11-12 Stellen das beste Resultat f






nahm die Stellenzahl langsam bis auf 9 Stellen f

ur n = 30 ab.





= 1=n. Zu beachten ist, da f

ur kleinere n die Leistung der Variante mit 
k
= 1 zwischen
der des - und der des -Algorithmus anzusiedeln ist, die beide wesentlich besser als eine




oere n sind die Resultate
der J -Transformation sogar besser als die des - und des -Algorithmus, die f

ur n = 18
eine Stellenzahl von 13.47 bzw. 9.86 aufweisen. [59, S. 275].
In DOUBLE PRECISION waren die besten Resultate 10 Dezimalstellen f

ur n = 11
im Falle 
k
= 1 und 8 Dezimalstellen f

ur n = 13 im Falle 
k
= 2.
In Tabelle 3.3 wird die Folge
s
n 1





ur x = 1 betrachtet. Ihr Grenzwert ist bekanntlich Eins. Dies ist eine logarithmisch
konvergente Folge und es gilt s
n 1







in Tabelle 3.2 liegen die Leistungen der verschiedenen u-Varianten der J -Transformation
zwischen dem - und dem -Algorithmus [59, S. 274] f






Werte von n ist die Konvergenz recht betriedigend, vor allem f

ur den Fall 
k
= 2.
In DOUBLE PRECISION waren die besten Resultate 9 exakte Stellen f

ur n = 10 und

k
= 1 sowie 8 exakte Stellen f

ur n = 11 und 
k
= 2.
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Tabelle 3.2: Beschleunigung von s
n 1




ur a = 1 und
!
n












5 0.8600217428314 1.0135997425407 1.4600320669391
6 0.8772578620360 0.9985709291230 0.9501182818399
7 0.8907052061442 1.0001223125935 1.0108181080846
8 0.9014918397610 0.9999914737390 0.9983764638148
9 0.9103376107750 1.0000004971692 1.0002088434895
10 0.9177237957539 0.9999999745416 0.9999773398060
11 0.9239845055428 1.0000000009975 1.0000021168614
12 0.9293590040817 0.9999999999302 0.9999998275900
13 0.9340231658411 0.9999999999942 1.0000000123818
14 0.9381091811057 0.9999999999980 0.9999999992083
15 0.9417183353028 0.9999999999995 1.0000000000454
16 0.9449295472490 0.9999999999999 0.9999999999976
17 0.9478052233297 1.0000000000000 1.0000000000001
18 0.9503953635162 1.0000000000000 1.0000000000000
1 1.0000000000000 1.0000000000000 1.0000000000000
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0 0.7357588823429 0.7357588823429 0.7357588823429
1 0.8277287426357 0.9196986029286 0.9196986029286
2 0.8720105272212 1.0387184221311 1.1123973578279
3 0.8981431669225 0.9934942544930 0.9654414371834
4 0.9154017710557 1.0010075919708 1.0136591673145
5 0.9276545004797 0.9998983797339 0.9967609170400
6 0.9368048854906 1.0000093659781 1.0006435304738
7 0.9438993731584 0.9999995978043 0.9998988714306
8 0.9495611399413 1.0000000623405 1.0000130965297
9 0.9541845267642 1.0000000061521 0.9999985821397
10 0.9580312771961 1.0000000017113 1.0000001302724
11 0.9612819623291 1.0000000003795 0.9999999897128
12 0.9640651901688 1.0000000000880 1.0000000007052
13 0.9664750464046 1.0000000000205 0.9999999999576
14 0.9685819513499 1.0000000000048 1.0000000000022
15 0.9704396614614 1.0000000000011 0.9999999999999
16 0.9720899236857 1.0000000000003 1.0000000000000
17 0.9735656521671 1.0000000000001 1.0000000000000
18 0.9748931471696 1.0000000000000 1.0000000000000























































= 1 + k 
k
= 2 + k
0 1.0000 1.0000000000000 1.0000000000000 1.0000000000000 1.0000000000000
1 1.2500 1.5000000000000 1.5000000000000 1.5000000000000 1.5000000000000
2 1.3611 1.6250000000000 1.6666666666667 1.6250000000000 1.6666666666667
3 1.4236 1.6428571428571 1.6444444444444 1.6458333333333 1.6414141414141
4 1.4636 1.6447368421053 1.6448948948949 1.6448948948949 1.6456056466302
5 1.4914 1.6449152542373 1.6449307397583 1.6449358283971 1.6447858317612
6 1.5118 1.6449322143318 1.6449337653464 1.6449339851725 1.6449706252376
7 1.5274 1.6449338790187 1.6449340381402 1.6449340707114 1.6449242762514
8 1.5398 1.6449340473956 1.6449340640174 1.6449340666632 1.6449368570545
9 1.5498 1.6449340648035 1.6449340665620 1.6449340668572 1.6449332323647
10 1.5580 1.6449340666310 1.6449340668188 1.6449340668478 1.6449343262121
11 1.5650 1.6449340668250 1.6449340668452 1.6449340668482 1.6449339836640
12 1.5709 1.6449340668457 1.6449340668479 1.6449340668482 1.6449340942338
13 1.5760 1.6449340668480 1.6449340668482 1.6449340668482 1.6449340576310
14 1.5804 1.6449340668482 1.6449340668482 1.6449340668482 1.6449340700098
15 1.5843 1.6449340668482 1.6449340668482 1.6449340668482 1.6449340657459
1 1.6449 1.6449340668482 1.6449340668482 1.6449340668482 1.6449340668482
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Diese Folge ist logarithmisch konvergent. Die Reste s
n













die die -Funktion von Riemann deniert, die h

aug als typisches Beispiel logarithmischer
Konvergenz herangezogen wird. Wenn <(z) nur wenig gr

oer als Eins ist, ist die Reihe sehr
langsam konvergent (vgl. z.B. [29, S. 379]). Tats









age in Tabelle 3.4 entsprechen der Anwendung der
p
U-Transformation, die

























































Bei gleicher Rechnung in DOUBLE PRECISION machen sich Stellenverluste bemerk-





wir 11 exakte Stellen f










= 1 + k waren 11 Stellen f










Werte von n nahm die Genauigkeit wieder ab. Bemerkt sei auch, da die Werte in DOU-
BLE PRECISION schwach davon abhingen, welcher Algorithmus f

ur die Berechnung der
J -Transformation verwendet wurde, ob also Gl. (3.24) oder ob Gl. (3.50) zugrundegelegt
wurde.
Vergleich mit Literaturergebnissen [368, Tab. 14-1, S. 351], [370, Tab. 1] zeigt, da f

ur







g) schneller konvergiert als die
iterierte 
2
-Transformation, die | gem

a [368, S. 351] | zusammen mit der Standardform
des -Algorithmus von Wynn [400] als das beste Beschleunigungsverfahren f

ur die Reihe












Rundungsfehler zu sein scheint als die iterierte 
2
-Transformation, da letztere immerhin
13 Dezimalstellen f

ur n = 12 in DOUBLE PRECISION exakt berechnen konnte [370].
Wenn der dominierende Fehlerterm einer Reihe bekannt ist, kann man schnellere Kon-
vergenz erzielen, indem man eine bekannte Reihe mit dem gleichen Verhalten der Reste
termweise abzieht und den Grenzwert dieser Reihe addiert (vgl. z.B. [105, S. 152f]). Im
Falle der Reihe f







  1) = 2 (3.214)
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verwenden und erh












  1)] : (3.215)















Diese Technik hat h

aug auch einen positiven Einu auf Rundungsfehler [105]. F

ur
das Beispiel der (2)-Reihe erh

































































anden ein bis zwei Stellen an Genauigkeit zu
gewinnen. Die Stabilit

at ist auch erh

oht. In DOUBLE PRECISION ergeben sich folgen-
de Resultate: F










= 1+ k und 
k





= 1 und 
k









= 1 + k und 
k










Um den Vergleich mit Literaturergebnissen zu erleichtern, bei denen diese Technik
normalerweise nicht verwendet wird, wird sie im folgenden nicht angewandt werden.












der logarithmisch konvergenten Reihe f

















angewandt. Die Terme fallen f

ur groe j wie 1=(j+1)
3=2
. Folglich verhalten sich die Fehler
(s
n




ur n!1 [368, S. 347].
Man erkennt, da die Wahl 
k









oere n aber vorteilhaft ist. Die Wahl 
k







g), die Wahl 
k








Literaturdaten [368, Tab. 14-2, S. 352, Tab. 14-3, S. 354] zeigt, da die Transformation
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Tabelle 3.5: Beschleunigung der Reihe f













0 1.0000000000000 1.0000000000000 1.0000000000000
1 1.1000000000000 1.1250000000000 1.1250000000000
2 1.1416666666667 1.2800000000000 1.3833333333333
3 1.1657051282051 1.3142857142857 1.3166666666667
4 1.1817896870287 1.3111307832083 1.3035188216039
5 1.1935084370287 1.3110313621470 1.3129629487244
6 1.2025318745287 1.3110287090436 1.3107614635193
7 1.2097550695718 1.3110287414708 1.3110539269469
8 1.2157059973061 1.3110287696902 1.3110270291805
9 1.2207187157130 1.3110287757933 1.3110288714735
10 1.2250162047862 1.3110287769095 1.3110287730285
11 1.2287537180105 1.3110287771048 1.3110287772911
12 1.2320431110268 1.3110287771388 1.3110287771413
13 1.2349672811610 1.3110287771448 1.3110287771461
14 1.2375891404731 1.3110287771458 1.3110287771460
15 1.2399574101139 1.3110287771460 1.3110287771461
16 1.2421104860230 1.3110287771461 1.3110287771461
17 1.2440790912340 1.3110287771461 1.3110287771461
18 1.2458881405432 1.3110287771461 1.3110287771461
19 1.2475580797723 1.3110287771461 1.3110287771461
20 1.2491058660392 1.3110287771461 1.3110287771461







g) leichte Vorteile gegen

uber der u-Transformation von Levin hat, die dort
am besten abschnitt.

































oere Werte von n
nahm die Genauigkeit wieder ab. Diese Ergebnisse sind sehr

ahnlich zu denen der u-Trans-
formation von Levin. [368, S. 352]
In Tabellen 3.6 - 3.9 wird ein besonders schwieriges Beispiel logarithmischer Konver-
genz behandelt. Es handelt sich um die sogenannte 1=z-Entwicklung (vgl. z.B. [158, Gl.



























uber die modizierten Bessel-Funktionen zweiter Art K

(z) deniert sind [234,




ungeren Datums der reduzierten Bessel-Funktionen
ndet man bei Homeier [158, Abschn. 3].
Die 1=z-Entwicklung ist eine langsam konvergente Reihe. Ihre Terme fallen f

ur groe
n wie 1=(n+ 1)
3=2

















  1=z), wie n
 1=2
im Grenzwert n ! 1 [368, S. 349]. Demnach
ben

otigt etwa 1 000 000 Terme, um durch Aufsummieren der Reihe f








































































Man vergleiche auch die Diskussion in [368, Abschn. 14].
Es gibt andere Reihen mit diesem Konvergenzverhalten, zum Beispiel (3=2) oder die
Reihe (3.218) f

ur die Lemniskatenkonstante A. Es bleibt aber festzuhalten, da die 1=z-
Entwicklung weit schwieriger zu extrapolieren ist als diese Reihen. Der Grund ist, da
das asymptotische Verhalten der Terme f

ur groe n sich erst sehr sp

at durchsetzt, wenn
z relativ gro ist. Weil also die 1=z-Entwicklung schwieriger zu extrapolieren ist, ist sie




ahigkeit einer Folgentransformation, logarithmische
Konvergenz zu beschleunigen, als (2) oder die Reihe (3.218).
Gem

a Ref. [370] ist eine der beiden besten Folgentransformationen f

ur die 1=z-Ent-
wicklung das Osada-Verfahren (2.45). Die andere sehr erfolgreiche Transformation ist der
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Tabelle 3.6: Beschleunigung der 1=z-Entwicklung f




















0 1.2130613194253 1.2130613194253 1.2130613194253 1.2130613194253
1 1.5163266492816 1.8195919791379 1.9401611146995 1.7289768951964
2 1.6300511479777 1.7698763512926 2.2516999724789 2.1032155536679
3 1.6900724111784 1.8954331426658 1.9831462870436 1.9960389020641
4 1.7281780157763 2.0088384473858 1.9989772237121 1.9990837253199
5 1.7550395054422 2.0085183347641 1.9997458168750 1.9997375448177
6 1.7752650093680 1.9958525344721 2.0001097526883 2.0000873237203
7 1.7911964491931 1.9996291143085 1.9999979362241 2.0000004735389
8 1.8041633171580 2.0002789359885 1.9999974205459 1.9999976082798
9 1.8149828698370 1.9999599454208 2.0000002454748 2.0000001431715
10 1.8241884943835 1.9999881696571 2.0000000603100 2.0000000486355
11 1.8321449539650 2.0000024401806 1.9999999944846 1.9999999931683
12 1.8391112148225 1.9999999024935 2.0000000002443 1.9999999994553
13 1.8452768640345 1.9999998776094 2.0000000003953 2.0000000001831
14 1.8507843002336 2.0000000055899 2.0000000000432 1.9999999999963
15 1.8557428278275 1.9999999998206 2.0000000000093 1.9999999999969
16 1.8602379276877 1.9999999991435 2.0000000000036 2.0000000000003
17 1.8643375404571 1.9999999999243 2.0000000000008 2.0000000000000
18 1.8680964369459 1.9999999999851 2.0000000000002 2.0000000000000
19 1.8715593276470 1.9999999999927 2.0000000000001 2.0000000000000
20 1.8747631197850 1.9999999999985 2.0000000000000 2.0000000000000
21 1.8777385849386 1.9999999999997 2.0000000000000 2.0000000000000
22 1.8805116108815 1.9999999999999 2.0000000000000 2.0000000000000
23 1.8831041548293 2.0000000000000 2.0000000000000 2.0000000000000
24 1.8855349787552 2.0000000000000 2.0000000000000 2.0000000000000
25 1.8878202233022 2.0000000000000 2.0000000000000 2.0000000000000
1 2.0000000000000 2.0000000000000 2.0000000000000 2.0000000000000
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Tabelle 3.7: Beschleunigung der 1=z-Entwicklung f




















0 1.2130613194253 1.2130613194253 1.2130613194253 1.2130613194253
1 1.5163266492816 1.8195919791379 1.9401611146995 1.7289768951964
2 1.6300511479777 1.7597931817014 2.8974678654563 2.7208531052540
3 1.6900724111784 2.0198236550399 1.7758521160122 1.8186273767203
4 1.7281780157763 2.1683687738779 2.1108031095670 2.0606690789706
5 1.7550395054422 1.9610532997664 1.9806399987496 1.9904649230342
6 1.7752650093680 1.9903554653374 2.0031206520178 2.0015172801553
7 1.7911964491931 2.0089450705729 1.9994720065417 1.9996742296047
8 1.8041633171580 1.9984972367557 2.0000894663050 2.0000621495258
9 1.8149828698370 1.9996635928059 1.9999912318622 1.9999946508880
10 1.8241884943835 2.0001865992541 1.9999997665848 1.9999995446020
11 1.8321449539650 1.9999776968687 2.0000001402618 2.0000001276295
12 1.8391112148225 1.9999953883548 2.0000000021400 2.0000000047072
13 1.8452768640345 2.0000018237998 1.9999999956585 1.9999999959358
14 1.8507843002336 1.9999998585038 2.0000000003989 2.0000000003117
15 1.8557428278275 1.9999999600523 2.0000000000581 2.0000000000607
16 1.8602379276877 2.0000000106331 1.9999999999858 1.9999999999872
17 1.8643375404571 1.9999999996152 2.0000000000002 2.0000000000000
18 1.8680964369459 1.9999999997621 2.0000000000003 2.0000000000002
19 1.8715593276470 2.0000000000424 2.0000000000000 2.0000000000000
20 1.8747631197850 2.0000000000002 2.0000000000000 2.0000000000000
21 1.8777385849386 1.9999999999990 2.0000000000000 2.0000000000000
22 1.8805116108815 2.0000000000001 2.0000000000000 2.0000000000000
23 1.8831041548293 2.0000000000000 2.0000000000000 2.0000000000000
24 1.8855349787552 2.0000000000000 2.0000000000000 2.0000000000000
25 1.8878202233022 2.0000000000000 2.0000000000000 2.0000000000000
1 2.0000000000000 2.0000000000000 2.0000000000000 2.0000000000000
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BDG-Algorithmus (2.44). Das Osada-Verfahren und der BDG-Algorithmus h

angen jeweils
von einem Parameter  =   ab, den man explizit vorgeben mu. F

















ur groe n reduzieren. Ver-
gleiche auch Abschnitt 2.2.6.












motiviert auch die alternative Wahl !
n







ur groe n. Verwendet man eine dieser Restabsch






angig von n, so ist die J -Transformation eine lineare Funktion der Partialsummen.
Diese beiden linearen Varianten der J -Transformation werden sp

ater in einem anderen
Zusammenhang noch einmal auftauchen.
In den Tabellen 3.6 und 3.7 wird der Fall z = 1=2 behandelt. In den Tabellen 3.8
und 3.9 w









g; f(n + 1)s
n 1

















g; f(2n  1)!!=(2n)!!g) miteinander
verglichen. Die
p
J-Transformation ist in Gl. (3.29) deniert. Es werden jeweils die beiden
Werte  = 1=2 und  = 3=2 verwendet, um so die Abh

angigkeit von  zu untersuchen.
In den Tabellen 3.6 - 3.9 schneiden die linearen Transformationen besser ab als die
nichtlineare u-Variante. Die Wahl !
n
= (n + 1)
 1=2
ist etwas schlechter als die Wahl
!
n
= (2n  1)!!=(2n)!!. F

ur z = 1=2 sind die Resultate f

ur  = 3=2 fast so gut wie die f

ur
 = 1=2. F

ur z = 4=5 sind sie schlechter.
In DOUBLE PRECISION erh

alt man als beste Resultate f

ur die u-Variante 9 exakte
Stellen f

ur n = 16,  = 1=2, z = 4=5, 8 Stellen f

ur n = 17,  = 3=2, z = 4=5, 10 Stellen f

ur
n = 15,  = 1=2, z = 1=2 sowie 8 Stellen f






= (n + 1)
 1=2
sind die entsprechenden Resultate 10 Stellen f

ur n = 14,  = 1=2,
z = 4=5, 9 Stellen f

ur n = 13,  = 3=2, z = 4=5, 10 Stellen f

ur n = 12,  = 1=2, z = 1=2
sowie 9 Stellen f

ur n = 12,  = 3=2, z = 1=2. F






alt man entsprechend 9 Stellen f

ur n = 13,  = 1=2, z = 4=5, 9 Stellen f

ur n = 14,
 = 3=2, z = 4=5, 10 Stellen f

ur n = 13,  = 1=2, z = 1=2 sowie 9 Stellen f

ur n = 12,




oere n verschlechterte sich jeweils die Genauigkeit wieder.
Die Resultate f

ur z = 1=2 kann man direkt zu den Resultaten in [370, Tab. 3] ver-
gleichen. Diese Daten zeigen, da die Methode von Bjrstad, Dahlquist und Grosse [34]
Osadas modiziertem -Algorithmus [268] f





ur n  14
leicht unterlegen ist. Die Eintr

age in der letzten Spalte von Tabelle 3.6, die unsere besten
Resultate f

ur z = 1=2 darstellen, sind fast so gut wie die Resultate f

ur Osadas Algorithmus




ur n = 10,
und f

ur n = 15 betr

agt er 2  10
 13
. Das Osada-Verfahren ist allerdings numerisch etwas
stabiler.
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Tabelle 3.8: Beschleunigung der 1=z-Entwicklung f




















0 0.5616612051465 0.5616612051465 0.5616612051465 0.5616612051465
1 0.7863256872051 1.6849836154396 -0.3059163945457 2.6080909407769
2 0.8874247041315 1.0441621062120 1.0295198442850 1.0907759474927
3 0.9439652654496 1.1290066775475 1.3664156931064 1.3168869927161
4 0.9806511031658 1.2344590561626 1.2388673953052 1.2444786078617
5 1.0067835140576 1.2675112037949 1.2494508319351 1.2493218391598
6 1.0265784800276 1.2497238969666 1.2500625453356 1.2500244011037
7 1.0422312196170 1.2476965477006 1.2500488138823 1.2500441133153
8 1.0550056275790 1.2501759545590 1.2499958173587 1.2499973122653
9 1.0656857514131 1.2501475513893 1.2499984240104 1.2499984765657
10 1.0747865667307 1.2499682133207 1.2500002099507 1.2500001534578
11 1.0826618965033 1.2499936918374 1.2500000455466 1.2500000421434
12 1.0895638413456 1.2500020835907 1.2499999926654 1.2499999931519
13 1.0956774851981 1.2500000290267 1.2499999994014 1.2499999991662
14 1.1011421634246 1.2499998954210 1.2500000003150 1.2500000002378
15 1.1060650318428 1.2500000061421 1.2500000000173 1.2500000000069
16 1.1105300244656 1.2500000024541 1.2499999999964 1.2499999999936
17 1.1146039429560 1.2499999993682 1.2500000000012 1.2500000000003
18 1.1183407028756 1.2499999999381 1.2500000000003 1.2500000000001
19 1.1217843613599 1.2500000000142 1.2500000000000 1.2500000000000
20 1.1249713188304 1.2499999999977 1.2500000000000 1.2500000000000
21 1.1279319483516 1.2499999999992 1.2500000000000 1.2500000000000
22 1.1306918204772 1.2500000000000 1.2500000000000 1.2500000000000
23 1.1332726371099 1.2500000000000 1.2500000000000 1.2500000000000
24 1.1356929526660 1.2500000000000 1.2500000000000 1.2500000000000
25 1.1379687375065 1.2500000000000 1.2500000000000 1.2500000000000
1 1.2500000000000 1.2500000000000 1.2500000000000 1.2500000000000
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Tabelle 3.9: Beschleunigung der 1=z-Entwicklung f




















0 0.5616612051465 0.5616612051465 0.5616612051465 0.5616612051465
1 0.7863256872051 1.6849836154396 -0.3059163945457 2.6080909407769
2 0.8874247041315 0.9701420816167 0.7940766412801 0.9577796962313
3 0.9439652654496 1.2243836934260 -1.1522101700658 3.1025765473446
4 0.9806511031658 1.3766486583033 1.0194845663501 1.0956840719847
5 1.0067835140576 1.2606316137981 1.3505347495214 1.3043957020692
6 1.0265784800276 1.2248589296994 1.2352073615060 1.2419028868439
7 1.0422312196170 1.2541354238190 1.2518157890306 1.2509080637530
8 1.0550056275790 1.2527652442066 1.2497879615312 1.2498773382912
9 1.0656857514131 1.2489653420852 1.2500334820297 1.2500242428488
10 1.0747865667307 1.2499591776960 1.2499967357241 1.2499978469438
11 1.0826618965033 1.2500870799704 1.2499996928156 1.2499996351556
12 1.0895638413456 1.2499875058906 1.2500000919066 1.2500000804822
13 1.0956774851981 1.2499969916043 1.2500000068453 1.2500000081303
14 1.1011421634246 1.2500011069798 1.2499999962522 1.2499999965593
15 1.1060650318428 1.2499999809870 1.2500000000964 1.2500000000368
16 1.1105300244656 1.2499999550124 1.2500000001028 1.2500000000991
17 1.1146039429560 1.2500000067020 1.2499999999887 1.2499999999905
18 1.1183407028756 1.2500000008187 1.2499999999982 1.2499999999981
19 1.1217843613599 1.2499999996639 1.2500000000004 1.2500000000004
20 1.1249713188304 1.2500000000137 1.2500000000000 1.2500000000000
21 1.1279319483516 1.2500000000089 1.2500000000000 1.2500000000000
22 1.1306918204772 1.2499999999985 1.2500000000000 1.2500000000000
23 1.1332726371099 1.2499999999999 1.2500000000000 1.2500000000000
24 1.1356929526660 1.2500000000000 1.2500000000000 1.2500000000000
25 1.1379687375065 1.2500000000000 1.2500000000000 1.2500000000000
1 1.2500000000000 1.2500000000000 1.2500000000000 1.2500000000000
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F

ur z = 4=5 sind unsere besten Resultate die in der letzten Spalte von Tabelle 3.8.
Man kann sie direkt mit [368, Tab. 14-5, S. 358] vergleichen. Dabei stellt man fest, da
unsere besten Ergebnisse viel besser sind als die, die man mit Brezinskis -Algorithmus
[47] und der iterierten 
2
-Transformation [368, Abschn. 10.3] erh

alt. Alle Daten in Tabelle
3.8 kann man auch direkt mit [368, Tab. 14-6, S. 360] vergleichen. Dort wird die Levin-


























































benutzt. Der Vergleich zeigt f

ur dieses Beispiel, da in jedem Fall die
1
J-Transformation




In Tabellen 3.10 - 3.13 wird die Euler-Reihe behandelt. Es handelt sich um eine diver-





















d t : (3.228)
Die Terme der Euler-Reihe sind im wesentlichen bestimmt durch die Momente 
n
= n!
des positiven Maes d (t) = exp( t) d t. Demnach ist das Euler-Integral eine Stieltjes-










aufgrund der Gleichung [110, S. 144, Gl. (14)]
z exp(z)E
1





ur z > 0

uber das Unterprogramm S13AAF der
NAG-Bibliothek berechnet werden. Ein exakter Wert f

ur die summierte Reihe ist demnach
verf

ugbar. Aus diesem Grund verwenden wir f

ur die folgenden Tabellen die Euler-Reihe in
















Diese Reihe hat Konvergenzradius Null und divergiert rasch f

ur alle jzj <1. Die Divergenz
ist je schneller, je kleiner z ist. Die Summation dieser divergenten Reihe ist eindeutig
aufgrund eines Theorems von Carleman [292, S. 39].
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In den Tabellen 3.10 und 3.11 wird der Fall z = 3 behandelt. Verwendet werden die
p
T-Transformation aus Gl. (3.30) und die
p
~



















ur  = 1 und  = 2
entsprechend zu 
k
= 1 + k und 
k


























= 2 + k in Tabelle 3.11 andererseits. Man sollte erwarten, da die
~
t-Varianten










J-Transformation. Letztere verhalten sich sehr

ahnlich.
In DOUBLE PRECISION wichen h

ochsten die letzten beiden Stellen im Falle 
k
= 2




= 1 + k und 
k
= 2 + k von den
QUADRUPLE PRECISION Resultaten in den Tabellen 3.10 und 3.11 ab. Folglich sind
numerische Instabilit

aten im Falle dieser alternierenden Reihe unwichtig f

ur ein groes
Argument wie z = 3.
Die Daten in den Tabellen 3.10 und 3.11 kann man direkt mit Literaturergebnissen
vergleichen [368, Tab. 13-1, S. 328, Tab. 13-2, S. 329]. Der Vergleich zeigt, da sowohl






= 2 dem Verhalten der t-Transformation von






= 1 + k und

k
= 2+ k den Resultaten der
~




Dies ist ein bemerkenswerter Erfolg der
2
J-Transformation, da die Weniger-Transformati-
on f

ur stark divergente Stieltjes-Reihen sehr ezient ist [376, 377, 378].
In den Tabellen 3.12 und 3.13 sind Resultate f









g) aus Gl. (3.30) f






p = 2 entsprechend zu 
k
= 2 + k und f

ur p = 3 entsprechend zu 
k
= 2 + 2k in Tabelle










g) aus Gl. (3.31) f






ur p = 2 entsprechend zu 
k
= 1 + k und f

ur p = 3 entsprechend zu 
k
= 1 + 2k
in Tabelle 3.13 andererseits.
Man bemerke, da die Wahl 
k
= +2k, die der
3
J-Transformation entspricht, gleich-
bedeutend ist mit der Verwendung entsprechender t- oder
~
t-Varianten der Weniger-Trans-
formation (2.55) aufgrund von Gl. (3.176) in Verbindung mit Satz 3.4. Ein Vergleich der






Wieder ist der Unterschied zwischen einander entsprechenden t- und
~
t-Varianten nicht
gro. Die Wahl der 
k
ist wichtiger als dieser Unterschied, der einer Indexverschiebung
von !
n
um Eins entspricht. Die Transformationen zu 
k







t-Variante der Levin-Transformation [368, Tab. 13-3, S. 330]. Die Trans-
formationen zu 
k
= 2 + (p  1)k sind denen zu 
k
= 1 + (p  1)k leicht

uberlegen.




= 2 waren die
besten Resultate 7 exakte Stellen f










= 2+ 2k und n = 18, 7 Dezimalstellen for n = 15 und 
k














oere n nahm die Genauigkeit wieder ab.
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) ab, deren Modellfolge auf einer Entwicklung
in Pochhammer-Symbolen 1=(  n)
j




-Transformation sich als eine der besten bisher bekannten Summationsmethoden
f

ur die Euler-Reihe erwiesen hat. [368, Tab. 13-3, S. 330]
In den Tabellen 3.12 und 3.13 liest man ab, da die Transformationen zu 
k
=  + k
denen zu 
k
=  + 2k deutlich

uberlegen sind. Das heit, da die
2
J-Transformation in
diesem Fall besser ist als die Weniger-Transformation (2.55). Dies ist in gewisser Weise
verwandt zu Resultaten f






Grundzustandsenergie anharmonischer Oszillatoren [371]. Dort stellte sich heraus, da die
Transformation (2.55) nicht die beste Methode war, sondern eine Folgentransformation,
die man als eine Interpolation zwischen der Levin-Transformation und der Weniger-Trans-
formation (2.55) ansehen kann. Aufgrund von Satz 3.20 f

ur  = 1 und Satz 3.4 ist die






























J-Transformation ergeben, liegen also zwischen der Levin- und der Weniger-Trans-





ur groe n (oder groe k) betrit.
In den Tabellen 3.14 - 3.16 wird die Stieltjes-Reihe




































d t : (3.237)
Der Konvergenzradius der Reihe ist Eins. F

ur jzj > 1 divergiert die Reihe, kann aber
summiert werden, sofern z nicht auf dem Schnitt  1 < z   1 liegt.
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F

ur z =  0:9 in Tabelle 3.14 ist die Reihe absolut konvergent und alle Terme haben







g), Gl. (3.30), f

ur




ur p = 2 entsprechend zu 
k
= 1 + k, und p = 3
entsprechend zu 
k
= 1+2k verglichen. Letztere ist identisch zur t-Variante der Weniger-
Transformation (2.55). Die Daten k

onnen direkt mit Literaturergebnissen [368, Tab. 13-6,








abschneidet als Wynns -Algorithmus [399], jedoch schlechter als die Levin-t-Transforma-

















g) ab, die identisch ist mit der Weniger-t-Trans-
formation.













= 1 + 2k




ur z = 1 ist die Reihe (3.235) alternierend und bedingt konvergent. Aufgrund der
alternierenden Vorzeichen erwartet man eine relativ hohe numerische Stabilit

at der J -








g), Gl. (3.30), f





ur p = 2
entsprechend zu 
k
= 1 + k sowie f

ur p = 3 entsprechend zu 
k
= 1 + 2k miteinander

























g) ist den anderen beiden Transformationen in Tabelle 3.15 deutlich
unterlegen, dem -Algorithmus aber deutlich

uberlegen [368, Tab. 13-5, S. 335]. Die Levin-
t-Transformation ist f

ur dieses Beispiel etwas schlechter als die Weniger-t-Transformati-







g) identisch ist. Wie erwartet, beobachtet man in DOUBLE
PRECISION keinen Stellenverlust abgesehen von einer gelegentlichen Abweichung in der





ur z = 5 ist die Reihe (3.235) alternierend und divergiert. Ihre Summation wird in







g), Gl. (3.30), f






ur p = 2 entsprechend zu 
k
= 1+k sowie f

ur p = 3 entsprechend
zu 
k
= 1 + 2k verglichen. F

ur die Summation dieser divergenten Reihe ist die Variante
zu 
k
= 1 + k, also die
2
T-Transformation, den Varianten zu 
k
= 1 und 
k
= 1 + 2k

uberlegen. Die letzteren schneiden sehr

ahnlich ab.













= 1 + 2k
und n = 16. Zumindest f





Wichtige Resultate der numerischen Test kann man folgendermaen zusammenfassen:
a) Die J -Transformation kann erfolgreich mit den Restabsch

atzungen von Levin [222]
und von Smith und Ford [328] kombiniert werden. Vor allem geeignete u-Varianten
sind f

ur weite Anwendungsbereiche geeignete Verfahren,

ahnlich wie die u-Trans-
formation von Levin. Sowohl f

ur linear konvergente als auch f

ur divergente Folgen
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kann man t- und
~
t-Varianten der J -Transformation mit gutem Erfolg verwenden.
Die
~







ur die das asymptotische Verhalten der Reste analytisch behandelt werden












g) entsprechend zu 
k










g) entsprechend zu 
k





ur logarithmisch konvergente Folgen sind die
u-Varianten beider Transformationen

ahnlich erfolgreich wie Levins u-Transforma-
tion [222]. F






Transformation der Weniger-Transformation (2.55) vergleichbar oder

uberlegen.
c) Die Wahl der Hierarchie (also der 
(k)
n




d) Die numerische Stabilit

at der Verfahren ist

ahnlich wie bei Levin-artigen Methoden.
Die Behandlung logarithmischer Konvergenz stellt hier hohe Anforderungen. Die
Stabilit






at der J -Transformation ist sehr n

utzlich. Es ist leicht, oensichtlich
erfolgreiche Transformationen durch eine problemangepate, heuristische Wahl von
Restabsch

atzungen und Hierarchien zu erhalten. Zudem ist der Rechenaufwand da-
bei sehr gering.
Einige weitere Tests werden im Zusammenhang mit neuen Formen der Restabsch

atzung
in einem folgenden Abschnitt besprochen.
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= 1 + k 
k















































































1 0.78625122076596 0.78625122076596 0.78625122076596
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= 1 + k 
k















































































1 0.78625122076596 0.78625122076596 0.78625122076596
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= 2 + k 
k















































































1 0.46145531624187 0.46145531624187 0.46145531624187
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= 1 + k 
k















































































1 0.46145531624187 0.46145531624187 0.46145531624187
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(1; 1; 2; z) f











= 1 + k 
k
= 1 + 2k
5 -1.919 -2.27954315047305 -2.28986131439088 -2.29512066836042
6 -1.987 -2.29255152474082 -2.29820668920652 -2.30050441124223
7 -2.041 -2.29821515108454 -2.30108778188842 -2.30201068101470
8 -2.084 -2.30068184561078 -2.30207506175652 -2.30242744827476
9 -2.119 -2.30175618724194 -2.30241181432121 -2.30254199436228
10 -2.147 -2.30222408980436 -2.30252632999967 -2.30257334141836
11 -2.171 -2.30242786913467 -2.30256519120788 -2.30258189482907
12 -2.190 -2.30251661822965 -2.30257835929323 -2.30258422385422
13 -2.207 -2.30255527018393 -2.30258281638654 -2.30258485705095
14 -2.220 -2.30257210408649 -2.30258432374790 -2.30258502899755
15 -2.232 -2.30257943578394 -2.30258483319556 -2.30258507564758
16 -2.242 -2.30258262901522 -2.30258500528580 -2.30258508829481
17 -2.250 -2.30258401980573 -2.30258506339306 -2.30258509172157
18 -2.257 -2.30258462556191 -2.30258508300655 -2.30258509264961
19 -2.263 -2.30258488940036 -2.30258508962498 -2.30258509290084
20 -2.269 -2.30258500431671 -2.30258509185778 -2.30258509296883
21 -2.273 -2.30258505436952 -2.30258509261089 -2.30258509298723
22 -2.277 -2.30258507617057 -2.30258509286486 -2.30258509299220
23 -2.280 -2.30258508566631 -2.30258509295049 -2.30258509299355
24 -2.283 -2.30258508980232 -2.30258509297937 -2.30258509299391
25 -2.286 -2.30258509160383 -2.30258509298910 -2.30258509299401
26 -2.288 -2.30258509238851 -2.30258509299238 -2.30258509299404
27 -2.290 -2.30258509273029 -2.30258509299348 -2.30258509299404
28 -2.291 -2.30258509287916 -2.30258509299386 -2.30258509299404
29 -2.293 -2.30258509294401 -2.30258509299398 -2.30258509299405
30 -2.294 -2.30258509297225 -2.30258509299402 -2.30258509299405
1 -2.303 -2.30258509299405 -2.30258509299405 -2.30258509299405
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(1; 1; 2; z) f











= 1 + k 
k
= 1 + 2k
5 0.617 0.69314752228759 0.69314712706300 0.69314726571364
6 0.760 0.69314715292958 0.69314718127769 0.69314718328808
7 0.635 0.69314718212288 0.69314718062868 0.69314718064517
8 0.746 0.69314718051087 0.69314718056011 0.69314718056257
9 0.646 0.69314718055803 0.69314718055987 0.69314718056003
10 0.737 0.69314718056042 0.69314718055994 0.69314718055995
11 0.653 0.69314718055990 0.69314718055995 0.69314718055995
12 0.730 0.69314718055995 0.69314718055995 0.69314718055995
13 0.659 0.69314718055995 0.69314718055995 0.69314718055995
14 0.725 0.69314718055995 0.69314718055995 0.69314718055995
15 0.663 0.69314718055995 0.69314718055995 0.69314718055995
1 0.693 0.69314718055995 0.69314718055995 0.69314718055995




(1; 1; 2; z) f











= 1 + k 
k








































ur Levin-artige Folgentransformationen dis-




uhrt, die mit der wohlbekannten Kummer-
Transformation zusammenh

angt. Es werden schlielich numerische Tests vorgef

uhrt, die
zeigen, da diese neue Restabsch

atzung Levin-artige Folgentransformationen deutlich ef-
zienter machen kann. Dieses Kapitel st





arsten nichtlinearen Folgentransformationen ist der ber

uhmte -Algorith-
mus von Wynn [399] aus Gl. (2.25). Dieser ist sehr robust und h

angt nur von den Folgen-
elementen s
n
ab in einer durch den Algorithmus ein f

ur allemal festgelegten Weise. Daher
erlaubt er nicht, weitere Informationen

uber die Problemfolge einzubringen.
Ziemlich h

aug sind allerdings zumindest qualitative oder auch asymptotische Infor-
mationen

uber das Problem bekannt. Nat

urlich erwartet man, da Methoden, die diese
zus

atzliche Information nutzen, potentiell leistungsf

ahiger sind als Methoden, die dies
nicht erlauben. In den letzten Jahrzehnten wurden Folgentransformationen und Extrapo-
lationsverfahren entwickelt, die es erm

oglichen, weitere Informationen neben den Werten
der Folgenelemente fs
n
g einieen zu lassen, wobei dies meist

uber Hilfsfolgen geschieht.
Als ziemlich allgemeinen Rahmen f

ur derartige Transformationen kann man die E-Trans-
formation von Brezinski [52] und Havie [154] ansehen, die ja wie wir wissen von Hilfsfolgen
abh

angt und durch Spezialisierung viele bekannte Methoden mit meist deutlich einfache-
ren Algorithmen ergibt.
Man nehme beispielsweise an, da das asymptotische Verhalten der Terme a
m
einer
unendlichen Reihe bekannt ist. Kann man dann diese Information zur Konvergenzverbes-
serung der Teilsummen s
n
diese speziellen Reihe nutzen? Die Antwort darauf ist positiv, da
man Methoden nden kann, die auf Konvergenztests beruhen, die ja vom asymptotischen
Verhalten der Terme der Reihe abh

angen [239, 240, 241]. Alternativ kann man Methoden
95
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benutzen, die auf Absch

atzungen des Restes s  s
n
beruhen. Das bekannteste Beispiel f

ur





benutzt. Auf diese Weise kann die Levin-Transformation zus

atzliche Informationen in
den Algorithmus einieen lassen, was schlielich dann h

aug zu guten Resultaten bei
Konvergenzbeschleunigung und Summation Anla gibt.
Da man die Restabsch






es nicht, da die Levin-Transformation und andere Verfahren, die Restabsch

atzungen ver-
wenden, [162, 160, 368] sich als Spezialf

alle des E-Algorithmus auassen lassen.
Die explizite Ber

ucksichtigung der in den Restabsch

atzungen enthaltenen Informatio-
nen ist zugleich die groe St

arke wie auch die groe Schw

ache dieser Methoden. Wenn man
gute Restabsch

atzungen nden kann, die den Fehler der Problemfolge gut approximieren,
dann sollten Levin-artige Transformationen sehr gut konvergieren. Wenn man jedoch keine
derartigen Restabsch

atzungen nden kann, dann ist kaum ein Erfolg zu erwarten.
Die Bestimmung solcher guter Restabsch

atzungen ist also f

ur den letztendlichen Erfolg







atzungen werden im folgenden diskutiert.
4.2 Methode




























; j !1 : (4.3)














































= s : (4.7)
Wie wir schon wissen, gibt es andererseits Folgentransformationen, die | neben den
Elementen der urspr











angen. Beispiele sind die Levin-Transformation, die Weniger-Transformation und die
J -Transformation.
Es ist bekannt [368, Abschn. 12{14], da viele Folgentransformationen mit expliziten
Restabsch

atzungen die Konvergenz beschleunigen, falls | zus

atzlich zu mehr technischen






= O(1) ; n!1 (4.9)
erf

ullt ist. Deshalb ist eine erfolgreiche Wahl der Restabsch

atzungen von immenser Be-
deutung f

ur Erfolg oder Mierfolg eines Verfahrens zur Konvergenzbeschleunigung oder
Summation. Auerdem wird auch die Konvergenzgeschwindigkeit der transformierten Fol-
ge durch die Restabsch

atzung bestimmt.
Bei gegebener Problemfolge s
n
steht man vor dem praktischen Problem, eine Folge von
Restabsch

atzungen zu nden, die Gl. (4.9) erf

ullen. Hier sollte man zun

achst bemerken,
da die asymptotische Bedingung Gl. (4.9) die Restabsch

atzungen nicht eindeutig festlegt.
Im Prinzip kann man f

ur eine gegebene Folge fs
n
g eine unbegrenzte Anzahl von Restab-
sch

atzungen nden, die alle Gl. (4.9) erf

ullen.
Wir erinnern an die Einteilung nach hyperlinearer, linearer und logarithmischer Kon-
vergenz, die sich auf Gl. (2.1) st

utzt. Diese Klassizierung nach Konvergenztypen beein-
ut selbstverst

andlich auch die Suche geeigneter Restabsch

atzungen.




atzungen (2.10a), (2.10c) und (2.10d) kann































schreiben. Hier haben wir zum Zwecke der folgenden Diskussion die Notation leicht ver

an-













t-Variante (2.10b). Die t- und
~
t-Varianten sind geeignet f

ur lineare Konvergenz.
Auerdem kann man sie auch f

ur die Summation divergenter Potenzreihen einsetzen [368,
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376, 378]. Die u- und v-Varianten kann man auch im Falle logarithmischer Konvergenz
nutzen.




ur n!1 wie die
Terme a
n
der Reihe s verhalten, gem

a der asymptotischen Bedingung (4.3). Dann kann






ur die Folge fs
n










= (n + )a^
n






















setzt. In Gl. (4.12) wurde der zus






ur Levin-artige Algorithmen zu Folgentransformationen f

uhren,
die linear in den Inputdaten fs
n
g sind. Dies impliziert jedoch nicht, da auf diese Weise
erhaltene Folgentransformationen lineare Funktionen des Argumentes von Potenzreihen
sind, wenn die Partialsummen von Potenzreihen transformiert werden. In solchen F

allen
ist die asymptotisch verwandte Reihe s^ ebenfalls eine Potenzreihe und die resultierenden
Transformationen sind rationale Funktionen des Argumentes der Potenzreihe.
















ur jede Levin-artige Transformation erh

alt man damit eine neue Variante, die
wir die k-Variante bez

uglich der Folge s^
n
oder kurz k-Variante der jeweiligen Transfor-





der exakte Rest der asymptotische verwandten Folge s^
n
verwendet wird.












+    (4.14)

































+    : (4.17)
Es scheint damit plausibel, da der Schwanz (4.17) dem Schwanz (4.16)

uberlegen sein
kann, um den Schwanz (4.14) abzusch

atzen, da man zumindest f

ur die asymptotisch ver-
wandte Reihe das exakte Resultat verwendet. In dieser heuristischen Interpretation ver-
nachl

assigt man jedoch, da f

ur Levin-artige Verfahren die Restabsch

atzungen nur bis
auf einen multiplikativen Faktor bekannt sein m








ur c 6= 0 sind. Man vergleiche hierzu auch Gl. (4.9).
4.3. NUMERISCHE BEISPIELE 99
Angesichts der Vielzahl verschiedener Konvergenzbeschleunigungs- und Summations-
probleme, die in der Praxis auftauchen k

onnen, ist es wahrscheinlich nicht m

oglich, eine
allgemeine Antwort auf die Frage zu nden, welche der oben vorgestellten Restabsch

at-






utzlichkeit der neuen Restabsch

atzung zu zeigen, gen

ugt es, Beispiele anzu-
geben, f





uberlegen ist. Es wird nicht behauptet, da die
k-Variante den anderen Varianten stets

uberlegen ist. Es wird nur angeregt, diese Vari-
ante neben anderen anzuwenden, wenn dies m

oglich ist, das heit, wenn asymptotische
Absch

atzungen der Terme vorhanden sind und die entsprechende asymptotisch verwandte
Reihe in geschlossener Form aufsummiert werden kann.
Es gibt eine weitere Frage, die numerisch f

ur bestimmte Beispiele untersucht wird:
Welche der folgenden Zug

ange ist am besten?
1. Die Verwendung der Kummer-Transformation ohne weitere Konvergenzbeschleuni-
gung.
2. Die Verwendung der Kummer-Transformation mit anschlieender, weiterer Konver-
genzbeschleunigung.




Wieder ist nicht n

otig, da die Antwort auf diese Frage allgemeing

ultig ist, noch wird es
behauptet.
4.3 Numerische Beispiele
Als erstes Beispiel behandeln wir die schon bekannte 1=z-Entwicklung (3.219). Um eine














= [2m!] : (4.18)
Wir m













= 0 : (4.19)
Hierbei wurde (1=2)
 1








benutzt. Wegen s^ = 0 kann man die Partialsummen der asymptotisch verwandten Reihe
als das Negative der Schw

anze (4.17) schreiben. Der entstehende Ausdruck kann mittels
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Tabelle 4.1: Vergleich der k-Variante mit anderen Varianten f

ur logarithmische Konvergenz
Beschleunigung der 1=z-Entwicklung f

ur z = 4=5 mittels der
1
J-Transformation (3.29) mit
























0 0.5616612051465 0.5616612051465 0.5616612051465 0.5616612051465
2 1.0441621062120 1.0346390621120 1.3402778834228 1.2677495773307
4 1.2344590561626 1.2441144717550 1.2474059560937 1.2492068735789
6 1.2497238969666 1.2494201974297 1.2500910901060 1.2500403110143
8 1.2501759545590 1.2499732170772 1.2499958452236 1.2499973278785
10 1.2499682133207 1.2499982601328 1.2500002099615 1.2500001534639
12 1.2500020835907 1.2499998911472 1.2499999926654 1.2499999931519
14 1.2499998954210 1.2499999936133 1.2500000003150 1.2500000002378
16 1.2500000024541 1.2499999995931 1.2499999999964 1.2499999999936
18 1.2499999999381 1.2499999999752 1.2500000000003 1.2500000000001
20 1.2499999999977 1.2499999999985 1.2500000000000 1.2500000000000
1 1.2500000000000 1.2500000000000 1.2500000000000 1.2500000000000















































als k-Variante der Restabsch

atzung. Da die J -Transformation gem

a Satz 3.2 multiplika-
tiv invariant in !
n










ur beliebige c 6= 0 verallgemeinern. Die k-Variante entspricht also genau einer der linearen
Varianten aus den Tabellen 3.6, 3.7, 3.8 und 3.9.
In Tabelle 4.1 vergleichen wir verschiedene Varianten der J -Transformation bei An-
wendung auf die 1=z-Entwicklung f

ur z = 4=5. Dieser Wert wurde auch in den Tabellen















). Zum Vergleich gilt
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s
20
= 1:125. Die Resultate in Tabelle 4.1 zeigen, da die nichtlineare u-Variante

ahnli-
che Ergebnisse liefert wie die lineare lu-Variante zu !
n
= (n + 1) a^
n
(vgl. Gl. (4.12)),









oere n verhalten sich die Varianten in den letzten beiden Spalten




















Als zweites Beispiel betrachten wir die Berechnung der in der Quantenchemie wohlbe-
kannten F
m











) d u (4.25)
deniert sind,










=j!(2m+ 2j + 1) : (4.26)






























zur Reihe (4.26) asymptotisch verwandt im Sinne von Kummer. Als k-Variante der Rest-
absch




















mit einem beliebigen c 6= 0 verwenden. Zur Berechnung verwenden wir in diesem Fall die
2
J-Transformation mit  = 1 und erhalten die Ergebnisse in Tabellen 4.2 und 4.3. Man
sieht, da in beiden F






ur den Fall linearer Konvergenz werden in Abschnitt 9.3 angegeben.
Auch dort zeigt sich, da eine geeignete k-Variante in Verbindung mit Levin-artigen Trans-
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Tabelle 4.2: Vergleich der k-, t- und u-Varianten f

ur lineare Konvergenz
Beschleunigung der Reihe (4.26) f

ur z = 4 und m = 0 mittels der
2
J-Transformation












3 -0.257 0.43136150234742 0.44406779661017 0.44089391738692
4 0.928 0.44059344340751 0.44052606934180 0.44102641238881
5 0.152 0.44093125531403 0.44107731493954 0.44104046050598
6 0.590 0.44103732133151 0.44103797626077 0.44104066226450
7 0.373 0.44104015694010 0.44104082957819 0.44104069556696
8 0.469 0.44104067826428 0.44104068908252 0.44104069531915
9 0.431 0.44104069384092 0.44104069560068 0.44104069538189
10 0.445 0.44104069532701 0.44104069537374 0.44104069538113
11 0.440 0.44104069537814 0.44104069538140 0.44104069538121
12 0.441 0.44104069538110 0.44104069538121 0.44104069538121
13 0.441 0.44104069538121 0.44104069538121 0.44104069538121
Tabelle 4.3: Vergleich der k-, t- und u-Varianten f

ur lineare Konvergenz
Beschleunigung der Reihe (4.26) f

ur z = 8 und m = 0 mittels der
2
J-Transformation












3 -7.457 0.28872412727834 0.32616984402080 0.31272764551944
4 11.506 0.31085083112389 0.30790633519758 0.31316461281120
5 -13.318 0.31207469068192 0.31433516321814 0.31329808013987
6 14.688 0.31328823054436 0.31311468768915 0.31330696806662
7 -13.052 0.31327793459650 0.31333560995231 0.31330867146679
8 11.425 0.31330893088482 0.31330538568704 0.31330867250119
9 -8.042 0.31330826887725 0.31330901934190 0.31330868777436
10 6.048 0.31330869027997 0.31330865784273 0.31330868721431
11 -3.308 0.31330868392332 0.31330868956263 0.31330868732586
12 2.431 0.31330868731153 0.31330868716851 0.31330868732074
13 -0.839 0.31330868730303 0.31330868733044 0.31330868732131
14 0.900 0.31330868732101 0.31330868732080 0.31330868732128






































sind die einfachsten Orthogonalentwicklungen. Beschreiben sie nicht beliebig oft dieren-







,  > 0, f

ur groe n. [134] Dies f

uhrt zu langsamer Konvergenz, falls  eine
kleine Zahl ist. Daher versuchte man schon relativ fr

uh, die Konvergenz zu beschleunigen.
Dazu verwendete man meist lineare Verfahren. Als Beispiele seien genannt das Verfahren
von Jones und Hardy [198], das von Shaw, Johnson und Riess [316], Tasche [354], Baszenski
und Delvos [23] und Baszenski, Delvos und Tasche [24] ausgebaut wurde, ferner das Ver-
fahren von Kiefer und Weiss [208], das auf partieller Summation beruht, die Methoden von
Longman (siehe [229] und darin enthaltene Referenzen), die auf Darstellung von Fourier-
Reihen als Integralen von Potenzreihen basieren, und schlielich Arbeiten von Boyd [41],
der Verallgemeinerungen der Euler-Transformation f

ur Fourier-Reihen untersuchte.





ur Potenzreihen erfolgreich sind, vor besondere Probleme. Dies h

angt mit dem
komplizierteren Vorzeichenmuster der Terme bei Fourier-Reihen zusammen. Man kann
auch sagen, da Fourier-Reihen Summen von mehreren Potenzreihen sind, zumindest in
den beiden Variablen exp(+i) und exp( i), m

oglicherweise auch in noch mehr Variab-




selbst noch oszillierende Bestandteile aufweisen.
Eine gewisse Ausnahme stellt der -Algorithmus dar. Der Grund daf

ur ist, da laut
Satz 2.1 dieser Algorithmus f

ur Folgen exakt ist, deren Terme sich als Linearkombinatio-





2 C , mit polynomialen Koezienten darstellen lassen. Dies heit
aber auch, da die Partialsummen von Fourier-Reihen mit polynomialen Koezienten als
103
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-Transformationen sind, wie Sidi gezeigt hat [323], in der Lage, Fourier-
Reihen zu beschleunigen, verlangen allerdings f

ur m > 1 einen h

oheren Aufwand zur
Berechnung als die weiter unten zu besprechenden Verfahren.
Es gibt f

ur das Extrapolationsproblem von Fourier-Reihen mehrere prinzipielle L

osun-
gen: Man kann zum einen g

anzlich neue Extrapolationsverfahren ersinnen. Dies kann man
durch geeignete Verallgemeinerung von Modellfolgen oder durch Iteration einfacher Fol-
gentransformationen erreichen. Andererseits ergeben sich durch Umformulieren des Pro-
blemes M

oglichkeiten, auch Verfahren f

ur Potenzreihen erfolgreich einzusetzen. Hierzu ist
die Darstellung gewisser einfacher reeller Fourier-Reihen durch den Realteil geeigneter
komplexer Potenzreihen zu rechnen. Dies kann man, wie wir sehen werden, auf kompli-
ziertere Fourier-Reihen verallgemeinern.
Auerdem kann man analoge Verfahren f

ur Entwicklungen nach Orthogonalpolynomen
einf

uhren, wie wir im folgenden sehen werden.





utzt sich auf [159].
5.1.1 Modellfolge der H-Transformation
Wir verfolgen den ersten der oben beschriebenen Wege und verallgemeinern die Modell-
folge. Anstelle der Modellfolge
s
n










die zur Levin-Transformation f






























angt von zwei zus

atzlichen Phasenfaktoren ab. Diese Modellfolge kann man moti-





























die in Gl. (5.2) denierten Partialsummen der Fourier-Reihe sind. Unter Ver-
wendung der Additionstheoreme der trigonometrischen Funktionen sieht man ein, da
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Terme auftreten, die proportional zu sin(n) und cos(n) oder, was

aquivalent ist, zu den





































































ur groe n annimmt, so gelangt man bei Beschr




























Diese ist zur Modellfolge (5.4)























nichtoszillierenden Koezienten, wie wir sehen werden.
Wir bemerken, da die Modellfolge (5.4) auch ein Spezialfall des Ansatzes ist, der
zu dem generalized Richardson extrapolation process (GREP) von Sidi [317] f

uhrt. Die
Modellfolge ist ferner, wie bei vielen anderen Transformationen auch, ein Spezialfall des
Kerns (2.16) der E-Transformation, wenn man dort ein doppelt so groes und demnach

















ur j = k + 1; : : : ; K
(5.11)
verwendet, so da man eine entsprechenden rekursiven Algorithmus

uber die relativ kom-
plizierten, mehrdimensionalen Rekursionen (2.19) oder (2.21) denieren kann.
Wir werden im n

achsten Abschnitt zeigen, da es einen wesentlich einfacheren Algo-
rithmus gibt.
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5.1.2 Herleitung der H-Transformation
Jetzt werden wir eine nichtlineare, Levin-artige Folgentransformation herleiten, die f

ur die





ur alle n gilt.
Wir f






















ein. Es gilt P
(2k)








, die in Gl. (5.12) deniert sind, kann man benutzen, um eine lineare
Rekursion mit (2k + 1) Termen und konstanten Koezienten zu denieren, die P
(2k)
(x)









= 0 (n  0) : (5.13)













(0  j  k   1) (5.14)






an, um den Grenzwert s


















































Demnach kann man die rechte Seite der letzten Gleichung als Linearkombination von
Termen der Form (5.14) schreiben. Es folgt, da die linke Seite von Gl. (5.15) verschwindet.
Au





























































angig von den Partialsummen oder Fourier-Koezienten der
Reihe sind, sonst aber nichtlinear.
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Als eine kleine Modikation dieser Formeln kann man Z

ahler und Nenner durch (n +
+2k)
k 1
dividieren. Dadurch wird die Gr

oe der typischen Terme der Summen in Z

ahler




























































5.1.3 Rekursive Berechnung der H-Transformation
In diesem Abschnitt wird ein ezienter Algorithmus f









































ur den Nenner und t
(k)
m

















= (m+ ) t
(k 1)
m
(k  1) (5.19)













  2 cos() p
(2k 2)
m 1














(0  m  2k); (5.21)
erlaubt Gl. (5.19) die rekursive Berechnung von Z

ahler und Nenner der Transformation
(5.16). Gleichungen (5.20) und (5.21) folgen direkt aus der Denition (5.12) des charakte-
ristischen Polynoms und Betrachtung seiner Ableitung. Beide Rekursionsbeziehungen sind
f

ur alle m g






ur alle m-Werte auerhalb des Bereichs





ahler und Nenner von Gl. (5.16) identische Rekursionsbeziehung zu erhal-
ten, benutzen wir Gl. (5.19) in Gl. (5.18) und verwenden die Beziehungen (5.20) und (5.21),
um alle Koezienten p mit oberem Index 2k zu eliminieren. Nach einigen Indextrans-
formationen und unter Verwendung von Gl. (5.18) ergibt sich als Resultat die folgende




= (n + )M
(k 1)
n
+ (n + 2k + )M
(k 1)
n+2
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Mit dieser Rekursionsbeziehung kann man sowohl Z

ahler als auch Nenner der Transfor-











































+ (n+ 2k + )Z
(k 1)
n+2










+ (n + 2k + )N
(k 1)
n+2













































n +  + k
n+  + 2k
"
n+  + 2k   1









n +  + 2k
"
n+  + 2k   2









5.1.4 Eigenschaften der H-Transformation
Wie im Falle der J -Transformation ist auch die H-Transformation invariant unter Trans-
lation und homogen in s
n
und demnach quasilinear [55],[59, Abschn. 1.4]. Die folgenden
S

atze ergeben sich direkt aus Gl. (5.16):
Satz 5.1


















ur beliebige Konstanten A und B.
Satz 5.2
Die H-Transformation ist multiplikativ invariant in !
n


















ur jede Konstante C 6= 0.
F

ur das folgende nehmen wir an, da die Parameter  und  fest vorgegeben sind. Uns




g, die garantieren, da
die H-Transformation wohldeniert ist.
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Unter diesen Voraussetzungen h

angt die Transformation H
(k)
n






























; : : : ; !
n+2k
) (5.28)


































auassen. Hier ist y
(k)
n
eine geeignete Untermenge von C
2k+1
: Da die H-Transformation






angt, ist eine notwendige Bedingung, da
keine Komponente irgendeines Vektors in y
(k)
n
verschwindet. Unter dieser Voraussetzung
folgt aus der Darstellung (5.16), da H
(k)
n


















gilt, das heit, wenn der Nenner in Gl. (5.16) nicht verschwindet. Das ist

aquivalent zu
der Aussage, da 
(k)
n
eine stetige Funktion von (y
1











































Dies ist eine oene Menge. Dann ist 
(k)
n





















































; ~v 2 C
2k+1
(5.34)







(n+  + j + 1)
k 1
(5.35)
gegeben sind. Folglich ist 
(k)
n
linear in den ersten (2k+1) Variablen. Ferner ist die Trans-
formation exakt f











; : : : ; y
2k+1

= c : (5.36)
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in (5.32) deniert ist.
(H-1) Aufgrund der S

atze 5.1 und 5.2 ist 
(k)
n
eine homogene Funktion vom ersten Grade
in den ersten (2k+1) Variablen und eine homogene Funktion vom nullten Grade in
den letzten (2k + 1) Variablen. F

ur alle Vektoren ~x 2 C
2k+1










(~x j ~y) = 
(k)
n




(~x j~y) = 
(k)
n





ist linear in den ersten (2k + 1) Variablen. F

















j ~y) = 
(k)
n





j ~y) : (5.39)
(H-3) F

ur alle konstanten Vektoren ~c = (c; c; : : : ; c) 2 C
2k+1







(~c j ~y) = c : (5.40)




Der folgende Satz zeigt, da die Modellfolge (5.4) das Verhalten der Partialsummen spe-









Die Transformation (5.16) ist exakt f


















(A cos(m) +B sin(m)) (5.42)








ahlt werden, sofern die Beziehun-
gen 0 < jqj < 1 und c 6= 0 gelten.
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gegeben ist. Dies aber ist von der Form der Modellfolge (5.4) f

ur jedes k  1. Dies beendet
den Beweis, da die H-Transformation f

ur diese Modellfolge nach Konstruktion exakt ist.
2
Der folgende Satz zeigt Bedingungen auf, unter denen die H-Transformation die Kon-
vergenz beschleunigt.
Satz 5.5
Man nehme an, da s
n





















=  62 fexp(i); exp( i)g (5.45)































= cos(m)  sin(m) tan(n+ ) (5.47)
f

















































gilt. Unter Verwendung der Denition der Koezienten p
(2k)
m












  2 cos() + 1)
k
6= 0 (5.49)
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schreiben. Aber der Z

ahler verschwindet, da sowohl cos(m) als auch sin(m) L

osungen
der Rekursionsbeziehung (5.13) sind. Damit ist alles gezeigt. 2
Der vorangegangene Satz gibt Bedingungen, unter denen Konvergenzbeschleunigung
auftritt. Allerdings macht er keine Aussagen

uber die Geschwindigkeit, mit der die trans-
formierte Folge konvergiert. Dies wird vom folgenden Satz geleistet.
Satz 5.6
Man nehme an, da s
n




ur alle n gilt und da Gl. (5.45)
mit reellen Konstanten  und  erf










































Beweis: Einfache Algebra unter Verwendung von Gl. (5.16) zeigt wie in der Herleitung des











; 0  j < k) der asymptotischen Entwicklung
(5.50) eliminiert. In f





= s+ (1 +O(1=n))
!
n















































, was aufgrund von Gl. (5.49)
nicht verschwindet. Der Beweis wird vervollst






ur die Koezienten p
(2k)
m























exp( t(n +  +m)) d t und die Denition
(5.12) der Koezienten p
(2k)
m





ur das man die f



































(a; b) in der letzten Zeile dieser Gleichung folgt daraus, da die
Taylor-Reihe von [cos(b + it)  cos(b)]
k
bei t = 0 mit t
k
beginnt. 2
5.1.6 Implementierung der H-Transformation
Der in dem vorangegehenden Abschnitt abgeleitete Algorithmus l

at sich mit sehr geringen
Speicheranspr

uchen implementieren. Betrachtet man den Algorithmus (5.24), so scheint
es, als ob man f










ahler und eines f

ur den Nenner. Die Eintr

age dieser
Felder bezeichnen wir mitM
(k)
n





























Diese ist im folgenden Diagramm gezeigt, wobei k die Spalten und n die Zeilen numeriert:
x x x x o
x x x o c
5
x x x o

















ur 0  n  9. Zwischen Aufrufen
des Programms, das den Algorithmus implementiert, sind die

auersten rechten Elemente
jeder Zeile gespeichert. Das heit, da Elemente, die mit x bezeichnet sind, bei fr

uheren
Aufrufen des Programms abgespeichert oder berechnet wurden, aber jetzt

uberschrieben
sind von Elementen, die mit o bezeichnet sind. Diese Elemente sind abgespeichert vor
einem neuen Aufruf des Programms. W








unter Verwendung der Rekursion neu berechnet in der durch den Index angezeigten





ur den Grenzwert s zur






so ist das das Element am rechten Ende der ersten, sonst das der zweiten Zeile. Formal
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Tabelle 5.1: Konvergenzbeschleunigung der Fourier-Reihe von f() = exp() im Intervall
  <  <  f





































































































Ein Fortran 77-Programm GTRLEV, das diesen Algorithmus implementiert, ist im
Anhang D abgedruckt.





K-Transformationen kann ganz analog erfolgen. Insofern ist dieser Abschnitt exemplarisch
f

ur all diese Transformationen zu sehen.
5.1.7 Numerische Tests der H-Transformation
In Tabelle 5.1 werden die Partialsummen s
n
der Fourier-Reihe
















von f() = exp() im Intervall   <  <  f

ur  = 0:1 verglichen mit den Elemen-
ten der transformierten Folge s
(k)
n





sind die relativen Fehler gegeben. Die transformierte Folge konvergiert im Gegensatz zur
urspr

unglichen Folge der Partialsummen sehr schnell.
Die Berechnung wurde in FORTRAN 77 DOUBLE PRECISION durchgef

uhrt, was
nur 14-15 Dezimalstellen entspricht. Dennoch wurden keine Anzeichen numerischer Insta-
bilit

aten entdeckt. Sogar f

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Tabelle 5.2: Konvergenzbeschleunigung der Fourier-Reihe von f() = 1 +  im Intervall
  <  <  f
































































































von f() = 1 +  im Intervall   <  <  f

ur  = 1 angewandt. Wieder sind auch
die relativen Fehler gegeben. Die Fourier-Reihe selbst konvergiert etwas schneller als die
Fourier-Reihe in Tabelle 5.1. Ihre Konvergenz wird wiederum durch die Folgentransfor-
mation erheblich beschleunigt.



















In Tabelle 5.3 werden Ergebnisse f

ur die Fourier-Reihe





















ur verschiedene Werte von  und q gezeigt. Man beachte, da die Funktion f

ur
q = exp(i) (5.63)
singul

ar wird. Verglichen werden die Transformation (5.16) und der -Algorithmus, der

uber das Programm EPSAL von Weniger [368] berechnet wurde. In diesen numerischen
Tests wurde !
n








=(n + 1) die Fourier-




































Tabelle 5.3: Vergleich der H-Transformation (5.16) mit Wynn's -Algorithmus f

ur die Fourier-Reihe (5.62).
 q = 1=2 q = 3=4 q = 1 q = 5
10
 8
14 22 21 15 23 27 6 10 13 9 14 17 {2 {6 {3 0 0 0 0 0 0 {1 0 {1
30 15 23 24 5 7 7 8 13 18 2 3 3 4 6 9 0 1 0 0 0 0 {2 {4 {4
60 15 23 29 10 17 23 10 17 22 5 10 15 8 12 17 4 7 12 0 0 0 0 0 0
90 17 26 32 3 5 7 13 21 28 1 3 3 11 17 23 1 1 1 4 7 8 {1 0 {1
120 20 30 32 14 22 29 17 27 32 11 18 24 15 23 32 10 15 20 8 13 17 3 6 8
150 22 33 33 6 8 8 19 29 31 3 4 4 17 27 31 2 2 2 9 14 19 0 {2 {4
180 23 33 32 20 30 * 19 29 31 17 26 31 17 27 31 15 23 31 9 15 19 7 11 15
Dargestellt sind f
















, die durch m
n










zu ganzzahligen Werten) deniert sind. Es gilt t = s f


















benutzt wird. Ein Stern () bedeutet, da das Programm EPSAL [368] f

ur diesen




uckgegeben hat. In diesem Fall ist volle Genauigkeit (32-33 Stellen) f

ur einen kleineren Wert von
n erzielt worden. Der Wert von  ist in Grad angegeben.
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die man auf der Grundlage der Partialsummen bis n = 20; 30; 40 der Reihe mit dem je-





onnen aufgrund dieser Daten gezogen werden. Erstens ist die
H-Transformation f

ur den vorliegenden Fall dem -Algorithmus in groen Bereichen der
Parameter weit

uberlegen, solange man nicht nahe einer Singularit

at der Fourier-Reihe
ist. Zweitens ist der -Algorithmus f

ur bestimmte Werte von  besonders schlecht, da der
Algorithmus sich auf falschen Werten stabilisiert. Drittens kann die H-Transformation
auch divergente Fourier-Reihen summieren (siehe Tabelle 5.3 f












ur jqj < 1. Wir werden
die Rolle von Singularit

aten noch gesondert studieren.
5.1.8 Verallgemeinerung auf mehrere Frequenzen
Das Verfahren zur Herleitung der H-Transformation kann man auf Modellfolgen mit meh-

































ur die Modellfolge (5.64) zu berechnen, m

ussen wir einen Algorithmus ange-
ben, mit dessen Hilfe man die Koezienten c
m;j
exakt eliminieren kann. Dazu f

uhren wir
ein verallgemeinertes charakteristisches Polynom P (x) vom Grade M  k ein, das k-fache




























= 0 (n  0) : (5.66)













; l = 0; : : : ; k   1 ; m = 1; : : : ;M (5.67)
gegeben.

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man wie im Fall der H-Transformation, so sieht man nach kurzer Rechnung, da Z

ahler


































deniert sind. Auf diese Weise erh

alt man den folgenden rekursiven Algorithmus zur Be-































































Man erkennt unschwer, da der Algorithmus (5.24) ein Spezialfall des Algorithmus (5.72)
ist. Dies st

utzt sich auf die Beziehungen M = 2, e
1







= 1 und q
1
=  2 cos() implizieren.
5.2 Iterative Algorithmen f

ur Fourier-Reihen
5.2.1 Hierarchisch konsistente Herleitung
In diesem Abschnitt wird eine nichtlineare Folgentransformation vorgestellt, die f

ur Fou-
rier-Reihen geeignet ist. Diese Transformation wird durch Iteration einer einfachen Fol-
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Man vergleiche Gl. (5.4). Auerdem beachte man, da im Z

ahler und im Nenner von Gl.
(5.73) die Koezienten der Rekursion
v
n+2










= A cos(n) +B sin(n) (5.76)
als Linearkombination von Sinus- und Kosinusfunktionen dargestellt werden kann.
Die Iteration der einfachen Folgentransformation (5.73) soll in einer hierarchisch kon-
sistenten Weise vorgenommen werden. Dazu mu die einfache Folgentransformation auf




























die man als Gl. (5.4) f

ur k = 2 identizieren kann.
Wir wenden also die Transformation (5.73) auf die Modellfolge (5.77) an. Ziel ist es,





ur groe n in die Form der Gl. (5.74)


















Stufe der Iteration zu verwenden sind.
Bei Verfolgung dieses Programmes erh










n+  + 1
e
 i
n+  + 1
n+ 
  2 cos() + e
i
n+  + 1

















n+  + 1
e
i
n+  + 1
n+ 
  2 cos() + e
 i
n+  + 1
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Einfache Algebra liefert die asymptotische Beziehung
exp(i())
n +  + 1
n+ 
  2 cos() + exp( i())
n +  + 1
n +  + 2
=
2i sin
n+  + 1



























































ur n = 0; 1; ::: w














= exp( i)(+2i sin) d
1
: (5.82)












































































Dies kann man verallgemeinern, indem man eine allgemeinere Hierarchie von Modell-
folgen zugrundelegt.
Hierzu bietet sich die Modellfolge
s
n

















ahrt man wieder in der oben beschriebenen Weise, so erh

alt man ausgehend von
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ur n = 0; 1; ::: w





ergeben sich wieder aus Gl.
(5.82).
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Ahnlich wie bei der J -Transformation kann man auch bei der I-Transformation einen


























































































. Dies zeigt, da die I-Transformation in der hier eingef

uhrten Form






























































ist. Um das einzusehen, mu man nur die Ersetzung 
(k)
n
= (n + )
 
vorzunehmen. Die
Transformation (5.93) wurde in [162] eingef

uhrt und dort als h-Transformation bezeichnet.
5.2.3 Numerische Tests
Es werden jetzt einige numerische Testergebnisse pr

asentiert, die zeigen, da die iterative
I-Transformation

ahnlich gute Resultate liefern kann wie die H-Transformation.
In den Tabellen 5.4-5.6 werden dieH-Transformation und verschiedene Varianten der i-
Transformation, die ja ein Spezialfall der I-Transformation ist, auf die Fourier-Reihen der







() = 1 +  und f
3
() = exp() angewandt. Die Fourier-Reihe von f
1













Die Fourier-Reihe von f
2
() ist in Gl. (5.60), die von f
3
() in Gl. (5.59) gegeben. F

ur




aus Gl. (5.61) verwandt. Die
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Rechnungen wurden in FORTRAN 77 DOUBLE PRECISION durchgef

uhrt, was auf dem
verwendeten Computer einer Maschinengenauigkeit von 15-16 Stellen entspricht.
In allen diesen F

allen schneiden die untersuchten Verfahren ziemlich

ahnlich ab. Die
Variation von  und  f

ur die i-Transformation hat keinen entscheidenden Einu. Der
Wert  = 2, den man aufgrund von Gln. (5.83) und (5.93) erwartet, ist den anderen
Werten von  in diesen Beispielen

uberlegen. Die H-Transformation bietet leichte Vorteile
gegen

uber den Varianten der i-Transformation.




5.3.1 Beschreibung der Methode





aten der durch die Fourier-Reihen dargestellten Funktionen die Extrapolation durch





ur den Fall der Reihe (5.110) auch von Boyd [41] untersucht. Es zeigte sich
in diesen Untersuchungen, da in der N

ahe der Unstetigkeitsstellen sehr viele Standard-
verfahren sehr schlecht (z.B. Richardson-Extrapolation, Chebyshev-Verfahren) bis schlecht
(u-Levin, -Algorithmus, Euler-Verfahren) abschnitten, wenn nur  = 1  jj= gen

ugend
klein war. Diese Schwierigkeit kann man zu beheben versuchen, indem man die Fourier-
Reihe als Summe von einem polynomialen Anteil und einer wesentlich glatteren Fourier-
Reihe darstellt. Dabei kann man einen analytischen Ansatz w

ahlen, bei dem man den
polynomialen Anteil (im wesentlichen Bernoulli-Polynome) aus den h

oheren Ableitungen
der Funktion an den Unstetigkeitstellen bestimmt [24], oder indem man die Position und
Natur der Unstetigkeitsstellen aus den Partialsummen der Fourier-Reihe numerisch be-
rechnet [108].
Wir wollen einen anderen Ansatz vorstellen, bei dem man statt der urspr

unglichen
Fourier-Reihe eine eng verwandte Fourier-Reihe extrapoliert.
Betrachten wir dazu das Beispiel aus Gl. (5.62). F















cos(j x) : (5.95)
Sie oszillieren also als Funktion des Laundex j f

ur x 6= 0. Der erste Vorzeichenwechsel
dieser Terme ist bei j
0
= =(2x). Ist x sehr klein, so ist j
0
sehr gro. Die Oszillationen der
Terme als Funktion von j sind demnach sehr langsam. Die ersten Terme der Reihe sind









ur kleine x kaum zu unterscheiden.
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Tabelle 5.4: Vergleich der H- und der I-Transformation f

ur die Fourier-Reihe von f() =

2
im Intervall   <  <  f














5 1.25 3.54 3.07 3.58 3.37 3.28
6 1.30 2.94 3.47 2.97 2.48 3.05
7 1.95 4.99 7.36 4.50 4.64 4.96
8 1.69 4.69 5.79 4.78 3.89 5.06
9 1.61 7.01 6.08 6.95 5.66 6.28
10 2.06 6.49 7.57 7.36 5.37 7.64
11 2.05 8.42 7.80 7.39 7.15 8.46
12 1.84 8.29 8.27 8.69 6.90 8.53
13 2.16 10.18 9.08 9.27 9.97 9.15
14 2.38 10.17 10.18 9.97 8.53 10.32
15 2.03 11.89 10.35 10.23 9.76 10.96
16 2.25 12.27 11.15 10.90 10.32 11.34
17 2.73 13.40 13.00 11.68 10.91 12.12
18 2.20 14.27 12.50 13.03 12.36 13.33
19 2.33 1 13.10 13.04 12.46 13.42
20 3.24 15.65 14.70 13.64 13.56 14.21
21 2.36 1 14.70 14.33 13.97 15.35
22 2.41 1 15.18 15.00 14.31 15.26
23 3.80 1 1 15.18 14.81 15.95
24 2.51 1 15.65 15.48 15.65 15.65
25 2.49 1 15.95 15.48 15.48 15.65
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet.
A
n
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Tabelle 5.5: Vergleich der H- und der I-Transformation f

ur die Fourier-Reihe von f() =
1 +  im Intervall   <  <  f














5 1.16 3.49 3.67 3.33 3.08 3.42
6 1.65 3.30 3.99 3.32 2.83 3.42
7 1.14 6.88 4.94 5.23 4.48 5.50
8 1.28 4.90 7.41 5.12 4.13 5.28
9 2.21 7.07 7.38 6.15 5.97 6.75
10 1.32 6.58 7.15 7.10 5.52 7.08
11 1.37 9.38 7.84 8.15 8.40 8.09
12 2.69 8.33 10.12 8.54 6.99 8.76
13 1.46 10.47 9.32 9.17 8.49 10.48
14 1.44 10.18 9.96 9.69 8.53 10.33
15 2.16 12.40 11.02 10.37 9.73 10.87
16 1.60 12.10 11.48 12.14 10.14 12.39
17 1.50 13.88 11.95 11.77 11.34 12.44
18 2.00 13.99 13.03 12.41 11.57 13.00
19 1.74 15.18 13.69 13.11 12.61 13.96
20 1.56 15.65 14.03 14.39 12.82 14.63
21 1.91 15.65 14.95 14.91 13.43 14.95
22 1.90 1 15.95 14.95 14.15 15.65
23 1.62 1 1 15.65 14.84 1
24 1.87 1 15.65 15.65 15.18 15.65
25 2.08 1 15.65 15.65 15.35 1
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet.
A
n
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Tabelle 5.6: Vergleich der H- und der I-Transformation f

ur die Fourier-Reihe von f() =
exp() im Intervall   <  <  f














5 0.66 2.83 2.92 2.75 2.58 2.79
6 0.61 2.27 2.76 2.30 1.85 2.37
7 0.59 4.27 4.64 4.19 3.80 4.34
8 0.58 3.87 4.78 3.98 3.19 4.14
9 0.58 6.09 7.52 5.93 5.11 6.28
10 0.59 5.60 7.12 5.80 4.61 6.12
11 0.60 8.27 10.11 8.24 6.56 8.62
12 0.61 7.44 9.42 7.78 6.10 8.25
13 0.63 10.01 10.97 11.97 8.18 10.58
14 0.65 9.33 12.11 9.85 7.66 10.49
15 0.67 11.77 12.81 11.62 9.98 13.08
16 0.70 11.28 14.52 11.86 9.28 12.89
17 0.72 14.30 14.66 14.25 11.86 15.40
18 0.76 13.30 15.09 14.30 10.96 15.22
19 0.79 15.40 15.22 15.40 13.26 15.40
20 0.83 15.09 15.70 15.40 12.66 15.40
21 0.88 15.70 15.22 15.22 14.52 15.70
22 0.92 15.40 15.22 15.40 14.32 15.22
23 0.98 15.22 15.22 15.22 15.09 15.22
24 1.04 15.40 15.09 15.09 15.09 15.09
25 1.11 15.22 15.22 15.09 15.22 15.09
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cos([k + (m  1)  ])
+b
k+(m 1) 
sin([k + (m  1)  ])
!
(5.98)
jeweils  aufeinanderfolgende Terme zusammenfassen. Man erh

alt so eine frequenzverviel-


























cos([k    ]) + b
k+(m 1) 













sin([k    ]) + b
k+(m 1) 




























; n 2 N
0
: (5.101)
Das heit, da die Beschleunigung der frequenzvervielfachten Reihe damit gleichbedeu-












; : : :g extrapoliert.




















; : : :g betrachten, wobei die fR
l
g eine streng mono-






: : :. Man kann
also zum Beispiel R
l
= [[l  ]] f

ur reelles  > 1 setzen.
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Ahnliche Indextransformationen spielen eine Rolle bei den d
(m)
-Transformationen. Sidi




=  l f

ur  2 N durch geeignete Wahl von











=  l f

ur  2 N ist aber



















































































Ahnlich operiert die d
(m)







; : : :g und den entsprechenden Termen der Reihe.
Als wichtiger Sachverhalt sei hier vermerkt, da man jede Levin-artige Transformation




















Da die Levin-artigen Transformationen im allgemeinen multiplikativ invariant in !
n
sind,
kann man auch !
n




)) verwenden. Diese Beobachtung erweitert
wahrscheinlich den Anwendungsbereich der Weniger-Transformation S und der J -Trans-
formationen erheblich.
Es liegt also nahe, dieH- und I-Transformationen in

ahnlicher Weise anzuwenden. Wie
wir sehen werden, wird dadurch der Anwendungsbereich bis hin zu den problematischen
F

allen in der N





oert. Ferner kann man so
die numerische Stabilit

at der Transformationen erh










ur die Anwendung der H- und I-Transformationen auf die frequenzvervielfachte Rei-
he zu gegebenem  verwendet man dabei einen Frequenzparameter  , was sich aufgrund














oglichkeit auch in der N

ahe von Unstetigkeiten und
Singularit

aten besteht bei dem beschriebenen Verfahren also darin, da man relativ viele
Terme der Fourier-Reihe ben
































sin(j) ; (n 2 N
0
) (5.111)
gegeben. Die Funktion (5.110) hat f

ur alle  = (2k + 1) mit k 2 Z eine Sprungstelle,
insbesondere also f

ur  = .
In den Tabellen 5.7-5.10 werden zwei verschiedene Werte von  in der N

ahe dieser
Sprungstelle betrachtet. In den Tabellen 5.7 und 5.8 ist  = 9=10 gew

ahlt, in den Tabellen
5.9 und 5.10 wird der Punkt  = 99=100 in der unmittelbaren Nachbarschaft betrachtet.
In den Tabellen wird die H-Transformation mit verschiedenen Varianten der I-Transfor-
mation hinsichtlich der erzielbaren Zahl exakter Stellen verglichen. Es stehen jeweils Werte
in einer Zeile, die aus gleichvielen Termen der urspr

unglichen Fourier-Reihe berechnet
wurden. Die Rechnungen wurden in FORTRAN DOUBLE PRECISION durchgef

uhrt,
was auf dem verwendeter Rechner etwa 14-16 Dezimalstellen entspricht.
In Tabelle 5.7 wird die Fourier-Reihe direkt beschleunigt. Es zeigt sich, da so f

ur









oere n die Genauigkeit wieder sinkt. Alle Verfahren
sind numerisch empndlich, was sich darin manifestiert, da f

ur n > 36 alle extrapolierten
Werte ungenauer sind als die Partialsummen der Reihe selbst. Die Varianten der I-Trans-
formation sind oensichtlich numerisch stabiler als dieH-Transformation, was letztendlich
f

ur dieses schwierige Beispiel zu einer h

oheren erreichbaren Stellenzahl f

uhrt.
In Tabelle 5.8 wird die frequenzvervielfachte Fourier-Reihe mit  = 5 verwendet. Man
erkennt, da nun die Extrapolationsverfahren in etwa Maschinengenauigkeit f

ur n  30
liefert. F

ur  = 5 bedeutet n = 30, da Partialsummen bis s
150
zur Extrapolation verwen-




oere n die Genauigkeit wesentlich
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Tabelle 5.7: Konvergenzbeschleunigung der Fourier-Reihe (5.110) f















6 0.92 0.11 0.34 0.14 0.11 0.17
9 0.71 0.86 1.82 2.30 1.97 1.85
12 1.01 0.36 2.55 1.19 0.12 2.48
15 1.41 1.75 3.34 2.98 2.34 3.36
18 0.97 1.81 4.01 4.48 0.24 4.11
21 1.11 2.63 4.77 4.40 3.76 4.85
24 2.46 1.41 4.79 3.44 1.39 4.64
27 1.18 0.14 3.76 1.96 -0.14 3.57
30 1.18 -0.38 3.05 0.70 -1.91 2.84
33 1.80 -0.43 1.48 -0.12 -1.80 1.34
36 1.41 0.61 -0.19 -0.45 -1.32 -0.30
39 1.26 -0.56 -0.80 -0.59 -1.33 -2.30
42 1.57 -0.64 -1.23 -1.21 -1.40 -1.86
45 1.72 -1.28 -1.74 -0.82 -1.84 -1.92
48 1.35 -0.18 -1.36 -1.37 -1.90 -1.88
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weniger schnell abnimmt als f

ur den in Tabelle 5.7 betrachteten Fall. Die h

ohere Frequenz
der frequenzvervielfachten Reihe hat also die Extrapolationsverfahren auch numerisch sta-
bilisiert.
In Tabelle 5.9 wird die Fourier-Reihe f

ur  = 99=100 direkt beschleunigt. Es zeigt
sich, da f

ur diesen Wert von  unmittelbar in der N

ahe der Sprungstelle bestenfalls etwa
eine exakte Stelle erhalten werden kann, bevor schon f

ur mittlere n die Genauigkeit rapi-
de sinkt, und numerische Instabilit

aten jeglichen Beschleunigungseekt zunichte machen.
Geeignete Varianten der I-Transformation stellen sich auch hier als numerisch stabiler als
die H-Transformation heraus.
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Tabelle 5.8: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 5 zur Reihe (5.110) f














30 6 1.18 1.94 2.50 2.08 1.50 2.09
45 9 1.72 5.39 4.65 4.46 4.26 5.36
60 12 1.48 6.22 6.51 6.54 4.74 6.65
75 15 1.91 9.04 10.09 7.62 7.46 8.49
90 18 1.65 11.27 10.24 9.48 9.56 10.47
105 21 2.04 12.80 11.84 10.95 9.90 12.55
120 24 1.78 14.63 13.32 12.63 11.45 13.63
135 27 2.14 15.33 14.80 14.29 13.50 15.33
150 30 1.87 15.50 15.10 15.03 14.34 15.20
165 33 2.23 15.20 15.50 15.80 1 15.80
180 36 1.95 15.80 15.33 15.80 15.10 15.80
195 39 2.30 15.33 15.50 15.50 15.33 1
210 42 2.02 15.50 15.33 15.80 15.10 15.80
225 45 2.36 15.33 15.20 15.80 15.20 15.03
240 48 2.08 15.10 15.33 15.10 15.33 15.20
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet. Es wurden m+ 1 Terme der
Fourier-Reihe und n+ 1 Terme der frequenzvervielfachten Fourier-Reihe verwendet.
A
n
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In Tabelle 5.10 wird die frequenzvervielfachte Fourier-Reihe mit  = 50 verwendet.
Man erkennt, da nun die Extrapolationsverfahren in etwa Maschinengenauigkeit f

ur
n  30 liefert. F

ur  = 50 bedeutet n = 30 allerdings, da Partialsummen bis s
1500




oere n bleibt die Genauigkeit im wesentli-
chen erhalten, was sich deutlich vom Fall der direkten Anwendung auf die Fourier-Reihe
in Tabelle 5.9 unterscheidet. Die Unterdr

uckung der langwelligen Oszillationen f

uhrt also
wieder zur Stabilisierung der Extrapolationsverfahren.
Als Faustformel kann man diesen Beispielen entnehmen, da f

ur zehnfach kleineren
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Tabelle 5.9: Konvergenzbeschleunigung der Fourier-Reihe (5.110) f















6 0.07 0.01 0.01 0.01 0.01 0.01
9 0.10 -0.80 2.37 0.95 -0.62 1.15
12 0.13 0.01 0.01 0.01 0.01 0.01
15 0.17 -0.08 1.06 0.77 -0.97 1.02
18 0.20 0.01 0.92 0.01 0.01 0.03
21 0.25 -0.13 0.22 -2.40 -4.14 -0.33
24 0.29 -1.10 -2.89 -2.08 0.01 -2.92
27 0.34 -1.00 -3.22 -2.28 -3.05 -2.72
30 0.39 -0.27 -2.65 -2.81 -2.67 -2.52
33 0.45 -0.59 -3.44 -2.27 -3.69 -4.06
36 0.51 -0.40 -3.16 -2.26 -3.32 -4.70
39 0.58 0.15 -3.50 -1.52 -3.14 -3.55
42 0.66 0.44 -4.88 -2.91 -3.14 -3.61
45 0.76 0.66 -3.80 -3.93 -4.24 -3.70
48 0.87 -0.46 -3.83 -3.40 -3.76 -4.41
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at eine zehnfach gr







Als ein weiteres Beispiel betrachten wir die Fourier-Reihe (5.62) f

ur q = 1 mit Sin-
gularit

at bei  = 0 und verschiedenen Werte von . An diesem Beispiel soll untersucht
werden, wie die Stellenzahl der Rechnung sich auf die Qualit

at der Resultate auswirkt.
Dazu wurden bestimmte Rechnungen in FORTRAN QUADRUPLE PRECISION durch-
gef

uhrt, was etwa 32-34 Dezimalstellen auf dem verwendeten Computer entspricht (Ta-
bellen 5.11 { 5.19). Die Rechnungen wurden dann in FORTRAN DOUBLE PRECISION
wiederholt, was etwa 14-15 Dezimalstellen entspricht (Tabellen 5.20 { 5.28). Jeder Tabelle
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Tabelle 5.10: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 50 zur Reihe (5.110) f














300 6 1.18 0.78 1.34 0.85 0.45 0.91
450 9 3.00 5.46 4.76 4.68 3.99 5.24
600 12 1.47 4.94 6.51 5.48 3.57 5.90
750 15 3.86 9.14 8.90 7.73 7.31 8.51
900 18 1.64 10.00 10.36 9.56 7.59 10.50
1050 21 3.48 12.85 11.72 11.02 9.99 12.51
1200 24 1.77 15.24 13.34 12.70 11.61 13.71
1350 27 3.45 14.77 15.00 14.52 13.77 14.85
1500 30 1.87 14.73 14.67 15.15 14.21 14.80
1650 33 3.46 14.89 14.80 14.85 14.80 14.85
1800 36 1.94 14.70 14.77 15.00 14.80 14.73
1950 39 3.49 14.89 14.94 14.80 14.77 14.77
2100 42 2.01 14.94 14.94 15.00 14.85 14.73
2250 45 3.52 14.85 14.77 14.77 14.80 14.89
2400 48 2.07 14.94 14.77 14.77 14.94 14.70
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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mit QUADRUPLE PRECISION wird zum Vergleich eine Tabelle mit DOUBLE PRE-
CISION zugeordnet: Tabelle 5.11 entspricht Tabelle 5.20, Tabelle 5.12 entspricht Tabelle
5.21, : : :, Tabelle 5.19 entspricht Tabelle 5.28.
Diese relativ groe Anzahl von Tabellen ist n

otig, um Literaturergebnisse diskutieren zu
k

onnen. Sidi hat ebenfalls die Fourier-Reihe (5.62) betrachtet und dabei die d
(2)
-Transfor-
mation sowie dieH-Transformation auf die reelle Fourier-Reihe (5.62) f

ur q = 1 angewandt
[323, Tabellen 1 { 3]. Auerdem wandte er dort die d
(1)
-Transformation auf komplexe
Reihen an, die dieser reellen Fourier-Reihe zugeordnet sind. Verfahren auf der Grundlage
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komplexer Reihen werden sp

ater diskutiert.
Die Resultate in QUADRUPLE PRECISION in den Tabellen 5.11 { 5.19 sind ver-
gleichbar mit Resultaten von Sidi, da bewut die gleichen Werte von q und  gew

ahlt
wurden. Es sei bemerkt, da die Darstellung in [323, Tabellen 1 { 3] die Zahl eektiv
verwendeter Terme der Fourier-Reihe etwas verschleiert, da dort im Gegensatz zur vor-
liegenden Arbeit jede Zeile Extrapolationsergebnisse nebeneinanderstellt, die mit h

ochst
unterschiedlicher Zahl von Termen erzielt wurden. Auerdem hat Sidi anscheinend nicht
erkannt, da es ebenso m

oglich ist, dieH-Transformation auf frequenzvervielfachte Reihen
anzuwenden wie im Falle der d
(m)










aten die H-Transformation nicht brauchbar w

are. Diese Schlufolge-
rung ist angesichts der Daten in den Tabellen 5.11 { 5.28 nicht haltbar. Richtig angewandt
liefert die H-Transformation f







In den Tabellen 5.11 { 5.13 und 5.20 { 5.22 wird wie in [323, Tab. 1] der Wert  = =3:1
verwendet. Dieser Wert von  ist relativ weit von der Singularit

at bei  = 0 entfernt. Fol-
gerichtig liefert bereits Extrapolation der Fourier-Reihe selbst sowohl mit der H- als auch
mit der i-Transformation zu  = 2 relativ gute Resultate. Tabelle 5.11 entnimmt man,
da in QUADRUPLE PRECISION mit den ersten 50 Partialsummen ungef

ahr 20 exakte




ahrend in DOUBLE PRECISION 10-11 Dezi-
malstellen f

ur n = 30 erreicht werden k

onnen, wonach die Genauigkeit deutlich sinkt,
wie man Tabelle 5.20 entnimmt. Verwendung der frequenzvervielfachten Reihe zu  = 2
verbessert dies im Falle von QUADRUPLE PRECISION fast auf Maschinengenauigkeit,





werden (Tabelle 5.12), w

ahrend die ersten 50 Partialsummen dieser Reihe im Falle von
DOUBLE PRECISION vierzehnstellige (Maschinen)genauigkeit erzielen lassen (Tabelle
5.21). Auch im Falle der Verwendung der frequenzvervielfachten Reihe zu  = 3 ben

otigt
man zur Erzielung der jeweiligen Maschinengenauigkeit im Falle von QUADRUPLE PRE-
CISION die ersten etwa m = 100 Partialsummen (30 Stellen, Tabelle 5.13), und im Falle
von DOUBLE PRECISION die ersten etwa m = 50 Partialsummen (14 Stellen, Tabelle
5.22).
Nach Beschleunigung konvergiert zwar die frequenzvervielfachte Reihe mit  = 3
schneller als die zu  = 2, wie man beispielsweise durch Vergleich der Zeilen mit n = 15
in den Tabellen 5.12 und 5.13 sieht. Dies wird jedoch bezogen auf die Zahl m der Par-
tialsummen der urspr

unglichen Fourier-Reihe dadurch wieder aufgewogen, da man zur





otigt wie im Falle von  = 2.
Der relative Fehler betr






einer Maschinengenauigkeit von etwa 33 Stellen laut [323, Tab. 1] bei Verwendung von
50 Termen der Reihe 1:7  10
 20
. Dies ist fast identisch mit dem entsprechenden Wert aus
Tabelle 5.11 f

ur die H-Transformation bei Anwendung auf die Reihe selbst.
In den Tabellen 5.14 { 5.16 und 5.23 { 5.25 wird wie in [323, Tab. 2] der Wert  = =6:1
verwendet. Dieser Wert von  ist deutlich dichter bei der Singularit

at bei  = 0. Dement-
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Tabelle 5.11: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 -0.62 0.61 1.52 0.79 1.30 1.48
9 -0.47 2.62 1.79 2.01 2.99 2.03
12 -0.34 3.67 2.99 3.00 3.14 3.64
15 -0.23 4.68 4.90 4.13 4.09 5.17
18 -0.13 5.90 6.35 5.77 4.98 6.99
21 -0.03 8.87 7.68 7.35 6.13 7.59
24 0.07 9.22 8.85 7.92 6.94 9.35
27 0.18 10.00 10.16 9.61 8.38 10.26
30 0.30 11.19 11.18 10.98 9.05 11.74
33 0.43 13.50 13.23 12.43 10.19 13.13
36 0.59 15.13 14.17 13.20 11.16 14.52
39 0.82 15.32 16.35 14.52 12.41 15.77
42 1.19 16.50 16.77 15.82 13.37 17.12
45 1.84 18.48 19.19 17.30 14.51 18.50
48 1.08 20.12 19.35 18.18 15.59 19.73
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alt man bei Extrapolation der Fourier-Reihe selbst sowohl mit der H- als
auch mit der i-Transformation etwas schlechtere Resultate als f

ur  = =3:1. Tabelle 5.14
zeigt, da in QUADRUPLE PRECISION mit den ersten 50 Partialsummen ungef

ahr 15
exakte Dezimalstellen im Falle der i-Transformation und etwa 10 Stellen im Fall der H-
Transformation erreicht werden k

onnen. In DOUBLE PRECISION k

onnen laut Tabelle
5.23 sieben Dezimalstellen f











n wieder deutlich sinkt. Verwendung der frequenzvervielfachten Reihe zu  = 2 verbes-
sert dies im Falle von QUADRUPLE PRECISION auf etwa 21 Stellen, wozu allerdings
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Tabelle 5.12: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 2 zur Reihe (5.62) f














12 6 -0.34 2.67 2.95 2.04 2.55 2.44
18 9 -0.13 4.79 4.68 3.66 3.35 4.36
24 12 0.07 7.31 5.78 5.99 6.07 7.20
30 15 0.30 9.78 7.52 7.38 6.93 9.19
36 18 0.59 12.24 9.43 9.41 9.25 10.55
42 21 1.19 14.61 11.47 11.25 10.19 12.60
48 24 1.08 17.31 14.53 12.85 12.85 16.99
54 27 0.71 18.81 15.40 14.97 13.76 16.35
60 30 0.55 21.39 17.08 16.92 16.06 18.08
66 33 0.47 23.46 19.02 18.91 17.03 19.99
72 36 0.43 26.00 21.50 20.95 20.10 22.41
78 39 0.41 28.48 23.01 22.12 20.59 24.14
84 42 0.41 30.99 24.55 24.24 22.81 25.62
90 45 0.42 32.55 26.39 26.76 23.88 27.44
96 48 0.46 32.72 28.47 27.99 26.70 29.49
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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5.15). Im Falle von DOUBLE PRECISION kann man durch Frequenzverdoppelung etwa





otigt werden (Tabelle 5.24). Mehr Stellen kann man bei Verwendung der fre-
quenzvervielfachten Reihe zu  = 3 erzielen: Im Falle von QUADRUPLE PRECISION
liefern die ersten etwa m = 150 Partialsummen 30 Stellen bei Verwendung der H- und et-
wa 28 Stellen bei Verwendung der I-Transformation, wie Tabelle 5.16) zeigt. Im Falle von
DOUBLE PRECISION liefern die ersten etwa 70  80 Partialsummen der urspr

unglichen
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Tabelle 5.13: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 3 zur Reihe (5.62) f














18 6 -0.13 4.06 4.45 3.76 2.66 3.56
27 9 0.18 6.90 6.53 6.15 5.39 6.91
36 12 0.59 9.58 9.66 8.67 7.70 10.39
45 15 1.84 12.62 12.40 11.45 10.00 13.03
54 18 0.71 15.20 15.28 13.91 12.12 16.34
63 21 0.51 18.03 18.51 16.95 14.50 18.75
72 24 0.43 21.39 21.05 19.30 17.13 21.73
81 27 0.40 23.49 24.80 22.96 19.61 24.82
90 30 0.42 26.38 26.97 25.19 21.14 27.45
99 33 0.48 29.02 29.97 27.26 23.50 30.92
108 36 0.57 31.58 33.09 29.96 26.71 32.72
117 39 0.73 33.09 33.52 32.19 28.89 33.30
126 42 0.98 34.00 34.00 33.70 30.18 33.70
135 45 1.62 34.00 33.09 33.70 32.63 33.00
144 48 1.31 33.09 32.92 32.95 33.22 32.74
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet. Es wurden m+ 1 Terme der
Fourier-Reihe und n+ 1 Terme der frequenzvervielfachten Fourier-Reihe verwendet.
A
n
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Reihe sogar Maschinengenauigkeit (14 Stellen, Tabelle 5.25).
Nach Beschleunigung konvergiert wieder die frequenzvervielfachte Reihe mit  = 3
schneller als die zu  = 2, wie man beispielsweise durch Vergleich der Zeilen mit n = 15
in den Tabellen 5.15) und 5.16) sieht. Hundert Terme der urspr

unglichen Reihe liefert
allerdings in beiden F

allen etwa gleiche Genauigkeit. Die Extrapolation auf der Basis der
frequenzvervielfachten Reihe zu  = 3 ist allerdings numerisch stabiler als die zu  = 2,
da man im letzteren Fall in DOUBLE PRECISION keine Maschinengenauigkeit erzielen
kann.
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Tabelle 5.14: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 0.75 0.76 1.06 1.21 0.70 1.16
9 0.64 2.75 2.11 2.53 2.55 2.20
12 0.97 2.53 2.96 2.72 3.38 3.18
15 0.83 3.37 3.99 4.25 3.05 4.28
18 1.13 4.69 5.26 4.49 3.58 6.27
21 0.95 4.62 7.30 5.75 4.69 6.39
24 1.27 5.36 7.03 6.31 5.27 7.01
27 1.04 5.99 7.83 7.41 6.25 7.94
30 1.39 6.61 8.74 8.13 6.82 9.05
33 1.12 7.43 9.82 9.09 7.37 10.37
36 1.51 7.97 11.37 9.97 7.97 11.22
39 1.18 8.91 12.12 10.79 9.14 11.88
42 1.62 9.41 12.64 11.87 9.82 12.72
45 1.23 10.45 13.52 12.53 10.53 13.73
48 1.73 10.90 14.54 13.83 11.09 15.03
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet.
A
n
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Der relative Fehler betr





= 2 l bei
einer Maschinengenauigkeit von etwa 33 Stellen laut [323, Tab. 2] bei Verwendung von
98 Termen der reellen Fourier-Reihe 1:5  10
 21
. Dies ist geringf

ugig schlechter als der
Wert zu m = 96 aus Tabelle 5.15 f

ur die H-Transformation bei Anwendung auf die
frequenzvervielfachte Reihe zu  = 2.
In den Tabellen 5.17 { 5.19 und 5.26 { 5.28 wird wie in [323, Tab. 3] der Wert
 = =50:1 verwendet. Dieser Wert von  liegt sehr dicht an der Singularit

at bei  = 0.
Dementsprechende erh

alt man bei Extrapolation der Fourier-Reihe in QUADRUPLE
PRECISION mit der H-Transformation gar keine und mit der i-Transformation nur eine
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Tabelle 5.15: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 2 zur Reihe (5.62) f














12 6 0.97 2.00 2.10 1.88 2.03 3.22
18 9 1.13 4.25 3.51 3.86 3.10 3.57
24 12 1.27 5.24 4.66 4.58 4.34 5.60
30 15 1.39 6.12 6.64 5.58 6.05 6.34
36 18 1.51 7.35 7.62 7.20 6.51 8.54
42 21 1.62 9.63 8.97 9.20 7.75 9.00
48 24 1.73 11.73 10.19 9.58 8.33 10.99
54 27 1.85 11.53 11.74 10.86 9.62 11.73
60 30 1.97 12.72 12.84 12.23 10.52 13.57
66 33 2.12 14.59 14.66 15.28 11.69 14.46
72 36 2.29 16.06 15.62 14.77 12.65 16.25
78 39 2.54 16.96 17.29 15.92 13.86 17.17
84 42 3.00 18.12 18.29 17.24 14.95 18.89
90 45 3.18 19.78 20.07 20.32 16.11 19.90
96 48 2.67 21.12 20.98 19.87 17.26 21.55
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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mittlere Konvergenzbesserung auf 4-5 Stellen (Tabelle 5.17). In DOUBLE PRECISION
k

onnen laut Tabelle 5.26 wiederum keine Konvergenzverbesserung im Falle der H-Trans-
formation und nur 2-3 Dezimalstellen f

ur n = 18 im Falle der i-Transformation erreicht




oere n wieder deutlich sinkt. Verwendung der fre-
quenzvervielfachten Reihe zu  = 10 erlaubt es im Falle von QUADRUPLE PRECISION,
aus den ersten 481 Termen der urspr

unglichen Fourier-Reihe mit der H-Transformation
etwa 14 Stellen und mit der I-Transformation etwa 17 Stellen zu gewinnen (Tabelle 5.18).
Im Falle von DOUBLE PRECISION kann man durch Frequenzverzehnfachung mit  = 10
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Tabelle 5.16: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 3 zur Reihe (5.62) f














18 6 1.13 5.18 2.59 3.29 2.42 3.02
27 9 1.04 5.17 5.08 4.25 3.85 4.70
36 12 1.51 7.16 6.02 6.15 5.80 7.14
45 15 1.23 8.83 7.76 7.55 6.80 8.32
54 18 1.85 10.70 10.18 8.95 8.12 9.80
63 21 1.36 12.44 11.98 10.82 9.72 11.49
72 24 2.29 14.29 13.98 12.07 11.07 13.55
81 27 1.45 16.07 14.48 14.05 12.32 15.07
90 30 3.18 17.91 16.01 15.36 13.87 16.45
99 33 1.54 19.71 18.97 17.28 16.06 18.26
108 36 2.34 21.55 19.39 18.82 16.58 20.93
117 39 1.62 23.37 21.43 20.50 17.99 21.85
126 42 2.14 25.21 23.50 22.60 19.84 23.33
135 45 1.71 27.03 24.92 23.63 21.34 24.99
144 48 2.04 28.87 26.60 26.76 22.21 27.06
150 50 2.01 30.52 27.44 26.08 24.26 27.83
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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etwa 7 exakte Stellen mit der H- und etwa 8-9 Stellen mit der der I-Transformation er-





5.27). Mehr Stellen kann man bei Verwendung der frequenzvervielfachten Reihe zu  = 20
erzielen: Im Falle von QUADRUPLE PRECISION liefern die ersten 961 Partialsummen
24-25 Stellen laut Tabelle 5.19). Im Falle von DOUBLE PRECISION liefern die ersten
etwa 541 Partialsummen der urspr

unglichen Reihe mit 13-14 Stellen im wesentlichen Ma-




oere n leicht absinkt (Tabelle
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Tabelle 5.17: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 1.08 -2.42 0.44 -1.14 -2.03 0.33
9 1.72 -3.04 0.50 -0.44 -2.20 0.71
12 1.07 -4.41 1.21 -0.79 -3.88 1.38
15 0.89 -3.94 2.04 0.15 -3.87 1.81
18 0.81 -5.44 2.53 -0.31 -5.31 3.07
21 0.78 -5.66 2.32 0.17 -5.58 2.41
24 0.77 -7.14 2.74 0.23 -6.93 2.74
27 0.78 -6.90 4.67 -0.05 -7.12 3.70
30 0.81 -8.42 3.55 -0.14 -8.58 3.79
33 0.86 -8.48 3.81 0.08 -8.91 3.86
36 0.92 -8.57 4.53 -0.01 -10.11 4.38
39 1.01 -6.26 4.83 0.49 -8.03 5.23
42 1.12 -4.46 5.26 -0.78 -5.84 5.22
45 1.27 -1.33 3.21 -1.15 -3.33 2.94
48 1.51 0.58 1.15 -1.24 -1.81 0.80
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ahnlich wie bei den anderen Werten von  die Extrapolation auf
der Basis der frequenzvervielfachten Reihe zum h

oheren Wert  = 20 numerisch stabiler
ist als die zum kleineren Wert  = 10, da man im letzteren Fall in DOUBLE PRECISION
keine Maschinengenauigkeit erzielen kann.
Der relative Fehler betr





= 10 l bei
einer Maschinengenauigkeit von etwa 33 Stellen laut [323, Tab. 3] bei Verwendung von 482
Termen der reellen Fourier-Reihe 1:2  10
 14
. Dies ist geringf






zum = 481 aus Tabelle 5.18 f

ur dieH-Transformation bei Anwendung
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Tabelle 5.18: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 10 zur Reihe (5.62) f














60 6 1.38 1.06 1.75 1.33 0.54 1.37
90 9 1.41 2.71 2.96 2.99 2.25 3.20
120 12 1.36 3.57 4.20 4.10 2.63 5.03
150 15 3.02 4.39 6.25 4.90 4.27 5.61
180 18 1.52 5.14 6.22 6.19 5.03 6.30
210 21 1.80 6.20 7.19 6.80 5.79 7.45
240 24 1.86 6.84 8.48 8.61 6.52 10.50
270 27 1.70 8.22 10.29 8.72 7.44 9.68
300 30 4.10 8.73 10.41 10.69 8.12 10.52
330 33 1.78 11.04 11.41 10.66 9.38 11.73
360 36 2.03 10.95 12.77 12.14 10.02 13.52
390 39 2.07 11.73 14.13 12.63 11.33 13.82
420 42 1.89 12.69 14.60 13.88 12.12 14.75
450 45 4.50 13.33 15.64 14.62 12.40 16.01
480 48 1.94 14.07 17.09 15.71 13.12 17.45
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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auf die frequenzvervielfachte Reihe zu  = 10. Der relative Fehler der i-Transformation
mit  = 2 f

ur m = 481 ist laut Tabelle 5.18 sogar kleiner als 10
 17
bei Anwendung auf die
frequenzvervielfachte Reihe zu  = 10.
Damit haben wir die folgenden Resultate erhalten:
 In der N

ahe von Sprungstellen und Singularit

aten von Fourier-Reihen treten lang-
wellige Oszillationen der Terme auf.
 Zusammenfassung von  aufeinanderfolgenden Termen liefert eine frequenzverviel-
fachte Fourier-Reihe.
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Tabelle 5.19: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 20 zur Reihe (5.62) f














120 6 1.36 2.24 3.07 2.58 1.67 2.47
180 9 1.52 4.91 4.39 4.29 4.08 4.89
240 12 1.86 7.23 6.19 5.91 4.65 6.16
300 15 4.10 8.42 7.65 7.84 6.38 8.60
360 18 2.03 10.04 8.97 8.99 7.72 9.26
420 21 1.89 11.25 11.55 10.10 9.13 10.83
480 24 1.94 12.69 11.97 11.35 10.67 12.66
540 27 2.20 14.12 13.63 12.77 11.57 13.71
600 30 4.14 15.61 15.22 14.18 12.57 15.72
660 33 2.30 17.37 16.49 15.77 13.85 16.81
720 36 2.12 18.90 18.84 17.43 15.13 18.30
780 39 2.15 22.74 19.54 19.45 16.65 20.27
840 42 2.38 22.82 21.10 20.14 18.27 21.23
900 45 3.63 23.64 22.86 21.34 19.15 23.18
960 48 2.48 25.08 23.98 22.65 20.08 24.38
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
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aten und Sprungstellen der Extrapolation der Fourier-Reihe
selbst deutlich

uberlegen. Dies trit nicht nur auf die d
(m)
-Transformation von Levin
und Sidi [223], sondern auch auf auf die H- und die i-Transformation mit  = 2 zu.
 Die numerische Stabilit

at der H- und der i-Transformation mit  = 2 kann durch
Verwendung von frequenzvervielfachten Fourier-Reihen deutlich erh

oht werden. Die
H-Transformation ist dabei nicht so stabil wie die i-Transformation mit  = 2. Die
Stabilisierung durch Erh

ohung von  ist besonders wichtig in DOUBLE PRECISI-
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Tabelle 5.20: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 -0.62 0.61 1.52 0.79 1.30 1.48
9 -0.47 2.62 1.79 2.01 2.99 2.03
12 -0.34 3.67 2.99 3.00 3.14 3.64
15 -0.23 4.68 4.90 4.13 4.09 5.17
18 -0.13 5.90 6.35 5.77 4.98 6.99
21 -0.03 8.87 7.68 7.35 6.13 7.59
24 0.07 9.21 8.85 7.92 6.94 9.35
27 0.18 10.18 10.20 9.63 8.37 10.30
30 0.30 10.32 11.07 10.61 9.15 11.22
33 0.43 8.90 9.95 9.52 9.55 9.86
36 0.59 7.85 9.25 8.61 8.03 9.16
39 0.82 7.29 8.78 8.01 7.26 8.70
42 1.19 6.64 8.66 7.55 6.54 8.56
45 1.84 7.14 8.07 7.99 6.16 7.99
48 1.08 5.44 7.19 6.50 6.99 7.10
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 Die Verwendung von gen

ugend hohem  erlaubt es h






aten Maschinengenauigkeit zu erzielen, sofern man gen

ugend viele Terme
der Reihe berechnen kann.
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Tabelle 5.21: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 2 zur Reihe (5.62) f














12 6 -0.34 2.67 2.95 2.04 2.55 2.44
18 9 -0.13 4.79 4.68 3.66 3.35 4.36
24 12 0.07 7.31 5.78 5.99 6.07 7.20
30 15 0.30 9.78 7.52 7.38 6.93 9.19
36 18 0.59 12.25 9.43 9.41 9.25 10.55
42 21 1.19 14.17 11.47 11.25 10.19 12.59
48 24 1.08 14.44 14.18 12.83 12.86 14.54
54 27 0.71 14.55 14.76 14.46 13.84 14.57
60 30 0.55 14.66 14.89 14.76 14.61 14.82
66 33 0.47 14.86 14.82 14.79 14.70 14.93
72 36 0.43 14.73 14.76 14.70 14.76 14.76
78 39 0.41 14.76 14.70 14.68 14.79 14.63
84 42 0.41 14.66 14.66 14.61 14.73 14.63
90 45 0.42 14.82 15.09 14.66 14.68 15.33
96 48 0.46 15.33 14.86 15.93 14.89 14.70
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet. Es wurden m+ 1 Terme der
Fourier-Reihe und n+ 1 Terme der frequenzvervielfachten Fourier-Reihe verwendet.
A
n
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Tabelle 5.22: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 3 zur Reihe (5.62) f














18 6 -0.13 4.06 4.45 3.76 2.66 3.56
27 9 0.18 6.90 6.53 6.15 5.39 6.91
36 12 0.59 9.58 9.66 8.67 7.70 10.39
45 15 1.84 12.63 12.39 11.45 10.00 13.05
54 18 0.71 14.66 14.70 14.02 12.12 14.59
63 21 0.51 14.68 14.76 14.63 14.27 14.66
72 24 0.43 14.76 14.76 14.93 14.76 14.73
81 27 0.40 14.70 14.68 14.76 14.70 14.70
90 30 0.42 14.66 14.76 14.73 14.66 14.82
99 33 0.48 15.46 14.86 15.63 14.76 14.98
108 36 0.57 14.57 14.24 14.49 15.09 14.28
117 39 0.73 14.18 14.09 14.17 14.38 14.10
126 42 0.98 14.09 14.08 14.08 14.15 14.09
135 45 1.62 14.09 14.15 14.10 14.09 14.14
144 48 1.31 14.14 14.14 14.16 14.10 14.17
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet. Es wurden m+ 1 Terme der
Fourier-Reihe und n + 1 Terme der frequenzvervielfachten Fourier-Reihe verwendet.
A
n





: Zahl exakter Stellen von H
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]







5.3. SPRUNGSTELLEN UND SINGULARIT

ATEN 147
Tabelle 5.23: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 0.75 0.76 1.06 1.21 0.70 1.16
9 0.64 2.75 2.11 2.53 2.55 2.20
12 0.97 2.53 2.96 2.72 3.38 3.18
15 0.83 3.37 3.99 4.25 3.05 4.28
18 1.13 4.69 5.26 4.49 3.58 6.27
21 0.95 4.62 7.31 5.75 4.68 6.39
24 1.27 5.34 6.93 6.16 5.55 6.89
27 1.04 4.50 6.77 5.53 4.22 6.65
30 1.39 2.83 5.98 4.90 2.92 5.92
33 1.12 2.08 4.73 3.46 1.97 4.60
36 1.51 -0.46 4.00 2.32 0.18 3.86
39 1.18 -0.09 2.76 1.38 -1.92 2.71
42 1.62 0.07 1.43 -0.37 -1.11 1.34
45 1.23 0.78 0.47 -0.81 -1.42 0.35
48 1.73 0.59 -0.53 -0.94 -1.28 -0.76





















: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]
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Tabelle 5.24: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 2 zur Reihe (5.62) f














12 6 0.97 2.00 2.10 1.88 2.03 3.22
18 9 1.13 4.25 3.51 3.86 3.10 3.57
24 12 1.27 5.24 4.66 4.58 4.34 5.60
30 15 1.39 6.12 6.64 5.58 6.05 6.34
36 18 1.51 7.35 7.62 7.20 6.51 8.54
42 21 1.62 9.63 8.97 9.20 7.75 9.00
48 24 1.73 11.72 10.19 9.58 8.33 11.01
54 27 1.85 10.82 11.72 10.81 9.64 11.54
60 30 1.97 10.55 12.25 12.49 10.38 11.80
66 33 2.12 10.57 11.69 11.61 10.42 11.36
72 36 2.29 9.93 11.28 11.19 9.96 10.64
78 39 2.54 9.22 10.49 10.57 11.06 10.45
84 42 3.00 8.38 10.20 9.83 8.89 10.67
90 45 3.18 8.66 9.84 8.91 8.20 9.66
96 48 2.67 6.91 9.03 8.29 8.13 8.88
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-









: Zahl exakter Stellen von H
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]
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Tabelle 5.25: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 3 zur Reihe (5.62) f














18 6 1.13 5.18 2.59 3.29 2.42 3.02
27 9 1.04 5.17 5.08 4.25 3.85 4.70
36 12 1.51 7.16 6.02 6.15 5.80 7.14
45 15 1.23 8.83 7.76 7.55 6.80 8.32
54 18 1.85 10.70 10.18 8.95 8.12 9.80
63 21 1.36 12.44 11.98 10.82 9.72 11.49
72 24 2.29 14.31 14.02 12.07 11.07 13.56
81 27 1.45 15.18 14.48 14.04 12.32 14.74
90 30 3.18 15.08 15.08 14.94 13.89 15.18
99 33 1.54 15.78 15.18 15.31 15.01 15.31
108 36 2.34 15.18 15.78 15.18 15.31 14.83
117 39 1.62 15.78 15.31 15.78 15.18 15.48
126 42 2.14 15.18 15.01 14.94 14.88 14.83
135 45 1.71 15.48 15.01 15.48 15.78 15.08
144 48 2.04 14.78 15.78 15.18 15.01 15.18
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-
lers). Ein Eintrag 1 bedeutet, da der Fehler verschwindet. Es wurden m+ 1 Terme der
Fourier-Reihe und n+ 1 Terme der frequenzvervielfachten Fourier-Reihe verwendet.
A
n





: Zahl exakter Stellen von H
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]







150 KAPITEL 5. ORTHOGONALENTWICKLUNGEN
Tabelle 5.26: Konvergenzbeschleunigung der Fourier-Reihe (5.62) f















6 1.08 -2.42 0.44 -1.14 -2.03 0.33
9 1.72 -3.04 0.50 -0.44 -2.20 0.71
12 1.07 -4.41 1.21 -0.79 -3.88 1.38
15 0.89 -3.95 2.04 0.15 -3.87 1.81
18 0.81 -3.02 2.59 -0.32 -5.11 2.83
21 0.78 -1.05 0.76 -1.92 -3.01 0.49
24 0.77 -0.85 -1.52 -3.79 -3.37 -1.84
27 0.78 -0.59 -3.55 -2.88 -3.38 -3.29
30 0.81 -0.21 -3.10 -2.34 -3.25 -3.18
33 0.86 0.04 -2.49 -1.79 -2.93 -3.17
36 0.92 0.84 -2.67 -4.14 -3.70 -3.84
39 1.01 -0.58 -2.69 -2.63 -3.69 -3.66
42 1.12 -0.15 -2.72 -2.52 -4.09 -3.00
45 1.27 0.07 -3.05 -2.80 -3.58 -2.86
48 1.51 0.17 -3.37 -4.49 -3.45 -3.23





















: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]
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Tabelle 5.27: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 10 zur Reihe (5.62) f














60 6 1.38 1.06 1.75 1.33 0.54 1.37
90 9 1.41 2.71 2.96 2.99 2.25 3.20
120 12 1.36 3.57 4.20 4.10 2.63 5.03
150 15 3.02 4.39 6.25 4.90 4.27 5.61
180 18 1.52 5.14 6.22 6.19 5.03 6.30
210 21 1.80 6.20 7.19 6.80 5.79 7.45
240 24 1.86 7.09 8.44 8.39 6.56 9.44
270 27 1.70 7.05 8.28 8.29 6.60 8.16
300 30 4.10 6.68 7.14 6.30 4.99 7.00
330 33 1.78 4.56 6.09 4.99 3.68 5.97
360 36 2.03 3.13 4.97 3.73 2.20 4.85
390 39 2.07 1.78 3.98 2.63 1.01 3.87
420 42 1.89 0.05 3.09 1.50 -0.39 2.95
450 45 4.50 -1.24 2.27 0.55 -1.40 2.14
480 48 1.94 -0.86 1.44 -0.54 -2.94 1.32
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-









: Zahl exakter Stellen von H
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]
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Tabelle 5.28: Konvergenzbeschleunigung der frequenzvervielfachten Fourier-Reihe (5.99)
mit  = 20 zur Reihe (5.62) f














120 6 1.36 2.24 3.07 2.58 1.67 2.47
180 9 1.52 4.91 4.39 4.29 4.08 4.89
240 12 1.86 7.23 6.19 5.91 4.65 6.16
300 15 4.10 8.42 7.65 7.84 6.38 8.60
360 18 2.03 10.04 8.97 8.99 7.72 9.26
420 21 1.89 11.25 11.55 10.10 9.13 10.83
480 24 1.94 12.68 11.97 11.35 10.67 12.62
540 27 2.20 13.30 14.15 12.84 11.57 13.55
600 30 4.14 12.53 13.21 12.80 13.05 12.98
660 33 2.30 12.27 13.10 12.58 12.37 12.92
720 36 2.12 12.11 13.78 12.76 12.13 13.10
780 39 2.15 13.15 12.79 12.38 12.20 13.01
840 42 2.38 11.58 12.43 11.81 13.07 12.36
900 45 3.63 11.15 12.34 11.53 11.77 12.04
960 48 2.48 10.70 12.33 11.36 11.09 11.75
Zahl exakter Stellen (deniert als der negative dekadische Logarithmus des relativen Feh-









: Zahl exakter Stellen von H
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]









: Zahl exakter Stellen von i
([[n=2]])
n [[n=2]]
















uhrung von Fourier-Reihen auf andere Rei-
hen
In diesem Abschnitt werden verschiedene Verfahren besprochen, wie man Konvergenzbe-
schleunigung von Fourier-Reihen dadurch erzielen kann, da man das Problem auf die





laubt dann die Verwendung von anderen Extrapolationsverfahren, die f

ur die letzteren





uhrung auf alternierende Reihen
Eine sehr einfache Idee f










zu betrachten, um eine alternierende Reihe zu erhalten. Man fat dazu aufeinander folgen-
de Terme gleichen Vorzeichens der Fourier-Reihe jeweils zu einem Term der alternierenden
Reihe zusammen.



















den ersten Term der alternierenden Reihe. Tritt der n





















































demonstriert. Es stehen jeweils Werte in der selben
Zeile, die aus gleichvielen Termen der urspr

unglichen Fourier-Reihe berechnet wurden. In
diesem Beispiel ben

otigt man also beispielsweise zur Berechnung der Partialsummen bis





uhrung der Fourier-Reihe (5.94) f

ur  = 2:3 auf eine alternierende














4 16 2.51 3.95 3.88
5 20 2.67 4.20 4.14
6 24 2.82 4.86 4.63
7 27 2.97 6.50 5.52
8 31 3.05 4.97 5.06
9 35 3.14 4.70 4.74
10 39 3.24 4.74 4.73
11 42 3.33 4.98 4.92
12 46 3.38 5.33 5.23
13 50 3.44 5.50 5.46
14 54 3.52 5.44 5.45
15 57 3.58 5.47 5.46
16 61 3.61 5.68 5.62
17 65 3.67 6.16 6.00
18 69 3.74 7.86 6.80
19 72 3.77 7.21 7.34
20 76 3.80 6.97 7.01
n : Index der Partialsummen der alternierenden Reihe.



















): u-Variante der Levin-Transformation, angewandt auf die alternierende
Reihe.
n = 20 der alternierenden Reihe die Terme der Fourier-Reihe bis m = 76. Man erkennt,
da das Verfahren hier eine milde Konvergenzverbesserung liefert.
In den Tabelle 5.30 und 5.31 wird das Verfahren auf die Fourier-Reihe (5.110) der vom
Intervall ( ; ) periodisch fortgesetzten Funktion f() =  f

ur zwei verschiedene Werte
von  angewandt. Wieder stehen jeweils Werte in der selben Zeile, die aus gleichvielen
Termen der urspr

unglichen Fourier-Reihe berechnet wurden.
In Tabelle 5.30 ist  = 0:7 gew

ahlt. In diesem Beispiel ben

otigt man zur Berechnung
der Partialsummen bis n = 25 der alternierenden Reihe die Terme der Fourier-Reihe bis
m = 86. Auch in diesem Fall wird durch Anwendung der Levin-Transformation auf die
zugeordnete alternierende Reihe eine leichte Konvergenzverbesserung erzielt.
In Tabelle 5.31 ist  = 0:9 gew

ahlt. Man ist demnach deutlich n











uhrung der Fourier-Reihe von  in ( ; ) f

ur  = 0:7 auf eine








5 20 1.35 3.03 2.84
6 23 1.37 3.05 3.31
7 26 1.43 2.81 2.85
8 30 1.53 2.95 2.91
9 33 1.53 3.66 3.37
10 36 1.57 3.27 3.44
11 40 1.65 3.12 3.15
12 43 1.64 3.30 3.25
13 46 1.67 4.66 3.89
14 50 1.75 3.46 3.58
15 53 1.73 3.38 3.39
16 56 1.76 3.63 3.56
17 60 1.83 4.40 4.67
18 63 1.81 3.64 3.73
19 66 1.83 3.62 3.62
20 70 1.89 3.95 3.85
21 73 1.87 4.26 4.75
22 76 1.89 3.82 3.88
23 80 1.95 3.85 3.84
24 83 1.93 4.31 4.16
25 86 1.94 4.28 4.52
n : Index der Partialsummen der alternierenden Reihe.



















): u-Variante der Levin-Transformation, angewandt auf die alternierende
Reihe.
stelle der Funktion bei . In diesem Beispiel ben

otigt man deutlich mehr Terme der ur-
spr

unglichen Reihe zur Berechnung der alternierenden Reihe, da die Oszillationen langsa-
mer sind. Zur Berechnung der Partialsummen bis n = 18 der alternierenden Reihe braucht
man die Terme der Fourier-Reihe bis m = 189. In diesem Fall wird durch Anwendung der
Levin-Transformation auf die zugeordnete alternierende Reihe eine sehr deutliche Konver-
genzverbesserung erzielt. Oensichtlich

andern sich die Terme der alternierenden Reihe





uhrung der Fourier-Reihe von  in ( ; ) f

ur  = 0:9 auf eine








5 59 1.43 6.75 5.85
6 69 1.50 8.87 7.38
7 79 1.56 9.29 9.15
8 89 1.61 11.10 9.92
9 99 1.65 12.15 11.91
10 109 1.69 13.27 12.93
11 119 1.73 15.80 13.91
12 129 1.77 15.80 1
13 139 1.80 15.80 15.33
14 149 1.83 15.33 15.33
15 159 1.86 15.20 15.50
16 169 1.88 15.20 15.50
17 179 1.91 15.33 15.50
18 189 1.93 15.33 15.33
n : Index der Partialsummen der alternierenden Reihe.



















): u-Variante der Levin-Transformation, angewandt auf die alternierende
Reihe.
wesentlich systematischer als im Falle  = 0:7, was wohl durch die h

ohere Zahl von
Termen der Fourier-Reihe je Term der alternierenden Reihe bedingt ist.
Dieses Ergebnis ist insofern von Interesse, da ja die meisten Verfahren in der N

ahe von
Sprungstellen der Funktion oder ihrer Ableitungen deutlich langsamer konvergieren, was





auf alternierende Reihen in der N

ahe von Sprungstellen erfolgreiche Beschleunigung er-





ur die Tabellen in diesem Abschnitt wurden unter FORTRAN
DOUBLE PRECISION durchgef







uhrung auf komplexe Potenzreihen
In diesem Abschnitt besprechen wir die Berechnung von Fourier-Reihen, die durch Dar-
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Die einfachste M

oglichkeit im Falle einer reellen Fourier-Reihe besteht darin, sie als
Realteil einer komplexen Potenzreihe zu schreiben. [59, Abschn. 6.1.3],[162] [323],[329] Im











































Die assozierte Reihe hat die Struktur einer komplexen Potenzreihe in der Variablen z =
exp(i).
Diese Potenzreihe kann man mit verschiedenen Verfahren wie dem -Algorithmus von
Wynn [399], der Transformation von Levin [222], der J -Transformation oder der d-Trans-
formation von Levin und Sidi [223] in Kombination mit dem W
(m)
-Algorithmus von Ford





ur die Fourier-Reihe s aus Gl. (5.1) zu berechnen. Im Falle von Levin-artigen
Verfahren sind t- und u-Varianten erfolgreich, wie wir sehen werden. Dieses Verfahren
nennen wir Methode der assozierten Reihe.
Ein Beispiel ist die Fourier-Reihe der 2-periodischen Funktion, die im Intervall ( ; )
identisch ist mit f() = . Ergebnisse der Methode der assozierten Reihe auf dieses schon
mehrfach verwendete Beispiel sind in Tabelle 5.32 demonstriert. Diese Berechnung wurde
unter Maple V mit zweiunddreiig Stellen (Digits=32) durchgef

uhrt. Halbiert man die Zahl
der Stellen, so treten Stellenverluste auf. Die Zahl exakter Stellen, deniert als der negative









oere Werte von n wieder. Dies ist wesentlich durch die groe N

ahe
zu der Unstetigkeitsstelle bei  =  bedingt. In einem sp

ateren Abschnitt werden wir
auf dieses Beispiel zur

uckkommen und zeigen, da man durch geschickte Wahl der zu
extrapolierenden Folge auch mit nur sechzehn Stellen alle Stellen des wahren Grenzwertes
reproduzieren kann. Hierzu werden jedoch O(10
2
) Terme der Reihe ben

otigt.





uhrung auf alternierende Reihen zumindest in diesem Fall deutlich

uberlegen ist,
sofern man eine gen

ugend hohe Stellenzahl verwenden kann.





. In diesem Fall kann man sich helfen, indem man



























uhrung der Fourier-Reihe von  in ( ; ) f

ur  = 0:9 auf eine








































































































Potenzreihen. Diese kann man nun jede f

ur sich zum Beispiel mit den im voranstehenden
















uhrung auf komplexe Potenzreihen in der beschriebenen Form gelingt stets,














als Funktion von j f

ur groe j verhalten. Sind diese






ur groe j mit reellem q und positivem , so sind
verschiedene Verfahren erfolgreich (-Algorithmus, t- und u-Varianten der Levin- und der
J -Transformation). Oszillieren die Koezienten, so sind nur wenige Methoden erfolgver-
sprechend (die H-Transformation sowie die Verallgemeinerungen auf mehrere Frequenzen
aus Abschnitt 5.1.8, sowie die I- und die d
m
-Transformation und in begrenztem Mae der
-Algorithmus). Wichtige Beispiele sind Fourier-Reihen mit mehreren Frequenzen, die im
folgenden besprochen werden.
In Anwendungen treten h


























Fat man eine Fourier-Reihe der Struktur (5.123) als Fourier-Reihe in der Variablen
 = 
1




































ur j > 0.
F

ur Reihen von diesem Typ kann man die verallgemeinerte H-Transformation aus Ab-
schnitt 5.1.8 (oder auch die d
m
-Transformation und den -Algorithmus) anwenden. Dabei
ben

otigt man allerdings mehr Terme der Reihe als bei dem im folgenden beschriebenen
Weg.
Durch Darstellung der Kosinus- und Sinusfunktionen in Gl. (5.123) durch komplexe
Exponentialfunktionen mit nachfolgendem Ausmultiplizieren kann man Fourier-Reihen
der Struktur (5.123) als Summe komplexer Potenzreihen darstellen. Diese kann man mit







ur die Potenzreihen. Der Wert der Fourier-Reihe wird dann durch die Summe dieser
N

aherungswerte approximiert. Dieses Verfahren nennen wir verallgemeinerte Methode der
zugeordneten Reihen.
Dieses Verfahren soll an Beispielen verdeutlicht werden. Eine einfache Fourier-Reihe
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Tabelle 5.33: Beschleunigung der Fourier-Reihe (5.126) mit der verallgemeinerten Methode


































































m) ; n 2 N
0
(5.127)
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Tabelle 5.34: Beschleunigung der Fourier-Reihe (5.132) mit der verallgemeinerten Methode

















































ur jede Reihe dieselbe
Transformation, zum Beispiel die u-Transformation von Levin, so erh

alt man eine Folge
von Approximationen f



















In Tabelle 5.33 werden die Partialsummen f
n






verglichen. Aufgetragen sind jeweils die Zahl exakter Stellen, wie

ublich als negativer
dekadischer Logarithmus des relativen Fehlers deniert. Man erkennt eine deutliche Kon-
vergenzverbesserung mit der verallgemeinerten Methode der zugeordneten Reihen. Die
Genauigkeit der extrapolierten Werte ist am besten f








oere Werte von n. Die Resultate in Tabelle 5.33 wurden unter Maple V mit





ur n = 40 und 35.7 exakte Stellen f

ur n = 50. Halbiert man die Stellenzahl
auf Digits=16, so erh

alt man 12.0 exakte Stellen f

ur n = 17 und 14.4 exakte Stellen f

ur






oere n die Genauigkeit wieder kleiner wird.
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) ; n 2 N
0
(5.136)
werden wieder als Input f

ur die u-Transformation von Levin verwendet, um eine Folge von
Approximationen f
























Dieses Beispiel wird in den Tabellen 5.34 { 5.36 untersucht. Die Daten wurden unter
Maple V mit Digits=32 erhalten.
In Tabelle 5.34 werden die Partialsummen g
n








ur diese kompliziertere Reihe ergibt sich eine sehr deutliche Konver-
genzverbesserung mit der verallgemeinerten Methode der zugeordneten Reihen.






ohere n ist eine Verschlech-
terung zu beobachten.
Man kann nun zur Steigerung der erzielbaren Genauigkeit entweder die Stellenzahl
der Rechnung erh

ohen. Man kann aber auch das Verfahren der Frequenzvervielfachung
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Tabelle 5.35: Beschleunigung der frequenzvervielfachten Reihe zu  = 2 der Fourier-Reihe
















































=  l auf die zugeordneten Reihen auassen kann.
In Tabelle 5.35 ist dabei  = 2 und in Tabelle 5.36 ist  = 3 gew

ahlt. Man liest aus





ur  = 2 und und etwas mehr als siebzig Koezienten f

ur
 = 3 ben

otigt werden. Dies kann man mit den 44 Koezienten vergleichen, die man im
Falle von Tabelle 5.34 entsprechend n = 43 und  = 1 ben

otigt. Allerdings ist dort nicht
genau zu entscheiden, welches die letzten drei Stellen des Ergebnisses sind.
Verringert man die Stellenzahl auf Digits=16, so erzielt man 9 Stellen f

ur  = 1 und
n = 21, 11 Stellen f

ur  = 2 und n = 18 entsprechend  n+1 = 37 Koezienten, 11 Stellen
f

ur  = 3 und n = 15 entsprechend 46 Koezienten, 14 Stellen f

ur  = 6 und n = 16
entsprechend 97 Koezienten sowie 13 Stellen f

ur  = 10 und n = 13 entsprechend 131
Koezienten. Durch geeignete Wahl von  kann man also auch bei der verallgemeinerten
Methode der zugeordneten Reihen die Algorithmen stabilisieren und die Stellenverluste
aufgrund von Rundungsfehlern verringern.
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Tabelle 5.36: Beschleunigung der frequenzvervielfachten Reihe zu  = 3 der Fourier-Reihe












































ur Entwicklungen nach Orthogonal-
polynomen
Neben Fourier-Reihen stellen Entwicklungen nach anderen S

atzen orthogonaler Funktio-
nen ein wichtiges Hilfsmittel in der mathematischen Naturwissenschaft dar. Ist f

ur solche
Entwicklungen im Falle von vollst

andigen Orthogonalsystemen eigentlich nur die Konver-
genz im Mittel gegeben, so stellt man in der Praxis meist fest, da die Orthogonalentwick-
lungen auch punktweise konvergieren und ihre termweise Summation numerisch trotz des
in den meisten F

allen komplizierten Vorzeichenmusters der Terme relativ stabil bleibt.
Die Beschreibung komplizierter Systeme erfordert die Verwendung komplizierter Or-
thogonalfunktionen, die von mehreren Variablen und Indizes abh

angen. Dann stellen die
Orthogonalentwicklungen mehrfach unendliche und/oder \multivariate" Reihen dar. Die
Frage der Extrapolation von solch komplizierten Reihen ist derzeit noch nicht ausreichend
untersucht.
Wir werden uns daher im folgenden zun

achst auf Extrapolationsverfahren f

ur ein-
fach unendliche Orthogonalreihen in zun

achst einer Variablen beschr

anken. Im Falle von































angigkeit von x wird im folgenden f










Die bestuntersuchten Beispiele f

ur solche Reihen sind Entwicklungen nach den klassi-
schen Orthogonalpolynomen [3, 234]. Dabei sind Legendre-, Gegenbauer- und Chebychev-
Polynome Spezialf

alle der Jacobi-Polynome. Entwicklungen nach Legendre-Polynomen
treten zum Beispiel bei der L

osung der Poisson-Gleichung in zylindersymmetrischen Sy-
stemen auf. F

ur Anwendungen in der Quantenmechanik sind ebenfalls Entwicklungen
nach Hermite-Polynomen aufgrund der Relation zu harmonischen Oszillatoren und nach
Laguerre-Polynomen aufgrund der Beziehung zu Eigenfunktionen des H-Atoms bedeut-
sam.
Hinsichtlich der Konvergenzbeschleunigung von Entwicklungen nach Orthogonalpo-
lynomen sind viele

Ahnlichkeiten zu Fourier-Reihen festzustellen. Dies ist nicht

uber-





(x) sehr eng verwandt sind [234, S. 257]:
T
n

























nach den Chebyshev-Polynomen mit x = cos darstellen. Umgekehrt kann man auch jede
Entwicklung nach Chebyshev-Polynomen als Fourier-Reihe schreiben, wodurch auch alle
Extrapolationsmethoden f

ur Fourier-Reihen anwendbar werden.




andigkeit ist ein wichtiges Cha-

































angen im allgemeinen auch von x ab. Diese Rekursion hat neben den
Orthogonalpolynomen P
n
(x) eine weitere, linear unabh

angige Schar von L

osungen, die wir
als zugeordnete Funktionen Q
n
(x) bezeichnen. Dies sind im allgemeinen keine Polynome.
Im Falle der Chebyshev-Polynome wird aus Gl. (5.143) die Dreitermrekursion (5.75)
mit x = cos, deren Koezienten nicht von n abh

angen. In diesem Falle sind die
den Chebychev-Polynomen erster Art T
n
(x) zugeordneten Funktionen die Chebyshev-
Polynome zweiter Art U
n
(x).
Im Falle von Fourier-Reihen haben wir im Zusammenhang mit der H-Transformation
eine geeignete Modellfolge der Gestalt (5.9) eingef

uhrt, deren gradlinige Verallgemeinerung
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ur die Modellfolge (5.144) kein

ahnlich einfacher Levin-artiger Algo-
rithmus gefunden, wie ihn im Falle der Modellfolge (5.4) die H-Transformation darstellt.
Will man einen f

ur die Modellfolge (5.144) exakten, rekursiven Algorithmus, so bieten sich
derzeit nur die Algorithmen (2.19) oder (2.21) als relativ komplizierte, mehrdimensiona-
le Rekursionen zur Berechnung der E-Transformation an. Dies gilt, da die Modellfolge
(5.144) ein Spezialfall des Kerns (2.16) der E-Transformation f



























-Transformationen sind, wie Sidi gezeigt hat [323], ebenfalls in der Lage, Ent-
wicklungen nach Orthogonalpolynomen zu beschleunigen, verlangen allerdings f






aig hohen Aufwand zur Berechnung.
Erfolgreich anwendbar und kosteng

unstig sind dagegen | wie im Falle von Fourier-
Reihen | zwei andere Extrapolationsm

oglichkeiten: Einerseits die Iteration einfacher





uhrung auf andere Reihentypen.
5.5.1 Ein iterativer Algorithmus f

ur Orthogonalentwicklungen
Wir haben gesehen, da man im Falle von Fourier-Reihen die I-Transformation durch hier-
archisch konsistente Iteration der einfachen Folgentransformation (5.73) gewinnen kann.
Wir bemerken, da diese einfache Folgentransformation auf der Dreitermrekursion (5.75)
basiert und f

ur die einfache Modellfolge (5.74) exakt ist.


































































In direkter Analogie zum Algorithmus (5.92) f

ur die I-Transformation erh

alt man



























































































Als einfachen Test f

ur diese K-Transformation betrachten wir eine Entwicklung nach
Legendre-Polynomen P
n
(x). Entwicklungen dieses Typs sind beispielsweise L

osungen der
Laplace-Gleichung in Kugelkoordinaten f

ur Problem mit azimuthaler Symmetrie [184, Ab-
schn. 3.3] Die folgenden Rechnungen wurden in FORTRAN QUADRUPLE PRECISION
mit 30-32 Stellen durchgef

uhrt.






















= n + 2, 
(1)
n
=  (2n+ 5)x und 
(2)
n




































= 1=(k+1) die Koezienten in Gl. (5.151)
sind. Man beachte, da die Koezienten 
(j)
n
im Vergleich zu Gl. (5.146) im Index n um
Eins verschoben sind, da die Legendre-Polynome die Rekursion [286, p. 736]
(n+ 2)P
n+2
(x)  (2n+ 3) xP
n+1
(x) + (n+ 1)P
n




Man liest aus Tabelle 5.37 ab, da f

ur weite Bereiche des Argumentes x die K-Transfor-
mation beachtliche Konvergenzbeschleunigung f

ur die Reihe (5.151) bewirkt. Zu beachten
ist der Wert x =  2, f

ur den die Reihe divergiert. Es zeigt sich, da die K-Transfor-
mation diese divergente Reihe summieren kann, wobei allerdings etwas mehr Terme f

ur
eine bestimmte Genauigkeit ben

otigt werden als f

ur negative x, f

ur die die Reihe selbst
konvergiert. F






at bei x = 1.





haben, gelingt allerdings auch nahe an der Singularit

at eine stabile Extrapolation. Aus
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Tabelle 5.37: Beschleunigung der Entwicklung (5.151) f













{2.0 12 20 24 26 divergent
{1.0 6 10 12 14 < 2
{0.9 6 11 12 16 < 3
{0.8 6 11 14 16 < 3
{0.7 8 12 15 17 < 3
{0.6 8 12 16 18 < 3
{0.5 8 14 16 18 < 3
{0.4 8 14 17 20 < 3
{0.3 9 15 18 21 < 3
{0.2 9 15 18 21 < 3
{0.1 9 16 19 22 < 3
0.0 10 16 19 22 < 3
0.1 10 17 20 23 < 3
0.2 10 17 21 25 < 3
0.3 11 18 21 26 < 3
0.4 11 18 23 27 < 3
0.5 12 21 24 28 3
0.6 12 22 26  < 3
0.7 13 23 29  < 3
0.8 16 27   < 3
0.9 18 30   < 3




ur die die transformierte Folge s
0
n
aus Gl. 5.149 f

ur n  n
j
eine Genauigkeit von j Stellen aufweist. Ein Stern bedeutet, da 0  n
j
 30 nicht erf

ullt
ist Aufgetragen ist auch die Zahl exakter Stellen der Partialsummen s
30
aus Gl. (5.150).
Gl. (5.152) liest man ab, da f

ur groe n die Legendre-Polynome P
n
(x) asymptotisch die
Rekursion (5.75) von cos(n) und sin(n) erf

ullen, wenn man x = cos setzt. Frequenz-








In den Tabellen 5.38 { 5.41 werden Anwendungen der K-Transformation mit und ohne




at bei x = 1
vorgestellt. Die Rechnungen zu den Tabellen 5.38 { 5.41 wurden in FORTRAN DOUBLE




Tabelle 5.38: Beschleunigung der Entwicklung (5.151) f







  lg j1  s
n




5 1.84118896 1.655149659863940 1.08 1.58
7 1.76075879 1.710091524398229 1.44 2.21
9 1.67828708 1.697957653702261 1.90 3.00
11 1.64468031 1.699774977858635 1.49 4.21
13 1.66051486 1.699721110941591 1.64 4.51
15 1.69764123 1.699642701569980 2.92 4.81
17 1.72507128 1.699676545453069 1.83 5.35
19 1.72762568 1.699667505300637 1.78 6.05
21 1.71027162 1.699669211402116 2.20 6.96
23 1.68958300 1.699668946296759 2.23 7.33


















In Tabelle 5.38 wird der Wert x = 0:9 ohne, in Tabelle 5.39 mit Frequenzvervielfachung
gem

a  = 3 behandelt. Analog wird in Tabelle 5.40 der Wert x = 0:95 dicht bei der Sin-
gularit

at ohne, in Tabelle 5.41 mit Frequenzvervielfachung gem

a  = 4 behandelt. Man
erkennt, da ohne Frequenzvervielfachung die Extrapolation inezienter und instabiler
ist, je n

aher man der Singularit






von x zu Extrapolationsergebnissen von 14 und mehr Dezimalstellen, also zu Maschinen-
genauigkeit, die nat

urlich auf einer h

oheren Zahl von Termen der Reihe basieren.
F

ur Entwicklungen nach Orthogonalpolynomen mit Koezienten, die als Funktion des
Summationsindex nicht oszillieren, ist | neben der komplizierter zu berechnenden d
(2)
-
Transformation [323] und dem im n

achsten Abschnitt zu besprechenden Verfahren der
zugeordneten Reihen | aufgrund dieser Ergebnisse die K-Transformation als eines der







uhrung auf andere Reihentypen





uhren. Bei Fourier-Reihen wurden dazu die trigonometrischen Funktio-
nen durch komplexe Exponentialfunktionen dargestellt, wodurch nach Ausmultiplizieren
die Fourier-Reihe als Summe komplexer Potenzreihen geschrieben konnte, die dann ande-
ren Verfahren zur Konvergenzbeschleunigung zug

anglich waren.
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Tabelle 5.39: Beschleunigung der Entwicklung (5.151) f

ur x = 0:9 mit Frequenzvervielfa-






  lg j1  s
m




18 6 1.72956738 1.699200064417397 1.75 3.56
24 8 1.68299191 1.699692606169673 2.01 4.86
30 10 1.70722867 1.699667944571655 2.35 6.20
36 12 1.69847571 1.699669019029939 3.15 8.41
42 14 1.69670035 1.699669032387828 2.76 8.40
48 16 1.70493856 1.699669024755232 2.51 9.31
54 18 1.69363821 1.699669025656950 2.45 10.40
60 20 1.70527158 1.699669025585073 2.48 11.63
66 22 1.69530790 1.699669025589124 2.59 13.18



























Auf Sidi [323] geht die Idee zur















zu verallgemeinern, wobei die Funktionen 
n






























( 2 C ; n!1) (5.156)
darstellen lassen. F

ur Fourier-Reihen gilt 
n
(x) = cos(nx),  
n







(x) = 1. F

ur Entwicklungen nach Legendre-Polynomen P
n
(x) oder
den zugeordneten Legendre-Funktionen zweiter Art Q
n









(x) mit x = cos  setzen, entsprechend  = 1 und
 =  1=2.
Sidi hat folgendes Verfahren vorgeschlagen [323]:



























Tabelle 5.40: Beschleunigung der Entwicklung (5.151) f







  lg j1  s
n




10 2.06521047 1.986952242722736 1.43 2.67
12 2.00096358 1.991597424640241 2.31 3.74
14 1.95499868 1.991452227256958 1.74 3.96
16 1.93652358 1.991114507836142 1.56 4.23
18 1.94333723 1.991260477172072 1.62 4.85
20 1.96599696 1.991230748045800 1.90 6.07
22 1.99255944 1.991224003588190 3.18 5.37
24 2.01279672 1.991180321708399 1.97 4.58
26 2.02095725 1.990863195431544 1.83 3.73
28 2.01661234 1.988301605367751 1.89 2.83

























































Schritt 2 Wende die d
(m)








Schritt 3 Verwende diese N

aherungswerte in Verbindung mit Gl. (5.158), um ein N

ahe-
rungswert von F (x) zu berechnen.













 (x) als kombinierter Zahlenwert vorliegt.
F












ur Koezienten dagegen, die selbst wieder oszillieren, die d
(m)
-




aten wird dabei die Verwendung
von R
l
=  l empfohlen, was ja der Methode der Frequenzvervielfachung entspricht.
Im Falle von Fourier-Reihen entspricht der Vorschlag von Sidi dem Verfahren der
zugeordneten Potenzreihen. Wir haben oben gezeigt, da dieses verallgemeinert werden
kann, falls die Fourier-Koezienten selbst Produkte von trigonometrischen Funktionen
mit nichtoszillierenden Termen sind.
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Tabelle 5.41: Beschleunigung der Entwicklung (5.151) f

ur x = 0:95 mit Frequenzverviel-






  lg j1  s
m




40 10 1.98394066 1.991229380519015 2.44 5.81
48 12 2.00230611 1.991232598679281 2.25 7.12
56 14 1.98092858 1.991232444088088 2.29 9.03
64 16 1.99804299 1.991232445174612 2.47 9.42
72 18 1.98886705 1.991232446064134 2.93 10.20
80 20 1.98967116 1.991232445925916 3.11 11.18
88 22 1.99524744 1.991232445940219 2.70 12.26
96 24 1.98657823 1.991232445939061 2.63 13.55
104 26 1.99493548 1.991232445939134 2.73 14.07
112 28 1.98945221 1.991232445939121 3.05 14.78



























Es stellt sich die Frage, ob man auch diese Verallgemeinerung auf den Fall von Ent-
wicklungen nach Orthogonalpolynomen

ubertragen kann. Dies kann in der Tat geschehen,
wenn die Koezienten selbst wieder Produkte von oszillierenden Funktionen sind, wenn



































) die oben an 
n














































































































Ausmultiplizieren zeigt dann, da man die Reihe s als Linearkombination von 2
K
Reihen
















Reihen kann man nun einzeln extrapolieren, wobei einfachere Verfahren aus-
reichen. Der numerische Aufwand f






-fache des Aufwandes f






glatt sind, bieten sich hier alle Verfahren an, mit denen man
lineare oder logarithmische Konvergenz beschleunigen kann, so da man auf die algorith-
misch komplizierteren Verfahren wie die d
(m)
-Transformation mit m > 1 verzichten kann.
Das Endergebnis ergibt sich dann durch Linearkombination der so gewonnenen N

aherun-
gen. Auch im Falle von Orthogonalentwicklungen bezeichnen wir diese Vorgehensweise als
die verallgemeinerte Methode der zugeordneten Reihen.
Dies sei an einem Beispiel erl

autert. Wir betrachten















ur 0   <  < 
0 f












cos((j + 1=2)) :P
j
(cos ) (5.163)
Direkte Beschleunigung der rellen Reihe kann mit d
(4)
erfolgen, wohingegen im oben
beschriebenen Verfahren von Sidi einerseits die M























exp(i(j + 1=2)) (5.165)
mit der d
(2)











aufzufassen mit den Koezienten a
j












allen kann man im Vergleich zur Verwendung der d
(4)
-Transformation die Zahl der
f

ur eine bestimmte Genauigkeit ben

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Das hier neu eingef





































































dar. Die vier Reihen kann man zum Beispiel mit der Levin-Transformation beschleunigen.




at Frequenzvervielfachung einsetzen. Als
N























mit den n-ten Partialsummen p
j;n
, wobei die angegebenen Varianten der Levin-Transfor-




=  l sind.
Der Wert  = 1 entspricht dem Verfahren ohne Frequenzvervielfachung.
Wie schneidet das neue Verfahren numerisch ab? Um den Vergleich mit den Verfahren
von Sidi zu erleichtern, behandeln wir zwei Wertepaare (; ), f

ur die Sidi Ergebnisse
angegeben hat [323, Tabellen 6,7], die mit einer Maschinengenauigkeit von etwa 33 Stellen
erzielt wurden. Wir verwenden hier Maple mit Digits=32, was einen direkten Vergleich
der Resultate erlaubt.
Im ersten Fall setzen wir  = =6 und  = 2=3. Dies bedeutet einen relativ groen
Abstand zur Singularit

at bei  = . Die entsprechenden Ergebnisse des neuen Verfahrens
sind in Tabelle 5.42 dargestellt. Man sieht, da die nicht extrapolierte Reihe langsam
konvergiert. Verwendung des neuen Verfahrens liefert eine starke Konvergenzverbesserung:
Um eine zus

atzliche Stelle Genauigkeit zu gewinnen, mu man einen weiteren Koezienten
der urspr

unglich Reihe verwenden. Der Quotient Stellenzahl/(Zahl der Koezienten) ist
also etwa Eins. Das von Sidi vorgeschlagene Verfahren unter Verwendung der d
(2)
-Transfor-
mation liefert [323, Tab. 6] nur etwa eine neue Stelle f

ur je zwei weitere Koezienten, der
entsprechende Quotient ist also nur etwa 1/2. F

ur vorgegebene Genauigkeit ben

otigt das
neue Verfahren also nur etwa die H

alfte der Koezienten wie das von Sidi vorgeschlagene
Verfahren.
Im zweiten Fall setzen wir  = 0:6  und  = 2=3. Dies ist schon ziemlich nahe
an der Singularit

at bei  = . Deshalb wird  = 10 gew

ahlt, was auch den Vergleich
zu den Ergebnissen von Sidi mit R
l
= 10l erlaubt [323, Tab. 7]. Die entsprechenden
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uhrung auf vier komplexe
Reihen f

ur  = =6 und  = 2=3
n   lg j(s
n























Ergebnisse des neuen Verfahrens sind in Tabelle 5.43 dargestellt. Man sieht, da die nicht
extrapolierte Reihe noch langsamer konvergiert als im vorigen Fall. Der Wert zu n = 30
entspricht s
300
, und die Genauigkeit ist geringer als zwei Stellen. Verwendung des neuen
Verfahrens liefert wieder eine starke Konvergenzverbesserung: Um eine zus

atzliche Stelle
Genauigkeit zu gewinnen, mu man im Mittel etwas weniger als einen weiteren Term
der frequenzvervielfachten Reihe verwenden. Man erh

alt beispielsweise etwa 21 Stellen f

ur
1019+1 = 191 Koezienten sowie etwa 27 Stellen f

ur 241 Koezienten der urspr

unglichen
Reihe. Der Quotient Stellenzahl/(Zahl der Koezienten der urspr

unglichen Reihe) ist also
etwa 0.11. Das von Sidi vorgeschlagene Verfahren unter Verwendung der d
(2)
-Transforma-
tion liefert laut Tab. 7 aus [323] nur etwa eine neue Stelle f

ur je zwei weitere Koezienten
der frequenzvervielfachten Reihe. Man erh

alt beispielsweise durch die Anwendung der d
(2
-
Transformation auf die komplexe Legendre-Reihe nach dem Vorschlag von Sidi 21 Stellen
aus 482 Koezienten sowie 27 Stellen aus 642 Koezienten der urspr

unglichen Reihe
[323, Tab. 7], der Quotient Stellenzahl/(Zahl der Koezienten der urspr

unglichen Reihe)
ist also nur etwa 0.04. F

ur vorgegebene Genauigkeit ben

otigt das neue Verfahren also
in diesem Fall nur etwa 35-40% der Koezienten, die in dem von Sidi vorgeschlagenen
Verfahren auf der Basis der d
(2)
-Transformation berechnet werden m

ussen.
Zusammenfassend kann man f

ur dieses Beispiel sagen, da f

ur vorgegebene Genauigkeit
das neue Verfahren etwa die H

alfte der Koezienten ben

otigt wie das d
(2)
-Verfahren auf
der Grundlage der komplexen Legendre-Reihen, und etwa ein Viertel der Koezienten wie
das d
(4)
-Verfahren auf der Grundlage der reellen Reihe selbst. Der numerische Aufwand f

ur
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uhrung auf vier komplexe
Reihen f

ur  = 0:6 und  = 2=3 mit Frequenzvervielfachung auf  = 10
n   lg j(s
 n























das neue Verfahren ist in diesem Fall das Vierfache des Aufwandes f

ur eine entsprechende
Levin-Transformation einer komplexen Reihe.
Wir bemerken nochmals, da man bei der verallgemeinerten Methode der zugeord-
neten Reihen statt der Levin-Transformation auch andere Transformationen wie den -
Algorithmus oder die J -Transformation verwenden kann.
Zusammenfassend l

at sich sagen, da die (neu eingef

uhrte) verallgemeinerte Methode
der zugeordneten Reihen, gegebenenfalls in Kombination mit Frequenzvervielfachung, ein
sehr leistungsf






In den vorangegangenen Abschnitten wurden Methoden diskutiert, die relativ allgemein
hinsichtlich ihrer Anwendbarkeit waren. Dabei wurde Wert darauf gelegt, da die Verfah-
ren exibel waren, um an verschiedene Problemklassen anpabar zu sein. Dies konnte man




atzlichen Hilfsfolgen erreichen, die Informatio-
nen

uber das asymptotische Verhalten der Reste und | im Falle der J -Transformation |
problemadaptierte Hierarchien einzubringen erlauben. Sehr h

aug kann man damit schon
ausgezeichnete Ergebnisse erzielen, wobei f







In der Praxis gibt es allerdings auch den Fall, da die Berechnung eines weiteren
Elementes der zu extrapolierenden Folge immer aufwendiger wird und man daher mit
wenigen Zahlenwerten auskommen muss.
Ein Beispiel daf











H = E ; (6.1)
wobei der Hamilton-Operator H = H
0




mit bekanntem Spektrum (Eigenfunktionen, Eigenwerte) und eine St

orung V zerlegt wird.
Die St

orungsreihen von Eigenfunktionen  und Eigenwerten E werden als Potenzreihen





ur Ordnung durch Koezientenvergleich in  gel

ost. Am Ende der Rechnung wird der
Kopplungsparameter dann gleich Eins gesetzt. Die Approximation der Gesamtenergie E















+ : : : ; (6.2)















in j-ter Ordnung nicht optimal aus. Extrapolationsverfahren erlauben eine













ur die Energie eines quantenmechanischen Systems ist f

ur hohe
Ordnungen immer schwieriger zu berechnen. Dies erkl

art, warum es relativ wenige Systeme




orungstheoretische Resultate hoher Ordnungen zu
erhalten.





orungstheorie bedeutsam. Dort kann man f

ur kleinere Systeme mit ab initio Pro-














in der Regel nicht mehr als f






0; : : : ; 4(; 5) der verschiedenen Ordnungen) zur Verf

ugung. Diese kleine Zahl von Werten
schr

ankt die Zahl der mit gutem Erfolg auf dieses Problem anwendbaren Verfahren stark
ein. Von den auch im mathematischen Bereich h

auger angewandten Verfahren bietet sich
eigentlich nur die Verwendung von Pade-Approximationen [14, 16, 17] an, die in enger Be-
ziehung zum -Algorithmus [399] stehen.
Hier stellt sich nun die Frage nach speziellen Verfahren, die an die st

orungstheoretische
Natur des Problems direkt angepat sind. Wir werden im folgenden zwei derartige Verfah-
ren besprechen, wobei nur allgemeine Eigenschaften der St

orungstheorie zugrundegelegt
werden, und hinsichtlich einiger mathematischer Eigenschaften charakterisieren. Die Re-
sultate der Anwendung dieser Extrapolationsverfahren auf die Vielteilchenst

orungstheorie
werden in einem sp





6.1 Goldhammer-Feenberg- und Feenberg-Reihe
Goldhammer und Feenberg [111, 132] haben
1
vorgeschlagen, den Hamilton-Operator H










() = (1  )H
0
(6.4)
renormiert. Dies nennen wir im folgenden die Feenberg-Skalierung. Kennt man das Spek-
trum von H
0
, so ist nat















alt man die Zerlegung
H = H
0
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angen von renormierten Beitr

agen j-ter Ordnung E
j


































ur die Berechnung dieser renormierten Beitr

age bis zur n-ten Ordnung sind




mit 0  j  n erforderlich.
Es sei auerdem bemerkt, da f

ur n > 2 der energetische Beitrag E
n
() bis auf den Faktor
(1  )
1 n
ein Polynom (n  2)-ten Grades ist.












=(1  ) : (6.9)
Die Funktion E
(2)
() hat also einen Pol bei  = 1 und nimmt alle reellen Werte an, wenn









() in keiner Weise ausgezeichnet.
Es stellt sich die Frage, wie der Parameter  zu w

ahlen ist, um f

ur gegebene Ordnung




oglichst gute Approximation E
(n)
() der Gesamtenergie
zu erhalten. Die entscheidende Beobachtung dazu ist, da der exakte Wert der Gesamt-
energie selbstverst

andlich nur von H abh




















einer Variation von . F










ur endliche  hat. Die Stationarit












() = (n  1)E
n
()=(1  ) ; (n > 2) (6.10)




uglich der Gesamtenergie n-ter Ordnung erreichen.
Der angegebene Zusammenhang zwischen der Ableitung der Gesamtenergie n-ter Ordnung
nach  und dem energetischen Beitrag E
n
ergibt sich dabei durch explizite Rechnung.
Ist der optimale Wert bekannt, so erh

alt man die entsprechende Goldhammer-Feenberg-










Wir halten fest, da sich f

ur n > 2 der optimale Wert 
(n)
in n-ter Ordnung als
Nullstelle eines Polynoms (n   2)-ten Grades mit reellen Koezienten bestimmen l

at.
Folglich gibt es f









amlich (n 2) optimale -Werte,
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und demnach auch ebensoviele Goldhammer-Feenberg-Energien. Ist n > 2 ungerade, so










onnen Paare von komplex-konjugierten L

osungen auftreten, zu
denen im allgemeinen Paare von komplex-konjugierten Goldhammer-Feenberg-Energien
geh








ur die Beschreibung von ungebundenen Zust





at der Gesamtenergie n-ter Ordnung ist verwandt mit dem Konzept der
ordnungsabh

angigen Abbildung (order-dependent mapping) [12, Sec. 18].
Keine Probleme mit Vieldeutigkeit und/oder komplexen L

osungen gibt es f

ur n = 3.








Wenn man approximativ annimmt, da sich die energetischen Beitr

age wie in einer






gilt, dann folgt f



















ur  = q f

ur alle n > 2. In diesem Falle k

onnte























ur alle n  2.
















deniert sind, ein Spezialfall der sogenannten Geometrischen Approximation [6, 31, 308,
393].

Ahnlich wie der urspr

ungliche Zugang von Goldhammer and Feenberg [132, 111] er-




























































































































































ur n = 4 ergeben sich zwei Goldhammer-Feenberg-Energien. Diese sind allerdings in
allen von uns betrachteten Anwendungen komplex-konjugiert. Ihr Mittelwert ist reell und
wird im folgenden als GF4b bezeichnet.
F


































































































































































































































































(als Nullstelle eines reellen, kubischen Polynoms).
Den Mittelwert der anderen beiden, in den betrachteten Anwendungen stets komplex-
konjugierten Energien nennen wir GF5b. Dies ist stets eine reelle Gr

oe.
Wir betrachten als einfaches Beispiel den Hamilton-Operator
H = p
2
+ (1 + )x
2
(6.19)
eines eindimensionalen, harmonischen Oszillators mit Grundzustandsenergie
E =
p













































































































































Man sieht also, da f

ur dieses Beispiel die f








bzw. GF4b ganz eliminiert wird und der Fehler in der folgenden Ordnung

6





so wird der Fehler in f

uhrender Ordnung jeweils deutlich reduziert.
Abschlieend soll noch der Einu eines konstanten Faktors c untersucht werden, mit

























ur jeden festen Wert von  gilt. Damit bleiben alle
Extrema von E
(n)
() bzw. Nullstellen von E
n















ur alle Feenberg- und Goldhammer-Feenberg-Energien.












; : : : ; c E
n


















; : : : ; E
n
) (6.25)
schreiben, wobei man im Falle der Goldhammer-Feenberg-Energien dieselbe Nullstelle 
(n)
verwendet.
6.2 Eektive charakteristische Polynome





uhrt und auf die Berechnung der Korrelationsenergie von Modellsystemen
angewandt [42, 43, 44, 45, 77, 101, 346] sowie f

ur die Summation der St

orungsreihe an-
harmonischer Oszillatoren verwendet [79].
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den Hamilton-Operator H tritt das charakteristische Polynom P
n
(E) vom Grade n in der
unbekannten Energie E auf:
P
n




i   E 
j;k
j : (6.26)
Gilt H = H
0



















= 1. Es h

angt also von N = n(n + 3)=2 Koezienten f
n;j;k
ab, die zu bestim-
men sind, wenn man Approximationen f

ur die Energie berechnen will. Kennt man alle





und V berechnen. In der Methode des eektiven charakteristischen Polynomes werden
diese Koezienten stattdessen aus den Termen von St

orungsreihen berechnet.
Wir betrachten den Fall, da man die St

orungsreihe eines nichtentarteten Eigenwertes
bez

uglich einer bestimmten Zerlegung von H = H
0















gegeben. Setzt man Gl. (6.28) in Gl. (6.27) ein und macht eine Taylor-Entwicklung in ,
so erh





































(E) = 0 f



















= 0 ; 0  k  N   1 : (6.31)
Dies ergibt ein lineares Gleichungssystem f

ur die unbekannten Koezienten f
n;j;k
. Daraus





andig bestimmt. Approximationen f










(E) = 0. Schlielich setzt man noch
gegebenenfalls  = 1.
Wenn nur wenige Terme der St

orungsreihe bekannt sind, ist der Grad des eektiven
charakteristischen Polynomes notwendigerweise klein. F

ur Polynomgrad n = 2 sind f

unf
Koezienten zu bestimmen. Daf

ur reichen die Terme E
0







ahrt man wie oben beschrieben, so erh





















































osung | mit einem Minuszeichen vor der Quadratwurzel | ergibt f

ur kleine
 nur dann das korrekte Ergebnis, wenn E
2





die Grundzustandsenergie physikalischer Systeme nicht auftreten kann.
Explizite Rechnung zeigt, da diese Approximation f

ur die Energie invariant unter













(); : : : ; E
4
()) : (6.33)
Da das echte charakteristische Polynom nur vom gesamten Hamilton-Operator abh

angt





, der Approximation auf der Basis des eektiven charakteristischen Po-
lynomes zweiten Grades, sondern auch f





Multiplikation aller Terme der St










uhrt zur Multiplikation von 
2




















Betrachten wir nun das Beispiel aus dem letzten Abschnitt. Setzt man die Terme E
j









1 +  ; (6.35)
also das exakte Resultat f

ur die Grundzustandsenergie des harmonischen, eindimensiona-
len Oszillators H = p
2




ur dieses Beispiel ist demnach das eektive cha-




Es gibt es noch weitere denkbare Vorgehensweisen. Wie

Czek und Mitarbeiter gezeigt





ur kleine Kopplungskonstanten mit solchen f

ur groe
Kopplungskonstanten miteinander kombinieren. Betrachtet werden dabei jeweils Entwick-
lungen f

ur einen einzigen Eigenwert.






ur kleine Kopplungskonstanten von mehreren
verschiedenen Eigenwerten zu betrachten. Dies wird in Anhang E demonstriert f

ur den


















ur zwei nichtentartete Ener-
gieeigenwerte zur Bestimmung von P
2
(E) benutzt. In diesem Fall werden die Terme bis
einschlielich der zweiten Ordnung einer ersten St

orungsreihe und bis einschlielich der
ersten Ordnung einer zweiten St

orungsreihe verwendet. Dann zeigt sich, da die beiden





































































































































































der Ordnung bis einschlielich  einer zweiten St

orungsreihe benutzen, um ein eektives
charakteristisches Polynom zweiten Grades abzuleiten.
Abschlieend betrachten wir dazu wieder ein Beispiel. Wendet man das oben beschrie-


















































































































Die wahren Eigenwerte dagegen haben die Taylor-Entwicklung
p




























































Das zeigt, da in diesem Beispiel f

ur den ersten angeregten Zustand keine wesentliche
Ver

anderung des Fehlers bei Verwendung der N

aherung auf der Grundlage des eekti-
ven charakteristischen Polynoms erzielt wird. F

ur den Grundzustand ist dies anders: Der













) ist. Der Fehler verkleinert sich also durch Verwendung des eektiven
charakteristischen Polynomes.








In diesem Kapitel besch

aftigen wir uns mit Extrapolationsverfahren f

ur Vektor- und Ma-
trizenfolgen, also Folgen von nichtskalaren Objekten, im Gegensatz zu Zahlenfolgen bzw.
Folgen von Skalaren. Eine ersch





uber solche Verfahren vom mathematischen Standpunkt ndet man in [59, Kap. 4,6]. F

ur
weitergehende Informationen sei auch auf die Literatur verwiesen [47, 48, 49, 58, 61, 63,
64, 84, 124, 137, 138, 140, 149, 150, 185, 186, 220, 221, 227, 233, 242, 246, 251, 250, 252,
262, 267, 269, 270, 304, 305, 312, 313, 319, 320, 322, 325, 326, 330, 331, 394, 401].
In diesem Kapitel bezeichnen wir allgemein Folgenelemente mit lateinischen, dagegen
Vektorkomponenten bzw. Matrixelemente mit griechischen Indizes. Auerdem identizie-
ren wir alle Vektoren mit Spaltenvektoren mit d Komponenten, also mit d 1 Matrizen,
wobei d die Dimension des zugeh






Matrixoperationen wie Transponieren und Adjungieren durchgef





















































Damit kann man zum Beispiel das










b denieren, das oensichtlich invariant unter Vertauschung von ~a und
~
b ist und
im Falle reeller Vektoren mit dem Skalarprodukt zusammenf

allt. Sollen die Komponenten
x

eines Vektors ~x verdeutlicht werden, so schreiben wir auch ~x = (x
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Matrizen kann man nat

urlich auch als Vektoren auassen, indem man beispielsweise
die Elemente einer mn-Matrix mit den Komponenten eines m n-dimensionalen Vektors
in einer beliebigen, aber festen Reihenfolge identiziert. Allerdings gibt es im Falle von
quadratischen Matrizen auch Inverse, was andere Algorithmen m

oglich macht. Demnach
sind alle Algorithmen, die wir unten f

ur Vektorfolgen diskutieren, direkt auf Matrizenfol-
gen anwendbar.
7.1 Grundlagen
In der Praxis treten h

aug nicht nur Zahlenfolgen mit langsamer Konvergenz auf, sondern
auch langsam konvergierende Folgen von komplizierteren mathematischen Objekten, wie
zum Beispiel Folgen von Vektoren und Matrizen.
Beispielsweise treten Folgen von Vektoren bei der iterativen L

osung von Systemen





ohnlichen oder partiellen Dierentialgleichungen mit den Methoden der niten
Dierenzen oder niten Elementen. Ferner f

uhren viele Verfahren zur Berechnung von
Eigenwerten und -vektoren von Matrizen auf Vektor- und Matrizenfolgen.
Im Prinzip ist es m

oglich, die Extrapolationsverfahren f

ur Zahlenfolgen komponenten-
weise anzuwenden, um auch Vektor- und Matrizenfolgen zu extrapolieren. Ist also ~v
n
eine
Folge von Vektoren mit Komponenten v
n;








ur Zahlenfolgen, wie wir sie in den vorangegangenen Kapiteln kennengelernt
haben, so erh
















alle Komponenten setzt. Im Falle, da die Algorithmen von Hilfsfolgen abh

angen, gibt es,
wie wir sehen werden, auch die M

oglichkeit, in die Extrapolation der einzelnen Kompo-
nenten Informationen

uber das Verhalten der anderen Komponentenfolgen einieen zu
lassen. Diese komponentenweisen Algorithmen k

onnen durchaus erfolgreich sein.
Allerdings bieten speziell an die Vektor- bzw. Matrixnatur des Problems angepate Ver-
fahren mehr M










aug kann man Algorithmen f

ur Zahlenfolgen, also skalare Algorithmen, relativ
direkt auf Vektor- und Matrizenfolgen verallgemeinern. Hat man beispielsweise ein Folge
s
n
quadratischer Matrizen zu extrapolieren, kann man den -Algorithmus so anwenden,
da man alle Elemente 
(n)
k
































Man erkennt allerdings, da man in jedem Schritt des Verfahrens Matrixinverse zu berech-
nen hat. Dies ist f

ur kleine Matrizen durchaus akzeptabel, schon f

ur mittelgroe Matri-
zen ist dies allerdings numerisch sehr aufwendig. Auf Besonderheiten bei der Berechnung
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Im Falle von Vektoren und nichtquadratischen Matrizen ist man prinzipiell dadurch
behindert, da diese Objekte keine Inversen besitzen, so da die auf rationalen Operationen





Einen Ausweg aus beiden Problemen bietet die Verwendung von Pseudoinversen. Diese
kann man auch f

ur Vektoren denieren und erh

alt damit eine M

oglichkeit, die skalaren




Pseudoinverse werden im Abschnitt 7.1.1 besprochen. Im Anschlu daran werden wir
Iterationsfolgen und ihre Extrapolation diskutieren.
Schlielich werden einige Besonderheiten bei der Berechnung von Funktionen von qua-









uhren. Diese sollten bez








b) insofern Eigenschaften von Inversen haben, da (~v;
~
P (~v)) = 1 gilt. Au-
erdem sollte f






















~v = 1 : (7.5)
 Pseudoinverse bez





















(~y) = 1 : (7.7)
Auerdem gilt f

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 Pseudoinverse bez

















= 1 : (7.11)
 Pseudoinverse bez


















(~y) = 1 : (7.13)
Auerdem gilt f































. Verwendet man bei einem Vektorraum mit Skalarprodukt








. Man kann aber auch jede andere Norm verwenden.
Im Falle reeller Vektoren fallen Skalarprodukt und symmetrisches Produkt zusammen,









Man beachte, da man Pseudoinverse bez

uglich eines Skalarproduktes in jedem Hilbert-
Raum und Pseudoinverse bez

uglich einer Norm in jedem Banach-Raum denieren kann.
Die Konzepte sind damit auch direkt auf Funktionenr







ur Matrizen A 6= 0 kann man verschiedene Varianten von Pseudoinversen ver-
wenden. Wir denieren im Falle einer m n Matrix A:




































































Ak = 1 (7.24)
Wir bemerken, da es andere Matrizen als A
L







Diese werden auch als Linksinverse bezeichnet. Entsprechendes gilt f

ur Rechtsinverse.








ankt, da ihre Berechnung




Man kann noch weitere Pseudoinverse von Matrizen einf

uhren, zum Beispiel durch Sin-
gul

arwertzerlegungen (Singular Value Decomposition, SVD). Diese sind allerdings relativ
aufwendig zu berechnen, weshalb sie im folgenden keine Verwendung nden.
























aug hat man in der Praxis Systeme von Gleichungen zu l

osen. Sind diese linear, so
stehen eine groe Anzahl von Verfahren zur Verf














wobei A eine quadratische Matrix ist. F

ur nichtlineare Gleichungen und Gleichungssys-
teme stellen Iterationsverfahren einen besonders wichtigen und konzeptionell einfachen
Ansatz zur numerischen L

osung dar.
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In diesem Abschnitt sollen Methoden diskutiert werden, wie man im Prinzip Extrapo-
lationsverfahren auf Iterationsverfahren anwendet.














ein Startvektor aus dem Vektorraum V, aus dem man durch sukzessive




 ! V weitere Vektoren der Iterationsfolge
~x
n






V das (n+ 1)-fache Tensorprodukt von V.







die zur Bestimmung eines Fixpunktes ~x









eingesetzt werden. Ist  = 	, so spricht man von direkter Iteration, die auch als Picard-
Iteration bezeichnet wird.







bei der direkten Iteration sind
Aussagen m






























folgt. In der N


































Die Konvergenz oder Divergenz der Picard-Iteration in der N

ahe des Fixpunktes wird
demnach durch das Spektrum von J


















Eigenwerte mit Betrag gr

oer als Eins, so ist der Fixpunkt instabil und die
Iterationsfolge divergiert, da zumindest durch numerische Eekte die Iterationvektoren in
der Regel Komponenten in Richtung der entsprechenden Eigenvektoren haben, die durch
die Iteration exponentiell anwachsen. Sind alle Eigenwerte betragsm

aig kleiner als Eins,




j = 1 ist der Fixpunkt
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metastabil, und bestimmte Komponenten des Fehlervektors

andern sich durch die Iteration
n

aherungsweise im Betrag nicht.
F

ur die obige Diskussion ist unerheblich, ob man die Ableitungen der Iterationsfunktion
numerisch tats

achlich berechnen kann oder nicht.
Kann man aber an gegebener Stelle ~x Ableitungen von 	 numerisch berechnen, so
wird eine andere Klasse von Iterationsverfahren m

oglich. Dazu formuliert man die Taylor-























































ute der Fixpunkt aber schon bekannt sein. Als Ausweg kann man die






























deniert sind. Man erh















Dies ist nichts anderes als ein mehrdimensionales Newton-Raphson-Verfahren, das ja im





















) = 1  J(x
n
) mit J(x) = 	
0
(x) folgt.
Das Newton-Raphson-Verfahren kann man auch so interpretieren, da die urspr

ungli-
che Iterationsfunktion  = 	 durch eine neue Iterationsfunktion

NR
(~x) = ~x  (1  J(~x))
 1
(~x  	(~x)) (7.38)
ersetzt. Diese ist f

ur alle ~x deniert, f

ur die 1  J(~x) invertierbar ist, und hat die gleichen
Fixpunkte wie 	. Auerdem verschwindet die Jacobi-Matrix von 
NR
an den Fixpunkten,
so da lokale Konvergenz im allgemeinen gesichert ist. Allerdings ist die Iterationsfunktion
beim Newton-Raphson-Verfahren hochgradig nichtlinear, so da selbst im eindimensiona-
len Fall chaotische Ph

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Es gibt aber viele F

alle, wo die numerische Berechnung von Ableitungen von 	 nicht
durchf




















verwendet, die wie im Falle























im allgemeinen von anderen Elementen ~x
m
,
m 6= n ab. Im Falle eines eindimensionalen Sehnen- bzw. Sekantenverfahrens (regula falsi)













Allgemeiner gefat bedeutet das, da man durch die Extrapolationsverfahren neue






; : : : ; ~x
n





ur Iterationsfolgen konstruieren, mu man angeben,
wie man aus der Iterationsfunktion  = 	 der direkten Iteration diese neuen Iterations-
funktionen erh

alt. Ein wichtiges, relativ allgemeines Verfahren dazu wird im folgenden
vorgestellt.















; : : : ; ~s
k
) (7.40)




ur den Grenzwert ~s der Folge darstellen soll. Das




uhrt man die direk-
te Iteration m-mal durch und berechnet ~x
m
, um in die N

ahe des Fixpunktes zu kommen
(m = 0 ist erlaubt). Jetzt f

uhrt man imWechsel k weitere direkte Iterationen und dann Ex-
trapolationen zur Berechnung neuer Startvektoren durch, bis das Verfahren (hoentlich)
konvergiert. Formal kann man dies so beschreiben: Ein k-Zyklus bez

uglich der Iterati-
























beschrieben wird. In einem k-Zykel wird also k-mal die Funktion 	 sowie einmal der





















) ; (j = 1; : : :)
(7.42)
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deniert. Das bedeutet, da durch das Cycling-Verfahren nach m Voriterationen die Ite-

















ersetzt wird. Hat man N Zyklen abgeschlossen, so wurde (k N +m)-mal die Funktion 	
und N -mal der Algorithmus T verwendet.
Dieses Verfahren kann insbesondere bei divergenten Iterationen instabil werden. Dann
kann man es durch eine Relaxationsmethode stabilisieren. [59, S. 327-330] Dabei ersetzt











) ; (j = 1; : : : ; k) : (7.44)




ahlt werden, da f











  1)j < 1 (7.45)
erf




















ahlt wird. Da die 
j















































In der Praxis beobachtet man f

ur schlechte Startpunkte bzw. instabile Fixpunkte Di-
vergenz der Iterationsfolgen. Dies trit auch auf Newton-Raphson-Verfahren zu. Bemer-
kenswerterweise ist dies in Untersuchungen deterministischer Modelle chaotischer Systeme





anomene wie fraktale Begrenzungen der Ein-
zugsgebiete verschiedener Fixpunkte oder seltsame Attraktoren auftreten k

onnen. Eine
weitere Bemerkung ist, da die Wahl der Iterationsfunktion entscheidet, ob ein Fixpunkt
stabil oder instabil ist. Es gibt ja F

alle, in denen direkte Iterationen nicht konvergieren,
w

ahrend beispielsweise entsprechende Newton-Raphson-Verfahren durchaus konvergieren,
da die Iterationsfunktion eine andere ist. Wie sind Vektorextrapolationsmethoden hier
einzuordnen?
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Eine erste Beobachtung ist, da nat

urlich auch nichtlineare Extrapolationsverfahren
Anla zu chaotischen Ph

anomenen geben sollten, wenn ihr Output iterativ wieder als Input
verwendet wird. In vielen Anwendungen ist dies aber nicht die

ubliche Anwendungsweise
von Extrapolationsverfahren und diese komplexe Dynamik ist folglich wenig untersucht
worden (vgl. aber [183]) F






a Gl. (7.43) aufgefat werden. Ist diese neue Funktion
nichtlinear, was normalerweise der Fall ist, wenn die urspr

ungliche Iterationsfunktion oder





ur andere nichtlineare Iterationsfunktionen auch. Allerdings erwartet man,
da ein instabiler Fixpunkt von  = 	 durch geeignet gew

ahlte Extrapolationsverfahren
in einen stabilen Fixpunkt von 
0





in Kap. 13 sehen werden.
Dies ist verkn

upft mit einem zweiten und wichtigeren Aspekt von Extrapolations-
verfahren. Sie k

onnen divergente in konvergente Folgen verwandeln. Dies ist f

ur skalare
Verfahren wohlbekannt. Ein Beispiel ist die durch rationale Approximation vermittelte
analytische Fortsetzung von Potenzreihen in Gebiete auerhalb ihres Konvergenzkreises.





anharmonische Oszillatoren dar [79, 372, 378].
Die Frage, ob man dergleichen auch f

ur Vektorextrapolationsverfahren beobachten
kann, wird durch ein Beispiel in Kap. 13 positiv entschieden. Demnach bieten Vektor-
extrapolationsprozesse die Chance, durch Folgentransformation Konvergenz auch dort zu
erzielen, wo die urspr

ungliche Folge divergierte.
7.1.3 Funktionen einer Matrix



















































onnen allerdings langsam konvergieren. Es stellt sich demnach die Frage
nach der Konvergenzbeschleunigung dieses Verfahrens.




















d z ; (7.53)
wobei die Kontur   das Spektrum (A) der Matrix in der komplexen Ebene einmal
uml













eine rationale Approximation von F (x) als Quotient zweier Polynome P
p
(x) vom Grade p
und Q
q












Beispielsweise kann man hier Pade-Approximationen [p=q]
F
(x) verwenden (siehe Gl.
(2.34)). Ein andere M






(x) dar, die im allgemeinen bei Anwendung auf Potenzreihen auch






Levin-Transformation eine rationale Approximation mit p = k + n und q = k dar.
Alle diese rationalen Approximationen f

ur F (A) sind eindeutig deniert, da alle Funk-
tionen einer festen Matrix A miteinander vertauschen.







(A), erfordert die Berechnung von R
p;q
(A) auch noch die In-















betrachten, die man dann besser durch L










Hat A Bandstruktur, so kann man durch Verwendung von Faktorisierungen des Nen-







1 A)    (x
q
1 A) die einzelnen Faktoren (x
j
1 A) ebenfalls Bandstruktur
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haben und damit relativ wenig Operationen f








(A) keine einfache Bandstruktur mehr hat, was mehr Ope-
rationen n

otig macht. Vergleiche auch [227].
Einen anderen Zugang bieten Matrizen- und Vektorextrapolationsverfahren, bei de-
nen auf die Inversion von Matrizen zugunsten der Verwendung von Pseudoinversen ganz
verzichtet werden kann. Dies wird sp

ater untersucht.
Wir bemerken, da die oben beschriebene Problematik wesentlich von der der Berech-












, verschieden ist. Auch hier kann man rationale Approximationen
einf





















































wie man sie im Falle der Matrix-Pade-Approximation verwendet, liefert also andere Z

ahler-





In diesem Abschnitt werden einige wichtige bekannte Verfahren f

ur die Extrapolation von
Vektorfolgen dargestellt, sofern sie f

ur das Folgende von Interesse sind. Wie oben bemerkt,









ur die Beschleunigung von vektorwertigen Iterationsfolgen eine Methode ein-
gef

uhrt, die als Direct Inversion in the Iterative Subspace (DIIS) bezeichnet wird [287].

















werden dabei nach der Methode der kleinsten Quadrate bestimmt. Dazu werden die
Folgenelemente als Zufallsgr











den Wert Null approximiert. Zu l















































































: : : B
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und dem Lagrange-Multiplikator  f

ur die Nebenbedingung. L

osung dieses linearen Glei-
chungssystems ergibt die Koezienten c
j











= 1 wurde von Sellers untersucht [313]. Die DIIS-Methode kann man
zur Beschleunigung von Iterationsfolgen bei der L

osung der Hartree-Fock-Gleichungen, bei
der Bestimmung von selbstkonsistenten Multikongurationswellenfunktionen oder auch
bei Geometrieoptimierungen einsetzen [84, 150]. Erfahrung dabei zeigt, da man m dabei
nicht zu gro w





ur 3  m  8.
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7.2.2 Epsilon-Algorithmen
Unter Verwendung der Pseudoinversen aus Abschnitt 7.1.1 hat Wynn [401] den skalaren
-Algorithmus direkt zum vektoriellen -Algorithmus verallgemeinert. Dieser wird auch als


























Theoretische Eigenschaften des Vektor--Algorithmus und seine Beziehung zur Vektor-


























ungerer Zeit von Graves-Morris und Mitarbeitern unter-
sucht [82, 139].
Um weitergehende Aussagen theoretischer Art machen zu k

onnen, vor allem, um De-
terminantendarstellungen zur Verf

ugung zu haben, hat Brezinski einen verwandten Algo-
rithmus vorgeschlagen [48]. Betrachtet werden | in Analogie zur Darstellung (2.23) der











































































































ahlerdeterminante ist dabei als derjenige Vektor deniert, der sich als Linearkombi-





ur Determinanten nach der ersten Zeile entwickelt. Der Vektor ~y 6= 0
ist hierbei beliebig, aber fest gew

ahlt.










) kann man rekursiv berechnen.














































































Man beachte, da wie im Falle des Vektor--Algorithmus Pseudoinverse auftreten.
Im Falle des topologischen -Algorithmus erkennt man allerdings die Pseudoininversen
bez


























Die Verwendung von anderen Formen von Pseudoinversen, insbesondere bez

uglich ei-
ner Norm oder bez

uglich eines Skalarproduktes bei komplexen Vektoren, ist sowohl beim














) kann man mit einem eng verwandten Algorithmus berechnen, der
auch als zweiter topologischer -Algorithmus bezeichnet wird [59, S. 223].
F












ur den Kern dieser Algorithmen, die von McLeod [246], Graves-Morris
[137] und Brezinski [48] stammen, sind im folgenden Satz angegeben.
Satz 7.1
[59, Theoreme 4.2, 4.3]Wenn f










~s) = 0 gilt, wobei ~s ein Vektor ist und die a
j





+ : : :+ a
k
6= 0 sind, dann gelten f














Man beachte, da dieser Satz keine notwendige Bedingungen an den jeweiligen Kern
formuliert, sondern nur hinreichende.
Der vektorielle und der topologische -Algorithmus sowie der komponentenweise ver-
wandte skalare -Algorithmus sind exakt f

ur Folgen der Gestalt (7.25) und k

onnen als
damit als direkte Methoden zur L

osung von linearen Gleichungssystemen eingestuft wer-
den. Genauer formuliert dies der folgende Satz.
Satz 7.2
[59, Theorem 6.17] Man wende den (skalaren, vektoriellen oder topologischen) -Algo-







b ; n = 0; 1; : : : (7.74)
mit beliebigem Startvektor ~x
0




der Grad des Minimalpolynoms P vonA f

ur den Vektor ~x
0
 ~x, wobei das Minimalpolynom
vonA f

ur den Vektor ~y als das PolynomQ kleinsten Grades deniert ist, f

ur dasQ(A)~y = 0
gilt. Auerdem sei r die Multiplizit

at einer etwaigen Nullstelle von P f

ur verschwindendes
Argument (also r = 0 falls P (0) 6= 0). Dann gilt f





= ~x : (7.75)
Wir bemerken, da beide Algorithmen schon erfolgreich f

ur die Konvergenzbeschleu-
nigung des Verfahrens der konjugierten Gradienten eingesetzt wurden [1, 288].
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7.2.3 Der Vektor-E-Algorithmus











(n); n 2 N
0
; k 2 N ; (7.76)
so ist daf













(n); n 2 N
0

































































; i = k + 1; k + 2; : : : (7.77c)
exakt, wobei ~y 6= 0 ein beliebiger, aber fest gew

ahlter Vektor ist, wobei nat

urlich kein


























(n); n 2 N
0
; k 2 N ; (7.78)

































































1    1
g
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(n); n 2 N
0





















































; i = k + 1; k + 2; : : : (7.80c)





ur alle Komponenten gleich sind.
Der H-Algorithmus erlaubt die Berechnung einer groen Klasse von Vektorextrapola-
tionsverfahren. Wir geben einige wichtige F

alle an, wobei wir uns der Einfachheit halber
auf reelle Vektoren beschr

anken:
 Das Henrici-Verfahren [155, S. 115], f




























































alt man das MPE-Verfahren (minimal polynomial














alt man das RRE-Verfahren (reduced rank extrapola-












alt man das MMPE-Verfahren (modied minimal polynomial
extrapolation) von Sidi, Ford und Smith [326].
7.2.5 Projektionsmethoden
Der topologische -Algorithmus und der H-Algorithmus k

onnen als Projektionsmethoden
angesehen werden. Auerdem geh

oren dazu polynomiale Methoden, wie die im letzten
Abschnitt angesprochenen MPE-, RRE- und MMPE-Verfahren. Es handelt sich bei allen
diesen Verfahren um Krylov-Verfahren, wenn man sie auf Iterationen vom Typ (7.25)
anwendet, und sie sind somit dem Verfahren der konjugierten Gradienten und seinen
Verallgemeinerungen

aquivalent [319]. Rekursive Algorithmen f

ur diese Verfahren sind
bekannt [63, 124, 321].
Die folgende Beschreibung dieser Verfahren st

utzt sich auf eine Arbeit von Jbilou und
Sadok [185].
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mit k  d. Hierbei sind die ~y
(n)
j
















ur i = 1; 2 und ist Y
n;k





































invertierbar ist. Wir bemerken, da















Gleichungssystems ~x = A~x+
~
b, wenn man die Iteration (7.25) zugrundelegt.
Wenn man diese Methoden zur iterativen L






























(vgl. Gl. (7.41)). Auerdem











ahlt. Wir erinnern an die Denition (7.35) der Jacobi-Matrix J(~x) von
	(~x). Hierbei ist T
n;k
das MPE- oder das RRE-Verfahren.
Dann gilt der folgende Satz, der unter bestimmten Bedingungen ableitungsfreie, qua-
dratische Konvergenz des Verfahrens garantiert.
Satz 7.3
[59, Theorem 6.26] Wenn 1  J

invertierbar ist, wenn kJ(~u)  J(~v)k  Lk~u  ~vk f

ur
alle ~u; ~v 2 D  R
d
gilt und wenn es ein  > 0 gibt, so da f

ur alle ~u 2 D
0
  fxg die
Ungleichung (u) >  gilt, wobei D
0




























ur i = 1; : : : ; k(n) (7.84)
gegeben sind, mit 	
(0)




(~u)) und dem Grad k(n) des Minimal-
polynoms von J(~u) f





, so gibt es U  D
0

























Ein entsprechendes Ergebnis besagt, da man auch durch ein Cycling-Verfahren mit
dem topologischen -Algorithmus quadratische Konvergenz erh









In Verallgemeinerung der skalaren J -Transformation f












Zu beachten ist, da man stets statt der Matrizenfolge s
n




































Eine Variante mit Matrixinversion f

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mit einer N N Matrix c exakt ist, in hierarchisch konsistenter Weise, indem als n

achste
Stufe der Hierarchie Modellfolgen der Form
s
n


























































































































g) + b : (8.6)
Ist a zus












































































































































































Eine Variante mit Rechtsinversen aus Gl. (7.19) f






und K K Matrizen r
(k)
n























































































mit einer M K Matrix c exakt ist, in hierarchisch konsistenter Weise, indem als n

achste













Eine entsprechende Verallgemeinerung der J -Transformation unter Verwendung von
Linksinversen kann man ebenso angeben, worauf hier allerdings verzichtet werden soll.
Es gilt f

























g) + b : (8.16)
Ist A eine unit

























































atzung kann man hier nur f





















gegebenen K M Matrizen y
n
verwenden.
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8.1.3 Matrix-T-J -Transformation
Verwendet man Pseudoinverse bez





















































































































mit Zahlen c exakt ist, in hierarchisch konsistenter Weise, indem als n

achste Stufe der
Hierarchie Modellfolgen der Form
s
n


































































































achste Stufe der Iteration kann man also

































g) + b : (8.24)
F

























































In diesem Abschnitt betrachten wir Verallgemeinerungen der skalaren J -Transformation
auf Vektorfolgen.
8.2.1 Vektor-J -Transformation










































































































uglich eines Skalarproduktes auftreten (vgl. (7.1.1). Diese Variante






























mit Zahlen c exakt ist, in hierarchisch konsistenter Weise, indem als n

achste Stufe der
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achste Stufe der Iteration kann man also





































































































































































































8.2.2 Topologische J -Transformation

Ahnlich wie bei den nichtskalaren -Algorithmen kann man durch Verwendung anderer
Pseudoinverser anstelle der Pseudoinversen bez

uglich eines Skalarproduktes weitere Al-
gorithmen erhalten. Im Falle der Verwendung der Pseudoinversen bez

uglich eines sym-
metrischen Produktes und eines weiteren Vektors ~y 6= 0 aus Gl. (7.12) nennen wir den










sowie d d Matrizen r
(k)
n






























































































































in das modizierte Aitken-Verfahren (7.70)









mit Zahlen c exakt ist, in hierarchisch konsistenter Weise, indem als n

achste Stufe der




















































































































achste Stufe der Iteration kann man also
























































































































































































































Als ein Beispiel f

ur die Anwendung von Vektor- und Matrizenextrapolationsverfahren be-
trachten wir die Berechnung der Matrixexponentialfunktion exp(A). Diese ist von Interesse
bei der L

osung von Evolutionsgleichungen f

ur Matrizen der Form
d
d t
U(t) = K(t)U(t) ; U(0) = U
0
; (8.42)
wobei nach einer Diskretisierung der Zeitvariablen gem

a
U(t +t)  exp(K(t)t)U(t) = exp(A)U(t) (8.43)
die Berechnung der Matrixexponentialfunktion von
A = K(t)t (8.44)
erforderlich ist. Wir nennen folgende Beispiele
 Die eindimensionale W














0 < x < 1 ; t > 0 ; u(0; t) = u(1; t) = 0 ; u(x; 0) = u
0
(x) (8.46)



















































uhrung einer Basis f

ur die Wellenfunktion mit einer resultierenden
Matrixdarstellung des Hamilton-Operators die Form der Gl. (8.42).













), der bei der Transformation auf die Wechselwirkungsdarstel-
lung auftritt.
Die Berechnung der Matrixexponentialfunktion war daher das Thema umfangreicher
Untersuchungen. In einem ber

uhmten Review vergleichen Moler und van Loan insgesamt
19 verschiedene Methoden zur Berechnung, die meist allerdings nicht

uberzeugen konnten.





matisiert [133]. Zu den erw

ahnten 19 Methoden sind inzwischen weitere hinzugekommen
[227, 341, 349, 362].
Ohne behaupten zu wollen, mit den im folgenden vorgestellten Methoden die ultimative
Methode zur Berechnung der Matrixexponentialfunktion gefunden zu haben, scheinen die
Resultate aber zumindest vielversprechend zu sein.
Die vorgeschlagene Methode st

utzt sich, wie im Abschnitt 7.1.3 dargelegt, auf die


















werden als Eingabe f

ur Extrapolationsverfahren benutzt. Wie schon mehrfach erw

ahnt,
kann man diese Matrizenfolge auch als Vektorfolge auassen, indem man die Elemente
der jeweiligen Matrix mit Vektorkomponenten identiziert. Dies ist vorteilhaft, da man so
Vektorextrapolationsverfahren verwenden kann und Matrizenextrapolationsverfahren mit
Matrixinversen vermeiden kann, wie sie beispielsweise in der modizierten Pade-Methode
von Lin und Hwang [227] auftreten.
Zu beachten ist, da man etwaige Konvergenzprobleme f

ur groe Werte von tr(A
y
A)
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Tabelle 8.1: Matrixexponentialfunktion: Denitionen
N : Gesamtzahl benutzter Partialsummen































utzt. Man berechnet in diesem Falle also exp(A=L) und hat dann noch Potenzen
dieser Matrix auszuf

uhren. Ist insbesondere L = 2
l
mit l 2 N , so kann man den letzten
Schritt durch wiederholtes Quadrieren ausf

uhren, was zu Kostenreduktion f

uhrt [227, 253].



























1 1 1 1 1
0:1 0:1 0:1 0:1 0:1
 5  5  5  5  5
0:3 0:3 0:3 0:3 0:3

























In den folgenden Tabellen werden die in Tabelle 8.1 angegebenen Bezeichnungen be-











wobei N = n + m mit m  1 galt. Das bedeutet, da auch die M

oglichkeit untersucht
wurde, erst ab der m-ten Partialsumme mit der Beschleunigung zu beginnen.
Aufgetragen sind jeweils die Zahl der exakten Stellen, also der negative dekadische













In Tabelle 8.2 wird das DIIS-Verfahren angewandt. Die Daten zeigen, da dieses Ver-
fahren im Falle der Berechnung der Matrixexponentialfunktion

uber die Potenzreihe eine
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31 3.2 3.2 4.1
33 3.8 6.4 5.4
35 4.5 6.1 6.3
37 5.2 6.9 7.3
39 6.0 8.6 8.7
41 6.8 9.4 |
49 10.5 13.2 |
51 11.5 14.2 |




33 3.8 4.8 4.8
35 4.5 6.2 6.2
37 5.2 7.7 7.7
39 6.0 9.1 9.1
41 6.8 10.6 10.6
43 7.7 12.1 |
45 8.6 13.8 |
47 9.5 13.9 |
49 10.5 13.8 |
51 11.5 13.8 |
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leichte Konvergenzverbesserung bewirkt, aber nur, wenn zwei Kriterien erf

ullt sind: Das
Verfahren darf erst eingesetzt werden, wenn die Terme hinreichend klein sind, und es
d

urfen nicht mehr als einige wenige Terme der Folge benutzt werden. Sonst kann es sein,
da die mit dem DIIS-Verfahren berechneten N

aherungen sogar langsamer als die Pro-
blemfolge konvergieren.
In Tabelle 8.3 werden der topologische und der vektorielle -Algorithmus verwandt. Die
Daten zeigen, da die nichtskalaren -Algorithmen f

ur die betrachteten Beispiele ezienter
als das DIIS-Verfahren sind. Der topologische und der Vektor--Algorithmus verhalten sich
ziemlich

ahnlich. Im Falle des Vektor--Algorithmus ist es allerdings manchmal aufgrund





oheren Werten von n zu gelangen. Dies ist in der Tabelle durch einen Bindestrich
angedeutet.
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alt. Das heit, da eine
~





ur alle k gleiche, n-abh

angi-
ge Vielfache der Einheitsmatrix verwendet wurden, wie sie auch in einer skalaren
1
J-
Transformation mit  = 1 zur Anwendung kommen w

urden.
Die Daten in Tabelle 8.4 deuten im Vergleich mit denen in Tabellen 8.2 und 8.3 dar-
auf hin, da f

ur die untersuchten F











Eines der grundlegenden Probleme der Molek

ulspektroskopie ist die Eliminierung der inho-
mogenen Verbreiterung der Spektrallinien mit dem Ziel, Linienformen mit der homogenen
Linienbreite zu bestimmen. Dies kann man mit einer wichtigen spektroskopischen Me-
thode erreichen, dem spektralen Lochbrennen. Dabei wird durch Einstrahlen mit einem





frequenzen in einem schmalen Frequenzbereich verkleinert, was man als Brennen eines
Loches in die Verteilung auassen kann. Dieses Loch wird durch einen zweiten Laserstrahl
detektiert.
9.1 Beschreibung des Modells
Um die Linienformfunktionen im Detail zu erkl

aren und daraus molekulare Parameter zu
extrahieren, werden

ublicherweise relativ einfache Modelle verwendet [88, 91, 102, 103,




unne Proben von Drescher und Dick [103], das
im folgenden in seinen Grundz

ugen beschrieben wird, entspricht das Brennen des Loches
einem

Ubergang a ! b zwischen Zust












sind inhomogen verbreitert, und das
Zentrum der inhomogenen Verteilung liegt bei !
0
ba















ankt sich auf die Nullphononanteile in der
homogenen Spektralfunktion sowohl f




















































Faktoren (entsprechend dem Verh

altnis von Nullphononanteilen und den Phononensei-
223
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mit dem Absorptionsspektrum A
0
vor dem Brennen und dem Absorptionsspektrum A





































































t ist ein kombinierter Parameter, der proportional der Quan-
tenausbeute , dem Photonenu F
B
und der Brennzeit t ist. Die q-Integration entspricht
dabei einer Orientierungsmittelung

uber das nach polarisiertem Brennen anisotrope En-
semble [91]. Die x-Integration entspricht einer Faltung im Frequenzbereich. Der Index










ur die die Zust

ande b und c identisch sind.
Unter dieser Voraussetzung erf

































9.2 Einfache Darstellungen f

ur die Faltungsintegrale















































ur n = 0; 2, mit reellem x
0
(entsprechend dem Frequenzabstand zwischen Brenn- und
Detektionslaser im Falle resonanter L

ocher) und positiven Parametern , 
0
und Y .
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=; Y=; =; 
0
=) ; ( > 0) : (9.8)
besitzen, die man mit Hilfe einer Koordinatentransformation x! x beweist. Dies bedeu-
tet eine Reduktion der Zahl unabh

angiger Parameter und erlaubt, einen der Parameter,
also zum Beispiel , gleich Eins zu setzen. Physikalisch bedeutet das, da dieser Parameter
als Einheit der Energie bzw. Wellenzahl verwendet wird.
Die eziente Auswertung solcher Faltungsintegrale ist trotz der relativ einfachen ma-
thematischen Form ein nichttriviales Problem, insbesondere f

ur groe Y . Wir diskutieren
zun

achst einige einfache Darstellungen. Eine groe Anzahl von weiteren Darstellungen
ndet man bei Homeier und Dick [168].
9.2.1 Integraldarstellung













Verwendet man die in Gl. (4.25) denierten F
m
-Funktionen, die aus der Quantenche-











































Jetzt kann man eine automatische Quadratur nach der Verwendung einer M

obius-Trans-
formation [170] als Variablensubstitution


















ur x < 0
(9.10)
mit t 2 ( 1; 1) und  > 0 auch f

ur groe Y ohne Probleme durchf

uhren. Allerdings ist




uber Taylor-Reihen [203] f

uhrt auf Reihen einfacherer Faltungsintegrale, die als
reduzierte Integrale bezeichnet werden. F

ur diese wurden von Kador, Schulte und Haarer
komplexe Darstellungen unter Verwendung des Residuenkalk

uls hergeleitet. Auerdem
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
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In diesem Zugang verwendet man die Taylor-Reihe der Exponentialfunktion in Gl.
(9.7) und f





















































ur die reduzierten Integrale
















































(k   1 + j)!






besitzen (vgl. z.B. [158, Gl. (3.2-3a)]). Einsetzen dieser Darstellung erlaubt die Ausf

uhrung
















































































































j < 0 oder j  k sowie
m < 0 oder m  2k   2j
(9.18)
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


























; m!1 : (9.19)
Eine Anzahl weiterer Darstellungen f

ur die reduzierten Integrale ndet man bei Ho-
meier und Dick [168].
9.2.3 Modizierte Reihendarstellung
Einsetzen des Additionstheorems der F
m
















































; ; ; 
0
) (9.21)
































und dem freien, reellen Parameter .
Interessanterweise ergibt sich f











Stellenverluste aufgrund von Ausl






; ; ; 
0
) genau berechnen kann.
Darstellungen f






; ; ; 
0
) sind ebenfalls Faltungsintegrale.
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mit a = 
2
, b = 
2
und u = x
2
in der Denition (9.22). Die j-te Potenz kann man dann





























































































ur groe Y ist die Konvergenz der bisher angegebenen Reihendarstellungen unbefriedi-
gend. Es soll daher noch eine asymptotische Darstellung f

ur Y !1 angegeben werden.
Direkt aus der Denition erh
























































































































































































































































+ : : :
(9.30)












































































+ : : :
(9.31)
Abgesehen von den logarithmischen Termen handelt es sich also um Entwicklungen nach
halbzahligen Potenzen Y
 (2j 1)=2
. Unter Verwendung von Maple war es m

oglich, diese
Entwicklungen jeweils bis zur Ordnung O(Y
 27=2









andnis nicht wesentlich Neues, weshalb auf ihre
Auistung verzichtet wurde. Sie wurden allerdings als Grundlage entsprechender Compu-
terprogramme verwandt.
9.3 Verwendung von Extrapolationsverfahren
Wir sind an der Berechnung der Linienform resonanter L

ocher interessiert und betrachten
daher numerische Verfahren f






achst, da man sowohl die Taylor-Reihe als auch die asymptotische
Entwicklung mit geeigneten Varianten von Levin-artigen Transformationen beschleunigen
kann.
Gleichung (9.19) impliziert, da der Schwanz der Taylor-Reihe (9.11) wie der Schwanz


















m!(2m+  + 1)m
1=2
(9.32)
konvergiert. Diese Reihe konvergiert oensichtlich etwas schneller als die Taylor-Reihe
f(Y=[]) mit f(z) = exp( z)  1.
F

ur groe Werte des Argumentes z = Y=[] wird die Konvergenz der Taylor-Reihe

















  z=(m + 1)
f

ur groe m). Dies trit auch auf die Taylor-Reihe (9.11) zu. Damit h

aufen sich auch f

ur
groe z auch Rundungsfehler, wenn man die alternierende Reihe termweise aufsummiert.
Diese Probleme sind analog zu den numerischen Problemen, die bei der Berechnung von
exp( z) f

ur groe positive Argumente z mittels der Taylor-Reihe der Exponentialfunk-




Da das asymptotische Verhalten der Terme der Reihe bekannt ist, kann man es aber
in Kombination mit Beschleunigungsverfahren auszunutzen versuchen.
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zur unendlichen Reihe (9.11) asymptotisch verwandt ist, die Terme also gleiche Asympto-
tik f

ur m!1 haben. Hier ist I
1
die modizierte Bessel-Funktion erster Art der Ordnung
1.


































9  0.10912  0.1091009  0.109105
10  0.10909  0.10910079  0.1090998
11  0.109102  0.109100811  0.1091011
12  0.1091004  0.1091008085  0.10910075
13  0.10910089  0.1091008096  0.10910082
14  0.109100791  0.10910080934  0.109100807
15  0.109100813  0.10910080939  0.1091008098
16  0.1091008088  0.109100809378  0.10910080931
17  0.10910080948  0.1091008093794  0.10910080939
18  0.10910080936  0.1091008093792  0.109100809378
19  0.109100809381  0.1091008093792  0.1091008093794
20  0.1091008093789  0.1091008093792  0.1091008093791
21  0.1091008093792  0.1091008093792  0.1091008093792
1  0.1091008093792  0.1091008093792  0.1091008093792






uhrt. Damit wird es im Zusammenhang mit Levin-artigen Transforma-
tionen auch m








In Tabelle 9.1 vergleichen wir die t- und die k-Variante der Levin-Transformation f

ur
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mit der t-Variante der Levin-Transformation f

ur die Kummer-transformierte Reihe s
0
n








=  1:111 und s
0
40
=  0:1091010 genannt. Das heit, das die Reihe (9.11)
selbst in diesem Fall recht langsam konvergiert. Dies ist eine Folge des groen Wertes
von Y= = 50. Die (einmal angewandte) Kummer-Transformation f

uhrt zu einer leichten
Konvergenzverbesserung. Es ist wichtig, da die nichtlineare t-Variante der Levin-Trans-
formation etwas weniger eektiv ist als die lineare k-Variante der Levin-Transformation,
wenn beide auf s
n






at zwischen diesen beiden Varianten liegt.
Die Werte in Tabelle 9.1 wurden auf einer SUN-Workstation in FORTRAN DOUBLE
PRECISION berechnet, was einer Maschinengenauigkeit von etwa 14 Stellen entspricht.
Aufgrund des alternierenden Charakters der Reihe sind die Extrapolationsverfahren nu-
merisch stabil und es ist nicht n









oer Y= wird, desto schwieriger ist die Extrapolation, wenn man die Taylor-Reihe
(9.11) verwendet.
Tabelle 9.2: Anwendung der
2









10 91861.213 66895.77374 -0.16361295063 1.01D-04
11 -232167.580 -165271.80699 -0.16362184363 1.25D-05
12 544003.140 378731.33315 -0.16361978724 2.83D-06
13 -1187930.521 -809199.18837 -0.16361796896 2.45D-06
14 2428559.463 1619360.27522 -0.16361740143 7.52D-07
15 -4666794.652 -3047434.37688 -0.16361728387 1.53D-07
16 8459580.437 5412146.06089 -0.16361728080 3.94D-09
17 -14511801.324 -9099655.26392 -0.16361728543 5.87D-09
18 23625300.694 14525645.43036 -0.16361728779 2.96D-09
19 -36596300.470 -22070655.03969 -0.16361728842 7.84D-10
20 54065082.816 31994427.77722 -0.16361728885 5.29D-10
21 -76338198.462 -44343770.68529 -0.16361728946 7.39D-10





In Tabelle 9.2 wird der Fall G
2
(5; 100; 1; 1) behandelt. Dargestellt sind die Terme











), also die k-Variante der
2
J-Transformation. Vergleichswerte wurden mit
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Tabelle 9.3: Anwendung der
2









10 100609.900 73091.78105 -0.30690881936 1.47D-04
11 -252356.066 -179264.28496 -0.30692577549 2.39D-05
12 587523.391 408259.10639 -0.30692503925 1.01D-06
13 -1275925.374 -867666.26858 -0.30692311318 2.60D-06
14 2596046.323 1728380.05458 -0.30692243837 8.95D-07
15 -4967878.178 -3239498.12347 -0.30692227548 2.12D-07
16 8972282.282 5732784.15902 -0.30692226456 1.40D-08
17 -15341047.114 -9608262.95579 -0.30692226792 4.27D-09
18 24902343.975 15294081.01926 -0.30692227050 3.23D-09
19 -38473033.827 -23178952.80822 -0.30692227121 8.88D-10
20 56702403.929 33523451.12171 -0.30692227170 5.94D-10
21 -79888812.344 -46365361.22277 -0.30692227236 8.02D-10





automatischer Quadratur bestimmt. Man erkennt deutlich, wie die Terme der Taylor-Reihe

ahnlich denen einer alternierenden, divergenten Reihe anwachsen. Trotzdem k

onnen aus
diesen Termen die ersten neun Stellen des exakten Ergebnisses gewonnen werden.
In Tabelle 9.3 wird analog der Fall G
0
(5; 100; 1; 1) behandelt. Auch in diesem Fall ist
die k-Variante der
2





oere Werte von Y kann man erfolgreich die asymptotischen Darstellungen (9.30)
und (9.31) verwenden. Auch diese Entwicklungen kann man noch beschleunigen, was in
Tabelle 9.4 f













oere Y konvergieren die asymptotischen Entwicklungen sehr schnell.
In den Abbildungen 9.1-9.5 ist gezeigt, welche Linienformen man auf der Grundlage
des Modelles von Drescher und Dick im Falle resonanter L

ocher erwartet. Betrachtet wird





















wobei auf die Angabe von Einheiten aufgrund der Skalenrelation (9.8) verzichtet werden
kann. Verschiedene Brenndauern f

uhren zu unterschiedlich groen Werten des Parameters
Y . Groe Y entsprechen groen Brenndauern und damit tiefen L

ochern.
Dargestellt sind der Polarisationsgrad , das Parallelsignal  H
k
(das Loch wird da-




als Funktion von x
0





> 0 aufgetragen sind, da es sich in allen drei F

allen um gerade
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Tabelle 9.4: Anwendung der
2









1 3.54D-02 -0.29808836180288 -0.29808836180288 1.00D+60
2 7.36D-04 -0.29735274293361 -0.29732904490733 7.83D-04
3 -2.45D-06 -0.29735519644055 -0.29735514825717 -2.60D-05
4 -4.01D-08 -0.29735523658597 -0.29735523845227 -9.06D-08
5 -1.29D-09 -0.29735523787345 -0.29735523793200 5.24D-10
6 -6.14D-11 -0.29735523793488 -0.29735523793921 -7.28D-12
7 -3.89D-12 -0.29735523793877 -0.29735523793911 1.04D-13
8 -3.07D-13 -0.29735523793907 -0.29735523793911 -2.66D-15
9 -2.91D-14 -0.29735523793910 -0.29735523793911 1.11D-16



















oere Y zwei zu x
0
= 0 symmetrische Maxima aufweist, wie sie auch
im Experiment gesehen werden. Dies sollte eine spezischere Auswertung erlauben als im
Falle des Polarisationsgrades, bei der diese charakteristischen Doppelmaxima nicht auf-
treten. Auerdem sei bemerkt, da man den Debye-Waller-Faktor f
ab
in den Abbildungen
insofern wiederndet, als f













































































































































































Abbildung 9.1: Polarisationsgrad  als Funktion von x
0
> 0
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als Funktion von x
0
> 0
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Abbildung 9.3: Parallelsignal H
k
als Funktion von x
0
> 0

































































































































































Abbildung 9.4: Polarisationsgrad  als Funktion des Parallelsignals H
k















































































































































Abbildung 9.5: Polarisationsgrad  als Funktion von H
?




Die auf den Extrapolationsverfahren basierenden Programme wurden von Decker [87]
genutzt, um Spektren resonanter L

ocher mit wenigen Parametern anzupassen, die expe-
rimentelle Bedeutung haben. Das untersuchte System war Tetraphenylporphin (TPP) in
einer Plexiglasmatrix. F

ur Details der Memethodik sei auf die Literatur verwiesen. [88]
Da bei solchen Anpassungen sehr viele Faltungsintegrale ausgerechnet werden m

ussen,
handelt es sich dabei um rechenintensive Anwendungen. W

ahrend die auf automatischer
Quadratur basierenden Programme auf Silicon Graphics Workstations Rechenzeiten der
Gr

oenordnung O(1 Tag) ben

otigten, konnten durch die Verwendung der Extrapolations-
verfahren die Rechenzeiten auf die Gr

oenordnung O(1 Stunde) reduziert werden.
















Y/ ab = 0.81













Y/ ab = 1.62














Y/ ab = 3.24

















Y/ ab = 40.3
















Y/ ab = 20.2











Y/ ab = 10.1
Abbildung 9.6: Dreiparametriger Fit von resonanten L

ochern an TPP: Parallelsignal f

ur
6 verschiedene Tiefen Y
Als Beispielergebnis sei hier der Least{Square{Fit von insgesamt 12 Lochspektren (je
ein Spektrum f

ur parallele Polarisation und ein Spektrum des Dierenzsignals f

ur 6 ver-
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schiedene Brenndauern) mit nur drei Parametern angef

uhrt. Die optimierten Parameter
waren der Debye{Waller{Faktor f
ab
, die Linienbreite  
ab
die allerdings von der gleichen
Gr

oenordnung wie die Linienbreite des verwendeten Lasers war, sowie als dritter Para-





Das Ergebnis der Anpassung ist in den Abbildungen 9.6 und 9.7 dargestellt. Aufge-
tragen ist jeweils das Signal (das \negative Loch"). Man erkennt einen befriedigenden,
wenn auch nicht sehr guten Fit, der in den Flanken systematische Fehler aufzuweisen
scheint. Es stellte sich durch diese Untersuchung heraus, da man weitere Experimente
durchf

uhren mu, um das Modell von Drescher und Dick [103] zu testen, bei denen seine
wesentlichen Annahmen, da die Lochspektren an optische d

unnen Proben mit einem sehr
scharfbandigen Laser gewonnen wurden, besser erf

ullt sind.















Y/ ab = 0.81


















Y/ ab = 1.62
















Y/ ab = 3.24
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Y/ ab = 10.1
Abbildung 9.7: Dreiparametriger Fit von resonanten L

ochern an TPP: Dierenzsignal f

ur




In diesem Kapitel wird die Anwendung der in Kapitel 5 beschriebenen Methoden auf
Orthogonalentwicklungen beschrieben, insbesondere auf Entwicklungen nach Legendre-
Polynomen.
Multipolentwicklungen bzw. Entwicklungen nach Kugel

achenfunktionen stellen solche
Orthogonalentwicklungen dar und spielen eine groe Rolle in den Naturwissenschaften.
Daher gibt es eine immense Literatur zu diesem Gebiet. In der Chemie spielen solche









anden bei der Wechselwirkung mit elektro-






 bei der Beschreibung von NMR-Experimenten (Nuclear Magnetic Resonance) [99],
 bei der Beschreibung der intermolekularen Wechselwirkungen, die fundamental in
die klassische Beschreibung von Vielteilchensystemen eingeht, wobei auch induzierte
Multipolmomente eine Rolle spielen (z.B. Polarisierbarkeit), [214, Kap. 15]
 insbesondere bei der Berechnung des elektrostatischen Potentials von molekularen
Ladungsverteilungen, z.B. durch L

osung der Poisson-Gleichung [211], mit Anwen-
dungen in Dichtefunktionalprogrammen (deMon),
 zur Charakterisierung von Molek

ulen durch Angabe der elektrostatischen Multipol-
momente (Dipol-, Quadrupol-, Oktupol- und Hexadecapolmomente), wobei das erste
nichtverschwindende Multipolmoment unabh

angig von der Wahl des Entwicklungs-
zentrums ist [67], das meist in den Massenschwerpunkt des Molek

uls gelegt wird,
 zur Bestimmung von eektiven Atomladungen (Partialladungen) [344, 391] f

ur Kraft-
feld- bzw. Molecular-Mechanics- und Molecular-Modeling-Rechnungen durch Anpas-
sung an das elektrostatische Potential eines Molek

uls [28, 39, 83, 100, 236, 293, 397]
241
242 KAPITEL 10. EXTRAPOLATION VON MULTIPOLENTWICKLUNGEN
als Alternative zur Ladungsbestimmung aufgrund von Populationsanalysen [13, 243,
244, 245] oder auch zu empirischen Ladungen auf der Grundlage von Wechselwir-
kungsenergien und Abst

anden (CHARMm, [255, 256]) oder Fl

ussigkeitseigenschaf-
ten [69, 86, 85, 106, 199, 200, 201, 202],
 bei der Bestimmung von eektiven atomaren Multipolmomenten, ebenfalls f

ur mole-
kulare Kraftfeldrechnungen, bei denen die eektiven Kr

afte zwischen zwei Molek

ulen
als Summe von elektrostatische Wechselwirkungen dieser verteilten atomaren Mul-
tipolmomente von je zwei Atomen dargestellt werden [332, 343] ,
 in der Fast Multipole Method (FMM) von Greengard und Rokhlin [70, 142, 143, 144,
296, 282, 281, 364, 390], deren Rechenaufwand | wie bei einigen anderen Methoden
auch, siehe den n

achsten Punkt | linear mit der Zahl der Atome skaliert und









ucksichtigung langreichweitiger Coulomb-Wechselwirkungen verwendet wird, [35,
395, 396, 403] als auch in das neue Quantenchemieprogramm Q-Chem von Johnson,
Gill und Head-Gordon einieen soll
1
,
 im Distributed Parallel Multipole Tree Algorithm (DPMTA), dessen Rechenaufwand
ebenfalls linear mit der Systemgr








ulen Eingang gefunden hat
2
,
 in Tight-Binding Hartree-Fock-Rechnungen an Polymeren [90],
 bei der Berechnung von Molek

ulintegralen (meist von exponentialartigen Basisfunk-
tionen), vor allem wenn Additionstheoreme und/oder einzentrige Entwicklungen ein-
gesetzt werden [18, 19, 32, 36, 37, 38, 112, 114, 115, 117, 119, 130, 145, 147, 148, 158,
171, 172, 173, 174, 175, 177, 178, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197,
205, 230, 238, 265, 266, 278, 280, 285, 290, 300, 301, 311, 333, 334, 335, 336, 337, 339,
340, 350, 351, 352, 353, 357, 359, 365, 367, 379, 380, 383, 382, 381, 384, 385, 386].
Wir untersuchen im folgenden die Konvergenzbeschleunigung einer einzentrigen Mul-




Eine Ausdehnung der Resultate auf die Konvergenzbeschleunigung von verteilten Mul-
tipolentwicklungen, bei denen das elektrostatische Potential durch eine Summe von ab-
gebrochenen Multipolentwicklungen an einzelnen Zentren | meist den Atomen | dar-
gestellt wird, kann man einfach erhalten, indem man die Entwicklungen bez

uglich der
jeweiligen Zentren einzeln beschleunigt und die erhaltenen Approximationen aufsummiert.
1
Laut einer E-mail Nachricht von W. Koch [kochw@argon.chem.TU-Berlin.DE, Message-Id:
<9505170906.AA28372@argon.chem.TU-Berlin.DE> vom 17. 5. 1995] in der Computational Chemistry
List.
2
Programm namd, University of Illinois, http://www.ks.uiuc.edu:1250/Research/namd/.
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10.1 Multipolentwicklung des elektrostatischen Po-
tentials
Zur Berechnung des elektrostatischen Potentials U einer Ladungsverteilung  kann man



























































achenfunktionen in der Phasenkonvention






































Ist die Ladungsverteilung auerhalb einer Kugel um den Ursprung mit Radius a gleich
















































































berechnen, die auch als Multipolentwicklung bezeichnet wird. Ist insbesondere die La-
dungsverteilung (~r) rotationssymmetrisch um eine Achse
~













244 KAPITEL 10. EXTRAPOLATION VON MULTIPOLENTWICKLUNGEN
und man erh


















































Da das elektrostatische Potential diese Form hat, folgt auch aus der Tatsache, da die
Laplace-Gleichung r
2
U = 0 im Auenraum einer Ladungsverteilung erf



















onnen, so da, wenn man die Rotations-
symmetrie um die Richtung
~


















ur groe r = j~rj. Denn










) 6= 0 ist.















































































































ur groe Argumente gen

ugend schnell, so werden demnach die
Beitr





ur groe r gegen





wieso verschwinden. Gilt zum Beispiel (~r) = exp( r) f

ur  > 0, so tr

agt aufgrund der





























In diesem einfachen Modellbeispiel verschwindet also auch die Dierenz f

ur groe r expo-
nentiell.
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= 0 ist. Das exakte elektrostatische Potential U erf





U(~r) =  4(~r) : (10.14)




























ur U(~r) sehr einfach f

ur sehr viele, beliebige Aufpunkte ~r berechnen kann.
Die exakte Entwicklung (10.3) f

ur U(~r) dagegen ist numerisch aufwendiger auszuwerten.




























die auerdem vom Abstand r des Aufpunkts vom Entwicklungszentrum abh

angen. Im Fal-
le, da die Ladungsdichte  um die Richtung
~
R rotationssymmetrisch ist, gilt in Analogie














































vereinfacht. Dies entspricht der Zylindersymmetrie des Problems, da nur noch die Koor-




Im Rahmen eines LCAO-Verfahrens (Linear Combination of Atomic Orbitals) treten bei



































! C , die sogenannten Atomorbitale, im folgenden auch Basisfunktionen
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(; ) bei den in der Quantenchemie

ublichen Ba-
sisfunktionen in einen Radial- und einen Winkelanteil faktorisieren. Bei den kartesischen















schrieben. Der Radialteil hat die Form P (r) exp( r

), wobei P ein Polynom ist. Ist
 = 2, so spricht man von Gau-artigen, bei  = 1 dagegen von exponentialartigen Ba-





und andererseits die 1s-Exponentialfunktion
e(;~r) = exp( r) : (10.22)
Letztere ist, bis auf einen konstanten Faktor, der Spezialfall n = 1, ` = m = 0 einerseits der
popul










(; ) ; (10.23)
andererseits aber auch der im Fourier-Raum wesentlich einfacheren B-Funktionen, die


















deniert sind und somit tensorielle Verallgemeinerungen der reduzierten Bessel-Funktionen
aus Gl. (3.220) darstellen.
Die Integrale I bezeichnet man als Kernanziehungsintegrale. Sie sind Beispiele der zu
Anfang dieses Kapitels angesprochenen Molek

ulintegrale.













](~r)), die allerdings auch zusammenfallen k

onnen. Die dann auftretenden ein- und
zweizentrigen Kernanziehungsintegrale sind in der Regel wesentlich einfacher zu berechnen
als dreizentrige Kernanziehungsintegrale. Diese sind Thema dieses Abschnitts.
Je nach der Wahl der Atomorbitale ist die Berechnung der Kernanziehungsintegrale
kompliziert oder einfach.
Im Falle von Gau-artigen Basisfunktionen ist die Berechnung der Kernanziehungsin-
tegrale relativ einfach, da man Produkte zweier Gau-Funktionen an zwei Zentren leicht
durch Gau-Funktionen an einem einzelnen Zentrum darstellen kann. Dies hat n

amlich
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Im Falle von exponentialartigen Basisfunktionen ist die Berechnung dreizentriger Kern-
anziehungsintegrale schon bedeutend schwieriger. Im Rahmen der Fourier-Transformati-
onsmethode kann man im Falle von B-Funktionen eine zweidimensionale Integraldarstel-
lung verwenden, die man dann mittels numerischer Quadratur auswerten kann [158, 171,




ande der Zentren noch Probleme aufgrund
oszillierender Beitr

age im Integranden, die letztlich die erzielbare Genauigkeit begrenzen.




ande. Eine Alternative ist




Die Idee ist dabei relativ einfach:







Ladungsdichte vorstellen. Das entsprechende elektrostatische Potential entspricht dann
gerade dem Kernanziehungsintegral I, wie man durch Vergleich von Gl. (10.1) und (10.18)
leicht einsieht.
Insbesondere kann man die exakte Entwicklung (10.3) nach Kugel

achenfunktionen
und die approximative Multipolentwicklung (10.6) sinngem

a anwenden.
Verfahren dieser Art wurde in j

ungerer Zeit vor allem von Fernandez Rico und Mit-
arbeitern [112, 113, 114, 115, 116, 117, 118, 119, 120] sowie Jones und Mitarbeitern
[188, 189, 190, 191, 192, 193, 194, 195, 196, 197] untersucht.
Diese Arbeiten wurden von der Gruppe um Bouferguene aufgegrien, und man hat
in einigen Arbeiten versucht, Konvergenzbeschleunigung f

ur Entwicklungen analog zu Gl.
(10.3) zu verwenden, wobei der -Algorithmus eingesetzt wurde. [37, 38]
Da es sich im wesentlichen um Orthogonalentwicklungen handelt, ist zu erwarten, da
spezielle Methoden f

ur diesen Typ von Reihen vorteilhaft sind.
10.3 Ein einfaches Beispiel
Wir betrachten als einfaches Beispiel einer Ladungsdichte
(~r) = exp( r) exp( j~r  
~
Rj) (10.25)
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entsprechend einem zweizentrigen Produkt von 1s-Exponentialfunktionen. F

ur das elek-





































































































































































ur r <  gilt. Ferner wurde das Additionstheorem (10.8) der Kugel

achen-























































Das verbleibende Radialintegral kann man mit Hilfe von Maple berechnen. Dadurch ver-
meidet man Rundungsfehler, die sonst bei der Berechnung dieses Integrals leicht auftreten






































Analog ergibt sich f

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und f

































was man auch vorteilhaft mit Maple berechnen kann.
10.4 Numerische Tests
Wir betrachten die Ladungsdichte (~r) = (x; y; z) aus (10.25) aus dem letzten Abschnitt
f







der Einheitsvektor in z-Richtung ist. Diese ist
rotationssymmetrisch um die z-Achse. In Abbildung 10.1 ist (x; 0; z) als Funktion von x
und z aufgetragen.

















Das entsprechende elektrostatische Potential ist ebenfalls rotationssymmetrisch um
















und  mit cos  = z=r. Das gilt auch f

ur die Multipolentwicklung (10.30)






sind in Tabelle 10.1 aufgetragen. Sie wachsen relativ schnell mit
` an.
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In den Tabellen 10.2-10.5 sind f







































= ` + 2, 
(1)
`
=  (2` + 5) cos  und 
(2)
`
= ` + 3 entsprechend der Rekursion der
Legendre-Polynome P
`+1
(cos ) aufgetragen. Diese Werte wurden gerundet und k

onnen
daher nicht mehr als 16 Dezimalstellen aufweisen. Die Denition der K-Transformation
aus Gl. (5.148) wird verwendet. Auerdem ist f








Die erreichte Stellenzahl wird zum besseren Vergleich in den Abbildungen 10.2-10.5
nochmals gesondert dargestellt. Man erkennt jeweils eine deutliche Steigerung der Stel-
lenzahl durch die Verwendung der Extrapolationsmethode. Schon f

ur kleinere `-Werte ist
die Verkleinerung des Fehlers drastisch. Ein Gewinn von drei und mehr Stellen ist typisch
und bedeutet eine Verkleinerung des Fehlers um den Faktor 1000 oder mehr.
Um zu verdeutlichen, wie der Stellengewinn von r und  abh

angt, wurden auf einem
Gitter in der (x; z)-Ebene an jedem Punkt die Zahl exakter Stellen der extrapolierten
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Multipolentwicklung bestimmt, wenn nur die Multipolmomente bis zu einem gewissen




ucksichtigt wurden. Die Ergebnisse sind in den Abbildungen 10.6-
10.10 dargestellt. Man sieht, da in gen








ur kleine ` ein groe Zahl von Stellen exakt ist. Mit wachsendem
`
max
wird an immer mehr Punkten des Gitters die maximale Stellenzahl 16 erreicht.
Tabelle 10.2: K-Transformation der Multipolentwicklung (10.30) f








  lg j1  s
`




11 2.7418043436441288 2.7418396451187988 4.9 8.5
13 2.7418444420453968 2.7418396360933220 5.8 9.8
15 2.7418400997161048 2.7418396365510044 6.8 11.3
17 2.7418393319135280 2.7418396365368780 7.0 13.2
19 2.7418396810712432 2.7418396365366408 7.8 13.6
21 2.7418396408021740 2.7418396365367192 8.8 14.6
23 2.7418396335310588 2.7418396365367116 9.0 1
25 2.7418396369949232 2.7418396365367116 9.8 1
Tabelle 10.3: K-Transformation der Multipolentwicklung f







  lg j1  s
`




5 4.0055910661641912 4.0310298596769504 2.2 6.0
7 4.0258375726969488 4.0310259627927432 2.9 8.1
9 4.0299452870267560 4.0310259342473168 3.6 10.3
11 4.0307974518518776 4.0310259340256136 4.2 12.5
13 4.0309770827258808 4.0310259340268592 4.9 14.2
15 4.0310154000570728 4.0310259340268832 5.6 1
17 4.0310236476902344 4.0310259340268832 6.2 1
19 4.0310254353074664 4.0310259340268832 6.9 1
10.4.2 Exakte Entwicklung nach Kugel

achenfunktionen
In den Tabellen 10.6-10.8 sind f














252 KAPITEL 10. EXTRAPOLATION VON MULTIPOLENTWICKLUNGEN
Tabelle 10.4: K-Transformation der Multipolentwicklung f







  lg j1  s
`




2 0.9205147491201462 0.9229094827555278 2.6 5.1
4 0.9228521264440244 0.9229028304339108 4.3 9.7
6 0.9229017067530020 0.9229028306219438 5.9 11.5
8 0.9229028050126544 0.9229028306190520 7.6 1
10 0.9229028300243444 0.9229028306190520 9.2 1
Tabelle 10.5: K-Transformation der Multipolentwicklung f







  lg j1  s
`




14 4.3489633745055632 4.3493388832962536 4.1 8.4
16 4.3492565069391536 4.3493388972986296 4.7 9.5
18 4.3493913460628168 4.3493388992014864 4.9 10.0
20 4.3493504034221608 4.3493388987593184 5.6 11.1
22 4.3493312030632704 4.3493388987929736 5.8 12.6
24 4.3493372120197552 4.3493388987948584 6.4 12.8
26 4.3493400696609064 4.3493388987940592 6.6 13.7
28 4.3493391551806856 4.3493388987941480 7.2 1























=  (2`+5) cos  und 
(2)
`
= `+3 entsprechend der Rekursion der Le-
gendre-Polynome P
`+1
(cos ) aufgetragen. Wie im Fall der Multipolentwicklung sind diese
Werte gerundet und k

onnen nicht mehr als 16 Dezimalstellen aufweisen. Die Denition
der K-Transformation aus Gl. (5.148) wird verwendet. Auerdem ist f






die erreichte Zahl exakter Stellen angegeben.
Durch Vergleich der Tabellen 10.2 mit 10.6, 10.3 mit 10.7 und 10.4 mit 10.8, die
jeweils am gleichen Punkt ausgewertet wurden, erkennt man, da sich die konvergierten,






at sich sagen, da die Beschleunigung der Entwicklung nach Le-
gendre-Polynomen mittels der K-Transformation sowohl f

ur den Fall der Multipolent-
wicklung als auch f

ur den Fall der exakten Berechnung des elektrostatischen Potentials




uckt reichen zur Erzielung einer
gew

unschten Genauigkeit deutlich weniger Multipolmomente beziehungsweise Entwick-
lungskoezienten aus, wenn man eine problemangepate Extrapolationsmethode wie die
K-Transformation verwendet.




























































Abbildung 10.2: Zahl exakter Stellen bei der Multipolentwicklung f




























































Abbildung 10.3: Zahl exakter Stellen bei der Multipolentwicklung f

ur r = 4 und  = 2
Grad.












































Abbildung 10.4: Zahl exakter Stellen bei der Multipolentwicklung f












































































Abbildung 10.5: Zahl exakter Stellen bei der Multipolentwicklung f

ur r = 3 und  = 45
Grad.

























Stellenzahl nach Beschleunigung (l<5)



























Stellenzahl nach Beschleunigung (l<6)




























Stellenzahl nach Beschleunigung (l<10)






























Stellenzahl nach Beschleunigung (l<12)































Stellenzahl nach Beschleunigung (l<16)









ur r = 4






  lg j1  s
`




5 2.6360864318669988 2.6377072675101864 3.2 5.2
6 2.6374837369057832 2.6377515327293168 4.0 5.0
7 2.6378518176502576 2.6377253830860056 4.3 6.0
8 2.6378042659979908 2.6377219784704452 4.5 6.4
9 2.6377350134378020 2.6377230006666316 5.3 8.6
10 2.6377151544952184 2.6377230256403856 5.5 8.2
11 2.6377179511190400 2.6377230015625168 5.7 8.7
12 2.6377222605455336 2.6377230070377540 6.5 10.9
13 2.6377235638641044 2.6377230071786740 6.7 10.2
14 2.6377233701261704 2.6377230069889060 6.9 11.1
15 2.6377230603586148 2.6377230070087064 7.7 12.7
16 2.6377229633254132 2.6377230070085216 7.8 12.8
17 2.6377229782819236 2.6377230070080356 8.0 13.5
18 2.6377230028127904 2.6377230070081392 8.8 14.2
19 2.6377230106880184 2.6377230070081228 8.9 1
20 2.6377230094424720 2.6377230070081228 9.0 1
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ur r = 4






  lg j1  s
`




10 4.5865590596837048 4.5866525846910224 4.7 6.4
12 4.5866776132666136 4.5866544475900856 5.3 7.7
14 4.5866762505499168 4.5866543754774488 5.3 8.5
16 4.5866652462194176 4.5866543587750376 5.6 9.4
18 4.5866588085511440 4.5866543606914784 6.0 10.8
20 4.5866559736808440 4.5866543607829960 6.5 11.4
22 4.5866548859890528 4.5866543607630656 6.9 13.1
24 4.5866545102511760 4.5866543607625712 7.5 13.5
26 4.5866543942048184 4.5866543607627224 8.1 15.3
28 4.5866543637663352 4.5866543607627240 9.2 15.5




ur r = 12






  lg j1  s
`




2 0.9205059009697086 0.9228996042830154 2.6 5.1
3 0.9225472237960400 0.9228930830704692 3.4 6.0
4 0.9228417168669332 0.9228922656178376 4.3 8.2
5 0.9228847832640386 0.9228922593965848 5.1 9.8
6 0.9228911451439840 0.9228922591923836 5.9 10.3
7 0.9228920922347056 0.9228922592384774 6.7 11.4
8 0.9228922340878756 0.9228922592424316 7.6 12.6
9 0.9228922554386146 0.9228922592422232 8.4 13.6
10 0.9228922586651554 0.9228922592421988 9.2 15.0
11 0.9228922591544072 0.9228922592421998 10.0 15.7






utzt sich auf [166].
Trotz des unbestreitbaren Erfolgs des Hartree-Fock(HF)-Self-Consistent-Field(SCF)-








tels des Theorems von Koopmans. [345, S. 127] Es ist wohlbekannt, da Koopmans-
Ionisierungsenergien relativ gute N






aten Fehler von mehreren eV aufweisen. Dies wird durch Un-
terschiede zwischen Ion und neutralem System bedingt, die sich auf Orbitalrelaxationsef-
fekte aufgrund unterschiedlicher HF-Orbitale sowie auf unterschiedliche Korrelationsener-
gien erstrecken. Diese beiden Eekte bedingen Fehler, die f

ur Ionisierungsenergien von









aten die Fehler gleiches Vorzeichen haben und sich daher addieren. [5, 94] Man
kann sagen, da vor allem die Energien von virtuellen HF-Orbitalen unzuverl

assig sind. Als
eine Folge dieser Fehler approximieren die HF-SCF-Energien von HOMO (Highest Occu-
pied Molecular Orbital) und LUMO (Lowest Unoccupied Molecular Orbital) im Falle von
Molek

ulen bzw. die Bandkanten von Valenz- und Leitungsband auf HF-SCF-Niveau im
Falle des Festk

orpers die spektroskopischen Resultate nicht besonders gut. Man ben

otigt
daher Einteilchenenergien, die hinsichtlich Korrelationseekten korrigiert sind, die soge-
nannten Quasiteilchenenergien. Diese sind als Pole der Einteilchen-Green-Funktion(GF)





osung der Dyson-Gleichung und h

angt von der Selbstenergie ab, die man als ein
energieabh

angiges, eektives Potential interpretieren kann.
Die Quasiteilchenenergien sind die exakten Energiedierenzen zwischen Systemen mit
N und N  1 Teilchen. Der GF-Formalismus erlaubt, in systematischer Weise Korrektu-






uhrung in GF-Methoden ndet man in Buch von Szabo und Ostlund [345,
Kap. 7].
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Elektronenafnit

aten und elektronische Spektren zu berechnen. Der st

orungstheoretische
GF-Formalismus erfordert nur die vertrauten Zweielektronenintegrale sowie die Energien




Der Hauptvorteil des GF-Formalismus ist, da er die Beschreibung von Korrelations-
eekten auf dem Einteilchenniveau erm

oglicht.
Die fehlerhaften HF-Einteilchenenergien st

oren besonders im Falle von ab initio Be-
rechnungen von Bandstrukturen von Polymeren oder Festk

orpern mit der Methode der
Kristallorbitale (Crystal Orbitals (CO)) im Rahmen des LCAO-Verfahrens (Linear Combi-
nation of Atomic Orbitals). [7, 8, 9, 10, 11, 291, 219, 217, 218, 232, 279, 284] Als Beispiel
genannt sei die Bandl

ucke in alternierendem trans-Polyacethylen, f

ur die man im Rah-
men des HF-Verfahrens 4.427 eV ausrechnet, w

ahrend Quasiteilchenmethoden auf dem
MP2-Niveau (Mller-Plesset-St

orungstheorie 2. Ordnung [254]) das Resultat 2.980 eV lie-
fern, wenn man eine 6-31G** Basis verwendet. [219, Tab. 5.4] Der zweite Wert ist schon
sehr viel dichter an dem experimentellen Ergebnis von etwa 2 eV f

ur den ersten Peak
im Absorptionsspektrum des reinen Polymers [219, S. 211]. Die verbleibende Dierenz ist








ur die Berechnung der Korrelationskorrekturen sind verf

ugbar [271], aber
die Verbesserung ihrer Ezienz ist Gegenstand aktueller Forschung [277].
Die Berechnung von Korrelationskorrekturen f

ur Bandstrukturen kann auf der Ba-
sis der MP-St

orungstheorie [219], von GF-Methoden [224, 225, 226] und oder auch des
Coupled-Cluster(CC)-Verfahrens [20, 21, 33, 75, 76, 125, 129, 157, 215, 258, 275, 276, 348,








Im folgenden untersuchen wir die Kombination von Extrapolationsmethoden mit dem
Zugang [126], der auf der iterativen L












oer als 1/2 ist,
jedoch mitunter relativ langsam [126].
Wir geben in Abschnitt 11.1 zun

achst eine kurze Einf

uhrung in die Berechnung von
Quasiteilchenkorrekturen im Kontext der inversen Dyson-Gleichung.
Dann wird in Abschnitt 11.2 anhand von Beispielen gezeigt, da die Konvergenz der
L

osung der inversen Dyson-Gleichung mittels direkter Iteration durch die Verwendung
von Extrapolationsverfahren deutlich beschleunigt werden kann. In Abschnitt 11.2.1 wer-
den Beispiele untersucht, die diskreten Spektren wie im Falle von LCAO-Rechnungen an
Molek

ulen entsprechen, in Abschnitt 11.2.2 solche, die CO-Rechnungen korrespondieren,
wobei das einfache Tight-binding-Modellbeispiel von F

orner [126] behandelt wird. Die Bei-
spiele sind sehr vereinfacht und so gew

ahlt, da alle mathematisch wichtigen Strukturen
ber

ucksichtigt werden, ohne spezische chemische Systeme zu beschreiben. Das Ziel ist al-





osung der inversen Dyson-Gleichung darzustellen.
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11.1 Physikalische Grundlagen
In diesem Abschnitt wird ein Abri einer Methode f

ur die Berechnung von Quasiteil-
chenkorrekturen auf der Grundlage der inversen Dyson-Gleichung in diagonaler N

aherung
[126, 225, 226] gegeben. Die Darstellung folgt eng der in [126]. Allerdings werden nur die
wesentlichen Resultate angegeben. Wie oben bemerkt, kann auch das Buch von Szabo und
Ostlund [345, Kap. 7] f

ur weitere Details hinsichtlich der Anwendung von GF-Methoden
im molekularen Fall herangezogen werden. F

ur GF-Verfahren in Anwendung auf Polymere
ist das Buch von Ladik [219, Kap. 4,5] eine reichhaltige Informationsquelle.
Bei geeigneter Wahl von Basisfunktionen verbindet die Dyson-Gleichung die Matrix-
elemente G
IJ















































die Matrixelemente der Selbstenergie. Bei Rechnungen an Molek

ulen sind sie in St

orungs-
























gegeben, mit besetzten Zust

anden A;B und virtuellen Zust












































































= (IJ jKL) ; (11.6)
die der Deutlichkeit halber auch in der in der Quantenchemie

ublichen Schreibweise an-
gegeben sind, so sind in MP St

orungstheorie 2. Ordnung, also auf dem MP2-Niveau, die



















































































































oren Indizes I; J;K zu doppelt besetzten und Indizes R; S; T zu virtu-
ellen Zust

anden. Im Falle von Molek





uhren, nicht jedoch im sp

ater behandelten CO-Fall.
Der wichtige Punkt ist, da die relativ kompliziert wirkende Selbstenergie in Gl. (11.7)
eine sehr einfache mathematische Struktur hat: Es handelt sich um eine Summe

uber
Terme der allgemeinen Form a=(!+b). Beispielsweise kann man die erste dreifache Summe
in Gl. (11.7) f
































auassen. Die zweite dreifache Summe kann man analog umschreiben. Demnach kann die









geschrieben werden, was die Struktur einer Partialbruchzerlegung hat. Die Parameter a
und b kann man dabei aus Standarddaten (Zweielektronenintegrale, SCF-Energien) von
elektronischen ab initio Methoden berechnet werden.
Im Falle von HF-Kristallorbitalen bedeutet eine Summation

uber einen Index I eine
Summation



















In diesem Fall sind die Zweielektronenintegrale V
KL
IJ




(l) in Band i zum Quasiimpuls k f

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gegeben.

















det[! I E M(!)] = 0 ; (11.14)
wobei I die Einheitsmatrix und E = diag(
I
) die Diagonalmatrix der SCF-Energien ist.
Diese Gleichung wird als inverse Dyson-Gleichung bezeichnet.
In diagonaler N






inverse Dyson-Gleichung in diagonaler N

aherung die Quasiteilchenenergie !
I
von Zustand
I mit dem entsprechenden SCF-Eigenwert 
I


















Die j-te Wurzel der inversen Dyson-Gleichung (11.15) bezeichnen wir als !
jI
. Hier
kann I ein Index f






























aherung ist berechtigt, wenn die Polst

arke eines bestimmten Pols von
Gl. (11.15) viel gr

oer ist als die Polst

arken der anderen Pole. Solch einen Pol bezeichnen
wir als Hauptwurzel (principal root).
Von jetzt an vernachl

assigen wir zur Vereinfachung den Index I des jeweiligen Zustan-
des.
Im Fall von diskreten Spektren, wie sie bei quantenchemischen Rechnungen an Mo-
lek

ulen auftreten, kann man die inverse Dyson-Gleichung in diagonaler N

aherung auf dem
MP2-Niveau vereinfachen. Wir formulieren sie als Problem der Nullstellenbestimmung
F (!
j
) = 0 ; j = 1; : : : ;M + 1 ; (11.17)
einer neuen Funktion F , die durch
F (!) = !     f(!) (11.18)
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und M 2 N ist eine geeignete nat

urliche Zahl. Die Polst































gegeben. Sie sind mit der Green-Funktion

uber































orner gezeigt [126], konvergiert eine L

osung der inversen Dyson-Gleichung








=  + f(!
(0)
) =  + f(); : : :
!
()
=  + f(!
( 1)
); : : :
(11.23)
nur dann, wenn es eine L

osung mit 1=2 < P
j
 1 gibt. Die letztere ist dann der Grenz-







oer ist als die Polst

arke jeder anderen L

osung. Mit anderen Worten
erfolgt Konvergenz nur zu einer Hauptwurzel. Man kann also mit diesem Verfahren nur
L

osungen erhalten, die physikalisch sinnvoll sind und f





Im Fall von CO-Rechnungen an Polymeren ist die Situation

ahnlich. Hier kann die
inverse Dyson-Gleichung auf die Form







































der Partialbruchzerlegung f(!) im molekularen Fall

ahnelt. Die Parameterfunktionen a
and b kann man aus Standarddaten (Zweielektronenintegralen, SCF-Energien) des CO-





von k voneinander unabh

angig sind, wird die Abh

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Die Polst























































orner [126] hat ein vereinfachtes Modell vom Tight-Binding-Typ f






atzen pro Elementarzelle vorgeschlagen. In diesem Modell werden ein
Band mit 
1
(k) = a + 2 cos(k=2) und ein Band mit 
2
(k) =  a   2 cos(k=2) verwendet,
die durch eine Bandl














































! + 3a  2













!   3a+ 2




aig gefat. Hier gilt sgn(x) = 1 f

ur x  0 und sgn(x) =  1 f

ur x < 0.
Die inverse Dyson-Gleichung ist f

ur dieses Modell also durch
! =  + 
(!) (11.30)
gegeben.
Es sei betont, da es sich bei dem Modell von F

orner nicht um ein physikalisches
Modell handelt, sondern um ein eher mathematisches zum Studium von auftretenden
Konvergenzproblemen, das aber wesentliche physikalische Aspekte beinhaltet.
11.2 Numerische Tests
Wir verwenden das Overholt-Verfahren (2.60) f

ur die Beschleunigung der durch direkte
Iteration (11.23) erhaltenen Iterationsfolge.
Die im folgenden beschriebenen numerischen Tests belegen, da die vorgeschlagene
Methode gut funktioniert.
Auer wenn etwas anderes explizit erw

ahnt ist, wurde bei den Rechnungen FORTRAN
DOUBLE PRECISION benutzt, was etwa 14-16 Dezimalstellen entspricht.
In allen Tabellen f






; : : :g = f; + f(); : : :g gem

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; : : : ; s
n 1
) stehen in den gleichen Zeilen mit Werten
s
n 1
, um den Vergleich von Werten zu erm

oglichen, die die gleiche Zahl von Elementen
der Iterationsfolge verwenden.





; : : :g =
f; +
(); : : :g (cf. Eq. (11.30)) als Input f

ur das Overholt-Verfahren verwendet und mit
der so extrapolierten Folge verglichen.
Als Ma f

ur den Fehler des extrapolierten Wertes geben wir in den Tafeln den Wert
der Funktion F aus Gl. (11.17) an. Dieser Wert sollte dicht bei Null liegen, da wir ja nach
einer Nullstelle dieser Funktion suchen. In den Tabellen f

ur diskrete Spektren ist auch die
Polst

arke des extrapolierten Wertes gem

a Gl. (11.20) angegeben.
11.2.1 Diskrete Spektren
Im Fall diskreter Spektren hat die inverse Dyson-Gleichung die Form (vgl. Gln. (11.18),
(11.19), (11.17)









Als einfachen Testfall kann manM = 2 w

ahlen. Dieser Wert vonM wird in einer Rechnung
an HeH
+
in einer minimalen Basis ben

otigt, wie sie im Detail im Buch von Szabo und
Ostlund [345, Abschn. 7.3] als ein illustratives Beispiel diskutiert wird. Sogar in diesem
Zweipolfall kann langsame Konvergenz auftreten wie in Tabelle 11.1 gezeigt.
Sogar in F

allen, wo die Konvergenz der Fixpunktiterationen schneller ist, f

uhrt die
Verwendung des Overholt-Verfahrens zu einer deutlichen Konvergenzverbesserung, wie in
Tabellen 11.2 und 11.3 gezeigt.
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In den Tabellen 11.4 und 11.5 ist M = 10 gew

ahlt. Man beachte, da in dem betrach-
teten Beispiel die Konvergenz relativ langsam ist, da die HF-Energie  dicht an einem der
Pole von f(!) liegt. Einige der Pole von f(!) wurden absichtlich dicht benachbart gew

ahlt,
um gegebenenfalls numerische Schwierigkeiten bei der direkten Iteration oder ihre Extra-





amlich in QUADRUPLE PRECISION (entsprechend 30-32
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Dezimalstellen), mit Ergebnissen in Tabelle 11.4, und ebenfalls in DOUBLE PRECISION
mit Resultaten in Tabelle 11.5. Auf diese Weise kann man die numerische Stabilit

at des
Algorithmus testen. Als Ergebnis stellt man gute

Ubereinstimmung der entsprechenden
Werte und damit Fehlen numerischer Instabilit

aten des Extrapolationsverfahrens fest. Die
Konvergenzverbesserung ist drastisch.
11.2.2 Tight-Binding-Modell















) = 1:3877787807814  10
 16
.















) =  2:7755575615629  10
 15
.
Wie in [126] diskutiert, hat das Modell f

ur gegebenen Parameter a ohne Ber

ucksichtigung
von Korrelationskorrekturen zwei B

ander in den Intervallen ( a   2; a) und (a; a + 2)








(!) aus Gln. (11.27){(11.29) gegeben. Diese Selbstenergie ist nicht
reell in den Intervallen ( 3a   2; 3a) und (3a; 3a + 2), wo Schnitte in der komplexen
Ebene liegen. Korrelationskorrekturen werden mit der inversen Dyson-Gleichung (11.30)
berechnet. Wir w

ahlen a = 3.
F

ur a = 3 ist ein Ende eines Schnittes nahe 3a = 9. In Tabelle 11.6 wird gezeigt,
da sogar f

ur einen Wert  = 8:95 nahe am Schnitt die direkte Iteration relativ schnell
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) =  2:3939183968480  10
 16
.
konvergiert. Nach zehn Iteration sind die ersten sieben Dezimalstellen des Ergebnisse





uhrende Stellen ergibt. Die Zahl der f

ur eine bestimmte Genauigkeit ben

otigten
Iterationen wird also durch das Extrapolationsverfahren mehr als halbiert.
















) = 1:3357370765021  10
 16
.
Wie in Tabelle 11.7 gezeigt, ist die Konvergenz der direkten Iteration f

ur Werte von 
leicht

uber der oberen Grenze des Schnittes bei 3 a+2 = 11 sehr viel langsamer. Nach 10
Iterationen hat man erst f

unf Dezimalstellen exakt erhalten. Nach der gleichen Zahl von
Iterationen ist der extrapolierte Wert dagegen maschinengenau.
F

ur Werte von  an den HF-Bandkanten bei a = 3 und a + 2 = 5 konvergiert die
direkte Iteration relativ schnell, wie in Tabellen 11.8 und 11.9 gezeigt. In beiden F

allen
wird nach sechs direkten Iterationen schon Maschinengenauigkeit erreicht. Aber sogar in
dieses F

allen kann man | fast ohne numerischen Aufwand | die Zahl der Iterationen
durch das Overholt-Verfahren drastisch reduzieren und Maschinengenauigkeit nach drei






In diesem Kapitel sollen die in Kapitel 6 eingef

uhrten Methoden auf die Vielteilchen-
st

orungstheorie (MBPT, Many-Body Perturbation Theory) angewendet werden. Dieses
Kapitel st







orungstheorie ist eine der Standardmethoden zur Berechnung der Korrelati-
onsenergie in molekularen ab initio Rechnungen. Die Konvergenzbeschleunigung der Viel-
teilchenst





arkt untersuchtes Thema [93, 95, 96, 94,








anken unsere Untersuchungen auf Verfahren ein, die auf der Mller-Ples-
set(MP)-St

orungstheorie [254] basieren, da die letztere routinem

aig in der Quantenche-
mie f

ur Systeme mit abgeschlossenen Schalen benutzt wird. F

ur Systeme mit oenen
Schalen wurde von Knowles, Andrews, Amos, Handy und Pople [210] das RMP (restricted
MP)-Verfahren entwickelt, da auf einer ROHF(restricted open-shell HF)-Bestimmung des
ungest

orten MP-Hamiltonoperators beruht. Auf diese Weise vermeidet der RMP-Zugang
weitgehend Spinkontaminationen, die f

ur UMP(unrestricted MP)-Verfahren charakteri-

















aigen Probleme und MPn-Rechnungen mit n = 2; 4
stellen einen verbreiteten Weg zur Berechnung der Korrelationsenergie dar.
Der Rechenaufwand steigt jedoch steil mit der ber

ucksichtigten Ordnung der St

orungs-






atze an. Daher ist es von besonderer
Wichtigkeit, den Informationsinhalt der Terme niedrigerer Ordnung bestm

oglich auszu-
nutzen, da Terme h

oherer Ordnung schwierig zu berechnen sind.
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ist nicht der beste Weg, den Informationsgehalt der Terme E
j
zu nutzen. Schmidt, Warken





ur die Korrelationsenergie liefert.
Wir erinnern daran, da die Feenberg-Reihe einen Spezialfall der Geometrischen Ap-









auf der Grundlage der Renormierung H
0












ur jedes n unterschiedliche Werte von .
Als Alternative kann man Pade-Approximationen aus Gl. (2.34) verwenden, die ratio-




orungsreihe (6.28) liefern. Pade-Approximationen
kann man auch auf der Basis der mittels Feenberg-Skalierung renormierten St

orungsreihe
(6.6) berechnen. Wie von Wilson, Silver und Farrell [393] gezeigt, haben die speziellen
Pade-Approximationen [n + 1 = n] die Eigenschaft, da sie invariant unter der Feenberg-




















Wir bemerken, da mitunter auch etwas andere Ausdr

ucke als Pade-Approximationen
bezeichnet werden, die auf der Grundlage anderer Potenzreihen berechnet werden[212].
F

ur die Anwendung rationaler Approximationen auf die MP-Reihe siehe auch Ref. [152].
Man kann ferner die Methode der eektiven charakteristischen Polynome [42, 43, 44,
45, 77, 79, 101, 346] verwenden, die ebenfalls in Kapitel 6 besprochen wurde. Wie wir




die vorteilhafte Eigenschaft, invariant
unter der Feenberg-Skalierung zu sein.
Ein wichtiges Kriterium f

ur den Vergleich von N

aherungsmethoden ist die Frage, ob ein
Verfahren die richtige Abh

angigkeit von der Systemgr

oe liefert, ob es also size-extensive




ul aus N wechselwirkungsfreien identischen
Systemen die korrekte Energie proportional zu N sein mu. Es ist wohlbekannt (siehe
beispielsweise [181, 213]), da Rayleigh-Schr

odinger MBPT Ordnung f

ur Ordnung diese
Eigenschaft besitzt. Ist also E
j
der j-te Term der St

orungsreihe eines der N Subsysteme,








. Dies hat zur Folge,







aherung auf der Grundlage der eek-
tiven charakteristischen Polynome ebenfalls size-extensive sind.











aherung MPn, n = 3; 4; 5 ist
vernachl

assigbar. Im folgenden werden numerische Resultate vorgestellt, die zeigen, da
man mit diesen Verfahren in vielen F

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Trotzdem stellt sich die Frage, wann man diese Verfahren verwenden darf, da die Viel-
teilchenst

orungstheorie mit eindimensionalem Referenzraum bekanntlich f

ur groe Ab-
weichungen von den Gleichgewichtsgeometrien unzuverl

assig wird, und wann man vom
Rechenaufwand aufwendigere Verfahren [20, 21, 76, 93, 95, 96, 94, 98, 97, 128, 151, 157,
181, 179, 180, 187, 204, 213, 247, 248, 258, 272, 273, 274, 275, 297, 298, 303, 307, 315,
338, 345, 392] verwenden mu.
Ein praktisch leicht anwendbares Kriterium zur Beantwortung dieser Frage wurde vom







kleine Abweichungen der Feenberg-, Goldhammer-Feenberg-, Pade- und 2-N

aherungen









aherungswerte also stark, mu man in jedem Fall auf die aufwendigeren
Verfahren zur

uckgreifen. Kleine Streuungen deuten dagegen normalerweise darauf hin,








ucklicherweise stehen hervorragende Daten f

ur den Test der Methoden aus dem voran-





alt auch Ergebnisse einer Arbeit von Kucharski, Noga und
Bartlett [212]. In diesen Arbeiten sind eine groe Zahl von Mller-Plesset-Resultaten
bis zur f

unften Ordnung sowie zum Vergleich FCI(Full Conguration Interaction)- oder
CCSDT(Coupled Cluster Singles Doubles Triples)-Resultate f

ur die Grundzustandsener-















CN) zu nden. Auf diese Daten wurden die oben erw

ahnten Methoden zur Berechnung
der Korrelationsenergie angewandt. Die Resultate ndet man in in Tabelle 12.1. Energien
sind in Hartree. %Korr bedeutet Korrelationsenergie in Prozent. Der Vollst

andigkeit hal-
ber sind auch die MP-Ergebnisse mit angegeben. Wenn nicht anders angegeben, bedeutet
MPn die Verwendung von RMPn f

ur Systeme mit oenen Schalen. Abgesehen vom Fall
n (NH
3
) entspricht die linke H






ahrend die Daten in der rechten H





Man sieht, da in vielen F






ur die Korrelationsenergie liefern. Problematische F

alle sind s, t und u. Daf

ur gibt es
allerdings physikalisch einleuchtende Begr

undungen. Im Fall s, der einer Rechnung an CN
entspricht, ist die St

orungsreihe divergent. Der Grund ist, da die St

orungsreihe auf dop-
pelt besetzten ROHF-Orbitalen basiert, im Gegensatz zu RMP-Rechnungen, bei denen die
besetzten - und -Orbitale jeweils unterschiedlich rotiert werden. [151, 307] In den F

allen
t und u, die Rechnungen an H
2
O in einer gestreckten Geometrie entsprechen, handelt es
sich um eine UMP-St

orungsreihe, die monoton und aufgrund von Spinkontaminationen
sehr langsam konvergiert. [152, 307]
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Tabelle 12.1: Vergleich von Verfahren zur Berechnung der Korrelationsenergie
Methode Energie %Korr Methode Energie %Korr
Fall a: BH (
1
, r = 2:329 a
0
, DZP, [212, 153, 22])
SCF -25.125260 0.00 MP5 -25.225101 97.53
MP2 -25.198988 72.02 F5 -25.226881 99.27
MP3 -25.216566 89.19 GF5 -25.226971 99.36
MP4 -25.222567 95.06 GF5b -25.227088 99.47
F4 -25.226167 98.57 [3/2] -25.227299 99.68
[2=2] -25.225294 97.72 [2/3] -25.227478 99.85
2 -25.226555 98.95 FCI -25.227627 100.00
Fall b: BH (
1
, r = 1:5 2:329 a
0
, DZP, [212, 264])
SCF -25.062213 0.00 MP5 -25.172372 96.83
MP2 -25.139869 68.26 F5 -25.174484 98.69
MP3 -25.160249 86.18 GF5 -25.174544 98.74
MP4 -25.168745 93.64 GF5b -25.177010 100.91
F4 -25.175345 99.45 [3/2] -25.175078 99.21
[2=2] -25.173623 97.93 [2/3] -25.175106 99.24
2 -25.176791 100.72 FCI -25.175976 100.00
Fall c: BH (
1
, r = 2 2:329 a
0
, DZP, [212, 264])
SCF -24.988201 0.00 MP5 -25.121278 95.65
MP2 -25.074503 62.03 F5 -25.126844 99.65
MP3 -25.100221 80.51 GF5 -25.126983 99.75
MP4 -25.114005 90.42 GF5b -25.130104 101.99
F4 -25.128829 101.08 [3/2] -25.129407 101.49
[2=2] -25.124953 98.29 [2/3] -25.129475 101.54
2 -25.137084 107.01 FCI -25.127333 100.00
Fall d: HF (r = 1:733 a
0
, DZP, [212, 25])
SCF -100.047087 0.00 MP5 -100.250158 99.60
MP2 -100.243165 96.17 F5 -100.250099 99.57
MP3 -100.245531 97.33 GF5 -100.250276 99.66
MP4 -100.251232 100.13 GF5b -100.251988 100.50
F4 -100.251443 100.23 [3/2] -100.250468 99.75
[2=2] -100.251547 100.28 [2/3] -100.250481 99.76
2 -100.251820 100.42 FCI -100.250969 100.00
Fall e: HF (r = 1:5 1:733 a
0
, DZP, [212, 25])
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(Tabelle 12.1 { Fortsetzung)
SCF -99.933230 0.00 MP5 -100.158121 99.00
MP2 -100.149756 95.32 F5 -100.158152 99.01
MP3 -100.148543 94.78 GF5 -100.158247 99.05
MP4 -100.159627 99.66 GF5b -100.161609 100.53
F4 -100.159443 99.58 [3/2] -100.158750 99.28
[2=2] -100.160091 99.87 [2/3] -100.158757 99.28
2 -100.160708 100.14 FCI -100.160395 100.00
Fall f: HF (r = 2 1:733 a
0
, DZP, [212, 25])
SCF -99.817571 0.00 MP5 -100.073004 96.93
MP2 -100.057062 90.88 F5 -100.073139 96.98
MP3 -100.054148 89.77 GF5 -100.073301 97.04
MP4 -100.076267 98.16 GF5b -100.079678 99.46
F4 -100.075480 97.86 [3/2] -100.075064 97.71
[2=2] -100.077899 98.78 [2/3] -100.075072 97.71







, r = 2:11 a
0
,  = 102:4

, DZP, [212, 27])
SCF -38.886297 0.00 MP5 -39.024234 97.91
MP2 -38.996127 77.96 F5 -39.025336 98.69
MP3 -39.016593 92.48 GF5 -39.025450 98.77
MP4 -39.022203 96.47 GF5b -39.025413 98.74
F4 -39.024615 98.18 [3/2] -39.025674 98.93
[2=2] -39.024049 97.78 [2/3] -39.025895 99.09







, r = 1:88973 a
0
,  = 104:5

, DZP, [212, 26])
SCF -76.040542 0.00 MP5 -76.255924 99.68
MP2 -76.243660 94.00 F5 -76.255918 99.67
MP3 -76.249403 96.66 GF5 -76.255929 99.68
MP4 -76.255706 99.58 GF5b -76.257338 100.33
F4 -76.256262 99.83 [3/2] -76.256134 99.77
[2=2] -76.256282 99.84 [2/3] -76.256135 99.77







, r = 1:5 1:88973 a
0
,  = 104:5

, DZP, [212, 26])
SCF -75.800494 0.00 MP5 -76.066422 98.16
MP2 -76.048095 91.40 F5 -76.066368 98.14
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(Tabelle 12.1 { Fortsetzung)
MP3 -76.045081 90.28 GF5 -76.066442 98.17
MP4 -76.065641 97.87 GF5b -76.068395 98.89
F4 -76.064909 97.60 [3/2] -76.068528 98.94
[2=2] -76.066937 98.35 [2/3] -76.068533 98.94







, r = 2 1:88973 a
0
,  = 104:5

, DZP, [212, 26])
SCF -75.582286 0.00 MP5 -75.935304 95.41
MP2 -75.898603 85.50 F5 -75.934525 95.20
MP3 -75.877664 79.84 GF5 -75.935353 95.43
MP4 -75.937410 95.98 GF5b -75.923566 92.24
F4 -75.927115 93.20 [3/2] -75.949379 99.22
[2=2] -75.941045 96.97 [2/3] -75.949401 99.22







, r = 1:013

A,  = 103:2

, 6-31G, [152, 210])
SCF -55.530177 0.00 MP5 -55.632426 99.18
MP2 -55.617272 84.48 F5 -55.632818 99.56
MP3 -55.627501 94.40 GF5 -55.632834 99.57
MP4 -55.631220 98.01 GF5b -55.633280 100.00
F4 -55.632525 99.27 [3/2] -55.633011 99.74
[2=2] -55.632204 98.96 [2/3] -55.633022 99.75







, r = 1:5 1:013

A,  = 103:2

, 6-31G, [152, 210])
SCF -55.367729 0.00 MP5 -55.520522 96.14
MP2 -55.489967 76.91 F5 -55.521721 96.89
MP3 -55.504270 85.91 GF5 -55.521724 96.90
MP4 -55.516470 93.59 GF5b -55.523319 97.90
F4 -55.521456 96.73 [3/2] -55.523696 98.14
[2=2] -55.521125 96.52 [2/3] -55.523706 98.14







, r = 2 1:013

A,  = 103:2

, 6-31G, [152, 210])
SCF -55.181593 0.00 MP5 -55.418215 91.36
MP2 -55.357617 67.96 F5 -55.420149 92.11
MP3 -55.375463 74.85 GF5 -55.420173 92.12
MP4 -55.409165 87.87 GF5b -55.412429 89.13
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(Tabelle 12.1 { Fortsetzung)
F4 -55.421427 92.60 [3/2] -55.432093 96.72
[2=2] -55.426946 94.73 [2/3] -55.432101 96.72
2 -55.478348 114.58 FCI -55.440593 100.00
Fall n: NH
3
(r = 1:91165 a
0
,  = 106:7

, DZ, [153, 22])
SCF -56.165931 0.00 F4 -56.291937 99.47
MP2 -56.277352 87.95 [2=2] -56.291782 99.35
MP3 -56.285281 94.21 2 -56.292636 100.02
MP4 -56.290692 98.48 FCI -56.292612 100.00
Fall o: CO (
1
, DZ, [212])
SCF -112.760093 0.00 MP5 -113.059117 98.36
MP2 -113.045824 93.99 F5 -113.059254 98.41
MP3 -113.044659 93.61 GF5 -113.060859 98.93
MP4 -113.067749 101.20 GF5b -113.073579 103.12
F4 -113.067469 101.11 [3/2] -113.062479 99.47
[2=2] -113.069566 101.80 [2/3] -113.062539 99.49










SCF -76.831819 0.00 MP5 -77.118892 102.18
MP2 -77.085307 90.23 F5 -77.120192 102.65
MP3 -77.097232 94.47 GF5 -77.122141 103.34
MP4 -77.111732 99.63 GF5b -77.117205 101.58
F4 -77.113928 100.42 [3/2] -77.127079 105.10
[2=2] -77.114110 100.48 [2/3] -77.127731 105.33








SCF -224.295920 0.00 MP5 -224.929902 97.54
MP2 -224.931924 97.86 F5 -224.933812 98.15
MP3 -224.888104 91.11 GF5 -224.934513 98.25
MP4 -224.952784 101.07 GF5b -224.952167 100.97
F4 -224.941418 99.32 [3/2] -224.938301 98.84
[2=2] -224.950280 100.68 [2/3] -224.938367 98.85
2 -224.952387 101.00 CCSDT -224.945859 100.00
Fall r: CN (
2
, r = 1:1619

A, STO-3G, RMP [210])
SCF -90.99752 0.00 MP5 -91.16157 95.07
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(Tabelle 12.1 { Fortsetzung)
MP2 -91.15437 90.90 F5 -91.16165 95.12
MP3 -91.14799 87.20 GF5 -91.16166 95.12
MP4 -91.16300 95.90 GF5b -91.16360 96.24
F4 -91.16133 94.93 [3/2] -91.16297 95.88
[2=2] -91.16321 96.02 [2/3] -91.16297 95.88
2 -91.16426 96.63 FCI -91.17008 100.00
Fall s: CN (
2
, r = 1:1619

A, STO-3G, Hubac-Carsky, [151, 182])
SCF -90.99752 0.00 MP5 -91.12039 71.20
MP2 -91.17762 104.37 F5 -91.15212 89.59
MP3 -91.14160 83.50 GF5 -91.15998 94.15
MP4 -91.19422 113.99 GF5b -91.18190 106.85
F4 -91.17389 102.21 [3/2] -91.16350 96.19
[2=2] -91.18753 110.11 [2/3] -91.16359 96.24
2 -91.19152 112.42 FCI -91.17008 100.00
Fall t: H
2
O (r = 1:5 0:967

A,  = 107:6

, 6-21G,[152])
RHF -75.707206 0.00 UMP5 -75.853895 76.41
UHF -75.735012 14.48 F5 -75.855560 77.28
UMP2 -75.829388 63.65 GF5 -75.856608 77.82
UMP3 -75.836823 67.52 GF5b -75.850870 74.84
UMP4 -75.848211 73.45 [3/2] -75.862349 80.81
F4 -75.851276 75.05 [2/3] -75.862421 80.85




O (r = 2 0:967

A,  = 107:6

, 6-21G,[152])
RHF -75.491406 0.00 UMP5 -75.763370 90.72
UHF -75.699298 69.35 F5 -75.763704 90.83
UMP2 -75.754669 87.82 GF5 -75.763826 90.88
UMP3 -75.760219 89.67 GF5b -75.763657 90.82
UMP4 -75.762422 90.41 [3/2] -75.764089 90.96
F4 -75.763098 90.63 [2/3] -75.764104 90.97
[2=2] -75.762941 90.58 FCI -75.791180 100.00
2 -75.763281 90.69
Energien in Hartree. %Korr: Korrelationsenergie in Prozent
Abgesehen von diesen problematischen F

allen erkennt man, da Fall m, der einer





anden entspricht, relativ hohe Feh-
ler aufweist. Schliet man diesen Fall ebenfalls aus, so kann man das Abschneiden der
verschiedenen Verfahren zur Berechnung der Korrelationsenergie statistisch bewerten, wie
in Tabelle 12.2 gezeigt. Angegeben sind jeweils der maximale Fehler, der mittlere absolute
Fehler, der mittlere quadratische Fehler (rms, root mean square) und der mittlere Prozent-
satz der erhaltenen Korrelationsenergie. In den F















allen wurden die CCSDT-Ergebnisse zur Berechnung der Korrelationsenergie
herangezogen, weshalb die Werte f

ur die Korrelationsenergien mit Vorsicht zu bewerten
sind. Um daraus resultierende systematische Fehler zu vermeiden, wurde der statistische
Vergleich einmal unter Ausschlu dieser F

alle und einmal unter ihrem Einschlu vorge-




ahlte Methoden auf der
Grundlage auf der Grundlage der St

orungstheorie bis zur vierten Ordnung | wie das





onnen. Was diese Methoden betrit, so ist die Goldhammer-Feenberg-Energie GF5 der
Feenberg-Energie F5 stets leicht

uberlegen, und die N

aherung GF5b liefert erstaunlich
gute Ergebnisse, obwohl man sie nicht direkt als eine Sattelpunktsmethode klassizieren
kann. Bei den Pade-Approximationen schneidet die [3=2]-Approximation (die invariant un-
ter Feenberg-Skalierung ist) ziemlich erfolgreich ab, w






alt. Andere Pade-Approximationen (die nicht in Tabelle 12.1 angegeben
sind), sind den angegebenen Varianten bei Anwendung auf die gleichen Daten unterlegen.
Eine sorgf

altige Analyse der Daten in Tabelle 12.1 f

uhrt zum Schlu, da die n

ahe-
rungsweise Berechnung der Korrelationsenergie auf der Grundlage der MP-MBPT um so





Das ist insofern nicht






orungsreihe mit zunehmenden Auslenkungen aus den Gleichgewichtspositionen















, bei denen sich die jeweiligen Abst

ande wie







ussen es aber nicht. Die Daten deuten allerdings deutlich darauf hin, da die be-
rechneten Korrelationsenergien dann vertrauensw












O bei 1:5 r
e
| die Werte von 2, F4 und [2; 2] nicht viel
voneinander abweichen. In dieser Situation scheint die 2-Methode die besten Resultate
zu liefern. Andererseits sind groe Dierenzen zwischen den Energien 2, F4 und [2; 2] |














| ein klares Zeichen daf

ur,
da in diesen F

allen ausgefeiltere, aufwendigere Methoden verwendet werden m

ussen (zum
Beispiel die -Transformation [93, 95, 96, 94, 98, 97, 307] oder Multi-Referenz-Verfahren
[181, 187, 228, 259, 338, 360, 388]), um verl






ur die Methoden, die auch MP5-Energien ber

ucksichtigen.





























utzt sich die Rechnung auf bekannte MP-Energien bis zur vierten
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Tabelle 12.2: Statistischer Vergleich verschiedener Verfahren zur Korrelationsenergiebe-
rechnung
Methode max jFehlerj mittl. jFehlerj rms jFehlerj mittl. %Korr
Auswertung von 14 F

allen (a-l,n,r)
F4 0.02515 0.00433 0.00767 98.3
[2=2] 0.01122 0.00319 0.00433 98.3
2 0.00975 0.00199 0.00329 100.1
Auswertung von 17 F

allen (a-l,n-r)
F4 0.02515 0.00409 0.00710 98.6
[2=2] 0.01122 0.00329 0.00430 98.8
2 0.00975 0.00269 0.00398 100.3
Auswertung von 13 F

allen (a-l,r)
F5 0.01774 0.00407 0.00628 98.2
GF5 0.01692 0.00394 0.00607 98.2
GF5b 0.02870 0.00400 0.00834 99.0
[3=2] 0.00711 0.00228 0.00308 99.1
[2=3] 0.00711 0.00224 0.00307 99.1
Auswertung von 16 F

allen (a-l,o-r)
F5 0.01774 0.00483 0.00678 98.5
GF5 0.01692 0.00470 0.00664 98.6
GF5b 0.02870 0.00452 0.00811 99.6
[3=2] 0.01432 0.00332 0.00492 99.4
[2=3] 0.01497 0.00332 0.00503 99.5







relationsenergie, wie sie die Feenberg-Energie [307], die Pade-Approximation [2=2] und
das 2-Verfahren liefern, zu guter

Ubereinstimmung mit dem Experiment f

uhren. Das
2-Verfahren liefert in beiden F

allen die besten Resultate.
Zusammenfassend l

at sich sagen, da die Verf

ugbarkeit verschiedener Verfahren auf
der Grundlage der (R)MP-Energien in vielen F

allen eine genaue Berechnung der Korrela-
tionsenergie bei vernachl

assigbaren Zusatzkosten erlaubt. Weiterhin sind gr

oere Abwei-
chungen der Ergebnisse untereinander ein klarer Hinweis, wann weitere Untersuchungen
notwendig sind.










Dies ist eine vielversprechende Fragestellung f

ur weitere Untersuchungen.
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SCF  113:912879  113:748693 431:1 [307]
MP2  114:329202  114:182435 385:3 [307]
MP3  114:334186  114:185375 390:7 [307]
MP4  114:359894  114:219892 367:6 [307]
F4  114:360838  114:220603 368:2 [307]
[2=2]  114:362267  114:223409 364:6 Diese Arbeit





































RHF  117.585674  117.553736  117.626572 83.8  107.4
RMP2  117.967150  117.952092  118.014126 39.5  123.3
RMP3  118.004259  117.986543  118.049999 46.5  120.1
RMP4  118.022888  118.008072  118.066816 38.9  115.3
F4  118.028674  118.014137  118.071720 38.2  113.0
[2=2]  118.027529  118.013226  118.070703 37.6  113.3




























ur die Paarverteilungsfunktion klassischer Vielteilchensysteme,
die sogenannte Ornstein-Zernike-Gleichung (OZ) diskutiert werden. Die Darstellung st

utzt
sich auf eine Arbeit von Homeier, Rast und Krienke [169].
13.1 Physikalischer Hintergrund
Die thermodynamischen Eigenschaften von klassischen Vielteilchensystemen werden von
den Wechselwirkungen dieser Teilchen untereinander bestimmt. Wenn man die Zweiteil-
chenverteilungsfunktion g kennt, kann man alle thermodynamischen Eigenschaften des je-








































die Boltzmann-Konstante und T die absolute Temperatur ist.
Wir beschr
















Der Einfachheit halber betrachten wir auch nur Systeme mit radialsymmetrischen Wech-
selwirkungen zwischen identischen Teilchen. F

ur die theoretische Beschreibung (siehe z.B.
[127, Kap. 6, 7]) ist es n

utzlich, die Mayer-Funktion f

uber
f(r) = exp( u(r))  1 ; (13.3)
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uhren, die von der potentiellen Energie u(r) zweier Teilchen im Abstand r abh

angt.
Dieses Paarpotential nennt man regul






jexp( u(r))  1j d(~r) <1 8  > 0 (13.4)
erf

ullt. Von diesem Typ sind das Lennard-Jones(LJ)-Potential















mit einem Abstandsparameter  und einer Potentialtiefe " als Parameter. Ebenfalls kurz-





1 8 r < 
0 8 r  
: (13.6)
Andererseits gibt es Paarpotentiale u(r), die die Relation (13.4) nicht erf

ullen. Nichts-
destoweniger geben auch sie Anla zu thermodynamischem Verhalten von Systemen, deren
Teilchen

uber solche Paarpotentiale miteinander wechselwirken. Ein ber

uhmtes Beispiel






























zwischen Teilchen der Ladung Z in einem neutralisierenden Hintergrund. Hierbei ist e
0
der









at und  ist die mittlere Teilchenzahldichte, die man auch benutzen
kann, um eine L










Uberlegungen zerlegen wir dann das Potential
in einen langreichweitigen Anteil u
(l)
(r) und einen kurzreichweitigen Anteil u
(s)
(r) in der












erf (r) ; u
(s)
(r) = u(r)  u
(l)
(r) : (13.8)














ahnlich zur Fourier-Transformierten des Coulomb-

























dann ist auch die Paarverteilungsfunktion g eine Funktion von r. Um diese Gr

oe zu
bestimmen, benutzen wir die Ornstein-Zernike(OZ)-Gleichung [127]:
h = c+   c  h ; (13.10)
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in der  eine Faltung bezeichnet, die durch









deniert ist. Die Dichte  ist dann die mittlere Teilchenzahldichte. Die Funktion h(r) =
g(r)  1 wird als totale Korrelationfunktion bezeichnet, die Funktion c(r) als direkte Kor-
relationsfunktion. Man beachte, da die Faltung zweier radialsymmetrischer Funktionen
ebenfalls eine radialsymmetrische Funktion ist. F

ur die Bestimmung der beiden unbe-
kannten Funktionen h und c ben

otigen wir eine zweite Gleichung, die der Abschlu der
OZ-Gleichung genannt wird und allgemein die Form [127]
g(r) = exp

  u(r) + h(r)  c(r) + E(r)

(13.12)







age man im Prinzip als komplizierte mehrdimensionale Integrale berechnen kann. Diese
Rechnung ist sehr aufwendig. Daher benutzt man in der Praxis meist verschiedene ein-
fache N

aherungen. E(r) = 0 ist die HyperNetted Chain(HNC)-Abschlun

aherung [127],












uhrt [235], die numerische Resultate von Monte-Carlo-Rechnungen exzellent beschreibt.
Es gibt noch andere N

aherungen wie der sehr erfolgreichen Abschlu von Martynov und
Sarkisov (MS) [237], wobei E(r) =
q
1 + 2(h(r)  c(r))   h(r) + c(r)   1 gilt. Die pro-
grammtechnische Ber

ucksichtigung der verschiedenen Abschlurelationen wird unten ge-
nauer behandelt.
Zusammen mit der Abschlurelation ist die OZ-Gleichung eine nichtlineare Integral-




ur harte Kugeln in der
PY-N

aherung gibt es allerdings auch ein analytische L

osung [355, 389].
13.2 Ein Algorithmus f

ur Direkte Iteration
Der einfachste Algorithmus zur L

osing der OZ-Gleichung in Verbindung mit einem gegebe-
nen Abschlu ist die direkte Iteration unter Verwendung der Fast-Fourier-Transformation





h(k) = ~c(k) +   ~c(k) 
~
h(k); k = j
~
kj : (13.13)
Die Fourier-Transformierten sind dabei im radialsymmetrischen Falle durch Fourier-Bes-
sel-Transformation gegeben und lauten f

ur jede Funktion f(r)
~





























uhrt man F (r) = f(r)  r und
~






















F (k) sin(kr) dk : (13.15)















Die verschiedenen Abschlurelationen kann man ebenfalls durch c(r) = C(r)=r, was man
auch als Funktional c[] von (r) =  (r)=r auassen kann, und durch die Mayer-Funktion
f (vlg. den vorigen Abschnitt) gem

a
HNC: C(r) = r  c(r) = r  (f(r) + 1)  exp( (r)=r)   (r)  r ;
PY: C(r) = (f(r) + 1)  (r +  (r))   (r)  r = f(r)  (r +  (r)) ;
LM: C(r) = r  (f(r) + 1)  exp( (r)=r + E
LM
(r))   (r)  r ;
MS: C(r) = r  (f(r) + 1)  exp(
q








uckenfunktion von Labk und Malijevsky [235].
Im Falle von klassischen Einkompoentenplasmen, die im vorigen Abschnitt eingef

uhrt
wurden, mu man etwas anders vorgehen. Wegen der langreichweitigen Potentialanteile
mu man Gl. (13.16) ab





































(k) die Fourier-Transformierte des kurzreichweitigen Anteils der





angt vom verwendeten Abschlu ab. Wir verwenden im folgenden den HNC-Abschlu
ohne irgendeine Br

uckenfunktion, der hinreichend gute Ergebnisse f

ur den interessierenden
Bereich von Plasmaparametern  
p















der kurzreichweitige Anteil des OCP-Paarpotentials aus dem vorigen
Abschnitt ist. In diesem Fall ist   durch   = H   C
(s)
gegeben. Dies impliziert g(r) =
( (r) + C
(s)
(r))=r + 1 f

ur die Paarverteilungsfunktion.
Gleichung (13.16) deniert in Verbindung mit einer gew

ahlten Abschlurelation aus
Gl. (13.17) eine Integralgleichung. Ebenso verh

alt es sich mit den Gleichungen (13.18)
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und (13.19). Die L

osung jeder solchen Integralgleichung kann man als Fixpunktproblem
f

ur die unbekannte Funktion   auassen.
Diese Integralgleichung l










F (  k), F

= F (  r) und r  k = =M . Gleichung (13.15) f

ur die







































ur eine Menge von






. Dies kann man mittels Gl. (13.20) transformieren, in Gl. (13.16)




bestimmen, woraus man  
(1)
durch inverse Transfor-
mation bestimmt. Dieses  
(1)
wird jetzt als neue Eingabe f

ur die Iteration verwendet.
Diese Schleife wird solange durchlaufen, bis f

ur gegebene Konvergenzschranke  > 0 die
in folgender Gleichung denierte Gr

























man die Zahl der ben

otigten Iterationen reduzieren. Man braucht

ublicherweise 200 bis
100 Iterationen, um  < 10
 10
zu erzielen.














; : : : ; 
M










mit einem geeigneten Startvektor.





















Verschiedene Beispiele wurden untersucht, wie unten diskutiert. Es wurden ein Programm
directit f

ur direkte Iterationen ohne Vektorextrapolation und ein Programm m2vj be-
nutzt, das ein Cycling-Verfahren der Form (7.42) f

ur die Iterationsfunktion 	 der direkten
Iteration mit einer u-Variante der in Gl. (8.33) denierten Vektor-J -Transformation mit
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Tabelle 13.1: Harte Kugeln







der Iterationen: N , Zahl der Gitterpunkte: M , Schranke:  = 1  10
 10
(vgl. Gl. (13.21)),
Abweichung:  (vgl. Gl. (13.25)), Zyklusl













= 0:7 (r = 0:01; M = 512)
directit { { { 592
m2vj 8 14 Keine K bis 900 Iterationen
m2vj 9 14 7:092  10
 10
295
m2vj 9 15 4:955  10
 10
306
m2vj 10 14 4:935  10
 9
400









= 0:4 (r = 0:01; M = 512)
directit { { { 124
m2vj 7 10 4:904  10
 10
51
m2vj 8 5 5:640  10
 11
41









= 0:7 (r = 0:04; M = 128)
directit { { { 488









= 0:7 (r = 0:01; M = 512)
directit { { { 384
m2vj 9 14 3:080  10
 9
455
m2vj 10 13 2:716  10
 9
179
m2vj 10 14 2:963  10
 9
257










usse sind auf Seite 285 erkl































ange m der Zyklen wurde variiert. Man beachte, da die Verwendung des Pro-












. Gitter: M = 512,




= 0, Plattform: Sun. Weitere











directit { { { 137
m2vj 7 10 6:532  10
 10
51










directit { { { 958
m2vj 7 20 8:174  10
 9
349
m2vj 7 30 4:296  10
 9
383
m2vj 8 20 4:705  10
 9
372










directit { { { 615










usse sind auf Seite 285 erkl

art. Siehe auch Gl. (13.17).
z
Das Lennard-Jones-Potential ist in Gl. (13.5) deniert.


























berechnet, wobei M die Vektorl

ange bzw. Zahl der Gitterpunkte bedeutet.
Als erstes Beispiel betrachten wir ein System harter Kugeln bei verschiedenen Dichten
und den PY- und HNC-N






ahlt wurden 512 oder 128 Gitterpunkte f

ur die Funktion   mit
r = 0:01, wobei  der Kugeldurchmesser ist. Die Zahl der Iterationen, die man zum
Erreichen der Konvergenzschranke  gem





otigt, wird mit N
bezeichnet. Die Resultate in Tabelle 13.1 zeigen, da es m

oglich ist, die Gesamtzahl der
Iterationen N etwa um den Faktor 2 zu reduzieren. Der Beschleunigungseekt h

angt nicht
wesentlich von der Wahl der Br

uckenfunktion E ab. Es gab auch eine ganze Bandbreite
von Werten f





ur die man relativ gute Ergebnisse erzielen konnte. Wie in
Tabelle 13.1 gezeigt, gab es keinen signikanten Unterschied zwischen den resultierenden
Vektoren
~
  mit und ohne Extrapolation, da   10
 10
gilt.
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Tabelle 13.3: Harte Kugeln und Lennard-Jones-Potential
Kugeldurchmesser/LJ
z
-Parameter:  = 1. Startvektor:  
(0)
= 0, Schranke:  = 1  10
 10
(vgl. Gl. (13.21)), Gittergr

oe: M = 1024. Programm: m2vj, Plattform: Iris Indigo. Wei-








uckenfunktion, harte Kugeln, 











aherung, harte Kugeln, 













, " = 0:5; 












, " = 0:1; 












usse sind auf Seite 285 erkl

art. Siehe auch Gl. (13.17).
z
Das Lennard-Jones-Potential ist deniert in Gl. (13.5).
Die gleichen Abschlurelationen wurden auch f

ur Lennard-Jones-Systeme angewen-
det. Die Resultate ndet man in Tabelle 13.2. Wiederum sind deutliche Reduktionen der
Gesamtzahl der Iterationen m

oglich.
Untersucht wurde auch die N

aherungen von Labk und Malijevsky (LM) sowie von
Martynov und Sarkisov (MS) f

ur harte Kugeln und f

ur Lennard-Jones-Systeme. Die Re-
sultate ndet man in Tabelle 13.3. In diesem Fall wurden die Rechnungen auf eine Iris
Indigo von Silicon Graphics durchgef

uhrt, mit 1024 Gitterpunkten und r = 0:005. Der
Startvektor war  
(0)
= 0. Wie oben bemerkt, entspricht der Fall m = 0 der alleinigen








aherung. Ng-Renormierung,  (Pa-
rameter in der Fehlerfunktion): 1:08=a (vgl. Gl. (13.8) und [260]). Teilchenzahldichte:
 = 3=(4 a
3
). Gitter: M = 1024, r = 0:01 a. Startvektor:  
(0)
= 0. Programm: m2vj,






10 0 { 70
10 5 0 55
10 7 5 30
10 8 5 33
10 10 0 23
50 0 { 252
50 7 10 75
50 10 0 78
50 10 10 77
100 0 { 458
100 8 40 275
100 8 60 412
100 10 10 275
100 10 50 161
100 14 40 341
120 0 { 537
120 8 100 614
120 10 50 414
120 10 100 189








usse sind auf Seite 285 erkl

art. Siehe auch Gl. (13.17).
Verwendung der direkten Iteration.
Als weiteres Beispiel zeigen wir in Tabelle 13.4 Resultate von Rechnungen an klassi-
schen Einkomponentenplasmen mit Ng-Renormierung [260] in HNC-N

aherung Es wurden
wiederM = 1024 Punkte im Gitter und ein Startvektor  
(0)


















ange m der Zyklen aber nicht
wesentlich ver






mit m = 10.
Den Tabellen kann man entnehmen, da die Extrapolation erfolgreich verl

auft, wenn
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Direkte Iterationen allein Direkte Iterationen + Extrapolation Ersparnis
100 37.7 s 28.0 s 25.7 %
120 44.1 s 22.0 s 50.1 %
man eine gen

ugende Zahl von Voriterationen ausf








=10 ausreicht. Bei gr

oeren Teilchenzahldichten wie in Tabelle 13.3 kann es n

otig
sein, mehr Voriterationen auszuf

uhren. In dem angef

uhrten Fall erhielt man meist die be-
sten Resultate mit 100 oder mehr Voriterationen. Allerdings kann man manchmal auch
ganz auf Voriterationen verzichten, selbst bei hohen Dichten, wie im letzten Beispiel in
Tabelle 13.3. Die L

ange m der Zyklen braucht nicht besonders hoch zu sein, h

aug erzielt
man gute Resultate mit Werten zwischen 8 und 20. Dies ist vorteilhaft, weil der Zusatz-
aufwand aufgrund der Extrapolation um so geringer ist, je k

urzere Zyklen man verwenden
kann. Zu lange Zyklen k

onnen auch die Qualit

at der Resultate beeintr

achtigen, wie man








at wie im Falle harter Kugeln, wie die Tabellen 13.2 und 13.3 belegen.
Vor allem beachte man die relativ hohen Dichten bis 

= 1:2 in Tabelle 13.3, f

ur man










Um die Zusatzkosten f

ur die Extrapolationsschritte im Cycling-Verfahren zu bestim-







ur verschiedene Beispiele bestimmt. Man beachte allerdings, da derartige An-
gaben vorsichtig interpretiert werden m

ussen, da die Resultate nicht nur von den zugrun-
deliegenden Algorithmen, sondern auch von den F

ahigkeiten der Programmierer (auch der
der Compiler) sowie von der Architektur und der zur Laufzeit vorliegenden Auslastung
der verwendeten Rechner abh

angen.
Als wesentliches Ergebnis erh








oen die Kosten pro Iteration f

ur den Extrapolationsanteil etwa gleich den Kosten
f

ur die direkte Iteration allein sind. Das heit

ubrigens, da die Kosten f

ur die direkte Ite-
ration ziemlich gering sind, was durch die Verwendung des FFT-Verfahrens bedingt ist.
F

ur kompliziertere Iterationsfunktionen 	 erwartet man, da die relativen Kosten f

ur die
Extrapolation sinken, so da sich die N

utzlichkeit der Extrapolationsverfahren wesentlich
deutlicher bemerkbar machen w

urde. Aber selbst f

ur solch schnelle direkten Iterationen wie
in der vorliegenden Anwendung auf die OZ-Gleichung kann man die Gesamtausf

uhrungs-
zeit reduzieren, in einigen F

allen sogar auf die H

alfte, wenn man Vektorextrapolation
verwendet. Dies wird in den folgenden Beispielen belegt. Wir bemerken noch, da sich in
diesem Fall auszahlt, da man nicht wie im Falle des Newton-Raphson-Verfahrens Ablei-
tungen zur Berechnung einer abge

anderten Iterationsfunktion heranziehen mu, was die










wird die gesamte Zeit f

ur die direkte Iteration allein, also mit
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aherung. Programm: m2vj, Plattform: Iris Indigo. Gitter: M =
512, r = 0:01. Schranke:  = 10
 10




1 9 40 991
2 9 100 891
3 9 150 881








usse sind auf Seite 285 erkl

art. Siehe auch Gl. (13.17).




ur das Cycling-Verfahren mit der
laut Tabelle 13.4 hinsichtlich der Iterationszahl optimalen Zahl der Voriterationen und
Zyklenl





= 120 wird beispielsweise die CPU-Zeit f

ur m = 0 mit der f

ur





ahnliches Resultat ergab sich f

ur das letzte Beispiel aus Tabelle 13.3: 88.5 Sekunden
brauchte die direkte Iteration, dagegen 44.6 Sekunden das Cycling-Verfahren, was einer
Ersparnis von 49.6 % der CPU-Zeit entspricht.
Es sei betont, da f

ur die vorgeschlagene Methode auf der Grundlage der OZ-Gleichung
die Rechenzeiten sehr gering sind. Auf heutigen Workstations erfordert jeder Lauf Zeiten
in der Ordnung von Minuten. Dies sollte man mit Laufzeiten von Computersimulationen
vergleichen, die Stunden oder gar Tage betragen.
Aufgrund der geringen Laufzeiten ist die L

osung der OZ-Gleichung als nichtriviales
Beispiel auch gut f

ur Untersuchungen von Vektorextrapolationverfahren geeignet.
Schlielich soll noch ein Beispiel angegeben werden, da man mit Vektorextrapolations-
verfahren erfolgreich Fixpunkte bestimmen kann, f

ur die die direkte Iteration divergiert.




= 0. Bemerkenswerterweise divergiert f

ur diesen Startvektor
sogar der Newton-Raphson-Algorithmus von Labk, Malijevsky, und Vonka [216].
Das Beispiel ist ein System harter Kugeln der Dichte 

= 0:85 in der LM-N

ahe-
rung. Mit M = 512 Gitterpunkten mit Abst

anden r = 0:01 erh

alt man die folgenden
Resultate:






= 0 als Startvek-
tor. Es konvergiert f

ur einen besseren Startvektor (beispielsweise aus einem Lauf mit
geringerer Dichte)






= 0. Sie konvergiert
auch nicht, wenn man das konvergierte Resultat des Newton-Raphson-Algorithmus
als Startvektor verwendet. Das zeigt, da es sich um einen instabilen Fixpunkt han-
delt. Siehe auch die Abbildungen 13.1 und 13.2.







= 0 zur gleichen L

osung wie der Newton-Raphson-Algorithmus.
294 KAPITEL 13. L

OSUNG DER OZ-GLEICHUNG












Abbildung 13.1: Instabiler Fixpunkt der Direkten Iteration
In Abbildung 13.1, sind die Werte von  aus Gl. (13.21) f

ur dieses Beispiel f

ur den Fall




Man sieht deutlich, da die direkte Iteration zun

achst zu konvergieren scheint, dann
aber beginnen rasche

Anderungen, bis ein quasiperiodisches Verhalten erreicht wird. Letz-
teres ist in expandierter Darstellung in Abbildung 13.2 zu sehen.
In Abbildung 13.3 sind analog die Werte von  aus Gl. (13.21) f

ur das dritte Bei-
spiel aus Tabelle 13.6 gezeigt, wobei jetzt auch Vektorextrapolation verwendet wird. Die
Konvergenz ist ziemlich glatt abgesehen von einigen Stufen.
Interessanterweise konvergiert f












ahrend der Newton-Raphson-Algorithmus von Labk, Malijevsky und Vonka
[216] ausgehend vom gleichen Startvektor auch in diesem Fall nicht konvergiert.
Ein wichtiger Vorteil der beschriebenen Vorgehensweise ist die einfache Form der di-
rekten Iteration. Dies erleichtert die Behandlung komplizierterer Systeme wie Teilchen
mit Dipolen oder realistischeren Paarpotentialen auf einem Gitter. Im wesentlichen mu
man nur ein Unterprogramm zur Berechnung der Mayer-Funktion

andern. Auch vom Falle




















uhren. Dies ist ein aussichtsreicher Punkt f

ur weitere Untersuchungen, wie auch
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Abbildung 13.3: Konvergenz des Cycling-Verfahrens
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die Ausdehnung der Extrapolationsmethodik auf kompliziertere Modellpotentiale und Sy-
steme mit mehreren Komponenten.
Zusammenfassend hat sich die Kombination von direkter Iteration und der Vektor-






In dieser Arbeit werden Extrapolationsverfahren f

ur Zahlen-, Vektor- und Matrizenfolgen
und ihre Anwendung in der Theoretischen und Physikalischen Chemie behandelt.
Die Arbeit gliedert sich in drei Teile. In Teil I werden Methoden f

ur die Extrapolati-
on vorgestellt und in ihren Eigenschaften charakterisiert, in Teil II werden Anwendungen
dieser Methoden auf eine ganze Reihe verschiedener Probleme aus dem Bereich der Theo-






Nach einer Einleitung in Kapitel 1 beginnt Teil I. In Kapitel 2 werden bekannte Ver-
fahren f

ur die Extrapolation von Zahlenfolgen besprochen. Dabei werden zun

achst als
Grundlagen eine Klassikation von Zahlenfolgen, die f

ur die richtige Wahl der Extrapo-
lationsverfahren hilfreich ist, einige allgemeine Kriterien f

ur die Konstruktion von Extra-
polationsverfahren sowie die Rolle von Rekursionsschemata bei der Darstellung und Im-
plementierung dieser Verfahren besprochen. Im Anschlu werden dann wichtige bekannte
Verfahren vorgestellt, soweit sie f

ur diese Arbeit von Bedeutung sind.
In Kapitel 3 werden iterative Folgentransformationen behandelt. Hier werden zun

achst
Grundprinzipien zu und Probleme bei ihrer Konstruktion, dann im Detail das Konzept
der hierarchischen Konsistenz dargestellt, das diese Probleme l

osen hilft und eine neue
methodische Basis f

ur die Konstruktion iterativer Verfahren an die Hand gibt. Dabei wer-
den Hierarchien von Modellfolgen eingef

uhrt und die Iteration als Abbildung zwischen den
verschiedenen Ebenen der Hierarchie beschrieben. Dann wird die J -Transformation zum
Thema, bei deren Herleitung und theoretischen Behandlung das Konzept der hierarchi-
schen Konsistenz in voller Breite seine N

utzlichkeit erweist. Da die J -Transformation eine
sehr allgemeine Extrapolationsmethode darstellt, wird sie gr

undlich untersucht. Verschie-
dene eziente Algorithmen zu ihrer Berechnung werden eingef

uhrt. Es werden grundle-
gende mathematische Eigenschaften dieser Transformation bewiesen. Der explizite Kern
der Transformation wird abgeleitet, was insofern beachtenswert ist, als dies f

ur die mei-





ur die theoretische Charakterisierung der Transformation werden Determinantendarstel-
lungen angegeben und eine Reihe von S

atzen bewiesen, in denen die Konvergenzeigen-
schaften behandelt werden. Ausf

uhrlich wird auf die Relation zu anderen Folgentransfor-
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mationen eingegangen. Dabei zeigt sich, da viele bekannte Verfahren Spezialf

alle der J -
Transformation sind. Durch die Vielzahl von Varianten aufgrund von verschiedener Wahl
von Hierarchie sowie der Restabsch

atzungen erweist sich die J -Transformation als sehr e-
xibel. Sie kann aufgrund einfacher heuristischer Prinzipien an eine Vielzahl von Problemen
angepat werden. Daher verwundert es nicht, da die am Ende von Kapitel 3 dargestellten
numerischen Tests erweisen, da geeignete Varianten der J -Transformation zu den besten
bekannten Transformationen bei gutuntersuchten Modellproblemen geh

oren.
In Kapitel 4 werden die im Zusammenhang von Levin-artigen Transformationen be-
deutsamen Restabsch

atzungen genauer untersucht. Es wird im besonderen auf die M

oglich-
keiten eingegangen, die sich bieten, falls eine Kummer-Transformation f

ur die Partialsum-
men unendlicher Reihen m

oglich ist, wenn also das asymptotische Verhalten der Terme
bekannt ist und eine asymptotisch verwandte Reihe geschlossen aufsummiert werden kann.
Es wird eine neue Form der Restabsch

atzung vorgeschlagen, die auf dieser verwandten




In Kapitel 5 wird auf Verfahren f

ur die Extrapolation von Orthogonalentwicklungen
eingegangen. Es werden am Anfang Methoden f

ur Fourier-Reihen behandelt. Zun

achst
wird die H-Transformation auf der Grundlage einer Modellfolge eingef

uhrt, die die von
Levin verallgemeinert. Rekursive Algorithmen zur ezienten Berechnung und grundlegen-
de mathematische Eigenschaften dieser Transformation werden abgeleitet. Im Anschlu
werden S

atze bewiesen, die Aussagen

uber die Konvergenzbeschleunigung mittels der H-
Transformation beinhalten. Es wird auf die Implementierung der Transformation einge-
gangen, was zu einem sehr einfachen Programm mit geringen Speicherplatzanforderungen
f





ahnlich knappen und ezienten Programme der an-
deren neu eingef

uhrten Transformationen in Anhang D angegeben. Numerische Beispie-
le belegen, da diese Transformation sehr erfolgreich zur Konvergenzbeschleunigung von
Fourier-Reihen eingesetzt werden kann. Eine Verallgemeinerung der H-Transformation
auf Fourier-Reihen mit mehrere Grundfrequenzen wird hergeleitet. Im Anschlu wird als
eine iterative Methode f

ur die Extrapolation von Fourier-Reihen die I-Transformation
eingef

uhrt, wobei das Konzept der hierarchischen Konsistenz zur Herleitung und Charak-
terisierung eingesetzt wird. Verschiedene Algorithmen zur ezienten Berechnung dieser
Transformation werden diskutiert. Mit numerischen Test wird belegt, da diese Transfor-
mation ebenfalls in der Lage ist, Fourier-Reihen zu beschleunigen, wobei geeignete Vari-
anten

ahnlich ezient wie die H-Transformation sein k

onnen. Es wird auf die besonderen
Schwierigkeiten eingegangen, die sich in der N

ahe von Sprungstellen und Singularit

aten
ergeben, und als Ausweg die Verwendung der Methode der Frequenzvervielfachung ein-
gef

uhrt. Als Alternative zur Verwendung spezieller Algorithmen f

ur Fourier-Reihen wird





















uhrung auf komplexe Potenzreihen. Diese
ist in einfacher Form schon lange bekannt (Methode der assozierten Reihen f

ur reelle Rei-
hen, deren Koezienten nicht oszillieren), konnte aber in der Methode der zugeordneten
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Reihen und vor allem in der neu eingef

uhrten verallgemeinerten Methode der zugeordne-





Im Anschlu wird gezeigt, wie man diese Methoden auf Entwicklungen nach Orthogonal-
polynomen verallgemeinern kann. Als iteratives Verfahren wird die K-Transformation auf





che Algorithmen vorliegen. Alternativ kann man auch hier die verallgemeinerte Methode





aten mit der Methode der Frequenzvervielfachung kombinieren. Die Ezienz beider
Zug

ange wird mittels numerischer Beispiele belegt.
In Kapitel 6 werden Extrapolationsverfahren vorgestellt, die auf st

orungstheoretische
Probleme zugeschnitten sind. Ein Problem, das die Anwendung anderer Extrapolations-
methoden behindert, ist die oft nur kleine Zahl der berechenbaren Terme der St

orungs-
entwicklung. Es werden Verfahren besprochen, die auf einer einfachen Renormierung der
St

orungsreihe beruhen, bei der der ungest

orte Hamilton-Operator mit einem konstanten
Faktor skaliert wird, der variativ bestimmt wird. Dies f

uhrt zu neuen Approximationen
der Gesamtenergie

uber die Goldhammer-Feenberg- und die Feenberg-Reihe. Alternativ
kann man das Verfahren der eektiven charakteristischen Polynome verwenden, in dem
die Koezienten des Polynoms nicht im Sinne eines linearen Variationsverfahrens, sondern
durch Anpassung an die St

orungstheorie bestimmt werden.
In den Kapiteln 7 und 8 werden Extrapolationsverfahren f

ur Vektor- und Matrixfol-
gen behandelt. In Kapitel 7 werden bekannte Verfahren besprochen, wobei zun

achst als
Grundlagen das Konzept der Pseudoinversen, die bei Vektoren echte Inverse ersetzen, fer-
ner Besonderheiten bei Iterationsfolgen sowie Funktionen von Matrizen im allgemeinen









utzen sich auf die in Kapitel 7 eingef

uhrten Pseudoinversen
und stellen Transformationen mit groem Potential f

ur die Anwendungen dar. Dies wird
durch numerische Beispiele belegt, bei denen die Berechnung der Matrixexponentialfunk-
tion behandelt wird.
Mit Kapitel 9 beginnt Teil 2. In Kapitel 9 wird besprochen, wie Extrapolationsver-
fahren auf die Berechnung der Linienform spektraler L






achst ein einfaches Modell umrissen, in dem bestimmte Faltungsintegrale
auftauchen. Im Anschlu werden Darstellungen f

ur diese Faltungsintegrale diskutiert, auf
deren Grundlage dann die Integrale berechnet werden. Als Beispiel wird die Bestimmung
von interessierenden Parametern durch den Fit experimenteller Daten unter Verwendung
von auf den Extrapolationsverfahren beruhenden Programmen dargelegt.





gonalentwicklungen auf Multipolentwicklungen des elektrostatischen Potentials sowie drei-
zentrige Kernanziehungsintegrale mit exponentialartigen Basisfunktionen diskutiert. An
einem einfachen Beispiel wird dann gezeigt, da Extrapolationsverfahren | hier in Gestalt
der K-Transformation | zu deutlichen Konvergenzverbesserungen bei Multipolentwick-
lungen und Entwicklungen dreizentriger Kernanziehungsintegrale nach Kugel

achenfunk-






In Kapitel 11 wird die Berechnung von Quasiteilchenkorrekturen auf der Basis der
inversen Dyson-Gleichung referiert. Diese ist von Interesse, um den Einu der Korrela-
tion im Rahmen eines Einteilchenbildes zu beschreiben. Die inverse Dyson-Gleichung in
diagonaler N

aherung wird durch direkte Iteration gel

ost. Es wird gezeigt, wie man diese
Methode durch ein geeignetes Extrapolationsverfahren, das Overholt-Verfahren drastisch
beschleunigen kann.
In Kapitel 12 werden die in Kapitel 6 beschriebenen Methoden auf die Mller-Plesset-
St






uhren, die size-extensive sind. Auerdem wird durch Betrachtung einer Vielzahl von
Benchmarkrechnungen an kleineren Molek

ulen gezeigt, da die Feenberg-, Goldhammer-
Feenberg- und Pade-Extrapolationen sowie die 
2
-Methode auf der Grundlage von eekti-
ven charakteristischen Polynomen zu verl








uhren. Es wird vorgeschlagen, die Abweichung der verschiedenen N

ahe-
rungen untereinander als Kriterium f

ur die Anwendbarkeit der auf der Mller-Plesset-
St

orungsreihe basierenden Verfahren zu verwenden.
In Kapitel 13 wird die L

osung der Ornstein-Zernike-Gleichung mit verschiedenen Ab-
schlurelationen behandelt. Die L

osung dieser Gleichung liefert die Zweiteilchenvertei-
lungsfunktion g der klassischen Vielteilchentheorie, aus der man die thermodynamischen
Eigenschaften des jeweils betrachteten Systems berechnen kann. Die Ornstein-Zernike-
Gleichung mit dem jeweiligen Abschlu ist eine nichtlineare Integralgleichung, die man
durch direkte Iteration l

osen kann. Es wird gezeigt, da man durch die Verwendung ei-
ner Variante der Vektor-J -Transformation den Rechenaufwand um bis zu 50 % verrin-
gern kann. Auerdem werden Beispiele vorgestellt, bei denen eine bei direkter Iteration
divergente Iterationsfolge durch das Extrapolationsverfahren in eine konvergente Folge
transformiert wird.
Die vorliegende Zusammenfassung beschliet Teil 2.
In Teil 3 ndet man als erg

anzendes Material einige Anh

ange. In Anhang A werden
grundlegende Notationen und Denitionen zusammengestellt. In Anh

angen B und C wer-
den einige mehr technische Lemmas bewiesen, die die Ausf

uhrungen in den Kapiteln 3
und 9 erg

anzen. In Anhang D wird exemplarisch f

ur verschiedene Extrapolationsverfah-
ren ein Fortran-Programm f

ur die Implementierung der H-Transformation vorgestellt. In
Anhang E schlielich wird gezeigt, wie man die Methode der eektiven charakteristischen















N = f1; 2; 3; :::g; N
0
= N [ f0g (A.1)
Ganze Zahlen:
Z = N [ f0; 1; 2; 3; :::g (A.2)
Rationale Zahlen:
Q = fx : x rationalg (A.3)
Reelle Zahlen und Vektoren:
R = fx : x reellg;
R
+
= fx 2 R : x > 0g;
R
3









2 R; j = 1; :::; ng
(A.4)
Komplexe Zahlen:
C = fx+ i y : x 2 R; y 2 R; i
2
=  1g (A.5)




uber x = <(z), y = =(z) gegeben.
A.2 Denition spezieller Symbole und Funktionen







exp( t) d t (A.6)
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( 1)!! = 1; 0!! = 1; (n+ 1)!! = (n+ 1)  (n  1)!! (A.8)










(a+ j   1) (A.9)







 (w + 1) (z   w + 1)
(A.10)



















































































ur positive k and l. Leere Summen werden als Null angenommen.
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( + 1; z
2
=4) (A.23)







































( n; + 1; x) (A.26)













( n;  +  + n+ 1;  + 1; (1 + x)=2) (A.27)
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( n; n+ 2;+ 1=2; (1  x)=2) (A.28)



















( n; n + 1; 1; (1  x)=2) (A.29)









































(jmj   `; jmj+ `+ 1; jmj+ 1; (1  x)=2);


























































































































































(; ); n 2 N (A.38)




























































ur theoretische Aussagen bedeutsame Klasse von Reihen sind die Stieltjes-
























d (t); n 2 N
0
: (A.44)







; jarg(z)j <  (A.45)
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identiziert werden. Wenn ein solches Stieltjes-Integral f

ur eine Funktion f existiert, dann
nennt man eine solche Funktion eine Stieltjes-Funktion. Zu jeder Stieltjes-Funktion gibt es
genau eine asymptotische Stieltjes-Reihe (A.43), gleichm

aig in jedem Sektor jarg(z)j < 
f

ur alle  < . Zu jeder Stieltjes-Reihe k

onnen jedoch mehrere verschiedene zugeh

orige
Stieltjes-Funktionen existieren. Um Eindeutigkeit zu garantieren, braucht man zus

atz-
liche Kriterien. Wichtig im Bereich der Konvergenzbeschleunigung und der Summation
divergenter Folgen ist die Tatsache, da f

ur festes z die Reste einer Stieltjes-Reihe be-
tragsm





onnen, der in der je-
weiligen Partialsumme nicht mehr ber














































































aus Gl. (3.24). Dann folgt:
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d) Gleichung (3.154) gilt.
Beweis:




























ullen, wie aus Gl. (3.41) folgt.








































zu berechnen. Gleichung (B.3) folgt.
c) Gleichungen (B.4a) und (B.4b) folgen sofort aus Gl. (3.24) und den Denitionen.






























, und folglich kann b) benutzt werden. Das Resultat kann man dann durch



















6= 1 : (B.7)

















































































; k 2 N
0
: (B.9)
Wenn umgekehrt Gl. (B.9) gilt, dann impliziert 
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ur n!1. Der erste Teil
von Gl. (B.8a) ist demnach eine direkte Konsequenz von Gl. (B.4b). Zum Beweis















































Jetzt ergibt sich Gl. (B.8b) durch Produktbildung









; : : : ;
k 1








ur l 2 f0; 1; : : : ; k   1g gilt. Also darf man Grenzwerte
wie in Gl. (B.8b) nehmen.
b) Dies folgt f

ur n!1 in Gl. (B.4b).






a) Wenn Gl. (3.165) f

ur l = k mit a
(1)
k














































































































=  2 ; d
(2)
k






















































































a) Dies folgt durch einfache Umformungen aus Gl. (B.5).










c) Dies ergibt sich aus der Denition von e
(k)
n





Eine asymptotisch verwandte Reihe
Wir untersuchen, welche Reihen zur Taylor-Reihe (9.11) im Sinne von Kummer asympto-
tisch verwandt sind, also Terme mit gleichem asymptotischen Verhalten f

ur groe Lauf-
indizes haben. Eine solche Reihe ist in Gleichung (9.32) gegeben. Diese ist allerdings in
geschlossener Form nicht einfach auszurechnen, weshalb nach einfacheren Reihen gleicher
Asymptotik gesucht wird, die man

uber bekannte Funktionen leicht ausrechnen kann. Wir























mit Partialsummen (9.33) diese Bedingung erf

ullt. Vom Vorfaktor wird im folgenden zur
Vereinfachung abgesehen.
















; z !1 ; (C.3)













ur beliebiges  > 0 betrachten. Die Terme dieser Reihe sind f

ur jede Wahl von  eine
asymptotische N

aherung der Terme der Reihe (9.32) und damit auch | bis auf einen
konstanten Faktor | eine asymptotische N

aherung der Terme der Taylor-Reihe (9.11).
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Im Falle  = 3=2 kann man diese Reihe gem

a [289, p. 126, Theorem 43, p. 116, Eq.



















































durch die modizierte Bessel-Funktion I
1
(z) erster Art der Ordnung 1 ausdr

ucken. Die
Berechnung dieser Bessel-Funktion ist aber ein Standardproblem und mit Programmen
aus der NAG-Bibliothek m





Das folgende Unterprogramm ist eine FORTRAN 77 DOUBLE PRECISION Implemen-
tierung der H-Transformation aus Gl. (5.16) f

ur die Beschleunigung von Fourier-Reihen.
Das Programm st

utzt sich auf die Implementierung aus Abschnitt 5.1.6. Die Gr

oe AL-
PHA entspricht 2 cos(), w







aus dem Beispiel (5.56)) entsprechen. Der Einfachheit halber wird  = 1 in dem
Programm zugrundegelegt. Die Z

ahler- und Nennersummen in Gl. (5.16) werden

uber
die Rekursion (5.22) berechnet und in zwei eindimensionalen Feldern AN und AZ wie in
Abschnitt 5.1.6 beschrieben abgespeichert. Im Programm sind keine Vorkehrungen gegen
ein Verschwinden des Nenners getroen worden. Das Programm mu in der folgenden




mit n = 0; 1; 2; : : : m

ussen in einer










ur den Limes (oder Antilimes) der Reihe unter Verwendung von Gl.
(5.23). In dem gegebenen Unterprogramm wird keine Konvergenzanalyse vorgenommen.
Dies mu im aufrufenden Programm durchgef

uhrt werden.
Es sei bemerkt, da im Falle der I-, der J - und K-Transformation

ahnlich einfache
Programme existieren, die allerdings aus Platzgr

unden nicht in die Arbeit aufgenommen
wurden.
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AN(N) = 1.D0 / OMOFN / DBLE(N+1)
AZ(N) = SOFN * AN(N)
DO 100 K=1, N/2, 1
M = N - 2 * K
M1 = M + 1
M2 = M + 2
M1K = M1 + K




AN(M) = DM1 * AN(M) + DM1K2 * AN(M2) - ALPHA * AN(M1) * DM1K
AZ(M) = DM1 * AZ(M) + DM1K2 * AZ(M2) - ALPHA * AZ(M1) * DM1K
100 CONTINUE
IF(EVEN) THEN
SEST = AZ(0) / AN(0)
ELSE
SEST = AZ(1) / AN(1)
END IF







orungsreihen zur Berechnung von
eektiven charakteristischen
Polynomen: Eine Maple-Fallstudie
In diesem Abschnitt wird gezeigt, da man das Computeralgebrasystem Maple [72, 73, 74]
verwenden kann, um ein eektives charakteristisches Polynom P
2






































unf Gleichungen, die man

















































ur die gesuchten Eigenwerte dar. Man beachte, da





Diese Bedingungen wurden unter Maple V Release 3 implementiert. Man beachte,






Diese sollten nicht mit den Termen der St

orungsreihe des Grundzustandes verwechselt werden. Die
Terme der St

orungsreihen tragen hier zwei Indizes.
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Wir denieren das eektive charakteristische Polynom in Abh






































Das eektive charakteristische Polynom wird f

ur die erste St

orungsreihe nach Taylor bis















































Nullsetzen der Koezienten liefert drei Gleichungen f

ur die f 's:
>



































Das eektive charakteristische Polynom wird f

ur die zweite St

orungsreihe nach Taylor bis






























Nullsetzen der Koezienten liefert zwei weitere Gleichungen f

ur die f 's:
>




































































320 ANHANG E. MEHRERE ST

ORUNGSREIHEN

















































































































































































































Vereinfachung der Taylorreihe der ersten L


















































Wir nehmen dabei an, da die ungest

orten Energien eine bestimmte energetische Ordnung haben und
m

ussen aus technischen Gr

unden bestimmte Ersetzungen von Konstanten vornehmen, die jeweils nach












































Vereinfachung der Taylorreihe der zweiten L




















































































Dies mu nach Konstruktion auch so sein.
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