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In this paper we study the problem of scheduling n deteriorating jobs with release dates
on a single machine. The processing time of a job is assumed to be the product of its
deteriorating rate and its starting time. Precedence relations may be imposed on the set
of jobs. Unlike the classical time-dependent scheduling problems, we assume that the
execution of a job can be preempted in the sense that the job’s deteriorating rate is reduced
when it is preempted and each continuously processed part of a job can be regarded
as an independent job with a specified deteriorating rate. The objective is to minimize
some common regular scheduling performancemeasures.We first show thatminimizing a
class of regular symmetric functions is polynomially solvable. Then we construct an O(n2)
algorithm for minimizing the maximum job completion cost with or without precedence
constraints. Finally we show that minimizing the total weighted completion time is NP-
hard even if there are only two distinct release dates.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Machine scheduling problems with time-dependent processing times have received increasing attention from the
scheduling community in recent years. Surveys of related research were provided by Alidaee and Womer [1] and Cheng
et al. [7]. An extensive discussion of time-dependent scheduling research was presented by Gawiejnowicz [9]. However, the
classical time-dependent scheduling models routinely assume that jobs cannot be preempted (or interrupted) by other jobs
during their processing. This assumptionmay be invalid in practice. For instance, when the resource is scarce or themachine
is a bottleneck, once some urgent or more important jobs (orders) arrive, they may need to be processed immediately so
that the job currently being processed must be preempted or interrupted. Another example is scheduling of fire-fighting
tasks. When more than one fire breaks out either simultaneously or at different times, the fire service must make a quick
assessment of the initial attack requirements and schedule each fire-fighting task to a position in a priority initial attack
queue [25]. But if another fire that may affect some crucial facilities breaks out during the ongoing fire suppression process,
preemption becomes extremely necessary for global optimality.
The researchers who first introduced time-dependent processing times to scheduling were Gupta and Gupta [12] and
Browne and Yechiali [3]. Generally, there are two types of models to describe this kind of scheduling processes. The first
type is concerned with problems where the processing of a job is characterized by a non-decreasing function of the job’s
starting time. The second type concerns problems where the processing time of a job is a non-increasing function of the
job’s starting time. The case where the job processing time increases as a function of the job’s starting time is referred to
as job deterioration. In this paper we focus on scheduling problems with simple linear deterioration (see, e.g., [21,22,6]).
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There are many applications of the scheduling model where the processing time of a job is an increasing function of its
starting time. These include the control of queues and communication systems; shops with deteriorating machines; delays
in maintenance or cleaning, fire fighting, and hospital emergency wards; and scheduling of steel production in rolling mills
(see, e.g., [3,20,21,24,8,19]).
Research on scheduling of jobs with simple linear deterioration processing times may date back to Mosheiov [21],
who first considered single-machine scheduling under the simple linear deteriorating assumption, where the processing
time of a job is assumed to be the product of its deteriorating rate and its starting time. He presented polynomial time
algorithms for some common scheduling performance measures, including the makespan, total completion time, total
weighted completion time, maximum lateness, maximum tardiness and number of tardy jobs. For the multi-machine case
of the problem, Hsieh and Bricker [14] and Mosheiov [22] independently proved that minimizing the makespan on two
parallel machines is NP-hard. For the parallel-machine total completion time problem, Chen [6] showed that it is NP-hard
even with a fixed number of machines. For job-shop scheduling, Mosheiov [23] gave a comprehensive complexity analysis.
Gawiejnowicz [10] focused on job deterioration with release dates and showed that minimizing the maximum lateness
is strongly NP-hard. Wu and Lee [27], Ji et al. [17], and Gawiejnowicz [10] extended the single-machine problem to the
situation where the machine has one or more availability constraints.
On the other hand, preemptive scheduling has been extensively studied in classical scheduling (see, e.g., Chapters 4 and
5 in [4]). Recently, Jackson and Rouskas [15] presented a comprehensive review of deterministic preemptive scheduling of
real-time tasks. Brucker et al. [5] gave an overview of new results on preemptive single- and parallel-machine scheduling
problems in recent years.
Although preemptive scheduling has been widely investigated, it has seldom been considered in the context of
time-dependent scheduling problems. Recently, Janiak and Kovalyov [16] studied a preemptive scheduling model of a
contaminated area. In their model, the length of theminimal uninterruptedwork period is given and it is the same for all the
jobs, and each work period of a job should be accompanied by a rest period whose length depends on the starting time of
the work period and its length. They constructed two polynomial-time algorithms for the short-term planning problem. To
the best of our knowledge, no other work has been done on preemptive scheduling with time-dependent processing times.
In this paper we develop a preemptive scheduling model with simple linear deterioration in which the preemption of
a job is based on its deteriorating rate. We assume that once a job is preempted, its deteriorating rate will be reduced
accordingly, which is closely associatedwith its processed parts, and the job is completed once its deteriorating rate reaches
zero. Despite its simplicity and peculiarity, this preemptive assumption is realistic in real-life industry applications. For
instance, in the context of fire-fighting, once a fire breaks out that may need immediate suppression, it will interrupt the
ongoing fire suppression process. When the current fire suppression process is interrupted, the fire’s deteriorating rate will
become smaller, which is closely related to its previously processed time and period. A similar scenario can be found in the
scheduling of hospital emergency wards. In this sense, the preemptive assumption about the deteriorating rate is not only
meaningful from a theoretical perspective, but also valid from an application perspective. Furthermore, as will be shown
in the next section, the preemptive model with simple linear deterioration studied in this paper can also be regarded as a
generalization of the corresponding non-preemptive scheduling model and it can be easily observed that the optimal value
of the preemptive scheduling problem is a lower bound for the corresponding non-preemptive problem.
The rest of the paper is organized as follows. In Section 2 we formulate the preemptive scheduling problem under
consideration and present two useful theorems. In Section 3we show thatminimizing a class of regular symmetric functions
is polynomially solvable. In Section 4 we construct an O(n2) algorithm for minimizing the maximum job completion cost
with or without precedence constraints. In Section 5 we show that minimizing the total weighted completion time is
NP-hard even if there are only two distinct release dates. In Section 6 we conclude the paper and suggest some topics for
future research.
2. Problem formulation and preliminaries
Let J = {1, 2, . . . , n} be a set of n jobs. Each job j (j = 1, 2, . . . , n) is associated with a release date rj > 0, a due date
dj and a weight wj, and is characterized by an initial deteriorating rate αj > 0. If job j (j = 1, 2, . . . , n) is continuously
processed without preemption until its completion, then its actual processing time pj is pj = αjt , where t ≥ rj is its starting
time; otherwise, the actual processing time is the sum of the lengths of its continuously processed pieces or parts (which
will be formally defined below). Precedence relations may be imposed on the set of jobs. If job i precedes job j, then the
execution of any part of job j cannot be started before job i is completed.
Given a schedule, let Cj denote the completion time of job j. The problem is to find a schedule for which a regular objective
function depending on Cj, j = 1, 2, . . . , n, is minimized. A function is called regular if it is non-decreasing in each argument,
i.e., the associated objective function increases only if at least one of the job completion times in the schedule increases.
Examples of regular functions are such common scheduling objective functions as makespan (Cmax), maximum lateness
(Lmax), total completion time (
∑
Cj), total weighted completion time (
∑
wjCj), number of tardy jobs (
∑
Uj), sumof penalties
wj for late job j (
∑
wjUj), sum of tardiness (
∑
Tj), and weighted sum of tardiness (
∑
wjTj).
Adapting the three-field notation α|β|γ for scheduling problems (see [11]), we can denote our problem as 1|rj, pj =
αjt, pmtn, prec|F . If the descriptor prec (pmtn) is not present in the second field, thenwe assume that there are no precedence
constraints (preemption is not allowed).
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The basic assumption about preemption with simple linear deterioration is that the job’s deteriorating rate is reduced
when it is preempted and each continuously processed part of a job can be regarded as an independent job with a specified
deteriorating rate. Specifically, we describe the preemptive assumption by introducing the concepts of head deteriorating
rate, interval deteriorating rate, and remaining deteriorating rate associated with a specifiedmaximal processing interval and
a job, where the maximal processing interval means that the jobs processed immediately before and after this prescribed
interval are distinct from the job processed in this interval. In the following, for brevity, we only refer to the processing
interval instead of the maximal processing interval.
To illustrate the concepts, we consider that a job with deteriorating rate α (head deteriorating rate) starts processing at
time s1. If there is no preemption, then the processing interval will be [s1, (1+α)s1]. Now, suppose that the job is preempted
at t1 < (1+ α)s1 and resumes at s2 ≥ t1. If there is no further preemption, then the job is processed on [s1, t1] and [s2, t2],
where t2 is the new completion time of the job. Let α(1) (interval deteriorating rate) and α(2) (remaining deteriorating rate)
be the job’s deteriorating rates on [s1, t1] and [s2, t2], respectively. Then, α(1) = (t1−s1)/s1, so t1 = (1+α(1))s1 < (1+α)s1.
We have α(1) < α. Furthermore, α(2) = (t2 − s2)/s2. Note that no matter what value s2 ≥ t1 takes, α(2) remains unchanged.
Therefore, α(2) = (t2 − s2)/s2 = ((1 + α)s1 − t1)/t1. This explains why α(2) is the remaining deteriorating rate. If there is
another preemption within [s2, t2], then the story repeats with α(2) becoming the new head deteriorating rate, and so on.
In the above discussion, α(1) < α and α(2) = ((1+ α)s1 − t1)/t1 < α. Therefore, the interval deteriorating rate and the
remaining deteriorating rate both are less than the head deteriorating rate. However, α(1) − α(2) = t1−s1s1 −
(1+α)s1−t1
t1
=
(t1+
√
(1+α)s1)(t1−
√
(1+α)s1)
s1t1
. Thus, α(1) − α(2) has the same sign as t1 −√(1+ α)s1, which can be positive, zero, or negative.
These concepts are formally and iteratively defined for each job as follows.
Definition 1. Suppose that [sjk, tjk], k = 1, . . . , je, are the processing intervals of job j. Without loss of generality, assume
that 0 < rj ≤ sj1 < tj1 < sj2 < tj2 < · · · < sj,je < tj,je . We define three kinds of deteriorating rates in the following way.
For the first processing interval [sj1, tj1] of job j, the corresponding head deteriorating rate (Hj1), interval deteriorating
rate (Ij1), and remaining deteriorating rate (Rj1) are defined as
Hj1 = αj (initial deteriorating rate),
Ij1 = (tj1 − sj1)/sj1,
Rj1 = [sj1(1+ Hj1)− tj1]/tj1 = (Hj1 − Ij1)/(1+ Ij1).
(1)
Assume that the first k − 1 processing intervals (k ≥ 2) of job j have been determined. For the kth processing interval
[sjk, tjk] of job j, its corresponding head deteriorating rate (Hjk), interval deteriorating rate (Ijk), and remaining deteriorating
rate (Rjk) are defined as
Hjk = Rj,k−1,
Ijk = (tjk − sjk)/sjk,
Rjk = [sjk(1+ Hjk)− tjk]/tjk = (Hjk − Ijk)/(1+ Ijk).
(2)
This procedure is continued until the last processing interval [sj,je , tj,je ] is determined. All the other jobs are defined
similarly.
Comment 1: Note that for each job j, from Definition 1, we have tjk − sjk = Ijk · sjk for k = 1, 2, . . . , je. So the processing
of job j in interval [sjk, tjk] corresponds to a piece (or part) of job j processed with deteriorating rate Ijk starting at time sjk
and ending at tjk. Therefore, we require that tjk < sjk(1 + Rj,k−1) for k = 1, . . . , je − 1, where Rj0 = αj; otherwise, job j
has been completed before the endpoint of the interval. In this sense, all the parameters in (1) and (2) are non-negative.
Since tj,je = sj,je(1 + Rj,je−1), we have Rj,je = 0 (due to the assumption that [sj,je , tj,je ] is the last processing interval of job
j). Finally, it can be easily checked that if je = 1, then tj1 = sj1(1 + αj) and Rj1 = 0. This corresponds to the case where job
j is continuously processed to completion without preemption. If je = 1 for j = 1, 2, . . . , n in some schedule, then it is a
non-preemptive schedule in which no job is split.
Comment 2: From Definition 1, it is easily observed that the head and interval deteriorating rate both are determined
by the remaining deteriorating rate. Also, note that when a job is not processed in a specified interval, its corresponding
remaining deteriorating rate will not change. Hence, in the following, the argument will only refer to the remaining
deteriorating rate (or deteriorating rate).
The following theorem is crucial for the subsequent analysis. It gives a necessary and sufficient condition that a job is
exactly scheduled in some specified time intervals.
Theorem 2.1. Suppose that [si, ti], i = 1, . . . , k, are k disjoint time intervals, where 0 < s1 < s2 < · · · < sk. Then there exists
a schedule in which job j is exactly scheduled in these time intervals if and only if
s1 ≥ rj and
k∏
i=1
ti
si
= (1+ αj). (3)
Proof. We use Hi, Ii, and Ri to denote the head deteriorating rate, interval deteriorating rate, and remaining deteriorating
rate of job j associatedwith [si, ti] (if it exists), respectively. From (1) and (2), we have (1+ Ii)(1+Ri) = 1+Hi = 1+Ri−1 for
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i = 1, 2, . . . , k. So, for each hwith 1 ≤ h ≤ k, we have∏hi=1(1+Ii)(1+Ri) =∏hi=1(1+Ri−1), so (1+Rh)·∏hi=1(1+Ii) = 1+R0.
Since R0 = αj and 1+ Ii = ti/si, we have
(1+ Rh) ·
h∏
i=1
ti
si
= 1+ αj, 1 ≤ h ≤ k. (4)
Suppose first that job j is exactly scheduled in the k time intervals. The condition s1 ≥ rj is clearly necessary. Combining
(4) and the fact that Rk = 0, we conclude that∏ki=1(1+ Ii) = 1+ αj, i.e.,∏ki=1 tisi = (1+ αj).
Conversely, suppose that the condition in (3) holds. Then (4) implies that Rh > 0 for 1 ≤ h ≤ k − 1 and Rk = 0.
Consequently, job j is exactly scheduled in these k time intervals. 
The result of Theorem 2.1 gives us a better understanding of the notion of preemption in this paper. A job j can be
preemptively scheduled in k disjoint intervals [si, ti], i = 1, . . . , k, if and only if 1+αj can be decomposed into the product
of k factors (1+ I1) · · · (1+ Ik)with 1+ Ii = ti/si, 1 ≤ i ≤ k. Here, Ii is the deteriorating rate of the piece of job j processed
in interval [si, ti].
Corollary 2.2. Let X ⊆ J and [si, ti], i = 1, . . . , k, are k disjoint time intervals, where 0 < s1 < s2 < · · · < sk and
s1 ≥ max{rj : j ∈ X}. Then there exists a schedule in which the jobs in X are exactly scheduled in these time intervals if and only
if
k∏
i=1
ti
si
=
∏
j∈X
(1+ αj). (5)
The following theoremstipulates thatwhen all the jobs are released simultaneously, splitting is not necessary. (This result
holds only for the single-machine case; for the multi-machine case, the optimal schedule generally requires job splitting.)
Theorem 2.3. When all the jobs are released simultaneously at time t0 > 0 and the objective function is regular, there exists an
optimal schedule in which no job is preempted on the machine even if arbitrary precedence relations exist.
Proof. Suppose that there is a schedule in which some jobs are preempted. We prove the result by showing that there
exists a schedule without preemption whose objective value is less than or equal to that of the given schedule. For each job
j (1 ≤ j ≤ n), suppose that job j is processed in kj disjoint time intervals. Then kj = 1 if job j is not preempted. Furthermore,∑n
j=1 kj = n implies that no job is preempted.
Suppose that
∑n
j=1 kj > n. Then at least one job is processed in at least two disjoint time intervals. Assume that job j is
such a job and that [t1, t2] and [t3, t4] are two consecutive processing intervals of job j with t0 ≤ t1 < t2 < t3 < t4. We re-
schedule the jobs processed in interval [t1, t3] so that part of job j that occurs between t1 and t2 is scheduled between t1t3/t2
and t3 (thus reducing the number of parts of job j by 1), and so that anything scheduled in [t2, t3] is scheduled in [t1, t1t3/t2]
(the feasibility is guaranteed by Corollary 2.2 and no precedence relation is violated). After this, job j is completed at the
same time, the jobs scheduled in [t2, t3] are finished sooner or at the same time, and the other jobs are finished at the same
time. Note that the objective function is regular, so the objective value is either decreased or remains the same. The number
of processing intervals of job j is decreased by 1. The number of processing intervals of any other job is either decreased
(as when two parts are brought together at time t1) or remains the same. Hence
∑n
j=1 kj is decreased at least by 1. A finite
number of repetition of this procedure yields an optimal schedule in which no job is preempted. 
Lemma 2.4. The Earliest Release Dates (ERD) rule solves the scheduling problem 1|rj, pj = αjt|Cmax in O(n log n) time.
Proof. It can be easily proved by the adjacent pairwise interchange argument. 
3. Minimizing a regular symmetric function
Consider a regular symmetric objective function F(C1, . . . , Cn). A function F(x1, . . . , xn) is called symmetric, if
F(xi1 , . . . , xin) = F(x1, . . . , xn) for any permutation (i1, . . . , in) of the indices 1, . . . , n. Examples of regular symmetric
functions are such common scheduling objective functions as makespan (Cmax), total completion time (
∑
Cj), total squared
completion time (
∑
(Cj)2), maximum tardiness (Tmax = maxj{0, Cj − d}), and total tardiness (∑jmax{0, Cj − d}) for the
case of equal due dates dj = d, j = 1, . . . , n [4]. In this section we assume that no precedence constraints exist and show
that the scheduling problem under study to minimize this symmetric function can be solved in polynomial time.
Shortest Remaining Deteriorating Rate (SRDR) rule: At each decision point in time, schedule the job with the shortest
remaining deteriorating rate, preempting when jobs with a shorter deteriorating rate are released.
Comment 3: For the SRDR rule, the decision point refers to the time when new jobs are released or the time when the
current job is completed. Using heaps to maintain the jobs, the above algorithm can be executed in O(n log n) time.
Theorem 3.1. The SRDR rule solves the problem 1|rj, pj = αjt, pmtn|F , where F is an arbitrary regular symmetric function.
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Proof. We proceed by applying the greedy job interchange argument. Consider an optimal schedule that does not follow
the SRDR rule over some non-zero time interval. Then there exists a time interval [s, t] (t > s > 0) such that either (i) the
machine is idle during [s, t] and some job j is available or (ii) the available job j with the shortest remaining deteriorating
rate is not being processed during [s, t], and instead the available job k is being processed.
If themachine is idle (condition (i)) during [s, t], then clearly the completion time of job j can be reducedwithout altering
any other job’s processing by processing a part of job j during [s, t].
Suppose that condition (ii) holds. Let α′j and α
′
k denote the remaining deteriorating rates for jobs j and k at time s, so
α′j < α
′
k. We now perform a pairwise interchange of jobs. Process job j greedily to completion in the time slots that were
devoted to either job j or job k after time s, then process job k greedily to completion in the time slots that were spent
processing jobs j and k after time s. This job interchange preserves feasibility because of Corollary 2.2 and both jobs were
released by time s.
In the new schedule, all the jobs other than j and k have the same completion times as before. Job k finishes at the time
when job j originally finished. But job j, which has a shorter remaining deteriorating rate at time s, finishes at the time before
job k originally finished. Therefore, in the set of job completion times, one is reduced and the others remain the same. Since
the objective function is regular symmetric, its value has not increased and the new schedule is still optimal.
A finite number of repetition of this procedure yields an optimal schedule with the required property. 
Note that the SRDR rule for the scheduling problem 1|rj, pj = αjt, pmtn|F is similar to the shortest remaining processing
time (SRPT) rule [13] for 1|rj, pmtn|∑ Cj. Also, it can be observed that the SRDR rule is an on-line algorithm, i.e., its decision
about which job to schedule currently does not require any information about which jobs are to be released in the future
(see [26] for details). Also, it can be easily observed that the optimal value obtained for the preemptive case is a lower bound
for the non-preemptive case.
4. Minimizing maximum job completion cost
Associated with each job j is a regular cost function fj that is monotone non-decreasing with respect to its completion
time Cj. Assume that each function fj can be evaluated in constant time for any value of the argument. The problem is to
find a feasible schedule such that the maximum cost fmax = maxj{fj(Cj)} is minimized. Note that the maximum lateness
(Lmax = maxj{Cj − dj}) is an important special case of fmax. We first consider the case where no precedence constraints
exist between the jobs, then we extend the algorithm to the case where precedence constraints exist. In fact, the following
algorithm is a modification of the algorithm in [2] for the classical preemptive single-machine scheduling problem to
minimize the maximum cost.
4.1. Minimizing maximum cost without precedence constraints
In this subsection we assume that there are no precedence constraints. Note that the minimal time at which all the jobs
are completed can be determined in advance by the ERD rule (Theorem 2.3 and Lemma 2.4). Such a schedule may consist of
several blocks. A block B is defined as a maximal set of jobs processed without idle time between them. From left to right,
denote these blocks as B1, B2, . . . , Bk, where k is the number of blocks. For a block Bi (1 ≤ i ≤ k), we define
• s(Bi) = minj∈Bi{rj} the starting time of block Bi.• t(Bi) = s(Bi)∏j∈Bi(1+ αj) the finishing time of block Bi.
It can be observed that each job j /∈ Bi is either completed not later than s(Bi) (Cj < s(Bi)) or not released before t(Bi)
(rj > t(Bi)).
Lemma 4.1. For 1|rj, pj = αjt, pmtn|fmax, there exists an optimal schedule such that the intervals [s(Bi), t(Bi)] (i = 1, . . . , k)
are completely occupied by jobs.
Proof. Consider an optimal schedule with the property that [s, t] is some idle time interval contained in some block interval
[s(Bi), t(Bi)]. Furthermore, assume that in this schedule [s, t] is the first such interval. We claim that there exists some job
j with rj ≤ s that finishes after time s. Otherwise, for the set S of jobs that are processed in time periods later than time s,
we would have r = min{rk : k ∈ S} > s. Since the optimal schedule finishes all the jobs that are released by s and ERD
guarantees the minimum Cmax, we see that ERD can also finish all the jobs that are released by s no later than s, so interval
[s, r]must be an idle interval in the ERD schedule, which is a contradiction.
We move job j into the idle interval so that either [s, t] is completely filled or job j finishes in [s, t]. Continuing this
process, after a finite number of steps, we obtain a schedule with the desired property. 
Due to Lemma 4.1, Theorem 2.1, and Corollary 2.2, we can consider each block separately. The optimal solution value of
the whole problem is given by the maximum solution value of all the blocks. Hence, in the remaining part of this section,
we consider a specified block B. For any subset X ⊆ J, define
• fmax(X) = value of fmax in a given schedule for the jobs in X .• f ∗max(X) = value of fmax in an optimal schedule for the jobs in X .
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Clearly, f ∗max(B) satisfies the following two inequalities:
f ∗max(B) ≥ minj∈B {fj(t(B))}, (6)
f ∗max(B) ≥ maxj∈B {f
∗
max(B− {j})}. (7)
Let job l ∈ B be such that
fl(t(B)) = min
j∈B {fj(t(B))}. (8)
Consider a schedule for block B that is optimal, subject to the condition that job l is processed only if no other job is available.
It consists of two complementary parts:
(i) an optimal schedule for the set B − {l}, which decomposes into a number of sub-blocks B1, . . . , Bb with respect to this
job set;
(ii) a schedule for job l, which is given by [s(B), t(B)]−⋃bi=1[s(Bi), t(Bi)], i.e., the idle periods of the schedule for B−{l} (the
execution is guaranteed by Theorem 2.1 and Corollary 2.2); note that job l is completed at time t(B).
For any such schedule, we have
fmax(B) = max{fl(t(B)), f ∗max(B− {l})} ≤ f ∗max(B). (9)
It follows that there exists an optimal schedule in which job l is scheduled as prescribed above.
From the above analysis and description, the problem can be solved in the following way: first, re-index the jobs such
that r1 ≤ r2 ≤ · · · ≤ rn in O(n log n) time. Next, determine the initial block structure by scheduling the jobs by the ERD
rule; this can be done in linear time. For each block B, select job l ∈ B subject to (8), determine the block structure of the set
B− {l} by scheduling the jobs in this set by the ERD rule and construct the schedule for job l as given above; all this can be
done in O(|B|) time. Repeating this process for each of the sub-blocks, one obtains an optimal schedule in O(n2) time. Note
that the number of preemptions is bounded by n− 1 because each preemption induces a splitting of the blocks.
Comment 4: For some simple maximum cost functions, the above procedure can be simplified, e.g., the maximum
lateness (Lmax = maxj{Cj − dj}) and the maximum tardiness (Tmax = maxj{0, Cj − dj}). Note that the Extended Earliest
Due Date (E-EDD) rule (i.e., at any decision point in time, schedule the available job with the smallest due date, preempting
when jobs with a smaller due date are released) solves the scheduling problem 1|rj, pmtn|Lmax [13]. It can be easily checked
that the E-EDD rule also solves 1|rj, pj = αjt, pmtn|Lmax and 1|rj, pj = αjt, pmtn|Tmax (this is also an on-line algorithm). Also,
note that when preemption is not allowed, we cannot find an optimal schedule in polynomial time even for the special case
1|rj, pj = αjt|Lmax because it is strongly NP-hard [10].
4.2. Minimizing maximum cost with precedence constraints
In this subsection we consider the case where precedence constraints exist between the jobs. We extend the above
algorithm to this more general case.
First, modify the release dates rj as follows: if i→ j (i.e., if j is a successor of i) and ri(1+ αi) > rj, then job j cannot start
before r ′j = ri(1+ αi). Thus, we may replace rj by r ′j in the following way: re-index the jobs in a topological order (i.e., such
that if i→ j then i < j) and set rj = max{rj,max{ri(1 + αi) : i→ j}} for j = 2, . . . , n (see [4] for details). This procedure
can be done in O(n2) time. After this procedure, in constructing the blocks, one can ignore the precedence constraints. Thus,
if we schedule the jobs in non-decreasing r ′j such that the release dates are respected, we always get a feasible schedule.
Next, suppose that for each job i (i ∈ B) its outdegree ei with respect to block B, i.e., the number of jobs j ∈ B such that
i→ j, is known. Then, for each block B, the set B′ = {i : i ∈ B, ei = 0} of jobs without successors in B is determined, and so
is the selection of job l ∈ B, subject to (8) being replaced by the selection of job l ∈ B′ such that
fl(t(B)) = min
j∈B′
{fj(t(B))}. (8′)
This ensures that the selected job l has no successors within the block B. As to the implementation of this procedure, we
follow the method of Baker et al. [2]. The precedence constraints are first represented simply by a job adjacency matrix and
the blocks by lists of jobs in order of non-decreasing ri, and then update the matrix iteratively according to the execution
of the algorithm (see [2] for details), which can be done in O(n2) time. Hence, the total time required to find an optimal
schedule is still O(n2). Therefore, the following theorem holds.
Theorem 4.2. The scheduling problem 1|rj, pj = αjt, pmtn, prec|fmax can be solved in O(n2) time.
5. Minimizing total weighted completion time
In this section we show that the scheduling problem 1|rj, pj = αjt, pmtn|∑wjCj is NP-hard even if there are only two
distinct release dates. Note that (i) when all the weights wj are equal, the problem was solved in Section 3 (Theorem 3.1);
(ii) when all the jobs are released simultaneously, by Theorem 2.3, preemption cannot decrease the optimal objective value
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and the non-preemptive optimal schedule can be obtained by arranging the jobs in a non-decreasing order of the ratios
αi/[(1+ αi)wi] [21].
Before giving our NP-hard proof, we state the following NP-complete Equal Products Problem [18,9]:
Equal Products Problem (EPP): Given a set ofm positive integers x1, x2, . . . , xm and an integer A such that
∏m
i=1 xi = A2,
does there exist a partition of the index set S = {1, 2, . . . ,m} into two subsets I1 and I2, such that∏i∈I1 xi =∏i∈I2 xi = A?
In the above instance, we can omit the element j ∈ S with xj = 1 because it does not affect the product of any subset.
Therefore, without loss of generality, we can assume that xj ≥ 2 for every j ∈ S in the following argument.
Theorem 5.1. 1|rj, pj = αjt, pmtn|∑wjCj is NP-hard even if there are only two distinct release dates.
Proof. The decision version of the scheduling problem is clearly in NP. To prove the NP-hardness, we use the NP-complete
Equal Products Problem for the reduction.
Given an arbitrary instance (x1, x2, . . . , xm; A) of EPP, we construct an instance P of the scheduling problem 1|rj, pj =
αjt, pmtn|wjCj as follows:
• Number of jobs n = m+ 1.
• αj = xj − 1, wj = αj/(αj + 1) = (xj − 1)/xj, rj = 1 for j = 1, 2, . . . ,m.
• αm+1 = 1/A, wm+1 = A, rm+1 = A.
• The threshold value is Y = 2(A2 + A− 1).
• The decision asks whether there exists a schedule pi with∑wjCj ≤ Y .
Clearly the construction can be performed in polynomial time. We show in the sequel that the instance of EPP has a
solution if and only if there is a schedule pi for P such that
∑m+1
j=1 wjCj ≤ Y .
Assume that (I1, I2) is a solution for the instance of EPP. Without loss of generality, we can suppose that I1 = {1, 2, . . . , k}
and I2 = {k+1, k+2, . . . ,m}. Then we can define a non-preemptive schedule pi in which the jobs are processed from time
1 in the order
1→ 2→ · · · → k→ m+ 1→ k+ 1→ · · · → m.
Note that
∏k
j=1 xj =
∏m
j=k+1 xj = A. From the construction, the completion times of the jobs can be expressed as follows:
• Cj = 1 ·∏ji=1(1+ αi) =∏ji=1 xi for j = 1, 2, . . . , k. Specially, Ck =∏kj=1 xj = A = rm+1.• Cm+1 = A · (1+ 1/A) = A+ 1.
• Cj = Cm+1∏ji=k+1(1+ αi) = (A+ 1)∏ji=k+1 xi for j = k+ 1, k+ 2, . . . ,m.
Then the total weighted completion time can be expressed as
m+1∑
j=1
wjCj =
k∑
j=1
xj − 1
xj
j∏
i=1
xi + A(A+ 1)+ (A+ 1)
m∑
j=k+1
xj − 1
xj
j∏
i=k+1
xi
=
(
k∏
j=1
xj − 1
)
+ A(A+ 1)+ (A+ 1)
(
m∏
j=k+1
xj − 1
)
= 2(A2 + A− 1) = Y .
Conversely, assume that the instance P has a feasible schedulepi with
∑m+1
j=1 wjCj ≤ Y .We need to show that the instance
of EPP has a solution.
Let I1 ⊆ S be the set of jobs finished no later than job m + 1 and I2 ⊆ S be the set of jobs finished after job m + 1 in pi .
By Theorem 2.3, when jobs arrive simultaneously, preemption cannot decrease the objective value. Therefore, without loss
of generality, we can assume I1 = {1, 2, . . . , k} and the jobs in S are processed from time 1 in the order
1→ 2→ · · · → m.
By the above assumption, we have (i) the completion time of job k is Ck = 1 ·∏ki=1(1+ αi) = ∏ki=1 xi and (ii) job k+ 1
is the only job that may be preempted by the execution of jobm+ 1. Denote by x the starting time of jobm+ 1 in pi , then
it must satisfy x ≥ rm+1 = A.
Claim 1. Cj = (1+ 1/A)∏ji=1 xj for j = k+ 1, k+ 2, . . . ,m.
Note that job k + 1 is the only job that may be preempted by the execution of job m + 1, so we only need to show that
Ck+1 = (1 + 1/A)∏k+1i=1 xi. From the construction of schedule pi , we have x ≥ Ck. If x = Ck, then job k + 1 will start after
the completion of job m + 1, so we have Ck+1 = Ck(1 + αm+1)(1 + αk+1) = (1 + 1/A)∏k+1i=1 xi. If x > Ck, then job k + 1
will start before the execution of job m + 1 and it will be preempted by the execution of job m + 1 by the assumption.
Observe that job k + 1 is processed in the intervals [Ck, x] and [x(1 + 1/A), Ck+1]. By Theorem 2.1, we can easily obtain
Ck+1 = Ck(1+ αk+1)(1+ 1/A) = (1+ 1/A)∏k+1i=1 xi. Hence, the claim holds.
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By Claim 1, the total weighted completion time can be expressed as
m+1∑
j=1
wjCj =
k∑
j=1
xj − 1
xj
j∏
i=1
xi + Ax(1+ 1/A)+ (1+ 1/A)
m∑
j=k+1
xj − 1
xj
j∏
i=1
xi
=
(
k∏
j=1
xj − 1
)
+ Ax(1+ 1/A)+ (1+ 1/A)
(
m∏
j=1
xj −
k∏
j=1
xj
)
= A2 + A+ x(A+ 1)− 1−
(
k∏
j=1
xj
)
/A. (10)
Claim 2. Ck =∏ki=1 xi ≥ A.
Suppose to the contrary that
∏k
i=1 xi < A. Recall that x ≥ A and by (10), we have
∑m+1
j=1 wjCj > A2+A+A(A+1)−1−1 =
Y , a contradiction. Claim 2 follows.
Claim 3. Ck =∏ki=1 xi ≤ A.
Suppose to the contrary that
∏k
i=1 xi > A. Note that job k completes no later than job m + 1. By the integrality of
the parameters, we can write x = A + ∆ (∆ ≥ 1). By (10) and the fact that ∏ki=1 xi ≤ A2, we have ∑m+1j=1 wjCj ≥
A2 + A+ (A+∆)(A+ 1)− 1− A > Y , a contradiction again. Claim 3 follows.
From Claims 2 and 3, we have
∏k
i=1 xi = A, i.e., the instance of EPP has a solution. The result follows. 
6. Conclusions
In this paper we introduced a new type of preemptive model for simple linear deterioration scheduling research. The
execution of a job can be preempted in the sense that its deteriorating rate is reduced when it is preempted and each
continuously processed part of a job can be regarded as an independent job with a specified deteriorating rate. Precedence
relations may be imposed on the set of jobs. The objective is to minimize some common regular scheduling performance
measures. We first showed that minimizing a class of regular symmetric functions is polynomially solvable. Then we
constructed an O(n2) algorithm for minimizing the maximum job completion cost with or without precedence constraints.
Finally we proved that minimizing the total weighted completion time is NP-hard even if there are only two distinct release
dates.
For further research, it would be interesting to consider functions that are not regular or symmetric such as the total
(weighted) tardiness with arbitrary job due dates. Work could be undertaken to extend our results to the case withmultiple
machines. Another interesting research direction is investigation of a general preemptive model for other time-dependent
scheduling problems.
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