A three-level explicit time-split MacCormack scheme is proposed for solving the two-dimensional nonlinear reaction-diffusion equations. The computational cost is reduced thank to the splitting and the explicit MacCormack scheme. Under the well known condition of Courant-Friedrich-Lewy (CFL) for stability of explicit numerical schemes applied to linear parabolic partial differential equations, we prove the stability and convergence of the method in L ∞ (0, T ; L 2 )-norm. A wide set of numerical evidences which provide the convergence rate of the new algorithm are presented and critically discussed.
Introduction and motivation
A large number of biological problems of significant interest are modeled by parabolic equations [9] . The general framework is a set of biological entities (either ions, molecules, proteins or cells) that interact with each other and diffuse within a given domain. So it becomes possible to build some models via reactiondiffusion equations. For example, the dendritic spines possess a twitching motion which are described by the reaction-diffusion models [12] . In this paper, we consider the following two-dimensional reaction-diffusion equations, u t − a∆u = f (u), (x, y) ∈ Ω, t ∈ (0, T ]; (1) with the initial condition u(x, y, 0) = u 0 (x, y), (x, y) ∈ Ω; (2) and the boundary condition u(x, y, t) = ϕ(x, y, t), (x, y) ∈ ∂Ω, t ∈ (0, T ];
where a is the diffusive coefficient, f ∈ C 1 (R) is a Lipschitz function, Ω = (0, 1) 2 , ∆ denotes the Laplacian operator, ∂Ω is the boundary of Ω and u t designates ∂u ∂t . The initial condition u 0 and the boundary condition ϕ are assumed to be regular enough and satisfy the requirement ϕ(x, y, 0) = u 0 (x, y), for every (x, y) ∈ ∂Ω, so that the initial value problem (1)-(3), admits a smooth solution.
In the last decades [23, 19, 32] , MacCormack approach which is a predictor-corrector, finite difference scheme has been used to solve certain classes of nonlinear partial differential equations (PDEs). There exist both explicit and implicit versions of the method, but the explicit predates the implicit by more than a
The time-split MacCormack approach we study for the initial-boundary value problem (1)-(3) is new, a three-level explicit predictor-corrector method, second order accurate in time and fourth order convergent in space, under the time step restriction: ak h 2 ≤ 1 2 , and it is motivated by this time step restriction (indeed, lots of explicit schemes for solving equation (1)- (3) , are stable under the well-known condition of CourantFriedrich-Lewy: 4ak h 2 ≤ 1) and its efficiency and effectiveness. From this observation, it is obvious that: (a) a time-split MacCormack approach is more practical, (b) although the new algorithm and a two-level linearized compact ADI method have the same order of convergence, the linearized compact ADI scheme requires substantially more computer times to solve problem (1)-(3), than does a time-split MacCormack. An explicit time-split MacCormack algorithm [21, 28, 22] "splits" the original MacCormack scheme into a sequence of one-dimensional operations, thereby achieving a good stability condition. In other words, the splitting makes it possible to advance the solution in each direction with the maximum allowable time step. This is particularly advantageous if the allowable time steps ∆t x and ∆t y , are much different because of differences in the mesh spacings ∆x and ∆y. In order to explain this method, we will make use of the 1D difference operators L x (∆t x ) and L y (∆t y ). Setting u n ij = u(x i , y j , t n ), the L x (∆t x ) operator applied to u
is by definition equivalent to the two-step predictor-corrector MacCormack formulation. The L y (∆t y ) operator is defined in a similar manner, that is,
These expressions make use of a dummy time index, which is denoted by the asterisk. Now, letting ∆t x = ∆t and ∆t y = ∆t 2m , where m is a positive integer, a second order accurate scheme can be constructed by applying the L x and Ly operators to u n ij , in the following way:
This sequence is quite useful for the case ∆y << ∆x. In general, a scheme formed by a sequence of these operators is: (1) stable, if the time step of each operator does not exceed the allowable time step for that operator; (2) consistent, if the sums of the time steps for each of the operators are equal: and (3) secondorder accurate, if the sequence is symmetric.
In this paper, we are interested in a numerical solution of the initial-boundary value problem (1)-(3), using a time-split MacCormack approach. Specifically, the work is focused on the following four items:
Full description of a time-split MacCormack method
This section deals with the description of a three-level explicit time-split MacCormack method applied to two-dimensional nonlinear reaction-diffusion equations (1)- (3) .
Let N and M be two positive integers. Set k := ∆t = T N ; h := ∆x = ∆y = 1 M , be the time step and mesh size, respectively. Put t n = kn, t * = (n + r)k, t * * = (n + s)k, where 0 < r < s < 1, so t * ∈ (t n , t n+1 ), t * * ∈ (t * , t n+1 ); n = 0, 1, 2, ..., N − 1; x i = ih; y j = jh; 0 ≤ i, j ≤ M . Also, let Ω k = {t n , 0 ≤ n ≤ N }; Ω h = {(x i , y j ), 0 ≤ i, j ≤ M }; Ω h = Ω h ∩ Ω and ∂Ω h = Ω h ∩ ∂Ω.
Consider U h = {u n ij , n = 0, 1, ..., N ; i, j = 0, 1, 2, ..., M } be the space of grid functions defined on Ω h × Ω k . Letting
Using this, we define the following norms and scalar products.
where λ = x or y. Furthermore, the scalar products are defined as
The space H 1 (Ω) is endowed with the norm | · | H 1 (respectively, · H 1 ) defined as
It is worth noticing to mention that a time-split MacCormack [22, 21] "splits" the original MacCormack scheme into a sequence of 1D operators, thereby achieving a less restrictive stability condition. In order words, the splitting makes it possible to advance the solution in each direction with the maximum allowable time step ( [2] , page 231).
In other to give a detailed description of this method, we consider the 1D difference operators L x (∆t x ) and L y (∆t y ) defined by equations (4) and (5), respectively. Following the approach presented in ( [2] , page 231), a second-order accurate scheme can be constructed by applying the L x and L y operators to u n ij in the following manner:
Using these tools, we are able to provide a three-level explicit time-split MacCormack method for solving the initial-boundary value problem (1)-(3). Putting ∆t x = k, ∆t y = k 2 and ∆x = ∆y := h, it comes from equations (4), (5) and (10) that
In the following, we should find explicit expressions of equations u *
ij . This will help to give an explicit formula of the equation u n+1 ij = L y (k/2)u * * ij , which represents a "onestep time-split MacCormack algorithm". For the sake of simplicity, we use both notations: u)
The application of the Taylor series expansion about (x i , y j , t n ) at the predictor and corrector steps with time step k/2 yields
From the definition of the operator L y (k/2), let consider the equation
, which is equivalent to u t = au yy + f (u).
Using equation (13), it is not difficult to see that
This fact together with equation (12) provide
Now, expanding the Taylor series about (x i , y j , t n ) with mesh size h using central difference representation to get u n yy,ij = δ
where δ 2 y w l ij is given by relation (6) . Substituting equations (16) into equations (14) and (15) to obtain
and
where
where α = n, * . The term f (u * ij ) should be expressed as a function of f (u n ij ), f ′ (u n ij ) and u n t,ij . Applying the Taylor expansion about (x i , y j , t n ) with time step k/2 using forward difference representation to get
But, it comes from equation (13) and relations (16) that
This fact, together with equation (20) result in
Plugging equations (17) , (18) and (22) , straightforward computations give
Taking the average of u * ij and u * ij to get
where ρ α ij is given by relation (19) .
On the other hand, to define the operator L x (k), we should consider the equation
It comes from equation (25) , that
Applying the Taylor series expansion about (x i , y i , t * ) (where t * ∈ (t n , t n+1 ), is the time used at the beginning of the next step in a time-split MacCormack scheme) with mesh size h using central difference representation, we obtain
where δ 2 x u l ij is defined by equation (6) . Also, expanding the Taylor series at the predictor and corrector steps about (x i , y j , t * ) with time step k using forward difference, it is not difficult to observe that
A combination of equations (28), (27) , (25) and (26) provides
In order to obtain a simple expression of δ 2 x u * * ij , we should use the first equation in (29) . Tracking the infinitesimal term in this equation, direct computations give
The truncation of this error term does not compromise the result. This fact, together with relation (29) yield
Taking the average of u * * ij and u * * ij , it is not hard to see that
In way similar, starting with the one-dimensional equation: u t − au yy = f (u), expanding the Taylor series about (x i , y j , t * * ) (where t * * represents the time used at the last step in a time-split MacCormack approach) at the predictor and corrector steps with time step k/2 and mesh size h, using forward difference representations to get
where we set µ = * * , n + 1, and
To construct a three-level explicit time-split MacCormack method for solving the nonlinear reactiondiffusion equation (1)- (3), we must follow the ideas presented in the literature to construct the explicit MacCormack scheme [18, 19, 21, 22] . Specifically, we should neglect the terms of second order together with the infinitesimal term O(k 3 + kh 2 ) in equations (24), (31) and (32) . In addition, the terms u * ij , u * * ij and u n+1 ij must be defined as the average of predicted and corrected values, that is,
Thus, equations
are by definition equivalent to
Since the operator
is symmetric, this fact together with relations (24), (31) and (32) show that the obtained method is a three-level technique, an explicit predictor-corrector scheme, second order accurate in time and fourth order convergent in space. This theoretical result is confirmed by a wide set of numerical examples (we refer the readers to section 5). From the definition of the linear operators "δ 2 x " and "δ 2 y " given by (6), equation (36) can be rewritten as follows. For n = 0, 1, ..., N − 1;
with the initial and boundary conditions. For i, j = 0, 1, ..., M,
which represent a detailed description of a three-level explicit time-split MacCormack method applied to problem (1)- (3).
In the rest of this paper, we prove the stability, the error estimates and the convergence rate of a threelevel time-split MacCormack approach under the time step restriction 2ak
where a is the diffusive coefficient given in equation (1). We recall that k is the time step and h is the grid size.
Estimate (41) is well known in literature as CFL condition for stability of the explicit schemes when solving linear parabolic equations. We assume that the analytical solution
, that is, there exists a positive constant C, independent of both time step k and mesh size h, so that 
where C is a positive constant independent of the time step k and mesh size h and C is given by relation (42).
The following result (namely Lemmas 3.1) plays a crucial role in the proof of Theorem 3.1. 
, satisfy relations (24) and (31), respectively. u * ij and u * * ij are given by equations (37) and (38) , respectively. The following equalities hold:
where the operators δ x and δ y are given by relation (6) .
Proof. (of Lemma 3.1). Firstly, it is not hard to observe that
for i = 0, 1, ..., M and j = 1, 2, ..., M − 1. We should prove only equation (43). The proof of relation (44) is similar.
It follows from the definition of the operator δ 2 x and the scalar product < ·, · > x given by (6) and (8), respectively, that
It comes from the boundary condition (40) that e (24), (34) and (37) gives
Proof. (of Theorem 3.1). A combination of equations
where ρ α ij is defined by (19) . Utilizing the definition of the operator "δ 2 y ", equation (46) is equivalent to
Of course, the aim of this study is to give a general picture of the stability analysis of the numerical scheme (37)-(40). Since the formulas can become quite heavy, for the sake of readability, we should neglect the higher order terms in time step k and grid spacing h. However, the truncation of the infinitesimal terms does not compromise the result on the stability analysis. Using this, equation (47) becomes
Taking the square, it holds
Now, using equality
, for any a, b ∈ R, and by simple computations, it is not hard to see that (e n i,j+1 − 2e
f ∈ C 1 (R) is a Lipschitz function, so there is a positive constant C independent of the time step k and the mesh size h so that |f (u
From inequality (51), it is easy to see that
A combination of estimates (48)- (52) results in
Summing this up from i, j = 1, 2, ..., M − 1, and rearranging terms, this provides
δ y e n i,j+
Multiplying both sides of inequality (54) by h 2 , and using equation (44) to get
From the time step restriction (41),
In way similar, combining equations (32), (34) and (39), it is not hard to show that
We must find a similar estimate associated with e * * 2 L 2 (Ω) and e * 2 L 2 (Ω) . Using equations (31), (34) and (38) , it holds e * * ij = e * ij + ak h 2 (e * i+1,j − 2e * ij + e * i−1,j ), for i = 1, 2, ..., M − 1, and j = 0, 1, ..., M. Taking the square, we obtain
which implies
Now, summing relation (57) for i, j = 1, 2, ..., M − 1, and multiplying the obtained equation by h 2 , this results in
which is equivalent to e * * 2
Utilizing equality (43), this gives e * * 2
It comes from the time step restriction (41) that
Now, plugging inequalities (55), (56) and (59), straightforward calculations yield
Summing this up from n = 0, 1, 2, .., p − 1, for any nonnegative integer p satisfying 1
It
Taking the square root, it is easy to see that
We have that u
. A combination of this inequality together with relation (62) yields
Since u is the exact solution, the proof of Theorem 3.1 is completed thanks to estimate (42).
Convergence of the method
This section deals with the error estimates of a three-level time-split MacCormack method (37)-(40) applied to equations (1)- (3), under the time step restriction (41). We assume that the exact solution u satisfies estimate (42). We recall that
is the space of grid functions defined on Ω h × Ω k , where
Let introduce the following discrete norms
, and 
∈ (x i , x i+1 ) and v mx denotes the derivative of order m of v. Furthermore, for i = 2, 3, ..., M − 2,
Proof. (of Lemma 4.1) Expanding the Taylor series about x i with grid spacing h using both forward and backward differences to obtain
where θ
∈ (x i−2 , x i−1 );
In way similar, applying the Taylor expansion for both derivative and higher order derivatives of v to obtain
Now, adding equations (67)-(68) side by side, this gives
Subtracting (70) from (69) and adding side by side (71) and (72), using also equations (73), (74) and (81), simple calculations provide
Combining equations (69)-(80), straightforward computations result in
This completes the proof of the first item of Lemma 4.1. Now, let prove the second item of Lemma 4.1.
Plugging equations (65) and (67), (66) and (68), (67) and (68), respectively, it is not hard to see that
A combination of equations (82)-(84) yields
Substituting (77)- (80) into (85),simple computations result in
which is equivalent to
Assuming that θ
This ends the proof of Lemma 4.1.
Lemma 4.2.
The term ρ n ij given by equation (19) can be bounded as
where C l , l = 1, 2, 3, are positive constant independent of the time step k and the mesh size h.
Proof. (of Lemma 4.2). It comes from relation (19) that
From the definition of the operator "δ 2 y ", this is equivalent to
Combining this together with Lemma 4.1, it is easy to see that
On the other hand,
, for every x ∈ (0, 1), t ∈ (0, T ) and (42)) and f ′ (the derivative of f ) is continuous. Taking the absolute value of ρ n ij , there exist positive constants C l , l = 1, 2, 3, independent of the time step k and the mesh grid h so that
This completes the proof of Lemma 4.2.
Armed with the results provided by Lemmas 3.1, 4.1 and 4.2, we are ready to prove Theorem 4.1.
Proof. (of Theorem 4.1)
We recall that the error term provided by the scheme (37)- (40) is denoted by e n ij = u n ij − u n ij , where u satisfies equations (24), (31) and (32) and u is given by relations (37)- (40). So, it comes from equation (47) that
where C r is a parameter that does not depend neither on the time step k nor the grid spacing h and ρ α ij is defined by (19) . Taking the square, it is not hard to see that
Applying the inequalities:
, for every a, b, c ∈ R, together with the time step restriction (41) (that is, 2ak ≤ h 2 ), relation (88) becomes
From estimates (51)- (52), we have that
This fact, together with estimate (89) results in
Utilizing the time step restriction (41),
Summing this up from i, j = 1, 2, ...M − 1, provides
Combining the boundary condition (40), e n Mj = e n 0j = 0, for all j = 0, 1, ..., M, Lemmas 3.1 and 4.2, and multiplying both sides of inequality (90) by h 2 , straightforward computations yield
where we absorbed all the constants into a constant C 4 .
Similarly, one shows that e * * 2
where all the constants have been absorbed into a constant C 5 , and
where all the constants have been absorbed into a constant C 6 .
plugging estimates (91)-(93), straightforward calculations yield
Absorbing all the constants into a constant C 7 , this yields
Summing this up from n = 0, 1, 2, .., p − 1, for any nonnegative integer p such that 1 ≤ p ≤ N, we obtain
It comes from the initial condition given in (40), that e 0 ij = 0, for 0 ≤ i, j ≤ M. Applying the Gronwall Lemma, estimate (96) provides
) is given by equation (95). Taking the square root, it is easy to see that
(98) It comes from equality ϕ 3 (k, h)
, and equation (95) that
where C 8 is a positive constant independent of k and h, and ϕ 4 (k, h) tends to zero when k, h → 0. Taking the maximum over p of estimate (98), for 0 ≤ p ≤ N , the proof of Theorem 4.1 is completed thanks to equation (64).
Numerical experiments and Convergence rate
In this section we construct an exact solution to the initial-boundary value problem (1)-(3) for a specific source term f . Furthermore, using Matlab we perform some numerical experiments in bidimensional case.
In that case we obtain satisfactory results, so our algorithm performances are not worse for multidimensional problems. We consider two cases which are physical examples associated with the diffusive coefficient a = 1, together with the example introduced in [8] . We confirm the predicted convergence rate from the theory (see Section 2, Page 6, last paragraph). This convergence rate is obtained by listing in Tables 1-6 the errors between the computed solution and the exact one with different values of mesh size h and time step k, satisfying k = 1 2 h 2 . Finally, we look at the error estimates of our proposed method for the parameter T = 1.
Assuming that the exact solution to problem (1)- (3) is of the form u(x, y, t) = [1 + exp(ct + dx + by)] −n , where n is an integer. By simple calculations, it holds 
In way similar
Combining equations (99)- (101), it is not hard to see that
(1 + exp(ct + dx + by))
•: Case 1: n = 1. In this case, equation (102) becomes
Since b 2 must be strictly greater than zero, this implies •: Case 2: n = −1. It comes from equation (102) that
6 and c = − To analyze the convergence rate of our numerical scheme, we take the mesh size h ∈ { 
related to the time-split method to see that the algorithm is stable, second order accuracy in time and fourth order convergent in space. In addition, we plot the approximate solution, the exact one and the errors versus n. From this analysis, a three-level explicit time-split MaCormack method is both efficient and effective than a two-level linearized compact ADI approach. In fact, although the two-level linearized compact ADI scheme has the same convergent rate (see [37] , Theorem 6.6, p. 19) this method requires too much computer times to achieve the solution. Furthermore, when h varies in the given range, we observe from Tables 1-6 that the approximation errors 
• Test 1. Let Ω be the unit square (0, 1) × (0, 1) and T be the final time, T = 1. We assume that the diffusive coefficient a = 1, and we choose the force f (u) = (1 − u)u 2 , in such a way that the exact solution u is given by
.
The initial and boundary conditions are given by this solution. We take the mesh size and time step: h ∈ { 
3.9306
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• Test 2. Now, let Ω be the unit square (0, 1) 2 and T = 1. The diffusive term a is assumed equals 1. We choose the force f such that the analytic solution u is defined as u(x, y, t) = 1 + exp − 1 2 t + √ 3 3 x + √ 6 6 y , and f (u) = 1 − u.
The initial and boundary conditions also are given by the exact solution u. Similar to Test 1, we take the mesh size and time step: h ∈ { Tables 3,4 . 
3.8023
}, by a mid-point refinement. We compute the error estimates: E(u) related to a three-level explicit time-split MacCormack approach to see that the algorithm is second order convergent in time and fourth order accurate in space. Furthermore, we plot the errors together with the energies versus n. From this analysis, it is obvious that a three-level time-split scheme is efficient and effective than a two-level linearized compact ADI method which has the same order of convergence. 
NaN
--Inf --NaN --
The analysis on the convergence of the numerical scheme presented in Section 4, has suggested that our algorithm is first order convergent in time and fourth order accurate in space. If the result provided Analysis of stability and convergence of a three-level explicit time-split MacCormack method with a = 1. in Section 2, page 6, last paragraph is to believe, this shows that the time-split MacCormack scheme is inconsistent. Surprisingly, it comes from Tests 1-3, more precisely Figures 1-3 and Tables 1-6, that the three-level explicit time-split MacCormack technique is stable, second order accurate in time and fourth order convergent in space under the time step restriction (41), which confirms the theoretical result provided in Section 2, page 6, last paragraph. Thus, the considered method applied to initial-boundary value problem (1)- (3) is: stable, consistent, second order convergent in time and fourth order accurate in space.
General conclusion and future works
We have studied in detail the stability, error estimates and convergence rate of a three-level explicit timesplit MacCormack method for solving the 2D nonlinear reaction-diffusion equation (1)-(3) . The analysis has suggested that our method is stable, consistent, second order accuracy in time and fourth order convergent in space under the time step restriction (41). This convergence rate is confirmed by a large set of numerical experiments (see both Figures 1-3 and Tables 1-6 ). Numerical evidences also show that the new algorithm is: (1) more efficient and effective than a two-level linearized compact ADI method, (2) fast and robust tools for the integration of general systems of parabolic PDEs. However, the time-split MacCormack method is not is a satisfactory approach for solving high Reynolds number flows where the viscous region becomes very thin. For these flows, the mesh grid must be highly refined in order to accurately resolve the viscous regions. This leads to very small time steps and subsequently long computing times. To overcome this difficulty, MacCormack developed a hybrid version of his scheme, which is known as MacCormack rapid solver method [18] . This hybrid scheme is an explicit-implicit method which has been proved to be from 10 to 100 more faster than a time-split MacCormack algorithm (see [2] , P. 632). The rapid solver method will be applied to the two-dimensional nonlinear reaction-diffusion equations in our future works.
Analysis of stability and convergence of a three-level explicit time-split MacCormack method with a = 1. 
