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RESUMEN 
En este trabajo se considera el problema de la inversión de La 
Transformada de Laplace. La versatilidad de La Transformada de Laplace ha 
inducido a los matemáticos a considerar distintas extensiones, básicamente 
considerando funciones de una variable a valores vectoriales, y con más 
precisión, funciones que toman valores en un Espacio de Banach. Sin 
embargo, estas extensiones han requerido un análisis profundo de la 
naturaleza de estos Espacios y han dado lugar a conceptos importantes, el 
más notable de los cuales es el de Espacios de Banach con la propiedad de 
Radon-Nikodyn. Es en este ambiente en el que' se obtiene una Transformada 
de Laplace provista de todas aquellas propiedades que hacen tan útil; en 
particular la existencia de fórmulas de inversión (como transformación) 
relativamente sencillas. En este trabajo se presentan fórmulas de inversión 
que utilizan solo la función transformada, sin considerar sus derivadas y 
tampoco integrales. 
Abstract 
In this work it is considered the inverse Laplace Transform problem. The 
versatility of the Laplace Transform has induced the mathematicians to consider 
different extensions of it. For this purspose it is necessary to work with functions 
with values in a Banach space. However these extensions have required a 
deeper analysis of the nature of the function space in themselves. 1 doing so, 
important concepts like that of a Banach spaces satsfaying the Radon-Nikodym 
property has come about. It is in this setting Laplace Transform provides alI 
those properties that make it so useful, in particular the existence of inversion 
formulas (as transformation) becomes relatively simple and easy to prove. 1 our 
work present inversion formulas marking use of the Transform function alone, 
without into account derivatives or integrals. 
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Las funciones con valores en un Espacio de Banach, débilmente y 
fuertemente medibles que son integrables según Bochner, tienen propiedades 
similares a las funciones integrables según Lebesgue. Estas funciones 
integrables según Bochner forman los espacios de funciones L', L"y E°. 
Demostramos que existe un isomorfismo entre L7 y el dual de P. 
El Teorema de Radon-Nikodym es una herramienta fundamental para 
clasificar los espacios de Banach. 
Se establecen condiciones suficientes para que una función continua F 
sobre 1 sea la transformada de Laplace de alguna función f esencialmente 
acotada, pero estas condiciones se cumplen si y solo sí el Espacio de Banach 
tiene la propiedad de Radon-Nikodym. 
El Teorema de Representación de Riesz-Stieltjes nos permite considerar la 
transformada de Laplace-Stieltjes y estudiar las propiedades de F y su 
transformada dF relacionado cada uno con el otro. 
Se presentan dos fórmulas de inversión para la transformada de Laplace 




INTEGRALES DE BOCHNER 
1.1. FUNCIONES FUERTEMENTE Y DÉBILMENTE MEDIBLES. 
La representación de operadores lineales de funciones definidas en un 
espacio medible, con valores en un espacio de Banach, que son integrables 
según Bochner (en lo sucesivo B-integrables), fue objeto de mucho estudio en 
las últimas décadas del siglo pasado. Dunford y Pettis realizaron sus 
investigaciones en 1940 con funciones débilmente medibles en LR) que son 
B-integrales. Andrews extiende estos resultados a i](x), para funciones B-
integrables con valores en un espacio de Banach, si el espacio X tiene la 
propiedad de Radon-Nikodym. 
Considérese ((0,co),M,2) donde, M la o- -algebra de los conjuntos medibles 
según Lebesgue de (O,co) y 2 la medida de Lebesgue. En este trabajo 
I=(O,co), X es un espacio de Banach real o complejo que contiene los valores 
de una función o de una medida. 
Definición 1.1.1. Una función! :1 - X es una función simple si f admite una 
representación de la forma 
f(r) = XIZE (t) 
donde x, E X; E, c M 2(E) < +oo Vi = 1,2,...,n ; Vi;¿ j :E, n E, = O y ZE,  es la 
función característica de los E,. 
Primero definimos los conceptos de funciones débilmente 2—medibles y 
fuertemente 2— medibles que están estrechamente relacionados. Esta relación 
está dada por el Teorema de Pettis que será presentado más adelante. 
Definición 1.1.2. Se dice que f : ¡ —* X es débilmente ,% — medible, si 
Vg e X, g o f es ,% —medible donde X es el dual de X. 
Para la compuesta de funciones se utiliza la siguiente notación 
(g ° fXt) = g(f(t)) (f(t)I g) 
sobre todo cuando g e X. 
Definición 1.1.3. Se dice que f : ¡ —* X es fuertemente ,% - medible, si existe 
una sucesión de funciones simples {ffl}flEN  tal que, para todo t e 1 
f(t)= 1imf(t). 
El siguiente teorema es uno de los resultados más importante y fue 
presentado por Pettis en 1938,   ver [17]. 
Teorema 1.1.4. (Pettis). Una-función f: ¡ —* X es fuertemente 2- medible, si 
y solo si f es débilmente 2- medible, y existe un subconjunto E de ¡ tal que 
2(E) = O y { f (t): t e ¡ — E } es separable. 
Observación 1: Si X es separable f es débilmente 2- medible si y solo si es 
fuertemente % - medible. 
1.2. INTEGRAL DE BOCHNER. 
Consideramos funciones vectoriales que toman valores en un espacio de 
Banach 
Definición 1.2.1. La integral sobre un conjunto medible 1 de una función 
simple de la forma 
Q 
f(r) = 	XiZE, (t) 
	
(1) 
se define mediante la fórmula 
jf(r)d2 = 1 x,2 (E,) 
1-0 
Una función fuertemente medible f se llama B-lntegrable, si existe una 
sucesión {j} de funciones simples tal que 
hm Jn- 1 
(f-fd2=O 
en este caso la Integral de Bochner de f, sobre 1, se define como 
J fd2 = hm J fd2 
La integral de una función B-integrable existe y no depende de la sucesión 
defunciones simples {j}. 
El siguiente teorema caracteriza las funciones B-integrables en espacios de 
medida finitas. 
Teorema 1.2.2. Una función f:I --> X , fuertemente medible es B-integrable 
si y solo si 
	
es integrable según Lebesgue. 
Demostración: Si f es B-integrabley {f} una sucesión de funciones simples 
tal que 




d2 + g 
= 	es integrable según Lebesgue. 
1(1 
Inversamente, supongamos que f es % -medible. Si f(.) es ,%-medible, 
existe una sucesión de funciones {f,,} tal que (f; _,e») 
	
para casi todo 
t E 1. Si f(.) es la integral de Lebesgue se tiene que 
:!~ Uf(.d%+ 
ti) <, 
puesto que 	es finita. 
Para cada entero positivo escribamos, 
fn = 
donde E, n E,, = Ø para Vi :# j, Enm E M, Xnm E X. Para cada n E N, 




g - Xnm%m• 
Cada g es una función simple y además 
II (f-g.)d% 11 1(f -fXd+ II tr - gX) 
lo cual implica que f es B-integrable. 	 El 
11 
PROPIEDADES DE LA INTEGRAL DE BOCHNER 
La Integral de Bochner posee propiedades similares a la de Lebesgue, por 
esto enunciamos sus propiedades y en la mayoría de los casos omitimos las 
demostraciones. 
Teorema 1.2.3. Sea f :1 --> X 8-integrable. Entonces 
Jf(t)d2 f(t) 11 d2. 
  
Demostración: Si f esta dado por (1) con E disjunto, 





     







de manera similar se prueba en el caso general. 	 El 
Obviamente la Integral de Bochner es lineal en el sentido del siguiente 
teorema. 
Teorema 1.2.4. Si a, fl  son escalares y f,g son dos funciones B-integrables, 
entonces: 
J(af(t)+ fig(1))d2 = aJ f(t)d2 + fiJg(i)d2 
Teorema 1.2.5. (Convergencia Dominada). Seanf,f1,f2,... funciones de 1 
en X, medibles, tal que f(t) = 1imf(t) para casi todo t € 1 y g: 1  -* [O,co] 
integrable entonces fk(t) :!~ g(t), casi en todas partes, para todo fl € N. Luego 
f'f1'f2 	son integrables y Jf(t)d2 = lim Jf(t)d2. 
1) 
Observación 1. Si! :1 —>.X es integrable y J E=- M , se define 
J f(t)dt = J f(t» (t) di 
si g: R —> X es integrable, notamos que J g(t)dt = hin R 
Si (Rfl)flEN es una sucesión en R, creciente, con IimR = -i-.x y si 
g(t) = g(t)x[_R,R ](t) , tenemos que, para cada t E R, hm g(t) = g(t) y 
sup g(t) ~ g(t) por el Teorema de la Convergencia Dominada 1.2.5 
k 
J g(t)d2 =I hm 	R J g(t)d2 = hm J[-R,R] g(t)d2. R 	 k-* n-*  
Un resultado útil es el siguiente teorema. 
Teorema 1.2.6. Una función f :1 —+ X es medible si solamente si, para todo 
funcional lineal continuo q' en X* (donde X es el dual de X), la función Po f 
es medible. 
Teorema 1.2.7. Dada f :1 —+ X 	B-integrable, entonces, para cualquier 
funcional lineal continuo ÇO E X vale la siguiente igualdad 
Jq,of(t)d2 = ço(Jf(t)d2) (* 
además, si existe x0 e X tal que v, e X , p(x0) Jq' o f(t)d2 
entonces 
xo = Jf(t)d2 
Demostración: Dado cualquier Ç E X, por el Teorema anterior, sabemos que 
q,of es medible. 





simples tal que, para casi todo t El, f(t)= limf(t) es sup 
n-4 	 n 
L (t) ~ Lí(t)ll. 
Jiqof(t) d2 :5 - 97 f(t) d2 q' fl f(t) 11 d2. 
como f es integrable, q'of es integrable. 
Supongamos que f es simple f(t) = XIXE (t), X1 E X y 2(E,) <, 
donde E1 son disjuntos, ¡ = 1,...,n. 
ço(Jf(t)d2) = {xiP(Ei)J 	p(a1 )2(E1 ). 
Jq,o f(t)d2 = J{xI xE, (t)d2 = Çço(x,)xE, (t)d2 = 	q,(x,)2(E,). 
Por lo tanto, vale (*) para funciones simples. 
Sea ahora f :1 —* X integrable y (f)flEN una sucesión de funciones 
De esta manera, es claro que f es integrable para todo k E N y tenemos que 
ø(jf(i)d2) Jq,of(t)d2 	(1) 
además 	:!~ 	E=- ,V(I),  para casi todo t E 1; entonces, por el Teorema de 
la Convergencia Dominada (teorema 1.2.5) 
Jf(t)d2 = lim Jf(t)d2 
es, por lo tanto, 
hm ço(Jf(t)d2) ço(Jf(t)d.a) (2) 
n4- 
por otro lado 
çoof(t) < 97 
	< 97 f(t EL1(I), para casi todo tEl yVnEN. 
Como el lun q' o f, (t) = o f(t) casi en todas partes, por el Teorema de la n4- 
Convergencia Dominada, 
14 
q,(Jf (1)d2) = hm ço(Jf(t)d2) = lim q' o f(t) = 
=Jq,of(t)d2,y vale ( * ). 
Supónganos que existe x0 eX tal que q(x0 )= Jq,of(t12 Vq e  X. De este 
modo, tenemos que q,(x0 Jf(t)d2) = o Vq' e X. Luego, por el Teorema de 
Hahn-Banach, Existe vi e X tal que 
- Jf(t12) = x. Jf(t)d2 
o sea 
- f(t)d2 = o 
y por lo tanto 
= Jf(t)d2. 	 o 
Con estos resultados, podemos ver que vanas de las propiedades que son 
válidas para las integrales de funciones complejas son válidas también para 
funciones que toman valores en un espacio de Banach separable. 
1.3. ESPACIOS DE FUNCIONES B-INTEGRABLES 
En 1773 el francés Lagrange (1736-1813) dio una primera versión de la 
desigualdad de Hólder, en el caso p = q =2 y para sumas finitas (n = 3), el 
caso finito para n arbitrario lo probó en 1821 el francés A. Cauchy (1789-
1857). La versión para integrales de este mismo caso p = q =2 fue probado en 
1859 por Buniakowsky y en 1885 por el alemán K.H.A. Schwarz (1843-1921) 
(el caso particular p = q =2 se conoce como la desigualdad de Cauchy- 
11; 
Schwarz). El caso general, para p;q conjugados, lo obtuvieron de forma 
independiente Hólder y Rogers para sumas y para integrales F.Riesz en 1910. 
E. Riesz y E. Fischer estudiaron el espacio 1! en el contexto de la Teoría 
de integración de Lebesgue, L2[a;b]  para [a;b] c R, y demostraron en 1907 
que este último espacio era completo e isomorfo a P. Las propiedades 
fundamentales de todos los espacios 1! [a;b] , (incluido el Teorema del 
Isomorfismo Lqz (iI), para 1 < p <, fueron estudiadas por E. Riesz en 
1910. El primero en demostrar el teorema de isomorfismo L°° [a;b] z L'[a;bJ, fue 
H. Steinhaus en 1919. 
Definición 1.3.1. Diremos que dos funciones f,g :1 ->, X, son equivalentes, 
fg si f = g casi en todas parte en 1. 
Si f g entonces: 
• f es 2-medible si y solo si g es 2-medible. 
• f es B-integrable si y solo si g es 8-integrable. 
En este último caso 
Jfd2 = Jgd2 
Definición 1.3.2 Denotamos por L' = L'(I,2,X) el espacio de clases de 
equivalencia de funciones medibles f :1 -+ X tal que J fd2 existe. 
con la norma 
LÍL = f d2 
Es un espacio lineal normado. 
Definición 1.3.3. El espacio L(X) 1 <p <, el espacio lineal de las clases 
de funciones 2— medibles f :1 -± X para cual f es 2— integrable. 
La norma para f E L(X) = L" esta dada por 
f L JJJ P dA) 
p 
Los espacios L(2,X) para 1 :i~ p <x, con la norma definida en 1.3.2 y 1.3.3 
son espacios de Banach ver [23]. 
Definición 1.3.4. Denotemos por L°° = E0(I,2,X) el espacio de funciones 
esencialmente acotadas f 1 -± X - 
En L se define la norma 
= ess. sup 	<+co 
donde ess.sup es el supremo existencial. 
Teorema 1.3.5. Sea f E LP(E,X),E un subconjunto medible de 1 y X espacio 
de Banach, entonces 
 
;g E 	 = i} J(f(t) g(t))d2 
 
donde 	
+1 =1 y X, el dual de X. 
p  
Una integral doble tiene sentido si f(t,y) es medible, las funciones 
= fQ,y) y í(t) = f(t,y), t,y E 1 son medibles en casi todas partes. Esto 
nos lleva al siguiente teorema, que fue objeto de mucho estudio por más de un 
siglo. 
17 
Teorema de Fubini 1.3.6. Si fE 1](12,X), entonces y —+ f(t,y) pertenece a 
L'(I,X) para casi todo t EX y t —> f(t,y) pertenece a «, x) para casi todo 
y E 1. Además, una función h(t) = ff(t,y)d2 definida en casi todas partes, 
pertenece aL'(I,X) y vale: 
ff(r,y)dtdy = Jlff(t,y)dyjdr = 5Ijf(t,y)d4y. 
1.3.1. El espacio dual L 
En esta sección se establece como resultado principal que el dual de L, 
(L") es L.  Para lograr este resultado es necesario establecer una serie de 
teoremas y lemas preparatorios que se dan a continuación. 
Definición 1.3.1.1. Si p y q son números reales positivos tales que 




entonces se dice que p y q son un par de exponentes conjugados. Es claro 
que (1) implica que l<p<cx y 1<q<co. 
Entonces para cada g E (ii') podemos definir el funcional 
Tg 11' —> K;Tg(f) = f fgdI = fg o fdÁ 
y puesto que si j f, se tiene que Tg(j)= Tg(J;) (pues f1g = f2g en casi 
todas partes), además Tg es lineal y continua, es decir Tg E (ií) , puesto que 
la desigualdad de Hólder nos dice que para cualquier f E 11 
1R 
Tg(f :!~ g q it 
podemos definirla siguiente aplicación 
T : L 3 (L17) , g-+T(g)Tg 
pero además si 91192 e L' y 91 g2 , entonces T(g1)= T(92)1 pues para todo 
feL", fg1=fg2 ,efl casi todas partes y 
Tgj(f)= ffg1dZ= ffg2d,%=Tg2 (f): 
y por lo tanto, T induce una aplicación lineal, que denotamos igual 
T:L3(L17), g -*Tg 
tenemos el siguiente resultado. 
Teorema 1.3.1.2. Para 1 :!~ p;q :5 ao conjugados, la aplicación T: L' -+ (L) es 
una isometría. 
Demostración: Tenemos que demostrar que para todo g e E', como Tg :!~ 119 Iq 
por tanto, basta demostrar que Fg > Ig q• Además kiq =0 es obvio, por tanto 
podemos suponer que g >0. q 
Para p1,q=x, tomemos geL y un O<c< g entonces el conjunto 
C=1 g(X)1 > no es localmente nulo, por tanto existe un conjunto 
medible BGC ,con 0<2(B)<00. 
Consideremos la función de f e L', definida como 
en  





ÍH1B' f 1 <2(B) y fg=Ig por tanto 
- e)(B) 
	
g d2 = Jfgd2 
Tg(f: 5,: Tg fI = Tg 
luego IM. - e :!~ Tg y como esto es cierto para todo e> 0, - se tiene flg :i-~ Tg y 
por tanto la igualdad. 
Para p > 1,q <, tomemos g e 1Y, con IgIq> O, por tanto B = {g :; ,_ o} es 
a—finito y 2(B)> 0, luego B no es localmente nulo y IB =1. 
Definimos 
tendremos que f e if, para p > 1,q =co y f=I fl por lo tanto 
	y 
fg= ~ gl para p>1,q<ao,J=gportanto If
1p =g =fg, de donde feL", 
en cualquiera de los dos casos 
Jg'd2 = Jfgd2 = i(f) = Tg(f :!~ 




Nos planteamos ahora si la isometría 
T:JY 
M resultado anterior, es sobre y por tanto T es un isomorfismo entre L y 
(L). 
Para p > 1,q < co es cierto que E' ii (LP). 
20 
Para p=l es cierto si 2 es o--finito. 
Y para p =oo no es cierto. 
T no establece en general un isomorfismo entre L' y (i4. De hecho si 2 
es finita, la isometría T es sobre si y sólo si L' es de dimensión finita si y sólo 
si L es de dimensión finita ver [7]. 
Establecemos algunos hechos importantes que nos ayudarán a llegar a los 
resultados anteriores: 
Lema 1.3.1.3. Sean p y q conjugados con 1 :!~ p <, Ø E (L"), g E L y E EM 
tales que para todo B E M, con 2(B) < 00 
ø(IBE)= JIBgd2 
entonces Ig q 
Lema 1.3.1.4. Sea 1 :!~ q :!~ oo y g: I  —> X medible, para que exista g E 
tales que IgL 1' I g1 y supjg Iq <(X), entonces g E LI y 
g g 
q 
Lema 1.3.1.5. Sea 1 :!~ p :!~ oo y para A EM consideremos el espacio de 
medidas (A,MA,2A ). Entonces la aplicación 
s : LP (M) _> Lp (11 9 -3 9 
para gA (x)=g(x) si XEM y g(x)=O si XEAC, es una restricción 
r: MI) -+L'(A ff/A 
(ros = id), que es una isometría, g = ~IgA l1p . Además si ØE=- (i)(i), entonces 
S o (q) = Øo s = E 
(i4* (A), lo que hace conmutativo el diagrama 
2 
Le(A) 	s > 	L,(1) 
O\A /0 
verifica ØA(f)= ø(fA) i OA 0 
Lema 1.3.1.6. Sea (1,M,2) a—finito, entonces existe he L'(2) positivo, una 
probabilidad 1u(A) = 
JA 
hd2, tal que para cada p e [i,) 
	
IJ (u) -+ L(4 	q$ (f) = hl Pf,  
son isomorfismos isométricos (para p = co, L0(p) = L(2) y Ø = Id). 
Lema 1.3.1.7. Sea F: E1 -+ E2 una aplicación lineal y continua entre los 
espacios normados E1 y E2 . Se define una función F : E -+ E; por medio de 
la fórmula 
F(f)=foF 	feE 
(F* el dual o transpuesta de F). Entonces, si F es un isomorfismo isométrico, 
también Ft loes. 
Teorema 1.3.1.8. (a) Para p > 1,q < co conjugados, la isometría 
T: L  -> (LP) es sobre, por lo tanto ambos espacios son isomorfos. 
(b) Si los espacios son a- finito, T: L -+ (L') es sobre, por tanto son 
isomorfos. 
91) 
Demostración: Queremos demostrar que T es sobre, es decir que dada 
E (L") existe g E if tal que 
VfEL, bf_- Jfgd2. 
Caso 1. Para 2 finita y 1:5p<, 
en tal caso 'A e Ii' para cada A E M y podemos definir 
u:A -+X, p(A)=(IA ) 
la cual es aditiva, para cada AB E M disjuntos, 
JU(AU B) =b( AB) = b(IA)+ b(IB ) = 1u(A)+ u(B) 
es numerablemente aditiva, pues dados A . 0,2(A) -+ o, pues 
p(A) =(IA)~ 
(observemos que esto es cierto para p <x), por tantop e E(M,x) y p «2, 
pues así 
2(A)=0 => A° -• 
aplicando el Teorema de Radon-Nikodym, existe g e L', tal que 
(1A)= u(A)= JIAgd2, 
si para todo conjunto A medible, demostramos que g E 1? hemos terminado, 
pues en tal caso Tg E (L") y (f) = Tg(f), para f = 'A' lo cual es lineal y 
denso para todo f e L". 
lilA p -+0 
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Veamos entonces que g E 1?. Es obvio si esta acotada, pues 2 es finita y 
por lo mismo g =gIE c= 1?, para E 
= { 
	
:!~ n}. Ahora bien para cada 
BEM. 
JIBE, gd2 = JIBgd2 
y por el Lema (1.3.1.2), 	 por tanto supjg < 00 ycomo 	g se 
sigue del Lema (1.3.1.3) que g E 11'. 
Caso II. 2 es cr—finitoy l:!~p<x. 
Es una simple consecuencia del caso anterior, de los Lemas (1.3.1.5) y 
(1.3.1.6) y del diagrama conmutativo. 
q (ss) 	T 	L" (u) 	 g 	> Tg 
(2) T L"(2) 	 ghX > T 
ghI.  




( 'Iq ) = Jgh'd2 
= Jfghd2= Jfghdp=7(f) 
(para q 	=1 se sigue del mismo modo) y hemos demostrado (b) y parte 
(a) 
Caso M. Veamos ahora el caso general de (a), para ello consideremos el 
conjunto 
C = {B E M (B, MB, 2B es a - finito}, 
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q gA 
q q q 
q' 
C.S. + 
q ALD q = gAD gD gA 
entonces por el caso anterior y el Lema (1.3.1.4), para cada A e C, existe 
geL, que se anula fuera de A, para todo feL (para p<co) 
(fIA)= JfgAd2, 
y si consideramos una sucesión H e C, tal que 
gHfl tsupjgA : AeCJ=k2!~[çb<co, 
entonces H = uH e C. 
Demostremos que las funciones gse solapan de modo que, 
supremo k y que gH e Lsatisface el resultado. 
Si A,B e C, A c B, entonces para cada fe if 
JfgAdÁ = ç(fj= b(fiAIB)= JfIAgBd2, 
g^ alcanza el 
por lo que T(g) = T(Ig) y como T es ínyectiva, gA = gBIA en casi todas 
partes. De esto sigue por un lado que gA q :!~gBqY como H e C 
q 
	
gHllq 	=: gHflq =k =: gB q :5H q 
	VBeC, 
y por otro lado, para A,D e C disjuntos, gAD1A = 9A c.s. y gAJD1D = 9D c.s. y 
por tanto AD = 9A + en casi todas partes, para q <co 




q gD : =1gHD 
por tanto gH e L satisface el resultado, pues si f e if entonces 
çS(f) = (ftH) + Ç$(/I, ) = JfgHdÁ, 
pues si ponemos h = fjH ElY, (h)= o, ya que D = {h * o} es o,  — finito, por 
tanto 9D = O c.s. y 
(h) = (hID ) = JhgDdi = O 	 o 
1.4. TEOREMA DE RADON-NIKODYM 
El Teorema de Radon-Nikodym, nace con el análisis que hace Lebesgue 
(en 1903) del Teorema Fundamental del Cálculo dando una condición 
necesaria y suficiente para que este Teorema se cumpla. Al año siguiente Vital¡ 
caracteriza las funciones para las que se cumple el citado Teorema como 
funciones absolutamente continuas. Los resultados de Lebesgue y Vitali fueron 
extendidos en 1913 por Radon para una medida de Borel en un espacio 
euclidiano, y en 1929-30 por Nikodym. 
En 1939 Bochner prueba una versión de la propiedad para el caso que 1 y 
,u sean aditivas. En 1940 Von Neuman demuestra la propiedad dé 
Radon-Nikodym para  « 1 donde 2 y ,u son medidas acotadas. 
El Teorema dé Radon-Nikodym es una de las herramientas fundamentales 
en la teoría de las medidas vectoriales y con él se introduce un punto de vista 
para el estudio y clasificación de los espacios de Banach. 
El Teorema de Radon-Nikodym establece el resultado inverso, es decir que si 
.t es una medida que verifica la condición de anular a los conjuntos que son de 
medida nula para 2 (propiedad que denotamos con ,u «2), entonces ,u = fi, 
para una cierta f integrable. 
"1; 
Definición 1.4.1. Sea p una medida compleja (en particular una medida o una 
medida real), en el espacio de medida (1,M,2), diremos que p es 
absolutamente continua respecto de 2, y denotamos p «2, si para E E M 
2(E)=O => p(E)=O 
A continuación vemos uno de los resultados fundamentales de la Teoría 
de la Medida. 
Teorema de Radon-Nikodym'1.4.2. Sea 2 y p medidas o.-finita en (M,2), 
tales que p «2. Entonces existe una única 1 función finita f, medible e 
integrable f :1 -> [O,-o), tal que para cada E E M 
p(E)= JE2 
Demostración. La unicidad es consecuencia del hecho que 2 es o. - finita en 
(I,M,2) y J fd2 J pi para todo E E M, entonces f ~ f' en casi todas 
partes. 
La existencia la vamos a dividir en una serie de pasos: 
(a) Supongamos que 2 y p son medidas finitas y consideremos el 
conjunto 
F = {g :1 -> [O,ct], medible 2-integrables tales que 
Jgd2 :!~ p(E),VE E=- M}, 
el cual es no vacío - O E F 
- 
y si g,f E F entonces max(g,f) E F, pues 
O :i~ h = max(g,f) es medible, por tanto es integrable y si consideramos un 
EEM, B={xEM:g(x)>f(x)}y C={xEM:g(x):5f(x)}, 
'Única en el sentido de la definición 1.3.1. 
17 
entonces 
SE1UJ2 = fB1u12+ fJ2 
= IB gd2 + fc fdl :!~ p(B) + p(c) = 
consideramos ahora 
s=supffd2:feF} yfeF, ffd21's, 
y veamos que el supremo se alcanza. Sea f, = max{g1 ..... g} e F, entonces 
f'tf converge a una función medible f, además g :!~ f,, y por tanto 
f
gd2 :!~ ffd2 :!~ s, por tanto aplicando el Teorema de la Convergencia 
Monótona s 
= f fdl y para todo E e M, f fd2 f fd2, por tanto 
fE fd2 :i~ p(E) y f e F y como es integrable podernos considerarla finita 
haciéndola cero donde valga ao . 
Como p(E) f fd2 podemos considerar la medida finita, 
v(E)=p(E)_fEfdl, 
entonces y «2. Comprobemos qúe v(I) = o, ya que en este caso, para todo 
Ecl y v(E)=O, osea 
Ju(E)_fEfd2=O 
lo que equivale a 
p(E)= fEfd2. 
En caso contrario '0 < v(I) < co, vamos a llegar a una contradicción. Como 2 
es finita existe un k> O tal que k2(I) < v(I) y por tanto para una medida 
compleja finita ji' = y - U, p'(i)> O. Consideramos una Descomposición de 
Hahn 	para p'. Vemos que J(f + klp)> s y que (f + klp) € F: 
J(f + Mp) = s + k2(P) y si fuese 2(P) = O tendríamos v(P) = O y p'(P) = O, por 
tanto una contradicción pues o <p'(I) = p'(N) :!~- O. 
Ahora para cada E medible p'(ErP)t~: O y 
JE 1 2 JEfd2+'c2(E rP) JE fd2+ 
~ JE fd2+v ) , 
lo cual es absurdo y el resultado sigue. 
(b) Supongamos ahora que 2 y p son medibles o- -finitas, entonces para 
cada n con E € M, que podemos tomar conjuntos disjuntos, tales que 
uE =1, p(E)<co y 2(E)<CO. Si consideramos las medidas finitas 2 y p en 
cada espacio medible (E,MJ, tendremos que p « Á y por (a) existen 
g : E -> [o,) medibles e integrables, que podemos extender a 1, 
g : i -+ [0, o) haciéndolas nulas fuera de E de tal forma que para cada E € M 
p(Er En ) = J gd2= Jgd2 
por tanto 
p(E)= p(ErE) 
L g fld2 = 




Un espacio de Banach tiene la propiedad de Radon-Nikodym si satisface el 
Teorema de Radon-Nikodym con respecto a cualquier medida finita y positiva. 
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Teorema 1.4.3. Si X tiene la propiedad de Radon-Nikodym, entonces todo 
subespacio cerrado de X tiene la propiedad de Radon-Nikodym. 
Para una demostración ver [32] 
Veamos algunos ejemplos de espacios de Banach que no tienen la 
propiedad de Radon-Nikodym. 
Ejemplo 1.4.4 c0 no posee la propiedad de Radon-Nikodym. 
En efecto, sea p : (o,i] —+ n definida mediante 
,u,, (E)= Jsin22adt 
para cada conjunto medible Lebesgue E en (o,i]. Por el Lema de Riemann-
Lebesgue se tiene que para cada E medible 1imp(E)= O: por lo tanto, si M 
denota el a—álgebra de los conjuntos medibles de Lebesgue en (o,i], la 
función de conjuntos v(E) = (p(E)) 1 toma valores en c0 . Claramente y es una 
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fE 
sen2,a dt:!~2(E); VEeM 
donde 2 denota la medida de Lebesgue en (o,i]. 
De la expresión v(E) CO :!1~ 2(E) para cada E e M se deduce que y «2, y 
que y es numerablemente aditiva y de variación acotada. Si c0 tiene la 
propiedad de Radon-Nikodym, existe una función Bochner integrable 
f:[O,1)-+c0 tal que 
v(E)=Jfd2 VEeM, 
in 
Sea 1 : c0 - 91 definida mediante 1(a) = a, la n -ésima coordenada en c0 
de a = (a) 1 . i es lineal y continua, tenemos que 
JUfl(E)=1v(E)=T(fE fd2) 
fE1'2 ffd2 VEEM 
Lo cual implica que 	= sen2'7t 2- casi en todas partes; de donde se sigue 
que f(t) o c0 2- casi en todas partes, puesto que para cada n E N, 
3 ~,({t : f 
- 2fJ 4 
Ejemplos 1.4.5. Ni I ni C[01] tienen la propiedad de Radon-Nikodym. 
Tanto F como C[011 contienen copias isomórficas de c0 - 
Nos dedicaremos a preparar el camino para demostrar un resultado de 
Dunford y Pettis que afirma que todo espacio de Banach dual separable tiene la 
propiedad de Radon-Nikodym. 
Definición 1.4.6. Un operador T:L'(2)—*X, lineal y continuo se llama 
representable si existe una función fe £»(2;X) tal que 
T(g) 
= f 
gf92 	Vg E L'(2). 
Lema 1.4.7. Sea T L' (2) - X, un operador lineal y acotado, para cada E E M 
definimos v(E) = T(ZE). Entonces T es representable si y sólo si existe 
fEL'(2;X) tal que v(E)= ffd2 	VEEM. 






v(E) = T(ZE) = 5 XE fd2 = SE fd2 VE M. 
Inversamente, sea v(E)= T(E)= SE fd2 para alguna f  L'(a;X) y para 
todo E € M. Claramente y es medida vectorial numerablemente aditiva y de 
variación acotada. 
Además, para cada E € M tenemos 
v(E) T(zJ:5 2' 
lo cual implica que la variación v de y satisface la desigualdad 
V (E):!~r 2(E) 	VE E M. 
como para cada E E M, 
v(E)= SE 
podemos concluir que 	:5 [; y por lo tanto fE L(L;X). 





g(. f(•) d,% :5 f g 
       
luego 	y de ello se deduce que ljT = f 
	
El 
Teorema 1.4.8. Un espacio de Banach X tiene la propiedad de 
Radon-Nikodym si sólo si todo operador lineal y acotado T : L'(a)—* x es 
representable. 
Demostración. Supongamos que X tiene la propiedad de Radon-Nikodym y 
sea T L'(,%) -* X un operador lineal acotado. Definimos y M -* X mediante 
v(E)=T( E). Como v(E) :i~ T 
	
se sigue que y es numerablemente aditiva, 
de variación acotada y absolutamente continua con respecto a Á. Como X 
tiene la propiedad de Radon-Nikodym, existe fE L'(%;X) tal que v(E)= Jfdt 
VE E M y el lema precedente demuestra la condición necesaria. 
Supongamos ahora que todo operador lineal y acotado T : L'(%) -> X es 
representable y sea v : M -> X una medida vectorial absolutamente continua 
con respecto a .Z, numerablemente aditiva y de variación acotada; luego la 
variación jv de y también es numerablemente aditiva y absolutamente 
continua con respecto a )i. y por el Teorema de Radon-Nikodym para medidas 
escalares, se tiene que existe h E L'(%) tal que V (E)=Jhdt VEEM. 
Pongamos 
E ={wE I:n-1:!:-~:h(w)<n;nE N}. 
La sucesión {Efl}flEN está contenida en M, sus elementos son disjuntos dos 
a dos y I=U 1E. Fijemos nEN; y para cada función simple g = x1 x4 
i=1 
definamos el operador 







XI V (E nA):5 n A) :5 g 
Esto implica que 7 es un operador lineal y continuo sobre el espacio de las 
funciones simples y por la densidad se extiende a un operador lineal y continuo 
en L'(2). Por hipótesis este operador es representable, existe fE L°°(2;X) tal 
que T(g) 
= 
J gfd2. Además, si E e M entonces 
v(Er'E)= T(ZE)= JE fnd2 . 
Haciendo n recorrer N, obtenemos una sucesión (ji) en L°°(2;X) tal que 
v (En Ej=Jffld2 VEEM. 
Definamos f :1 —* X mediante f(w) = ffl(w)zE(w). Como y es 
numerablemente aditiva y de variación acotada se tiene que 
v(E)=limI fd2. E -u_1E) 
Ya que 
~ v(E) 
para cada m,n E N, se sigue por el teorema de la convergencia monótona que 
fEL1(2); luego 
iimj 	fd2=Jfd2 E El 
Ahora estamos en condiciones de demostrar el Teorema de Dunford-Pettis: 
Teorema 1.4.9. Todo espacio de Banach dual separable tiene la propiedad de 
Radon-Nikodym. 
Demostración. Sea X un espacio de Banach con dual separable X; y 
T : L1(2)_*X un operador lineal y continuo. Para cada partición finita II de 1, 









Como X es separable también los es X y por lo tanto existe una sucesión 
{x} denso en s(x)= {x: XII = i}. Para tal sucesión escojamos f, e L(2) tal 
que 
(x,T(g)) = Jg/d2. 






j f d2 
= jg 	2(E) ZE'12 
EE [I 
= jgE11(f)d2; 
lo cual implica que xf11  = E11(f) para cada partición II y todo n N Como 
L°(2) Vn EN, se tiene que E11(j) e L00(2) y si las particiones rl son 
ordenadas por refinamiento, entonces 
linOAf 	L(2) ° 
Por lo tanto, existe una sucesión {1m}  de particiones y un conjunto nulo P tal 
que para cada n e N, 
hm xf11 (w) = f, (w) uniformemente en w e 1- P m-->w -  




Por lo tanto 1f11 (w)} es relativamente compacto en x con la 
topología débil . Definimos f(w), como cualquier punto límite de j11 (w). 
Para cada n e N, lim x,j11 (w) = j(w) uniformemente en w e 1- P; se 
tiene que lim xj11 (w) = xj(w) y por lo tanto xj es medible. 
Como f tiene valores en un conjunto separable (en la clausura de 1f.. (w)I 
que es relativamente compacto con respecto a la topología débil de X) y 
f(w)j = supxj(w) implica que f fuertemente medible y por ser acotada, f 
es B-integrable y 
(xT(g))= JgfdZ= Jgxfd.%=xJgfdZ neN; 
y de la densidad de {x} en s(x) tenemos, que T(g)= Jgfd,. Por lo tanto X 
tiene la propiedad de Radon-Nikodym. 	 O 
Veamos un corolario que es consecuente del Teorema anterior. 
Corolario 1.4.10. Los espacios reflexivos y separables tienen la propiedad de 
Radon-Nikodym. 
Demostración: Todo espacio reflexivo es isomorfo a su doble-dual. 	O 
Otro teorema interesante, relacionado con esto, es el teorema de 
Representación de Riesz, nos permite caracterizar completamente el espacio 
dual de L'(%). 
Teorema 1.4.11. (Representación de Riesz). Si X es un espacio de Banach 
y T: L'(%) -* X es un operador lineal continuo entonces existe g e L'i,X) tal 
que Tf = Jfgd,% para cada f e11 (A). Si la función g esta en L(.%) y el 
operador T esta enL1(), entonces 9 
	
fl 
Demostración: Existe una función g E=- V(A)  tal que para todas funciones 
simples s, 
T(s)= Jgsd2 	 (1) 
probaremos que g E L(2). Sea & > O y 
E={x: g(x) ~ 
sea Ik1 =1 y gk= g. El espacio de medida (1,M,2) es finito y k e L'(2). Sea 
(sa ) una sucesión de funciones simples que convergen a k en L'(2). Por la 
construcción de las funciones simples podemos asumir k :!~ 1. Por tanto 
T(k%E)=limT(sfl%E)= hm J gsd2 = Jgkd2 
donde las igualdades esta sustentadas por el Teorema de la Convergencia 
Dominada. Por tanto 
T2(E)~ T(kxE = J gkXE  = Jgd2 
   
~: 
Esto sigue que 2(E) = O. Ya que & > O es arbitrario, entonces 11 ~: 	Esto 
prueba que g E 	por la densidad de las funciones simples en L'(2) y (1) 
implica 
Tf 
= J gfd2, 11 ~ 
	
(2) 
De esta manera se obtiene la existencia del Teorema. Para verificar la 
unicidad, suponga 
/ y h2 ambos representan a T y sea f e L'(2) tal que I f :!~ 1 y 
f(h1 - h2) = Entonces 
O=Tf-Tf= Ç(h-k)fd2= h-hd2. 






Este resultado puede ser extendido al caso o -finito. 
CAPITULO II 
TRANSFORMADA DE LAPLACE 
2.1 GENERALIDADES DE LA TRANSFORMADA DE LAPLACE 
La teoría de la Transformada de Laplace tiene una rica historia, a partir del 
artículo de Euler, "De Constuctione Aequationum" de 1737. Desde entonces 
es usada extensamente en matemática; en particular en las ecuaciones 
diferenciales y funcionales. 
En la monografía "Theory Analytique des Probabilites" de Pierre-Simón Marquis 
de Laplace (1812), aparece la Transformada de Laplace de una función 
f :1 -+ R. Es la función F: A -+ f'ef(t)dt 	donde F 
está definida para 
todo Re  > a y a depende del desarrollo exponencial de la función 
F o más 
precisamente, sobre el desarrollo exponencial de su antiderivada 
F(t) Çf(s)ds. La propiedad más significativa de la Transformada de Laplace 
es básicamente que convierte la diferenciación y la integración en 
multiplicación y división respectivamente. 
En los años 1900 el físico, matemático, ingeniero y electricista inglés Oliver 
Heaviside (1850-1925), en la monografía "Electro-MagnetiC Theory" da. un 
conjunto de propiedades para un "cálculo operacional», que permite resolver 
problemas de ecuaciones diferenciales ordinadarias transformándolos en 
problemas algebraicos. El libro "Métodos de Heavíside" da una guía para la 
solución de una ecuación diferencial ordinadana mucho más simple que el 
métodó de Fourier. 
Sylvia Martis in Biddau, en el artículo "Studio Della trasformazione di 
Laplace e Della sua inversa dal punto di vista dei funzionali analitici" de 1933, 
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proporciona un interesante informe global de las contribuciones D.V. Widder y 
de G. Doetsh. 
Las obras de D.V. Widder" The Laplace Transform" de 1941 y  "An 
Introduction to Transform Theory "de 1971, lo mismo que las de G. Doetsch, 
Theone und Anwendung der Laplace-Transformatión" de1937 y "Handbuch 
der Laplace-transformation" de 1950-1955-1957 permanecen útiles para 
trabajos posteriores. Estas obras son todavía la mejor introducción a la 
Transformada de Laplace. 
Una primera versión sobre la teoría de la Transformada de Laplace para 
funciones con valores en un espacio de Banach X, esta contenida en la 
monografía de E. Hille. uFuncfional  Analysis and Semi-Groups" de 1948. 
La extensión de los resultados de la teoría clásica numérica 	de la 
Transformada de Laplace 
(L) 
	
F(t) = J ef(t)dt 	(2> 0) 
a una función con valor en un espacio de Banach X presenta varias 
dificultades. Hille comenta en vanas ocasiones que esto puede ser posible si 
X es reflexivo; sin embargo no en general. Este hecho fue demostrado por S. 
Zaidman en 1960. Algunos resultados de la teoría clásica de la Transformada 
de Laplace son extendidos a un espacio de Banach X si y solo sí X tiene la 
propiedad de Radon-Nikodym (si X es un espacio reflexivo esto lo sustenta el 
teorema fundamental del cálculo). 
El avance más significativo se da en 1987 con W. Arendt, en el artículo 
"Vector valued Laplace transforms and Cauchy problems". - En este artículo, 
Arendt prueba que el Teorema de Widder, uno de los principales resultados de 
¿11 
F(0)=O y Fil 	
[F(t) - F(s) 
IILip := 
l,skO 	t-si  
<. 
la teoría clásica, se puede extender a un espacio de Banach arbitrario, si la 
Transformada de Laplace es reemplazada por la Transformada Laplace-
Stieltjes. 
2.2 LA TRANSFORMADA DE LAPLACE EN ESPACIOS DE BANACH CON 
LA PROPIEDAD DE RADON-NIKODYM. 
Debemos recordar el Teorema de Representación de Riesz para 
funciones Lipschitzians. 
Definición 2.2.1 F E Lip0(I,X) si 
Sea F E Lip0(I,X). Entonces r(2)= Çe'dF(t) es analítica y 
r(2)= Je"(—t)'dF(t) 	 (1) 
para fl E N. y Re  > O. Para una prueba, ver [i], [11] y [19]. 
Obtenemos una estimación por coeficientes de Taylor para r. Sea x E X y 
defina f. (t) = (F(t),x). Entonces 	E L1p0(I) y < Lip F Lip De esto se 
sigue que f. es diferenciable casi en todas partes y f.(t)=J'f.(s)ds para 
todo t ;-> o. Claramente IIf (t)II :!~- II 'Fil ILip 
 
casi en todas partes y por (1) 
   
1 
r(".), x) = k+1 r e' (- t)f. (tkit \ 	k! k! 
¿j 
Puesto 	que 	2n41 fe' -dt =1 	(2 > 0,n E N0 ) 	obtenemos 
/2k41 1 r(k)(2),X*\ 
\ 	k! 	/ Lip 
para todo xt E X y 2> 0. Esto es 
   




r(2 < F 
Lip 
      
Sea C(I;x):= r E C°(I;x): w < 
c;(I,x) es un espacio de Banach, llamado Espacio de Widder. 
Sea f E L°(I) la Transformada de Laplace F de f, esta dada por 
F(2) = Jef(tt (2> o) 
y es bien sabido que F E c(I). 
Se plantea el siguiente problema: Dada una función F E c(I): ¿cuándo ésta 
es la transformada de algún elemento f de L°(I)?. El siguiente resultado 
envuelve solo la función original F, no sus infinitas derivadas. 
Teorema 2.2.2. Sea F E c(i). Las siguientes aseveraciones son equivalentes: 
1. F es la transformada de alguna f E L0(I). 
2. Existe una constante M, talque 2F(2) :5 M casi en todas partes, para 2 > O 
y 
fl E N. 
3. Existe una constante M, talque 
todo 2>0 ytodonEN. 
( 1Y1cJn;F(j; :5 M para 
j=1 (j-1)! 
< M para 2> 0 casi en todas partes, y para infinitos 
2F(2:~M y 
41 
Demostración: (1 implica 3) Póngase M = esssupf(t. 	Es claro que 
O<I<oo 




(-T, c1P?2F(j2 = f°°2'  ir   e in  ef(r)dr .,e '—' (j-i)! 
   
s: )'e'f(r)dt 
(3 implica 2) Obvio. 
(2 implica 1). Sea   in 
n 
 
La condición sobre F, implica que existe n <n < ... tal que (ja,) es una 
sucesión acotada en L(I). Como L(I) es el dual del espacio separable L'(I 
(ja,) tiene una subsucesión (fflk)  que converge en la topología débil a 
f E L(I). En particular, para todo 2 > O, 
hmfe'f (r)dr = f° e"f(t)dt 
k—>w .FO 
por otra parte, puesto que 








    
    
y 




e'ds < 00 
   
tenemos 
= 	
eF ---e'dt o 	r 
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= 	' 	/ 
e jnFe?2ds 
r s (S 
=  Fe'e 	F('ids 0 
= 	F  2n  
n+u n+u)
dú 
- 	 n e _e e_u 	FI  2n )dú, 
n+u n+u 
por el Teorema de la Convergencia Dominada (usando la condición que 
2!~ M en todas partes, para 2> 0) 
lhn f ffr»'dt = fee"F(2)du = F(2) 
por tanto F es la transformada de Laplace de f. 	 O 
Observación: Este resultado proporciona la siguiente formula de inversión 
f(t) 	(-i)'-' e jn F- 
l1m U ) 	t 	t ) 
el límite en la topología débil de L''(I). 
En la prueba del teorema anterior, usamos la siguiente versión del Teorema 
de la Convergencia Dominada: si f, Eg,1 <, entonces 
g, 
Esta clase de argumento lo usaremos posteriormente y no será mencionado 
explícitamente. 
Nosotros demostramos la equivalencia de las propiedades anteriores si el 
espacio de Banach X tiene la propiedad Radon-Nikodym. 
AS 
Corolario 2.2.3. Supongamos una función continua sobre 1 satisface 
sup 
sup 
>O,neN (j -1)! e2F(j) 
 
   
Entonces F es infinitamente diferenciable y puede ser extendida a una 
función sobre el semiplano {z € C Rez > ø}. 
Ahora consideramos a Transformada de Laplace para funciones con valores 
vectoriales. 
Dada fe L(I,Xdonde X es un espacio de Banach, queremos demostrar 
que la Transformada de Laplace de F de f satisface: 
sup2F(% 
bO 
<cIj Y sup 
bO,neN 
(j-1)! e2F(j)) 
    
La idea es demostrar que la condición, (Pj es equivalente a la condición 
de Widder, usando el mismo argumento como en la prueba del teorema 2.2.2. 
Teorema 2.2.4. Sea X un espacio de Banach y sea F e C(i,x). Las 
siguientes aseveraciones son equivalentes: 
1. Existe una función Lipschitziana a i - x con a(0) = O 
talque 
F(Á) = 1 o le-"a(t)d1 	VÁ> O. J 
2. F satisface la condición (it). 
3 	F es infinitamente diferenciable y 
sup{ 
1 
X+'F (n) (A~ :2> 0,ne Nulo}} <. 
 
Demostración. (1 implica 2). Sea x e X. Consideramos la función con valor 
escalar g(t) = (a(t)x). La condición sobre a implica que existe f e L(I) 
talque g(t) = J'f(s)ds para todo t ~: o. Así para cada 2 > 0, tenemos por el 
teorema de Fubini que 
(F(4x*) = 	 Çf(s)ds)dt = Je'f(t)1t. 
Usando la prueba del teorema 2.2.2, junto con el Principio de Acotamiento 
Uniforme, vemos que F satisface la condición (Rj. 
(2 implica 1). Para cada x e X, consideramos la función, 
2 -+ (F(4x). 
por el teorema 2.2.2, existe 	e L(0,cx) talque 
(F(4x*) = fe2Afx.(tk1t 	VI 
de esto se sigue que existe una función a que satisface el requerimiento (Ver 
[i], teorema 1.1). 
La equivalencia de 1 implica 3 es justamente la (1), del teorema 1.1 ya 
mencionado. 	 O 
Teorema 2.2.5. Un espacio de Banach X tiene la propiedad de Radon-
Nikodym si y solo si cada F e c(i,x) satisface la condición (i) es la 
Transformada de Laplace de alguna f e L(I,X). 
¿17 
Demostración; Esto es una consecuencia inmediata del teorema 2.2.4 y 
del teorema 1.4 de [i]. 
	 'o 
2.3 LA TRANSFORMADA DE LAPLACE EN ESPACIOS DE BANACH 
ARBITRARIOS 
En todos los operadores lineales acotados debemos seleccionar un dominio 
adecuado. Para la Transformada de Laplace-Stieltjes también debemos 
escoger el espacio de dominio y esta dado por la definición 2.2 1. 
La Transformada de Laplace-Stieltjes es una generalización de la 
transformada de Laplace; esta generalización necesita un tratamiento efectivo 
en la transformada de Laplace de funciones con valores vectoriales. 
La clave para estudiar la teoría de la Transformada de Laplace-Stieltjes es 
la representación de Riesz-Stieltjes 
Investigamos el operador <Ds  de Riesz-Stieltjes que asigna a F E L1p0 (I,X) 
un operador lineal acotado TF  : P(I) -* X tal que 
Tj := f° f(t)dF(t) lim ff(t)dF(t) 
cuando la función f E P(i) es continua, demostramos que t es un 
isomorfismo isométrico entre Lip0(I,X) y L'(I,X), el espacio de todos los 
operadores lineales desde el espacio de Banach P(I) hasta X 
Teorema 2.3.1. (Representación de Riesz-Stieltjes). Existe un único 
isomorfismo isométrico <D : F -* TF  desde Lip0(I,X) hasta iJ(i,x) tal que 
t2 
TFX0,J = F(t) 
para todo t ~ O y F E=- Lip0(I,X). Además 
Tg := s: g(t)F(t) hm fg(t)dF(t)F    
para todas las funciones g E V(I) continuas. 
Demostración: Sea D:[{%[01]: t > o}] 	, el espacio de las funciones 
escalonadas, el cual es denso en V(I). 
Para cada f D existe una única representación 
f = 
¡=1 
donde O = t0 <t1 < ... <t ,a, E C (i = 1,• .,n). Sea F E Lip0(I,X) y definimos 
T:D-X por 
T(f)= T
( n 	 n 
Fa1%[I 
t]J 
:= 	a,(F(t,)-F(t, —i)). 
Entonces 
n 
T(f) :i~ F  
i=1 
FL (i) f 








li T (t-s). 
     
[Al indica el espacio vectorial generado por el conjunto A 
¿ja 
Así, FEL1p0(I,X) y F ~ 
Lip0 (1) 
T. Por la definición se tiene que T = TF ' 
T = E implica F = G. Esto demuestra que F -> TF es un isomorfismo 
isométrico. 
Finalmente, sea g E L1(I) una función continua y F E Lip0(I). Tomamos 
t> O y ir sea una partición de [0,1] por medio de los puntos 
O = t0 <t1 <..< t, = 1y tomamos puntos intermedios 5, E [t, 1 ,t]. 
Sea 
f,r := 
entonces; s(g,F,,r) TF(fff). 
Cuando kz• -30 
	
- gx[0,1) -3 0, así 
J' g(s)dF(s) = TF (gx[O ,)). 
Cuando t -> oo 	9x[0,1) - g 1 	o luego 
J 
g(s)dF(s) := T(9). 	 O 
El Teorema de- Representación de Riesz-Stieltjes es importante por las 
razones siguientes. Considerando la Transformada de Laplace-Stieltjes 
podemos conocer las propiedades de F y su transformada ¿F influyendo 
cada uno en el otro. 
Observe que: 
A 
dF(,%) = TF e 	y F(t) = TFX[o,j 
Para todo ,,t> o, donde e denota la función exponencial t - e. Por 
tanto, si uno conoce la función F, entonces el operador TF está determinado 
sn 
sobre el conjunto de las funciones características, el cual está contenido en 
V(I). Por tanto TF , y pn particular dF(2) = TFe 	esta completamente 
determinados. 
Inversamente, cualquier información de ¿E(2) para 2>0, se traslada 
información sobre TF , en el conjunto de las funciones exponenciales que es 
completo en V(I) 	(ver el Teorema 2.3.5). Así, 	determina las 
propiedades de TF y en particular las de 
TF%[o] = F(t), 	(r ~ 
Del siguiente análisis resulta la forma compleja que será usada. Esta prueba 
puede ser encontrada en [23]. 
Teorema 2.3.2. Supongamos que h es una función analítica acotada sobre 
el disco unitario no idénticamente nula y a1,a2,... son los ceros de h. Entonces 
n=I 
Teorema 2.3.3. Suponga que i(2) es analítica sobre la región 1 para cada 
n e N, que ninguno de los i(2) es idénticamente cero, y que 
1— r, (2 




converge uniformemente sobre los subconjuntos compactos de 1. Así r es 
analítica sobre 1. Además tenemos que 
m(r,2)= m(r,2), 	2E 1, 
n=I 
donde m(r,2) está definida la multiplicidad del cero de r en Á. (Si r(2) :# O, 
entonces m(r, 2) = O) 
Motivado por el Teorema 2.3.2 y el hecho que la hemografía 2 —* 
2-1 
proyecta el semiplano Re?> O sobre el círculo unitario, damos la siguiente 
definición. 
Definición 2.3.4. Una sucesión de números complejos distintos, (2fl)flGN sin 
puntos de acumulación y con la propiedad que Re2 ~ r> O para algún 




cuando N —* 03 
Teorema 2.3.5. Sea (2JflGN una sucesión de unicidad. Entonces la fámilia de 
funciones exponenciales t —* e 2" es completa en L'(I). 
Demostración: 









çb: L'(O,l) —> L'(I) 
definido por 
çb(f)(t) := n0e0tf(e01) 




= n0e 	(e 01 ) = e 04 
no 
por tanto, la familia de monomios en M, esta sobre el conjunto de las 
funciones exponenciales. 
= {e : n ~t n0 } 
ya que M es completo en L'(O,I), sigue que 1 es completo enL'(I). 
b) Para terminar la prueba, hay que probar que el conjunto H 
contiene la clausura del intervalo de las funciones {e" }flEN y también el 
conjunto 1 . Si H 	, entonces la conclusión sigue desde a). 
Supongamos que H no contiene el conjunto 1. Entonces existe m 2~ n0 
talque t -+ e m' o H. Por el Teorema de Hahn-Banach, existe 0 c= L(I) = L' (1) 
talque (H) = o y (em,b) ~ O, sea O < /9< r• 
La función 
2 -> çii(2) := (e2,0) = 0 
' e 2q (t)dt 
es analítica y acotada por Re2 2~ fi y la función p: z -+ 
1+z
+ fi tiene su 
1—z 
gráfica entre el disco unitario y el semiplano {Re2 > ,8}. 
—'8 — 1 
/9-1 
Definamos h(z) := 	 y p, := p1(2) 
= 2 — 0 +' 
Entonces h es analítica y acotada en el disco unitario, además 
VnE N 
,1-1 	,1 +1l—k-1  
sea a,, := 1-u,, = 	  y b =1 	= 
Puesto que ,1+ 1 
2 2 =4Re,, se sigue, que 
-/3-1 
)An -/3 + 1 
) 
= 	% +1 	% flJ2 __/3_12 	+1+1 A
n -1 




An -JO + 11 + An -/3 - 
+ —1 i1 +1 
Ya que O < ,6 <  y y Re1 ~ y, de esto sigue, que la distancia de %,, a -1 es 
mayor que las distancias de -1 y 1 a An - /3; o sea que Á + 1 > - /3±1 
Además, de +2 se sigue que +1 —1 -2. 
Así 
aRei1—/3 
bn - Re1 
Re,—/3 2,%+1-2 






dado que jbn -> co cuando N-+cic, obtenemos que  
n=1 
cuando N -> co . Usando el Teorema 2.3.2 se tiene que h(u) = o para 1,ul, <1. 
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Sin embargo, esto implica que t'(,%)= O para Re,%> ja, contradiciendo 
ití(m)~0.Luego H=L'(I). 	
O 
Ejemplos de sucesiones que no satisfacen la condición del Teorema anterior 
son 	= na para a > 1 y =1+ in. 
Algunos ejemplos de sucesiones que satisfacen la condición de la Teorema 
anterior son las sucesiones equidistantes Á,, =, a +  nb sobre la línea vertical 
x = a (a,b > o) o sucesiones convergentes 	—* 
% (Re.% >0) , sobre alguna 
línea y=a, para algún a€R. 
Sea ,% = (x,y) E C, talque Re,%> O. Sea también 
A = (-1,0)  y B = (1,0). 
Obviamente, la distancia de ,% a A es mayor, que la distancia de ,% a 
B. Por 
lo tanto 
— it  =e<i 
+1 
Ahora fijemos 0< e < 1. Tomando el punto ,% = (x,y), 
en el semiplano, tal que 
—11  =6 
por tanto, tenemos 	 
— 1)2 + y2 
= e, así j(x — 1)2 + y2 = 	+ 1)2 + y2 . 
J(x+i +y2 
elevando al cuadrado ambos lados, obtenemos 
x2(1_ 62)_2x(1+62)+y2(1_ 62 )+(1_62)0 
dividiendo por (1_e2) y completando cuadrado, obtenemos 
/ 2 / 1+e2 
' 2 (1+62 
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que es la ecuación del círculo centrado sobre la abscisa real 	2 o i con 
radio
2e 
2• Por tanto, el conjunto de puntos 2 = (x,y) pertenece al semiplano, 1—e 




(1+e2 	 2e 
es un circulo con centro 	2 o 1 y radio 	 1—e ) 	1—c 
Notamos, que cuando c -> 1 ambos, el radio y la coordenada x tienden 




, OJ y radio 
2n,2 2n 




2_II N 	 N1 
1_n  
n=1 
cuando N - . Podemos demostrar que estos puntos son sucesiones de 
unicidad sobre alguna línea verticál x = 7,  con 7>0 y sobre alguna línea 
y = - (x> o), donde a es algún número real. Sea -> O, entonces C. 
intersecta la línea x = y en el punto (ry). Donde 
(2n-1—rír 
2n-1J 
por tanto, para algún y> O, existe un n e N tal que la ecuación anterior tiene 
dos raíces reales para algún n 2~ ny . El mismo tipo de argumento es usado para 
demostrar que C intercepta alguna línea y = c, para algún n ~ na . Por tanto 
éstas son sucesiones de unicidad sobre alguna línea y = ca. 
Definición 2.3.6. Decimos que la sucesión de números complejos (2fl)flEN con 
Re2 ~! y > O es una sucesión de unicidad de Laplace si dada una función 
transformable según Laplace f E L'i0(I, x) 4con la propiedad que f(2) = O, 
para cada n, entonces f O. 
En lo siguiente, veamos como el concepto de sucesión de unicidad de 
Laplace y la sucesión de unicidad de la definición 2.3.4 están relacionados.. 
Necesitamos el siguiente resultado preliminar para funciones continuas 
Lipschitz. 
Teorema 2.3.7. (Unicidad). Sea (2fl)flEN una sucesión de números complejos, 
sin punto de acumulación, Re2 ~ y > o y arg(2 :i~ 9, para algún 9 
Vn E N. Las siguientes afirmaciones son equivalentes. 
i) (2fl)fl€N es una sucesión de unicidad. 
ji) Para todo FE Lip0(I,X), tenemos que fe'dF(t)= O, para todo n EN si y 
solo si F=O. 
Demostración: (i) implica (ii). Tenemos que probar que si fe'dF(t) = o para 
todo n E N, entonces F O. Combinando el Teorema 2.3.5 con el Teorema de 
Representación de Riesz-Stieltjes 2.3.1. Por el Teorema 2.3.5, si (2fl)flEN es una 
N 	j2 -1 
sucesión talque1 	 
n=1 
cuando N — >oo . Entonces la familia de 
exponentes e" } es dnso en V(I). Por tanto, el operador 
TF 	TFg := fg(t)dF(t) 
Una función pertenece a L'0(I, x) si es B-integrable en todo subconjunto de medida finita. 
Á-,'7 
unicidad de Laplace, entonces El —+00. 
Á4 + 1 
An  —1 
tiene la propiedad 
T 	f' (e" )= e"'dF(t) = ¿F(2) = O 
como el operador inducido es cero sobre el conjunto completo, esto sigue que 
es idénticamente cero. Por tanto la función F es idénticamente cero, lo cual 
implica que (2fl)flEN  es una sucesión de unicidad de Laplace. 
Probar que (u) implica (i). Tenemos que probar que (2fl)N  es una sucesión de 









    





cuando fl —)cfO 
por tanto  2
fl +1 2 
- 1 1. Para n suficientemente grande. Así 
cos(a) 
1 




	<, para algún c > O, tenemos que 
n=1 
1 1 	<00 
n=1 1 , +E+1 
además 
ÇQ 
2Te1 	2n +C+1_2n +C1j 	2 
2+e+1 2+e+l 
pues 
An + e —1 <co 
2,, + e +1 
Para cada fl E N defina U. = 2n + e y t,(2) := 2+ ji,, +2 
. Entonces r, es 
analítica sobre el semiplano Re A> O y esto tiende a cero cuando 2 
Ahora buscamos satisfacer las condiciones de el Teorema 2.3.3. 
Primero, debemos probar que 
i—f,,(2= 




y b := 
1 
 




2+ ji,, +2 
lim ' 	
lim  ,u,,+122+2 
=  




    
existe para algún 2 E U. Por tanto 
	
1— r(2) converge uniformemente sobre 
U. Por el Teorema 2.3.3 sigue que el producto r(2) = flr,,(2) converge 
n=t 
uniformemente sobre subconjuntos compactos del semiplano Re A> O. Aquí 
r(2) es analítica sobre Re X> O. Además, solo un numero finito de factores 
rn (2) puede ser 






r(2) = O si y solo Si 2 = ,U,, para algún fl E N. Sea q(2) 
r(2) Entonces 
Áq(2) = r(2) :!~ 1 para Re2> O. Por [1]' teorema 2.5.1, se sigue que existe 
f E CO[R+,E] tal que 
<D y q(2)=J(2) 
para Re2>O. Luego 
J(2)==fl 	
•LJ-2 
2+ p +2 




< CO por tanto f(t)e <M, para algún e> O. 
     
Por tanto, h(t) := f(t)e-' es la Transformada de Laplace 
1(2) = 0 e2f(t) = J(2 + e) 
puesto que h es continua y acotada, entonces H(r) := IÓ h(s)ds pertenece a 
Lip0(I,X) y tenemos que 
d»(2) = 1(2) = J(2 + e) 
luego, d'íI(2) = J(2 + e) = J(p) = O, para todo n E N, lo cual es una 
contradicción. Esto finaliza la prueba del Teorema. 	 O 
El siguiente resultado es debido a D.V. Widder(1936) para el caso numérico y 
W. Arendt(1987) para valores vectoriales. 
Teorema de Widder 2.3.8. 	La Transformada de Laplace-Stieltjes 
Lip0(I,X) - c(I,x) es un isomorfismo isométrico. 
Para una demostración ver [191- 
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2.4. LA INVERSA DE LA TRANSFORMADA DE LAPLACE 
En este trabajo presentamos varias fórmulas de inversión para la 
Transformada de Laplace, cada una en contextos diferentes. 
Para funciones continuas f L°(I,X), donde el espacio de Banach X no 
tiene la propiedad de Radon-Nikodym. 
Teorema 2.4.1. Sea X un espacio de Banach y f 1 - X función continua y 
acotada, F su transformada. Entonces 
f(t) =lim e"nF(jn) Vt > O, 
la serie de la derecha converge uniformemente sobre subconjuntos compactos 
de 1 y uniformemente sobre subconjuntos acotados de 1 si existe 
f(O+) = iini f(t), en este caso 
f(O +) = (i - e1 
)1 
hm n 	F(jn). 
j =1 
Demostración: Sea i ~ O y PI E N. Entonces 
e'e"f(r)dr hm 	
1)' 	
'F(jn) = hm 
J n (1 (j 	—1)! j =1 
= hm fne '' e'f(r)dr 
n_, -'O 
nt+u  ~
du = hm 	
e_e e_lfI 	  
-nl n 
fe
_e e_U f(t)du si t> O 
Je
_ e_lf(0 +)du si t = o y f(O +) existe, 
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donde la última igualdad sigue del Teorema de Convergencia Dominada y la 
condición que f es continua. Ya que f es uniformemente continua sobre 
[a, b] para 0< a <b < oo (sobre (o,14 si f(O+) existe) , la convergencia dada 
en la igualdad anterior es uniforme sobre [a,b] (sobre (o,b] si f(o +) existe). LI 
Observación: Tomando algunas ideas de la prueba anterior, vemos que la 
sucesión (fa) construida en la prueba del teorema 2.2.2 converge a f para 
todo t > o 	si f es continua. Sin embargo, no podemos considerar la 
convergencia para t = o de esta sucesión. 
En el año de 1950, el matemático polaco Jan Mikusinski desarrollo de 
manera completa el fundamento matemático del cálculo operacional de 
Heaviside basado en el hecho que las funciones continuas definidas en 1, 
forman un dominio de integridad con respecto a la adición y multiplicación. 
Presentamos la formula de inversión para la Transformada de Laplace cual 
fue dada por Bumer Phragmén (conocida como inversión de Phragmén-
Mikusinski). No envuelve integrales finitas, sumas finitas y derivadas. Sin 
embargo el límite de combinaciones lineales de funciones exponenciales 
a,e°" donde los coeficientes a1  son determinadas por la Transformada de 
Laplace f de f, evaluada en los números de Müntz (j). Esta, sucesión de 
funciones exponenciales converge uniformemente si f es continua y converge 
según la norma de L' si f € 
Una sucesión (fl,)c les una sucesión de Müntz, para todo n € N, 
f3.11 —f3 	y 
en lo sucesivo X es un espacio de Banach complejo arbitrario. 
Teorema 2.4.2 (Inversión de Phragmén-Mikusinski). Sea (A)flN una 
N, 1 
sucesión de Müntz y N E N, tal que 
J=1 fin1 
q(2) := re'f(t)dt. Definiendo 





j=1.js fi - fin, 
1IIn2fl 
Entonces 
	 n 	y 
N,, 
f(t) = hm a,q(fi, 
n-* 
i=1 
donde el limite es uniforme sobre [o, s} para todo O <S <1 T. 
Demostración. Sea N tal que c,, := 
IN 1





jifinj ilj 1 
Por lo tanto, 
La prueba de este Teorema está construida sobre el hecho que la sucesión 
de funciones Ø, : 	con 
fieM * fi 2e 2 O * ... fiflNe" (-)(t+ c) para t ~ —c,, 
øn(t) 	
O 	 de otro modo 
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Converge a una función 8, en todas partes, la antiderivada cD,, 1* Ø,, 
converge ala función Heaviside H : t - 1(r) (puntualmente para todo t :# 0  y 
uniformemente para t > e). 
(A) Para demostrar que 	(t) =1— 	e' para t ~ —c,. Considérese 
Vin := 1 * fine"° * ... * j3flNe 	. Entonces 
ÇeÁwn(t)dt=-i- fifl  
22+13,, 2+J3flN 
1 	fin 	 fiN  
	







J=I J I finj - fin¡ 




obtenemos que Vi(r) =1+ 	1ye°' para t ~ O. Por lo tanto, 
n (t) = 	+ Cn) = 1+ 	y,e'" 
= 1— 
 	
e 8 ' ti
i 
	
- ni1=1 jj py
 
= 1— 	Ni fmi 	 e"'• 
para todo t ~ 	Como 
N,, 	fi 
finie -1`019  IT = 
j=l;j*i fin) - fmi 
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(B) Hay que demostrar que 
l





J=l,J;*, 137J — fin, 






	+1n  finj  +1n 
fmi  
j=I fi , 	fin, — finj 	J_—,+l 	fi — fin, 
= S1 +82 +S3. 
Primero miremos a 2• Ya que fin, :!~ fin,  —n(i — j) para j <i,y la función 
t 
—
es creciente sobre (oj 1). Sabemos que 
fi,,, —t 
< fi,—n(i—j)  fi,—n(i—j) 
fin, —fi — fin, (fin, —n(i—j)) 	n(i—j) 
por lo tanto 
2 
j=i 	
n(i—j) 	j=1 	ni 
El hecho que la funciónj 




fin, — fltd = fin, 	
''11 
1n( — ljdt. 
nt 	n 
Ahora, ln(1/t-1)> o si t e (0,1/2) y ln(1/t-1)< o si te (V2,1). Por lo tanto 







En un modo similar se puede encontrar una estimación para S + S, - Ya que la 
función r 	+ In  t 	es positiva y decreciente sobre el intervalo 
t/3rn 
pues fmi +n(f —i):!~, fi,,,,  obtenemos 
N. 	N, 
S1 +S3 	 In 	 
1=1 13nJ 	1=1+1 13nJ - fin! 
fin)  
j=+I /??) 	/3nJ - 
1 fin,+n(i — i) 
J=1+1 fi,+n(j—i) 	n(j—i) 
=[ 
/3,  
j=i 	/3n»  'i 	flJ 
ro[ finl + nt fi. +1n' +flldr 
fin 	1 +ln  
nr 
1+t"1 = J _ 	dt 
0 	l+t t 
= fin, (t1n 1 +t  
¡=0 
= fin,  
n 
< fin, ( 1fl 2). 












   
—2fi1 	 —ml 





Por lo tanto, (D,, (t ) .--> 1 cuando n •-+ , uniformemente para t > e > O - 
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De la definición de Ø se sigue que Ø, una convolución de funciones 
positivas, es positiva. Así J,, = 1* Ø es positiva y decreciente. Por tanto, 
Jo 1 eJ?,,(t)dt _+ 1. 
(D) Probamos que Je n(t)dt ->1, lo cual implica nuevamente por lo 
positivo y monotonía de 0, que In(t)+ O para todo t <o y por lo tanto 
uniformemente para todo t <—c <0. Ya que 
+1 	1 = 
multiplicando por 	 tenemos que 
fin, +1 
1 < 	P.  e 	< 	' 	
1 
	 <e'''). 
P,,, 	 n, ,+1 fl2 1 (ni)-1 P 
por definición de cI, 
J eJ?(t)dt = 
f) 
eJ?n(t)dt = e íeJ?n(t - Cn )dt 
= fi  fin,  = fi 	ello.  
1 + fin, 	,= 1 + fin, 
Por lo tanto, 
1 :!~ 	 = j 	
fJehI()2_1) 
I 1  
(ni)2 —I 
1 	1 	1  
Ya que'  (ni —1 = 1=1 (02 - 
Suponemos que existe t < O tal que Øn(t) no converge a O. Puesto que 
feØ,(s)ds ~: 	- esto sigue que f eØn(s)ds no converge a o en otro caso. 
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(E) Finalmente, tenemos las herramientas para probar la convergencia de la 
inversión de Phragmén-MikUsinski. 
Usando q(/3,) = Çef(s)ds obtenemos 
f(t) - : 
f(t)— 	(s)ds  
Sea c>0. Escójase 8>0 tal que f0- f(s) <c para It -SI <28, y sea 
n0 tal 







f(sd f(t)— Jø(s - t)f(s)ds 
   
   
 
+5 
f(t)— Jq(s —t)f(t)d 
'+5 
+ 	- tf(t) — f(4is + 
   
   
< f J' 50(s —t)d + f 
	- t)ds 
N, 
+cf 	Ø(s — t)d 
J '-s 
'+5 
+  I. 	J
'+5 
q(s—t)d 
(D(-8)—D(—t))+ f ((T - t)— (s)) 
+ fi - (5)-i 	(-8) + 	+ s)- t(t - 	:!~ e(3jj+ i). 
Para tE [0,5], tenemos la siguiente estimación (usando f(0)= O): 
f(t)_10, 
 ø(s - 
~ + J 5ø(s - tf (sds + J, 5ø (s - t)f(s)is 
:!~ 
	
((T—t)—(8))~ c(2+ f ). 
Entonces 	 converge uniformemente a f(t) sobre [0,s]. o 
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Con solo cambiar el argumento final de la prueba del Teorema anterior, 
obtenemos la convergencia en norma de L' si f L'. 
Corolario 2.4.3 Sea (flfl)fl€N , a,,, y sea N corno el Teorema 2.4.2, y 
f 	L'(0, TI; X). Entonces 
f = 
Demostración. 	Por (1.1) tenemos que 
el limite está en la norma de L'([O,T];X). 
f(.)-  ÇøÁs-tkls 
f(s+t)—f(s)d < 
	para 	jt 
buscar una estimación para 
tal que 
<8 Escogemos 	n0 	tal que fF-5 
35 
Sea ¿>0• Elegimos 8>0 
ti 
t(- 8)+ 1- (8) < 6 para todo n> n0 . Entendiendo f 
por cero, obtenemos 
  
f(t) (i - f 
'+5 
 ø(s - t)d)dt 
  
f(.)-  fT Ø(s — )f(s» < Jo 
   
   
T .i+5 
+ í
O .11 I_5 








< Ç f (1- (8)+ 	+ 	Ø(sf(t)-  f(s + tdtds (-8)) 5 -5 
T-5 T 	 T s-5 
+ 5o 
JØ(s - tf (s)dtds + 550 
Øs - t)jfs) 11 dtds 
T-5 
+i)+ fo  f(s) ((-8)-(s-T)» j 






Podemos extender la formula de inversión de Transformada de Laplace 
a la Transformada de Laplace Ásintótica de funciones definida sobre 1. 
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