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ABSTRACT 
This dissertation focuses on the electronic transport properties of carbon 
nanowalls and graphene flakes. The former has been carried out by using both normal 
metal (Ti) and superconductor (Nb) electrodes. Bottom electrodes are employed in the 
experiments. Comparing to top-electrode configuration, this configuration could help 
to narrow the electrode spacing of devices down below 1 μm.  
 In the Ti/CNW/Ti junctions, the experimental results show the presence of a 
narrow band gap and conductance fluctuations within a certain temperature range. 
Excess conductance fluctuations observed between 4 and 300 K are attributed to the 
quantum interference effect under the influence of thermally induced carrier excitation 
across a narrow bandgap. The sharp suppression of conductance fluctuation below 2.1 
K is accounted for by the formation of a layer of He 4 superfluid on the nanowalls. The 
results obtained here have important implications for potential application of CNWs in 
electronic devices. A giant gap-like behavior of dI/dV is also observed in some 
samples. The gap indicates that some phase transition may happen in those CNWs at 
low temperature.  
For Nb/CNW/Nb junctions, superconducting proximity effect was observed in 
two samples with short electrode spacing. Their temperature dependence of critical 
current is in good agreement with both Josephson coupling in long diffusive model and 
Ginzburg-Landau relationship. The above-gap feature and Andrev reflection were 
observed in the two samples. Their magnetic field dependence was also discussed. 
However, in other Nb/CNWs/Nb devices, results of proximity effect with respect to 
the electrode spacing are not consistent. This may be due to many reasons, such as the 
orientation of CNWs, quality of CNW sheet, the transparency of Nb/CNWs interface.  
Abstract 
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In the second part of this thesis, we discuss the electric transport properties of 
graphene on SiO2 substrate with different number of layer under ambient condition. By 
examining carrier mobility, minimal conductivity and conductance hysteresis in 
graphene devices, it is found that the substrate interface and surface impurity may 
greatly affect the transport properties of graphene on SiO2 substrate. Our experimental 
results indicate that magneto transport and conductance fluctuation in graphene 
devices are greatly affected by the charged impurities at the substrate/graphene 
interface.  
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CHAPTER   1 
INTRODUCTION 
 
Over the last several decades, scaling of device dimensions as described by 
Moore’s law [1] has generated amazing improvement cycles in technologies of silicon 
based electronics. As a result, complementary metal–oxide–semiconductor (CMOS) 
technology stands out as a fundamental technology and helps build the global 
information society. Looking ahead, silicon based technologies are expected to 
continue dominating electronic applications for some time, but innovations no longer 
stem from simple geometrical scaling according to Moore’s law. Instead, an era of 
material-based scaling has emerged. Novel materials must be introduced into the 
standard CMOS processes to further reduce the manufacturing cost, improve 
performance and/or save power. Being a member of the same group of the element 
periodic table as silicon, carbon is believed to be the most promising candidate for next 
generation nano-electronics. Like silicon, carbon has four valence electrons. However, 
the four valence electrons have very similar energies, as such their wave functions mix 
easily facilitating hybridization. In carbon, these valence electrons give rise to 2s, 2px, 
2py, 2pz orbitals while the other 2 inner shell electrons belong to a spherically 
symmetric 1s orbital that is tightly bound and have lower energy than outer shell 
electrons. For these reasons, only electrons of 2s, 2p orbitals can contribute to the solid 
state properties of carbon. Possessing the unique ability of hybridization, carbon atoms 
give rise to many different chemical bonding configurations, which result in the 
different allotropes of carbon. Some examples of allotropes of carbon include 
diamond, graphite, carbon nanotubes (CNTs) [2] and fullerenes [3]. 
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1.1 Carbon-based Nanostructures of Different 
Dimensionality  
 The allotropes of carbon with different relative sizes in different spatial 
directions can be classified into categories of different dimensionality, such as three-
dimensional (3D), two-dimensional (2D), one-dimensional (1D) and zero-dimensional 
(0D) (Figure 1.1).  
Diamond, a very hard, isotropic and electronically insulating material, is 
composed of a fully 3D tetrahedral sp3-hybridised C–C bonding configuration. 
Graphite, another example of 3D carbon, is a semi-metal with an insignificant overlap 
of bands (about 40 meV). The 2D planar structure in graphite, called graphene, is 
represented with a trigonal sp2 network which forms hexagonal rings of single and 
double C bonds and each planar layer interacts with weak van der Waals π bond. The 
best representation of a 2D carbon system is characterized by graphene. Graphene is an 
ideal 2D system. 1D carbon is characterized by cylindrical forms of carbon, such as 
single- and multiwalled nanotubes. Carbon nanotubes can be either semiconductors or 
metals, depending on their geometric structure. In addition, fullerene, which has the 
shape of a soccer ball, is considered as a 0D carbon. 
Over the past two decades, most research on carbon nanostructures has been 
focused on the 0D system and 1D system.[4-7] Harold Kroto at the University of 
Sussex discovered carbon clusters containing C60 or C70 atoms in 1985.[3] This 
sparked the interests of researchers in determining the properties of fullerenes and the 
accuracy of their predicted properties based on their shape and chemical bonds 
between each carbon atoms. [ 8 ] Multiwalled carbon nanotubes (MWNTs) were 
discovered by Sumio Iijima of NEC laboratory in Tsukuba in 1991. [2] In the latter 
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research, it was found that CNTs can be metal or semiconductors, which offer a wide 
range of electronic properties. 
 
 
FIG. 1.1 The carbon family (adapted from EE5209 lecture notes by Prof. Wu Yihong). 
 
As far as structure is concerned, 0D fullerene and 1D carbon nanotube are 
regarded as being wrapped up from 2D graphene. In addition, 3D graphite can be 
stacked by 2D graphene. As such, 2D graphene is always regarded as a foundation for 
0D, 1D and 3D graphitic carbon. However, graphene was presumed not to exist in free 
states. About 70 years ago, Peierls and Landau argued that strictly 2D crystals were 
thermodynamically unstable and could not exist. [9 ,10] They pointed out that a 
divergent contribution of thermal fluctuations in 2D crystal lattices should lead to such 
displacements of atoms that they become comparable to inter-atomic distances at any 
finite temperature. [11] For these reasons, graphene was only described as a theoretical 







Amorphous Carbon   







The shining  
and hard side of 
carbon 
The dark, soft  
and tough side of 
carbon 
The most  
beautiful side 
of carbon 
The most exciting  
and amazing side 
of carbon 
The less explored 
side of carbon before 
2004 
Chapter 1 Introduction 
 
National University of Singapore 4 
such as fullerenes and nanotubes. [12] Recently, the “academic” material came into 
reality, when free-standing graphene was successfully found in many ways. Generally 
speaking, the methods that are developed in getting 2D carbon fall into two categories: 
the bottom-up approach and the top-down approach. 
Following the bottom-up approach, one starts with carbon atoms and tries to 
assemble graphene sheets from atoms by chemical pathways. In 2001, vertically 
aligned 2D carbon nanosheets (or nanowalls) were successfully grown by Wu et al. 
[ 13 ,14 ]. They demonstrated that thin graphite flakes can be deposited by using 
microwave plasma enhanced chemical vapor deposition (MPECVD), regardless of the 
type of substrate. They have also pointed out specifically that high quality 2D carbon 
can be obtained by “peeling off” the carbon sheet layer-by-layer from graphite.[15] In 
2004, W. A. de Heer group in Georgia Institute of Technology exemplified that thin 
graphite films can be grown via thermal decomposition on the (0001) surface of 6H-
SiC. [16] These methods pave the way to large scale integration of nanoelectronics 
based on graphene, but so far the growth and identification of the monolayer graphene 
remains an obstacle. 
  On the other hand, the top down approach starts with bulk graphite, which is 
essentially graphene sheets stacked together, and tries to extract graphene sheets from 
the bulk mechanically. In 2004, Novoselov et al. demonstrated that two dimensional 
graphene sheets are thermodynamically stable, [17] and especially when the follow-up 
experiments confirmed that its charge carriers were indeed massless Dirac fermions. 
[18,19]  
 As a new and unique carbon nanostructure, 2D carbon provides an excellent 
research opportunity to study their transport properties and possible applications. In 
what follows, we will briefly provide a review on the electronic structure of graphene.  
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1.2 Energy Band Structure of Two Dimensional Carbon 
Graphene is one atomic layer of carbon atoms that are arranged into a hexagonal 
lattice. It can be regarded as a large two dimensional molecule. The crystal structure of 
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In the (x, y) coordinates, Α= &42.1a  is the bond length between the nearest carbon 
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The wave vectors in reciprocal space are shown in Figure 1.2 (b).  
 
 
FIG. 1.2 Graphene and its reciprocal lattice. a) Lattice structure of graphene, 1a
v  and 
2a
v  are the lattice vectors. There are two carbon atom (A and B) in one unit cell (shaded 
area). b) The reciprocal lattice of graphene defined by 1g
v  and 2g
v . The corresponding 
first Brillouin zone is depicted as the shaded hexagonal. The Dirac cones located at K 
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As shown in Figure 1.2, there are two carbon atoms in one unit cell in real space. 
Every carbon atom has four valence electrons, of which three are used for the chemical 
bonds in the graphene plane. We refer them as σ bonds. The fourth electron is in a zp2  
orbit which is oriented perpendicular to the plane. Since the σ bonds are extremely 
localized and do not contribute to the electronic conduction, we are only concerned 
with the energy band structure of the fourth electron, called π band. Note that there are 
two such electrons in one unit cell, therefore, there should be two π bands, π and π*, 
with π corresponding to valence band and π* corresponding to the conduction band. 
The band structure of graphene was firstly calculated using tight-banding method 


















   (1-3) 
where xk  and yk  are the components of wavevector k  in the x and y directions 
respectively as shown in Figure 1.3. The positive sign applies to the upper (π) and the 
negative sign the lower (π*) band. In Figure 1.3, we show the full band structure of 
graphene. In the same figure, we also show a zoom-in of the band structure close to 
one of the Dirac points, indicating clearly that the dispersion is linear. 
As far as overall electronic structure is concerned, we are interested in the low 
energy region just around K and K’ points. In this regime, the Hamiltonian can be 
approximated by its first order expansion. We first look at K point, around which we 
write a very simple dispersion relation: 
kkE Fνh±=)(          (1-4) 
where Fν  is the Fermi velocity given by the constant: 
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h2
3 0avF
γ=          (1-5) 
Taking the known values for h  (1.054×10−34 Js), 0γ (2.9eV) and the lattice 
constant a  (1.42 Å), Fv  is estimated to be sm /10
6 . Therefore, even though the 
carriers move at a speed 300 times slower than the speed of light, it is remarkable to 




FIG. 1.3 Electronic energy band structure of graphene. The valence band (lower band) 
and the conduction band (upper band). Right: magnification of the energy bands close 
to one of the Dirac point, showing the energy dispersion relation is linear. 
 
It is worth noting that, even though a simple one-orbital tight binding model with 
only the nearest neighbors is taken into account, the result ( kkE Fνh±=)( ) is robust 
against any approximations regarding wavefunctions and is a result of the symmetry of 
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 After discussing the electronic dispersion of graphene in this section, a brief 
summary on the research work conducted on carbon nanowalls and graphene thus far 
will be described. 
 
1.3 Carbon Nanowalls – Disordered 2D Carbon 
1.3.1 Fabrication of Carbon Nanowalls 
Since the discovery of 1D carbon nanotubes [2], researchers started attempting 
to fabricate 2D carbon nanostructures. Parallel to the developments of carbon 
nanotubes, a new type of two dimensional carbon material, carbon nanowalls (CNWs),  
was reported by Wu et al. [13, 14, 22- 24] in 2002. The CNWs are fabricated by 
microwave plasma-enhanced chemical vapor deposition. The CNW flakes are 
composed of the stacks of graphene layers standing almost vertically on the substrate, 
forming wall-like structures. The thickness of CNWs ranges from few nanometers to 
few tens of nanometers. Unlike the case of carbon nanotube, catalysts are not required 
during the deposition of CNWs, and CNWs can be described as the 2D graphitic 
nanostructures with boundaries. Besides CNWs [25-36], similar carbon nanostructures 
fabricated by CVD are also called, carbon nanoflakes [37-40], carbon nanosheets [41-
47], carbon nanoflower [48], and graphene nanoflakes [49-51].  
For practical applications, many investigations were carried out to enable control 
over the structure and electronic properties of CNWs as well as to establish the CNW 
fabrication system with high productivity. Table 1.1 summary the various preparation 
methods for carbon nanowall nanostructure. As shown in Table 1.1, CNWs have been 
grown by various PECVD methods using microwave plasma [13-15, 22-24, 27, 28, 50, 
51], DC discharge CVD [40,56] radio frequency (rf) inductively coupled plasma [26, 
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30, 34, 41-47, 52-54, 57], rf capacitively coupled plasma assisted by H radical injection 
[25, 33], helicon-wave plasma [31] and hot filament [38]. Typically, CNWs can be 
grown directly on a variety of metallic, semiconducting and insulating substrates at 
temperatures ranging from 500 to 900°C, by various CVD techniques. Furthermore, the 
operating pressure ranges from a few mTorr to 100 Torr. Most reactants use methane as 
the carbon source. In addition, the hydrogen (H) element plays a very important role in 
the formation of CNWs. 
 
Table 1.1 Literature review about the research work on fabrication of CNWs by 
CVD method. 
 




enhanced CVD [13-15, 
22-24] 
H2:CH4=5:1  Any substrate 650-700 ºC 
SEM, TEM, Raman, field 
emission, and transport 
measurement 
Microwave plasma 
enhanced CVD [27, 51] 
H2:CH4=4:1 or 
16:1  
No catalyst, Stainless 
steel, Mo, Ta, Ti, Ni, 
Ge, Pt, Si, SiO2 
650-700 ºC SEM, TEM, STM, XRD, and XPS 
Microwave plasma 
enhanced CVD [28] NH3:C2H2=16:1 
No catalyst, Copper 
stage 600 ºC SEM, Raman 
Microwave plasma 
enhanced CVD [50] CH4 and N2  Si >1000 ºC  SEM, TEM.  
DC arc-discharge 
evaporation [37] Graphite and H2 Graphite 25 ºC SEM, TEM 
DC discharge CVD 
[40,56] H2:CH4=9:1 Si, Ni. ~1000 ºC  
SEM, field emission, 
Raman spectra, X-ray and 
ultraviolate, secondary 
electron spectra, and 
transport measurement 
RF capacitively coupled 
plasma-enhanced CVD 
[25, 26, 30, 34, 57] 
H2:CH4, 
or H2:CF4, 
 or H2:C2F6  
Si, fused silica, 
sapphire 500 ºC 
SEM, Raman, transport 
properties 




Si, SiO2, Al2O3, Mo, 
Zr, Ti, Hf, Nb, W, Ta, 
Cu, Stainless steel 
680-900 ºC SEM, TEM, Raman, field emission, and XPS 
RF PECVD [32] Ar:C2H2:H2 =500:8:1 
SiO2 capped with 5 nm 
Ni > 600 ºC SEM, Raman and XRD 
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Dual RF plasma CVD 
[39] CH4 
Ni, Ni/Ti/Glass, Si, 
Ni/Ti/Si 680 ºC SEM 
Catalytic CVD [29] CH4  
Stainless steel, Ni on 
quartz substrate 400-500 ºC 
SEM, Raman, Field 
emission 
Hot filament CVD [36] H2 and C2H2(3-15%) Si  400-700 ºC 




Growth mechanisms for carbon nanowalls were discussed in many reports. Wu 
and Yang [24] attributed nanowall growth to the existence of a strong lateral field: the 
tubular structures do not close and connect laterally to form continuous wall structure. 
Zhu et al. [52] argued that vertical orientation of carbon nanosheets results from the 
local electric field near the substrate surface. In the initial growth stage, ionic species 
and local electric field near the substrate surface may contribute to the nucleation of 
CNWs. Hiramatsu et al. [25] suggested that, in the nucleation stage, carbon species 
condense to form nanoislands which develop into nanoflakes in disordered orientation 
and eventually grow into continuous wall-like structure due to self-screening effect of 
the high-grown structures. Shang et al. [38] reported that a similar nanostructure 
(carbon nanoflakes) started as nanorods on the substrate and grows anisotropically into 
nanowalls. Chuang et al.[28] demonstrated that carbon nanowalls were allowed to 
grow spherically and form 3D grape-like structures. Their observation indicated that 
dominating growth mechanism was not due to limited supply of reactive species. A. 
Malesevic [32] demonstrated the combination growth of CNT/CNWs double layer 
without making any change to the growth parameters. The result indicates that the 
growth mechanism of the carbon nanowall material is still unclear. The only thing 
clear is that, in these CVD synthesis processes, the formation of carbon nanowalls is 
energy intensive, and most CNWs grow at regions with plasma discharge. 
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1.3.2 Structure and Morphology 
Carbon nanowalls are thin sheets of graphite layer vertically aligned on the 
surface of substrate. [15] These sheets have small curvatures and are typically several 
nanometers thick. As shown in Figure 1.4 (a) and (b), these individual sheets are 
interconnected to form a self supported network structure.  
The quality of the carbon nanowalls is of great importance to transport 
properties. The growth temperature could greatly affect the quality of carbon 
nanowalls. In our case, the carbon nanowalls are deposited at 600-700 oC due to the 
limitation of the microwave power in our CVD machine. Such a low growth 
temperature results in the presence of disorder in carbon nanowalls. Such disorder can 
be observed from the high resolution transmission electron microscopy (HRTEM) 
image. The HRTEM image of carbon nanowalls shows that the CNWs are 
characterized by a high degree of graphitization in spite of a few disordered regions 
and some amorphous phases (Figure 1.4(c) and (d)).  
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FIG. 1.4 SEM ((a) and (b)) and HRTEM ((c) and (d)) images of carbon nanowalls. 
Scale bars: (a) 100 nm, (b) 1 µm, (c) and (d) 5 nm. (a) was taken at a tilt angle of 25o. 
(Refer to Ref. 15) 
 
Recently, French et al. [53] [54] investigated the structure and morphology of 
carbon nanowalls by X-ray diffraction (XRD) and scanning electron microscopy 
(SEM). XRD results indicate that CNWs contain both turbostratic and non-turbostratic 
graphite sheets. In the turbostratic graphite sheets, the graphene layers stack with slight 
rotation. Also it is found that the graphene layer spacing decreases with the increase of 
the thickness of the CNW sheet. Later, Kobayashi et al. [ 55 ] investigated the 
nanostructure of carbon nanowalls by transmission electron microscopy. Their results 
revealed that numerous graphite regions with an average size of about 20 nm, named 
“nanographite domains”, were formed in their CNWs. The formation of “nanographite 
domains” could originate from the introduction of lattice defects such as dislocations 
and the slight rotation of the graphite sheets.  
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Above features indicate that CNWs are a unique 2D graphitic material. The 
unique structure features are expected to give CNWs unique physical properties that 
might not be present in other graphite based carbon materials. 
 
1.3.3 Transport Properties of Carbon Nanowalls 
The unique morphology of the carbon nanowalls is believed to give rise to 
fascinating transport properties. So far, there have been a few works done in the 
transport of CNWs. Most of them focus on a large amount of carbon nanowalls. In 
2004, Wu, et al. [15] carried out systematic transport studies of the carbon nanowalls 
in a superconducting quantum interference device (SQUID). The details will be 
introduced later. In 2006, A.I. Romanenko et al. [56] investigated the temperature 
dependence of electrical conductivity within a temperature range of 4.2–300 K in 
CNWs and the magnetoconductivity in the magnetic field range of 0–12 kGauss at 4.2 
K. The results indicated that charge carriers preferred motion in a quasi-two-
dimensional plane of the graphene layers in CNWs system. In 2008, W. Takeuchi et al. 
[57] reported that the conduction type of the CNWs changes from p type to n type by 
introducing nitrogen during the CNW growth process. Among the investigations, the 
transport studies of the carbon nanowalls conducted by Wu et al. are the most 
interesting. They examined the temperature dependence of the resistance of CNWs 
nanostructures. In addition, the magnetoresistance was measured. The results will be 
described briefly as follows. 
As shown in the inset of Figure 1.5, the resistance decreases when decreasing 
the temperature from 300 to about 106 K, and then shows an upturn at lower 
temperatures. After fitting by using a simple model, three mechanisms may contribute 
to the temperature dependence of resistance indicated. They are metallic characters, a 
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quasi 1D characteric of a network structure and hopping/tunneling resistance of 
junctions. The rate of change of resistance with temperature (dR/dT) is also shown in 
the inset of Figure 1.5. 
 
 
FIG. 1.5 Temperature dependence of the resistance of the carbon nanowalls at low 
temperature at zero-field and a field of 400 Oe. Inset is the temperature dependence of 
the resistance over a wider temperature range. Also shown is the first derivative of the 
resistance with respect to the temperature. (Refer to Ref. [15]) 
 
The temperature dependence of resistance at different applied magnetic field 
between 0 to 400 Oe was also measured in the temperature range from 2 to 10 K.(in 
the main graph of Figure 1.5) In the absence of magnetic field, the resistance continues 
to increase with decreasing temperature, reaching the first local maximum at about 4.2 
K; after a local minimum is reached at about 3.6 K, it increases again until the 
temperature decreases to 3 K below which the resistance decreases monotonically until 
reaching 2K. When a magnetic field is applied in the direction perpendicular to the 
substrate surface, the resistance, in general, also increases with the magnetic field. It is 
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interesting to note that the resistance is unaffected by the applied field at temperatures 
higher than 7 K. The mechanism behind such phenomenon has yet to be conclusive. 
The magnetoresistance curve at different temperature is presented in Figure 
1.6(a) after removing the background signal. Oscillations are found to set in at about 7 
K and increase by more than 3 orders of magnitude as the sample is cooled below 6 K. 
Quasi-periodicity of the oscillations can be seen from Figure 1.6(a). To illustrate this 
trend, a portion of the magnetoresistance curve at 4.31 K is shown in Figure 1.6(b), 
with the inset showing a Fourier transform spectrum in which three peaks correspond 
to the different periodicities. The phenomena are interesting and of immense 
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FIG. 1.6 Magnetoresistance curves of the carbon nanowalls measured at different 
temperatures (a), and enlarged portion of the curve at 4.31 K (b). The inset of (b) is the 
Fourier transform spectrum of the entire curve at 4.31 K shown in (a). (Refer to Ref. 
[15]) 
 
Besides the electronic transport properties, electrical field emission study was 
carried out in almost all the CNWs research groups. Due to the atomic-scale edge 
structure and good electrical conductivity, carbon nanowalls have been considered as a 
promising cold cathode material for application in vacuum microelectronic devices. To 
date, the carbon nanowalls have shown good field emission characteristics including 
  
Chapter 1 Introduction 
 
National University of Singapore 17 
low threshold field, high emission total current, excellent emission stability and 
reproducibility. Ultrathin edges that give rise to a very high field enhancement factor, 
and outboard positive charge centres that lower the work function.  The high density of 
vertical sheets also provides a significant emission area.  Uniform and enhanced field 
emission has been achieved by surface milling [58] or coating [59, 60]. In addition, the 
large surface area and sharp edges of CNWs may provide us with opportunities for 
other applications. In particular vertically standing CNWs with high surface-to-volume 
ratio can serve as an ideal material for catalyst support [15, 22, 23] and gas storage 
[61].  
Those previous results on transport properties of carbon nanowalls are 
appealing and interesting, however, most of them have yet been understood. Further 
detailed studies are required to determine the exact physics and properties of the 
unique two dimensional carbon nanowalls. More experimental work has to be 
conducted in order to fully explore the properties of carbon nanowalls and transform 
them into useful applications.  
1.4 Graphene - 2D Carbon of High Perfection 
Graphene is two dimensional sp2 hybridized forms of single layer carbon. 
Graphene sheets can be stacked up to form a layered bulk material, known as 
graphite.[20] The distance between graphene planes is about 0.335 nm in graphite. 
Those graphene sheets are held together by van der Waals forces. The weak interaction 
between the sheets allows them to slide easily across each other. This gives pencils 
their writing ability and graphite its lubricating properties. Bulk graphite has been 
studied for decades, [20] but until recently there were no experiments on graphene. 
This was due to the difficulty in separating and isolating single layers of graphene for 
study. 
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1.4.1 Fabrication of Graphene 
The fabrication methods for graphene sheets can be classified into two 
categories: top-down and bottom-up approach. The most common method of top-down 
fabrication is mechanical exfoliation from bulk graphite. It is just as simple as writing 
with a graphite pencil. By writing with a pencil, one could create many graphene 
sheets spread over the paper. Unfortunately this method is uncontrollable and typically 
leaves many sheets of varying thicknesses at random places. As such, it is very 
difficult to locate and identify those monolayer graphene sheets. Andre Geim’s group 
in Manchester solved the difficulties in 2004. [17] By gently rubbing or pressing a 
freshly cleaved graphite crystal on silicon wafer capping a correct thickness of oxide, 
single atomic layers are visible under an optical microscope due to thin film 
interference effects.[ 62 ] An optical image of a few-layer graphene sheets and 
schematic view of a graphene device are shown in Figure 1.7 (a). This technique 
simplifies the process of locating single graphene sheets and makes it possible to 
fabricate devices for research purposes. However, it may be time-consuming to find 
suitable single layers. There are recent attempts to improve the quality and yield of 
exfoliation techniques. These include stamping methods which use graphite pillars to 
transfer graphene flakes [63, 64] or electrostatic voltage assisted exfoliation which 
uses electrostatic forces to controllably separate graphene from bulk crystals.[65] 
Figure 1.7 (b) shows a nanopencil used to extract few layer graphene flakes from 
highly ordered pyrolytic graphite (HOPG). 
Chapter 1 Introduction 
 
National University of Singapore 19 
 
FIG. 1.7 a) Optical image of a few-layer graphene sheet and schematic view of a 
graphene device. Figures from Ref.[17]. b) Nanopencil used to extract few layer 
graphene flakes from HOPG. (Figures from Ref. [63]). c) AFM image of a few layer 
graphene quantum dot fabricated by dispersion from solution. (Figures adapted from 
Figures from Ref.[66]). d) Growing graphene layers on SiC. (Figures from Ref.[16]). 
 
Another common top down approach of graphene fabrication is to disperse 
graphene from solution. [66-69] Graphite flakes are sonicated in a solution. Long 
sonication time is needed to break the van der Waals force in graphite. This, however, 
also results in small flakes. Following this step, the graphene flakes are then dispersed 
(d)  
(c) (b)   
 (a) 
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onto a wafer. Atomic force microscopy (AFM) is used to locate individual sheets. 
(Figure 1.7 (c)) Recently a similar technique was used to fabricate graphene ribbons 
with nm-scale widths [70] and graphene oxide. [71] Although the graphene samples 
with chemical exfoliation preserved the sp2 network, they are still far from pristine. In 
addition, an increase in the yield for large single-layer sheets is needed. In above parts, 
we have been talking about the top-down approaches for large size graphene. In fact, 
bottom-up approaches are also important because they could be potential ways to 
mass-produce graphene, particularly for electronics. 
Generally speaking, bottom-up approaches start with carbon atoms and try to 
assemble graphene sheets. Chemical vapor deposition (CVD) and molecular beam 
epitaxy (MBE) are two typical bottom-up approaches. Carbon nanowalls have been 
successfully grown using CVD as discussed in previous sections. We noticed that very 
recently, large size graphene sheets were fabricated in different groups by CVD and 
annealing growth. [72-77] Typically epitaxial graphene forms on SiC surface by 
heating a SiC wafer, as shown in Figure 1.7 (d). [16]  The number of layers and the 
sheet sizes can be controlled easily.[78] However, the mobilities of epitaxial graphene 
are comparatively lower than those of exfoliated graphene.[79] Furthermore, isolating 
single sheets is difficult and additional lithography is required to pattern electrostatic 
gates on top of epitaxial graphene. Transition-metal-catalysed graphene growth was 
demonstrated to yield macroscopic single-crystalline graphene domains with very low 
defect density and outstanding thickness control.[80] It is still a challenge to find a way 
to transfer the graphene layers to an insulating surface. Those recent successful 
demonstrations of fabrication of large graphene by CVD/Epitaxial growth pave ways 
to mass-produce graphene. However, the progresses are still far from over. A true leap 
Chapter 1 Introduction 
 
National University of Singapore 21 
forward should be atomically precise synthesis of graphene nanostructures by 'bottom-
up' approaches. 
In summary, exfoliation remains the preferred method for most of the 
experimental research groups around the world. Recent successful fabrication of large 
graphene by CVD/Epitaxial growth opened ways to mass-produce graphene. These 
various methods have led to high-quality single-crystalline graphene systems, which 
can be used for further fundamental research, as well as large-scale graphene wafers, 
which can be employed in device fabrication and integration. 
 
1.4.2 Electrical Properties of Graphene 
So far there have been a lot of experimental works on graphene which are 
focused on the electronic transport properties. At the beginning of these researches, a 
pronounced ambipolar electric field effect was found in graphene. The charge carriers 
could be continuously tuned from holes to electrons in the concentration of about 1013 
cm-2, as shown in Figure 1.8(a). This ambipolar effect is more obvious in the thinner 
samples due to screening of the electric field from the neighboring graphene layers. 
Also of interest, the charge carriers in graphene mimic relativistic particles, which 
have no rest mass and are described by the two-dimensional Dirac equation with an 
effective speed of 106 m/s. As a consequence of the unique quantum electrodynamics 
in graphene, a new chiral quantum Hall effect was observed. [18,19] At low 
temperatures and high magnetic fields, the new quantum Hall Effect (QHE) for both 
electrons and holes was observed, and is shown in Figure 1.8(b). The new QHE in 
graphene is different from the conventional QHE. Its QHE plateaus occur at half 
integers of 
h
e24 , instead of the typical value of 
h
e24 . From the view of practical 
application, the absence of energy gap is a major problem and limits the application of 
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graphene. Therefore, to open a semiconductor gap on graphene is critically important. 
External electrical field could open a gap of up to 0.3 eV in bilayer graphene. In 
monolayer graphene, energy gaps could be induced by spatial confinement. The 
opening of a band gap in graphene ribbons has recently been observed in wide ribbon 
devices lithographically patterned from large graphene flakes [81] and in narrow 
chemically synthesized graphene ribbons [82]. 
 
FIG. 1.8 a) The conductivity of monolayer of graphene vs. gate voltage. b) The 
Quantum Hall Effect in single layer graphene. (Figures taken from Ref.[18]) 
 
In this section, we have reviewed some work in graphene fabrication and basic 
transport properties. As research on 2D carbon is still at its beginning stage, it is worth 
to further investigate their transport properties in order to make use of them in the next 
generation of nanoelectronic devices. 
1.5 Motivation  
Many of graphene’s properties, especially in modified graphene, have not been 
studied experimentally and are currently theoretical subjects under intense debate.  The 
detailed literature review on this will be given in Chapter 2. The understanding of the 
nature of disorder and how it affects the transport properties (a problem of fundamental 
(a) (b)
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importance for applications), the nature of electron-electron interactions and how they 
modify its physical properties, the question of how stacking affects in-plane properties 
in graphene multilayers, are still issues that have not been explored in experiments. 
Most of the researches on disordered graphene are theoretical predictions. Recent 
theory [83-87] predicts that edge states and topological disorder enhance the density of 
states in graphene and may lead to excitonic instabilities, such as magnetism, 
superconductivity and charge density wave. Furthermore, similar excitonic phenomena 
in multilayer graphene have also been theoretically expected. So far, very few 
experiments have been carried out to investigate the transport properties of 2D carbon 
with disorder. 
On the other hand, as introduced in Section 1.3, CNW sheet is one example of 
2D carbon characterized with open boundaries, some defects and disorders. Also, 
nanosize fishscale-like graphite domains are found at the surface of CNW sheets. As 
mixtures of CH4 and H2 are used as reaction gases for CNWs, a lot of hydrogen 
terminated edges and C−H functionality form in CNW sheets during the deposition. 
These features may introduce edge states and localized states into the electronic 
structure of CNW sheet, which may greatly enhance DOS near Fermi level. On top of 
that, CNW sheets have thickness of several nm and height of about 1-2μm.  The width 
of CNW sheet is in the range of 0.1-2 μm. Electronic confinement under this scale 
could open a small conduction gap in the CNWs. The interlayer distance between 
neighboring graphene planes of CNWs is comparatively larger than that of bulk 
multilayer graphene. In addition, CNW sheets are also oriented perpendicularly to 
substrate surface and form self-supported network. The unique morphology allows us 
to fabricate direct electrical contacts at the edges of CNWs for transport measurement. 
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In summary, although many theoretical studies on edge state or localized states 
on 2D carbon have been carried out, few experiments were carried out to characterize 
the transport properties of 2D carbon with disorder and edges. CNW sheets can serve 
as the subject for the transport investigation. So far, carbon nanowall sheets have not 
been thoroughly investigated, especially by transport measurement. In early transport 
study of carbon nanowalls, at least thousands of CNWs sheets were involved. The 
investigations on few CNWs sheets, even individual ones, have considerable interests. 
Thus, further study on their transport properties may provide additional information 
about their structure, edges, and defects. The results of transport investigations can 




In this study, we focused on the fabrication and characterization of 2D carbon: 
CNWs and graphene. In early work, the difficulties for the transport measurement on 
carbon nanowall sheet are mainly in the placement of electrodes. In order to overcome 
the difficulties, we introduce bottom electrodes to form contact directly and only at the 
edges of CNWs. The bottom electrodes also enable the excellent control of the 
electrode spacing in the range of less than 1 μm. Following the fabrication of carbon 
nanowall device, we will investigate the transport properties of carbon nanowalls using 
two types of electrode materials: normal metal (Ti) and superconductor (Nb). The 
transport measurements will be carried out in a low temperature cryostat.  
When we were investigating the transport properties of carbon nanowalls, 
graphene flakes were discovered. Because graphene is a well defined monolayer 
crystal of 2D carbon, the transport should be different from carbon nanowalls.  In 
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addition, graphene flakes are always isolated on supporting substrates, compare to the 
vertical aligned carbon nanowalls. Investigation on the transport of graphene flakes in 
SiO2 is helpful in understanding the effect of substrate and absorbant. More 
importantly, we could also draw some guidelines to achieve high quality graphene 
devices. High quality graphene devices are extremely important in further investigation 
in tailoring the electronic properties of graphene in a controlled way. It is possible to 
assess how specific edge or defect perturbs the graphene’s electronic band structure 
and how this impacts their physical properties such as magneto and transport behavior.  
This work will make it possible to extract and clarify the exact causes for the 
interesting phenomena observed in our CNW samples. 
The main objectives of this work are to conduct a systematic transport study of 
CNWs prepared between normal or superconducting electrodes in different range of 
spacing. Special attentions should be paid to address several questions: 1) Can one 
observe an energy gap in micron-size CNW sheets? 2) Do the edges and defects affect 
the transport properties of CNW sheets? 3) Do excitonic states theoretically predicted 
exist in CNW sheets? 4) Can superconducting proximity effect be observed in CNW 
sheets? 5) Could those phenomena appear in graphene flakes? 6) How should we 
verify the theoretical prediction about the disorder induced states in graphene flakes by 
top-down approach? The study will enhance our understanding on the transport 
properties of 2D carbon. Further study on the influence of different edges, defects and 
layer stacking may provide additional information about practical application of 2D 
carbon on nanoelectric devices. 
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1.7 Organization of the Thesis 
    Having provided a brief background of this research, we will continue this 
thesis in Chapter 2 which gives an overview of the work done so far on modified 
graphene. In Chapter 3, we will introduce our sample preparation procedures and 
measurement techniques. We first discuss the deposition and characterization of 
carbon nanowalls. Following that, the fabrication of CNW devices is introduced. In the 
section of graphene, we discuss the fabrication of graphene, and the thickness 
determination using Raman and optical contrast spectroscopy. Later, we summarize 
the e-beam lithography fabrication method for graphene based devices. In addition, we 
introduce a model to study the visibility of graphene on different substrates, and we 
also present some ideas how to produce a free standing graphene device with the help 
of the model. Finally measurement setup and techniques that have been used to 
characterize transport properties of samples in this study are also discussed.  
 In Chapter 4, we first introduce the transport mechanism of two dimensional 
carbons. Next, investigation of transport properties of CNWs nanostructure is 
introduced. Following that, the mesoscopic transport properties of the Ti/CNWs/Ti 
junction under low temperature are discussed. The experimental results show the 
presence of a narrow band gap and conductance fluctuations within a certain 
temperature range.  
In Chapter 5, we introduce some transport phenomena in superconductor 
junctions. The experimental data based on superconductor-CNW-superconductor 
junctions indicate the existence of proximity effect of superconductivity.  
 In Chapter 6, we first discuss the electric characterization of graphene device 
on SiO2 substrate with different number of layer under ambient condition. By 
examining carrier mobility, minimal conductivity and conductance hysteresis in 
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graphene devices, it is found that substrate interface and the surface impurity may 
greatly affect the transport properties of graphene on SiO2 substrate. Following that, 
transport properties of those devices at low temperature will be discussed. Our 
experimental results indicate that magneto transport and conductance fluctuation in 
graphene devices are greatly affected by the charged impurities existing at the 
substrate/graphene surface. The work is of great importance to achieve high quality 
graphene devices for further investigation. By deliberately isolating and magnifying 
each of all possible modification factors on the transport properties of graphene 
devices, we may study the disorder 2D carbon in graphene by top-down approaches.  
In Chapter 7, we recapitulate the major conclusions of the thesis and give some 
recommendations for future study.  
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CHAPTER   2 
GRAPHENE UNDER MODIFICATIONS 
 
In Chapter 1, we gave a general introduction about 2D carbon (such as, CNWs 
and graphene). In this chapter, an overview of both the theoretical and experimental 
work reported so far on the electronic properties of 2D carbon under modification, 
such as, graphene bilayer/multilayer, graphene nanoribbon, nanoflakes (nonodots), 
functionalized graphene and extrinsic graphene will first be presented. The detailed 
background will convince us that the transport properties of 2D carbon nanostructure 
are worth investigating. Therefore, we choose 2D carbon nanostructures as our 
research objects.  
 
2.1 Introduction 
As discussed in Chapter 1, graphene is a unique system in many ways. [1-5] 
Graphene is truly two dimensional, and its electronic excitation is described in terms of 
Dirac fermions. The features (such as gapless and zero density of states near Dirac 
point) make the properties of graphene rather different from those of normal 
semiconductors or metals. In addition, the carriers in graphene have very long mean 
free paths because they are almost insensitive to disorder and electron-electron 
interactions. Interestingly, these properties can be modified with addition of layers, 
shrinking down to mesoscopic or atomic scales, chemical/physical functionalization, 
interaction with environment. These various modifications make graphene one of the 
most versatile systems for both fundamental research and electronic applications. In 
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the rest of this chapter, an overview of both the theoretical and experimental work 
reported so far on graphene under various modifications will be presented. 
2.2 Bilayer and Multilayer Graphene  
Recently the attention has turned to graphene multilayers because of their 
special properties. [4-6] Many of the special properties of graphene multilayer have 
their origin in the lattice structures. As shown in Figure 2.1 and 2.2, various lattice 
structures lead to the peculiar band structure. Among them, bilayer graphene is of 
particular interest. Graphene bilayer shows anomalies in the integer quantum Hall 
effect [7] and has received a lot of theoretical attention [8, 9]. 
In normal bilayer graphene, two carbon layers are placed on top of each other 
according to the usual Bernal AB stacking. (See Figure 2.3(a)) The low energy 
properties are described by massive Dirac Fermion, with a quadratic dispersion close 
to the neutrality point.[10] However, as shown in Figure 2.3(b), recent calculation 
indicates that an external electric field applied perpendicular to the graphene surface 
could tune the electronic structure of the bilayer system.[ 11 - 14 ] Subsequent 
experiments[15-17] proved that a finite bias voltage between graphene planes gives 
rise to a finite gap, whose size could be controlled by the external electrical field. 
However, the external electrical field could not open an electronic gap in a graphene 
bilayer with a stacking rotation.[18] Such a misoriented bilayer system[19] could 
exhibit similar Shubnikov–de Haas oscillations as monolayer. The observation is in 
accord with results in epitaxial multilayer graphene.[20] In addition, a linear low 
energy dispersion of the electronic structure near zero energy was observed in 
misoriented bilayer graphene, while the Fermi velocity became comparatively smaller 
than the value of monolayer.[21, 22]  
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FIG. 2.1 The 2D primitive cells of few layer graphene with different stacking orders. 




FIG. 2.2 Details of few layer graphene band structures in the vicinity of K point and 
near the Fermi level (always set as zero), noting that the bands of the ABAC 4-layers 
are not crossing and a gap is open. (Refer to Ref. [30]) 
 
Moreover, graphene bilayer is also prone to show strong electron-electron 
correlation effects, such as magnetism [23] and charge density wave [24] phases, 
  
Chapter 2 Graphene under Modifications 
 
National University of Singapore                             38 
because of its finite density of states at the Dirac point. When applying a high voltage 
across a bilayer graphene with certain layer spacing, electron-hole pair condensation 
could form in the pair of bilayer with opposite polarity. (See in Figure 2.3(c) and (d)) 
High-temperature superfluidity [25-28] in the “excitonic condensation” are expected in 
the electron-hole bilayer. It is noted that the attractive Coulomb interaction between 




Fig. 2.3 (a) Lattice structure of a bilayer graphene with Bernal stacking. The A and B 
sublattices are indicated by white and red spheres, respectively. (b) Band structure of 
bilayer graphene near the Dirac points for V=150meV (solid line) and V=0 (dashed 
line).(Refer to Ref. [17]) (c) Schematic illustration of a graphene bilayer excitonic 
condensate channel in which two monolayer graphene sheets are separated by a 
dielectric barrier. The electron and hole carriers induced by an external electrical field 
will form a high temperature excitonic condensate. (d) The two band model indicated 
by solid lines, the two remote bands indicated by dashed lines. (Refer to Ref. [25]) 
 
According the previous discussion, graphene bilayer has very unconventional 
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monolayer. In fact, multilayer graphene systems also have similar anomalous 
properties. Multilayer systems would be variety of stacking structures, which 
determine their band structures. [30-32] The high complexity of layer stacking in 
multilayer graphene system allows great flexibility in tailoring its electronic 
properties.[33] The properties may be of interest for physics and device applications. It 
is well known that graphite exhibits large diamagnetism, and this has been explained 
theoretically. [ 34 ] Recent experimental evidence indicates that intrinsic 
ferromagnetism and high temperature superconductivity exist in large scale multilayer 
graphene flakes. [35] In addition, experimental phenomena such as, magnetically 
driven metal-insultor transition, [36, 37] quantum Hall effect, [38] and the existence of 
2D Dirac fermions in graphite, [39-41] clearly indicate that much of the physics in 
multilayer graphene has not been fully understood. We anticipate that multilayer 
graphene samples will be as interesting as monolayer graphene in both physics and 
applications. 
 
2.3 Carbon Nanoribbon: Electronic Confinement and Edge 
State  
2.3.1 Confinement 
Graphene nanoribbon (GNR) is known as unrolled single-walled carbon 
nanotube or a narrow strip of graphene. Electronic structure of GNRs greatly depends 
on the edge shapes. In 1996, M. Fujita et al. originally introduced graphene ribbon as a 
theoretical model to study edges and quantum confinement effect.[42-44] Basically, 
there are two types of edges in GNRs, i.e., armchair edge, zigzag edge (see Figure 2.4 
(a) and (b)).Tight binding calculations predict that zigzag GNRs are always metallic 
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while armchair GNRs can be either metallic or semiconducting, depending on their 
width. [42-44] (see Figure 2.4(c)) However, recent Density functional theory (DFT) 
calculations show that all armchair nanoribbons are semiconducting with an energy 
gap scaling with the inverse of GNR width.[45-47] Later, first-principles approach 
indicated that, in GNRs with either armchair or zigzag shaped edges on both sides with 
hydrogen passivation, both varieties of ribbons are shown to have band gaps as a 
function of the GNRs’ widths.[48] The origin of energy gaps for armchair GNRs arises 
from both quantum confinement and the edges shapes. For zigzag GNRs, gaps appear 
because of a staggered sublattice potential on the hexagonal lattice. Zone-folding 
approximations [ 49 ], π-orbital tight-binding models [ 50 , 51 ], and first principle 
calculations [52, 53] predict a scaling rule for the band gaps: WEg /α=Δ  with the 
nanoribbon width W, where α  ranges between nmeV ⋅5.1~2.0 , depending on the 
model and the crystallographic direction [54].  
 
FIG. 2.4 Two types of edge shape for graphene ribbons: (a) zigzag edge and (b) 
armchair edge. The edges are indicated by the hold lines. The red and blue circles 
show the A and B site carbon atoms, respectively; (c) the relationship of energy gap 
and the width N in armchair ribbon, whose 2/3 show the semiconducting gap. (Figures 
adapted from K. Wakabayashi, 2003) 
N=3m-1   Metallic 
N=3m      Semiconductor 
N=3m+1  Semiconductor 
(c) 
Armchair Ribbon Zigzag Ribbon (a) (b) 
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FIG. 2.5 (a) Atomic force microscope (AFM) and scanning electron microscope 
(SEM) images of GNRs fabricated by plasma etching, and the relationship between 
conduction gap and the width of GNR (refer to Ref.[57]). (b) Atomic force microscope 
(AFM) image of chemically derived GNRs down to sub-10 nm width, and the 
relationship between conduction gap and the width of GNRs. (Refer to Ref. [58]) 
 
Recently, experimental studies on GNRs fabricated by plasma etching show a 
thermally activated conductivity [55]. The phenomena suggest the presence of a size 
dependent energy gap.  The energy gaps are inversely proportional to GNR width. [56-
59]. Berger et al. [56] showed that energy gap gEΔ  in epitaxial GNRs follows the 
(b) 
(a) 
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⋅≈Δ=Δ 2)( with the nanoribbon width (W ). Later, M. Han 




⋅=Δ  in lithographically patterned GNRs. (See Figure 2.5(a)).  Most 
recently, Li. et al.[58] showed that the band gaps were fit into an empirical form of 
nmW
Eg
nmeV0.8 ⋅=Δ in chemically exfoliated GNRs. (See Figure 2.5(b)) Unfortunately, 
to date, no experimental results have measured the energy gap of a GNR which is 
identified at the exact edge structure. Investigations on GNRs of different orientations 
with respect to graphene lattice [57] indicated the absence of well-defined 
crystallographic edges in the lithographically patterned GNRs. 
Interestingly, it is found that all the observed conduction gaps are larger than 
those expected from a single-particle confinement picture in the absence of lattice 
effects at the edges.[ 60 ] There are several alternative explanations which were 
purposed to explain the comparatively large energy scale of conduction gap. Han et al. 
[57] believes that atomic-scale disorders lead to a nonconductive “dead zone” at the 
ribbon edges and therefore cause the effective conducting ribbon width to be narrower 
than the physical width. M. Evaldsson et al. [61] argues that localized states rising 
from the atomically disordered edges extend into the ribbon body. On the other hand, 
S. Adam et al. [62] proposed that both random charged impurities and the confinement 
gap have caused a metal-insulator transition. Some other researchers suggested that the 
roughness of lithographic edge may create a series of quantum dots defined by 
nanometer-scale variations in ribbon width.[63, 64] Very recently, researchers [60, 65, 
66] experimentally find two independent energy scales characterizing conduction gaps. 
One is charging energy among quantum dots along the ribbon. The other one is 
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dominated by the strength of disorder potential along the ribbon, and depends on the 
gap induced by confinement due to the ribbon boundaries. These results are greatly 
important in understanding the transport in graphene nanostructures and development 
of future graphene-based devices. 
 
2.3.2 Edge State 
Beside electronic confinement, the electronic states near edges are of great 
interest in GNRs. Electronic states of GNR greatly depend on the edge structures 
(armchair or zigzag). The tight binding band calculations predicted the existence of 
peculiar electronic states localized only at zigzag edges, as shown in Figure 2.6. [42-
44] This localized state is known as “edge state”. No such localized state appears in 
armchair edges. The special characteristics of edge states play an important role in 
determining the density of states near the Fermi level for GNRs. They are expected to 
have additional modification in electronic properties from confinement quantization. 
The edge states create a peak in the local density of states (LDOS) at the Fermi energy 
(EF). If GNR is wide enough, the influence of edge states on total density of states may 
be negligible. Actually, edge states near zigzag edges would be observable with the 
scanning tunneling spectroscopy (STS) technique. A similar edge state is also obtained 
for multilayer ribbons of stacking from the first-principles calculations. [67] This 
indicates that the edge state would exist in all graphitic systems, such as step edges at 
bulk graphite surfaces.[68]  
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FIG. 2.6 (a) The wavenumber dependence of the populations of the edge state; (b) the 
energy dispersions of nanographene ribbon having zigzag edges with a width of 30 
unit cells; (c) the density of states, and (d) Ferromagnetic spin arrangement at the 
zigzag edges. All the edge carbon atoms are terminated with hydrogen atoms. (Refer to 
Ref.[42]) 
 
In order to clarify the features of edge states in atomic resolution and 
understand the relationship between electronic properties and atomic edge structures, 
experimental efforts have been made using scanning tunneling microscopy 
(STM)/scanning tunneling spectroscopy (STS) in ultra-high vacuum (UHV) conditions 
[69-71]. The graphene edges are well defined by hydrogen-termination. The edge 
dependence of LDOS distribution is clearly shown in Figure 2.7. The peak of dI/dV 
curve near zero bias clearly verifies the presence of edge states at zigzag edge. 
However, the dI/dV curve at armchair edge has not such a peak, as shown in Figure 
2.7(c). In addition, STS measurements were performed near circular edges of graphite 
nanopits etched by either hydrogen [72] or oxygen [73], a broad maximum was 
observed in dI/dV curve, and it was attributed to the edge state near Fermi level. 




(b) (c) (d) 
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FIG. 2.7 (a) An atomically resolved UHV STM image of zigzag and armchair edges 
(9×9nm2) observed in constant height mode with bias voltage Vs= 0.02 V and current I 
= 0.7 nA. (b) The dI/dV curve from STS data at a zigzag edge. (c) A dI/dV curve from 
STS measurements taken at an armchair edge. (Refer to Ref.[69]) 
 
Edge states in electronic structures are very important in determining the 
transport properties in graphitic materials. Intrinsic superconductivity of CNTs has 
been observed in bundles of large-diameter SWCNTs [ 74 , 75 ], zeolite-inserted 
SWCNTs of small (4 Å) diameter [76], and MWCNTs encapsulated in large pores of 
zeolite [77].  The intrinsic superconductivity may originate from zigzag edge states 
which are specific to graphene. [78] In addition, the magnetism at zigzag [79-81] or 
armchair edges [ 82 ] has been used to explain observed magnetic properties in 
nanographite materials. Very recently, first principle calculations predicted half 
metallicity in graphene nanoribbons with zigzag edges.[83] The half metallicity is 
caused by opposite responses of edge states to the external electric field for the up and 
down spins. 
It is worth mentioning that edge states originate from the symmetry breaking 
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Since the edge state appears as a half-filled state at the Fermi level, zigzag edges are 
not well energetically stabilized in comparison with armchair-edges.[86] In other 
words, armchair edges are generally long and defect-free whereas zigzag edges tend to 
be short and defective.  
 
2.4 Graphene Nanoflake or Nanodot 
We refer arbitrarily shaped finite graphene fragments as graphene nanoflakes 
(GNFs) or nanodots (GNDs). As GNRs has 1D straight edges, it can be considered as a 
special case of GNFs. Because the basic components of future electronics devices will 
be at nanometer scale according to Moore's law, it is important to understand the 
properties of GNFs. In fact, all GNFs also have similar anomalous properties with 
GNRs. As shown in Figure 2.8, the higher complexity of edge shape in GNFs allows 
for greater flexibility in tailoring their electronic properties. So far, there are few 
theoretical or experimental studies on GNFs as GNRs due to the high complexity of 
the edge shape. 
 
 
FIG. 2.8 Various types of graphene nanoflakes stitched up from smaller subflakes 
(darker shade). Black lines are stitches, and the hydrogen termination along the edges 
is not shown. (Refer to Ref.[87]) 
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Actually, quantum confinement, as well as variation of edges, raises rich 
electronic and magnetic properties in hydrogen-passivated GNFs. As shown in Figure 
2.9 (a), Wang et al. suggested that confinement creates an energy gap of 0.3-0.5eV at 
the Fermi level in hydrogen-terminated GNFs in first-principle.[ 87 ] Beside the 
presence of the big energy gap, the magnetic moments at the edges of the triangular 
graphene flake may exist even at room temperature.[87-90] (See in Figure 2.9 (b),) 
This principle further suggests many ways of carving patterns out of a graphene plane 
(such as dots, stripes, and circuits) with desired spin distribution. Figure 2.9 (c) gives 
an example of a GNF attached to a GNR, forming a possible spintronic component. 
These results suggest the potential applications of GNFs on nano spintronics.  
 
 
FIG. 2.9 (a) Scaling of spin and energy gap with the inverse linear size (1/n) of zigzag-
edged triangular graphene flakes. (b) Zigzag-edged triangular graphene flakes with 
ferrimagnetic order and linearly scaling net spin. (c) An example of a GNF attached to 
a GNR, forming a possible spintronic component. (Refer to Ref.[87]) 
 
Recent experiments have achieved graphene flakes at the scale of tens of 
nanometers.[ 91 - 93 ] Coulomb blockade phenomena are observed in several 
(b) (a) 
(c) 
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experiments on transport of quantum dots made from patterned graphene [91-93] and 
chemical exfoliated graphite [ 94 ]. More recently, edge features [95 ] are studied 
experimentally on few nanometer GNFs at room temperature.[96, 97] As shown in 
Figure 2.10, the magnitude of the measured energy gaps is inversely proportional to 
the width of predominantly armchair-edge GNFs. GNFs with a higher fraction of 
zigzag edges exhibit a smaller energy gap than a predominantly armchair-edge one.  
 
 
FIG. 2.10 (a) STM topograph and (b) topographic spatial derivative of a 5nm (lower 
feature) and 2nm wide (upper) feature single layer graphene pieces. Log(I)-V spectra 
plotted as a function of position for the (c) 5nm and (d) 2nm wide graphene 
monolayers, (e) Energy gap (Eg) vs width of GNF (L) in 10 semiconducting graphene 
(e) 
GNF GNF 
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nanoflakes, which follows the relationship: Eg (eV)=1.57± 0.21 eV nm/L1.19± 0.15.  
(Refer to Ref. [96] and [97]) 
 
2.5 Graphene Functionalization  
Functionalization can be exploited to control electronic and charge transport 
properties of graphene devices. There are two types of chemical functionalization, 
namely, physisorption and chemisorption. 
 
2.5.1 Physisorption  
In case of physisorption, noncovalent adsorption enables graphene 
functionalization while it still preserves its electronic structure, since the original sp2 
hybridized bonding remains unaltered. It only gives a weak control of graphene 
conductance.  
As demonstrated by S. Das Sarma and co-workers [ 98 ], the scattering 
efficiency rising from physisorbed molecules is small in graphene, owing to the weak 
interaction between both of the systems. The electronic properties of graphene can be 
tuned by donor and/or acceptor doping from physisorption. In this regard, a recent 
measurement of Hall effect by Schedin et al.[ 99] show, that NO2, H2O, and iodine act 
as electron acceptors whereas NH3, CO, and ethanol present electron donor behavior 
on graphene. The absorption did not reduce the mobility of graphene devices. These 
results were recently confirmed through theoretical calculations.[100]  After that, T.O. 
Wehling et al, [101] proved that NO2 molecules adsorbed on graphene create and 
control the occupancy of flat impurity bands near the Dirac point as well as they can 
lead to exchange scattering. Flat bands near the Fermi level may be an origin of 
ferromagnetism, [102 ,103] superconductivity,[104] charge density wave or other 
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related electronic instabilities. These results may lead to a possible pathway to high 
temperature magnetic order in graphene.  
The energy gap in graphene layers can also be achieved through noncovalent 
functionalization with chemical species [105,106] since the doping can induce a gap 
opening because of the A-B sublattice symmetry breaking. Therefore, the gap opens in 
epitaxial graphene by interaction with SiC substrate.[107] Recent calculations show 
that it is possible to open a gap in the electronic band structure and induce spin 




In the case of chemisorption, covalent functionalization on graphene changes 
the hybridization of carbon atoms from sp2 into sp3, which suggests a stronger 
alteration of clean graphene electronic properties. The recent calculation shows us that 
attaching atomic hydrogen to each site of the graphene lattice creates graphane, and 
opens an energy gap.[110] (See Figure 2.11) Calculation also shows that hydrogen 
chemisorption defect creates magnetism in graphene by creating a flat band in LDOS, 
(See Figure 2.11 (d)) when two hydrogen atoms are located on the same sublattice of 
graphene.[ 111 - 115 ] However, graphene absorbed by two hydrogen atoms that 
correspond to the different sublattices was predicted to be antiferromagnetic [112,115] 
or nonmagnetic[111] from first-principles calculations.  
Recently, S. Ryu [116] show us that, by forming sp3 C−H functionality on the 
basal plane of graphene, hydrogenation leads to hole doping of the graphene. Later, 
D.C. Elias [117] demonstrated that hydrogenation reactions lead to the change in 
hybridization from sp2 to sp3 , the chemisorption results in longer C-C bonds that 
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would suppress conduction ability in graphene and introduce localized states into the 
band structure. (See Figure 2.11) Beside hydrogenated graphene, graphene oxide also 
proves to be an insulator with high disorder. It is often regarded as a graphene sheet 
bonded to oxygen in the form of carboxyl, hydroxyl or epoxy groups [118-122]. The 
structure of graphene oxide is mostly amorphous due to distortion from the high 
fraction of sp3 C-O bonds. Interestingly, magnetic moments could be induced by 
chemical C-O, C-F and C-N bonding in graphene, while no magnetic moment is 
detected on graphene absorbed with these atoms.[123] Recently, room-temperature 
ferromagnetism of chemically functionalized graphene sheets was experimentally 
observed.[124] Although the ferromagnetism remains to be explored in-depth, it is 
believed due to the existence of various chemically functionalized graphene structures 
as the spin units and the possible long-range ordered coupling among them.  
 
 
FIG. 2.11 Schematics of crystal structure of (a) graphene and (b) graphane, where blue 
(red) spheres represent the carbon (hydrogen) atoms. (c) A derivative model: one side 
hydrogenated region is adjoined by two non-hydrogenated ones. (d) Schematic band 
diagrams for the three regions shown in (c). The diagrams are positioned under the 
corresponding graphene regions. Hydrogenated regions are represented by a gapped 
spectrum whereas the non-hydrogenated regions are assumed to be gapless. The 
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Adsorption of metallic atoms also can chemically tailor electronic properties of 
graphene. The electronic properties depend strongly on the ionic and/or covalent 
characters of the bonds formed between carbon and metals. The strong ionic bonding 
in graphene could be produced in the presence of alkaline metals.[ 125 ] 
Simultaneously, in some graphite intercalated compounds (GICs), the metallic bands 
are also affected by the presence of the metal in graphene lattices.[126] As a result, 
superconductivity may be generated in alkaline coated graphene. [127] Transition 
metals are prone to form strong covalent bonds in contact with graphene. The covalent 
bonds could induce magnetic instabilities in graphene because of the strong electron-
electron interactions. Transition metals coated graphene may open another route to 
spintronics through new spin-valve devices. Similar effects have been studied in 
carbon nanotubes. [128]  
 
2.6 Extrinsic Graphene 
2.6.1 Defect in Graphene 
Similar to conventional nanostructures, graphene is sensitive to disorder; as 
such its electronic properties are expected to be strongly influenced by the presence of 
defects. Here, we are talking about the effects of local defects (vacancies and random 
impurities) in the electronic structure of bulk graphene. Extended defects (edges or 
grain boundaries) were discussed in previous sections. In the case of vacancies, the 
DOS features a strong deviation close to Fermi level, through forming quasilocalized 
states decaying as (1/r) around the vacancies. [129-132]. “r” is the distance away from 
the defect. As shown in Figure 2.12, the particular case of lattices with uncompensated 
vacancies is quite interesting. In this case, the energy gap appears and its size becomes 
proportional to the concentration of vacancies. In addition to the gap, the localized 
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states are generated in the middle of this gap. Such states might be at the origin of local 
magnetic moments, which would explain the magnetism seen experimentally in proton 
bombarded graphite. [133, 134]  What is more, the localized states from defect may be 
relevant superconducting states.[129] In addition, five-, six-, and seven-membered 
rings in 2D sp2 lattices may trigger superconductivity in graphene layer. [135,136] 
 
 
FIG. 2.12 (a) Sketch of the geometry considered for the study of a single B-site 
vacancy. (b) Comparison between the local DOS in the vicinity of a vacancy 
(blue/solid) with the bulk DOS (red/ dashed) in clean systems. (c) Total DOS in the 
vicinity of the Dirac points for clusters with 4x106 sites, at selected vacancy 
concentrations. (Refer to Ref. [129]) 
 
STM has been proven a useful tool in examining the effects of defects on 
graphitic materials. [137,138]  Recently, the LDOS near defect sites are experimentally 
tested in graphene samples through STM techniques. G.M. Rutter et al. [ 139 ] 
investigated native defects of bilayer epitaxial graphene grown on SiC. Energy 
resolved maps of the local density of states reveal the quantum interference of quasi 
particle near defects. Later, L. Tapasztó et al. [140] investigated the mechanically 
exfoliated graphene layers irradiated with Ar+ ions by scanning tunneling microscopy 
and spectroscopy. The effect of atomic scale defects on the low-energy electronic 
structure of graphene was studied. The investigation reveal that defect sites act as 
Localized 
states 
B site vacancy 
(a) (b)  (c) 
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scattering centers for electrons through local modification of the on-site potential. The 
localized state near the defect sites was observed in the spectroscopy. As shown in 
Figure 2.13, a broad maximum in dI/dV curve was observed, and the peak was 
attributed to the localized state near Fermi level. 
In addition, the effects of defects on the global DOS of graphene should reflect 
themselves in the electric transport. For example, the material defects in graphene can 
reduce the mobility and possibly the minimum conductivity. 
 
FIG. 2.13 (a) Atomic resolution STM image 6×6 nm2, a single graphene on SiO2. (b) 
Atomic resolution STM image 20×20 nm2, irradiated graphene on SiO2, defect sites 
are indicated by arrows. (c) Scanning tunneling spectra of graphene taken on the defect 
free region and a defect site of the irradiated graphene. (Refer to Ref. [140]) 
 
2.6.2 Environment Factors 
Beside defects, the interaction with the substrate and environment is another 
unavoidable source of disorder in graphene. The additional disorder in graphene is also 
one of our concerns. So far, in most experiments, graphene samples are deposited over 
SiO2. Experiments reveal that the substrate plays a very important role in the structural 
properties of graphene. STM measurements suggest that monolayer graphene follows 
the corrugation of SiO2 substrate. [ 141 , 142 ] and electromechanical experiment 
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the substrate contact under graphene can influence the transport properties at finite 
temperature through controlling out of plane mechanical vibrations.[144,145] 
Both substrate and surroundings have a direct influence in the electronic 
properties of graphene.[146] Recent experiments suggest that charged impurities in the 
SiO2 substrate cause the short range scattering, which limits the carrier mobility in 
graphene at low temperature [147-149] while thermal excited ripples [144] and ripple 
induced charge inhomogeneity [150] suppressed the high temperature mobility of the 
carriers by long range scattering. Actually, SiO2 substrates give clear corrections to the 
carrier mobility in carbon based electronic devices. [151-153] In recent experiment, 
extremely high mobility were observed in suspended graphene. [154,155] Beside 
substrates, the presence of water molecules [ 156 - 158 ] and lithographic polymer 
residues [159] also may induce doping and Coulomb scattering in graphene. Of course, 
the effect of the adsorbents can in principle be eliminated by an appropriate baking. In 
addition, the invasiveness of metallic contacts always leads to doping of the graphene. 
[ 160 - 162 ] The charge transfer at the metal/graphene interface causes the band 
alteration of graphene under the metal and nearby. It induces a strong electron-hole 
asymmetry in electrical transport measurement. 
In summary, extrinsic factors include the materials quality, lithography process, 
gas contamination, metallic leads and substrate. The factors affect the quality of 
graphene devices and modify the transport properties graphene. The extrinsic factors 
do not modify the electronic structure of graphene.  
 
2.7 Summary 
Graphene is a unique two dimensional system, whose electronic band structure 
is described in terms of Dirac fermions. Because of the finite density of states at the 
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Dirac point, graphene can be easily modified with the application of electric and 
magnetic field, addition of layers, scaling down, chemical/physical functionalization, 
and interaction with environment. The influences of various modifications on 















































FIG. 2.14 Schematic illustration of electronic properties in graphene under various 
modifications. The possible electronic properties are summarized below the dashed 
line. 
 
In bilayer graphene with Bernal stacking, perpendicular electric field gives rise 
to a finite gap in the electronic structure. Moreover, graphene bilayer is also prone to 
show strong electron-electron correlation effects, such as magnetism, charge density 
wave phases and superfluidity under the external electric field. In fact, multilayer 
graphene systems also have similar properties with bilayer graphene. Higher 
complexity of multilayer graphene may be of interest for fundamental physics and 
practical applications since it allows higher flexibility in tailoring the electronic 
properties. 
Under confinement, calculations based on tight binding predict that GNRs and 
GNFs with zigzag edges are always metallic, while armchairs can be either metallic or 
Chapter 2 Graphene under Modifications 
 
National University of Singapore                             57 
semiconducting, depending on their width. Theoretical work also suggests that the 
armchair edge is energetically more stable than the zigzag edge that has an edge state 
close to the Fermi level. Experiments show that a conduction gap in GNRs or GNFs 
with armchair edges exhibits a relationship with the inverse of the sample width. 
GNRs with a higher fraction of zigzag edges exhibit a smaller energy gap.  
Edge states exist in zigzag edges of graphitic system, while no such localized 
state appears at armchair edges. The edge states are very important to determine the 
possible magnetic properties and superconductivity in graphitic materials. STM/STS 
experiments are used to characterize graphene edges with hydrogen-termination. A 
peak of dI/dV curve indicates the flat band nature of edge state near Fermi level at 
zigzag edges. 
There are two types of chemical functionalization on graphene, namely, 
physisorption and chemisorption. Normal physisorption just introduces the doping into 
graphene devices. Some certain kind of molecules adsorbed on graphene may create 
the occupancy of flat impurity bands near the Dirac point. Flat bands near the Fermi 
level may be an origin of ferromagnetism, superconductivity, charge density wave and 
other related electronic instabilities. In case of chemisorption, covalent bonds could be 
created. The covalent functionalization of graphene changes the hybridization of 
carbon atoms from sp2 into sp3, which suggests a stronger alteration of clean graphene 
electronic properties. Large scale covalent functionalization can open a gap in 
graphene. However, the non-uniform covalent functionalization could suppress 
conduction ability in graphene.  
In extrinsic graphene, defects could create the localized states and introduce 
flat band/energy gap into the electronic structure of graphene. Such states might be the 
origin of local magnetic moments or superconducting states. The localized state near 
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the defect sites were experimentally observed in the STM/STS spectroscopy. In 
addition, a few defects in graphene can reduce the mobility and possibly the minimum 
conductivity. Some other extrinsic factors, (such as the materials quality, lithography 
process, gas contamination, metallic leads and substrates) usually affect the quality of 
graphene devices and modify the electronic transport properties graphene. At this point 
in time, it is not clear whether the extrinsic factors modify the electronic structure of 
graphene, especially in multilayer graphene. Because of the finite density of states near 
the Dirac point, extrinsic multilayer graphene may show strong electron-electron 
correlation effects. It is noted that the investigation on the effect of electron-electron 
interactions in graphene and multilayer graphene is still at the beginning stage.   
In the chapter, we reviewed recent theoretical and experimental work in graphene 
under modification. The modified graphene may exhibit many new fundamental 
properties and give great potential for electronic applications. Actually, most of 
properties are currently subjects under intense research and debate. And the related 
researches are still at their beginning stage. Therefore, it is worth further investigation 
in their transport properties. 
The following chapters will describe details of our experiments and discuss the 
results of the experiments.  
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CHAPTER   3 
EXPERIMENTAL DETAILS  
 
 This chapter presents the fabrication and measurement techniques used for 
CNW and graphene samples. We first discuss the deposition and characterization of 
carbon nanowalls, followed by the fabrication of CNW devices. In the graphene part, 
we first discuss the fabrication of graphene and its thickness determination using 
Raman and optical contrast spectroscopy, followed by the e-beam lithography (EBL) 
fabrication processes for graphene based devices. A model to study the visibility of 
graphene on different substrates is also introduced. Finally, measurement setup and 
techniques that have been used to characterize transport properties of samples in this 
study are discussed.  
 
3.1 Growth of Carbon Nanowalls 
CNWs were originally discovered during the deposition of carbon nanotubes 
by Wu et al. in 2002. [1] The 2D carbons vertically align on the substrate and form a 
self-supported network structure which enhances their stability. CNWs can grow on 
either conducting or insulating substrates without catalysts. It is also found that 
electrical field plays an important role in the growth of CNWs. Here, we briefly 
describe the CNW deposition on silicon substrate with a silicon dioxide overlayer, 
which is related to the fabrication of CNW devices. 
 
3.1.1 Substrate Preparation 
 
In this work, silicon substrates with a silicon dioxide layer were used. To 
ensure the quality and uniformity of CNWs deposited, the substrates were thoroughly 
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cleaned to remove all contaminants such as absorbed molecules, particulates and 
organic impurities. These contaminants may give rise to poor adhesion, bad uniformity 
and degrade  the device performance.  
 The wafer was first rinsed with deionised water (DI water) for approximately 
15 mins and then dried by a critical point drier. Following that, the wafer was soaked 
in acetone for 10 minutes with ultrasonic bathing. This step removed the organic 
residues on the substrate. As acetone also leaves its own residues on the substrate, an 
isopropanol (IPA) immersion for another 10 minutes is required with ultrasonic 
bathing. Finally, the wafer was rinsed by DI water again for 5 mins. The wafer was 




 MPECVD was used to deposit carbon nanowalls. The CVD deposition system 
(CN-CVD-100) is produced by ULVAC Ltd., Japan. Its schematic diagram is shown in 
Figure 3.1. According to the function, the MPECVD system consists of four main 
components: deposition system, the pumping system, gas feed system, and control 
system. 
  The deposition system consists of a quartz tube, a 500 W microwave generator 
and a transverse rectangular waveguide. The quartz tube is positioned in a longitudinal 
direction and houses two plate electrodes. The transverse rectangular waveguide 
couples with the microwave to generate the plasma in the quartz tube.  
 The working pressure in the chamber is maintained by a 100 Liters/min rotary 
pump and a controllable valve. The pressure in the chamber can be read by the gas 
pressure gauge. The reactant gases of hydrogen and methane are fed into the chamber 
via mass flow controllers, respectively. The flow rates of the gases are maintained 
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automatically by the mass flow controllers.  Nitrogen gas is also available to vent the 
chamber and dilute the exhaust gases before discharge into the air. The venting flow 




FIG. 3.1 Schematic diagram of MPECVD setup. The reactant gases flow through the 
flowing meters and through the quartz chamber. The microwave generates plasma in 
the chamber, where the carbon nanowalls grow. 
 
 In the deposition chamber, a controllable DC bias could be applied across the 
two parallel plate electrodes. The distance between the electrodes is adjustable. The 
substrate can be placed on the lower electrode while the top one is grounded. In 
addition, the MPECVD system is equipped with a control panel which controls the 
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timing function allows the system to stop the deposition automatically once the time 
set is out.  
 
3.1.3 Growth Conditions 
 
 Before deposition, the clean substrate is placed on the lower electrode in 
MPECVD system. The reactant gases are a mixture of hydrogen and methane. The 
typical flow rates of hydrogen and methane are 40 and 5 sccm, respectively. Because 
our MPECVD system is not equipped with any source to heat the substrate, the 
substrate is preheated by hydrogen plasma preheating. Before CH4 was introduced to 
the quartz tube to commence the growth of CNWs, the substrate was pre-heated to 
about 650-700 °C (limited by the power of the microwave) in hydrogen plasma for 10-
15 minutes. The typical growth time was 2-5 minutes. During the preheating and 
growth, a bias of 50 V is applied on to the parallel plate electrodes. And the pressure of 
the chamber is maintained at 1 Torr throughout the entire process.  
3.2 Characterization of Carbon Nanowalls (SEM, TEM, 
Raman Spectroscopy) 
Typical SEM images of carbon nanowalls are shown in Figure 3.2(a). CNWs 
stand vertically as supported by a network structure. CNWs eventually cover the entire 
1 cm x 1 cm substrate after 2-5 minutes growth. The density and height of carbon 
nanowalls depend on the position of the substrate on the lower plate electrode. A 
typical carbon nanowall sheet is approximately 1.5 μm tall and has a thickness of less 
than 10 nm. When the substrate is placed further from the microwave source, the 
nanowalls are sparser and appear smaller in size. Figure 3.2 (b) shows the transmission 
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electron microscopy (TEM) image of a carbon nanowall sheet. The image proves that a 
CNW sheet is a graphite flake with some disorder and defects. 
      
FIG. 3.2 (a) SEM image of CNWs. Dotted lines represent the electrodes configuration; 
(b) HRTEM image of CNWs; (c) Raman spectrum of CNWs. 
 
 The Raman spectrum of carbon nanowalls is shown in Figure 3.2(c). Raman 
spectra are obtained with T64000 Triple Grating System using a 514.5 nm Ar line as 
an excitation source. Two major peaks are registered near 1360 cm-1 and 1580 cm-1 
and are known as the D band and G band peaks respectively. The G band represents 
crystalline graphite while the D band indicates defects and disorder in the lattice. A 
shoulder band is also observed at 1620 cm-1, called D’ band. This small peak is also 
believed to be associated with crystalline defects or edges. The high intensity of D 
Chapter 3 Experimental Details 
National University of Singapore                             77 
band indicates that some disorder exists in CNWs. Both TEM image and Raman 
spectra prove that CNW sheet is a thin graphite flake with some disorder and defects. 
The properties of such a single piece of carbon sheet are of great interest if electrodes 
can be placed precisely onto it. 
 
3.3  Fabrication of Carbon Nanowalls Devices  
Because of the curved surface morphology, it is difficult to apply electrodes 
with small spacing on top of CNW sheets. In order to overcome this difficulty, bottom 
electrodes are employed to form the electrical contacts to the nanowalls. The use of 
bottom electrodes has three advantages over the top ones: (i) it is possible to fabricate 
electrodes with a spacing down to sub-micron using EBL, (ii) the pre-cleaning in 
hydrogen plasma prior to the growth and simultaneous annealing during the growth 
make it possible to form a low resistance contact between CNWs and titanium (Ti) or 
niobium (Nb) (100 nm in thickness) and (iii) vertically aligned CNWs allows to form 
direct contact of all the layers with the electrodes. 
 
Silicon oxide substrates with a size of 1 cm × 1 cm are first cleaned with 
agitation in acetone and IPA by using method discussed in Section 3.1.1. The bottom 
electrodes are first patterned on the substrate by using EBL (machine Elinox ELS-
7700). The configuration of the electrodes is given in Figure 3.3. The electrodes are 
separated by a spacing that varies between 300 nm to 1µm. Current passes through the 
junction via the top electrodes and the voltage probes are placed on the bottom 
electrodes as indicated in Figure 3.3(b). 
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FIG. 3.3 SEM images of (a) bottom electrode configuration, scale bar corresponds to 
10 µm. and (b) a close-up view of electrodes showing current flow and voltage probes, 
scale bar corresponds to 1 µm.  
 
The detailed processes of electrodes formation is shown as follows. A layer of 
E-beam resist (Poly methyl methacrylate (PMMA) 950 and Anisole in ratio 4:5) is first 
coated onto the substrate at 3000 rpm for 45 seconds. After the wafer is baked at 180 
oC for 90 seconds, a PMMA layer with 300 nm thickness is obtained. The typical beam 
current used is 100 pA with a resist dose of 400 μC/cm2. The sample is then developed 
in a Methyl isobutyl ketone (MIBK) developer with MIBK:IPA=1:3. To achieve a 
high resolution, the developer is cooled to a temperature of 20.5 Celsius degree in a 
water bath. After 40 seconds of developing, the sample is rinsed in IPA to stop the 
development process and clean the sample.  
After the pattern transfer by EBL, a thin layer (100 nm) of metal material such 
as Titanium (Ti) or Niobium (Nb) is deposited using r.f sputtering system. 3-5 nm of 
titanium (Ti) is deposited following Nb deposition to improve the transport 
transparency of the electrodes and to improve carbon nanowall adhesion to the 
electrodes. The carbon nanowalls are deposited onto the substrate using MPECVD 
introduced in Section 3-1. Carbon nanowalls grown on undesired region are gently 
removed by using cleanroom wipes. The top view of electrode structure is shown in 
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Figure 3.4 (a) and the schematic illustration of the device is shown in Figure 3.4 (b). 












FIG. 3.4 (a) Schematic illustration of the electrodes before CNWs deposition. Current 
is passed and voltage is measured across the junction as indicated by the arrows. 
CNWs are deposited in the region encompassed by the dotted lines; (b) Schematic 
diagram of cross-sectional structure of the metal/CNWs/metal device after CNWs 
deposition. The electrodes are separated by a gap of “d” which varies between 300 nm 
and 1µm.  
 Electrodes of various gaps are fabricated and the devices are characterized 
using scanning electron microscopy. The image in Figure 3.2(a) shows the carbon 
nanowalls deposited on top of the electrodes. The superimposed dotted lines mark the 
electrodes configuration and allow us to estimate the number of carbon nanowalls that 
exist in the gap region. Usually, there are at most 3 carbon nanowalls between the 
electrodes for a junction gap of 450 nm.  
3.4 Fabrication of Graphene 
As mentioned earlier, the experimental research on fundamental properties of 
graphene is impeded by difficulties in obtaining single layer graphene. In the past few 
years, the technique to get graphene with high quality achieve breakthrough. Here, we 
introduce the method through which our graphene devices are obtained.  
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The method to fabricate graphene flakes was developed by Novoselov et al. 
[2,3] Here, we used highly ordered pyrolytic graphite (HOPG) from SPI [4] and 
natural graphite from China. A few graphite flakes are deposited on a piece of 
moderately sticky tape. Repeated folding and unfolding of the tape results in a 
homogenous distribution of graphite flakes on the tape, as shown in Figure 3.5(a) and 
(b). Subsequently, a freshly cleaned substrate with predefined marker pattern is pressed 
on the tape. In this way, graphite flakes of various thicknesses are deposited on the 
substrate. Figure 3.5(c) shows an example of graphene flakes on Si substrate with 







FIG. 3.5 (a) The graphite crystal and scotch tape; (b) The scotch tape used to exfoliate 
graphite. (c) Optical microscope image of thin graphite flake before and (d) after 
applying metallic electrodes. (Scale bar corresponds to 8 µm) 
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Optical microscopy is used to identify monolayer, bilayer and few layer 
graphene flakes. It is important that the SiO2 thickness is close to 300 nm to maximize 
the color contrast between the bare substrate and the thin graphite flakes. The size of 
thin flakes is typically 10-20 square micrometres. By taking photograph, the position 
of the flake relative to a unique marker set is record for further processing. 
The optical photographs of thin graphite flakes are imported in a CAD program 
in which the electrode design is made. After standard EBL, a bilayer of Ti (5 nm) and 
Au (30 nm) is evaporated, followed by a liftoff in warm acetone. The sample is now 
ready to be mounted in a chip carrier and wire bonded. An example of a graphene 
device with electrodes is shown in Figure 3.5(d). 
AFM can be used to further investigate the thickness and homogeneity of the 
flake. However, it turned out AFM does not provide conclusive information about the 
number of graphene layers. Although the thickness of a graphene layer is 0.34 nm, the 
measured height (using tapping mode AFM) of a single layer of graphene is about 1.5 
nm. The discrepancy can be explained by the difference in the strength of interaction 
between tip and SiO2 or tip and graphene. 
3.5 Selection of Graphene Flakes (Methods of Raman and 
Optical Contrast) 
Identification of graphene under optical microscope by naked eye provided a 
good indication of the layer thickness of a graphite sheet, especially for thin layers. 
However, it is not a conclusive and reliable method. Raman spectroscopy is the 
potential candidate for non-destructive and quick inspection of thickness of graphene 
[5-7]. The Raman spectra and Raman image are achieved by WITEC CRM200 Raman 
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system. The excitation source is a 532 nm laser (2.33 eV, green) with power below 1 
μW on the sample to avoid laser induced heating. A 100 x optical lens with a NA=0.95 
is used both in the Raman and later reflection experiments. 
 
The Raman spectrum of graphite and 1-4 layer graphene is shown in Figure 
3.6. In the figure, the dominant peaks are the G line around 1580 cm-1 and the 2D band 
around 2700 cm-1. The former results from an in-plane optical mode (E2g mode 
phonon), close to Γ point, while the latter is due to double resonance.[8] We do not 
observe the D and D’ bands which exist in CNWs. It indicates the high quality of 
crystalline in graphene flakes. The layer thickness can be inferred from the details of 
the Raman spectrum. The G peak intensity increases with the thickness of graphene 
flakes whereas the peak shifts to lower wave numbers at the same time. To compare 
the Raman spectra of graphene with different thicknesses, the intensity ratio I2D/IG in 
monolayer graphene is very high (usually >1.4). Moreover, the Raman 2D band is very 
sensitive to the number of layers of graphene [5, 6] and the second-order Raman 2D 
band of single layer graphene is much sharper and of higher symmetry than those of 
few layer graphene sheets, the 2D band becomes much broader mainly due to the 
change of electronic structure of graphene, which affects the process of double 
resonance effect.[7]  Once the single-layer graphene is identified by the intensity ratio 
I2D/IG and the 2D band of Raman scattering, one can proceed further to determine the 
number of layers in thicker sheets from the intensity of G band as it increases almost 
linearly with the number of layers of graphene.[9]  
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FIG. 3.7 The contrast spectra of graphene sheets with different number of layers. 
 
Complementing with Raman scattering, contrast spectroscopy also plays an 
important role in determining the number of graphene layers. The contrast spectra of 1 
to 4 layer graphene are shown in Figure 3.7. The contrast spectrum for monolayer 
graphene measured using a normal white light source exhibits a peak centered at 550 
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nm. The peak position remains almost unchanged (550 nm) when increasing the 
number of layers (N) up to 10, while the maximum contrast value varies with N as C = 
0.0046+0.0925N-0.00255N2.[10] Therefore, the combination of Raman and contrast 
spectra allows us to determine the number of layer with high accuracy. 
Figure 3.8(a) shows the optical image of a graphene sample on Si substrate with 
300 nm SiO2 capping layer. The graphene sheet shows four different contrast regions, 
which can be understood as four different thicknesses. Following this, 3D mapping are 
then taken from the sample, as shown in Figure 3.8(b). In Figure 3.8(b), the 3D 
mapping image shows the clear steps which correspond to different number of layers. 

















FIG 3.8 (a) The optical image of a graphene sample with 1 to 4 layers (Scale bar 
corresponds to 8 µm); (b) The 3D contrast image, which shows a better perspective 
view of the sample. 
 
 
These preliminary measurements demonstrate that Raman and contrast 
spectroscopy are indeed useful methods to determine the layer thickness of graphene 
samples.  They a serve a useful and efficient method to identify single layer, bilayer 
and few layer flakes that are suitable for device fabrication. 
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3.6 Fabrication of Graphene Based Devices 
 We have used EBL for defining the electrodes in a double layer of resist. This 
process is illustrated schematically in Figure 3.9 and consists of the following steps: 1) 
Deposition of graphene, 2) Spinning of resist, 3) E-beam exposure, 4) developing, 5) 
















FIG. 3.9 Schematic of lithography for the electrode fabrication process. (a) put 
graphene on  a clean wafer, (b) two layers of resist on top of the chip. (c) part of resist 
exposed. (d) exposed resist is removed by a developer. (e) a thin metal film is 
deposited. (f) the film on the resist is removed by lift off. The metal film where the 
resists was exposed is left. In the first step a double layer of ebeam resist (PMMA) is 
exposed using an ebeam pattern generator. Then the exposed areas are dissolved with a 
suitable developer and a metal film is deposited using evaporation. In the last step the 
remaining resist is removed using a solvent. 
 
 For this thesis we have used a double layer of PMMA. The double layer 
improves the lift-off process due to a better resist profile with an undercut. These 
results from higher sensitivity of the bottom layer compare to the top layer. The bottom 
layer (PMMA 495 A4) is spun for 45 seconds at 3000 rpm and subsequently baked at 
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180 °C for 90 seconds. The top layer (PMMA 950 A9) is spun at 3000 rpm for 45 
seconds. We use a final bake at 180 °C for 180 seconds.  
 The designed patterns are written on the resist by an EBL system. Due to the 
exposure by an electron beam bonds in the polymer are broken and the resist becomes 
soluble in the developer. We have used MIBK:IPA=1:3 as a developer with a  
developing time of 45 seconds. Subsequently, the sample has been rinsed for 120 
seconds in IPA, and then dried by blowing the nitrogen gas. Metal deposition is 
typically done by evaporation in a vacuum system with a background pressure of 10-6 
mBar using a deposition rate of 0.2 Å/s. The final step in the fabrication process is lift-
off. In this step the remaining resist is dissolved by immersing the sample in warm 
acetone. After that, the sample is dried by a critical point dryer. 
3.7 Method to Fabricate Graphene Devices on Different 
Substrates 
 A single layer of graphene can become visible to our eyes under optical 
microscope just by choosing the right substrate and right light filters for the 
microscope. The optimum parameters can be found by modeling the optical response 
of visible light incident on a single layer of graphene on top of a substrate. The model 
calculation presented in the section is based on the experimental and theoretical results 
from Ref.[10,11]. The visibility of graphene on different types of substrates with or 
without under/ capping layer originates from both the relative phase shift and 
amplitude modification induced by the graphene layer. Although graphene is only one 
atomic layer thick, its refractive index was found to be very close to that of graphite. 
Therefore, the reflection spectrum of a multiple layer structure, not limited to a bi-layer 
or tri-layer structure containing graphene can also be readily obtained using the 2 by 2 
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matrix method. [12] Figure 3.10 shows a typical multilayer structure consisting of air, 
N layers of homogeneous media and supporting substrate.  
 
FIG. 3.10 A multilayer model used in the transfer matrix simulation. 
 
The thickness and refractive index of each layer are d0, di (i = 1 to N), dS and 
n0, ni (i = 1 – N), nS, respectively. Here, the reflective indices are in general complex 
numbers. We also assume that d0 and ds approaches infinity. Assuming that 
electromagnetic wave travels in zx plane and the media are homogeneous in z-
direction, the electrical field that satisfies the Maxwell equation can be written as 
 [ ] )()()( ztiexBxAE βω −+= , (3-1)
 
where β is the z component of the wave vector, ω is the angular frequency, t is time, 
and A(x) and B(x) are amplitude of the down-travelling and up-travelling waves, 
respectively. The electromagnetic wave can be either a p-wave or an s-wave. The 
amplitude of the electrical field inside the air and those after passing through the Nth 
layer and substrate interface are related by the following equation:  
z 
x 
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Here, nm is the refractive index of the mth layer, dm is the thickness of mth layer, λ is 


























TR = . (3-8)
 
For unpolarized light, one can take an average of the contributions from both the s 
wave and p wave .  
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In these studies, the contrast spectra C are obtained by taking the difference of the 
intensity of the reflection spectrum between absence of graphene and presence of 
graphene, which is calculated by  
 




RRC −= , (3-10)
where R is the reflection spectrum.  
The simulation has been carried out using Matlab. The incident wave is 
assumed to be perpendicular to the plane of the multiple layers; hence the angle of 
incident kφ  was set at zero degree. This is a reasonable assumption because the total 
thickness of graphene and SiO2 or PMMA/graphene is much smaller than the depth of 
focus of the objective lens used in most experiments (0.9 to1.8 μm for λ = 0.4 to 0.8 
μm and NA = 0.95). Within the depth of focus, the wavefront of focused light is 
almost flat; therefore the light propagates in the optical axis direction. The complex 
refractive indices of all materials used are available from literature [13]. Single layer 
graphene is assumed to have a thickness 0.34 nm, and multilayer graphene which 
consists of n monolayers is assumed to have a thickness of n × 0.34 nm. The refractive 
index of graphene is assumed to be the same as that of bulk graphite and is 
independent of λ, i.e., nG (λ) = 2.6-1.3i.  
 We start with a graphene layer on top of a Si/SiO2 substrate where the Silicon 
is semi-finite in thickness and the SiO2 has a thickness d. The model contains 4 media 
with different optical properties, the first is air, following a graphene layer, SiO2 and 
the Si layer. Air has a refractive index close to one. For a 300 nm thick SiO2 layer, we 
find that the best contrast for light in the green range, which is indicated by dashed line 
in Figure 3.11(a) and (b). Note that a maximum contrast of 9 % is expected for a single 
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layer. Our model predicts a contrast of about 18% for a bilayer, 23% for a trilayer, 
31% for four-layer. Experiments verified that this is the case (Figure 3.7).  
 
 
FIG. 3.11 (a) Schematic of structure for a graphene sheet on top of a Si substrate 
capped with SiO2 thickness ranging from 0 to 400 nm. (b) Optical contrast spectra of 
monolayer graphene on SiO2/Si substrate as a function of wavelength from 400 nm to 
750 nm with variable SiO2 thickness. (c) Schematic of structure for a graphene sheet 
on a layer of PMMA coated on top of a Si substrate with 300 nm SiO2. (d) Optical 
contrast spectra of SLG on PMMA/SiO2/Si substrate as a function of wavelength from 
400 to 750 nm with PMMA thickness ranging from 0 to 200 nm on top of a SiO2(300 
nm) coated Si substrate.(e) Calculated contrast of graphene as a function of wavelength 
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structure of SLG sandwiched between two PMMA layers on top of a SiO2(300nm) 
coated Si substrate. (f) Corresponding contrast spectra for the schematic described in 
(e). 
 
 Our model shows that we can increase the contrast of the graphene layer on top 
of the Si surface by a factor of 4 just by spinning a thin layer of PMMA on top of the 
sample. For this the PMMA thickness has to be about 103 nm thick. Monolayer 
graphene is invisible when it is placed directly on most of the semiconductor and 
metallic substrates. We found that coating of a resist layer with optimum thickness is 
an effective way to enhance the contrast of graphene on various types of substrates and 
makes single layer graphene visible on most semiconductor and metallic substrates. 
 A graphene layer on top of PMMA should also allow us to produce in a 
relatively easy way a free standing graphene flake on top of a Si/SiO2 substrate. 
Crucial for the experiment is to be able observe a graphene layer by optical 
microscopy. The contrast of the graphene layer on PMMA can be found by using the 
above model. The media are in this case: air, graphene, PMMA, SiO2, and Si. Using 
green light, the highest contrast (8 %) is found for 100nm thick PMMA layer on top of 
a 300nm thick SiO2 layer. (Figure 3.11(c) and (d)) 
 A proof of principle is depicted in Figure 3.12 where we show optical image, 
contrast and Raman spectra of monolayer graphene on top of PMMA(100 
nm)/SiO2(300 nm)/Si.  The procedure is straightforward. We spin PMMA (950 A2) on 
300 nm SiO2 substrate at 2000 rpm. After annealing it for 3 mins at 180 ˚C, we obtain 
a 100 nm thick PMMA layer. We use the mechanical exfoliation technique to produce 
graphene flakes on PMMA. An optical microscope is used to select the graphene 
monolayer. The 2D peak has a full width half maximum of 32cm-1 which distinguishes 
a monolayer from few layer grahpene. 
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FIG. 3.12. a) Schematic of structure for a graphene sheet on a layer of 100nm PMMA 
placed on top of Si substrate with 300nm SiO2. b) An optical image of monolayer 
graphene on PMMA(100nm)/SiO2(300nm)/Si. The outline areas correspond to SLG, 
the scale bar is 20μm. c) Experimental results of contrast spectra of the graphene 
sample, d) Raman spectrum of the monolayer graphene flake. The position of G peak 
and the spectral features of the 2D band confirm the number of the layers.  
 
  After the graphene deposition, we coated another 300 nm PMMA 950 onto the 
substrate and baked it for 3 mins again. The graphene is still visible under microscope, 
according to our simulation results (Figure 3.11 (e) and (f)). The area at which we 
would like to produce a metallic contact to the graphene needs to be exposed with an 
electron beam. This contact will become free standing and therefore needs support 
pillars from both sides (free standing bridge) to the SiO2. Good electrical contacts can 
be produced by thermal evaporation of 150 nm Ti. After liftoff, a free standing 
graphene is obtained. The fabrication processes are illustrated in Figure 3.13. The 
method may be an easy way to produce a working free standing graphene electronic 
device.  
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FIG. 3.13 Fabrication process for a free standing graphene device. (a) Graphene flakes 
are deposited onto the highly doped substrate coated with 300nm SiO2 and 100nm 
PMMA. (b) Covering the sample with another thick layer of PMMA (about 300nm). 
(c) Exposure to e-beam and developing in MIBK solutions open windows for the 
electrodes. (d) Evaporation of Ti contacts. It is possible for Ti electrode to bridge when 
the total electrode thickness is comparable to bottom PMMA thickness. Metals are 
evaporated at 45 degree to the substrate surface. e) Resists are lifted off in PG remover. 
g) A free standing graphene device after lift off. Heating up the sample to 300˚C in a 
H2/Ar environment for 1 hour should clean up all PMMA remains on graphene flakes.  
 
In summary, due to the interference of the light waves that cause constructive 
and destructive interference, variation in the dielectric thickness results in series of 
reflection maxima and minima in the contrast spectrum. The coating of PMMA layers 
with optimum thickness is an effective way to enhance the contrast of SLG on all types 
of substrates investigated and it also makes SLG visible on most semiconductors and 
metals. As our method has the versatility to handle multilayer structure with many 
layers, it can help in fabrication of different graphene devices on various substrates. 
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3.8 Electrical Characteristic Setup  
 Before the measurement, samples with a typical size of 5×5 mm are wire-
bonded on a chip carrier. Figure 3.14 shows a sample in chip carrier ready for 
measurement. The silver paint ensures a good electrical connection between the silicon 
substrate and the chip carrier which is important if we use the substrate as a global 
gate. Electrical connections from the chip to the chip carrier are made by ultrasonic 
bonding using gold wires. Because the electrical contacts on the chip are separated 
from the substrate by a thin silicon oxide of 300 nm, the bonding has to be operated 
carefully in order to avoid the breaking of the gate oxide.  
 
FIG. 3.14 A sample in chip carrier for measurement 
 
 The major part of my research here is related to electrical measurements on 
carbon nanowalls and graphene based devices. Measurements have been performed at 
low temperatures in order to study the quantum mechanical phenomena of interest, 
such as superconductivity and electronic quantum interference. The temperature ranges 
from 1.4 to 300 K. The magnetic field ranges from 0 to 6 T. We mount our sample on 
a dip stick which is immersed in a liquid helium dewar.  
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 We use two methods to get differential conductance. Differential conductance 
measurements are conducted by either using the combination of Keithley 6221 current 
source and 2182A nanovoltmeter or using the combination of Keithley 6221 current 
source and Lock-in amplifier (SR830). The latter is much more time consuming than 
the former. 
 We also use both DC and AC measurements for gate electrical field 
measurements. DC measurement is done by Agilent semiconductor parameter 
analyzer, while AC measurement is done by using standard Lock-in measurement. 
Figure 3.15 shows a schematic of a basic measurement setup graphene FET. The 
current across samples is applied either as a DC current or as a low frequency AC 
current using the output from Keithley 6221. For DC current, the voltage accross the 
sample is measured using the Agilent semiconductor parameter analyzer, while for an 
AC bias, it is measured using the Stanford lock-in preamplifer SR830. The differences 









FIG. 3.15 An optical image of a graphene device with basic electrical setup in our 
investigations. The Fermi level in the graphene and the perpendicular electric field are 
controllable by means of the voltages applied to the back gate, Vbg. We study the 
resistivity of the graphene flake as a function of gate voltage by applying a current bias 
(I ) and measuring the resulting voltage (V) across the device. 
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FIG. 3.16 Electrical measurement setup. A DC or AC current was applied to the 
sample while LabVIEW program was used to sweep the magnetic field (B) or 
electrical field (E) and to measure the voltage ( xV  or yV ) passing across the sample. 
 
 All the instruments are computer controlled using the LabVIEW 6.1 program. 
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  In the chapter, we briefly summarized the fabrication and measurement 
techniques used for carbon nanowalls and graphene sample preparation for 
characterization. From the next chapter, we start to discuss the transport properties in 
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CHAPTER   4 
ELECTRICONIC TRANSPORT PROPERTIES OF 





  In this chapter, we first discuss the transport mechanism of two dimensional 
carbons. And then, transport properties of carbon nanowalls nanostructure are 
introduced. Following that, the mesoscopic transport properties of the Ti/CNWs/Ti 
junction under low temperature are discussed. We found that a small energy bandgap 
exists in the CNWs. Excess conductance fluctuations with peculiar temperature-
dependence from 1.4 to 250 K were observed in CNWs with an electrode gap length of 
300 and 450 nm, whereas the conductance fluctuation is greatly suppressed above 4.2 
K when the electrode gap length increases to 800 and 1000 nm. The possible causes 
are discussed. 
 
4.2 Mesoscopic Transport in Two Dimensional Carbon 
 CNWs are believed to have some similar properties to that of graphene. 
Theoretical studies conducted on nano-sized graphene ribbons uncover the opening of 
a small band gap at K and K’ points. The small band gap is inversely proportional to 
the ribbon width. Similarly, a narrow band gap may also be present in CNWs samples. 
 Besides the confinement, the behavior of the electrons is strongly affected by 
disorders or impurities in the graphene lattice.[1] A large quantity of defects and 
disorder in carbon nanowalls may enrich the low temperature study in electronic 
transport. The interplay between disorder and quantum interference plays a crucial role 
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in determining the characteristics of electron transport in metals in the mesoscopic 
regime[2]. In a weakly disordered system, quantum interference between self-returned 
and multiply scattered paths of electrons on the scale of phase coherence length, Lφ, 
leads to quantum corrections to the electrical resistance, which manifests itself in the 
form of weak localization (WL) [3] and universal conductance fluctuations (UCF) [4]. 
The UCF is of universal nature because its magnitude, on the order of the conductance 
quanta e2/h, depends on the shape of the conductor but not on its size or strength of 
disorder. In addition to UCF caused by internal scattering centers, the quantum 
interference among different transport channels or due to multiply reflected electron 
(hole) waves from the electrodes also causes fluctuations in the conductance. The latter 
should become more prominent in samples with reduced backscattering but a long 
coherent length. In this sense, nanostructured 2D carbons, including both single and 
multiple layer graphene sheets, are of particular interest for studying mesoscopic 
transport  because of their unique electronic band structures [5] and the associated 
robust transport properties [6] even in highly disordered samples. The band structure of 
graphene is characterized by linearly dispersed conduction and valence bands which 
touch each other at the K and K’ points in the Brillouin zone[7]. For nano-sized 
graphene or so-called graphene nano-ribbons, theoretical studies have shown that an 
energy gap opens at the K and K` points with a bandgap being inversely proportional 
to the ribbon width.[8] In addition to the bandgap, a narrow and flat band is also 
predicted to exist at the middle of the bandgap, depending on the atomic configuration 
of the edges or extended defects.[9] It has been reported in literature that a small 
bandgap is also present in nano-sized bilayer or few layers of graphene (FLG) 
sheets.[10] From the point of view of both fundamental physics studies and potential 
applications, it is of importance to understand how this small bandgap would affect the 
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transport properties of 2D nanocarbons in both the coherent and classic diffusive 
regimes. In the former case, of our particular interest are the structures in which (i) the 
bandgap is comparable to 2/ φφ LDE h=  (or /B FE v L= h in the ballistic case) or kBT and 
(ii) min( , )TL L Lφ≤ , where D  is the electron diffusion coefficient, L  is the size of the 
sample, TL  is the thermal length, Fν  is the Fermi velocity,  h  is the Planck constant and 
Bk  is the Boltzmann constant. It is worth pointing out that most of the mesoscopic 
transport studies on semiconductors carried out so far have been focused on systems 
with a bandgap which is much larger than the aforementioned energy scales. The small 
bandgap and long coherence length of FLG ribbons make them distinguished from 
other systems and serve as an excellent platform for coherent transport studies. 
 
4.3 Temperature Dependence of Carbon Nanowalls 
Network Structure  
 Titanium (Ti) will be used as electrode metal in order to form low resistance 
contact with CNWs.[11, 12]  In general, the unfilled d orbitals of the transition metals 
enable the bonding between metals and carbon atoms. Considering its atomic structure 
(3s2p6d2 4s2), Ti is 3d metal with a substantial number of unfilled d states. They can 
form strong chemical bonds with carbon to produce highly stable carbide compounds. 
Moreover, the work function of Ti ( eVTi 3.4=Φ ) is quite similar to that of graphite 
( eVgraphite 5.4=Φ ). [13, 14] The small mismatch of work functions minimizes the 
influence of metal doping at the interface between CNWs and metal. Therefore, 
titanium is adopted as electrode metal in our transport study. 
 In order to measure the resistance of CNW films, a CNW nanostructure in the 
shape of rectangle with different dimensions was prepared. All the electrodes are 
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deposited onto carbon nanowalls by using hard masks. The carbon nanowalls by four 
probes method were electrically characterized in the temperature T = 1.4 to 300 K. The 
temperature was controlled externally through the cryostat low temperature system. 
Two examples with different geometry are given in Figure 4.1. The inset shows the 
sample dimension between two voltage electrodes. In the first sample (Figure 4.1 (a)), 
the high temperature region (above 10 K) is well described by TR ~  dependence, 
characteristic for metallic materials. Resistance at low temperatures can be described 
by the simple activation dependence )/exp( TΔ− , which indicates gap opening. In the 
second sample (Figure 4.1(b)), the high temperature region (above 10 K) is well 
described by )/exp( 3/10 TT  dependence, characteristic for variable range hopping in 
two dimensional system.[ 15 ]  Resistance at low temperatures deviates from the 
variable range hopping dependence but can be described by the simple activation 
dependence )/exp( TΔ− . The activation dependence of resistance at low temperatures 
indicates that a narrow band gap may be present in our samples. In high temperature 
regime, the thermal energy could be higher than the narrow band gap, and then leads to 
the metallic behavior in CNWs. In addition, we attribute variable range hopping in 
some cases to weak tunneling like coupling between overlapping carbon nanowalls 
sheets.  
 The unique surface morphology of CNWs makes it difficult to form top 
electrodes with much smaller spacing. In order to overcome this difficulty, bottom 
electrodes are employed to form the electrical contacts to the nanowalls in the next 
work. The resistance by four probes method is measured as a function of temperature. 
Two examples with bottom electrodes are given in Figure 4.2. In both of the samples, 
the high temperature region (above 10 K) is well described by TR ~  dependence, 
characteristic for metallic materials.  Resistance at low temperatures deviates from the 
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variable range hopping dependence but can be described by the simple activation 
dependence )/exp( TΔ− . 
 
 
FIG. 4.1 (a) Temperature dependence of resistance ( )/exp(~ TR Δ ) behavior in one 
CNWs sample is observed at KT 15< , where Δ is a constant . Inset: the same data but 
for the low temperature interval ( TR ~ ) behavior is observed at KT 15> ); (b) 
Temperature dependence of resistance ( )/exp(~ TR Δ  behavior is observed in another 
CNWs sample with top electrodes at KT 20< , where Δ is a constant . Inset: the same 
data but for the low temperature interval ( )/exp(~ 3/10 TTR ) behavior is observed at 
KT 20> , where 0T  is a constant. The sample dimensions are given in µm and the 
current is shown as an arrow. The red lines are guides for the eye. 
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FIG. 4.2 (a) Temperature dependence of resistance ( )/exp(~ TR Δ ) behavior is 
observed at KT 5<  in one CNWs sample with bottom electrodes, where Δ  is a 
constant. Inset: the same data but for the high temperature interval ( )~ TR  behavior is 
observed at KT 50> ; (b) Temperature dependence of resistance ( )/exp(~ TR Δ ) 
behavior is observed at KT 5< in another CNWs sample with bottom electrodes, 
where Δ  is a constant. Inset: the same data but for the high temperature interval 
( TR ~ ) behavior is observed at KT 70> . The sample dimensions are given in µm 
and the current is shown as an arrow. The red lines are guides for the eye. 
  
 To our surprise, all the carbon nanowall samples measured exhibit a resistance 
which can be described by the simple activation dependence )/exp( TΔ−  at low 
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temperatures. The phenomenon indicates that a narrow band gap may be present in our 
samples. The existence of the small band gap may give rise to quantum interference 
with thermal activation in mesoscopic regime. However, electronic transport 
measurement has not been carried out in few pieces of carbon nanowall sheet due to 
the fact that the size of the sheets and the geometry of the devices are inadequate for 
the four probe measurement. In order to understand electronic properties in carbon 
nanowall sheets, we narrow down the electrode spacing and conduct the transport 
measurement in few sheets of carbon nanowalls by two probe measurement. And so 
we could study electronic transport properties of the small gap semiconductor in 
mesoscopic regime. 
  
4.4 Semiconductor-like Behavior of Carbon Nanowalls 
Sheets 
 The electrodes were first prepared on cleaned SiO2 substrate via EBL. The 
electrode configuration is detailed in Chapter 3 (Section 3.3.1.) Four samples were 
prepared and varied in the electrodes spacing (300, 500, 800 and 1000nm). The widths 
of the electrodes were fixed at 1 μm for all the four samples. Following the pattern 
transfer via EBL, titanium with the thickness of 100nm was deposited by sputtering. 
Finally the electrodes were formed after lifting off and ultrasonic bathing in acetone. 
The cleanliness of the samples was verified using SEM. This SEM image proves that 
the titanium in the gap was thoroughly lifted-up.  
 Carbon nanowalls were then deposited on the electrodes by MPECVD. The 
CNWs covered the whole substrate during the growth. The CNWs deposited on 
undesirable areas were gently removed using cleanroom wipes. To fabricate testing 
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devices, gold was evaporated on top of the Ti contact pads after shielding the carbon 
nanowalls with aluminum foil masks for bonding pads.  
 The electrical resistance of four Ti/CNWs/Ti samples with different junction 
spacing (300 nm, 450 nm, 800 nm and 1 µm) was measured at different temperature 
from 1.4 to 250 K. The resistances were deduced from the zero bias value of 
differential conductance (dI/dV) curves. As shown in Figure 4.3, the temperature 
dependence of zero bias resistance (ZBR) shows semiconductor-like characteristic for 
all the samples between 1.4 and 250 K. The existence of such semiconducting-like 
characteristic at low temperature is not new to the transport behavior of carbon 
nanostructures. The existence of crossover phenomenon from a negative dR/dT to a 
positive dR/dT in SWNT bundles has been found before, [ 16 ] which represents 
semiconductor-metal transition. A small energy band gap [17] was discovered after 
fitting the experimental results according to a simple two band (STB) model [18]. The 
opening of a small band gap gives rise to the change in electrical character of the 
sample from a semimetal to a semiconductor.  
The existence of the narrow energy gap is not only shown in carbon nanotubes. 
Nanographite ribbons also display similar energy band structure with the presence of a 
narrow band gap [19-24]. Although there is a lack of theoretical studies on the 
electronic band structure of few layers of graphene and the presence of disorders and 
curvatures of our CNWs tend to complicate matters, we presumably propose that a 
small energy band gap may be present in our CNWs due to electronic quantum 
confinement.  
In order to analyze the temperature dependent resistance data, we adopt the 
STB model, which is often used to illustrate the electron transport in bulk graphite 
[18]. The model is useful to describe different energy bands systems such as a possible 
Chapter 4 Electronic Transport Properties of Carbon Nanowalls with Normal Metal Electrodes 
 
National University of Singapore                             107 
overlap between valence band and conduction band ( 0<GE ) or a separation of energy 
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respectively, where FE , CE  and VE  are the energies at Fermi level, the bottom of 
conduction band  and the top of valance band respectively, Bk  is Boltzmann constant, 
nC  and pC  are constants. The mobility of the electrons and holes can be expressed 
as 11
−= TAeμ  and 12 −= TAhμ  respectively, 1A  and 2A  are constants related to 
electron-phonon scattering in graphite. Given that sample resistivity is defined as 
1)( −+= epen pn μμρ  , where n and p are the carrier density of electrons and holes 
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Assuming that FE  lies within the energy gap and using FC EE −  , VF EE − , 1P , 
2P  and Rcontact as fitting parameters, this model fits well with our experimental 
observations for our four samples (Figure 4.3). From the fitting, we obtain gE : are 
1.64±0.39 meV, 3.73±0.53 meV, 2.04±0.29 meV and 2.29±0.25 meV for the samples 
with a gap of 300 nm, 450 nm, 800 nm and 1μm, respectively, while Rcontact varies 
from 10 Ohm to 25 Ohms. The origin of contact resistance is not clear. However, both 
small work function mismatch ( eVandeV grapheneTi 5.43.4 =Φ=Φ ) and highly 
stable carbide compounds formed during the fabrication of the devices may explain the 
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low contact resistance.  These energy gap values achieved are in reasonable agreement 
with those in literature [25], which presents an empirical relationship between the 
energy gap gE  and width W in graphene ribbons: 2 /gE eV nm W≈ ⋅ . If we use this 
formula to calculate the ribbon width based on the energy gaps obtained above, the 
width of the ribbon turned out to be in the range of 0.5 – 1 μm.  The height of carbon 
nanowalls is about 1-1.5 μm. As we are unable to control the orientation of the 
nanowalls with respect to the electrode edges, the actual length of CNWs inside the 
gap is not necessarily the same as that of the spacing between the electrodes. As far as 
quantum confinement is concerned, the energy gap is determined by both the height 
and width of the CNWs (of course, thickness may also play a role here). These factors 
may explain why a smaller energy gap was not obtained for the sample with smaller 
electrode spacing among these samples.  
  














FIG. 4.3 Plot of zero bias resistance versus temperature for four Ti / CNWs / Ti 
samples with an electrode spacing of 300 nm (circle), 450 nm (square), 800 nm 
(upward triangle) and 1 μm (downward triangle), respectively. Dashed-lines are fits 
with the STB model. 
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Therefore, the measurements provide evidence that narrow energy gap of 
approximately of 1.6-3.7 meV existed in our CNWs after fitting with STB model. Such 
property is likely to influence the conductivity and other transport properties of the 
CNWs.  
 
4.5 Differential Conductance Fluctuation  
The conductance fluctuations in all the mesoscopic CNWs are also investigated. 
The underlying physics of UCF or quantum interference of multiple reflected electron 
waves is the difference in phase shifts experienced by electron waves that traverse a 
conductor along different trajectories within the phase coherence length. The phase of 
electron wave is sensitive to changes in configuration of scattering centers, magnetic 
field and electrostatic potential. The latter can arise from the modulation of chemical 
potential using a gate or application of a bias voltage in the electron traveling direction 
[26]. As the CNWs grow almost vertically on the substrate, the natural way to study 
both UCF and electron quantum interference due to scattering from the electrodes is to 
investigate how the conductance fluctuates with the DC bias rather than gate voltage or 
magnetic field. Hence, we have carried out detailed measurements of dI/dV curves at 
different temperatures for samples with different electrode gaps. 
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FIG. 4.4 The differential conductance of (a)-(b) 300 nm sample; (c)-(d) 450 nm 
sample, plotted as a function of applied voltage at different temperature. 
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FIG. 4.5 The differential conductance of (a)-(b) 800 nm sample and (c)-(d) 1 μm 
sample, plotted as a function of applied voltage V for different temperature range. 
 
Differential conductance data were collected for all the four samples at 
different temperatures ranging from 1.4 to 250 K. The temperature dependence of 
dI/dV of the four samples displays similar characteristics (Figure 4.4 and Figure. 4.5). 
Some of the common features that have been observed include (i) the dI/dV is almost 
independent of the bias voltage above 250 K, and it evolves gradually into a V-shape 
when the temperature decreases to below 10 K, (ii) the conductance fluctuation is 
small at both high and very low temperature, but increases significantly in the 
temperature range between 2.2 K and 4.2 K, depending on the electrode spacing,  (iii) 
the conductance fluctuation decreases significantly for the samples with electrode 
spacing of 800 nm and 1 μm, while the conductance fluctuation rises again at 20 to 70 
K in samples with 300 and 500 nm electrode spacing,  and (iv) the conductance 
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fluctuation increases with the bias. As can be seen from Figure 4.4 and Figure 4.5, the 
conductance fluctuations are sensitive to both the bias voltage and temperature. To 
characterize the temperature-dependence of conductance fluctuation quantitatively, we 
calculate the root mean square of the magnitude of dI/dV fluctuation ][ Grms δ   in the 









2)),(),((1)]([δ     (4-4) 
where ),( ii VTG  and ),( iVTG  are experimental and smoothened values of the differential 
conductance at temperature T and bias voltage iV . The smoothened curve is 
approximated by a six-order polynomial trend line. The ][ Grms δ  versus temperature 
graph is plotted and shown in Figure 4.6(a). The close-up of the low temperature 
region is shown in Figure 4.6(b). The ][ Grms δ  shows a sharp peak at approximately 
2.3 K for the 800 nm sample, 2.1 K for the 1 μm sample and at 2.2 K for the other two 
samples. When the temperature increases further, the ][ Grms δ  first decreases, reaches 
a minimum at about 4.2 K and then increases again for the samples with an electrode 
gap of both 300 and 450 nm. The second peak rises quickly at 9-10 K with a broad 
high temperature tail, centering at about 20 and 50 K for samples with an electrode 
spacing of 300 and 500 nm, respectively. A further increase of temperature results in a 
sharp decrease of the conductance fluctuation at 50 and 70 K, respectively, for the 300 
and 450 nm samples. The former decreases to almost minimum at 100 K, while the 
latter decreases to the minimum at about 200 K. On the other hand, the ][ Grms δ  for 
the 800 nm and 1μm samples are small and almost constant above 4.2 K.  
 
Chapter 4 Electronic Transport Properties of Carbon Nanowalls with Normal Metal Electrodes 
 
National University of Singapore                             113 
 
FIG. 4.6 A plot of rms[δG] vs. T for the four Ti/Carbon nanowalls/Ti samples. Insert: 
temperature dependence of rms[δG] for the four samples at low temperature. 
 
The appearance of conductance fluctuations and their unique temperature 
dependence can be understood by looking at the energy and length scales of electrons 
in this system, as discussed in the introduction. The conductance fluctuation becomes 
prominent in the conductance measurement when the electrode spacing becomes 
comparable to the phase coherence length or thermal length, whichever is smaller. By 
using the typical momentum relaxation time, 131 10 sτ −= × , and phase relaxation time, 
126.5 10 sφτ −= × ,[ 27 ] for graphite sheets at 4.2 K and 61 10 / ,Fv m s= × one has 
2 2 1/ 2 0.5 ,FD m sν τ −= ⋅ = 12( ) 567 ,L D nmφ φτ= =   300 ,TL nm= meVE 025.1=φ  and 
meVEB 6.62.2 −=  (at nmL 100300 −=  ). This may explain why the magnitude of 
conductance fluctuations is large in the two samples with an electrode spacing of 300 
and 450 nm, whereas it is small in the other two samples with a larger electrode gap 
above 4.2 K. We now look at the temperature-dependence of ][ Grms δ . The magnitude 
of UCF at zero temperature is of order of e2/h, regardless of the sample size and degree 
of disorder. However, when temperature increases, the coherence length will decrease 
accordingly. If the coherence length is of the same order of sample size at zero 
temperature, the magnitude of UCF is expected to decrease monotonically with 
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temperature in normal metals. The conductance fluctuation due to quantum 
interference of electron waves scattered from the electrodes is also expected to 
increase with decreasing the temperature, though the magnitude of fluctuation shall 
depend on the sample size and structure. However, the temperature-dependence of 
conductance fluctuations shown in Figure 4.6(a) is far from this kind of “normal” 
behavior. Instead of monotonic decrease with temperature, the conductance 
fluctuations for samples with an electrode spacing of 300 and 450 nm exhibits two 
peaks, one at about 2.2 K for both samples and the other broad peak centering at ~ 20 
K for the 300 nm sample and at ~ 50 K for the 450 nm sample. The latter agrees well 
with the bandgap of 1.62±0.09 meV and 3.72±0.43 meV for the samples with an 
electrode gap of 300 and 450 nm, respectively. This implies that thermal excitation of 
electrons from the valence band to the conduction band dominates the mesoscopic 
transport in CNWs above 4.2 K. In addition to global heating, the much enhanced 
fluctuations at high bias may also be due to current-induced local heating effect.  It 
should be noted that the amplitude of conductance fluctuation in the peak temperature 
region is about one order larger than the UCF, in particular, at high bias. This again 
manifests the effect of thermal excitation across the small bandgap.  
The minimum of conductance fluctuation appears around 4 K with amplitude on 
the order of e2/h. This means that thermal-induced excitation is suppressed at low 
temperature. However, what is puzzling is the sharp upturn of conductance fluctuations 
below 4 K and an abrupt decrease again of conductance fluctuations below 2.1 - 2.2 K. 
A systematic study by using other different types of electrodes revealed that this trend 
is independent of the electrodes and samples and is observed in all measurements.  As 
the onset temperature of conductance fluctuation reduction is near the “lambda point” 
of helium 4 (He 4), we believe that the conductance fluctuation suppression below 2.1 
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K is caused by the formation of a layer of superfluid He 4 on the nanowalls. The large 
thermal conductivity of superfluid He 4 greatly improves the temperature homogeneity 
of the nanowalls between the two electrodes, leading to the suppression of conductance 
fluctuation even at a high DC bias. By same reasoning, the upturn between 2.1-4 K can 
be easily understood as being caused by the thermal fluctuation due to the formation of 
piece-wise discontinuous regions of superfluid He 4.    
 
4.6 Giant Gap-like Behavior of Differential Conductance  
Beside the conductance fluctuation, we also found a gap-like behavior of dI/dV 
in some samples with large electrode spacing. Here we just give the sample with 1 µm 
electrode spacing as an example. We measured dI/dV curves by varying the 
temperature from 1.4 to 2.5 K. The differential conductance was measured during 
cooling samples and the results were shown in Figure 4.7(a). After repeating dI/dV 
measurement several times, the differential conductance at 1.4 K exhibits a high peak 
near 180 mV bias and increases faster beyond the peak bias. The peak of differential 
conductance is more sensitive with temperature than with magnetic field. And it could 
be eliminated by high temperature but it could survive sometimes under magnetic field 
as high as 6 Tesla. Once the soft gap was eliminated, it is difficult to be restored. The 
peaks of differential conductance shift toward zero bias by increasing temperature or 
magnetic field. Subsequently, the differential conductance as a function of applied 
voltage is measured when warming up in absence of magnetic field and the results are 
plotted in Figure 4.7(b). It is found that the differential conductance peak disappear at 
1.9 K. The temperature dependence of zero bias resistance (ZBR) of both processes is 
plotted in Figure 4.8. It is found that the RT curve measured when cooling overlaps 
with that measured when warming up. We observe these similar phenomena in five 
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different samples with different configurations. It is very interesting that the peaks 
disappear near 2K in all the samples. The temperature just is the point where 
conductance of fluctuation disappears in CNWs.  
 
FIG. 4.7 Differential conductance curves at temperatures (a) decreasing and (b) 
increasing from 1.4 K to 2.5 K plotted as a function of applied bias voltage V for the 
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FIG. 4.8 Plot of zero bias resistance versus temperature in Figure 4.7. 
 
To summarize, there are three features in dI/dV curves.  One is the sudden 
appearance of huge conductance fluctuation above 2 - 2.2 K. These results were 
discussed in previous part. The second is the existence of the soft gap like behavior 
below 2 K. Both the first two phenomena begin to happen at the temperature very near 
lambda point of liquid helium (2.17 K).  It is believed that both phenomena are related 
to superfluidity of liquid helium 4 although the mechanism behind is not clear so far. 
The third one is the soft energy gap width looks universal. The width of the soft gap is 
around 100-200 mV in all the samples and has no obvious relationship with the 
electrodes spacing and device configuration. Although more measurements are needed 
for a full understanding of the behavior, we argue that the edge state instability was 
observed in CNWs below 2 K. The edge state instability indicates the existence of 
Josephson-coupled superconducting grains in CNWs. The intrinsic superconductivity 
could not survive above 2K.   
 In fact, CNWs have a mutually supported network structure and the width of 
each piece of nanowall is about 0.5-1 μm. It is possible to form junctions between 
nanowall sheet and nanowall sheet or nanowall sheet and electrodes. We also observed 
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the soft gap like behavior on CNWs samples with real four probe configuration, by 
excluding the contact resistance. Although several CNWs sheets between the 
electrodes are involved, the experiment results exhibit the sum of the dI/dV due to the 
parallel configuration. Because we only observed the phenomenon in most of those 
devices with electrode spacing more than 450 nm, we believe the dI/dV gap feature 
comes from the junctions.  
 In order to understand the dI/dV gap like feature, some previous studies of 
related system should be introduced. In 1992, similar gap signature in dI/dV versus 
voltage was observed in density of state (DOS) measurements on the surface of pure 
HOPG by Agrait et al. [28] The gap has the order of 100 meV. Interestingly, this kind 
of curves is not only reproducible but occurs only in disordered surface regions. Agrait 
et al. suggested that the gap originates from single electron charging effect. The gap 
like behaviors between HOPG nanocontacts were also explained as electronic charging 
effect [29]. The gap-like features were also observed in very recent STS experiment of 
graphene/SiC [30, 31]. Recent angle resolved photoemission spectroscopy (ARPES) 
on graphite surface and graphene on SiC have been investigated. The weak additional 
intensity [32] near 100 meV from the Dirac point in graphite and a kink at 200 meV 
below Fermi level [33] on graphene/SiC were observed, they probably indicate the 
great influence of the edge, curvature, defect or disorder on graphite. Also, a 
semiconducting gap can be opened by doping and applying electrical field. A 100 meV 
gap at the neutral point for bilayer graphene/SiC opens after doping[34]. The energy 
gap in bilayer graphene on SiO2 can be tuned to as high as 0.3 eV by using biased 
field.[35 , 36 ] The energy feature below 200 meV in inelastic electron tunneling 
spectrum of graphite is believed to due to phonons [37, 38]. Considering the insulating 
phenomena in graphite in the introduction part, we conclude that the unique gap-like 
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features in graphite are not accidental. The possible explanations are summarized here: 
1) electronic states in the 2D carbon, 2) electronic charging effect, 3) weak coupling 
between the graphene layers in graphene, 4) band bending effect by local intense 
electric fields, 5) inelastic coupling to surface excitations.[39] 6) phonon mediated 
tunneling[40] or some other phonon electron coupling[41]. 
 Recently, Y. Kopelevich et al.[ 42] give other two causes to the gap like 
fearture. I) The gap may be also related to the Kondo effect observed in carbon 
nanotubes [ 43 ]. II) Either contamination produces an artifact or the structure of 
disordered graphite has local properties similar to superconductors and/or strongly 
correlated systems. The superconducting transition temperature can be deduced from 
the Bardeen-Cooper-Schriefer (BCS) equation. It would indicate a critical temperature 
as high as 400K. Y. Kopelevich et al. have also pointed out that the superconductivity 
is metastable in many carbon based systems. Carbon nanotubes were observed to 
exhibit intrinsic superconductivity [44, 45] and many graphite composites exhibit local 
superconductivity.[46] Most observations suggest that either adsorbed foreign atoms 
on graphite surface trigger superconductivity or the superconductivity occurs in small 
graphite fractions.  
 We believe that local densities of states at edges of CNWs contribute to bias 
induced enhancement of conductance. There are three reasons: i) edge states are 
strongly localized states with a finite width and have high density; ii) the edge states 
may act an important role on transport properties when graphite sheets are reduced to 
nanometer range, mentioned earlier; iii) CNWs form contacts with electrodes directly 
at and only at their edges. All of these made it possible to observe the transport 
properties at the edge states in CNWs. The energy dispersion of edge states have been 
observed by STM/STS [47,48] and ARPES [49] in graphite. The localized edge states 
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may become one of the main causes of charge density wave (CDW) [50], spin density 
wave (SPW) [51], superconductivity[52, 53] or ferromagnetism[54,55] in CNWs. 
However, the stabilization of edge states is not high in CNWs because the edges are 
difficult to control in CNWs. As we discussed, CNWs the edge state may dominate the 
transport in CNWs at low temperature. The edges of CNWs not only provide high 
density of states, but also exhibit strong electron phonon interaction. We are interested 
in why we could not find the superconductivity directly in Ti/CNWs/Ti junctions with 
smaller spacing. This phenomenon is due to the fact that the superconductivity is 
destroyed by the normal contacts when the coherence length of the Cooper pairs is 
larger than the junction spacing. Although it is possible for the edge states to exhibit 
CDW or 1D like characteristic such as Kondo effect, all explanations are possible 
according to the existing experiments.   
 However, why are the fluctuation positions in either highly disordered graphite 
sheet or HOPG almost near several hundred meV? Whether is the value universal? 
What is the real origin of the phenomenon? Those problems are still unclear and need 
further investigation. Regardless of its origin, the existence of the gap like behavior 
looks more obvious in disordered graphite and indicates the future potential 
applications. 
 
4.7 Magnetic Field Dependence of Electronic Transport 
Properties 
In normal conductor, there are many possible origins of magneto resistance 
such as elastic scattering, inelastic scattering, spin orbit coupling, magnetic impurity 
scattering, intrinsic ferromagnetism or hopping and tunneling between domains in 
which the electrons are delocalized. 
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 In two dimensional carbon, to measure magnetoresistance (MR) can be used to 
study the localization effect. The weak localization corrections to the conductivity of 
graphene can either be positive or negative depending on the relative magnitude of the 
intervalley scattering time or the phase coherence time[56]. This weak anti-localization 
(WAL) effect is a signature of the isospin. It stands in contrast to the usual weak 
localization (WL) effect, characterized by a negative magnetoresistance. Negative 
magnetoresistance occurs in these materials at point defects that locally break the 
sublattice degeneracy, thereby causing intervalley scattering (from one Dirac cone to 
the other).  
 The special transport properties have their origin in the chiral nature of the 
charge carriers, causing reduced backscattering. A magnetic field suppresses the 
constructive quantum interference at point defects that locally break the sublattice 
degeneracy, thereby causing intervalley scattering (from one Dirac cone to the other). 
And the the suppression of the scattering will result in a negative magnetoresistance. 
Such phenomenon is known as weak localization. In some cases, especially graphene, 
interference can be destructive and the chances of backscattering are diminished. A 
magnetic field is applied to suppress the effect and a positive magnetoresistance is 
obtained. Weak antilocalization behaviour has been thus observed experimentally by 
Wu et al. on epitaxial graphene. [57]   
 The magnetotransport in CNWs were investigated by applying a magnetic field 
perpendicular to the substrates at two different temperatures (1.4 K and 2.5 K). The 
MR curves of the three carbon nanowalls samples are plotted in Figure 4.9. Figure 4.9 
(a) (c) and (e) illustrates the MR effect over a magnetic field range of 1 Tesla whereas 
Figure 4.9(b), (d) and (f) shows the MR behavior over a magnetic field range of 6 
Tesla. 
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 From the magnetoresistance data in Figure 4.9 (a), (c) and (e), there are no 
signs of clear negative or positive MR response for all the samples except for the 
samples with electrode gaps of 300 nm sample at 1.4 K. These two samples present a 
negative magnetoresistance which indicates the presence of weak localization. As 
such, it is proposed that the magnetic field range is too small to detect weak 
localization behavior. From Figure 4.9, it was found that in general, the 
magnetoresistance curves presented an overall negative magnetoresistance response 
when a maximum field of 6 Tesla was applied to the samples. The magnetoresistance 
is found to decrease by 2.65 % for the 300 nm sample and 2.28 % for the other two 
samples at 1.4 K. At 2.5 K, the decrease was 1.38 %, 1.28 % and 1.09 % for the 300 
nm, 450 nm and 800 nm samples, respectively. This is a clear indication of the 
presence of weak localization behavior in our carbon nanowalls. The observation of 
negative magentoresistance under high magnetic field may be explained by the fact 
that direction of magnetic field is parallel to the surface of carbon nanowalls sheet. 
Note that the investigation of the sample with 1µm spacing focus on the gap like 
feature, magnetotransport was not carried out. 
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FIG. 4.9 Magnetoresistance behaviour of (a-b) 300 nm, (c-d) 450 nm and (e-f) 800 nm 
samples at 1.4 K and 2.5 K respectively.  
 
 The magneto resistance is negative for all the samples measurement in the view 
of large range of magnetic field. The negative magneto-resistance is characteristic to 
systems with coexist hole and electron carriers [58]. Weak localization is believed to 
attribute to the negative magneto-resistance. The weak localization in carbon 
nanowalls, in which a backscattering electron wave interferes constructively with time 
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some samples, the magneto resistance is asymmetric with respect to B = 0 as shown in 
Figure 4.9. The exact origin of this asymmetry is not clear at the moment. The 
available data suggest that lattice disorder and the characteristics of the single 
homogeneous grains or patches and their interfaces may play an important role in the 
observed asymmetry. The asymmetry is a strong fingerprint of disorder 
ferromagnetism, ferroelectricity, or granular superconductivity.  
In order to understand the conductance fluctuation in CNWs, dI/dV curves are 
measured under different magnetic field at 1.4 and 2.5 K. We achieve the conductance 
fluctuation by using the same method adopted in section 3.5. The magnetic field 
dependence of conductance fluctuation is plotted in Figure 4.10. It is interesting to note 
that the amplitudes of the fluctuations for all the three samples dip when the samples 
were cooled down to 1.4 K. The amplitude of the fluctuations at 2.5 K increases to ten 
times than that at 1.4 K. In all samples, the fluctuations are reproducible and 
essentially independent of magnetic field. These phenomena are consistent with 
formation of uniform helium 4 superfluity, which we discussed previously. 
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FIG. 4.10 A plot of root mean square of differential conductance fluctuation vs 
Magnetic field for the three Ti/Carbon nanowalls/Ti samples from 0T to 6T with a 
sweep of 0.5T  per step at 1.4K and 1.5K respectively. The magnetic field was applied 
perpendicular to the substrate surface. 
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4.8 Conclusion  
In summary, we presented an electrical transport study of CNWs with Ti 
electrodes. Excess conductance fluctuations are observed in the temperature range 
between 4 and 200 K, which are attributed to the quantum interference effect under the 
influence of thermally induced carrier excitation across a narrow bandgap. On the 
other hand, the sharp decrease of conductance fluctuation below 2.1 K is accounted for 
by the formation of a layer of He 4 superfluid on the nanowalls. The results obtained 
here have important implications for potential application of FLGs in electronics 
devices. We note that, very recently, conductance fluctuations have also been observed 
in nano-ribbon based field effect transistors [25, 59 ] and graphene [ 60 ] at low 
temperature. The conductance fluctuations found in graphene [61] is attributed to 
phase coherence multiple reflection of carriers between electrodes. Following that, the 
giant gap like behavior of dI/dV is discussed. We believe that local densities of states 
at edges of CNWs contribute to gap like behavior of dI/dV. Angle resolved 
photoemission spectroscopy (ARPES) and scanning tunneling spectroscopy (STS) 
measurement can study the electronic structure of CNWs and may help us to 
understand the origin.  Finally, weak localization is evident only when a strong 
magnetic field range is applied. The magnetic field suppresses the resistance giving 
rise to a negative magnetoresistance. 
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CHAPTER   5 
ELECTRICONIC TRANSPORT PROPERTIES OF 
CARBON NANOWALLS USING 
SUPERCONDUCTING ELECTRODES  
 
5.1 Introduction 
 In Chapter 4, we have discussed the electrical transport properties of CNWs 
measured using two normal metal electrodes. CNWs, which are regarded as 2D 
graphite sheet with small size, show the presence of a narrow band gap. It is well 
known that materials contacted with superconducting electrodes also offer interesting 
transport phenomena. At a superconductor-normal metal interface, normal metal is 
found to possess superconductivity properties as a result of proximity effect. The 
proximity effect arises due to the injection of the Cooper pairs from the superconductor 
into the normal metal. Therefore, it is also interesting to study the transport properties 
of CNWs between superconducting electrodes. 
 In this chapter, we first give a brief introduction to superconductivity related 
phenomena. The phenomena are related to the experimental work in 
superconductor/CNWs/superconductor (S/CNWs/S) junctions. Following that, we will 
discuss the experimental results and evaluate the transport properties of Niobium 
(Nb)/carbon nanowalls/Nb junctions under different temperature and magnetic field. 
 
5.2 Superconductivity 
 In this section, we give a brief introduction to superconductivity related 
phenomena that are related to the transport measurement in this chapter. As we will 
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see, CNWs give a new twist to the well known processes like, for example, Proximity 
effect, Josephson junction, weak link and Andreev reflection. In the following 
discussion, we consider CNWs as a normal metal. When a normal metal is brought to 
contact with superconductor, the normal metal is found to possess superconductivity 
properties at superconductor-normal metal interface as a result of proximity effect. The 
proximity effect arises due to the injection of the Cooper pairs from the superconductor 
to normal metal. The superconducting correlation is determined by the properties of 
the normal metal. To enter the normal metal, there is a characteristic length NL  which 
is given by either the phase coherence length, ϕL  of the normal metal or the thermal 
length, TL , whichever is smaller. When the length of normal metal is shorter than NL , 
the normal metal can acquire the properties similar to those of the superconductor such 
as the critical temperature, the critical current, and demonstrate Josephson effect. 
 In some cases, supercurrent disappears when Cooper pairs in normal metal are 
destroyed due to some scattering mechanism; However, Andreev reflection may be 
present. A quasi-electron from the normal metal, having energy of E which is smaller 
than superconducting energy gap ∆, can enter the superconductor as a Cooper pair. The 
injection of quasiparticles is often termed as Andreev reflection.  In the mean time, an 
equivalent quasi-hole is reflected back into the normal metal. In a 
Superconductor/Normal metal/Superconductor (SNS) junction, multiple Andreev 
reflections [1,2] (MARs) may occur when the normal metal’s length is greatly shorter 
than NL . Successive Andreev reflections of the quasiparticles increase their energy. 
When the energy exceeds the superconducting gap energy, the process ceases. The 
details of the phenomena (such as Josephson Effect, Andreev reflection, Multiple 
Andreev reflection) will be introduced below. 
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5.2.1 Josephson Effect 
 This phenomenon of superconductivity can be traced back to a hundred years 
ago. As early as 1911, mercury was found to conduct electrical current without any 
resistance when cooled down to sufficiently low temperatures [ 3 ]. In 1956, the 
phenomenon was explained by Bardeen, Cooper, and Schrieffer (BCS) in terms of the 
condensation of electrons into Cooper-pairs that are described by the same quantum 
state.[4]  This quantum state has the condensate wave function: 
sie φΨ=Ψ        (5.1) 
where sφ  is the macroscopic quantum phase and Ψ is Cooper pair density. Six years 
later, Josephson predicted that the supercurrent can even flow across a thin insulating 
layer between two superconductors [5]. The magnitude of the Josephson supercurrent 
scI  depends on the phase difference φ  in the two superconductors, 
)sin(φcsc II =        (5.2) 
with cI  denoting the critical supercurrent. Similarly, the relation between the voltage 





2=φ        (5.3) 
This relation indicates oscillating characteristics of supercurrent at a frequency, which 
is determined by the bias voltage. Not only were the predictions by Josephson 
experimentally confirmed, [ 6 ] but also more general ‘weak links’ between 
superconductors were turned out. A weak link can be formed by either constriction or a 
non-superconducting material. Proximity induced supercurrents in non-
superconducting materials have been observed experimentally in many systems, like 
metals, semiconducting nanowires [7], carbon nanotubes[8], 2DEGs  and graphene 
[9,10].  
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5.2.2 Andreev Reflection 
 In previous paragraphs, we described supercurrent through SNS junctions. Now 
we consider the micro-mechanism behind Cooper pair transport into the N region: 
Andreev reflection. The process of Andreev reflection is schematically shown in 
Figure 5.1. Due to the presence of a gap in the excitation spectrum of superconductor, 
no electron state is available at energies  Δ<E  (where Δ is superconducting gap). An 
electron with wavevector ek , and energy Δ<E  arrives at SN interface. The 





in superconductor. [11] Charge transport across a clean SN interface occurs by pairing 
of the incoming electron with another electron with opposite spin and wavenumber to 
form a Cooper pair. Equivalently, one can say that the electron is Andreev reflected 
into a hole with equal wavenumber. Similarly, the opposite Andreev reflection process 
also can occur: a hole impinging on the N/S boundary will be reflected as an electron. 
 
 
FIG. 5.1 Schematic illustration of Andreev reflection at N/S interface. An electron in 
the normal electrode with energy (E<Δ) pairs with another electron with opposite 
energy and wave vector to form a Cooper pair in the superconductor. The result is a 
hole (open circle) in N with opposite energy and equal wave vector reflected away 











hhe +=Ψ ϕ h
e
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5.2.3 Multiple Andreev Reflections 
 
 In an SNS junction, Andreev reflections leave a signature in the dissipative 
branch of the current-voltage characteristics. Multiple Andreev reflection (MAR) was 
first proposed as an explanation for subgap structures.[13] MAR between two NS 
interfaces could result in a subgap structure for bias voltages smaller than 2Δ/e. Figure 
5.2 exhibits the qualitative image. When eV > 2Δ as in Figure 5.2(a), an electron 
(quasi-particle) moves directly from an occupied state below the gap in the left lead to 
an unoccupied state above the gap in the right one. At Δ < eV < 2Δ, the electron has to 
be retro-reflected at least once, as shown in Figure 5.2(b)  and (c). In this process, an 
electron coming from the left lead is converted into a Cooper pair at the right NS 
interface. The retro-reflected hole is absorbed by hole states below the gap. At even 
lower bias, only higher order Andreev processes can give a contribution. In general, 
the contribution of n order Andreev reflection process results in an increase of the 
current at bias voltages exceeding 2Δ/n. The contribution of the process to the current 
is schematically indicated in Figure 5.2 (d). 
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FIG. 5.2 a)-c) Schematic illustration of multiple Andreev reflection processes at 
different bias voltages. In d), the contribution to the current of the processes in (a-c) is 
indicated. 
 
5.2.4 Possible Superconductivity in Graphitic Materials 
Beside the proximity superconductivity, recent theoretical study suggested 
possibility of high Tc superconductivity in graphitic system, arising from electron 
correlation effects. [14-16] Experiment [17] also suggests that the structural disorder 
and the presence of light elements like hydrogen, oxygen and sulfur may trigger 
superconductivity in graphite. In addition, owing to the special characteristics of edge 
states, graphitic carbon can be modified into superconductor. [ 18 ] Recently, the 
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superconductivity found in carbon nanotubes [19] is believed to originate from edge 
states which are specific to graphene [20]. Edge states are π electron states which are 
localized near the edge. Edge states may alter local electronic properties and influence 
transport properties of graphitic materials [21]. The edge states may also drive finite 
2D carbon to exhibit unique electronic properties. It is found that a peak is present for 
edge states which have flat energy dispersion band. The energy dispersion of edge 
states have been observed by STM/STS [22] and ARPES[23] near Fermi level in 
graphite. 
 CNWs are fabricated by MPECVD. As such, these nanographite sheets with a 
lot of disorder exhibit strong electron phonon interaction, especially at edges [24]. 
These features make CNWs a good platform to explore the transport properties in 
nanographite sheets, such as, superconductivity and other exotic ground state. Recent 
experiments exhibited that local electrical conductance decays quickly on graphene 
plane from the edges [25]. For these reasons, in our experiments, the electrodes are 
fabricated to contact directly with edges of nanographite sheets to probe the transport 
properties.  
 
5.3 Sample Fabrication and Experimental Details  
In this chapter, we discuss experiments on proximity effect on Nb/CNWs/Nb 
junctions. The configuration of the samples is quite similar to that of normal electrode 
samples described in Chapter 3. The electrode patterns were prepared on cleaned SiO2 
substrates by using standard electron beam lithography. The spacing between the 
electrodes varies from 200 nm to 1 μm, while the width of the contact is fixed at 1 μm. 
Niobium with a 100 nm thickness was deposited via sputtering and subsequently a thin 
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layer of titanium (3 nm) was deposited onto Nb film. After lifting off the resist, bilayer 
Nb/Ti electrodes were obtained. Subsequently, CNWs were deposited onto the 
substrates with the patterned electrodes. The details of the MPECVD conditions are 
described in Chapter 3 (Section 3.1.3 and 3.3.1).  
The transport measurements were conducted in our liquid helium cryostat. The 
temperature was varied between 1.4 and 250 K by controlling the liquid helium flow. 
A magnetic field of up to 6 Tesla can be applied to the samples. Differential 
conductance measurements were conducted using the combination of Keithley 6220 
current source and 2182A nanovoltmeter. All the measurements were carried out after 
the temperature was stabilized at each setting point. In the following sections, the 
experimental results will be discussed.  
 
5.4 Temperature Dependence of Resistance in 
Nb/CNWs/Nb  
 The temperature dependence of zero bias resistance (ZBR) measured in total 
six samples with varying electrode spacing (187, 243, 239, 387, 429 and 702 nm) is 
shown in Figure 5.3. Only three of them (243, 239 and 429 nm) exhibit the 
superconducting proximity effect. The resistance exhibits a transition at 8 K for the 
239 nm sample and at 9 K for 429 and 387 nm sample. Unlike ideal cases where the 
transition to the superconducting state is extremely sharp. In addition, these transition 
temperatures of the samples are a little lower than the critical transition temperature of 
bulk Nb which has a typical value of 9.3 K. Below the critical temperature, the 
resistance dips and eventually has a residual resistance of 0.25, 9.89 and 0.28 Ω at 1.4 
K for 239, 387 and 429 nm samples, respectively. Although the presence of the 
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residual resistance indicates the absence of supercurrent, proximity effect is still 
pronounced from the decrease in resistance. It is believed that the Cooper pairs are 
injected from the superconducting electrodes into carbon nanowalls or electron-hole 
pairs are created and destroyed at the interface of Nb/CNWs. As such, the nanowalls 
exhibit behavior similar to that of the superconducting electrodes. The absence of 
supercurrent could be due to the insufficient refrigeration of temperature since 
proximity effect becomes the strongest at 1.4 K in our case. Shailos et al. also reported 
in the absence of supercurrent in their few-layer graphene sample with tungsten 
electrodes [26]. They suggested one possibility that Cooper pairs with finite transverse 
momentum will suffer dephasing due to specular reflections when they propagate 
through graphene. 
 














































FIG. 5.3 Temperature dependence of zero bias resistance (ZBR) for samples of 
various electrode gaps. 
  
 While the resistances of 239 and 429 nm sample demonstrate a continuous 
downward trend below their critical temperatures, the resistance of the 387 nm sample 
turns to increase at 4.2 K. Such a trend is similar to that of a reentrance effect which 
involves nonequilibrium effects between the quasiparticles injected by the N reservoir 
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and electron pairs leaking from superconductor [27]. For other samples with electrode 
spacing of 187, 243 and 702nm, their resistances increase with the decrease of 
temperature.  
 
5.5 Electrode Spacing Effect  
 According to the analysis above, the samples can be classified into 3 categories. 
Sample 239 and Sample 429 nm demonstrate an obvious proximity behavior below the 
critical temperature of electrodes, while the 387 nm sample shows a reentrance effect 
below 4.2 K. For samples with electrode spacing of 187, 243 and 702 nm, their 
resistance increases with the decrease of temperature. From the view of theoretical 
work, superconducting proximity effect could be observed in Josephson junctions 
where superconducting coherence lengths are comparable with the distance between 
the superconducting leads. In other words, it is more possible to observe the proximity 
effect in short junction samples. Based on our data, RT curves did not show very clear 
relationship with the electrodes spacing. The discrepancies in the R-T behavior for 
various junction widths indicate the complexity of the S/CNWs/S system. A possible 
explanation is related to the strength of finite scattering barrier at the interface between 
Nb and CNWs. Beside the junction spacing of devices, the transparency of Nb/CNWs 
interface is critical to the presence of Andreev reflection and superconducting 
proximity effect. The absence of proximity effect in samples (187, 243, 387 and 
702nm) may be caused by the low transparency at Nb/CNWs interface.  
 The measurement of differential conductance/resistance is a very efficient route 
to investigate the transparency at Nb/CNWs interface. Hence, differential 
conductance/resistance data were obtained for all the samples. In the coming sections, 
it will be shown that two different shapes of the differential conductance versus 
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voltage graphs were observed at 1.4 K. In the samples (187, 243, 387 and 702nm), the 
differential conductance dips to a minimum at zero bias. BTK model was adopted to 
analyze the experimental data and to estimate the transparency of those Nb/CNWs 
interfaces in Section 5.6. For samples having electrode gap of 239 and 429 nm, the 
differential resistance was found to attain a minimum at zero bias. This is a mark of 
proximity induced superconductivity effect. We will discuss those two samples in 
Section 5.7 and onward. 
 
5.6 Transparency at Nb/CNWs Interface  
 First of all, it is important to understand the physics governing the charge 
transfer processes at a NS interface. From these first considerations, it becomes clear 
that transport at an N-S boundary strongly depends on whether the applied bias voltage 
across the junction is smaller or bigger the superconducting gap. When the bias voltage 
is larger than the superconducting gap, quasiparticle transport is possible; when the 
bias voltage is smaller than the gap, two electrons from the normal metal have to form 
a Cooper pair in order to enable transport. The underlying processes are so called 
Andreev Reflections, where, a hole has to be reflected into normal metal in order to 
conserve spin and charge. The transmission probability of a single electron through the 
N-S interface is described as 21
1
Z
t += , where Z represents the barrier strength. In 
addition to the original electron, a second electron enters the superconductor and a hole 
is reflected back into normal region. Electrical transport through an N-S interface 
characterized by a certain transmission has been described quantitively by BTK theory 
[28]. Figure 5.4 shows the normalized differential conductance (dI/dV) for various 
values of Z in SNS junction. Z represents the strength of interfacial scattering, as 
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mentioned above. Here, we estimate the BCS superconducting gap 
meVTk cB 36.176.1 ==Δ , where Bk is Boltzmann constant, critical temperature 
KTc 9= . In the case of tunnel barriers (the value of Z is very high), the differential 
conductance directly reflects the BCS quasiparticle density of states since Andreev 
processes are strongly suppressed. For an increasingly transparent junction, the 
probability of Andreev processes increases enabling transport within the 
superconducting gap. In the extreme case of Z = 0, the differential conductance inside 
the superconducting gap is twice as big as that in normal state due to the back-reflected 
hole originating from Andreev process. However, in this picture of a normal 
superconductor junction, we have neglected any energy dependence of the barrier 
transmission. In mesoscopic systems, however, the wave nature of charge carriers and 
charging effects often lead to resonant transport, i.e., strongly energy dependent 
transmissions.  
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FIG. 5.4 The normalized conductance of an SNS calculated with BTK theory with 
various values of Z at 1.5 K (a) and at 4.2 K (b). The arrows indicated the trend with 
increasing Z from 0 to 1.5 with an interval of 0.25.  
 
Our experimental dI/dV data for the four samples are plotted in Figure 5.5. It is 
found that dI/dV curves exhibit a platform (in sample 187 nm), a peak (in sample 387 
nm within a small range of temperature) or a dip (in sample 243, 387 and 702 nm) at 
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the vicinity of zero bias. They follow a typical BTK behavior for finite scattering 
barrier at the interface despite the fact that the shapes of dI/dV curves are different for 
each sample with different electrode spacing. A possible reason for the difference is 
that CNWs are inhomogeneous in nature. As such, we attempt to compare our data 
with the results from BTK model, plotted in Figure 5.4.  Z values can be estimated by 
comparing the normalized dI/dV data with BTK model at zero and high bias regime. 
The Z values in the four samples fall in the range from 0.55 to 0.65. The results mean 
that strong interfacial scattering exist at the Nb/CNWs interface and suppress the 
proximity induced superconductivity in these samples. 
 


























































































FIG. 5.5 The temperature dependence of differential conductance of (a)187 nm, (b) 
243 nm, (c) 387 nm and (d) 702 nm. 
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5.7 Temperature-dependence of Differential 
Resistance/Conductance 
 As discussed in Section 5.4, the temperature dependence of resistance 
demonstrates a continuous downwards trend in the samples with electrode spacing of 
239 and 429 nm when cooling down the samples. The phenomena mean that the 
transparency of CNWs/Nb interface is comparatively high and superconducting 
carriers penetrate into CNWs. The experimental results of the temperature dependence 
of dV/dI versus current are plotted in Figure 5.6. For both of the samples, dV/dI is 
found to attain a minimum at zero bias. This is another signature of proximity induced 
superconductivity effect.  
  In Figure 5.6, a few characteristic features catch our attention. 1) differential 
resistance indicated by a pronounced minimum at zero bias; 2) the presence of critical 
current marked by two high peaks, one on each side of the bias scale and 3) the 
presence of local maxim in differential resistance near superconducting gap region. In 
following parts, we will attempt to analyze all features to the best of our 
understanding.  
 
5.7.1 Zero Bias Resistance (ZBR) 
 In our Nb/CNWs/Nb hybrid junction, it is likely that a scattering barrier exists 
in system due to the presence of defects and disorders. To understand the transport 
mechanism in our samples, it is therefore important to analyze the results from the 
differential resistance data. In this study, the differential resistance (dV/dI) data were 
obtained for temperatures ranging from 1.4 to 20 K. The graph of low temperature 
dV/dI versus current is presented in Figure 5.6. It is observed that a single zero-bias 
resistance dip evolved when cooling down. Such a phenomenon is different from the 
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typical BTK behavior for a normal metal-superconductor junction in ballistic transport 
regime. For such systems, even when Z = 0, zero-bias conductance is enhanced twice 
by Andreev reflection. Normally, the zero-bias conductance is reduced in the presence 
of infinite barrier strength. In our case, conductance in the two samples is enhanced at 
least 20 times than normal state. It is likely that the superconducting properties deviate 
from the BTK prediction.  





















































FIG. 5.6 The differential resistance vs current of the Nb/CNWs/Nb junction with a gap 
width of (a) 239 nm and (b) 429 nm under different temperature.  
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 The large resistance drop of graphene in a SNS junction was observed by other 
groups [9,10,29,30] Such observations in our samples only persist up to the transition 
temperature and thus it is likely to be caused by proximity effect from superconducting 
electrodes. A possible explanation for the occurrence of the feature in our system is 
due to the presence of localized band introduced by edges and defects. The disorders 
will enhance density of states and result in reduction of resistance.  
 
5.7.2 Critical Current 
 The existence of the critical current cI  through a SNS junction is the most 
striking signature of induced superconductivity. It indicates the transition between the 
superconducting state and the dissipative state. For 239 and 429 nm samples at 1.4 K, 
there are two obvious peaks, one of each side of the scale in Figure 5.6. Two obvious 
peaks seem to correspond to the critical current. Critical current have the value of 
0.308 and 0.523 mA in the 239 and 429 nm sample respectively. All the peaks are 
shifted to lower current with increasing temperature and become unobservable above 
3.8 K, as shown in Figure 5.6. The temperature dependence of the critical current 
extracted from raw data is plotted in Figure 5.7(a). The relationship seems following 
the behavior expected for SNS junctions in the limit of long junctions where an 
exponential decay of the critical current is expected.                                                                                
 In Figure 5.7 (a), the solid symbols illustrate a linear decrease in the critical 
current as the temperature is raised. As the temperature rises above 4.2 K, the critical 
current peaks are not observable. In order to understand the transport properties of our 
devices, the measured critical current is fitted with both the Josephson coupling energy 
in the long junction’s model and the Ginzburg-Landau relationship.  
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FIG. 5.7 (a) Temperature dependence of critical current, Ic, and zero bias resistance 
(ZBR) of the 239 and 429 nm samples. The dotted lines represent the theoretical fit 
from Josephson coupling energy model. (b) Temperature dependence of Ic fitted with 
Ginzburg Landau relationship. 
 
 To be considered as a mesoscopic diffusive SNS junction, the sample length 
should be much larger than the superconducting coherent length ( L<<ξ ). By using 
the parameters from the literature [31-33], the typical momentum relaxation time, τ, 
equals to 1x10-13 s and the phase relaxation time, τφ has a value of 6.5x10-12 s for 
graphite sheets, the electron diffusion coefficient, D, thermal length, LT, 
superconducting coherence length, ξ and mean free path, Lmfp can be obtained. These 
values are calculated based on hypothetical graphite sheets which are sandwiched 
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between two Nb electrodes separated by a gap of 300 nm at 1.4 K. The electronic 
parameters are tabulated in Table 5.1. 
 
Table 5.1 Electronic parameters of carbon nanowalls sandwiched between Nb 
electrodes with an electrode gap of 300 nm at 1.4 K. Values are derived from the 
parameters given by van Schaijk et al.[31]. Fermi velocity, Fv , is taken to be 1x10
6m/s,  





2τFvD =  0.5 m2s-1 




)( ϕϕ τDL =  567 nm 










h=  480 nm 
Mean free path, Lmfp τFmfp vL =  100nm 
Superconducting 
coherence length, ξ 
Δ= /Dhξ  154 nm 
Thouless energy, Ec 
2L
DEC
h=  3.66 meV 
 
 As we know, the maximum low temperature value of the critical current in 
SNS junctions of normal state resistance cI  is NeR/Δπ in the short junction limit 
( ξ<<L  or cE<<Δ ) [34] and Nc eRE /α  in the limit of long junctions L<<ξ  or 
Δ<<cE  [35], here α  is a numerical factor of the order of 10 and cE  is the Thouless 
energy 2/ LDEc h= . It is noteworthy that Thouless energy cE  in some samples is so 
high that the proximity effect superconductivity would be suppressed. From the 
tabulated results, it is noted that the calculated superconducting coherence length (154 
nm) in the sample with 300 nm junction is much smaller than our sample length of 239 
and 429 nm. Therefore, both 239 and 429 nm samples belong to long Josephson 
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junction. The Josephson energy for a long diffusive junction, without interaction 


















+=             (5.4) 
 
where TkDL BT π2/h= [37] and NR is the normal state resistance of the junction. 
Combining the above equations will yield an analytical formula for cI  where D is the 








3≅ . The above equation is 
simplified as follows: 
                                                    )exp( 21 2
3
TaTaIc =                                     (5.5) 
where a1 and a2 are independent parameters. Applying this equation to our 
experimental data, an excellent fit is obtained using Origin Software (Figure 5.7(a)). 
The values of a1 and a2 are calculated to be 8.34 ± 1.46 and -3.16 ± 0.12 respectively 
for the 239 nm sample while the sample of with an electrode gap of 429 nm has a a1 
value of 5.96 ± 0.25 and a2 value of -2.49 ± 0.028. Using these values, diffusion 
coefficient, D and normal resistance, RN can be determined from the following 



























+=                                    (5.7) 
The electronic parameters obtained are shown in Table 5.2. 
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Table 5.2 Principle characteristics of the superconducting junctions obtain with CNWs. 
a1 and a2 are the fitting parameters in SNS junction agreement with the long junction 
limit. D is the diffusive coefficient deduced from (5.6) and mfpL  is the mean free path 
deduced from (5.6). Fitting RN is is the normal state resistance deduced from formula 
(5.7). Ec is the Thouless energy deduced from 2/ LDEc h=  .  
 
Sample D (m2/s) Lmfp (nm) RN Ec (meV) 
239 nm 0.00472 9.44 0.001126 0.0545 
429 nm 0.02440 48.8 0.001240 0.0873 
 
 
 The mean free paths of the two samples are found to be relatively small after 
tabulation. This could be due to the frequent electron phonon interactions which are 
likely to be caused by the disorders and defects present in the carbon nanowalls. From 
the fitting, the normal state resistance, RN is found to be much smaller than those 
obtained from the experimental data. The experimental RN  value is taken at the point 
just before the carbon nanowalls acquire superconductivity properties and thus 
resulting in the RN  to be approximately 4.05 and 5.60 Ω for the 239 and 429 nm 
sample respectively. The reason behind the huge discrepancies between the two values 
indicates that the proximity effect may not be the only reason for superconductivity. 
Intrinsic superconductivity may exist in CNWs. The small value of mfpL  is also 
understandable. Small value of mfpL  means frequent electron scattering because of the 
defects and disorder in CNWs. 
The behavior of the critical current ( cI ) as a function of the normalized 
temperature is also in excellent qualitative agreement with the Ginzburg-Landau 
critical current behavior for a homogeneous order parameter, 2/32 ])/(1[ cc TTI −∝ ,[38] 
(see Figure 5.7(b)). The relationship was also observed in both samples with 239 and 
429 nm spacing. This indicates that proximity effect can be associated with BCS type 
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related superconductivity. In fact, the phenomena such as weak Andreev reflection and 
Ginzburg-Landau behavior, distinguish the superconductivity of CNWs from normal 
superconductivity or PE superconductivity. The superconductivity in CNWs probably 
originates from a combination of intrinsic superconductivity and PE superconductivity. 
In this case, the observation of Josephson current is sensitive to the length of CNWs 
and the position of the Fermi energy. These may explain the low reproducibility of the 
results presented above in nanographite sheets based SNS structures. 
Now, it is meaningful to compare the values of JE , eV and kBT. We find some 




value from fitting results is thousands of times than kBT. 2) If we estimate cI  by using 
the experimental value of cI (shown in Table 5.3), it is also found that the value of EJ 
from the fitting results is more than one thousand times larger than that of the bias eV 
and kBT. Actually, superconductivity in the junction has been destroyed by the voltage 
bias in the experimental results.  3) The product RNIC at 1.4 K varies between 1.24 mV 
and 2.91 mV. If we deduce eEc /α  ( 0.545 meV for sample 239 nm and 0.873 meV for 
sample 429 nm) from the fitting result of parameter D, it is found that RNIC is 2 or 4 
times larger than the maximum expected values  eEc /α  for long junction limit to 
which all samples correspond. The interesting contradictions are difficult to be 
explained in the frame work of conventional proximity induced superconductivity. In 
particular, we have already mentioned that IV curve exhibit nonlinearities, and signs of 
superconductivity at a very large bias, i.e. much larger than eEc /α . Such 
nonlinearities recall characteristics observed in carbon nanotubes [39, 40]. They have 
not ever been observed before in SNS junctions. The unexpectedly high measured 
values of the critical current in CNW sheets, along with nonlinearities in the I-V 
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characteristics at voltages much higher than the superconducting gap of the contacts 
raise the question of possible intrinsic superconductivity. Similar high critical current 
have been observed in usual superconducting granular materials, due to the breakdown 
of the weak superconducting links.[41] Certainly, further experimental evidence for or 
against the possible superconductivity state in CNWs is necessary in the future. 
 
 Table 5.3 Principal features of the superconducting junctions obtains with CNWs. Tc 
is the transition temperature of the Nb/CNWs/Nb junction., cI  is the critical current of 
the junction and RN is the normal state resistance. JE  is the Josephson coupling energy 
estimated from cI . eV is charging energy at cI . TkB  is the thermal energy under 1.4K. 
Sample Tc (K) Ic (mA) RN (Ohm) EJ (meV) 
eV 
(meV) kBT (meV)
239 nm 8 0.308 4.05 635.48 0.465 0.13 
429 nm 9 0.523 5.57 1077.26 0.985 0.13 
 
5.7.3 Multiple Andreev Reflection 
Apart from the peaks which correspond to the critical current, several small 
peaks are observed at higher bias in the differential resistance vs voltage graph for the 
two samples at 1.4 K. As shown in Figure 5.8, in the sample with 239 nm gap, 
differential resistance at 1.4 K exhibits small peaks at ± 2.89 mV and ± 1.53 mV in a 
symmetrical way. Similar peaks appear at ± 3.34 mV and ± 1.85 mV in the sample 
with 429 nm spacing. Peaks locations are indicated by marks P2 and P1 respectively in 
Figure 5.8. Symbols “+” and “-” indicate the sign of the peaks with respect to the 
origin. These phenomena are believed as a result of multiple Andreev reflection 
(MAR). This is because when the electron transport between two identical 
superconductors is mediated by MAR, a series of differential resistance maxima is 
likely to be observed within the subgap region at bias voltages V = 2∆/ne where n = 
1,2,3… The MAR peaks are less prominent than what we would expect for a long 
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diffusive contact on the basis of a recent numerical analysis by Cuevas et al.[42]. From 
the bias of MAR peaks, the superconducting gaps could be estimated. From Figure 5.8, 
the superconducting gap Δ  is about 1.45 meV for 239 nm sample and 1.67 meV for 
429 nm sample at T = 1.4 K. However, these results are higher than superconducting 
gap (1.23 meV for 239 nm sample (Tc = 8 K), 1.38 meV for 429 nm sample (Tc = 9 
K)) by BCS theory, where cBTk76.1=Δ . The experimental gap features could be 
attributed to the presence of a superconductor with wider superconducting energy gap, 
such as NbC. [43]. NbC is formed during the fabrication of device at the interface 
between CNWs and Nb. The process of PECVD helps to form NbC on Nb electrode 
during the deposition of CNWs [44] In addition, noise-like differential resistance 
fluctuation was observed in Figure 5.8 when the bias becomes higher than P2 in both 
the samples. It is then also interesting to note that the normal state resistance is not 
recovered above the critical current, and differential resistance shows the Andreev 
reflection like behavior.  
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FIG. 5.8  dI/dV and IV curve as a function of bias Voltage at 1.4 K of (a) 239 nm 
sample and (b) 429 nm sample. 
 
The temperature dependence of the differential resistance-voltage graphs for 
sample 239 nm and sample 429 nm are shown in Figure 5.9. The peaks shift to lower 
bias as the temperature is increased and are suppressed at 3 K and 3.8 K respectively. 
The temperature dependence of P2 and two times P1 in both samples and the 
temperature dependence of superconducting gap Δ(T) is shown in Figure 5.10. With 
increasing temperature, the gap decreases and finally vanished at critical temperature 
Tc. In the BCS theory [45], Δ(T) follows: ccB TTTkT /152.3)(2 −=Δ . Here, critical 
temperatures equals to 9.1 K for Nb or 12.3 K for NbC. However, it is found that the 
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P2 does not follow the simple BCS theory in both samples. These observations also 
strongly suggest the possibility of intrinsic superconducting transitions in CNWs. 




















































FIG. 5.9 Differential resistance versus voltage of (a) 239 nm and (b) 429 nm sample 
under different temperature. 
 
 
Chapter5 Electronic Transport Properties of Carbon Nanowalls using Superconducting Electrodes 
 
National University of Singapore                             157 
 
FIG. 5.10 Temperature dependence of the peaks indicated in Figure 5.8. (a) Sample 
239 nm, (b) 429 nm. The solid and dashed lines display the temperature dependence of 
Δ(T) which corresponding to different critical temperature Tc based on the BCS theory.  
 
 In the section, the temperature dependence of the differential resistance for 239 
and 429 nm samples is discussed. The magnetic field also influences the differential 
resistance greatly; in the coming section we are going to discuss the magnetoelectrical 
transport in the 239 and 429nm samples. 
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5.8 Magnetoelectrical Transport Properties  
5.8.1 Zero Bias Resistance 
 The magnetic influence on zero bias resistance (ZBR) is shown in Figure 5.11. 
In the presence of a magnetic field which is applied in the plane of the contacts, the 
resistance increases with magnetic field. Considering the 239 nm sample, at lower 
field, ZBR is less sensitive to magnetic field, comparing to that at higher field. The 
critical field is taken at the point of inflection of the magnetoresistance graph and is 
found to be approximately 3.5 T. For the 429 nm sample, an abrupt change in zero bias 
resistance is observed when the magnetic field is increased to 3 T. The results indicate 
that the superconducting state in both of the samples can not survive in the presence of 
a magnetic field greater than a critical value. Above the value, magnetic fields can 
penetrate the samples by destroying zero electric resistivity paths. The process leads to 
the increase of resistance in both of the samples.  
 
FIG. 5.11 Zero bias resistance as a function of magnetic field at 1.4 K. 
  
 
























 Sample 239nm 
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5.8.2 Critical current 
 
The magnetic influence on the differential resistance at 1.4 K is illustrated in the 
color plot in Figure 5.12. As shown in Figure 5.12, all dV/dI peaks shift to lower 
current with increasing magnetic field. In order to investigate further the 
superconducting properties of our devices, we plotted the dependence of Ic on 
magnetic field in Figure 5.13. The two relationship exhibits interesting phenomena. 
Similarly “+” and “-” sign the bias of the current. Firstly, the critical current exhibits 
an oscillatory and asymmetric pattern. Differential resistance usually displays a sharp 
peak at critical currents. The peak corresponds to a hysteretic feature in the dc V-I 
curve. The peaks are shifted to lower current when increasing magnetic field and all 
disappear above 2.8 T. Secondly, the magnetic field dependence is not monotonous. 
The critical current under the positive bias first increases up to 0.2 T where it goes 
through a maximum and decreases at higher field up to 2 T, and so do that under the 
negative bias. Such nonmonotonous behavior has been predicted in a number of 
models describing nonhomogenous superconductors [46, 47] and could be related to 
interference between different electronic trajectories along the various routes and the 
existence of negative Josephson coupling in CNWs.  
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FIG. 5.12 Differential resistance as a function of current and magnetic field up to a 
maximum field of (a) 2 T in the sample 239 nm and (b) 3 T in the 429 nm sample. 
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FIG. 5.13 Critical currents Ic as a function of the magnetic field under 1.4 K in sample 
239nm and sample 429nm. 
  
5.8.3 Multiple Andreev Reflection 
 
 The magnetic field dependence of dV/dI at 1.4 K is presented in Figure 5.14. In 
the presence of a magnetic field which is applied in the plane of the contacts, the 
resistance increases with increasing magnetic field. For the 239 nm sample, an abrupt 
change is zero bias resistance is observed when the magnetic field increased to 3.5 T. 
Considering the 429 nm sample, at lower field, ZBR is less sensitive to magnetic field 
as compared to that at higher field. The critical field is taken at the point of inflection 
of the magnetoresistance graph and is found to be approximately 3 T.   
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FIG. 5.14 Magnetic field dependence of differential resistance vs bias voltage of (a) 
239nm and (b) 429nm samples. 
 
Magnetic field dependence of peaks position: P1+, P1-, P1+ and P1- are shown 
in Figure 5.15 (a) and (b) for 239 nm and 429 nm samples, respectively. The meaning 
of P1 and P2 has been discussed in Figure 5.8. Similarly “+” and “-” sign the bias of 
the peaks.  These different resistance peaks persist up to 2.5 T, while following the 
BCS dependence for classical superconductors. As mentioned previously, P1 position 
suggests the presence of a superconductor with Tc higher than Nb. That means there 
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are two superconducting gap existing at the interface. For quantitative comparison, we 
fit the two energy gaps of a superconductor as a function of magnetic field, using 







HH       (5.8) 
 Taking b1 = Δ(0) and b2 = Hc(0) directly from the data, the resulting curve is 
superimposed on the Figure 5.15 (c) and (d), in excellent agreement with data. Thus, 
the magnetic field dependence of these conductance dips is consistent with that of a 
superconductor with a relatively large energy gap.  
 
FIG. 5.15 (a) and (b) magnetic field dependence of the peaks indicated in Figure 5.14; 
respectively; (d) and (c) Peak positions (symbols) are fitted as a function of magnetic 
field, theoretical fitting curve is derived from Eqs. (5.8) with different superconducting 
gap in sample 239 nm and sample 429 nm.  
 
The fitting results are tabulated in Table 5.4. From Table 5.4, it is found that 
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are about 3.5 meV and 2.7 meV respectively. The critical fields corresponding to the 
energy gaps are about 0.7 T and 2.1 T. It is also found that there are two 
superconducting gaps in 429 nm sample. The width of the energy gaps are about 3.01 
and 2.5 meV respectively. The critical fields corresponding to the energy gaps are 
about 0.5 T and 2.1 T. All results are very near to the superconducting gap and critical 
magnetic field of NbC and Nb. It convinces us that there is NbC formation at the 
interface of CNWs/Nb .   
Table 5.4. Principle fitting features of the superconducting junctions of CNWs. “low” 
and “high” means the low magnetic field and high magnetic field region.  
Sample Peak2 b1(low) b1(high) b2 (low) b2 (high) 
Peak2+ 3.48±0.077 2.77±0.053 0.70±0.0404 2.19±0.045239 nm Peak2- 3.67±0.34 2.70±0.24 0.77±0.094 2.05±0.11 
Peak2+ 3.04±0.02 2.51±0.036 1.49±0.034 2.39±0.039429 nm Peak2- 2.98±0.026 2.50±0.37 1.53±0.049 2.31±0.034
 
5.9 Conclusion  
In summary, we presented an electrical transport study of Nb/CNWs/Nb. 
Several samples with electrode gap distance that varies between 200 to 750 nm were 
prepared. Proximity effect was only observed for samples with electrode spacing of 
239 and 429 nm. Their temperature dependence of critical current has good agree with 
both Josephson coupling energy of long diffusive model and Ginzburg-Landau 
relationship. The unexpectedly high measured values of the critical current in the two 
Nb/CNWs/Nb, indicates possible intrinsic superconductivity. The above gap feature 
and Andreev reflection were observed in the two samples. The magnetic field 
dependence of dV/dI was also discussed. 
 Unfortunately, consistent results of proximity effect in Nb/CNWs/Nb junction 
with respect to the electrode spacing could not be obtained. This may be due to many 
reasons, such as the orientation of CNWs, quality of CNW sheet, the transparency of 
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Nb/CNWs interface. As it is very difficult to control the growth of CNWs laterally on 
substrate surface, CNW sheets could not be well aligned across the gap of Nb 
electrodes during the PECVD process. In addition, the process nature of PECVD limits 
the precise control on the quality of CNW sheet and the transparency of CNWs/Nb 
interface. However, we attempt to analyze each feature of the results measured in all 
the Nb/CNWs/Nb devices to the best of our understanding. The experiments should 
have been more meaningful if more reliable devices could be constructed by making 
better defined 2D carbon. This would allow systematic study and understanding of 
proximity effect in 2D carbon.  
Although the 2D carbons with edges and disorders have rich interesting 
properties, it is challenging to control the edges and defects experimentally by current 
technologies. From the next chapter, we start to discuss the transport properties in a 
well defined crystalline 2D carbon: graphene flakes made from bulk graphite. 
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CHAPTER   6 
ELECTRONIC TRANSPORT IN GRAPHENE AND 




 In Chapter 4 and 5, electrical properties are characterized in CNWs. The 
uncertainty of structure in CNWs makes it difficult to clarify the exact causes of the 
corresponding properties. According to current deposition technologies, it is difficult 
for us to precisely control the disorder and edges in CNWs. As such, the research 
through top-down approach can be more substantive in graphene. Further investigation 
in graphene may be meaningful. The basic strategy is to isolate the influence of each 
factor by deliberately magnifying the corresponding factor to dominate all others. 
Compare to vertically aligned CNWs, graphene sheets are laid on SiO2 substrate. The 
interaction between graphene and substrate may influence the electric properties of 
graphene.  
 In this chapter, we first discuss the electric characterization of graphene device 
on SiO2 substrate with different number of layer under ambient condition. By 
examining carrier mobility, minimal conductivity and conductance hysteresis in 
graphene devices, it is found that substrate interface and the surface impurity may 
greatly affect the transport properties of graphene on SiO2 substrate. Following that, 
transport properties of those devices at low temperature will be discussed. Our 
experimental results indicate that magneto transport and conductance fluctuation in 
graphene devices are greatly affected by the charged impurities existing at the 
substrate/graphene surface. 
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6.2 Electrical Field Effect in Graphene and its Multilayers  
6.2.1 Electrical Field Effect 
 
 In this section, the electrical field effect in graphene devices is studied. The 
fabrication of our graphene FETs began with mechanically exfoliated graphene from 
the same parental graphite crystal (ZYA HOPG from SPI). The micro-fabrication and 
measurement procedures are detailed in Chapter 2 (Section 2.6, 2.9). The electrical 
transport properties of the devices were measured by using a HP 4156A semiconductor 
parameter analyzer under ambient condition. Note that all the samples examined in 
Section 6.2 were fabricated and measured together. 
 Figure 6.1 shows an example of our typical graphene devices. This is a trilayer 
graphene sample (s1p4) with several current and voltage probes. The width of the all 
graphene regions in Figure 6.1(a) is about 5 μm. The standard four probe 
measurements involve driving current I14 through contact 1-4 and measuring the 
induced voltage drop V36 between contact 3 and 6. Graphene’s conductivity is then 
given by four probe conductance GI14V36= I14/ V36 multiplied by the device’s aspect 
ratio of squares between the voltage probes. The black curve in Figure 6.1(a) plots the 
experimentally measured four probe conductance as a function of applied gate voltage. 
The conductance exhibits the behavior typical for graphene with the minimum 
indicating charge neutrality point (NP) at -19 V. The minimum conductivity 
is
h
e2487.1 . Two probe characterizations were performed by measuring the potential 
drop V36 between two invasive contacts 3 and 6 by driving current I36 through contact 
3-6, and hence contact effects are not excluded from the device resistance. The two-
probe conductance as a function of applied voltage is plotted as the black curve in 
Figure 6.1(a). Similarly, two and four probe sheet resistances of the graphene are 
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plotted in Figure 6.1(b). Nevertheless, by comparing the two and four probe resistances, 
it is observed that the contact resistance exhibits a weak dependence on gate bias 
voltage. The contact varies from about 260 Ω near the NP to about 310 Ω near 
VVg 40= . The contacts impart about 15% contribution to the two probe resistance of 
the device. 
 
FIG. 6.1 Electrical characterization of a trilayer graphene device. (a) Conductance as a 
function of backgate voltage; Two- (red line) and four probe (black line) conductance 
at room temperature. The inset is optical images of the corresponding devices. Contact 
numbers are used in the main text to explain different geometries; (b) resistance versus 
gate voltage.   
 
 As most of our devices are not measured in a standard Hall bar configuration, 
we are unable to measure directly the mobilityμ ; however, we may estimate the field 
effect mobility ( FEμ ) of the devices from the induced charge via the back gate. 
Starting from the definition of DFED ne 22 μσ = , where e is the electronic charge, D2σ  is 
a 2D conductivity and Dn2  is the 2D carrier density. The conductivity ( D2σ ) and the 
conductance ( G ) of the device are related by 
W
LGD =2σ , where L and W are the 
length and the width of the device, respectively. As D2σ  exhibit a nonlinear 
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)( 2Dd σ  and )( 2Dnd  denote the change in D2σ  and Dn2  due to ramping of the back 
gate voltage gV , respectively. Note that e
VVC
n npggD
−=2 , where npV  is the NP of 
graphene, gV  is the gate voltage,  gC  is capacitance per unit area for the capacitor 
formed by the 300 nm SiO2 layer, between graphene and the back gate (degenerated 











−εε , where ε  is the 










σμ = . Away from NP where the value of FEμ  becomes constant, 
the field effect mobility FEμ  should be close to the mobility μ .  
 Because of the limitation of dimension of some graphene flakes, only two 
electrodes could be applied onto the samples. We had to carry out the two probe 
measurement on these samples. The experimentally measured conductance ( 'G ) 
consists of two parts, one is the actual conductance of the graphene device ( G ) while 
















G μ . By adopting the simple model, we 
are able to estimate the device mobility FEμ , and contact resistance cR . npV  is 
equivalent to the value of the gate voltage where minimum conductivity of the 
graphene lies. The gate voltage gV , which is manually controlled in the experiment, is 
the independent variable while the conductance 'G , which can be experimentally 
measured, is the dependent variable. By fitting the data in the region away from the NP 
Chapter 6 Electronic Transport in Graphene and its Few layer on SiO2 Substrates 
 
National University of Singapore                             174 
with the help of Origin software, we can obtain the contact resistance, mobility and 
conductivity of graphene device.  
 To verify the validity of the model introduced above, the device shown in 
Figure 6.1 is used as an example. From Figure 6.1(a), we deduce sVcmFE ⋅= /480 2μ  
from the four probe conductance (I14V36). The contact varies from about 260 Ω near 
the NP to about 310 Ω near VVg 40= . By using the model introduced above to fit the 
two probe conductance data (I36V36) away from NP, we can deduce 
sVcmFE ⋅= /461 2μ  and Ω= 331cR . The mobility FEμ and the contact resistance 
cR deduced from the two probe conductance give a good agreement with the direct 
results of four probe measurement. Therefore, the simple model is valid for the 
approximate calculation of the essential parameters, such as mobility, conductivity and 
minimum conductivity, in graphene devices using the two probe configuration. 
 
 
6.2.2 Carrier Mobility 
We performed a statistical analysis over all the samples measured in order to 
examine carrier mobility. 57 samples in total are examined, where the quantities of 
monolayer to 6-layer graphene are 13, 10, 11, 8, 7 and 8, respectively. The relationship 
between mobility and the number of layer of graphene flakes was summarized in 
Figure 6.2. In this figure, three characteristic features draw our attention: 1) The mean 
value of mobility for graphene increases from 1121000 −−⋅ sVcm for bilayer graphene to 
about 1123200 −−⋅ sVcm  for six layer graphene; 2) when the number of layer is 
decreased from bilayer graphene (BLG) to single layer graphene (SLG), the mobility 
increases drastically from 1121000 −−⋅ sVcm for BLG about 1121800 −−⋅ sVcm  for SLG; 
and 3) the variation of mobility in SLG is much larger than few layer graphene (FLG). 
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In following sections, we will attempt to analyze all features to the best of our 
understanding. 
 
FIG. 6.2 Mean mobility as a function of the number of layers before deposition of 
SiO2. The column represents the mean value of the mobility of graphene sample. The 
error bar represents the standard deviation of all the raw data. Solid circles represent 
the raw data of mobility. 
 
 It has been reported that the conductivity of graphene is limited by charged 
impurity scattering under graphene. [1] The screening length in multilayer graphene 
films is reported, theoretically, to be 0.5 nm [2] and 0.7 nm [3], and experimentally to 
be 1.2 nm [4]. Therefore, inner-layers receive less influence from the charged impurity 
or other extrinsic scattering center than the surface layer. Hence, when the layer 
number increases from the bi- to six layer graphene, the mobility is less suppressed in 
thicker graphene.  
When the number of layers decreases from the BLG to SLG, energy dispersion 
changes from a quadric relationship in BLG to a linear relationship in SLG. In 
addition, the current modulation may be enhanced due to the reduction of the interlayer 
scattering. Therefore, the mobility in SLG increases drastically. On the other hand, 
because of the screening effect, the charges induced by the gate voltage are mainly 
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located within two or three layers considering the intergraphene layer distance of 0.335 
nm. Due to the screening effect reduction, electric transport of SLG should be most 
sensitive to scattering centers such as charged impurities. It is concluded that the large 
mobility variation for SLG is caused by variations in charged impurities density.  
 
6.2.3 Minimal Conductivity  
Beside the carrier mobility, the minimal conductivity of all samples near NP 
also attracted our interest. The relationship between the minimum conductivity per 
layer and flake thickness is shown in Figure 6.3(a). The dotted lines serve as a guide 
for the eyes. Although the conductivity fluctuates in a large range, it is interesting to 




24 , which is close to that of 
SLG at low temperature.[1, 5]  However, the average conductivity of BLG and FLG 
per layer starts to deviate from this value; it is about 
h
e246.0 ×  for BLG,  
h
e248.0 ×  for 
three layer stack and saturates at 
h
e24  for thicker layers.  The above results suggest 
that the electrical conduction of thinner graphene sheets is limited by the substrate. 
This can be better understood from the results shown in Figure 6.3 (b) for samples 
covered by SiO2 capping layers, which were deposited by electronic beam evaporation.  
To examine the variation of the minimum conductivity with the number of 
layer more easily, we compare the two sets of data before and after deposition of SiO2 
capping layer side by side, in Figure 6.3 (c). It is noticed that the starting point of 
saturation in conductivity shifts from n = 3 to 4, where n is the number of layers. The 
phenomenon indicates that the interface between graphene and SiO2 capping layer 
causes carrier scattering in graphene. It is also observed that the decrease in 
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conductivity for 5 layer graphene is quite large. The exact reason is not clear so far. 
One possible explanation is that the SiO2 capping layer not only causes the carrier 
scattering, but also alternates the electronic structure in 5 layer graphene. Moreover, it 
is found that the in-plane conductivity per layer in BLG is reduced to
h
e2433.0 ×  after 
deposition of SiO2 capping layer, while that of monolayer decreases slightly 
to
h
e2427.0 × . The large decrease of conductivity for BLG can also be accounted for 
the carrier scattering by the influences from SiO2 capping layer. Although our 
experiments were performed at room temperature, it is still meaningful to compare the 
minimum conductivity values obtained in this work with those predicted by theory 
because the minimum conductivity of bilayer graphene exhibits a weak temperature-
dependence from 4 to 300 K. [6]  
 
FIG. 6.3 Mean minimum conductivity per layer as a function of the number of layers 
before a) and after b) deposition of SiO2. The error bar represents the standard 
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deviation of all the raw data. The dashed lines are guide for eyes; c) column diagram 
for comparison of data before and after the deposition of SiO2. 
 
So far, several different values have been predicted theoretically for the 
minimum conductivity per layer for BLG. Using self-consistent Born approximation, 
Koshino and Ando[7] found a minimum conductivity of he π/4 2  and he π/12 2 in the 
strong and weak-disorder regimes, respectively. Katsnelson [8] obtained a different 
value he /2 2 using the Landauer approach. Cserti et al. [9] found that trigonal warping 
plays an important role in determining the minimum conductivity: they obtained a 
value of he π/4 2  without taking into account the trigonal warping and a much larger 
value he π/12 2  when it is included. In the case of FLG, Nakamura and Hirasawa [10] 
shows that average minimum conductivity per layer is he π/4 2 . The large scatter of 
theoretical values shows that the issue of minimum conductivity for BLG and FLG still 
remains open. However, our experimental data illustrate clearly that the influence from 
the substrate should be more prominent in thinner graphene than in thicker one.  
In summary, we have investigated the mobility, the minimal conductivity of 
SLG, BLG and FLGs. The experimental data obtained indicate clearly that the 
transport properties in graphene are greatly affected by the interface of 
graphene/subtrates (such as phonon in SiO2 or charged impurities trapped in SiO2). 
The influence is greater in thin flakes than thicker ones. In the coming section, we are 
going to examine the charge density trapped in SiO2 by sweeping gate bias.  
 
6.3 Hysteresis in Graphene Devices 
Graphene devices exhibit ambipolar behavior, in spite of an unexpectedly high 
conductivity minimum.[11] This observation was recently explained by the formation 
of electron hole puddles at the Dirac point. [12] The puddles are believed to arise from 
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charged impurity centers [1,13,14] or graphene ripples [15]. In addition to the low 
density of states, the large surface-to-volume ratio in graphene makes it very easy to 
adsorb a lot of adsorbates. Recent TEM experiment exhibits clearly that many 
molecules, atoms, or other adsorbates land on the surface on graphene. [16, 17]  In 
these ways, the environment has a direct impact on the physical properties of graphene. 
Sticking and bonding of atoms and molecules may change by orders of magnitude as 
well as the transport properties across and parallel to the interface. Although the 
influence from the surroundings has been taken into account in different ways in the 
literature [18, 19], the hysteresis of the transport properties in graphene has yet to be 
explored. Therefore, it is worth understanding the origins of hysteresis. 
Here, we present the first investigation of the conductance via sweeping gate 
bias by forward and backward scans in graphene. Hysteresis of conductance was 
observed. The action of hysteresis is attributed to charge trapping from/to graphene or 
capacitive gating effect. All graphene sheets were produced from the same parent 
natural graphite. The electrical transport properties of the devices are measured at a 
low driving current (100 nA) by using low-frequency lock-in technique. The details of 
the fabrication and measurement were introduced in Chapter 2. 
 
6.3.1 Charge Transfer Hysteresis   
All of the investigated graphene devices revealed reproducible hysteresis in 
conductance versus gate potential (Vgate) characteristics in ambient environment. A 
representative example with Hall bar geometry is displayed in Figure 6.4. When the 
gate voltage was swept continuously from -80 to 0 V, then to +80 V and back to -80 V. 
conductance hysteresis is observed. The gate scans lead to the positive shift of NP in 
graphene. In other words, the system corrects for the applied gate voltage over some 
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time scale. We could determine the direction of the hysteresis by comparing the 
location and sign of trapped charges to the avalanching field. When the bias of back 
gate starts from negative value, holes in graphene are slowly trapped into the trapping 
centers, so that after some time the graphene sees a more positive potential than that 
simply due to the gate voltage (and vice versa for the opposite sweep direction). These 
trapped charges under graphene dope the graphene into opposite polarity, whose static 
condition could be observed in scanning single electron transistor [12].   
 
FIG. 6.4 a) Optical image of a BLG device (bs4q3p7) lying on SiO2; b) Conductance 
versus gate voltage curves recorded under a sweep rate of 1.25 V/s in ambient 
condition. As the gate voltage is swept from negative to positive and back, a hysteresis 
is observed, as indicated by the arrows denoting the sweeping direction. 
 
As shown in Figure 6.5(a), the magnitude of the hysteresis in Vgate exhibited a 
significant dependence on sweeping rate of the gate voltage (dVgate/dt). The voltage 
different of NP caused by hysteresis increases from 8V (dVgate/dt = 5 V/s), 14.5V 
(dVgate/dt = 1.25 V/s) to 15 V dVgate/dt = 0.313 V/s). Device hysteresis increases 
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time scale longer than few seconds. It almost saturates when the sweeping rate is lower 
than 1.25 V/s, and the sweeping rates are adapted in the next experiments.  
 
 
FIG. 6.5 a) Conductance hysteresis recorded under three different Vgate sweep rates in 
ambient condition; b) Conductance versus gate voltage curves recorded for the same 
device as in Figure 6.4 under three different gate voltage range in ambient condition; 
Device hysteresis increases steadily with increasing voltage range due to avalanche 
charge injection into charge traps; c) Close up of (b) within the low voltage region; d) 
Diagram of avalanche injection of holes into interface or bulk oxide traps from the 
graphene FET channel. 
 
Figure 6.5(b), (c) compares conductance ~ Vgate curves of the graphene FET for 
different voltage ranges at room temperature. The hysteresis becomes larger as the 
range of Vgate increases. It indicates that hysteresis originates from avalanche charge 
injection into interface or bulk oxide traps at higher gate bias. When the voltage is in a 
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range of 10 V, the NP shift is only about 1 V. When the range of Vgate increases 
beyond 10 V, the hysteresis becomes more pronounced. The NP shift goes up to about 
4.3 V (in the range of 40 V) and 15 V (in the range of 80 V). The enhanced hysteresis 
can be quantitatively explained here. Silicon dioxide has interface and bulk (dangling 
bond) traps whose charge state changes with gate voltage. Thermally grown silicon 
oxide have effective trap densities 210105~ −× cmNit  and 211105~ −× cmNot for 
interface traps and oxide traps, respectively.[20, 21] Interface traps are populated 
continuously as the gate voltage is tuned, usually oxide traps are charged only with 
injection at gate fields above 12103 −− ⋅× nmV before SiO2 breaks down at about 
127.0 −⋅ nmV .[20]  The graphene FET capacitance per unit area is derived from simple 
capacitor model 122 )(712)/(115 −− ⋅⋅== VmemaFCg μμ . The number of charges 
trapped per unit area npg VCQ Δ⋅= is estimated from the NP shift npVΔ and an effective 




np 4.1~2=Δ , 





np 14~2=Δ . The 
calculated values are near our measurement results. Therefore, the movement of NP 
can be explained by the effective trapping charges density. Inversely, the effective 
trapping charges could also be estimated, they are around 2101076.5 −× cm  (0.8V in the 
range of 10 V) and 211104.5 −× cm  (15 V in the range of 80 V). It is noted that the ratio 
between the charge density and the back gate bias yields a value of 1210102.7 −−× Vcm . 
Note that the results agree well with the value of charge nonuniformity 
( 2111015~2 −×= cmnδ  in SLG and BLG) obtained from other experimental methods 
[12, 13, 22, 23]. The hysteresis clearly demonstrates dynamic process how the charges 
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inject into traps centers. Figure 6.5(d) illustrates the diagram of avalanche injection of 
holes into interface or bulk oxide traps from the graphene FET channel. 
We performed a statistical analysis over all the samples measured in order to 
examine the hysteresis strength of all the graphene flakes ranging from 1 to 10 layers. 
The relationship is shown in Figure 6.6 (a).  The dotted lines serve as guide for eyes. 
Although the NP shift fluctuates in a large range, it is noticed that the average 
conductivity for SLG approaches 12.6 V.  However, the NP shift in BLG and FLG 
starts to deviate from this value; it is about 9.3 V for BLG, 6 V for three layer stack 
and saturates at about 5 V for thicker layers. The phenomena are due to the charge 
distribution, which is brought about by the interplay between interlayer hopping and 
interlayer screening in multilayer graphene. Degree of charge trapping under certain 
gate sweeping rate usually is proportional to carriers’ density in the first graphene layer 
near SiO2 surface. The saturation of NP shift starting from 4-layer graphene indicates 
that the electrical field induced carriers are mainly located within three near-surface 
layers. Other planes are almost not affected by backgating. As a consequence, gating 
induced carriers in thick graphene flakes spatially distributes in the 2-3 planes most 
near the SiO2 surface. The distribution exists in both the A-B (Bernal) stacking case 
[24] and the case of rotationally stacking [25]. We notice that the shift of NP in SLG 
and BLG fluctuates in a large range. A possible cause could be lateral inhomogeneity, 
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FIG. 6.6 (a) Shift of the neutrality point as a function of the number of layers. The 
error bar represents the standard deviation of all the raw data. The dashed line is guide 
for eyes; (b) Two-point conductance as a function of gate voltage in a bilayer sample 
LF5 before and after the application of a large current in helium gas atmosphere and at 
T=300 K. 
 
Graphene always is found to be p-type due to unintentional doping of 
adsorbates (e.g., water, oxygen, tape residue) after exposure to air. The doping states 
are quite stable even in vacuum. Current annealing can remove the foreign impurities 
on the graphene surface, and then improve the quality of graphene. [26] Figure 6.6 (b) 
shows the conductance G as a function of Vgate for a bilayer graphene sample (LF5) 
before and after current annealing under helium atmosphere at room temperature. The 
graphene device exhibits p-type characteristic before annealing. DC current is 
gradually ramped across the device up to 5 mA (accordingly about 0.5 mA/μm per 
layer) and kept for about 10 minutes, and then gradually reduced to zero. After that, 
the electrical transport properties of the graphene device are recorded again. The 
procedure is repeated until NP shifts back to zero voltage. The phenomenon indicates 
that many of the residues acting as dopants are removed upon current annealing. As 
shown in Figure 6.6(b), current annealing has been shown to significantly reduce 
hysteresis. The difference in the NP voltage value due to hysteresis decreases from 
13.6 V (dVgate/dt = 1.25 V/s) to 4.3 V (dVgate/dt = 1.25 V/s). These results suggest that 
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residues may help charge trapping. However, the current annealing treatment could not 
reduce the hysteresis further. Most likely, impurities permanently trapped in “dead 
layer” [11] and the SiO2 substrate may be responsible for this lack of further 
improvement. We also notice that current annealing improve carriers mobility from 
1123200 −− sVcm  (for holes) and 1121400 −− sVcm  (for electrons) to 1128000 −− sVcm (for 
both carriers). It is interesting that current heating improves mobility even for samples 
in contact with substrates. Normally, adsorbates lead to doping, while not causing 
significant change in carriers mobility. [19] The most likely reason is that the rippled 
graphene become partly suspended after annealing. Some parts of graphene sheet were 
lifted up and no longer contact the underlying substrate. The partly free standing 
configuration exhibits the intrinsic rippling of graphene [27], which has a lower 
amplitude than the surface of substrate. In addition, the increase of spacing between 
graphene and substrate may reduce the possibility of charge trapping and create less 
hysteresis. It is necessary to mention that hysteresis becomes less than 1 V at 4.2 K in 
helium gas, even without current annealing. It means the action of trapping is very 
sensitive to temperature.  And it is suppressed at low temperature. 
6.3.2 Capacitive Gating Hysteresis 
In Figure 6.7(a), charge transfer from/to graphene led to the positive shift of 
conductance. However, sometimes hysteresis of conductance may go opposite to the 
direction of the previous results due to carrier density enhancement in graphene 
(Figure 6.7(b)). Figure 6.7(c) illustrates this kind of hysteresis in graphene devices. 
This hysteresis could be observed in electrolyte-gated graphene device.[28] For an 
electrolyte-gated device,  the electrode will create a electric field and attract oppositely 
charged ions from the solution, forming what is know as electrical double layer,  the 
two layers of the charge (surface charge and the layer of counterions ) can be 
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approximated very well as a parallel plate capacitors.[29] And the capacitance rises 
exponentially with the potentials applied onto the electrodes. [30] Similarly, for an 
electrolyte-gated graphene, when positive voltage is applied to gate, free cations tend 
to accumulate near the negative electrode (graphene), creating a positive charge layer 
near graphene. The accumulation is limited by the concentration gradient, which 
opposes the Coulombic force of the electrical field. The charge layer with inversed 
charges (called Debye layer) accumulate near the electrolyte and provides a much 
higher gate capacitance than the commonly used SiO2 back gate, the high capacitance 
origins from the small distance between Debye layer and electrode (graphene). 
Therefore, when the gate voltage sweeps, the graphene “remembers” the conductance 
at the last gate voltage it saw. The hysteresis of conductance shifts left with respect to 
gate bias, this is because it takes some time for the potential to be distributed in 
solution. The hysteresis could be reduced by decreasing the gate sweeping rate or by 
increasing the concentration of ions in the solution. We believe that the hysteresis 
observed in literature [28] should be the case shown in Figure 6.7(c) although the 
authors did not give the details about the hysteresis. 
Although the NP positively shifts during forward and backward gate voltage 
scans under ambient condition, it shifts toward more negative voltage after the samples 
was mounted on cryostat in flowing cold helium gas. The results are reproducible at 
1.4, 4.2, 50 and 200 K. The two representative devices and experiments results at 4.2 K 
are shown in Figure 6.7(d), 6.7(e). The phenomena may be caused by the surface 
dipole moment near graphene such as tape residue [31], water, [18, 31] or e-beam 
resist. The carrier density in graphene near dipoles could be increased by capacitive 
gating from dipoles. The dipoles usually sit on graphene with some orientation, and 
flap randomly due to the thermal fluctuation. After applying external electrical field, 
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the dipoles will be oriented along the electrical field direction, which causes the 
enhancement of local electrical field near dipoles. The carrier density in graphene near 
dipoles could be increased due to capacitive gating from oriented dipoles. In addition, 
it takes some time for the dipoles to be aligned and settle down under electrical field. 
Therefore, the hysteresis of conductance shifts left with respect to gate bias. In most 
cases, the phenomena are difficult to be observed in graphene lying on SiO2 because 
the charge transfer may dominate the hysteresis by shifting in opposite direction. The 
negative hysteresis could be observed when the charge transfer could be suppressed at 
low temperature. 
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FIG. 6.7 The carrier density in graphene is affected by two mechanisms. a) 
Transferring charge carriers (hole) from graphene to charge traps causes the right shift 
of conductance, and vise versa; b) Capacitive gating occurs when the charged ion or 
polar alters the local electrostatic potential around the graphene, which pulls more 
opposite charges onto graphene from the contacts. c) Schematics of hysteresis caused 
by the capacitive gating, where the arrows denoting the sweeping direction; this kind 
of hysteresis observed in some of our samples in helium vapor at 4.2 K. (d) 4-layer 
graphene device (Bs4q3p8) and (e) monolayer graphene device (Bs5q1p14) are 
representatives. (The arrows denote the sweeping direction. the insets are optical 
images of the corresponding devices, and graphene was profiled between dashed 
lines). 
 
In summary, charge transfer and capacitive gating cause different hysteresis in 
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density in graphene causes the shift in the conduction with respect to gate voltage on 
the time scale. In the first case, when a total charge qΔ  is transfer from\to the graphene, 
it will cause the positive shift of conductance ΔV given by VCq Δ=Δ  where C is the 
dielectric capacitance. In the second case, capacitive gating increases the carrier 
density in graphene, and more charges are pulled onto graphene from the contacts. The 
effect changes the graphene conductance as with back-gating. The two mechanisms 
will shift the conductance with respect to gate voltage in opposite direction. Our 
experimental results indicate the influence from environment. In the next section, we 
are going to discuss their influence on the magneto-transport properties of the 
graphene devices. 
6.4 Magneto Transport Study at Low Temperature 
6.4.1 Four-layer Graphene Device 
 
As shown in previous section, the transport in graphene flakes should be different 
from clean graphene devices in presence of charged impurities and surface absorbates. 
We studied the magnetoresistance of our devices at liquid helium temperature. A large 
perpendicular magnetic field (B) was applied to sample surface. Figure 6.8 shows 
longitudinal resistance )(BRxx observed in a four layer graphene device (bs4q3p8). 
There is a strong increase in )(BRxx  with magnetic field. Shubnikov-de Haas (SdH) 
oscillations are clearly seen on top of the )(BRxx curve. Increasing of magetoresistance 
may be due to the so called parallel conductance effect, where the electric current 
redistributes and is attracted to regions with lower mobility with increasing B. Under 
high perpendicular magnetic field, the constant two dimension density of states 
becomes a series of sharp peaks centered at Landau levels. The SdH oscillations occur 
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as each successive Landau level is emptied by increasing the magnetic field. There is a 
dip in the longitudinal resistance when the Fermi energy equals the energy of the 
Landau level giving oscillations that are periodic in the inverse magnetic field. Figure 
6.9 plots the measured change in longitudinal resistance ( xxRΔ ) as a function of inverse 
magnetic field (B) after the background subtraction of data in Figure 6.8. 
 
FIG. 6.8 Gate electric field modulation of the magneto-resistance as a function of 
magnetic field measured at T = 4.2 K for a 4 layer graphene (bs4q3p8). Numbers near 
each curve indicate the applied gate voltage. The inset shows an optical image of the 
sample with measurement geometry.  
 
This measurement was repeated for several gV , which tunes the carrier density. 
The SdH oscillations are observed to be periodic in inverse magnetic field. Their 
period gives the carrier density using the formula ))/1(/(4 Bhens Δ=  where e is the 
electron charge, h is Planck’s constant and )/1( BΔ is the period ( FB/1 ) of the 
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oscillations.  It is also found that minima in )(BRxx under high B occur at integer N 
times of the periods. (Figures 6.9 (a), (b), (c) and (d)). The integers are known as the 
Landau index. The landau index of each oscillation is plotted against its location in 
terms of 1/B in Figure 6.9(f). It is found that the slope of a linear fit to data give the 
intercept at the origin.  The observed minima can be separated into different sets of the 
SdH frequencies, indicating different carriers characterized by different FB . Note that 
FB  is the field corresponding to a filling factor N=1. In the inset of Figure 6.9 (f), FB  
as a function of gV  observed in the 4 layer graphene is shown.  The important feature 
we found is the fact that FB  depends almost linearly on gV . The  gV  varies as n∝ . It 
is different from 3
2
nBF ∝ expected for 3D carriers in bulk graphite [32]. This proves 
the 2D nature [21,33] of the field induced carriers in the 4 layer graphene. 
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FIG. 6.9 ΔRxx as a function of inverse magnetic field at (a) +50 V, (b)+25 V, (c)-5 V, 
(d)-25 V and (e)-50 V. ΔRxx obtained from the measured Rxx by subtracting a smooth 
background. Solid (open) symbols correspond to peak (valley) of the oscillations. (f) 
Landau plots (see text) obtained from (a)-(d). Lines are linear fits to each set of points 
at different Vg. Inset: the frequency of the SdH oscillations obtained from the slopes of 
the line fits in (f) as a function of gate voltage. 
 
Following the longitudinal magneto-resistance, the conductance as the function of 
gate voltage is investigated under high magnetic field. Results are shown in Figure 
6.10. For comparison, the zero magnetic field results are also shown. It is found that 
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the magnetic field suppressed the sample conductance in the full range of gate voltage. 
In Figure 6.10(b), we observed some weak peaks, which may correspond to Landau 
levels under high magnetic field. [34, 35] 
 
FIG. 6.10 Conductance as a function of gate voltage at T=4.2K (a) B=0T, (b) B=6T 
for the four layer graphene sample (bs4q3p8). 
 
 
6.4.2 Monolayer Graphene Device 
 Similarly, a monolayer graphene was characterized by analyzing the SdH 
oscillations in the flake resistance R(B) studied as a function of a magnetic field B 
applied perpendicular to the sample surface. The )(BRxx observed in the monolayer 
graphene device is shown in Figure 6.11. The measurement geometry is shown in the 
inset. A strong increase in )(BRxx  with magnetic field is observed in the monolayer 
sample.  
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FIG. 6.11. Gate electric field modulation of the magneto-resistance as a function of 
magnetic field measured at T = 1.4 K in a monolayer graphene (bs5q1p14). Numbers 
near each curve indicate the applied gate voltages. The inset shows an optical image of  
the sample with measurement geometry. 
 
Figure 6.12 plots the measured change in longitudinal resistance ( xxRΔ ) as function 
of inverse magnetic field after the background subtraction from data in Figure 6.11. At 
all fixed back gate voltages, the magnetoresistance plotted versus 1/B does not display 
very regular oscillations. It may be due to the large inhomogeneity of charged impurity 
distribution at the substrate/graphene interface. Although we could not observe SdH 
oscillations in the monolayer graphene, it is necessary to mention that SdH oscillation 
in monolayer is different from few layer graphene.  The Berry’s phase π characteristic 
of electrons in monolayer graphene is directly related to the appearance of SdH 
oscillations minima at filling factors )2/1(4min += iν , in contrast to bilayer or few-
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layer graphene i4min =ν  where the electron’s Berry’s phase is 2π and the SdH 
oscillations minima appear at filling factors i4min =ν with eB
nh=ν being filling factors, 
n the carrier concentration and i  an integer. For comparison, ideal SdH oscillations of 
both monolayer and few-layer graphene are plotted in Figure 6.12(f). After locating the 
peaks and valleys of the SdH oscillations in terms of 1/B, a phase shift of π can be 
found between the SdH oscillation of monolayer graphene (solid curve in Figure 
6.12(f)) and that of few layer graphene (dashed line in Figure 6.12(f)). It is a 
consequence of the combination of time reversal symmetry with the Dirac band 
structure near Fermi level in monolayer graphene. [36, 37]  
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FIG. 6.12 ΔRxx as a function of inverse magnetic field at (a) +50 V, (b) +25 V, (c) 0 
V, (d) -25 V and (e) -50 V. ΔRxx obtained from the measured ΔRxx in Figure 6.11 by 
subtracting a smooth background. (f) Illustration of ideal cases for ΔRxx as a function 
of inverse magnetic field in monolayer graphene and its few-layer. 
 
The conductance as the function of gate voltage is also investigated under high 
magnetic field in the monolayer graphene. Results are shown in Figure 6.13. For 
comparison, the zero magnetic field results are shown together. It is found that the 
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voltage in Figure 6.13(b).  Indeed, the measurement of conductance versus gV  at B = 6 
T shows clearly identifiable Hall plateaus at 
h
e2 . In single layer graphene, Hall 
plateaus of the QHE should appear half-integer multiples of 
h
e24 . The conductance (G) 
measured in 2 probe configuration is a mixture of longitudinal and Hall signals. Under 
very high magnetic field, G = GHall (this approximation is exact at the Hall plateaus) 
[38]. Clear Hall plateaus at 
h
e2 indicates that longitudinal signals are not suppressed 
and the contact resistance could not be neglected.  
 
FIG. 6.13 Conductance as a function of gate voltage at T = 4.2 K (a) B = 0 T, (b) B = 
6 T for monolayer graphene sample. 
 
Note that we measured a bilayer graphene (Sample LF5), but observed neither 
clear SdH oscillation nor Hall plateaus. 
In this section, we examined the magneto-transport of graphene devices without 
special treatment (such as annealing). The SdH oscillations were observed in thicker 
graphene devices while absent in thinner samples. The scattering factors (such as 
phonon in SiO2, charges trapped in SiO2, inhomogeneity of charged impurities) 
suppressed the SdH oscillation in thinner graphene flakes. These results are consistent 
(a) (b) 
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with those of previous investigations. As scattering centers play critically important 
roles for the quantum inference in conductor, it must be interesting to study quantum 
interference in these samples.  
6.5 Conductance Fluctuation at Low Temperature 
Since the successful isolation of graphene, many remarkable phenomena have 
been predicted and observed in both SLG and BLG. One of the important questions 
that has risen is the interplay between disorder and quantum interference.[39,40] 
Universal Conductance Fluctuation (UCF) in graphene is not affected by the inter- and 
intra-valley scattering, but influenced by inelastic scattering. Weak localization (WL) 
could be present only when the chiral symmetry of graphene was broken.[41] When 
the phase coherence length of carriers decreases below the same order of sample scale 
for some reason, the measured magnitude of UCF and WL is suppressed. Both WL and 
UCF were found decay near the charge neutral point in graphene. [41, 42] The most 
possible reason should be that the disorders enhance the inelastic scattering near the 
Dirac point, where the density of state vanishes in graphene.  
The disorder not only acts as a source of scattering, but also changes the local 
charge density in samples. As a kind of important disorder, doping impurities could 
effectively shift the local Fermi level away from the average value and then tune the 
charge density. In response to the random spatial distribution of impurities, the charge 
density becomes very inhomogeneous. In this way, the charge inhomogeneity occurs in 
graphene and generates a very visible impact on the electronic transport. However, 
most of the previous research focused on the properties of well defined graphene 
layers. Their NP is achieved near zero gate bias.[12,14] These weak charge puddles 
could be effectively screened by the smooth electrostatic potentials from a small gate 
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voltage. Little effort was put on an investigation of graphene without special treatment. 
Recent optical mapping experiments [43, 44, 45] indicates the presence of strongly 
inhomogeneous charge distribution in single-layer graphene flake without any 
treatment. The charge inhomogeneity is similar to the situation of electron-hole puddle 
[12] near Dirac point in “clean” graphene, but the former could have an offset and 
stronger fluctuation. Normally the charged domain has a submicron size in graphene. 
The fluctuation of charge density could be up to 21310 −cm in a monolayer graphene. 
Hence, the influence of the charge inhomogeneity is of fundamental interest. A deeper 
physical understanding of the inhomogeneity is important for clarifying the true nature 
of disorder in graphene. So far, little investigation of strong random spatial potential 
effect on the transport has been reported in graphene flakes. Next, studies will focus on 
the conductance fluctuation in monolayer and bilayer graphene with strong charge 
inhomogeneity. 
We fabricated graphene devices with micrometer size to include enough doping 
charged domains to examine the influence of charge inhomogeneity on conductance 
fluctuation. The graphene flakes used in this study were fabricated by mechanical 
exfoliation from bulk natural graphite. The charge inhomogeneity automatically forms 
in all freshly prepared graphene devices without any special treatment under ambient 
condition. Because of the presence of surface impurities on the graphene sheet, most of 
devices are generally strongly hole-doped with NP situated at a positive back-gate 
voltage. Water and oxygen are believed to be among the dominant doping species. The 
quality and charge inhomogeneity of graphene were identified by Raman spectra. [46] 
The fluctuation of unintentional doping is up to a few 21210 −cm in the same graphene 
flake. The samples are measured in a cryostat with the base temperature as low as 1.4 
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K. Standard lock-in technique with 100 nA AC current is used to investigate the 
transport properties of the devices. 
 
6.5.1 Four-layer Graphene 
           Figure 6.14 (a) shows the conductivity versus gateV  on a 4 layer graphene at 4.2 
K and 60 K. The geometry and measurement configuration of the device are inserted. 
The dimension of the 4 layer graphene is mmWL μμ 2.33 ×=× .  The field-effect 
mobility μ  is about 4000 cm2/Vs away from NP. NP is seen at VVgate 12−=  with a 
conductivity of about
h
e29.14 at 4.2 K and 
h
e21.17  at 60 K. It is also found that the 
conductance of graphene exhibits very weak temperature dependence, especially far 
from NP. In order to quantify the conductance fluctuation, the conductance back 
ground was subtracted. The background was achieved by fitting the curves with six 
order polynomials. After the background subtraction, a clear conductance fluctuation 
was clearly plotted in Figure 6.14(c). It is found that the amplitude of conductance 
fluctuation decreases from 
h
e24.0  near +50 V to about 
h
e202.0  near NP at 4.2 K. 
Similarly, the amplitude of conductance fluctuation is roughly 
h
e215.0  near +50 V and 
decreases to 
h
e202.0  near NP at 60 K. The fluctuation amplitudes decrease with 
increasing temperature especially in the regime away from NP. The conductance 
fluctuations are suppressed near NP.  The results are very similar with previous studies 
by other groups. [42, 47, 48] The results indicate that an important component of the 
conductance fluctuation on the 4LG sample is UCF. Normally, amplitude of UCF is 
proportional to the phase coherence length and phase coherence lengths are inversely 
Chapter 6 Electronic Transport in Graphene and its Few layer on SiO2 Substrates 
 
National University of Singapore                             201 
proportional to temperature. Actually, carrier phase coherence could be destroyed by 
the disorder in mesoscopic system. The situation leads to the shortening of phase 
coherence length and suppression of UCF. In fact, the value of 2e
hlkF
σ=  is used to 
estimate the homogeneity of 2D system and disorder level. [41,42] Fk is Fermi wave 
vector, l  is mean free path andσ  is measured conductivity of 2D system. The value of 
lkF  is proportional to the conductivity of 2D system.  At 4.2 K, the conductance starts 
fluctuating from +20 V where the conductivity is about
h
e238 . The value of lkF  at 20 
V in this 4LG is about 38. We may adopt the value of lkF  as “critical” value. If lkF  is 
below 38, the UCF could be suppressed. The value is much higher than the strongly 
disordered limit of 1=lkF . The results indicate high charge homogeneity above 20V 
in the 4LG. The charge inhomogeneity is effectively screened by the gating potential 
above 20 V. That may explain the presence of the universal conductance fluctuation 
and its dependence of temperature and gate bias.  
Figure 6.14(b) illustrates the resistance versus gateV on a 4 layer graphene at 4.2 
K and 60 K. It is found that the resistance decreases by 250 Ω near NP after heating 
up, while the values of resistance almost remain the same far away from NP. This is 
due to the metallic properties of 4LG even near NP. The resistance fluctuation is 
plotted in Figure 6.14(d) after the background subtraction. The resistance fluctuation 
does not show obvious temperature dependence. And the amplitude of resistance 
fluctuation near NP is about twice of that away from the NP. The value of lkF  is 15.2 
near NP where the conductivity is about
h
e278.3 . The reasons for the sudden variation 
of ΔR at -20 V and 20 V are not clear.   
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FIG. 6.14. (a) The back gate voltage dependence of conductivity for a 4 layer 
graphene device (inset: the sample geometry and measurement configuration. The 
boundary of graphene is denoted by a dashed line.); (b) The gate voltage dependence 
of resistance for the same sample; (c) the ΔG vs gate voltage at 1.4 K and 60 K;(d) the 
ΔR vs gate voltage at 1.4 K and 60 K.  
 
The presence of UCF and the high mobility in the 4 layer graphene shows that 
the properties of the 4LG are not affected greatly by charged impurities on the surface 
of graphene. The possible reason is that the inner planes of multilayer graphene are 
less affected by the impurities than the surface plane. [49] Further investigation on 
monolayer or bilayer graphene should be more meaningful. 
 
6.5.2 Monolayer Graphene Device 
Figure 6.15 (a) shows conductance vs gate voltage for SLG device at different 
temperature. The dimension of the SLG is mmWL μμ 2.41.2 ×=× . The conductance 
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minimum that corresponds to zero doping is found to be at about +22 V instead of 0 V 
at most temperatures and at +26 V at 300 K. The phenomenon attributed to an average 
charging effect by contaminant molecules. The mobility of this sample is about 120 
cm2/Vs away from neutrality point at all temperatures. The mobility is at least one 
order smaller than that of samples treated by annealing. The minimal conductivity of 
the sample gradually increases from about 
h
e262.0 at 1.4 K to 
h
e284.0  at 300 K. The 
contact resistance is ignored. The conductance of graphene exhibits weak temperature 
dependence. After the background subtraction, ΔG versus gate voltage from 1.4 K to 
300 K was plotted in Figure 6.15(c). The traces at different temperature were 
successively added with 
h
e204.0  except 1.47 K for clarity. To our surprise, unlike the 





e203.0  over the full range of gate voltage. In the monolayer 
sample, the maximal value of lkF  ( about 2.1) is achieved under the gate bias -50 V at 
300 K. The value is greatly smaller than previous “critical” value (38) and quite near to 
the strongly disordered limit of 1=lkF . The monolayer sample is a disordered system. 
In monolayer, phase coherence lengths are suppressed and much smaller than the 
sample size. The charge inhomogeneity is too strong to be effectively screened even 
under -50 V gate bias. The carriers in the SLG could not maintain their phase 
coherence across the potential barriers. That explains the absence of the universal 
conductance fluctuation even at 1.4 K.  
 
Figure 6.15(b) shows the resistance versus gateV on the SLG at different 
temperature. It is found that the resistance decreases in the full range of gate voltage 
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after heating up. The resistance fluctuation ΔR versus gate voltage at different 
temperature was plotted in Figure 6.16(d) after the background subtraction. It is found 
that the resistance fluctuation is pronounced near NP and exhibit very week 
temperature dependence. And the amplitude of resistance fluctuation near NP is about 
100 times larger than that away from the NP. The strong resistance fluctuation may 
rise from the strong charge inhomogeneity near NP in the SLG. Thermal energy 26 
meV at 300 K could not screen the charge inhomogeneity. The presence of resistance 
fluctuation may appear when the carriers travel across the boundary between the 
adjacent puddles. It could be used to indentify a strongly disordered system.  
 









































































































FIG. 6.15 (a) Conductance vs gate voltage for a monolayer graphene device (inset: the 
sample geometry and measurement configuration. The boundary of graphene is 
denoted by a dashed line.); (b) The gate voltage dependence of resistance for the same 
sample; (c) the ΔG vs gate voltage at different temperatures from 1.4 K to 300 K. (d) 
the ΔR vs gate voltage at different temperature. 
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6.5.3 Bilayer Graphene Device 
Figure 6.16(a) shows conductance versus gate voltage for a BLG device at 
different temperatures. The inset is the sample geometry and measurement 
configuration. The dimension of the BLG is mmWL μμ 410 ×=× . The mobility of 
this sample also remains about 2300 cm2/Vs away from NP at all temperatures. NP 
locates near +52 V at most temperatures and near +60 V at 300 K. The small shift of 
NP is reasonable because of the average effect of inhomogeneous doping. The minimal 
conductivity of the sample gradually increases from about 
h
e225.6 at 1.4 K to 
h
e25.9  at 
300 K. The maximal conductivity of 
h
e21.91  is achieved under the gate bias of -80 V 
at 1.4 K. The conductance of graphene exhibits very weak temperature dependence 
below 54.45 K. After the background subtraction, ΔG versus gate voltage at different 
temperatures from 1.4 K to 300 K was plotted in Figure 6.16(c). To our surprise, the 
conductance fluctuations behave strikingly different in the monolayer graphene. The 
conductance fluctuations in the BLG are obviously away from NP and suppressed near 
NP at all the temperatures. The further away from NP, the stronger is their amplitude. 
The amplitude of the conductance fluctuation decreases a little from 1.4 K to 4.2 K and 
then slowly increases again. The weak temperature dependence indicates the 
conductance fluctuation may not arise from UCF. A further discussion about the origin 
of the conductance fluctuation is discussed later. The value of lkF  near minimal 
conductance in the bilayer device is about 6.25 at 1.4 K, which was achieved at the 
gate bias of 50 V. Sitting between the critical value 38 and disorder limit, the value of 
lkF   indicates the bilayer system is weakly disordered. That may explain the absence 
of the conductance fluctuation near NP. The maximal value of lkF  in the bilayer 
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device is about 91.1 at 1.4 K, which was achieved at the gate bias of -80 V. The value 
of lkF  is obviously larger than “critical” point value 38. Normally, UCF could be 
observed near -80 V. The results are consistent with the weak decrease of conductance 
fluctuation from 1.4 to 4.2 K. UCF contributes a little to the observed conductance 
fluctuation, but we believe that the dominating mechanism of the conductance 
fluctuation is not UCF. 
Figure 6.16 (b) shows the resistance versus back gate voltage on the BLG at 
different temperature. It is found that the resistance exhibits a decreasing trend near NP 
after heating up in spite of small variation. The resistance fluctuation ΔR versus gate 
voltage at different temperature was plotted in Figure 6.16(d) after the background 
subtraction. And the amplitude of resistance fluctuation near NP is at least 10 times 
larger than that away from the NP at different low temperatures. ΔR near NP decreases 
first from 1.4 K to 4.2 K and then increase again at 54.45 K. Finally, the resistance 
fluctuation ΔR is found to be suppressed at 300 K in the full range of sweeping gate 
voltage. The strong resistance fluctuation at low temperature indicates that the BLG is 
strongly disordered, due to the strong charge inhomogeneity near NP in the BLG. The 
charge inhomogeneity in the sample looks partially screened by the thermal energy 26 
meV at 300 K. The partial screening may happen away from NP due to gate 
electrostatic effect. 
 Pronounced conductance fluctuations were observed in the BLG away from 
NP. They were suppressed near NP. Normally, UCF exhibits similar behavior at very 
low temperature and decays with the increase of temperature. However, the weak 
temperature dependence of conductance fluctuations in the bilayer graphene sample 
suggests that the dominant mechanism of ΔG is not UCF. UCF could not survive at 
300K. 
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FIG. 6.16 (a) Conductance vs gate voltage for bilayer graphene device (inset: the 
sample geometry. The boundary of graphene is denoted by a dashed line.); (b) The 
gate voltage dependence of resistance for the same sample; (c) the ΔG vs gate voltage 
at different temperatures from 1.4K to 300K;(d) the ΔR vs gate voltage at different 
temperature.  
  
In order to gain more insight into the conductance fluctuation, we have 
performed time duration measurement at different temperature. The differential 
conductance was recorded once every 3 seconds at a setting point of the applied gate 
voltage Vg. During a time interval of 300 seconds, the differential conductance under 
one gate bias was acquired. An average procedure was applied to the extracted data 
trace to achieve the conductance fluctuation data. After the background subtraction, the 
conductance fluctuation data at 1.4 K were plotted in Figure 6.17 (a). The root mean 
square of the conductance fluctuation (Rms(ΔG)) was plotted with respect to gate 
voltage at 1.4, 4.23, and 54.45K in Figure 6.17 (b). The conductance fluctuations are 
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suppressed near NP at all temperatures examined. And the fluctuation away from NP 
looks robust. The further away form NP, the stronger its amplitude. The amplitude of 
the conductance fluctuation decreases a little from 1.4 to 4.2 K and then slowly 
increases again.  The results of Rms(ΔG) are in a good agreement with the results 
shown in Figure 6.16.(c), even the amplitude of conductance fluctuation. In fact, only a 
small part of the conductance fluctuations arises from UCF at low temperature. UCF 
are suppressed in almost full range of gate voltage.  We attribute the suppression of 
UCF to the presence of the charge domains in the doped bilayer graphene. 
 
 
FIG. 6.17 a) Differential conductance fluctuation at gate bias from -80 to 80 V plotted 
as a function of duration time for the bilayer graphene at 1.4 K; b) Rms[ΔG] versus 
gate voltage at 1.4 K, 4.23 K, 54.45 K for the bilayer graphene;  c) Bottom of 
conduction band ε+ , top of valance band ε- and Fermi level  EF as the function of 
carrier density n (bottom axis) and Vg (top) in a biased bilayer graphene with top p 
type doping (3.81×1012 cm-2), d) the relationship of EF – ED  vs n and gate voltege in 
bilayer and monolayer graphene. The Fermi energy goes up much faster with charge 
density in the monolayer. 
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Recently, gap opening in a doped bilayer graphene was observed.[50-53] When 
bilayer graphene is placed in a suitably configured field effect device, the carrier 
concentration can be made different in each layer and an asymmetry gap can be 
generated. This provides a tunable semiconducting gap, and the valence and 
conductance bands no longer meet at the two Dirac points of the graphene Brillouin 
zone. We calculate the gap of such a semiconductor with particular emphasis on the 
charge redistribution brought about by changes in gap and chemical potential due to 
charging. This method was developed by E. V. Castro et al.[53] For the experiments 
described in the present work, we use eV35.01 =γ , smvF /100.8 5×=  
and mF /108542.8 120
−×=ε . The chemical doping was set to 2120 1081.3 −×= cmn  
(equivalent of VVD 53= ). The evolution of Fermi level (EF), bottom of conduction 
band ( +ε ) and top of valence band ( −ε ) with respect to carriers density n (bottom) and 
gate voltage (top) are plotted in Figure 6.17(c). It is found that the Fermi energy is 
placed in the band gap when gate voltage varies from 10 to 60 V or equivalent n varies 
from 211102.7 −× cm  to 212105 −× cm . Although the fluctuation of doping could have the 
order of a few 21210 −cm in the same graphene flake, the gap should open more or less 
everywhere. The charge inhomogeneity induced by unintentional doping can create 
inhomogeneous gap opening near NP in bilayer graphene. However, we only observe a 
weak insulating transition from our temperature dependence of resistance in Figure 
6.16(b). The weak transition suggests the small gap opening. One of the possible 
explanations is that the unintentional doping partially comes from the interface of 
graphene and substrate instead of from the top of graphene. Another possible reason is 
the low accuracy of the model we used. Recent experiments illustrate that obvious 
temperature dependence of resistance was only observed under one electrical polarity 
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below 1.2 K. [52] The insulating transition in our samples may be observed under 
further refrigeration. Most recently, theoretical work illustrates that the weak disorder 
could smear the Mexican hat structure and strong disorder will induce the tail states in 
biased bilayer graphene. [54, 55] The additional tail state could narrow down the band 
gap in bilayer graphene. Different from the suppression mechanism in the monolayer, 
inhomogeneous gap opening in bilayer near NP suppressed conductance fluctuation. 
And potential fluctuation at high gate bias could suppress UCF in the bilayer graphene 
in principle. That may explain why we only observed some UCF residue at very high 
gate bias.  Now let us turn to the origin of the conductance fluctuation we observed in 
the bilayer graphene. Beside UCF, many other mechanisms could cause conductance 
fluctuation in mesoscopic graphene, such as Fabry-Perot interference, inter-band 
tunneling and thermal excitation, especially confined nanostructure.[56, 57] Here our 
result is not any one of the cases. We purpose three possible situations which may 
cause the conductance fluctuation. Firstly, the fluctuation could be due to the presence 
of new density states caused by the impurities, [58] such as, H2O and O2. The H2O and 
O2 are very reactive chemicals, and therefore the impurities may modify density of 
states in bilayer graphene, especially at edges. Because of the parallel configuration, 
the conductance measured just is the sum of conductance of edges and the bulk body in 
bilayer graphene. Alternatively, the conductance fluctuation could be caused by the 
opening of the band gap. Note that the true value of the gap between the conduction 
and valence band does not occur at the K point because of the “Mexican hat” like 
energy dispersion at low energies.[53] Transport may be different when Fermi level 
locates across “Mexican” hat region. The third, metal induced doping underneath the 
contact and the adjacent region could contribute to the conductance fluctuation. The 
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different band structure in bilayer graphene may lead to much more complicated metal 
contact interface than that in monolayer. [59,45]   
Finally, we turn to resistance fluctuation in the 4 layer, monolayer and bilayer 
graphene. All of samples exhibit pronounced resistance fluctuation near NP at most of 
temperatures examined. The phenomena indicate the strong disorder near NP, which is 
caused by the inhomogeneous charge distribution. The bilayer at 300 K is the 
exception.  In bilayer graphene, the resistance fluctuation near NP is suppressed at 300 
K. However, it is present in monolayer graphene. To explain the observed 
phenomenon, Fermi level FE  of graphene and its bilayer with respect to the carrier 
density n is depicted in Figure 6.17(d). In monolayer graphene, 
πνν nkE FFF hh ==  and the Fermi velocity smF /106==ν  is independent of n so 
that the interaction depends on the carrier density n only. In bilayer, the Fermi energy 





γγπγ ++−= anEF  in 
the regime 1γ<FE , [60] where Aa &42.2=  is the lattice constant, eV15.30 ≈γ  is the 
in-plane nearest neighbor tight-binding parameter and eV35.01 ≈γ . From the Figure 
6.17(d), it is clearly shown that the Fermi level FE  in bilayer changes much faster with 
n than the monolayer in the low carrier density regime. The thermal energy at 300 K 
leads to the mesoscopic Fermi energy broadening. The variation of charge carriers 
corresponding to  FE  broadening near NP has the value of  
211107 −× cm  in bilayer, 
which is more than ten times then the value of 210105 −× cm in monolayer. The variation 
of charge carriers caused by thermal energy in bilayer graphene is efficient to smooth 
the charge inhomogeneity ( 21210~ −cm ) caused by unintentional doping. The charge 
domain or e-h puddles could be screened by the thermal energy. And therefore 
resistance fluctuation could be effectively suppressed in bilayer graphene at 300 K. in 
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addition, the electronic structure of four-layer graphene is strongly depending on its 
stacking order.[61] Currently, there is no efficient method to determine the stacking 
order of multilayer graphene. The weak temperature dependence of resistance 
fluctuation in our 4-layer sample discussed in Section 6.5.1 needs further investigation 
in the future. 
6.5.4 Summary 
We have shown that the unusual gating and temperature dependencies of the 
conductance and resistance fluctuation in graphene flakes with strong charge 
inhomogeneity (up to a few 21210 −cm ). UCF was observed in the 4 layer graphene. It 
means that the transport properties of thicker graphene were less affected by the 
surface impurities. The universal conductance fluctuations are absent in our SLG at 
both low and high gate bias regime. It is explained in terms of charge inhomogeneities, 
which are expected to cause carrier inelastic scattering either near or far away from the 
NP.  Moreover, the conductance fluctuations in the bilayer graphene are pronounced 
away from NP and suppressed near NP. The features are robust in a wide range of 
temperatures investigated. The dominating mechanism behind should not be UCF. 
Several possible origins of the fluctuation are proposed. We also examined the 
resistance fluctuation in graphene flakes. The presence of resistance fluctuation may be 
caused when the carriers travel across the boundary between the adjacent charges 
domains. It could be used to indentify the disorder strength. Further studies are 
necessary before the conductance fluctuations in the bilayer graphene with strong 
charge inhomogeneities are fully understood.  
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6.6 Conclusion 
In this chapter, we first discussed the electric characterization of graphene 
device on SiO2 substrate without any special treatment. By examining carrier mobility 
and minimal conductivity, it is found that substrate interface and the charged 
impurities may greatly affect electrical transport of graphene. Thicker graphene 
devices receive less influence than the thinner because of the screening effect. Detailed 
investigation indicates that the charges induced by external electrostatics are mainly 
located within two or three layers near substrate surface.  
 Following that, we quantitatively investigated the density of charge impurities 
by studying conductance hysteresis in graphene devices. According to study on 
hysteresis magnitude, the trapped charges have the value of 211105~ −× cm , which are 
determined by the nature of thermally grown silicon oxide,. Note that the results agree 
well with the value of charge impurities ( 2111015~2 −×= cmnδ  in “clean” SLG and 
BLG) obtained from other experimental method. The large spatial inhomogeneities of 
charged impurities (as high as 21310~ −cm  ) are most probably caused by the adsorbates 
on top of or under graphene flakes.  
 After that, magneto-transport properties at low temperature were discussed in 
those samples with large spatial inhomogeneities of charged impurities. Our 
experimental results indicate that SdH oscillations were suppressed in SLG and BLG 
while they survive in thicker graphene. In addition, UCFs were only found in four 
layer graphene, and suppressed in SLG and BLG. In addition, robust conduction 
fluctuations were found in the BLG in a wide range of temperatures. The possible 
mechanisms were discussed. 
 The performance of graphene became very sensitive to scattering origins (such 
as, charged impurities, surface phonon of substrate). The practical implication of our 
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experiments is that improvement in the oxide quality, surface passivation and surface 
cleaning of graphene will be crucial for performance improvement in graphene 
devices. Note that the mobility for graphene samples from HOPG ZYA is lower than 
that of the natural graphite. The fact indicates the high quality of graphene made from 
natural graphite in atomic level. 
Finally, the work described here indicates necessary conditions that are needed 
to achieve high quality graphene devices. 1) High quality graphite should be used for 
exfoliation of graphene layer; 2) Trapped charges in the gate dielectric have to be 
eliminated. 3) Trapped impurities at the graphene surface, such water and organic 
residue, should be avoided by carrying out the deposition in a controlled and cleaned 
environment. We expect that graphene devices fabricated under these guidelines will 
be helpful in further investigation in chemical functionalization of graphene. Many 
novel physical properties that are expected to emerge when the disorder and edges 
could be precisely and separately controlled. Future work should clarify the exact 
causes for the interesting phenomena observed in our CNW samples.  
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CHAPTER   7 




This thesis explored the electrical transport properties of new two dimensional 
materials: CNWs and graphene flakes. CNWs between normal electrodes (Ti) and 
superconducting electrodes (Nb) were investigated. Very interesting phenomena were 
observed from these nanodevices. The uncertainty of structure in CNWs does not 
allow us to clarify the exact causes of some of those interesting phenomena. Following 
that, transport results were studied in graphene, which is a well defined crystalline 
material. Some scattering origins were clarified in graphene flakes devices on SiO2. 
The results are crucial for performance improvement in graphene devices for our 
further research objectives. Here, we briefly summarize the results obtained from this 
study. 
 Chapter 1 included an overview of the basic concepts relevant to the 
experimental results in Chapters 3-6. Chapter 1 began by discussing classification of 
carbon dimensionality, fabrication methods of two dimensional carbon and the 
electrical properties of mesoscopic system. Chapter 2 gives an overview of the work 
done so far on graphene modified. Chapter 3 presented the fabrication and 
measurement techniques used for CNWs and graphene samples. We first discussed the 
deposition and characterization of carbon nanowalls. And then, fabrication of CNWs 
devices was introduced. Following that, we discussed the fabrication of graphene, and 
the thickness determination using Raman and optical contrast spectroscopy. Following 
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that, we summarized the e-beam lithography fabrication method for graphene based 
devices. In addition, we introduced a model to study the visibility of graphene on 
different substrates, and we also presented some ideas how to produce a free standing 
graphene device with the help of the model. Finally, measurement setup and 
techniques that have been used to characterize transport properties of samples in this 
study were also discussed.  
In Chapter 4, electrical transport property of carbon nanowalls using Ti 
electrodes was evaluated. The systematic study of the transport properties revealed that 
a narrow energy band gap that varies between 1.6-3.7 meV existed in the carbon 
nanowalls. In addition, excess conductance fluctuations were observed in the 
temperature range between 4 and 200 K, which are attributed to the quantum 
interference effect under the influence of thermally induced carrier excitation across a 
narrow bandgap. On the other hand, the sharp decrease of conductance fluctuation 
below 2.1 K is accounted for by the formation of a layer of He 4 superfluid on the 
nanowalls. Following that, the giant gap like behavior of dI/dV was discussed at liquid 
helium temperature. Its origin is not clear at the moment. Finally, weak localization is 
evident only when a strong magnetic field range was applied. The magnetic field 
suppresses the resistance giving rise to a negative magnetoresistance. 
In Chapter 5, detailed studies were conducted on Nb/CNWs/Nb samples with 
different electrode gaps. It was found that proximity effect with the absence of 
supercurrent was observed from the samples with electrode gap of 239 and 429 nm. 
The resistance-temperature graph demonstrated a decrease in the resistance as the 
temperature was lowered below the transition temperature of niobium. The current 
corresponding to the differential resistance peaks was termed the critical current and it 
shows temperature dependence which can be fitted with both Josephson coupling 
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energy in the long, diffusive model and the Ginzburg-Landau relationship. From the 
differential resistance measurements, multiple Andreev reflection was observed. BTK 
model was applied to the samples with electrode gap of 185, 243, 387 and 702 nm. The 
experimental data did not agree well to BTK theory. These samples demonstrate 
different characteristics which could be an indication towards complicated systems. 
The explanation to our experimental results might not be conclusive but nevertheless 
they can serve as a platform and a guide for future experimental work.  
In Chapter 6, we first discussed the electric characterization of graphene 
devices on SiO2 substrate without any special treatment. By examining carrier 
mobility, minimal conductivity, it is found that substrate interface (e.g. phonon, 
charged impurities) greatly affect mobility and minimal conductivity of graphene on 
SiO2 substrate. The thicker graphene devices received less influence than the thinner 
ones because of the screening effect, which is known as the fact that the charges 
induced by external electrostatics are mainly located within two or three layers near 
interface considering the intergraphene layer distance of 0.335 nm. Large mobility 
variations in monolayer graphene could be explained by a decrease in the screening 
effect. We quantitatively investigated the density of trapped charges by studying 
conductance hysteresis in graphene devices. According to study on the separation 
between NPs of the trace and retrace, the trapped charge impurities are determined by 
the nature of thermally grown silicon oxide, and they have the value of 211105~ −× cm . 
Note that the results agrees well with the value of charge density 
( 2111015~2 −×= cmnδ  in “clean” SLG and BLG) obtained from other experimental 
method. The large spatial inhomogeneities of charged impurities (as high as 21310~ −cm  
) are probably caused by the adsorbates on top of or under graphene flakes.  
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 Magneto-transport properties at low temperature were discussed in those 
samples with large spatial inhomogeneities of charged impurities. Our experimental 
results indicate that SdH oscillations were suppressed in SLG and BLG while they 
survived in four layer graphene. In addition, UCFs were only found in four layer 
graphene, and suppressed in SLG and BLG. In addition, robust conduction fluctuations 
were found in the bilayer graphene in a wide range of temperatures. The possible 
mechanisms were discussed. 
 The performance of graphene became very sensitive to scattering origins (such 
as, trapped charges, surface phonon of substrate, and charged impurities). The practical 
implication of our experiments is that improvement in the oxide quality, surface 
passivation and surface cleaning of graphene will be crucial for performance 
improvement in graphene devices. Note that the mobility for graphene samples from 
HOPG ZYA is lower than that of the natural graphite. The fact indicates the high 
quality of graphene made from natural graphite in atomic level. 
 
7.2 Recommendation for Future Work 
Although in my work the experiments have been designed carefully and the 
study was carried out as systematically as possible, there are still many problems 
which remain unsolved. The problems include both the technical and scientific issues. 
Here, several key aspects are recommended for future research. The recommendations 
are divided into two parts. 
  For CNWs samples: 
1. To fabricate CNWs devices sandwiched between ferromagnetic electrodes. 
Systematic transport studies can be conducted on these samples and a 
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comparison can be made between different electrode materials, such as NiFe, 
Fe, and Co. 
2.  It is very necessary to apply leads to only one carbon nanowall sheet. The 
attempt is particularly helpful in understanding the edge states in CNWs, which 
may result in possible intrinsic superconductivity or ferromagnetism. 
3. Disorders and defects from carbon nanowalls are thought to influence the 
properties of carbon nanowalls. It is necessary to carry out systematic transport 
studies on samples which have been annealed in different gaseous 
environments (such as, vacuum, H2, O2, et al.). This study will be able to allow 
better understanding on the origin of those properties of the CNWs system.  
 
 For graphene samples 
1. Based on our experimental results, surface adsorbates introduce charged 
impurities. Obtaining a clean graphene surface in the preparation is a crucial step 
for graphene devices with high preference. Because of the lack of heater in sample 
chamber of our cryostat, current induced cleaning of graphene is recommended 
before the transport measurement. An ultrahigh current density is able to remove 
contaminations adsorbed on the surface due to the local heating of the graphene. 
Note that the probability of damaging the device could be high by sending high 
currents.  
2. In order to minimize the effect from substrates, suspended graphene based devices 
are recommended to be primary focuses for future work. Free standing graphene 
help to study their intrinsic transport properties and clarify influence of different 
external impurities. 
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3. To identify all possible factors which could tune the electronic properties of CNWs 
different from graphene flakes. And then study the impact of various factors on the 
transport properties of graphene flakes. The basic strategy was to isolate the 
influence of each factor by deliberately magnifying the corresponding factor to 
dominate all others. This method can be used to study material defects (such as, 
hydrogen terminated edges, hydrogenation on surface, etc), the presence of 
graphitic domains, the presence of amorphous hydrocarbon, invasiveness of 
metallic contacts, substrate. 
4. It must be interesting to fabricate graphene samples with 
superconducting/ferromagnetic electrodes and study their transport properties, over 
various parameters such as electrode spacing, the number of graphene layers, 
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