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Abstract
In this thesis, we investigate robust channel quality estimation algorithms for advanced 
satellite air-interfaces in order to facilitate the increasing demand for broadband appli­
cations in modem wireless communication systems.
Signal-to-noise ratio (SNR) is an important channel quality measure required to per­
form link adaptation to ensure guaranteed availability and quality of service to the end 
users. DVB-RCS (Digital Video Broadcasting-Retum Channel via Satellite) systems 
have a stringent requirement to perform SNR estimation within one traffic slot dura­
tion. Existing SNR estimators suffer from high computational complexity and low 
estimation accuracy. Therefore, we propose a novel decision directed/non-data-aided 
SNR estimation algorithm with significantly lower complexity and higher accuracy for 
efficient mode adaptation in a DVB-RCS system.
OFDM (Orthogonal Frequency Division Multiplexing) technology is well suited for 
satellite broadband services to handheld terminals and adaptive transmission, employ­
ing SNR estimation to indicate channel quality, can play an important role in making 
an efficient use of system resources. Therefore, we propose a novel preamble-based 
SNR estimator for OFDM systems. Its robustness to frequency selectivity, high ac­
curacy and low computational complexity make it an attractive choice for wireless 
OFDM systems.
Spectrally-efficient modulation schemes introduced in DVB-S2 (Digital Video Broad­
casting via Satellite-Second Generation) are very sensitive to nonlinear distortion caused 
by high power amplifiers. We propose a novel predistorter using support vector regres­
sion to compensate for nonlinear distortion. It achieves an acceptable link-level perfor­
mance even at saturation where the conventional predistorter completely fails. There­
fore, the proposed predistorter can help to improve the power efficiency for spectrally- 
efficient modulations. A multilevel pilot design is also proposed for nonlinear equaliza­
tion in DVB-S2 systems. The proposed pilot structure significantly improves the BER 
performance and SNR estimation accuracy as compared to the conventional constant- 
envelope pilots. A combination of the proposed predistorter and nonlinear equalizer 
is proposed to further improve the link-level performance in a DVB-82 system using 
spectrally-efficient modulations.
Key words: DVB-RCS, DVB-S2, estimation theory, signal-to-noise ratio, OFDM, 
predistortion.
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Chapter 1
Introduction
1.1 Background
Satellite communications systems are ideal for broadcast (point-to- multipoint) appli­
cations because of the large area coverage capability. High elevation angles to a geo­
stationary satellite results in a single hop communication link between the distribution 
eartii station and the user earth stations, which involves a line-of-sight uplink to the 
satellite and a corresponding line-of-sight downlink from the satellite. Each link can 
thus be represented by an additive Gaussian white noise (AWGN) channel, and can 
be designed to deliver high quality end-to-end service. This single hop access directly 
to the user can, in many cases, result in higher quality of service than for equivalent 
terrestrial links, which may require many hops before the signal is delivered to the user.
In a satellite communications system, the air-interface is primarily involved in physical 
layer issues such as identification of modulation and multiple access, forward and re­
turn control channels, power control, timing and frequency synchronization, and fading 
and shadowing control. In addition, the air interface is involved with Layer 2 functions 
such as medium access control and link access control, and some Layer 3 functions 
such as call control, radio resource management, and mobility management (in the
1
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case of mobile systems). The satellite air-interface has undergone significant changes 
over the past two decades, with an emphasis on increasing die performance capability 
of the satellite system to compete more effectively with terrestrial systems. Greater ef­
fort has been exerted not only in developing satellite system standards, but making sure 
that satellite systems can interoperate with terrestrial network standards. The second 
generation Digital \Tdeo Broadcasting via Satellite (DVB-S2) standard [90], [91], [7] 
has been designed to provide for broadcast and interactive broadband services in die 
satellite channel, while orthogonal frequency division multiplexing (OFDM) modu­
lation [20,30,37,60,70,97,116,1341 has become the technique of choice in many 
terrestrial and satellite-mobile broadband systems due to its bandwidth efficiency and 
robustness in the wideband channel.
The DVB-S2 standard makes use of advanced modulation and coding techniques to 
achieve higher transmission efficiencies. It incorporates the techniques of adaptive 
coding and modulation (ACM) and variable coding and modulation (VCM) to achieve 
a high data throughput despite adverse satellite channel conditions. Its combina­
tion with the DVB standard for Return Channels via Satellite (DVB-RCS)^ [5] pro­
vides standardized two-way satellite communications for fixed terminals, which is well 
suited for interactive broadband services: a typical user demand nowadays.
Orthogonal Frequency Division Multiplexing (OFDM) is a modulation technique, which 
uses multiple orthogonal sub-carriers to transmit/receive a high data rate signal. Its use 
of orthogonal subcarriers, which are closely spaced, leads to great bandwidth effi­
ciency in addition to its robustness against frequency-selectivity in a multipath chan­
nel. Consequently, it has become an increasingly popular scheme for high data-rate 
applications and is already being applied in several wireless communication standards 
such as DAB [21, DVB-T [6 ], DVB-H [81, DVB-SH [121, WiFi (IEEE.802.lla) [4], 
WiMAX(IEEE.802.16) [91 and 3GPP LTE [1]. OFDM is also likely to be incorporated
*In March 2011, the DVB Project approved DVB-RCS2 specifications for the 2nd generation DVB 
interactive satellite system.
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into future satellite-mobile standards for broadband communications.
1.2 Channel Quality Estimation
Due to an increase in demand for high data rates for new services, satellite systems 
are moving into high frequency bands (Ka) to address capacity issues and it is also 
expected that the congestion in lower frequency bands will push systems, in the longer 
term, to Q/V bands. This increase in capacity at higher operating frequencies in satel­
lite communication systems does not come without a price. Communications at higher 
frequencies are more prone to the deleterious effects of the earth’s atmosphere includ­
ing rain, scintillation, cloud, water vapour, oxygen etc., that not only cause slowly 
changing signal attenuation but may also lead to a sudden deep fade resulting in link 
outage. Severe attenuation of transmitted signals causes an unacceptable bit error rate 
(BER) on the link as compared to that required for reliable communication. Therefore 
it becomes necessary to implement Fade Mitigation Techniques (FMT), that involve 
link adaptation to the propagation conditions in the satellite systems to guarantee the 
capacity, the link availability and a prescribed quality of service (QoS) e.g., in terms 
of BER.
Link adaptation [142] has become a standard approach in many modem wireless com­
munication standards including, e.g.. Worldwide Interoperability for Microwave Ac­
cess (WiMAX) [98] and Digital Video Broadcasting-Satellite-Second Generation (DVB- 
S2) [58] to cope with adverse channel conditions e.g., multipath-fading, shadowing and 
path loss etc.
Link adaptation permits a communication system to operate around a dynamic opti­
mal point over a time-varying channel rather than always operating optimally for the 
worst-case channel, employing different mechanisms including adaptive modulation, 
adaptive EEC, automatic repeat request (ARQ) and optimal power and coding alloca-
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Figure 1.1: A typical Mobile WiMAX network with link adaptation in operation [142]
tion [142]. These parameters are grouped into ‘modes’ or ‘profiles’ and the link adap­
tation algorithm requires a link quality measure to define and switch between different 
operational regions for each mode. Many practical adaptation algorithms, referenced 
in chapter 14 of [142], use signal-to-noise ratio (SNR) as the link quality measure.
Among different kinds of FMT/link adaptation mechanisms, adaptive coding and mod­
ulation (ACM) is of high interest and is generally used to maximize the link throughput 
for a given target BER, by selecting the most appropriate modulation and coding trans­
mission mode (MODCOD) for the current channel conditions. Therefore it is of vital 
importance to assess the propagation conditions of any point-to-point terrestrial link or 
earth-space communication link for optimal operation of the link. In ACM, signal-to- 
noise ratio estimation is commonly used for measuring the channel quality as depicted 
in Fig. 1.2 which shows the elements of a DVB type system employing ACM using 
SNR estimate as the link quality measure. On the forward link, SNR is estimated at the 
terminal and reported back to the gateway for the selection of an appropriate MOD-
1.3. Objectives
Forward Link
Return Link
Virtual Link
Sat. Beacon
Radar Data
Channel & SNR Est. Channel & SNR Est.
DVB S2/RCS Terminal Gateway
Figure 1,2: Elements of a DVB type system employing FMT using SNR estimate as 
link quality measure
COD. Similarly, on the return link, SNR estimation is performed at the Gateway and 
fed back to the terminal for ACM mode adaptation [17],
However in satellite systems there is the noise due to interference which, depending on 
the characteristics of the Unk, can or cannot be modelled as AWGN. If the interference 
can be modelled as AWGN then the SNR estimator automatically provides the Signal 
to Noise plus Interference Ratio (SNIR). When the interference cannot be modelled as 
AWGN then the SNR estimator does not provide the true SNIR and the impact of such 
a noise on the estimator output must be assessed [17].
1.3 Objectives
SNR estimation is generally required to indicate channel quality for mode adaptation 
in ACM procedures. Hence, we aim to investigate SNR estimation in AWGN and 
multipath fading channels which are representative of the modem fixed and the future 
wideband mobile satellite communication systems, respectively. Therefore, the main
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objectives of this thesis are as follows:
•  Conduct a survey of existing SNR estimators in an AWGN channel, identify 
suitable estimators for the forward (DVB-S2) and return (DVB-RCS) links, ver­
ify their performances and propose new robust SNR estimators with improved 
performance as compared to the state-of-the art techniques.
•  Investigate SNR estimation in OFDM based systems e.g., WiFi, WiMAX etc. 
and study the impact of channel estimation process on SNR estimation in the 
multicarrier system. Propose SNR estimator robust to the frequency-selectivity 
of multipath fading channels with enhanced performance as compared to the 
existing estimators.
•  Conduct a survey of transmitter and receiver based compensation techniques 
available for mitigating the nonlinear distortion introduced by the on-board satel­
lite power amplifier. Propose a suitable technique to improve the link-level per­
formance of a nonlinear satellite communication system.
•  Study the impact of nonlinear distortion on channel and link quality estimation 
accuracy. Propose solutions for enhanced nonlinear channel distortion and SNR 
estimation.
1.4 Original Achievements
The original achievements of the work can be summarized as follows:
•  We have proposed a non data-aided SNR estimation technique for BPSK and 
QPSK modulations in complex additive white Gaussian noise. The proposed 
estimator outperforms state-of-tiie art estimators in terms of complexity and ac­
curacy. Its achieved performance makes it an attractive choice in the fixed com­
munication systems using these lower order modulation schemes.
lA . Original Achievements
•  In order to use the previous estimator in future DVB-RCS systems employing 
ACM, an extension of the proposed technique to 8 -PSK is also proposed. The 
proposed estimator shows significant improvement in performance as compared 
to the existing estimators. Its variance achieves the theoretical bound whilst per­
forming 98% less multiplications as compared to the existing estimators. How­
ever in order to reduce the bias at low values of SNR, a hybrid approach is 
further proposed using tiie proposed method for moderate/high values of SNR 
whilst using an existing moments-based estimator when the estimated SNR falls 
below a certain predetermined threshold. The proposed hybrid approach shows 
promising results for the operating SNR regions of ACM in DVB-RCS.
•  A new technique is proposed for SNR estimation in OFDM systems. The pro­
posed estimator uses a training symbol with identical parts to efficiently estimate 
SNR in frequency-selective fading channels. The proposed estimator improves 
the estimation accuracy while maintaining lower complexity than existing esti­
mators. For example, whilst estimating the SNR per subcarrier, the proposed 
estimator achieves ten times greater accuracy as compared to the existing es­
timators. The proposed estimator also reduces the computational complexity 
since it performs up to 25% less additions and 33% less multiplications as com­
pared to the state-of-the-art estimators. Moreover, the training symbol structure 
is compatible with current wireless network standards. Therefore, the proposed 
estimator is an attractive choice for a wide variety of OFDM-based standards.
•  A predistortion technique is proposed using support vector regression to counter­
act the nonlinear distortion effect of a high power amplifier in order to improve 
the BER performance of a satellite broadcasting system. The proposed predis­
tortion technique improves the performance of the system without requiring a 
high level of back-off. For example, for LDPC coded 16-APSK, the LUT PD 
completely fails to offer an acceptable BER performance while the proposed 
predistorter shows an ^  difference of 1 dB from the performance in a linear
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channel. Therefore, the use of the proposed predistorter in a system can help to 
improve the power efficiency for spectrally-efficient modulations.
•  A multilevel pilot design is proposed for improved nonlinear channel distortion 
and link quality estimation. Enhanced channel estimates obtained from this pilot 
structure are utilized for SNR estimation and nonlinear equalization. Simulation 
results indicate significant improvement in the bit error rate performance using 
proposed pilots as compared to the conventional pilot structure even when the 
amplifier is operated in a quasi-linear region with large input back-off. For ex­
ample, for 16-APSK, the proposed pilot structure achieves an ^  improvement 
of approximately 1.9 dB as compared to the conventional pilots for an IBO = 0 
dB. The proposed pilot structure also gives a more accurate estimate of actual 
SNR and its variance achieves the theoretical lower limit even at the saturation 
point, thereby, enabling a more efficient implementation of ACM procedures.
1.5 Organization of the Thesis
The rest of this thesis is organized as follows:
Chapter 2 presents a basic review of the background theory used in the thesis. This 
includes a review of the wireless communication channel, parameter estimation the­
ory and literature review of signal-to-noise ratio estimation in fixed communication 
systems is presented.
Chapter 3 presents proposed SNR estimator for lower order PSK modulation schemes 
i.e. BPSK and QPSK. The method is compared with the existing techniques via com­
puter simulations in an AWGN channel with results shown in terms of normalized 
mean-square-error of the estimated SNR. An extension of the proposed technique is 
presented in this chapter to make it applicable to 8 -PSK modulation so that it can be 
used in a DVB-RCS compliant system. Simulation results are presented to verify the
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accuracy of the proposed estimator while attaining significantly lower complexity as 
compared to the state-of-the-art techniques.
Chapter 4 reviews an adaptive OFDM system and popular preamble-aided techniques 
for SNR estimation in an OFDM system are presented. In order to improve perfor­
mance, a low-complexity algorithm is developed and the methods are compared via 
computer simulations in wide-hand fading channels with three different profiles to 
verify the robustness of the proposed technique in frequency-selective channels.
Chapter 5 discusses pre- and post-compensation techniques to counteract the nonlin­
ear distortion caused by a high power amplifier in a satellite communication system. A 
novel predistortion method is proposed using support vector regression and computer 
simulation results are discussed which show improved BER performance of a DVB-S2 
system using proposed predistorter as compared to conventional look-up table tech­
nique.
A multilevel pilot design is also proposed for DVB-S2 system in chapter 5 for enhanced 
channel and signal-to-noise ratio estimation. The suitability of the proposed pilot struc­
ture in a nonlinear system is verified via computer simulations with results shown in 
terms of BER performance after nonlinear equalization and the mean-square-error of 
estimated SNR. Finally, chpater 5 concludes with an investigation of the link-level 
performance using a combination of the proposed predistorter and post-compensation 
based on the proposed pilot structure in a DVB-82 system.
Chapter 6  discusses the contributions of the thesis and proposes possible avenues for 
future research.
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Chapter 2 
Parameter Estimation in the Wireless 
Channel
2.1 Introduction
The fundamental problem in communication systems is to reproduce at the receiver 
exact or approximate representation of the message signal transmitted. A generic 
communication system, as described by Claude Shannon [118], is shown in Fig. 2.1. 
This consists of an information source, a transmitter which inserts the information 
into a communication channel, a channel through which the signal propagates, a re­
ceiver which is used to recover the transmitted information from the channel and a 
sink which makes use of the information. The wireless communication channel is a ra­
dio wave propagation channel. This wireless channel consists of different type of noise 
sources, which include multiplicative fading processes (path loss, shadowing and fast 
fading) and additive noise (thermal noise in the receiver, atmospheric noise and inter­
ference). Propagation mechanisms that contribute to the multiplicative noise include 
reflection, refraction, diffraction, scattering and absorption [112], [104], [100]. For 
correct information decoding, the receiver estimates reference parameters associated
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SinkReceiverSource ChannelTransmitter
Figure 2.1: A generic communication system
with the received signal such as timing, frequency, channel and signal-to-noise ratio 
etc. [85], [103].
This chapter reviews the necessary background theory of parameter estimation in a 
wireless communication channel. A basic review of the wireless charmel characteris­
tics is presented in section 2 . 2  and some fundamental concepts of parameter estimation 
theory are presented in section 2.3. A literature review of signal-to-noise ratio estima­
tion in fixed communication systems is presented in section 2.4 and the conclusions 
from this review can be found in section 2.5.
2.2 The Wireless Communication Channel
2.2,1 The AWGN Channel
The simplest case of the wireless communication channel is the additive white Gaus­
sian noise channel. This is the type of the channel that applies when the transmitter, 
receiver and their surrounding objects are not in relative motion and there is a line- 
of-sight propagation between transmitter and receiver. In this scenario, the received 
signal is given as follows:
y{t) = Ac{t) +  oj{t) (2 .1 )
where A  is the constant overall path loss, c{t) is the transmitted signal and uj(t) repre­
sents the complex additive white Gaussian noise.
The AWGN channel is quite an accurate representation in deep-space communica-
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tions and line-of-sight communication links between satellites and fixed Earth sta­
tions. However, it is far from accurate in most terrestrial wireless communications, 
due to multipath, shadowing, and diffraction. However, the AWGN channel serves as 
an important reference for the performance evaluation of communication systems.
2.2.2 Mobile Fading Channel
When relative motion is involved between the transmitter, receiver and/or surrounding 
objects, the channel is referred to as a mobile radio channel. In addition to the path loss 
and additive noise experienced in the AWGN channel, the signal suffers from different 
effects which are characterized as follows:
Multipath propagation
Multipath propagation occurs as a consequence of reflections, scattering, and diffrac­
tion of the transmitted signal at man-made or natural objects. Thus, at the receiver, a 
multitude of waves arrives from different directions with different delays, attenuations 
and phases. The superposition of these waves result in amplitude and phase variations 
of the composite received signal.
Multipath fading is usually classified as slow/fast and ffequency-flat/frequency-selective 
fading. The former is related to the rate of change or rapidity of the fading while the 
latter is related to the time spreading of the signal or signal dispersion
The Doppler Effect
When a mobile is in relative motion to a transmitter, there occurs a shift in the fre­
quency of the arriving wave due to the Doppler effect [112]. This apparent change in 
frequency called the Doppler shift Jd is given by equation 2.2 with a maximum shift 
fjn occurring when the angle of arrival a =  0 .
y  ^=  /c-C 08u (2 .2 )c
14 Chapter 2. Parameter Estimation in the Wireless Channel
where fc is the carrier frequency of the arriving wave, v is the speed of the mobile and 
c is the speed of light.
It can be deduced from equation 2.2 that the bandwidth of the received signal is spread 
relative to that of the transmitted signal when multipath propagation occurs, since the 
arriving waves will have different angles of arrival. This phenomenon is known as the 
Doppler spread which results in a time-variant multipath propagation that is referred 
to as fast fading.
Shadowing
Shadowing occurs due to the obstruction of the transmitted signal by e.g. building, 
trees and hills, which results in attenuation of the signal strength. The varying signal 
strength caused by shadowing is called slow fading and can be efficiently counteracted 
by power control.
Slow or Fast Fading
The notion of slow or fast fading is related to the coherence time (To) of the channel 
that is an expected time interval over which the fading process is correlated. Moreover, 
the coherence time is inversely proportional to the Doppler spread or fading rate, (fd) 
of the channel, i.e.
To ^  —  (2.3)
Jd
A channel is said to be slowly fading if the symbol interval T  is smaller than the 
channel’s coherence time To, otherwise it is considered to be fast fading. In slow 
fading, a deep fade affects many symbols leading to a burst of errors whereas in fast 
fading, the fade levels are essentially decorrelated from symbol to symbol [103].
Frequency-Flat and Frequency-Selective Fading
The concept of frequency-flat/frequency-selective fading is related to the coherence 
bandwidth ( /q) of the channel that is a range of frequencies over which the fading 
process is correlated. Fading is said to be frequency-flat if the signal’s bandwidth is
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much smaller tiian the coherence bandwidth, otherwise the fading said to be frequency- 
selective. Those systems that experience frequency-flat fading are also called narrow­
band systems and those that experience frequency-selective fading are called wideband 
systems.
2.2.2.1 Narrowband Fast-Fading
In a narrowband channel, fast fading is due to phase differences between these multi- 
path waves which arrive at practically the same time at the receiver. It is also referred 
to as frequency-flat fading because it affects all frequencies in the transmitted signal 
spectrum equally [112]. Equation 2.1 can therefore be rewritten as:
y{t) = Aa(t)c{t) +  w(t) (2.4)
where A  represents the overall path loss and shadowing, a{t) is a complex time- 
dependent coefficient that accounts for fast-fading, c{t) is the transmitted signal and 
represents the complex additive white Gaussian noise.
Rayleigh Fading
Rayleigh fading is a type of narrowband fading experienced in non-line-of-sight (NLOS) 
multipath propagation i.e. where the direct wave between transmitter and receiver is 
completely blocked [100]. The received signal experiences amplitude fading whose 
probability density function (PDF) follows a Rayleigh distribution as described in 
equation 2.5. This is because a{t) is a complex Gaussian random variable whose 
magnitude r  is Rayleigh-distributed with a PDF given as:
Pnir) = (2.5)
where is the variance of either the real or imaginary components of a{t).
The Rayleigh channel can also be characterized in terms of the probability distribution 
of the instantaneous SNR (p) which is a function of the mean SNR (p) of the received
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signal [1 1 2 ] as follows:
Ppip) =  '
Rician Fading
- e  p for p > 0
(2.6)
0  otherwise
In line-of-sight (LOS) multipath propagation, the received signal is made of a coherent 
LOS component with constant power and a random part based on the Rayleigh distri­
bution [112], [50]. The fading coefficient a(t) is now the sum of a real constant s and 
a complex Gaussian random variable with magnitude r. The magnitude of a{t) has a 
PDF which follows the Rice distribution as shown below:
PR{r) = lo (2.7)
where cr^  is the variance of either the real or imaginary components of the random part 
and I q is the modified Bessel function of the first kind and zeroth-order [112]. The 
Rice k-factor gives a measure of how strong the LOS component is as compared with 
the multipath and the Rice PDF can be rewritten in terms of the k-factor as:
r V ^
(2.8)
^ _  Power in constant part _
Power in random part 2 (7^
For k=0, the Rice distribution reverts back to Rayleigh while the channel becomes an 
AWGN channel as k-4 oo.
1.2.2.2 Wideband Fast-Fading
Unlike the narrowband channel where fast fading is due to phase differences between 
multipath waves which arrive practically at the same time to the receiver, the differen­
tial delays between various multipath waves are large compared to the symbol duration
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Figure 2.2: The tapped-delay-line wideband channel model
of die transmitted signal in the wideband channel [112], [104], [100]. The transmit­
ted signal experiences inter-symbol interference and frequency-selective fading, which 
further complicates the communication system design. The continuous-time received 
signal model in a wideband wireless system is given as:
y(t) =  x(t) +  u(t) (2.10)
/ oo h{t, r)c(t — T)dr
-OO
(2.11)
where r )  is the time-variant impulse response of the wideband channel, also re­
ferred to as the input delay spread function with r  denoting the delay of the channel.
The Discrete-Time Wideband Channel Model
The wideband channel can be considered as a combination of several narrowband fad­
ing paths, combined with appropriate delays. Thus it can be modelled using a tapped 
delay line, representing the effect of scatterers in discrete delay ranges, lumped to­
gether into distinct delay taps (Tn) as shown in Fig. 2.3. The taps are typically as­
sumed to be uncorrelated and they have gain processes (p^), which vary according to 
narrowband fading statistics [112]. Thus, the channel acts as a linear filter, having a 
time-variant impulse response.
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Table 2.1: PDF for vehicular test environment [122]
Tap Relative delay (ns) Relative power (dB)
1 0 0.0
2 30 -1.54
3 150 -1.40
4 310 -3.64
5 370 -0.58
6 710 -9.15
7 1090 -6.97
8 1730 -11.98
9 2510 -16.93
The power delay profile (PDF) of a wideband channel can be used to characterize 
such channel. Table 2.1 shows an example PDF for a vehicular test environment, 
standardized by ITU [3] and extended in [122].
The PDF of a wideband channel helps to specify some important practical parameters 
such as excess delay, total excess delay, mean delay and RMS delay. The excess delay 
of any tap is its delay relative to the first arriving tap while the total excess delay is 
the excess delay of the last arriving tap. The mean delay tq and RMS delay t r m s  are 
defined in equation 2.12 and 2.13 respectively.
i= l to ta l
(2.12)
Tr m s  = \ i= l total (2.13)
total
i= l
(2.14)
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where Pi denotes the power of each tap having delay Tf.
The coherence bandwidth of a channel is inversely related to the RMS delay spread i.e.
fo «  —  (2.15)
Trms
Consequently, a system is classified as wideband if the RMS delay is significant in 
comparison to the symbol duration.
Inter-Symbol Interference
Inter-Symbol Interference (ISI) is the resultant effect of the wideband channel. This 
is because the energy arriving at the receiver (having traversed the channel) becomes 
spread in time due to multipath effects. Thus, the effective duration of a received 
symbol exceeds that of the transmitted symbol by the delay spread of the channel. 
Consequently, the last arriving taps of a current received symbol can overlap with the 
first arriving taps of the next received symbol, thus causing ISI [112], [104], [100].
2.2.3 Techniques for Overcoming Channel Impairments
The different types of wireless channel impairment can be overcome, or their effects 
mitigated, by the use of available communication techniques. Forward Error Con­
trol (FEC) coding can be used to overcome the effect of additive noise which causes 
random errors in the decoded data at low signal-to-noise ratios. It can also be used 
with/without interleaving to mitigate the effect of deep fades which causes bursty er­
rors in the mobile channel [125]. Another technique used in overcoming the effect of 
channel fading is diversity, which includes space, frequency, polarisation and/or time 
diversity.
Equalisation techniques can be used to recover from the dispersive effects of a wide­
band channel, although the computational requirements of optimal equalisation can be
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very demanding [112], [104], [100]. An alternative approach is to restrict the trans­
mitted data rate or to employ multicarrier modulation techniques such as Orthogonal 
Frequency Division Multiplexing (OFDM) [96]. This technique will be discussed fur­
ther in Chapter 4.
2.3 Estimation Theory
2.3.1 Parameter Estimation in Signal Processing
Many signal processing applications such as radar, communications, biomedicine, 
seismology and control systems involve the estimation of parameters based on the 
observation of a continuous-time (analogue) signal [67], [99], [6 6 ], [129]. An example 
is the channel estimation in communication systems. A modem trend is to convert the 
received analogue signal into discrete-time observations pk, in order to benefit from 
the many advantages of digital signal processing. The problem therefore reduces to 
the estimation of a parameter A based on N  noisy observations/samples which depend 
on A [67]. It should be noted that an estimator is a random variable and its performance 
can be predicted/analysed statistically since it depends on noisy observations. In gen­
eral, a data record whose probability density function (PDF) depends strongly on the 
unknown parameter will yield good estimation accuracy whereas estimation becomes 
impossible where such PDF is independent of the parameter to be estimated.
2.3.2 Minimum Variance Unbiased Estimation
There are many different types of estimation techniques for an unknown deterministic 
parameter. In defining what makes a good estimator, two criteria of interest are the 
estimation bias and mean-square-error (MSB) of the estimator. An unbiased estimator 
will produce the correct value of the unknown parameter A on average and is therefore
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desirable. In other words, the expected output of an unbiased estimator is the true value 
of the estimated parameter, i.e. E{A} =  A. In general,
E{X} = X-i-f{X)  (2.16)
where E{.}  is the expected value operator and /(A) is a function which represents the 
bias of the estimator.
Estimators which have a small MSB provide a consistent performance, wherein the 
produced estimates have a small deviation from the true value. The MSB and the 
variance of any estimator are defined as follows:
MSE{X)  =  B{[Â -  A]^} =  E{X‘ -  2XX + A }^ (2.17)
V A r CX) = B{[Â -  E{Â}]^} =  E{X^ -  2XE{X} + E{Â^}} (2.18)
Substituting equation 2.16 into 2.17 and 2.18 and rearranging gives:
MSE{X)  =  VAR{X) + f { X )  (2.19)
It is seen from equation 2.19 that the MSB comprises the variance of the estimator and 
an additional error term arising from the bias in the estimator [67], [99]. For unbiased 
estimators, the MSB is equal to the variance of the estimator and designing to achieve a 
minimum MSB for such estimators leads to the concept of minimum variance unbiased 
(MVU) estimation. This is the ultimate target of every good estimator design, although 
the MVU estimator does not always exist [67].
2.3.3 The Cramer-Rao Lower Bound
A key design issue for an estimator is its accuracy, i.e. how small its variance can be 
made. This accuracy limit is defined by the Cramer-Rao Lower Bound (CRLB) for 
unbiased estimators [67], [99], [6 6 ], [129] and an estimator that achieves this bound is 
said to be efficient in terms of accuracy.
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The CRLB is determined based on the likelihood function A which is the conditional 
PDF expressed as a function of the parameter A with the data record being fixed [67]. 
Consider for example a Gaussian PDF; it is known that the sharpness of such PDF 
is inversely related to the associated variance of the Gaussian random variable. This 
sharpness therefore determines the bound on estimation accuracy and can be measured 
by the curvature of the log-likelihood function which is equivalent to the negative of 
its second derivative.
CRLB{X) = ------------------------------------ -^----—  (2.20)
- E
where y  =  [yo,yi, is the data record. Consequently, the variance of any given
estimator of the parameter A can be expressed as:
VAR{X) > CRLB{X)  (2.21)
2.3.4 Maximum Likelihood Estimation
The maximum likelihood (ML) principle is one fundamental approach to parameter es­
timation [85], [67] based on the set task of estimating a non-random (i.e. deterministic) 
parameter A from some of its noisy discrete-time observations Pk. The ML approach 
determines the value of A that maximizes the conditional probability density function 
(PDF) of the observed data, as the value that most likely caused die observed data to 
occur. The ML estimate is therefore given as:
Xml = argmax{p(y|A)} (2 .2 2 )
A
where p(y|A) is the conditional PDF of y.
In general, the ML estimator is asymptotically unbiased and asymptotically optimal in 
accuracy [67], although the issue of complexity may affect its practical implementation 
depending on the parameter to be estimated and the length of the data record.
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2.3.5 Best Linear Unbiased Estimation
A practical estimation approach is to constrain the estimator to be linear within the 
data set and subsequently find the best estimator that is unbiased and uses a linear 
combination of the data record to achieve minimum variance. Such an estimator is 
referred to as the best linear unbiased estimator (BLUE) and is equivalent to the MVU 
estimator if it is also linear within the data set.
N-l
Xblue =  ^  '^kVk (2.23)
fe= 0
where Wk represents the linear combination coefficients and pk represents the data.
To find the BLUE, the unbiased constraint i.e. j  =  A is used and the weighting 
coefficients Wk are determined such as to minimize the variance of the estimator. It 
is noted that the unbiased constraint can only be achieved by a linear estimator if the 
expected value of the data set pk is linear in the unknown parameter A, otherwise there 
would be a need for non-linear transformation of the original data (where possible) to 
achieve this.
Unlike the ML estimator wherein the PDF of the data needs to be completely known, 
only the mean and covariance are required in order to determine the BLUE. This makes 
this estimation approach of increased practical value. A more detailed explanation 
of how to find the BLUE estimator is given in [67]. Where the PDF of the data is 
Gaussian, the BLUE is also equivalent to the MVU estimator.
2.3.6 Least Squares Estimation
The least squares (LS) estimation approach can be considered as a curve-fitting pro­
cess [67], wherein die observed data is closely-fitted to a curve (signal model) which 
is a function of the unknown parameter A. The LS approach does not assume any PDF
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for the observed data; rather it seeks to minimize the squared difference between die 
assumed signal model and die observed data as shown in equation 2.24. This makes 
it well suited to situations where statistical information is lacking or where other ap­
proaches fail.
N - l
Xls = a r g m in { ^  (pk -  Sk{X)f}  (2.24)
^ fc=0
where Sk{X) represents the samples of the assumed signal model.
The LS approach does not guarantee the best estimation performance since it uses 
curve-fitting rather than the PDF of the data. Moreover, the choice of signal model 
plays a very important role in its performance. Nonetheless, if a correct signal model 
is assumed and the associated noise is Gaussian, the LS estimator becomes equivalent 
to the ML estimator.
2.3.7 Minimum Mean Square Error Estimation
The minimum mean square error (MMSE) estimation approach is based on Bayesian 
philosophy [67]. In contrast to the classical approach where the unknown parameter 
A is assumed to be deterministic, the Bayesian approach assumes the parameter A to 
be random and seeks to estimate its specific realization through the use of a prior 
knowledge of A. The difference between the two approaches is shown in mathematical 
terms as follows:
MSEda.sicai (Â) =  E{ (Â -  A)"} =  f ( X - X ) M y W d y  (2.25)
MSEBayesi^nW = E{{X -  Â)"} =  j j { X  -  X fp(y, A) dy dX (2.26)
where the classical estimator makes use of the conditional PDF p(y|A) while the 
Bayesian estimator uses the joint PDF p(y , A) since it assumes that A is random. The
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joint PDF of the unknown parameter and the observed data can be derived by making 
use of Baye's theorem [99] which can be stated as follows:
P(y, A) =  p(y |A)p(A) =  p(A|y)p(y) (2.27)
where p(A) is the prior PDF and p(A|y) is the posterior PDF which can be obtained as:
p(A|y) =  M M M  (2.28)
p(y)
p(y) =  J  p(y|A)p(A)dA (2.29)
Equation 2.28 can be substituted into 2.26 to give:
p(y) dy  (2.30)
The minimization of the Bayesian MSE shown in equation 2.30 leads to the MMSE 
estimator which is given as:
X m m s e  =  J  Ap(A|y)dA =  E  {A|y} (2.31)
It can be seen from equations 2.27 to 2.31 that the prior PDF plays a very important 
role in Bayesian estimation and a wrong choice will result in poor estimation. Also, 
by using prior information, Bayesian techniques, such as the MMSE estimator, tend 
to be biased towards the prior mean and they perform a trade-off between bias and 
variance to achieve the overall goal of reducing the mean square error [67]. The MMSE 
estimator can improve on the estimation accuracy where applicable and it can be used 
for unknown deterministic parameters in the case where no MVU exists.
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2.3.8 Maximum A Posteriori Estimation
The maximum a posteriori (MAP) estimation approach also makes use of Bayesian 
philosophy and assumes that the unknown parameter A is random in similar fashion 
to the MMSE estimator. The MAP estimator can be explained as the ML estimator 
presented earlier but now incorporating prior information. As its name suggests, it 
finds the value of A that maximizes the posterior PDF as follows:
Xmap =  argmax{p(A|y)} (2.32)
Equation 2.32 is combined with equation 2.28 to yield:
Xmap = argmax{p(y|A)p(A)} (2.33)
The difference between the MMSE and MAP approaches lies in the cost profile as­
signed to estimation errors i.e. the cost function. Where such cost functions penalize 
errors proportionally, the MMSE estimator is optimal; whereas the MAP is optimal 
where the cost function has a hit-or-miss profile [67]. This is because the MAP ap­
proach finds the mode of the posterior PDF while the MMSE finds its mean.
2.3.9 Ad-hoc Estimation Techniques
While the classical and Bayesian estimation approaches may provide a systematic and 
conceptual guide to the development of estimation techniques in solving new prob­
lems, ad-hoc techniques (e.g. based on heuristic reasoning) are also applicable in the 
discovery of new techniques and can be used to refine the performance of existing ones. 
In addition, ad-hoc techniques can be designed to minimize computational complex­
ity and/or achieve a sub-optimum performance which is tailored to satisfy the known 
requirements of an application.
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2.4 SNR Estimation in Fixed Communication Systems
Signal-to-noise ratio estimation has been a topic of interest due to its application in
various areas of communications as outlined below:
• Knowledge of SNR is required for ACM procedures to perform link adaptation. 
For example, DVB-S2 incorporates ACM to adapt transmission parameters ac­
cording to the link quality indicated by the SNR estimate. ACM increases the 
average satellite throughput and significantly reduces the service costs [58].
•  The ability of the adaptive equalizer to improve BER depends on SNR of the 
input signal. As shown in [102], for an SNR lower than 5 dB, BER cannot be 
improved and equalization becomes useless. Therefore, an accurate estimate of 
the SNR can save system resources by avoiding invalid calculations.
•  An accurate estimate of channel SNR at the receiver is necessary for the maxi­
mum a posteriori (MAP) or Log-MAP equalization and decoding algorithm [126]. 
It has been shown in [124] that SNR mismatch degrades the performance of the 
Log-MAP turbo equalizer and an underestimation of SNR may result in severe 
degradation in the performance.
•  SNR estimate is also an important parameter in cognitive radio applications to 
sense the link quality of the surrounding networks to decide which one is the 
most appropriate to communicate with.
•  In power control, the transmitter uses knowledge of SNR to adjust the transmitter 
power according to the link impairments.
•  Bit error rate and symbol error rate (SER) can also be determined by the SNR. 
Therefore, SNR estimate can be used to determine the reliability of the received 
data for applications where unreliable data need to be discarded.
SNR estimators can broadly be divided into two categories:
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•  Data-aided (DA) SNR Estimators: SNR estimators that use knowledge of the 
transmitted data are called DA SNR estimators.
•  Non-data-aided (NDA) SNR Estimators: NDA SNR estimators do not use any 
prior known information.
The performance of DA estimators is better than that of the NDA estimators, as will 
be seen later; on the other hand NDA estimators, also called ‘in-service’ SNR esti­
mators, are also of particular interest since they are more bandwidth efficient due to 
the elimination of training sets. However, if a DA SNR estimator is employed in a 
system that already uses training sequences for equalization or synchronization, then 
there is no additional penalty in the throughput. Therefore, the use of any kind of SNR 
estimator is basically dictated by the particular application. Hence, both types of SNR 
estimators, which have been proposed in the literature, will be discussed here.
Different types of DA SNR estimators, proposed in the literature, are discussed in sec­
tion 2.4.1 whereas; section 2.4.2 contains an overview of various NDA SNR estima­
tors. It is also necessary to look at the signal model in complex additive white Gaussian 
noise and fading channels before going into details of different SNR estimators.
When a signal from an arbitrary constellation is transmitted through a complex AWGN 
channel, the received signal at the output of matched filter (ME) in the symbol 
interval can be represented as:
Pk ~  Ack “f* uJk^  ^ — 1,2 , L  (2.34)
assuming the absence of phase and frequency offset and timing errors and consider­
ing one sample per symbol, pk denotes the received symbol, A is a constant which 
represents the response of a fixed channel, Ck is the transmitted symbol from an ar­
bitrary constellation, ujk represents the complex independent identically distributed 
(i.i.d) zero-mean Gaussian random variables (RVs) with independent real and imagi­
nary parts having variance cr^  and L  denotes the total number of symbols. Without loss
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of generality, Ack can be replaced by Xk in equation 2.34. Therefore, equation 2.34 
can be written as:
Vk ~  T'k A =  1 ,2 , L  (2.35)
The received SNR in this case is given by:
When the signal is transmitted through a Rayleigh fading channel, the received signal 
is modeled as:
Vk = h k C k f c = l , 2 ,  ...,L  (2.37)
where hk is the channel fading gain, which is assumed to be Rayleigh distributed. The 
received SNR is now given by:
(2.38)
2.4.1 Data-Aided SNR Estimators
As already stated these estimators rely on knowledge of the transmitted data. When a 
DA estimator uses perfect knowledge of the transmitted signal (e.g. training sequences 
provided for synchronization and equalization, such as pilot symbols in OFDM sys­
tems), it is called a transmit data-aided (TxDA) estimator. However, the DA estimator 
that employs an estimate of transmitted signal at the receiver is called a receiver data- 
aided (RxDA) estimator. Various DA SNR estimators for phase shift keying (PSK) and 
quadrature amplitude modulation (QAM) in complex AWGN channels are explained 
in the following sections.
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2.4.1.1 The PSK Signal
Different DA SNR estimators have been proposed for PSK signals in complex AWGN 
channel. The most popular approach uses maximum likelihood estimation princi­
ple [67]. The SNR estimator, based on ML estimation theory, was introduced in [72]. 
Gagliardi and Thomas in [53] gave a more detailed treatment and derived and stud­
ied the ML SNR estimator for a BPSK-modulated signal in a real AWGN channel. 
The application of this estimator was extended to higher order PSK signals in complex 
AWGN channels by the authors in [101]. The ML estimation principle was also em­
ployed to propose DA algorithm for PSK in [139] and the estimator was called ADML 
estimator. The ML estimator in [101] was derived to estimate SNR by operating on 
more than one samples per symbol at the input to the MF and applies bias reduction 
factors in the final derived expression. Operating on the optimally sampled output of 
the MF, a special case of ML estimator was derived and called squared signal-to-noise 
variance (SNV) estimator [101]. In this section, we review ADML and SNV estimators 
along with a phase based SNR estimator proposed in [127].
ADML Estimator
This estimator, based on the ML principle, was proposed for PSK i.e., constant enve­
lope signals only. Therefore Xk is assumed to have random values of z* =  A e ^ ^ ,  
i =  0 , 1 , M  — 1 of equal probability. From equation 2.35 the received signal power 
can be expressed as:
E i l V k n  = E { |% n  +  E{|wt|"} = A^ + 2a^ (2.39)
The SNR to be estimated is then given by:
= E{|wl|4 " E{\y,n
Considering equation 2.40, the problem of SNR estimation is reduced to only the esti­
mation of a module of the signal. When the transmitted data is known, using the ML
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principle, A  is estimated as:
A  A D M L  =  (2.41)
fc=0
Using equations 2.40 and 2.41, SNR can easily be estimated. This estimator also 
resembles the DA ML SNR estimator (SNORE) in [16] and the ML estimator in [34] 
given as:
SNV Estimator
This SNR estimator is also based on the ML principle and is applicable to PSK sig­
nals only. For the same model as represented by equation 2.34 and the transmitted 
constellation as described for the ADML estimator, the SNR is estimated as:
[ i E U M v i c k W
L - \ .5  E & = 0  I2/&P L(L-1.5) IS fc = 0  Ee{ylCk)y
(2.43)
where the factor (L —1.5) is used to reduce the bias of the estimator. If the transmitted 
data is not known, then an estimate of the transmitted symbols at the receiver can be 
used in equation 2.43 and then the estimator is known as the RxDA estimator, also 
known as decision-directed (DD) estimator.
Phase Based Estimator
It is an ad-hoc algorithm and it makes use of the phases of the transmitted signal and 
the received signal to estimate SNR. This method was also proposed for constant mod­
ulus (CM) constellations. The SNR is estimated using the variance of the difference 
between the received and transmitted signal phases (a |) . If ^ ky is the phase of received 
signal and 4>kc is the known phase of the transmitted signal, then the phase difference 
is determined as:
=  (f>ky — (f>kc (2.44)
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can be computed for this phase difference as:
-  (E{A(^t})' (2.45)
It should be noted that A</>fc is the phase noise. The phase noise in an AWGN channel 
has zero mean (the mathematical proof is given in [127]). Therefore, E{A(l)k) is equal 
to zero and equation 2.45 reduces to:
a l = E { A ^ l ]  (2.46)
Without going into the details of the derivation, that can be found in [127], the final 
mathematical model used to estimate SNR based on the phase difference is:
^ = 2 ^  (2.47)
An important point to be noted is that this estimator has been derived based on a sim­
plification assuming high SNR values (SNR >  10 dB) and this assumption produces 
severely degraded results below 10 dB, as will be seen in the simulation results.
2.4.1.2 The QAM Signal
All of the above estimators, in section 2.4.1.1, exploit the constant envelope prop­
erty of PSK signals to estimate SNR and, therefore, can not be used when the en­
velope of transmitted constellation is variable. Hence, the SNR estimators for non­
constant modulus constellations are developed taking into consideration die variation 
in their amplitudes as can be seen by the ML SNR estimator proposed for QAM signals 
in [140], [138] and described below.
ML Estimator
It is assumed that all the constellation points d  are independent and equally likely to be 
transmitted, so that the probability of receiving signals positioned on various amplitude
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points of the real or imaginary axis is known and P q a m - i / q  can be determined. From 
equation 2.34, we can write:
PkJ/Q = ^CUkJ/QAmax +  ^kJ/Q (2.48)
where the probabilities of +, - are 0.5 respectively; Amax is the maximum amplitude 
and ak is the ratio of the signal’s amplitude to Amax- The subscripts I and Q represent 
the in-phase and quadrature components respectively. The SNR to be estimated can be 
defined as:
S N R  =  =  Pqamj /q ^  . (Z 4 9 )
2(7^
P q a m - i / q  can be expressed as:
PqAMJIQ = lA^max (^.50)
The value of 7  is known and depends on the constellation. Its value for different QAM 
signals is listed in [140] and for 16-QAM its value is 5/9. When the transmitted signal 
is known, and the mean is substituted by the average, the SNR for QAM signals can 
be expressed as:
S N R  = .  2 7 d L ï------------------- ^  (2.51)
% \ ^ 2 k= 0  \kUkJ -^maxO^kJ"H
2 7 ^ L x
i  (iCfc^ O (VkJ + VIjq) ^iiax Sfc=0 (.^kJ +
(2.52)
When the transmitted symbols are known, ak j /q  is also known and, therefore, only 
Amax needs to be estimated to compute the estimate of SNR given in equation 2.52. 
The ML estimate of Amax is found in [140] and [138] as:
A Y ^ k = o i y k J O i k J  F y k . Q O i k . Q )  / o
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Substituting equation 2.53 into equation 2.52, the ML estimate of SNR can easily be 
determined. This algorithm is also called the ADML algorithm and simulations have 
shown that this estimator can also be employed for PSK signals and yields the same 
performance as the ADML estimator in [139]. In the absence of known transmitted 
data, the decision value of transmitted data i.e., c&, can be employed and this then 
yields the DDML algorithm for QAM signals.
2.4.2 Non-Data-Aided SNR Estimators
Although the need of pilot symbols for DA SNR estimation is appropriate to systems 
already using them for synchronization, NDA SNR estimators are also important, not 
only because they are more efficient in terms of throughput, but also for situations 
when DA estimators are not practical. For example, the delay incurred in the frame 
synchronization process to produce the pilot location may not be tolerable in cognitive 
radio applications, where the terminal needs to assess the surrounding networks before 
deciding which link is more appropriate to communicate with. In such situations it 
is more appropriate to employ NDA SNR estimators. Various NDA SNR estimators, 
proposed in the literature, are described in section 2.4.2.1 and 2.4.2.2 for PSK and 
QAM modulations, respectively.
2.4.2.1 The PSK Signals
In order to perform NDA SNR estimation for PSK signals in complex AWGN chan­
nels, the algorithms proposed in the literature and analyzed here include the ML prin­
ciple based blind SNR estimator proposed in [139], hereafter called power ML 
estimator, die moments based estimator (called M 2M 4 estimator) [101], the estima­
tor based on mean and variance of the envelope of PSK modulated signal proposed 
in [102] and one of the four estimators proposed in [23] by Beaulieu et al. that gives
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the best performance compared to other three estimators proposed in [23] and was 
denoted as Û2 .
Power ML Estimator
The SNR is still estimated using equation 2.40 after substituting the estimated value of 
A. However, the angles of different transmitted symbols are not known and no estimate 
is available. Therefore, equation 2.41 cannot be used and thus the proposed algorithm 
first removes the modulation of the received signal, by taking the power, to avoid 
the decision process. As stated in section 2.4.1.1, Xk is assumed to have random values 
of z* =  A e i ^ , i  =  0 , 1 , M  — 1 of equal probability. After removing modulation, 
the received signal given by equation 2.35, becomes:
=  =  +  (2.54)
It is assumed that the noise term, is also the complex i.i.d zero-mean Gaussian 
random variable with independent real and imaginary parts having equal variances i.e., 
. Deriving die ML estimate of A ^ ,  as outlined in [67], results in:
=  (2.55)
fc=0
Substituting A  = V æ  into 2.40, the SNR estimate can be determined.
M 2M 4 Estimator
This is an ad-hoc SNR estimator which uses second- and fourth-order moments of the 
received signal to estimate SNR without using the knowledge of transmitted data. The 
second- and fourth- order moments were earlier used in [26] and [84] to estimate signal 
and noise strength in real AWGN channels while the derivation for complex channel 
was provided in [101] that is also presented here. For a PSK modulated signal with 
the same assumptions as in section 2.4.1.1, the signal power is S  = A^ and the noise 
power for AWGN is IV =  2a^ as described before. Let yk j  and yk_q be the in-phase
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and quadrature components of the received signal. The second order moment (M2) of 
2/fcis:
Mg =  E{ykyl}  =  (2.56)
M , = E { i i j  + y l j ,}  = A^ + 2a-  ^= S  + W  (2.57)
The fourth order moment (M4) of yk is:
M4  =  E{{vkyi?}  =  g { |* M  (2.58)
M i = S^ + i S W  + 2a‘ (2.59)
From equations 2.57 and 2.59, estimates of S  and W  are obtained as:
S  = ^ 2 M | -  M4 (2.60)
IV — M2 — y j  2 Mg — M4 (2.61)
Therefore, an estimate of signal power to noise power ratio can be obtained from 
second- and fourth-order moments as:
(2.62)
W  M 2 -  V 2 M | -  Mi 
Mean and Variance based Estimator
This is another ad-hoe estimator which uses the constant envelope property of PSK 
signals to estimate SNR. In an AWGN channel, the square of the envelope of the signal 
is considered as the power of the signal i.e., S, and the variance of the envelope is the 
noise power i.e., TV. The mathematical derivation can be found in [102]. Only die 
estimation procedure is outlined here:
•  Sample the signal and store enough samples.
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•  Calculate the envelope ^(n) of the samples.
•  Calculate the mean fi and variance cr| of the envelope.
Calculate the transitional variable z = -A
Estimate SNR from: p =  —10/op — 1^
This estimator gives the same performance as the M2 M4 estimator as will be seen from 
the simulation results in section 2.4.3. A break down of mathematical expressions of 
both estimators also shows their equivalence as verified by the simulation results.
SNR Estimator by Beaulieu et al.
The ad-hoe SNR estimator, denoted as 6 2 , is based on inverse SNR characteristics. 
From equation 2.34 the in-phase and quadrature components of the received signal can 
be written, respectively as:
Vkj = Xkj  +  uJkj (2.63)
VkjQ = ^kjQ +  ^kjQ (2.64)
The SNR estimate, §2 , is given by:
êg =  L f  V  (2.65)
\k=i Vkj +  Vk.Q )
In the above expression, the random variable (RV) y l j  +  p|.q is the signal-plus-noise 
power of the symbol, whieh is a good approximation of the signal power at high 
SNR values. For small noise power, the RV (\ykj\ — \yk.Q\y is approximately equal 
to {ukj ±  u}k_q)‘^ which has mean value E[uJkj +  ^k.q) =  2 (7 .^ This estimator can be 
used only for QPSK-like signals whose baseband signal symbol constellation has four 
symbol points that form a square centred at the origin of the signal space.
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2.4.2.2 The QAM Signals
The NDA SNR estimators discussed in section 2.4.2.1 can only be used for constant 
envelope signals as they exploit this property to estimate SNR. However, for QAM sig­
nals (except when M=4) the envelope is not constant and the self noise introduced due 
to these variations poses a challenge to these estimators that needs to be carefully dealt 
with whilst designing the estimator for non-CM constellations. For the 16-QAM con­
stellation in an AWGN channel, the M2 M4 estimator proposed in [22], [54], [55] and 
the expectation-maximization (EM) algorithm proposed in [83], [57], [56] are briefly 
reviewed herein.
M 2 M 4  Estimator
This estimator exploits the property of QAM constellation that it can be seen as the 
sum of different PSK constellations each with an amplitude Ai and probability Pi,i = 
1 ,2 ,... ,/ ,  where I  is the number of different amplitude levels in the constellation e.g., 
for 16-QAM J =  3. If Mk,i is the envelope moment for the constellation of ampli­
tude Ai, then the k * ^  envelope moment for the total constellation is given by:
I
Mk =  ^ P iM k , i  (2 .6 6 )
i= l
Avoiding the mathematical derivation, that can be found in [22], the final expressions 
for M 2 and M4 are given by:
M2 =  5  + TV (2.67)
M4 =  { k a  -  2 )TV^  +  (4 -  2 k a ) M 2 W  +  LM # (2.68)
where k a  is the kurtosis of the signal and is equal to 1.32 for 16-QAM. Using equa­
tions 2.67 and 2.68, the estimates of S  and TV are obtained as follows:
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Therefore, the SNR estimate can be obtained as:
p =   (2,71)
\ / 2  — k a M 2 — \ /2 M 2  — M4
EM Estimator
The EM algorithm [8 6 ] iteratively maximizes the approximation to the envelope based 
likelihood function because the ML estimation problem for QAM does not admit a 
closed form solution in the absence of knowledge of transmitted data. The parameter
vector of interest is =  [S W]'^. The EM process in general can be summarized as
follows:
A ( 0 ; S  E ^ n f i v l l y} (2.72)
^  argmax^A (2.73)
The full madiematical derivations are given in [83], and the algorithm for SNR esti­
mation in complex AWGN is only briefly outlined below:
•  Initialization
1. The a posteriori probabilities are taken as =  Pi for all k  where Pi is 
the probability of envelope with amplitude Ai as described for the M2 M4 
estimator earlier.
•  Iteration: n  =  1 ,2 , . . . ,  rimax
1.
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2.
Mî4. TV(n) =  2 +
C p(^) _  f{\VkI , \ x k \ = A j ) . P r { \ x k I }
where Pr{\xk\ = =  Pi] is the a priori probability of the symbol
envelope being equal to Ai. The remaining information can easily be ob­
tained from the joint probability of received amplitude values conditioned 
on the parameter vector of interest, i.e., (j) as given in [83].
Final SNR estimate is:
C(7lmox)
P = ^ ----- : (2.74)
2.4.3 Performance Evaluation
The performance of existing SNR estimators, reviewed in sections 2.4. land 2.4.2, was 
evaluated in a complex AWGN channel via MATLAB simulations. The performance 
metric used to analyze and compare the performances of the different SNR estimators 
is the mean square error (MSB) normalized to true SNR value i.e., NMSE defined as:
N M S E {p }  =  ^ (2.75)
where p is the SNR estimate and p is the true SNR. The sample NMSE for each esti­
mator has been estimated from a number of estimates pi as follows:
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N M S E { p ]  =  L  ^  (2.76)
 ^ i=l ^
where Nt denotes the number of simulation trials whieh was chosen to be 1 0 , 0 0 0  in all 
cases. In order to evaluate the absolute performance of eaeh estimator, the Cramer Rao 
Lower Bound (CRLB) [14] is used as a referenee. CRLB is a function of true SNR 
and the number of samples in the observation window (L) used to estimate SNR and 
is given by:
C R L B  =  i  M +  (2.77)
2.43.1 Data-Aided Estimators
In order to compare the performances of SNR estimators for CM constellations, the 
QPSK modulated signal was used in a complex AWGN channel. The simulations were 
performed for SNR ranging from -10 dB to 30 dB in steps of 1 dB and 512 symbols 
were used for all estimators. The mean of estimated SNR over 10,000 trials is plotted 
in Fig. 2.3 for all the three estimators along with the true SNR value for comparison.
From Fig. 2.3, ADML and SNV estimators seem to be very accurate while the phase 
based estimator exhibits a large bias at SNR<10 dB (due to high SNR approximation
used for simplification). The variance and performance can be more easily analyzed
by plotting the NMSE of each estimator as shown in Fig. 2.4 where CRLB is also 
plotted for comparison. It can be seen from Fig. 2.4 that the NMSE curves of SNV 
and ADML estimators almost match the corresponding CRLB curve whilst the phase 
based estimator has higher variance even at high SNR values. Therefore, if known 
data is available and constant modulus constellation signals are transmitted through an 
AWGN channel, either ADML or SNV estimator would be the best choice.
Now the performance of the ML estimator proposed for QAM signals is analyzed in 
a complex AWGN channel employing 512 symbols of 16-QAM modulated signal.
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The mean of estimated SNR and the corresponding NMSE are shown in Fig. 2.5 and 
Fig. 2.6 respectively.
30 True SNR
oczw
1
I
-5
-10 20 30-5
True SNR, dB
Figure 2.5: Mean of DA estimated SNR with 16-QAM
It is seen from the two figures that the ML estimator has a negligible bias (almost zero) 
and its NMSE is almost indistinguishable from the CRLB. Hence, the ML estimator 
remains the best choice for DA SNR estimation in a complex AWGN channel for QAM 
signals as well.
The performance of the ML estimator in [140] is also evaluated for QPSK signals and 
the simulation results (not shown here) show that it yields the same results as ADML 
and SNV estimators. Therefore, ML SNR estimator in [140] is a more appropriate 
choice as a DA SNR estimator in a complex AWGN channel since, it can be employed 
for both constant modulus and non-constant modulus constellations.
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2.4.S.2 Non-Data-Aided Estimators
Performance of four NDA SNR estimators for PSK signais are compared in Fig. 2.7 
and Fig. 2.8 showing the mean of estimated SNR and the NMSE of each estimator 
respectively. These results were obtained using the same simulation parameters and 
setup as stated in previous section. From the simulation results in Fig. 2.7 and Fig. 2.8, 
it is verified that the M2 M4 and envelope based estimators give the same performance, 
as pointed out in section 2.4.2.1.
It is also observed that these two estimators show the best performance over the en­
tire range of simulated SNR. 62  has the highest variance for SNR < 5 dB whereas it 
has the same performance as the M2M4 and envelope based estimators at high values 
of SNR. The power ML estimator has the worst performance when compared to 
other estimators at high SNR values particularly for SNR > 5 dB. Performance degra­
dation in the estimator is due to noise penalty incurred due to the power process
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Figure 2.9: NMSE of NDA estimators for 16QAM
that amplifies the noise when it removes data modulation. The performance degrades 
further for higher order modulation schemes.
Figure 2.9 shows the performance of M2M4 and EM estimators for 16-QAM modula­
tion in an AWGN channel. It is observed from these results that the M2 M4 estimator 
has better performance than the EM estimator at low values of SNR. However the 
M2 M4 algorithm fails to estimate SNR at high values of SNR. Use of higher order 
moments for improved performance in high SNR region was also proposed in [82] 
but it does not show any improvement over M2M4 in low SNR region whereas the 
EM algorithm has better performance at high SNR. Therefore, it was proposed in [83] 
and [57] to use a hybrid approach using M2M4 for SNR < 9 dB and EM estimator for 
SNR higher than 9 dB. The simulation results of the hybrid estimator are presented in 
Fig. 2.10 and Fig. 2.11.
The performances of the DA and NDA estimators were also analyzed and compared in 
a static frequency-flat Rayleigh fading environment. It is a reasonable assumption for
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the SNR estimate to be useful for link adaptation after the estimation interval.
The SNR estimation was performed after channel compensation assuming perfect 
knowledge of the channel estimate is available at the receiver. The need for chan­
nel compensation arises from the fact that all the estimators not only use knowledge 
of the transmitted data but they also exploit the knowledge of underlying constellation 
properties that are changed due to fading. Therefore, the SNR estimators referenced 
in this chapter fail to work if channel compensation is not performed.The simulation 
results are not presented here as it was observed that in the presence of perfect chan­
nel estimation, the SNR estimators exhibit the same performance in a Rayleigh fading 
channel as in the case of a complex AWGN channel. However, it should also be noted 
that the M2 M4 , envelope based and EM estimators would yield the same performance 
in a static fading channel without requiring channel state information and performing 
compensation.
This advantage stems form die fact that these estimators only make use of the envelope 
of the received signal to estimate SNR and, therefore, are robust to phase rotation in­
troduced by the channel. However, this robustness of these envelope based estimators 
in fading channels only makes them superior to other estimators for non-coherent de­
modulation. In the case of coherent schemes, a channel estimate is always required to 
perform phase compensation that is necessary for correct demodulation.
2.5 Summary and Conclusions
In this chapter, we have reviewed the wireless channel in terms of additive white Gaus­
sian noise, narrowband fast-fading (Rayleigh and Rician), wideband fast-fading and 
Doppler spread. The major signal impairments arising from the wireless channel and 
available techniques for overcoming them have also been noted. In addition, param­
eter estimation approaches such as MVU, ML, CRLB, BLUE, LS, MMSE, MAP and
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ad-hoc techniques were reviewed.
We have also presented a literature review of existing SNR estimators for constant and 
non-constant envelope signals in fixed communication systems. In order to validate 
and investigate the performance of these estimators in more detail, extensive simula­
tions were performed and the results have been presented in this chapter. It is observed 
firom the review of existing estimators that data-aided SNR estimation algorithms based 
on the principle of maximum-likelihood estimation [139], [101], [140], [138] give ac­
curate results and are asymptotically efficient as has been validated by the simulation 
results presented in this chapter.
When transmitted data is not known, the ML approach can be employed after removing 
the modulation for constant modulus constellation [139] and the estimator effectively 
performs summation of the received signal’s amplitude so that noise averages out to be 
zero and transmitted signal’s amplitude is estimated. The noise penalty introduced due 
to power process in this algorithm increases with increasing constellation size. 
This approach clearly cannot be applied for non constant modulus constellation due to 
self noise introduced by variations in the envelope of the transmitted signal.
The ML principle for non-constant modulus constellation does not give a closed form 
solution and, therefore, the expectation maximization method is proposed in litera­
ture [83], [56]. This method has high computational complexity and is only accurate 
for high SNR values. It can be concluded from the simulation results that the moments 
based estimator shows the best performance of all other existing NDA estimators for 
constant envelope signals in an AWGN channel [101] and is also the method of choice 
for QAM signals at low values of SNR [83]. Due to the poor performance of the 
M 2M 4 estimator at high SNR values for non-constant envelope signals, the authors 
in [83] proposed a hybrid algorithm wherein the EM estimator is employed at high 
SNR values when the moments-based estimator faUs to estimate the SNR.
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Chapter 3
SNR Estimation in DVB-RCS Systems
3.1 Introduction
It was observed from the simulation results, presented in 2.4.3, that there is signifi­
cant room for improvement in terms of accuracy in case of NDA SNR estimators for 
constant-envelope constellations as none of the existing estimators achieves CRLB. 
The comparison showed that the best performance was achieved by the M 2 M4 estima­
tor for the conditions simulated. In an attempt to improve the performance of NDA 
SNR estimators in an AWGN channel, a new estimator was proposed in [106] based 
on second- and fourth-order moments. This method claims to have smaller estimator 
variance for negative dB SNRs for QPSK modulations in the AWGN channel. How­
ever, we could not reproduce the results claimed by the authors. Another method for 
PSK signals, proposed in [21], is an iterative bias compensation estimator that exhibits 
slightly reduced variance as compared to the M2M4 estimator at low SNR values from 
approximately 0 dB to 10 dB. Therefore, we have proposed a novel NDA SNR esti­
mator for BPSK and QPSK modulations in a complex AWGN channel. It uses the 
constant amplitude property of the in-phase and quadrature components to achieve im­
proved performance. This chapter presents the proposed SNR estimation algorithm
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and also describes its extension to 8 -PSK modulation so that it can be applied for full 
scale ACM on the return link of future broadband satellite communication systems 
based on digital video broadcasting-retum channel via satellite (DVB-RCS) standard.
This chapter is organized as follows. Section 3.2 describes the system model and the 
proposed estimator is presented in section 3.3. Section 3.4 presents an extension of 
the proposed estimator to 8 -PSK modulation so that it can meet the requirements set 
out in the literature for SNR estimation in a DVB-RCS compliant system. Finally, 
conclusions are given in section 3.5.
3.2 System Model
Let cjfc and c q k ,k =  1 , 2 , L be the in-phase and quadrature components of QPSK- 
like symbols transmitted over an AWGN channel. Therefore, the corresponding signal 
components i.e., xjk and xqk are assumed to be i.i.d discrete RVs, taking values in the 
set {A, —A]  with equal probability. Assuming one complex sample is taken for each 
of the L  transmitted symbols after matched filtering and perfect timing recovery and 
that carrier phase and frequency synchronization exists, the received signal yk can 
be described as:
yik = ^ Ik F ^ Ik  (3.1)
VQk = ^Q k +  WQfc (3.2)
where yjk and yqk represent the in-phase and quadrature components of yk respec­
tively, while ojjk and uqk represent the in-phase and quadrature components of noise
which are taken to be zero-mean i.i.d. Gaussian RVs, with variances crj = c7q = cr^ ,
respectively.
The SNR of the received signal is given by:
s E{xl + x^ J 2A^
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where S  is the signal power and W  is the noise power. Assuming the same conditions 
as above for BPSK modulation with xjk G { —A, A}  and xqk = 0, signal power equal 
to is employed in equation 3.3. M 2 of the received signal is equal to the total 
received power which is given as;
M ,  =  E { M ^ }  = E { |m l '}  +  (3.4)
Using equations 3.1 and 3.2, M 2 can be represented as follows:
M 2 = E{Xjk +  uijk +  +  E{^%k +  ^ Qk +  "^^Qk^Qk} (3.5)
Since the noise and signal components are independent, M 2 can be expressed as die
sum of noise power and signal power as:
M ,  =  E{x]^}  +  +  E{x%,} +  E{ui%,} (3.6)
M^ = + a] + A^ + a% = 2A^ + 20“^ = S  + W  (3.7)
Therefore, the SNR can be estimated as follows: 
where
^ 2  =  =  Y  +  VQk] (3.9)
f c = l  k = l
3.3 Proposed Estimator
For BPSK and QPSK modulations in complex AWGN, it is observed that the absolute 
values of the in-phase and quadrature components of the received signal have a close 
relationship with the signal power, since these components have a constant amplitude 
in the transmit signal.
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Consider a received QPSK signal as presented in the system model in equation 3.2. 
Since \xjk\ = \xqk\ = A , k  = 1,2, ...,L,
E{\xik\] = E{\xQk\] = A  (3.10)
The absolute values of the in-phase and quadrature components of the received signal 
can be expressed as:
\yik\ — \xjk +  wjfcl (3.11)
\yqk\ = \xQk +  (^Qk\ (3.12)
Assuming that <  \xk\ (which is valid at high SNR):
\yik\ = k/fel Fujik {yik > 0) (3.13)
\yik\ = \xik\ -  i^ik {yik < 0) (3.14)
\yQk\ = \xQk\ A  ujQk (yQk>o)  (3.15)
\yqk\ =  \xQk\ -  WQ& {yqk < 0) (3.16)
Using equations 3.10, 3.13-3.16 and given that the noise components are zero-mean, 
E{\yik\} = E{\xik\} ±  E{ujk}  =  E{\xik\}  =  A  (3.17)
^{\yQk\} = E{\xqk\} ±  E{uqk}  =  E{\xqk\} =  A  (3.18)
Hence, the transmitted signal power can be estimated using the mean of absolute values 
of the in-phase and quadrature components of the received signal, i.e.
s  =  +  E{\VQk\? = A ^  + A^ = 2 A^ (3.19)
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Consequently, the proposed method estimates the transmitted signal power using the 
samples of the received signal as follows:
EwV+fEwVs,proposed (3.20)
v f c  =  l  /  \ f c = l  /
The proposed method also has a lower complexity than M2 M4 estimator which esti­
mates the signal power as given in equation 2.60 using an estimate of M2 given by 
equation 3.9 and M4 given by:
M a - \Vh (3.21)
fc=i
A comparison of complexity between M2M4 and the proposed method is shown in 
Table 3.1, wherein it is seen that only three real multiplications are required to compute 
equation 3.20 while the number of real multiplications needed to compute M4 increases 
linearly with the observation window L.  For a moderate sample size of L =  64, this 
translates into 193 real multiplications.
Table 3.1: Complexity comparison between proposed met
Operation Eproposed M4
Real Multiplications 3 3 L + 1
Real Additions 2 L - 1 L - 1
lod and M2 M4
Computer simulations were performed to assess the performance of the proposed method 
in comparison to the existing estimators for QPSK and BPSK signals in a complex 
AWGN channel. The SNR is chosen in the range of 0 dB to 30 dB and 10,000 simula­
tion trials were performed for L =  64 symbols. Simulation results are shown in Fig. 3.1 
- Fig. 3.4. For BPSK modulation, the proposed estimator is compared with M 2 M 4 ,  
M*^ power ML and envelope based estimators. It can be observed from Fig. 3.2 that 
the proposed estimator shows greater accuracy than the existing estimators and its 
NMSE curve is close to the CRLB for SNR >  4 dB. Whereas, the existing estimators 
do not attain the CRLB even at high SNR values.
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For QPSK modulation, the performance of the proposed estimator is compared with the 
M2M4 , envelope based and 02 estimators. power ML estimator is not considered 
for comparison since its performance degrades as the modulation order increases as 
was observed in section 2.4.3.2. It can be observed from Fig. 3.4 that the proposed es­
timator maintains its superiority over other estimators. It shows improved accuracy in 
the entire range of simulated SNR values as compared to 6 2 , at moderate/high SNR as 
compared to envelope based and M2M4 algorithms and it also achieves CRLB at SNR 
> 8  dB. Therefore, the proposed estimator is an attractive choice for SNR estimation 
in the fixed communication systems using BPSK and QPSK modulation schemes.
3.4 Application in a DVB-RCS System
In this section, we present the application of the proposed SNR estimation algorithm 
on the reverse (RCS) link of a broadband satellite network. The system under consid­
eration is a point to point oriented multimedia broadband Interactive Satellite System 
whose simplified architecture is depicted in Fig. 3.5. It is composed of a Gateway 
(GW), transparent GEO-stationary satellite, and a fixed Return Channel Satellite Ter­
minal (RCST). In this operating scenario the forward and return (FWD/RET) links are 
assumed to be established in Ka-band (20/30 GHz), and characterized by a 250 ms 
propagation delay from GW to RCST and vice versa.
GatewayTerminal U
Figure 3.5: System Architecture [120]
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The forward link from the GW to the RCST is based on the DVB-S2 standard [7], [11] 
and the return link, from the RCST to the GW, is assumed to be based on the DVB-RCS 
standard [5], [10], [13]. In order to compensate the rain fading and increase the system 
capacity and availability, fade mitigation techniques (FMT) based on adaptive coding 
and modulation (ACM) are employed on FWD/RET links. This implies the system 
is designed to provide the highest possible throughput by applying the most spec­
trally efficient modulation and coding transmission mode (MODCOD) in best channel 
conditions (i.e. clear sky), and less spectrally efficient MODCOD in worse channel 
conditions, to compensate for fading. The resulting capacity gains achieved by using 
ACM have been extensively studied in the literature [15], [32], [38], [39]. An accurate 
and reliable channel estimate is required to fully realize the capacity gains accrued by 
using ACM. Since SNR estimation algorithms have the role of channel state estima­
tors [109], [110], [45], therefore, the efficiency of the ACM procedure is tied to the 
accuracy and reliability of the SNR estimator used in the system.
An analysis of different SNR estimation algorithms from a system point of view was 
performed in [17] and [18]. The authors quantified the performances of contemporary 
SNR estimation algorithms in terms of number of received symbols needed to obtain 
an estimate with a given error margin. Their suitability as channel quality indicators 
for a typical digital video broadcasting (DVB) type satellite system was analyzed by 
considering the various assumptions involved in the algorithms, the effect of noise 
due to interference and the fast fluctuations of the propagation channel during rainy 
conditions. It was concluded that the DA ML estimator is the best choice for the high 
speed forward link compliant with the DVB-S2 standard in a broadband Interactive 
Satellite System. This is because pilot symbols, periodically repeated within each 
frame in DVB-S2, enable DA estimation using the optimally efficient ML algorithm to 
estimate SNR with an error margin of 0.2 dB within few milliseconds. However, this 
level of accuracy cannot be achieved on the return link using the DVB-RCS standard 
due to the absence of a repetitive pilot symbol structure and the use of a short preamble
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consisting of only 48 symbols for each burst transmission. In the above scenario, and 
due to slot to slot variation in interference level resulting from sporadic nature of data 
traffic on the return link, it is necessary to perform SNR estimation within one traffic 
slot duration employing all available symbols (preamble and data) to obtain a reliable 
channel estimation with an acceptable error margin. Therefore, decision-directed and 
non-data-aided estimators are of particular interest and the performance of DDML 
and M 2M4 estimators can be considered as the benchmark in this scenario. Hence, die 
proposed estimator is compared with these two algorithms to verify its suitability in the 
system under consideration. However, the proposed estimator presented in section 3.3 
can only be employed for BPSK and QPSK modulations. Whereas, a full scale ACM 
with QPSK and 8 -PSK with different coding rates is envisaged in future DVB-RCS 
systems [120]. Therefore, an extension of the proposed estimator is considered in 
section 3.4.1 below.
3.4.1 Extension of the Proposed Estimator to 8-PSK
Since we tend to address the issue of SNR estimation on a slot level in a DVB-RCS 
system providing broadband services to fixed terminals, the estimation duration is 
in the order of a few milliseconds with negligible variations in scintillation and rain 
fades [17]. Therefore, signal fading can be assumed to remain constant and the link 
can be modeled as an AWGN channel. Henee, the signal model presented in section 3.2 
still holds true.
The observed property of constant amplitude of the in-phase and quadrature compo­
nents is not valid for 8 -PSK signals, which means that the estimator in equation 3.20 
is not directly applicable. However, as shown in Fig. 3.6, the 8 - PSK constellation 
consists of one QPSK constellation (marked with 0 )  and two orthogonal BPSK con­
stellations (marked with 0  and 0 ).
For the transmitted symbol belonging to a certain subset n, where n = 1,2,3, we
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0  Subset 1 
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Figure 3.6: Three subsets in 8 -PSK constellation
observe that the absolute values of the amplitudes of in-phase and quadrature compo­
nents, i.e., \xi j^^n\ and \xQ^ j^n\ (for the symbol in the subset number indexed by n) 
respectively, remain constant. Therefore, we can still use the estimator in equation 3.20 
to estimate the signal power in each subset, separately, and then average the three to 
estimate the average signal power. This proposed extension to 8 -PSK is analysed ac­
cordingly in equations3.22 - 3.32.
For the signal belonging to a specific subset n  from the 8 -PSK constellation, we can 
replace subscript k in equations3.11 - 3.16 by the subscripts j  and n. It should be noted 
that j  =  1,2 , J n  and, for L  received samples, J2n=i =  T/. Using equations 3.13 
- 3.16 and given that the noise components are i.i.d zero-mean Gaussian random vari­
ables, for subset 1 we observe that the mean of absolute values of amplitude of the 
in-phase and quadrature components of the received signal samples can be represented
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as follows:
±  ^  (3.22)
^{\yQ,jA}  =  ±  =  0 (3.23)
Similarly, for subsets 2 and 3, it is observed that:
E{\yi,3,2 \) = ^ { k w l }  ±  (3.24)
^ { |2/Q,i,2 |} =  E{\xQ^j,2 \} ±  =  E{kQ J,2 |} =  ^  (3.25)
-^{|2//,i,3|} =  ±  =  0 (3.26)
E{\yQ,j,z\} =  ±  E{uqj^z} = E{\xQ^j^2,\] =  ^  (3.27)
From equations 3.22- 3.27, it can be seen that the mean of absolute values of in-phase 
and quadrature components of the received signal yields the amplitude of in-phase 
and quadrature components of the transmitted signal respectively, in the three subsets. 
Therefore, in order to estimate signal power and signal-to-noise ratio from the abso­
lute values of the received signal components, the proposed approach is to partition 
the received signal samples into three subsets based on their phase values. Then the 
estimator proposed in section 3.3 is applied to each of these subsets to compute the 
respective average power. Finally, an estimate of average received power is obtained 
as the sum of the average power of three subsets according to the estimated probability 
of the respective subset. However, unlike BPSK and QPSK, the estimator is no longer 
purely NDA for 8 -PSK due to the decision process involved in the algorithm. There­
fore, it becomes a decision directed algorithm and suffers from a bias at low SNR due 
to the decision errors as will be seen in simulation results in the next section. The 
proposed algorithm can be summarized as follows:
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•  Partition of the received signal samples into three subsets based on their phase 
values.
•  Find the total number of received samples, Jn, n  = 1,2,3, in each subset and 
the respective probability of a symbol belonging to the subset.
•  Find the average power of the received signal as:
3
Sproposed =  ^ 2  (3.28)
n — 1
where Sn is an estimate of average power in subset and determined for the three 
subsets as follows:
Si =  (3.29)
% =  { E { \ y w \ ] f  + (g { |% j.2 |} )' (3.30)
S3  =  (^ { |% j.3 |} ) ' (3.31)
The mean values are estimated from received signal samples, e.g., as:
1
E{\yi,j,i\} =  7T  Ayi,j,n\ (3.32)
i=i
Finally, the SNR can be estimated using equations 3.8,3.9 and 3.28.
3.4.2 Simulation Results
Now we analyse the performance of the proposed algorithm to identify its suitability 
as a channel quality indicator in a DVB-RCS system. Our aim is to quantify the perfor­
mance of the proposed algorithm when SNR estimation is performed in the duration 
of one slot only. We also find the error margin S such that the estimation error is less 
than or equal to 6  for 99% of the trials.
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Assuming the worst case scenario, of a single MPEG Transport Stream (TS) packet 
(188 bytes) burst transmission for each assigned slot to a user and a preamble consist­
ing of 48 symbols, we analyse the performance of the proposed estimator in a DVB- 
RCS system. First, we investigate the performance of the estimator for QPSK mod­
ulation. A total number of 100,000 iterations were performed in a complex AWGN 
channel for an SNR range starting from 4.9 dB (the lowest operating threshold in the 
DVB-RCS network for a target bit error rate of 10“® [120]) to 19.9 dB.
The mean of estimated SNR for QPSK is shown in Fig. 3.7 versus actual SNR value 
and the results for the DDML and M 2M 4 estimators are also presented for comparison. 
This shows that the DDML estimator has a larger bias than the proposed and M2 M4 
estimators whereas, the latter two estimators exhibit similar performance. In order to 
assess the absolute performance of each estimator, the normalized mean square error 
performances of the estimators are shown in Fig. 3.8 and compared with the data aided 
Cramer-Rao bound (CRBda)- It can be seen from this comparison that the proposed
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NDA estimator is biased at low SNR values, whereas, its accuracy increases with SNR 
and the NMSE approaches the CRB at approximately 8  dB. On the other hand, the 
M2 M4 estimator does not approach CRB even at high values of SNR, although it is less 
biased than the proposed estimator below 6.5 dB. It is also observed that the accuracy 
of DDML estimator is similar to the proposed estimator.
Now let us observe the accuracy of the proposed estimator for 8 -PSK modulation in a 
complex AWGN channel for an SNR range starting from 9.6 dB (the lowest operating 
threshold for 8 -PSK for a target bit error rate of 10“® , [120]) to 24.6 dB. In this 
case, without any knowledge of the transmitted symbols, only die decision directed 
version of the proposed algorithm is applicable and the results are shown in Fig. 3.9 
and Fig. 3.10. It can be observed that M2 M4 has reduced bias compared to the DDML 
and proposed estimators below 12.5 dB, but the latter two estimators approach CRB 
at approximately 14.6 dB, whereas, M 2M 4 does not attain this accuracy even at high 
SNR values.
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Table 3.2: Complexity comparison between proposed method and M 2 M4
Operation S d d m l ^proposed ^M2M4
Real Multiplications 2Z/ -J- 2 1 1 3L4-4
Real Additions 2 L - 1 1.5L — 1 L - 1
It is observed from the simulation results that the proposed estimator performs better 
than die M2 M4 estimator and shows significant improvement in accuracy especially 
at moderate/high SNR for both QPSK and 8 -PSK schemes. The accuracy of the pro­
posed estimator is found to be similar to that of the DDML estimator. However, the 
overall complexity of the proposed estimator is less than both estimators as can be 
seen from Table 3.2. This table shows the number of real additions and multiplications 
required to estimate signal power using the three estimators assuming equiprobable 
distribution of transmitted 8 -PSK constellation. For the M2 M4 estimator, the number 
of computations required to calculate M2 is not taken into account, since, it is required 
to estimate SNR in all the three algorithms. For a single MPEG TS packet carrying 
8 -PSK modulated symbols (i.e. 501 symbols), the proposed estimator requires only 
11 real multiplications (it is independent of die number of estimation symbols L) and 
751 additions, whereas DDML requires 1001 multiplications and 1004 additions and 
M2 M4 requires 1507 multiplications and 500 additions (both having a multiplication 
complexity which increases with L).
Now that we have analyzed the performance of this estimator in a DVB-RCS network 
and compared it with the state-of-the-art DD and NDA estimators, the proposed es­
timator is shown to be a better choice than DDML estimator as both have the same 
performance in terms of accuracy but the proposed algorithm is significantly less com­
plex. We have seen that the M2M4 estimator is more complex and is less accurate but 
it has lower NMSE at low SNR values than the proposed estimator. Therefore, it is fur­
ther proposed to use a hybrid algorithm that first estimates SNR according to the less 
complex proposed algorithm and if the estimated value is below a certain threshold.
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then the SNR is estimated using the M 2M 4 estimator. The threshold levels are selected 
as 6.5 dB and 12.5 dB for QPSK and 8 -PSK, respectively, from Fig. 3.8 and Fig. 3.10. 
The resulting NMSE that can be achieved using the hybrid estimator is represented 
in Fig. 3.11 and Fig. 3.12. It can be seen from these figures that in the transition re­
gion, where the estimator switches from the proposed amplitude based algorithm to 
the M 2M 4 estimator, there is a higher variance than can be achieved by the more ac­
curate M 2M 4 algorithm for SNR below the threshold level. This is due to the error 
margin associated with the proposed approach and, therefore, it is important to adjust 
the threshold levels to compensate for the variance in estimation.
Extensive computer simulations were performed to find the error margin attained by 
the proposed estimator and results have indicated that it achieves an error margin of 
0.5 dB. These results were obtained assuming a worst case scenario in which only 
one traffic slot is allotted to a user per superframe, and single MPEG TS packet is 
transmitted per slot. Error margin will be further improved when more packets are
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available within a burst. When estimation is performed on the level of slots, 0.5 dB 
margin is accounted for and the threshold levels for switching are set to 7 dB and 13 dB 
for QPSK and 8 -PSK, respectively, with the simulation results presented in Fig. 3.13 
and Fig. 3.14.
3.5 Conclusions
In this chapter, we have proposed an NDA SNR estimation technique for BPSK and 
QPSK modulations in complex additive white Gaussian noise. It uses the constant 
amplitude property of in-phase and quadrature components of these modulations to 
achieve an improved performance. Its complexity is shown to be lower while its ac­
curacy is improved over the popular moments-based estimator, approaching closely 
to the Cramer-Rao lower bound at moderate SNR. The proposed estimator achieves
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50% reduction in additive complexity as compared to the M2M4 estimator. Its multi­
plicative complexity is independent of the number of symbols used for SNR estimation 
whilst the multiplicative complexity of the M2 M4 estimator increases linearly with the 
number of symbols. Its achieved performance makes it an attractive choice in the fixed 
communication systems using these lower order modulation schemes.
In order to use this estimator in future DVB-RCS systems employing ACM, an ex­
tension of the proposed technique to 8 -PSK is also given. The estimator now makes 
use of the amplitude and phase values of the received signal in its estimation/decision 
process such as to achieve significant improvement in performance (i.e. lower com­
plexity and greater accuracy) than the existing estimators for both QPSK and 8 -PSK. 
It achieves the Cramer-Rao lower bound at moderate values of SNR whilst performing 
98% less multiplication operations as compared to the M 2M 4 estimator. In order to re­
duce the bias at low values of SNR, a hybrid approach is further proposed using M 2 M4 
estimator at low values of SNR while the proposed method is used for moderate/high 
values of SNR. The proposed hybrid approach shows promising results for the operat­
ing SNR regions of ACM in DVB-RCS, as analysed in the literature, even in the worst 
case scenario of single MPEG TS packet for each burst transmission.
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Chapter 4
SNR Estimation in OFDM Systems
4.1 Introduction
Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier modulation 
technique, which uses many orthogonal subcarriers to transmit/receive a high data rate 
signal [20,30,37,60,70,97,116,134]. It has become an increasingly popular scheme for 
fixed and mobile applications and is already being applied in cable (ADSL), broadcast­
ing (DVB-T/H/SH, DAB), wireless (WiFi, WiMAX) and mobile (3GPP LTE) network 
standards.
The primary advantage of OFDM over single-carrier transmissions is its robustness to 
frequency-selective fading occurring due to a multipath (wideband) channel, thus elim­
inating the need for complex time-domain equalization [104]. Indeed, OFDM may be 
viewed as a composite of many low data rate signals, each modulating a different 
subcarrier, rather than a single-carrier high data rate signal. This effectively changes 
the channel from a wideband transmission into many parallel narrowband transmis­
sions. By using orthogonal subcarriers whose spacing are integer multiples of the 
symbol rate l/Tg, OFDM is able to achieve great bandwidth saving over its frequency 
division multiplexing (FDM) counterpart while still avoiding inter-carrier interference
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(ICI) [97]. The low OFDM symbol rate achieved by transmitting data in parallel makes 
the use of a guard interval/cyclic prefix between OFDM symbols affordable, in order 
to handle die channel delay spread and thereby eliminating inter-symbol interference 
(IS I) [20]. OFDM can be efficiently implemented digitally (baseband) through the use 
of fast Fourier transform (FFT) techniques [97]. Adaptable transmission parameters 
such as modulation and coding can play an important role in making an efficient use of 
OFDM system resources. The parameters are adapted according to channel conditions 
indicated by a knowledge of the signal-to-noise ratio.
This chapter first introduces the basic concepts of OFDM and also provides the mathe­
matical modeling of signals, with reference to a generic OFDM system in section 4.2. 
Some popular preamble-aided techniques for SNR estimation in an OFDM system are 
reviewed in section 4.3 followed by a description of our proposed estimator in sec­
tion 4.4. Simulation results, presenting the comparison of the proposed estimator with 
the existing techniques, are discussed in section 4.5. Finally, conclusions are given in 
section 4.6.
4.2 Principles of OFDM
The concept of using parallel data transmission and frequency division multiplexing 
(i.e. multicarrier transmission) was first proposed in 1960s. In a multicarrier sys­
tem, the total bandwidth is divided into a number of non-overlapping frequency sub­
channels. Each sub-channel is modulated with independently generated narrow-band 
signals and then sub-channels are frequency multiplexed. Guard bands are used in 
order to avoid spectral overlapping and thus eliminate the inter-channel interference. 
At the receiver, filters are used to separate the signals arriving from different sub­
channels [97], [62].
In a multicarrier system, a deep fade in the channel can only affect a small percentage
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of the subcarriers and these subcarriers can be corrected by using a powerful error con­
trol coding. On the other hand, in the conventional single carrier systems, the symbols 
are sequentially transmitted with each data symbol occupying the entire bandwidth 
available for transmission [62]. Moreover, the multicarrier transmission makes the re­
sulting symbol duration relatively larger than the multipath excess delay spread and 
this solves the inherent ISI problem encountered in high-rate single carrier systems. 
Using the non-overlapping subcarriers in the frequency-domain leads to poor spectral 
efficiency and thus, it is not attractive to use multicarrier transmission as a solution 
to the multipath self interference problem. This is solved by OFDM, where the or­
thogonality of subcarriers allows overlapping sub-channels without causing harmful 
ICI.
4.2.1 OFDM Modem Structure
The schematic of a typical OFDM modem structure is shown in Fig. 4.1. The serial 
data stream is mapped to data symbols with a symbol rate of 1 /T^, employing a general 
phase and amplitude modulation scheme, and the resulting symbol stream is demul­
tiplexed into a vector N  of data symbols Cq to Cn - i - The parallel data symbol rate 
is 1/N.Ts, Le., the parallel symbol duration is N  times longer than the serial symbol 
duration Tg. Hence the effects of the dispersive channel, imposed on the transmitted 
signal as the convolution of the signal with the CIR, become less damaging, affecting 
only a fraction of the extended signaling pulse duration. The N  parallel streams un­
dergo inverse FFT (IFFT) processing that transforms the signal’s spectrum to the time- 
domain for transmission over the channel. The associated modulated signal samples, 
c{k); =  0 , 1 , 2 , iV — 1, are the time-domain samples of the OFDM symbol and
are transmitted sequentially over the channel after the insertion of a cyclic-prehx (CP). 
At the receiver, a spectral decomposition of the received time-domain samples, y{k), 
is computed employing an iV-tap FFT, and the recovered data symbols are restored in
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Figure 4.1: Schematic of N-subcairier OFDM transmission system 
serial order and demultiplexed, as seen in Fig. 4.1.
4.2.2 OFDM Signal Model
In an OFDM system, the signal samples at the output of the IFFT in the transmitter are 
given by:
1 t V ^ s e d — l
c{k) = —=  ^  C n ^ ~ ^ \  fc =  0 , 1 , 2 , AT -  1 (4.1)
V A/ ^ ^ 0
where On is the transmitted symbol on subcarrier and N  is the total number of sub­
carriers of which Nuaed are used. c{k) represents the symbol samples after IFFT pro­
cessing with each symbol consisting of N  samples. However, the transmitted OFDM 
symbol can be denoted as:
[c (AT — G) , c (AT — (j - } - 1 ) , c (AT — 1),  c ( 0 ) , c (AT — 1 )] (4.2)
wherein the samples which precede c(0) represent die CP of length G which is used 
to eliminate the ISI resulting from the multipath channel delay spread [70], [97]. The 
length of the guard interval (GI) is usually a fraction of die useful symbol length (e.g.
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Figure 4.2: An N-subcarrier OFDM time-domain signal with a cyclic extension of G 
samples
N/4, N/S,  A /16 or A/32) and the resulting transmitted time-domain OFDM symbol 
is depicted in Fig. 4.2.
Assuming perfect synchronization and samphng precision, the received signal samples 
of an OFDM symbol, after the removal of the CP, can be represented as:
y{k) = x { k ) A: =  0 , 1 , 2 , A  — 1
L-l
x{k) =  ^  h{l)c(k — I)
(4.3)
(4.4)
1=0
where uj{k) = uJi{k) +  jujqik) is the zero-mean complex AWGN, uj/Q(k) are inde­
pendent and identically distributed zero-mean random variables with variance a ‘^ /2. 
x{k) is the received noise-free signal and /i(/) is the impulse response of the wideband 
(frequency-selective) channel whose memory order is L  samples.
4.2.3 Adaptive OFDM
The bit-error probability of different OFDM subcarriers transmitted in time-dispersive 
channels depends on the frequency-domain channel transfer function. The occurrence 
of bit errors is normally concentrated in a set of severely faded subcarriers, while in 
the rest of the OFDM spectrum, often no bit errors are observed [41], [70]. If the sub­
carriers that will exhibit high bit-error probabihties in the OFDM symbol to be trans­
mitted can be identified and excluded from data transmission, the overall BER can be
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improved in exchange for a slight loss of system throughput. Since the frequency- 
domain fading deteriorates the SNR of certain subcarriers, but improves others’ above 
an average SNR value, the potential loss of throughput due to the exclusion of faded 
subcarriers can be mitigated by employing higher order modulation modes on the sub­
carriers exhibiting high SNR values [70].
In addition to excluding sets of faded subcarriers and varying the modulation modes 
employed, other parameters such as the coding rate of error correction coding schemes 
can also be adapted at the transmitter according to the perceived channel transfer func­
tion.
Adaptation of the transmission parameters may be based on the transmitter’s percep­
tion of the future channel conditions. Clearly, this estimation of future channel pa­
rameters can only be obtained by extrapolation of previous channel estimations, which 
are acquired upon detecting each received OFDM symbol. The channel characteristics 
therefore have to be varying sufficiently slowly compared to the channel estimation 
interval.
Adapting the transmission technique to the channel conditions on a timeslot-by-timeslot 
basis for serial modems in narrow-band fading channels has been shown to consider­
ably improve the BER performance for time-division duplex (TDD) systems assuming 
duplex reciprocal channels [70]. However, the Doppler fading rate of the narrow-band 
channel has a strong effect on the achievable system performance. If the fading is 
rapid, then the prediction of the channel conditions for the next transmit timeslot is 
inaccurate, and therefore an inaccurate set of transmission parameters may be chosen. 
A given single-carrier adaptive system in narrow-band channels will therefore operate 
efficiently only in a limited range of channel conditions.
In an adaptive OFDM modem, the variation of the signal quality can be exploited in 
both the time and the frequency domain in order to improve the BER performance 
while achieving the throughput target. The channel conditions still have to be mon-
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itored based on the received OFDM symbols, and relatively slowly varying channels 
have to be assumed. Transmission parameter adaptation is a response of the transmit­
ter to time-varying channel conditions. In order to efficiently react to the changes in 
channel quality, the following steps have to be taken.
•  Channel quality estimation: In order to appropriately select the transmission 
parameters to be employed for the next transmission, the transmitter requires a 
reliable estimate of the expected channel conditions for the time instant, when 
the next OFDM symbol is to be transmitted.
Different techniques can be employed to estimate the channel quality. For OFDM 
modems, the bit-error probability in each subcarrier is determined by the fluc­
tuations of the channel’s current frequency-domain channel transfer function 
with the aid of the channel transfer function estimates provided by the pilot 
symbols, provided that no interference is present. The estimate of the channel 
transfer function can be acquired by means of pilot-tone based channel estima­
tion [128], [47], [64], [143], [78], [89], [46], [146], [63], [132]. More accurate 
measures of the channel transfer function can be gained by means of decision- 
directed or time-domain training sequence based techniques [149], [147]. Alter­
native channel quality measures can be provided by means of decision-feedback 
local SNR estimations.
•  Parameter Adaptation: Different transmission parameters, such as the modula­
tion and coding modes, can be adapted to the anticipated channel conditions. 
Adapting the number of modulation levels in response to the anticipated local 
SNR encountered in each subcarrier can be employed, in order to achieve a wide 
range of different tradeoffs between the received data integrity and throughput. 
Corrupted subcarriers can be excluded from data transmission and left blank 
or used, for example, employing a low level modulation scheme. A range of 
different algorithms for selecting the appropriate modulation modes have been 
proposed in the literature [6 8 ], [69].
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The adaptive channel coding parameters include code rate, adaptive interleaving 
and puncturing for convolutional and turbo codes, or varying block lengths for 
block codes [61]. These techniques can be combined with adaptive modulation 
mode selection.
•  Signaling the Parameters: The receiver has to be informed, as to which demod­
ulator parameters to employ for the received packet. This information can either 
be conveyed within the OFDM symbol itself, at the cost of a loss of effective data 
throughput, or the receiver can attempt to estimate the parameters employed by 
the remote transmitter by means of blind detection mechanisms.
4.3 Existing SNR Estimators
As discussed in section 4.2, adaptable transmission parameters (such as code rate, 
modulation mode etc.) can play an important role to make an efficient use of OFDM 
system resources. It has been demonstrated in the literature [41], [70] that in an adap­
tive OFDM based system, the required signal power, for a target bit error rate, can 
be reduced dramatically compared with a non-adaptive system. However, these pa­
rameters are adapted according to channel condition indicated by the signal-to-noise 
ratio.
SNR estimators proposed for single carrier systems can be applied directly to OFDM 
systems in an additive white Gaussian noise channel. However they cannot be ap­
plied in frequency selective channels, since the channel coefficients are varying across 
the subcarriers. Therefore, various data-aided (DA) [141], [137], [31], [107], [108], 
[150], [151], [113] and non-data-aided (NDA) [40], [121], [131] SNR estimators have 
been proposed for OFDM systems in frequency-selective channels, each having its 
own advantages and disadvantages. NDA estimators for OFDM systems make use of 
the cyclic-prehx and need to estimate the channel order to obtain the noise variance
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and SNR estimate. Hence, the accuracy of these estimators is affected by the errors 
in channel order estimation and their complexity also depends on the employed chan­
nel order estimator. DA estimators achieve higher accuracy by using the samples of 
preamble or pilot symbols at the expense of lower bandwidth efficiency as compared 
to NDA estimators.
Xu [141] proposed a subspace-based algorithm to estimate the SNR by using the least 
square (LS) channel estimate of the pilot subcarriers. This estimator has high complex­
ity due to operations of correlation and subspace decomposition of the channel matrix 
and its performance depends on the number of pilots in the OFDM packet. Xu in [137] 
proposed a moments-based estimator using pilot subcarriers and the properties of the 
correlation function in the time domain. However, its performance is also dependant 
on the number of pilots available.
We focus on preamble-based estimators for wireless OFDM systems due to their im­
proved performance and lower complexity as compared to NDA and pilot-based tech­
niques. Boumard proposed a method to estimate SNR in OFDM systems assuming 
that the channel frequency response varies slowly [31]. However, its performance is 
significantly degraded in highly frequency selective channels. Ren [107] proposed a 
method to estimate the noise variance by using the LS channel estimates obtained from 
two identical OFDM training symbols while the signal power is estimated from their 
second order moment. In [108], Ren used a similar preamble structure to estimate 
noise variance using the difference between the received OFDM subcarriers, similar to 
the minimum mean square error (MMSE) principle, thereby improving performance. 
In [150], Zivkovic proposed a low complexity estimator, based on periodically-used 
subcarriers (named PS estimator). It estimates signal and noise power from active and 
inactive OFDM subcarriers respectively as was proposed in [113]. However, its accu­
racy decreases as the number of used subcarriers reduces. In [151], certain modifica­
tions were suggested to the PS estimator in order to improve estimation performance. 
The modified PS estimator, named improved PS (IPS) estimator is based on the adap-
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Figure 4.3: Frame structure
tive selection of significant channel impulse response (CIR) paths utilizing the average 
noise power estimate obtained in the frequency-domain. This improved channel esti­
mation mechanism also improved the performance of SNR estimation, however, at the 
expense of a higher computational cost as compared to the PS estimator. An estimator, 
similar to Ren’s estimator in [108], was also proposed in [117]. The authors reported 
improved accuracy as compared to the PS estimator. However, the reported results are 
obtained using two training symbols for the proposed algorithm as compared to one 
training symbol for the PS estimator.
In this section, we review the above mentioned existing preamble based estimators. 
The existing estimators, operate in the frequency-domain, and therefore, we first present 
the corresponding system model and SNR estimation formulation in the following sec­
tion. Then the existing techniques will be presented.
4.3.1 System Model
In many wireless OFDM systems, transmission is normally organized into frames. A 
typical frame structure is shown in Fig. 4.3 where a sequence of data symbols is pre­
ceded by several preambles of known data used for the synchronization and/or channel 
estimation purposes.
We consider a general model of the frame structure composed of I  OFDM symbols in 
the preamble where each symbol contains N  modulated subcarriers. Let C{i, n) denote
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the complex data symbol on subcamer in symbol, where i = 0,1, ...,I — 1 and 
n =  0 , 1 , AT — 1. It is assumed that modulated subcarrier has unit magnitude, i.e. 
\C{i,n)\^ = 1, which is a regular assumption since present OFDM standards usually 
contain preambles composed of QPSK and/or BPSK modulated subcarriers. At the 
receiver, perfect synchronization is assumed, hence after EFT, the received signal on 
subcarrier in preamble can be expressed as;
Y  {i, n) = y/SC{i, n)H{i, n) +  y/W7](i, n) (4.5)
where rj{i, n) is a normalized sample of zero-mean complex Gaussian noise process, in 
the ffequency-domain, with variance 1 , and is assumed to be independent of the sub­
carrier index n, S  and W  transmitted signal power and noise power on each subcarrier, 
respectively, and H (i,n )  =  H i(i,n)  +  jHQ{i,n) is the channel frequency response 
given by:
L
H{i, n) = Y ,  (4.6)
£=1
where hi{iTs, ti), and ti denote the gain of path and delay during the symbol, 
respectively, and Tg is the sampling interval. Since we consider SNR estimation algo­
rithms for the purpose of adaptive transmission, it is assumed that the channel is slowly 
fading and H {i,n)  is replaced by H{n) for a received packet. The average SNR of a 
received OFDM packet and that of subcarrier, using the general assumption that 
E{\H{n)\^} =  1 can be expressed respectively as:
E{E{\s/SC(i,n)H(n)\'‘}} S 
'  E{E{\VWriii,n)P}} W
E{\VSC{i,n)H{nm S\H{n)\^
=  E{\VW v{i,n)n ------------—
where the inner expectation in equation 4.7 is over the subcarrier index (n) and the 
outer expectation and the expectation in equation 4.8 is over the OFDM symbol index 
(0 .
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4.3.2 Boumard’s Estimator
Boumard proposed an SNR estimation method in [31] for a MIMO-OFDM system in 
slow varying channels in both the time and frequency domain, but the performance is 
not good at low SNR and is sensitive to the channel’s frequency selectivity. Its SISO 
version analyzed in [107] is presented herein.
In most OFDM standards, the preamble often contains two or more OFDM symbols 
with the same structure, or one OFDM symbol with many identical parts. Boumard 
considered a system with two identical training OFDM symbols in the preamble that 
can be represented as;
C(z) =  [C(2 , 0), C(2 , 1 ), ..., ..., C (2 , A  -  1 )], 2 =  0, 1  (4.9)
where C(0) =  C (l) => 0(0, n) =  0(1, n) =  0(n),  and assuming that \0(i, n)\^ = 
1 is satisfied, the average SNR is estimated as follows;
Pavg,Bcm =  (4.10)
W bou
where
i V - l
=  (4.11)
n=0
and
- N—1
=  4 ÎV 5 3  |C ("  - " )  +  y ( l , " ) ) -  C{n){Y{0, n  - 1 )  +  y ( l ,  n  -  l))p
n=l
(4.12)
are the estimates of S  and W ,  respectively, and
H{n) = ^ ^ i Y { 0 , n )  + Y { l ,n ) )  (4.13)
is the least squares estimate of H(n)  averaged over two preamble symbols. Using 
H(n), the SNR on subcarrier is estimated as;
M . a a :  , „ 4 ,
^Ybou
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4.3.3 Ren’s Estimators
Ren et al. proposed a low complexity SNR estimator with improved accuracy as com­
pared to the Boumard’s estimator in [107] and proposed another low complexity algo­
rithm with greater accuracy in [108]. We call the estimators in [107] and [108] Ren I 
and Ren II, respectively, and reproduce them as follows.
4.33.1 Ren I Estimator
In [107], Ren et al. proposed a second-order moment-based SNR estimator robust to 
the frequency selectivity, employing the presumed preamble arrangement from Boumard’s 
estimator. Derived average SNR estimate can be expressed as:
Pav,.RenI = (4.15)
^Renl
where ^  ^
W^ Ben/ =  4  É  [y(0,n)C*(0,n)^*(n)/|^*(n)|l)' (4.16)
n=0
and
SRe^I = " ) ! ' -  (4.17)
n=0
are the estimates of W  and S, respectively, and H{n) is defined in equation 4.13. The 
performance of this estimator is independent of the channel frequency response esti­
mation although the estimated channel states are used in the average SNR estimation. 
Additionally, SNR on subcarrier is estimated as:
Pin) = (4.18)
W rctiI
4.S.3.2 Ren II Estimator
In [108], Ren et al. derived the estimation of the noise variance by using the two 
adjacent OFDM training symbols with the same structure.
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The and (i +  1)*^  received OFDM training symbols in die preamble can be written
as:
Y(i,n) =  VSC(i,n)H{n) + ^/Wri(i,n)
Y(i + l,n) =  '/SC{i + l,n)H{n) + \/Wr]{i + l,n) (4.19)
Assuming C(i,n) ^  0, C{i + l,n) ^  0, the noise variance is estimated using this
preamble structure as follows:
N - l
(4.20)
where
=  (4.21)
Y '( i  +  1, n) =  Y{i +  1 , n).C*{i +  1, n) (4.22)
Signal power is estimated using the second-order moment of the received preamble 
and the estimated noise variance from equation 4.20 as follows:
S rsuII = E{\Y'(i,  n)p} — WRenii (4.23)
Ren et al. also derived the noise variance estimator for the preamble consisting of only 
one symbol with identical halves. If there is only one training OFDM symbol with 
two identical parts in the preamble, one can take N/2 point FFT for the two adjacent 
parts in ± e  OFDM training symbol respectively. After the FFT transform, the data 
Z{i, n), Z{i +  1, n), n  =  0, ...,N/2 — 1 can be obtained. The noise variance can also 
be estimated by:
i V / 2 - l
W n ^ „  = j , Y . { \ Z { i , n ) - Z { i  + l,n)\^}  (4.24)
n=0
This estimator has reduced complexity as compared to the Boumard’s and Ren I esti­
mators and was also shown to exhibit greater accuracy.
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Figure 4.5: Preamble structure in ffequency-domain [150]
4.3.4 Zivkovic’s Estimators
Zivkovic proposed an SNR estimator based on periodically used subcarriers, named PS 
estimator, in [150] and an improved PS estimator using a similar preamble structure 
in [151].
The key idea rests upon the time-domain periodic preamble structure for time and 
frequency synchronization in [87]. In order to cover a wider frequency range, in [8 8 ] 
a preamble of Q identical parts, each containing N /Q  samples is proposed as depicted 
in Fig. 4.4. The corresponding ffequency-domain representation is shown in Fig. 4.5. 
Assuming that Q divides N  so that Np =  N /Q  is an integer, a preamble with Q 
identical is generated by modulating each subcarrier, starting from 0 *^ , with a 
QPSK signal while the remainder of Nz = N  — Np = ^ - ^ ^ N  subcarriers are not 
used (nulled). In order to maintain the total energy level over all symbols within the 
preamble, the power is scaled by a factor Q yielding a total transmit power of SQ  in 
the loaded subcarriers.
Write n = mQ  +  g; m =  0 , — 1, q = 0, ...,Q — 1. The transmitted signal on
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the subcarrier is written as:
f CpijTi), q = 0
C{n) = C { m Q F q ) =  I (4.25)
[O, q = l , . . . , Q - l
The received signal is given by:
Yp{m), q = 0 
Y{n) = Y { m Q Y q ) =  (4.26)
Yz{mQ Y  q), q = 1 , •••, Q — 1
where
Yp{m) =  y/SQCp(m)H{m)  +  y/Wr][m) (4.27)
denotes the received signal on loaded subcarriers, and
}^(mQ Y  q) = Vwr]{mQ Y  q) (4.28)
the received signal on nulled subcarriers consisting only of noise.
4.3.4.1 PS Estimator
Zivkovic proposed to estimate noise variance using the empirical second-order moment 
of the received signal in nulled subcarriers that is estimated as follows:
A . .  =  Iv T ^ rT T  E  E  K W + ( 4 . 2 9 )
The average SNR is estimated as:
"--hYY ™
where M2 ,p is the empirical second-order moment of loaded subcarriers and is given 
by:
A T p - l
* v  =  i r r E l W P  (4.31)
^ m =0
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Hence, the average SNR is estimated as;
Q'"'" +
The SNR per subcarrier is estimated as follows:
p .., =  Y(Q - 1) - 1 )  (4.32)
p(n) =  ^  (4.33)
where È(n)  is the LS channel estimate.
The PS estimator has considerably lower complexity as compared to previous estima­
tors and also saves bandwidth since only one OFDM symbol is required to estimate the 
signal-to-noise ratio. Accuracy of the estimated average SNR increases as Q increases, 
but it also increases sensitivity of SNR per subcarrier estimates to frequency selectivity 
due to interpolation performed on nulled subcarriers during channel estimation.
43.4.2 IPS Estimator
In [151], certain modifications were proposed to the PS estimator to improve die SNR 
per subcarrier estimates. The IPS estimator utilizes the method of significant channel 
impulse response path selection proposed in [65].
For a preamble with identical parts, the channel estimates are available only for die 
loaded subcarriers by means of LS estimation as:
Hp{m) =  -Yc;{m)Y^{m)
r- IW=  y/SHp(m)Y A — Cp{rn)i](in) (4.34)
V V
The CIR estimates after IFFT can be written as:
hp(k) =  I F F T np , 0 < k < N p - l  (4.35)
where IFFT^p  [.] presents the Ap-point IFFT. In order to obtain channel estimates, the 
rest of Nz = N  — Np samples are padded with zeros giving the CIR prior to A-point
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FFT as:
0 < k < N ,  1 (4,36)
0 , Ap <  fc <  A  -  1
Channel estimates after A-point FFT are obtained as:
B(n)  = FFTjv h(k) , 0  <  n  <  A  -  1 (4.37)
In the IPS estimator, only the significant CIR paths are selected as inputs to the FFT. 
The significant paths are selected by comparing the average power estimates of indi­
vidual CIR paths \hp{k)\'^ with the threshold A determined by the average noise power 
estimate obtained in the ffequency-domain M2 ,2 * The rest of the CIR paths, whose 
average power estimates are below the threshold, are nulled assuming that they present 
only noise samples. Therefore, the CIR prior to A-point FFT can be written as:
(4,38)
 ^0 , otherwise 
The threshold Xth is derived in [151] as:
=  Tl +  i  j  M2 ,. (4.39)
After significant path selection and FFT, channel estimates H(n)  are obtained using 
equation 4.37, while SNR per subcarrier estimates p{n) are derived from equation 4.33. 
Since performed CIR filtering significantly reduces the amount of noise present in 
channel estimates, the average signal power estimate can be written as:
%  =  (4.40)
n = 0
giving the average SNR estimate as:
pU  =  (4.41)
The IPS estimator shows performance improvement of average SNR estimation in the
low SNR regime and considerably outperforms the PS estimator for SNR per subcarrier 
estimation, although at the expense of higher computational requirements.
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4.4 Proposed Estimator
We propose a time-domain algorithm for SNR estimation in OFDM systems based 
on a conventional preamble structure with two identical parts. This preamble structure 
conforms to existing OFDM-based standards (such as WiFi and WiMAX) and it is also 
useful for synchronization and channel estimation purposes as shown in [144], [87], [19], 
[148].
The received preamble, after the removal of the CP, can be described by equation 4.3 
which is reproduced below:
y(k) = x(k)  Y  Lj(k); k = 0 , 1 , 2 , N  — 1 (4.42)
where x(k) = h{l)c{k — I) is the received noise-ffee signal, h{l) is the impulse 
response of the frequency-selective channel and u{k) represents the zero-mean com­
plex AWGN with variance As described in equation 4.2.3, for the purpose of SNR 
estimation it is assumed that the channel is coherent over several OFDM symbols. Let 
S  represent the average power of the signal x{k). The average SNR is given as:
B{|w(fc)P}  ^ ^
The proposed estimator is based on a preamble structure having two identical parts.
This may consist of two OFDM symbols or one OFDM symbol. Provided that a CP
is used, the received noiseless preamble from a wideband channel will also consist of 
two identical parts, i.e.
x(k) = x(k  +  N/2)  (4.44)
The average signal power can be represented as follows:
S  = B{|x(fc)p} =  E{\x[k  +  iV/2 )p} (4.45)
The correlation of in-phase and quadrature components of the two parts of the received
92 Chapter 4. SNR Estimation in OFDM Systems
preamble can be written as:
Rj  = E{yi{k)yi{k  +  A/2)} 
R q =  E{yQ{k)yQ{k +  A/2)}
(4.46)
(4.47)
Since the noise is a zero-mean process and the noise samples are independent of each 
other and of the signal samples, the above equations simplify to:
Ri  = E { x j { k ) x i ( k Y N / 2 ) }
R q =  E{xQ{k)xQ{k -j- A/2)}
The signal power can be expressed using equations 4.44-4.49 as follows:
S  = Rj Y  R,Q
(4.48)
(4.49)
(4.50)
Therefore, we propose to estimate signal power from the samples of received preamble 
as:
S =  — Y '
N \  (  A
yj(k)yi  I ^ +  y  ) +  Vq { )^Vq I ^ +  y (4.51)
Based on the conventional approach, noise power can be estimated by subtracting the 
estimated signal power from total received power as follows:
=  (4.52)
ifc= 0
Substituting equation 4.51 into equation 4.52 we get:
N - l
k=0
Wj(fc) — Wj +  ^WqC^ ) — Wq (4.53)
However, the difference in noise samples can be obtained by subtracting one half of the 
received preamble from die other. Hence noise power can also be estimated, similar to 
the pattern in [108], as:
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(4.54)
Comparing equation 4.52 and equation4.54, it can be seen that we now need N  times 
less multiplications for noise power estimation. Average SNR can be estimated using 
equation4.51 and equation4.54 as:
. _  2  E f io  '  [ri{k)ri (fc +  f  ) +  r g j k y g  {k +  f  )]
Pavg »r/n i f .  . ... . o . . ... . o1 t.4.JO/
Y!k=o  ^ [ ( ^ / W  - r i [ k Y  f ) y  +  (rQ(k) - r ç  ( k +  f ) ) ^
SNR per subcarrier can be estimated as:
«  .  1 | = £  (4.5®
where Ê (n ) is the estimate of the channel frequency response on the subcarrier ob­
tained using the method for adaptive selection of significant channel impulse response 
paths as outlined in section 4.3.4.2.
The proposed estimator can also be used for CP-based SNR estimation, provided that 
the channel memory order (L) is known, wherein:
^  _  2 E L l  +  A )  -I- yQ{k)yQ{k  +  A ) ]
Sfc=L ~ yii  ^+ + (2/q( )^ — 2/q(  ^+ ^)Ÿ]
where G is die CP length in samples.
4.5 Simulation Results
Computer simulations were performed to verify the performance of the proposed esti­
mator in comparison with the existing methods.
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We assume an OFDM system similar to WiMAX with N  = 256 subcarriers, Nused = 
200, G = 32 samples and a center radio frequency of 3 GHz [87]. The sampling fre­
quency is 10 MHz. Three types of channels with different delay spreads and Doppler 
shifts [108] are considered to investigate the performance of the proposed SNR estima­
tor. Channel A is a 7-taps fading channel with a root mean square delay (rms) of 0.1 ps 
and a maximum Doppler frequency of 50 Hz (18 km/h), channel B is  a 7-tap fading 
channel that has a sample spaced exponential power delay profile with an rms delay of 
l.Ops and a maximum Doppler frequency of 50 Hz, and channel C is a 7-taps fading 
channel with an rms delay of 0.1 ps  and a maximum Doppler frequency of 100 Hz (36 
km/h). The coefficients of all the taps in the channels are Rayleigh faded. All the used 
subcarriers are QPSK modulated and a total number of Af=100,000 iterations were 
performed for each value of estimated SNR ranging from -10 dB to 40 dB. The metric 
used for performance evaluation is the mean square error (MSB) of the estimated SNR 
normalized to actual SNR i.e. NMSE of the estimated average SNR values as given 
below: 1 JVi /  A \ 2
=  (4,58)
p a v g  JN M S E a v g
where pavg is the estimate of average SNR in the trial and pavg is the true SNR 
value.
The performance is also evaluated in terms of NMSE of the estimated SNR per sub­
carrier given by:
where p{n)i is the estimate of SNR in subcarrier, p(n), in the trial.
In order to compare the absolute performances of the estimators, their NMSE curves 
are compared to the Cramer-Rao bound for SNR estimation in an AWGN channel [101] 
that is given as:
C R B  =  ^ ( l  +  — \  (4,60)
N  \  p a v g  J
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4.5.1 Preamble consisting of two OFDM Training Symbols
Firstly, we evaluate the performance of the proposed estimator using a preamble con­
sisting of two identical OFDM training symbols in comparison with the Ren I and Ren 
II estimators, both operating in the frequency domain. Fig. 4.6 and 4.7 show the results 
for average SNR estimation and SNR estimation per subcarrier, respectively.
Ren I, channel A 
Ren I, channel B 
Ren 1, channel C 
Ren II, channel A 
Ren II, channel B 
Ren II, channel C 
Proposed, channel A 
Proposed, channel B 
Proposed, channel C 
CRB
10 20 
True SNR, dB
Figure 4.6: NMSE of the average SNR (two OFDM training symbols)
Simulation results show that the NMSEs of all the estimators are large at high SNR 
values due to the ICI caused by Doppler shift and the degradation increases with an 
increase in the Doppler shift. The proposed estimator has lower NMSE than Ren’s 
estimators and its NMSE performance is also close to the CRB. However, SNR per 
subcarrier exhibits large variance for SNR below 10 dB for the three estimators as 
shown in Fig. 4.7. This increased variance is caused by the estimation errors in channel 
coefficients at low values of SNR. It is also observed from Fig. 4.7 that the proposed 
estimator shows greater accuracy for SNR < 15 dB.
96 Chapter 4. SNR Estimation in OFDM Systems
Ren I, channel A
-  B  — Ren I, channel B 
o  • • Ren I, channel C 
A—  Ren II, channel A
- A  — Ren II, channel B 
A  Ren II, channel C 
*—  Proposed, channel A
-  *  — Proposed, channel B 
*  • • Proposed, channel C 
©— CRB
10 15 20
True SNR, dB
Figure 4.7: NMSE of the SNR per subcarrier (two OFDM training symbols)
The complexity comparison for the estimators is given in Table 4.1, in terms of real 
multiplications and additions required by each estimator. It shows that the proposed 
algorithm outperforms both Ren I and Ren II estimators as it exhibits the lowest overall 
complexity. For example, it is observed that for the system specifications considered 
in our simulations, the proposed estimator results in 15% reduction in multiplicative 
operations as compared to the Ren II estimator.
Table 4.1: Complexity comparison for preamble with two OFDM symbols
Operation Ren I Ren II Proposed
Additions SAused — 1 SAused — 1 O N - 2
Multiplications 11 Nused +  3 QNused 4A
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4.5.2 Preamble consisting of one OFDM Training Symbol
We also evaluate the NMSE performance of the proposed algorithm as compared to 
Ren II and IPS estimators for a preamble with identical halves in the time-domain. 
Such a preamble can be generated by modulating only even subcarriers in the used 
bandwidth. Ren II algorithm now takes N/2  point FFT of the two identieal halves in 
the received time-domain OFDM symbol.
Ren II, channel A 
Ren II, channel B 
Ren II, channel C 
IPS, channel A 
IPS, channel B 
IPS, channel C 
Proposed, channel A 
Proposed, channel B 
Proposed, channel C 
CRB
10 20 
True SNR, dB
Figure 4.8: NMSE of the average SNR (one OFDM training symbol)
It can be observed from the simulation results presented in Fig.4.8 and 4.9 that the 
proposed estimator maintains its superiority in terms of accuracy over the existing 
estimators. Fig. 4.8 shows that the NMSE performance of average SNR estimation is 
similar to Ren II algorithm while it is better than the IPS estimator.
The degradation at high SNR values with an increase in the Doppler spread follows 
the same trend as was reported in [108]. Fig. 4.9 represents the NMSE performance 
of SNR estimation per subcarrier. It can be observed that although the three estimators
98 Chapter 4. SNR Estimation in OFDM Systems
—B—  Ren II, channel A 
- a  -  Ren II, channel B 
Ren II, channel C 
■ét— IPS, channel A
-  A -  IPS, channel B 
A- IPS,channelC 
*—  Proposed, channel A
-  *  -  Proposed, channel B
Proposed, channel C 
e — CRB
l i i i i  
nii l î i l M î i ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! :
10 20 
True SNR, dB
Figure 4.9: NMSE of the SNR per subcarrier (one OFDM training symbols)
exhibit similar performance at high SNR values, the proposed estimator shows greater 
accuracy than the IPS and Ren II estimators at SNR < 20 dB and SNR < 1 5  dB, 
respectively.
Table 4.2: Complexity comparison for preamble with one OFDM symbol
Operation IPS Ren II Proposed
Additions 3Nused — 1 4 A - 1 3 A - 2
Multiplications 3Nused +  3 3A +  4 2 A  +  2
Furthermore, the proposed estimator has lower complexity than the other two estima­
tors, as shown in the complexity comparison in Table 4.2. It can be observed from 
this table that the proposed algorithm requires 25% less additive operations and 33% 
less multiplicative operations as compared to the Ren II estimator. It should be noted 
that the complexity of Ren’s estimator is further increased by the need to perform two 
additional N /2  FFT operations as shown in Fig. 4.10. Considering the circuit impie-
4.5. Simulation Results 99
H)
FFT
/m(.)
Delay
W
ImÇ)
FFT
Figure 4.10: Block diagram of Ren II estimator
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Figure 4.11: Block diagram of the proposed estimator
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mentation of the proposed estimator as shown in Fig. 4.11, the saving in operations 
translates inunediately to a saving in area and power, making the estimator more at­
tractive to be implemented in OFDM-based systems.
It can be inferred from the simulation results that the performance of the estimators 
operating in the frequency-domain depends on N/Nused ratio and an increase in the 
number of used subcarriers improves estimation accuracy at the expense of increased 
complexity. On the other hand, the performance of our proposed algorithm is inde­
pendent of this ratio due to processing in the time-domain. Another advantage of the 
proposed estimator is its applicability to any OFDM based system with a preamble 
structure consisting of two identical parts in the time domain. Overall performance of 
the proposed estimator in terms of accuracy and complexity, and due to its applicabil­
ity to a wider range of OFDM-based system, the proposed estimator is a more robust 
option as compared to the existing estimators.
4.6 Conclusions
In this chapter, we have reviewed the importance of SNR estimation as a channel qual­
ity indicator for an adaptive OFDM system and existing preamble-based SNR estima­
tors were presented. In order to improve the SNR estimation performance, a new algo­
rithm is proposed. The proposed estimator uses two identical OFDM training symbols 
or one symbol with two identical parts to estimate SNR more efficiently in frequency- 
selective fading channels compared to the existing preamble-based estimators. The 
method was compared with popular existing methods in Rayleigh fading multipath 
channels and the computer simulation results show that the proposed method achieves 
a superior performance to the existing methods. It achieves up to 25% and 33% re­
duction in the number of additions and multiplications, respectively, whilst estimating 
SNR with ten times lower variance as compared to the existing techniques.
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The improvement in SNR estimation is achieved without compromising the repeti­
tive structure needed in the preamble to achieve reliable frequency offset estimation 
and timing synchronization using standard available techniques. Due to its robustness 
to frequency selectivity, high accuracy and low computational complexity that saves 
power and complexity in circuit implementation, the proposed method is an attractive 
choice for DA SNR estimation in wireless OFDM systems. Furthermore, it can be used 
in a CP-based system provided channel memory order is known. It is applicable to a 
wide variety of OFDM-based standards and systems such as WiFi, WiMAX, digital 
television and mobile telephony.
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Chapter 5 
Nonlinear Channel Estimation in 
DVB-S2 Systems
5.1 Introduction
Satellite communication systems are being widely used to efficiently broadcast digi­
tal multimedia information over large areas. Satellite systems also provide a unique 
way to complement the terrestrial telecommunication infrastructure in scarcely popu­
lated regions. The introduction of multibeam satellite antennas with adaptive coding 
and modulation (ACM) schemes can allow an important capacity increase for satel­
lite systems operating at Ku or Ka-band [29]. Those technical enhancements require 
the exploitation of power- and spectrally-efficient modulation schemes conceived to 
operate over the satellite nonlinear channel. A notable example is the use of ampli­
tude phase shift keying (APSK) modulation that has been introduced in the standard 
for second generation digital video broadcasting via satellite (DVB-S2), in addition to 
existing constant envelope schemes i.e. QPSK and 8 -PSK. However as the number of 
energy levels in the signal constellation grows, the system becomes more sensitive to 
non-linear distortion. In particular, due to envelope fluctuations of higher-order modu­
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lations, the signal is severely distorted by the nonlinearity of the high-power amplifier 
(HPA). The effect of nonlinearity can be reduced if the operating point is backed-off 
from the saturation point. However, this prevents the system from optimally exploit­
ing the available on-board power. Therefore, the amplifier has to be operated close to 
saturation point to make better use of satellite available power.
The amplifier’s nonlinearity can also affect the performance of the adaptive coding and 
modulation scheme. We have already discussed in chapter 3 the requirement for the 
ACM to have accurate SNR estimation as a measure of the channel quality. Hence, 
the accuracy of SNR estimation algorithms directly affects the efficiency of ACM. Al­
though the constant-envelope pilot symbols enable accurate SNR estimation in a DVB- 
S2 system using the optimally efficient maximum-likelihood algorithm [101], due to 
the amplifier’s nonlinearity, the effective SNR of an APSK signal at the demodulator 
input differs from the SNR estimated using data-aided algorithms on these constant 
amplitude pilot symbols.
To make better use of the available on-board HPA power while minimizing the non­
linear distortion, compensation techniques need to be used at the transmitter (pre­
compensation) or at the receiver (post-compensation). This chapter deals with the com­
pensation of nonlinear distortion in a satellite communication system and we present a 
predistorter using support vector regression (SVR). We also propose a multi-level pilot 
structure for improved SNR and channel estimation in a nonlinear satellite channel.
In the remainder of this chapter, we review the coding and modulation specifications 
and frame format of the DVB-82 standard in section 5.2 followed by the system model 
under consideration and the nonlinearity effects of power amplifiers in section 5.3. 
Existing pre-compensation techniques are discussed in section 5.4 along with the pro­
posed predistorter and simulation results. Post-compensation methods are discussed 
is section 5.5 and a multilevel pilot design is also presented for enhanced channel 
estimation and equalization followed by the link-level analysis using the proposed pre­
distorter and equalization techniques in a DVB-S2 system in section 5.6. Finally, con-
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elusions are given in section 5.7.
5.2 Digital Video Broadcasting via Satellite
The DVB-S2 standard was designed with a specific interest in high data throughput 
applications, including broadcast and interactive services. It improves on the first gen­
eration DVB-S system by making use of advanced modulation and coding techniques 
and a physical level framing structure [91]. It also incorporates the techniques of vari­
able coding and modulation (VCM) and ACM to achieve a high throughput, despite 
adverse channel conditions. Consequently, it is able to achieve remarkable capacity 
increase over the preceding DVB-S system under similar transmission conditions and 
to provide, at reduced cost, a very wide range of services such as;
•  Broadcasting of standard definition and high-definition TV (SDTV and HDTV).
•  Interactive Services, including Internet access, for consumer applications (for 
integrated receivers-decoders (IRDs) and personal computers).
•  Professional applications, such as digital TV contribution and news gathering.
5.2.1 Coding and Modulation in DVB-S2
DVB-S2 is able to operate at very low SNR because it makes use of a powerful con­
catenated forward-error-correction (FEC) scheme, consisting of an outer BCH code 
and an inner LDPC (low density parity check) code. A wide range of code rates are 
used depending on the modulation and channel requirements. Two FEC frame lengths 
provide flexibility to optimize between carrier-to-noise {C/N)  performance and la­
tency reduction. The normal FEC frame has a code block length of 64,800 bits long 
while the short frame is 16,200 bits.
106 Chapter 5. Nonlinear Channel Estimation in DVB-S2 Systems
Table 5.1: DVB-S2 parameters and options
Param eter Options
Modulation QPSK, 8 -PSK, 16-APSK or 32-APSK
Roll-off factors 0.2,0.25 or 0.35
FEC outer BCH and inner LDPC
FEC code rates 1/4,1/3,2/5,1/2, 3/5,2/3,3/4,4/5, 5/6, 8/9 or 9/10
EEC frame length 16,200 bits (short frame) or 64,200 bits (normal frame)
Four digital modulation modes are available in DVB-S2 as shown in Fig. 5.1. QPSK 
and 8 -PSK are typically proposed for broadcast and consumer applications, since they 
are virtually constant envelope modulations and can be used in nonlinear satellite 
transponders driven near saturation.
‘100
1000
011<
101
1010 Q
0110
0111
11001
00 \  01000
11110/ 11000
01011
00011 > ^ 0 1 0 1 0  
11011
Figure 5.1: The Four DVB-S2 Constellations [90]
The 16-APSK and 32-APSK modes are mainly targeted at professional applications 
in the near terms, due to the higher requirements in terms of available SNR, but they
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can also be used for broadcasting. While these modes are not as power efficient as the 
other modes, the spectrum efficiency is much greater [90]. By selecting the modulation 
constellation and code rates, spectrum efficiencies from 0.5 to 4.5 bits per symbol are 
available and can be chosen dependent on the capabilities of die satellite transponder 
used. The M-APSK constellation (based on concentric circles) was chosen rather than 
M-QAM due to its improved performance over a nonhnear channel [42].
5.2.2 Frame Structure in DVB-S2
The DVB-S2 standard makes use of physical layer (PL) frames to implement the tech­
niques of VCM and ACM. Furthermore, the PL header helps to facilitate synchro­
nization (e.g. frame detection) and signalling in the received signal. The PL frame 
consists of a PL header (90 symbols, tt/2  BPSK modulated) and a payload consisting 
of a modulated FEC frame (an integer multiple, 5, of 90 symbols). Each PL header 
consists of a 26-symbol start of frame (SOF) and a 64-symbol physical layer signalling 
code (PLSC). Within each PL frame, the modulation and coding is constant but this 
may change in adjacent PL frames. Training pilot fields, each consisting of 36 sym­
bols (unmodulated carriers with a phase-shift of 7t / 4 ) are inserted into the payload at 
intervals of 16 slots (1 slot = 90 symbols). Figure 5.2 illustrates the DVB-S2 physical 
level frame structure, representing the PL header and the training pilot fields.
5.3 System Model
The block diagram of the baseband-equivalent scheme for the coded transmission sys­
tem under consideration is depicted in Fig. 5.3. A set of independent and identically 
distributed data bits undergo channel encoding and are mapped to a digital signal con­
stellation such as APSK. The baseband equivalent of the transmitted signal (after pulse 
filtering) at time t, s{t), can be represented as:
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Figure 5.2: Format of a DVB-S2 Physical Layer Frame
L-l
s(t) = V p ' ^ z ( k ) p T ( t  -  kTs)
k=0
(5.1)
where P  is the signal power, z{k) is the transmitted symbol, drawn from a complex­
valued signal constellation %, p r  is the transmission filter impulse response, and Tg is 
the symbol duration (in seconds), corresponding to one channel use. Without loss 
of generality, we consider transmission of frames with L symbols. The transmit and 
receive filters are bodi square root raised-cosine (SRRC) pulse-shaping filters with 
similar frequency response.
AWGN
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FEC
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Encoder
Demapper
Figure 5.3: Coded System Model 
The signal s{t) passes dirough a high-power amplifier that is usually a travelling-wave
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tube amplifier (TWTA) operated close to the saturation point. In this region, the am­
plifier shows non-linear characteristics that induce phase and amplitude distortions to 
the transmitted signal. Since the amplifier is assumed to introduce a memoryless non- 
linearity, its AM/AM and AM/PM characteristics are modelled according to the Saleh 
model [1 1 1 ] as follows:
<’■’>
where A  is the amplitude of the input signal aa, ^a, cKp and are the coefficients of 
the HPA that must be adjusted to approximate the features of the real amplifier. The 
amplifier’s output signal SA{t) at time t  is given by:
SA(t) =  (5.4)
The nonlinearity itself is memoryless but with concatenation of the filters in the satel­
lite system, the nonlinear channel has memory. The following adverse effects are 
caused by the nonlinear channel with memory.
•  Constellation Warping: The centroid locations of the signal are predominantly
distorted as a function of the average input power to the satellite transponder
backed off relative to saturation. The compression of average constellation points 
due to the amount of transponder saturation is the main cause for degradation in 
the satellite channel. The additive noise in the system is added to this com­
pressed signal set. Assuming the nonlinearity is invertible, an inversion process 
could reconstruct the original signal, however the inversion process also leads to 
noise amplification.
•  Spectral Spreading: The spectrum of the signal after the nonlinearity is wider 
than before the nonlinearity. In the case of narrow band signals with adjacent 
channels, the excess bandwidth cannot be recovered. In the case of a wide band
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signal the excess bandwidth also cannot be recovered due to the limitation of the 
bandwidth of the satellite transponder. The outcome of the loss of signal power 
due to excess bandwidth is a decrease in the energy per transmitted symbol. This 
decrease in energy increases as the transponder is driven closer to saturation.
•  Inter-symbol Interference: The transmitted constellation not only undergoes 
warping effect due to the memoryless nonlinear behavior of the amplifier, but 
the clustering effect also appears in the received constellation. This happens as 
the HPA is driven by a signal with controlled inter-symbol interference (ISI) due 
to the presence of the modulator SRRC filter. This leads to an overall nonlinear 
channel with memory. As a consequence, the demodulator SRRC is no longer 
matched to the incoming signal. Consequently, it causes the spreading of the 
received constellation points in small clusters.
It must be noted that we are concerned here to compensate for the warping effect as 
it is more important for reducing the bit error rate. For this purpose, we assume an 
ideal signal modulating a train of rectangular pulses. These pulses do not create ISI 
when passed through an amplifier operated in the nonlinear region [43]. Under these 
conditions, the channel reduces to an AWGN channel, where the modulation symbols 
are distorted following equation. (5.4).
Let za denote the distorted symbol corresponding to z =  6  %, that is, za =
After matched filtering and sampling at time kTg, the discrete-time 
received signal at time k is given by:
r(k) = y/ËlzA{k)-\-u}{k), k = 0,. . . ,L — l  (5.5)
where Eg is the symbol energy and a;(fc) is the zero-mean complex AWGN with unit 
variance.
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5.4 Pre-Compensation
In this section we review existing pre-compensation techniques in section 5.4.1 and 
present the proposed predistortion method in section 5.4.2. Simulation results are pre­
sented in section5.4.3 to verify the improvement in the system’s performance using the 
proposed predistorter.
5.4.1 Existing Pre-Compensation Techniques
Predistortion techniques, such as feedforward [48], [136], feedback [73], [51], analog 
predistortion [93], [135] and their optimized variations are based on analog correc­
tion: hence, the implementation of these techniques as a whole transmitter in the base 
station is cumbersome, due to complex circuitry, stability issues, and insufficient lin­
earization. The digital predistortion (DPD) technique is now a widely accepted and 
proven linearization approach for gateway earth stations and PAs, which is further en­
abled by recent advances in digital signal processors and digital-to-analog converters 
(DACs). Furthermore, DPD provides accuracy in synthesizing the predistortion func­
tion and in reconfiguration capability due to a software platform that makes it suitable 
for multistandard environments [71].
Digital predistorters can be divided into two main types:
•  Data Predistorters: Data predistorters are implemented at baseband before the 
pulse shaping filter. The symbol-rate data predistorters drive the transmitter by 
a modified input signal constellation in such a way that the original symbols 
appear in the correct positions at the output of the HPA.
•  Signal Predistorters: Signal predistorters are also implemented at baseband but 
they are placed after the pulse shaping filter. Signal predistorters operate on 
over-sampled (relative to symbol rate) signal samples, which are subjected to
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nonlinear distortion that is dependent on their amplitude levels; according to the 
AM /AM  and AM /PM  characteristics o f the amplifier.
Data predistorters are simpler to implement (relative to signal predistorters) but they 
are not effective in eliminating adjacent channel interference. Moreover, they are mod­
ulation format specific and thus not suitable for signals such as those encountered in 
OEDM. Whereas signal predistorters are constellation format independent and,thus, 
suitable for OFDM signals.
Common predistortion techniques using polynom ial models [5 9 ,92 ,123] Volterra se­
ries [49], [145] and look-up table (LUT) representations [33,52,94] are considered con­
ventional techniques. Whereas the use o f neural networks (NNs) [2 7 ,2 8 ,9 5 ,1 0 5 ,1 3 3 ]  
and fuzzy methods [7 6 ,77 ,80 ] can be categorized as advanced techniques.
Polynomial predistorters use two polynom ial functions in order to generate the predis­
tortion multiplicative parameter; one for the amplitude and other for the phase. Poly­
nomial predistorters are easy to apply, but the performance o f  these predistorters is 
somewhat limited by the order o f  the function and they suffer curve-fitting distortion. 
The Volterra series predistorters are not practical for real time implementation due to 
their high computational com plexity and slow  convergence [114], [81].
LUT predistorters are easy to understand and are often used in signal predistortion. 
Cavers proposed an LUT signal predistorter in [33] which is unrestricted by the mod­
ulation format or the order o f  the power amplifier nonlinearity. In this PD, the LUT is 
addressed only by the quantized power level o f  the transmit sample; effectively taking 
into advantage the dependence o f  the amphtude and phase distortion only on the ampli­
tude o f  the transmit signal. This predistorter is known as gain based predistorter since 
the the LUT stores the com plex gain values corresponding to different amplitude levels 
for signal predistortion. The authors in [94] described a new look-up table technique 
which proved not only to be simple to implement, but it introduces negligible degra­
dation relative to the optimum approach where the distortion is caused by the pulse
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shaping filters only. This predistorter uses two LUTs to compensate for amplitude and 
phase distortion and achieved improved linearization performance as compared to the 
gain based predistorter.
The advanced techniques based on neural networks and neuro-fuzzy systems have at­
tracted researchers in the field of PA linearization due to their efficiency in modelling 
the amplifier’s inverse characteristics. However, most neural network predistorters are 
modeled using multilayer perceptron (MLP), in which the number of hidden neurons 
increases with the amount of improvement the user envisaged. The major drawback of 
the MLP is its problematic training to determine the optimum number of layers, num­
ber of neurons in each layer, the activation functions for the neurons and the training 
algorithm.
5.4.2 Proposed Predistorter
Predistortion can be interpreted as a function approximation. Due to nonlinear char­
acteristics of the amplifier, it becomes a nonlinear function estimation problem. LUT 
technique is a commonly used predistortion method but it shows poor linearization 
as the amplifier is driven closer to saturation. Advanced techniques based on neural 
networks are gaining popularity due to their capability of approximating, by a suitable 
network topology and appropriate biases and weights, a nonlinear function. However, 
they suffer from the presence of multiple local minima and structure selection (hidden 
layer number or node/rule number etc.) problem.
In order to overcome the above mentioned shortcomings associated with the exist­
ing predistortion techniques, we propose an advanced PA linearization technique us­
ing Support Vector regression (SVR) [119] exploiting the structural risk minimization 
principle instead of empirical risk minimization as in the cases of adaptive neuro-fuzzy 
inference system (ANFIS) and MLP. This new approach enables the minimization of 
the upper bound of a risk function thereby enabling the achievement of optimum re-
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gression functions.
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Figure 5.4: Block Diagram of the Linearized System with Proposed PD Architecture
Since the amplitude and phase response of the HPA depend only on the amplitude of 
the signal, we propose a PD architecture that compensates for the two effects sepa­
rately. The block diagram of the proposed linearized architecture is shown in Fig. 5.4. 
The AM/AM PD takes the magnitude, |z|, of the source signal, z, and produces the 
magnitude value, \zpd\, of the predistorted signal. For appropriate phase correction, the 
output of amplitude PD is fed to the phase (AM/PM) PD. The predistorted signal, com­
posed of the real valued outputs of the two PDs, is finally driven to the PA to produce 
an output that is linearly related to the input, z of the system. According to Fig. 5.4, 
for a perfectly linearized system, the following conditions must be satisfied:
P(lfed(kl))|) =  k| (5.6)
^pd i\zpd\) =  ^  i\zpd\) (5.7)
where gpd{-) and *^pd( ) are the nonlinear functions representing the AM/AM and 
AM/PM PDs respectively.
Our aim is to estimate unknown continuous-valued functions that can predict a real­
valued output corresponding to an unseen real-valued variable. In order to do so, we 
need to train the predistorters as follows. The HPA is driven with a training signal, =
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|y^|e(j^t), and the corresponding amplitude response and phase shift of the amplifier 
are stored for training the predistorters. Considering the training of amplitude PD, 
the amplitude of the amplifier’s output signal, is used as training data and |rt|, is 
the training label. Whereas, in order to train the phase predistorter, \rt\ serves as the 
training data and the phase shift produced by the amplifier, is the training label.
We can generalize this function estimation problem as: given a set of training data 
{(^1 , 2/1)5 -5 2/z)}» formed using input pattern X i £ R  and the corresponding output
label Pi, find the function f ( x )  that is the unknown target function (regression) for 
predistortion. Due to the nonlinear characteristics of the HPA, this problem is not 
linearly regressable in the input space R. However, it is possible to do so if the input is 
mapped to a high dimensional space using a suitable mapping x  1— )■ (j){x). Therefore, 
we propose to use the Kernel method and employ support vector theory [130] for linear 
regression in the high dimension feature space.
A linear regression model can be represented as follows:
f{x )  = (w,x)-\-b  (5.8)
where w G R is the normal vector of the hyperplane, denotes the dot product
between w G R and a: G R in the input space R and determines the offset of
the hyperplane from the origin along the normal vector w. The authors in [119] have 
formulated a convex optimization problem, to find a function /  that approximates all 
pairs (xi, yi) with e precision, that is stated in the input space R as follows:
1 ^
m inimize  - ||w ||^  +  C ^ ( ^ <  +  4*) (5.9)
subject to <
Vi -  {w,Xi) -  b < e - ^  & 
{w, Xi) b — Pi < e -{■ ^i
where and are slack variables introduced to measure the deviation of training
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samples outside ^-insensitive zone. Parameter C  determines the trade-off between the 
model complexity and the degree to which deviations larger than e are tolerated in 
optimization formulation given in equation 5.9. This corresponds to dealing with a so 
called 6 -insensitive loss function |^|g described by:
f  0 if|^| <  e
ICI. := <^ (5.10)
[ |^ | —6 Otherwise
In order to solve equation 5.9 more easily, its dual formulation is derived in [119] and 
is given as follows:
1 '
~ 2  ^  ~  ~  ^ j)
, (5.11)m axim ize  <
- £  {oLi +  2/i («i -  O
i=l i= l
I
subject to 5 2  (^i “  ) =  0  and G [0, C]
i = l
where CKf, G [0, C] are Lagrange multipliers that satisfy the condition Yl\=i ~  )
0 (interested readers can find details in [119]). After substituting w =  Y a=i i^i 
in equation 5.8, the solution of equation 5.11 for unknown test pattern x  is given as fol­
lows:
I
/ W  =  5 2  ~   ^ (5.12)
i = l
It can be noted that die support vector (SV) algorithm given in equation 5.11 and its 
solution in equation 5.12 can be described in terms of dot products between the data.
In order to solve our nonlinear function estimation problem using the SV algorithm 
described above, the training patterns X i are mapped into a high dimensional feature 
space, using the mapping function (p {x i) , to make it linearly regressable. Now the 
optimization problem corresponds to finding a function in feature space, not in the
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input space R. In the feature space, the function f{ x )  can be expressed as:
f{x )  = {w, (f){x)) +  6
and the optimization problem in equation 5.9 can be rewritten as:
1 f
m inim ize -\\w\\^ + 0 ^ 2  (& +  O
i=l
subject to <
Vi -  {w, (j){xi)) -  b < e  + ^i 
{w, (j){xi)) -f-b — y i< e - \ - ^ l
& , g > 0
(5.13)
(5.14)
As already noted, the dual SV algorithm only depends on dot products between pat­
terns Xi. Hence it suffices to know a kernel function k{xi,x)  which corresponds to a 
dot product in the feature space i.e., k{xi, x) := {(f>{xi)^  4>ip)) rather than finding the 
coordinates (j){xi) and (/){x) explicitly in the feature space. The dual SV optimization 
problem is restated as follows:
maximize  <
1 ^
— -  5 2  ~  ) (pj ~  ^ j)
I (5.15)
- 6  5 2  +  Q'i ) +  5 2  2/i (o^ i -  O
i=l i=l
subject to 5 2  (^i “  ) =  0 aird a*, a- G [0 , C]
i=l
After substituting w = Yl\=i i^i ~  ût equation 5.13, the solution of equa­
tion 5.15, is written as:
I
/(^ )  =  5 2  "  ^ i ) :r) 4 - 6  (5.16)
i=l
In order to use SVR for predistortion, we need to first choose a suitable kernel and 
hence the mapping x  \— )■ (f>{x). The kernel has to be chosen/contructed carefully as
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an admissible SV kernel is the one that satisfies certain conditions (Mercer’s condi­
tions [115]). We choose the Gaussian Radial Basis kernel, that is a positive semidefin- 
tie admissible SV kernel represented as:
k(xi,x) = e (5.17)
The kernel width parameter, a, is selected using cross-validation [36,115].
Now we have to choose how significantly misclassifications should be treated and how 
large the insensitive loss region should be, by selecting suitable values for the parame­
ters C  and £. For simple solution, a lower value of C  is desirable as a large value yields 
a complicated solution. It has been demonstrated in [35], that the value of regulariza­
tion parameter C  has only negligible effect on the generalization performance as long 
as it is larger than a certain threshold analytically determined from the training data. 
This value is selected based on the training response and is given by:
C = m ax  (|ÿ +  Soy\, \y -  SOy]) (5.18)
where ÿ  is the mean of training response (outputs), and a  y is the standard deviation of 
response values.
It must also be noted that for clean data, selection of parameters 0  and a does not affect 
the solution and, therefore, has no significant importance. Hence, if file predistorter is 
trained off line or when a high level of signal-to-noise ratio is ensured during training, 
these values can be selected arbitrarily. However for noisy data, large value of C  and 
small value of kernel parameter a lead to more complicated margin and may lead to 
over-fitting. It implies that in online training mode, when low level of noise can not be 
guaranteed, these parameters should be selected carefully.
Now considering AM/AM PD function estimation, where training data is and train­
5.4. Pre-Compensation 119
ing label is find ai and a? so that:
I I
5 2  ) “  ^ 5 2
i = l  i = l
“  2 ^  ~  ) {^3 ~  ^ i)
i,3
is maximized, subject to the constraints
I
0 < a i < C ,  0  <  a* <  (7 and ^  (ai -  a*) =  0 V<.
This is done using a Quadratic Programming (QP) solver.
Now, we need to calculate lu as it? =  Yfi=i ip^ i ~  ^ i)  determine the set
of support vectors S  by finding the indices i where 0 <  a  <  C and = 0. Then b is 
calculated as:
sSS m = l
Finally, we can write the pre-distortion function that can determine the predistorted 
amplitude \zpd\ corresponding to the input level |z| by evaluating:
9pd[\A) = M  -f- b (5.19)
i = l
Similarly, the pre-distortion function tiiat can determine the predistorted phase 
corresponding to the input level x  is given as:
% d { x )  = Y 2 i^ i  -  0 (<^(|n,<|), </>(à)) -f b (5.20)
2 = 1
where x  is the amplitude of the signal at the phase predistorter’s input and b is calcu­
lated as:
m = l
As explained earlier, for a linearized system the AM/PM PD is driven with the AM/AM 
PD’s output amplitude. Hence, equation 5.20 will be evaluated for à  =  \zpd\ to com­
pensate for phase distortion on input signal z.
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5.4.3 Simulation Results
Computer simulations were performed to verify the performance of the proposed pre­
distortion method and comparison was made with the LUT PD [94] that uses similar 
training resources as the proposed PD. The satellite power amplifier model imple­
mented in the simulator is based on an Alcatel S-Band TWTA specification which is 
defined in terms of input back-off (IBO), output back-off (OBO) and phase offset. The 
IBO of the amplifier is the difference between input saturation power and the aver­
age power of the input signal. The OBO of the amplifier is the difference between 
output saturation power and the average power of the output signal. The amplitude-to- 
amplitude response of the amplifier is illustrated in Fig. 5.5, wherein an input back-off 
of 0 dB indicates the saturation point.
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Figure 5.5: Amplitude response of TWTA
As is expected, the amplifier becomes increasingly nonlinear when it is operated close 
to saturation and it can be seen that the output power reduces when it is operated
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Figure 5.6: Phase response of TWTA
beyond the saturation point. Figure 5.6 shows the amplitude-to-phase response of the 
satellite TWTA wherein it can be seen that an increasing phase offset is introduced into 
the amplified signal as the TWTA approaches saturation.
Since our goal is to improve the BER performance in a DVB-S2 system, therefore, we 
evaluate the BER performance of an LDPC coded system using proposed and LUT 
PDs. The two predistorters were trained by driving the amplifier with 36 different 
amplitude levels ranging from 0 to 1. Simulations were performed with an FEC code 
rate of 3/4 and the TWTA was operated at three different levels of input back-off, i.e. 
0 dB, 2 dB and 6  dB to analyze the performance of the predistorters as the amplifier’s 
operating point shifts from nonlinear to quasi-linear region. The results were also 
compared with the BER performance of the system in a linear channel with additive 
white gaussian noise only (the curve is referred to as ‘Linear channel’ in the figures).
BER performance of the LDPC coded system for 16-APSK with two different compen­
sation techniques, namely, LUT and the proposed PD using support vector regression.
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Figure 5.7: BER with LDPC coded 16-APSK using Predistortion
is shown in Fig. 5.7. It can be verified from the results that the performance of the 
system using LUT predistorter is severely degraded by the amplifier’s nonlinearity. It 
can be seen from Fig. 5.7 that for IBO = 0 dB, the LUT PD exhibits a constant error 
floor around BER value of 4 x 10“ .^ Its performance improves as the IBO increases 
to 2 dB and it shows 0.15 dB ^  degradation at a BER of 10“® as compared to the 
performance in a linear channel. It is also observed from Fig. 5.7 that the system using 
LUT PD achieves near ideal link performance for IBO = 6  dB.
Figure 5.7 shows that the introduction of the proposed predistorter significantly im­
proves the performance of the DVB-S2 system for 16-APSK in the nonlinear region. 
For IBO = 0 dB and BER = 10“®, the proposed predistorter shows an ^  degradation 
of 1 dB as compared to the BER performance in the linear channel. Its performance 
also improves as IBO increases to 2 dB where it shows 0.05 dB improvement as com­
pared to the LUT PD and achieves BER of 10“® at an ^  value of 5.6 dB. For IBO = 
6  dB, the performance with the proposed predistorter is indistinguishable from that of
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Figure 5.8: BER with LDPC coded 32-APSK using Predistortion
the linear case.
BER performance of the system using LUT and proposed PD with 32-APSK, a code 
rate of 3/4 and for IBO = 0 dB, 2 dB and 6  dB, is given in Fig. 5.8. The LUT PD 
again shows an error floor around BER of 4 x 10“  ^for IBO = 0 dB. On the other hand, 
the proposed PD improves the BER performance as compared to the LUT PD for IBO 
= 0 dB. For example, for ^  = 14 dB, the system with the LUT PD offers a BER of 
4 X 10“  ^ while this value is reduced to 1 x  10“  ^ in the system using the proposed 
predistorter. However, the proposed PD is also affected by the amplifier’s nonlinearity 
and there is an irreducible error floor around BER value of 1 x 10“ .^ This error floor is 
caused due to the compression of the outermost ring which drives the amplifier beyond 
the saturation point where linearization is not effective. For IBO = 2 dB, the LUT PD 
shows an error floor around BER value of 1 x 10"^ whereas, the proposed PD shows 
improved performance and achieves a BER value of 1 x 10“® at ^  = 11 dB. For IBO = 
6  dB, the BER curves of both predistorters are indistinguishable from that of the linear
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case.
5.5 Post-Compensation
Post-compensation aims at cancelling the effect of nonlinear impairments by equal­
izing the signal at the receiver end. Hence, it is also known as non-linear equal­
ization (NLE) and NLE techniques can be divided into two categories i.e., centroid 
compensation techniques and Volterra series techniques. Volterra series based meth­
ods [24], [25], [79], in addition to their high computational and implementation com­
plexity, have the disadvantage of invariably requiring a large (often unrealistic) number 
of training samples to result in a satisfying solution [74] as compared to centroid com­
pensation techniques.
Centroid compensation based methods exploit the inherent flexibility of the Viterbi 
decoder as far as the branch metric computation strategy is concerned. The metric 
computer can be provided with a priori knowledge of the amplitude/phase distortions 
experienced by the transmitted constellation, and the relevant computations can be 
varied accordingly to match channel characteristics.
A simple strategy to modify the branch metric calculations was proposed in [44] where 
a priori knowledge of the transmitted symbol is used to pre-compute the centroids 
corresponding to each point in the distorted constellation. The branch metric computer, 
instead of evaluating the Euclidean distance between the received signal sample (after 
phase/amplitude correction) and the undistorted symbols, derives the various distances 
with respect to the cluster centroids associated with the corresponding constellation 
points.
The authors in [74] proposed an equalization method for M-QAM signaling that is 
basically an adaptation to the satellite context of the so called one-dimensional cluster 
based sequence equalizer (ID CBSE) [75]. The latter is a maximum likelihood se-
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quence estimation (MLSE) equalizer that circumvents the channel identification stage, 
which is required in standard MLSE equalizers. Instead, the center points around 
which the noisy channel output samples are clustered are first estimated and then em­
ployed to calculate the path metrics needed in the \fiterbi algorithm (VA). The method 
exploits the nature of TWTA non-linearity and appeals to the methodology of the ID 
CBSE in order to provide a computationally-efficient estimate of the cluster centers.
Existing centroid compensation techniques require a large number of training symbols 
to update all points in the signal constellation at the receiver. Therefore, we propose an 
evolved multi-level pilot design especially suited for the estimation of nonlinearities.
5.5.1 Pilot Design for Enhanced Channel Estimation
It can be observed from equation 5.2 and 5.3 that the amplitude and phase response of 
the amplifier depends on the amplitude A  of the input signal. The amplitude-dependent 
nature of the nonlinear channel is also verified from Fig. 5.9 which presents die re­
ceived noise-free 16-APSK signal through the nonlinear satellite channel when the 
TWTA is operated at an IBO = 0 dB. It can be observed from this figure that all the 
constellation points that belong to the same energy level experience the same ampli­
tude and phase shift. Therefore the estimation process, to recover the parameter of 
propagation channel and of the amplifier, is expected to yield inaccurate SNR and 
channel response estimates using constant-envelope QPSK pilots when higher-order 
modulation schemes are used in the nonlinear channel.
5.5.1.1 Multilevel Pilot Design
We propose the use of a multilevel pilot structure for enhaneed channel estimation in 
the DVB-S2 standard. The proposed approach is to generate the pilot symbols from the 
same constellation employed for the useful data while maintaining the same number
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Figure 5.9: 16-APSK Constellation Warping at IBO = 0 dB
of 36 symbols in the pilot block as in the current standard. It should be noted that 
the average power of pilot symbols should be unity for an aecurate SNR estimation. 
Therefore, the proposed pilot structure for a modulation scheme is designed as follows.
Consider a constellation composed of ur concentric rings each with uniformly spaced 
PSK points. The signal constellation points x  are complex numbers, drawn from a set 
X given by:
X =
j& +eR)
i =  0, -  1, (ring 1)
z =  0, ...,n 2 -  1, (ring 2)
ê =  -  1, (ringnn)
(5.21)
where ni, n  and 9i are defined as the number of points, the radius and the relative phase 
shift corresponding to the ring respectively. In particular, for a DVB-S2 system, the
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constellation sizes of interest are |%| =  4, |%| =  8, |%| =  16 and |%| =  32, with 
Ur =  1, 1 ,2  and 3 rings respectively. In general, we consider that % is normalized 
in energy, i.e., E  [|x|^] =  1, which implies that the radii ri are normalized such that 
S r= i =  1. Notice also that the radii ni  are ordered, so that r i  < ... <  [42].
Let Pi  be the ratio of the number of symbols in the ring to the total number of 
symbols in the constellation. In order to generate a pilot block of Np  symbols with an 
average power of unity. Pi  x Np  symbols are generated representing the points from 
the ring. This structure satisfies the following two conditions:
P \ N p - \ - P 2 N p - \ - P n j i N p  =  Np
Pi +  P2 +  . . .  +  P u r  =  1 (5.22)
and
Np
^|X p(n)|2 =  l  (5.23)
n=l
where Xp{n)  represents the symbol in the pilot block. If in a constellation. Pi  x Np  
is not an integral value, the result can be rounded-off and the number of pilot symbols 
from other rings of the constellation adjusted to ensure that the total number of pilot 
symbols remain equal to Np.  Let us denote the fraction of actual number of pilot 
symbols from the ring to the total number of symbols in one pilot block by Ppji. 
Equation (5.22) can be rewritten as:
P p,\N p + PpfiN p + ... + Pp ,tirN p =  N p
Pp,l +  Pp,2 +  . . .  +  Pp,riR = 1 (5.24)
For QPSK and 8-PSK, all constellation points lie on the same energy level i.e.. P i =  1. 
Therefore, 36 symbols are selected from these constellations to constitute the respec­
tive pilot fields. In tiie 16-APSK constellation, the inner ring has 4 points with a 
relative phase shift of tt/ 4 radians while there are 12 points on the outer ring with a 
relative phase shift of tt/ 6 radians. Therefore a 16-APSK pilot block is composed of
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Pi x N p =  1/4 X 36 =  9 symbols from the inner ring while P2 x ATp =  3/4 x 36 =  27 
symbols belong to the outer ring. In 32-APSK constellation, the inner ring has 4 
points with a relative phase shift of 7t/4 radians, the middle ring has 12 equally spaced 
PSK points with a relative phase shift of t t / 6  radians while there are 16 points on 
the outer ring with a relative phase shift of tt/8 radians. Therefore a 32-APSK pi­
lot block will consist of P i x iVp =  1/8 x 36 =  4.5 symbols from the inner ring,
P 2  X ATp =  3/8 X 36 =  13.5 symbols from the middle ring and P 3  x Ap =  1/2 x 36 =  18 
from the outer ring. Since the first two values are not integers, therefore we propose 
to structure the 32-APSK pilot block with 4 symbols from the inner ring, 14 symbols 
from die middle ring and 18 symbols from the outer ring.
5.5.1.2 Channel Estimation
Let S  be the total number of payload slots in a DVB-S2 frame. Since a pilot block is 
inserted after every 16 slots, therefore the total number of pilot blocks Sp in the frame 
is (S — 1)/16. Let Xp(s, n) represent the pilot symbol in the 5 *^  pilot block where 
n =  1,2,..., Ap and s =  1,2,..., 6'p. The corresponding received pilot symbol is given 
by:
rp[s, n) =  /i(5, n)xp[s, n) +  w(a, n) (5.25)
where h{s,n)  is the amplifier’s response that depends on the amplitude of the input 
signal and w(s,n) is the zero-mean complex AWGN with unit variance. The least 
square (LS) channel estimate is obtained as:
hLs(s,n) = rp{s,n)/xp{s,n)
=  h{s, n) +  (5.26)
a:p(g,n)
The actual channel response varies for each symbol but it is the same for different 
symbols widi equal amplitudes. Let Np^ i be the total number of pilot symbols across all
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the pilot blocks from the ring of the transmitted constellation in each received frame 
and let ip^ i be the 1 x Np^ i vector that contains the indices of these pilot symbols. Hence, 
the corresponding LS channel estimates can be denoted by h is ik )  where ii 6 ip,;. For 
an accurate estimate of channel response for the ring of the constellation, the LS 
channel estimate is averaged to reduce the error caused by the additive noise in the 
system as follows:
h{l) = ^ 2  h is ik )  (5.27)
The estimated channel response for each ring is utilized in decoder branch metric com­
putation in order to compensate the amplifier’s nonlinear response.
5.5.1.3 SNR Estimation
In addition to nonlinear channel distortion estimation, link quality also needs to be ac­
curately estimated in a DVB-S2 system for efficient implementation of adaptive coding 
and modulation. Since SNR estimation is a measure of link quality, therefore we pro­
pose to estimate SNR in a nonlinear channel as follows.
From equation 5.25, it is observed that instantaneous signal power is given by:
Psignalis, u) = |/l(5, n)Xp{s, ïl)Ÿ (5.28)
Therefore, using the enhanced channel estimates from the multilevel pilot strueture 
and Sp X Np pilot symbols in the received frame, the proposed average signal power 
estimate is given by:
p
Ps ig n a l  =  T l  \hXp{ii)^ (5.29)
1=1 P/
Average noise power can be estimated by subtracting the estimated signal power from
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the average power of the received pilot symbols as follows:
 ^ Sp Np 
Pfioise — ~q ^  ^  ^ ?%)| — Psignal
^ P  8=1 n=l
Finally, an estimate of average signal-to-noise ratio is obtained as:
Psignal
P = - ^ -----
(5.30)
(5.31)
5.5.2 Simulation Results
Computer simulations were performed for a DVB-S2 compliant nonlinear system in 
complex AWGN in order to analyze the impact of the enhanced nonlinear channel 
estimates on the link-level performance of the system and on the accuracy of SNR 
estimation. Simulation results were also compared with those obtained using constant- 
envelope (QPSK) pilot symbols in order to verify the improvement in system’s perfor­
mance achieved using the proposed multi-constellation pilots. The link-level simulator 
used for comparison is presented in Fig. 5.10.
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Figure 5.10: Block Diagram of the Link-Level simulator
The transmitted signal consists of a block of random information bits which are gen­
erated according to the frame size specified by the standard. These bits undergo FEC 
encoding to produce a block of coded bits. Following baseband modulation, the sig­
nal passes through satellite HPA. The characteristics of the amplifier are the same as 
presented in Fig. 5.5 and Fig. 5.6.
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Figure 5.11: BER with LDPC coded 16-APSK using Post-Compensation
Finally, the signal experiences additive white Gaussian noise at the receiver. Assum­
ing perfect synchronization, the pilot and payload part are then separated and channel 
response and SNR are estimated. This is followed by demodulation and decoding to 
recover the block of bits. These bits are then compared with the transmitted bits in 
order to establish the bit error rate.
Bit error rate performance of the system was simulated for normal DVB-S2 frame 
size (64,800 bits) with an FEC code rate of 3/4 and the TWTA was operated at three 
different levels of input back-off, i.e. 0 dB, 2 dB and 6 dB. Figure 5.11 shows the BER 
performance of the LDPC coded system for 16-APSK with proposed and conventional 
QPSK pilot strueture.
It can be seen from this figure that the proposed pilot structure significantly improves 
the BER performance as compared to QPSK pilots. The proposed pilot design exhibits 
an Eb/Nq improvement of 0.2 dB at a BER of 10“® for an IBO = 6 dB. This gap widens
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as the TWTA is driven close to the saturation region as can be seen from Fig. 5.11 
where the proposed pilot structure achieves an Eh/Nq improvement of approximately 
1 dB and 1.9 dB at IBO = 2 dB and IBO = 0 dB, respectively.
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Figure 5.12: BER with LDPC coded 32-APSK using Post-Compensation
The constant-envelope pilots show further degradation in the BER performance as 
compared to the proposed pilot design with an increase in the number of energy levels 
in the transmitted constellation. This trend can be observed from Fig. 5.12 which rep­
resents the BER performance of the system for 32-APSK. This figure shows that the 
proposed pilot structure achieves an E i /N q improvement of approximately 2 dB at a 
BER of 10“® for an IBO = 6 dB. The BER curves using QPSK pilots at low values of 
IBO are not shown in this figure due to poor performance.
Now we compare the accuracy of SNR estimates obtained using QPSK and proposed 
pilots. The metric used for performance evaluation is the mean square error (MSE) 
of the estimated SNR normalized to actual SNR i.e. NMSE of the estimated average
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SNR values as given below:
(5.32)
where pt is the estimate of average SNR in the trial and p is the true SNR value. A 
total number of Nt = 10,0000 iterations were performed for each value of estimated 
SNR ranging from -2 dB to 20 dB in steps of 2 dB.
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Figure 5.13: NMSE of Estimated SNR for 16-APSK
In order to compare the absolute performances of the estimators, their NMSE curves 
are compared to the Cramer-Rao bound (CRB) for SNR estimation in an AWGN chan­
nel [101] that is given by the following equation:
(5.33)
Figure 5.13 shows the NMSE of estimated SNR for 16-APSK using QPSK and pro­
posed pilots for three different values of IBO i.e., 0 dB, 2 dB and 6 dB. It can be
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observed from this figure that an accurate SNR estimate can be obtained using the pro­
posed pilot structure even at saturation (IBO = 0 dB) since the NMSE curves achieve 
CRB at all values of SNR. Whereas, QPSK pilots show degradation even at an IBO = 6 
dB. It can be seen from Fig. 5.13 that the conventional pilot structure offers an NMSE 
value of approximately 3 x 10“  ^for IBO = 0 dB and SNR = 10 dB while the proposed 
pilot design offers an improved NMSE value of 3 x 10“ .^ Similar trend in performance 
can be observed in Fig. 5.14 which presents the NMSE performance using QPSK and 
proposed pilots for 32-APSK signal. This figure also verifies that the SNR estimation 
using the proposed pilots almost achieves the CRB even at saturation and offers an 
NMSE value of 3 x 10“  ^for SNR = 10 dB. On the other hand, SNR estimation using 
eonstant-envelope pilots shows an NMSE value of approximately 1 x 10“ .^
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Figure 5.14: NMSE of Estimated SNR for 32-APSK
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5.6 Combined Pre- and Post-Compensation
We have observed from the link-level simulation results presented in section 5.4.3 and
5.5.2 that the proposed predistorter and nonlinear equalization using the proposed pilot 
structure improve the BER performance of an LDPC coded system in a nonlinear chan­
nel. The proposed predistortion technique aims to pre-cancel the nonlinear effects via 
modeling the inverse of the amplifier characteristic and predistorting the data prior to 
the amplification stage. The overall characteristic then become linear. The predistorter 
generally achieves better performance due to the absence of noise at the transmitter. 
Another advantage of this approach lies in the fact that only a single system is needed 
for canceling the HPA nonlinearity at the satellite, compared to using an equalizer in 
each terminal. However, it was also observed that the proposed predistorter shows an 
irreducible error floor for 32-APSK for IBO = 0 dB. Therefore, an equalizer at the ter­
minal side is still needed to improve the performance of the system when the TWTA 
is operated at or near saturation using higher order modulations.
In this section, we show how the proposed predistortion technique and enhanced chan­
nel estimates obtained using the proposed pilot structure can be combined to optimize 
the performance of a typical nonlinear satellite link with spectrally-efhcient high level 
modulation schemes. The baseband-equivalent scheme for the coded transmission sys­
tem using proposed pre- and post-compensators is shown in Fig. 5.15.
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Figure 5.15: Block Diagram of the Link-Level simulator using Proposed Pre- and 
Post-Compensation
The proposed predistorter is used at the transmitter to make efficient use of the avail-
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Figure 5.16: BER with LDPC coded 16-APSK using Pre- and Post-Compensation
able HPA power. The predistorter can be trained before the actual signal transmission 
using a training signal with various amplitude levels to learn and store the amplifier 
characteristics. The proposed training pilot fields, each consisting of 36 symbols (pre­
sented in section 5.5.1) are inserted into the payload at intervals of 16 slots. The trans­
mitted symbols pass through the predistorter before being fed to the amplifier. At the 
receiver, the püot and payload part are separated and the channel response is estimated 
for different amplitude levels of the received constellation. The estimated channel co­
efficients are employed to modify the constellation points used in the decoder. The 
branch metric computation, instead of evaluating the Euclidean distance between the 
received signal sample and the undistorted symbols, derives the various distances with 
respect to the modified constellation points.
Simulations were performed with an FEC code rate of 3/4 and the TWTA was operated 
at different levels of input back-off to analyze the performance of joint pre- and post­
compensation as the amplifier’s operating point shifts from nonlinear to quasi-linear
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region. The results were also compared with the BER performance of the system in 
a linear channel with additive white gaussian noise only (the curve is referred to as 
‘Linear channel’ in the figures).
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Postcom pensator (0 dB) 
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Figure 5.17: BER with LDPC coded 32-APSK using Pre- and Post-Compensation
Figure 5.16 shows the BER performance of 16-APSK in a DVB-S2 system using sup­
port vector regression based predistorter and the nonlinear equalizer using the proposed 
pilot structure for IBO = 0 dB, 2 dB and 3 dB. It can be observed from this figure that 
the use of joint pre- and post-compensation improves the performance of the system. 
For example, for IBO = 0 dB and BER value of 10“®, the proposed post-compensation 
based on evolved pilots and enhanced channel estimates shows an ^  degradation of 
approximately 1.8 dB as compared to the linear channel. This gap reduces to 1 dB in 
the system using the proposed predistorter and then further reduces to approximately 
0.3 dB using combined pre- and post-compensation. This degradation with respect 
to the linear channel reduces to 0.1 dB and 0.05 dB only for IBO = 2 dB and 3 dB, 
respectively.
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The BER performance of 32-APSK in DVB-82 system using joint pre- and post- com­
pensation is shown in Fig. 5.17 for IBO = 0 dB, 2 dB, 3 dB and 4 dB. This figure also 
verifies that the use of combined pre- and post-compensation improves the link-level 
performance of the system. For example, for IBO = 0 dB and BER value of 10“®, the 
evolved pilots exhibit an degradation of 5.2 dB as compared to the linear channel. 
The proposed predistorter shows an error floor around BER value of 10“  ^for IBO = 0 
dB. However, joint pre- and post-compensation improves the performance and shows 
an ^  degradation of approximately 1 dB as compared to the linear channel for BER 
value of 10”®. The performance of the system improves as the IBO increases and for 
IBO = 4 dB, it shows only 0.1 dB degradation as compared to the linear case.
5.7 Conclusions
In this chapter, we have reviewed the nonlinear distortion effects of the on-board 
TWTA on higher order modulation schemes such as APSK in a DVB-S2 system. We 
have also discussed existing pre- and post-compensation techniques that can be em­
ployed to improve the BER performance of the system.
We have proposed a predistortion architecture using support vector regression to coun­
teract the nonlinear distortion effect of the TWTA in order to improve the BER perfor­
mance of a satellite broadcasting system such as DVB-S2. The proposed linearization 
system uses two compensators based on support vector regression to counteract the 
amplitude and phase distortion separately. Simulation results show that the proposed 
predistortion technique improves the performance of the system without requiring a 
high level of back-off as compared to the LUT technique. Both techniques use the 
same training signal to learn the amplifier characteristics and approximate the predis­
tortion function. However, the LUT technique shows poor performance as compared 
to the proposed predistorter. The LUT predistorter completely fails at saturation point, 
whereas the proposed predistorter offers an acceptable BER performance. Therefore,
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the use of the proposed predistorter in a system can help to improve the power effi­
ciency for spectrally-efficient modulations.
We have also proposed a new multilevel pilot design for use in DVB-S2 systems. The 
pilot block employs the same constellation as selected for user data such that the nor- 
mahzed average power in the pilot block is unity. The proposed pilot design can be 
implemented in the current DVB-S2 standard without the need to change the current 
frame structure. The improved channel estimate obtained from the proposed pilots is 
utilized for decoder branch metric computation in order to compensate the amplifier’s 
nonlinear response. Simulation results show improvement in the bit error performance 
using proposed pilots as compared to the conventional eonstant-envelope (QPSK) pi­
lots. For example, for 16-APSK, the proposed pilot structure achieves an ^  improve­
ment of approximately 1,9 dB at saturation. It was also observed that SNR estimates 
obtained using QPSK pilots differs from the actual SNR of the received non-constant 
envelope signal due to nonlinear channel estimation errors. On the other hand, the pro­
posed pilot structure gives a more accurate estimate of actual SNR with performance 
very close to the data-aided Cramer-Rao bound. The enhanced SNR estimation can 
improve the threshold setting for adaptive coding and modulation procedure.
The simulation results indicated that the BER performance of the system using the pro­
posed predistorter is improved as compared to the system using only post-compensation 
at the receiver. This is due to the fact that pre-compensation is performed in the ab­
sence of noise at the transmitter. However, nonlinear equalization is still needed to 
reduce the error floor for higher order modulation schemes when the amplifier is op­
erated at or near saturation. Therefore, we propose the use of a combination of both 
pre- and post-compensation to achieve improved system performance whilst maximiz­
ing the HPA power-efficiency. The combined approach shows an ^  degradation of 
approximately 1 dB for 32-APSK as compared to the linear channel. The performance 
of the system improves as the IBO increases and for IBO = 4 dB, it shows only 0.1 dB 
degradation as compared to the linear case.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we have investigated robust channel quality estimation algorithms for 
DVB-S2/RCS and OFDM systems, as these technologies address the increasing de­
mand for broadband applications in modern wireless communication systems.
Firstly, signal-to-noise ratio estimation algorithms for fixed wireless communication 
systems were discussed. It was observed from the review of existing estimators that 
data-aided SNR estimation algorifiims based on the principle of maximum-likelihood 
estimation give accurate results and are asymptotically efficient. This has been vali­
dated via computer simulation results presented in the thesis. However, it was observed 
from the literature survey and verified via simulations that there was a signifieant room 
for improvement in terms of accuracy in the case of non data-aided SNR estimators 
for eonstant-envelope signals as none of the existing estimators achieved the CRLB. 
The comparison of non data-aided estimators showed that the best performance could 
be achieved by the M2 M4 estimator in an AWGN channel. However, the M 2M 4 esti­
mator has high computational complexity. Therefore, we proposed a new NDA SNR 
estimator for BPSK and QPSK modulations. It uses the constant amplitude property of
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in-phase and quadrature components of these modulations to achieve an improved per­
formance. Its complexity is shown to be lower whilst its accuracy supersedes the pop­
ular moments-based estimator, approaching closely to the CRLB at moderate SNRs. 
The proposed estimator achieves 50% reduetion in additive complexity as compared 
to the M 2M 4 estimator. Its multiplicative complexity is independent of the number of 
symbols used for SNR estimation whilst the multiplicative complexity of the M 2M 4 
estimator increases linearly with the number of symbols. Improved performance of the 
proposed estimator makes it an attractive choice for use in fixed satellite communica­
tion systems using fiiese lower order modulation schemes.
In order to use this estimator in future DVB-RCS systems employing ACM, an exten­
sion of the proposed technique to 8 -PSK is also deseribed and a hybrid approach is 
further proposed using the proposed method for moderate/high values of SNR whilst 
the M 2M 4 estimator is used at low values of SNR. The proposed hybrid approach 
shows promising results for the operating SNR regions used in ACM in DVB-RCS 
even in the worst ease seenario of a single MPEG TS packet for eaeh burst transmis­
sion. It achieves the CRB at moderate values of SNR whilst performing 98% less 
multiplication operations as compared to the M 2M 4 estimator.
Secondly, we reviewed the importance of SNR estimation as the channel quality indi­
cator for an adaptive OFDM system and discussed existing preamble-based SNR esti­
mators. In order to improve the SNR estimation performance, we have proposed a new 
algorithm which uses two identical OFDM training symbols or one symbol with two 
identical parts to estimate SNR. The proposed estimator improves the estimation accu­
racy while maintaining lower complexity than the existing estimators in a frequency- 
selective fading channel. It has been verified via computer simulations that at SNR 
= 5 dB, the proposed estimator achieves ten times lower variance as compared to the 
existing techniques. It also achieves up to 25% and 33% reduction in the number of 
additions and multiplications, respectively, whilst estimating SNR. The improvement 
in SNR estimation is achieved without compromising the repetitive structure needed in
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the preamble to achieve reliable frequency offset estimation and timing synchroniza­
tion using standard available techniques. Due to its robustness to frequency selectivity, 
high accuracy and low computational complexity, the proposed method is an attractive 
choice for DA SNR estimation in wireless OFDM systems such as WiFi, WiMAX, 
digital television and mobile telephony.
Thirdly, we have reviewed the importance of pre- and post-compensation in nonlinear 
satellite communication systems. Look-up table based techniques were identified as a 
conventional pre-compensation method but they show poor performance in high non­
linear region. We have proposed a novel predistortion technique using support vector 
regression that over comes the shortcomings associated with the look-up table based 
technique. Simulation results show that the proposed predistortion technique improves 
the performance of the system without requiring a high level of back-off as compared 
to the LUT technique. For example, for LDPC coded 16-APSK, for LDPC coded 16- 
APSK, the LUT PD completely fails to offer an acceptable BER performance while 
the proposed predistorter shows an ^  difference of 1 dB from the performance in a 
linear channel. Therefore, the use of the proposed predistorter in the system can help 
to improve the power efficiency for spectrally-efficient modulations.
We have investigated the potential improvement in nonlinear channel distortion and 
link quafity estimation based on evolved pilots especially suited for the estimation of 
nonlinearities. In contrast to the eonstant-envelope pilots specified in the current DVB- 
S2 standard, a multilevel pilot design is proposed wherein pilots are taken from the 
same constellation as the user data. Simulation results indicate that amplifier distor­
tion and effective signal-to-noise ratio at the demodulator input can be estimated more 
accurately for higher-order modulation than is achievable using eonstant-envelope pi­
lots. Enhanced nonlinear channel equalization improves the bit error performance as 
compared to the case of equalization using eonstant-envelope pilots. For example, the 
proposed pilot design exhibits an ^  improvement of 1,9 dB as compared to the con­
ventional pilot structure for IBO = 0 dB. Enhanced nonlinear channel also improves
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SNR estimation accuracy. For example, for 16-APSK modulation, the proposed pilot 
design offers ten times improved NMSE value as compared to the conventional pilot 
structure for IBO = 0 dB and SNR = 10 dB. Therefore, improved SNR estimates ob­
tained using the proposed multi-level pilot design can help to improve the threshold 
setting for adaptive coding and modulation procedure.
Finally, we have investigated the link-level performance of a DVB-S2 system using 
combined pre- and post-compensation. The combined use of the proposed predis­
torter and the pilot structure, results in improved nonlinear equalization which helps to 
achieve near ideal link performance at low values of back-off. For 32-APSK, the com­
bined approach shows an ^  degradation of approximately 1 dB as compared to the 
linear channel. The performance of the system improves as the IBO increases and for 
IBO = 4 dB, it shows only 0.1 dB degradation as compared to the linear case. There­
fore, we propose the use of a combination of the proposed pre- and post-compensation 
techniques to maximize the power efficiency in a spectrally-efficient broadcasting sys­
tem.
6.2 Future Work
The work carried out in this thesis has led to many avenues for further research that 
could extend the present work and may bring to light new insights and understanding. 
Some of the directions for future work are pointed out in the following:
•  The proposed NDA SNR estimator for BPSK and QPSK modulations is biased 
at low SNR values. Further work can be done to improve its accuracy at low 
SNR values. A possible direction is the statistical evaluation of the bias and 
its compensation using an iterative procedure or using a look-up table based 
technique.
•  In this thesis, we have demonstrated the applicability of our proposed NDA SNR
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estimator in a DVB-RCS system. It has been verified that it accurately estimates 
SNR at the slot level in an AWGN channel. However, further work needs to 
be done to study the impact of achieved error margin on the effieiency of ACM 
procedures.
•  The proposed preamble-based SNR estimator for OFDM systems can be used in 
a CP-based system provided ehannel memory order is known. Therefore, chan­
nel impulse response length estimators must be investigated in detail in order 
to efficiently estimate the memory order. Consequently, the proposed estimator 
can be used in a CP-based OFDM system such as digital video broadcasting- 
terrestrial (DVB-T) where a preamble with identical parts is not available.
•  We have investigated SNR estimation in slowly fading OFDM based systems. 
Estimated SNR is assumed to predict the future channel condition for link adap­
tation. Further work needs to be done to investigate channel quality prediction 
using past and present estimates in fast fading channels.
•  In this thesis, die memory effect in the power amplifier characteristics was not 
considered. However, pulse shaping filters with very small roll-off factors are 
used in satellite systems such as DVB-S2. Therefore, the memory effect due to 
ISI must be taken into account when investigating pre- and post-compensation 
methods. The proposed predistorter can be employed in such a situation by re­
peatedly transmitting the training ramp and taking average of the corresponding 
received feed-back signals to form the training labels. Therefore, further inves­
tigation is required in this direction.
•  The proposed SYR based predistorter can also be employed for signal pre-distortion 
in a channel with memory. Therefore, further investigation can be done in this 
direction especially for satellite systems with on-board processing.
•  The proposed multilevel pilot design needs to be further investigated in a nonlin­
ear channel with memory. A speeially designed pilot sequence may be required
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to estimate and cancel the effect of ISI and to possibly improve the BER perfor­
mance of nonlinear systems with memory.
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