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Вимірювання у відповідно до поставлених завдань виконуються з метою 
досягнення кінцевого результату, що необхідний для отримання  інформації про 
кількісні властивості об’єктів або процесів, зокрема і технологічних. 
Вимірювальна інформація може бути отримана шляхом вимірювання в процесі 
наукових досліджень, обліку матеріальних і енергетичних ресурсів, контролю 
зразків продукції, діагностики стану технологічного обладнання та ін. 
У процесі вимірювань визначаються фізичні величини, що характеризують 
властивості фізичного об’єкта, технологічної системи чи окремого процесу. Ці 
властивості можуть бути спільні у якісному відношенні для багатьох фізичних 
об’єктів, систем чи процесів, але у кількісному відношенні індивідуальні для 
кожного з них. Практичне використання результатів вимірювань вимагає оцінки 
точності отриманих у процесі вимірювань значень фізичних величин. 
Точність вимірювання відображає ступінь наближення результатів 
вимірювання до деякого дійсного значення та дозволяє якісно оцінювати 
вимірювальні операції. Кількісною оцінкою точності вимірювання є похибки 
вимірювання. Оцінка похибки вимірювань є необхідною умовою для 
забезпечення достовірності вимірювань. Висока точність вимірювання та 
достовірність наукових результатів відіграє велике практичне значення як в 
інженерній, так і в науковій діяльності. Запропоновані розрахунково-графічні 
завдання спрямовані на придбання навичок обробки експериментальних даних з 




1. Обробка результатів багатократного вимірювання фізичних величин 
Вимірювання слід вважати тим кращими, чим менше їх похибки. Похибка 
вимірювання може мати як систематичну, так і випадкову складові. Під час 
повторних вимірювань однієї і тієї ж величини за тих самих умов результати, у 
випадку наявності випадкової складової похибки вимірювання, виявляються 
різними. Випадкова складова похибки призводить до неоднозначності результату 
вимірювання. Для усунення цієї неоднозначності випадкові похибки 
розглядаються як випадкові величини. Методи математичної статистики 
дозволяють оцінити похибки результатів вимірювань та охарактеризувати 
невизначеність отриманих результатів вимірювання. Невизначеність результату 
вимірювання оцінюють межами похибки результату вимірювання. Якщо ці межі 
визначають як ті, що відповідають деякій величині, то їх називають довірчими 
межами похибки результату вимірювання або довірчою похибкою.  
Нижче наведені завдання з вихідними даними для самостійного виконання 
розрахунково-графічної роботи (РГР), що складається з двох частин. Перша 
передбачає проведення перевірки за допомогою критерію узгодження 
відповідності спостерігаємого розподілу випадкової величини нормальному 
закону. Друга частина спрямована на визначення довірчого інтервалу результатів 
вимірювання. 
При цьому кожному студенту викладачем задається номер варіанта 
індивідуального завдання, вихідні дані для яких зведені до відповідних таблиць 
кожної частини. 
 
2. Перевірка гіпотези про нормальність розподілу випадкової величини 
2.1. Основні етапи та вихідні дані для виконання завдання 
Кожен студент відповідно до свого номера варіанта має виконати такі дії: 
а) записати запропоновану вибірку у вигляді таблиці; 
б) побудувати статистичний ряд; 
в) застосувати метод групування випадкових величин та подати згруповану 
вибірку у вигляді таблиці; 
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г) перевірити гіпотезу о нормальності розподілу випадкової величини за 
одним із критеріїв узгодження, що передбачено варіантом завдання; 
д) побудувати графік емпіричної функції щільності розподілу у вигляді 
гістограми і полігону; 
є) побудувати графік функції щільності розподілу, що відповідає 
нормальному закону. 
Під час виконання роботи необхідно прийняти відповідний рівень 
значущості  , визначити кількість інтервалів за формулою Старджеса та ширину 
інтервалу. Вихідні дані для виконання завдання зведені до табл. 2.1, а варіанти 
РГР наведені у табл. 2.2. 
 
Таблиця 2.1. – Вихідні дані для виконання РГР. 
Номер 
рядка 
Значення параметра, ix  
1 2 3 4 5 6 7 8 9 10 11 
1 48 39 43 44 34 34 32 43 40 46 
2 25 31 34 49 39 37 45 49 31 49 
3 43 46 34 35 42 32 41 34 42 42 
4 38 40 46 47 34 42 38 40 38 36 
5 30 43 41 40 40 35 35 41 38 45 
6 37 42 38 36 44 39 32 48 43 39 
7 43 30 32 36 42 34 49 48 49 50 
8 37 30 44 48 44 35 45 34 33 41 
9 43 45 50 34 33 39 41 39 46 31 
10 40 52 44 39 35 45 33 42 42 36 
11 44 51 45 39 34 44 40 37 43 32 
12 33 42 40 35 37 43 48 48 50 32 
13 40 48 45 43 36 36 42 40 37 30 
14 44 50 46 39 41 48 44 42 36 51 
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Продовження табл. 2.1 
15 44 50 47 37 33 34 42 43 43 47 
16 33 48 38 42 45 32 34 44 39 45 
17 48 26 31 34 38 36 46 49 40 48 
18 42 47 35 34 41 33 41 35 43 42 
19 39 37 47 47 33 42 37 39 39 37 
20 43 41 30 39 38 36 36 34 42 46 
21 39 44 37 35 43 38 33 47 45 38 
1 2 3 4 5 6 7 8 9 10 11 
22 37 48 38 52 40 45 44 42 38 40 
23 44 46 37 34 41 37 41 39 30 38 
24 32 41 48 36 51 36 33 39 45 40 
25 34 41 38 34 33 27 51 45 27 38 
26 42 37 46 41 47 36 30 45 41 40 
27 37 37 39 42 48 41 36 39 33 47 
28 43 49 27 31 41 46 40 36 36 42 
29 41 46 33 37 47 35 31 29 30 36 
30 48 38 37 34 40 34 36 50 48 39 
31 30 38 43 41 44 45 38 37 46 50 
32 41 48 41 43 47 37 42 34 32 44 
33 37 48 46 41 41 37 37 48 49 46 
34 38 44 50 37 47 27 48 37 46 38 
35 48 47 38 52 34 36 34 41 41 32 
36 31 43 34 46 37 40 41 39 32 42 
37 47 33 51 41 40 45 37 36 27 36 
38 37 42 46 35 34 38 45 36 20 40 
39 34 48 30 51 33 41 44 42 39 39 
40 45 45 41 40 36 27 50 44 41 48 
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Закінчення табл. 2.1. 
41 36 36 32 32 36 49 27 45 30 35 
42 40 38 45 40 40 50 42 37 50 39 
43 43 38 30 59 42 41 33 42 38 44 
44 44 41 47 52 51 38 50 39 50 48 
45 49 43 52 50 30 30 26 50 27 49 
46 27 49 46 39 47 26 49 52 29 44 
47 51 53 48 49 53 45 27 43 48 44 
 











1 150 Пірсона 16 140 
2 100 Асиметрія та 
ексцес розподілу 
17 120 
3 150 Колмогорова 18 140 
4 20 Складовий 19 30 
5 100 Асиметрія та 
ексцес розподілу 
20 110 
6 150 Пірсона 21 140 
7 20 Складовий 22 30 
8 100 Колмогорова 23 120 
9 150 Пірсона 24 160 
10 100 Асиметрія та 
ексцес розподілу 
25 90 
11 150 Колмогорова 26 120 
12 20 Складовий 27 30 
13 150 Пірсона 28 140 
14 100 Колмогорова 29 130 




Слід відзначити, що і-му варіанту табл. 2.2 відповідає номер рядка, що 
наведений у табл. 2.1. Наприклад, першому варіанту згідно з табл.2.2 
відповідають елементи вибірки, що розташовані у 15-ти рядках табл. 2.1, 
починаючи з першого. Обсяг вибірки складе відповідно до першого варіанту у 
кількості 150n = , а перевірка гіпотези має бути виконана за критерієм узгодження 
Персона. При цьому, вже для четвертого варіанту обсяг вибірки 20n =  і 
відповідають йому елементи, що розташовані в двох рядках табл. 2.1, тобто 4-му і 
5-му, а перевірка гіпотези про розподіл випадкової величина має бути виконана за 
складовим критерієм узгодження. 
2.2. Приклад виконання завдання. 
У табл. 2.3 наведена вибірка певного варіанта завдання, запропонованого 
для виконання згідно з табл. 2.1 і 2.2. 
 




1 37 30 44 48 44 35 45 34 33 41 
2 43 45 50 34 33 39 41 39 46 31 
3 40 52 44 39 35 45 33 42 42 36 
4 44 51 45 39 34 44 40 37 43 32 
5 33 42 40 35 37 43 48 48 50 32 
6 40 48 45 43 36 36 42 40 37 30 
7 44 50 46 39 41 48 44 42 36 51 
8 44 50 47 37 33 34 42 43 43 47 
9 33 48 38 42 45 32 34 44 39 45 
10 48 26 31 34 38 36 46 49 40 48 
11 42 47 35 34 41 33 41 35 43 42 
12 39 37 47 47 33 42 37 39 39 37 
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Закінчення табл.. 2.3. 
13 43 41 30 39 38 36 36 34 42 46 
14 39 44 37 35 43 38 33 47 45 38 
15 37 48 38 52 40 45 44 42 38 40 
 
Для цієї вибірки обсягу 150n =  необхідно перевірити гіпотезу про 
нормальність розподілу випадкової величини за критерієм Пірсона. 
Побудований статистичний ряд згідно з табл. 2.4 буде мати вигляд. 
















6 12 9 11 9 4 6 9 1 4 2 2 
 
Кількість інтервалів визначається за формулою Старджеса: 
 
1 3,3lgK n= + ;    (2.1) 
   1 3,3lg150 8K = +   















Результати застосування методу групування щодо експериментальних 
даних зведені до табл. 2.5. 
Ймовірність попадання випадкової величини в інтервал 
*( )kf X , що подана 
в останньому стовпчику табл. 2.5, розрахована за рівнянням: 
 
*( ) /k if X n n=     (2.3) 
 




















личини в ін- 
тервал, 
*( )kf X  
1 26,0 ÷ 29,25 27,625 1 0,0067 
2 29,25 ÷ 32,5 30,875 8 0,0533 
3 32,5 ÷ 35,75 34,125 23 0,1534 
4 35,75 ÷ 39,0 37,375 24 0,1600 
5 39,0 ÷ 42,25 40,625 37 0,2467 
6 42,25 ÷ 45,5 43,875 29 0,1933 
7 45,5 ÷ 48,75 47,125 19 0,1266 
8 48,75 ÷ 52,0 50,375 9 0,0600 
 












X =  = . 
 



























 ;   (2.5) 
 
1
250621,716 246503,47 0,88 5,173
149
S = − − = . 
 
Теоретичне значення ймовірності ( )kf X  попадання випадкової величини в 
інтервал K  визначається за формулою: 
 
( ) 1 1k kk
Х X Х X
f X Ф Ф
S S
+ −
   − −
= −   
   
.  (2.6) 
 








− −   
= − =   
   
. 
При цьому величина добутку ( )1nf X  для першого інтервалу буде мати 
значення 1,815. Функція ( )Ф Х  визначається за таблицями Лапласу. Результати 
обчислень за формулами (2.4–2.6) подані у табл. 2.6, в якій проведено об’єднання 
інтервалів у зв’язку з невиконанням умови ( ) 5inf X  . 
Кількість степенів вільності r  розраховується за рівнянням:  
 
3r K= − ;    (2.7) 
6 3 3r = − = , 
 
де K  – кількість інтервалів з урахуванням об’єднання перших трьох в один. 
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За таблицею розподілу Пірсона з урахуванням рівня значущості 0,05 =  та 3r =  
визначаємо показник 20,05 7,8 = . 
За умови 2 20,054,104 7,8 =  =  гіпотеза про нормальність 
експериментального розподілу приймається. На рис. 2.1. наведені графіки 
теоретичної та експериментальної функції щільності розподілу випадкової 
величини, що побудовані за даними табл. 2.5 і 2.6. 
Таблиця 2.6. – Результати обчислень. 
Номер 
інтервалу i in X  
2



































































Рис. 2.1. Графіки функцій щільності розподілу випадкової величини: 1 – 
експериментальна; 2 – теоретична 
 
3. Визначення функцій щільності ймовірності та довірчого інтервалу 
результатів вимірювання 
3.1. Основні етапи та вихідні дані для виконання завдання 
Зважаючи на те, що випадкова величина Х  (результат вимірювання) має 
нормальний розподіл, необхідно виконати згідно запропонованого нижче 
завдання таке: 
а) знайти незміщені оцінки математичного очікування Х  та 
середньоквадратичного відхилення S ;  
б) записати щільність ймовірності ( )f X  результатів вимірювання; 
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в) визначити довірчий інтервал ε, що накриває математичне очікування 
результатів вимірювання із заданою довірчою ймовірністю 0,95 та 0,99, зважаючи 
на те, що S  невідоме. 
Проаналізувати отримані результати щодо визначеного довірчого інтервалу; 
г) визначити, за якої мінімальної кількості вимірювань при довірчій 
ймовірності 0,95P =  можна було б стверджувати, що за визначеною оцінкою 
математичного очікування Х  похибка не перевищить величини ε 0, 25,=  
враховуючи, що S = ; 
д) визначити ймовірність попадання результатів вимірювання Х у заданий 
інтервал ( ;  ). 
Вихідні дані для виконання варіантів завдання зведені до табл. 3.1 і 3.2. 
 
3.2. Приклад виконання завдання 
За результатами вимірювань визначена концентрація ( Х ) активної 
речовини у шести пробах продукту, отриманого в періодичному процесі 
виробництва. Отримані такі значення концентрації (г/л): 4,45; 4,40; 4,45; 4,38; 
4,42. 
Визначаються оцінки математичного очікування Х  та 
середньоквадратичного відхилення S за такими формулами: 
. 
Таблиця 3.1. – Вихідні дані за результатами випробування резисторів. 
Номер 
варіанта 
Величина опору резистора, 
кОм 









4,8 6,2 6,0 5,9 5,6 4,9 6,0 6,1 5,5 5,8 5,7 5,1 5,5 6,2 
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5,3 5,2 5,4 5,7 5,62 4,3 5,3 5,1 5,4 5,2 5,6 5,2 5,8 4,9 
7 
33.25, =  
33.48 =  




































53,4 55,4 52,4 53,1 53,2 53,2 53,4 53,4 53,6 53,3 53,3 52,9 53,0 53,2 
 
Таблиця 3.2. – Вихідні дані за результатами вимірювання концентрації 
Номер 
варіанта 









2,2 4,5 4,8 5,0 3,0 6,0 12,0 8,0 14,2 15,0 2,0 1,0 
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S =  =  г/л. 
 
















.  (3.3) 
 














 .  (3.4) 
 
За малої вибірки та невідомому S  для визначення довірчого інтервалу, що 
накриває математичне очікування, здійснюється з використанням периметру 
розподілу Стьюдента стt  довірчої ймовірності 0,95Р =  та кількістю степенів 
вільності 6 1 5 = − = . За таблицями розподілу стt = 2,57. При цьому довірчий 










 =  =  г/л. 
 
При довірчій ймовірності 0,99Р = , 5 =  периметр розподілу стt =4,03. За 





 = = г/л. 
Мінімальна кількість вимірювань n  при 0,95Р = , за якої похибка   не 















=   проб, 
 
де /2 1,96PZ =  – параметр розподілу нормованої функції Лапласу, що відповідає 
ймовірності / 2Р .  









   − −
  = −   
   
;   (3.7) 
( )
4,43 4,42 4,41 4,42
{4,41 4,43} 2 0,357 0,277
0,028 0,028
P X Ф Ф Ф
− −   
  = − = =   
   
. 
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