There are a lot of nonlinear systems in the process control systems. However, it is difficult to deal with the nonlinear property by linear controller. Also adaptive control system such as self-tuning PID control schemes is proposed, but the one made from recursive least squares can deal with only linear object. Fig. 1 draws trajectories of the system output, the system input and the reference signal on the vertical axis and the number of the steps on the horizontal axis by using self-tuning PID scheme. There are some overshoot depending on a reference signal. The controlled object of this result is Hammerstein model which has nonlinear properties.
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On the other hand, a scheme called boosting is proposed in the machine learning field. This scheme can obtain the highly accurate condition by combining some less-accurate conditions. The boosting can obtain better results compared with the neural network under the less number of learning data. The original boosting is only possible to deal with two-valued variable, so we extend the algorithm for function approximation using it. Then we propose a design method of nonlinear PID control systems using extended boosting algorithm. There are a lot of nonlinear systems in the process control systems. However, it is difficult to deal with the nonlinear property by linear controller. Then, various methods have been studied in this field.
On the other hand, a scheme called boosting is proposed in the machine learning field. This scheme can obtain the highly accurate condition by combining some less-accurate conditions. The boosting can obtain better results compared with the neural network under the less number of learning data.
In this paper, we propose a design method of nonlinear PID control systems using boosting algorithm. The original boosting is only possible to deal with two-valued variable, so we extend the algorithm for function approximation using it. Finally, the simulation examjples are demonstrated in order to investigate the effectiveness of proposed scheme.
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