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Abstract
The paper proposes an interdisciplinary approach including methods from disciplines such as history of
concepts, linguistics, natural language processing (NLP) and Semantic Web, to create a comparative
framework for detecting semantic change in multilingual historical corpora and generating diachronic
ontologies as linguistic linked open data (LLOD). Initiated as a use case (UC4.2.1) within the COST
Action Nexus Linguarum, European network for Web-centred linguistic data science, the study will
explore emerging trends in knowledge extraction, analysis and representation from linguistic data
science, and apply the devised methodology to datasets in the humanities to trace the evolution
of concepts from the domain of socio-cultural transformation. The paper will describe the main
elements of the methodological framework and preliminary planning of the intended workflow.
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1 Use case description
1.1 Contextualisation
Semantic change has been studied so far within various disciplines and research fields, including
the history of concepts and philosophy, linguistics, natural language processing (NLP) and
the Semantic Web. Despite growing interest in the topic, which requires multiple perspectives
and an interdisciplinary approach, there is no unified view and not enough dialogue on the
subject, and different disciplines seem to make use of different interpretations and theoretical
notions when dealing with it. Our proposal, called HIstory of Socio-culTural transfORmation
as linguistIc dAta sciEnce (HISTORIAE) with reference to Tacitus’s Historiae and nowadays
interconnected cloud of linked data, aims at bridging the gap and combining approaches from
these fields to create a comparative methodological framework for detecting semantic change
in multilingual text collections and for generating corpus-based diachronic ontologies as
linguistic linked open data (LLOD). The area of application of this proposal spans the digital
humanities (DH), with a focus on the history of socio-cultural transformation in Europe
and other regions, and emerging trends in knowledge extraction, analysis and representation
from linguistic data science. These directions are noteworthy for current research, given the
increasing use of digital and Web technologies in almost all the sectors of human activity
and the need for a better understanding of their impact on cultural assets, within a broader
historical, technological and data-aware context. It is expected that the project outcomes
may also be applied to other domains.
HISTORIAE will address the following research questions. (1) Which insights does the
study of semantic change help generate in the history of socio-cultural transformation? (2)
Can the applied methodology inform us about the interrelation between linguistic, social and
cultural innovation over time, and the socio-cultural roots of innovation? (3) What may be
learned about the combination of human and machine agency in the process of construction
and dissemination of knowledge, and of explaining the underlying mechanisms?
Throughout this paper, the term “semantic change” will generally refer to a change in
meaning, either of a lexical unit (word or expression) or of a concept (a complex knowledge
structure that can encompass one or more lexical units, as well as relations among them and
with other concepts). The contribution of the proposal to the fields of digital humanities and
linguistic data science will therefore consist of a workflow prototype based on a combined
approach to semantic change, implying data-related and theoretical enquiry, corpus-based
analysis and ontology building, and reflection and documentation on the process as a whole.
Since the project is still in an early stage, the paper will limit its scope to the following
points: (1) the main elements of the HISTORIAE proposal (goals, tasks, datasets, concepts,
challenges); (2) exploratory, preliminary planning and research directions of the intended
workflow (theoretical models, formalisms and modalities for detecting and representing
semantic change, ontology generation, publication, interpretation and documentation).
1.2 Goals, tasks, methods
HISTORIAE builds on the humanities use case (UC4.2.1) initiated as part of the working
group “Use cases and applications” within Nexus Linguarum, European network for Web-
centred linguistic data science, a COST Action (CA18209) 2 running from 2019 to 2023.
While UC4.2.1 will be carried out within Nexus Linguarum as a pilot, it is intended to further
2 https://nexuslinguarum.eu/
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develop the idea within HISTORIAE as a larger interdisciplinary research project, if funding
resources are obtained. The main goal of UC4.2.1 is to create a comparative methodological
framework for tracing the “histories” or evolution of concepts in different languages and
humanities fields (history, literature, philosophy, religion, etc.) and generate a sample of
multilingual LLOD ontologies to represent semantic change by using NLP and Semantic Web
technologies. Starting from the hypothesis that historical realities are always reflected in
language and its manifestations, irrespective of the specific language, it is assumed that such
a methodology will allow for comparative transnational and linguistic standpoints and for
new insights into the interconnections between language and historical and cultural context
over time and space through linguistic data science.
Six tasks (T1-T6) have been designed for the use case (at the time of writing, T1 is
completed, T2, 3, 6 ongoing, T4, 5 not yet started). T1 deals with the identification of
potential datasets, concepts and languages to be used in the study. T2 has as objectives to
draw on the state-of-the-art in LLOD and NLP methods, tools and data, with a focus on the
humanities, and provide a terminological and methodological ground for the construction of
a theoretical model to detect and represent semantic change in multilingual historical text
collections. T3 consists of the selection of the datasets, periods and time span granularity
(years, decades, centuries) as well as data preparation (e.g. conversion from one format to
another, grouping by time period). T4 and T5 are dedicated to testing and implementing
various methods for semantic change detection, representation and publication as LLOD
ontologies based on the selected datasets. Finally, T6 is intended to result interpretation and
documentation of the process by making use of explainable AI (XAI) techniques, and to a
set of guidelines describing the methodology derived from the use case. More details about
the methods considered for further investigation are presented in Section 2.
1.3 Datasets, languages, time span
At the initial stage of the study (T1), we identified several datasets, described below, covering
a substantial time span and variety of languages such as Latin, Ancient Greek, Hebrew,
French, German, Luxembourgish and Old Lithuanian. The LatinISE corpus [32] contains
over 10 million word tokens and covers a wide range of genres (e.g. comedy, tragedy, poetry,
essays, letters, narrative, oratory, philosophy, religion, law) spanning from the 2nd century
BC to the beginning of the 21st century CE. The corpus is lemmatised, part-of-speech
(POS)-tagged and searchable through the Sketch Engine corpus query tool. The Ancient
Greek corpus Diorisis [50] covers the Ancient Greek literary tradition, from the 8th century
BCE to the 5th century CE, and consists of 820 texts (10,206,421 word tokens), which are
lemmatised and POS-tagged. Various genres are represented, such as literature (poetry,
drama), philosophy, narrative (historiography, biography, mythography), religion (hymns,
Jewish and Christian scriptures, homilies), technical literature (medicine, mathematics,
natural science, geography, astronomy, politics, rhetoric, art history, literary criticism,
grammar), and letters. The Hebrew dataset Responsa [28] includes rabbinic comments
on daily issues (law, health, commerce, marriage, education, Jewish customs) and covers
the time range from the 11th century until now. It contains 76,710 articles and about
100 million word tokens and can be browsed and searched via a dedicated Web interface.
The National Library of Luxembourg (BnL) Open Data collection [12] comprises historical
newspapers and monographs (literature, history, philosophy, geography, pedagogy, religious
matters, etc.) from the public domain, in French, German and Luxembourgish. It spans
two overlapping periods, 1841-1878 (newspapers) and 1690-1918 (monographs). The dataset
counts 23,663 processed newspaper issues (510,505 extracted articles), segmented at the level
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of individual articles, sub-articles and paragraphs, and 504 processed monographs (33,477
extracted chapters). The Lithuanian dataset Sliekkas [16], which is still under construction,
includes Old Lithuanian texts (religious – prayers, catechisms, hymnals, and sermons, as well
as prose and poetry), dated between 16th and 18th centuries, with annotations (structural,
paleographic, textological, lexical, and grammatical) and facsimile reproductions of the
original (ca. 10 million text words).
1.4 Concepts
Tracing the history of concepts is not a new field of research. Various studies have been
dedicated to this area, implying different approaches and domains of application such as
political, encyclopaedic, legal and biomedical [51], history of philosophy and of science [4],
historical research [13] and digital preservation [47]. However, studies in cultural and
conceptual history (Begriffsgeschichte) [1], [41] have pointed out the challenges in examining
language in its interaction with social, political and cultural transformations from the real
world, and the need for a comparative, transnational and interdisciplinary approach to
understand the complexities of this type of relationship.
Our proposal aims at creating comparative standpoints to trace the history of concepts
in the domain of socio-cultural transformation at a transnational level. The particularity of
the contribution mainly consists in combining various approaches and resources from areas
such as the history of concepts and linguistic data science, considered together with this
domain of application needing further exploration and insight within a digital framework. A
series of semantic fields have been identified for this purpose. Examples of such fields include:
geo-political and cultural entities (Europe, West, East, etc.), education, sciences, technology
and innovations, social and societal processes (migration, urbanisation, modernisation,
globalisation), state and citizenship, beliefs, values and attitudes (e.g. religion, democracy,
political participation), economy, health and well-being, everyday life, family and social
relations, time and collective memory, work and leisure, customs and traditions, literature
and philosophy. Moreover, the study will focus on serendipity and the discovery of “turning
points”, concepts that underwent significant semantic changes at certain points in time, as
indicators of shifting or emerging trends in the area of socio-cultural transformation.
The identified datasets will allow for further research in the history of concepts and
within the considered domain. It should be noted that the feature of aligning Old Lithuanian
translations with their sources in Latin, German or Polish, or comparing the selected
languages, will enable us to identify and assess possible mutual cultural influences and look
for emerging shared literary, religious and cultural concepts.
1.5 Challenges
The proposal encompasses a number of challenges. (1) Dataset-related ones mainly referring
to aspects such as differences in format, time span, genres, size and availability. (2) Workflow-
related ones residing in heterogeneous approaches and workflow components to be integrated
into a coherent pipeline; under-developed or not yet existing resources (tools, methods, models,
formalisms) to deal with certain languages or aspects of semantic change and diachronic
ontology generation and publishing. (3) Domain-related ones generally pointing to questions
such as adequacy of the considered datasets and linguistic data science methods and tools
for tracing a history of concepts that reflects socio-cultural transformation and provides
comparative historical, linguistic and cultural insights from a transnational perspective.
Possible modalities of addressing these challenges are described in the following section.
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2 Workflow planning
For the implementation of the use case, we propose a workflow composed of seven task
categories as illustrated below (Figure 1).
Figure 1 HISTORIAE workflow. Rounded rectangles: task categories; folded-corner rectangles:
data types created in the process; dotted rectangles: groups of conceptually associated elements.
2.1 Identification of concepts, dataset acquisition and preparation
An in-depth analysis for the identification of relevant concepts, semantic fields and datasets
(T1) (see 1.3, 1.4) to be used in the study will be performed. The core dataset identified
so far will be assessed and possibly expanded. The selection criteria mainly pertain to the
availability of data, and temporal, geographical, linguistic and thematic coverage enabling a
historical, comparative perspective on the topic of socio-cultural transformation. We expect
additional datasets, genres and languages to be included in the expanded version of the study
(i.e. in Bulgarian, English, Polish, Romanian and Slovene). In order to further extend the
time coverage to more recent periods, multilingual contemporary data in open access will be
considered, such as Wikimedia downloads, the Digital Corpus of the European Parliament
(DCEP) and a collection of trained Twitter word embeddings in English. Preliminary data
preparations will be necessary for the whole collection (T3), such as normalisation of old
forms, extraction of textual content by genre or language from XML, and segmentation of
the corpora by time slice (e.g. year, decade, century) for diachronic analysis.
2.2 Theoretical modelling of semantic change
From a theoretical point of view, four research directions have been identified and will be
further explored (T2) as starting points in designing the theoretical model to approach
semantic change. It is assumed that such a theoretical model may be combined in the
workflow with elements of LLOD formalisation and NLP-based detection of lexical semantic
change and diachronic ontology generation (Sections 2.3, 2.4 and 2.5).
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Within the theory of lexical semantics, [15] identifies two main classifications of semantic
change that include semasiological mechanisms (meaning-related), with semasiological innov-
ations endowing existing words with new meanings, and onomasiological (or “lexicogenetic”)
(naming-related) mechanisms, with onomasiological innovations expressing meaning through
new or alternative lexical items. [15] also draws attention to semantic approaches, in the
lineage of distributional semantics, inspired by Firth and Harris, that display a certain
affinity with current usage-based approaches and distributional corpus analysis. From the
field of intellectual history, theory of knowledge organisation and Semantic Web, two formal
descriptions of conceptual change have been retained for further analysis. One is proposed
by [27] and asserts that a concept is composed by two parts, the “core” and the “margin”,
based on context-nonspecific and context-specific features. This model allows for a variety
of possibilities, from conceptual continuity, implying core stability and different degrees of
margin variability, to conceptual replacement, when the core itself is affected by change.
The other formalisation, developed in [51], defines the meaning of a concept in terms of
“intension” (a set of properties), “extension” (a subset of the universe) and “label” (a string
of characters). [51] use distance measures, such as Jaccard and Levenshtein, computed for
the three aspects to identify conceptual changes.
2.3 Expressing semantic change through LLOD formalisms
One of the aims of the work described in this submission is to model and then publish
data about semantic change in the form of one or more diachronic lexico-ontologies in order
to integrate together different kinds of relevant information and to make this information
available in an accessible and easily re-usable form. The linked open data (LOD) publishing
paradigm is ideal for doing this. It offers us a standardised way of making structured data
available using the HTTP protocol, as well as giving us the possibility of exposing this data
via special endpoints that use the powerful SPARQL query language. The use of a common
data framework, the Resource Description Framework (RDF), combined with a number of
upper level ontologies and more generalised linked data vocabularies helps to ensure the
interoperabilty of data published in this way. As we intend to model (and publish) data
about linguistic phenomena as linked data (although this may include information from and
relevant to other disciplines such as history) we use the term linguistic linked open data in
the current work. In the rest of this section we will give a brief overview (T2) of some of the
most relevant vocabularies and datasets for publishing data on semantic change as linguistic
linked open data.
The idea would be to create a linked data resource with a lexical component that includes
a list of lexical entries and their senses (along with other linguistic information pertaining to
for instance the grammatical features of a word) and an ontological or more broadly speaking
semantic component that describes the meanings of these senses and, more importantly, the
way in which they change over time. The well known OntoLex-Lemon model [31] published
by the W3C Ontology-Lexicon group3 allows for this approach in the case of static senses.
However it does not make explicit provision for representing semantic change, nor does it do
so for dynamic or time dependent information. This is an issue because the representation of
n-ary relations for n > 2 can have its drawbacks [52] (in this case relationships which would
be most naturally represented as relations with an additional temporal parameter).
3 https://www.w3.org/2016/05/ontolex/
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The modelling of dynamic or diachronic lexical information in linked data is still an
active area of research and discussion, and it is unlikely that there will be any one-size-fits-all
solution. One approach has been proposed in [23] where word senses are represented as
perdurants, that is, entities with an extension in time which can have temporal parts. This
strategy is also being adopted in the soon to be published ISO Standard ISO 24613-3 which
consists of a diachronic module for the Lexical Markup Framework (LMF) [43]. In the case
of LLOD the perdurant solution has the advantage, among other things, of allowing the use
of certain built-in Web Ontology Language constructs which facilitate automated reasoning
on RDF datasets.
2.4 Detecting lexical semantic change
There is a growing body of research on computational methods for detecting lexical semantic
change automatically, recently surveyed in [48] and [26].
Word representations that employ semantics, syntax, and context to create vectors are
used in current literature to successfully compute semantic change using distance metrics
(e.g., cosine, Levenshtein) [46]. These vectors are built using shallow neural networks, and,
although they use different architectures to create lexical representation for textual data, are
known collectively as word embeddings [34, 38, 37, 6, 35]. Although similar concepts have
similar representations, word embeddings cannot detect correctly the semantic changes that
appear over time if they are not trained specifically for this task. Thus, in current literature
new methods for building word embeddings to detect semantic changes have been proposed.
In [18], the authors correlate word embeddings with temporal-spatial information to create
condition-specific embeddings. Another method uses hyperbolic embeddings to map partial
graphs into low-dimensional, continuous hierarchical spaces to build diachronic semantic
hyperspaces for four scientific topics [5]. The current approaches are prone to anomalies and
direct human intervention is required to make correct assessments about the results. Thus,
new anomaly detection methods that employ unsupervised machine and deep learning are
required to alleviate the need for expert validation.
Word embeddings are used with machine translation architectures, e.g., long short-term
memory networks (LSTM)-based sequence to sequence models [49], to measure the semantic
change of words by tracking their evolution over time in a sequential manner. These
approaches seem promising and new deep learning architectures for machine translation can
be developed for the task of determining semantic change, e.g., variational autoencoders
(VAE) [24] and generative adversarial networks (GAN) [29].
The SemEval 2020 shared task on Unsupervised Lexical Semantic Change Detection [46]
has provided the current state-of-the-art in the field, with evaluation results relative to 21
systems evaluated on two subtasks in four languages (English, German, Latin and Swedish).
In this task, systems based on word type embeddings outperformed token embeddings on both
subtasks, but the potential of token embeddings is yet to be fully explored. [46] also found a
strong effect of frequency in the systems based on type embeddings, and a strong correlation
between change scores and polysemy. Both these factors should be further explored and
taken into account in future studies and implementations.
Recently transformers-based models have also been considered for lexical semantic change
detection. Most solutions that fall into this category use BERT (Bidirectional Encoder
Representations from Transformers) [10]. BERT employs a bidirectional attention mechan-
ism to learn the contextual relations. Pre-trained BERT models have been used in both
unsupervised [17, 22] and supervised [42] semantic shift tracing solutions. Another trans-
former that was applied to semantic change detection is ELMo (Embeddings from Language
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Models) [39]. ELMo provides faster training and inference compared with BERT. Because
of this, it is much easier to train the models with ELMo on specific datasets, and not use
pre-trained models. A comparison between ELMo and BERT in semantic change detection
for the Russian language is presented in [42]. By analysing the results presented in the
state-of-the-art solutions, we can conclude that transformers enhance the semantic change
detection task. For this purpose, we are considering experimenting with other, more recent
transformers (T4). One candidate is DistilBERT [45] which is used to pre-train a smaller
general-purpose language representation model by reducing the size of BERT. RoBERTa [30]
is another candidate. This model improves BERT’s language masking strategy by adjusting
several hyperparameters.
2.5 Generating diachronic ontologies from corpora
Another area of interest for the study is that of ontology learning from text, surveyed
in [21, 2]. An influential model used in many applications, the so-called “ontology learning
layer cake” [7], proposes six steps or layers for ontology acquisition, dedicated to terms,
synonyms, concepts, concept hierarchies, relations and rules. [7] list different techniques from
various fields of research to achieve this task. The first three subtasks include information
retrieval methods for term extraction, synonym acquisition from lexical-semantic resources
(e.g. WordNet), text corpora and the Web based on synset relations, Harris’ distributional
hypothesis and statistical information measures, and concept induction through definition
learning (intension), deriving instances from named entity hierarchies (extension) and
linguistic realisation (terms) (see also Section 2.2). For the last three subtasks, [7] mention
taxonomic (is-a) and non-taxonomic relation extraction based on hierarchical clustering
algorithms as well as statistical and linguistic analysis of syntactic structure and dependencies,
and ontological rules learning from text using lexical entailment. This framework will serve
as a starting point for designing this workflow phase (T5), possibly in combination with deep
learning approaches (e.g. word2vec, LSTMs), human-based evaluation and post-processing
that seem promising for ontology learning goals according to [53], [21] and [2].
For more specific objectives in generating diachronic ontologies from historical corpora
included in the use case, additional methods will be assessed, such as distributional semantic
models and “hubs and authorities” [20], hyperbolic embeddings [5], “peak detection” in time
series and word and event “projected embeddings” [44] or vector representation of concept
signatures [19]. Possible integration with recent advances in transformers-based models and
other state-of-the-art NLP methods for lexical semantic change detection (Section 2.4) will
be considered as well.
2.6 Publishing diachronic ontologies as LL(O)D
Unlike synchronic ontologies that ignore the historical perspective, diachronic ontologies
allow us to capture the temporal dimension of concepts and investigate gradual semantic
changes and concept evolution through time [20]. Since the goal of the study is to produce a
sample of diachronic ontologies represented and published on the Web as LL(O)D (T5), a set
of existing methods and tools for acquiring (Section 2.5) and converting ontological structures
into Semantic Web formalisations will be evaluated together with modalities of expressing
semantic change through LLOD formalisms (Section 2.3). One of the systems often cited as a
reference is Text2Onto [9], an ontology learning framework that converts learned knowledge
into a Probabilistic Ontology Model (POM) translatable into various ontology representation
languages such as RDFS, OWL and F-Logic. Other tools, e.g. LODifier [3] and OntoGain [11],
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can extract entities and relations from text and produce RDF representations linked to
the LOD cloud using DBpedia and WordNet 3.0 vocabularies, or transform the acquired
ontology into standard OWL statements. More specialised tools, such as converters, allow
for making linked data in RDF format out of CSV files (CoW [33]), converting language
resources into LLOD (LLODifier [8]) or developing complex transformation pipelines for
converting heterogeneous linguistic resources to RDF (Fintan [14]).
2.7 Interpreting, explaining and documenting the process
For the interpretative approach, we will take into account linguistic, cultural and historical
aspects of linguistic innovation and its temporal and referential complexity starting from
the theoretical model of the concept – reality relationship, based on the four combinations
of synchronous and asynchronous concept and reality change vs. stability over a period of
time [25]. The implementation of the proposed workflow will include qualitative analysis and
XAI components (in phases 2.4 and 2.5) for interpreting the results, explaining, documenting
and reflecting on the process (T6). As starting points we will consider the four principles
of explainable AI systems [40] and insight from the social sciences in designing this type of
components [36]. The outcome will consist of comparative insights into the history of socio-
cultural transformation, and in particular the interconnection between linguistic innovation
and social and cultural innovation, and their evolution over time. It will also contain
methodological guidelines and reflections on the hybridisation of human and algorithmic
approaches and the role of AI from the sociology of knowledge perspective, in order to
understand how these technologies are changing our modes of producing, disseminating and
consuming knowledge.
3 Conclusion and future work
The paper presents a use case and further development proposal for detecting and representing
semantic change by means of NLP and LL(O)D technologies applied to multilingual historical
datasets and various humanities areas in order to trace the evolution of concepts in the
domain of socio-cultural transformation. A set of challenges has been identified, mainly
related to the heterogeneity of the datasets and approaches, as well as the complexity of
the application domain and of constructing comparative standpoints to derive historical,
linguistic and cultural insight from a transnational perspective. Given the early stage in the
use case development, the proposal does not present experimental descriptions and results
but a set of methodologies and tools to be further examined, tested and evaluated within
the planned workflow. It is expected that some of the defined challenges will be addressed
by combining various approaches in linguistic data science, e.g. for theoretical modelling,
detection and representation of semantic change and diachronic ontology learning, as well
as documentation and reflection on the process itself making use of human- and AI-based
explainability. The dataset diversity may provide opportunities for reflection on the gaps in
the data and the possibilities for alleviating incompleteness and uncertainty by a modular,
expansible design and an explainability- and discovery-based architecture. The next steps of
the study will therefore consist in testing the hypotheses formulated in the present proposal
to confirm or disconfirm their validity and create the bases for the construction of the
comparative framework and workflow prototype for detecting and representing semantic
change through NLP and LLOD technologies.
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