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Resumen
Se usaron métodos de las ecuaciones diferenciales par-
ciales para probar el buen planteamiento local y global
de una ecuación de evolución en espacios de Sobolev no
periódicos.
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We used methods from partial differential equations
to prove local and global well possedness of an evolution
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1
Introducción
En el presente trabajo, estudiaremos la ecuación diferencial parcial de evolución
iut + ∆u+ λ|u|αu+ (i− a)u− γu¯ = 0, (0.1)
que es una perturbación de la ecuación no lineal de Schrödinger, y modela fenómenos físicos
que ocurren en óptica, comunicaciones y dinámica de fluidos ([4]).
Nuestro objetivo es abordar el buen planteamiento tanto local como global del problema de
valor inicial en los espacios de Sobolev Hs(R2){
iut + ∆u+ λ|u|αu+ (i− a)u− γu¯ = 0 x ∈ R2, t > 0
u(0) = ϕ ∈ Hs(R2). (0.2)
para s > 1/2, s = 0 donde a ∈ R y γ ∈ R.
Probaremos que la ecuación (0.2): i) está localmente bien planteada en Hs(R2) para s >
1, ii) está globalmente bien planteada en H1(R2) y L2(R2), iii) además estableceremos la
regularización de la solución en H1(R2)
1
1 Preliminares
En el presente capítulo se enunciarán algunos resultados necesarios para el desarrollo de los
capítulos posteriores.
La demostración de estos resultados se encuentra en [1], [3] y [5].
Definición 1.1. Se define el espacio de Schwartz S(Rn) como el conjunto
S(Rn) = {φ ∈ C∞(Rn) : ‖|φ‖|(ν,β) <∞,∀ν, β ∈ (Z+)n}
donde
‖|f‖|(ν,β) = ‖xν∂βxf‖∞
Definición 1.2. Una transformación Ψ : S(Rn)→ C se llama una distribución temperada,
es decir, Ψ ∈ S′(Rn), si
Ψ es lineal,
Ψ es continua, es decir, si para cualquier {φj} ⊆ S(Rn) tal que φj → 0 cuando j →∞
entonces ψ(φj)→ 0 cuando j →∞.
Definición 1.3. Se llama espacio de Sobolev de orden s, denotado por Hs(Rn), al conjunto
Hs(Rn) = {f ∈ S′(Rn) : (1 + |ξ|2)s/2fˆ(ξ) ∈ L2(Rn)}
dotado de la norma
‖f‖2s,2 = ‖(1 + |ξ|2)s/2fˆ‖22 =
ˆ
Rn
(1 + |ξ|2)s|fˆ(ξ)|2dξ
Teorema 1.4. [Sobolev] Si s ∈ (0, n/2), entonces Hs(Rn) esta inmerso de manera continua
en Lp(Rn) con p =
2n
n− 2s .
Además, si f ∈ Hs(Rn), s ∈ (0, n/2), entonces
‖f‖p ≤ Cn,s‖Dsf‖2 ≤ C‖f‖s,2
donde Dsf = (−∆)s/2f = ((2pi|ξ|)sfˆ)∨
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3Definición 1.5. Sea (X, d) un espacio métrico. Una contracción en X es una transformación
F : X → X, tal que d(F (x), F (y)) ≤ Kd(x, y), para todo x, y ∈ X, donde K ∈ [0, 1] es
constante.
Además, si K < 1 decimos que la contracción es estricta.
Teorema 1.6. [Teorema del Punto fijo de Banach.] Sea X un espacio métrico completo y
F : X → X una contracción estricta. Entonces F tiene un único punto fijo, es decir, existe
un único x ∈ X tal que F (x) = x.
Teorema 1.7. [Desigualdad de Gronwall] Sea g ∈ C([a, b],R) tal que
0 ≤ g(x) ≤ α + β ´ x
a
g(s)ds. Entonces
g(x) ≤ α exp (βt), para todo t ∈ [a, b]
Teorema 1.8. [Desigualdad de Hölder] Sea 1 < r < ∞ y f ∈ Lr(Rn), g ∈ Lq(Rn), donde
1
r
+
1
q
= 1. Entonces fg ∈ L1(Rn) y∣∣∣∣ˆ
Rn
f(x)g(x)dx
∣∣∣∣ ≤ ‖f‖r‖g‖q.
Teorema 1.9. [Desigualdad de Gagliardo-Nirenberg] Sean 1 ≤ p, q, r ≤ ∞ y j,m enteros,
con 0 ≤ j < m. Si 1
p
=
j
n
+ a(
1
r
− m
n
) +
1− a
q
, para algún a ∈ [ j
m
, 1], entonces existe
C = C(n,m, 1, a, q, r), tal que
∑
|α|=j
‖Dαu‖Lp ≤ C
∑
|α|=m
‖Dαu‖Lr
α ‖u‖1−αLq
para todo u ∈ C∞0 (Rn).
Definición 1.10. Consideremos una función η ∈ C∞o (R2) tal que
η =
{
1 si |ξ| ≤ 1
0 si |ξ| ≥ 2
}
, y definamos la sucesión {ψj}j∈Z ⊂ S(R2) por
ψj(ξ) = η(
ξ
2j
)− η( ξ
2j−1 ). Definimos el espacio de Besov B
s
p,q(R2) para
1 ≤ p, q <∞ y s ∈ R, por
Bsp,q(R2) = {u ∈ S′(R2) : ‖u‖Bsp,q <∞}
y ‖u‖Bsp,q = ‖(ηuˆ)ˇ‖Lp + (
∞∑
j=1
(2sj‖(ψjuˆ)ˇ‖Lp)q)1/q
Definición 1.11. Sean η y ψ como en la definición anterior, 1 ≤ p, q < ∞ y s ∈ R. Dada
u ∈ S′(R2) definimos el espacio de Besov homogéneo B˙sp,q(R2)
‖u‖B˙sp,q =
(
+∞∑
j=−∞
(2sj‖(ψjuˆ)ˇ‖Lp)q
)1/q
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Teorema 1.12. Sea u ∈ S′. Entonces
i) Si s > 0 entonces ‖u‖Bsp,q ≈ ‖u‖Lp + ‖u‖B˙sp,q
ii) Si 0 < s < 1 entonces
‖u‖B˙sp,q ≈
(ˆ ∞
0
(t−s sup
|y|≤t
‖u(.− y)− u(.)‖Lp)q dt
t
)1/q
Definición 1.13. Decimos que (q, r) es un par admisible, si
2
q
= N
(
1
2
− 1
r
)
donde
2 ≤ r ≤ 2N
N − 2 si N ≥ 3
2 ≤ r ≤ ∞ si N = 1
2 ≤ r <∞ si N = 2
Teorema 1.14. [Strichartz] Sea ϕ ∈ L2(R2), la función t → A(t)ϕ = (eit∆ϕ¯)ˇ, pertenece a
Lq(R, Lr(R2)) ∩ C(R, L2(R2)), para todo par admisible (q, r). Además, existe una constante
C tal que
‖A(.)ϕ‖Lq(R,Lr) ≤ ‖ϕ‖L2
2 El problema lineal
Consideremos el problema lineal asociado a la ecuación:
iut + ∆u+ λ|u|αu+ (i− a)u− γu¯ = 0 (2.1)
Es decir, consideremos el PVI:
ut = i∆u (2.2)
u(0) = ϕ ∈ Hs, s > 1.
donde x ∈ R2. La solución a este problema viene dada por
u(t) = (e−it|ξ|
2
ϕ̂(ξ))ˇ = eit∆ϕ (2.3)
Comenzaremos estudiando el operador A(t) = (e−it|ξ|2ϕ̂(ξ))ˇ = eit∆ϕ.
Lema 2.1. La aplicación t ∈ [0,∞) −→ A(t) ∈ Hs(R2) es un grupo unitario fuertemente
continuo a un parámetro.
Demostración. Si ϕ ∈ Hs(R2), entonces
‖A(t)ϕ‖2s =
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s|e−it|ξ|2ϕ̂(ξ)|2 dξ1dξ2
≤
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s|ϕ̂(ξ)|2 dξ1dξ2 = ‖ϕ‖2s
donde ξ = (ξ1, ξ2). Luego A(t) ∈ B(Hs) con ‖A‖s = 1, para todo t ∈ R, es decir, A(t) es una
isometría. Veamos que A(t) es sobreyectiva para todo t ∈ R; en efecto, si t ∈ R y ϕ ∈ Hs
tenemos:
φ = e−it∆ϕ ∈ Hs(R2)
Luego
A(t)φ = eit∆(e−it∆ϕ) = eit∆[(e−it|ξ|2ϕ̂)ˇ] = [(eit|ξ|2(e−it|ξ|2ϕ̂))ˇ] = ϕ
También A(0)ϕ = ϕ para todo ϕ ∈ Hs(R2). Ahora sean t, t′ reales positivos y ϕ ∈ Hs(R2),
tenemos
A(t+ t′)ϕ = [ei(t+t′)∆ϕ] = [e−i(t+t′)|ξ|2ϕ̂]ˇ
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= [e−it|ξ|
2
e−it
′|ξ|2ϕ̂]ˇ = eit∆[eit
′|ξ|2ϕ̂]ˇ
= eit∆[eit
′∆ϕ]
= A(t)(A(t′)ϕ)
Finalmente, veamos que A(t) es fuertemente continuo. Sean t, t′ ∈ R, y ϕ ∈ Hs(R2), entonces
‖eit∆ϕ− eit′∆ϕ‖2s = ‖(e−it|ξ|
2
ϕ̂)ˇ− (e−it′|ξ|2ϕ̂)ˇ‖2s
=
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s
∣∣∣[(e−it|ξ|2 − e−it′|ξ|2)ϕ̂(ξ)]ˇ∣∣∣2 dξ1dξ2
≤ 4
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s |(ϕ̂(ξ))ˇ|2 dξ1dξ2
= 4‖ϕ‖2s
Como el límite
l´ım
t→t′
(e−it|ξ|
2 − e−it′|ξ|2) = 0,
el teorema de la convergencia dominada de Lebesgue implica la continuidad de A(t). 
Teorema 2.2. u(t) = (e−it|ξ|
2
ϕ̂(ξ))ˇ = eit∆ϕ es la única solución de (2.2). Es decir, u ∈
C([0, T ];Hs(R2)), es la única que satisface:
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h − i∆u(t)
∥∥∥∥2
s−2
= 0
Demostración. Sea t ≥ 0, h ≥ 0 y ξ = (ξ1, ξ2). Entonces,∥∥∥∥u(t+ h)− u(t)h − i∆u(t)
∥∥∥∥2
s−2
=
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s−2
∣∣∣∣∣e−i(t+h)|ξ|
2
ϕ̂(ξ)− e−it|ξ|2ϕ̂(ξ)
h
+ (i|ξ|2e−it|ξ|2ϕ̂(ξ))
∣∣∣∣∣
2
dξ1dξ2
≤
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s−2
∣∣∣∣∣e−ih|ξ|
2 − 1
h
+ i|ξ|2
∣∣∣∣∣
2
|ϕ̂(ξ)|2 dξ1dξ2
La desigualdad del valor medio implica que,∣∣∣∣∣e−ih|ξ|
2 − 1
h
+ i|ξ|2
∣∣∣∣∣ ≤ 2|ξ|2.
Entonces,∥∥∥∥u(t+ h)− u(t)h − i∆u(t)
∥∥∥∥2
s
≤
ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s−2|2|ξ|2|2|ϕ̂(ξ)|2 dξ1dξ2
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ˆ ∞
−∞
ˆ ∞
−∞
(1 + |ξ|2)s|ϕ̂(ξ)|2 dξ1dξ2
=4‖ϕ‖2s (2.4)
La desigualdad (2.4) y el límite
l´ım
h→0
∣∣∣∣∣e−ih|ξ|
2 − 1
h
+ i|ξ|2
∣∣∣∣∣ = 0
implican que
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h − i∆u(t)
∥∥∥∥2
s−2
= 0,
en virtud del Teorema de la convergencia dominada.
La unicidad es consecuencia de ‖u‖s = ‖ϕ‖s. 
3 Buen planteamiento local en Hs,
s > 1
En este capítulo probaremos el buen planteamiento local del PVI (2.1), que escribiremos en
la forma
ut = i∆u+ F(u) (3.1)
u(0) = ϕ ∈ Hs, s > 1
donde F(u) = iλ|u|αu− (1 + ia)u− iγu¯, y α ≥ 2 es par.
La ecuación (3.1) es equivalente a
u(x, t) = A(t)ϕ+
ˆ t
0
A(t− t′)F(u(t′)) dt′, (3.2)
más precisamente
Teorema 3.1. Si s > 1, entonces el problema (3.1) es equivalente a la ecuación integral
(3.2). Es decir, si u ∈ C([0, T ];Hs(R2)) es solución de (3.1), entonces u satisface (3.2).
Recíprocamente si u ∈ C([0, T ];Hs(R2)) es solución de (3.2), entonces u ∈ C([0, T ];Hs−2(R2))
y satisface la ecuación (3.1).
Demostración. Observe que en Hs−2 se tiene que
d
dt
[A(−t)u(t)] = A(−t)F(u(t))
o lo que es lo mismo que (3.2).
Sea u ∈ C([0, T ];Hs), solución de la ecuación integral (3.2). Veamos que ut ∈ C([0, T ];Hs−2)
y además es solución de (3.1).
Es decir, veamos que,
l´ım
h→o
∥∥∥∥u(t+ h)− u(t)h − i∆u(t)− F(u(t))
∥∥∥∥
s−2
= 0.
En efecto,∥∥∥∥u(t+ h)− u(t)h − i∆u(t)− F(u(t))
∥∥∥∥
s−2
8
9≤
∥∥∥∥A(t)(A(h)− 1h − i∆
)
ϕ
∥∥∥∥
s−2
+
ˆ t
o
∥∥∥∥A(t′ − t)(A(h)− 1h − i∆
)
F(u(t′))
∥∥∥∥
s−2
dt′ (3.3)
+
1
|h|
ˆ t+h
t
‖A(t+ h− t′)F(u(t′))− F(u(t))‖s−2 dt′. (3.4)
Como,
l´ım
h→0
∥∥∥∥A(t)(A(h)− 1h − i∆
)
ϕ
∥∥∥∥
s−2
= 0
Resta mostrar que las integrales (3.3) y (3.4) tienden a cero cuando h tiende a 0. Observe
que, ∥∥∥∥A(t′ − t)(A(h)− 1h − i∆
)
F(u(t′))
∥∥∥∥2
s−2
≤
∥∥∥∥(A(h)− 1h − i∆
)
F(u(t′))
∥∥∥∥2
s−2
=
ˆ
R2
(1 + |ξ|2)s−2
∣∣∣∣∣e−ih|ξ|
2 − 1
h
+ i|ξ|2
∣∣∣∣∣
2
|F̂(u(t′))|2 dξ. (3.5)
Como,∣∣∣∣∣e−ih|ξ|
2 − 1
h
+ i|ξ|2
∣∣∣∣∣ ≤ 2|ξ|2 ≤ 2(1 + |ξ|2)
Reemplazando la desigualdad anterior en (3.5), obtenemos∥∥∥∥A(t′ − t)(A(h)− 1h − i∆
)
F(u(t′))
∥∥∥∥
s−2
≤
ˆ
R2
(1 + |ξ|2)s|F̂(u(t′))|2 dξ
=C‖F(u(t′))‖2s
El teorema de la convergencia dominada de Lebesgue, implica que la integral (3.3) tiende a
cero cuando h tiende a cero.
Para probar que la integral (3.4) tiende a cero, aplicamos el teorema del valor medio para
integrales,
1
|h|
∣∣∣∣ˆ t+h
t
‖A(t+ h− t′)F(u(t′))− F(u(t))‖s−2 dt′
∣∣∣∣
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=
|(t+ h)− t|
|h| ‖A(t+ h− τ)F(u(τ))− F(u(t))‖s−2
para algún τ entre t y t+ h. Así, la integral en (3.4) tiende a cero cuando h tiende a cero.

El siguiente lema es útil para probar el buen planteamiento local.
Lema 3.2. Si u, v ∈ C([0, T ];Hs), s > 1 y α ≥ 2 es par, entonces
‖F(u)− F(v)‖s ≤ L(‖u‖s, ‖v‖s)‖u− v‖s
donde F(u) = iλ|u|αu− (1 + ia)u− iγu¯ y L es un polinomio en ‖u‖s y ‖v‖s de grado 2m.
Demostración. Sea α = 2m, m ∈ N.
‖F(u)− F(v)‖s ≤ |λ|‖|u|αu− |v|αv‖s + |1 + ia|‖u− v‖s + |γ|‖u¯− v¯|‖s
Para estimar ‖|u|αu− |v|αv‖s, observe que
|u|2mu− |v|2mv = u¯mumu− v¯mvmv
= u¯mumu− u¯mumv + u¯mumv − v¯mvmu+ v¯mvmu− v¯mvmv
= (|u|2m + |v|2m)(u− v) + uv(u¯mum−1 − v¯mvm−1)
= (|u|2m + |v|2m)(u− v) + uv(|u|2m−2u¯− |v|2m−2v¯). (3.6)
Como
|u|2m−2u¯− |v|2m−2v¯ = (|u|2m−2 − |v|2m−2)(u¯− v¯) + u¯v¯(|u|2m−4u− |v|2m−4v),
(3.6) se transforma en
|u|2mu− |v|2mv = (|u|2m + |v|2m)(u− v) + uv(|u|2m−2 − |v|2m−2)(u¯− v¯)
+ |u|2|v|2(|u|2m−4u− |v|2m−4v).
Luego,
‖|u|2mu− |v|2mv‖s ≤ (‖u‖2ms + ‖vs‖2m)‖u− v‖s+
+ ‖u‖s‖v‖s(‖u‖2m−2s + ‖v‖2m−2s )‖u¯− v¯‖s + ‖u‖2s‖v‖2s‖|u|2m−4u− |v|2m−4v‖s,
Después de m− 1 iteraciones obtenemos
‖|u|2mu− |v|2mv‖s ≤ ‖u− v‖s
m−2∑
k=0
‖u‖ks‖v‖ks(‖u‖2m−2ks + ‖v‖2m−2ks )
+ ‖u‖m−1s ‖v‖m−1s ‖|u|2u− |v|2v‖s (3.7)
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y como
‖|u|2u− |v|2v‖s ≤
(‖u‖s‖v‖s + ‖u‖2s + ‖v‖2s) ‖u− v‖s,
(3,7) se transforma en
‖|u|2mu− |v|2mv‖s ≤ ‖u− v‖s
m∑
k=0
‖u‖ks‖v‖ks(‖u‖2m−2ks + ‖v‖2m−2ks )
Como ‖u‖s‖v‖s ≤ ‖u‖
2
s
2
+
‖v‖2s
2
, entonces
‖u‖ks‖v‖ks(‖u‖2m−2ks + ‖v‖2m−2ks ) ≤
(‖u‖2ks
2
+
‖v‖2ks
2
)
(‖u‖2m−2ks + ‖v‖2m−2ks )
= C
(‖u‖2ms + ‖v‖2ms + ‖u‖4ks + ‖v‖4m−4ks + ‖v‖4ks + ‖u‖4m−4ks )
Es decir,
‖|u|2mu− |v|2mv‖s ≤ ‖u− v‖sL′ (‖u‖s, ‖v‖s) ,
donde
L′(‖u‖s, ‖v‖s) = C
m∑
k=0
(‖u‖2ms + ‖v‖2ms + ‖u‖4ks + ‖v‖4m−4ks + ‖v‖4ks + ‖u‖4m−4ks ) .
Finalmente,
‖F (u)− F (v)‖s ≤ |λ|‖|u|αu− |v|αv‖s + ‖1 + ia|‖u− v‖s + |γ|‖u¯− v¯‖s
≤ |λ|L′ (‖u‖s, ‖v‖s) + (|1 + ia|+ |γ|)‖u− v‖s
≤ ‖u− v‖sL(‖u‖s, ‖v‖s, λ, a, γ)
Observe que durante la demostración del presente lema hemos usado el hecho que Hs(R2)
es un álgebra de Banach si s > 1. 
Ahora, probaremos la existencia y la unicidad de la solución u de la ecuación (3.2).
Teorema 3.3. Sea φ ∈ Hs, s > 1. Entonces existe Ts = T (‖φ‖s) > 0 y una única solución
u ∈ C([0, T ];Hs) de la ecuación integral (3.2).
Demostración. Sean M > 0, T > 0. Consideremos el espacio métrico completo,
Xs(T ) = {u ∈ C([0, T ];Hs) : ‖u(t)− eit∆φ‖s ≤M,∀t ∈ [0, T ]},
dotado de la métrica
d(u, v) = sup
t∈[0,T ]
‖u(t)− v(t)‖s = ‖u− v‖∞,s
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y la aplicación
Ψ(u(t)) = A(t)φ+
ˆ t
0
A(t− τ)F(u(τ))dτ
Debemos probar que existe T > 0 tal que Ψ aplica a Xs en si mismo y es una contracción.
Veamos que si u ∈ Xs(T ), entonces Ψu ∈ C([0, T ];Hs)
‖Ψu(t+ h)−Ψu(t)‖s
= ‖A(t+ h)ϕ+
ˆ t+h
0
A(t+ h− τ)F(u)(τ)dτ
− A(t)ϕ−
ˆ t
0
A(t− τ)F(u(τ))dτ‖s
≤ ‖(A(t+ h)− A(t))ϕ‖s (3.8)
+
ˆ t
0
‖(A(t+ h− τ)− A(t− τ))F(u(τ))‖sdτ (3.9)
+
ˆ t+h
t
‖A(t+ h− τ)F(u(τ))‖sdτ (3.10)
El término (3,8) tiende a cero cuando h tiende a cero, pues A(t) es continuo, como se demostró
en el capítulo 2.
El término (3,9) tiende a cero por el teorema de la convergencia dominada, pues
‖(A(t+ h− τ)− A(t− τ))F(u(τ))‖s
≤ ‖(A(t+ h− τ)F(u(τ))‖s + ‖A(t− τ)F(u(τ))‖s
≤ 2‖F(u(τ))‖s
y el integrando en (3.9) tiende a cero, cuando h tiende a cero.
Ahora estimaremos el integrando en (3.10). Como A(t) es un grupo unitario fuertemente
continuo a un parámetro, entonces
‖A(t+ h− τ)F(u(τ))‖s ≤ ‖F(u(τ))‖s
Además
‖u(τ)‖s = ‖u(τ)− A(t)ϕ+ A(t)ϕ‖s
≤ ‖u(τ)− A(t)ϕ‖s + ‖A(t)ϕ‖s
≤M + ‖ϕ‖s
Luego
‖A(t+ h− τ)F(u(τ))‖s ≤ ‖F(M + ‖ϕ‖s)‖s
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En consecuencia la integral (3,10) tiende a cero cuando h tiende a cero.
Ahora veamos que existe T1 > 0 tal que si 0 ≤ T ≤ T1, entonces Ψ(u) ∈ Xs(T ) si u ∈ Xs(T ).
Es decir veamos que ‖Ψ(u(t))− A(t)φ)‖s ≤M .
En efecto,
‖Ψ(u(t))− A(t)ϕ)‖s ≤
ˆ t
0
‖A(t− τ)F(u(τ))‖sdτ
≤
ˆ t
0
‖F(u(τ))‖sdτ
≤
ˆ t
0
L(‖u‖s, 0)‖u‖sdτ
Usando el hecho que u ∈ Xs(T ), tenemos que
‖Ψ(u(t))− A(t)ϕ)‖s ≤
ˆ t
0
L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s)dτ
≤ L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s)T
Eligiendo T1 =
M
L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s) , tenemos lo requerido.
Ahora, demostraremos que existe T2 > 0 tal que si 0 ≤ T ≤ T2 entonces Ψ es una contracción
en Xs(T ).
Sean u, v ∈ Xs(T ). Aplicando la desigualdad triangular y el lema (3.2),
‖Ψ(u(t))−Ψ(v(t))‖s ≤
ˆ t
0
‖F(u(τ))− F(v(τ))‖sdτ
≤
ˆ t
0
L(‖u‖s, ‖v‖s)‖u(τ)− v(τ)‖sdτ
≤ L(M + ‖ϕ‖s,M + ‖ϕ‖s)
ˆ t
0
‖u(τ)− v(τ)‖sdτ
≤ L(M + ‖ϕ‖s,M + ‖ϕ‖s)dXs(u, v)T.
Por lo tanto, si escogemos T2 <
1
L(M + ‖ϕ‖s,M + ‖ϕ‖s) , tenemos que Ψ es una contracción,
siempre que 0 < T ≤ min{T1, T2}. De esta manera, aplicando el teorema del punto fijo de
Banach, concluimos el resultado requerido. 
Teorema 3.4. La solución del problema (3.1) obtenida en el teorema anterior, es única y
depende continuamente del dato inicial ϕ.
Demostración. Para probar la unicidad de la solución encontrada en el teorema anterior, con-
sideremos las funciones u, v ∈ C([0, T ];Hs(R2)) soluciones del PVI (3.1), con datos iniciales
ϕ y ψ respectivamente, para estimar la diferencia u− v con la norma de Hs
‖u(t)− v(t)‖s ≤ ‖A(t)(ψ − ϕ)‖s + ‖
ˆ t
0
A(t− τ)(F(u(τ))− F(v(τ)))dτ‖s
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≤ ‖ψ − ϕ‖s +
ˆ t
0
‖(F(u(τ))− F(v(τ)))‖sdτ
≤ ‖ψ − ϕ‖s +
ˆ t
0
L(‖u‖s, ‖v‖s)‖u(τ)− v(τ)‖sdτ
Sea K = L(‖u‖s, ‖v‖s), entonces
‖u(t)− v(t)‖s ≤ ‖ψ − ϕ‖s +K
ˆ t
0
‖u(τ))− v(τ)‖sdτ (3.11)
Aplicando la desigualdad de Gronwall a (3.11), obtenemos
‖u(t)− v(t)‖s ≤ ‖ψ − ϕ‖seKt (3.12)
Lo que implica la unicidad de la solución.
Para demostrar la dependencia continua del dato inicial, suponga que
un ∈ C([0, Tn],Hs) es solución de (3.1) con dato inicial ϕn, n = 1, 2, ...,∞ y que ϕn → ϕ∞
en Hs. Luego
‖un − u∞‖s ≤ ‖A(t)(ϕn − ϕ∞)‖s +
ˆ t
0
‖A(t− τ)(F(un(τ))− F(u∞(τ)))‖sdτ
≤ ‖ϕn − ϕ∞‖s +
ˆ t
0
‖F(un(τ))− F(u∞(τ))‖sdτ
≤ ‖ϕn − ϕ∞‖s +
ˆ t
0
L(‖un‖s, ‖u∞‖s)‖un(τ))− u∞(τ)‖sdτ
≤ ‖ϕn − ϕ∞‖s +K
ˆ t
0
‖un(τ))− u∞(τ)‖sdτ
donde K ≥ L(M + ‖ϕn‖s, ‖u∞‖s).
Nuevamente, aplicamos la desigualdad de Gronwall, para obtener
‖un − u∞‖s ≤ ‖ϕn − ϕ∞‖seKt
lo que prueba la dependencia continua. 
Como consecuencia de los teoremas (3.3) y (3.4), tenemos
Teorema 3.5. El PVI (3.1) es localmente bien planteado en Hs(R2),
para s > 1 y α ≥ 2 par.
4 Buen planteamiento en L2
Dado que para el PVI (3.1) no tenemos una ley de conservación (‖u‖L2 = ‖φ‖L2), como en el
caso de la Ecuación de Schrödinger No Lineal (ver [1]), debemos probar que la solución local
u ∈ C([0, T ];Hs(R2)) del PVI (3.1) es uniformemente acotada, con el propósito de establecer
resultados globales.
Proposición 4.1. ‖u‖L2 ≤ ‖φ‖L2
Demostración. Sea x = (x1, x2).
∂t‖u(· , t)‖2L2 = ∂t
ˆ ∞
−∞
ˆ ∞
−∞
|u(x, t)|2dx1dx2
= ∂t
ˆ ∞
−∞
ˆ ∞
−∞
u(x, t)u¯(x, t)dx1dx2
=
ˆ ∞
−∞
ˆ ∞
−∞
ut(x, t)u¯(x, t) + u(x, t)u¯t(x, t)dx1dx2
= 2Re
ˆ ∞
−∞
ˆ ∞
−∞
ut(x, t)u¯(x, t)dx1dx2
= 2Re
ˆ ∞
−∞
ˆ ∞
−∞
[i∆u(x, t) + iλ|u(x, t)|αu(x, t)
− (1 + ia)u(x, t)− iγu¯(x, t)]u¯(x, t)dx1dx2
= 2Re
ˆ ∞
−∞
ˆ ∞
−∞
[i∆u(x, t)u¯(x, t) + iλ|u(x, t)|α+2]dx1dx2
− 2Re
ˆ ∞
−∞
ˆ ∞
−∞
[|u(x, t)|2 + ia|u(x, t)|2 + iγ(u¯(x, t))2]dx1dx2
= −2
ˆ ∞
−∞
ˆ ∞
−∞
|u(x, t)|2dx1dx2 − 2Re
ˆ ∞
−∞
ˆ ∞
−∞
iγ(u¯(x, t))2︸ ︷︷ ︸
(K)
dx1dx2
Estimamos el término (K):
iγ(u¯(x, t))2 = iγ(v(x, t)− iw(x, t))2
= iγ(v2(x, t)− w2(x, t)− 2iv(x, t)w(x, t))
= iγ(v2(x, t)− w2(x, t)) + 2γv(x, t)w(x, t)
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Reemplazamos en (K):
∂t‖u(· , t)‖2L2 = −2
ˆ −∞
∞
ˆ −∞
∞
|u(x, t)|2dx1dx2 − 4γ
ˆ ∞
−∞
ˆ ∞
−∞
v(x, t)w(x, t)dx1dx2
≤ −2
ˆ ∞
−∞
ˆ ∞
−∞
|u(x, t)|2dx1dx2 + 4γ
ˆ ∞
−∞
ˆ ∞
−∞
|u(x, t)|2dx1dx2
= 2(2γ − 1)
ˆ ∞
−∞
ˆ ∞
−∞
|u(x, t)|2dx1dx2
Si γ ≤ 1/2 entonces ∂t‖u(· , t)‖2L2 ≤ 0. En consecuencia ‖u(· , t)‖2L2 ≤ ‖φ‖2L2
Si γ ≥ 1/2 entonces ∂t‖u‖2L2 ≤ 2(2γ − 1)‖u‖2L2 .
Integrando entre 0 y t, tenemos
‖u‖2L2 − ‖φ‖2L2 ≤ 2(2γ − 1)
ˆ t
0
‖u(· , t′)‖2L2dt′
es decir,
‖u‖2L2 ≤ ‖φ‖2L2 + 2(2γ − 1)
ˆ t
0
‖u(· , t′)‖2L2dt′
Aplicando la desigualdad de Gronwall, obtenemos
‖u‖2L2 ≤ e2(2γ−1)t‖φ‖2L2

Teorema 4.2. Si 0 < α < 2, entonces para toda ϕ ∈ L2(R2), existe T = T (‖ϕ‖L2 , α) > 0,
y una única solución u de la ecuación integral (3,2), en el intervalo [−T, T ] con:
u ∈ C([−T, T ] : L2(Rn)) ∩ Lr([−T, T ] : Lα(R2))
Donde r = 2(α+ 2)/α. Además, para todo T ′ < T existe una vecindad V de ϕ en L2(R2) tal
que
Ψ : V 7−→C([−T, T ] : L2(R2)) ∩ Lr([−T, T ] : Lα(R2))
ϕ˜ 7−→u˜(t)
es Lipschitz.
Para la demostración del teorema (4.2), necesitaremos el siguiente resultado, cuya demos-
tración se encuentra en [1].
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Teorema 4.3. El grupo {eit∆}∞t=−∞ satisface(ˆ ∞
−∞
‖eit∆f‖qLrdt
)1/q
≤ c‖f‖L2 (4.1)
(ˆ ∞
−∞
‖
ˆ ∞
−∞
ei(t−t
′)∆g(., t′)dt′‖qLrdt
)1/q′
≤ c
(ˆ ∞
−∞
‖g(., t)‖q′
Lr′dt
)1/q′
(4.2)
y
‖
ˆ ∞
−∞
eit∆g(., t)dt‖L2 ≤
(ˆ ∞
−∞
‖g(., t)‖q′
Lr′
)1/q′
(4.3)
donde 2 ≤ r ≤ ∞, 2
q
= 1− 2
r
y c = c(r) es una constante que depende de r.
Además,
1
r
+
1
r′
=
1
q
+
1
q′
= 1
Demostración. [Demostración del Teorema 4.2 ] Consideremos el espacio métrico:
E(T,M) = {v ∈ C([−T, T ] : L2(R2)) ∩ Lr([−T, T ] : Lα+2(R2)) :
‖|v‖|T = sup
t∈[−T,T ]
‖v(t)‖L2 +
(ˆ T
−T
‖v‖rLα+2dt
) 1
r
≤M}
Nótese que para cada T0 fijo, E(T0,M) es un espacio métrico completo.
Veamos que la transformación:
Φ(u(t)) = A(t)ϕ+
ˆ t
0
A(t− t′)F(u(t′))dt′ (4.4)
es una contracción sobre E(T,M), donde F(u) = iλ|u|αu − (1 + ia)u − iγu¯ es la
transformación definida en el lema 3,2.
En efecto(ˆ T
0
‖Ψ(u(t))‖rLα+2dt
)1/r
≤
(ˆ T
0
‖eit∆ϕ‖rLα+2dt
)1/r
+
(ˆ T
0
∥∥∥∥ˆ t
0
ei(t−t
′)∆F(u(t′))dt′
∥∥∥∥r
Lα+2
dt
)1/r
Como
1
α + 2
+
1
α′
= 1 entonces α′ =
α + 2
α + 1
.
Usando las desigualdades (4.1), (4.2) y la desigualdad de Hölder, con r = 2 + 4/α,
tenemos(ˆ T
0
‖Ψ(u(t))‖rLα+2dt
)1/r′
≤ ‖ϕ‖L2 + c
(ˆ T
0
‖F(u(t′))‖r′
Lα′dt
)1/r′
(4.5)
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≤ C‖ϕ‖L2 + C|λ|
(ˆ T
0
‖|u|αu‖r′
Lα′dt
)1/r′
+ C
(ˆ T
0
‖(1 + iα)u+ iγu¯‖r′
Lα′dt
)1/r′
≤ C‖ϕ‖L2 + C|λ|
(ˆ T
0
‖u‖(α+1)r′
L
α+2
α+1
dt
)1/r′
+ C(a, γ)
(ˆ T
0
‖u‖r′
L
α+2
α+1
dt
)1/r′
≤ C‖ϕ‖L2 + Cλ
(ˆ T
0
‖u‖(α+1)r′Lα+2 dt
)1/r′
+ C(a, γ)
(ˆ T
0
‖u‖r′Lα+2dt
)1/r′
(4.6)
Como α < 2 entonces
α2 < 4
α(α + 1) < (α + 4)
α + 1
α + 4
<
1
α
(α + 1)
(2α + 4)
(α + 4)
<
2α + 4
α
y reemplazando r = 2 + 4/α, r′ =
(2α + 4)
(α + 4)
, tenemos (α + 1)r′ < r.
Ahora reemplazamos en (4.6), para obtener(ˆ T
0
‖Ψ(u(t))‖rLα+2dt
)1/r′
≤C‖ϕ‖L2 + C|λ|
(ˆ T
0
‖u‖rLα+2dt
)1/r′
+ C(a, γ)
(ˆ T
0
‖u‖rLα+2dt
)1/r′
≤C‖ϕ‖L2 + |λ|C(a, γ)
(ˆ T
0
‖u‖rLα+2dt
)1/r′
≤C‖ϕ‖L2 + |λ|C(a, γ)T k
(ˆ T
0
‖u‖rLα+2dt
)α+1
r
donde k = 1− α
2
> 0.
En consecuencia, si u ∈ E(T,M), entonces(ˆ T
0
‖Ψ(u(t))‖rLα+2dt
)1/r
≤ C‖ϕ‖L2 + |λ|C ′(α, γ)T kMα+1
Usando (4.3),
sup
[0,T ]
‖Φ(u(t))‖L2 ≤ C‖ϕ‖L2 + λC ′(α, γ)T kMα+1
Luego basta tomar M = 2C‖ϕ‖L2 y T > 0 tal que |λ|T kCα2α−1‖φ‖αL2 < 1 para que
‖|Φ(u)‖|T ≤M = 2C‖u‖L2
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Así, Φ está bien definida en E(T,M).
Ahora, sean u, v ∈ E(T,M)
(Φ(u)− Φ(v))(t) =
ˆ t
0
ei(t−t
′)∆ |(F(u)− F(v))(t′)| dt′
Usando el argumento anterior, tenemos
(ˆ T
0
‖(Φ(u)− Φ(v))(t)‖rLα+2dt
) 1
r
≤ C(λ)
(ˆ T
0
‖(|u|αu− |v|αv)(t)‖r′
L
α+2
α+1
dt
) 1
r′
+C
(ˆ T
0
‖(1 + ia)(u(t)− v(t))‖r′
L
α+2
α+1
dt
) 1
r′
+ C
(ˆ T
0
‖iγ(u¯(t)− v¯(t))‖r′
L
α+2
α+1
dt
) 1
r′
≤C(λ)
(ˆ T
0
C(α)(‖u‖α
L
α+2
α+1
+ ‖v‖α
L
α+2
α+1
)r
′‖u− v‖r′
L
α+2
α+1
dt
) 1
r′
+ C|1 + ia|
(ˆ T
0
‖u− v‖r′(α+1)
L
α+2
α+1
dt
) 1
r′
+ |γ|
(ˆ T
0
‖u− v‖r′(α+1)
L
α+2
α+1
dt
) 1
r′
≤C(λ)C(α)T k
[(ˆ T
0
‖u‖r
L
α+2
α+1
dt
)1/r′
+
(
‖v‖r
L
α+2
α+1
dt
)1/r′](ˆ T
0
‖u− v‖r′
L
α+1
α+2
dt
)1/r′
+ C|1 + ia|
(ˆ T
0
‖u− v‖r′(α+1)
L
α+2
α+1
dt
) 1
r′
+ |γ|
(ˆ T
0
‖u− v‖r′(α+1)
L
α+2
α+1
dt
) 1
r′
Como (α + 1)r′ < r y 1/r′ > 1/r, entonces
(ˆ T
0
‖(Φ(u)− Φ(v))(t)‖rLα+2dt
) 1
r
(4.7)
≤ C(λ, α)T kMα(2 + C|1 + ia|+ |γ|)
(ˆ T
0
‖u− v‖rLα+2dt
) 1
r
Usando el argumento aplicado en (4.5) y las propiedades de grupo unitario,
tenemos:
sup
[0,T ]
‖Φ(u)− Φ(v)‖L2 ≤ 2C(α, λ)T kMα(2 + C|1 + ia|+ |γ|)
(ˆ T
0
‖u(t)− v(t)‖rLα+2dt
)1/r
Por último, escogemos M = C(λ)‖ϕ‖L2 y T > 0 tal que
C(λ, α)T kMα(2 + C|1 + ia|+ |γ|) < 1.
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Hemos probado la existencia y unicidad de la solución.
Para probar la dependencia continua de Φ(u(t)) respecto al dato inicial φ, consi-
deremos u y v soluciones del PVI (3,1) con datos iniciales φ y ψ, respectivamente.
Entonces,
u(t)− v(t) = eit∆(φ− ψ) +
ˆ t
0
ei(t−t
′)∆|F(u(t′))− F(v(t′))|dt′
y usando el argumento en (4,4),(ˆ T
0
‖u(t)− v(t)‖rLα+2dt
)1/r
≤ C‖φ− ψ‖L2
+ C(λ, α)T kMα(2 + C|1 + ia|+ |γ|)
(ˆ T
0
‖u(t)− v(t)‖rLα+2dt
)1/r
Aplicando el lema de Gronwall, tenemos(ˆ T
0
‖u(t)− v(t)‖rLα+2dt
)1/r
≤ K‖φ− ψ‖L2 .
Análogamente, podemos probar que
sup
[0,T ]
‖u(t)− v(t)‖L2 ≤ K ′‖φ− ψ‖L2

Teorema 4.4. Si u ∈ L2(R2), 0 < α < 2, entonces el problema (3.1) es globalmente bien
planteado.
Demostración. La demostración es consecuencia del teorema 4.2 y la proposición 4.1. 
A continuación estudiaremos el caso α = 2, también conocido como caso crítico.
Proposición 4.5. Sea (r, q) un par que satisface la condición 2 ≤ r < ∞ y 2
q
= 1 − 2
r
. Si
φ ∈ L2(R2) y  > 0, existen δ > 0 y T > 0 tal que si ‖ψ − φ‖L2 < δ, entonces(ˆ T
0
‖eit∆ψ‖qLrdt
)1/q
< 
Demostración. Sea δ <

2
, entonces usando la desigualdad de Sobolev, la desigualdad (4.1)
y el hecho que {eit∆} define un grupo unitario fuertemente continuo, tenemos(ˆ T
0
‖eit∆ψ‖qLrdt
)1/q
<
(ˆ T
0
‖eit∆(ψ − φ)‖qLrdt
)1/q
+
(ˆ T
0
‖eit∆φ‖qLrdt
)1/q
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< c‖ψ − φ‖L2 +
(ˆ T
0
‖eit∆φ‖qLrdt
)1/q
< δ +
(ˆ T
0
‖eit∆φ‖qLrdt
)1/q
Entonces es suficiente probar que
(´ T
0
‖eit∆φ‖qLrdt
)1/q
<

2
Sea φ˜ ∈ S(R2) tal que ‖φ− φ˜‖L2 < /4. Tenemos(ˆ T
0
‖eit∆φ‖qLrdt
)1/q
<
(ˆ T
0
‖eit∆(φ˜− φ)‖qLrdt
)1/q
+
(ˆ T
0
‖eit∆φ˜‖qLrdt
)1/q
< c‖φ˜− φ‖L2 + cT 1/q‖φ˜‖s,2
donde s > 1 − 2/r. Ahora fijamos T tal que cT 1/q‖φ˜‖s,2 < /4, y obtenemos(´ T
0
‖eit∆φ‖qLrdt
)1/q
<

2
.

Teorema 4.6. Sea α = 2. Para cada φ ∈ L2(R2) existe T = T (φ, λ)>0, y una única solución
u de la ecuación integral (3.2) en el intervalo [−T, T ], con
u ∈ C([−T, T ] : L2(R2)) ∩ L4([−T, T ] : L4(R2)),
Además, para todo T ′ < T existe una vecindad V de L2(R2) tal que la transformación
Ψ :V → C([−T, T ] : L2(R2)) ∩ L4([−T, T ] : L4(R2))
φ→ φ˜
es Lipschitz.
Demostración. Veamos que la transformación
Φ(u(t)) = A(t)ϕ+
ˆ t
0
A(t− t′)|F(u(t′))|dt′
es una contracción sobre el espacio
E(T,M) = {u ∈ C([−T, T ] : L2(R2)) ∩ L4([−T, T ] : L4(R2)) :
‖|u‖|T ≡ sup
[−T,T ]
‖u(t)− eit∆φ‖L2 +
(ˆ T
−T
‖u(t′)‖4L4dt′
)1/4
≤M}.
Usando la definición de Φ(u(t)) y la desigualdad (4.3), tenemos
sup
[0,T ]
‖Φ(u(t))− eit∆φ‖L2 ≤ sup
[0,T ]
‖
ˆ t
0
ei(t−t
′)∆|F(u(t′))|dt′‖L2
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≤ C
(ˆ T
0
‖F(u(t))‖4/3
L4/3
dt
)3/4
≤ C
(
|λ|4/3
ˆ T
0
‖|u(t)|2u(t)‖4/3
L4/3
dt
)3/4
+ C
(
|1 + i(a+ γ)|4/3
ˆ T
0
‖u(t)‖4/3
L4/3
dt
)3/4
≤ C|λ|
(ˆ T
0
‖u(t)‖4L4/3dt
)3/4
+ C|1 + i(a+ γ)|
(ˆ T
0
‖u(t)‖4/3
L4/3
dt
)3/4
≤ C|λ|
(ˆ T
0
‖u(t)‖4L4dt
)3/4
+ C|1 + i(a+ γ)|
(ˆ T
0
‖u(t)‖4L4dt
)3/4
≤M3C(|λ|+ |1 + i(a+ γ)|)
El par (4, 4) satisface las condiciones de la proposición (4.5). Entonces, usando la ecuación
integral (4.4), la proposición (4.5) y el argumento en (4.6), obtenemos
‖|Φ(u(t))‖|T ≤ c+ CM3(|λ|+ |1 + i(a+ γ)|)
Por lo tanto, si M3C(|λ|+ |1 + i(a+ γ)|) < M tenemos que φ(E(T,M)) ⊆ E(T,M).
Finalmente, aplicando el argumento usado en la demostración del teorema (4.1), tenemos
que dadas u, v ∈ E(T,M)(ˆ T
0
‖Φ(u(t))− Φ(v(t))‖4L4dt
) 1
4
≤CM3T k(1 + |1 + ia|+ |γ|)
(ˆ T
0
‖u(t)− v(t)‖4L4dt
) 1
4
Finalmente escogemos CM3T k(1 + |1 + ia| + |γ|) < 1/2, y de esta manera, Φ(· ) es una
contracción. 
Teorema 4.7. Si α = 2 entonces el PVI (3.1) está globalmente bien planteado en L2(R2).
Demostración. La demostración es consecuencia del teorema (4.6). 
5 Buen planteamiento en H1
En el presente capítulo estableceremos condiciones bajo las cuales el PVI (3.1) está local-
mente bien planteado en H1(R2). Para este propósito usaremos la Método de Kato (ver
[5]).
Teorema 5.1. Si α = 2, el problema (3.1) está localmente bien planteado en H1(R2).
Demostración. Sea F (u) = iλ|u|2u + (i − a)u − γu¯. Aplicando el lema (3.2) con α = 2,
tenemos
|F (u)− F (v)| ≤ C(|u|+ |v|)2|u− v| (5.1)
donde C = C(a, γ, λ).
Sea θ ∈ C∞0 (C,R) tal que θ(z) = 1 si |z| ≤ 1. Definimos
F1(u) = θ(u)F (u) y F2(u) = (1− θ(u))F (u)
Entonces de (5.1) obtenemos
i)|F1(u)− F1(v)| ≤ C|u− v|
ii)|F2(u)− F2(v)| ≤ C(|u|+ |v|)2|u− v|
De i) tenemos
‖F1(u)− F1(v)‖L2 ≤ C‖u− v‖L2 . (5.2)
Aplicamos Hölder en ii) con r = 4 y q = 4/3
ˆ
|F2(u)− F2(v)|4/3 ≤
ˆ
(|u|+ |v|)8/3|u− v|4/3
≤
(ˆ
[(|u|+ |v|)8/3]3
)1/3(ˆ
[|u− v|4/3]3/2
)2/3
=‖|u|+ |v|‖8/3L8 ‖u− v‖4/3L2
Luego
‖F2(u)− F2(v)‖L4/3 ≤ (‖u‖L8 + ‖v‖L8)2‖u− v‖L2 (5.3)
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Además,
‖∇F1(u)‖L2 ≤ C‖∇u‖L2 (5.4)
‖∇F2(u)‖L4/3 ≤ C‖u‖2L8‖∇u‖L2
Sean M > 0 y T > 0. Considere el intervalo I = (−T, T ) y el espacio métrico completo
E(T,M) = {u ∈ L∞(I,H1(R2)) ∩ L2(I,W1,4/3(R2)) : ‖u‖L∞(I,H1) ≤M, ‖u‖L2(I,W1,4/3) ≤M}
dotado de la métrica
d(u, v) = ‖u− v‖L2(I,L4/3) + ‖u− v‖L∞(I,L2)
Sea u ∈ E(T,M). Como F1 ∈ C(L2, L2) entonces F1 ∈ L∞(I, L2). De (5.2), (5.3) y (5.4)
obtenemos F1 ∈ L∞(I,H1) y F2 ∈ L4(I,W1,4/3). Además,
‖F1(u)− F1(v)‖L∞(I,L2) ≤ C‖u− v‖L∞(I,L2)
‖F2(u)− F2(v)‖L2(I,L4/3) ≤ C(‖u‖2L∞(I,L4/3) + ‖v‖2L∞(I,L2))‖u− v‖L4/3(I,L2)
Usando H1(R2) ↪→ L4(R2) y la desigualdad de Hölder en la variable t,
obtenemos
‖F1(u)‖L1(I,H1) + ‖F2(u)‖L4/3(I,W1,4/3) ≤ C(T + T
(4−4/3)
(4)(4/3) )(1 +M2)M
‖F1(u)− F1(v)‖L1(I,L2) + ‖F2(u)− F2(v)‖L4/3(I,L4/3) ≤
≤ C(T + T 1/2)(1 +M2)d(u, v) (5.5)
Ahora sea ϕ ∈ H1 y u ∈ E(T,M), definimos
H(u)(t) = eit∆ϕ+ i
ˆ t
0
ei(t−t
′)∆F (u(t′))dt′
De la ecuación (5.5) obtenemos
‖H(u)−H(v)‖L∞(I,L2) + ‖H(u)−H(v)‖L4(I,L4) ≤ C(T + T 1/2)(1 +M2)M (5.6)
Escogemos M = 1
2C
‖ϕ‖H1 y T = T (‖ϕ‖H1) > 0 suficientemente pequeño tal que C(T +
T 1/2)(1 +M2) ≤ 1
2
. Luego
‖H(u)‖L∞(I,H1) + ‖H(u)‖L4(I,W1,4) ≤M,
es decir, H(u) ∈ E(T,M) y d(H(u), H(v)) ≤ 1
2
d(u, v).
Finalmente, H(u) es una contracción sobre E(T,M) y por el Teorema del Punto Fijo de
Banach existe una única solución de (3.1) en E(T,M).
Para probar la dependencia continua, considere ϕ ∈ H1(R2), {ϕn} ⊂ H1 tal que ϕn → ϕ y
un la correspondiente solución de (3.1) con valor inicial ϕn. Veamos que existe T > 0 que
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sepende solo de ‖ϕ‖H1 tal que un está definida en [−T, T ] para n suficientemente grande
y un tiende a u en C([−T, T ],H1(R2)) cuando n → ∞. Como ‖ϕn‖H1 ≤ 2‖ϕ‖H1 para n
sufientemente grande, entonces exite T = T (‖ϕ‖H1) tal que u y un están bien definidas en
[−T, T ] para n ≥ 0 y
‖u‖L∞(I,H1) + sup
n≥n0
‖un‖L∞ ≤ ‖ϕ‖H1 (5.7)
Sabemos que
un(t)− u(t) = eit∆(ϕn − ϕ) +H(un)(t)−H(u)(t)
Aplicamos la ecuación (5.6) para obtener
‖un − u‖L∞(I,L2) + ‖un − u‖L4(I,L4) ≤
C‖ϕn − ϕ‖H1 + (T + T 1/2)(‖un − u‖L∞(I,L2) + ‖un − u‖L4(I,L4))
donde C depende solo de ‖ϕ‖H1 .
Podemos escoger T talque C(T + T 1/2) ≤ 1
2
, para concluir
‖un − u‖L∞(I,L2) + ‖un − u‖L4(I,L4) ≤ 2C‖ϕn − ϕ‖H1 (5.8)
Sabemos que F ∈ C1(R2,R2) y ∇(eit∆ϕ) = eit∆(∇ϕ). Entonces
∇u(t) = eit∆∇ϕ+ i
ˆ t
0
ei(t−t
′)∆∇F (u(t′))dt′
∇un(t) = eit∆∇ϕn + i
ˆ t
0
ei(t−t
′)∆∇F (un(t′))dt′
Luego
∇(un(t)− u(t)) = eit∆∇(ϕn − ϕ) + i
ˆ t
0
ei(t−t
′)∆∇(F (un(t′))− F (u(t′))dt′
Usando el hecho que F1, F2 ∈ C1(R2,R2), tenemos
∇(un(t)− u(t)) = eit∆∇(ϕn − ϕ) + i
ˆ t
0
ei(t−t
′)F ′(un)(t′)∇(un − u)(t′)dt′
+ i
ˆ t
0
ei(t−t
′)[F ′(un)(t′)− F ′(u)(t′)]∇u(t′)dt′
Aplicamos (5.7)
‖∇(un − u)‖L∞(I,L2) + ‖∇(un − u)‖L4(I,L4)
≤ C[‖ϕn − ϕ‖H1 + (T + T 1/2)(‖∇(un − u)‖L∞(I,L2) + ‖∇(un − u)‖L4(I,L4))
+ ‖(F ′1(un)− F ′1(u))∇u‖L1(I,L2) + +‖(F ′2(un)− F ′2(u))∇u‖L4/3(I,L4/3)]
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Escogemos T suficientemente pequeño tal que C(T + T 1/2) ≤ 1
2
, luego
‖∇(un − u)‖L∞(I,L2) + ‖∇(un − u)‖L4(I,L4)︸ ︷︷ ︸
K1
≤ C[‖ϕn − ϕ‖H1
+ ‖(F ′1(un)− F ′1(u))∇u‖L1(I,L2) + ‖(F ′2(un)− F ′2(u))∇u‖L4/3(I,L4/3)]︸ ︷︷ ︸
K2
Si probamos que K2 → 0 cuando n→∞ entonces tendremos que K1 → 0 cuando n→∞.
Probaremos que K2 → 0 cuando n→∞ por contradicción.
Suponga que existe N > 0 tal que K2 ≥ N . Usando (5.8) podemos asumir que existe
w ∈ L4(I, L4(R2)) tal que |um| < w casi en todo punto en IxR2. Sabemos que
|(F ′1(un)− F ′1(u))| ≤C|∇u|
|(F ′2(un)− F ′2(u))| ≤C(|un|2 + |u|2)|∇u|
≤C(|w|2 + |u|2)|∇u|
aplicando el teorema de la convergencia dominada de Lebesgue llegamos a una contradicción
con el hecho que K2 ≥ N . Entonces K2 → ∞ cuando n → ∞ y así ‖∇(un − u)‖L∞(I,L2) +
‖∇(un − u)‖L4(I,L4) → 0 cuando n→∞.

Teorema 5.2. Si α = 2 y ‖ϕ‖L2 es suficientemente pequeña, entonces el PVI (3.1) está
globalmente bien planteado en H1(R2).
Demostración. Sea
E(t) =
1
2
ˆ ∞
−∞
ˆ ∞
−∞
[|Oxu|2 − (1 + |u|α)|u|2 − γRe(u2)]dx1dx2
Entonces
dE
dt
= 2a(Ed − E), donde Ed = 1
2
‖u‖4L4 .
Luego
dE
dt
+ 2aE(t) = a‖u‖4L4 .
Multiplicamos por e2at, e integramos respecto a t, la expresión:
d
dt
(e2atE(t)) = a‖u‖4L4e2at
para obtener
E(T ) = e−2atE(0) +
ˆ t
0
e2a(t
′−t)‖u‖4L4dt′
Como a ≥ 0, entonces
1
2
‖Oxu‖2L2 = E(t) +
1
2
ˆ ∞
−∞
ˆ ∞
−∞
[(1 + |u|2)|u|2 + γRe(u2)]dx1dx2
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= e−2atE(0) +
ˆ t
0
e2a(t
′−t)‖u‖4L4dt′ +
1
2
ˆ ∞
−∞
ˆ ∞
−∞
[(1 + |u|2)|u|2 + γRe(u2)]dx1dx2
≤ e−2atE(0) + a
ˆ t
0
‖u(t′)‖4L4dt′ +
1
2
‖u‖4L4 +
|γ|+ 1
2
‖ϕ‖2L2 (5.9)
Aplicamos la desigualdad de Gagliardo-Nirenberg al término ‖u‖L4 ,
1
4
= θ(
1
2
− 1
2
) + (1− θ)1
2
, θ =
1
2
, 1− θ = 1
2
Entonces
‖u‖L4 ≤ C‖Oxu‖
1
2
L2‖u‖
1
2
L2
Es decir
‖u‖4L4 ≤ C‖Oxu‖2L2‖u‖2L2 ≤ C‖Oxu‖2L2‖ϕ‖2L2
Reemplazamos en (5,9)
‖Oxu‖2L2 ≤ 2e−2atE(0) + ‖ϕ‖2L2︸ ︷︷ ︸
K
+ C‖ϕ‖2L2‖Oxu‖2L2 + C‖ϕ‖2L2
ˆ t
0
‖Oxu(t′)‖2L2dt′ (5.10)
Entonces
(1− C‖ϕ‖L2)‖Oxu‖2L2 ≤ K + C‖ϕ‖2L2
ˆ t
0
‖Oxu(t′)‖2L2dt′
Si ‖ϕ‖L2 < 1/C, entonces
‖Oxu‖2L2 ≤ K ′ + C ′‖ϕ‖2L2
ˆ t
0
‖Oxu(t′)‖2L2dt′
Aplicando el lema de Gronwall, tenemos
‖Oxu‖2L2 ≤ 2K ′eC
′‖ϕ‖L2T
Si a ≤ 0, entonces
d
dt
(e2atE(t)) = a‖u‖4L4e2at ≤ 0
Luego
E(t) ≤ e−2atE(0)ϕ
Entonces
1
2
‖∇xu‖2L2 = e−2atE(0)ϕ+
1
2
‖u‖4L4 +
|γ|+ 1
2
‖ϕ‖2L2
Aplicando el argumento usado en (5.9) y asumiendo que ‖ϕ‖L2 es suficientemente pequeño,
concluimos
‖Oxu‖2L2 ≤ 2K1eK2‖ϕ‖L2T

6 Regularidad
En el presente capítulo, estableceremos la regularidad de la solución del PVI (3.1), en
H1(R2).
Comenzaremos probando la existencia y unicidad de la solución maximal del PVI, en la que
usaremos los espacios de Besov Bsp,q(R2)), dado que las estimativas ‖|u|αu‖Bsp,q(R2) son más
simples de calcular en estos espacios.
Teorema 6.1. Sea 0 ≤ s < 1. Sea α ≥ 2 un número par. Sea (η, ρ) un par admisible,
definido por
η =
2(α + 2)
2 + sα
, ρ =
2(α + 2)
α(1− s)
Dada ϕ ∈ Hs(R2), existe Tmax ∈ (0,∞] y una única solución maximal
u ∈ C((0, Tmax), Hs(R2)) ∩ Lη((0, Tmax), Bsρ,2(R2)) del problema (3.1).
Además,
Si Tmax <∞ entonces ‖u(t)‖Hs →∞ cuando t→ Tmax
u depende continuamente de ϕ en el siguiente sentido: Existe 0 < T < Tmax tal
que si ϕn → ϕ en Hs(R2) y un es la solución del PVI (3.1) con dato inicial ϕn
entonces 0 < T < Tmax(ϕn) para todo n suficientemente grande y un es acotada en
Lq((0, T ), Lr(Rn)) cuando n→∞.
Los siguientes resultados serán necesarios para la prueba del teorema (6.1).
Lema 6.2. Sea g1(u) = λ|u|αu. Entonces
|g1(z)− g1(w)| ≤ C(|z|α + |w|α)|z − w|, z, w ∈ C (6.1)
Sea 0 < s < 1, 1 ≤ q ≤ ∞, 1 ≤ m ≤ r ≤ ∞. Si σ = αmr
r −m , entonces
‖g1(u)‖B˙sm,q ≤ C‖u‖αLσ‖u‖B˙sr,q y ‖g1(u)‖Bsm,q ≤ C‖u‖αLσ‖u‖Bsr,q
para toda u ∈ Bsm,q(R2).
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Demostración. Aplicando la desigualdad de Hölder
‖|u|αu‖Lα ≤ ‖u‖αLσ‖u‖Lr (6.2)
Como g1(u) ≤ C|u|α+1, por (5.1), entonces
‖g1(u)‖Lα ≤ C‖u‖αLσ‖u‖Lr
Además, si x ∈ R2, entonces por (5,1) y (5,2), tenemos
‖g1(u)(· −x)− g1(u)(· )‖Lm ≤ C‖u‖σLα‖u(· −x)− u(· )‖Lr
El resultado se se sigue del teorema (1.12) i) y ii) 
Lema 6.3. Sea 0 < s < 1 y 1 ≤ r, q ≤ ∞. Suponga que g(0) = 0 y que es una función
continua y satisface la condición de Lipschitz. Entonces existe C > 0 tal que
‖g1(u)‖B˙sr,q ≤ C‖u‖B˙sr,q y ‖g1(u)‖Bsr,q ≤ C‖u‖Bsr,q
para toda u ∈ Bsr,q(R2).
La demostración es similar a la prueba del lema anterior.
Lema 6.4. Sea I un intervalo que contiene al cero y k ≥ 1 un entero. Para todo 1 ≤ j ≤ k
sean (qj, rj) y (ηj, ρj) pares admisibles y fj ∈ Lη′j(Lρ′j(R2)).
Sea w(t) =
∑k
i=1
´ t
0
ei(t−t
′)∆fj(t
′)dt′ para todo t ∈ I. Si para todo 1 ≤ j ≤ k existe 1 ≤ aj ≤ qj
y una constante Cj tal que
‖fj‖
L
η′
j (J,L
ρ′
j )
≤ Cj‖w‖Laj (J,Lrj )
para todo intervalo J ⊂ I, entonces w = 0.
Lema 6.5. Sea s ∈ R. Si (q, r) es un par admisible, entonces existe una constante C tal que
‖A(t)ϕ‖Lq(R,Bsr,2) ≤ C‖ϕ‖Bs2,2
para todo ϕ ∈ Hs(R2)
La demostración de los lemas 6.4 y 6.5 se encuentra en [5].
Demostración. [Demostración del teorema 6.1] Consideremos g = g1 + g2, donde
g1(u) = λ|u|αu y g2(u) = (i− a)u− γu¯
Expresamos la ecuación integral (3.2) en la forma
H(u)(t) = A(t)ϕ+G(u)(t)
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Donde
G(u)(t) = i
ˆ t
0
A(t− t′)g(u(t′))dt′
= i
ˆ t
0
A(t− t′)g1(u(t′))dt′ + i
ˆ t
0
A(t− t′)g2(u(t′))dt′
Aplicando el lema (6.3) con r = q = 2, tenemos
‖g2(u)‖Hs ≤ C‖u‖Hs (6.3)
para todo u ∈ Hs(R2).
Además, aplicando el lema (6.2) con r = ρ, q = 2, m = ρ′, tenemos
‖g1(u)‖Bs
ρ′,2
≤ C‖u‖α
L
α+2
1−s
‖u‖Bsρ,2
y como Bsρ,2 ↪→ Lα(R2), para sρ < 2 con ρ ≤ α ≤ 2ρ/(2− sρ), entonces
‖g1(u)‖Bs
ρ′,2
≤ C‖u‖α+1Bsρ,2 (6.4)
para u ∈ Bsρ,2(R2). Luego
‖g1(u)− g1(v)‖Lρ′ ≤ C(‖u‖αBρ,2 + ‖u‖αBρ,2)‖u− v‖Lρ (6.5)
y ‖g2(u)− g2(v)‖L2 ≤ C‖u− v‖L2 (6.6)
Para probar la unicidad, sea I = (0, T ), T > 0 y considere dos soluciones u, v ∈
L∞(I,Hs(R2)) ∩ Lη(I, Bsρ,2(R2)).
Por (6.3) y (6.4), tenemos
‖g1(u)− g1(v)‖Lη′ (I,Lρ′ ) ≤ C(‖u‖αLη(I,Bsρ,2) + ‖v‖
α
Lη(I,Bsρ,2)
)‖u− v‖Lm(I,Lρ) (6.7)
donde
1
m
=
2− α(1− s)
2
+
1
η
.
Por el lema 6.4 tenemos u = v.
Ahora veamos que u ∈ Lq((0, Tmax), Bsr,2) para todo par admisible (q, r).
Considere una solución u ∈ L∞(I,Hs) ∩ Lη(I, Bsρ,2).
De (6.3), (6.4) y la desigualdad de Hölder, tenemos
‖g1(u)‖Lη′ (I,Bsρ,2) ≤ CT
2−α(1−s)
2 ‖u‖Lη(I,Bsρ,2) (6.8)
y ‖g2(u)‖L1(I,Hs) ≤ CT‖u‖L∞(I,Hs) (6.9)
Ahora aplicando el lema 6.5, y las estimativas (6.8) y (6.9), tenemos que si (q, r) es
un par admisible, entonces u = H(u) ∈ Lq(I, Bsr,2)∩C(I,Hs) y existe una constante
C independiente de I, tal que
‖H(u)‖Lq(I,Bsr,2) ≤ C‖ϕ‖Hs + CT‖u‖L∞(I,Hs) + CT
2−α(1−s)
2 ‖u‖α+1Lη(I,Bsρ,2) (6.10)
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y así u ∈ Lq((0, Tmax), Bsr,2).
Para probar la existencia, consideremos el espacio métrico completo
E(T,M) ={u ∈ L∞(I,Hs) ∩ Lη(I, Bsρ,2) : (6.11)
‖u‖L∞(I,Hs) ≤M y ‖u‖Lη(I,Bsρ,2) ≤M}
donde la distancia d(u, v) está definida por
d(u, v) = ‖u− v‖L∞(I,L2) + ‖u− v‖Lη(I,Lρ)
De (6.10) y (6.11), existe una constante C independiente de T , tal que
‖eit∆ϕ‖L∞(I,Hs) + ‖eit∆ϕ‖Lη(I,Bsρ,2) ≤ C‖ϕ‖Hs
‖G(u)‖L∞(I,Hs) + ‖G(u)‖Lη(I,Bsρ,2) ≤ C(T + T
2−α(1−s)
2 )M
para toda φ ∈ Hs(R2) y u ∈ E(T,M).
Escogemos M = C‖ϕ‖Hs, y escogemos T suficentemente pequeño, tal que C(T +
T
2−α(1−s)
2 )M ≤ 1
2
, luego si u ∈ E(T,M), entonces H(u) ∈ E(T,M).
De (6.7), tenemos
‖g1(u)− g1(v)‖Lη′ (I,Lρ′ ) ≤ CT
2−α(1−s)
2 Mα‖u− v‖Lη(I,Lρ)
además,
‖g2(u)− g2(v)‖L1(I,L2) ≤ CT‖u− v‖L∞(I,L2)
para u, v ∈ E(T,M). Aplicando el lema 6.2 a la desigualdad anterior, tenemos que
existe C1 > 0 tal que
d(H(u), H(v)) ≤ C(T + T 2−α(1−s)4 Mα)d(u, v) (6.12)
para u, v ∈ E(T,M).
Finalmente escogemos T tal que
C(T + T
2−α(1−s)
4 Mα) < 1 (6.13)
y así H(.) es una contracción en E(T,M).
Ahora sean ϕ ∈ Hs y Tmax = sup{T > 0 : existe una solución del PVI (3.1) sobre
[0,T]} Entonces existe una solución u del PVI (3.1), tal que
u ∈ C((0, Tmax), Hs) ∩ C1((0, T ) : Hs−2)
Supongamos que Tmax < ∞ y que existen M < ∞ y una sucesión ti → Tmax tal
que ‖u(ti)‖Hs ≤M . Sea k tal que tk + T (M) > Tmax. Entonces podemos extender la
solución u al intervalo (0, tk + T (M)), lo que contradice la maximalidad de Tmax,
luego ‖u‖Hs →∞ cuando t→ Tmax. 
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Teorema 6.6. Sea 0 ≤ s < 1. Sea (η, ρ) un par admisible definido por
ρ =
2(α + 2)
2 + sα
, η =
2(α + 2)
α(1− s)
Sea ϕ ∈ Hs y u ∈ C((0, T ), Hs)∩Lη((0, T ), Bρ,2) la solución maximal del PVI (3.1) obtenida
en el teorema 6.1. Si ϕ ∈ H1 entonces u ∈ C((0, T ), H1)
Demostración. Sea u la solución maximal del PVI (3.1) obtenida en el teorema 6.1, sobre
algún intervalo (0, T ) con T ≤ Tmax. Supongamos que T < Tmax. En particular T < ∞,
entonces
‖u(t)‖H1 →∞ cuando t→ T. (6.14)
Como T < Tmax, tenemos
‖u‖Lγ(0,T ),W 1,ρ) + sup
0≤t≤T
‖u(t)‖H1 <∞ (6.15)
Por los lemas 6.2 y 6.3, y el hecho que W 2,ρ ↪→ Lα+21−s tenemos
‖g2(u)‖H1 ≤ C‖u‖H1 (6.16)
y ‖g1(u)‖W 1,ρ ≤ C‖u‖α
L
α+2
1−s
‖u‖W 1,ρ ≤ C‖u‖Bs2,ρ‖u‖W 1,ρ (6.17)
De (6.15), (6.17) y la desigualdad de Hölder, tenemos que
‖u‖Lη(I,W 1,r) ≤ C‖u‖αLη(I,W 1,r)‖u‖Lm(I,W 1,ρ) ≤ C‖u‖Lm(I,W 1,ρ) (6.18)
donde
1
m
=
1
η
+
2− α(1− s)
2
.
Aplicamos la estimativa de Strichart y deducimos de (6.16), (6.18) y la ecuación integral
(3.2):
‖u‖L∞(I,Hs) + ‖u‖Lη(I,W 1,ρ) ≤ C‖ϕ‖Hs + ‖u‖L1(I,Hs) + C‖u‖Lm(I,W 1,ρ)
para todo I ⊂ (0, T ). Sea 0 <  < T y (0, τ) = I,  < τ < T .
Tenemos
‖u‖L1(I,Hs) ≤ ‖u‖L1((0,τ−),Hs) + ‖u‖L1(τ−,τ),Hs
≤ ‖u‖L1((0,τ−),Hs) + ‖u‖L∞(τ−,τ),Hs
≤ C + ‖u‖L∞(I,Hs)
De la misma forma
‖u‖Lm(I,W 1,ρ) ≤ C + 
2−α(1−s)
2 ‖u‖Lη(I,W 1,ρ)
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Luego
‖u‖L∞(I,Hs) + ‖u‖Lη(I,W 1,ρ) ≤ C + C + ‖u‖L∞(I,Hs)
+ 
2−α(1−s)
2 C‖u‖Lη(I,W 1,ρ)
donde las constantes son independientes de τ < T .
Finalmente escogemos  > 0 suficientemente pequeño, tal que 1− C > 0 y 1−  2−α(1−s)2 > 0.
Entonces
‖u‖L∞(I,Hs) + ‖u‖Lη(I,W 1,ρ) ≤ C
donde C es independiente de τ . Si hacemos τ → T , tenemos una contradicción con la
ecuación (6.14).

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