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1. Introduction
1.1. The Bohr topology and van Douwen’s homeomorphism problem
Let G be an Abelian group. Following E. van Douwen [14], we will denote by G# the group G equipped with the Bohr
topology, i.e. the initial topology of G with respect to the family of all homomorphisms of G into the circle group T.
Let us mention for future reference two fundamental properties of the Bohr topology for arbitrary Abelian groups G, H :
(a) the Bohr topology of G × H coincides with the product topology of G# × H#;
(b) the Bohr topology is functorial (i.e., any homomorphism H → G is continuous w.r.t. the Bohr topologies of G and H); in
particular, if H is a subgroup of G , then H is closed in G# and its topology as a topological subgroup of G# coincides
with that of H#.
Call Abelian groups G and H Bohr-homeomorphic if G# and H# are homeomorphic as topological spaces [5,6]. Clearly,
Bohr-homeomorphic groups have the same size, and isomorphic Abelian groups are always Bohr-homeomorphic. The fol-
lowing natural question was proposed by van Douwen (Question 80, [16]):
Question 1.1. Are Abelian groups of the same size always Bohr-homeomorphic?
The problem was answered negatively by Kunen [13] and independently by Dikranjan–Watson [7]. The counterexamples
will be discussed below.
Towards the positive direction of van Douwen’s problem, Kunen and Hart [12, Lemma 3.3.3] established the following
Fact 1.2. (See [12].) Every inﬁnite Abelian group is Bohr-homeomorphic to its subgroups of ﬁnite index.
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isomorphic ﬁnite index subgroups). Obviously, Fact 1.2 implies that
Corollary 1.3. Almost isomorphic Abelian groups are always Bohr-homeomorphic.
The following example was found by Comfort, Hernández and Trigos-Arrieta [1] to show that Bohr-homeomorphic groups
need not be almost isomorphic.
Example 1.4. (See [1].) Q and Q/Z × Z are Bohr-homeomorphic.
1.2. Embeddings in the Bohr topology
In every pair of groups, known to provide a negative solution to van Douwen’s homeomorphism problem, one of the
groups is not even embeddable into the other under the Bohr topology. This motivates the study of the more general
question of embeddings in the Bohr topology.
For every positive integer m and a cardinal κ let Vκm =
⊕
κ Zm , where Zm denotes the cyclic group of order m. It is clear
that the homomorphisms Vκm → Zm suﬃce to describe the Bohr topology of Vκm and a typical neighborhood of 0 in (Vκm)#
is a ﬁnite-index subgroup of Vκm (so in this case the Bohr topology coincides with the proﬁnite topology). See [2,4,13,7] for
more details on (Vκm)
#.
An important step in the embedding problem for the Bohr topology was achieved by Givens and Kunen [11]. Making use
of chromatic numbers of hypergraphs, they proved the following theorem characterizing those Abelian groups that admit a
topological embedding into the group (Vκp)
#, for an inﬁnite cardinal κ and a prime number p:
Theorem 1.5. (See [11, Corollary 1.4].) Fix a cardinal κ  ω, let G be an Abelian group of order κ and let p be a prime number. Then
the following are equivalent:
1. G# is homeomorphic to a subset of (Vκp)
#;
2. G and Vκp are Bohr-homeomorphic;
3. G and Vκp are almost isomorphic.
In the same paper it is also proved that if there exists a topological space embedding G# ↪→ H# and H is a bounded Abelian
group, then also G must be bounded [11, Theorem 5.1].
The above results compared to the original van Douwen’s homeomorphism problem justify the following notion [5,6]:
Deﬁnition 1.6. Two Abelian groups G, H are said to be weakly Bohr-homeomorphic if there exist topological space embeddings
G# ↪→ H# and H# ↪→ G#.
In order to provide instances when two groups are weakly Bohr-homeomorphic we need also
Deﬁnition 1.7. We say that two Abelian groups G and H are weakly isomorphic if each one of these groups has a ﬁnite-index
subgroup that is isomorphic to a subgroup of the other.
The next lemma trivially follows from Fact 1.2 and property (b) of the Bohr topologies.
Lemma 1.8.Weakly isomorphic Abelian groups are weakly Bohr-homeomorphic.
According to Example 1.4 the converse implication fails (Q and Q/Z × Z are Bohr-homeomorphic, and yet these groups
are not weakly isomorphic).
It follows from Prüfer’s theorem (see [8]) that every inﬁnite bounded group has the form
⊕n
i=1 V
κi
mi for certain integers
mi > 0 and cardinals κi . For this reason, the study of the Bohr topology of the bounded Abelian groups can be focused on
the groups Vκm .
For a bounded group G , we denote by exp(G) the exponent of G (i.e., the smallest positive integer k with kG = 0). The
essential order eo(G) of G is the smallest positive integer m with mG ﬁnite [11]. Then, G = F × H , with eo(H) = exp(H) =m
and F ﬁnite.
The following result appeared originally in [11, Theorem 5.3] (in Section 5 we deduce this theorem from a more general
result). It gave a complete solution of the embedding problem in the case of countable bounded Abelian groups:
Theorem 1.9. (See [11].) For countably inﬁnite bounded Abelian groups G and H, there exists an embedding G# → H# if and only if
eo(G)|eo(H).
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formulated in terms of eo(G) and eo(H) (cf. Question 6.9).
1.3. Notation and terminology
Every group considered in this paper is Abelian, and we use additive notation. For a group G and a prime number p, put
G[p] := {x ∈ G | px = 0}. It follows that G[p] is a vector space over the ﬁnite ﬁeld Fp . The dimension dimFp G[p] is called
the p-rank of G and it is denoted by rp(G). Clearly, G[p] ∼= Vrp(G)p . Put Soc(G) =
⊕
p G[p]. The p-component of G (i.e., the
subgroup of G of all the g ∈ G such that png = 0 for some integer n 0) will be denoted by Gp .
1.4. Main results
The non-homeomorphism results from [13,7] are based on interesting techniques of partition of functions deﬁned over
the set of n-tuples of ω into Vωp (see Theorem 4.1 for details).
In [7] the authors present a theorem concerning partition of functions deﬁned over the set of four-tuples of a suﬃciently
large cardinal κ into Vκ3 . This was pushed further on in [2] and [4] to a more general situation; in this framework the ﬁrst
idea of the Straightening Theorem 1.10 was born (see also [5,6]). We need the following deﬁnitions before we formulate our
main theorem.
If κ is a cardinal and A ⊆ κ , we denote by [A]n the set of all the subsets of A with n elements, where n is a positive
integer. For every m ∈ ω, greater than 1, denote by Bκm the canonical base of the group Vκm . We will often consider κ
naturally embedded in Vκm via the map which enumerates the elements of Bκm . Also [κ]n embeds in Vκm , for every positive
integer n: to see it, ﬁx n and write an element a ∈ [κ]n as a = (a1, . . . ,an) (where a1 < a2 < · · · < an) and consider the
embedding ι(n)κ,m : [κ]n → Vκm deﬁned by ι(n)κ,m(a) = a1 + a2 + · · · + an .
Brieﬂy, we prove that every continuous function f between two bounded Abelian groups G# and H# coincides with a homomor-
phism when restricted to an inﬁnite subset of the domain.
Theorem 1.10 (Straightening Theorem). Let J be a bounded Abelian group, m > 1 and π : (Vωm)# → J# a continuous function with
π(0) = 0. Then there exist an inﬁnite subset A ⊆ ω and a homomorphism  : Vωm → J such that
π [A]m=  [A]m
and, consequently,
π
([A]m)⊆ J [m].
Moreover, if π is an embedding then  can be chosen to be a monomorphism.
As an immediate corollary of Theorem 1.10 one can see that there exists no injective continuous functions from (Vωp )
#
into (Vωq )
# when p and q are distinct prime numbers (see Corollary 1.17 for a more precise result). This fact, established
ﬁrst in [13], answers negatively van Douwen Question 1.1.
It must be emphasized that Theorem 1.10 depends strongly on the domain Vωm of the function we want to “straighten”.
Indeed, according to Example 1.4 there exists a topological embedding j : (Q/Z)# → Q#, even if it is easily seen that it can
coincide with the restriction of a homomorphism  : Q/Z → Z to a non-empty subset A of Q/Z only if A is a singleton
(as j is injective while  is necessarily the zero homomorphism).
In Section 2 we list some deﬁnitions and basic properties that will be useful further. In Section 3 we introduce and study
(homogeneous) derived forms and normal forms. In Proposition 3.7 we study the continuity of functions in normal form with
respect to the Bohr topology, and in Proposition 3.8 we characterize the continuous homogeneous derived 1-ary forms. We
also make use of the following fundamental result by Kunen [13, see Theorem 4.1]: given a function π deﬁned over the l-tuples
of ω into Vωp , there exists a restriction of the domain on which π is in normal form. These results are essential ingredients of the
proof of Theorem 1.10, which is the object of Section 4.
In Section 5 we give several applications. According to Theorem 1.9, two countably inﬁnite bounded Abelian groups G
and H are weakly Bohr-homeomorphic if and only if eo(G) = eo(H) (see also Theorem 1.12 for further comments). This
motivates the following algebraic condition for bounded Abelian groups G, H presenting a further weakening of the notion
of ‘weak isomorphism’:
(B) eo(G) = eo(H) and rp(G) = rp(H) for all p with max
{
rp(G), rp(H)
}
ω.
The relation between (B) and the previously introduced notions is the following
almost isomorphic ⇒ weakly isomorphic ⇒ weakly Bohr-homeomorphic⇒ (B) ⇒ eo(G) = eo(H).
The ﬁrst and the last implications are trivial, the second is Lemma 1.8, the third one is proved in Theorem 1.16. Note that the
last implication is not invertible in the uncountable case (e.g., the pair G = Vω2 ×Vω13 , H = Vω3 ×Vω12 satisﬁes eo(G) = eo(H)
but does not satisfy (B)).
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lead, in particular, to a complete classiﬁcation (up to (weak) Bohr homeomorphism) of the bounded Abelian groups in terms
of their essential order in the case of countable bounded Abelian groups (see Lemma 1.11 and Theorem 1.12) and the groups
of the form Vκm (see Corollary 1.17).
The next lemma entails that the invariant eo(G) alone allows for a complete classiﬁcation (up to weak isomorphism) of
all countable bounded Abelian groups (see Section 5 for the proof).
Lemma 1.11. Let G and H be countable bounded Abelian groups. Then G is weakly isomorphic to H if and only if eo(G) = eo(H).
This lemma gives the equivalence (a) ⇔ (c) in the next theorem, providing a more complete result:
Theorem 1.12. For countable bounded Abelian groups G and H, TFAE:
(a) G and H are weakly isomorphic;
(b) G and H are weakly Bohr-homeomorphic;
(c) eo(G) = eo(H).
The implication (a) ⇒ (b) follows from Lemma 1.8; (b) ⇒ (c) follows from Theorem 1.9.
The following results (see Section 5 for the proof) shows how Theorem 1.10 can be used to relate the p-rank of the
domain and codomain of Bohr-continuous functions.
Corollary 1.13. Let f : G# → H# be a continuous injective function between Abelian groups. If H is bounded and rp(G) is inﬁnite for
a certain prime p, then rp(H) rp(G).
As an immediate corollary we obtain
Corollary 1.14. If p and q are distinct prime numbers then there is no continuous injective map (Vω1p )# → (Vωp × Vω1q )# .
This answers negatively the question proposed by Givens and Kunen [11, §6] on the existence of a topological embedding
of (Vω12 )
# into (Vω2 × Vω13 )#.
Here is another immediate consequence of Corollary 1.13.
Corollary 1.15. If G and H are bounded Abelian groups and there exist continuous injective maps G# → H# and H# → G# , then
rp(G) = rp(H) for every prime p such that at least one of the cardinals rp(G), rp(H) is inﬁnite.
Theorem 1.16. If there exists an embedding G# → H# , then eo(G)|eo(H) and rp(G) rp(H) if rp(G) is inﬁnite. In particular, weakly
Bohr-homeomorphic Abelian groups G and H satisfy condition (B).
The proof of this theorem can be found in Section 5.
Theorem 1.10 implies a stronger version of [11, Theorem 5.1], namely, Bohr-homeomorphisms preserve the property of having
non-trivial p-torsion elements, for every prime p (Corollary 5.9).
We show now that Vκn and V
κ
m are not weakly Bohr-homeomorphic where κ is any inﬁnite cardinal and n 	= m (see
Corollary 1.17). (Actually it is possible to consider a more general setting, see Corollary 5.10.)
This implies that the invariant eo(G), along with the cardinality |G|, allows for a complete classiﬁcation, up to Bohr-
homeomorphism, of all inﬁnite Abelian groups of the form Vκm:
Corollary 1.17. The following are equivalent:
(1) Vκn and V
κ
m are Bohr-homeomorphic;
(2) Vκn and V
κ
m are weakly Bohr-homeomorphic;
(3) Vκn and V
κ
m are isomorphic as topological groups;
(4) n =m.
The implications (4) → (3) → (1) → (2) are trivial. The implication (2) → (4) follows from Lemma 5.5 (or can be
directly obtained from Theorem 1.12).
The groups Vκn are almost homogeneous (see Section 5 for the deﬁnition) of a very speciﬁc form. Nevertheless, Corol-
lary 1.17 remains true also for the larger class of all almost homogeneous groups (see Corollary 5.10 below).
In the next diagram we collect all the implications—those with solid arrows are always valid, the ones with dotted
arrows are valid in some speciﬁc class of Abelian groups indicated explicitly on the diagram ((countable) bounded groups).
All items but “eo(G) = eo(H)” are equivalent for almost homogeneous bounded groups (Corollary 5.10).
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We also discuss applications of Theorem 1.10 to the theory of Bohr-continuous retracts and cross sections, giving a
characterization of the essential ccs-subgroups of bounded Abelian groups (Theorem 5.22) and offering a contribution for
the solution of van Douwen’s question about retract subgroups in the Bohr topology.
The last section is dedicated to questions and open problems related mainly to the possibility of inverting the implica-
tions in the above diagram.
This paper is dedicated to the memory Jan Pelant (Honza, for his friends), who ﬁrst conjectured that Vω2 and V
ω
3 are not
Bohr-homeomorphic [15].
2. Preliminaries
2.1. Independence
We start by deﬁning independence for various objects related to an Abelian group H : subsets, families of subgroups,
(families of) maps into H .
Deﬁnition 2.1. Let H be an Abelian group.
(a) A family {Hi}i∈I of subgroups of H is independent if their sum is direct.
(b) A subset M of H is independent if the family {〈x〉: x ∈ M} of (cyclic) subgroups of H is independent.
(c) Let f : I → H be an injective map, where I is a non-empty set, and m ∈ N.
– f is said to be independent if the set { f (s) | s ∈ I} ⊆ H is independent;
– f is said to be normalized of period m (brieﬂy, m-normalized) if o( f (i)) =m for every i ∈ I .
When f is normalized of period m we write shortly o( f ) =m.
One can extend the idea of independency also to the case of a ﬁnite family F = { f j} j∈ J of injective functions f j : I j → H ,
j ∈ J , as follows:
– F is independent if the set { f j(s) | s ∈ I j, j ∈ J } is independent;
– F is weakly independent if the family of subgroups {〈 f j(I j)〉: j ∈ J } is independent.
In particular, the functions f j of an independent family F are independent and pairwise distinct, while both these
properties may fail if the family F is only weakly independent.
Remark 2.2.
(a) Let H = {h1, . . . ,ht} be a family of functions hk : I → H . Then:
• if h1, . . . ,ht are independent, then H is independent if and only if the family {〈hk(I)〉}k=1,...,t of subgroups of H is
independent;
• a linear combination h = c1h1 + · · · + cmhm : I → H is independent whenever H is independent and not all cihi are
zero. Moreover, if hi is mi-normalized for every i, then for every a ∈ I the period of h(a) is the least common multiple
n of the periods o(ckhk(a))’s and thus it does not depend on a; therefore h is n-normalized.
(b) Let h1,h2 : I → Vκpm be maps such that h1 is pm-normalized and independent while h2(I) ⊆ pVκpm . Then h1 + h2 is
pm-normalized and independent.
L. de Leo, D. Dikranjan / Topology and its Applications 155 (2008) 2158–2176 21632.2. The spaces D(n)A,m
Throughout the paper, for m|n and A ⊆ κ with κ a certain inﬁnite cardinal, the set [A]n ∪ {0} will be equipped with a
topology depending on m. The space obtained in this way will be denoted by D(n)A,m . All points of [A]n are isolated, while
the ﬁlter of neighborhoods of 0 in D(n)A,m has as a base the collection of the sets
Vm(I) = {0} ∪
{
(a1, . . . ,an) ∈ [A]n:
∣∣I j ∩ (a1, . . . ,an)∣∣≡m 0, ∀ j = 1, . . . , t}
where I = {I1, . . . , It} runs over all ﬁnite partitions of A.
It turns out that this topology on [A]n ∪ {0} is induced by the canonical embedding ι(n)A,m : [A]n ∪ {0} → (V|A|m )#. Actually,
for any independent m-normalized map h : A → V|A|m , the map λh : [A]n ∪ {0} → (V|A|m )#, deﬁned by λh(0) = 0 and
λh(a) = h(a1) + · · · + h(an)
for every a = (a1, . . . ,an) ∈ [A]n , induces an embedding of D(n)A,m in (V|A|m )#.
See [11] for a nice alternative deﬁnition of a class of topologies of [A]n ∪ {0} which makes use of “chromatic numbers”.
The above topology corresponds, in the notation of [11], to the vector b = (1,1, . . . ,1) ∈ Z(m)n .
More details on D(n)A,m , as well as many examples, can be found in [2]. For the sake of completeness we include two
topological properties of the map λh which were presented in a similar way in [11, Lemmas 3.3, 3.5] in the case κ = ω.
Lemma 2.3. Let h : κ → Vκs be an independent s-normalized function and let m,n be positive integers such that m|n. Then:
(1) λh : D(n)κ,m → (Vκs )# is continuous ⇔ s|m;
(2) λh is an embedding ⇔m = s.
Proof. Observe that, since h is independent and s-normalized, the image h(κ) generates a subgroup H of Vκs which is
isomorphic to Vκs . By property (b) from Section 1.1 the subgroup topology of H ∼= Vκs coincides with its Bohr topology.
Therefore, we can replace H by the whole group Vκs . Furthermore, we can suppose—up to an automorphism of V
κ
s —that
the image of h is precisely the canonical base Bκm of Vκs . So h coincides with the embedding ι(1)κ,s of κ into Vκs . Therefore λh
is the immersion ι(n)κ,s .
(1) Assume that s|m and note that the map f : Vκm → Vκs , deﬁned by f (x) = (m/s)x is a homomorphism, hence it is
continuous in the Bohr topology. Therefore, the continuity of λh follows easily from the deﬁnition of the topology of D(n)κ,m
and the following commutative diagram:
D(n)κ,m
λh
ι
(n)
κ,m
Vκm
f
Vκs
Let us suppose now that λh : D(n)κ,m → (Vκs )# is continuous and check that s|m. Assume n > m. Choose a partition of κ
into two inﬁnite sets κ = I1 ∪ I2 and pick a net xd = (a1, . . . ,am) ∈ [I1]m such that xd → 0 in D(m)κ,m . Analogously, take
another net yd = (am+1, . . . ,an) ∈ [I2]n−m which converges to 0 in D(n−m)κ,m . So we have a net zd = xd + yd converging to 0 in
D(n)κ,m , and by the continuity of λh also λh(zd) converges to 0 in Vκs . Using the fact that h is independent, build a character
χ : 〈h(I1) ∪ h(I2)〉 → Zs deﬁned by
χ =
{
1, on h(I1);
0, on h(I2).
Now, χ(λh(zd)) = χ(λh(xd)) =m for every d, and from the continuity of χ it turns out that m → 0 in Zs . Hence s|m.
If n =m then repeat the same proof with I1 = κ (I2 = ∅) and xd = zd .
(2) Suppose that λh : D(n)κ,m → (Vκs )# is an embedding. Since s|m and m|n, we have s|n, so by the deﬁnition of the topology
of D(n)κ,s we can consider it as naturally embedded in Vκs with D(n)κ,s = λh(D(n)κ,m). Hence we can consider the composition g :
D(n)κ,s → (Vκm)# of the inverse map λ−1h : D(n)κ,s → D(n)κ,m and the embedding
ι
(n)
κ,m : D(n)κ,m ↪→ (Vκm)#. Its continuity, granted by the fact that λh is an embedding, yields m|s by item (1). Therefore,
m = s. 
3. Normal forms and their continuity
The deﬁnition of normal forms follows the line of [13]. For the sake of completeness we give here all details.
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restriction pI :
pI : [A]l → [A]r; pI (α) = α I= (ai1 , . . . ,air ) for any α = (a1, . . . ,al) ∈ [A]l.
Fix I ∈ [l]r . For a function w : [A]r → H deﬁned from [A]r into an Abelian group H , we deﬁne the simple r-ary derived
form of w (related to I) as follows:
w˜(I) : [A]l → H,
w˜(I) = w ◦ pI .
In other words, we set w˜ I (α) = w(α I ) for every α ∈ [A]l . Note that, apart from trivial cases, w and w˜(I) have different
domains (the arity of w˜(I) is always bigger or equal to the arity of w) but the images w˜(I)([A]l) and w([A]r) always
coincide.
A homogeneous derived r-ary form of w is a linear combination of simple derived r-ary forms of w . More precisely, put
s = (lr) and let [l]r = {I1, . . . , Is} list the family of all r-element subsets of l. If c = (c1, . . . , cs) ∈ Zs , we denote by w˜c the
homogeneous derived r-ary form of w related to c:
w˜c =
s∑
j=1
c j w˜
(I j) : [A]l → H .
Example 3.1. If c = (0, . . . ,0,1,0, . . . ,0), where 1 appears at the jth position, w˜c coincides with the simple derived
form w˜(I j) .
Deﬁnition 3.2. For a ﬁnite family W = {w1, . . . ,wn} of functions, where wi : [A]ri → H for every i = 1,2, . . . ,n, and for
lmax{ri: i = 1,2, . . . ,n}, a derived form of W is a sum of homogeneous derived forms of wi :
W˜ =
n∑
i=1
w˜ici : [A]l → H,
where ci ∈ Z(
l
ri
) .
Adopting the terminology from [13], we say that a map f : [A]l → H is in normal form if f coincides with W˜ for some
independent family of functions W = {w1, . . . ,wn} and coeﬃcients ci ∈ Z(
l
ri
) as in Deﬁnition 3.2. We call the forms w˜ici
homogeneous components of f (relative to wi).
Remark 3.3. If W = {w1, . . . ,wn} is an independent family of functions, where wi : [A]ri → H , then for every ci ∈ Z(
l
ri
)
the family {w˜1c1 , . . . , w˜ncn } is weakly independent. In particular, if f : [A]l → H is in normal form with respect to an
independent family, then f is the sum of the members of a weakly independent family of functions.
3.1. Continuity
In order to be able to discuss continuity of r-forms, we extend them by sending 0 to 0 (since their original domain [A]r
is discrete). The extended in this way forms will be called extended forms, and we shall keep the same notation for them to
avoid heavy notations.
Example 3.4. Let h : A → H be a map (i.e., a 1-ary form) and c = (1, . . . ,1)︸ ︷︷ ︸
l
, for some l 1. Then the extended derived form
h˜c : {0} ∪ [A]l → H coincides with λh .
The following technical facts will be fundamental in proving Propositions 3.7 and 3.8.
Lemma 3.5. Let X be a topological space, let H be an Abelian group and let {w1, . . . ,wn} be a weakly independent family of functions
wi : X → H. Then w = w1 + · · · + wn : X → H# is continuous iff every wi : X → H# is continuous.
Proof. It suﬃces to prove that every wi : X → H# is continuous whenever w : X → H# is continuous. Denote by Hi the
subgroup of H generated by wi(X). Then our hypothesis implies that the sum H0 = H1 +· · ·+ Hn is direct. Let pi : H0 → Hi
be the canonical projection. Then pi : H#0 → H#i is continuous and the composition pi ◦ w coincides with wi . Since H#0
and H#i are topological subgroups of H
#, this proves that also wi : X → H# is continuous. 
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Hν such that the net {h0d + h1d: d ∈ I} converges to 0 in H# , then also hνd converges to 0 in H# for ν = 0,1.
Proof. The hypothesis H0 ∩ H1 = {0} implies that {h0d,h1d} is weakly independent. Now Lemma 3.5 applies. 
The following proposition follows from Remark 3.3 and Lemma 3.5.
Proposition 3.7. Let m|l, m > 1, and let A ⊆ ω be an inﬁnite set. Let f : D(l)A,m → H# be in normal form w.r.t. the independent family
of functions W = {w1, . . . ,wn}, where wi : [A]ri → H, i = 1,2, . . . ,n, and max{ri: i = 1,2, . . . ,n}  l. Then the following are
equivalent:
1. f : D(l)A,m → H# is continuous;
2. for every i = 1, . . . ,n, the homogeneous component w˜ici : D(l)A,m → H# of f is continuous.
The next proposition characterizes the continuous extended homogeneous derived 1-ary forms. It is shown that they are
of the form λh when restricted to an appropriate subset.
Proposition 3.8. Let H be a bounded Abelian group and let τ : ω → H be an independent normalized function. Let l,m be positive
integers with m|l and 1 <m < l. If the extended homogeneous derived form τ˜c : D(l)ω,m → H# is continuous for some c = (c1, . . . , cl) ∈
Zl , then there exist an inﬁnite subset A ⊆ ω and a normalized independent function h : A → H[m] such that τ˜c [A]l= λh [A]l .
Proof. Let c =∑i ci . We prove ﬁrst the following
Claim 1. There exists an inﬁnite set A ⊆ ω such that cτ (α) = 0 for every α ∈ A.
Proof of Claim 1. Let t be the period of τ . If t divides c =∑i ci , then there is nothing to prove. Assume now that t does
not divide c. It suﬃces to show that the set A′ = {γ ∈ ω | c1τ (γ ) + · · · + clτ (γ ) 	= 0} is ﬁnite. Assume A′ is inﬁnite.
We can build a character ξ ′ : 〈τ (γ ) | γ ∈ A′〉 → T with the property ξ ′(τ (γ )) = a 	= 0 for a certain a ∈ T of period t and
for all γ ∈ A′ . Our hypothesis yields ca 	= 0. Note that if γ1 < · · · < γl in A′ then
ξ ′
(
τ˜c(γ1, . . . , γl)
)= ξ ′(c1τ (γ1))+ · · · + ξ ′(clτ (γl))= ca 	= 0
in T. Extend ξ ′ to a character ξ : H → T. Now, if (γ1, . . . , γl)d = (γ1, . . . , γl) is a net in D(l)A′,m which converges to 0 in (Vωm)#,
then τ˜c(γ1, . . . , γl) → 0 in H# and ca = ξ(τ˜c(γ1, . . . , γl)) → 0 in T (by the continuity of ξ ). This leads to a contradiction.
The claim is proved. 
Now we continue the proof of the proposition. Let M1, . . . ,Mq be all the q =
( l
m
)
subsets of {1, . . . , l} of cardinality m
and let Ni = {1, . . . , l} \ Mi for i = 1, . . . ,q. We are going to show that there exists an inﬁnite subset A ⊆ ω such that(∑
j∈Mi
c j
)
τ (γ ) = 0 for all i = 1, . . . ,q and for all γ ∈ A. (1)
For the initial step i = 1, let us consider a partition A′ ∪ A′′ of ω into inﬁnite sets. Let yd be a net in D(m)A′,m such that
yd → 0, and take zd → 0 in D(l−m)A′′,m . Then xd := yd + zd is a net D(l)ω,m that converges to 0 and, by continuity, τ˜c(xd) =∑
j∈M1 c jτ (γ j) +
∑
j∈N1 c jτ (γ j) → 0 in H#. Now, use Corollary 3.6 to get
∑
j∈M1 c jτ (γ j) → 0. Since we chose the net yd
arbitrarily we deduce that the map
∑
j∈M1 c jτ is continuous and Claim 1 shows that
∑
j∈M1 c jτ (γ ) = 0 for every γ in a
certain inﬁnite subset A1 ⊆ A′ .
Suppose now we have a set Ar ⊆ ω such that ∑ j∈Mu c jτ (γ ) = 0 for every γ ∈ Ar , where u = 1, . . . , r and r is ﬁxed
between 1 and q − 1 (start picking A2 ⊆ A1 inﬁnite and go on choosing Au contained in Au−1). The case r + 1 follows
considering a partition A′r ∪ A′′r of Ar in a similar way as the case i = 1. This concludes the induction and proves (1).
To c jτ (γ ) (γ ∈ A and j = 1, . . . , l) apply the following claim to conclude that h = c1τ = · · · = clτ and mh(γ ) = 0 for
every γ ∈ A.
Claim 2. Let H be a bounded Abelian group and m, l positive integers with m|l and m < l. For x1, . . . , xl in H such that∑i∈I xi = 0 for
every subset I ⊆ {1, . . . , l} with |I| =m, there exists a ∈ H[m] such that x1 = · · · = xl = a.
So we have proved that o(h(γ )) divides m (not necessarily equals m). We can further restrict, since there are only ﬁnitely
many divisors of m, to get an inﬁnite subset A such that o(h(γ )) is constant. 
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We start with a partition result of Kunen (Theorem 4.1).
Theorem 4.1. (See [13, Lemma 3.3].) Let p be a prime number and l  1. If π : [ω]l → Vωp , then there exists an inﬁnite subset A of ω
such that π [A]l is in normal form.
The next step consists in imposing continuity on the extended function π . According to Proposition 3.7, π [A]l=∑n
i=1 w˜ici from Theorem 4.1 is continuous if and only if each factor w˜ici is continuous. By Proposition 4.2, for every
i ∈ {1, . . . ,n} such that wi has arity strictly greater than 1 the corresponding homogeneous derived form w˜ici vanishes
when further restricted to a smaller subset.
Proposition 4.2. Let r be an integer strictly greater than 1 and τ : [ω]r → Vωp be a normalized independent function, where p is
prime. Let l,m be positive integers with m > 1, l  r, m|l and let s = (lr). For any c = (c1, . . . , cs) ∈ Zs , the extended homogeneous
derived form τ˜c : D(l)ω,m → (Vωp )# is continuous if and only if τ˜c = 0.
Proof. Assume that τ˜c is continuous. Let S = {I j ∈ [l]r | c jτ 	= 0} and suppose S 	= ∅. From a direct application of Lemma 4.3
of [13] we get a set D ⊆ [ω]r such that for every ﬁnite partition K of ω there exists Kt ∈ K which contains γ1 < · · · < γl
with the property (γt1 , . . . , γtr ) ∈ D for precisely one element (t1, . . . , tr) ∈ S ⊆ [l]r .
Since the period of τ (β) does not depend on β , choose an element a 	= 0 on the circle such that o(a) = o(τ (β));
consequently, c ja 	= 0 in T for every j such that I j ∈ S . Moreover, recalling that the set {τ (β) | β ∈ [ω]r} is independent, we
can ﬁnd a character f : Vωp → T such that f (τ (β)) = a for every β ∈ D and f (τ (β)) = 0 if β /∈ D.
Let us consider the map
h = f ◦ τ˜c : D(l)ω,m → T.
The map h is continuous as a composition of continuous functions. By deﬁnition,
h(α) = f (τ˜c(α))= f( s∑
j=1
c jτ (α I j )
)
=
∑
I j∈S
c j f
(
τ (α I j )
)
.
Since |S| < ∞ and f takes only values 0 and a on the image of τ , it follows that the image of h in T is ﬁnite. In particular,
{0} is an open set in the image of h. Therefore there exists a partition K0 of ω such that the neighborhood Vm(K0) is
sent to 0 by h. Choose now Kt ∈ K0 such that for some γ = (γ1, . . . , γl) with γ1 < · · · < γl in Kt there exists precisely one
element I j0 = (t1, . . . , tr) ∈ S with (γt1 , . . . , γtr ) ∈ D. Now,
h(γ ) = f (τ˜c(γ ))= f( s∑
j=1
c jτ (γ I j )
)
= c j0a
by deﬁnition of f . On the other hand, γ ∈ Vm(K0) as m|l, thus c j0a = h(γ ) = 0. This contradicts the choice of a ∈ T. 
Note that here one can have m = l (compare with Proposition 3.8).
In the following theorem we employ all the tools developed until now to prove that λh is a typical continuous map
π : D(2m)ω,m → J#. Here 2 can be replaced by any integer l > 1.
Theorem 4.3. Let m > 1. For every continuous function π : D(2m)ω,m → J# with π(0) = 0 and J any bounded Abelian group there exists
an inﬁnite subset A ⊆ ω such that
π [A]2m= λh [A]2m
where h : A → J is an s-normalized independent function with s|m (so, π([A]2m) ⊆ J [s]) or h = 0.
If π is an embedding then m = s.
The proof closely follows the proof of [11, Lemma 4.10]. Our choice to present a complete proof is motivated by the fact
that the topology of D(2m)ω,m we consider here, as well as the “typical” form λh , are different from their counterparts in [11].
Proof. Let us consider ﬁrst the case in which J ∼= Vκpr for a prime p, a ﬁxed r ∈ N and a cardinal κ  ω. We proceed
inductively on r. Note that the image of π is countable, so actually we can suppose without loss of generality that J ∼= Vωpr .
If r = 1 we apply Theorem 4.1 and we express π—restricted to some inﬁnite set [A′]2m ⊆ [ω]2m—in normal form w.r.t.
a certain independent family of functions W = {w1, . . . ,wn}. Combining Propositions 3.7 and 4.2, and taking into account
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derived form of the wi ’s with arity 1, say σ1, . . . , σu (where u  n). Thus we have that:
π [A′]2m= σ1 + · · · + σu .
Now, Proposition 3.8 applies to each summand σi to get an inﬁnite subset Ai of A′ such that σi D(2m)Ai ,m
= λhi where hi :
Ai → Vωp is independent p-normalized (or identically zero). Without loss of generality we can choose A′ ⊇ A0 ⊇ A1 ⊇ · · ·
⊇ Au = A. Thus the map π coincides with ∑ui=1 λhi = λh on D(2m)A,m , where we set h = ∑ni=1 hi : A → Vωp . By virtue of
Remark 2.2, h is either independent p-normalized or zero. Let us note that 〈h(A)〉 ∼= V|A|p ∼= Vωp in the non-trivial case.
Let us suppose now that the theorem is true when the codomain is Vωpt for t = 1, . . . , r and let us check it in the case
J ∼= Vωpr+1 . We denote by ϕ the canonical homomorphism J → J/p J . Following the case r = 1 there exists an inﬁnite set
A ⊆ ω and a function h : A → J/p J ∼= Vωp such that the restriction of ϕ ◦ π : D(2m)ω,m → J/p J to [A]2m coincides with λh .
Let us note that if σ : J/p J → J is a section of ϕ (i.e., ϕ ◦ σ = id  J/p J ), then h′ = σ ◦ h : A → J is independent and
pr+1-normalized (it follows from the fact that J [pr] = p J ).
A
h
h′
J/p J ∼= Vκp σ J
ϕ
.
Consider now λh′ : D(2m)A,m → J . Then ϕ ◦ λh′ = λh , and we get (ϕ ◦π) D(2m)A,m = (ϕ ◦ λh′) D(2m)A,m , therefore ϕ(π − λh′ ) D(2m)A,m = 0;
in other words, the image of D(2m)A,m under π1 = π −λh′ is contained in p J ∼= Vωpr . Applying our inductive hypothesis to π1 we
get an inﬁnite A1 ⊆ A such that π1 [A1]2m= λh1 [A1]2m , where h1 : A1 → p J is normalized independent. Thus π coincides
with λh1 + λh′ = λh1+h′ on D(2m)A1,m . It follows from Remark 2.2 that h1 + h′ is pr+1-normalized and independent.
In the general case, J can be expressed as a ﬁnite direct sum of p-groups being a bounded Abelian group. More precisely,
J =⊕ni=1 J i where each J i is of the form Vκpk for certain p, k and κ (which depend on i). The function π : D(2m)ω,m → J is
the sum of n functions πi = pi ◦ π : D(2m)ω,m → J i where pi : J → J i is the canonical projection. Each πi is continuous
as a composition of continuous functions. Arguing as before we get an inﬁnite subset Ai ⊆ A such that πi [Ai ]2m= 0 or
πi [Ai ]2m= λhi [Ai ]2m with hi : Ai → J i independent for every i = 1, . . . ,n. Moreover, we can choose the sets Ai in order to
have A1 ⊇ A2 ⊇ · · · ⊇ An . Setting A = An we obtain an inﬁnite subset of ω such that the properties of the n functions πi
hold simultaneously. The function h = h1 + · · · + hn : A → J is normalized and independent by Remark 2.2. With the set
A and the function h we are done as λh = λh1+···+hn . To check that s = o(h) divides m just note that the range of π is
〈h(A)〉 ∼= Vωs and that λh D(2m)A,m : D
(2m)
A,m → Vωs is continuous since it coincides with π D(2m)A,m , so Lemma 2.3 implies that s|m.
Again Lemma 2.3 assures that if π is an embedding then m = s. 
A simple lemma before proving our main result.
Lemma 4.4. In (Vκm)
# , with m > 1, we have that [κ]l ⊆ [κ]l+m for every positive integer l.
Proof. Just observe that for every x = (a1, . . . ,al) ∈ [κ]l and for every net (b1, . . . ,bm)d = (b1, . . . ,bm) converging to 0
in [κ]m with al < b1 we have that (a1, . . . ,al,b1, . . . ,bm) → x. 
Now we derive Theorem 1.10 from Theorem 4.3.
Proof of Theorem 1.10. We ﬁrst show that there exist an inﬁnite A ⊆ ω and a homomorphism  : 〈A〉 → J such that
π [A]2m=  [A]2m . As already noted in Lemma 2.3, the set D(2m)ω,m embeds into the group Vωm . For this reason we can apply
Theorem 4.3 to the restriction of π to D(2m)ω,m and we ﬁnd an inﬁnite subset A ⊆ ω and a map h : A → J independent
s-normalized or zero such that π D(2m)A,m = λh D(2m)A,m (so π(D
(2m)
A,m ) ⊆ J [s]). In the case h = 0 just choose  to be the null
homomorphism. Suppose h is not identically zero. Then h(A) generates a subgroup H  J isomorphic to V|A|s . Now, since h
is independent, we can take the homomorphism 1 : 〈A〉 → J simply as the unique extension of h (and λh) and
1 [A]2m= λh [A]2m= π [A]2m. (2)
Since 〈A〉 is a direct summand of Vωm we can extend 1 to  : Vωm → J . Note that  is Bohr-continuous being a homomor-
phism. Clearly  coincides with 1 on [A]2m ⊆ Vωm , therefore  [A]2m= π [A]2m by (2). Since the closure of [A]2m in (Vωm)#
contains [A]m by Lemma 4.4 and since both π and  are continuous, we conclude that they coincide also on [A]m .
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s = m. Thus 1 : 〈A〉 → H ∼= Vωm , deﬁned as above, is an isomorphism. If H has inﬁnite index in J [m], then we ﬁnd a
subgroup L ∼= H of J [m] with L ∩ H = {0}. This allows us to build an injective extension  of 1 by sending a complement
of the subgroup 〈A〉 into L. If H has ﬁnite index in J [m], we can ﬁrst replace A by a smaller subset A1 of ω with inﬁnite
complement. Then the respective subgroup H1 = 〈h(A1)〉 of J has inﬁnite index as a subgroup of J [m] and we continue the
argument as in the previous case. 
5. Applications
As pointed out in the Introduction, the interest in Theorem 1.10 is related to Question 1.1 proposed by E. van Douwen.
Kunen’s counterexample [13], which is essentially based on Theorem 4.1, shows that there exists no injective continuous
functions from (Vωp )
# into (Vωq )
# in the special case in which p and q are distinct prime numbers. On the other hand,
Dikranjan and Watson [7] worked with an extra hypothesis on the cardinality of the domain to get their counterexample.
5.1. Cardinal invariants and weak Bohr-homeomorphisms
A bounded Abelian group G is homogeneous, if for every prime p its p-primary subgroup Gp has the form Vκpm , for some
m ∈ N and some cardinal κ . It is easy to see that every bounded group of square-free order is homogeneous.
A general approach in set-theoretic topology is to study appropriate invariants (most often, cardinal ones) that allow for
an easy solution of the homeomorphism problem. Sometimes certain collections of appropriate cardinal invariants allow for
a complete solution of the homeomorphism problem, in other cases one obtains only necessary conditions. In the sequel
we are interested in (weak) Bohr-homeomorphisms. An easy complete set of cardinal invariants giving a suﬃcient condition
for Bohr-homeomorphism is the set of all Ulm–Kaplansky invariants. Let us recall here the deﬁnition of these important
cardinal invariants of the bounded Abelian groups. According to Prüfer’s theorem, every bounded Abelian group is a direct
sum of cyclic subgroups, so the p-primary part can be written as Gp = Vκ1p ⊕· · ·⊕Vκsps . The cardinals κi determine Gp up to
isomorphism and are known as Ulm–Kaplansky invariants of the group G [8]. Therefore, the set of Ulm–Kaplansky invariants
(determining the Abelian group up to algebraic isomorphism) determine the Abelian group up to a Bohr-homeomorphism.
Our aim is to ﬁnd less rigid suﬃcient conditions that turn out to be also necessary in certain cases. (For example, the ﬁnite
Ulm–Kaplansky invariants obviously play no role, since the set of inﬁnite Ulm–Kaplansky invariants determines the group
up to almost isomorphism (so Bohr-homeomorphism).)
Deﬁnition 5.1. A bounded Abelian group G is almost homogeneous if for every prime p, such that Gp is non-trivial, at most
one of the Ulm–Kaplansky invariants of Gp is inﬁnite.
It is clear that G is almost homogeneous, if G is almost isomorphic to a homogeneous group.
Remark 5.2.
(a) It is easy to see that every bounded group of square-free essential order is almost homogeneous.
(b) For bounded group G of square-free order, the Ulm–Kaplansky invariants of G are precisely the cardinals rp(G).
(c) Every bounded Abelian group G is almost isomorphic to a bounded one in which every non-zero Ulm–Kaplansky in-
variant is inﬁnite.
(d) A bounded group G with eo(G) =m contains a subgroup isomorphic to Vωm .
In the next theorem we give a convenient (from algebraic point of view) characterization of weak isomorphism.
Theorem 5.3. Two bounded Abelian groups G, H are weakly isomorphic if and only if they satisfy the following condition:
(A) |mG| = |mH| whenever m ∈ N and max{|mG|, |mH|}ω.
Proof. Let G1 and H1 be ﬁnite-index subgroups of G and H respectively, such that G1 is isomorphic to a subgroup of H
and H1 is isomorphic to a subgroup of G . If mG is inﬁnite for some m, then also mG1 is inﬁnite and |mG1| = |mG|. Since
mG1 is isomorphic to a subgroup of mH , we conclude that also mH is inﬁnite and |mG| = |mG1| |mH|. Analogously, we
get |mH| |mG|. Hence, |mH| = |mG| whenever at least one of these cardinals is inﬁnite. This proves that (A) holds.
Now assume that (A) holds. Since we need to prove that each one of these groups has a ﬁnite-index subgroup that is
isomorphic to a subgroup of the other, it is not restrictive to assume, passing to a ﬁnite index subgroup, that exp(G) = eo(G)
and exp(H) = eo(H). Consider ﬁrst the case when both groups are bounded p-groups and let G = Vκ1p ⊕Vκ2p2 ⊕· · ·⊕V
κn
pn . Our
ﬁrst aim is to prove that the leading Ulm–Kaplansky invariants of G and H coincide. Indeed, pn = eo(G) and κn = |pn−1G|,
so (A) yields eo(H) = pn as well. Hence from |pn−1H| = |pn−1G| we deduce that
H = Vλ1p ⊕ · · · ⊕ Vλn−1n−1 ⊕ Vλnn with λn =
∣∣pn−1H∣∣= κn. (3)p p
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max{κi+1, . . . , κn} =
∣∣piG∣∣= ∣∣pi H∣∣=max{λi+1, . . . , λn}. (4)
We shall assume without loss of generality that all Ulm–Kaplansky invariants of G and H are inﬁnite. For i = 0,1,2, . . . ,n−1
let
Gi = Vκn−ipn−i ⊕ · · · ⊕ V
κn
pn and Hi = Vλn−ipn−i ⊕ · · · ⊕ V
λn
pn . (5)
Since G = Gn−1 and H = Hn−1, it suﬃces to prove (arguing by induction on i) that Gi embeds in Hi and Hi embeds in Gi .
For i = 0 this follows from (3). Assume i < n and Gi embeds in Hi . Then
Gi+1 = Vκn−i−1pn−i−1 ⊕ Gi and Hi+1 = V
λn−i−1
pn−i−1 ⊕ Hi . (6)
If κn−i−1 max{κn−i, . . . , κn} =max{λn−i, . . . , λn}, then Vκn−i−1pn−i−1 is isomorphic to a subgroup of Gi that embeds in Hi by hy-
pothesis. Since all Ulm–Kaplansky invariants are inﬁnite, Hi ∼= Hi ⊕ Hi . Therefore, Gi+1 embeds actually in the subgroup Hi
of Hi+1.
If κn−i−1 > max{κn−i, . . . , κn} = max{λn−i, . . . , λn}, then also λn−i−1 > max{λn−i, . . . , λn} by (4). So (4) yields κn−i−1 =
λn−i−1. Now (6) implies that Gi+1 embeds into Hi+1.
The general case easily follows from the local one by taking appropriate subgroups of the form G ′ =mG , where exp(G) =
mpk , m is coprime to p and p is prime. Then the subgroup G ′ coincides with the p-primary part of G , so the above argument
applies to G ′ and mH . 
Clearly, almost isomorphism implies weak isomorphism. Now we shall see in more detail the precise relation between these
two notions and (B).
Lemma 5.4. For bounded Abelian groups G and H :
(a) G and H are weakly isomorphic only if they satisfy condition (B);
(b) G and H are weakly isomorphic if they satisfy condition (B) and they are countable;
(c) if G and H are almost homogeneous, then the following are equivalent:
– G and H are weakly isomorphic;
– G and H satisfy condition (B);
– G and H are almost isomorphic.
Proof. (a) Assume G and H are weakly isomorphic. Then the equality eo(G) = eo(H) follows directly from the deﬁnition
of essential order. Fix a prime p such that rp(G) is inﬁnite. Write eo(G) = eo(H) = pnm, where m is coprime to p. Then
the subgroup mG (mH) coincides with the p-torsion part of G (respectively H). Therefore, rp(G) = rp(mG) = |mG| = |mH|
is inﬁnite. Hence,
rp(H) = rp(mH) = |mH| = |mG| = rp(G).
This proves (B).
(b) Assume now that G and H are countable and satisfy (B). To prove that they are weakly isomorphic we shall assume
that all non-zero Ulm–Kaplansky invariants of these groups are inﬁnite (see Remark 5.2). Fix a prime p and write eo(G) =
eo(H) = pnm, where m is coprime to p. Since the p-torsion part of G(H) coincides with mG (respectively, with mH), it
follows that the leading Ulm–Kaplansky invariants of mG and mH coincide with ω, i.e., they contain both V = Vωpn as a
direct summand. Since V ∼= V n , it follows that mG and mH are weakly isomorphic. Since these are the p-torsion parts of G
and H for an arbitrary prime p, we deduce that G and H are weakly isomorphic.
(c) Now assume that G and H are almost homogeneous groups satisfying (B). In order to prove (c) it suﬃces to check
that G and H are almost isomorphic. Since almost isomorphism is a transitive property, and since almost homogeneous
groups are almost isomorphic to homogeneous ones, we can assume that G and H are homogeneous. By Remark 5.2,
we can assume that the Ulm–Kaplansky invariants of both groups are either zero or inﬁnite. Since our hypothesis gives
rp(G) = rp(H) = κp for every prime p, this entails that the p-primary subgroups of G and H are isomorphic to some Vκppk .
Hence, G and H are almost isomorphic. 
The implication proved in (a) should be compared to the following chain of implications
w. isomorphic ⇒w. Bohr-homeomorphic ⇒ (B)
that holds according to Theorem 1.12 (in the case of countable bounded groups) and Theorem 1.16.
Now we are in position to prove Lemma 1.11:
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to H if and only if eo(G) = eo(H). Since eo(G) = eo(H) is a part of (B), it suﬃces to see that this condition alone implies
(B), so that (b) of the above lemma applies. Indeed, it is easy to see that rp(G) is inﬁnite iff p|eo(G). Since G, H are
countable, eo(G) = eo(H) yields that rp(G) = rp(H) whenever at least one of these cardinals is inﬁnite. 
5.2. Classiﬁcation up to (weak) Bohr-homeomorphisms
Here we involve the Bohr topology.
Lemma 5.5. If there exists an embedding (Vωm)
# → H# , then m|eo(H).
Proof. By Theorem 1.10 there exists an injective homomorphism l : Vωm → H . It remains to note that if n = eo(H), then nH
is ﬁnite, so nVωm must be ﬁnite as well being isomorphic to a subgroup of the ﬁnite group nH , via the homomorphism l.
This is possible only if m|n. 
Lemma 5.5 provides a direct proof of Theorem 1.9 from the Introduction:
Proof of Theorem 1.9. We have to prove that for countably inﬁnite bounded Abelian groups G and H , there exists an
embedding G# → H# iff eo(G)|eo(H). Let m = eo(G) and n = eo(H). By Lemma 1.11, G and H are weakly isomorphic (hence,
weakly Bohr-homeomorphic by (b) of Lemma 1.8) to, respectively, Vωm and V
ω
n . Therefore, G
# ↪→ H# iff (Vωm)# ↪→ (Vωn )#.
Since eo(Vωm) =m and eo(Vωn ) = n, Lemma 5.5 implies that (Vωm)# ↪→ (Vωn )# if and only if m|n, i.e., eo(G)|eo(H). 
Our next aim is to relax the embeddings with respect to the Bohr topology to injective (or ﬁnitely many-to-one) contin-
uous maps Bohr topology. The next lemma is a corollary of Theorem 1.10:
Lemma 5.6. Let f : (Vωn )# → J# be a continuous function, where J is an Abelian group and m = eo( J ). If n ml for every l (i.e., n has
a divisor coprime to m), then there exists an inﬁnite subset B ⊆ Vωn such that f B is constant.
Proof. We can assume wlog that J is countable. Indeed, let J1 be the subgroup of J generated by the image of f . Then J1
is countable and m1 = eo( J1) divides m, so we can replace J by J1 and m by m1.
Our hypothesis implies that n = n1n2, where n1 > 1 and n1 is coprime with m. The composition g of f with the embed-
ding j : (Vωn1 )# → (Vωn )#, deﬁned by j(x) = n2 · x for all x ∈ Vωn1 , gives a continuous function g : (Vωn1 )# → J#.
(Vωn )
# f J#
(Vωn1 )
#
j
g
Since the only linear maps Vωn1 → J are the constant ones, by Theorem 1.10 there exists an inﬁnite A ⊆ ω such that the re-
striction of g to [A]n1 is constant. Now just note that j is injective, therefore f is constant on the set B = j([A]n1) ⊆ Vωn . 
Remark 5.7. It may happen that f D(m)A,m is injective for every A ⊆ κ . Note that the set B in the above corollary has the form
B = n2 · D(n1)A,n1 .
One can state Lemma 5.6 also in a contrapositive form:
Corollary 5.8. Let J be an Abelian group with eo( J ) = m. If there exists a continuous ﬁnitely many-to-one (in particular, injective)
map f : (Vωn )# → J# , then n divides some power of m.
Now we can prove Corollary 1.13:
Proof of Corollary 1.13. Let p be a prime. We have to prove that rp(H)  rp(G), if there exists a continuous injective
function f : G# → H#, where G, H are Abelian groups, H is bounded and rp(G) is inﬁnite. Let κ = rp(G)  ω. Then G
contains a direct sum Vκp ∼=
⊕
i<κ Vi , where Vi ∼= Vωp for every i < κ . Apply Theorem 1.10 to each Vi to get for every i < κ
an inﬁnite set Ai of Vi such that f (Ai) ⊆ H[p]. Since f is injective, the sets f (Ai) are pairwise disjoint, hence we conclude
|H[p]| |⋃i<κ Ai | κ . 
As a consequence of Corollary 1.13 we want to emphasize that if there exists a continuous injective map (Vκp)
# → H#,
then rp(H)  κ and, consequently, H contains a copy of Vκp (this entails the existence of an injective homomorphism
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f : G# → H# is an embedding. However, we know that the existence of an embedding (Vωm)# → H# yields m|eo(H) by
Lemma 5.5.
Let us prove Theorem 1.16 now.
Proof of Theorem 1.16. We have to prove that if G# → H# is an embedding, then eo(G)|eo(H) and rp(G) rp(H) if rp(G)
is inﬁnite. Let m = eo(G). By item (3) of Remark 5.2 G contains a subgroup isomorphic to Vωm . So there exists an embedding
(Vωm)
# → H#. Therefore, m|eo(H) by Lemma 5.5. For the inequality rp(G) rp(H) apply Corollary 1.13. 
It was shown in [11] that the property of being bounded is preserved by Bohr-homeomorphism. Corollary 1.13 states that
the property of possessing inﬁnitely many p-torsion elements is preserved by weak Bohr-homeomorphism. The following
corollary settles the weaker property of having non-trivial p-torsion elements at all.
Corollary 5.9. Let G and H be inﬁnite Abelian groups such that one of them is bounded. If Gκ and Hκ are weakly Bohr-homeomorphic
for some inﬁnite cardinal κ , then rp(G)κ = rp(H)κ for every prime p. In particular, rp(G) > 0⇔ rp(H) > 0 (i.e., G is p-torsion free if
and only if H is p-torsion free).
Proof. According to [11, Theorem 5.1], both groups are bounded. Now ﬁx any prime p and apply Theorem 1.16 to Gκ and Hκ
to get rp(G)κ = rp(Gκ ) = rp(Hκ ) = rp(H)κ . 
It follows immediately from Remark 5.2(a) and Lemma 5.4(c) that for groups of square-free essential order, (B) implies
almost isomorphism, hence both weak isomorphism and Bohr-homeomorphism. Hence all ﬁve properties ((B), weak isomorphism,
almost isomorphism and (weak) Bohr-homeomorphism), coincide for bounded Abelian groups of square-free essential order.
Let us see that this remains true for the larger class of all almost homogeneous bounded Abelian groups.
Corollary 5.10. For almost homogeneous bounded Abelian groups G and H, TFAE:
(a) G and H are almost isomorphic;
(b) G and H are weakly isomorphic;
(c) G and H are Bohr-homeomorphic;
(d) G and H are weakly Bohr-homeomorphic;
(e) G and H satisfy (B).
Proof. Statements (a), (b) and (e) are equivalent by (c) of Lemma 5.4. The implication (a) → (c) is Corollary 1.3, (c) → (d)
is trivial and (d) → (e) follows from Theorem 1.16. 
In Corollary 1.17 it is shown that for groups of the form Vκm Bohr-homeomorphism and weak Bohr-homeomorphism
coincide. It is not clear if this is true in general, as already pointed out in [11, §6] (see also Section 6). Corollary 5.10 gives a
partial answer to this question.
We do not know whether (a) in the last corollary can be weakened to: there exist continuous injective maps G# → H# and
H# → G# (see Section 6 for a more speciﬁc question).
5.3. Retracts and ccs-subgroups
We conclude by discussing how Theorem 1.10 can be employed in the study of retracts and continuous cross sections in
the Bohr topology (see Deﬁnition 5.16).
Recall the following questions of van Douwen [14]:
Question 5.11. (See [16, Question 81].) Is it true that every countable subgroup H of an Abelian group G# is a retract of G#?
This question is still open. As a matter of fact, the following more general question was answered negatively by Gladdines
in 1995 [9]:
Question 5.12. (See [16, Question 82].) Is it true that every countable closed subset of G# is a retract of G#?
Actually, Gladdines’ counterexample shows that D(2)ω,2 is not a retract of (Vω2 )#.
The space D(2)ω,2 has very interesting properties. In fact, consider the following lemma which states that D(2)ω,2 can be
Bohr-embedded in every Abelian group G (see [10] and [11, §3] for more results in this line).
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D(2)ω,2 → G deﬁned by μ f (u, v) = f (u) − f (v) for every (u, v) ∈ [ω]2 and μ f (0) = 0. Then:
1. μ f : D(2)ω,2 → G# is continuous;
2. if f is independent, μ f is an embedding.
Givens proved in [10] that every Abelian group G possesses a closed countable subset F which is not a Bohr-retract of G .
One can prove that F is always homeomorphic to D(2)ω,2, so Givens’ result largely extends Gladdines’ one. Here we employ
Theorem 1.10 and the previous lemma to get a brief proof of the fact that D(2)ω,2 is not a Bohr-retract of G , for every bounded
Abelian group G .
Corollary 5.14. Let G be any bounded Abelian group. Then there exists an embedding D(2)ω,2 ↪→ G# that makes D(2)ω,2 a closed subspace
of G# which is not a retract.
Proof. Let m be the essential order of G and let p be a prime number that divides m. Then, as a corollary of Remark 5.2(d),
(Vωp )
# embeds into G# as a closed subgroup. Hence it suﬃces to work with Vωp instead of G . For simplicity, we write G = Vωp
from now on. Let h := ι(1)ω,p : ω → Vωp be the canonical map. Then μh : D(2)ω,2 → (Vωp )# is an embedding by Lemma 5.13.
Consider the subset X = μh(D(2)ω,2) of G . Arguing as in [2, Lemma 2.5] one can easily prove that X is closed in G . Assume
that there exists a Bohr-continuous retraction r : G → X . Take a prime q 	= p and an independent function k : ω → (Vωq )#. By
Lemma 5.13, μk : D(2)ω,2 → (Vωq )# is an embedding and the composition ν = μk ◦μ−1h : X → (Vωq )# is an injective continuous
map. Moreover, π := ν ◦ r : G# → (Vωq )# is a continuous map with π(0) = 0.
G
r
π
X
ν
i
Vωq D(2)ω,2
μk
μh
By Lemma 5.6 applied to π ◦ i ◦ μh (i denotes the inclusion of X in G), there exists an inﬁnite subset A ⊆ ω such that
(π ◦ i ◦ μh) ([A]2)= 0, thus π μh([A]2)= 0. The contradiction follows from the fact that r coincides with the identity on
μh([A]2), so ν μh([A]2)= π μh([A]2)= 0 while ν is injective. 
Remark 5.15. Note that if G = Vωm , where m > 2, then for no inﬁnite subset A of ω the restriction on [A]2 of the function
μ f : D(2)ω,2 → G# deﬁned in Lemma 5.13 can be of the form λh (as μh is continuous, whereas λh can be continuous only if
m = 2, cf. (1) of Lemma 2.3). This fact does not contradict Theorem 4.3 since the theorem applies in the case of functions
deﬁned over D(2m)ω,m with m > 1.
We recall the following:
Deﬁnition 5.16. (See [1].) If H is a subgroup of an Abelian group G , then H is said to be a ccs-subgroup of G# if there exists
a continuous map Φ : (G/H)# → G# such that Φ(0) = 0 and π ◦ Φ = idG/H , where π denotes the canonical projection
π : G → G/H (i.e., Φ is a continuous cross section of π with Φ(0) = 0).
Observe that if Φ : (G/H)# → G# is an arbitrary continuous map such that π ◦ Φ = idG/H , one can always suppose that
Φ(0) = 0. (Indeed, if Φ(0) 	= 0 then one compose Φ with the translation by −Φ(0) in G to deﬁne a new continuous map
Φ ′ : (G/H)# → G# by xH → Φ ′(x) := Φ(xH) − Φ(0) which is now a continuous cross section of π .)
It is easy to see that the property of being a ccs-subgroup is stronger than being a retract in the following sense: if H is
a ccs-subgroup of G , then using a continuous cross section Φ : (G/H)# → G# one deﬁnes a retraction r : G → H by letting
r(x) = x − Φ(π(x)), where π : G → G/H denotes the canonical projection. Note that this retraction is partially linear in the
sense r(x+ h) = r(x) + h = r(x) + r(h) for every x ∈ G and h ∈ H .
Here we recall some examples and basic properties from [1] and [3].
Lemma 5.17. Let G be an Abelian group and let H  G.
(a) If H has ﬁnite index in G, then H is a ccs-subgroup of G.
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(c) Let K be a subgroup of H. If K is ccs in H and H is ccs in G, then K is css in G (i.e., the property of being a ccs-subgroup is
transitive).
(d) Let K be a subgroup of H. If K is ccs in G and H/K is ccs in G/K , then H is css in G.
Example 5.18.
(1) For every Abelian group G , the ﬁnitely generated subgroups of G are ccs-subgroups. More generally, (a), (b) and (c)
of the above lemma imply that every subgroup H of G that is a sum of a ﬁnitely generated subgroup and a divisible
subgroup is always a ccs-subgroup.
(2) For every prime p the subgroup pVω
p2
∼= Vωp of Vωp2 is not a ccs-subgroup of Vωp2 .
Both examples originally appeared in [1], (2) with a rather involved proof (consisting of the entire [1, §5]) developing in
detail Kunen’s approach of normal forms in the case of Vω
p2
.
Recall that a subgroup H of an Abelian group G is essential in G if for every non-trivial subgroup N of G we have
N ∩ H 	= {e}.
The next lemma shows that to resolve van Douwen’s problem one can restrict only to essential subgroups.
Lemma 5.19. If there exists an Abelian group G and a subgroup H that is not a retract of G# , then this pair can be chosen also with the
property H essential in G.
Proof. Assume G is an Abelian group and H is a subgroup of G that is not a retract of G#. Let D be the divisible hull of G .
Then H# is a topological subgroup of D# and certainly H cannot be a retract of D#. Now let D1 be the divisible hull of H
in D . Then H is an essential subgroup of D1. Since D1 is divisible, there exists a subgroup L of D such that D = D1 ⊕ L. The
desired pair is D1 and H . Indeed, assume r : D#1 → H is a retraction. Composing with the continuous projection p : D# → D#1
we get a retraction D# → H , a contradiction. 
Our goal now is to characterize the essential ccs-subgroups of bounded Abelian groups. We start with a technical fact.
Claim 5.20. Let p be a prime number and let G be a bounded Abelian p-group. If H is an essential ccs-subgroup of G, then [G : H] is
ﬁnite.
Proof. Our hypothesis means that H  G[p]. Assume that [G : H] is inﬁnite. Since G is a bounded p-group, G/H is a
bounded p-group as well, so G/H contains a copy of Vωp by (d) of Remark 5.2. Now, let π : G → G/H be the canonical
projection and Φ : (G/H)# → G# a continuous cross section. Applying Theorem 1.10 to the restriction of Φ to Vωp we ﬁnd
an inﬁnite set A ⊆ ω such that Φ([A]p) ⊆ G[p]  H . So Φ takes the inﬁnite set B = [A]p to G[p] while π vanishes on
G[p] H . This proves that the composition π ◦Φ vanishes on B . On the other hand, π ◦Φ coincides with the identity since
Φ is a section of π , and this yields to a contradiction. 
As a straightforward corollary, we obtain now the following:
Corollary 5.21. If G is a bounded p-group such that pG is inﬁnite, then G[p] is not a ccs-subgroup of G.
Proof. Take H = G[p]. Then H obviously contains G[p] and [G : H] is inﬁnite since pG ∼= G/H is inﬁnite. Now Claim 5.20
applies. 
Since pVκ
p2
∼= Vκp is inﬁnite, this corollary immediately implies that Vκp is not a ccs-subgroup of Vκp2 (see Example 5.18
(2) above). More precisely, for κ = ω this is [1, Theorem 35], for arbitrary κ this is [1, Remark 36].
Combining Claim 5.20 and Lemma 5.17, we can prove in the next theorem that an essential subgroup of a bounded
Abelian group is “almost never” a ccs-subgroup.
Theorem 5.22. An essential subgroup H of a bounded Abelian group G is a ccs-subgroup of G if and only if [G : H] is ﬁnite.
Proof. If [G : H] < ∞ then H is a ccs-subgroup of G by Lemma 5.17(a). Conversely, suppose that H is a ccs-subgroup
of G . Write G as the direct sum of its p-components: G = Gp1 ⊕ · · · ⊕ Gpk , for some prime numbers p1, . . . , pk . Then
H = Hp1 ⊕ · · · ⊕ Hp . By hypothesis, H is essential in G , i.e., H contains Soc(G) ∼=
⊕
p∈P G[p] ∼= G[p1] ⊕ · · · ⊕ G[pk], sok
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to Hpi  Gpi . We deduce that Hpi has ﬁnite index in Gpi for every i and, hence, [G : H] < ∞. 
Note that if G in the above theorem is not bounded then the result can fail to be true.
Example 5.23. According to Example 5.18(a) the essential subgroup Z of Q is a ccs-subgroup of Q although Z has inﬁnite
index in Q.
6. Questions
We saw that the invariant eo(G), along with |G|, provides for a complete classiﬁcation, up to weak Bohr-homeomorphism,
of all countable bounded Abelian groups. The situation is similar for almost homogeneous bounded groups (but here one
needs to take also the p-ranks). For non-almost-homogeneous bounded groups the situation changes completely even for the
simplest uncountable bounded Abelian group of essential order 4. Indeed, G = Vω14 and H = Vω12 × Vω4 are not weakly iso-
morphic, because ω1 = |2G| > |2H| = ω. However, we do not know whether these groups are weakly Bohr-homeomorphic:
Question 6.1. Can (Vω14 )
# be homeomorphically embedded into (Vω12 × Vω4 )#?
Here is the question in the most general form:
Question 6.2. Given a cardinal κ  ω, an integer s > 1 and a prime number p, are Vκps and Vκp × Vωps weakly Bohr-
homeomorphic? Can this depend on p?
Let us see that a positive answer to Question 6.2 for all prime p implies that bounded Abelian groups G and H are weakly
Bohr-homeomorphic if and only if (B) holds. Indeed, for inﬁnite p-groups G, H of size κ with eo(G) = eo(H) = ps , (B) yields
an algebraic embedding of Vκp ×Vωps into G and H , where κ = rp(G) = rp(H). Hence a positive answer to Question 6.2 entails
an embedding of (Vκps )
# in G# and H#. Since G and H are obviously isomorphic to subgroups of Vκps , this proves that both
G and H are separately weakly Bohr-homeomorphic to Vκps .
A positive answer to the next question is equivalent to the strongest negative answer to Question 6.2.
Question 6.3. Assume that p is a prime number, s > 1 is an integer, κ and λ are inﬁnite cardinals such that (Vκps )
# can be
homeomorphically embedded into (Vκ
ps−1 × Vλps )#. Must the inequality λ κ hold?
A positive answer to Question 6.3 obviously gives a negative answer to 6.2 (hence to Question 6.1 as well, just take
κ = ω1 > ω = λ, p = 2 and s = 2).
A positive answer to the following stronger form of Question 6.3 is equivalent to the fact that weak Bohr-
homeomorphism coincides with weak isomorphism for bounded Abelian groups.
Question 6.4. Assume that p is a prime number, n  s > 1 are integers, κ,κ ′ and λ are inﬁnite cardinals such that (Vκps )#
can be homeomorphically embedded into (Vκ
′
ps−1 × Vλpn )#. Must the inequality λ κ hold?
Note that in the above question only the case κ  κ ′ is relevant (since the conclusion easily follows from Corollary 1.13
when κ > κ ′). Moreover, n can be replaced by s in Question 6.4 if the answer to the following question is positive:
Question 6.5. Assume that p is a prime number, s > 1 is an integer and κ is an inﬁnite cardinal such that (Vκps )
# can be
homeomorphically embedded into H#. Can (Vκps )
# be homeomorphically embedded also into H[ps]#?
For s = 1 the answer is positive.
The countable groups Vω4 and V
ω
2 × Vω4 are obviously weakly isomorphic, hence weakly Bohr-homeomorphic (see the
discussion above).
Question 6.6. (See [13].)
(a) Are Vω4 and V
ω
2 × Vω4 Bohr-homeomorphic?
(b) Are weakly Bohr-homeomorphic bounded groups always Bohr-homeomorphic?
Question 6.7. Suppose that G and H are bounded Abelian groups such that G# homeomorphically embeds into H#. Does G
contain a subgroup of ﬁnite index that is isomorphic to a subgroup of H?
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weak isomorphism. Hence a positive answer to this question would imply a positive answer to Question 6.3.
The following question involving the stronger version of Bohr-homeomorphism was already considered:
Question 6.8. (See [13].) Are Bohr-homeomorphic bounded Abelian groups almost isomorphic?
We do not know whether the weaker assumption of Corollary 5.8 already implies that n|m even in the simplest situations
like the following:
Question 6.9. Does there exist a continuous injective (ﬁnitely many-to-one) map (Vω4 )
# → (Vω2 )#?
The conclusion of Corollary 1.15 is precisely the second part of the condition (B). We are not aware if the ﬁrst part of (B)
holds true as well:
Question 6.10. Does the existence of continuous injective maps G# → H# and H# → G# yield eo(G) = eo(H)?
We do not know whether the embeddings in the “weakly Bohr-homeomorphic” version of Corollary 1.17 can be replaced
by “continuous injections”, see Question 6.9 or the general
Question 6.11. If f : (Vκn )# → (Vκm)# is continuous and injective, is it true that n|m?
Question 6.12. For distinct primes p and q, does there exist a continuous map (Vωp )
# → (Vωq )# with inﬁnite image? What
about p = 2 and q = 3?
Remark 6.13. For subgroups H, K of an Abelian group G let H =∗ K if H ∩ K has ﬁnite index in H + K . When G is torsion,
H =∗ K iff there exists a ﬁnite subgroup F of G such that H + F = K + F . In particular, H =∗ K whenever H and K are
ﬁnite.
Let us see ﬁrst that if H =∗ K and H is a ccs subgroup of G , then also K is a ccs subgroup of G . Since H ∩ K is a ccs
subgroup of H (having ﬁnite index), it is a ccs subgroup of G by (c) of Lemma 5.17. Now K contains a ﬁnite-index subgroup
(namely, H ∩ K ) that is ccs in G . Then also K is ccs in G by Lemma 5.17(d). So we obtain:
Let G be an Abelian group and let H be a subgroup. If H =∗ L for some direct summand L of G , then H is a ccs-subgroup
of G .
We expect that the following conjecture holds true (note that it holds for essential subgroups, according to Theorem 5.22,
as a ﬁnite index subgroup H of G obviously satisﬁes H =∗ G).
Conjecture 6.14. For every bounded Abelian group G and a subgroup H of G, the following are equivalent:
1. H is ccs-subgroup of G;
2. H =∗ B for some direct summand B of G.
Note that this problem leads somehow far form the original van Douwen’s problem, where the subgroup H in question
can be assumed to be essential (so that Theorem 5.22 works). The next question can easily be reduced to the case of
essential subgroup H .
Question 6.15. Can “bounded Abelian” be replaced by “divisible torsion” in Conjecture 6.14?
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