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Abstract 
Wide Area Control Systems (WACS) are introduced to respond to the real time control requirements of a smart grid.  The control 
messages in smart grid can be of different levels of criticality. Therefore priority based routing, depending on criticality of 
messages, is very essential in control message communication. The topology of the system considered, involves control units 
connected to five buses in a smart micro grid. The performance metrics are identified and threshold values are fixed. Different 
communication technologies are simulated and the performance is compared. Multi hopping communication is established 
between the nodes and heterogeneous communication architecture is implemented. The need for dynamic routing protocol in the 
grid, as the traffic on the network changes over time, is also met. A communication scenario which dynamically routes the 
control message from central station to control units depending on priority, through the shortest path available, is identified here.  
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Amrita School of Engineering, Amrita Vishwa Vidyapeetham University. 
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1. Introduction 
Energy being a major factor in the economic growth of a nation, advances in energy sector has a direct impact on 
the economic growth of the nation. Power grid provides the energy to the consumers, but problems in conventional 
power grid like power quality, supply-demand gap, non-availability of real time grid status etc. are plenty [1]. The 
issues faced in the conventional power grid can be addressed and overcome by the smart grid which is an automated 
version of the conventional grid that improves reliability and stability of the system and makes good quality power 
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available to the customers at affordable rates by enabling bidirectional flow of power and data [2]. The 
communication backbone of the smart grid is the wide area network which will connect the small area networks 
located at different nodes in a grid. Measurement and control actions should take place on the grid in distributed 
fashion [3]. Conventionally the control in the power grid is done manually after observing the grid parameters for a 
predefined period of time. In the automated grid, manual operation is replaced by SPS (Special Protection System) 
which will send signals to control centre for taking decision and then to the target area where action has to be taken 
[4]. Wide Area Control System (WACS) is introduced to respond to such real time requirements of the power 
system [5][6]. The control centres and substations may be separated by a large distance, so the control actions 
generated at the control centre will be communicated to the utilities by the wide area communication network and 
the status is communicated back. 
This paper proposes a communication scheme which will communicate the control signals generated at the 
control station to the desired units in a shortest time. The control decision is generated after receiving the grid status 
and informs the same to the control centre. At a given instant the network carries different control messages of 
varying criticality, and there is a need to assign priority to these control messages to ensure respective deadline 
requirements of all. The task with the highest priority at any instant can use the channel and reach the destination. 
The paper is organised into four sections: (i) introduction, (ii) literature survey, (iii) the system description, and 
(iv) simulation results. 
2. Literature Survey 
Unidirectional power and data flow is a limitation of conventional grid. The possibility of adding new and 
distributed sources to the grid is also limited, i.e., lack of flexibility is another problem of the earlier grid. The faults 
in the grid were noticed by the operator and rerouting of power was also done by the operator. The current state of 
the grid was not be known in a real time fashion which resulted in poor quality of power as the demand was not met 
by the supply[1]. So a system which can overcome these issues of the grid, became a necessity. Thus Smart grid was 
evolved by adding automation, communication technologies and networking to the conventional grid [5]. Initially 
protection of the grid was taken care by the operator, later protection system was introduced. SPS (Special 
Protection System) [7], the classical protection event triggered system, only does the protection but failed to respond 
to the unpredicted events. To overcome the drawback of the special protection system, WACS was introduced [4]. 
WACS is simpler than SPS and will respond to any disturbances of the system in real time. 
The different sectors of power system such as distribution, transmission, consumers and other substations are 
connected together with the communication paths to make them interoperable. In smart grid, reliable and real-time 
information plays a major role for systematic delivery of power from the generating units to the customers. The 
communication technology should be selected depending on the type of the message to be transmitted. Mainly there 
are two broad classification for the communication technologies- wired and wireless, which can be employed 
depending on the requirements of the communication needed. The various communication technologies [2][3] 
include ZigBee, Power Line Communication (PLC) , Wi-Fi, Global System for Mobile communications (GSM), 
Ethernet, Bluetooth etc. There are different measures to evaluate the performance of the communication technology 
which is commonly termed as the performance metric which should be met by the selected communication 
technology. The performance metric include delay, throughput, execution rate, bandwidth and range. Due to high 
cost of operation for GSM and PLC [8], it cannot be used in WACS communication system. The range of Bluetooth 
is small which makes it inappropriate for use in system. 
Routing protocol is essential in smart grid as any defect in choosing the path to communicate, will cause 
catastrophic effect in the grid. Control message has criticality depending on the type of action it is going to perform, 
so dynamic routing is needed as far as control message is concerned [9]. The routing protocols which can be 
simulated in ns2 includes Ad-hoc on demand protocol distance vector routing protocol (AODV), Dynamic source 
routing (DSR), Dynamic Source distance vector (DSDV) routing protocol etc. [10]. For WACS communication 
system, AODV is best suited as it gives less delay compared to others [9]. 
After fixing the communication technology and routing protocol, the network must be simulated in a simulation 
environment to observe how it performs because even with readily available sensor nodes, testing the network in the 
desired environmental conditions can be time and money consuming and also a difficult task. The various sensor 
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network simulation softwares [11][12] include ns2, ns3, GNS3, NetSim and QualNet. Network simulator (Ns) is a 
discrete event simulator aimed at networking research. Ns provides support for simulation of TCP, routing protocol, 
and multicast protocols over wired and wireless networks and performance metrics can be found out by writing and 
running a awk file. 
3. System Description 
The communication scenario of a smart grid is explained in this section. The communication in a smart grid can 
be mainly for three different purposes. One for communicating the meter readings to the control station, the second 
is for the distributed real time measurement data and the last for control message passing. The data from Real Time 
Data Collection Unit (RTDCU) as well as smart meters are received by the cloud network. Decision will be taken in 
the cloud based on the received data, and the control decision is communicated to the central node (data collector).                    
The central node will receive the control decision from the cloud and the same will be communicated to the 
control devices. Sometimes if the control devices are located nearer to the cloud hosting the database than the 
central node, then the control decision is communicated directly to the control devices from the cloud. The status of 
the control action is communicated back to the control centre. Thus a bidirectional communication is needed for the 
control message communication in a smart grid.  
Some of the control actions required in smart grid include generator tripping, reactive bank switching, supply 
cuts, adding or deleting supply to/from grid, load shedding etc. which will be communicated from the cloud and 
carried out by control devices [11]. Control message communication is very critical as any unwanted delay could 
spoil the purpose of sending the message. Control decision taken by the control station is on a real time basis as it 
receives measurement data via RTDCU, and meter readings from smart meters. Cloud is a collection of computers 
with databases housing RTDCU and smart meter data which will collect information from the grid, process the 
information and generates the control decision. The WACS communication network for a laboratory scale 5 bus 
smart microgrid in [13] is shown in Fig 1. There is a fixed distance separation between each of the five buses as 
mentioned in [13].  
The location of control station is chosen as centre position of the micro grid structure because it is almost 
equidistant to all nodes and the overhead of more intermediate nodes for a single communication link can be 
avoided. Bus 3 of grid was connected with a solar panel and battery, and bus 4 with hydel plant and pumped hydro 
generator, and bus 5 with wind plant and battery. Similarly bus 1 and bus 2 can also be used for controlling the 
activities on the grid. As each of the buses are associated with two components which can be controlled, topology 
for WACS communication system allots two control units for each bus for controlling grid activities. Data collector 
is assigned to every bus and hence the topology has five DCs. Depending on the selected communication technique, 
required number of intermediate nodes will be added on the network to make the communication possible between 
the control station and the control unit. 
4. Simulation Results 
Simulation is done in ns2 simulation software. The communication technologies like wireless local area network 
(WLAN), ZigBee and wired LAN (Ethernet) were simulated for the selected topology in ns2. The size of the packet 
to be sent in WACS is 64 bytes and the rate at which packet sent is 20 packets per second [4]. Fig. 2 shows the 
results of ZigBee in ns2. The different performance metric like throughput, delay and packet delivery ratio for the 
above mentioned communication technologies were also found out using simulation results. Also the cost of 
operation, range and bandwidth is studied to select the communication technology. The performance metrics would 
help in sorting out the best communication technology which can be employed for each link in the network. Delay 
will be more by adding more intermediate nodes between the source and destination. Packet delivery ratio increases 
as the number of repeaters increases because the signal to noise ratio increases with the addition of nodes. But while 
taking overall topology, the packet delivery ratio was decreased because there was congestion and packet loss was 
increased while using WLAN as communication technology. Fig. 3 shows the simulation of Wired LAN in ns2 
software. Table 1, Table 2 and Table 3 show the respective  results. 
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Fig. 2 Simulation of ZigBee in ns2 
 
 
 
             Fig. 3. Simulation of Wired LAN in ns2 
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Table.1. Simulation Result for Wireless LAN 
 Throughput 
(Kbps) 
Delay 
(seconds) 
     Packet Delivery ratio No. of 
Intermediate 
nodes 
Control center to DC 14.40 0.22936 86.90 5 
DC1 to CU1 21.83 0.25881 55.10 21 
DC2 to CU3 21.38 0.24432 86.90 13 
DC3 to CU5 22.12 0.25921 86.64 22 
DC4 to CU7 21.66 0.24451 86.90 17 
DC5 to CU9 21.07 0.24392 86.84 15 
Overall Topology 27.48 1.81845 21.84 93 
 
Table.2. Simulation Result for ZigBee 
 Throughput 
(Kbps) 
Delay 
(seconds) 
Packet Delivery 
ratio 
No. of 
Intermediate 
nodes 
Control center to DC 9.26 0.00941 75.02 1 
DC1 to CU1 11.63 0.01194 74.48 4 
DC2 to CU3 12.40 0.01191 75.05 4 
DC3 to CU5 13.59 0.01210 76.61 5 
DC4 to CU7 10.30 0.01085 74.27 3 
DC5 to CU9 11.47 0.01188 76.04 4 
Overall Topology 19.21 0.01819 76.28 21 
Table.3. Simulation Result for Wired LAN 
 Throughput 
(Kbps) 
Delay 
(seconds) 
Packet Delivery 
ratio 
No. of 
Intermediate 
nodes 
Overall Topology 5813.30 0.003504 89.56 1 
 
 
 
 
 
 
 
 
 
 Fig. 4 Simulation of proposed communication network for WACS 
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WLAN has more bandwidth but less range when compared to ZigBee and hence the number of intermediate 
nodes will be more for WLAN than ZigBee which will further increases the node density. As the control message is 
to be transmitted, the technology offering least delay, more range and packet delivery ratio, less cost and a fair data 
rate have to be selected. So by analysing the simulation results, WLAN can be ruled out as it has more delay 
compared to others. A homogeneous communication architecture with wired LAN is not possible because cost of 
the system will increase and also it is not practical as WACS is a distributed network. But it can be employed from 
control station to the DC. ZigBee is the communication technology which gives second least delay, so it can be used 
from DC to the control unit. Fig. 4 shows the simulation of the proposed communication network for WACS and 
Table 4 gives the respective results. 
 
Table.4. Simulation Result for proposed communication network for WACS 
 Throughput 
(Kbps) 
Delay 
(seconds) 
  Packet Delivery 
ratio 
No. of 
Intermediate 
nodes 
Control center to DC 5813.42 0.00353 88.52 1 
DC1 to CU1 11.83 0.01082 74.48 4 
DC2 to CU3 12.49 0.01190 75.05 4 
DC3 to CU5 13.87 0.01204 76.61 5 
DC4 to CU7 10.34 0.01075 74.27 3 
DC5 to CU9 11.47 0.01158 76.04 4 
5. Conclusion 
Smart grid has to enable bidirectional flow of power and data by introducing automation, networking and 
communication technologies to the conventional grid. This study has focused on the communication network 
between the control station and the control devices that can route the control message to the desired destination in 
the shortest time through the shortest path available at that time. The communication technology was selected after 
analysing performance metrics like delay, range, cost, packet delivery ratio and throughput. The WACS topology 
was tested in a laboratory scale smart microgrid simulator. Some of the communication technologies like WLAN, 
ZigBee and wired LAN were simulated in ns2 for the topology and simulation results in ns2 were analysed. A 
heterogeneous communication architecture using ZigBee and Wired LAN has been found to be the fastest in WACS 
communication network. In this paper only static routing is considered, for better results dynamic routing can be 
employed. 
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